Abstract-In this paper, we introduce a non-verbal multimodal joint visual attention model for human-robot interaction in household scenarios. Our model combines the bottom-up saliency and depth-based segmentation with the top-down cues such as pointing and gaze to detect the objects of interest according to the user. For generation of the top-down saliency maps, we have introduced novel methods for object saliency, based on the pointing direction as well as the gaze direction. For gaze estimation, a hybrid model has been introduced which automatically selects keypoint-based matching or backprojection based on the textureness of the object model. The combination of different cues ensures reliable object detection and interaction independent of the relative position between the user, robot and objects. Extensive experiments show good detection results in different interaction scenarios as well as in challenging environmental conditions.
I. INTRODUCTION
For efficient non-verbal human robot interaction, a joint visual attention model is indispensable for naturally communicating user intentions to robots. Joint visual attention represents two humans or a robot and a human having a shared attention to the same object. This model is important in scenarios such as learning of new objects or activities, or collaborative tasks between robots and humans. The main modes of non-verbal communication by humans include gestures and gaze as well as natural cues such as salient colours and objects. We combine these cues to obtain a model of shared attention in our work, as can be seen in Figure 1 , to achieve a natural human-robot communication. Bottom-up saliency represents naturally interesting regions that are present in the visual field of view. The most salient regions have distinct properties of colours and shapes. The saliency based on colour images has been widely studied.
The biologically inspired saliency model of Itti [7] estimates the saliency by considering the distinctive local features based on colour, intensity and orientation. Other methods such as [4] estimate saliency using spectral residual models. The saliency arising from shape can be obtained from the Delft Robotics Institute, TU-Delft, The Netherlands depth maps from RGBD sensors. [15] locate distinctive regions based on the local extrema of the depth histogram whereas methods such as [16] use the depth information with colour images to obtain a combined saliency map. These methods provide a good estimation of all interesting regions in the scene. But a definite point of user's attention cannot be estimated by the robot using bottom-up saliency alone as it depends on context and the emotional state of the user. All of the obtained salient regions are equally probable to the user.
Hence top-down visual attention models have been used to constrain the robot's estimation of the region of interest. These obtain a computational model of user intention based on cues such as speech, pointing gestures and head orientation, etc. [18] combines a spoken language model along with pointing direction and colour saliency to train a CRF model to estimate objects of user interest ( [3] , [5] ). The work of [1] combines a colour saliency with a relative pose of the user's head based on depth information to detect the required object. The user's head is located using standard face detection algorithms and the orientation is found by modelling a cylinder around the located head. Since the actual gaze direction does not correlate with the head pose, a Gaussian Process Regression is trained to estimate the viewing angle for every user. The work of [14] trains a Bayesian inference model to track the gaze of the user and estimate the most salient object based on it.
However, these methods are limited by using only colour information. In addition they require an extensive pretraining of the system which makes them unusable in novel environments. Finally, they are restricted to be functional only in situations when the robot is facing the user. This limits the use of existing methods for natural interaction with robots when the relative position between user and robot changes. They also lack easy adaptability to various users and previously unknown environments.
Hence, we introduce a novel multimodal joint visual attention system which does not require any training routine and adapts automatically to change in user-robot configuration. We combine bottom-up saliency models based on colour and depth along with top-down saliency cues of pointing direction and gaze tracking to achieve this. The main contributions of this paper include a method of accurately estimating a saliency map based on 3D hand tracking and an adaptive method that estimates the saliency map based on gaze obtained from a head-mounted eye tracker. The adaptiveness ensures efficient saliency estimation for both textured and uniformly coloured objects. A novel combi-nation of all different modalities has been introduced to robustly detect the object of user interest.
The methods have been implemented on a custom developed service robot LEA [17] with objects in a table top scenario. Experiments have been performed to show the working of the algorithm when i) the robot is opposite to the user, ii) when the robot is adjacent to the user and iii) when the robot is in an intermediate position. Experimental results have shown a very good performance with the different combinations of the four modalities. Furthermore, the influence of different backgrounds, illumination conditions and variations in distance between the objects is evaluated and these experiments show a good performance.
The rest of the paper is organized as follows. Section II explains the computation of saliency maps from different modalities and after which Section III elaborates on the integration of the obtained maps to detect the object of interest. Section IV provides details of the different experimental conditions and also the specifications of the robot being used. Extensive experimentation and discussion are presented in Section V with conclusion and future work in Section VI.
II. MODALITIES
The non-verbal joint visual attention model that we propose combines bottom-up cues with top-down cues. It consists of the bottom-up cues: bottom-up saliency and depth. Furthermore, the attention is directed towards top-down salient regions that are indicated by pointing and eye-gazing. In this section, we describe how each of the modalities is computed.
A. 2D Saliency Map
Points of interest according to the user are most likely to be found in the most salient regions in the scene. Therefore we use the model of Itti, Koch and Niebur [7] to calculate bottom-up saliency. This model computes conspicuity maps by means of center-surround differences for each of the three features: colour, intensity and orientations. Combining these three conspicuity maps by averaging provides the bottomup saliency map. However, this type of map gives several regions of interest.
B. Depth-Based Saliency Map
To restrict the number of probable object locations obtained by 2D saliency, we deploy depth-based segmentation. The first step consists of filtering the point cloud to find the region of interest. Then, the surface normals are estimated at every point in the point cloud. The Organized Multiplane Segmentation algorithm of [8] is used to detect planes based on the normal vectors. After that, the clusters are extracted by Euclidean clustering of the remaining points after planar removal. These clusters are projected back using camera-intrinsic parameters to obtain a mask with the same dimensions of the 2D saliency map, as shown in Figure 2 . 
C. Pointing Map
A novel pointing-based saliency map has been developed. At first the estimated location of the hand is detected using the OpenNI-tracker. After that, a more accurate and stable hand location is acquired by computing the centroid of the hand cloud, obtained by a conditional filter with spherical conditions (with a radius of 15 cm). The user arm is removed by a conditional filter with cylindrical conditions (with a radius of 25 cm) after which the palm of the hand is removed to identify the pointing finger point cloud. The eigenvector belonging to the largest eigenvalue corresponds to the pointing direction as used in [9] .
Based on the pointing direction the top-down saliency map is calculated as follows. At first from depth-based segmentation a point cloud with object clusters is obtained. For every point that belongs to an object, the vector from the position of the finger to this point is computed. The angle between this vector and the pointing direction vector is computed using
where d is the pointing direction vector and x is the vector from the position of the finger to the object point. The value of the pointing map is related to the calculated angle using a normal distribution as in [3] . An illustration of 3D pointing vector detection and estimation of pointing-based saliency map is shown in Figure 3 .
(a) Pointing subject (b) The pointing map 
D. Gaze Map
Though pointing provides a good estimation of the topdown saliency for detecting the object, it is not available when the robot is adjacent to the user. In these cases, we use a saliency map based on gaze available from an eye tracker. We introduce a novel method to estimate the gaze-based saliency without using any camera calibration, to allow for free user movement. At first, the eye tracker provides the point of user attention in its head mounted camera frame. The object of interest is segmented using GrabCut [12] and the location of this object is now identified in the robot camera frame. We achieve this using a novel hybrid model that automatically selects a texture-based approach or a colour-based approach depending on textureness of the object.
1) Texture-based approach: Keypoints and descriptors are computed in the sub image around the gaze location and in the target image using a Speeded-Up Robust Features (SURF) Detector [10] . After that, the keypoints are matched using a fast KNN [11] . A Gaussian function with a σ which depends on the average sizes of the objects, is centered over every matched point in the camera frame. A final gaze-based saliency map is obtained by summing all Gaussian functions that are located at every keypoint in the target image:
This process is shown in Figure 4 . If the number of key point matches is smaller than 15, the model switches to the colour-based approach which is explained in the next section. 2) Colour-based approach: A histogram backprojection based approach is used to estimate the gaze map for uniformly coloured objects which do not have keypoints. A normalized histogram in the Hue, Saturation space is constructed for the segmented target. The gaze map in the robot camera frame is obtained as value of the histogram at the bin corresponding to the every pixel [13] . A histogram with 180 bins for Hue and 256 bins for Saturation is used.
The target is matched to a high resolution camera calibrated to the RGBD camera. The extrinsic and intrinsic parameters are used to obtain the final gaze map in RGBD frame to match the dimensionality of other saliency maps obtained earlier.
Once all modalities are defined, a novel hybrid integration model is used to obtain the final object of interest as described in following section.
III. INTEGRATION
The individual maps obtained from bottom-up and topdown cues can be seen in figure 5. They are combined into a single saliency map using a Hadamard product [5] . A Hadamard product for two matrices A and B with the same size is defined as
The advantage of using the Hadamard product is that points that belong to the table and points outside the pointing direction cannot be considered salient, because these points have a zero value in the depth map and pointing map, respectively. In all cases, the bottom-up saliency map (S) and the depth map (D) are available, but the gaze (G) and the pointing (P) probability map depend on the configuration of the human, robot and object. If the human and robot are standing opposite of each other, in that case gaze is not available. In this case, the combined saliency map is obtained by:
If the human and robot are standing next to each other, the robot cannot analyse the pointing gesture of the human. This means that the pointing map is not available, and therefore the combined saliency map is equal to:
When all four maps are available, it is not recommended to point wise multiply all four cues because the gaze map is not always reliable due to the accuracy of the eye tracker and the usage of two different cameras. Therefore these four maps are added, but only for points that are located in pointing direction. This means that the combined saliency map is generated by adding all maps and multiplying it by the mask (P ) i,j > 0:
A. Object of Interest
For every object in the scene, the point cloud has been extracted in section II-B. The centroid of all objects is computed and transformed to pixel coordinates. The object cluster with the smallest euclidean distance from centroid to the location of the maximum value in the combined saliency map is the object of interest.
IV. EXPERIMENTAL SETUP
In order to cover different real life scenarios, the system is tested in three different configurations of user, robot and object. Furthermore, most common collaborative tasks between robot and human that could take place in household situations are limited to a table setting. Therefore we test our Joint Visual Attention (JVA) model in a table top scenario in which the objects are positioned on a table.
A. Sensors Specifications
During the test, a user is wearing the eye tracker while the robot is equipped with a Microsoft Kinect camera. On top of the Kinect sensor a HD camera is mounted. The resolution of the Kinect sensor is 640 × 480 pixels at a frame rate of 30 fps. Furthermore, the Logitech camera, which is mounted on top of the Kinect, has a resolution of 1920×1080 pixels. The Kinect RGB camera and the HD camera are stereo calibrated using a chessboard pattern. The subject is wearing an eye tracker of Pupil Labs, which has a resolution of 640 × 360 pixels for the eye camera, while the world camera has a resolution of 1280 × 720. Both cameras record images at a frame rate of 30 fps. The location of all the cameras used in the experiments can be seen in the Figure 6 . 
B. System Specifications
The system is tested on personal robot LEA [17] , which is designed to assist humans with activities of daily living. It is a 9DOF mobile robot equipped with a set of sensors for autonomous navigation, manipulation of unknown objects, objects learning and recognition as well as user activity recognition. From all the sensors on robot, the Microsoft Kinect and the HD camera are used. All software is running in C++ and is adapted for Robot Operating System (ROS). All the software developed is available online 1 .
C. Human-Robot Testing Configurations
Mimicking ways how humans are interacting with each other, there are three ways how the human, robot and object are positioned. In the first case, the human and robot are standing opposite of each other and the object is located in between them. This setup will be called 'opposite' and it is visualised in Figure 7a . In this case the human is in view of the camera of the robot, so the robot is able to determine where the human is pointing. However, the difference in viewing angle between the robot and the human is 180
• , so the view of the scene is totally different.
When the robot and human are standing next to each other, the configuration will be referred to as 'next to' (7b). In this case the human is not in view of the camera, it is not possible to determine the pointing direction, so the robot should be able to find the object of interest by combining the gaze with bottom-up saliency and depth.
In order to combine all four modalities, the human should be in view of the camera and the human and the robot should have approximately the same viewing angle. This means that the human, robot and object are positioned in a triangular shape, which is visualized in Figure 7c . Therefore it will be referred to as 'triangle'. 
V. EXPERIMENTAL RESULTS
The joint visual attention model is tested in the three set-ups described in Section IV: the human and robot are standing opposite of each other, the human and robot are standing next to each other and the the human is looking and pointing to the side. The performance measure is the object detection rate. The object of interest is detected in every frame and the detection is labelled by an expert as correct or incorrect. For every scenario, 10 different users are indicating 9 different objects that are used for the experiments (see Figure 1 ). Users are pointing and looking at the object for 2s in total. The objects used in all the experiments can be seen in Figures 12, 13 and these include 5 textured and 4 uniformly coloured objects.
A. Opposite
The robot and human are standing opposite of each other with the object between them. Each of the ten subjects points at nine different objects. In Table I , it can be seen that 93.3% of the objects are detected. Detection results are presented in Figure 8 and 9. Figure 9 shows that the tennis ball is the most salient object in the scene, because the tire repair box and the blue coffee cup have lower values in the combined saliency map. Both images also show that the method works with two different pointing strategies. Figure 8 shows that it is working when the human is leaning forward to indicate the object and Figure 9 is showing when the human is pointing from a larger distance. The combined saliency map is located in the middle and at the right hand side the segmented object is found. The standard deviation of the pointing probability map is equal to 15 • . The green dot in the saliency map and the RGB image correspond to the most salient location in the combined saliency map.
B. Next to
Each subject is looking for two seconds at each of the nine objects. In Figure 11 , the subject is looking at the tennis ball (see Figure 10 ) and in this case the colour-based approach is used to generate the gaze map. When the subject is looking at the pack of sugar as can be seen in Figure  12 , the gaze map is created by the texture-based approach. An example gaze map can be found in Figure 13 . Table II shows that the detection rate for textured objects is equal to 96.0% and for the uniformly coloured objects it is equal to 32.5%. This results in an overall detection rate of 67.8%. The performance in case of uniformly coloured objects is lowered due to the sensor's white balance difference between the eye tracker and the robot cameras. Use of equal cameras for the eye tracker and the robot will allow for higher performance using backprojection. The view of the robot is presented at the left hand side. The green dot represent the most salient point in the combined saliency map. This map is located in the middle and at the right the segmented object can be found. In this case texture-based approach is used to compute the Gaze map.
C. Triangle
In this experiment, each of the ten subjects is pointing and looking at the object of interest for approximately 2 seconds. In the experiment of Figure 14 , the subject indicates the pack of sugar. The maximum point (green dot) is located at the pack of sugar, meaning that the pack of sugar is detected correctly. In figure 1 , the subject is pointing and looking the tire repair box. The most salient point is located at the tire repair box, resulting in a correct detection of the object of interest. Table III shows the detection rates of the total system. The detection rate of the system without using the gaze map is equal to 91.1% and with the gaze map it increases to 96.7%. 
D. Influence of Distance Between Objects
In this experiment we wanted to test the robustness of the method to clutter in the scene and closely positioned objects. In this case five objects are located at 1.2 m from the robot and the distance between the objects is 6 cm. This distance is varied and the experiment is repeated for 4 cm and 2 cm. For each distance, the subject indicates four times at the five objects so in total twenty objects should be detected per distance. Figures 15 and 16 show that the pack of sugar is detected correctly in both cases . Table IV shows the results. The model performs well, since the detection rate only lowers 5% when the distance between the objects decreases to 2 cm. Fig. 15 : The distance between the objects is equal to 6 cm and the subject is indicating the pack of sugar. In this case, the pointing map is created with a standard deviation of 10 • and the gaze map is created with a window size of 100 pixels. The distance between the objects is equal to 2 cm and the subject is indicating the pack of sugar. In this case, the pointing map is created with a standard deviation of 10 • and the gaze map is created with a window size of 100 pixels.
E. Poor Illumination Conditions
In order to quantify the influence of light on the performance of the joint visual attention model, the model is tested in poor illumination conditions where there are many shadows and non-uniform lighting influenced by external conditions. In total six different subjects have performed a test in daylight in the 'next to' configuration. Table V shows the performance of the system. Due to poor illumination conditions the detection rate decreases from 67.8% to 48.2%. Figure 17 shows the result when the subject is looking at the red coffee cup. Such drop can be explained by the influence of the colour saliency map. In addition, in gaze map estimation uniformly objects are modelled by colour-based grab cut segmentation which is affected by illumination changes. 
F. Influence of Different Saliency Maps
In this experiment the influence of each map is investigated by comparing four combinations of the available cues to determine the object of interest. These results are obtained in a single experiment for each of the three setups. The minimal combination of cues is the combination of the bottom-up cues, being the depth and bottom-up saliency. Table VI shows that in all cases the detection rate is 11.1% for the combination of S and D, because one of the nine objects is most salient. In the 'triangle' setup, it can be seen that if the G, S and D are combined that the detection rate is 33.3%. In this case, the difference in viewing angle for the robot and subject is large. If P, S, and D are combined the result is 77.8%. However if you combine P, G, S and D the detection rate is 100.0%. This proves that integrating all four cues is a very powerful way of detecting objects of interest. 
G. Influence of Cluttered Background
In this experiment, five objects are located at the table as can be seen in Figure 18 . The background and the table are covered by a textured blanket in order to test to what extend the cluttered background is influencing the results. The subject is pointing and looking at the five objects. This experiment has been repeated five times, so in total 25 objects should be detected. It resulted in a detection rate of 100%. The gaze map is influenced, but the pointing map is also available and it is not influenced by the cluttered background because of which the object will be detected correctly. In Figure 18 a result can be found when the subject is pointing at the drinking bottle. 
VI. CONCLUSIONS
The main contribution of this work is the development of the novel flexible joint visual attention model for non-verbal human-robot interaction. The model can detect object of user interest independent of the relative position between the robot, the user and the object and without any prior training. To achieve this, both top-down and bottom-up attention cues have been combined in this hybrid system. The attention model combines bottom-up colour saliency with a depth map, a novel user pointing direction map and a gaze map. To further improve the performance, we have developed a novel method for generating a gaze saliency map by either the texture-based approach or colour-based approach depending on textureness of the object. The system is implemented on a personal robot and it is tested in household table-top settings.
Extensive experiments show good performance results in all tested positions of user and robot; opposite, side and triangular position. Furthermore, the model works well in case of small distances between the objects as well as with a cluttered background. Lower detection rates are noticed in case of poor illumination conditions due to the influence of the colour component. This work has focussed only on static scenes, however in realistic operating conditions the robot should deal with a dynamic environment. Therefore sophisticated temporal filtering combined with additional cues such as motion have to be incorporated to robustly deal with the effects of distracted users, background motion, etc. In future work, we also plan to extend this model of natural human-robot interaction to perform online object and action learning for personal robots.
