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Re´sume´
Ce travail est consacre´ a` l’e´tude des minima euclidiens des ordres maximaux
dans les alge`bres centrales simples.
Dans un premier temps, nous de´finissons la notion de re´seau ide´al dans un
cadre non ne´cessairement commutatif. Soit A une alge`bre semi-simple sur
Q. Un re´seau ide´al sur A est un triple (I, α, τ) ou` I est un ide´al de A, τ est
une involution positive sur AR, autrement dit, ve´rifiant trAR/R(xαx
τ ) > 0
pour tout x ∈ IR et α est un e´le´ment inversible de AR = A ⊗Q R fixe par
τ . Nous e´tudions ensuite les proprie´te´s des re´seaux ide´aux, notamment les
invariants d’Hermite, afin de lier la notion de minimum euclidien d’un ordre
maximal Λ a` celle des re´seaux ide´aux de la forme (Λ, α, τ). Explicitement,
nous de´montrons qu’il est possible de borner le minimum euclidien de Λ a`
l’aide des invariants d’Hermite associe´s aux re´seaux ide´aux de Λ.
Cette borne nous permettra, entre autres, de calculer les minima euclidiens
de plusieurs familles infinies d’ordres maximaux, dans le cas des corps de
quaternions sur Q.
Dans un deuxie`me temps, nous de´veloppons d’autres me´thodes pour calcu-
ler ou borner, infe´rieurement et supe´rieurement, le minimum euclidien d’un
ordre maximal d’un corps de quaternions. Ces me´thodes nous permettent
de donner une liste exhaustive des corps de quaternions euclidiens sur Q,
ainsi que leur minimum euclidien. Les meˆmes me´thodes nous permettent de
re´soudre partiellement le cas des corps de quaternions sur un corps quadra-
tique.
Nous donnons, pour finir, des bornes des minima euclidiens de certains ordres
maximaux de corps de quaternions sur un corps cyclotomique.
Mots cle´s : minimum euclidien, alge`bre centrale simple, alge`bre a` division,
quaternions, corps de quaternions, ordre maximal, re´seau ide´al, anneau eu-
clidien.
Abstract
This work concerns the study of Euclidean minima of maximal orders in
central simple algebras.
In the first part, we define the concept of ideal lattice in the non-commutative
case. Let A be a semi-simple algebra over Q. An ideal lattice over A is a
triple (I, α, τ) where I is an ideal of A, α is a unit in AR = A⊗Q R fixed by
τ and τ is a positive involution on AR, in other words, trAR/R(xαx
τ ) > 0 for
all x ∈ IR. We study ideal lattices, especially their Hermite invariant, to link
the concepts of Euclidean minimum of a maximal order and ideal lattices
of the form (Λ, α, τ). Namely, we show that we can bound the Euclidean
minimum of Λ by the Hermite invariant of the ideal lattices of Λ.
This upper bound allows us to calculate the Euclidean minima of some in-
finite families of maximal orders, when A is a quaternion skew field over Q.
In the second part, we look for other ways to find upper and lower bounds
of the euclidean minimum of a maximal order in a quaternion skew field.
This research leads us to an exhaustive list of euclidean quaternion skew
fields over Q, and their euclidean minima. The quadratic case has also been
studied but remains partially unsolved.
At the end, we give bounds for Euclidean minima of some maximal orders
of quaternion skew fields over cyclotomic fields.
Keywords : Euclidean minimum, central simple algebra, division algebra,
quaternions, quaternion skew fields, maximal order, ideal lattice.
Remerciements
En premier lieu, je tiens a` remercier Eva Bayer Fluckiger de m’avoir offert
un sujet d’e´tude passionnant et de m’avoir accueilli dans son groupe tout
au long de mon travail de doctorat. Je remercie e´galement Jean-Paul Cerri,
Donna Testermann et Jean-Claude Belfiore d’avoir accepte´ d’expertiser mon
travail ainsi qu’Amin Shokrollahi d’avoir pre´side´ ce jury.
Un grand merci a` toutes les personnes qui sont passe´es par la chaire de
structures alge´briques et ge´ome´triques pour les moments (mathe´matiques
ou non) passe´s en leur compagnie. Je tiens en particulier a` remercier Chris-
tian, Sylvia, Julien et Ivan d’avoir eu la patience de re´pondre a` certaines
interrogations mathe´matiques parfois un peu e´tranges ; Christine, Andrea,
Marusia et Lara d’avoir partage´ les petits soucis et les grandes satisfactions
lie´es a` l’enseignement. Merci encore a` Klaas, Tania et Mathieu pour leur
patience et leurs conseils durant les dernie`res semaines de mon travail. Je
tiens a` remercier tout particulie`rement Lara dont les conseils allaient des
mathe´matiques, a` la posture a` adopter devant un tableau noir, en passant
par la fac¸on de respirer !
Un immense merci a` mes anciens colle`gues de l’IGAT et a` mes anciens ca-
marades d’e´tudes, en particulier a` Nicolas, Jean-Marie, Raphae¨lle, Caleb
et David avec qui j’ai fait mes premiers pas dans la recherche lors de mon
travail de diploˆme et au de´but de ma the`se. Un merci particulier au meˆme
Nicolas qui m’a fait de´couvrir la clarinette, la photo, l’effet Larsen, et le
quatuor a` corde pour he´licopte`re !
Je remercie du fond du coeur mes parents de m’avoir toujours soutenu dans
mes choix durant mes e´tudes et dans la vie en ge´ne´ral ; et de m’avoir donne´
l’envie d’apprendre. Un grand merci a` mes amis avec qui j’ai ve´cu, et conti-
nue a` vivre, les plus belles aventures : mon fre`re Sylvain, Carole, Marie,
Vincent, Annick, Aline et Cindy.
Mille mercis a` Marco et Martine d’avoir eu la patience de relire mon texte.
Un merci tout particulier a` mes meilleurs amis Leslie et Marie-Jo pour
toutes ces heures, passe´es, pre´sentes et a` venir de discussions, d’e´changes,
de cine´ma, de gastronomie, de voyages et de jeux.
Finalement, un gigantesque merci a` Muriel de partager ma vie et de la rendre
si belle, de savoir me faire rire et d’eˆtre toujours la` pour moi.
*************************
Table des matie`res
Introduction 1
I Re´seaux ide´aux 7
1.1 Ordres et ide´aux . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Norme et trace re´duites sur une alge`bre semi-simple . . . . . . 10
1.3 Le cas des corps de nombres . . . . . . . . . . . . . . . . . . . 20
1.4 Nombre de classes d’ide´aux et nombre de types des ordres
maximaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.5 Re´seaux et re´seaux ide´aux . . . . . . . . . . . . . . . . . . . . 25
1.6 Alge`bre centrale simple sur un corps de nombres . . . . . . . 33
1.7 Involutions sur MHm(C), Mm(R) et Mm(C) . . . . . . . . . . . 41
1.8 De´terminant d’un re´seau ide´al . . . . . . . . . . . . . . . . . . 49
1.9 Invariants d’Hermite . . . . . . . . . . . . . . . . . . . . . . . 56
II Minimum euclidien des ordres maximaux 61
2.1 Anneaux euclidiens . . . . . . . . . . . . . . . . . . . . . . . . 61
2.2 Minimum euclidien et minimum inhomoge`ne . . . . . . . . . . 64
2.3 Rationalite´ du minimum euclidien et du minimum inhomoge`ne 74
2.4 Proprie´te´s du minimum euclidien . . . . . . . . . . . . . . . . 80
2.5 Borne supe´rieure du minimum euclidien . . . . . . . . . . . . 83
2.6 Les alge`bres a` involution . . . . . . . . . . . . . . . . . . . . . 86
2.7 Re´seaux ide´aux particuliers . . . . . . . . . . . . . . . . . . . 94
i
TABLE DES MATIE`RES
III Minimum euclidien des corps de quaternions 97
3.1 De´finitions et proprie´te´s fondamentales . . . . . . . . . . . . . 98
3.2 Re´seaux pairs et re´seaux primitifs . . . . . . . . . . . . . . . . 101
3.3 Ordres maximaux dans les alge`bres de quaternions . . . . . . 103
3.4 Borne supe´rieure du minimum euclidien dans le cas totalement
inde´fini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.5 Alge`bres de quaternions sur Q . . . . . . . . . . . . . . . . . . 115
3.6 Ordres maximaux des alge`bres de quaternions sur Q . . . . . 117
3.7 Minimum euclidien des corps de quaternions sur Q : cas par-
ticuliers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.8 Le cas des corps quadratiques : re´alisation du re´seau E8 . . . 135
3.9 Ordres maximaux des alge`bres de quaternions quadratiques . 144
3.9.1 Unite´ de norme re´duite 1 dans les corps de quaternions
quadratiques . . . . . . . . . . . . . . . . . . . . . . . 149
3.10 Borne infe´rieure du minimum euclidien dans le cas totale-
ment de´fini . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
3.11 Corps de quaternions quadratiques re´els euclidiens . . . . . . 156
3.12 Ordres maximaux non euclidiens . . . . . . . . . . . . . . . . 160
3.13 Corps de quaternions quadratiques imaginaires euclidiens . . 172
3.14 Corps de quaternions sur les corps cyclotomiques . . . . . . . 177
Conclusion 185
ii
Introduction
L’objet de ce travail est l’e´tude du minimum euclidien des ordres maximaux
dans les alge`bres a` division sur un corps de nombres.
Un anneau A est dit euclidien (a` droite) pour l’algorithme N : A −→ N si
pour tout a, b ∈ A avec b 6= 0, il existe q, r ∈ A tels que
a = bq + r et N(r) < N(b).
Les premiers exemples de tels anneaux sont Z avec la valeur absolue pour
l’algorithme N et l’anneau des polynoˆmes sur un corps avec le degre´ des po-
lynoˆmes pour l’algorithme. Dans le cadre de l’arithme´tique il y a e´galement
certains anneaux d’entiers de corps de nombres, avec la norme pour l’algo-
rithme, par exemple Z[i], Z[
√
2] et Z[1+
√
5
2 ]. Dans ce contexte arithme´tique,
on dira qu’un corps de nombres K, c’est-a`-dire une extension alge´brique de
Q, est euclidien si son anneau des entiers est euclidien pour la norme.
En arithme´tique, l’inte´reˆt historique pour l’euclidianite´ re´side dans le fait
qu’un anneau euclidien est principal, donc factoriel. Par conse´quent la notion
a pre´occupe´ les mathe´maticiens du XIXe`me dans l’infructueuse tentative,
entre autres, de trouver une de´monstration au the´ore`me de Fermat-Wiles.
L’e´tude des corps de nombres euclidiens s’ave`re eˆtre un sujet difficile. Il
faudra attendre plus d’un sie`cle pour avoir une liste exhaustive des corps
quadratiques re´els euclidiens. Le cas quadratique imaginaire, en revanche,
peut-eˆtre rapidement re´solu par des arguments ge´ome´triques. La liste ex-
haustive des corps cyclotomiques ou cubiques euclidiens n’est toujours pas
connue.
Lorsque l’on s’inte´resse a` l’euclidianite´ pour la norme, une notion de mini-
mum euclidien, qui “mesure” le fait d’eˆtre euclidien, s’impose naturellement.
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On de´finit alors, pour un corps de nombres K, le minimum euclidien de K
de la fac¸on suivante :
M(K) = inf
{
λ ∈ R | ∀ ξ ∈ K, ∃ γ ∈ OK tel que |NK/Q(ξ − γ)| < λ
}
ou` OK est l’anneau des entiers de K. Afin d’illustrer en quoi cette notion
“mesure” l’euclidianite´ de K, remarquons que, pour tout a, b ∈ OK avec
b 6= 0, il existe q, r ∈ OK tels que
a = bq + r et NK/Q(r) ≤ M(K) ·NK/Q(b).
De plus, pour tout k < M(K), il existe a, b ∈ A avec b 6= 0 tels que, pour
tout q, r ∈ A avec a = bq + r,
NK/Q(r) ≥ k · NK/Q(b).
En particulier, si M(K) < 1 alors K est euclidien et si M(K) > 1 alors K
n’est pas euclidien pour la norme.
Les travaux anciens sur le minimum euclidien sont nombreux et une bonne
partie d’entre eux sont re´sume´s dans [Lem95]. La plupart de ces re´sultats
s’appuient sur des conside´rations ge´ome´triques. C’est justement pour pou-
voir approcher le proble`me ge´ome´triquement que les mathe´maticiens ont
introduit la notion de minimum inhomoge`ne, qui est une extension du mi-
nimum euclidien a` KR = K ⊗Q R. Explicitement, on de´finit
M(KR) = inf
{
λ ∈ R | ∀ ξ ∈ KR, ∃ γ ∈ OK tel que |NKR/Q(ξ − γ)| < λ
}
.
Comme M(K) ≤ M(KR), il est naturel de s’inte´resser au minimum inho-
moge`ne de K. Parmi les questions encore ouvertes sur le minimum inho-
moge`ne, citons l’importante conjecture de Hermann Minkowski (1864-1909) :
Pour tout corps de nombres totalement re´el K de degre´ n,
M(KR) ≤ 2−n
√
dK .
Plus re´cemment, il convient de citer les re´sultats obtenus par Eva Bayer-
Fluckiger ainsi que ceux obtenus par Jean-Paul Cerri. Eva Bayer-Fluckiger
de´montre dans [BF99] et [BF06] qu’on peut borner le minimum inhomoge`ne
deK a` l’aide des invariants d’Hermite associe´s aux re´seaux ide´aux construits
sur les ide´aux principaux de K. Explicitement, un re´seau ide´al est un couple
(I, α) ou` I est un ide´al de K, α ∈ K ve´rifie TKR/Q(xαx¯) > 0 pour tout
x ∈ KR non nul et ¯ est l’involution canonique sur KR. Le re´sultat, simplifie´,
s’e´nonce alors de la fac¸on suivante :
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Soit (OK , α) un re´seau ide´al. Alors
M(KR) ≤
(
τ(OK , α)
γmin(OK)
)n
. (1)
En s’appuyant sur ce re´sultat, Eva Bayer Fluckiger de´montre dans [BF06],
la conjecture de Minkowski pour les corps cyclotomiques, c’est-a`-dire les
corps de la forme K = Q(ξn) ou` ξn est une ne`me racine de l’unite´ dans C.
Elle de´montre e´galement ce re´sultat pour les corps Q(ξpk + ξ
−1
pk
) ou` p est un
premier impair.
Dans [Cer06], Jean-Paul Cerri de´montre que si le rang rang des unite´s de
K est strictement supe´rieur a` 1, alors le minimum inhomoge`ne et le mini-
mum euclidien de K co¨ıncident et sont rationnels. Dans [Cer] se trouve la
description d’un algorithme qui permet de calculer le minimum inhomoge`ne
ainsi qu’une importante table de minima euclidiens illustrant cet algorithme
(jusqu’en degre´ 8).
Apre`s ce rapide survol des re´sultats relatifs a` ce domaine, venons-en a` ce qui
nous pre´occupera dans ce travail.
Nous nous placerons dans le cadre ou` K est un corps de nombres, A un corps
gauche central sur K et Λ un ordre maximal de A. L’ordre Λ posse`de des
proprie´te´s s’approchant de celle de OK , autrement dit Λ peut eˆtre vu comme
“un anneau des entiers” de OK a` la diffe´rence pre`s qu’il n’est pas unique. La
notion de norme sur K est remplace´e par celle de norme re´duite sur A. Nous
pouvons donc de´finir, comme dans le cas commutatif, les minima euclidien
et inhomoge`ne de Λ :
M(Λ) = inf
{
λ ∈ R | ∀ ξ ∈ A, ∃ γ ∈ Λ tel que |nrA/Q(ξ − γ)| < λ
}
et
M(ΛR) = inf
{
λ ∈ R | ∀ ξ ∈ AR, ∃ γ ∈ Λ tel que |nrAR/Q(ξ − γ)| < λ
}
.
Comme les minima euclidiens de deux ordres maximaux de A ne co¨ıncident
pas ne´cessairement, on ne peut pas de´finir le minimum euclidien de A.
Le but de ce travail est d’abord de de´finir la notion de re´seau ide´al dans ce
cadre non commutatif et d’e´tudier le comportement de ses invariants afin
de de´montrer une formule similaire a` (1). Cette e´tude sur les re´seaux ide´aux
fait l’objet du premier chapitre et le the´ore`me sur la borne supe´rieure du
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minimum inhomoge`ne est e´nonce´ dans la section 2.5 du chapitre II :
Soient A une alge`bre a` division de dimension m2 sur un corps de nombres
K de degre´ n et Λ un ordre maximal de A, alors
M(ΛR) ≤
(
τmin(Λ)
γmin(Λ)
)nm/2
. (2)
Nous de´montrons e´galement, dans le chapitre II, que sous certaines condi-
tions sur K, les minima euclidien et inhomoge`ne de Λ co¨ıncident et sont
rationnels.
Le dernier chapitre est entie`rement consacre´ au cas particulier des corps
de quaternions. Nous y obtenons des re´sultats ge´ne´raux qui seront ensuite
utilise´s pour calculer ou borner des minima euclidiens. L’essentiel de ces
re´sultats se re´sume de la fac¸on suivante :
i) si K = Q, alors M(Λ) = max(Λ,1)2 ,
ii) si A est totalement de´finie, alors M(Λ) ≥ M(K)2,
iii) si K est principal et A totalement inde´finie, alors
M(Λ) ≤ M(K)
avec e´galite´ sous certaines conditions sur les points critiques de K,
iv) on peut donner une liste de conditions ne´cessaires et suffisantes sur A
pour re´aliser E8 comme re´seau ide´al de A.
Les points i) a` iv) ainsi que l’ine´galite´ 2 nous permettent de donner ex-
plicitement, pour certaines familles infinies d’ordres maximaux, une liste de
minima euclidiens, lorsque K = Q. Ils nous permettent e´galement de donner
une liste exhaustive des corps de quaternions euclidiens surQ (re´sultat connu
dans le cas de´fini) et de donner leur minimum euclidien. Nous de´terminons
encore l’ensemble des corps de quaternions euclidiens sur un corps quadra-
tique imaginaire, ainsi que leur minimum euclidien. Nous traitons e´galement
le cas des corps quadratiques re´els qui reste partiellement ouvert. En dernier
lieu, nous donnons une liste de re´sultats concernant le minimum eucliden des
corps de quaternions sur un corps cyclotomique.
Pour obtenir les re´sultats re´sume´s jusqu’ici, nous avons duˆ, a` maintes re-
prises, trouver des familles infinies d’ordres maximaux. Ces recherches ont
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e´te´ mene´es avec l’aide des logiciels Magma et Pari. Nous avons en particulier
travaille´ avec un ensemble de fonctions Magma de´veloppe´es par Markus Kir-
schmer lors de son travail de diploˆme sous la direction de Gabrielle Nebe. Ces
fonctions permettent de calculer l’ensemble des ordres maximaux d’un corps
de quaternions totalement de´fini. Afin de trouver des familles infinies, nous
avons de´veloppe´ une se´rie de me´thodes Magma qui permettent d’e´tudier le
comportement de ces ordres maximaux lorsqu’on leur introduit des variables.
Dans le cadre du calcul du minimum euclidien des corps de quaternions
sur Q, nous avons e´galement de´veloppe´ des me´thodes, en Magma, qui per-
mettent, sous certaines conditions, de calculer une cellule contenant la cellule
de Voronoi d’une famille de re´seaux. Explicitement, nous sommes en mesure
de borner, sous certaines conditions, le rayon de recouvrement d’un re´seau
de petite dimension dont la matrice du produit scalaire de´pend d’un pa-
rame`tre. Dans tous les cas traite´s, la borne est en fait atteinte.
D’autres proce´de´s informatiques, toujours en Magma, ont e´te´ imple´mente´s,
notamment pour exclure l’euclidianite´ de certains corps de quaternions sur
un corps quadratique re´el et pour calculer la forme standard d’une alge`bre
de quaternions.
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Chapitre I
Re´seaux ide´aux
Ce chapitre met en place les notions dont nous aurons besoin dans la suite
du travail. Les quatre premie`res sections contiennent de nombreux re´sultats
connus qui forment les bases de la the´orie des ordres dans les alge`bres
centrales simples, ainsi que des re´sultats techniques sur la forme biline´aire
“trace”. Les sections suivantes introduisent la notion de re´seaux ide´aux dans
ce cadre et traitent des proprie´te´s de ces objets. En particulier, dans la sec-
tion 1.7, nous de´montrons un re´sultat analogue a` l’ine´galite´ entre norme
et trace d’un corps de nombres dans le cadre des alge`bres centrales simples.
Les deux dernie`res sections sont consacre´es au de´terminant et aux invariants
d’Hermite d’un re´seau ide´al.
Nous nous placerons parfois dans un cadre plus ge´ne´ral que ne´cessaire.
Pour le lecteur qui n’est pas familiarise´ avec les notions d’alge`bres centrales
simples et d’ordres dans ces alge`bres, nous conseillons de garder en teˆte les
exemples qui suivent lors de la lecture de ce chapitre.
Le corps K est un corps de nombres (par exemple K = Q
(√
2
)
), l’alge`bre
A est une alge`bre de quaternions (par exemple, A = (−1,−1)K). L’anneau
R est l’anneau des entiers de K (dans cet exemple R = Z[
√
2]). Un exemple
d’ordre de A est
Λ = R⊕ iR ⊕ jR ⊕ kR.
Ici Λ n’est pas maximal. Pour avoir en teˆte un ordre maximal, on peut
prendre, dans ce cadre,
Λ = Z[
√
2]⊕
√
2
1 + i
2
Z[
√
2]⊕
√
2
1 + j
2
Z[
√
2]⊕ 1 + i+ j + k
2
Z[
√
2].
Les notions de norme et trace re´duite se re´sument comme suit :
i) la norme re´duite de x ∈ A est le produit de x par son conjugue´ :
nrA/K(x) = xx
γ ,
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ii) la trace re´duite de x ∈ A est la somme de x et de son conjugue´ :
trA/K(x) = x+ x
γ ,
ou` γ est l’involution canonique sur l’alge`bre de quaternions A (voir la pro-
position 3.1.3).
1.1 Ordres et ide´aux
Dans cette section, R de´signe un anneau inte`gre et nœthe´rien, K son corps
des fractions et A une K-alge`bre de dimension finie r.
De´finition 1.1.1. Un e´le´ment α ∈ A est dit entier sur R s’il existe un
polynoˆme unitaire f , a` coefficients dans R tel que f(α) = 0. La cloˆture
inte´grale Rcl de R dans A est l’ensemble des e´le´ments de A entiers sur R.
Si A est commutative alors Rcl est un anneau. Sinon, par exemple pour les
alge`bres centrales simples, ce n’est pas ne´cessairement le cas (c.f. [Vig80]
p.20).
The´ore`me 1.1.2. Soit α ∈ A. Les conditions suivantes sont e´quivalentes :
i) L’e´le´ment α est entier sur R.
ii) Le module R[α] est de ge´ne´ration finie sur R.
iii) Il existe un sous-anneau B de A tel que B est un module de ge´ne´ration
finie sur R et α est un e´le´ment de B.
Preuve : Voir [Rei03] p. 3 thm. 1.10 (par exemple).
Notation 1.1.3. Soit M un R-sous-module de A, on pose
KM =
{∑
i∈I
kimi | ki ∈ K, mi ∈M, |I| <∞
}
.
De´finition 1.1.4.
i) Un R-re´seau complet de A (ou un ide´al de A) est un R-sous-module de
type fini M de A ve´rifiant KM = A.
ii) Un ordre (ou un R-ordre) Λ de A est un sous-anneau de A qui est
e´galement un R-re´seau complet. Un ordre maximal est un ordre qui est
maximal pour l’inclusion.
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iii) L’ordre a` gauche d’un ide´al M est donne´ par
Ol(M) = {x ∈ A | xM ⊂M}
et son ordre a` droite est de´fini, de la meˆme manie`re, par
Or(M) = {x ∈ A | Mx ⊂M}.
On ve´rifie facilement que ce sont bien des ordres.
iv) Un ide´al a` gauche d’un ordre Λ est un ide´al I de A ve´rifiant Λ = Ol(I).
Un ide´al a` droite de Λ est un ide´al I de A ve´rifiant Λ = Or(I) et I est
dit bilate`re si Λ = Ol(I) = Or(I).
Remarque : Dans le cas ou A est un corps de nombres, les ide´aux de A,
avec la de´finition pre´ce´dente, sont exactement les ide´aux fractionnaires de
A au sens usuel.
De´finition 1.1.5. Soient A une K-alge`bre de dimension r, a un e´le´ment
de A et
µa : A −→ A
x 7−→ ax
l’endomorphisme de K-espace vectoriel de multiplication a` gauche par a. Le
polynoˆme caracte´ristique de a, note´ CA/K,a, est le polynoˆme caracte´ristique
de µa. Le polynoˆme minimal de a, note´ ma, est le polynoˆme minimal de µa.
Ces deux polynoˆmes sont a` coefficients dans K. Le terme constant de CA/K,a
est appele´ la norme de a et on le note NA/K(a). Le coefficient de degre´ r−1
de CA/K,a est appele´ la trace de a et on le note TA/K(a).
Proposition 1.1.6. Tout e´le´ment d’un ordre Λ est entier sur R. De plus, si
R est inte´gralement clos, le polynoˆme minimal et le polynoˆme caracte´ristique
d’un e´le´ment de Λ sont a` coefficients dans R.
Preuve : Voir [Rei03] p. 110 thm. 8.6.
Cette proposition met en e´vidence le rapport entre les notions de cloˆture
inte´grale et d’ordres maximaux. En particulier, Rcl est un ordre si est seule-
ment si Rcl est l’unique ordre maximal dans A.
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1.2 Norme et trace re´duites sur une alge`bre semi-
simple
Soient K un corps et A une K-alge`bre de dimension finie. On dit que A est
centrale si son centre est K (i.e. siK = {x ∈ A | xy = yx pour tout y ∈ A}).
On dit que A est simple si les seuls ide´aux bilate`res de A sont A et {0} (ici
“ide´al bilate`re” est entendu au sens d’ide´al de A en tant qu’anneau et non
pas au sens de la de´finition 1.1.4).
Proposition 1.2.1. Soit A une alge`bre centrale simple sur un corps K. Les
affirmations suivantes sont ve´rifie´es :
i) il existe un corps gauche D, de centre K, tel que A ∼= Mn(D) et si D′
est un corps gauche avec A ∼= Mr(D′), alors r = n et D ∼= D′.
ii) Il existe une extension E de K telle que A⊗K E ∼= Mm(E). On dit que
E est un corps de´ployant de A. Si F est une extension de E alors F est
encore un corps de´ployant de A. Il existe toujours un corps de´ployant
se´parable sur K.
iii) La dimension de A comme K-espace vectoriel est un carre´. Plus pre´-
cise´ment, si E est un corps de´ployant de A avec A ⊗K E ∼= Mm(E)
et si D est un corps gauche (de centre K) tel que A ∼= Mn(D), alors
dimK(A) = n
2m2.
Preuve : La premie`re affirmation est une conse´quence du the´ore`me de
structure de Wedderburn (voir, par exemple, [Rei03] p.91 the´ore`me 7.4).
Les deux suivantes de´coulent directement des re´sultats de la section 7b du
chapitre 1 de [Rei03] (voir, en particulier, le the´ore`me 7.15 p.97).
De´finition 1.2.2. Soient A une alge`bre centrale simple sur un corps K, E
un corps de´ployant et a un e´le´ment de A. Soit encore h un isomorphisme
entre A ⊗K E et Mm(E). Le polynoˆme caracte´ristique re´duit de a est le
polynoˆme caracte´ristique de h(1 ⊗ a). La trace re´duite de a est la trace de
h(1 ⊗ a) et la norme re´duite, son de´terminant. On les note respectivement
rCa(t), trA/K(a) et nrA/K(a). Le polynoˆme rCa(t) est a` coefficients dans K
et trA/K(a) et nrA/K(a) sont des e´le´ments de K.
Remarque : Il faut ve´rifier (voir [Rei03] section 9 du chapitre 2) que ces
notions ne de´pendent ni du choix de E ni du choix de h et que rCa(t) ∈ K[t].
Afin d’e´tendre les notions de norme et trace re´duite, nous avons besoin de
de´finir les alge`bres semi-simples et se´parables.
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Notation 1.2.3. Soient A un anneau et M un module a` gauche sur A. On
note
ann M = {a ∈ A | aM = 0}
l’annulateur de M . C’est un ide´al bilate`re de A. Soit
M = {[M ] | [M ] est une classe d’isomorphisme de A-modules simples } ,
on note
rad A =
⋂
[M ]∈M
ann M
le radical de Jacobson de A.
De´finition 1.2.4. Un anneau A est dit semi-simple si son radical de Ja-
cobson est nul.
De´finition 1.2.5. Une alge`bre A sur un corps K est dite semi-simple si
elle est semi-simple en tant qu’anneau.
Remarque : Si A est un anneau artinien a` gauche (c’est le cas d’une K-
alge`bre de dimension finie) alors A est semi-simple si et seulement si A est
une somme directe finie de sous-anneaux simples : A = A1 ⊕ · · · ⊕ At avec
AiAj = 0 (en particulier, si a, b ∈ A alors ab = a1b1+ · · ·+atbt) et on appelle
les Ai les composantes simples de A.
De´finition 1.2.6. Une alge`bre A de dimension finie sur un corps K est dite
se´parable si elle est semi-simple et si le centre de chaque composante simple
de A est une extension de corps se´parable de K.
Remarque : Si Ai de´signe une composante simple de A, alors son centre est
toujours une extension de corps finie de K. La seule exigence de la de´finition
pre´ce´dente est donc que cette extension soit se´parable.
Proposition 1.2.7. Soient A = A1⊕ · · · ⊕At une alge`bre se´parable sur K,
Ki le centre de Ai et Ri la cloˆture inte´grale de R dans Ki. Alors les R-ordres
de A sont de la forme Λ = Λ1⊕ · · · ⊕Λt ou` les Λi sont des Ri-ordres de Ai.
De plus Λ est maximal si et seulement si Λi est maximal pour tout i.
Preuve : Voir [Rei03] thm 10.5 p.128.
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De´finition 1.2.8. Soit K un corps et L une extension de K de degre´ n. A
tout e´le´ment a de L, on associe a˜ ∈ Mn(K), la matrice de la multiplication
a` gauche par a par rapport a` une K-base fixe´e de L. De la meˆme manie`re a`
un polynoˆme f(X) =
∑
aiX
i ∈ L[X] on associe
f˜(X) =
∑
a˜iX
i ∈ Mn(K[X]).
Finalement, on de´finit
NL/K : L[X] −→ K[X]
f 7−→ det(f˜).
et
TL/K : L[X] −→ K[X]
f 7−→ Tr(f˜).
On appelle NL/K la fonction norme et TL/K la fonction trace.
Le lecteur pourra se re´fe´rer au paragraphe 9b p.117 de [Rei03] pour plus de
de´tails et proprie´te´s.
Remarque : Les fonctions norme et trace restreintes au corps L sont sim-
plement les fonctions usuelles de norme et trace sur une extension de corps.
Nous allons maintenant de´finir les notions de polynoˆme caracte´ristique re´duit,
trace re´duite et norme re´duite sur une alge`bre semi-simple.
De´finition 1.2.9. Soit A = A1⊕· · ·⊕At une alge`bre semi-simple de dimen-
sion finie sur K. Pour tout i, notons Ki le centre de Ai. Soit a = a1+· · ·+at
un e´le´ment de A. On de´finit le polynoˆme caracte´ristique re´duit de a :
rCA/K,a =
t∏
i=1
NKi/K(rCAi/Ki,ai)
ou` rCAi/Ki,ai est le polynoˆme caracte´ristique re´duit de ai (au sens de la
de´finition 1.2.2). Pour de´finir la norme et la trace re´duite on pose
rCA/K,a(t) = t
m + am−1tm−1 + · · ·+ a1t+ a0 ∈ K[t]
et on de´finit nrA/K(a) = a0, la norme re´duite de a et trA/K(a) = am−1, la
trace re´duite de a.
Notation : Les composantes simples d’une alge`bre semi-simple A sont des
alge`bres centrales simples sur Ki. On notera ri = m
2
i = [Ai : Ki] la dimen-
sion de Ai sur Ki.
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Proposition 1.2.10. Avec les meˆmes notations que ci-dessus et celle de la
de´finition 1.1.5, les relations suivantes sont ve´rifie´es :
i) trA/K(a) =
∑t
i=1 TKi/K(trAi/Ki(ai)).
ii) nrA/K(a) =
∏t
i=1NKi/K(nrAi/Ki(ai)).
iii) CA/K,a =
∏t
i=1NKi/K(rCAi/Ki,ai)
mi .
iv) TA/K(a) =
∑t
i=1miTKi/K(trAi/Ki(ai)) et
NA/K(a) =
∏t
i=1NKi/K(nrAi/Ki(ai)
mi).
v) trA/K(ab) = trA/K(ba), trA/K(a+b) = trA/K(a)+trA/K(b) et trA/K(ka) =
ktrA/K(a).
vi) nrA/K(ab) = nrA/K(a)nrA/K(b) et nrA/K(ka) = k
mnrA/K(a)
vii) CA/K,a =
∏t
i=1CAi/K,ai =
∏t
i=1 rC
mi
Ai/K,ai
pour tout a, b ∈ A et tout k ∈ K.
Si de plus A est se´parable, alors l’application
τ : A×A −→ K
(a, b) 7−→ trA/K(ab)
de´finit une forme biline´aire syme´trique non de´ge´ne´re´e.
Preuve : voir [Rei03] paragraphe 9b (p. 121 et p. 116).
Proposition 1.2.11. Soient A une alge`bre centrale simple de dimension
r = m2 sur K, L un corps et σ : K −→ L un homomorphisme de corps.
Soit encore B une alge`bre simple de meˆme dimension sur L. L’application
σ induit naturellement une structure de K-alge`bre sur B. Supposons qu’il
existe Σ : A −→ B, un homomorphisme injectif de K-alge`bres tel que Σ∣∣
K
=
σ. Alors
rCB/L,Σ(a) = σ(rCA/K,a)
ou` σ agit sur les coefficients de rCA/K,a.
En particulier
σ(trA/K(a)) = trB/L(Σ(a))
et
σ(nrA/K(a)) = nrB/L(Σ(a)).
Preuve : Observons d’abord comment se comporte le polynoˆme caracte´-
ristique, plutoˆt que le polynoˆme caracte´ristique re´duit. Soient B = {e1, . . . , er}
une K-base de A et a un e´le´ment de A. Pour tout 1 ≤ i ≤ r, il existe
a1i, . . . , ari ∈ K tels que
aei = a1ie1 + · · · + arier
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d’ou`
Σ(aei) = Σ(a)Σ(ei) = σ(a1i)Σ(e1) + · · ·+ σ(ari)Σ(er)
de sorte que la matrice de la multiplication a` gauche par a par rapport a` la
base B est donne´e par
(aij)1≤i,j≤r
et celle de la multiplication a` gauche par Σ(a) par rapport a` la base Σ(B)
est donne´e par
(σ(aij))1≤i,j≤r.
Comme le polynoˆme caracte´ristique est une fonction polynoˆmiale des coef-
ficients de la matrice,
CB/L,Σ(a) = σ(CA/K,a).
Or, par la proposition pre´ce´dente, CB/L,Σ(a) = (rCB/L,Σ(a))
m et CA/K,Σ(a) =
(rCA/K,Σ(a))
m, ce qui nous permet de conclure.

De fac¸on similaire au cas commutatif, on peut de´finir les notions de dis-
criminant, de diffe´rente, de norme d’un ide´al, etc. On retrouve e´galement
beaucoup de proprie´te´s similaires au cas commutatif, notamment celle selon
laquelle un ide´al bilate`re d’un ordre de A se de´compose de fac¸on unique en
produit d’ide´aux bilate`res premiers. Le but de ce travail n’e´tant pas de dis-
cuter ces questions, nous ne donnerons ici que les de´finitions et les re´sultats
utiles pour la suite. Pour les autres notions, nous renvoyons le lecteur a`
[Rei03].
De´finition 1.2.12. Soit Λ un ordre de A, I un ide´al a` droite de Λ et
b : I × I −→ K
une forme R-biline´aire non de´ge´ne´re´e, qu’on e´tend line´airement a` A.
i) Le dual de I par rapport a` b est l’ide´al
I∗b = {a ∈ A | b(a, I) ⊂ R}.
ii) L’inverse de I est l’ide´al I−1 = {a ∈ A | IaI ⊂ I}.
iii) La diffe´rente de Λ est l’ide´al entier
D(Λ) = Λ˜−1
ou`
Λ˜ = {a ∈ A | tr(aΛ) ⊂ R}
est la diffe´rente inverse de Λ.
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iv) Le de´terminant de b est
det(b) = 〈det(b(xi, xj)1≤i,j≤r) | x1, . . . , xr ∈ I〉
c’est-a`-dire l’ide´al fractionnaire de R engendre´ par le dete´rminant des
matrices b(xi, xj)1≤i,j≤r ou` les xi, xj parcourent I.
v) Le discriminant de Λ est l’ide´al d(Λ) = det(τ) ou` τ est la forme bi-
line´aire trace de´finie dans la proposition 1.2.10. C’est un ide´al entier
de R.
Remarques : Si Λ est un R-module libre de base {e1, . . . , er}, alors d(Λ) est
l’ide´al principal engendre´ par det((tr(eiej))1≤i,j≤r) (c’est une conse´quence
de la proposition 1.2.13). Autre fait important : le discriminant est inde´pen-
dant de l’ordre maximal choisi (voir [Rei03] p.218).
Si I est un R-module libre de base B = {e1, . . . , er}, alors il existe une unique
base B∗ = {e∗1, . . . , e∗r} de I∗b ve´rifiant b(ei, e∗j ) = δij . On l’appelle la base
duale de B.
La notion habituelle de de´terminant d’une forme biline´aire b sur un module
libreM de dimension n est le de´terminant de la matrice (b(ei, ej))1≤i,j≤n ou`
{e1, . . . , en} est une base de M . La proposition suivante permet de faire le
lien entre cette de´finition et celle donne´e au point iv) de la de´finition 1.2.12.
Proposition 1.2.13. Si I est un module libre sur R et b : I × I −→ K une
forme biline´aire non de´ge´ne´re´e, alors
det(b) = det(b(ei, ej)1≤i,j≤r) ·R
ou` B = {e1, . . . , er} est une R-base de I.
Preuve : Il est clair que det(b(ei, ej)1≤i,j≤r) ·R ⊂ det(b). Re´ciproquement
si X = det(b(xi, xj)1≤i,j≤r) et que l’on exprime xk = t1ke1+ · · ·+ trkek dans
la base B. Posons B = b(ei, ej)1≤i,j≤r et T = (tij)1≤i,j≤r. Alors X = T t ·B ·T
et donc det(X) ∈ det(B) · R.

Il nous reste, dans cette section, une notion a` de´finir. Il s’agit de la norme
d’un ide´al I d’une K-alge`bre semi-simple A.
De´finition 1.2.14. Soient R un anneau commutatif nœthe´rien, M un R-
module a` gauche de type fini et m un e´le´ment de M . On de´finit les notions
suivantes :
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i) Le spectre de R, note´ Spec(R) est l’ensemble des ide´aux premiers de R.
ii) L’annulateur de m est l’ide´al de R donne´ par
ann(m) = {a ∈ R | am = 0}.
iii) Le support de M est l’ensemble
Supp(M) = {P ∈ Spec(R) | MP 6= 0}.
iv) L’ensemble des ide´aux premiers associe´s a` M est
Ass(M) = {P ∈ Spec(R) | P = ann(m) pour un m ∈M}.
The´ore`me 1.2.15. Soient R un anneau commutatif nœthe´rien et M un
R-module de ge´ne´ration finie. Alors il existe une chaˆıne de modules
0 =Mn ⊂ · · · ⊂M0 =M
avec Mi/Mi+1 ∼= R/Pi ou` les Pi sont des ide´aux premiers de R. De plus,
Ass(M) ⊂ {P0, . . . ,Pn} ⊂ Supp(M).
La suite (Mi)0≤i≤n est appele´e une suite de composition de M .
Preuve : Voir [Bou85] chapitre IV, §1,n◦4, the´ore`mes 1 et 2.

Proposition 1.2.16. Soit R un anneau commutatif nœthe´rien et M un R-
module de type fini. Supposons que R est de dimension 1 (c’est-a`-dire que
les ide´aux premiers non nuls de R sont maximaux) et que M est un module
de torsion. Soit {P0, . . . ,Pn} comme dans le the´ore`me pre´ce´dent. Alors
Ass(M) = {P0, . . . ,Pn} = Supp(M).
Preuve : D’apre`s [Bou85] chapitre IV, §1,n◦4, the´ore`mes 2, les e´le´ments
minimaux de ces trois ensembles co¨ıncident. Dans notre cas, ces ensembles
ne contiennent que des ide´aux maximaux ; l’ide´al premier nul e´tant exclu de
Ass(M) graˆce au fait que M est un module de torsion. Ces trois ensembles
n’ont donc que des e´le´ments minimaux.

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De´finition 1.2.17. Soit M un module de ge´ne´ration finie sur un anneau
nœthe´rien R de dimension 1. On de´finit l’ide´al ordre de M , note´ ordRM ,
comme suit. Si M = 0 alors ordRM = R, si M est sans torsion alors
ordRM = 0. Si M est un module de torsion et (Mi)0≤i≤n est une suite de
composition de M avec Mi/Mi+1 ∼= R/Pi, on pose
ordRM =
n∏
i=0
Pi.
Le the´ore`me de Jordan-Ho¨lder nous assure que les R/Pi et donc les Pi ne
de´pendent pas du choix de la suite de composition.
A partir d’ici, sauf mention du contraire, R est un anneau de Dedekind, A
de´signe une alge`bre se´parable sur un corps K = Frac(R), Λ un ordre de A
et I un ide´al a` droite de Λ.
De´finition 1.2.18. Soient Λ un ordre de A et I un ide´al de Λ. Alors il
existe β ∈ R avec βI ⊂ Λ. On de´finit la norme de I, que l’on note NA/K(I),
par
NA/K(I) = β
−rordR(Λ/βI).
On ve´rifie que NA/K(I) ne de´pend pas du choix de β et que c’est une fonction
multiplicative pour les ide´aux.
Remarque : Cette de´finition est une ge´ne´ralisation de la de´finition natu-
relle dans le cas commutatif. En effet, si K est un corps de nombres, OK
son anneau des entiers et I un ide´al de OK , alors on ve´rifie que ordZOK/I
est l’ide´al engendre´ par |OK/I| = NK/Q(I). Plus ge´ne´ralement si N et M
sont des Z-modules libres de meˆme rang avec N ⊂ M , alors ordZ(M/N) =
|M/N | · Z.
The´ore`me 1.2.19. Soient A une alge`bre centrale simple et I un ide´al de
Λ. On a NA/K(I) = nrA/K(I)
m ou` nrA/K(I) est l’ide´al de R engendre´ par
{nrA/K(x) | x ∈ I}. De plus nrA/K est une fonction multiplicative pour les
ide´aux.
Preuve : Voir [Rei03] thm 24.11 p.214. et corollaire 24.12 p.215.
Proposition 1.2.20. Soient Λ un ordre de A et I un ide´al a` droite de Λ.
i) Si 0 −→ N −→ M −→ P −→ 0 est une suite exacte courte de modules
a` gauche sur R, alors
ordRM = ordRN · ordRP.
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ii) Le discriminant de Λ est la norme de la diffe´rente de Λ :
d(Λ) = NA/K(D(Λ)).
Preuve : Voir [Rei03] p.50 et p.218
Soit I un ide´al a` droite d’un ordre maximal Λ, et b : I× I −→ K, une forme
R-biline´aire non de´ge´ne´re´e. Soit encore P un ide´al premier de R. Nous no-
tons IP (respectivement RP) le localise´ de I (respectivement de R) en P
et nous e´tendons b par line´arite´ a` IP (en conside´rant I ⊂ IP) et meˆme a`
A. Comme R est un anneau de Dedekind, RP est un anneau de valuation
discre`te. En particulier, c’est un anneau principal et comme I est un R-
module de type fini sans torsion (car I ⊂ A), alors IP est un RP -module
libre. De plus rang(IP ) = dimK(A) = r. On a meˆme mieux :
Proposition 1.2.21. Il existe une K-base B = {e1, . . . , er} de A dont les
e´le´ments appartiennent a` I et qui est e´galement une RP-base de IP .
Preuve : Soit {f1, . . . , fr} une K-base de A. Alors il existe α ∈ R tel que
{αf1, . . . , αfr} ⊂ I (car fi ∈ A = KI). Il est clair que {αf1, . . . , αfr} est
libre sur RP (car libre sur K) et que la dimension de IP est infe´rieure ou
e´gale a` celle de A. En d’autres termes, {αf1, . . . , αfr} est la base cherche´e.

Remarque : Si B = {e1, . . . , er} est une K-base de A contenue dans I,
alors il existe une unique K-base de A, note´e B∗ = {e∗1, . . . , e∗r} ve´rifiant
b(ei, e
∗
j ) = δij . C’est la base duale de B.
On montre facilement les re´sultats suivants, avec I, b et P comme ci-dessus.
Proposition 1.2.22. On a les re´sultats suivants :
i) Soit {e1, . . . , er} une RP-base de IP contenue dans I (comme dans la
proposition pre´ce´dente). Alors
det(b)P = det(b(ei, ej)1≤i,j≤r) · RP .
ii) Soit I∗ = I∗b = {x ∈ A | b(x, I) ⊂ R}. Alors
(IP)∗ = (I∗)P .
iii) Pour tout R-module M de type fini, on a
(ordRM)P = ordRPMP .
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Preuve : Les deux premie`res affirmations se ve´rifient facilement et pour
la troisie`me se re´fe´rer a` [Rei03] thm 4.20 p. 53.
Lemme 1.2.23. Soit R un anneau principal. Soient M et N deux R-
modules libres de meˆme rang r. Soient {m1, . . . ,mr} une base deM , {n1, . . . , nr}
une base de N et β ∈ R tel que βN ⊂M . On conside`re la matrice
A = (aij)1≤i,j≤r ∈ GLr(R)
de´finie par ni =
∑r
j=1 aijmj. Alors
β−rordRM/βN = det(A) · R.
Preuve : Comme {βn1, . . . , βnr} est une base de βN et que βni =∑r
j=1 βaijmj , l’exercice 2. p.65 de [Rei03] nous assure que ordRM/βN =
det(βA) · R, ce qui est le re´sultat cherche´.

Corollaire 1.2.24. Soient I un R-module projectif de rang r, b : I×I −→ K
une forme biline´aire non de´ge´ne´re´e et I∗ = {x ∈ A | b(x, I) ⊂ R}. On
suppose encore qu’il existe β ∈ R tel que βI ⊂ I∗. Alors
β−rordR(I∗/βI) = det(b).
Preuve : Observons l’e´galite´ localement. Soit P un ide´al premier de R.
On a
(ordR(I
∗/βI))P = ordRP (I
∗
P/βIP )
et
det(b)P = det(b(ei, ej)1≤i,j≤r) · RP
ou` {e1, . . . , er} est une RP -base de IP (voir la proposition 1.2.22). Il suffit
donc de montrer l’e´galite´
β−rordRP (I
∗
P/βIP ) = det(b(ei, ej)1≤i,j≤r) · RP
pour tout ide´al premier P de R. Il est donc possible de se restreindre au
cas ou` I et I∗ sont des modules libres de rang r sur un anneau principal.
Dans ce cas, de´signons par B = {e1, . . . , er} une base de I et par B∗ =
{e∗1, . . . , e∗r} la base de I∗ duale de B c’est-a`-dire ve´rifiant b(ei, e∗j ) = δij .
Alors ei =
∑r
j=1 b(ej , ei)e
∗
j , et le lemme pre´ce´dent nous permet de conclure.

Remarque : Ce corollaire s’applique en particulier aux ide´aux d’une alge`bre
centrale simple.
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Corollaire 1.2.25. Soient I un ide´al a` droite d’un ordre maximal Λ d’une
alge`bre se´parable A sur un corps K = Frac(R), b : I × I −→ K une forme
biline´aire syme´trique non de´ge´ne´re´e et I∗ = {x ∈ A | b(x, I) ⊂ R}. On
suppose encore que b(Λ, I) ⊂ R. Alors
NA/K(I) = det(b) ·NA/K(I∗)
Preuve : Soit Λ = Or(I). Nous savons qu’il existe β et γ dans R tels que
γβI ⊂ βI∗ ⊂ Λ. Nous pouvons donc e´crire la suite exacte courte de R-
modules
0 −→ βI∗/γβI −→ Λ/γβI −→ Λ/βI∗ −→ 0.
Alors par la proposition 1.2.20
ordR(Λ/γβI) = ordR(Λ/βI
∗)ordR(βI∗/γβI)
Le terme de gauche est par de´finition (γβ)rNA/K(I), le premier terme de
l’expression de droite est par de´finition βrNA/K(I
∗) (car Λ = Or(I∗) vu que
Λ est maximal) et, par le corollaire pre´ce´dent, le deuxie`me est γr det(b), d’ou`
le re´sultat.

1.3 Le cas des corps de nombres
Dans cette section nous abordons le cas qui nous pre´occupera dans la suite
de ce travail, c’est-a`-dire le cas ou` K est un corps de nombres et R = OK
est son anneau des entiers. Nous noterons n = [K : Q] le degre´ de K sur
Q. Comme avant, A est une K-alge`bre centrale simple de dimension finie
r = m2, Λ un ordre maximal de A, I un ide´al a` droite de Λ et b : I×I −→ K
une forme biline´aire non de´ge´ne´re´e.
Proposition 1.3.1. L’alge`bre centrale simple A est une alge`bre se´parable
sur Q et on a trA/Q = TK/Q ◦ trA/K . De plus les OK-ordres (maximaux)
de A sont e´galement des Z-ordres de A (maximaux) et les ide´aux de A sont
aussi des Z-ide´aux de A, vue comme alge`bre se´parable sur Q. Ces ide´aux
sont des Z-modules libres de rang rn.
Preuve : C’est une conse´quence des propositions 1.2.10 et 1.2.7.

Remarque : Si {e1, . . . , er} est une K-base de A contenue dans un ide´al I
(qui existe pour tout ide´al, voir la proposition 1.2.21) et {ω1, . . . , ωn} une
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Z-base de OK alors {ω1e1, . . . , ωne1, ω1e2 . . . , ωner} est une Z-base de I. Le
fait de pouvoir conside´rer M a` la fois comme module sur Z et sur OK nous
permet de calculer d’une part ordZ(M) et d’autre part ordR(M). Le lien
entre ces deux ide´aux est donne´ par le re´sultat suivant.
Lemme 1.3.2. Si J ⊂ I sont des ide´aux de Λ, alors
|I/J | · Z = ordZ(I/J) = NK/Q(ordR(I/J)) · Z.
Preuve : La premie`re e´galite´ est facile. Pour la seconde, nous savons qu’il
existe des ide´aux E1, . . . , Es de R avec
I/J = ⊕si=1 R/Ei
et
ordR(I/J) = E1 · · ·Es
(voir [Rei03] p.49), de sorte que
NK/Q(ordR(I/J)) = NK/Q(E1) · · ·NK/Q(Es) = | ⊕si=1 R/Ei| = |I/J |.

Corollaire 1.3.3. Soit I un ide´al a` droite d’une alge`bre centrale simple A
sur un corps de nombres K. Alors
NA/Q(I) = NK/Q(NA/K(I))
et si I est un ide´al entier d’un ordre Λ, alors
NA/Q(I) = |Λ/I|.
Preuve : Soit Λ = Or(I) et β ∈ Z tel que βI ⊂ Λ. Alors
NA/Q(I) = β
−rnordZ(Λ/βI) = β−rnNK/Q(ordOK (Λ/βI)) =
NK/Q(β
−rordOK (Λ/βI)) = NK/Q(NA/K(I)).
La deuxie`me affirmation de´coule directement du lemme pre´ce´dent.

Soit b : I × I −→ K une forme biline´aire non de´ge´ne´re´e. Alors b permet de
de´finir une forme Z-biline´aire de la fac¸on suivante :
Tb : I × I −→ Q
(x, y) 7−→ TK/Q(b(x, y))
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On ve´rifie facilement que Tb est non de´ge´ne´re´e. Conside´rons
I∗Tb = {x ∈ A | Tb(x, I) ⊂ Z}
c’est encore un Z-module libre de rang rn ; en revanche ce n’est pas ne´cessai-
rement un OK -module. L’ide´al I∗b est e´galement un Z-module de rang rn et
il est contenu dans I∗Tb .
Proposition 1.3.4. Le cardinal du quotient de I∗Tb par I
∗
b ne de´pend que du
corps de base K. Plus pre´cise´ment, on a
|I∗Tb/I∗b | = |dK |r
ou, de manie`re e´quivalente,
ordZ(I
∗
Tb
/I∗b ) = d
r
KZ
ou` dK est le discriminant de K.
Preuve : Soient B = {e1, . . . er} une K-base de A contenue dans I, B∗ =
{e∗1, . . . , e∗r} la base de I∗b duale de B, Ω = {ω1, . . . , ωn} une Z-base de OK ,
E = {ω1e1, . . . , ωne1, ω2e1, . . . , ωner} la Z-base de I construite avec B et Ω.
Graˆce a` cela nous obtenons des Z-bases de I∗b et de I
∗
Tb
bien particulie`res. Il
s’agit de
F = {ω1e∗1, . . . , ωne∗1, ω2e∗1, . . . , ωne∗r}
(pour I∗b ) et de
E∗ = {(ω1e1)∗, . . . , (ωne1)∗, (ω2e1)∗, . . . , (ωner)∗}
la base duale de E (pour I∗Tb).
Comme I∗b ⊂ I∗Tb il existe une matrice S ∈ Mnr(Z) ∩ GLnr(Q) qui est la
matrice de changement de base de F vers E∗. Cette matrice est constitue´e
de r2 blocs de meˆme taille n× n :
S =
 S
11 . . . S1r
...
...
Sr1 . . . Srr

ou` Sij = (sijkl)1≤k,l≤n ∈ Mn(Z). Ainsi,
ωke
∗
i =
∑
1 ≤ l ≤ n
1 ≤ j ≤ r
sjilk(ωlej)
∗ (I.1)
D’une part (en remplac¸ant ωke
∗
i par sa valeur dans I.1) nous obtenons
Tb(ωke
∗
i , ωteu) = s
ui
tk
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et d’autre part
Tb(ωke
∗
i , ωteu) = Tk/Q(ωkωtb(e
∗
i , eu)) = δuiTK/Q(ωtωk).
Par conse´quent
Sij =
{
(TK/Q(ωtωk))1≤t,k≤n si i = j
0 sinon.
Ainsi det(S) =
∏r
i=1 det(S
ii) = drK . De plus le lemme 1.2.23 nous dit que
ordZ(I
∗
Tb
/I∗b ) = det(S)Z, ce qui termine la preuve.

Proposition 1.3.5. Avec les meˆmes notations que ci-dessus, on a :
|det(Tb)| = NK/Q(det(b)) · |d(K)|r
Preuve : Soit γ ∈ Z tel que γI ⊂ I∗b . Alors γI ⊂ I∗b ⊂ I∗Tb et, d’apre`s le
corollaire 1.2.24,
|γrn det(Tb)| = |I∗Tb/γI|
il faut donc calculer |I∗Tb/γI|. Nous savons que(
I∗Tb/γI
)
/ (I∗b /γI) ∼= I∗Tb/I∗b
de sorte que |γrn det(Tb)| = |I∗Tb/I∗b |·|I∗b /I|. Ainsi, par la proposition pre´ce´dente
et le lemme 1.3.2,
|γrn det(Tb)| = |d(K)r| ·NK/Q(ordR(I∗b /γI))
Mais ordR(I
∗
b /γI) = γ
r det(b) (toujours par le corollaire 1.2.24), ce qui nous
permet de conclure.

1.4 Nombre de classes d’ide´aux et nombre de types
des ordres maximaux
Dans cette section K de´signe un corps de nombres, A une alge`bre centrale
simple sur K et Λ un ordre de A.
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De´finition 1.4.1. Soient Λ et Γ deux ordres de A, on dit que Λ et Γ sont
conjugue´s s’il existe x ∈ A× tel que
Λ = x−1Γx.
De´finition 1.4.2. Conside´rons la relation d’e´quivalence ∼ de´finie par
Λ ∼ Γ si Λ et Γ sont conjugue´s.
Le nombre de types de A, note´ tA, est le cardinal de l’ensemble
{Λ | Λ est un ordre maximal de A} / ∼ .
De´finition 1.4.3. Deux ide´aux I et J de A sont dit e´quivalents a` droite s’il
existe a ∈ A× tel que
I = Ja
et on note I ∼ J et on remarque que c’est une relation d’e´quivalence.
Le nombre de classes d’ide´aux a` gauche d’un ordre Λ, note´ hl(Λ), est le
cardinal de l’ensemble
{I | I est un ide´al a` gauche de Λ}/ ∼
On de´finit syme´triquement le nombre de classes d’ide´aux a` droite de Λ (et
on le note hr(Λ).
Proposition 1.4.4. Soit Λ un ordre maximal de A. Notons tA le nombre
de type de A, hl(Λ) le nombre de classes des ide´aux a` gauche de Λ et hr(Λ)
le nombre de classe des ide´aux a` droite de Λ. Alors
i) Les quantite´s tA, hl(Λ) et hr(Λ) sont finies.
ii) Les nombres entiers hl(Λ) et hr(Λ) sont inde´pendants de l’ordre maxi-
mal Λ et sont e´gaux. On note alors hA le nombre de classes d’ide´aux
(a` droite ou a` gauche) d’un ordre maximal quelconque de A.
iii) L’ordre maximal Λ est principal (a` gauche et a` droite) si et seulement
si hA = 1.
iv) Si A est une alge`bre de quaternions (voir chapitre III) alors
tA ≤ hA
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Preuve : Pour i) et ii) voir [Rei03] p.228 the´ore`me 26.4 et exercice 8 p.232,
et pour iii) voir [Vig80] p.26 corollaire 4.11 et the´ore`me 5.4 p.87.
Nous terminons cette section en donnant le the´ore`me qui lie les ordres maxi-
maux entre eux.
The´ore`me 1.4.5. Soit Λ et Γ des ordres maximaux de A. Soit I(Λ) et I(Γ)
les groupes des ide´aux bilate`res de Λ et de Γ. Alors il existe un ide´al M a`
gauche de Λ et a` droite de Γ tel que
ϕM : I(Λ) −→ I(Γ)
J 7−→ M−1JM
est un isomorphisme de groupe. Si N est un ide´al ve´rifiant les meˆmes pro-
prie´te´s que M alors ϕM = ϕN . L’isomorphisme ϕM est donc inde´pendant
du choix de M , on le notera ϕ. En particulier
Λ =M−1ΓM.
Preuve : Voir [Rei03] the´ore`me 22.21 p.198.
1.5 Re´seaux et re´seaux ide´aux
Dans cette section nous de´finissons les re´seaux ide´aux ainsi que les constantes
associe´es a` ces re´seaux qui nous permettront de borner le minimum euclidien
d’un ordre maximal.
De´finition 1.5.1. Un re´seau est une paire (L, q) ou` L est un Z-module libre
de rang fini et q : LR × LR −→ R, une forme biline´aire syme´trique de´finie
positive, ou` LR = L⊗Z R.
De´finition 1.5.2.
i) Deux re´seaux (L, q) et (L′, q′) sont dit isomorphes s’il existe un isomor-
phisme ϕ de L sur L′ tel que q′((ϕ⊗ id)(x), (ϕ ⊗ id)(y)) = q(x, y) pour
tout x, y ∈ LR.
ii) Le re´seau dual de (L, q) est de´fini par
(L∗, q) = {x ∈ LR | q(x, y) ∈ Z pour tout y ∈ L}.
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Remarque : Si rang(L) = n, alors q est un produit scalaire sur Rn de sorte
que la notion de re´seau est e´quivalente a` celle de sous Z-module de Rn de
rang maximal (ou` q est le produit scalaire usuel).
Soit (L, q) un re´seau. On pose q(x) = q(x, x) pour tout x ∈ LR. On de´finit
alors les invariants suivants.
De´finition 1.5.3. Soit (L, q) un re´seau de rang n. Alors
i) Le minimum du re´seau est min(L, q) = infx∈L\{0} q(x).
ii) Le maximum de x ∈ LR par rapport au re´seau est
maxL(x) = inf{q(x− c) | c ∈ L}.
iii) Le maximum du re´seau est max(L, q) = sup{maxL(x) | x ∈ LR}.
iv) Le de´terminant du re´seau est le de´terminant du produit scalaire q. C’est
un nombre re´el positif.
v) Le premier invariant d’Hermite est γ(L, q) = min(L,q)
det(L,q)1/n
.
vi) Le second invariant d’Hermite est τ(L, q) = max(L,q)
det(L,q)1/n
.
Remarque : Si aucune confusion n’est possible, on notera parfois L au lieu
de (L, q). Tous les invariants de´finis ici ne de´pendent que de la classe d’iso-
morphisme du re´seau. Intuitivement, et en tenant compte de la remarque
pre´ce´dente, det(L, q) est le volume d’une maille du re´seau, min(L, q) est la
longueur minimale des e´le´ments de L et max(L, q) est le carre´ du rayon de
recouvrement de L (c’est-a`-dire le rayon r minimal pour lequel la re´union
de toutes les boules, de rayon r, centre´es sur les points de L, recouvrent Rn).
On peut e´galement de´finir le maximum de L comme suit :
max(L, q) = inf{λ ∈ R | pour tout x ∈ LR il existe y ∈ L avec q(x−y) ≤ λ}.
Notation 1.5.4. Soit A une alge`bre munie d’une involution. On notera FA
l’ensemble des e´le´ments de A stables par l’involution et F×A = FA ∩A×. S’il
n’y a pas de confusion possible, on notera F au lieu de FA.
Proposition 1.5.5. Soient R un anneau de Dedekind, A une alge`bre se´para-
ble sur Frac(R) = k munie d’une involution k-line´aire γ, Λ un R-ordre
de A stable par l’involution, I un ide´al a` droite de Λ et b : I × I −→ k
une forme R-biline´aire syme´trique non de´ge´ne´re´e. On suppose encore que
b(λx, y) = b(x, λγy) pour tout x, y ∈ I et tout λ ∈ Λ. Alors il existe α ∈ F×
tel que b(x, y) = trA/k(xαy
γ) pour tout x, y ∈ I.
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Preuve : Tout d’abord nous e´tendons b a` tout A par k-line´arite´ (car
kI = A) et nous remarquons que b(λx, y) = b(x, λγy) pour tout λ ∈ A (car
γ est k-line´aire et A = kΛ). Comme b et tr sont des formes biline´aires non
de´ge´ne´re´es, elles induisent des isomorphismes de A vers A] = Homk(A, k).
Explicitement :
b∗ : A −→ A]
x 7−→ bx : A −→ k
y 7−→ b(x, y)
et
tr∗ : A −→ A]
x 7−→ tx : A −→ k
y 7−→ trA/k(xy)
sont des isomorphismes. En particulier, pour tout x ∈ A il existe un unique
yx ∈ A tel que bx = tyx . Ainsi nous avons
trA/k(yxz) = b(x, z) = b(1, x
γz) = trA/k(y1x
γz)
pour tout z ∈ A. De sorte que yx = y1xγ et
b(x, z) = b(z, x) = trA/k(y1z
γx) = trA/k(xy1z
γ)
pour tout x, z ∈ A. Il suffit donc de poser α = y1. Le fait que α est inversible
de´coule du fait que b est non de´ge´ne´re´e. La stabilite´ de α par l’involution
de´coule de la syme´trie de b et du fait que
trA/k(x
γ) = trA/k(x) pour tout x ∈ A.

On obtient imme´diatement le corollaire suivant.
Corollaire 1.5.6. Soit k un corps, A une alge`bre se´parable sur k avec une
involution k-line´aire γ et b : A×A −→ k une forme biline´aire non de´ge´ne´re´e
ve´rifiant
b(λx, y) = b(x, λγy)
pour tout x, y, λ ∈ A. Alors il existe α ∈ F× tel que
b(x, y) = trA/k(xαy
γ)
pour tout x, y ∈ A.
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De´finition 1.5.7. Soit A une Q-alge`bre semi-simple de dimension finie et Λ
un Z-ordre. On suppose encore que AR = A⊗QR est muni d’une involution
R-line´aire γ. Un re´seau ide´al de A est un triplet (I, b, γ) ou` I est un ide´al
(ge´ne´ralise´) a` droite de Λ et b : AR × AR −→ R une forme R-biline´aire
syme´trique de´finie positive ve´rifiant,
b(λx, y) = b(x, λγy)
pour tout x, y ∈ IR et tout λ ∈ ΛR.
Par ide´al ge´ne´ralise´ nous entendons un Ix ou` I est un ide´al fractionnaire
de A et x ∈ AR. En ge´ne´ral nous nous bornerons a` conside´rer des ide´aux
fractionnaires. Cependant, nous verrons par la suite qu’il y un cas ou` il est
utile de remarquer que cette de´finition fonctionne dans le cas ge´ne´ralise´.
Remarque : Le lien entre l’ide´al I et le re´seau (I, b, γ) n’apparaˆıt pas
clairement dans la de´finition d’un re´seau ide´al. En fait, on a
IR = I ⊗Z R ∼= AR
ce qui prouve que (I, b, γ) est bien un re´seau au sens de la de´finiton 1.5.1.
On peut d’ores et de´ja` distinguer deux classes d’alge`bres sur Q posse´dant un
re´seau ide´al : celles dont l’involution sur AR provient d’une involution sur
A et les autres. L’existence d’une involution sur A pour laquelle il existe un
re´seau ide´al possible restreint le choix de A ; nous e´tudierons par la suite la
mesure de cette restriction. Sauf mention du contraire lorsque A est munie
d’une involution, on conside´rera toujours l’involution de AR induite par celle
de A.
Nous pouvons maintenant de´finir les invariants d’Hermite lie´s directement
a` l’ide´al I.
De´finition 1.5.8. Soit Λ un ordre et I un ide´al a` droite de Λ. Le premier
invariant d’Hermite de I est de´fini par
γmin(I) = min{γ(I, b) | (I, b) est un re´seau ide´al }
et le second invariant d’Hermite est de´fini par
τmin(I) = min{τ(I, b) | (I, b) est un re´seau ide´al }.
Remarque : Nous donnerons par la suite une borne supe´rieure de γmin(I)
et une borne infe´rieure de τmin(I).
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Proposition 1.5.9. Soit (I, b, γ) un re´seau ide´al de A. Alors il existe α ∈
F×AR tel que
b(x, y) = trAR/R(xαy
γ)
pour tout x, y ∈ AR ou` trAR/R de´signe la trace re´duite de la R-alge`bre
se´parable AR (voir la de´finition 1.2.9).
Preuve : Comme A est se´parable, c’est une conse´quence du corollaire
1.5.6.

Nous allons maintenant e´tudier quelques proprie´te´s des involutions sur les
alge`bres semi-simples. Comme la question est tre`s vaste, nous ne mention-
nerons que les re´sultats directement utiles a` la suite de ce travail. Pour plus
de de´tails voir [KMMT98].
Proposition 1.5.10. Soient A et B des alge`bres simples sur un corps k et
γ une involution k-line´aire sur A⊕B. Deux cas sont possibles :
i. Soit γ|A est une involution sur A. Dans ce cas γ|B est e´galement une
involution et
γ : A⊕B −→ A⊕B
(a, b) 7−→ (aγ , bγ).
ii. Soit γ|A n’est pas une involution sur A. Dans ce cas il existe un anti-
isomorphisme d’alge`bres f : A −→ B avec
γ : A⊕B −→ A⊕B
(a, b) 7−→ (f−1(b), f(a)).
Preuve : Le cas ou` une des alge`bres est re´duite a` 0 est clair. Supposons
donc A 6= 0 et B 6= 0. Notons
γ : A⊕B −→ A⊕B
(a, b) 7−→ (g(a, b), h(a, b)).
Alors g : A ⊕ B −→ A et h : A ⊕ B −→ B sont des anti-homomorphismes
d’alge`bres et comme γ est d’ordre 2,
g(g(a, b), h(a, b)) = a
et
h((g(a, b), h(a, b)) = b
pour tout a ∈ A et b ∈ B. En particulier (g(0, b), h(0, b)) ∈ ker g pour tout
b ∈ B et (g(a, 0), h(a, 0)) ∈ kerh pour tout a ∈ A. Ainsi ker g+kerh = A⊕B
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(car (g(a, b), h(a, b)) = (g(0, b), h(0, b))+(g(a, 0), h(a, 0)) et γ est surjective).
Remarquons encore que ker g ∩ kerh = {0} (car γ est injective). Finalement
A ⊕ B = ker g ⊕ kerh, mais les noyaux de g et h sont des ide´aux bilate`res
propres (car g et h sont surjectives) et non nuls, de sorte qu’il n’existe plus
que deux possibilite´s : soit ker g = B et kerh = A, soit c’est l’inverse.
Dans le premier cas g induit
g˜ : A −→ A
a 7−→ g˜(a) = g(a, b)
et h induit
h˜ : B −→ B
b 7−→ h˜(b) = h(a, b)
avec (a, b)γ = (g˜(a), h˜(b)) pour tout a ∈ A et b ∈ A. Il suffit alors de
remarquer que g˜ = γ|A et que h˜ = γ|B .
Dans le second cas, g induit
g˜ : B −→ A
b 7−→ g˜(b) = g(a, b)
et h induit
h˜ : A −→ B
a 7−→ h˜(a) = h(a, b)
avec (a, b)γ = (g˜(b), h˜(a)). Il suffit alors de poser f = h˜, et de ve´rifier que
c’est un anti-isomorphisme d’alge`bres et que h˜−1 = g˜.

Corollaire 1.5.11. Soit A = A1 ⊕ · · · ⊕ At une alge`bre semi-simple de
dimension finie sur un corps k munie d’une involution γ k-line´aire. Alors,
a` renume´rotation pre`s des composants simples, on peut trouver 1 ≤ s ≤ t,
avec s pair, et des anti-isomorphismes d’alge`bres f2i−1,2i : A2i−1 −→ A2i ou`
1 ≤ i ≤ s2 tels que :
(a1, . . . , at)
γ = (f−11,2 (a2), f1,2(a1), . . . , f
−1
s−1,s(as), fs−1,s(as−1), a
γ
s+1, . . . , a
γ
t ).
Preuve : Imme´diat par la proposition pre´ce´dente.

Ce re´sultat nous permet de restreindre les involutions qui peuvent donner
lieu a` des re´seaux ide´aux.
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Corollaire 1.5.12. Soit A = A1⊕ · · ·⊕At une alge`bre se´parable sur k = Q
(ou k = R) munie d’une involution γ k-line´aire. Supposons qu’il existe α ∈
F× tel que la forme biline´aire syme´trique
bα : A×A −→ k
(a, b) 7−→ trA/k(aαbγ)
est de´finie positive. Alors, avec les notations du corollaire pre´ce´dent, s = 0.
En d’autres termes, γ induit une involution sur chaque composante simple
et pour tout a = (a1, . . . , at) on obtient a
γ = (aγ1 , . . . , a
γ
t ).
Preuve : Supposons s > 0 et posons f = f1,2 (voir le corollaire pre´ce´dent).
Soient B1 = {e11, . . . , e1u} une k-base de A1 et
B2 = f−1(B1) = {f−1(e11) = e21, . . . , f−1(e1u) = e2u}
la base de A2 image de B1. Alors
bα(e11, e11) = tr(e11αe
γ
11) = tr(e11αf
−1(e11)) = tr(e11αe21) = 0
car A1A2 = 0, ce qui est impossible car bα est de´finie positive.

Dans le cas ou` α est dans le centre de A, on peut e´noncer un re´sultat plus
pre´cis.
Corollaire 1.5.13. Soit A = A1⊕· · ·⊕At, une alge`bre se´parable sur k = Q
(ou k = R) munie d’une involution γ k-line´aire. Soit α ∈ F× ∩ Z(A) et
bα : A×A −→ k
(a, b) 7−→ trA/k(aαbγ).
Alors, avec les notations du corollaire 1.5.11,
sign bα = (
s
2
,
s
2
) +
t∑
i=s+1
signbα|Ai
Preuve : Choisissons B2i−1 et B2i = f2i−1,2i(B2i−1) des bases de A2i−1 res-
pectivement A2i comme dans la preuve du corollaire pre´ce´dent (1 ≤ i ≤ s2)
et Bj , des bases de Aj pour s + 1 ≤ j ≤ t. Alors la matrice de bα par rap-
port a` la base B = ⋃ti=1 Bi est une matrice diagonale par blocs dont les s2
premiers blocs sont de la forme
S =
(
0 B2i−1,2i
B2i−1,2i 0
)
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ou` les B2i−1,2i sont des matrices syme´triques de taille dimQ(A2i).
Les t − s blocs restants (de taille dimQ(Aj) avec s + 1 ≤ j ≤ t) sont les
matrices de bα|Aj .

Corollaire 1.5.14. Soit A = A1 ⊕ · · · ⊕ At une alge`bre se´parable sur Q
munie d’une involution γ, Λ un ordre de A et (I, b, γ) un re´seau ide´al de A.
Alors il existe α = α1 + · · ·+ αt ∈ A tel que
b(x, y) =
t∑
i=1
TKi/Q(trAi/Ki(xiαiy
γ
i ))
pour tout x, y ∈ I. De plus (I, b, γ) = (I1, b1, γ1) ⊕ · · · ⊕ (It, bt, γt) ou`
(Ii, bi, γi) = (I ∩Ai, b|Ai , γ|Ai) est un re´seau ide´al sur Ai vue comme alge`bre
centrale simple sur son centre Ki.
Preuve : La premie`re affirmation est une conse´quence directe des pro-
positions 1.5.9 et 1.2.10. Soit ei ∈ Ai tels que 1 = e1 + · · · + et. Alors
I = Ie1 + · · · + Iet et Iei = Ai ∩ I. Posons Ii = Iei. Il est clair que Ii est
un ide´al de Λi = Λei et, par la proposition 1.2.7, Λi est un OKi-ordre de
l’alge`bre centrale simple Ai. De plus, comme b est de´finie positive, le corol-
laire 1.5.12 nous assure que γ |Ai est une involution sur Ai.
Soit Bi une Z-base de Ii. Alors la matrice de b par rapport a` la base B =⋃t
i=1 Bi est diagonale par blocs et les blocs diagonaux sont les matrices de
b|Ai par rapport aux bases Bi. En d’autres termes, (I, b, γ) = (I1, b1, γ1) ⊕
· · · ⊕ (It, bt, γt).

Dans ce corollaire, A est munie d’une involution et l’involution sur AR est
induite par celle de A. Il est aussi possible de formuler ce corollaire dans le
cas ge´ne´ral.
Corollaire 1.5.15. Soit A = A1⊕· · ·⊕At une alge`bre se´parable sur Q, Λ un
ordre de A et (I, b, γ) un re´seau ide´al de A. Il existe α = α1 + · · ·+ αt ∈ A
tel que
b(x, y) =
t∑
i=1
tr(Ai)R/R(xiαiy
γ
i ))
pour tout x, y ∈ IR. De plus (I, b, γ) = (I1, b1, γ1) ⊕ · · · ⊕ (It, bt, γt) ou`
(Ii, bi, γi) = (I ∩ Ai, b|(Ai)R , γ|(Ai)R) est un re´seau ide´al sur Ai vue comme
alge`bre centrale simple sur son centre Ki.
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Notation 1.5.16. Les deux corollaires qui pre´ce`dent nous permettent d’in-
troduire une nouvelle notation pour un re´seau ide´al (I, balpha, γ). En effet,
la forme biline´aire bα ne de´pend que de α ∈ F×. On notera donc parfois
(I, α, γ) a` la place de (I, b, γ).
Remarque : Ces corollaires nous assurent que pour e´tudier les re´seaux
ide´aux sur une Q-alge`bre se´parable, il suffit d’e´tudier les re´seaux d’une
alge`bre centrale simple sur un corps de nombres.
Avant d’e´tudier plus en de´tails les re´seaux ide´aux, nous devons donc nous
pencher sur les alge`bres centrales simples sur un corps de nombres.
1.6 Alge`bre centrale simple sur un corps de nombres
Soit A une alge`bre centrale simple sur un corps de nombres K. On note
r = m2 = dimK A la dimension de l’alge`bre A, n = [K : Q] le degre´ de
K, OK l’anneau des entiers de K et σ1, . . . , σn les n plongements complexes
de K. Nous conviendrons que les r1 premiers plongements sont re´els, les r2
suivants sont complexes et les derniers r2 sont leurs conjugue´s, de sorte que
n = r1 +2r2. Soit P un ide´al premier de OK . On notera KP le comple´te´ de
K pour la valuation P-adique. De meˆme si σ est un plongement (un premier
infini de K), on notera Kσ le comple´te´ de K pour la valuation induite par le
plongement σ. Le terme de “place de K” de´signe un premier de OK ou un
plongement de K dans C. On parlera de place infinie lorsqu’il s’agit d’un
plongement et de place finie dans le cas contraire.
Soit P une place de K, conside´rons la KP -alge`bre centrale simple AP =
A⊗K KP et soit S un corps gauche de centre KP tel que
AP ∼= MκP (S)
(voir la proposition 1.2.1). Soit m2P la dimension de S sur KP . On dit que
mP est l’indice local de A en P et κP est la capacite´ locale de A en P.
L’alge`bre AP est matricielle si est seulement si mP = 1. Si mP > 1 on dit
que A ramifie en P ou que P est ramifie´e dans A.
De´finition 1.6.1. On note
Ram(A) = {P | P est ramifie´e dans A}
l’ensemble des places ramifie´es,
Ram∞(A) = {σ | σ est ramifie´e dans A}
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l’ensemble des places infinies ramifie´es et
Ramf (A) = {P ∈ Spec(OK) | P est ramifie´ dans A}
l’ensemble des places ramifie´es finies de A. On pose encore w = |Ram∞(A)|.
Comme il n’y a aucun corps gauche au dessus de C, aucune place complexe
n’est ramifie´e. Cela nous permet d’adopter une nouvelle convention pour
l’ordre des places infinies. Les w premie`res places infinies re´elles sont celles
qui sont ramifie´es et les r1 − w suivantes celles qui ne le sont pas.
De´finition 1.6.2. Soit Λ un ordre de A. Un ide´al B bilate`re de Λ est dit
premier si pour toute paire d’ide´aux bilate`res S, T de Λ tels que ST ⊂ B, on
a soit S ⊂ B soit T ⊂ B.
The´ore`me 1.6.3. Soit A une alge`bre centrale simple comme ci-dessus, Λ
un ordre maximal de A. Alors
i) Les ide´aux premiers non nuls de OK sont en bijection avec les ide´aux
premiers de Λ. Cette bijection est donne´e par :
ϕ : Spec(OK) ←→ Spec(Λ)
P 7−→ Λ ∩ rad ΛP
B ∩ OK ←− [ B
ii) Pour presque tout ide´al premier P de OK , mP = 1.
iii) Pour tout ide´al premier P de OK , PΛ = BmPP (ou` BP = ϕ(P)).
iv) On peut exprimer le discriminant et la diffe´rente de Λ en fonction des
premiers ramifie´s :
D(Λ) =
∏
P
BmP−1P et d(Λ) =
(∏
P
P(mP−1)κP
)m
.
v) On a les e´quivalences suivantes :
mP > 1 ⇐⇒ P | d(Λ) ⇐⇒ BP | D(Λ) ⇐⇒ B2P | PΛ.
Preuve : Voir [Rei03] the´ore`me 32.1, p.272-273.
Proposition 1.6.4. Si σ est une place infinie de K, on peut donner expli-
citement Aσ. Plus pre´cise´ment :
Aσ ∼=

Mm(R) si σ est re´el et n’est pas ramifie´ dans A,
Mm
2
(H) si σ est re´el et est ramifie´ dans A,
Mm(C) si σ est complexe A,
ou` H = (−1,−1)R de´signe le corps des quaternions de Hamilton (voir les
de´finitions 3.1.1 et 3.1.2).
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Preuve : Il n’y a que deux possibilite´s pour Kσ ; soit σ est re´el et alors
Kσ = R, soit σ n’est pas re´el et Kσ = C. Nous savons qu’il existe un corps
gauche Sσ de dimension m
2
σ sur Kσ tel que
Aσ ∼= Mκσ(Sσ).
Si Kσ = R et mσ = 1 (i.e. σ n’est pas ramifie´e dans A), alors Sσ = R et
donc Aσ ∼= Mm(R).
Si Kσ = R et mσ > 1 (i.e. σ est ramifie´e dans A), alors Sσ est un corps
gauche au-dessus de R donc Sσ ∼= H. Ainsi Aσ ∼= Mm
2
(H).
Si Kσ = C, alors nous avons ne´cessairement mσ = 1 et donc Aσ ∼= Mm(C).

Soit ϕσ un isomorphisme entre Aσ et Mκσ(Sσ). On conside`re la composition
suivante :
Σ :A

 iσ
// A⊗K Kσ ϕσ //Mκσ(Sσ)
a  // a⊗ 1  // ϕσ(a⊗ 1)
C’est un homomorphisme injectif de K-alge`bres. A chaque plongement σ
de K dans C on peut donc associer un plongement Σ (de´fini ci-dessus). On
dit que Σ est re´el (respectivement ramifie´) si le σ correspondant est re´el
(respectivement ramifie´).
Remarquons que la structure naturelle de K-alge`bre sur Kσ est donne´e par
k · kˆ = σ(k)kˆ ou` k ∈ K et kˆ ∈ Kσ de sorte que, si σ1 et σ2 sont deux
plongements de meˆme nature, on n’a pas ne´cessairement Kσ1
∼= Kσ2 comme
K-alge`bres. En conse´quence les R-alge`bres Aσ1 et Aσ2 ne sont pas non plus
ne´cessairement isomorphes comme K-alge`bres.
Nous avons de´ja` constate´ que A peut eˆtre vue comme une alge`bre se´parable
sur Q. Nous pouvons donc conside´rer l’alge`bre AR = A⊗Q R qui est une
R-alge`bre de dimension nm2. Nous noterons d l’injection naturelle
d : A −→ AR
a 7−→ a⊗ 1
Nous pouvons donner une description pre´cise deAR comme produit d’alge`bres
de matrices. En effet, les applications
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i : AR −→ A⊗K K ⊗Q R
a⊗ r 7−→ a⊗ 1⊗ r
α : A⊗K K ⊗Q R −→ A⊗K
∏r1+r2
i=1 Kσi
a⊗ k ⊗ r 7−→ a⊗ (rσ1(k), . . . , rσr1+r2(k))
j : A⊗K
∏r1+r2
i=1 Kσi −→
∏r1+r2
i=1 A⊗K Kσi
a⊗ (k1, . . . , kr1+1) 7−→ (a⊗ k1, . . . , a⊗ kr1+r2)
β :
∏r1+r2
i=1 A⊗K Kσi −→ Mm2 (H)w ×Mm(R)r1−w ×Mm(C)r2
(a⊗ k1, . . . , a⊗ kr1+r2) 7−→ (ϕσ1(a⊗ k1), . . . , ϕσr1+r2 (a⊗ kr1+r2))
sont toutes des isomorphismes de R-alge`bres. De plus si δ = β ◦j ◦α◦ i est la
composition de ces isomorphismes, alors δ ◦d =∏r1+r2i=1 Σi. Posons c = δ ◦d.
Nous obtenons alors le re´sultat suivant.
Proposition 1.6.5. Avec les notations ci-dessus, l’application
δ : AR −→ Mm
2
(H)w ×Mm(R)r1−w ×Mm(C)r2
est un isomorphisme de R-alge`bres et l’application
c : A −→ Mm
2
(H)w ×Mm(R)r1−w ×Mm(C)r2
a 7−→ (Σ1(a), . . . ,Σr1+r2(a))
est un homomorphisme injectif de Q-alge`bres.
Par commodite´ de calcul, nous allons identifier Mm
2
(H) avec une sous-alge`bre
de Mm(C).
Notation 1.6.6. Soit m = 2k un entier pair. On pose
MHm(C) =
{(
A −B¯
B A¯
)
∈ Mm(C) | A,B ∈ Mk(C)
}
.
Proposition 1.6.7. Il existe un isomorphisme Φ de R-alge`bres entreMm
2
(H)
et MHm(C).
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Preuve : Soit q = q0+q1i+q2j+q3k ∈ H un quaternion quelconque. Alors
q = (q0 + iq1) + j(q2 − iq3) = x1 + jx2 avec x1, x2 ∈ C. Avec ces notations
l’application
f : H −→ MH2 (C)
q 7−→
(
x1 −x¯2
x2 x¯1
)
est un isomorphisme de R-alge`bres. Cet isomorphisme induit un isomor-
phisme f∗ entre Mm
2
(H) et Mm
2
(MH2 (C)). Une permutation approprie´e des
vecteurs de bases permet de construire le dernier isomorphisme ϕ entre
Mm
2
(MH2 (C)) et M
H
m(C). L’application Φ = ϕ◦f∗ est l’isomorphisme cherche´.

Remarque : L’isomorphisme donne´ est en fait e´galement un home´omor-
phisme (pour la topologie naturelle des deux espaces). C’est donc un iso-
morphisme d’alge`bres topologiques.
On montre facilement que les inversibles de MHm(C), qu’on note GL
H
m(C),
sont exactement les inversibles de Mm(C) contenus dans MHm(C). En d’autres
termes GLHm(C) = M
H
m(C) ∩GLm(C).
Si Σ est re´elle et ramifie´e dans A, on note encore Σ la composition Φ ◦ Σ.
De meˆme (
∏w
i=1Φ× id× id)◦ δ est encore note´ δ. Avec cet abus de notation
nous pouvons re´e´crire la proposition 1.6.5 de la manie`re suivante.
Proposition 1.6.8. L’application
δ : AR −→ MHm(C)w ×Mm(R)r1−w ×Mm(C)r2
est un isomorphisme de R-alge`bres et l’application
c : A −→ MHm(C)w ×Mm(R)r1−w ×Mm(C)r2
a 7−→ (Σ1(a), . . . ,Σr1+r2(a))
est un homomorphisme injectif de Q-alge`bres.
Notation 1.6.9. Comme chacun des r1+r2 composants simples de l’alge`bre
MHm(C)
w ×Mm(R)r1−w ×Mm(C)r2 correspond a` un unique plongement σ,
on notera aussi bien δi que δσ pour les composantes de δ et si a ∈ AR alors
ai de´signera toujours δi(a). De la meˆme fac¸on, nous noterons parfois Mi ou
Mσ l’alge`bre de matrices δi(AR).
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Proposition 1.6.10. Avec les notations ci-dessus, on a
trAR/R(a) =
r1∑
i=1
Tr(ai) +
r1+r2∑
i=r1+1
(
Tr(ai) + Tr(ai)
)
et
nrAR/R(a) =
r1∏
i=1
det(ai) ·
r1+r2∏
i=r1+1
(
det(ai) · det(ai)
)
ou` Tr(ai) est la trace de la matrice ai.
Preuve : L’alge`bre AR (via δ) est un produit d’alge`bres de matrices. Le
point i) de la proposition 1.2.10 nous dit que
trAR/R(a) =
r1∑
i=1
trMi/R(ai) +
r1+r2∑
i=r1+1
TC/R(trMi/C(ai)).
De plus, la trace re´duite sur Mn(R) est la trace matricielle ; idem sur MHm(C)
et sur Mm(C). Quant a` la trace de C sur R, nous avons TC/R(x) = x+ x¯. il
faut proce´der de meˆme pour la norme re´duite.

Corollaire 1.6.11. Soient τ une involution sur AR et α ∈ F∗AR . La forme
biline´aire trace
trα : AR ×AR −→ R
(a, b) 7−→ trAR/R(aαbτ )
est de´finie positive si et seulement si les formes trace des diffe´rentes compo-
santes matricielles de AR sont de´finies positives. Autrement dit, si et seule-
ment si trα|M est de´finie positive pour toute composante matricielle M de
AR.
Preuve : La proposition pre´ce´dente nous dit que
trα =
r1+r2∑
i=1
trα|Mi
ou` AR ∼=
⊕r1+r2
i=1 Mi. Si trα|Mi est de´finie positive pour tout 1 ≤ i ≤ r1 +
r2 alors trα l’est e´galement. Si trα|Mi n’est pas de´finie positive pour un
certain i, alors il existe x ∈ Mi, non nul, tel que trα|Mi(x, x) ≤ 0. Posons
a = δ−1(0, . . . , 0, x, 0, . . . , 0) ou` δ est l’isomorphisme entre AR et
⊕r1+r2
i=1 Mi
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donne´ dans la proposition 1.6.8. Il vient alors trα(a, a) = trα|Mi(x, x) ≤ 0.

Proposition 1.6.12. Soient a ∈ A et tr : A −→ K la trace re´duite de
l’alge`bre centrale simple A. Soient encore σ un plongement et Σ le plonge-
ment associe´, alors
σ(rCA/K,a) = CΣ(a)
ou` CΣ(a) de´signe le polynoˆme caracte´ristique de la matrice Σ(a). En parti-
culier
σ(trA/K(a)) = Tr(Σ(a))
et
σ(nrA/K(a)) = det(Σ(a))
pour tout a ∈ AR.
Preuve : Comme Σ|K = σ pour les r1+r2 plongements Σ, nous appliquons
la proposition 1.2.11 et nous obtenons
σ(rCA/K,a) =

rCMm(R)/R,Σ(a) si σ est re´el et n’est pas ramifie´ dans A,
rCMHm(C)/R,Σ(a) si σ est re´el et est ramifie´ dans A,
rCMm(C)/C,Σ(a) si σ est complexe A.
Il suffit donc de voir que rCMm(R)/R,Σ(a) = CΣ(a), que rCMm(C)/C,Σ(a) =
CΣ(a) et que rCMHm(C)/R = CΣ(a). Les deux premie`res affirmations sont
claires. Pour la dernie`re il faut calculer le polynoˆme caracte´ristique re´duit
de la R-alge`bre centrale simple MHm(C). Comme C est alge´briquement clos,
nous avons ne´cessairement MHm(C)⊗R C ∼= Mm(C). Mais C ∼= R⊕ iR, donc
MHm(C)⊗R C ∼= MHm(C)⊕ iMHm(C)
et l’image par cet isomorphisme d’un e´le´ment de la forme x⊗1 est la matrice
x vue dans Mm(C), d’ou` le re´sultat.

Corollaire 1.6.13. Soit a ∈ A. Alors
TK/Q(trA/K(a)) = trAR/R(d(a))
=
r1∑
i=1
Tr(Σi(a)) +
r1+r2∑
i=r1+1
(
Tr(Σi(a)) + Tr(Σi(a))
)
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et
NK/Q(nrA/K(a)) = nrAR/R(d(a))
=
r1∏
i=1
det(Σi(a)) ·
r1+r2∏
i=r1+1
(
det(Σi(a)) · det(Σi(a))
)
.
Preuve : Nous faisons la preuve pour la trace, l’autre est similaire. La
deuxie`me e´galite´ est une conse´quence du fait que δi ◦ d = Σi et de la propo-
sition 1.6.10. La proposition pre´ce´dente nous donne
r1∑
i=1
Tr(Σi(a)) +
r1+r2∑
i=r1+1
(
Tr(Σi(a)) + Tr(Σi(a))
)
=
r1∑
i=1
σi(trA/K(a)) +
r1+r2∑
i=r1+1
(
σi(trA/K(a)) + σi(trA/K(a))
)
et cette dernie`re expression est exactement TK/Q(trA/K(a)), d’ou` le re´sultat.

Proposition 1.6.14. Soit A une alge`bre centrale simple sur un corps de
nombres K, Λ un ordre de A et (I, α, τ) un re´seau ide´al sur A. Identifions
encore AR a` M
H
m(C)
w ×Mm(R)r1−w ×Mm(C)r2 . Alors
i) L’involution sur AR restreinte a` chacune des composantes est une in-
volution R-line´aire que l’on notera encore τ .
ii) c(Λ) =
⊕r1+r2
i=1 Σi(Λ) et chaque Σi(Λ) est un Z-module libre de rang
dimR(Mi) contenu dans Mi. De plus c(Λ) est un Z-re´seau, dans le sens
ou` c’est un Z-module libre de rang maximal de Rrn.
iii) c(I) =
⊕r1+r2
i=1 Σi(I) et chaque Σi(I) est un ide´al a` droite de Σi(Λ). De
plus c(I) est un Z-re´seau, dans le sens ou` c’est un Z-module libre de
rang maximal, de Rrn.
iv) Les formes biline´aires traces
Tr : Mi ×Mi −→ R
(ai, bi) 7−→ Tr(aiαibτi )
sont de´finies positives pour tout 1 ≤ i ≤ r1.
Les formes biline´aires traces
Tr : Mi ×Mi −→ R
(ai, bi) 7−→ Tr(aiαibτi ) + Tr(aiαibτi )
sont de´finies positives pour tout r1 + 1 ≤ i ≤ r1 + r2.
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Preuve : Comme bα(x, y) = trAR/R(xαy
τ ) est de´finie positive i) est une
conse´quence directe du corollaire 1.5.12.
ii) et iii) sont de simples ve´rifications et iv) est une conse´quence de la
proposition 1.6.10.

Cette proposition nous dit que le choix de l’involution sur
AR = M
H
m(C)
w ×Mm(R)r1−w ×Mm(C)r2
pour qu’un re´seau (I, bα) existe, se restreint aux choix d’involutions sur Mi
telles que la forme trace soit de´finie positive. Cela nous ame`ne donc a` e´tudier
les involutions sur les Mi. C’est le but de la prochaine section.
1.7 Involutions sur MHm(C), Mm(R) et Mm(C)
Soit τ une involution R-line´aire sur Mm(R). On sait (voir [KMMT98] pro-
position 2.19 p.24) qu’il existe une matrice u ∈Mn(R), syme´trique ou anti-
syme´trique telle que τ = Int(u) ◦ t ou` Int(u) est l’automorphisme inte´rieur
de Mm(R) donne´ par la conjugaison par u :
Int(u) : Mm(R) −→ Mm(R)
a 7−→ u−1au
et t est la transposition matricielle. De plus tu = u si et seulement si l’invo-
lution est orthogonale.
Proposition 1.7.1. Soient τ une involution R-line´aire sur Mm(R) et α ∈
F× = {x ∈ GLm(R) | xτ = x}. Alors
la forme biline´aire trace
Trα : Mm(R)×Mm(R) −→ R
(a, b) 7−→ Tr(aαbτ )
est de´finie positive si et seulement si
i) Il existe un automorphisme inte´rieur ϕ = Int(S) tel que ϕ(yτ ) = tϕ(y).
ii) La forme biline´aire ϕ(α) est syme´trique et de´finie positive.
De plus, dans ce cas,
iii) L’involution τ est orthogonale.
iv) On a τ = Int(u) ◦ t ou` u ∈ Mm(R) est syme´trique et de´finie positive
ou de´finie ne´gative.
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Preuve : Supposons i) et ii) et notons ϕ(x) = xϕ pour tout x ∈ Mm(R).
Alors Tr(xαxτ ) = Tr(xϕαϕ
txϕ). De plus, αϕ est orthogonalement diagonali-
sable et ses valeurs propres sont strictement positives. Soit s ∈ GLn(R) telle
que β = s−1αϕs est diagonale et s−1 = ts. Alors
Tr(xϕαϕ
txϕ) = Tr(xϕsβs
−1 txϕ) = Tr(s−1xϕsβs−1 txϕs) =
= Tr(yϕβ
tyϕ) =
m∑
i,k
y2kiβii
est un nombre re´el strictement positif. Cela prouve que i) et ii) impliquent
que Trα est de´finie positive.
Supposons maintenant que Trα est de´finie positive. Nous savons que τ =
Int(u) ◦ t ou` u ∈ GLn(R) est une matrice syme´trique ou antisyme´trique.
Supposons d’abord que tu = −u. Soit {Eij | 1 ≤ i, j ≤ m} la base canonique
de Mm(R). De´finissons encore B = αu−1 et calculons Tr(EijαEτij) :
Tr(EijαE
τ
ij) = Tr(EijB
tEiju) = Bjjuii. (I.2)
Comme u est antisyme´trique, uii = 0 donc Trα est de´ge´ne´re´e, ce qui est
absurde. Ainsi u est syme´trique (ce qui prouve que τ est orthogonale, et
re`gle en meˆme temps le point iii)). Soit S ∈ GLm(R) tel que
tSuS = D ou` D =
(
Ir 0
0 −Is
)
.
Conside´rons l’automorphisme inte´rieur ϕ = Int(S), et l’involution σ =
Int(D) ◦ t. Un rapide calcul permet de voir que ϕ est un isomorphisme
d’alge`bres a` involution entre (Mm(R), τ) et (Mm(R), σ), c’est-a`-dire :
ϕ(xτ ) = ϕ(x)σ pour tout x ∈ Mm(R).
En particulier,
Tr(xαyτ ) = Tr(ϕ(x)ϕ(α)ϕ(y)σ ) pour tout x, y ∈ Mm(R).
Pour terminer la preuve de i) il suffit de voir que σ est en fait la transposition
matricielle, en d’autres termes que D = ±Im. Dans ce but, nous ve´rifions
que
EijαD
−1EjiD =
{
αjjEii si i, j ≤ r ou i, j ≥ r + 1
−αjjEii sinon. (I.3)
Mais
Tr(EijαE
τ
ij) = Tr(ϕ(Eij)ϕ(α)ϕ(Eij)
σ) = Tr(EijαD
−1EjiD) > 0
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pour tout 1 ≤ i, j ≤ m. Nous avons donc force´ment r = 0 ou r = m, autre-
ment dit D = ±Im. Donc σ est la transposition matricielle. En particulier u
est de´finie positive ou de´finie ne´gative, ce qui montre le point iv).
Il ne reste plus qu’a` prouver ii). Comme tϕ(α) = ϕ(ατ ) = ϕ(α), ϕ(α) est
syme´trique. Posons ϕ(α) = αϕ. Soit T ∈ GLm(R) telle que T−1 = tT et
T−1αϕT = D ou` D est une matrice diagonale. Posons Xij = Eij tT ; alors
Tr(Xijαϕ
tXij) = Djj
donc Djj > 0 pour tout 1 ≤ j ≤ m et donc αϕ est de´finie positive.

De´finition 1.7.2. Une involution sur Mm(R) ve´rifiant les conditions de la
proposition 1.7.1 (pour un certain α) est dite positive. Plus simplement dit,
une involution positive sur Mm(R) est une involution sur Mm(R) isomorphe
a` la transposition matricielle.
Corollaire 1.7.3. Sous les hypothe`ses de la proposition pre´ce´dente,(
Tr(xαxτ )
m
)m
≥ det(xαxτ )
pour tout x ∈ Mm(R).
Preuve : Si x n’est pas inversible alors le terme de droite est nul et
l’ine´galite´ de´coule du fait que Trα est de´finie positive. Si x est inversible,
alors, d’apre`s la proposition pre´ce´dente,
Tr(xαxτ ) = Tr(ϕ(x)ϕ(α)tϕ(x))
ou` ϕ est un automorphisme et ϕ(α) est syme´trique et de´finie positive.
Comme x est inversible, ϕ(x)ϕ(α)tϕ(x) est encore une forme biline´aire sy-
me´trique de´finie positive. Elle est donc orthogonalement diagonalisable et
l’ine´galite´ entre moyennes arithme´tique et ge´ome´trique nous assure que(
Tr(ϕ(x)ϕ(α)tϕ(x))
m
)m
≥ det(ϕ(x)ϕ(α)tϕ(x)).
Comme det(ϕ(x)ϕ(α)tϕ(x)) = det(xαxτ ) nous obtenons le re´sutat escompte´.

Soit maintenant τ une involution R-line´aire sur Mm(C). Deux cas sont pos-
sibles :
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1. L’involution τ est C-line´aire. Dans ce cas, il existe u ∈ GLm(C) syme´trique
ou anti-syme´trique telle que τ = Int(u) ◦ t.
2. L’involution τ n’est pas C-line´aire. Dans ce cas, il existe u ∈ GLm(C)
hermitienne telle que τ = Int(u) ◦ t ◦ .¯
(voir [KMMT98] proposition 2.19 et 2.20, p.24)
Proposition 1.7.4. Soient τ une involution R-line´aire sur Mm(C) et α ∈
F× = {x ∈ GLm(C) | xτ = x}. La forme biline´aire trace
Trα : Mm(C)×Mm(C) −→ R
(a, b) 7−→ Tr(aατ(b)) + Tr(aατ(b))
est de´finie positive si et seulement si
i) Il existe un automorphisme inte´rieur ϕ = Int(S) tel que ϕ(yτ ) = tϕ(y).
ii) La forme biline´aire ϕ(α) est de´finie positive et hermitienne.
De plus, dans ce cas, les affirmations suivantes sont ve´rifie´es :
iii) L’involution τ n’est pas C-line´aire.
iv) Les quantite´s Tr(aατ(a)) et det(aατ(a)) sont des nombres re´els pour
tout a ∈ Mm(C).
v) On a τ = Int(u)◦t◦¯ ou` u ∈Mm(C) est hermitienne et de´finie positive
ou de´finie ne´gative.
Preuve : De la meˆme manie`re que dans la proposition 1.7.1nous montrons
que i) et ii) impliquent que Trα est de´finie positive.
La re´ciproque est e´galement tre`s similaire a` la proposition 1.7.1. Nous nous
convainquons, en utilisant les e´quations I.2 et I.3 (dans la preuve de 1.7.1)
et l’e´quation :
Tr(iEklB
t(iEkl)u) = −Bllukk ou` i =
√−1 ∈ C (I.4)
que u est hermitienne. Cela signifie que τ n’est pas C-line´aire et que τ =
Int(u)◦t◦¯ avec tu¯ = u. Pour le reste de la preuve nous proce`dons de la meˆme
manie`re en utilisant le fait que u est une forme sesquiline´aire hermitienne.

De´finition 1.7.5. Une involution sur Mm(C) ve´rifiant les conditions de la
proposition 1.7.4 (pour un certain α) est dite positive. Plus simplement, une
involution positive est une involution sur Mm(C) isomorphe a` la transcon-
jugaison matricielle.
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Corollaire 1.7.6. Sous les hypothe`ses de la proposition pre´ce´dente,(
Tr(xαxτ )
m
)m
≥ det(xαxτ )
pour tout x ∈ Mm(C).
Preuve : Nous proce´dons comme dans le corollaire 1.7.3 en utilisant le fait
qu’une forme hermitienne de´finie positive est unitairement diagonalisable et
que toutes ses valeurs propres sont re´elles et positives.

Il reste a` e´tudier le cas de Mm
2
(H) ∼= MHm(C). Nous avons de´ja` vu dans la
section pre´ce´dente que
nrMm
2
(H)/R(x) = det(Φ(x))
et
trMm
2
(H)/R(x) = Tr(Φ(x))
pour tout x ∈ Mm
2
(H) (ou` Φ est l’isomorphisme entre Mm
2
(H) et MHm(C)
de´fini dans la proposition 1.6.7). Il est facile de montrer que si γ est l’involu-
tion canonique sur les coefficients des matrices de Mm
2
(H) et ¯ la conjugaison
complexe sur les coefficients des matrices de MHm(C), alors
Φ ◦ t ◦ γ = t ◦ .¯
Soit τ une involution R-line´aire sur Mm
2
(H) ; alors il existe (voir [KMMT98]
proposition 2.20, p.24) un automorphisme inte´rieur Int(u) de Mm
2
(H) tel
que
τ = Int(u) ◦ t ◦ γ
avec tuγ = ±u. De plus τ est symplectique si et seulement si tuγ = u.
Vu ce qui pre´ce`de, les involutions sur MHm(C) sont de la forme Int(u) ◦ t ◦ ¯
ou` tu¯ = ±u et u ∈ GLHm(C).
Proposition 1.7.7. Soient τ une involution R-line´aire sur MHm(C) et α ∈
F× = {x ∈ GLHm(C) | τ(x) = x}. La forme biline´aire trace
Trα : M
H
m(C)×MHm(C) −→ R
(a, b) 7−→ Tr(aατ(b))
est de´finie positive si et seulement si les deux conditions suivantes sont
ve´rifie´es :
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i) Il existe un automorphisme inte´rieur ϕ = Int(S) de MHm(C) tel que
ϕ(yτ ) = tϕ(y).
ii) La forme sesquiline´aire ϕ(α) est de´finie positive et hermitienne.
De plus, dans ce cas, les conditions suivantes sont ve´rifie´es
iii) L’involution τ est symplectique.
iv) On a τ = Int(u) ◦ t ◦ ¯ ou` u ∈ MHm(C) est hermitienne et de´finie
positive ou de´finie ne´gative.
Preuve : Une fois de plus la de´monstration est analogue a` celle de la pro-
position 1.7.1. La partie “si” se de´montre comme dans 1.7.1 sans pre´senter
de difficulte´s.
Pour la partie “seulement si”, posons m = 2k et conside´rons τ = Int(u)◦¯◦t
avec tu¯ = ±u. Supposons que tu¯ = −u. Alors, par un the´ore`me spec-
tral classique, il existe T ∈ GLm(C) avec tT = T−1, telle que T−1uT =
D ou` D = Diag(iθ1, . . . , iθm) avec les θi re´els. Remarquons de plus que
si v = (v1, . . . , vk, vk+1, . . . , vm) est un vecteur propre de u alors v
′ =
(−v¯k+1, . . . ,−v¯m, v¯1, . . . , v¯k) est encore un vecteur propre de u. Il est donc
possible de choisir, quitte a` re´arranger les colonnes, T ∈ GLHm(C) de sorte
que D = Diag(iθ1, . . . , iθk,−iθ1, . . . ,−iθk). Nous proce´dons comme dans
1.7.1 pour voir que l’involution τ est isomorphe a` l’involution Int(D) ◦ t ◦ .¯
Nous allons maintenant voir que cette involution est incompatible avec le
fait que Trα est de´finie positive.
Conside´rons les ensembles
B1 = {Er,j + Er+k,j+k | 1 ≤ r, j ≤ k}
B2 = {Er,j − Er−k,r+k | k + 1 ≤ r ≤ m, 1 ≤ j ≤ k}
B3 = {iEr,j − iEr+k,j+k | 1 ≤ r, j ≤ k}
B4 = {iEr,j + iEr−k,j+k | k + 1 ≤ r, j ≤ m}
et
B =
4⋃
s=1
Bs
alors B est une R-base de MHm(C). Pour tout D ∈ MHm(C)
Tr(b1αD
t¯b1D) = DjjDii(αjj + α¯jj)
pour tout 1 ≤ i, j ≤ k et tout b1 ∈ B1 et
Tr(b2αD
t¯b2D) = Dj+k,j+kDi−k,i−k(αjj + α¯jj)
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pour tout i ≥ k + 1, j ≤ k, et tout b2 ∈ B2.
En particulier, si Trα est de´finie positive, alors sign(Djj) = sign(Dj+k,j+k)
pour tout j ≤ k, ce qui est faux dans notre situation. Donc τ = Int(u) ◦¯◦ t
avec tu¯ = u et donc τ est symplectique.
En suivant la meˆme de´marche que ci-dessus (et en s’inspirant de 1.7.1) nous
de´montrons que τ est isomorphe a` ¯◦ t ce qui prouve i). Le point ii) se traite
comme dans 1.7.1).

De´finition 1.7.8. Une involution sur MHm(C) ve´rifiant les conditions de la
proposition 1.7.7 (pour un certain α) est dite positive. Plus simplement, une
involution positive est une involution sur MHm(C) isomorphe a` la transcon-
jugaison matricielle.
Corollaire 1.7.9. Sous les hypothe`ses de la proposition pre´ce´dente,(
Tr(xαxτ )
m
)m
≥ det(xαxτ )
pour tout x ∈ MHm(C). Autrement dit(
trMm
2
(H)/R(xαx
τ )
m
)m
≥ nrMm
2
(H)/R(xαx
τ )
pour tout x ∈ Mm
2
(H).
Preuve : Nous proce´dons comme dans la preuve du corollaire 1.7.3.

Comme conse´quence de ces re´sultats, nous pouvons e´noncer un the´ore`me
qui est une ge´ne´ralisation de l’ine´galite´ entre norme et trace sur un corps de
nombres.
The´ore`me 1.7.10. Soit A une alge`bre centrale simple de dimension r = m2
sur un corps de nombres de degre´ n. Soit τ une involution R-line´aire sur
AR. On suppose qu’il existe α ∈ F×AR tel que la forme biline´aire
Tα : AR ×AR −→ R
(a, b) 7−→ trAR/R(aαbτ )
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est de´finie positive. Alors(
trAR/R(xαx
τ )
n ·m
)n·m
≥ nrAR/R(xαxτ )
pour tout x ∈ AR.
Preuve : Rappelons que τ induit sur chaque composante matricielle de
AR une involution R-line´aire que nous noterons τi. Par la proposition 1.6.10,(
trAR/R(xαx
τ )
n ·m
)n·m
=
((
1
n
(v1 + v2 + v3)
)n)m
ou`
v1 =
1
m
w∑
i=1
Tr(xiαix
τi
i )
v2 =
1
m
r1∑
i=w+1
Tr(xiαix
τi
i )
v3 =
1
m
r1+r2∑
i=r1+1
Tr(xiαix
τi
i ) + Tr(xiαix
τi
i )
ou` τi = τ |Mi . L’ine´galite´ entre moyennes arithme´tique et ge´ome´trique nous
dit que cette dernie`re expression est supe´rieure ou e´gale a`(
w∏
i=1
Tr(xiαix
τi
i )
m
·
r1∏
i=w+1
Tr(xiαix
τi
i )
m
·
r1+r2∏
i=r1+1
Tr(xiαix
τi
i )
m
· Tr(xiαix
τi
i )
m
)m
qui, par les corollaires 1.7.3, 1.7.6, 1.7.9, est elle-meˆme supe´rieure ou e´gale a`
w∏
i=1
det(xiαix
τi
i ) ·
r1∏
i=w+1
det(xiαix
τi
i ) ·
r1+r2∏
i=r1+1
det(xiαix
τi
i ) · det(xiαixτii )
qui est exactement nrAR/R(xαx
τ ).

Le the´ore`me est e´nonce´ ici sous la version qui interviendra par la suite. Il
est possible d’en donner une version qui rappelle l’ine´galite´ entre norme et
trace dans le cas des corps de nombres :
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The´ore`me 1.7.11. Soient A une alge`bre centrale simple de dimension
r = m2 sur un corps de nombres de degre´ n, α ∈ AR tel que αi est (a`
automorphisme pre`s) syme´trique et de´finie positive pour tout w+1 ≤ i ≤ r1
et (a` automorphisme pre`s) hermitienne, de´finie positive pour tout 1 ≤ i ≤ w
et tout r1 + 1 ≤ i ≤ r1 + r2, alors(
trAR/R(α)
n ·m
)n·m
≥ nrAR/R(α)
Preuve : La de´monstration se fait comme dans le the´ore`me pre´ce´dent.

1.8 De´terminant d’un re´seau ide´al
Si nous re´sumons une partie des re´sultats des deux sections pre´ce´dentes en
termes de re´seaux ide´aux, nous obtenons le the´ore`me suivant.
The´ore`me 1.8.1. Soit A une alge`bre centrale simple de dimension finie sur
un corps de nombres et (I, bα) un re´seau ide´al de A. Alors
bα(x, y) =
w∑
i=1
Tr(xiαi
tyi) +
r1∑
i=w+1
Tr(xiαi
tyi) +
r2∑
i=r1+1
(
Tr(xiαi
tyi) + Tr(xiαi tyi)
)
ou` les xi, αi, yi de´signent (a` automorphisme inte´rieur pre`s) les images de
x, α, y par δi (voir la notation 1.6.9) dans l’alge`bre matricielle correspon-
dante.
Remarque : Pour simplifier les notations et en meˆme temps parce qu’il
s’agit du cas qui nous pre´occupera par la suite, nous nous sommes limite´s
dans ce the´ore`me aux alge`bres centrales simples sur un corps de nombres,
c’est-a`-dire aux alge`bres se´parables sur Q avec une seule composante simple.
Pourtant le the´ore`me se ge´ne´ralise facilement a` toute alge`bre se´parable sur
Q.
Corollaire 1.8.2. Soit I un ide´al de A. Alors (I, b1) est un re´seau ide´al.
Preuve : Il suffit de ve´rifier que b1(x, x) > 0 si x 6= 0, ce qui de´coule du
the´ore`me pre´ce´dent.

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Nous allons maintenant donner une caracte´risation du de´terminant d’un
re´seau ide´al. Pour cela nous avons besoin de quelques re´sultats supple´men-
taires dont certains ge´ne´ralisent les re´sultats obtenus a` la section 1.2.
De´finition 1.8.3. Soient R un anneau de Dedekind, k = Frac(R), L un
corps contenant k, A une k-alge`bre se´parable de dimension r, I un ide´al de
A et b : IL × IL −→ L une forme biline´aire non de´ge´ne´re´e.
i) On de´finit le dual de I par rapport a` b de la fac¸on suivante :
I∗b = {x ∈ AL | b(x, I) ⊂ R}.
ii) Le de´terminant de b est l’ide´al fractionnaire de R engendre´ par le
de´terminant des matrices b(xi, xj)1≤i,j≤r ou` les xi parcourent I. Au-
trement dit
det(b) = 〈det(b(xi, xj)1≤i,j≤r) | x1, . . . , xr ∈ I〉.
iii) Si b est la forme biline´aire trace, on note
I˜L = {x ∈ AL | trAL/L(xI) ⊂ R}
le dual de b. C’est la diffe´rente inverse de I.
Remarque : Si
d : I −→ IL
x 7−→ x⊗ 1
est l’inclusion canonique, alors I∗b est simplement l’ide´al dual d(I)
∗
b de´fini
dans 1.2.12.
Proposition 1.8.4. Soient R un anneau de Dedekind, k = Frac(R), L un
corps contenant k, A une k-alge`bre se´parable, I un ide´al de A et
b : IL × IL −→ L
une forme biline´aire non de´ge´ne´re´e. Alors I∗b est un R-re´seau complet de
AL et pour tout β ∈ R avec βI ⊂ I∗b ,
β−rordR(I∗b /βI) = det(b).
Preuve : Soit B = {e1, . . . , er} une k-base de A contenue dans I. Alors
B∗, la base duale de B, est une L-base de AL. Comme I est un ide´al de A,
il existe une base B′ = {f1, . . . , fr} de A avec
Re1 ⊕ · · · ⊕Rer ⊂ I ⊂ Rf1 ⊕ · · · ⊕Rfr
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En passant au dual, nous obtenons
Rf∗1 ⊕ · · · ⊕Rf∗r ⊂ I∗ ⊂ Re∗1 ⊕ · · · ⊕Re∗r,
donc I∗ est contenu dans un R-re´seau complet. De plus
Lf∗1 ⊕ · · · ⊕ Lf∗r ⊂ LI∗ ⊂ Le∗1 ⊕ · · · ⊕ Le∗r
donc I∗b est bien un module de ge´ne´ration finie tel que LI
∗
b = AL. La meˆme
de´marche montre que I∗b|I×I = I
∗ ∩A est un ide´al de A, donc il existe β ∈ R
tel que βI ⊂ I∗ ∩A ⊂ I∗.
Pour la deuxie`me affirmation, nous proce`dons comme dans le corollaire
1.2.24.

Le dual, I∗b , de I est donc un R-re´seau complet de la L-alge`bre se´parable
AL, pourtant nous ne pouvons parler d’ide´al de AL pour I
∗
b . En effet, dans
ce cas, L 6= Frac(R), en particulier nous n’avons pas de notion de norme de
I∗b .
Afin de simplifier les notations nous introduisons ici la notion de norme dans
un cadre plus ge´ne´ral.
De´finition 1.8.5. Soient R un anneau de Dedekind, k = Frac(R), L un
corps contenant k, A une k-alge`bre se´parable de dimension r, I un R-re´seau
complet de AL et Λ = Ol(I) = {x ∈ AL | xI ⊂ I} l’ordre a` gauche de I. On
suppose que Ol(I) ⊂ LI et qu’il existe α ∈ AL tel que αI ⊂ Λ. La norme de
I est l’ide´al fractionnaire ge´ne´ralise´ de R donne´ par :
NAL/L(I) = NAL/L(α)
−1ordR(Λ/αI).
On ve´rifie que cette norme est inde´pendante du choix de α et qu’elle ve´rifie
les meˆmes proprie´te´s que la norme des ide´aux.
Il est clair que si I est un ide´al de A on a
NA/k(I) = NAL/L(I).
On suppose maintenant que AL est muni d’une involution L-line´aire τ et
que la forme biline´aire b est donne´e par
b(x, y) = bα(x, y) = trAL/L(xαy
τ )
ou` α ∈ F×AL .
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Proposition 1.8.6. Soient R un anneau de Dedekind, k = Frac(R), L un
corps contenant k, A une k-alge`bre se´parable et Λ un ordre de A. Soient
encore τ une involution sur AL et I un ide´al a` droite de Λ. Alors
i) Or(Iτ ) = Ol(I)τ et Ol(Iτ ) = Λτ .
ii) I∗bα = I
−τ Λ˜τα−1.
Preuve : simples ve´rifications.

Corollaire 1.8.7. Sous les hypothe`ses de la proposition pre´ce´dente Λτ est
un ordre de la k-alge`bre Aτ et I∗bαα (respectivement I
τ ) est un ide´al a` droite
(respectivement a` gauche) de Λτ . De plus
NAL/L(I
τ ) = NAτ/k(I
τ ) = NA/k(I) (I.5)
et
NAL/L(I
∗
bα) = NAL/L(α
−1)d(Λ)−1NA/k(I)−1 (I.6)
Preuve : Les premie`res affirmations sont claires. Pour les affirmations sur
les normes, remarquons d’abord le re´sultat ge´ne´ral suivant. Si J est un ide´al
de Λτ , alors il existe β ∈ R avec βJ ⊂ Λτ de sorte que, par de´finition,
NAL/L(J) = NAL/L(β
−1)ordR(Λτ/βJ) = β−rordR(Λτ/βJ) = NAτ/k(J).
En d’autres termes, la norme sur AL d’un ide´al de A
τ co¨ıncide avec sa norme
sur Aτ . Pour montrer I.5 il suffit donc de ve´rifier la seconde e´galite´. Celle-ci
de´coule du fait que
Λτ/βIτ ∼= Λ/βI.
Pour I.6, nous avons
NAL/L(I
∗
bα) = NAL/L(α
−1)NAL/L(I
∗
bαα).
Le calcul de NAL/L(I
∗
bα
α) est facilite´ par le fait que I∗bαα est un ide´al de Λ
τ :
NAL/L(I
∗
bαα) = NAτ/k(Λ˜
τ )NAτ/k(I)
−τ = d(Λ)−1NA/k(I)−1
ou` la premie`re e´galite´ de´coule de la proposition 1.8.6 et la seconde de la
suite d’e´galite´s
NAτ/k(Λ˜
τ ) = NA/k(Λ˜) = N(D(Λ))−1 = d(Λ)−1.

Afin de calculer le de´terminant de bα, nous avons besoin d’un dernier re´sultat.
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Proposition 1.8.8. Soient A comme ci-dessus et I un ide´al a` droite de Λ,
un ordre de A. On sait que I∗bαα et I
τ sont des ide´aux de Λτ , donc il existe
β ∈ R avec βIτ ⊂ I∗bαα. On a
NAL/L(α
−1) det(bα) = β−rordR(I∗bαα/βI
τ ).
Preuve : Nous proce`dons comme dans le corollaire 1.2.24 pour nous ra-
mener au cas ou` les ide´aux sont libres. Dans ce cas posons B = {e1, . . . , er}
une R-base de I et B∗ sa base duale. Alors
ei =
r∑
j=1
b(ej , ei)e
∗
j .
Observons le changement de bases entre les bases Bτ de Iτ et B∗α de I∗bαα.
Le changement de base se fait en deux temps. Tout d’abord, la matrice de
passageM ′ de Bτ a` α(B∗)τ est donne´e par la matrice de la multiplication par
α−1 multiplie´e par la matrice b(ei, ej) (car eτi =
∑r
j=1 α
−1b(ej , ei)α(e∗j )
τ ).
Ensuite, la matrice de passage M de α(B∗)τ a` B∗α est son propre inverse
(car τ est d’ordre 2).
Finalement, la matrice de passage entre Bτ et B∗α est donne´e par P =M ′M .
Le lemme 1.2.23 nous assure que
det(P ) · R = β−rordR(I∗bαα/βIτ ).
Or
det(P ) = det(M ′M) = ± det(M ′) = ±NAL/L(α−1) det(bα).

Corollaire 1.8.9. Soient A une alge`bre se´parable de dimension r sur k,
L un corps contenant k, Λ un ordre de A, I un ide´al a` droite de Λ et
bα : IL× IL −→ L, la forme biline´aire syme´trique non de´ge´ne´re´e donne´e par
b(x, y) = trAL/L(xαy
τ )
ou` τ est une involution L-line´aire sur AL et α ∈ F×AL . Alors
det(bα) = NAL/L(α)NA/k(I)
2d(Λ/R).
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Preuve : Soient β, γ ∈ R tels que γβIτ ⊂ γI∗bαα ⊂ Λτ . Conside´rons la
suite exacte courte de R-modules
0 −→ I∗bαα/βIτ −→ Λτ/γβIτ −→ Λτ/γI∗bαα −→ 0
alors (voir proposition 1.2.20)
ordR(Λ
τ/γβIτ ) = ordR(Λ
τ/γI∗bαα)ordR(I
∗
bαα/βI
τ )
autrement dit,
γrβrNA/k(I) = NAL/L(α)γ
rNAL/L(I
∗
bα)NAL/L(α
−1)βr det(bα)
ou encore
NA/k(I) = NAL/L(I
∗
bα) det(bα).
En remplac¸ant la valeur de NAL/L(I
∗
bα
) par celle donne´e dans le corollaire
1.8.7, nous obtenons
NA/k(I) = NAL/L(α
−1)d(Λ/R)−1NA/k(I)−1 det(bα)
d’ou` le re´sultat.

Nous allons maintenant appliquer ces re´sultats au cas qui nous inte´resse,
c’est-a`-dire R = Z, k = Q, A est une K-alge`bre centrale simple de dimen-
sion r = m2 ou` K est un corps de nombres de degre´ n, L = R et (I, bα) est
un re´seau ide´al sur A.
Commenc¸ons par un re´sultat qui lie le discriminant d’un ordre Λ en tant
que Z-ordre et son discriminant en tant que OK-ordre.
Proposition 1.8.10. Soient K un corps de nombres, A une alge`bre centrale
simple de dimension r = m2 sur K et Λ un ordre de A. Alors
d(Λ/Z) = NK/Q(d(Λ/OK))drK
ou` d(Λ/Z) de´signe le discriminant de Λ vu comme Z-ordre de la Q-alge`bre
se´parable A, d(Λ/OK) = d(Λ) est le discriminant de Λ (vu comme OK-ordre
de A) et dK est le discriminant de K.
Preuve : Voir [Rei03] exercices 1 et 2, p.223
Ce dernier re´sultat nous permet d’e´noncer le re´sultat final qui donne une
expression du de´terminant d’un re´seau ide´al.
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Proposition 1.8.11. Soient K un corps de nombres de degre´ n, A une
alge`bre centrale simple de dimension r = m2 sur K, Λ un ordre de A, I un
ide´al a` droite de Λ et (I, α) un re´seau ide´al de A. Alors
det(I, α) = NAR/R(α)NK/Q(NA/K(I)
2d(Λ/OK))drK
ou encore
det(I, α) = nrAR/R(α)
mNK/Q(nrA/K(I)
2md(Λ/OK))drK .
Preuve : La premie`re affirmation est une conse´quence directe du corollaire
1.8.9 et de la proposition pre´ce´dente. Pour la seconde affirmation, il suffit
d’observer que
NAR/R(α) = nrAR/R(α)
m.
Cette e´galite´ est toujours vraie dans le cas d’une alge`bre centrale simple de
dimension m2, cependant AR n’est pas une alge`bre centrale simple sur R
mais seulement se´parable. Pourtant, par la proposition 1.2.10, nous avons
NAR/R(α) =
r1+r2∏
i=1
nrAi/R(α)
mi
ou` les Ai sont les composantes simples de AR avecm
2
i = [Ai : Ki] ou`Ki est le
centre de Ai. Mais toutes les composantes simples de AR sont de dimension
m2 sur leur centre respectif (voir section 1.6) de sorte que
NAR/R(α) =
r1+r2∏
i=1
nrAi/R(α)
m = nrAR/R(α)
m
ou` la seconde e´galite´ de´coule encore de la proposition 1.2.10.

On pre´fe´rera parfois, pour la simplicite´ de certains calculs, utiliser le re´sultat
sous sa forme quasi originale :
Proposition 1.8.12. Soient K un corps de nombres de degre´ n, A une
alge`bre centrale simple de dimension r = m2 sur K, Λ un ordre de A, I un
ide´al bilate`re de Λ et (I, bα) un re´seau ide´al de A. Alors
det(I, bα) = nrAR/R(α)
mNA/Q(I)
2d(Λ/Z).
Dans le cas particulier ou` α ∈ A et ou` l’involution sur AR est induite par
une involution sur A, on peut re´e´crire ce re´sultat et en donner une preuve
diffe´rente.
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Proposition 1.8.13. Soient K un corps de nombres de degre´ n, A une
alge`bre centrale simple de dimension r = m2 sur K munie d’une involution
τ , Λ un ordre de A, I un ide´al a` droite de Λ et (I, α, τ) un re´seau ide´al de
A avec α ∈ A. Alors
det(I, α, τ) = NK/Q(NA/K(α)NA/K(I)
2d(Λ/OK))drK
ou encore
det(I, α, τ) = NK/Q(nrA/K(α)
mnrA/K(I)
2md(Λ/OK))drK .
Preuve : C’est bien suˆr une conse´quence directe de la proposition pre´ce´-
dente. Cependant, dans ce cas
bα(x, y) = TK/Q(tr(xαy
τ ))
pour tout x, y ∈ A et cette forme biline´aire a abondamment e´te´ e´tudie´e dans
la section 1.3. Sachant que I∗ = Λ˜I−τα−1 (comme Λ est maximal et comme
τ est une involution sur A, Λτ = Λ) en combinant les re´sutats 1.3.5 et 1.2.25
nous obtenons le re´sultat cherche´.

1.9 Invariants d’Hermite
Toujours dans l’optique de de´terminer les invariants des re´seaux ide´aux nous
allons calculer l’invariant d’Hermite γmin(Λ), ou` Λ est un ordre maximal, et
borner infe´rieurement γmin(I), ou` I est un ide´al a` droite de Λ. Nous don-
nerons e´galement une borne supe´rieure de τmin(I). Dans cette section A est
une alge`bres centrales simples de dimension r = m2 sur le corps de nombres
K
Rappelons que si (I, α, η) est un re´seau ide´al de A, alors
1. γ(I, α, η) = min(I,α,η)
det(I,α,η)
1
rn
et
γmin(I) = min {γ(I, α, η) | (I, α, η) est un re´seau ide´al de A}
2. τ(I, α, η) = max(I,α,η)
det(I,α,η)
1
rn
et
τmin(I) = min {τmin(I, α, η) | (I, α, η) est un re´seau ide´al de A}
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De´finition 1.9.1. Soient I, J des ide´aux dans une alge`bre se´parable A. On
dit que I est e´quivalent a` J s’il existe x ∈ A× tel que xI = J . Le minimum
d’un ide´al I, note´ min(I), est de´fini par
min(I) = min{NA/Q(J) | J est e´quivalent a` I−1}.
Proposition 1.9.2. Soient K un corps de nombres de degre´ n, A une K-
alge`bre centrale a` division de dimension r = m2, Λ un ordre de A et I un
ide´al a` droite (ou a` gauche) de Λ. Alors
i) γmin(I) ≥ mnd(Λ/Z)1/rn min(I)2/rn = mnNK/Q(d(Λ/OK ))1/rnd1/nK
min(I)2/rn,
ii) γmin(Λ) =
mn
d(Λ/Z)1/rn
= mn
NK/Q(d(Λ/OK ))1/rnd1/nK
.
Preuve : Soient α ∈ AR et τ une involution sur AR tels que (I, α, τ) est
un re´seau ide´al. Nous notons qα(x) = trAR/R(xαx
τ ) pour tout x ∈ AR. Pour
tout x ∈ AR,
qα(x) = trAR/R(xαx
τ ) ≥ nm(nrAR/R(xαxτ ))1/nm
ou` l’ine´galite´ de´coule du the´ore`me 1.7.10. Le terme de droite de l’ine´galite´ est
nm · nrAR/R(x)2/nmnrAR/R(α)1/nm, mais l’expression de nrAR/R(α) en fonc-
tion du de´terminant de (I, α, τ) nous est donne´e par la proposition 1.8.12.
Par conse´quent,
qα(x)
det(I, α, τ)1/rn
≥ nm
d(Λ/Z)1/rn
nrAR/R(x)
2/nm
NA/Q(I)2/rn
.
Observons l’ine´galite´ lorsque x ∈ A. Dans ce cas, nrAR/R(x) = nrA/Q(x) =
NA/Q(x)
1/m et il vient
qα(x)
det(I, α, τ)1/rn
≥ nm
d(Λ/Z)1/rn
NA/Q(xI
−1)2/rn.
Comme N(xI−1) ≥ min(I) pour tout x ∈ A× et que
γ(I, α, τ) = min
{
qα(x)
det(I, α, τ)1/rn
∣∣ x ∈ I \ {0}}
nous obtenons i).
Pour ii), il suffit de voir que γmin(Λ) ≤ mnd(Λ/Z)1/rn (l’autre ine´galite´ de´coule de
i)). Conside´rons le re´seau (Λ, 1), nous avons det(Λ, 1) = d(Λ/Z) et q1(1) =
nm de sorte que
γmin(Λ) ≤ γ(Λ, 1) ≤ nm
d(Λ/Z)1/rn
57
Chapitre I. Re´seaux ide´aux
d’ou` le re´sultat.

Soit (I, α, τ) un re´seau ide´al de A. Remarquons que (I∗, α, τ) est un re´seau
ide´al de Aτ (au sens de la de´finition 1.5.7). Afin de borner τmin(I), nous avons
besoin d’e´noncer la proposition pre´ce´dente pour le re´seau (I∗, α, τ). Cette
proposition ne peut s’appliquer telle qu’elle est, car I∗ est un ide´al ge´ne´ralise´
de Aτ . Bien que tous les re´sultats utilise´s dans la proposition pre´ce´dente
s’e´tendent facilement aux ide´aux ge´ne´ralise´s, nous pre´fe´rons donner ici une
preuve du re´sultat qui nous inte´resse en utilisant uniquement ce qui pre´ce`de.
Corollaire 1.9.3. Soient K un corps de nombres de degre´ n, A une K-
alge`bre centrale a` division de dimension r = m2, Λ un ordre de A et I un
ide´al a` droite de Λ. Alors
i) γmin(I
∗) ≥ mn
d(Λ/Z)1/rn
min(I∗)2/rn = mn
NK/Q(d(Λ/OK ))1/rnd1/nK
min(I∗)2/rn,
ii) γmin(Λ
∗) = mn
d(Λ/Z)1/rn
= mn
NK/Q(d(Λ/OK ))1/rnd1/nK
.
Preuve : Nous savons que I∗α est un ide´al a` gauche de Λτ . De plus
(I∗α,α−1, τ) ∼= (I∗, α, τ). Il suffit donc de montrer la proposition pour le
re´seau ide´al (I∗α,α−1, τ). Ainsi
γ(I∗α,α−1, τ) ≥ min
β∈F×AR
{γ(I∗α, β, τ)} = γmin(I∗α) ≥
mn
d(Λτ/Z)1/rn
min(I∗α)2/rn =
mn
d(Λτ/Z)1/rn
min(I∗)2/rn
Comme d(Λτ/Z) = d(Λ/Z) on obtient i). Le second point s’obtient comme
dans la proposition pre´ce´dente.

Lemme 1.9.4. Pour tout re´seau (L, q) de rang n,
τ(L, q)γ(L∗, q) ≤ n
2
4
.
Preuve : voir [BF06] lemme 4.4, p.8
Corollaire 1.9.5. Soient K un corps de nombres de degre´ n, A une K-
alge`bre centrale a` division de dimension r = m2, Λ un ordre de A et I un
ide´al a` droite de Λ. Alors
τmin(I) ≤ nm
3
4
· d(Λ/Z)1/rn.
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Preuve : Nous avons
r2n2
4
≥ τ(I, bα)γ(I∗, bα) ≥ τ(I, bα) mn
d(Λ/Z)1/rn
ou` les ine´galite´s proviennent du lemme pre´ce´dent (pour la premie`re) et du
corollaire 1.9.3 (pour la seconde).

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Chapitre II
Minimum euclidien des
ordres maximaux
Dans ce chapitre, nous de´finissons le minimum euclidien et le minimum in-
homoge`ne d’un ordre dans une alge`bre centrale simple. Nous montrons, dans
la section 2.3, que ces minima co¨ıncident et sont rationnels sous certaines
conditions. Dans la section 2.4, nous e´nonc¸ons les re´sultats qui permettent
de comparer le minimum euclidien de deux ordres d’une meˆme alge`bre. C’est
dans la section 2.5 que se trouve le the´ore`me principal du chapitre qui lie le
minimum euclidien d’un ide´al aux invariants d’Hermite des re´seaux ide´aux
que l’on peut construire sur cet ide´al. La section 2.6 classifie les alge`bres a`
involution sur lesquelles la construction d’un re´seau ide´al est possible.
2.1 Anneaux euclidiens
Dans cette section nous allons de´finir un anneau euclidien et donner quelques
re´sultats ge´ne´raux. Les anneaux seront quelconques, sauf mention du con-
traire. Les propositions sont e´nonce´es pour un anneau euclidien a` droite mais
reste vraies pour un anneau euclidien a` gauche.
De´finition 2.1.1. Soient A un anneau et ϕ : A −→ N une application. On
dit que A est euclidien a` droite pour ϕ si, pour tout a, b ∈ A avec b 6= 0, il
existe q, r ∈ A tels que a = bq + r et ϕ(r) < ϕ(b).
L’application ϕ est alors appele´e un algorithme d’Euclide. On de´finit, de
manie`re analogue, un anneau euclidien a` gauche en remplac¸ant bq par qb.
Les preuves des re´sultats suivants se trouvent dans [Sam71]. L’hypothe`se de
commutativite´ de A n’est jamais utilise´e.
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Proposition 2.1.2. Soient A est un anneau euclidien a` droite pour ϕ et
b ∈ A. On a
ϕ(b) = 0 si et seulement si b = 0.
Proposition 2.1.3. Soient A un anneau euclidien a` droite pour ϕ et b ∈ A
tel que ϕ(b) = min{ϕ(A) \ {0}}. Alors b est inversible dans A.
Proposition 2.1.4. Soit A un anneau euclidien a` droite pour ϕ. Alors tout
ide´al a` droite dans A est principal.
Proposition 2.1.5. Soit A un anneau euclidien a` droite pour ϕ. Posons
ϕ1(a) = infb∈aA\{0} ϕ(b). Alors A est euclidien pour ϕ1 et
a) ϕ1(ca) ≥ ϕ1(a) pour ca 6= 0,
b) ϕ1(ca) = ϕ1(a) si et seulement si caA = aA,
c) ϕ1(a) ≤ ϕ(a) pour tout a ∈ A.
Corollaire 2.1.6 (re´ciproque de la proposition 2.1.3). Si ϕ1 est comme
dans la proposition ci-dessus, alors u est inversible dans A si et seulement
si ϕ1(u) est le plus petit e´le´ment de ϕ1(A) \ {0}.
Proposition 2.1.7. Soient I un ensemble d’indices et (ϕα)α∈I une fa-
mille d’algorithmes d’Euclide pour l’anneau euclidien a` droite A. Alors ϕ =
infα∈I ϕα est encore un algorithme d’Euclide pour A.
Cette proposition montre l’existence d’un algorithme minimal pour un an-
neau euclidien.
Proposition 2.1.8. Soit θ l’algorithme minimal pour un anneau euclidien
a` droite A. Pour tout n ∈ N, on pose
An = {x ∈ A | θ(x) ≤ n} et A′n = {x ∈ A | θ(x) < n}.
Alors An est la re´union de {0} et des e´le´ments b ∈ A tels que l’application
canonique A′n −→ A/bA est surjective.
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Preuve : Soient b ∈ An non nul, a ∈ A et a¯ ∈ A/bA. Comme A est eu-
clidien pour θ, il existe q, r ∈ A tels que a = bq + r (c’est-a`-dire a¯ = r¯) et
θ(r) < θ(b) ≤ n ; autrement dit r ∈ A′n et r est un repre´sentant de la classe
de a dans A/bA, ce qui signifie que A′n −→ A/bA est surjective pour tout
b ∈ An non nul.
Re´ciproquement, conside´rons b ∈ A non nul tel que A′n −→ A/bA est sur-
jective et supposons que b 6∈ An (i.e. θ(b) > n). De´finissons l’application
θb : A −→ N de la fac¸on suivante :
i) θb(b) = n,
ii) θb(x) = θ(x) pour tout x ∈ A diffe´rent de b.
Nous allons voir que θb est un algorithme d’Euclide pour A plus petit que
θ (ce qui est absurde). Soient x, y ∈ A avec y 6= 0. Il existe q, r ∈ A tels
que x = yq + r et θ(r) < θ(y). Si, dans cette relation, q 6= b et r 6= b
alors θb(r) = θ(r) < θ(q) = θb(q). Si q = b, alors nous savons que la classe
x¯ ∈ A/bA admet un repre´sentant r ∈ An, autrement dit x = by + r avec
θb(r) = θ(r) < n = θb(b). Finalement, si r = b, θb(r) = n < θ(b) < θ(y) =
θb(y). Nous avons donc prouve´ que θb est un algorithme d’Euclide pour A.
De plus il est clair que θb < θ, ce qui est absurde, donc b ∈ An.

Cette proposition nous ame`ne a` la de´finition suivante.
De´finition 2.1.9. Soit A un anneau. On de´finit une suite de sous-ensembles
(Ai)i∈N de A re´cursivement de la fac¸on suivante :
a) A0 = {0},
b) A′n =
⋃n−1
i=0 Ai,
c) An = {b ∈ A | A′n −→ A/bA est surjective } ∪ {0}.
Proposition 2.1.10. Un anneau A est euclidien a` droite si et seulement si
lim
−→
An = A et, dans ce cas, l’algorithme θ de´fini par
θ(x) = n ⇐⇒ x ∈ An \ A′n
est l’algorithme minimal pour A.
Preuve : Supposons que A est euclidien a` droite d’algorithme minimal θ.
Par la proposition pre´ce´dente, nous savons que
θ(x) = n ⇐⇒ x ∈ An \ A′n.
63
Chapitre II. Minimum euclidien des ordres maximaux
Ainsi, pour tout x ∈ A, il existe n ∈ N tel que x ∈ An, et donc lim−→ An = A.
Re´ciproquement, supposons que lim
−→
An = A. Soient a, b ∈ A avec b 6= 0.
Alors il existe (un unique) n ∈ N tel que b ∈ An \
⋃n−1
i=0 Ai. Par hypothe`se,
il existe r ∈ A′n =
⋃n−1
i=0 Ai tel que r+ bA = a+ bA. Autrement dit, il existe
r ∈ A′n et q ∈ A tel que a = bq + r. Comme r ∈
⋃n−1
i=0 Ai il est clair que
θ(r) ≤ n− 1 < n = θ(b). Cela prouve que A est euclidien pour l’algorithme
θ. La minimalite´ de θ de´coule de la proposition pre´ce´dente.

Remarque : Si Ai ⊂ A′i (i.e. si Ai \A′i = ∅), alors Ak = Ai pour tout k ≥ i.
Dans ce cas A est euclidien si et seulement si A = Ai.
On utilisera parfois le re´sultat plus simple suivant.
Corollaire 2.1.11. Soit A un anneau euclidien a` droite. Alors il existe
b ∈ A\A× tel que l’application canonique A×∪{0} −→ A/bA est surjective.
Preuve : Nous excluons le cas ou` A est un corps (gauche), car dans
ce cas b = 0 fait l’affaire. Remarquons d’abord que A1 = A
× ∪ {0}. En
effet, {0} −→ A/bA est surjective si et seulement si b ∈ A×. Nous avons
donc A′2 = A
× ∪ {0}, de sorte que, si un tel b ∈ A n’existe pas, alors
A2 = A1 = A
× ∪ {0}. Plus ge´ne´ralement An = A1 pour tout n ≥ 1. Comme
A est euclidien, on doit avoir A = lim
−→
An = A1 = A
× ∪ {0} ce qui est
impossible car A n’est pas un corps.

2.2 Minimum euclidien et minimum inhomoge`ne
Dans cette section K est un corps de nombres de degre´ n, A une alge`bre
centrale a` division m2 sur K, Λ un ordre de A et I un ide´al a` droite de
Λ. Nous noterons r1 le nombre de plongements re´els de K dans C et 2r2 le
nombre de plongements complexes. La dimension de A sur Q sera note´e r
(r = nm2). Les de´finitions et re´sultats de cette section s’inspirent de ceux
obtenus dans le cas commutatif par Jean-Paul Cerri dans [Cer06].
Nous allons nous inte´resser a` l’euclidianite´ de Λ pour la norme re´duite. En
d’autres termes nous nous demandons si Λ est euclidien pour l’algorithme
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|nrA/Q| : Λ −→ N. Pour cela il faut que nrA/Q(a) = 0 si et seulement si
a = 0, ce qui n’est possible que si A est une alge`bre a` division.
Nous allons de´finir les notions de minima euclidien et inhomoge`ne de Λ,
qui nous renseigne sur l’euclidianite´ de Λ. Lorsqu’il s’agit de ces minima
l’alge`bre est toujours suppose´e a` division.
De´finition 2.2.1. Soient A une alge`bre centrale a` division sur un corps
de nombres K, I un ide´al a` droite d’un ordre de A et ξ ∈ A. Le minimum
euclidien de ξ par rapport a` I (relativement a` la norme re´duite) est le nombre
re´el mI(ξ) donne´ par :
mI(ξ) = inf
{|nrA/Q(ξ − γ)| | γ ∈ I} .
Notons les proprie´te´s e´le´mentaires suivantes de mI :
Proposition 2.2.2. Les proprie´te´s suivantes sont ve´rifie´es :
i) Pour tout u ∈ Λ×, ξ ∈ A et γ ∈ I, on a mI(ξu− γ) = mI(ξ).
ii) Pour tout ξ ∈ A, il existe γ ∈ I tel que mI(ξ) = |nrA/Q(ξ − γ)|.
iii) Pour tout ξ ∈ A, mI(ξ) ∈ Q et mI(ξ) = 0 ⇐⇒ ξ ∈ I.
Preuve : Montrons i). Nous avons
mI(ξu− γ) = inf
{|nrA/Q(ξu− γ − c) | c ∈ I} .
comme γ + I = I = Iu, il vient
mI(ξu− γ) = inf
{|nrA/Q(ξu− cu) | c ∈ I} =
= inf
{|nrA/Q(ξ − c) | c ∈ I} = mI(ξ)
car |nrA/Q(u)| = 1.
Montrons ii) et iii). Soit ξ ∈ A. Il existe β ∈ I et d ∈ N∗ tels que ξ = βd . Par
conse´quent,
mI(ξ) =
1
dnm2
inf
{|nrA/Q(β − dγ)| | γ ∈ I}
ou` n = [K : Q] est le degre´ du corps de nombres K et m2 = dimK(A), la
dimension de A sur K. Comme |nrA/Q(β − dγ)| ∈ N, cette borne infe´rieure
est atteinte par un γ0 ∈ I et
mI(ξ) =
1
dnm2
|nrA/Q(β − dγ0)| ∈ Q.
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De plus nrA/Q(β−dγ0) = 0 si et seulement si β = dγ0, c’est-a`-dire ξ = γ0 ∈ I .

De´finition 2.2.3. Soient A et I comme dans la de´finition 2.2.1. Le mi-
nimum euclidien (par rapport a` la norme re´duite) de I est le nombre re´el
M(I) donne´ par :
M(I) = sup {mI(ξ) | ξ ∈ A} .
En vue d’e´tablir le lien entre le fait d’eˆtre euclidien et le minimum euclidien
d’un ordre, e´nonc¸ons le re´sultat suivant.
Lemme 2.2.4. Les conditions suivantes sont e´quivalentes :
i) L’ordre Λ est euclidien a` droite.
ii) L’ordre Λ est euclidien a` gauche.
iii) Pour tout ξ ∈ A, il existe γ ∈ Λ tel que |nrA/Q(ξ − γ)| < 1.
Preuve : Supposons que Λ est euclidien a` droite. Alors pour tout a, b ∈ Λ
avec b 6= 0 il existe c, r ∈ Λ tel que
a = bc+ r et 0 ≤ |nrA/Q(r)| < |nrA/Q(b)|.
Soit ξ = b−1a. Nous avons |nrA/Q(ξ − c)| = |nrA/Q(b−1r)| < 1. La de´marche
est analogue si Λ est euclidien a` gauche.
Re´ciproquement, si pour tout e´le´ment ξ de A il existe cξ ∈ Λ tel que
|nrA/Q(ξ − cξ)| < 1, nous voulons de´montrer que Λ est euclidien a` droite
et a` gauche. Soient a, b ∈ Λ avec b 6= 0 ; posons ξ = ab−1, η = b−1a,
r = (ξ − cξ)b et s = b(η − cη). Alors a = cξb + r = bcη + s et |nrA/Q(r)| =
|nrA/Q(b)| · |nrAQ(ξ − cξ)| < |nrA/Q(b)|. Nous montrons de la meˆme manie`re
que |nrA/Q(s)| < |nrA/Q(b)|, ce qui prouve que Λ est euclidien a` gauche et a`
droite.

On peut maintenant donner le lien classique entre le minimum euclidien et
le fait d’eˆtre euclidien pour la norme re´duite.
Proposition 2.2.5. Soient Λ un ordre de A et I un ide´al a` droite de Λ.
Les proprie´te´s suivantes sont ve´rifie´es :
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· Si M(Λ) < 1 alors Λ est euclidien (pour la norme re´duite).
· Si M(Λ) > 1 alors Λ n’est pas euclidien (pour la norme re´duite).
· Si M(Λ) = 1 alors il existe ξ ∈ A avec M(Λ) = mΛ(ξ), si et seulement
si Λ n’est pas euclidien (pour la norme re´duite).
· M(I) = inf {λ ∈ R | ∀ ξ ∈ A, ∃ γ ∈ I tel que |nrA/Q(ξ − γ)| < λ} .
Preuve : Pour tout ξ ∈ A, il existe γ ∈ Λ tel que
|nrA/Q(ξ − γ)| = mΛ(ξ) ≤ M(Λ)
ce qui prouve le premier point (voir le lemme pre´ce´dent).
Pour tout  > 0, il existe ξ ∈ A tel que
|nrA/Q(ξ − γ)|+  ≥ mΛ(ξ) +  ≥ M(Λ)
pour tout γ ∈ Λ, ce qui prouve le second point (voir le lemme pre´ce´dent).
Si M(Λ) = 1 = mΛ(ξ), alors il existe γ ∈ Λ tel que pour tout δ ∈ Λ,
1 = mΛ(ξ) = |nrA/Q(ξ − γ)| ≤ |nrA/Q(ξ − δ)|
ou` la seconde e´galite´ provient de la proposition 2.2.2. Le lemme pre´ce´dent
nous assure alors que Λ n’est pas euclidien. Re´ciproquement, si Λ n’est
pas euclidien, alors il existe ξ ∈ A tel que, pour tout δ ∈ Λ, nous avons
|nrA/Q(ξ − δ)| ≥ 1 et donc mΛ(ξ) = 1.
Pour la dernie`re affirmation, notons
M1 = inf
{
λ ∈ R | ∀ ξ ∈ A, ∃ γ ∈ I tel que |nrA/Q(ξ − γ)| < λ
}
.
Soit k > M1. Alors, pour tout ξ ∈ A, il existe γ ∈ I tel que |nrA/Q(ξ−γ)| < k.
Nous avons donc mI(ξ) < k pour tout ξ ∈ A, de sorte que M(I) < k. Ainsi,
M(I) ≤M1. Supposons maintenant que cette ine´galite´ est stricte et posons
 = M(I)−M12 > 0. Pour tout ξ ∈ A, il existe γ ∈ I tel que
|nrA/Q(ξ − γ)| ≤ mI(ξ) +  ≤M(I) +  =
M1 +M(I)
2
.
Par de´finition de M1, cela ne peut arriver que si M1 ≤ M1+M(I)2 , autrement
dit si  = M1−M(I)2 ≤ 0, ce qui est en contradiction avec l’hypothe`se. Ainsi,
l’ine´galite´ stricte est impossible et donc M(I) =M1.

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Nous pouvons maintenant passer a` la de´finition du minimum inhomoge`ne.
Nous avons vu dans le chapitre pre´ce´dent (voir proposition 1.6.8) que A
se plonge (comme Q-alge`bre) dans un produit d’alge`bre de matrices via
l’application :
c : A −→ MHm(C)w ×Mm(R)r1−w ×Mm(C)r2
a 7−→ (Σ1(a), . . . ,Σr1+r2(a))
ou` m2 est la dimension de A, w est le nombre de places re´elles ramifie´es
dans A, r1 le nombre de place re´elles et 2r2 le nombre de places complexes
de K. Les Σ sont de´finis dans la section 1.6.
Pour simplifier la suite, nous allons modifier le´ge`rement ce plongement. On
choisit dore´navant d’ordonner les places infinies de K de sorte que les w
premie`res sont re´elles et ramifie´es dans A, les r1−w suivantes sont re´elles et
non ramifie´es dans A, les r2 suivantes sont complexes et les r2 dernie`res sont
les conjugue´es des pre´ce´dentes (c’est-a`-dire σi = σr2+i pour tout 1 ≤ i ≤ r2).
On note Σ le plongement de A dans Mm(C) correspondant a` σ.
Lemme 2.2.6. Soient σ un plongement complexe de K et σ le plongement
conjugue´. Il existe Sσ ∈ GLm(C) tel que
Σ(a) = S−1σ Σ(a)Sσ
pour tout a ∈ A.
Preuve : Soient Aσ = A⊗K Kσ, ϕσ un isomorphisme entre Aσ et Mm(C)
et
θ : Aσ −→ Aσ
a⊗ v 7−→ a⊗ v .
Alors ϕσ◦θ◦ϕ−1σ est un R-automorphisme de Mm(C) qui n’est pas C-line´aire.
C’est donc un automorphisme inte´rieur a` conjugaison pre`s. C’est ce que nous
voulions.

De´finition 2.2.7. Soit
M = MHm(C)w ×Mm(R)r1−w ×
{
z ∈ Mm(C)2r2 | zr2+i = S−1σi ziSσi
}
ou` Sσ est comme dans le lemme pre´ce´dent. On note Φ le plongement de A
dans M de´fini par
Φ(a) = (Σ1(a), . . . ,Σn(a))
pour tout a ∈ A, ou` n = [K : Q] = r1+2r2 est le degre´ du corps de nombres
K.
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Avec cette de´finition, on a
nrA/Q(a) =
n∏
i=1
det(Φ(a)i)
pour tout a ∈ A. En effet, le corollaire 1.6.13 nous assure que
nrA/Q(a) =
r1∏
i=1
det(Σi(a)) ·
r2∏
i=r1+1
(
det(Σi(a)) · det(Σi(a))
)
.
Remarque : L’alge`breM est en fait isomorphe a` AR. En effet,{
z ∈ Mm(C)2r2 | zr2+i = S−1σi ziSσi
} ∼= Mm(C)r2 .
Conside´rons maintenant Λ un ordre de A, I un ide´al a` droite de Λ et
{e1, . . . , enm2} une Z-base de I. On peut identifier A a` Qnm2 via l’isomor-
phisme d’espaces vectoriels suivant :
Ψ : Qnm
2 −→ A
x = (x1, . . . , xnm2) 7−→
∑nm2
i=1 xiei
En tensorisant par R on peut prolonger l’homomorphisme Φ ◦Ψ en un iso-
morphisme continu (pour les topologies usuelles) de R-espace vectoriel de
Rnm
2
dansM :
Φ : Rnm
2 −→ M
x = (x1, . . . , xnm2) 7−→
(∑nm2
i=1 xiΣ1(ei), . . . ,
∑nm2
i=1 xiΣn(ei)
)
L’application Φ est bien un isomorphisme, car Ψ ⊗ id et Φ ⊗ id sont des
isomorphismes par exactitude de la tensorisation.
On peut encore e´tendre Φ a` Cnm
2
; on obtient alors un isomorphisme continu,
Φ
′
, de Cnm
2
dans Mm(C)n :
Φ
′
: Cnm
2 −→ Mm(C)n
x+ iy 7−→ Φ(x) + iΦ(y)
ou` x, y ∈ Rnm2 et i = √−1 ∈ C.
On a alors le diagramme commutatif suivant :
Qnm
2 
 i1
//
Ψ∼=

Rnm
2 
 i2
//
Φ∼=

Cnm
2
Φ
′∼=

A


Φ
//M  
i3
//Mm(C)n
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ou` i1, i2 et i3 sont les inclusions canoniques.
On peut munir M d’une structure de R-alge`bre. Soit a = (ai)1≤i≤n, b =
(bi)1≤i≤n ∈ M. On pose ab = (aibi)1≤i≤n. Avec cette multiplication, Φ est
un homomorphisme de R-alge`bres ; autrement dit on a :
Φ(ξ1ξ2) = Φ(ξ1)Φ(ξ2)
pour tout ξ1, ξ2 ∈ A.
On peut prolonger la norme re´duite nrA/Q en une application de Rnm
2
dans
R donne´e par
N : Rnm2 −→ R
x 7−→ ∏ni=1 det(∑nm2j=1 xjΣi(ej)) .
L’identification de A avec Qnm
2
(via l’isomorphisme Ψ) nous sugge`re une
de´finition d’un mimimum euclidien prolonge´ a` Rnm
2
:
De´finition 2.2.8. Soient I un ide´al a` droite d’un ordre de A, z ∈ M et
t ∈ Rnm2. Les minima inhomoge`nes de z et t par rapport a` I sont de´finis
respectivement par
mIR(z) = inf
{∣∣∣∣∣
n∏
i=1
det(zi − Zi)
∣∣∣∣∣ ∣∣ Z ∈ Φ(I)
}
et
m(t) = inf
{
|N (t− s)| | s ∈ Znm2
}
Proposition 2.2.9. On a les proprie´te´s suivantes :
i) mIR ◦ Φ = m.
ii) mIR ◦ Φ = mI .
Preuve : Soient x = (x1, . . . , xnm2) ∈ Rnm2 et a ∈ A. Calculons mIR ◦Φ(x).
mIR(Φ(x)) = mIR
nm2∑
i=1
xiΣ1(ei), . . . ,
nm2∑
i=1
xiΣn(ei)

= inf

∣∣∣∣∣∣
n∏
i=1
det
nm2∑
j=1
xjΣi(ej)− Zi
∣∣∣∣∣∣ ∣∣ Z ∈ Φ(I)

(II.1)
70
2.2 Minimum euclidien et minimum inhomoge`ne
mais Φ : Znm
2 −→ Φ(I) est un isomorphisme. Nous pouvons donc reprendre
l’e´quation II.1 en e´crivant :
mIR(Φ(x)) = inf

∣∣∣∣∣∣
n∏
i=1
det
nm2∑
j=1
xjΣi(ej)− Zi

∣∣∣∣∣∣ ∣∣ Z ∈ Φ(I)

= inf

∣∣∣∣∣∣
n∏
i=1
det
nm2∑
j=1
xjΣi(ej)−
nm2∑
j=1
zjΣi(ej)
∣∣∣∣∣∣ ∣∣ z ∈ Znm2

= inf
{
|N (x− z)| ∣∣ z ∈ Znm2}
= m(x).
ce qui de´montre i). Nous proce´dons de la meˆme manie`re pour de´montrer
ii) :
mIR(Φ(a)) = mIR (Σ1(a), . . . ,Σn(a))
= inf
{∣∣∣∣∣
n∏
i=1
det (Σi(a)− Zi)
∣∣∣∣∣ ∣∣ Z ∈ Φ(I)
}
= inf
{∣∣∣∣∣
n∏
i=1
det (Σi(a)− Σi(z))
∣∣∣∣∣ ∣∣ z ∈ I
}
= inf
{∣∣∣∣∣
n∏
i=1
det (Φ(a− z)i)
∣∣∣∣∣ ∣∣ z ∈ I
}
= inf
{∣∣nrA/Q(a− z)∣∣ ∣∣ z ∈ I}
= mI(a)

Nous allons voir, dans la proposition suivante, que le minimum inhomoge`ne
ve´rifie les meˆmes proprie´te´s que le minimum euclidien.
Proposition 2.2.10. L’application m a les proprie´te´s suivantes :
i) Pour tout x ∈ Rnm2 et tout X ∈ Znm2, on a m(x−X) = m(x).
ii) Pour tout u ∈ Λ× et tout x ∈ Rnm2, on a
m(Φ
−1
(Φ(x)Φ(u))) = m(x).
iii) m est semi-continue supe´rieurement sur Rnm
2
.
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Preuve : Le premier point de´coule directement de la de´finition de m. Pour
montrer le deuxie`me point, il suffit de calculer :
m(Φ
−1
(Φ(x)Φ(u))) = mIR(Φ(x)Φ(u)) =
= inf
{∣∣∣∣∣
n∏
i=1
det(Φ(x)iΦ(u)i − ZiΦ(u)i)
∣∣∣∣∣ ∣∣ Z ∈ Φ(I)
}
car Φ(I)Φ(u) = Φ(I). Comme 1 = |nrA/Q(u)| =
∏n
i=1 det(Φ(u)i), il vient
m(Φ
−1
(Φ(x)Φ(u))) = inf
{∣∣∣∣∣
n∏
i=1
det(Φ(x)i − Zi)
∣∣∣∣∣ | Z ∈ Φ(I)
}
=
= mIR(Φ(x)) = m(x).
Pour prouver iii) nous nous appuyons sur la continuite´ deN . Il faut montrer
que pour tout  > 0 et tout x ∈ Rnm2, il existe un voisinage Vx de x, tel que
pour tout y ∈ Vx
m(y) ≤ m(x) + 
Par de´finition de m, il existe X ∈ Znm2 tel que
|N (x−X)| ≤ m(x) + 
2
et, par continuite´ de N , il existe un voisinage Vx de x tel que pour tout
y ∈ Vx
|N (y −X)| ≤ |N (x−X)|+ 
2
.
Ainsi
m(y) ≤ |N (x−X)| + 
2
≤ m(x) + 

La proprie´te´ i) de la proposition pre´ce´dente nous permet de de´finir une ap-
plication induite par m sur le tore Tnm
2
= Rnm
2
/Znm
2
.
Proposition 2.2.11. L’application
m˜ : Tnm
2
= Rnm
2
/Znm
2 −→ R
x 7−→ m(x)
est bien de´finie et semi-continue supe´rieurement. De plus, m˜ et m sont
borne´es supe´rieurement et atteignent leur maximum.
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Preuve : Le fait que m˜ est bien de´finie et semi-continue supe´rieurement
de´coule de la proposition pre´ce´dente. L’application m˜ est alors borne´e et
atteint son maximum, car le tore Tnm
2
est compact. Nous en de´duisons que
m ve´rifie les meˆmes proprie´te´s.

On peut maintenant donner la de´finition du minimum inhomoge`ne d’un ide´al
a` droite (d’un ordre Λ) de A.
De´finition 2.2.12. On appelle minimum inhomoge`ne de I, et on note
M(IR), le nombre re´el
M(IR) = sup
{
m(x) | x ∈ Rnm2
}
= sup
{
m˜(α) | α ∈ Tnm2
}
.
Donnons encore le re´sultat suivant qui lie le minimum euclidien et le mini-
mum inhomoge`ne d’un ide´al I.
Proposition 2.2.13. Soit I un ide´al a` droite d’un ordre Λ dans A. On a
i) M(I) ≤ M(IR).
ii) M(IR) = inf{λ ∈ R | ∀ x ∈ AR, ∃ γ ∈ I tel que |nrAR/R(x− γ)| < λ}
(l’ide´al I est contenu dans AR via δ
−1 ◦ c, voir proposition 1.6.8).
Preuve : La premie`re affirmation de´coule directement des de´finitions. Pour
la seconde, remarquons que, si on identifieM et AR, nous pouvons e´crire
N (t) = nrAR/R(Φ(t)).
Posons
M1 = inf{λ ∈ R | ∀ x ∈ AR, ∃ γ ∈ I tel que |nrAR/R(x− γ)| < λ}.
Soit k > M1. Alors pour tout ξ ∈ A, il existe γ ∈ I tel que
|N (Φ−1(ξ − γ))| = |nrAR/R(ξ − γ)| < k
de sorte que m(Φ
−1
(ξ)) < k et, comme Φ est un isomorphisme,
M(IR) = sup
{
m(x) | x ∈ Rnm2
}
= sup
{
m(Φ
−1
(x)) | x ∈M ∼= AR
}
< k.
Ainsi M(IR) ≤ M1. En proce`dant comme dans la preuve du dernier point
de la proposition 2.2.5 nous voyons que M(IR) < M1 est impossible.

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2.3 Rationalite´ du minimum euclidien et du mini-
mum inhomoge`ne
Dans cette section nous nous inspirons des re´sultats de Jean-Paul Cerri dans
[Cer06] pour montrer que le minimum euclidien et le minimum inhomoge`ne
d’un ide´al I sont rationnels, sous certaines conditions. Comme dans la sec-
tion pre´ce´dente, A est une alge`bre a` division centrale (de dimension m2) sur
un corps de nombres K de degre´ n, Λ est un ordre de A et I un ide´al a`
droite de Λ.
Conside´rons
B = {v111, v112, . . . , v11m, v121, . . . , v1mm, . . . , vn11, . . . , vnmm}
la base canonique de Mm(C)n. C’est-a`-dire, pour tout 1 ≤ i ≤ n, vikl
est la matrice compose´e de ze´ros avec un unique 1 en position (k, l) (et
1 ≤ k, l ≤ m).
On note
wikl = Φ
′−1
(vikl) ∈ Cnm
2
l’image re´ciproque des e´le´ments de la base B, et B′ = {wikl | 1 ≤ i ≤ n, 1 ≤
k, l ≤ m} la base de Cnm2 forme´e des images re´ciproques des vikl.
Soit u ∈ Λ×. On de´finit
fu : Rnm
2 −→ Rnm2
x 7−→ Φ−1(Φ(x)Φ(u)).
C’est un automorphisme continu de Rnm
2
.
Remarquons que la proposition 2.2.10 nous assure que le minimum inho-
moge`ne m est invariant par l’action de fu, c’est-a`-dire que
m ◦ fu = m pour tout u ∈ Λ×.
La matrice de fu par rapport a` la base canonique est a` coefficients entiers,
de sorte que, pour tout x ∈ Rnm2 et tout X ∈ Znm2 , on a
fu(x+X) ≡ fu(x) mod Znm2.
On peut alors de´finir un automorphisme continu de Tnm
2
induit par fu :
gu : Tnm
2 −→ Tnm2
x 7−→ fu(x) .
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Le comportement de gu vis-a`-vis de m˜ est le meˆme que celui de fu vis-a`-vis
de m, c’est-a`-dire :
m˜ ◦ gu = m˜.
On pose
T = {gu | u ∈ Λ×} .
Comme gu◦gv = guv, T est un sous groupe de Aut(Tnm2) (isomorphe a` Λ×).
Nous allons maintenant nous inte´resser au sous-groupe suivant de T :
SU = {gu ∈ T | u ∈ U}
ou` U = {u ∈ Λ× | Σ(u) est une matrice diagonale pour tout plongement Σ},
et particulie`rement aux vecteurs propres communs a` tous les automorphismes
de SU . Plus ge´ne´ralement, si G est un sous-groupe de U , on pose
SG = {gu ∈ T | u ∈ G}
et on de´finit
evecSG =
{
x ∈ Tnm2 | x est un vecteur propre de gu pour tout u ∈ G
}
et, si x ∈ evecSG,
specxSG =
{
λx ∈ Cnm2 | λx est valeur propre de gx
}
.
Notons encore que SU est non vide, car O×K ⊂ U .
Proposition 2.3.1. Soit B′ = {wikl | 1 ≤ i ≤ n, 1 ≤ k, l ≤ m} la base de
Cnm
2
de´finie plus haut. Alors
B′ = {wikl | 1 ≤ i ≤ n, 1 ≤ k, l ≤ m} ⊂ evecSG
pour tout sous-groupe G de U .
Preuve : Notons encore fu l’automorphisme C-line´aire de Cnm
2
dont la
restriction a` Rnm
2
est fu (de´fini ci-dessus). Nous avons
fu(z) = Φ
′−1
(Φ
′
(z)Φ(u)) pour tout z ∈ Cnm2 .
Soit u ∈ G. Calculons fu(wikl) :
fu(w
i
kl) = Φ
′−1
(Φ
′
(wikl)Φ(u)) = Φ
′−1
(viklΦ(u)) = (Σi(u))llw
i
kl
de sorte que wikl est un vecteur propre de fu correspondant a` la valeur propre
(Σi(u))ll. Par de´finition de gu, w
i
kl est e´galement un vecteur propre de gu.

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Proposition 2.3.2. Soit x ∈ evecS. Il existe 1 ≤ i ≤ n et 1 ≤ l ≤ m tels
que
specxSG = {(Σi(u))ll | u ∈ G}
pour tout sous-groupe G de
U = {u ∈ Λ× | Σ(u) est une matrice diagonale pour tout plongement Σ} .
Preuve : Soit x ∈ evecSG, un vecteur propre commun a` tous les e´le´ments
de SG. Comme B′ est une base de Cnm2, nous pouvons e´crire
x =
∑
1≤i≤n,1≤k,l≤m
xiklw
i
kl.
Par de´finition, pour tout u ∈ G, il existe λu ∈ Cnm2 avec
fu(x) =
∑
1≤i≤n,1≤k,l≤m
xiklfu(w
i
kl) =
∑
1≤i≤n,1≤k,l≤m
xikl(Σ(u)i)llw
i
kl
= λu
∑
1≤i≤n,1≤k,l≤m
xiklw
i
kl.
Comme x 6= 0, il existe des indices i0, k0, l0 tels que xi0k0l0 6= 0, et comme B′
est une base de Cnm
2
, nous obtenons
xi0k0l0(Σ(u)i0)l0l0 = λux
i0
k0l0
et donc
λu = (Σi0(u))l0l0
d’ou` le re´sultat cherche´.

The´ore`me 2.3.3. Soit A une alge`bre centrale a` division (de dimension m2)
sur un corps de nombres K de degre´ n = r1 + 2r2. Soient Λ un ordre de A
et I un ide´al a` droite de Λ. Supposons que r1 + r2 ≥ 3, alors il existe ξ ∈ A
tel que
M(IR) = M(I) = mIR(Φ(ξ)) = mI(ξ).
En particulier
M(IR) est un nombre rationnel.
Preuve : Posons G = O×K .
Remarquons que SG est un groupe abe´lien d’automorphismes de Tnm2 . Nous
allons montrer que SG posse`de les deux proprie´te´s suivantes :
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1. Pour tout vecteur propre x ∈ evecSG, il existe λ ∈ specxSG tel que
|λ| 6= 1. Alors SG est dit hyperbolique.
2. Pour tout vecteur propre x ∈ evecSG, il existe λ1, λ2 ∈ specxSG tels que
λs1λ
t
2 = 1 ⇒ s = t = 0, autrement dit, λ1 et λ2 sont rationnellement
inde´pendantes. Alors SG est dit multi-parame´tre´.
Montrons d’abord 1.
Si SG n’est pas hyperbolique, alors il existe 1 ≤ i ≤ n et 1 ≤ l ≤ m tels que
|(Σi(v))ll| = 1 pour tout v ∈ G. Pour  ∈ O×K , nous avons
|(Σi())ll| = |σi()|
pour tout 1 ≤ l ≤ m. Si i > r1 + r2, alors |σi−r2(y)| = |σi(y)| pour tout
y ∈ K. Nous pouvons donc supposer que i ≤ r1 + r2 et que
|σi()| = 1 pour tout  ∈ O×K . (II.2)
Conside´rons le plongement suivant de K∗ dans Rr1+r2 :
L : K∗ −→ Rr1+r2
y 7−→ (ln |σ1(y)|, . . . , ln |σr1+r2(y)|)
Rappelons que, par le the´ore`me du rang des unite´s de Dirichlet, L(O×K) est
un re´seau de l’hyperplan d’e´quation
∑r1
j=1 yj + 2
∑r1+r2
j=r1+1
yj = 0. Par II.2,
nous avons e´galement que L(O×K) est contenu dans l’hyperplan d’e´quation
yi = 0. Comme r1 + r2 ≥ 2, ces deux hyperplans sont distincts, de sorte
que L(O×K) est contenu dans l’intersection des deux hyperplans, qui est de
dimension r1+r2−2. Ceci est en contradiction avec le the´ore`me de Dirichlet,
donc SG est hyperbolique.
Montrons maintenant la proprie´te´ 2.
Il existe deux e´le´ments de G rationnellement inde´pendants (car le rang des
unite´s de K est r1 + r2 − 1 ≥ 2). Soient donc 1, 2 ∈ G rationnellement
inde´pendants. Pour tout x ∈ evecSG, il existe 1 ≤ i ≤ n tel que
σi(1), σi(2) ∈ specxSG.
Soient k, l ∈ Z tels que
σi(1)
k = σi(2)
l.
Par injectivite´ de σi, 
k
1
−l
2 = 1 et donc k = l = 0, ce qui prouve que SG est
multi-parame´tre´.
Posons maintenant
S =
{
α ∈ Tnm2 | m˜(α) = M(IR)
}
.
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Comme m˜ atteint son maximum (voir proposition 2.2.11), S est non vide.
Par semi-continuite´ supe´rieure de m˜, si (αk)k∈N est une suite de S conver-
geant vers β, alors
M(IR) = lim
k→∞
sup m˜(αk) ≤ m˜(β)
et donc β ∈ S. Cela prouve que S est une partie ferme´e de Tnm2 . Remarquons
encore que, pour tout g ∈ SG et tout x ∈ S,
m˜(g(x)) = m˜(f(x)) = m(f(x)) = m(x) = m˜(x).
Alors S est dit SG-invariant. Soit S′ ⊂ S un ensemble SG-minimal (c’est-
a`-dire qui ne contient pas de sous-ensemble ferme´, propre, non vide et SG-
invariant). Graˆce au caracte`re hyperbolique et multi-parame´tre´ de SG, nous
savons que les e´le´ments de S′ sont de torsion (voir [Ber84] et [Ber83]). Soit
x ∈ S′. Il existe k ∈ Z tel que kx = 0 ∈ Tnm2 = Rnm2/Znm2 , autrement dit
il existe un repre´sentant x de x avec x ∈ Qnm2 . Posons ξ = Ψ(x) ∈ A. Alors
il vient
M(IR) = m˜(x) = m(x) = mIR(Φ(x)) = mIR(Φ(Ψ(x)) = mI(ξ)
et, comme M(I) ≥ mI(ξ) = M(IR) ≥ M(I), nous obtenons
M(IR) = M(I) = mIR(Φ(ξ)) = mI(ξ)
comme annonce´.

Corollaire 2.3.4. Avec les hypothe`ses du the´ore`me pre´ce´dent, si Λ est un
ordre de A et que M(Λ) = 1, alors Λ n’est pas euclidien pour la norme
re´duite.
Preuve : C’est une conse´quence directe du the´ore`me pre´ce´dent et de la
proposition 2.2.5.

Il faut remarquer que le the´ore`me 2.3.3 s’appuie uniquement sur le fait que
G est un sous-groupe abe´lien de
U = {u ∈ Λ× | Σ(u) est une matrice diagonale pour tout plongement Σ}
et que SG est hyperbolique et multi-parame´tre´. Nous pouvons donc e´noncer
le the´ore`me suivant.
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The´ore`me 2.3.5. Soient A une alge`bre centrale a` division sur un corps de
nombres K, I un ide´al a` droite d’un ordre Λ de A et G un sous-groupe de
U = {u ∈ Λ× | Σ(u) est une matrice diagonale pour tout plongement Σ} .
Si le groupe G est abe´lien et si l’ensemble de fonctions SG (voir ci-dessus)
est hyperbolique et multi-parame´tre´, alors il existe ξ ∈ A tel que
M(IR) = M(I) = mIR(Φ(ξ)) = mI(ξ).
En particulier M(IR) est un nombre rationnel.
Ce the´ore`me nous permet, dans certains cas, de nous passer de certaines hy-
pothe`ses du the´ore`me 2.3.3. Nous allons donner un exemple ou` l’hypothe`se
r1 + r2 ≥ 3 du the´ore`me 2.3.3 n’est pas ve´rifie´e pour lequel le minimum
euclidien est quand meˆme rationnel. Nous renvoyons le lecteur aux chapitre
III pour la de´finition du corps de quaternions A = (a, b)K apparaissant dans
le corollaire suivant.
Corollaire 2.3.6. Soient K un corps quadratique re´el, a, b ∈ K× tels que a
est totalement positif et A = (a, b)K un corps de quaternions sur K. Soient
encore Λ un ordre de A et I un ide´al a` droite de Λ. Alors, il existe ξ ∈ A
tel que
M(IR) = M(I) = mIR(Φ(ξ)) = mI(ξ).
En particulier M(IR) est un nombre rationnel.
Preuve : Par le the´ore`me pre´ce´dent, il suffit de trouver un sous-groupe
abe´lien G de U tel que SG est hyperbolique et multi-parame´tre´.
Soit L = Q(
√
a). Le corps L est totalement re´el et de degre´ supe´rieur ou
e´gal a` 2 (car si a est un carre´ dans K alors A n’est pas un corps). Par le
the´ore`me des unite´s de Dirichlet, il existe une unite´
ω = u+ v
√
a ∈ O×L −O×K
qui est d’ordre infini dans O×L . Posons
G = 〈O×K , u+ vi〉
ou` i ∈ A ve´rifie i2 = a, le groupe engendre´ par u + iv et les unite´s de K.
Le groupe G est e´videment abe´lien et SG est hyperbolique, car O×K l’est et
O×K ⊂ G (voir la preuve du the´ore`me 2.3.3). Il reste a` voir que G est bien
un sous-groupe de U et que SG est multi-parame´tre´.
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Soient σ1 et σ2 les deux plongements deK dans R. Il existe deux plongements
Σ1 et Σ2 de A dans M2(R) donne´s par :
Σi : A −→ M2(R)
ou`
Σi(x0 + ix1 + jx2 + kx3) =(
σi(x0) + σi(x1)
√
σi(a) X
Y σi(x0)− σi(x1)
√
σi(a)
)
avec
X = σi(x2)
√
|σi(b)|+ σi(x3)
√
σi(a)|σi(b)|
et
Y = sign(σi(b))
(
σi(x2)
√
|σi(b)| − σi(x3)
√
σi(a)|σi(b)|
)
.
Ainsi Σi(u+ iv) est bien une matrice diagonale et u+ iv est bien une unite´
de A car (u+ iv)(u − iv) = ±1, donc G est un sous-groupe de U .
Montrons que SG est multi-parame´tre´.
Soient 1 ∈ O×K \ {1,−1} et 2 = u + iv. Pour tout x ∈ evecSG. Il existe
1 ≤ i ≤ 2 et 1 ≤ l ≤ 2 tels que Σi(1)ll,Σi(2)ll ∈ specxSG. L’application
Σil : U −→ R
x 7−→ Σi(x)ll
est injective (car
√
a 6∈ L). Il suffit donc de montrer que 1 et 2 sont ration-
nellement inde´pendants pour montrer que SG est multi-parame´tre´, ce qui
est clair puisque r1 ∈ K est s2 ∈ A \K quels que soient les entiers r, s.

Remarque : Soit A un corps de quaternions totalement inde´fini sur un
corps quadratique re´el K. Alors il existe a et b, satisfaisant aux hypothe`ses
du corollaire, tels que A = (a, b)K . Le re´sultat du corollaire pre´ce´dent est
donc vrai pour tout corps de quaternions totalement inde´fini sur un corps
quadratique re´el.
2.4 Proprie´te´s du minimum euclidien
Dans cette section, A est une alge`bre a` division de dimension r = m2 sur un
corps de nombresK, Λ est un ordre de A et I un ide´al a` droite de Λ. On note
n = [K : Q], le degre´ de K sur Q ; M(I) et M(IR) de´signent respectivement
le minimum euclidien et le minimum inhomoge`ne de I.
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Proposition 2.4.1. Soit Λ′ un ordre non maximal de A. Alors
M(Λ′) ≥ 1
et Λ′ n’est pas euclidien pour la norme re´duite.
Preuve : Soit Λ un ordre maximal de A contenant Λ′. Il existe x ∈ Λ \Λ′,
et pour tout γ ∈ Λ′,
|nrA/Q(x− γ)| ∈ N.
En particulier |nrA/Q(x− γ)| ≥ 1. Ainsi,
M(Λ′) = sup{mΛ′(ξ) | ξ ∈ A} ≥ mΛ′(x) ≥ 1.
De plus si M(Λ′) = 1, alors les ine´galite´s ci-dessus sont des e´galite´s, donc
M(Λ′) = mΛ′(x).
La proposition 2.2.5 nous assure alors que Λ′ n’est pas euclidien.

Proposition 2.4.2. Soient I ⊂ J deux ide´aux de A. Alors
M(J) ≤ M(I).
Preuve : Comme
mJ(ξ) = inf{|nrA/Q(ξ − γ)| | γ ∈ J} ≤ inf{|nrA/Q(ξ − γ)| | γ ∈ I} = mI(ξ)
nous obtenons
M(J) = sup{mJ(ξ) | ξ ∈ A} ≤ sup{mI(ξ) | ξ ∈ A} = M(I).

Proposition 2.4.3. Soient Λ et Γ deux ordres conjugue´s de A. Alors
M(Λ) = M(Γ).
Preuve : Soit x ∈ A× tel que Λ = x−1Γx. Pour tout ξ ∈ A,
mΛ(ξ) = mx−1Γx(ξ) = inf{|nrA/Q(ξ − x−1γx)| | γ ∈ Γ} =
= inf{|nrA/Q(xξx−1 − γ)| | γ ∈ Γ} = mΓ(xξx−1)
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et comme la conjuguaison par x est un automorphisme de A, il vient
M(Λ) = sup{mΛ(ξ) | ξ ∈ A} = sup{mΓ(xξx−1) | ξ ∈ A} =
= sup{mΓ(ξ) | ξ ∈ A} = M(Γ).

Cette proposition nous permet, si le nombre de type est 1, de parler du mi-
nimum euclidien de l’alge`bre A plutoˆt que de celui d’un ordre maximal de A :
De´finition 2.4.4. Soit A une alge`bre centrale a` division sur un corps de
nombres K. Supposons que tA = 1. Alors tous les ordres maximaux de A
ont le meˆme minimum euclidien. On de´finit donc le minimum euclidien de
A comme le minimum euclidien de n’importe lequel de ces ordres maximaux.
On le note M(A). De la meˆme manie`re on note mA(ξ) a` la place de mΛ(ξ),
si Λ est un ordre maximal de A.
Nous verrons dans le chapitre III que deux ordres maximaux non conjugue´s
d’une meˆme alge`bre a` division A n’ont pas ne´cessairement le meˆme mini-
mum euclidien (voir le corollaire 3.7.8). Nous pouvons donner un intervalle
contenant le rapport des minima euclidiens de deux ordres maximaux en
fonction des ide´aux qui les lient.
Proposition 2.4.5. Soient Λ et Γ deux ordres maximaux de A et I l’en-
semble des ide´aux a` gauche de Λ et a` droite de Γ. Posons
s = inf
I∈I
(
inf
x∈I\{0},y∈I−1\{0}
{|nrA/Q(xy)|}) .
Alors
1
s
≤ M(Λ)
M(Γ)
≤ s.
Preuve : Nous savons que I−1ΛI = Γ pour tout I ∈ I (voir le the´ore`me
1.4.5). Pour tout I ∈ I, tout x ∈ I, y ∈ I−1 et tout ξ ∈ A,
mΓ(ξ) = mI−1ΛI(ξ) = inf
{|nrA/Q(ξ − γ)| | γ ∈ I−1ΛI}
≤ inf {|nrA/Q(ξ − yλx)| | λ ∈ Λ}
= |nrA/Q(xy)| ·mΛ(y−1ξx−1).
82
2.5 Borne supe´rieure du minimum euclidien
Comme les multiplications a` gauche par y et a` droite par x sont bijectives
sur A, il vient
M(Γ) = sup{mΓ(ξ) | ξ ∈ A}
≤ |nrA/Q(xy)| sup{mΛ(ξ) | ξ ∈ A}
= |nrA/Q(xy)| ·M(Λ).
En remplac¸ant I par I−1 dans ce qui pre´ce`de, nous obtenons :
M(Λ) ≤ |nrA/Q(xy)| ·M(Γ).
Comme ces ine´galite´s sont valables pour tout I ∈ I et tout x ∈ I, y ∈ I−1,
nous avons le re´sultat voulu.

Remarque : Le nombre s est toujours un nombre entier positif. En effet,
si x ∈ I et y ∈ I−1 sont tels que s = |nrA/Q(xy)|, alors xy ∈ II−1 = Λ et
yx ∈ I−1I = Γ, donc nrA/Q(xy) = nrA/Q(yx) ∈ nrA/Q(Λ ∩ Γ) ⊂ Z.
En pratique, la de´termination de s n’est pas force´ment aise´e. Toutefois, on
peut facilement calculer un r ≥ s de la manie`re suivante : si Λ et Γ sont
donne´s, on cherche un ide´al entier I a` gauche de Λ et a` droite de Γ et on
calcule I ∩ Z = rZ. Comme 1 ∈ Λ ⊂ I−1, on obtient∣∣∣∣1r
∣∣∣∣nm2 = 1|nrA/Q(r)| ≤ M(Λ)M(Γ) ≤ |nrA/Q(r)| = |r|nm2
ou` n = [K : Q] est le degre´ de K sur Q et m2, la dimension de A sur le corps
de nombres K.
2.5 Borne supe´rieure du minimum euclidien
The´ore`me 2.5.1. Soient A une alge`bre centrale a` division de dimension
r = m2 sur un corps de nombres K de degre´ n et I un ide´al a` droite d’un
ordre Λ de A. Alors
M(IR) ≤
(
τmin(I)
γmin(Λ)
)nm/2
nrA/Q(I).
Preuve : Soit (I, α, τ) un re´seau ide´al de A, ou` τ est une involution positive
sur AR (voir la de´finition 2.6.8). Un tel re´seau sur I existe toujours, voir le
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corollaire 1.8.2. Pour tout x ∈ AR, posons qα(x) = trAR/R(xαxτ ). Alors pour
tout x ∈ AR,
nrAR/R(x)
2 = nrAR/R(α)
−1nrAR/R(xαx
τ ).
Ainsi, par le the´ore`me 1.7.10,
nrAR/R(x)
2 ≤ nrAR/R(α)−1
(
trAR/R(xαx
τ )
nm
)nm
.
Or la valeur de nrAR/R(α)
−1 nous est donne´e par la proposition 1.8.12 et il
vient
nrAR/R(x)
2 ≤ NA/Q(I)
2/md(Λ/Z)1/m
det(I, α, τ)1/m
(
qα(x)
nm
)nm
.
En utilisant la valeur de γmin(Λ) donne´e dans la proposition 1.9.2, nous
obtenons
nrAR/R(x) ≤
NA/Q(I)
1/m
γmin(Λ)nm/2
(
qα(x)
det(I, α, τ)1/rn
)nm/2
.
Pour tout x ∈ AR, il existe c = cx ∈ I tel que qα(x − c) ≤ max(I, α, τ).
Ainsi, en reprenant la dernie`re ine´galite´, nous obtenons
nrAR/R(x− c) ≤
NA/Q(I)
1/m
γmin(Λ)nm/2
(
max(I, α, τ)
det(I, α, τ)1/rn
)nm/2
c’est-a`-dire
nrAR/R(x− c) ≤
(
τ(I, α, τ)
γmin(Λ)
)nm/2
NA/Q(I)
1/m
et cela pour tout re´seau ide´al (I, α, τ). Donc
nrAR/R(x− c) ≤
(
τmin(I)
γmin(Λ)
)nm/2
NA/Q(I)
1/m =
(
τmin(I)
γmin(Λ)
)nm/2
nrA/Q(I)
ou` la dernie`re e´galite´ de´coule du fait que A est une Q-alge`bre simple. Par
de´finition du minimum euclidien, nous avons donc
M(IR) ≤
(
τmin(I)
γmin(Λ)
)nm/2
nrA/Q(I).

Malheureusement, le calcul de τmin(I) s’ave`re tre`s difficile, c’est pourquoi
nous utiliserons souvent un re´sultat plus faible pour borner le minimum eu-
clidien dans les cas concrets. Ce re´sultat de´coule directement de la preuve
du the´ore`me pre´ce´dent.
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Corollaire 2.5.2. Soient A une alge`bre centrale a` division de dimension
r = m2 sur un corps de nombres K de degre´ n, I un ide´al a` droite d’un
ordre Λ de A et (I, α, τ) un re´seau ide´al. Alors
M(IR) ≤
(
τ(I, α, τ)
γmin(Λ)
)nm/2
nrA/Q(I).
Corollaire 2.5.3. Soient A une alge`bre centrale a` division de dimension
finie sur un corps de nombres et Λ un ordre maximal de A alors, si γmin(Λ) >
τmin(Λ), Λ est euclidien.
Preuve : Il suffit d’appliquer le the´ore`me 2.5.1 :
M(Λ) ≤ M(ΛR) ≤
(
τmin(Λ)
γmin(Λ)
)nm
· nrA/Q(Λ) < 1.
Donc le minimum euclidien de Λ est strictement infe´rieur a` 1, ce qui prouve
que Λ est euclidien.

Dans le cas ou` A = K est un corps de nombres et Λ = OK , on retrouve le
the´ore`me 5.1 e´nonce´ dans “Upper bounds for Euclidean minima” par Eva
Bayer-Fluckiger (voir [BF06]).
Les bornes que nous avons vues de τmin et γmin (voir la proposition 1.9.2 et
le corollaire 1.9.5) permettent de donner une borne ge´ne´rale de M(IR).
Proposition 2.5.4. Soit A une alge`bre centrale a` division de dimension
r = m2 sur un corps de nombres K de degre´ n, et I un ide´al a` droite d’un
ordre Λ de A. Alors
M(IR) ≤
(m
2
)nm
d(Λ/Z)1/mnrA/Q(I).
Preuve : D’une part, γmin(Λ) =
mn
d(Λ/Z)1/rn
(c’est la proposition 1.9.2),
d’autre part τmin(I) ≤ nm34 · d(Λ/Z)1/rn (c’est le corollaire 1.9.5). Nous
avons e´galement la borne principale de M(IR) :
M(IR) ≤
(
τmin(I)
γmin(Λ)
)nm/2
nrA/Q(I)
(c’est le the´ore`me 2.5.1). Le tout mis ensemble donne le re´sultat annonce´.

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2.6 Les alge`bres a` involution
En comple´ment a` la section 1.6 du chapitre I, nous allons e´tudier les alge`bres
centrales simples sur un corps de nombres munies d’une involution. En par-
ticulier, si (A, τ) est une telle alge`bre a` involution, nous de´terminerons sous
quelles conditions A posse`de un re´seau ide´al avec AR munie de l’involution
induite par celle de A. Comme pre´ce´demment, A de´signe une alge`bre cen-
trale simple de dimension m2 sur un corps de nombres K.
Rappelons qu’une involution sur une alge`bre est un anti-automorphisme
d’anneaux d’ordre 2. Il y a deux types d’involution distincts sur une K-
alge`bre centrale simple :
I. Les involutions K-line´aires (c’est-a`-dire celles qui fixent K point par
point). Ce sont les involutions de type I.
II. Les involutions qui ne fixent pas le corps de base K point par point.
Ce sont les involutions de type II.
Nous adopterons les notations suivantes.
Notation 2.6.1. Le couple (A, τ) de´signe une alge`bre centrale simple munie
d’une involution. Soit x ∈ A ; on note xτ l’image de x par l’involution τ .
L’e´tude des involutions est un vaste sujet (voir en particulier [KMMT98])
que nous n’allons pas traiter ici dans les de´tails. Nous nous contenterons de
rappeler les quelques re´sultats standards suivants :
Proposition 2.6.2. Soit (A, τ) une alge`bre centrale simple sur un corps de
nombres K, alors
i) Le corps de base K est invariant par l’involution (c’est-a`-dire Kτ = K)
ii) Si l’involution est de type II, alors F = {x ∈ K | xτ = x} est un corps
et [K : F ] = 2. De plus, si K = F (
√
θ), alors
√
θ
τ
= −√θ.
Preuve : Pour i), il suffit de voir que kτx = (xτk)τ = (kxτ )τ = xkτ pour
tout k ∈ K et tout x ∈ A, de sorte que Kτ est contenu dans le centre de A.
Donc Kτ ⊂ K et τ |K est un automorphisme de corps. Ainsi Kτ = K.
Pour ii) il est facile de voir que F est un corps (diffe´rent de K, puisque τ
est de type II) ; de plus pour tout k ∈ K le polynoˆme X2− (k+ kτ )X + kτk
est a` coefficients dans F et il annule k, ce qui prouve que [K : F ] = 2.
Posons maintenant K = F (
√
θ). Nous avons θ = θτ = (
√
θ
τ
)2 de sorte que√
θ
τ
= ±√θ. Le re´sultat de´coule du fait que K et F sont distincts.

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Cette proposition nous permet d’introduire quelques notations utiles.
Comme d’habitude (voir section 1.6 du chapitre I), on notera σ1, . . . , σw les
w places re´elles de K qui sont ramifie´es dans A, σw+1, . . . , σr1 les r1 − w
places re´elles qui ne sont pas ramifie´es dans A et σr1+1, . . . , σr1+r2 les r2
places complexes (a` conjugaison pre`s). On notera encore W = Ram∞(A)
l’ensemble des places re´elles qui sont ramifie´es dans A, R l’ensemble des
places re´elles de K et C l’ensemble des places complexes (un repre´sentant
par paire de places conjugue´es) de K.
Si A est munie d’une involution τ de type II, on note F = {x ∈ K | xτ = x}
et K = F (
√
θ). Alors une place infinie σ : F −→ C s’e´tend en deux places
infinies de K −→ C. La proposition suivante donne le comportement de ces
extensions et les notations que nous adopterons.
Proposition 2.6.3. Soit (A, τ) une alge`bre centrale simple sur un corps de
nombres K. On suppose l’involution τ de type II et on note K = F (
√
θ) (ou`
F = {x ∈ K | xτ = x}). Soit σ : F −→ C une place infinie de F .
i) Si σ est re´elle et σ(θ) > 0, alors
σ1 : K −→ R
a+ b
√
θ 7−→ σ(a) + σ(b)√σ(θ)
et
σ2 : K −→ R
a+ b
√
θ 7−→ σ(a)− σ(b)√σ(θ)
sont des places re´elles de K qui e´tendent σ. De plus, σ1(x
τ ) = σ2(x) et
σ2(x
τ ) = σ1(x) pour tout x ∈ K, et σ1 ∈ Ram∞(A) si et seulement si
σ2 ∈ Ram∞(A).
ii) Si σ n’est pas re´elle, alors
σ1 : K −→ C
a+ b
√
θ 7−→ σ(a) + σ(b)√σ(θ)
et
σ2 : K −→ C
a+ b
√
θ 7−→ σ(a)− σ(b)√σ(θ)
sont des places complexes de K qui e´tendent σ. De plus σ1(x
τ ) = σ2(x)
et σ2(x
τ ) = σ1(x) pour tout x ∈ K.
iii) Si σ est re´elle et σ(θ) < 0, alors
σ1 : K −→ C
a+ b
√
θ 7−→ σ(a) + iσ(b)√|σ(θ)|
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est, a` conjuguaison pre`s, l’unique place infinie de K qui e´tend σ. De plus
σ1(x
τ ) = σ1(x) pour tout x ∈ K (ou` ¯ de´signe l’involution canonique
sur C).
iv) Toutes les places infinies de K sont de´crites dans i), ii) et iii).
Preuve : Nous ve´rifions facilement que tous les prolongements propose´s ont
bien les proprie´te´s requises pour eˆtre des places de K. Le fait que σ1(x
τ ) =
σ2(x) (et vice versa) dans i) et ii) de´coule directement des de´finitions, de
meˆme que l’affirmation σ1(x
τ ) = σ1(x). Pour se convaincre du point iv),
il suffit de compter les places de K obtenues dans la proposition. La seule
assertion qui n’est pas claire est “σ1 ∈ Ram∞(A) si et seulement si σ2 ∈
Ram∞(A)” dans le point i). Pour montrer cette affirmation, fixons une K-
base B = {e1, . . . , er} de A. Il suffit alors de ve´rifier que l’application de´finie
par
ϕ : A⊗K Kσ1 −→ A⊗K Kσ2
kei ⊗ r 7−→ kτei ⊗ r
prolonge´e par line´arite´ de´finit un isomorphisme de R-alge`bres.

Notation 2.6.4. Dans la situation de la proposition pre´ce´dente, on nume´-
rotera les places de K de fac¸on qu’elles se trouvent par paire de places qui
prolongent une meˆme place de F . En d’autre termes les w premie`res places
σ1, . . . , σw de K sont ordonne´es de sorte que σ2i−1|F = σ2i|F pour tout
1 ≤ i ≤ w2 , les r1−w suivantes sont ordonne´es selon les meˆmes crite`res. Soit
CF = {σ : F → C | σ n’est pas re´elle } et c = ]CF . Alors les c premie`res
places complexes de K sont ordonne´es de sorte que σ2i−1|F = σ2i|F pour
tout r1 + 1 ≤ i ≤ c2 . Aucun ordre particulier ne peut eˆtre introduit pour les
r2 − c places restantes.
Il existe encore une distinction que l’on peut faire facilement pour classer
les involutions de type I. Conside´rons une forme biline´aire non de´ge´ne´re´e b
sur un K-espace vectoriel V ,
b : V × V −→ K.
Soit
b̂ : V −→ V ∗
de´finie par b̂(x)(y) = b(x, y) l’isomorphisme induit par b entre V et son dual.
On peut alors de´finir l’anti-automorphisme de l’anneau EndK(V ) suivant :
σb : EndK(V ) −→ EndK(V )
f 7−→ b̂−1 ◦ tf ◦ b̂
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ou` tf est la transpose´e de f (c’est-a`-dire tf(ϕ) = ϕ ◦ f pour tout ϕ ∈ V ∗).
Proposition 2.6.5. Posons
B = {b : V × V → K | b est une forme biline´aire
non de´ge´ne´re´e syme´trique ou alterne´e } /K×
et
I = {σ | σ est une involution sur EndK(V )} .
Alors, l’application
s : B −→ I
b 7−→ σb
est une bijection.
Preuve : Voir [KMMT98] p.1.
Soient maintenant (A,σ) une alge`bre centrale simple (de dimension m2) sur
un corps K, munie d’une involution de type I et L un corps de´ployant de A.
Posons σL = σK ⊗ idL, c’est une involution sur AL, et V = Lm. Alors
(AL, σL) ∼= (EndL(V ), σb)
pour une certaine forme biline´aire non de´ge´ne´re´e b (syme´trique ou alterne´e).
On ve´rifie que la syme´trie (ou l’alternance) de b est inde´pendante du choix
de l’isomorphisme et du corps de´ployant (voir [KMMT98] p.16 de´finition
2.5).
De´finition 2.6.6. Si b est alterne´e, on dit que l’involution σ sur A est
symplectique.
Si b est syme´trique, on dit que l’involution σ sur A est orthogonale.
Remarque 2.6.7. Si L est une extension de corps de K, l’involution σL
sur AL est symplectique si et seulement si σ est symplectique sur A.
Nous pouvons maintenant passer aux cas qui nous pre´occupent.
Remarquons d’abord que si (A, τ) est une alge`bre a` involution, alors τ induit
une involution sur AR. En effet,
τ ′ = τ ⊗ idR : AR −→ AR
a⊗ r 7−→ aτ ⊗ r
est une involution R-line´aire.
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De´finition 2.6.8. On dit qu’une involution τ ′ sur
AR ∼= MHm(C)w ×Mm(R)r1−w ×Mm(C)r2
est positive, si la restriction de τ ′ a` n’importe quelle composante matricielle
de AR est encore une involution qui, de plus, est elle-meˆme positive (voir
section 1.6 du chapitre I).
Une involution τ sur A est dite positive, si l’involution induite τ ′ sur AR
l’est.
Proposition 2.6.9. Soit τ une involution sur l’alge`bre centrale simple A.
Munissons AR de l’involution τ
′ induite par celle de A. Il existe un re´seau
ide´al (I, b, τ ′) sur A, si et seulement si l’involution τ est positive.
Preuve : Supposons qu’il existe un re´seau ide´al (I, b, τ ′) sur A. Les pro-
positions 1.5.9 et 1.5.12 nous assurent que τ ′i = τ
′|Mi est une involution
pour toute composante matricielle Mi de AR. Il existe α ∈ F×AR tel que
b(x, y) = trAR/R(xαy
τ ′) pour tout x, y ∈ AR. Par le corollaire 1.6.11, pour
que b soit de´finie positive, il faut et il suffit que les formes biline´aire traces :
Tri : Mi ×Mi −→ R
(ai, bi) 7−→ Tr(aiαibτ
′
i
i ) (1 ≤ i ≤ r1)
et
Trj : Mj ×Mj −→ R
(aj , bj) 7−→ Tr(ajαjbτ
′
j
j ) + Tr(ajαjb
τ ′j
j ) (r1 + 1 ≤ j ≤ r1 + r2)
soient de´finies positives. Les Mi de´signent les composantes matricielles as-
socie´es a` σi. Ces formes biline´aires sont de´finies positives si et seulement si
τ ′i est une involution positive sur Mi (voir propositions 1.7.1, 1.7.4 et 1.7.7)
pour tout 1 ≤ i ≤ r1 + r2, en d’autres termes si et seulement si l’involution
τ ′ est positive.

Il suffit donc d’observer les involutions positives sur une alge`bre centrale
simple munie d’une involution τ pour comprendre les re´seaux ide´aux (avec
involution induite) sur A. La proposition suivante permet de mieux com-
prendre le comportement d’une telle involution de type I.
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Proposition 2.6.10. Soient τ une involution de type I sur A et τ ′ l’in-
volution induite sur AR ∼= MHm(C)w × Mm(R)r1−w × Mm(C)r2 par τ . La
restriction de τ ′ a` une composante matricielle de AR est une involution R-
line´aire sur cette alge`bre de matrices. Si la composante choisie est Mm(C)
alors l’involution est meˆme C-line´aire.
Preuve : Soient k ∈ K et a ∈ A. Posons x = ka ⊗ r ∈ AR. L’image de
x par l’isomorphisme δ : AR −→ MHm(C)w ×Mm(R)r1−w ×Mm(C)r2 (voir
proposition 1.6.8 et pre´ce´dentes) est donne´e par
δ(x) = (ϕσ1(a⊗ rσ1(k)), . . . , ϕσr1+r2 (a⊗ rσr1+r2(k))).
Pour xτ = kaτ ⊗ r, nous obtenons
δ(xτ ) = (ϕσ1(a
τ ⊗ rσ1(k)), . . . , ϕσr1+r2 (aτ ⊗ rσr1+r2(k))).
Ainsi l’involution, restreinte a` la composante matricielle Mi correspondant
au plongement σi, est donne´e par
τ ′|Mi : Mi −→ Mi
ϕσi(a⊗ s) 7−→ ϕσi(aτ ⊗ s)
.
Comme ϕσi est un isomorphisme de R-alge`bres, il est clair que τ
′|Mi est une
involution. Cette involution est bien C-line´aire si Mi = Mm(C).

Cette proposition nous permet d’introduire la notation suivante.
Notation 2.6.11. Si τ est une involution de type I sur A et que τ ′ de´signe
l’involution induite sur AR, on note τ
′
i = τ
′|Mi ou` Mi est la composante
matricielle de AR correspondant au plongement σi. On appelle τ
′
i l’involution
restreinte.
Corollaire 2.6.12. Soit τ une involution positive de type I sur A. Alors
deux cas sont possibles :
i) L’involution τ est symplectique et dans ce cas
le corps de nombres K est totalement re´el, autrement dit r2 = 0, et
l’alge`bre A est totalement de´finie sur K (c’est-a`-dire que toutes les
places infinies de K sont ramifie´es dans A), autrement dit r1 = w.
ii) L’involution τ est orthogonale et dans ce cas
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Le corps de nombres K est totalement re´el, autrement dit r2 = 0,
et l’alge`bre A est totalement inde´finie sur K (c’est-a`-dire qu’aucune
place infinie de K n’est ramifie´e dans A), autrement dit w = 0.
Preuve : La proposition pre´ce´dente nous dit que l’involution induite sur les
composantes matricielles Mm(C) de AR est C-line´aire ce qui est impossible
puisque τ est positive (voir proposition 1.7.4), donc r2 = 0 dans tous les
cas. Supposons que l’involution τ est symplectique ; alors τ ′i est encore une
involution symplectique (remarque 2.6.7). La proposition 1.7.1 nous assure
alors qu’il ne peut y avoir de composante matricielle de la forme Mm(R)
dans AR (i.e. r1 = w). De la meˆme fac¸on, si τ est orthoghonale alors ce sont
les composantes de la forme MHm(C) qui ne peuvent apparaˆıtre (i.e. w = 0).

Ce corollaire nous donne une liste de conditions ne´cessaires sur K pour
qu’une K-alge`bre a` involution de type I admette un re´seau ide´al. Il reste a`
voir ce qui se passe avec une involution de type II.
Proposition 2.6.13. Soient τ une involution de type II sur A et τ ′ l’in-
volution induite sur AR ∼= MHm(C)w ×Mm(R)r1−w ×Mm(C)r2 . On ordonne
σ1, . . . , σr1+r2 les places infinies de K de la meˆme fac¸on que dans la notation
2.6.4.
Si 1 ≤ i ≤ c,
la restriction de l’involution τ ′ a` une composante matricielle Mi n’est
pas une involution sur Mi. Plus pre´cise´ment, τ
′|Mi e´change les com-
posantes issues de la meˆme place de F :
τ ′|M2i−1 : M2i−1 −→ M2i
τ ′|M2i : M2i −→ M2i−1
Si c+ 1 ≤ i ≤ r1 + r2,
la restriction de l’involution τ ′ a` une composante matricielle Mi =
Mm(C) est une involution R-line´aire surMm(C). Cette involution n’est
pas C-line´aire. On la note τ ′i .
Preuve : Re´glons d’abord le cas ou` i ≤ c. Sans perte de ge´ne´ralite´, nous
pouvons faire la de´monstration d’abord pour σ1, σ2 (deux places re´elles de
K qui e´tendent la meˆme place σ de F ), puis pour σr1+1, σr1+2 (deux places
complexes de K qui e´tendent la meˆme place re´elle σ′ de F ).
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Conside´rons x = ka ⊗ σ2(l) − la ⊗ σ2(k) ∈ AR ou` a ∈ A et k, l ∈ K. Un
calcul montre que
δ(x) = (x1, 0, x3, . . . , xr1+r2) avec xi 6= 0 pour tout 1 ≤ i ≤ r1 + r2.
De plus, en utilisant la relation σ1(k
τ ) = σ2(k) pour tout k ∈ K, nous
observons que
δ(xτ
′
) = (0, x′2, x
′
3, . . . , x
′
r1+r2) avec x
′
i 6= 0 pour tout 1 ≤ i ≤ r1 + r2.
Cela prouve que Im(τ ′|M2) ⊂ M1. La proposition 1.5.10 nous assure de`s lors
que Im(τ ′|M1) ⊂ M2. Ce qui re´sout le cas des places re´elles de K.
La de´marche est la meˆme pour les places complexes de K :
Kσr1+1
∼= Kσr1+2 ∼= C.
Conside´rons les e´le´ments
1⊗ i ∈ A⊗K C
et
y = (0, . . . , 0, ϕσr1+1(1⊗ i), ϕσr1+2(1⊗ i), 0, . . . , 0) ∈ AR.
Posons z = δ−1(y). Nous ve´rifions que zτ ′ = z. En utilisant
x = ka⊗ Re(σr1+2(l))− la⊗ Re(σr1+2(k))
+ z (ka⊗=(σr1+2(l))− la⊗=(σr1+2(k)))
et en re´pe´tant le raisonnement fait dans le cas re´el nous obtenons que τ
|
Mi
n’est pas une involution.
Il reste a` voir que la restriction de τ ′ aux composantes matricielles Mi avec
i > c est bien une involution sur Mi. Soit σ = σi (avec i > c). Un rai-
sonnement similaire a` celui qui pre´ce`de permet de voir que Im(Mi) ⊂ Mi.
La proposition 2.6.3 dit que σ(kτ ) = σ(k) pour tout k ∈ K, de sorte que
l’involution restreinte a` Mi est donne´e par
τ ′i : Mi −→ Mi
ϕσi(a⊗ z) 7−→ ϕσi(aτ ⊗ z¯)
qui n’est pas C-line´aire.

Corollaire 2.6.14. Soit τ une involution positive de type II sur A et F le
sous-corps de K = F (
√
θ) fixe´ par l’involution. Alors F est totalement re´el
et σ(θ) < 0 pour toute place σ de F . Autrement dit K est un corps CM.
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Preuve : Comme τ est une involution positive, τ ′|Mi est une involution (po-
sitive) sur chaque composante matricielle de AR. La proposition pre´ce´dente
nous dit alors que les places de F = {x ∈ K | xτ = x} sont toutes re´elles et
qu’en plus σ(θ) < 0 pour toute place σ de F (c’est la traduction de c = 0
dans la notation 2.6.4).

Ce corollaire nous donne une liste de conditions ne´cessaires sur K pour
qu’une K-alge`bre a` involution de type II admette un re´seau ide´al.
Nous verrons plus tard que ces conditions peuvent eˆtre encore pre´cise´es dans
le cas d’une alge`bre de quaternions.
2.7 Re´seaux ide´aux particuliers
Afin de construire des exemples de bornes supe´rieures du minimum eucli-
dien, nous aurons besoin de re´sultats plus pre´cis sur les re´seaux entiers.
Cette section donne l’essentiel de ces re´sultats.
Proposition 2.7.1. Soient A une alge`bre centrale a` division sur un corps
de nombres K, Λ un ordre maximal et (I, α, τ) un re´seau ide´al de A. Le
re´seau (I, α) est entier si et seulement si
IαIτ ⊂ D(Λ/Z)−τ .
Preuve : Par de´finition, (I, α) est entier si et seulement si I ⊂ I∗, mais
I∗ = D(Λ/Z)−τI−τα−1 (voir proposition 1.8.6). Donc l’inclusion I ⊂ I∗
devient I ⊂ D(Λ/Z)−τI−τα−1.

Corollaire 2.7.2. Soient A et Λ comme dans la proposition pre´ce´dente et
(I, α, τ) un re´seau ide´al entier de A. Alors
det(I, α, τ) = 1 ⇐⇒ IαIτ = D(Λ/Z)−τ .
Preuve : D’apre`s la proposition 1.8.12,
det(I, α, τ) = 1 ⇐⇒ NAR/R(IαIτD(Λ/Z)τ ) = 1.
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Par la proposition pre´ce´dente IαIτ ⊂ D(Λ/Z)−τ , donc la seule possibilite´
est IαIτ = D(Λ/Z)−τ .

Remarquons encore le fait suivant qui permet de modifier l’ide´al sans chan-
ger le re´seau.
Proposition 2.7.3. Soient A et Λ comme dans la proposition pre´ce´dente,
(I, α, τ) un re´seau ide´al de A et s ∈ A×. On a
(I, α, τ) ∼= (sI, s−1αs−τ , τ)
Preuve : Conside´rons l’automorphisme ϕ de A donne´ par la conjuguaison
par s. Pour tout sx, sy ∈ sI,
trA/Q(sxs
−1αs−τ (sy)τ ) = trA/Q(ϕ(x)αϕ(y)τ ),
ce qui prouve que les re´seaux sont isome´triques.

Pour terminer nous allons de´crire un cas particulier dans lequel le re´seau
(I, α, τ) est un produit tensoriel de re´seaux plus simples. Cela nous sera
utile, en particulier lorsque l’alge`bre conside´re´e est une alge`bre de quater-
nions.
Soient Λ un ordre de A, I un ide´al de Λ libre comme OK -module, α ∈ A et
τ une involution positive sur A telle que la forme biline´aire
trα : I × I −→ K
(x, y) 7−→ trA/K(xαyτ )
est a` coefficients rationnels et de´finie positive (en d’autres termes (I, trα)
est un re´seau). Dans cette situation, (I, αβ), ou` β ∈ K, est caracte´rise´ de la
manie`re suivante.
Proposition 2.7.4. Soient (I, trα) comme ci-dessus et β ∈ K tel que
(OK , β) est un re´seau. Alors
(I, αβ, τ) ∼= (I, trα)⊗Z (OK , β).
95
Chapitre II. Minimum euclidien des ordres maximaux
Preuve : Soient E = {e1, . . . , er} une OK -base de I et F = {f1, . . . , fn}
une Z-base de OK . La base E ⊗F = {f1e1, . . . , fne1, . . . , f1er, . . . , fner} est
une Z-base de I. Or
TK/Q(trA/K(fiejαβ(fkel)
τ ) = TK/Q(βfif
τ
k )trA/K(ejαe
τ
l )
car trα est a` coefficients rationnels. De plus nous savons que τ est soit de
type I, et dans ce cas K est totalement re´el et τ |K = idK , soit de type II,
et dans ce cas K est un corps CM et τ |K est la conjugaison complexe (voir
section pre´ce´dente). Dans les deux cas (TK/Q(βfif
τ
k ))1≤i,k≤n est une matrice
de Gram du re´seau (OK , β).
Cela nous assure qu’une matrice de Gram de (I, αβ) est donne´e par le pro-
duit tensoriel des matrices de Gram des re´seaux (I, trα) et (OK , β).

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Chapitre III
Minimum euclidien des corps
de quaternions
Nous allons voir dans ce chapitre quelques exemples, dans le cas des qua-
ternions, de la borne du minimum euclidien donne´e dans la section 2.5 du
chapitre II. Nous donnerons en particulier une liste de conditions ne´cessaires
et suffisantes pour re´aliser le re´seau E8 et les conse´quences que cela engendre
sur le minimum euclidien des corps de quaternions quadratiques. Nous don-
nerons e´galement une liste exhaustive des corps de quaternions euclidiens
sur Q et sur un corps quadratique imaginaire. La de´termination des corps
de quaternions euclidiens sur un corps quadratique fait l’objet des sections
3.11 et 3.13 mais reste partiellement ouverte.
La de´termination des corps de quaternions euclidiens, que ce soit sur Q ou
sur un corps quadratique, s’appuie sur trois re´sultats importants, dont deux
se trouvent dans ce chapitre.
i) Le premier est le the´ore`me 2.5.1 du chapitre II qui permet de borner
supe´rieurement le minimum euclidien d’un ordre maximal Λ dans une
alge`bre a` division, en fonction des invariants d’Hermite des re´seaux
ide´aux associe´s a` Λ.
ii) Le deuxie`me est le the´ore`me 3.4.10. Il permet de borner supe´rieurement
le minimum euclidien d’un corps de quaternions principal totalement
inde´fini sur K par le minimum euclidien de K.
iii) Le dernier est le corollaire 3.10.3. Il permet de borner infe´rieurement le
minimum euclidien d’un corps de quaternions totalement de´fini sur K
par le carre´ du minimum euclidien de K.
Les sections 3.5 a` 3.7 donnent des formules explicites du minimum euclidien
de certaines familles infinies d’ordres maximaux dans les corps de quater-
nions de´finis sur Q.
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Tout au long du chapitre nous verrons apparaˆıtre des familles infinies d’ordres
maximaux. Ces ordres ont, pour la plupart, e´te´ de´couverts en s’appuyant
sur des moyens informatiques.
Nous commenc¸ons par rappeler une liste de de´finitions e´quivalentes d’une
alge`bre de quaternions et quelques proprie´te´s fondamentales.
3.1 De´finitions et proprie´te´s fondamentales
Pour simplifier et rester dans le cadre qui nous pre´occupe, nous suppo-
sons que K est un corps de caracte´ristique diffe´rente de 2 (bien que toutes
les de´finitions et tous les re´sultats donne´s dans cette section puissent eˆtre
ge´ne´ralise´s au cas d’un corps de caracte´ristique 2).
De´finition 3.1.1. Soient K un corps et K une cloˆture alge´brique de K. Une
alge`bre de quaternions sur K est une K-alge`bre ve´rifiant une des conditions
e´quivalentes suivantes :
i) L’alge`bre A est une alge`bre centrale de dimension 4 sur K engendre´e
comme K-espace vectoriel par la famille {1, i, j, k = ij} ve´rifiant
i2 = a, j2 = b, ij = −ji
ou` a, b sont des e´le´ments fixe´s de K.
ii) L’alge`bre A est une alge`bre centrale de dimension 4 sur K, telle qu’il
existe une alge`bre L = K(α) ⊂ A, se´parable et de dimension 2 sur K,
un e´le´ment inversible θ de K et un e´le´ment u de A avec
A = L+ Lu, u2 = θ, um = mu
pour tout m ∈ L, ou` ¯ : L → L est le K-automorphisme non trivial de
L.
iii) L’alge`bre A est la sous-K-alge`bre de M2(K) engendre´e par les matrices
suivantes : (
1 0
0 1
)
, i =
( √
a 0
0 −√a
)
,
j =
(
0
√−b
−√−b 0
)
, k =
(
0
√−ab√−ab 0
)
ou` a, b sont des e´le´ments fixe´s de K.
iv) L’alge`bre A est une alge`bre centrale simple de dimension 4 sur K.
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On montre facilement l’e´quivalence des quatre de´finitions. Sans entrer dans
les de´tails, si L = K(
√
α) est comme dans la de´finition ii) alors le couple
(α, θ) correspond au couple (a, b) de la de´finition i). De meˆme, les couples
(a, b) des de´finitions i) et iii) se correspondent.
On note l’alge`bre de quaternions A = (a, b)K , et, si x = x0+ix1+jx2+kx3 ∈
A, on appelle x0 le terme constant de x.
De´finition 3.1.2. Le corps gauche (−1,−1)R, note´ H, est appele´ le corps
des quaternions de Hamilton.
La liste des proprie´te´s connues des alge`bres de quaternions est e´norme et
impossible a` e´noncer ici. Nous ne donnons que les proprie´te´s indispensables
pour la suite de ce travail.
Proposition 3.1.3. Soient A = (a, b)K une alge`bre de quaternions et
γ : A −→ A
x0 + ix1 + jx2 + kx3 7−→ x0 − ix1 − jx2 − kx3.
Alors :
i) L’application γ est l’unique involution symplectique sur A (appele´e in-
volution canonique et note´e aussi )¯. Si τ est une involution orthogonale
sur A alors il existe un unique u ∈ {x ∈ A | xγ = −x}, a` multiplication
par un e´le´ment de K× pre`s, avec τ = Int(u) ◦ γ.
ii) Soient τ une involution de type II sur A = (a, b)K et ι = τ |K le
F -automorphisme non trivial de K (ou` F est le sous corps de K fixe´
par l’involution). L’alge`bre A0 = {x ∈ A | xτ = xγ} est l’unique alge`bre
de quaternions sur F , contenue dans A, ve´rifiant
A = A0 ⊗F K, et τ = γ0 ⊗ ι
ou` γ0 est l’involution canonique sur A0. De plus a, b ∈ F et A0 ∼= (a, b)F .
iii) La norme et la trace re´duite de A sont donne´es par :
nrA/K(x) = xx
γ et trA/K(x) = x+ x
γ
pour tout x ∈ A.
iv) L’alge`bre A est soit une alge`bre de matrices sur K, soit une alge`bre a`
division sur K.
Preuve : Pour i) et ii) voir [KMMT98] proposition 2.21 et 2.22, p.26.
Pour iii) il suffit de voir que le polynoˆme caracte´ristique re´duit de x ∈ A est
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X2 − (x+ xγ)X + xxγ . Le point iv) de´coule du fait que A ∼= Mn(D) ou` D
est un corps gauche. Pour des raisons de dimension, soit D = K et n = 2,
soit A = D.
Proposition 3.1.4. Soit A = (a, b)K un corps de quaternions sur un corps
de nombres K. Supposons que A est muni d’une involution τ , alors l’in-
volution τ est positive si et seulement si on est dans une des situations
suivantes :
L’involution τ est symplectique.
Alors τ = γ est l’involution canonique, K est totalement re´el et A est
totalement de´fini. Dans ce cas, (I, α, τ) est un re´seau ide´al de A si et
seulement si α ∈ K et α est totalement positif.
L’involution τ est orthogonale.
Alors K est totalement re´el et A est totalement inde´fini.
L’involution τ est de type II.
Alors K est un corps CM et, si F est le sous-corps de K fixe´ par
l’involution et A0 = {x ∈ A | xτ = xγ}, alors A0 = (a, b)F est une
alge`bre de quaternions totalement de´finie sur F (a et b sont totale-
ment ne´gatifs). Dans ce cas, (I, α, τ) est un re´seau ide´al sur A, si et
seulement si α = a0 + i
√
θa1 + j
√
θa2 + k
√
θa3 ou` K = F (
√
θ) et
ai ∈ F pour tout 0 ≤ i ≤ 3 et
0 < σ(nrA/K(α)) < σ
(
tr(α)2
2
)
pour tout plongement σ de F dans R.
Preuve : Si l’involution est symplectique nous avons vu (voir corollaire
2.6.12) que K est totalement re´el et A totalement de´finie. L’unique invo-
lution symplectique sur A est l’involution canonique γ, donc τ = γ. Soit
(I, α, γ) un re´seau ide´al. Alors αγ = α, donc α ∈ K. nous ve´rifions que
l’involution induite par γ sur AR = M
H
2 (C)
w est l’involution ¯◦ t sur chaque
composante matricielle (ou` w est le nombre de places re´elles de K, c’est-a`-
dire w = [K : Q]). La proposition 1.7.7 nous assure que chaque composante
de l’image de α dans AR est de´finie positive. Comme α ∈ K, cela revient a`
dire que α est positif a` toutes les places infinies.
Si l’involution est orthogonale, alors le re´sultat de´coule directement du co-
rollaire 2.6.12.
Si l’involution est de type II nous savons de´ja` que K est un corps CM (voir
corollaire 2.6.14). Remarquons que l’involution induite par τ sur
A⊗K Kσ ∼= M2(C)
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est positive si et seulement si σ(a) et σ(b) sont ne´gatifs (dans ce cas l’in-
volution sur M2(C) est ¯◦ t). Autrement dit, A0 est totalement de´finie. Par
la proposition pre´ce´dente, τ = γ0 ⊗ ι ou` γ0 est l’involution canonique sur
A0 et ι est le F -automorphisme non trivial de K. Ainsi α = α
τ si et seule-
ment si α est de la forme annonce´e. De plus si (I, α, τ) est un re´seau ide´al,
alors (voir la proposition 1.7.4) l’image de α dans chaque composante de
M2(C) est de´finie positive. Nous ve´rifions que cela arrive si et seulement si
σ(nrA/K(α)) < σ(
tr(α)2
2 ) pour tout plongement σ de F dans R.

Notation 3.1.5. Soit x = x0 + ix1 + jx2 + kx3 ∈ A = (a, b)K et ι le
F -automorphisme non trivial de K, alors ι agit sur les coefficients de x. On
note xι = xι0 + ix
ι
1 + jx
ι
2 + kx
ι
3, et avec cette notation on a τ = γ ◦ ι = γι.
3.2 Re´seaux pairs et re´seaux primitifs
De´finition 3.2.1. Soit (L, q) un re´seau entier. On dit que (L, q) est pair
si q(x) ∈ 2Z pour tout x ∈ L, qu’il est primitif si q(L) = Z et qu’il est
unimodulaire si det(L, q) = 1.
Proposition 3.2.2. Soient A = (a, b)K un corps de quaternions, Λ un ordre
maximal de A, τ une involution symplectique ou de type II sur A et (I, α, τ)
un re´seau ide´al entier de A. Si τ est de type II, on suppose encore qu’aucun
premier de F au-dessus de 2 n’est ramifie´ dans K. Alors (I, α, τ) est pair.
Preuve : Comme A est mode´re´ment ramifie´ il existe z ∈ Λ tel que
trA/K(z) = z + z
γ = 1. Supposons d’abord que τ est une involution de
type II. Alors
trA/K(xαx
τ ) = trA/K(zxαx
τ ) + trA/K(z
γxαxτ ).
Soient F le sous-corps totalement re´el de K fixe´ par τ et soit ι le F -
automorphisme non trivial de K. Comme τ = γι = ιγ, nous obtenons
trA/K(x
τ ) = xτ + xτγ = xτ + xι = (xγ + x)ι = trA/K(x)
ι.
Ainsi
trA/K(zxαx
τ )ι = trA/K((zxαx
τ )τ ) = trA/K(z
τxαxτ )
et
trA/K(z
γxαxτ )ι = trA/K(z
ιxαxτ ).
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De plus (z + zγ)τ = zτ + zι = 1, donc
trA/K(xαx
τ ) = trA/K(z
τxαxτ ) + trA/K(z
ιxαxτ ) =
trA/K(zxαx
τ )ι + trA/K(z
γxαxτ )ι = trA/K(xαx
τ )ι,
autrement dit trA/K(xαx
τ ) ∈ F , de sorte que
trA/Q(xαx
τ ) = TF/QTK/F (trA/K(xαx
τ )) = 2TF/Q(trA/K(xαx
τ )).
D’autre part,
TK/Q(trA/K(IαI
τ )) = TK/Q(trA/K(IαI
τ )OK) ⊂ Z,
autrement dit
trA/K(IαI
τ ) ⊂ DK ∩ F = DF
ou` l’e´galite´ vient du fait que K/F est mode´re´ment ramifie´ (car sans ramifi-
cation dyadique). Donc
TF/Q(trA/K(xαx
τ )) ∈ Z
ce qui nous permet de conclure.
Si l’involution τ est symplectique, alors τ = γ et
trA/Q(xαx
γ) = trA/Q(zxαx
γ) + trA/Q(z
γxαxγ) = 2trA/Q(zxαx
γ)
Nous concluons, comme avant graˆce au fait que xαxγ ∈ D(Λ/Z)−1.

Remarque 3.2.3. La condition qui exige que les premiers de F au-dessus
de 2 ne sont pas ramifie´s dans K est plus forte que ne´cessaire. En effet, il
suffit d’avoir
trA/K(xαx
τ ) ∈ {a ∈ F | TF/Q(a) ∈ Z} pour tout x ∈ I.
Nous utiliserons parfois cette condition moins forte dans la suite.
Proposition 3.2.4. Soient A, Λ, τ et (I, α, τ) comme dans la proposition
pre´ce´dente. Alors (I, α, τ) est primitif si et seulement si IαIτ 6⊂ pD(Λ/Z)−1
pour tout nombre premier p ∈ Z.
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Preuve : Remarquons d’abord que
trA/Q(J) ⊂ nZ ⇐⇒ J ⊂ nD(Λ/Z)−1
pour tout ide´al J de Λ et tout entier n. En effet, conside´rons la diffe´rente
inverse de J , donne´ par J˜ = {x ∈ A | trA/Q(xJ) ⊂ Z}. Alors
trA/Q(J) ⊂ nZ ⇐⇒ Λ ⊂ nJ˜.
Mais J˜ = J−1Λ˜ = J−1D(Λ/Z)−1 (voir [Rei03] the´ore`me 25.1, p. 217), d’ou` le
re´sultat. Cela implique la proposition car (I, α, τ) est primitif si et seulement
si trA/Q(IαI
τ ) n’est contenue dans aucun ide´al premier de Z.

3.3 Ordres maximaux dans les alge`bres de quater-
nions
Toujours dans le but de borner leur minimum euclidien, nous allons donner,
dans cette section, des exemples d’ordre maximaux d’un corps de quater-
nions sur un corps de nombres.
Rappelons d’abord la notion de symbole de Legendre ge´ne´ralise´e.
De´finition 3.3.1. Soient K un corps de nombres, P un ide´al premier de
OK et a ∈ OK . On de´finit le symbole de Legendre (ge´ne´ralise´)
( a
P
)
=

−1 si aOK n’est pas un carre´ modulo P et (aOK ,P) = 1,
1 si aOK est un carre´ modulo P et (aOK ,P) = 1,
0 si (aOK ,P) 6= 1.
Lorsque
(
a
P
)
= 1, on dit que a est un re´sidu quadratique modulo P.
La proposition suivante donne une description de la forme (a, b)K d’une
alge`bre de quaternions.
Proposition 3.3.2. Soit A une alge`bre de quaternions sur un corps de
nombres K ramifie´e aux places finies Ramf (A) = {P1, . . . ,Pr} et aux places
infinies re´elles Ram∞(A) = {σ1, . . . , σs} (ces ensembles de places peuvent
eˆtre vides). Supposons qu’il existe des entiers impairs n1, . . . , nr ∈ N tels
que Pn11 · · · Pnrr est un ide´al principal (disons engendre´ par d′). On choisit
un b ∈ OK tel que :
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– pgcd(d′, b) = 1,
– d = d′b est positif en chaque place de Ram∞(A),
– b n’est divisible par aucun premier dyadique.
Il existe alors a ∈ OK tel que
i) L’ide´al aOK est premier dans OK distinct de Pi pour tout 1 ≤ i ≤ r.
ii) σ(a) < 0 si et seulement si σ ∈ Ram∞(A).
iii) Le symbole de Legendre
(
a
P
)
vaut −1 pour tout P ∈ Ramf (A) tel que
P ne divise pas 2OK .
iv) L’e´le´ment a n’est pas un carre´ dans (OK)P mais c’est un carre´ dans
(OK)P/4(OK)P , pour tout ide´al dyadique P.
v) Le symbole de Legendre
(
a
P
)
vaut 1 pour tout P divisant b.
Un tel a satisfait alors
A ∼= (a,−d)K .
Preuve : voir [LJ] proposition 2.10, p.18.
Proposition 3.3.3. Soit A comme dans la proposition pre´ce´dente. On sup-
pose encore que P1 · · · Pr est un ide´al pincipal, on choisit a et d comme
dans la proposition pre´ce´dente de fac¸on a` ce que A ∼= (a,−d)K . Il existe
alors x, c ∈ OK tels que a ≡ x2 mod 4OK et −d ≡ c2 mod aOK . De plus,
Λ = OK ⊕ x+ i
2
OK ⊕ ci+ k
a
OK ⊕ (x+ i)(ci + k)
2a
OK
est un ordre maximal de (a,−d)K . Si, de plus, d ≡ 3 mod 4OK et si c ≡ 1
mod 2OK , alors
Γ = OK ⊕ iOK ⊕ 1 + j
2
OK ⊕ −ci− k
2a
OK
est e´galement un ordre maximal de (a,−d)K .
Preuve : Le fait que Λ est un ordre maximal se trouve dans [LJ] proposition
6.9 p.31. Pour Γ il suffit de constater que c’est un anneau pour voir que c’est
un ordre et que d(Γ) = d2 pour en de´duire qu’il est maximal.

Dans la suite de ce travail, nous utiliserons souvent l’alge`bre de quater-
nions usuelle A = (−1,−1)K sur un corps de nombres K. Les propositions
pre´ce´dentes ne donnent pas d’information sur ce cas. Nous allons donc don-
ner quelques re´sultats concernant spe´cifiquement (−1,−1)K et ses ordres
maximaux.
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Proposition 3.3.4. Soit K un corps de nombres et A = (−1,−1)K l’alge`bre
de quaternions usuelle sur K. Alors A est ramifie´e en P si et seulement si
P est un premier dyadique et e(P)f(P) est impair (ou` e(P) et f(P) sont
respectivement le degre´ de ramification et le degre´ re´siduel de P).
Preuve : Seuls les premiers dyadiques peuvent ramifier dans A. En effet,
nous savons que si P n’est pas un premier dyadique et si a, b ∈ (OK)×P
alors (a, b)P = 1 (voir [LJ] proposition 2.8). Soit P un premier dyadique.
Alors P est ramifie´ dans A si et seulement si (−1,−1)KP est un corps. Nous
savons que (−1,−1)Q2 est un corps (voir [Ser77] the´ore`me 1 chapitre I) et
que (−1,−1)KP est un corps si et seulement si [KP : Q2] est impair (voir
[Vig80] the´ore`me 1.3, chapitre 2). On conclut en rappelant que [KP : Q2] =
e(P)f(P).

Nous aurons besoin du lemme suivant qui est, sans doute, bien connu mais
que nous rappelons ici, faute de le trouver explicitement dans la litte´rature.
Lemme 3.3.5. Soient K un corps de nombres, p un nombre premier et
pOK = Pe11 . . .Perr . Alors
OK/P eii ∼= (OK/Pi) [X]/Xei
pour tout 1 ≤ i ≤ r. En particulier OK/Peii est un OK/Pi espace vectoriel
de degre´ ei et
OK/pOK ∼= (OK/P1) [X]/Xe1 × · · · × (OK/Pr) [X]/Xer
Preuve : Sans perte de ge´ne´ralite´, nous pouvons raisonner sur P = P1.
Posons e = e1. Soient Qp le corps comple´te´ de Q pour la valuation p-adique
et KP le comple´te´ de K pour la valuation P-adique. Notons OKP l’anneau
de valuation de KP . Nous savons (voir [Nar04] corollaire 3, p. 223) qu’il
existe une extension interme´diaire L (Qp ⊂ L ⊂ KP ) telle que L/Qp est non
ramifie´e et KP/L est totalement ramifie´e. Soit OL l’anneau de valuation de
L. Remarquons que pOL est l’ide´al maximal de OL et que pOKP = Pe. De
plus OL/pOL ∼= Fpf ∼= OKP/P, ou` f = [L : Qp] = f(P, p) est le degre´
re´siduel de P sur p. Soit α ∈ OKP tel que OKP = OL[α]. Il vient
OKP/Pe ∼= OL[α]/pOL[α] ∼= (OL/p) [X]/mα(X)
ou` mα(X) de´signe la classe dans OL/p du polynoˆme minimal mα de α sur
OL.
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Supposons maintenant que mα(X) n’est pas scinde´. Alors il existe un entier
n > 1 et une surjection de OK/Pe sur Fpnf . Ainsi Fpnf est un quotient
de OKP ce qui est absurde car P est l’unique ide´al maximal de OKP et
OKP/P ∼= Fpf . Donc
(OL/p) [X]/mα(X) ∼= (OL/p) [X]/Xe
puisque mα est de degre´ e = [KP : L]. Finalement, il vient
OK/Pe ∼= OKP/Pe ∼= (OL/p) [X]/Xe ∼=
∼= (OKP/P) [X]/Xe ∼= (OK/P) [X]/Xe
ce qui termine la preuve.

Proposition 3.3.6. Soient K un corps de nombres et A = (−1,−1)K un
corps de quaternions. Le degre´ re´siduel de P est pair pour tout premier P
au-dessus de 2 si et seulement s’il existe s ∈ OK tel que s2 + s + 1 ∈ 2OK .
Dans ce cas,
Λ = OK ⊕ iOK ⊕ s+ (s+ 1)i+ j
2
OK ⊕ 1 + i+ j + k
2
OK
est un ordre maximal de A, et A est non ramifie´e aux places finies.
Preuve :
Ecrivons 2OK = Pe11 . . .Perr et supposons que fi = [OK/Pi : F2] est pair
pour tout 1 ≤ i ≤ r. Le lemme pre´ce´dent nous dit que R = OK/2OK
est un produit carte´sien de F4-espaces vectoriels, donc il existe s ∈ R avec
s2 + s+ 1 ∈ 2OK , car X2 +X + 1 est re´ductible dans F4[X].
Inverse´ment, supposons f(P) impair. L’anneau R = OK/2OK contient
S = OK/PeOK ∼= (OK/P) [X]/Xe ∼= Fpf [X]/Xe
vu le lemme pre´ce´dent. Or Y 2 + Y + 1 est irre´ductible dans S[Y ]. En effet,
si x de´signe la classe de X dans S et que a0 + a1x + · · · + ae−1xe−1 est
une racine de Y 2 + Y + 1, alors a20 + a0 + 1 = 0. Ce qui est impossible car
Y 2 + Y + 1 est irre´ductible sur F2f (puisque f est impair).
Il est facile de ve´rifier que Λ est un anneau (avec la condition s2 + s + 1 ∈
2OK) et que son discriminant est OK . Cela prouve que Λ est un ordre
maximal de A et que A n’est pas ramifie´e aux places finies.

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Proposition 3.3.7. Soient K un corps de nombres et A = (−1,−1)K une
alge`bre de quaternions. On suppose que 2OK = P2e11 · · · P2err et on pose
I = Pe11 · · · Perr . Alors A est non ramifie´e aux places finies. De plus, si I est
principal, alors
Λ = OK + 1 + i
2
I +
1 + j
2
I +
1 + i+ j + k
2
OK
est un ordre maximal de A.
Preuve : Comme e(P) est pair pour tout premier dyadique P, A est non
ramifie´e aux places finies (voir la proposition 3.3.4). Pour montrer que Λ est
un ordre, il suffit de ve´rifier la stabilite´ pour la multiplication, ce qui est
facile. Soit D(Λ/OK) le discriminant de Λ. Par de´finition,
D(Λ/OK) = 〈det(tr(xixj)1≤i,j≤4) | x1, . . . , x4 ∈ Λ〉.
Il existe α, β ∈ I tels que αβ = 2 (car I est principal). Posons x1 = 1,
x2 = α
1+i
2 , x3 = β
1+j
2 , x3 =
1+i+j+k
2 . Nous pouvons alors ve´rifier que
det(tr((xixj)1≤i,j≤4) = 1. Ainsi, 1 ∈ D(Λ/OK) et donc D(Λ/OK) = OK , ce
qui de´montre que Λ est un ordre maximal.

Proposition 3.3.8. Soient K un corps de nombres et A = (−1,−1)K une
alge`bre de quaternions. On suppose que e(P) et f(P) sont impairs pour tout
premier dyadique P, alors
Λ = OK ⊕ iOK ⊕ jOK ⊕ 1 + i+ j + k
2
OK
est un ordre maximal de A, et A est ramifie´ en P pour tout premier dyadique
P.
Preuve : La proposition 3.3.4 nous assure que tout premier dyadique
ramifie dans A. Il suffit alors de ve´rifier que Λ est un ordre et que son
discriminant est 4OK .

3.4 Borne supe´rieure du minimum euclidien dans
le cas totalement inde´fini
Nous avons de´termine´, dans le chapitre II, une borne supe´rieure du mini-
mum euclidien d’un ordre maximal dans une alge`bre a` division sur un corps
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de nombres. Dans le cas particulier des corps de quaternions totalement
inde´finis (c’est-a`-dire non ramifie´s aux places infinies re´elles), on peut com-
parer le minimum euclidien d’un ordre maximal a` celui de K (a` condition
que K soit principal). C’est le but de cette section.
Dans cette section, A est un corps de quaternions totalement inde´fini sur un
corps de nombres K et Λ est un ordre maximal de A.
Proposition 3.4.1. Soient A un corps de quaternions totalement inde´fini
sur un corps de nombres K. Notons hK le nombre de classes d’ide´aux de K
et hA le nombre de classes d’ide´aux a` gauche (ou a` droite) de n’importe quel
ordre maximal de A. On a
hA = hK .
Preuve : Le the´ore`me d’Hasse-Schilling-Mass (voir [Rei03] the´ore`me 33.15,
p.289) nous dit que α ∈ K× est la norme re´duite d’un e´le´ment de A, si et
seulement si σ(α) > 0 pour toute place re´elle σ ramifie´e dans A. Dans notre
cas, cette condition est toujours ve´rifie´e (car Ram∞(A) est vide), donc la
norme re´duite est surjective.
Le premier point du corollaire 5.7, p.89 de [Vig80] nous dit que hA = h
ou` h est le nombre de classes d’ide´aux de K au sens restreint (c’est-a`-dire
h = |I(K)/ ∼ | ou` I(K) est le groupe des ide´aux de K et I ∼ J si IJ−1
est un ide´al principal de K admettant un ge´ne´rateur dans nrA/K(A)). Dans
notre cas, comme nrA/K est surjective, on a h = hK .

Lemme 3.4.2. Soient R un anneau et I un ide´al a` droite de R. Soient a,
b ∈ R tels que bR et I sont premiers entre eux (c’est-a`-dire bR + I = R).
Alors les ensembles
I1 = {x ∈ R | a− bx ∈ I} et I2 = {x ∈ R | a− bx 6∈ I}
sont non vides.
Preuve : Il existe x ∈ R tel que a− bx ∈ I (car b et I sont premiers entre
eux), ce qui prouve que I1 est non vide. Conside´rons maintenant x ∈ I1 et
z = x + 1. Supposons que a − bz ∈ I, alors b = (a − bx) − (a − bz) ∈ I, ce
qui est absurde puisque bR et I sont premiers entre eux. Cela montre que
I2 est non vide.

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Lemme 3.4.3. Soient R un anneau, a, b ∈ R et I1, . . . , In des ide´aux a`
droite de R tels que bR et Ii sont premiers entre eux pour tout 1 ≤ i ≤ n.
Alors l’ensemble
I = {x ∈ R | a− bx 6∈ ∪ni=1Ii}
est non vide.
Preuve : Conside´rons l’ide´al J = ∩ni=1Ii. Remarquons d’abord que l’ide´al
J est premier a` bR. En effet, bR+ Ii = R pour tout 1 ≤ i ≤ n, donc
R =
n⋂
i=1
(bR + Ii) ⊂ bR+
n⋂
i=1
Ii = bR+ J.
Par le lemme pre´ce´dent, il existe donc x ∈ R tel que a− bx ∈ Ii, pour tout
1 ≤ i ≤ n de sorte que a − b(x + 1) 6∈ Ii pour tout 1 ≤ i ≤ n (car sinon
b = (a− bx)− (a− b(x+ 1)) ∈ Ii).

Corollaire 3.4.4. Soient R un anneau principal a` droite, a, b ∈ R sans
diviseur commun a` gauche et I1 = c1R, . . . , In = cnR des ide´aux de R tels
que pour tout 1 ≤ i ≤ n, soit b ∈ Ii, soit bR et Ii sont premiers entre eux.
Alors
I = {x ∈ R | a− bx 6∈ ∪ni=1Ii}
est non vide.
Preuve : Supposons que b ∈ Ii. Alors a−bx 6∈ Ii pour tout x ∈ R. En effet,
si a− bx ∈ Ii, alors a ∈ Ii = ciR, donc il existe r et s ∈ R tels que a = cir
et b = cis, ce qui contredit le fait que a et b n’ont pas de diviseur commun a`
gauche. Les ide´aux Ii tels que b ∈ Ii n’interviennent donc pas ; il suffit alors
d’appliquer le lemme pre´ce´dent.

Nous pouvons e´galement e´noncer ce re´sultat dans le cas d’un anneau non
principal. Dans ce cas il faut ajouter une hypothe`se sur A.
Corollaire 3.4.5. Soient R un anneau, a, b ∈ R et I1, . . . , In des ide´aux
de R tels que pour tout 1 ≤ i ≤ n, soit b ∈ Ii et a 6∈ Ii, soit bR et Ii sont
premiers entre eux. Alors
I = {x ∈ R | a− bx 6∈ ∪ni=1Ii}
est non vide.
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Preuve : Supposons que b ∈ Ii. Alors a − bx 6∈ Ii pour tout x ∈ R. En
effet, si a − bx ∈ Ii, alors a ∈ Ii, ce qui est absurde. Les ide´aux Ii tels que
b ∈ Ii n’interviennent donc pas ; il suffit alors d’appliquer le lemme 3.4.3.

Proposition 3.4.6. Soient Λ un ordre maximal principal d’un corps de
quaternions A et x un e´le´ment de A. Alors il existe a, b, c ∈ Λ tels que
x = b−1a+ c, et nrA/K(a) et nrA/K(b) sont premiers entre eux.
Preuve : Nous savons qu’il existe u, b ∈ Λ tels que x = b−1u. Remarquons
d’abord qu’on peut supposer que u et b n’ont pas de diviseur commun a`
gauche. En effet, si u = ru′ et b = rb′, alors x = b−1u = b′−1r−1ru′ = b′−1u′.
Posons max = {m1, . . . ,mn} l’ensemble des ide´aux maximaux a` droite de Λ,
qui contiennent nrA/K(b)Λ. Comme les mi sont maximaux, nous avons soit
bΛ+mi = Λ, soit b ∈ mi. Par le corollaire pre´ce´dent, il existe donc c ∈ Λ tel
que
u− bc 6∈ m pour tout m ∈ max. (III.1)
Supposons que nrA/K(b) et nrA/K(u − bc) ne sont pas premiers entre eux.
Alors il existe un ide´al premier bilate`re β de Λ tel que
nrA/K(b)Λ,nrA/K(u− bc)Λ ⊂ β.
Notons que l’ensemble des ide´aux maximaux a` droite au-dessus de β est
contenu dans max. Nous pouvons de´composer nrA/K(u − bc)Λ en produit
d’ide´aux premiers :
nrA/K(u− bc)Λ = βeβe11 · · · βerr
pour des ide´aux premiers bilate`res β1, . . . , βr. Soient
I = (u− bc)Λ et maxI = {M1, . . . ,Ms}
l’ensemble des ide´aux maximaux a` droite de Λ contenant I. Posons
Γi = annΛMi = {x ∈ Λ | Λx ⊂Mi}
l’unique ide´al premier bilate`re contenu dansMi (voir [Rei03] the´ore`me 22.15,
p.195). Comme nrA/K(u− bc)Λ est bilate`re et contenu dansMi pour tout i,
nrA/K(u− bc)Λ ⊂
s⋂
i=1
Γi.
Sans perte de ge´ne´ralite´, il est donc possible de supposer que Γ1 = β, et
comme β = Γ1 ⊂ M1, il existe 1 ≤ i ≤ n tel que M1 = mi, ce qui est en
contradiction avec III.1 puisque
u− bc ∈M1 = mi et mi ⊃ nrA/K(b)Λ.
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Nous avons donc de´montre´ que nrA/K(u − bc) et nrA/K(b) sont premiers
entre eux. Pour terminer, posons a = u− bc. Alors
b−1a+ c = b−1u− c+ c = x
ce qui est le re´sultat annonce´.

Nous pouvons aussi e´noncer ce re´sultat pour certains e´le´ments de A, lorsque
Λ n’est pas principal.
Proposition 3.4.7. Soient Λ un ordre maximal d’un corps de quaternions
A et a, b ∈ Λ. Soit max l’ensemble des ide´aux maximaux a` droite de Λ qui
contiennent nrA/K(b)Λ. Supposons que si m ∈ max et si b ∈ max, alors
a 6∈ max. Posons x = b−1a. Alors il existe u, v, c ∈ Λ tels que x = u−1v+ c,
et nrA/K(u) et nrA/K(v) sont premiers entre eux.
Preuve : Il suffit de reprendre la preuve de la proposition pre´ce´dente en
utilisant le corollaire 3.4.5 a` la place du corollaire 3.4.4.
Il nous reste deux lemmes a` e´noncer avant de passer au re´sultat principal de
cette section. Le premier concerne le lien entre la norme re´duite d’un ide´al
I et l’intersection de I avec OK . Le second donne certaines proprie´te´s en
relation avec l’additivite´ de la norme.
Lemme 3.4.8. Soient A une alge`bre de quaternions sur un corps de nombres
K, Λ un ordre maximal de A et I un ide´al entier a` droite de Λ. Posons
I ∩ OK = Pf11 · · · Pfrr
ou` les Pi sont des ide´aux premiers de OK et les fi des entiers strictement
positifs, alors il existe r entiers ei avec fi ≤ ei, tels que
nrA/K(I) = Pe11 · · · Perr .
Preuve : Il existe des ide´aux entiers maximaux mi,i+1 tels que
I = m12m23 · · ·mn−2,n−1mn−1,n
et
Λ1 = Ol(m12) = Ol(I), Or(mn−1,n) = Or(I) = Λ,
Or(mi,i+1) = Ol(mi+1,i+2) = Λi+1
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(voir [Rei03] the´ore`me 22.18 et suivants, p.196). Posons Pi = mi,i+1 ∩ OK
(les Pi ne sont pas ne´cessairement distincts). Alors
P1 · · · Pn−1 ⊂ I ∩ OK ⊂ Pi
pour tout 1 ≤ i ≤ n − 1. Autrement dit, chaque Pi apparaˆıt dans la
de´composition de I ∩OK . D’autre part,
nrA/K(I) = nrA/K(m12) · · · nrA/K(mn−1,n) = P1 · · · Pn−1
ce qui prouve que les premiers apparaissant dans les de´compositions de I ∩
OK et de nrA/K(I) co¨ıncident. Soit x ∈ I. Comme x ∈ Λ, xγ ∈ Λ, donc
nrA/K(x) = xx
γ ∈ I, de sorte que nrA/K(I) ⊂ I ∩ OK , ce qui prouve que
fi ≤ ei.

Remarque : Des calculs explicites permettent de voir que ei ≤ 2fi et de
de´terminer comple´tement les fi, en fonction des ei, si I est bilate`re. Si m est
un ide´al maximal de Λ, alors nrA/K(m) = m ∩ OK (autrement dit ei = fi
pour tout 1 ≤ i ≤ r).
Lemme 3.4.9. Soient A un corps de quaternions totalement inde´fini sur un
corps de nombres K, Λ un ordre maximal de A, x ∈ Λ et I un ide´al bilate`re
de Λ. On suppose que nrA/K(x) et nrA/K(I) sont premiers entre eux. Alors
nrA/K(x+ I) = nrA/K(x) + I ∩ OK .
Preuve : Voir proposition 5.8, p.90 de [Vig80].
Nous pouvons maintenant e´noncer le re´sultat important de la section.
The´ore`me 3.4.10. Soient A un corps de quaternions totalement inde´fini
sur un corps de nombres principal K et Λ un ordre maximal de A. Soit
ξ′ = b−1a − c ∈ A (ou` a, b, c ∈ Λ sont comme dans la proposition 3.4.6).
Posons ξ = b−1a. Alors
mΛ(ξ
′) = mΛ(ξ) ≤ mK(nrA/K(b−1a)).
En particulier,
M(A) ≤ M(K).
Si, de plus, bΛ est bilate`re alors
Cb ·mK
(
nrA/K(a)
tb
)
≤ mΛ(ξ′) = mΛ(ξ)
ou` tb est un ge´ne´rateur de bΛ ∩ OK et Cb =
∣∣∣NK/Q (nrA/K(b)tb )∣∣∣−1.
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Preuve : Nous savons que mΛ(x) = mΛ(x − c) pour tout x ∈ A et tout
c ∈ Λ (voir la proposition 2.2.2). Nous avons donc bien mΛ(ξ′) = mΛ(ξ).
Nous allons d’abord de´montrer la seconde ine´galite´. Nous pouvons donc
supposer que bΛ est bilate`re. Soit γ ∈ Λ tel que
mΛ(ξ) = |nrA/Q(ξ − γ)|.
Par le lemme pre´ce´dent,
nrA/K(a− bγ) ∈ nrA/K(a)− bΛ ∩ OK = nrA/K(a)− tbOK
de sorte qu’il existe v ∈ OK avec
nrA/K(a− bγ) = nrA/K(a)− tbv.
Calculons mΛ(ξ) :
mΛ(ξ) = |nrA/Q(b−1)| · |nrA/Q(a− bγ)|
= |NK/Q(nrA/K(b−1)tbt−1b )| · |NK/Q(nrA/K(a)− tbv)|
= |NK/Q(nrA/K(b−1)tb)| · |NK/Q(t−1b nrA/K(a)− v)|
≥ Cb ·mK(t−1b nrA/K(a)).
Cela prouve la seconde ine´galite´. Montrons maintenant que
mΛ(ξ) ≤ mK(nrA/K(ξ)).
Soit u ∈ OK tel que
mK(nrA/K(ξ)) = |NK/Q(nrA/K(ξ)− u)|.
Nous avons,
nrA/K(a)− nrA/K(b)u ∈ nrA/K(a)− nrA/K(b)OK ⊂
⊂ nrA/K(a)− nrA/K(b)Λ ∩ OK .
Comme nrA/K(a) et nrA/K(b)
2 sont premiers entre eux et que nrA/K(b)Λ
est bilate`re, le lemme pre´ce´dent nous dit que
nrA/K(a)− nrA/K(b)Λ ∩ OK = nrA/K(a− nrA/K(b)Λ).
Donc il existe γ ∈ Λ tel que
nrA/K(a)− nrA/K(b)u = nrA/K(a− nrA/K(b)γ).
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Nous pouvons maintenant borner mK(nrA/K(ξ)) :
mK(nrA/K(ξ)) = |NK/Q(nrA/K(ξ)− u)|
= |nrA/Q(b−1)| · |NK/Q(nrA/K(a)− nrA/K(b)u)|
= |nrA/Q(b−1)| · |NK/Q(nrA/K(a− nrA/K(b)γ))|
= |nrA/Q(b−1)| · |nrA/Q(a− bb¯γ)|
= |nrA/Q(ξ − b¯γ)|
≥ mΛ(ξ).
Nous avons donc de´montre´ que
mΛ(ξ) ≤ mK(nrA/K(ξ)).
Comme la norme re´duite est surjective,
M(A) = sup{mΛ(ξ) | ξ ∈ A} ≤ sup{mK(nrA/K(ξ)) | ξ ∈ A} = M(K)
ce qui prouve la dernie`re affirmation du the´ore`me.

Ce the´ore`me a des conse´quences importantes pour la classification des corps
de quaternions euclidiens (voir les sections 3.5, 3.11 et 3.13).
Remarquons que l’hypothe`se de principalite´ sur Λ n’est ne´cessaire que dans
l’utilisation de la proposition 3.4.6 qui nous dit que pour tout ξ ∈ A, il existe
a, b, c ∈ Λ avec (nrA/K(b),nrA/K(a)) = 1 et ξ = b−1a+c. Nous pouvons donc
e´noncer le the´ore`me suivant.
The´ore`me 3.4.11. Soient A un corps de quaternions totalement inde´fini
sur un corps de nombres K et Λ un ordre maximal de A. Soient a, b ∈ Λ
tels que (nrA/K(a),nrA/K(b)) = 1. Alors
mΛ(ξ) ≤ mK(nrA/K(ξ)).
Si, de plus, bΛ ∩OK est principal et bΛ est bilate`re, alors
Cb ·mK
(
nrA/K(a)
tb
)
≤ mΛ(ξ)
ou` tb est un ge´ne´rateur de bΛ ∩ OK et Cb =
∣∣∣NK/Q (nrA/K(b)tb )∣∣∣−1 .
En particulier :
Supposons que M(K) est atteint et posons
S(K) = {x ∈ K | M(K) = mK(x)}.
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S’il existe ξ = b−1a ∈ A avec a, b ∈ Λ comme ci dessus tels que
Cb = 1 et nrA/K(ξ) ∈ S(K)
alors
M(Λ) ≥ M(K).
Preuve : Pour la premie`re partie le proce´de´ est le meˆme que dans le
the´ore`me pre´ce´dent. Si les hypothe`ses de la seconde partie sont ve´rifie´es,
alors
mΛ(ξ) = mK(nrA/K(ξ)) = M(K).
Nous avons donc
M(Λ) = sup{mΛ(x) | x ∈ A}
≥ sup{mΛ(b−1a) | a, b ∈ Λ et (nrA/K(a),nrA/K(b)) = 1}
= sup{mK(nrA/K(b−1a)) | a, b ∈ Λ et (nrA/K(a),nrA/K(b)) = 1}
= sup{mK(x) | x ∈ K}
= M(K).

3.5 Alge`bres de quaternions sur Q
Nous allons nous inte´resser, dans cette section, au minimum euclidien des
ordres maximaux sur des corps de quaternions sur Q. Nous verrons qu’on
peut alors calculer explicitement le minimum euclidien d’un ordre maximal.
Commenc¸ons par re´gler le cas des corps de quaternions inde´finis (c’est-a`-dire
non ramifie´s a` l’infini) sur Q.
Proposition 3.5.1. Soient A un corps de quaternions inde´fini sur Q et Λ
un ordre maximal de A, alors Λ est euclidien pour la norme re´duite et
1
4
≤ M(Λ) ≤ 1
2
.
Si, de plus, 2 est ramifie´ dans A alors M(Λ) = 12
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Preuve : Posons b = 2 et a = 1. Avec les meˆmes notations qu’au the´ore`me
3.4.10, tb = nrA/Q(b) = 4 et Cb =
1
2 . De sorte que,
1
2
mK
(
1
2
)
≥ mΛ(b−1),
ce qui prouve que 14 ≤ M(Λ). L’autre ine´galite´ de´coule e´galement directe-
ment du the´ore`me 3.4.10, en effet, M(Λ) ≤ M(Q) = 12 .
Supposons maintenant que 2 est ramifie´ alors il existe un unique ide´al pre-
mier bilate`re P tel queP2 = 2Λ, de plus cet ide´al est maximal (voir le lemme
3.12.6). Soit b un ge´ne´rateur de P. Comme P est maximal, P ∩ Z = 2Z et
nrA/Q(P) = 2Z. Nous pouvons donc supposer nrA/Q(b) = tb = 2 et donc
Cb = 1. Posons a = 1. Le the´ore`me 3.4.10 nous dit alors que
mK
(
1
2
)
≤ mΛ(b−1) ≤ mK
(
1
2
)
.
Autrement dit mΛ(b
−1) = 12 . De sorte que M(Λ) ≥ 12 . L’ine´galite´ inverse
e´tant toujours vraie, le the´ore`me est de´montre´.

Nous pouvons maintenant nous inte´resser au cas des corps de quaternions
de´finis sur Q.
Proposition 3.5.2. Soient A = (a, b)Q un corps de quaternions de´fini
(c’est-a`-dire ramifie´ a` l’infini) sur Q, Λ un ordre maximal de A et (Λ, 1)
le re´seau ide´al trace sur Λ. Alors
M(Λ) =
max(Λ, 1)
2
.
Preuve : Remarquons tout d’abord que pour tout x ∈ A,
nrA/Q(xx
γ) = nrA/Q(x
2) =
(
trA/Q(xx
γ)
2
)2
.
Nous pouvons ainsi calculer M(Λ) :
M(Λ) = sup
x∈A
(
inf
c∈Λ
|nrA/Q(x− c)|
)
= sup
x∈A
(
inf
c∈Λ
∣∣∣∣ trA/Q((x− c)(x − c)γ)2
∣∣∣∣)
=
max(Λ, 1)
2
.
116
3.6 Ordres maximaux des alge`bres de quaternions sur Q

Remarque : L’hypothe`se de ramification a` l’infini est ne´cessaire. En effet,
si A n’est pas ramifie´ a` l’infini, alors (Λ, 1, γ) ne forme pas un re´seau ide´al
de A. Il faut donc choisir une involution orthogonale τ sur A pour former un
re´seau ide´al. Avec un tel re´seau ide´al, il est facile de trouver des exemples
ou` nrA/Q(x
2) 6=
(
trA/Q(xx
τ )
2
)2
.
Cette proposition nous permet de calculer le minimum euclidien de n’im-
porte quel ordre maximal d’un corps de quaternions A sur Q donne´. Mal-
heureusement, le nombre de classes d’ordres maximaux de A augmente, en
moyenne, avec le nombre de places ramifie´es de A. Il nous est donc impossible
d’espe´rer donner explicitement le minimum euclidien des ordres maximaux
de tous les corps de quaternions sur Q.
En revanche, nous allons nous inte´resser a` certaines familles infinies de corps
de quaternions pour lesquels nous pouvons exhiber au moins un ordre maxi-
mal.
Afin de calculer des minima euclidiens pre´cis, nous allons e´tudier en de´tail
certaines alge`bres de quaternions sur Q. C’est le but des sections suivantes.
3.6 Ordres maximaux des alge`bres de quaternions
sur Q
Conside´rons le cas d’une alge`bre de quaternions sur Q ramifie´e a` l’infini et
aux places finies {p1, . . . , ps} (avec s impair). Une telle alge`bre est unique
a` isomorphisme pre`s (a` condition de fixer l’ensemble des places ramifie´es).
Le re´sultat suivant donne une manie`re de repre´senter une telle alge`bre ainsi
qu’un ordre maximal.
Proposition 3.6.1. Soit A une alge`bre de quaternions sur Q ramifie´e aux
places Ramf (A) = {p1, . . . , ps} et a` l’infini. Posons d = p1 · · · ps et soit
q ≡ 3 mod 4 un premier tel que
(
−q
pi
)
= −1 pour tout pi > 2. Alors
A ∼= (−q,−d)Q
et, si c2 ≡ −d mod q,
Λ = Z⊕ 1 + i
2
Z⊕ −ci− k
q
Z⊕ −(1 + i)(ci + k)
2q
Z
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est un ordre maximal de (−q,−d)Q.
Preuve : C’est une conse´quence de la proposition 3.3.3.

De´finition 3.6.2. On appelle forme standard d’une alge`bre de quaternions
A, l’alge`bre (−q,−d)Q isomorphe a` A ou` q et d sont de´finis dans la propo-
sition pre´ce´dente.
En distinguant certains cas particuliers on peut obtenir un re´sultat encore
plus pre´cis.
Proposition 3.6.3. Soit A = (−q,−d)Q la forme standard d’une alge`bre
de quaternions. Supposons d ≡ 3 mod 4 et choisissons un entier impair c
tel que −d ≡ c2 mod q. Alors
Λ = Z⊕ 1 + i
2
Z⊕ −ci− k
q
Z⊕ −(1 + i)(ci + k)
2q
Z
et
Γ = Z⊕ iZ⊕ 1 + j
2
Z⊕ ci+ k
2q
Z
sont des ordres maximaux de A. De plus
I = 2Z⊕ (1 + i)Z ⊕ (1 + j)Z ⊕ (1
2
+
c
2q
i+
1
2
j +
1
2q
k)Z
est un ide´al entier maximal a` gauche de Λ et a` droite de Γ.
L’ide´al I est principal si et seulement si les deux ide´aux premiers (conjugue´s)
au-dessus de q dans K = Q(
√−d) sont principaux. Dans ce cas I est en-
gendre´ par
1 +
y
q
i− x
q
k
ou` x, y ∈ Z ve´rifient q = y2 + dx2 et cx+ y ≡ 0 mod q.
Preuve : Le fait que Λ et Γ sont des ordres maximaux de (−q,−d)Q de´coule
directement de la proposition 3.3.3. Il est facile de ve´rifier que ΛI ⊂ I et
IΓ ⊂ I. Comme Λ et Γ sont maximaux, nous avons meˆme Ol(I) = Λ et
Or(I) = Γ ce qui prouve que I est un ide´al a` gauche de Λ et a` droite de Γ.
L’ide´al I est propre, car il ne contient pas 1. De´terminons la norme re´duite
de I :
nr(I) = 〈nr(2),nr(1 + i),nr(1 + j),nr(1
2
+
c
2q
i+
1
2
j +
1
2q
k)〉 =
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〈4, 1− q, 1− d, c
2 + d+ qd+ q
4q
〉 = 2Z
En effet, les quatre ge´ne´rateurs sont pairs et 1 − q n’est pas divisible par
4. Comme I est propre et que nr(I) = 2Z est maximal, cela force I a` eˆtre
maximal dans Λ (et dans Γ). Pour que I soit principal il faut qu’il existe
z ∈ I tel que nr(z) = 2 (−2 e´tant exclu a` cause de la ramification a` l’infini).
Posons z = 2x0+(1+i)x1+(1+j)x2+(
1
2+
c
2q i+
1
2j+
1
2qk)x3 et nous calculons
sa norme re´duite. Pour simplifier, excluons manuellement les deux seuls cas
pour lesquels d ≤ 7 (c’est-a`-dire d = 3 ou d = 7). Pour ces cas, le ge´ne´rateur
propose´ engendre bien I. Un calcul montre que nr(z) = 2 si et seulement si
q− dx22 est un carre´ dans Z, disons y2 = q− dx22. Nous de´terminons ensuite,
parmi les deux choix possibles de y, celui qui ve´rifie cx+ y ≡ 0 mod q, cela
est toujours possible car (cx+y)(cx−y) = c2x2−y2 ≡ −dx2−y2 ≡ 0 mod q.
Il suffit alors de ve´rifier que 1+ yq i− xq k est bien un e´le´ment de I de norme 2
qui engendre I comme ide´al a` gauche de Λ. Pour comple´ter la de´monstration
de la proposition telle qu’elle est e´nonce´e, il faut encore rappeler, d’une part
que qOK = QQ¯ ou` K = Q(
√−d) car −d est un re´sidu quadratique modulo
q (voir [Sam67] paragraphe 5.4, proposition 1) et d’autre part que Q est
principal si et seulement si l’e´quation de Pell (q = x2 + dy2) admet une
solution entie`re.

Corollaire 3.6.4. Soient Γ et Λ les ordres maximaux de la proposition
pre´ce´dente. Les minima euclidiens de Γ et Λ sont lie´s par la relation
1
4
≤ M(Λ)
M(Γ)
≤ 4.
Preuve : Soit I l’ide´al de la proposition pre´ce´dente. Remarquons que 2 ∈ I
et que 1 ∈ I−1. La proposition 2.4.5 nous dit alors que
1
nrA/Q(2)
≤ M(Λ)
M(Γ)
≤ nrA/Q(2).

Si Γ et Λ sont donne´s, on peut calculer explicitement leur minimum eucli-
dien (voir la proposition 3.5.2). Dans le cas de Γ on peut obtenir facilement
une borne explicite du minimum euclidien. C’est l’objet de la proposition
suivante.
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Proposition 3.6.5. Avec les hypothe`ses et notations de la proposition 3.6.3,
M(Γ) =
(d+ 1)2
16d
+
max(Z2, b)
2
ou` b est la forme biline´aire donne´e par la matrice(
2q c
c c
2+d
2q
)
.
Preuve : Remarquons que le re´seau ide´al (Γ, 1) est isomorphe a`
(Z2 ⊕ Z2, b1 ⊕ b2)
ou`
b1 =
(
2 1
1 d+12
)
et b2 =
(
2q c
c c
2+d
2q
)
de sorte que max(Γ, 1) = max(Z2, b1) + max(Z2, b2). Il est facile de ve´rifier
que max(Z2, b1) =
(d+1)2
8d (car la forme b1 est re´duite) et de conclure graˆce
a` la proposition 3.5.2, qui nous dit que M(Γ) = max(Γ,1)2 .

Etudions maintenant le cas ou` d ≡ 1 mod 4.
Proposition 3.6.6. Soit A = (−q,−d)Q la forme standard d’une alge`bre
de quaternions A′. Supposons d ≡ 1 mod 4 et choisissons c impair tel que
−d ≡ c2 mod q. Posons l = 1 si c ≡ 3 mod 4 et l = 3 sinon. Alors
Λ = Z⊕ 1 + i
2
Z⊕ −ci− k
q
Z⊕ −(1 + i)(ci + k)
2q
Z
et
Γ = Z⊕ iZ⊕ i+ j
2
Z⊕ q + (a− c)i+ k
2q
Z
sont des ordres maximaux. De plus
I = 2Z⊕ (1 + i)Z⊕ (1 + j)Z ⊕ ( la+ ci+ qj + k
2q
)Z
est un ide´al entier maximal a` droite de Λ et a` gauche de Γ.
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Preuve : Nous proce´dons comme dans la preuve de 3.6.3. Autrement dit,
nous ve´rifions d’abord que Λ et Γ sont bien des anneaux, que leur discrimi-
nant est d2Z, et que ΓI = I et IΛ = I. Finalement nous nous assurons que
nrA/Q(I) = 2Z.

Il semble plus difficile de de´terminer, dans ce cas, a` quelles conditions les
ordres Γ et Λ sont dans la meˆme classe de conjuguaison, c’est-a`-dire quand
I est principal. C’est au moins le cas si d = 5, comme nous le verrons a` la
fin de cette section.
Le proble`me de la repre´sentation standard d’un corps de quaternions est,
d’une part, qu’elle de´pend de deux parame`tres et, d’autre part, que les ordres
maximaux propose´s de´pendent de deux ou trois parame`tres. Le re´seau ide´al
(Λ, 1) associe´ a` un de ces ordres de´pend e´galement de ces trois parame`tres.
Il est donc tre`s difficile de calculer explicitement le maximum de (Λ, 1) et
par conse´quent, nous ne pouvons pas donner explicitement le minimum eu-
clidien de ces ordres.
En pre´cisant les hypothe`ses sur la ramification de A, il est parfois possible
de trouver des repre´sentations plus simples de A, et surtout des ordres maxi-
maux de A dont le re´seau ide´al associe´ ne de´pend que d’un parame`tre. Il
devient alors raisonnable d’espe´rer calculer le maximum du re´seau et donc de
donner le minimum euclidien de l’ordre. C’est le but de la section suivante.
3.7 Minimum euclidien des corps de quaternions
sur Q : cas particuliers
Nous nous limitons aux corps de quaternionsA de´finis, ramifie´s en {p1, . . . , ps}
(avec s impair), tel que p1 ≡ · · · ≡ ps mod 4.
Proposition 3.7.1. Soit A une alge`bre de quaternions sur Q ramifie´e a`
l’infini et aux places finies Ramf (A) = {p1, . . . , ps} avec s impair, et soit
d = p1 · · · ps le discriminant re´duit de A. On a
Si d = 2
A ∼= (−1,−1)Q et l’unique ordre maximal (a` conjugaison pre`s) est
donne´ par
Λ2 = Z⊕ iZ ⊕ jZ⊕ 1 + i+ j + k
2
Z.
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Si pi ≡ 3 mod 4 pour tout 1 ≤ i ≤ s
A ∼= (−1,−d)Q et un ordre maximal est donne´ par
Λ3 = Z⊕ iZ⊕ i+ j
2
Z⊕ 1 + k
2
Z.
De plus, si d ≡ 11 mod 16 alors un autre ordre maximal (non conjugue´
a` Λ) est donne´ par
Λ16 = Z⊕ 1 + 2i+ j
2
Z⊕ 2iZ ⊕ 2− i− k
4
Z.
En particulier hA ≥ 2.
Si pi ≡ 5 mod 8 pour tout 1 ≤ i ≤ s
A ∼= (−2,−d)Q et un ordre maximal est donne´ par
Λ5 = Z⊕ 1 + i+ j
2
Z⊕ jZ⊕ 2 + i+ k
4
Z.
Si pi ≡ 1 mod 8 et que pi ≡ 2 mod 3 pour tout 1 ≤ i ≤ s
A ∼= (−3,−d)Q et un ordre maximal est donne´ par
Λ1 = Z⊕ 1 + i
2
Z⊕ i+ k
3
Z⊕ (1 + i)(i+ k)
6
Z.
Preuve : Nous commenc¸ons par ve´rifier les isomorphismes annonce´s. Si
d = 2, alors 2 est l’unique place ramifie´e de A et donc A ∼= (−1,−1)Q
et l’ordre donne´ est bien un ordre maximal. Pour les autres cas rappelons
d’abord le re´sultat suivant (voir, par exemple, [LJ] proposition 2.8, p.17) :
Si p est un premier diffe´rent de 2, a, b des entiers tels que que p ne divise
pas a, alors p est ramifie´ dans (a, pb)Q si et seulement si a n’est pas un carre´
modulo p. De plus p n’est pas ramifie´ dans (a, b)Q si p ne divise ni a ni b.
Soit B = (−1,−d)Q ou` d = p1 . . . ps est un produit de nombres premiers
congrus a` 3 modulo 4 et s est impair. Comme −1 n’est pas un carre´ modulo
pi pour tout 1 ≤ i ≤ s, les seuls premiers impairs ramifie´s sont p1, . . . , ps. Il
est clair que A est ramifie´ a` l’infini, de sorte que B ne peut eˆtre ramifie´ en
2 puisqu’il doit eˆtre ramifie´ en un nombre pair de places. Nous avons donc
de´montre´ que B est ramifie´ en l’infini et aux premiers p1, . . . , ps. Donc B
est isomorphe a` A.
Soit B = (−2,−d)Q ou` d = p1 . . . ps avec pi ≡ 5 mod 8, alors(−2
pi
)
=
(−1
pi
)(
2
pi
)
= (−1)
p2i−1
8 = −1,
donc les pi sont ramifie´s et ce sont les seuls premiers impairs ramifie´s. Comme
avant, B est ramifie´ a` l’infini et ne peut donc pas eˆtre ramifie´ en 2 par parite´
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du nombre de places ramifie´es.
Soit B = (−3,−d)Q avec d = p1 . . . ps, ou` pi ≡ 1 mod 8 et pi ≡ 2 mod 3.
Alors (−3
pi
)
=
(
3
pi
)
=
(pi
3
)
=
(
2
3
)
= −1,
donc les pi sont ramifie´s. Le seul premier impair qui peut ramifier (en dehors
des pi) est 3. Nous avons(−d
3
)
=
(−1
3
) s∏
i=1
(pi
3
)
= −(−1)s = 1
donc 3 n’est pas ramifie´.
Comme deux alge`bres de quaternions ramifie´es aux meˆmes places sont iso-
morphes, cela prouve les isomorphismes annonce´s. Nous ve´rifions que les
ordres propose´s sont bien des anneaux et que leur discriminant est d2, ce
qui prouve que ce sont des ordres maximaux. La dernie`re chose a` voir, c’est
que les ordres Λ3 et Λ16 du deuxie`me cas ne sont pas conjugue´s. Nous al-
lons voir que les minima euclidiens de Λ3 et Λ16 diffe`rent (voir le corollaire
3.7.8). Or deux ordres conjugue´s ont le meˆme minimum euclidien (voir la
proposition 2.4.3), donc Λ3 et Λ16 ne sont pas conjugue´s.

Cette proposition couvre les cas ou` A est ramifie´e en une seule place finie p,
a` l’exception du cas p ≡ 1 mod 8 qui n’est traite´ que partiellement.
Nous allons maintenant calculer le minimum euclidien de chacun de ces
ordres maximaux. Pour cela nous devrons, a` chaque fois, calculer le maxi-
mum du re´seau (Λ, 1).
Corollaire 3.7.2. Soient A = (−1,−1)Q et
Λ2 = Z⊕ iZ ⊕ jZ⊕ 1 + i+ j + k
2
Z
comme ci-dessus. Alors
M(Λ) =
1
2
.
En particulier Λ est euclidien pour la norme re´duite.
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Preuve : Il suffit d’observer que le re´seau (Λ, 1) est isomorphe au re´seau D4
dont le maximum est 1. Le re´sultat vient alors du fait que M(Λ) = max(Λ,1)2
(voir la proposition 3.5.2).

Corollaire 3.7.3. Soient d = p1 · · · ps avec s impair et pi ≡ 3 mod 4
premiers pour tout 1 ≤ i ≤ s, A = (−1,−d)Q le corps de quaternions
ramifie´ aux places pi et a` l’infini et
Λ3 = Z⊕ iZ⊕ i+ j
2
Z⊕ 1 + k
2
Z
un ordre maximal de A. alors
M(Λ3) =
(d+ 1)2
8d
.
Preuve : Nous observons que le re´seau (Λ3, 1) est isomorphe au re´seau
L⊕ L ou` L est le re´seau donne´ par la matrice de Gram suivante :(
2 1
1 d+12
)
.
Il est facile de calculer max(L) = (d+1)
2
8d et donc max(Λ, 1) =
(d+1)2
4d . La
proposition 3.5.2 nous permet de conclure. En effet, M(Λ3) =
max(Λ3,1)
2 .

Jusqu’ici le calcul du maximum de (Λ, 1) e´tait tre`s facile ; dans le premier
cas parce que (Λ2, 1) ∼= D4 est un re´seau bien connu, et dans le second cas
parce que (Λ3, 1) est de´composable. Les trois derniers cas, Λ16,Λ5 et Λ1 sont
beaucoup plus difficiles a` traiter car les re´seaux (Λi, 1), pour i ∈ {1, 5, 16},
sont inde´composables.
Commenc¸ons par e´tudier le cas de Λ5.
Dans ce cas, d = p1 · · · ps avec s impair et pi ≡ 5 mod 8 premier, A =
(−2,−d)Q est l’alge`bre de quaternions sur Q ramifie´e a` l’infini et en pi
(1 ≤ i ≤ s) et
Λ5 = Z⊕ 1 + i+ j
2
Z⊕ jZ⊕ 2 + i+ k
4
Z
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est un ordre maximal de A. Le calcul de la matrice de Gram du re´seau
(Λ5, 1) nous donne le re´sultat suivant :
(Λ5, 1) ∼= (Z4, q) ou` q est le produit scalaire donne´ par la matrice
2 1 0 1
1 d+32 d 1
0 d 2d 0
1 1 0 d+34
 .
Pour calculer le minimum euclidien de Λ5, il faut donc calculer le maximum
du re´seau (L, q). C’est l’objet de la proposition suivante.
Proposition 3.7.4. Soit (L, q) ou` L = Z4, et ou` la forme biline´aire q est
donne´e par la matrice 
2 1 0 1
1 d+32 d 1
0 d 2d 0
1 1 0 d+34
 .
d e´tant, soit un entier plus petit ou e´gal a` 5, soit un nombre rationnel plus
grand que 5. Alors le maximum du re´seau (L, q) est donne´ par
max(L, q) =
3d2 + 10d + 3
16d
.
Preuve : Pour des raisons calculatoires, commenc¸ons par exclure les cas
ou` d ∈ {1, 2, 3, 4}. Dans ces quatre cas, il est possible de calculer a` la main
(ou a` l’ordinateur) la cellule de Voronoi du re´seau et de constater que les
sommets de cette cellule les plus e´loigne´s de l’origine sont bien de norme
3d2+10d+3
16d . Nous pouvons donc supposer que d > 5.
Conside´rons maintenant l’ensemble suivant de 24 vecteurs du re´seau :
P = {p1 = (1,−2, 1, 0) , p2 = (1, 0, 0, 0) , p3 = (0, 0, 0, 1) ,
p4 = (0, 1, 0, 0) , p5 = (0, 1,−1, 0) , p6 = (1,−1, 0, 0) ,
p7 = (0, 1, 0,−1) , p8 = (−1, 2,−1, 0) , p9 = (−1, 1,−1, 0) ,
p10 = (0,−2, 1, 1) , p11 = (1,−2, 1, 1) , p12 = (1,−1, 1, 0) ,
p13 = (1, 0, 0,−1) , p14 = (0, 2,−1,−1) , p15 = (0,−1, 0, 1) ,
p16 = (−1, 0, 0, 1) , p17 = (−1, 0, 0, 0) , p18 = (0,−1, 1, 1) ,
p19 = (0, 1,−1,−1) , p20 = (0, 0, 0,−1) , p21 = (0,−1, 0, 0) ,
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p22 = (−1, 2,−1,−1) , p23 = (0,−1, 1, 0) , p24 = (−1, 1, 0, 0)} .
Notons
V = {x ∈ R4 | q(x, x) ≤ q(x− l, x− l) pour tout l ∈ L}
la cellule de Voronoi du re´seau L, et
P = {x ∈ R4 | q(x, x) ≤ q(x− p, x− p) pour tout p ∈ P} .
L’ensemble P est une partie de R4 contenant la cellule de Voronoi V. Nous
allons voir que P est convexe et borne´e.
Notons δP le bord de P ; alors
δP = {x ∈ R4 | il existe p ∈ P avec q(x, x) = q(x− p, x− p)} ={
x ∈ R4 | il existe p ∈ P avec q(x, p) = q(p, p)
2
}
ce qui prouve la convexite´ de P car, pour p fixe´, q(x, p) = q(p,p)2 est un hy-
perplan de R4.
Conside´rons maintenant
Q = {x ∈ R4 | q(x, x) ≤ q(x− p, x− p) pour tout p ∈ {p1, p2, p7, p9, p16}}
alors P ⊂ Q et nous allons voir que Q est borne´. Remarquons d’abord que
{p1, p2, p7, p9} est une base de R4 et que p16 = −(p1+ p2+ p7+ p9), de sorte
que pour tout x ∈ Q, x = x1p1+x2p2+x3p7+x4p9. Conside´rons les quatre
premie`res ine´quations qui de´finissent Q :
q(x, pi) ≤ q(pi, pi)
2
ou` i ∈ {1, 2, 7, 9}.
Ces ine´quations nous donnent un syste`me d’ine´quations line´aires qui admet
une unique solution, de sorte qu’il existe ci ∈ R (1 ≤ i ≤ 4) tels que
xi ≤ ci pour tout 1 ≤ i ≤ 4.
En combinant ce re´sultat avec la dernie`re ine´quation de´finissant Q :
q(x,
∑
i∈{1,2,7,9}
pi) ≥ −
q(
∑
i∈{1,2,7,9} pi,
∑
i∈{1,2,7,9} pi)
2
,
nous obtenons l’existence de bi ∈ R (1 ≤ i ≤ 4) tels que
bi ≤ xi ≤ ci pour tout 1 ≤ i ≤ 4,
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ce qui prouve que Q et P sont borne´s.
Ainsi P est un domaine convexe borne´ et ferme´ dont le bord est l’intersection
de 24 hyperplans, c’est donc un polytope a` 24 faces de dimension 3. Un calcul
(effectue´ avec Magma) permet d’obtenir les 52 sommets de ce polytope et
d’observer que 28 d’entre eux sont de norme
n1 =
3d2 + 10d+ 3
16d
et les 24 autres de norme
n2 =
3d2 + 2d+ 43
16d
.
Si d ≥ 5, alors n1 ≥ n2. Comme la cellule de Voronoi V est contenue dans
P, cela prouve que le maximum de L est borne´ supe´rieurement par n1. Il
reste donc a` voir que max(L, q) ≥ n1.
Soit
v =
1
d
(
1 + 3d
8
,
1− d
4
,
−3− d
8
,
−1 + d
2
)
un des sommets de P de norme n1. Pour ve´rifier que max(L, q) ≥ n1, il suffit
de voir que la distance entre v et L est n1. Conside´rons la fonction
f(X) = q(X − v,X − v)− n1.
Alors max(L, q) ≥ n1 si et seulement si minX∈Z4 f(X) = 0. Afin de pouvoir
e´tudier agre´ablement ce minimum, nous allons faire un changement de va-
riables (qui est simplement une orthogonalisation de la forme biline´aire q).
Posons
x = x′ + y′ − z
′
4
, y = −2y′ − z
′
2
, z = y′ +
z′
4
+
t′
2
, t = z′ (III.2)
et Y = (x, y, z, t), alors
f(Y ) =
2
(
x′ − 1
2
)2
+ 4y′2 +
d
4
(
z′ +
1− d
2d
)2
+
d
2
(
t′ − d+ 1
2d
)2
− 3d
2 + 10d + 3
16d
.
Les formules de changement de variables donne´e dans III.2, combine´es avec
le fait que x, y, z, t ∈ Z impliquent que x′, y′ ∈ 14Z, z′ ∈ Z, t′ ∈ 12Z (ces
conditions sont ne´cessaires mais pas suffisantes).
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On sait que minX∈Z4 f(X) ≤ 0 car f(0) = 0. Supposons donc f(Y ) ≤ 0. Un
rapide calcul combinant l’ine´quation f(Y ) ≤ 0 et le fait que x, y, z, t ∈ Z
permet de voir que
z′ ∈ {0, 1} , t′ ∈
{
−1,−1
2
, 0
}
et que la valeur t′ = −12 est exclue. En effet, supposons que z′ = 0 et t′ = −12 .
Alors z = y′− 14 et y = −2y′ sont des entiers, ce qui est absurde. Supposons
maintenant z′ = 1 et t′ = −12 . Alors z = y′ et y = −2y′− 12 sont des entiers,
ce qui est impossible. Finalement les valeurs possibles de z′ et t′ sont :
z′ ∈ {0, 1} et t′ ∈ {−1, 0} .
Ces quatre cas fournissent un nombre fini de possibilite´s pour x′ et y′. Nous
obtenons alors, pour X ∈ Z4, que
f(X) ≤ 0 si et seulement si X ∈ {(1, 0, 0, 0), (0, 0, 0, 1), (0, 1,−1, 0),
(1,−1, 0, 0), (0,−1, 0, 1), (1,−1, 0, 1), (0, 0, 0, 0)}
et dans tous ces cas, f(X) = 0. Par conse´quent
min
X∈Z4
f(X) = 0,
donc max(L, q) ≥ n1.

Corollaire 3.7.5. Soient d = p1 · · · ps ou` s est impair et ou` les pi sont
des nombres premiers congrus a` 5 modulo 8, A = (−2,−d)Q l’alge`bre de
quaternions sur Q ramifie´e a` l’infini et en pi (1 ≤ i ≤ s) et
Λ5 = Z⊕ 1 + i+ j
2
Z⊕ jZ⊕ 2 + i+ k
4
Z
un ordre maximal de A. Alors le minimum euclidien de Λ est e´gal a`
M(Λ5) =
3d2 + 10d+ 3
32d
.
Preuve : La proposition pre´ce´dente nous dit que max(Λ, 1) = 3d
2+10d+3
16d .
Donc
M(Λ5) =
max(Λ5, 1)
2
=
3d2 + 10d+ 3
32d
.

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Etudions maintenant le cas ou` d = p1 · · · ps ≡ 11 mod 16 avec pi ≡ 3
mod 4. L’alge`bre de quaternions A = (−1,−d)Q est ramifie´e a` l’infini et en
pi pour 1 ≤ i ≤ s. De plus,
Λ16 = Z⊕ 1 + 2i+ j
2
Z⊕ 2iZ⊕ 2− i− k
4
Z
est un ordre maximal de A. On calcule facilement la matrice de Gram du
re´seau (Λ16, 1) ce qui nous donne le re´sultat suivant :
(Λ16, 1) ∼= (Z4, q) ou` q est le produit scalaire donne´ par la matrice
2 1 0 1
1 d+52 4 0
0 4 8 −1
1 0 −1 d+58
 .
Pour calculer le minimum euclidien de Λ16, il faut donc calculer le maximum
du re´seau (L, q).
Proposition 3.7.6. Soit (L, q) ou` L = Z4 et la forme biline´aire q est donne´e
par la matrice 
2 1 0 1
1 d+52 4 0
0 4 8 −1
1 0 −1 d+58

d e´tant, soit un entier compris entre 3 et 21, soit un nombre rationnel plus
grand que 21. Alors le maximum du re´seau (L, q) est donne´ par
max(L, q) =
5d2 + 34d+ 45
32d
.
Preuve : Nous proce´dons exactement comme dans la preuve de la propo-
sition 3.7.4 en utilisant :
P = {p1 = (1, 0, 0, 0) , p2 = (0, 0, 0, 1) , p3 = (−1, 1, 0, 0) ,
p4 = (0, 0, 1, 0) , p5 = (1, 0, 0,−1) , p6 = (−1, 0, 0, 1) ,
p7 = (−1, 0, 0, 0) , p8 = (0, 0, 0,−1) , p9 = (1,−1, 0,−1) ,
p10 = (−1, 1, 0, 1) , p11 = (1,−1, 0, 0) , p12 = (1,−1, 1, 0) ,
p13 = (−1, 1,−1, 0) , p14 = (1, 0,−1,−1) , p15 = (−1, 0, 1, 1) ,
p16 = (0, 1,−1,−1) , p17 = (0,−1, 1, 1) , p18 = (0, 1,−1, 0) ,
p19 = (0,−1, 1, 0) , p20 = (0, 1, 0, 0) , p21 = (0,−1, 0, 0) ,
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p22 = (0, 0,−1, 0) , p23 = (0, 0, 1, 1) , p24 = (0, 0,−1,−1)} ,
Q = {x ∈ R4 | q(x, x) ≤ q(x− p, x− p) pour tout p ∈ {p1, p2, p3, p19, p24}}
et
v =
1
d
(−3 + d
2
,
3− d
2
,
−9 + 11d
16
,
3 + d
2
)
.
Nous avons d’une part que max(L, q) ≤ q(v, v) = 5d2+34d+4532d et d’autre part
que
min
X∈Z4
q(X − v,X − v)− 5d
2 + 34d + 45
32d
= 0.
De plus ce minimum est atteint aux points suivants, pour d ≥ 21 :
{(0, 0, 0, 0) , (0, 0, 0, 1) , (0, 0, 1, 1) ,
(0,−1, 1, 1) , (1, 0, 0, 0) , (1,−1, 1, 1) , (1,−1, 1, 0)}

Corollaire 3.7.7. Soient d = p1 · · · ps ≡ 11 mod 16 ou` s est impair et ou`
les pi sont des nombres premiers tels que pi ≡ 3 mod 4, A = (−1,−d)Q
l’alge`bre de quaternions sur Q ramifie´e a` l’infini et en pi, pour 1 ≤ i ≤ s, et
Λ16 = Z⊕ 1 + 2i+ j
2
Z⊕ 2iZ ⊕ 2− i− k
4
Z
un ordre maximal de A. Alors le minimum euclidien de Λ16 est donne´ par
M(Λ16) =
5d2 + 34d+ 45
64d
.
Preuve : La proposition pre´ce´dente nous dit que max(Λ16, 1) =
5d2+34d+45
32d ,
donc
M(Λ16) =
max(Λ, 1)
2
=
5d2 + 34d+ 45
64d
.

Graˆce a` la de´termination des minima euclidiens de Λ3 et Λ16, nous allons
pouvoir ve´rifier que ces ordres ne sont pas conjugue´s.
Corollaire 3.7.8. Soient Λ3 et Λ16 les ordres maximaux de A donne´s dans
la proposition 3.7.1. Les minima euclidiens de Λ3 et de Λ16 ne co¨ıncident
jamais. En particulier Λ3 et Λ16 ne sont pas conjugue´s.
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Preuve : Nous savons maintenant que M(Λ3) =
(d+1)2
8d et que M(Λ16) =
5d2+34d+45
64d (voir corollaire 3.7.3 et 3.7.7). Ces minima ne co¨ıncident jamais.
La proposition 2.4.3 nous dit que deux ordres conjugue´s ont le meˆme mini-
mum euclidien, ce qui prouve que Λ3 et Λ16 ne sont pas conjugue´s.

Etudions, pour finir, le cas d = p1 · · · ps ≡ 1 mod 8 et pi ≡ 2 mod 3.
L’alge`bre A = (−3,−d)Q est le corps de quaternions sur Q ramifie´e a` l’infini
et en pi, pour 1 ≤ i ≤ s et
Λ1 = Z⊕ 1 + i
2
Z⊕ i+ k
3
Z⊕ (1 + i)(i + k)
6
Z
est un ordre maximal de A. On calcule facilement la matrice de Gram du
re´seau (Λ1, 1), ce qui nous donne le re´sultat suivant :
(Λ1, 1) ∼= (Z4, q) ou` q est le produit scalaire donne´ par la matrice
2 1 0 0
1 2 1 0
0 1 2
(
d+1
3
) −d
0 0 −d 2d
 .
Pour calculer le minimum euclidien de Λ1 il faut donc calculer le maximum
du re´seau (L, q).
Proposition 3.7.9. Soit (L, q) ou` L = Z4 et la forme biline´aire q est donne´e
par la matrice 
2 1 0 0
1 2 1 0
0 1 2
(
d+1
3
) −d
0 0 −d 2d

d e´tant e´gal a` 1 ou 2 ou a` un nombre rationnel plus grand que 2. Alors le
maximum du re´seau (L, q) est donne´ par
max(L, q) =
2(d + 1)2
9d
.
Preuve : Le proce´de´ est le meˆme que dans la preuve de la proposition 3.7.4
en utilisant :
P = {p1 = (1, 0, 0, 0) , p2 = (0, 1, 0, 0) , p3 = (0, 0, 1, 0) ,
p4 = (1,−2, 2, 1) , p5 = (1,−1, 0, 0) , p6 = (−1, 1, 0, 0) ,
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p7 = (−1, 0, 0, 0) , p8 = (0,−1, 0, 0) , p9 = (−1, 2,−2,−1) ,
p10 = (1,−1, 1, 0) , p11 = (−1, 1,−1, 0) , p12 = (1,−1, 1, 1) ,
p13 = (−1, 1,−1,−1) , p14 = (1,−1, 2, 1) , p15 = (−1, 1,−2,−1) ,
p16 = (0, 1,−2,−1) , p17 = (0,−1, 2, 1) , p18 = (0, 1,−1,−1) ,
p19 = (0,−1, 1, 1) , p20 = (0, 1,−1, 0) , p21 = (0,−1, 1, 0) ,
p22 = (0, 0,−1, 0) , p23 = (0, 0, 1, 1) , p24 = (0, 0,−1,−1)} ,
Q = {x ∈ R4 | q(x, x) ≤ q(x− p, x− p) pour tout p ∈ {p1, p2, p15, p19, p21}}
et
v =
1
d
(−1 + d
3
,
2− d
3
,−1 + d, −2 + d
3
)
.
Nous obtenons, d’une part que max(L, q) ≤ q(v, v) = 2(d+1)29d , car les som-
mets du polytope P = {x ∈ R4 | q(x, x) ≤ q(x− p, x− p) pour tout p ∈ P}
sont tous de norme 2(d+1)
2
9d et P contient la cellule de Voronoi de (Z4, q), et
d’autre part que
min
X∈Z4
q(X − v,X − v)− 2(d+ 1)
2
9d
= 0.
De plus ce minimum est atteint aux points suivants, pour d > 2 :
{(0, 0, 0, 0) , (1, 0, 0, 0) , (0, 1, 0, 0) , (1,−1, 2, 1) ,
(1,−1, 1, 0) , (0, 0, 1, 0) , (1, 0, 1, 0)}

Corollaire 3.7.10. Soient d = p1 · · · ps ou` s est impair et ou` les pi sont des
nombres premiers tels que pi ≡ 1 mod 8 et pi ≡ 2 mod 3, A = (−3,−d)Q
l’alge`bre de quaternions sur Q ramifie´e a` l’infini et en pi (1 ≤ i ≤ s) et
Λ1 = Z⊕ 1 + i
2
Z⊕ i+ k
3
Z⊕ (1 + i)(i+ k)
6
Z
un ordre maximal de A. Alors le minimum euclidien de Λ est donne´ par
M(Λ1) =
(d+ 1)2
9d
.
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Preuve : La proposition pre´ce´dente nous dit que max(Λ1, 1) =
2(d+1)2
9d .
Donc
M(Λ1) =
max(Λ1, 1)
2
=
(d+ 1)2
9d
.

Les corollaires 3.7.3, 3.7.5, 3.7.7 et 3.7.10 nous donnent explicitement le
minimum euclidien d’un ordre maximal dans les familles de corps de quater-
nions de la proposition 3.7.1. Nous pouvons toutefois faire deux objections
a` la ge´ne´ralite´ de ces re´sultats :
– La premie`re concerne le choix des ordres maximaux. En effet, il existe
dans A de nombreuses classes d’ordres maximaux, alors que les re´sultats
e´nonce´s ne s’appliquent qu’a` l’une d’entre elles.
– La seconde concerne le choix des corps de quaternions A. En effet, nous
nous sommes limite´s aux alge`bres qui sont ramifie´es en des premiers qui
ont la meˆme congruence modulo 4.
Pour re´pondre partiellement a` la premie`re objection, rappelons que les mi-
nima euclidiens de deux ordres non conjugue´s sont relativement proches.
En effet, si Λ et Γ sont des ordres maximaux de A, il existe un entier s,
relativement petit, tel que
1
s
≤ M(Λ)
M(Γ)
≤ s.
(Voir la proposition 2.4.5).
Pour re´pondre partiellement a` la seconde objection, nous pouvons observer
que les re´sultats obtenus nous donnent quand meˆme de l’information sur un
ordre maximal contenu dans d’autres corps de quaternions qui ne sont plus
soumis aux meˆmes hypothe`ses de ramification. C’est l’objet de la proposi-
tion suivante.
Proposition 3.7.11. Soient d3 ≡ 3 mod 4, d16 ≡ 11 mod 16, d5 ≡ 5
mod 8 et d1 ≡ 2 mod 3 des entiers et A3 = (−1,−d3)Q, A16 = (−1,−d16),
A5 = (−2,−d5) et A1 = (−3,−d1) des corps de quaternions sur Q. Alors il
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existe dans Ai un ordre maximal Γi tel que :
M(Γ3) ≤ (d+ 1)
2
8d
,
M(Γ16) ≤ 5d
2 + 34d + 45
64d
,
M(Γ5) ≤ 3d
2 + 10d + 3
32d
,
M(Γ1) ≤ (d+ 1)
2
9d
.
Preuve : Nous faisons la preuve pour A1, les autres preuves sont similaires.
Le Z-module
Λ′ = Z⊕ 1 + i
2
Z⊕ i+ k
3
Z⊕ (1 + i)(i+ k)
6
Z
est un ordre de A1 (pas ne´cessairement maximal), le re´seau (Λ
′, 1) est iden-
tique au re´seau (L, q) de la proposition 3.7.9, de sorte que max(Λ′, 1) =
2(d+1)2
9d . Soit Λ ⊃ Λ′ un ordre maximal de A. Alors (Λ′, 1) est un sous-re´seau
de (Λ, 1), donc
M(Λ) =
max(Λ, 1)
2
≤ max(Λ
′, 1)
2
=
(d+ 1)2
9d
.

Pour conclure cette section nous donnons les re´sultats obtenus sur les corps
de quaternions euclidiens totalement de´finis sur Q.
Proposition 3.7.12. Soit A = (a, b)Q un corps de quaternions de´fini de
discriminant d2. Alors A est euclidien pour la norme re´duite si et seulement
si d = 2, 3 ou 5. La valeur du minimum euclidien de A est donne´e par
M(A) =

1
2 si d = 2
2
3 si d = 3
4
5 si d = 5.
Preuve : Soit Λ un ordre maximal de A et I1, . . . , Ih des repre´sentants des
classes d’ide´aux a` droite de Λ. Une formule de masse classique (voir [Vig80]
corollaire 2.3 p.142) nous dit que
h∑
k=1
1
wk
=
1
12
∏
p|d
(p− 1)
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ou` wk =
|Od(Ik)×|
2 . Pour que h soit e´gal a` 1, il faut donc que d = 2, 3, 5, 7, 13 ;
sinon le terme de droite n’est pas l’inverse d’un entier (compte tenu du
fait que |Λ×| est pair pour tout ordre maximal Λ). Ce sont donc les seuls
cas ou` A peut eˆtre principal et, a fortiori euclidien. Il ne reste plus qu’a`
calculer le minimum euclidien d’un ordre maximal dans chacun de ces cas.
Nous utilisons les corollaires 3.7.2, 3.7.3 et 3.7.5 pour calculer ces minima
euclidiens. Pour d = 2, M(A) = 12 , pour d = 3, M(A) =
2
3 , pour d = 5,
M(A) = 45 , pour d = 7, M(A) =
8
7 , et pour d = 13, M(A) =
20
13 .

3.8 Le cas des corps quadratiques : re´alisation du
re´seau E8
Le but de cette section est de donner une condition ne´cessaire et suffisante
a` la re´alisation du re´seau E8 comme re´seau ide´al sur une alge`bre de quater-
nions.
De´finition 3.8.1. Le re´seau E8 est le re´seau (Z8, q) ou` q est le produit
scalaire donne´ par la matrice
2 −1 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0
0 −1 2 −1 0 0 0 0
0 0 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 0
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 −1
0 0 0 0 0 0 −1 2

Par la suite nous utiliserons uniquement les proprie´te´s suivantes :
Le re´seau E8 est l’unique (a` isome´trie pre`s) re´seau unimodulaire pair de di-
mension 8. Le maximum de E8 est 1.
Avant d’aller plus loin, nous allons e´noncer quelques re´sultats utiles, propres,
pour la plupart, aux alge`bres de quaternions. Rappelons que l’ensemble des
ide´aux bilate`res d’un ordre maximal dans une alge`bre centrale simple est le
groupe abe´lien libre engendre´ par les ide´aux premiers (voir [Rei03] the´ore`me
22.10, p.193). Si I = Pe11 . . .P
er
r est un tel ide´al, alors on notera νβi(I) = ei
(la valuation Pi-adique de I).
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Lemme 3.8.2. Soient A = (a, b)K une alge`bre de quaternions sur un corps
de nombres K, Λ un ordre maximal de A et I, J des ide´aux bilate`res de Λ.
Notons γ l’involution canonique de A. On a
i) Iγ = I.
ii) I = J ⇐⇒ NA/K(I) = NA/K(J) ⇐⇒ nrA/K(I) = nrA/K(J).
iii) Soit P un ide´al premier de Λ et P = P ∩ OK . Alors nrA/K(β) = PfP ,
avec fP = 1 si P est ramifie´ dans A, et fP = 2 sinon.
iv) La valuation P-adique de I est donne´e par
νP(I) = fPνP(nr(I))
ou` P et fP sont comme dans iii).
Preuve : Commenc¸ons par ve´rifier l’affirmation iii). Nous savons que
NA/K(P) = Pf avec f = κ2PmP , ou` κP est la capacite´ locale de A en
P et mP l’indice local de A en P (voir [Rei03] thm 24.6, p.213 et la preuve
du thm 24.13, p.215). Comme κ2Pm
2
P = [A : K] = 4,
NA/K(P) =
{ P2 si mP = 2,
P4 si mP = 1.
De plus, nrA/K(P)
2 = NA/K(P), et P est ramifie´ dans A si et seulement si
mP > 1. Ce qui prouve iii).
Nous allons maintenant de´montrer i) et ii) dans le cas particulier ou` I et
J sont des ide´aux premiers. Soient P et Q deux ide´aux premiers de Λ,
P = P ∩ OK et Q = Q ∩ OK . L’ide´al Pγ est premier. En effet, si M et N
sont deux ide´aux bilate`res de Λ tels queMN ⊂ Pγ , alors NγMγ ⊂ P donc,
soit Nγ ⊂ P, soit Mγ ⊂ P. En appliquant a` nouveau l’involution γ, nous
obtenons
soit N ⊂ Pγ , soit M ⊂ Pγ ,
donc Pγ est un ide´al premier de Λ. De plus,
Pγ ∩ OK = (P ∩ OK)γ = P ∩ OK = P.
L’ensemble des ide´aux premier de Λ est en bijection avec l’ensemble des
ide´aux premiers de OK (voir le the´ore`me 1.6.3), donc P = Pγ . Ve´rifions
maintenant ii) pour nos ide´aux premiers P et Q. Il est clair que si P = Q
alors NA/K(P) = NA/K(Q). Supposons que NA/K(P) = NA/K(Q). Alors
Pf1 = Qf2 pour des entiers, donc f1 = f2 et P = Q, de sorte que P = Q.
Pour montrer ii), dans le cadre des ide´aux premiers, il faut encore ve´rifier
la deuxie`me e´quivalence. Nous savons que nrA/K(P)
2 = NA/K(P) = P2f1 ;
l’e´quivalence est alors e´vidente. Passons maintenant au cas ge´ne´ral. Soient
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I et J des ide´aux bilate`res. Il existe des ide´aux premiers Pi et Qi et des
entiers ei et gi tels que I = P
e1
1 · · ·Pess et J = Qg11 · · ·Qgrr . Alors
Iγ = Pesγs · · ·Pe1γ1 = Pe11 · · ·Pess = I,
ce qui de´montre i). Supposons maintenant que nrA/K(I) = nrA/K(J). Posons
Pi = Pi ∩ OK et Qi = Qi ∩ OK . Alors
PfP1e11 · · · PfPsess = nrA/K(I) = nrA/K(J) = Q
fQ1g1
1 · · · QfQr grr .
Donc r = s et on peut supposer que Pi = Qi et ei = gi pour tout 1 ≤ i ≤ s.
Cela prouve que I = J et que NA/K(I) = NA/K(J). L’implication
NA/K(I) = NA/K(J) =⇒ I = J
ce montre de la meˆme fac¸on. Le point iv) est une conse´quence directe de
iii).

Lemme 3.8.3. Soient A = (a, b)K une alge`bre de quaternions sur un corps
K, Λ un ordre maximal et I un ide´al a` droite de Λ. Alors
IγI = IIγ = nrA/K(I)Λ.
Preuve : Remarquons d’abord que IγI est un ide´al bilate`re de Λ. En effet,
Or(IγI) ⊃ Or(I) = Λ.
Donc Or(IγI) e´gal Λ par maximalite´ de Λ. De plus par la proposition 1.8.6,
Ol(IγI) ⊃ Ol(Iγ) = Or(I)γ = Λγ = Λ,
ce qui prouve que IγI est un ide´al bilate`re de Λ. Par le lemme pre´ce´dent, il
suffit donc de ve´rifier que
NA/K(I
γI) = NA/K(nrA/K(I)Λ).
Un calcul rapide montre que ces deux termes sont e´gaux a` nrA/K(I)
4.

Lemme 3.8.4. Soit K un corps de nombres quadratique re´el. La diffe´rente
de K est un ide´al principal et cet ide´al posse`de un ge´ne´rateur totalement
positif si et seulement si l’unite´ fondamentale de K est de norme −1.
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Preuve : Soit K = Q(
√
d). Si d ≡ 2, 3 mod 4, alors DK = 2
√
dOK et si
d ≡ 1 mod 4, alors DK =
√
dOK (voir [Sam67] § 2.5 et 4.6 et [Lan94] chap.
3 § 2 proposition 3). Nous faisons la preuve dans le cas ou` d ≡ 1 mod 4, les
autres cas sont similaires. Supposons qu’il existe une unite´ u dans K avec
NK/Q(u) = −1. Alors, soit 2
√
du, soit −2√du est un ge´ne´rateur totalement
positif de DK . Re´ciproquement, s’il n’existe aucune unite´ de K de norme
−1, alors pour tout unite´ u, NK/Q(2
√
du) < 0, donc DK n’admet pas de
ge´ne´rateur totalement positif. Pour conclure, rappelons qu’il existe une unite´
de norme −1 dans K si et seulement si l’unite´ fondamentale ω est elle-meˆme
de norme −1. En effet, pour tout unite´ u de K, u = ±ωn pour un certain
entier n.

Lemme 3.8.5. Soit A = (a, b)K un corps de quaternions sur un corps
quadratique re´el. Si aucune place finie de K n’est ramifie´e dans A, alors A
est totalement de´finie.
Preuve : Comme A est un corps gauche, il existe au moins une place
infinie ramifie´e dans A. De plus, le nombre de places ramifie´es dans A est
pair donc la seconde place infinie est e´galement ramifie´e.

A l’aide de ces quelques lemmes nous pouvons maintenant e´noncer le re´sultat
qui nous inte´resse.
Proposition 3.8.6. Soient A = (a, b)K un corps de quaternions muni de
l’involution canonique γ, Λ un ordre maximal de A et (I, α, γ) un re´seau
ide´al de A. Alors (I, α, γ) ∼= E8 si et seulement si les conditions suivantes
sont ve´rifie´es :
i) Le corps K est quadratique re´el.
ii) Aucune place finie de K ne ramifie dans A.
iii) La norme re´duite J = nrA/K(I) de l’ide´al I est un ide´al principal de
K.
iv) L’e´le´ment α−1 est un ge´ne´rateur totalement positif de DKJ .
Preuve : Supposons les quatre conditions ve´rifie´es. Alors d’une part
D(Λ/Z) = D(Λ/OK)DK = DKΛ.
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En effet, D(Λ/OK) = Λ car aucune place finie de K n’est ramifie´e dans A.
D’autre part,
IαIγ = ID−1K J−1Iγ = D−1K J−1IIγ = D−1K J−1nrA/K(I)Λ = D−1K Λ
ou` la troisie`me e´galite´ provient du lemme 3.8.3. Donc IαIγ = D(Λ/Z)−1, ce
qui signifie que (I, α, γ) est unimodulaire (voir proposition 2.7.1 et corollaire
2.7.2) et pair (voir proposition 3.2.2). Comme K est quadratique, (I, α, γ)
est un re´seau de dimension 8 ; il est donc isomorphe a` E8.
Re´ciproquement, supposons que (I, α, γ) ∼= E8. Pour des raisons e´videntes
de dimension, K doit eˆtre un corps quadratique et K doit eˆtre re´el par la
proposition 3.1.4. De plus
IαIγ = D(Λ/Z)−1
car (I, α, γ) est unimodulaire et pair. En appliquant NA/K a` la dernie`re
e´galite´, nous obtenons
α4NA/K(I)
2 = d(Λ/OK)−1D−4K
car α ∈ K (voir la proposition 3.1.4). Rappelons que
d(Λ/OK) =
∏
P∈Ramf (A)
P2.
En comparant les exposants, nous remarquons que la seule possibilite´ est
qu’il existe un ide´al J de OK tel que
NA/K(I) =
∏
P∈Ramf (A)
P−1J2 et αOK = D−1K J−1.
Mais l’ide´al NA/K(I) est le carre´ de l’ide´al nrA/K(I), donc Ramf (A) = ∅
et nrA/K(I) = J . Comme αOK et D−1K sont des ide´aux principaux J , l’est
e´galement. Le point iv) de´coule directement du fait que α est totalement
positif (voir proposition 3.1.4).

Dans le cadre de la construction d’une borne du minimum euclidien de
l’ordre maximal Λ, il est inte´ressant de savoir quand on peut obtenir le
re´seau E8 sur un ide´al principal ou, de manie`re e´quivalente, sur Λ lui meˆme.
Ce re´sultat est donne´ par le corollaire suivant.
Corollaire 3.8.7. Soient K un corps quadratique re´el, A = (a, b)K un corps
de quaternions sur K et Λ un ordre maximal de A. Alors il existe α ∈ A tel
que (Λ, α, γ) est le re´seau E8 si et seulement si les conditions suivantes sont
ve´rifie´es :
139
Chapitre III. Minimum euclidien des corps de quaternions
i) L’unite´ fondamentale de K est de norme −1.
ii) Le corps de quaternions A est non ramifie´ aux places finies de K.
Preuve : Supposons i) et ii) ve´rifie´es. Par le lemme 3.8.4, il existe α ∈
K totalement positif tel que αOK = D−1K . Il suffit de choisir I = Λ puis
d’appliquer la proposition pre´ce´dente pour voir que (Λ, α, γ) est le re´seau
E8. Re´ciproquement si (Λ, α, γ) est le re´seau E8, alors il existe un e´le´ment
totalement positif α ∈ K qui engendre D−1K . Le lemme 3.8.4 nous dit alors
que l’unite´ fondamentale de K est de norme −1.

Une autre possibilite´ d’obtenir le re´seau E8 comme re´seau ide´al sur une
alge`bre centrale a` division apparaˆıt lorsque l’alge`bre est une alge`bre de qua-
ternions sur un corps quadratique imaginaire. Il semble alors que les choix
possibles d’ide´aux sont plus nombreux que dans le cas re´el, c’est pourquoi
nous n’arrivons pas a` donner un crite`re aussi pre´cis que dans le cas re´el. Les
deux propositions suivantes re´sument ce que nous avons obtenu.
Proposition 3.8.8. Soient d ≡ 3 mod 4 un entier positif, A = (a, b)K
ou` K = Q(
√−d), Λ un ordre maximal de A et τ = ιγ la composition de
l’involution canonique de A avec la conjuguaison complexe. Soit I un ide´al
bilate`re de Λ et (I, α, τ) un re´seau ide´al de A. Alors
(I, α, τ) ∼= E8 si et seulement si IαIτ = D(Λ/Z)−1.
Preuve : Comme −d ≡ 1 mod 4, l’extension K/Q n’a pas de ramifi-
cation dyadique. Par la proposition 2.7.1, le corollaire 2.7.2 et la propo-
sition 3.2.2, (I, α, τ) est un re´seau unimodulaire pair si et seulement si
IαIτ = D(Λ/Z)−1.

Les cas −d ≡ 2 mod 4 et−d ≡ 3 mod 4 exigent une hypothe`se supple´mentaire.
Proposition 3.8.9. Soient d ≡ 2 mod 4 ou d ≡ 1 mod 4 un entier positif,
A = (a, b)K ou` K = Q(
√−d), Λ un ordre maximal de A et τ = ιγ la
composition de l’involution canonique de A avec la conjuguaison complexe.
Soit I un ide´al bilate`re de Λ et (I, α, τ) un re´seau ide´al de A. Alors (I, α, τ) ∼=
E8 si et seulement si IαI
τ = D(Λ/Z)−1 et trA/K(xαxτ ) ∈ Z pour tout x ∈ I.
Preuve : Il s’agit du meˆme re´sultat que la proposition pre´ce´dente assorti
de la remarque 3.2.3.

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Ces deux derniers re´sultats sont moins satisfaisants que dans le cas re´el.
Nous allons maintenant expliciter les choix possibles pour a, b, I et α dans
les deux propositions pre´ce´dentes.
Lemme 3.8.10. Soient A = (a, b)K une alge`bre de quaternions sur un corps
de nombres K munie d’une involution τ de type II, F le sous-corps de K fixe´
par l’involution et ι le F -automorphisme non trivial de K. Soit P un ide´al
premier de l’ordre maximal Λ. Alors P = Pτ si et seulement si P = P∩OK
est un ide´al premier ramifie´ ou inerte dans F .
Preuve : Remarquons que Pι est un ide´al au dessus de Pι, de sorte que
Pι = P si et seulement si Pι = P. Or cette dernie`re e´galite´ n’est vraie que
si P est ramifie´ ou inerte dans F . Finalement, comme Pτ = Pιγ = Pι, nous
obtenons le re´sultat annonce´.

Lemme 3.8.11. Soient A, K, F et τ comme dans le lemme pre´ce´dent
et P un premier de OK . Alors P est ramifie´ dans A si est seulement si
pOK = PPι ou` p est un premier totalement de´compose´ de OF qui ramifie
dans A0 = {x ∈ A | xγ = xτ}.
Preuve : Supposons d’abord que p n’est pas ramifie´ dans A0. Soit P un
ide´al premier de OK au dessus de p. Nous avons
AP = A⊗K KP ∼= A0 ⊗F K ⊗K KP ∼= A0 ⊗F Fp ⊗Fp KP ∼= (A0)p ⊗Fp KP
de sorte que, si p n’est pas ramifie´ dans A0, alors
AP ∼= M2(Fp)⊗Fp KP ∼= M2(KP ).
Supposons maintenant que p est ramifie´ dans A0. Dans cette situation trois
cas se pre´sentent :
i) L’ide´al p est ramifie´ dans K. Dans ce cas, si P est l’ide´al premier au-
dessus de p, [KP : Fp] = e(P, p)f(P, p) = 2 · 1 = 2, ou` e(P, p) est
l’indice de ramification et f(P, p) le degre´ d’inertie.
ii) L’ide´al p est inerte dansK. Dans ce cas, si P = pOK est l’ide´al premier
au dessus de p, [KP : Fp] = e(P, p)f(P, p) = 1 · 2 = 2.
iii) L’ide´al p est de´compose´ dans K. Dans ce cas, si PPι = pOK , [KP :
Fp] = e(P, p)f(P, p) = 1 · 1 = 1, donc KP = Fp.
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Dans les cas i) et ii),
AP ∼= (A0)p ⊗Fp KP ∼= M2(KP).
En effet, l’extension KP de Fp neutralise (A0)p si et seulement si le degre´ de
KP sur Fp est pair (voir le the´ore`me 1.3 du chapitre 2 de [Vig80]). Dans le
cas iii), AP ∼= (A0)p⊗Fp Fp ∼= (A0)p qui est un corps de quaternions puisque
p est ramifie´ dans A0.

Corollaire 3.8.12. Soient K une extension quadratique de Q, A = (a, b)K
avec a, b ∈ Q et P un ide´al premier de OK . L’ide´al P est ramifie´ dans A si
et seulement si le premier p tel que pZ = P∩Z est ramifie´ dans A0 = (a, b)Q
et de´compose´ dans K.
Preuve : La composition de l’automorphisme non trivial de K avec l’in-
volution canonique de A de´finit une involution τ de type II sur A. De plus
A0 = {x ∈ A | xγ = xτ} = (a, b)Q. Il suffit alors d’appliquer le lemme
pre´ce´dent.

Lemme 3.8.13. Soient A, K, F , τ et Λ comme dans le lemme pre´ce´dent. Si
P est un premier de OK ramifie´ dans A, alors Pι est e´galement un premier
ramifie´ dans A. De plus si Pi,Pιi (1 ≤ i ≤ s) de´signent tous les ide´aux
premiers de OK ramifie´s dans A et si Pi est l’unique ide´al premier de Λ
au-dessus de Pi, alors
D(Λ/OK) =
s∏
i=1
PiP
τ
i .
Preuve : Le lemme 3.8.11 nous dit que si P ramifie alors Pι e´galement.
La diffe´rente de Λ est le produit des ide´aux premiers ramifie´s et Pι = Pτ ,
d’ou` le re´sultat.

Les lemmes ci-dessus sugge`rent le re´sultat suivant.
Corollaire 3.8.14. Soient K = Q(
√−d) un corps quadratique imaginaire,
A = (a, b)K (avec a, b ∈ Q) un corps de quaternions muni d’une involution
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τ = ιγ de type II et Λ un ordre maximal de A. Soient P1,Pι1, . . . ,Pr,Pιr les
places finies de K ramifie´es dans A. Notons encore d le ge´ne´rateur usuel de
la diffe´rente de K et supposons que les conditions suivantes sont ve´rifie´es :
i) Il existe x ∈ Λ× de norme ne´gative tel que α = d−1x ve´rifie
0 < nr(α) <
(
tr(α)2
2
)
et α = ατ
ii) Pour tout x ∈ I,
trA/K(xαx
τ ) ∈ Z
ou` I =
∏s
i=1P
−1
i et les Pi sont comme dans le lemme ci-dessus.
Alors (I, α, τ) est le re´seau E8.
Preuve : Les conditions de i) exige´es sur α impliquent que (I, α, τ) est un
re´seau ide´al. Comme I =
∏s
i=1 β
−1
i est un ide´al bilate`re,
IαIτ =
s∏
i=1
β−1i αΛ
s∏
i=1
β−τi =
s∏
i=1
β−1i D−1K Λ
s∏
i=1
β−τi = D(Λ/Z)−1
En combinant ce re´sultat avec l’hypothe`se de ii) et en appliquant les pro-
positions 3.8.8 et 3.8.9, nous trouvons le re´sultat.

Remarque : Dans le cas −d ≡ 1 mod 4 la condition ii) du corollaire
pre´ce´dent est automatiquement ve´rifie´e puisqu’il n’y a pas ramification dya-
dique.
Nous allons maintenant donner les conse´quences des re´alisations du re´seau
E8 sur les corps quadratiques en terme de bornes du minimum euclidien. La`
encore le re´sultat est plus pre´cis dans le cas re´el que dans le cas imaginaire.
Corollaire 3.8.15. Soient K = Q(
√
d) un corps quadratique re´el dont
l’unite´ fondamentale est de norme ne´gative, A = (a, b)K un corps de quater-
nions totalement de´fini et non ramifie´ aux places finies de K et Λ un ordre
maximal de A. Alors
M(Λ) ≤ dK
16
.
Preuve : La proposition 3.8.6 nous assure qu’en choisissant α un ge´ne´rateur
totalement positif de DK , le re´seau (Λ, α, γ) est le re´seau E8. D’autre part
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nous savons que max(E8) = 1 et det(E8) = 1, de sorte que le corollaire 2.5.2
nous dit que
M(Λ) ≤
(
1
γmin(Λ)
)2
=
(
d(Λ/Z)1/8
4
)2
ou` l’e´galite´ de´coule de la proposition 1.9.2. Comme les places finies de K
sont non ramifie´es dans A, d(Λ/Z) = d(Λ/OK)d4K = d4K , d’ou` le re´sultat.

Enonc¸ons maintenant le re´sultat correspondant dans le cas quadratique ima-
ginaire.
Corollaire 3.8.16. Soit A, Λ, I, τ = γι et α ve´rifiant les meˆmes hypothe`ses
que dans le corollaire 3.8.14. Soient P1,Pι1 . . .Ps,Pιs les ide´aux premiers de
K ramifie´s dans A. Supposons que Pi est principal pour tout 1 ≤ i ≤ s et
posons qi = Pi ∩ Z. Alors
M(Λ) ≤ q1 . . . qs · dK
16
.
Preuve : Nous savons que PiΛ = P2i ou` les Pi sont des ide´aux premiers
de Λ (car Pi ramifie dans A) et que nrA/K(Pi) = Pi pour la meˆme raison.
Comme les Pi sont principaux, d’apre`s le the´ore`me 34.9 p.298 de [Rei03], les
Pi sont des ide´aux principaux. L’ide´al I est donc un ide´al bilate`re principal.
D’apre`s le corollaire 3.8.14, on a donc que (I, α, τ) est le re´seau E8. Notons
I = tΛ. Alors
(I, α, τ) ∼= (Λ, tαtτ , τ)
(voir proposition 2.7.3), de sorte que E8 est un re´seau ide´al sur Λ. Le raison-
nement s’ache`ve comme dans le re´sultat pre´ce´dent, graˆce au corollaire 2.5.2,
en constatant que D(Λ/Z) = NK/Q(d(Λ/OK))d4K = (q1 . . . qsdK)4.

3.9 Ordres maximaux des alge`bres de quaternions
quadratiques
Dans cette section, nous donnons des familles d’ordres maximaux d’une
alge`bre de quaternions sur un corps quadratique ainsi qu’une borne de leur
minimum euclidien dans les cas ou` cela est possible. Cette borne utilisera
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souvent les re´sultats de la section pre´ce´dente.
Nous allons observer les corps de quaternions A sur K = Q(
√
d) ramifie´s
uniquement aux deux places infinies de K (dans ce cas K est donc totale-
ment re´el).
Proposition 3.9.1. Soit A′ = (a, b)K un corps de quaternions sur un corps
quadratique re´el K = Q(
√
d). Supposons A′ ramifie´ uniquement aux places
infinies de K.
Si d ≡ 2 mod 4, d ≡ 3 mod 4 ou d ≡ 5 mod 8 alors
l’alge`bre A′ est isomorphe a` A = (−1,−1)K .
Si d ≡ 1 mod 8 alors
l’alge`bre A′ est isomorphe a` A = (−1,−p)K ou` p est un nombre pre-
mier, congru a` 3 modulo 4, choisi de telle sorte que d n’est pas un
carre´ dans Fp, ou que p divise d.
Preuve : Deux alge`bres de quaternions sur un corps K sont isomorphes
si est seulement si leurs places ramifie´es co¨ıncident (voir [MR03] the´ore`me
2.7.5, p.100). Il suffit donc, dans chaque cas, de montrer que Ram(A) =
{σ1, σ2} ou` σ1 et σ2 sont les deux places infinies de K.
Dans tous les cas, il est clair que σ1, σ2 ∈ Ram(A) puisque A = (a, b)K
avec a, b des nombres rationnels ne´gatifs. Il faut donc se convaincre que ce
sont les seules places qui sont ramifie´es. Nous savons que la seule place finie
ramifie´e de A0 = (−1,−1)Q est 2 (voir proposition 3.7.1), et, par le corol-
laire 3.8.12, les seuls premiers ramifie´s possibles de A = (−1,−1)K sont
au-dessus de 2. Dans les cas d ≡ 2 mod 4 ou d ≡ 3 mod 4, 2 n’est pas to-
talement de´compose´ dans A, donc aucun premier de K n’est ramifie´ dans A.
Il reste a` voir le cas d ≡ 1 mod 8. Comme d n’est pas un carre´ dans Fp (ou
que p divise d), p est inerte (ou ramifie´) dans K (voir [Sam67], proposition 1,
§ 5.4). De plus, par la proposition 3.7.1, le seul premier ramifie´ de (−1,−p)Q
est p. Le re´sultat est alors une conse´quence directe du corollaire 3.8.12.

Proposition 3.9.2. Soient K = Q(
√
d) un corps quadratique re´el avec
d ≡ 2 mod 4 (sans facteur carre´) et A = (−1,−1)K le corps de quaternions
non ramifie´ aux places finies. Notons P2 l’unique ide´al premier de OK au-
dessus de 2. Pre´cise´ment, P2 = 〈2,
√
d〉 et P22 = 2OK . Alors
Λ1(d) = OK + 1 + i
2
P2 + 1 + j
2
P2 + 1 + i+ j + k
2
OK
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est un ordre maximal de A.
Si, de plus, d ≡ 0 mod 6 on pose w = 1+i+j+k2 et P3 = 〈3,
√
d〉, l’unique
ide´al premier de OK au dessus de 3. Alors
Λ2(d) = OK + 1 + w
3
P3 + j − i
2
P2 + (1 + w)(j − i)
6
P2P3
est un ordre maximal de A non conjugue´ au pre´ce´dent.
Si d ve´rifie encore d = 6d′ avec d′ 6≡ 3 mod 4, alors
Λ3(d) = OK + 1 + i
2
P2 + j + k +
√
d
2
OK + (1 + i)(j + k +
√
d)
4
P2
est un troisie`me ordre maximal de A, non conjugue´ aux pre´ce´dents.
Preuve : Si Λ ⊂ Γ sont des ordres d’une alge`bre de quaternions, alors
d(Λ) ⊂ d(Γ) (voir par exemple [Vig80]). De plus, les ordres maximaux ont
tous le meˆme discriminant (voir the´ore`me 1.6.3). Dans notre cas, nous ob-
tenons donc que
Λ est un ordre maximal de A si et seulement si d(Λ/OK) = OK .
Calculons d’abord d(Λ1(d)/Z). L’ensemble
B =
{
1,
√
d, 1 + i,
√
d
1 + i
2
, 1 + j,
√
d
1 + j
2
,
1 + i+ j + k
2
,
√
d
1 + i+ j + k
2
}
est une Z-base de Λ1(d), car P2 = 2Z+
√
dZ. On peut donc calculer
d(Λ1(d)/Z) = det
(
trA/Q(B(s)B(t))1≤s,t≤8
)
= (4d)4.
D’autre part, la proposition 1.8.10 nous assure que
d(Λ1(d)/Z) = NK/Q(d(Λ1(d)/OK))d4K
Mais dK = 4d, donc NK/Q(d(Λ1(d)/OK)) = 1, c’est-a`-dire d(Λ1(d)/OK) =
OK , ce qui montre que si Λ1(d) est un ordre, alors il est maximal. Nous obte-
nons la preuve que c’est un ordre en ve´rifiant la stabilite´ de la multiplication.
Pour Λ2(d) et Λ3(d) la de´marche est la meˆme.
Il reste a` ve´rifier que Λ1(d), Λ2(d) et Λ3(d) ne sont pas conjugue´s dans A.
Pour cela nous allons constater que leurs groupes d’unite´s de norme re´duite
1 ne co¨ıncident pas. C’est ce qui est fait dans la sous-section 3.9.1 (voir, en
particulier, le corollaire 3.9.14).

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Proposition 3.9.3. Soient d ≡ 3 mod 4, sans facteur carre´, K = Q(√d)
et A = (−1,−1)K , le corps de quaternions non ramifie´ aux places finies.
Notons P2 l’unique ide´al premier de OK au-dessus de 2. Pre´cise´ment, P2 =
〈2,√d+ 1〉 et P22 = 2OK . Alors
Λ1(d) = OK + 1 + i
2
P2 + 1 + j
2
P2 + 1 + i+ j + k
2
OK
et
Λ4(d) = OK ⊕ iOK ⊕
√
d+ j
2
OK ⊕
√
di− k
2
OK
sont deux ordres maximaux non conjugue´s de A.
Preuve : La de´marche est la meˆme que dans la proposition pre´ce´dente ou`
il est de´montre´ que Λ1(d) est un ordre maximal de A. Nous montrons que
Λ4(d) est un ordre en ve´rifiant la stabilite´ de la multiplication. Pour voir
qu’il est maximal, il faut et il suffit de montrer que son discriminant est OK .
Le calcul du discriminant de Λ4(d) est facile car c’est un OK -module libre.
En effet, une OK -base de Λ4(d) est donne´e par
B4 =
{
1, i,
√
d+ j
2
,
√
di− k
2
}
.
Calculons le discriminant de Λ4(d)
d(Λ4(d)/OK ) = det
(
(trA/K(B4(s)B4(t))1≤s,t≤4
)OK = OK ,
ce qui prouve que Λ4(d) est un ordre maximal.
Il faut encore ve´rifier que Λ1(d) et Λ4(d) ne sont pas conjugue´s dans A.
Pour cela nous allons constater que leurs groupes d’unite´s de norme re´duite
1 ne co¨ıncident pas. C’est ce qui est fait dans la sous-section 3.9.1 (voir, en
particulier, le corollaire 3.9.11).

Proposition 3.9.4. Soient d ≡ 5 mod 8, sans facteur carre´, K = Q(√d)
et A = (−1,−1)K , l’alge`bre de quaternions non ramifie´e aux places finies.
Soit encore s = 1+
√
d
2 . Alors
Λ5(d) = OK ⊕ iOK ⊕ s+ (1 + s)i+ j
2
OK ⊕ 1 + i+ j + k
2
OK
est un ordre maximal de A.
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Preuve : La proposition 3.3.6 nous dit qu’il suffit de ve´rifier que s2+s+1 ∈
2OK . Comme ss = 1−d4 et que 1− d ≡ 4 mod 8, 1−d4 est un entier impair.
Conside´rons ϕ : OK −→ OK/2OK la surjection canonique ; alors ϕ(ss) = 1,
car OK/2OK contient F2. Par conse´quent,
ϕ(s(s2 + s+ 1)) = ϕ(s + 1 + s) = ϕ(2) = 0,
ce qui prouve que s2+ s+1 ∈ 2OK , car ϕ(s) est inversible dans OK/2OK .

Remarque : Si l’unite´ fondamentale de K est de la forme ω = a+b
√
d
2 avec
a, b impairs, alors on peut e´galement choisir s = ω. Si, au contraire, l’unite´
fondamentale est de la forme a+ b
√
d, on peut choisir s = ω+12 .
Proposition 3.9.5. Soient d ≡ 1 mod 8, sans facteur carre´, tel que d
n’est pas un carre´ dans F3, K = Q(
√
d) et A = (−1,−3)K , l’alge`bre de
quaternions non ramifie´e aux places finies. Alors
Λ6(d) = OK ⊕ iOK ⊕ (
√
d+ 3) + (
√
d+ 1)i+ 2j
4
OK⊕
6 + 3(
√
d+ 3)i − (√d+ 3)j − 2k
12
OK
est un ordre maximal de A.
Preuve : La de´marche est la meˆme que dans les propositions pre´ce´dentes :
il faut ve´rifier que c’est bien un ordre en observant la stabilite´ de la multi-
plication et qu’il est maximal en calculant son discriminant.

Dans le cas ou` la norme de l’unite´ fondamentale de K est ne´gative, le co-
rollaire 3.8.15 nous dit que les ordres maximaux de A = (−1,−1)K ont un
minimum euclidien infe´rieur a` dK16 . C’est en particulier le cas des ordres Λi(d)
des quatre propositions pre´ce´dentes.
Proposition 3.9.6. Soient K = Q(
√
d) avec d = 2, 5 ou 13, et A =
(−1,−1)K , alors les ordres maximaux de A sont euclidiens pour la norme
re´duite.
C’est en particulier le cas des ordres Λ1(2),Λ5(5) et Λ5(13) de´finis dans les
propositions ci-dessus.
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Preuve : Dans les trois cas de l’e´nonce´, la norme de l’unite´ fondamentale
est −1. En effet, l’unite´ fondamentale deQ(√2) est 1+√2 et NK/Q(1+
√
2) =
−1, celle de Q(√5) est 1+
√
5
2 et NK/Q(
1+
√
5
2 ) = −1 et celle de Q(
√
13) est
3+
√
13
2 et NK/Q(
3+
√
13
2 ) = −1. Le corollaire 3.8.15 nous dit alors que le
minimum euclidien d’un ordre maximal de A est infe´rieur ou e´gal a` dK16 .
Dans les trois cas cette quantite´ et strictement infe´rieure a` 1 (pour d = 2,
dK = 8, et pour d = 5 et d = 13, dK = d).

Remarque : Ce sont les trois seuls cas pour lesquels la re´alisation du re´seau
E8 comme re´seau ide´al de A = (−1,−1)K nous permet de montrer que les
ordres maximaux sont euclidiens.
3.9.1 Unite´ de norme re´duite 1 dans les corps de quaternions
quadratiques
Pour que la de´monstration des propositions 3.9.2 et 3.9.3 soit comple`te, il
reste a` voir que les groupes des unite´s de norme 1 de Λ1(d),Λ2(d),Λ3(d)
sont tous distincts et qu’il en va de meˆme pour Λ1(d) et Λ4(d). Ces re´sultats
sont donne´s dans cette section.
Lemme 3.9.7. Soient K un corps de nombres totalement re´el, A un corps
de quaternions sur K avec au moins une place infinie σ ramifie´e dans A et
Λ un ordre maximal de A. Notons
Σ : A −→ H
l’inclusion de A dans les quaternions de Hamilton. Soit Λ1 le groupe des
unite´ de Λ de norme re´duite 1. Alors Σ(Λ1) est conjugue´ a` un des groupes
finis suivants :
(1) Un groupe cyclique d’ordre n engendre´ par sn = cos(2pi/n)+i sin(2pi/n).
(2) Un groupe dicyclique d’ordre 4n engendre´s par
s2n = cos(pi/n) + i sin(pi/n) et j.
(3) Le groupe binaire te´trae´dral (d’ordre 24)
E24 =
{
±1,±i,±j,±k, ±1± i± j ± k
2
}
qui est isomorphe a` SL2(F3).
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(4) Le groupe binaire octae´dral (d’ordre 48)
E48 = E24 ∪
{√
2
2
x
}
ou` x parcourt toutes les sommes et diffe´rences possibles de deux e´le´ments
distincts parmi {1, i, j, k}.
(5) Le groupe binaire icosae´dral (d’ordre 120)
E120 = E24 ∪
{x
2
}
ou` x parcourt tous les produits possibles d’un e´le´ment de E24 par
i+ τj + τ−1k ou` τ = 1+
√
5
2 . C’est un groupe isomorphe a` SL2(F5).
Preuve : Remarquons d’abord que Λ1 est fini. Il est possible d’identifier H1,
les quaternions usuels de norme re´duite 1, a` la sphe`re S3, plonge´e dans R4.
Comme Λ est un Z-module libre, l’image par Σ de Λ1, et donc Λ1 lui-meˆme,
est un sous-groupe discret de S3. La sphe`re S3 est un groupe compact, donc
Λ1 est un sous-groupe discret d’un groupe compact ; il est donc fini.
Par le the´ore`me 3.7 du chapitre I (p.17) de [Vig80], les sous-groupes finis
de H× sont donne´s par la liste de l’e´nonce´ du lemme. Il faut encore ve´rifier
les deux affirmations restantes : E120 ∼= SL2(F5) et E24 ∼= SL2(F3). C’est ce
qu’affirme la proposition 3.4 du chapitre V (p.148) de [Vig80].

Corollaire 3.9.8. Soient K = Q(
√
d) un corps quadratique re´el, A un corps
de quaternions sur K admettant au moins une place infinie ramifie´e, Λ un
ordre maximal de A et Λ1 le groupe des unite´s de norme re´duite 1. Les
assertions suivantes sont ve´rifie´es.
i) Si d 6= 5 et d 6= 2, alors Λ1 n’est conjugue´ ni a` E48 ni a` E120.
ii) Si Λ1 est cyclique, alors il est conjugue´ au groupe d’ordre n engendre´
par cos(2pi/n) + i sin(2pi/n). Les valeurs possibles de n sont les sui-
vantes :
(a) n = 1, 2, 3, 4, 6.
(b) n = 5, 10 et dans ce cas d = 5,
(c) n = 8 et dans ce cas d = 2,
(d) n = 12 et dans ce cas d = 3.
iii) Si Λ1 est conjugue´ au groupe dicyclique d’ordre 4n engendre´ par
cos(pi/n) + i sin(pi/n) et j, alors les valeurs possibles de n sont :
(a) n = 1, 2, 3.
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(b) n = 4 et dans ce cas d = 2,
(c) n = 5 et dans ce cas d = 5,
(d) n = 6 et dans ce cas d = 3.
Preuve : Supposons que Λ1 est conjugue´ a` E48. Alors il existe x ∈ H×
tel que Σ(Λ1) = x−1E48x ou` Σ|K = σ est la place infinie ramifie´e. Or Σ
est un homomorphisme de Q-alge`bres de A dans H, en particulier, il existe
c = c0 + ic1 + jc2 + kc3 ∈ Λ1 tel que
Σ(c) =
√
2
2
+
√
2
2
x−1ix.
Notons A = K ⊕ A′ ou` A′ est l’espace vectoriel, engendre´ par {i, j, k}, des
quaternions purs. Nous avons Σ(K) = σ(K) ⊂ R et Σ(A′) ∩ R = {0}. No-
tons encore que x−1ix a un terme constant nul pour tout x ∈ H×, ce qui
prouve que σ(c0) =
√
2
2 . De plus σ(c0) ∈ K, car K est galoisien. Finalement,
l’e´le´ment
√
2 appartient a` K, ce qui n’est possible que lorsque d = 2. Le
raisonnement dans le cas de E120 est identique. Ainsi le premier point de la
proposition est de´montre´.
Supposons maintenant que Σ(Λ1) est conjugue´ au groupe cyclique d’ordre
n engendre´ par cos(2pi/n)+ i sin(2pi/n). Le meˆme raisonnement que dans la
premie`re partie de la preuve nous permet de dire que cela force l’e´le´ment
cos(2pi/n) a` appartenir a` K. En d’autres termes, Q(cos(2pi/n)) ⊂ K. Posons
ζ = ei2pi/n (ici i ∈ C). Alors
Q(cos(2pi/n)) = Q(ζ + ζ−1).
Pour que cos(pi/n) ∈ K, il faut que [Q(ζ + ζ−1) : Q] soit e´gal a` 1 ou a` 2,
mais nous savons que [Q(ζ + ζ−1) : Q] = ϕ(n)2 , ou` ϕ est la fonction d’Euler.
Par conse´quent
[Q(ζ + ζ−1) : Q] = 1 si et seulement si n = 1, 2, 3, 4, 6
et
[Q(ζ + ζ−1) : Q] = 2 si et seulement si n = 5, 8, 10, 12.
Dans les cas ou` n = 5, 8, 10, 12, pour que Q(ζ + ζ−1) ⊂ K = Q(√d), il faut
encore que d = 5 (si n = 5 ou 10), d = 2 (si n = 8) et d = 3 (si n = 12).
Ceci de´montre le deuxie`me point.
Pour le dernier point, il suffit de suivre la de´monstration de la deuxie`me
partie, en remplac¸ant n par 2n.

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Lemme 3.9.9. Lorsque d 6= 2 est un entier positif, sans facteur carre´,
congru a` 2 ou a` 3 modulo 4, le groupe des unite´s de norme re´duite 1 de
Λ1(d) est E24. Si d = 2, alors le groupe des unite´s de norme 1 de Λ1(d) est
E48. (Voir section pre´ce´dente pour la de´finition des Λi(d)).
Preuve : Rappelons d’abord que Λ1(d) n’est un ordre maximal de A =
(−1,−1)
Q(
√
d) que lorsque d ≡ 2, 3 mod 4. Il faut donc se placer dans ce
contexte. Il est facile de ve´rifier que le groupe des unite´s de norme re´duite 1,
note´ Λ1, de Λ = Λ1(d) contient E24. Le corollaire 3.9.8 nous assure, si d 6= 2,
que Λ1 n’est pas conjugue´ a` E48 ou a` E120. Il est donc e´gal a` E24. Le cas ou`
d = 2 se re`gle en remarquant que E48 ⊂ Λ1(2)1.

Lemme 3.9.10. Soit d ≡ 3 mod 4 un entier positif sans facteur carre´.
Si d 6= 3 alors le groupe des unite´s de norme re´duite 1 de Λ4(d) est e´gal a`
Q8 = {±1,±i,±j,±k}.
Le groupe des unite´s de norme re´duite 1 de Λ4(3) est le groupe dicyclique a`
24 e´le´ments engendre´ par s′12 =
√
3+j
2 et k.
Preuve : Remarquons d’abord qu’aucun conjugue´ de w = 1+i+j+k2 n’ap-
partient a` Λ4(d)
1. En effet, si x ∈ H×, alors x−1wx = 12 + ai + bj + ck ou`
a, b, c ∈ Q(√d). Autrement dit, x−1wx est de terme constant 12 pour tout
x ∈ H×. Or aucun e´le´ment de Λ4(d) n’a pour terme constant 12 . Cela nous
permet d’affirmer que Λ4(d)
1 n’est pas conjugue´ a` E24 (ni a` E48 ni a` E120).
De plus Λ4(d)
1 contient Q8 = {±1,±i,±j,±k}, donc il n’est pas cyclique.
La seule possibilite´ est donc que Λ4(d)
1 est conjugue´ a` un groupe dicyclique
engendre´ par s2n = cos(pi/n) + i sin(pi/n) et j.
Le corollaire 3.9.8 nous dit que, si d 6= 3 alors n = 1, 2 ou 3. Supposons que
n = 3. Alors il existe x ∈ H× tel que s = x−1(cos(pi/3) + i sin(pi/3))x =
1
2 +x
−1ix
√
3
2 ∈ Λ4(d). Cela est impossible, car aucun e´le´ment de Λ4(d) n’a 12
comme terme constant. Il ne reste donc que n = 1 ou 2 comme possibilite´s,
mais Q8 est le groupe engendre´ par s4 et j, donc Λ4(d)
1 = Q8.
Si, au contraire, d = 3, il faut ve´rifier que le groupe G engendre´ par s′12 =
cos(pi/6) + j sin(pi/6) =
√
3+j
2 et k est conjugue´ au groupe engendre´ par
s12 = cos(pi/6)+i sin(pi/6) et j. Nous ve´rifions encore que G est bien contenu
dans Λ4(3). Comme G est le plus grand groupe possible, e´tant donne´ les
crite`res du corollaire 3.9.8, G = Λ4(3)
1.

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Corollaire 3.9.11. Les ordres maximaux Λ1(d) et Λ4(d) de la proposition
3.9.3 ne sont pas conjugue´s.
Preuve : Les deux lemmes pre´ce´dents nous assurent que les groupes des
unite´s de norme re´duite 1 de ces deux ordres ne sont pas isomorphes.

Lemme 3.9.12. Soit d ≡ 0 mod 6 un entier positif sans facteur carre´.
Si d 6= 6, alors le groupe des unite´s de norme re´duite 1 de Λ2(d) est cyclique
d’ordre 6, engendre´ par w = 1+i+j+k2 .
Le groupe des unite´s de norme re´duite 1 de Λ2(6) est le groupe dicyclique a`
12 e´le´ments engendre´ par s′12 =
1+i+j+k
2 et
√
6
6 (2− j − k).
Preuve : Des calculs explicites sur un e´le´ment ge´ne´rique de Λ2(d) per-
mettent de remarquer que s’il existe z ∈ Λ2(d) avec z2 = −1, alors d < 24.
Comme d est un multiple de 6 sans facteur carre´, cela ne se produit que
si d = 6. Voila` qui prouve, si d 6= 6, que Λ2(d) ne contient aucun e´le´ment
d’ordre 4. En particulier, il ne contient aucun conjugue´ de E24 et aucun
conjugue´ du groupe dicyclique d’ordre 12 ou d’ordre 8. Les autres groupes
dicycliques possibles sont e´galement exclus par le corollaire 3.9.8. Le groupe
cherche´ est donc un groupe cyclique d’ordre 1, 2, 3, 4 ou 6 car les autres
ordres sont exclus par le corollaire 3.9.8. Le re´sultat provient alors du fait
que w = 1+i+j+k2 ∈ Λ2(d) est de norme re´duite 1 et d’ordre 6.
Pour d = 6, observons que
√
6
6 (2−j−k) ∈ Λ2(6)1, ce qui signifie que Λ2(6) ne
contient aucun conjugue´ de E24, E48 ou E120, car les conjugue´s des e´le´ments
de ces groupes ne peuvent pas avoir de terme constant dans Q(
√
6). Donc
Λ2(6)
1 est dicyclique d’ordre au maximum 12, par le corollaire 3.9.8. Nous
pouvons conclure en constatant que w et
√
6
6 (2−j−k) engendrent un groupe
d’ordre 12.

Lemme 3.9.13. Soit d avec d = 6d′ et d′ 6≡ 3 mod 4 un entier positif sans
facteur carre´.
Le groupe des unite´s de norme re´duite 1 de Λ3(d) est e´gal a`
Q8 = {±1,±i,±j,±k}.
Preuve : Ve´rifier que Q8 est contenu dans Λ3(d)
1 est facile. Le corollaire
3.9.8 nous assure que les seules possibilite´s pour Λ3(d) sont, a` conjuguaison
pre`s, les trois suivantes :
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– Le groupe des quaternions Q8,
– Le groupe dicyclique engendre´ par 1+i
√
3
2 et j,
– Le groupe binaire te´trae´dral E24.
Supposons que Λ3(d)
1 n’est pas Q8. Il posse`de alors un e´le´ment d’ordre 6 de
la forme w = 12 + ai + bj + ck et son inverse w
γ . Des calculs explicites, en
utilisant un e´le´ment ge´ne´rique de cette forme dans Λ3(d), permettent de voir
qu’il n’existe aucun couple (w,wγ) avec w ∈ Λ3(d) satisfaisant les proprie´te´s
demande´es. Cela prouve que Λ3(d)
1 = Q8.

Corollaire 3.9.14. Soit d un entier positif multiple de 6 et sans facteur
carre´. Les ordres maximaux Λ1(d), Λ2(d), Λ3(d) donne´s dans la proposition
3.9.2 ne sont pas conjugue´s deux a` deux.
Preuve : Les lemmes 3.9.9, 3.9.12 et 3.9.13 nous assurent que les groupes
des unite´s de norme re´duite 1 de ces trois ordres sont toujours non iso-
morphes deux a` deux.

3.10 Borne infe´rieure du minimum euclidien dans
le cas totalement de´fini
Dans le chapitre II, nous avons donne´ une borne supe´rieure pour le mini-
mum euclidien d’un ordre maximal d’une alge`bre a` division sur un corps de
nombres. Dans le cas particulier des corps de quaternions totalement de´fini
sur un corps de nombres, il est possible de donner une borne infe´rieure de
ce minimum. C’est le but de cette section.
Lemme 3.10.1. Soient K un corps de nombres totalement re´el, a et b des
e´le´ments totalement positifs de K. Alors
NK/Q(a+ b) ≥ NK/Q(a)
avec e´galite´ si et seulement si b = 0.
Preuve : Si n de´signe le degre´ deK surQ et {σ1, . . . , σn} les n plongements
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de K dans R, alors
NK/Q(a+ b) =
n∏
i=1
(σi(a) + σi(b))
=
n∏
i=1
σi(a) +
∑
termes positifs
= NK/Q(a) + f(a, b)
ou` f(a, b) est positif, et nul seulement si b = 0.

Proposition 3.10.2. Soient A = (a, b)K un corps de quaternions tota-
lement de´fini sur un corps de nombres totalement re´el K et Λ un ordre
maximal de A. Pour tout x ∈ K,
mΛ(x) = mK(x)
2.
Preuve : Il existe α ∈ Λ tel que |nrA/Q(x−α)| = mΛ(x) (voir la proposition
2.2.2). Posons α = α0 + iα1 + jα2 + kα3. Nous obtenons
nrA/K(x− α) = (x− α0)2 − aα21 − bα22 + abα23
avec −a,−b, ab totalement positifs dans K. Par le lemme pre´ce´dent,
|nrA/Q(x− α0)| = NK/Q(x− α0)2
≤ |NK/Q(nrA/K(x− α))|
= mΛ(x);
or mK(x)
2 ≤ NA/Q(x− α0)2, donc mK(x)2 ≤ mΛ(x).
Re´ciproquement, il existe a ∈ OK tel que
|NK/Q(x− a)|2 = mK(x)2.
De plus
mΛ(x) ≤ |nrA/Q(x− a)|
= |NK/Q(x− a)2|
= mK(x)
2.

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Corollaire 3.10.3. Soient A et Λ comme dans la proposition pre´ce´dente.
Alors
M(Λ) ≥ M(K)2.
Preuve : Nous avons
M(Λ) = sup
x∈A
mΛ(x) ≥ sup
x∈K
mΛ(x) = sup
x∈K
mK(x)
2 = M(K)2

Nous pouvons maintenant exploiter cette borne pour discuter l’euclidianite´
de certains ordres maximaux d’alge`bres de quaternions totalement de´finies.
C’est ce que nous allons faire dans la section suivante.
3.11 Corps de quaternions quadratiques re´els eu-
clidiens
Dans cette section, A est un corps de quaternions totalement de´fini sur un
corps quadratique re´el K, et Λ est un ordre maximal de A. Le but est, dans
ce cadre, de de´terminer les corps de quaternions qui sont euclidiens pour la
norme re´duite.
Dans le cas ou` A est euclidien (ou meˆme seulement principal), il n’existe
qu’un seul ordre maximal, a` conjuguaison pre`s, dans A. On parlera alors du
minimum euclidien de A plutoˆt que de celui de Λ.
Proposition 3.11.1. Si A est un corps de quaternions euclidien totalement
de´fini sur un corps quadratique re´el, alors K = Q(
√
n) avec
n ∈ {2, 3, 5, 6, 13, 17, 21, 29, 33} .
en particulier, K est euclidien.
Preuve : Comme M(A) ≥ M(K)2, vu le corollaire 3.10.3, il faut que
M(K) ≤ 1 pour que A puisse eˆtre euclidien. Soit d = dK, le discriminant
de K. Nous savons que si M(K) ≤ 1 alors d ≤ 192√6 + 472 < 943 (voir
[Lem95], the´ore`me 4.2). Supposons donc que A est principal et que d ≤ 942.
Une formule de masse classique (voir [Vig80], corollaire 2.3, p.142) nous dit
que
[Λ× : O×K ]−1 =
1
2
hKζK(−1)
∏
P|D(Λ/OK)
(1−NK/Q(P))
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ou` Λ est un ordre maximal de A, hK est le nombre de classes d’ide´aux de
K et ou` le produit est effectue´ sur les ide´aux premiers de K qui divisent le
discriminant de Λ.
Pour que cette e´galite´ soit ve´rifie´e, il faut que
2
hKζK(−1) ∈ Z.
Dans le cas contraire la formule ci-dessus n’est pas ve´rifie´e et A n’est pas
principal. Nous avons ve´rifier par ordinateur (avec Pari) que pour 2 ≤ n ≤
942 et n sans facteur carre´,
2
hQ(
√
n)ζQ(
√
n)(−1)
∈ Z si et seulement si n ∈ {2, 3, 5, 6, 13, 17, 21, 29, 33} .
dans tous les autres cas A ne peut eˆtre principal et, a fortiori, pas euclidien.

Remarque : Les valeurs de n donne´es sont les valeurs (infe´rieures a` 943)
pour lesquelles A peut eˆtre principal.
La formule de masse utilise´e dans la preuve de la proposition pre´ce´dente
nous permet de calculer pre´cise´ment les corps de quaternions totalement
de´finis sur un corps quadratique re´el qui sont principaux.
Corollaire 3.11.2. Soient K = Q(
√
d) un corps quadratique re´el euclidien
et A un corps de quaternions totalement de´fini et principal sur K. Alors A
est isomorphe a` une des 13 alge`bres apparaissant dans le tableau III.1.
Remarque : Si A est un corps de quaternions totalement de´fini, euclidien
sur un corps quadratique re´el, alors A est isomorphe a` une des 13 alge`bres
apparaissant dans le tableau III.1.
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Nom K D A Λ M(A) Euclidien
2l Q(
√
2) OK (−1,−1)K
{
1,
√
2
2 (1 + i),
√
2
2 (1 + j),
1+i+j+k
2
}
1
4 ≤ M(A) ≤ 12 oui
2l23 P2P3 = (
√
2) · (3) (−4√2− 11,−3√2− 6)K
{
1, 1+i2 ,
4
√
2−11
89 (46i+ k),
4
√
2−11
178 (1 + i)(46i + k)
}
1 ≤ M(A) ≤ 499 non
2l25 P2P5 = (
√
2) · (5) (−12√2− 19,−5√2− 10)K
{
1, 1+i2 ,
(12
√
2−19)
73 (2i + k),
1
2j +
12
√
2−19
146 (2i + k)
}
1 ≤ M(A) ≤ 19625 non
2l27 P2P7 = (
√
2) · (2√2 + 1) (−4√2− 11,−√2− 4)K
{
1, 1+i2 ,
4
√
2−11
89 (33i + k),
1
2 +
1
2j +
4
√
2−11
178 (33i + k)
}
1 ≤ M(A) ≤ 4 non
2l27b P2P7 = (
√
2) · (−2√2 + 1) (−12√2− 19,√2− 4)K
{
1, 1+i2 ,
12
√
2−19
73 (16i + k),
1
2j +
12
√
2−19
73 (16i + k)
}
1 ≤ M(A) ≤ 4 non
5l Q(
√
5) OK (−1,−1)K
{
1, i, ω+(1+ω)i+j2 ,
1+i+j+k
2
}
1
16 ≤ M(A) ≤ 516 oui
5l25 P2P5 = (2) · (
√
5) (−12b − 11,−2b − 4)K
{
1, 1+i2 ,
6
√
5−17
109 (105i + k),
1
2 +
1
2j +
6
√
5−17
218 (105i + k)
}
1 ≤ M(A) ≤ 52 non
5l211 P2P11 = (2) · (−3b+ 1) (3b− 10,−4b − 6)K
{
1,
√
5+3
4 +
1
2 i,
−3√5−17
122 (i+ k),
1
2 +
−13√5−33
244 (i+ k) +
1
2j
}
1 ≤ M(A) ≤ 8116 non
5l211b P2P11 = (2) · (−3b+ 2) (−3b− 7,−2b − 6)K
{
1,
√
5+1
4 +
1
2 i,
3
√
5−17
122 (43i + k),
1
2 +
−7√5−1
244 (43i+ k) +
1
2j
}
1 ≤ M(A) ≤ 8116 non
13l Q(
√
13) OK (−1,−1)K
{
1, i, ω+(1+ω)i+j2 ,
1+i+j+k
2
}
1
9 ≤ M(A) ≤ 1316 oui
13l23 P2P3 = (2) · (b) (−4b− 7,−4b − 6)K
{
1, 1+i2 ,
2
√
13−9
29 (i+ k),
1
2 +
2
√
13−9
58 (i+ k) +
1
2j
}
1 ≤ M(A) ≤ 254 non
13l23b P2P3 = (2) · (−b+ 1) (−5b− 8,−2b − 4)K
{
1, 3+
√
13
4 +
1
2 i,
5
√
13−21
58 (18i + k),
−3√13+1
116 (18i + k) +
1
2j
}
1 ≤ M(A) ≤ 254 non
17l Q(
√
17) OK (−1,−3)K
{
1, i, i+j2 ,
3+3
√
17i+
√
17j+k
6
}
1
4 ≤ M(A) ≤ 1716 ?
Tab. III.1 – Les 13 corps de quaternions totalement de´finis principaux sur un corps quadratique re´el K avec M(K) ≤ 1.
3.11 Corps de quaternions quadratiques re´els euclidiens
Dans le tableau de la page pre´ce´dente, la premie`re colonne donne le nom de
l’unique ordre maximal Λ de A, la deuxie`me colonne de´signe le corps de base
K du corps de quaternions A, la troisie`me colonne est le discriminant re´duit
de A, c’est-a`-dire D2 = D(A) et, dans cette colonne, b de´signe un ge´ne´rateur
de OK comme Z-module. La quatrie`me colonne donne un couple (a, b) tel
que A ∼= (a, b)K , la cinquie`me colonne donne une OK -base d’un ordre maxi-
mal (unique a` conjuguaison pre`s) de (a, b)K et, dans cette colonne, ω de´signe
l’unite´ fondamentale de OK . L’avant-dernie`re colonne donne les bornes du
minimum euclidien.
Remarque : La borne supe´rieure du minimum euclidien de A donne´e dans
le tableau est obtenue en appliquant le corollaire 2.5.2 au re´seau (Λ, 1), a` l’ex-
ception des cas ou` A n’est pas ramifie´e aux places finies (i.e. D = OK). Dans
ces cas, on obtient la borne supe´rieure en re´alisant le re´seau E8 comme on
l’a vu dans la section 3.8 de ce chapitre. La borne infe´rieure, lorsque elle est
strictement infe´rieure a` 1, de´coule du corollaire 3.10.3. Dans le cas contraire
elle provient des re´sultats ge´ne´raux sur les ordres euclidiens donne´s dans la
section suivante (voir le corollaire 3.12.5 et les propositions 3.12.9 a` 3.12.12).
Ces propositions justifient e´galement les “non” de la dernie`re colonne.
Notons encore que, parmi les 13 corps de quaternions possibles la sixie`me et
la septie`me colonne nous donnent le re´sultat suivant.
Corollaire 3.11.3. Soit A un corps de quaternions euclidien totalement
de´fini sur un corps quadratique re´el K.
Si A n’est pas isomorphe a` (−1,−3)
Q(
√
17), alors
A ∼= (−1,−1)K
ou` K = Q(
√
2),Q(
√
5) ou Q(
√
13).
Afin d’eˆtre complet, nous devrions traiter deux cas supple´mentaires d’alge`bres
de quaternions sur un corps quadratique re´el. Il s’agit des cas ou` A est ra-
mifie´ en au plus une place infinie. Nous ne traiterons pas ces deux situations
en de´tail. Dans le cas ou` aucune place infinie n’est ramifie´e, on peut tout de
meˆme e´noncer le re´sultat partiel suivant :
Proposition 3.11.4. Soient K un corps quadratique re´el et A un corps
de quaternions totalement inde´fini sur K. Si A est euclidien alors K est
principal et si K est euclidien alors A est euclidien.
Preuve : On sait que le nombre de classes d’ide´aux a` droite de A et de
K sont les meˆmes (voir la proposition 3.4.1), ce qui montre la premie`re
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affirmation. La seconde affirmation est une conse´quence du fait que, si K
est principal, alors M(A) ≤ M(K) (voir le the´ore`me 3.4.10).

Nous terminerons par un cas particulier qui nous fournit a` la fois un exemple
ou` le minimum euclidien atteint la borne supe´rieure donne´e dans la section
2.5 du chapitre II, et un exemple de corps de quaternions quadratique (non-
euclidien) de minimum 1.
Proposition 3.11.5. Soient K = Q(
√
3), A = (−1,−1)K et
Λ = OK ⊕ 1 + i
2
(
√
3 + 1)OK ⊕ 1 + j
2
(
√
3 + 1)OK ⊕ 1 + i+ j + k
2
OK
l’un des deux ordres maximaux non conjugue´s de A. Alors
M(Λ) = 1.
De plus A n’est pas euclidien pour la norme re´duite
Preuve : Conside´rons γ l’involution canonique sur A et le re´seau L =
(Λ, 12 , γ). Alors L est un re´seau irre´ductible, pair, de minimum 2, de de´ter-
minant 81 et de maximum 2. Par le corollaire 2.5.2,
M(Λ) ≤
(
max(L)
det(L)
1
8 γmin(Λ)
)2
=
4dK
16 det(L)
1
4
= 1.
D’autre part, Λ n’est pas principal donc M(Λ) ≥ 1.

3.12 Ordres maximaux non euclidiens
Dans cette section K de´signe un corps de nombres totalement re´el et A =
(a, b)K est une alge`bre de quaternions sur K admettant au moins une place
infinie ramifie´e.
Proposition 3.12.1. Soient OK l’anneau des entiers de K, Λ un ordre
maximal de A et Λ1 le groupe multiplicatif des unite´s de norme 1 de Λ.
Soit m un ide´al maximal a` droite de Λ. Notons Im l’image de l’application
canonique O×K −→ OK/(m ∩ OK). Si les conditions suivantes sont ve´rifie´es
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1. pour tout ide´al maximal m a` droite de Λ tel que m ∩ Z = pZ et p est un
premier impair, on a
|Im| · |Λ1| · [Λ× : Λ1O×K ] + 1 < NA/Q(m),
2. pour tout ide´al maximal m a` droite de Λ tel que m ∩ Z = 2Z, on a
|Im| · |Λ1| · [Λ× : Λ1O×K ] + 2 < 2NA/Q(m),
alors Λ n’est pas euclidien a` droite.
Preuve : Supposons que Λ est euclidien a` droite. Par le corollaire 2.1.11,
il existe b ∈ Λ\Λ× tel que l’application canonique Λ× ∪ {0} −→ Λ/bΛ est
surjective. Soit m un ide´al maximal a` droite de Λ tel que bA ⊂ m. Alors
l’application canonique
ϕm : Λ
× ∪ {0} −→ Λ/m
est encore surjective. Remarquons d’abord que
|ϕm(Λ1O×K)| = |ϕm(Λ1)| · |ϕm(O×K)|.
En effet, ϕm : Λ
× → Λ → Λ/m et la deuxie`me application est un homo-
morphisme de OK-modules. Soient s1, . . . , sr des repre´sentants des classes
de Λ×/Λ1O×K . Alors
Λ× =
r⋃
i=1
siΛ
1O×K ,
de sorte que
|ϕm(Λ×)| ≤
r∑
i=1
|ϕm(siΛ1O×K)| = |ϕm(O×K)| ·
r∑
i=1
|ϕm(siΛ1)|. (III.3)
Finalement, comme Λ1 est fini, |ϕm(siΛ1)| ≤ |Λ1|. Nous avons donc que
|ϕm(Λ×)| ≤ |Im| · |Λ1| · [Λ× : Λ1O×K ].
Comme ϕm est surjective,
|Im| · |Λ1| · [Λ× : Λ1O×K ] + 1 ≥ |ϕ(Λ×)|+ 1 = |Λ/m| = NA/Q(m).
Cette ine´galite´ est en contradiction avec la premie`re condition de l’e´nonce´.
Autrement dit, si 1. est ve´rifie´e, alors pour tout ide´al maximal m tel quem∩Z
est un premier impair, ϕm n’est pas surjective. Comme A est euclidien, il
existe un ide´al maximal m tel que ϕm est surjective. Nous pouvons donc
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supposer qu’un tel ide´al maximal est au-dessus de 2. Dans ce cas, ϕm(1) =
ϕm(−1), donc
|ϕ(sΛ1)| ≤ |Λ
1|
2
pour tout s ∈ Λ×. L’ine´galite´ III.3 devient alors
|ϕ(Λ×)| ≤ |Im| · |Λ
1|
2
· [Λ× : Λ1O×K ].
Pour avoir la surjectivite´ il faut donc que
|Im| · |Λ1| · [Λ× : Λ1O×K ]
2
+ 1 ≥ |ϕ(Λ×)|+ 1 = |Λ/m| = NA/Q(m)
ce qui est impossible si la deuxie`me condition de l’e´nonce´ est ve´rifie´e. Nous
avons donc de´montre´ que si 1. et 2. sont ve´rifie´es, alors ϕm n’est jamais
surjective, et donc A n’est pas euclidien a` droite.

Corollaire 3.12.2. Soit Λ un ordre maximal de A. Notons f(P|p) le degre´
re´siduel de l’ide´al premier P de OK au-dessus de p ∈ Z. Supposons que les
deux conditions suivantes sont ve´rifie´es :
1. pour tout ide´al premier P au-dessus d’un premier impair p,
|Λ1| · [Λ× : Λ1O×K ] < pf(P|p) + 1,
2. pour tout ide´al dyadique P,
|Λ1| · [Λ× : Λ1O×K ] < 2 · (2f(P|2) + 1).
Alors Λ n’est pas euclidien a` droite.
Preuve : Soient p un nombre premier impair, m un ide´al maximal a` gauche
de Λ au-dessus de p et P = m ∩ OK . Nous savons que NA/K(m) = P2 (voir
[Rei03], the´ore`me 24.13, p.215), de sorte que NA/Q(m) = p
2f(P|p). De plus Im,
l’image de l’application canonique O×K → OK/(m ∩ O : K), est de cardinal
infe´rieur ou e´gal a` |OK/P| − 1, ou` le“−1” vient du fait que P ne contient
pas d’unite´, et |OK/P| = NK/Q(P) = pf(P|p). Supposons que
|Λ1| · [Λ× : Λ1O×K ] < pf(P|p) + 1.
Alors
|Λ1] · [Λ× : Λ1O×K ] · |Im| ≤ |Λ1| · [Λ× : Λ1O×K ] · (pf(P|p) − 1) < p2f(P|p) − 1
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et il en va de meˆme avec la seconde condition. Le re´sultat est alors une
conse´quence directe de la proposition pre´ce´dente.

Il est important de note´ que nous avons donner, au passage, une caracte´-
risation de la surjectivite´ de l’application canonique Λ× ∪ {0} → Λ/m, ou`
m est un ide´al maximal a` droite de Λ. Cette caracte´risation s’e´nonce de la
fac¸on suivante.
Corollaire 3.12.3. Soit Λ un ordre maximal de A. Notons f(P|p) le degre´
re´siduel de l’ide´al premier P de OK au-dessus de p ∈ Z. Soit mP un ide´al
maximal a` droite de Λ contenant PΛ. Si p est impair et que
|Λ1| · [Λ× : Λ1O×K ] < pf(P|p) + 1
ou si p = 2 et que
|Λ1| · [Λ× : Λ1O×K ] < 2 · (2f(P|2) + 1),
alors l’application canonique
ϕmP : Λ
× ∪ {0} −→ Λ/mP
n’est pas surjective.
Preuve : En suivant la preuve des deux re´sultats pre´ce´dents, nous consta-
tons que nous avons de´montre´ ce re´sultat interme´diaire.

Ces deux corollaires vont nous permettre de prouver que certains des ordres
maximaux apparaissant dans le tableau III.1 ne sont pas euclidiens. Com-
menc¸ons par le re´sultat suivant qui simplifiera les calculs.
Lemme 3.12.4. Soit Λ l’un des ordres de la table III.1. Alors
Λ× = Λ1O×K .
Preuve : Soit w = [Λ× : O×K ]. Comme Λ est principal, nous savons, par
une formule de masse classique, que
w =
ζK(−1)∏
P|D
(N(P) − 1)
−1
163
Chapitre III. Minimum euclidien des corps de quaternions
ou` D est le discriminant re´duit de Λ, autrement dit d(Λ) = D2. Remarquons
que
[Λ× : Λ1O×K ] =
2w
|Λ1| .
En effet, le noyau de l’homomorpisme surjectif Λ×/O×K −→ Λ×/Λ1O×K est
Λ1O×K/O×K ∼= Λ1/(Λ1 ∩ O×K) = Λ1/{±1}, donc
[Λ× : O×K ] = [Λ× : Λ1O×K ] ·
∣∣Λ1/{±1}∣∣ .
Nous ve´rifions que pour tous les ordres du tableau, 2w|Λ1| = 1.

Ce lemme nous permet d’appliquer le corollaire 3.12.2 en ne tenant compte
que de la cardinalite´ de Λ1.
Corollaire 3.12.5. Les ordres maximaux 2l25, 5l211, 5l211b de la table
III.1 ne sont pas euclidiens a` droite. En particulier leur minimum euclidien
pour la norme re´duite est supe´rieur ou e´gal a` 1.
Preuve : Un calcul permet d’obtenir les unite´s de norme 1 de ces diffe´rents
ordres. Nous avons 2l251 = {±1}, 5l2111 est le groupe cyclique d’ordre 4
engendre´ par 1 + −7
√
5+1
122 (i+ k), et 5l211b
1 est le groupe cyclique d’ordre 4
engendre´ par 1 + 7
√
5+1
122 i +
3
√
5−17
122 k. Il suffit alors d’appliquer le corollaire
3.12.2.
1. Pour Λ = 2l25, |Λ1| = 2 et 2 < pf + 1 pour tout premier p et tout entier
positif f , ce qui prouve que 2l25 n’est pas euclidien a` droite.
2. Pour Λ = 5l211, |Λ1| = 4 et 4 ≥ pf+1 si et seulement si 1 ≤ pf ≤ 3, mais
3 est inerte dans K = Q(
√
5), donc f(3OK |3) = 2 et donc 4 < pf(P|p)+1
pour tout premier impair p. De plus 4 < 2(2f +1) pour tout entier positif
f , ce qui prouve que 5l211 n’est pas euclidien.
3. Le cas Λ = 5l211b est identique au pre´ce´dent.

Dans certains cas, la borne sur les unite´s de norme 1 est insuffisante pour
conclure que l’ordre n’est pas euclidien. En affinant le re´sultat, on peut par-
fois arriver facilement a` la meˆme conclusion. Dans ce but, e´nonc¸ons d’abord
le re´sultat suivant sur le nombre d’ide´aux maximaux a` droite de Λ contenant
un premier P donne´ de OK .
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Lemme 3.12.6. Soient A une alge`bre de quaternions sur un corps de nom-
bres galoisien K et Λ un ordre maximal de A. Soient p un nombre premier
et f = f(p) le degre´ re´siduel de p. Notons encore P1, . . . ,Pr les ide´aux
premiers de OK au-dessus de p. Posons
B(n) =
{
I ⊂ Λ | I est un ide´al a` droite de Λ et nrA/Q(I) = n
}
et b(n) = |B(n)|. De´finissons encore l’ensemble d’ide´aux premiers suivants :
Ramp(A) = {P ⊂ OK | P divise p et P ∈ Ramf (A)}
et notons s le cardinal de Ramp(A). Alors
1. B(pf ) est l’ensemble des ide´aux maximaux a` droite de Λ qui contiennent
PiΛ pour un certain 1 ≤ i ≤ r.
2. Le cardinal de B(pf ) est donne´ par
b(pf ) = s+ (1 + pf )(r − s).
3. Soit Pi un ide´al au-dessus de p, ramifie´ dans A. Alors il existe un unique
ide´al maximal m a` droite de Λ contenant PiΛ. De plus m est un ide´al
premier bilate`re et PiΛ = m2.
4. Soit a(P) le nombre d’ide´aux maximaux a` droite de Λ contenant PΛ.
Alors ∑
P|p,P6∈Ramp(A)
a(P) = (1 + pf )(r − s).
Preuve : Montrons d’abord la premie`re assertion.
Soit I un ide´al a` droite de Λ tel que nrA/Q(I) = p
f . Alors nrA/K(I) = Pi,
puisque nrA/Q = NK/Q◦nrA/K et que NK/Q(J) = pf si et seulement si J = Pi
pour un 1 ≤ i ≤ r. Donc I est maximal. En effet, dans le cas contraire, il
existerait un ide´alM % I propre, et alors nrA/K(I) = Pi $ nrA/K(M) $ OK
ce qui est absurde. Re´ciproquement, si m est un ide´al maximal contenant
PiΛ, alors nrA/K(m) = Pi (voir [Rei03] the´ore`me 24.13, p. 215), et donc
nrA/Q(m) = p
f .
Montrons la troisie`me assertion.
Soit m un ide´al maximal a` droite de Λ contenant PiΛ. On sait que
P = annΛ Λ/m
est l’unique ide´al premier bilate`re contenu dans m (voir [Rei03], the´ore`me
22.15, p.195). De plus, comme Pi est ramifie´ dans A, on a PiΛ = P2 (voir
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[Rei03], the´ore`me 32.1, p.273), de sorte que nrA/K(P) = Pi et donc P est
maximal comme ide´al a` droite de Λ (voir preuve de 1.). Nous avons donc
montre´ que m = P.
Montrons la deuxie`me assertion.
Conside´rons
ζA(s) =
∑
I⊂Λ
NA/Q(I)
−s
ou` s est un nombre complexe avec Re(s) > 1, et I parcourt les ide´aux a`
droite de Λ, et
ζAP (s) =
∑
I⊂ΛP
NAP/Qp(I)
−s
ou` s est un nombre complexe avec Re(s) > 1, I parcourt les ide´aux a` droite
de ΛP et P est un ide´al premier de OK .
Soit bP(pe) = ]
{
I ⊂ ΛP | I ide´al a` droite de ΛP tel que nrAP/Qp(I) = pe
}
.
Notons que bP(pe) = 0 si f ne divise pas e. Nous savons que nrA/Q(I)2 =
NA/Q(I) pour tout ide´al I (et de meˆme localement). De plus
ζA(s) =
∏
P
ζAP (s)
(voir [Vig80], chapitre III, §2, p.64). Avec les notations ci-dessus, il vient
alors
ζA(s) =
∞∑
n=1
b(n)
n2s
=
∏
P
∞∑
e=0
bP (pe)
p2es
.
En comparant les coefficients et en utilisant le fait que bP(pe) est nul si f
ne divise pas e, nous voyons que
b(pf ) =
∑
P|p
bP(pf ).
Le lemme 4.1 du § 4 du chapitre III de [Vig80] (p.48) nous donne la valeur
de bP(pf ) :
bP(pf ) =
{
1 si P ∈ Ramf (A)
1 + pf sinon
ce qui nous permet de conclure.
Montrons la quatrie`me assertion.
En utilisant 1., 2. et 3., on trouve
s+ (1 + pf )(r − s) = b(pf ) =
∑
P|p
a(P) =
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=
∑
P∈Ramp(A)
a(P) +
∑
P|p,P6∈Ramp(A)
a(P) = s+
∑
P|p,P6∈Ramp(A)
a(P)
d’ou` le re´sultat.

Nous utiliserons e´galement le re´sultat suivant :
Lemme 3.12.7. Soient A une alge`bre se´parable sur un corps K, Λ un ordre
maximal de A, m un ide´al maximal a` droite de Λ. Si I et J sont des ide´aux
bilate`res de Λ tels que IJ ⊂ m, alors I ⊂ m ou J ⊂ m.
Preuve : Soit P = annΛ Λ/m l’unique ide´al bilate`re premier contenu dans
m (voir [Rei03], thm 22.15, p.195). Si IJ ⊂ m, alors IJ ⊂ P et comme P
est premier soit I ⊂ P ⊂ m soit J ⊂ P ⊂ m.

Enonc¸ons encore un re´sultat technique que nous utiliserons abondamment
dans les preuves des re´sultats 3.12.9 a` 3.12.12.
Lemme 3.12.8. Soient A une alge`bre de quaternions sur un corps de nom-
bres K, Λ un ordre maximal de A, m un ide´al maximal a` droite de Λ et sΛ
un ide´al bilate`re de Λ. On conside`re encore la surjection canonique
ϕ : Λ −→ Λ/m
et un sous-ensemble T de Λ. Supposons qu’il existe a ∈ OK tel que
ϕ(s2) = a2 ∈ OK/P
ou` P = OK ∩m et supposons que aT ⊂ T . Alors
ϕ(T ∪ sT ) = ϕ(T ).
Preuve : Par hypothe`se, (s−a)(s+a) ∈ m. Comme (s−a)Λ et (s+a)Λ sont
des ide´aux bilate`res, s−a ∈ m ou s+a ∈ m (voir le lemme pre´ce´dent). Sans
perte de ge´ne´ralite´, supposons que s−a ∈ m. Remarquons que ϕ(su) = ϕ(au)
pour tout u ∈ Λ. En effet, ϕ(au) − ϕ(su) = ϕ(au − su) = ϕ((a − s)u) = 0
car (a− s)u ∈ m. Ainsi
ϕ(sT ) = aϕ(T ) = ϕ(aT ) ⊂ ϕ(T ).
Finalement ϕ(T ∪ sT ) = ϕ(T ) ∪ ϕ(sT ) = ϕ(T ).

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Proposition 3.12.9. L’ordre 2l23 de la table III.1 n’est pas euclidien a`
droite. En particulier son minimum euclidien pour la norme re´duite est
supe´rieur ou e´gal a` 1.
Preuve : Dans toute la preuve, mP de´signe un ide´al maximal a` droite de Λ
contenant PΛ et P est un ide´al premier de OK . Posons Λ = 2l23. Le groupe
Λ1 des unite´s de norme 1 est le groupe cyclique d’ordre 6 engendre´ par 12 +
12
√
2−33
178 i+
4
√
2−11
89 k. Dans la section 2.1 du chapitre II, nous avons de´fini des
suites de sous-ensembles de Λ note´es (Λi)i∈N et (Λ′i)i∈N. Ici, Λ0 = {0}, Λ1 =
Λ×∪{0} et Λ′2 = Λ1 (voir la de´finition 2.1.9 et la preuve du corollaire 2.1.11).
L’ensemble Λ2 est l’ensemble des s ∈ Λ tels que l’application canonique
ϕs : Λ
′
2 −→ Λ/sΛ
est surjective. Les premiers 3 et 5 sont inertes dans K = Q(
√
2), donc de
degre´ re´siduel 2, et |Λ1| = 6 < 32 + 1 < 52 + 1. Le corollaire 3.12.3 nous
assure que, si sΛ ⊂ m3 ou sΛ ⊂ m5, alors ϕs n’est pas surjective. De plus
|Λ1| = 6 < pf + 1 pour tout p ≥ 7 et tout f ≥ 1. Donc que ϕs ne peut
eˆtre surjective que si s ∈ m(√2). Mais |Λ1| = 6 = 2(2 + 1) donc, si sΛ est
proprement inclus dans m(
√
2), alors ϕs n’est pas surjective. Nous pouvons
ainsi nous restreindre a` l’e´tude de m(
√
2).
Comme (
√
2) est ramifie´ dans A (voir le tableau III.1),
√
2Λ = P2 ou` P est
l’unique ide´al maximal a` droite de Λ au-dessus de (
√
2) et P est bilate`re
(voir le lemme 3.12.6). Soit t un ge´ne´rateur de P (il est possible de choisir
t = −6
√
2−28
89 i +
−4√2+11
89 k), Nous ve´rifions que ϕt est effectivement surjec-
tive. Nous avons donc de´montre´ que Λ2 = tΛ
× ∪ Λ1 = tΛ× ∪ Λ× ∪ {0}.
La de´marche est la meˆme pour calculer Λ3.
Nous avons Λ′3 = Λ2 et nous cherchons les s ∈ Λ, qui ne sont pas de´ja` dans
Λ2, tels que l’application canonique :
ϕs : Λ
′
3 −→ Λ/sΛ
est surjective. Si sΛ contient 2 et aucun premier impair, qu’il est proprement
inclus dans P, alors sΛ ⊂ √2Λ, car β2 = √2Λ. Ainsi, si ϕs est surjective,
alors ϕ√2 l’est. Nous allons voir que |Imϕ√2| ≤ 10. En effet,
|ϕs(Λ×)| ≤
(
|OK/
√
2OK | − 1
) |Λ1|
2
= 3
et donc |ϕ√2({0} ∪ Λ× ∪ sΛ×)| ≤ 1 + 3 + 3 = 10. Comme∣∣∣Λ/√2Λ∣∣∣ = NA/Q(√2) = 16
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cela veut dire que ϕs n’est pas surjective si sΛ contient 2, aucun premier
impair et qu’il est proprement inclus dans P.
Nous pouvons donc nous inte´resser aux ide´aux qui sont contenu dans un mP
ou` P est au-dessus d’un premier impair. Soient P un ide´al premier de OK =
Z[
√
2] et mP = xΛ un ide´al maximal a` droite de Λ tel que xΛ ∩ OK = P.
Notons encore pZ = P ∩OK et supposons p impair. Pour les meˆmes raisons
que dans le cas dyadique,
|Imϕx| ≤ 1 + |Λ1| · (pf(P|p) − 1) + |Λ1| · (pf(P|p) − 1) = 12pf(P|p) − 11.
D’un autre coˆte´,
|Λ/xΛ| = NA/Q(mP) = p2f(P|p),
donc pour que ϕx soit surjective, il faut que 1 ≤ pf ≤ 11 ce qui n’est possible
que si p = 3 ou 7 (les cas 5 et 11 sont exclus car f(5OK |5) = f(11OK |11) =
2).
Nous allons voir que ϕx n’est pas surjective. Commenc¸ons par le cas p = 3.
Comme 〈3〉 est ramifie´ dans A, 3Λ = P2 ou` P est l’unique ide´al maximal a`
droite de Λ contenant 3Λ, et P est bilate`re (voir le lemme 3.12.6). Soit s un
ge´ne´rateur de P (il est possible de choisir s = 12
√
2−33
89 i +
8
√
2−22
89 k). Nous
ve´rifions que |ϕs({0} ∪ Λ× ∪ tΛ×)| = 16, donc ϕs n’est pas surjective, car
|Λ/sΛ| = NA/Q(P) = 34 = 81. Par conse´quent si x ∈ m3, alors x 6∈ Λ3.
Conside´rons maintenant le cas p = 7. Nous avons
7OK =
(
1 + 2
√
2
)
OK
(
1− 2
√
2
)
OK = P7P7.
Soit u un ge´ne´rateur de mP7 . Nous pouvons identifier OK/P7 a` F7. Rappe-
lons que Λ′3 = tΛ
×∪Λ1 et que (tΛ)2 =
√
2Λ. Explicitement, t2(1−√2) = √2
et 1−√2 ∈ O×K . On a
3 = ϕu(
√
2) = ϕu(t
2(1−
√
2)) = 5ϕu(t
2)
ce qui prouve que ϕu(t
2) = 2 = 42. De plus il existe v ∈ O×K tel que
ϕu(v) = 4 : v = 1 +
√
2 fait l’affaire. Le lemme 3.12.8 nous dit alors que
ϕu(Λ
×) = ϕu(Λ× ∪ tΛ×) et, comme u 6∈ Λ2, alors u 6∈ Λ3.
La de´marche est la meˆme avec mP7. Si u est un ge´ne´rateur de mP7,
4 = ϕu(
√
2) = ϕu(t
2(1−
√
2)) = 4ϕu(t
2)
et donc ϕu(t
2) = 1 = 12, comme ϕu(1) = 1. En proce´dant comme aupara-
vant, nous obtenons que u 6∈ Λ3.
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Finalement, nous avons montre´ que Λ3 = Λ
′
3 = Λ2 6= Λ. Par la proposition
2.1.10, Λ n’est pas euclidien a` droite.

Proposition 3.12.10. L’ordre 5l25 de la table III.1 n’est pas euclidien a`
droite. En particulier son minimum euclidien pour la norme re´duite est
supe´rieur ou e´gal a` 1.
Preuve : Comme la preuve est essentiellement la meˆme que celle de la
proposition pre´ce´dente, nous ne donnons pas les de´tails des calculs. Posons
Λ = 5l25 et ve´rifions, a` l’aide du corollaire 3.12.2, que si ϕm : {0} ∪ Λ× −→
Λ/m est surjective, alors m est un ide´al maximal au-dessus de 2, de 3 ou de√
5. Nous de´montrons que ϕm n’est pas surjective si m est un des dix ide´aux
maximaux a` droite de Λ contenant 3Λ (il y a exactement dix ide´aux de ce
type par le lemme 3.12.6) ou si m est l’unique ide´al maximal contenant
√
5Λ.
En revanche, si s = −12
√
5+34
109 i− 12j+ 6
√
5−17
218 k est un ge´ne´rateur de l’unique
ide´al maximal a` droite de Λ contenant 2Λ, alors ϕs(Λ
× ∪ {0}) = Λ/sΛ, de
sorte que Λ2 = {0} ∪ Λ× ∪ sΛ×.
Nous ve´rifions ensuite que les seuls candidats pour Λ3 sont au-dessus de
3, 5, 11 ou 19. Dans ces quatre cas l’application ϕm n’est pas surjective. En
effet, soit u un ge´ne´rateur de m3, un ide´al maximal a` droite de Λ au-dessus
de 〈3〉. Nous avons
1 = ϕu(−2) = ϕu(s2)
ce qui exclut le cas 3 (voir la preuve pre´ce´dente pour les de´tails).
Soit u un ge´ne´rateur de l’unique ide´al maximal au-dessus de (
√
5). Ve´rifier
que |ϕu(Λ2)| = 9 < 25 exclut le cas 5.
Soit u un ge´ne´rateur de mP , un ide´al maximal a` droite de Λ au-dessus de P
(ou` PP = 11OK). Alors
32 = ϕu(−2) = ϕu(t2)
et 3 ∈ ϕu(O×K) ce qui exclut le cas 11.
Soit u un ge´ne´rateur de mP , un ide´al maximal a` droite de Λ au-dessus de P
(ou` PP = 19OK). Alors
62 = ϕu(−2) = ϕu(t2)
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et 6 ∈ ϕu(O×K) ce qui exclut le cas 19.
Finalement, Λ3 = Λ2 6= Λ et donc Λ n’est pas euclidien a` droite.

Proposition 3.12.11. Les ordres 13l23 et 13l23b de la table III.1 ne sont
pas euclidiens a` droite. En particulier leur minimum euclidien pour la norme
re´duite est supe´rieur ou e´gal a` 1.
Preuve : Dans les deux cas, le corollaire 3.12.3 nous dit que s’il existe
s ∈ Λ, ou` Λ de´signe un des ordres 13l23 ou 13l23b, tel que l’application
canonique
ϕs : Λ
× ∪ {0} −→ Λ/sΛ
est surjective, alors sΛ ⊂ m3, ou` m3 est un ide´al maximal a` droite de Λ au
dessus de (1+
√
13
2 )Λ ou au-dessus de (
1−√13
2 )Λ.
Il faut donc e´tudier le cas de m3. Distinguons les deux ordres.
Posons d’abord Λ = 13l23. Soit s = −
√
13−10
29 i+
1
2j+
−2√13+9
58 k. AlorsP = sΛ
est l’unique ide´al maximal a` droite de Λ contenant 1+
√
13
2 Λ (l’unicite´ est as-
sure´e par le lemme 3.12.6). Nous ve´rifions que ϕs n’est pas surjective. Nous
savons qu’il y a exactement quatre ide´aux maximaux a` gauche distinct conte-
nant 1−
√
13
2 Λ (voir lemme 3.12.6). Ils sont engendre´ par les quatre e´le´ments
suivants :
1. t1 =
1+i
2 ,
2. t2 =
1−i
2 ,
3. t3 =
1
2 +
2
√
13−9
58 i− 12j + 2
√
13−9
58 k
4. t4 =
1
2 +
−4√13−11
58 i− 12j + −2
√
13+9
29 k.
Il suffit de ve´rifier encore que les applications ϕti ne sont pas surjectives, car
le corollaire 2.1.11 nous dit alors que 13l23 n’est pas euclidien a` droite.
Posons maintenant Λ = 13l23b. Nous proce´dons de meˆme avec l’unique
ide´al maximal a` droite contenant 1−
√
13
2 Λ (engendre´ par s =
−√13−10
29 i −
1
2j +
−3√13−1
116 k) et les quatre ide´aux maximaux a` droite contenant
1+
√
13
2 Λ,
engendre´s par :
1. t1 = −12 + −
√
13+3
4 i,
2. t2 = −12 − −
√
13+3
4 i,
171
Chapitre III. Minimum euclidien des corps de quaternions
3. t3 =
1
2 +
−3√13+1
116 i+
√
13−3
4 j +
−5√13+21
116 k,
4. t4 = −12 + −23
√
13+83
116 i+
−5√13−21
58 k.

Proposition 3.12.12. Les ordres 2l27 et 2l27b de la table III.1 ne sont pas
euclidiens a` droite. En particulier leur minimum euclidien pour la norme
re´duite est supe´rieur ou e´gal a` 1.
Preuve : La preuve est la meˆme que dans la proposition pre´ce´dente. Il faut
voir que ϕs ne peut eˆtre surjective que lorsque sΛ est un ide´al maximal au
dessus de (
√
2), (2
√
2 + 1) ou (−2√2 + 1). Dans ces trois cas il faut ve´rifier
que ϕs n’est pas surjective.

3.13 Corps de quaternions quadratiques imaginaires
euclidiens
Dans la section 3.11, nous avons donne´ une liste presque exhaustive des
corps de quaternions totalement de´finis sur un corps quadratique re´el qui
sont euclidiens. Dans cette section nous donnons un re´sultat semblable pour
le cas quadratique imaginaire.
Proposition 3.13.1. Soient d un nombre entier positif sans facteur carre´ et
K = Q(
√−d) un corps quadratique imaginaire. Alors le minimum euclidien
de K est donne´ par
M(KR) = M(K) =
{
d+1
4 si d ≡ 1 ou 2 mod 4
(d+1)2
16d sinon.
Si d ≡ 1 ou 2 mod 4, alors M(K) = mK(x) pour tout x ≡ 1+
√−d
2 mod OK .
Si d ≡ 3 mod 4, alors M(K) = mK(x) pour tout x ≡ ±
1
4
(1+d)√−d mod OK .
Preuve : voir [Lem95], propostions 3.1 et 3.2, p.7
Corollaire 3.13.2. Soit A un corps de quaternions sur un corps quadratique
imaginaire K = Q(
√−d) (ou` d est un entier positif sans facteur carre´).
Supposons que A n’est pas isomorphe a` (−2,−5)Q(√−19). Alors
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A est euclidien si et seulement si d ∈ {1, 2, 3, 7, 11}
On peut encore donner les bornes suivantes du minimum euclidien
i) Si d = 1 ou d = 2, alors d+18 ≤ M(A) ≤ d+14 .
ii) Si d ∈ {3, 7, 11, 19, 43, 67, 163}, alors d+164 ≤ M(A) ≤ (d+1)
2
16d .
Preuve : Comme le nombre de classes d’ide´aux a` droite d’un ordre maxi-
mal de A est e´gal au nombre de classes d’ide´aux de K (voir proposition
3.4.1), si A est euclidien, alors K est principal. Les corps quadratiques
imaginaires principaux sont bien connus ; il s’agit de Q(
√−d) pour d =
1, 2, 3, 7, 11, 19, 43, 67, 163. Ces neuf corps sont les seuls candidats possibles
pour que A soit euclidien.
Observons d’abord K = Q(i). Nous avons M(K) = 12 = mK
(
1
1−i
)
. Fixons
un ordre maximal Λ de A et posons b = 1− i et a = 1. Le the´ore`me 3.4.10
nous dit alors que
1
2
mK
(
1
1 + i
)
≤ mΛ(b−1)
ce qui prouve que d+18 ≤ M(A). L’autre ine´galite´ provient de M(A) ≤ M(K).
Le proce´de´ est le meˆme pour d = 2, en utilisant b = 2 et a ∈ Λ tel que
nrA/K(a) = 1 +
√−2.
Les sept cas restants se re`glent de la meˆme manie`re : nous choisissons a ∈ Λ
tel que nrA/K(a) =
1+
√
d
2 et b = 2. Nous avons donc, avec les notations du
the´ore`me 3.4.10,
nrA/K(b) = 4, tb = 2, Cb = NK/Q
(
1
2
)
=
1
4
.
Nous avons alors
1
4
mK
(
nrA/K(a)
2
)
=
1
4
mK
(
1 +
√−d
4
)
≤ mΛ(b−1a).
De plus on voit facilement que
mK
(
1 +
√−d
4
)
= NK/Q
(
1 +
√−d
4
)
=
1 + d
16
.
Donc d+164 ≤M(A). L’autre ine´galite´ provient de
M(A) ≤ M(K).
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Nous avons de´montre´ toutes les ine´galite´s voulues et, en particulier, que
si d ∈ {1, 2, 3, 7, 11} alors A = (a, b)Q(√−d) est euclidien. Les ine´galite´s
de´montrent e´galement que si d ∈ {67, 163} alors A n’est pas euclidien.
Il nous reste a` de´montrer que si d ∈ {19, 43} et A 6∼= (−2,−5)Q(√−19) alors
A n’est pas euclidien. Notons pour la suite que (−2,−5)Q(√−19) est le corps
de quaternions ramifie´ exactement aux premiers s = 1+
√−19
2 et s =
1−√−19
2 .
Par commodite´ nous conside´rons Q(
√−d) plonge´ dans C et nous notons
I =
√−1 ∈ C.
Soit P1, . . . ,P2t les premiers ramifie´s de A. Soit biΛ = Pi l’unique ide´al
maximal de Λ au-dessus de Pi. Rappelons que Pi est bilate`re, que P2i = PiΛ
(voir le lemme 3.12.6) et que nrA/K(bi) est un ge´ne´rateur de Pi = Pi ∩OK .
Supposons qu’il existe un indice i0 (1 ≤ i0 ≤ 2t) et a ∈ Λ tel que nrA/K(a)
et nrA/K(bi0) sont premier entre eux et
mK(nrA/K(b
−1
i0
a)) ≥ 1,
alors A n’est pas euclidien. En effet, dans ce cas, en reprenant les notations
du the´ore`me 3.4.10, nous avons
tbi = nrA/K(bi) et Cbi = 1
donc
1 ≤ mK(nrA/K(b−1i0 a)) = mK
(
nrA/K(a)
tbi0
)
≤ mΛ(b−1i0 a).
Il n’est pas difficile de voir que si x ∈ K est a` l’inte´rieur (ou au bord) du
paralle´logramme Q de´fini par les sommets{
1√
d
+ I,
√
d− 2
2
√
d
+ I
(√
d− 2
2
)
,
1√
d
+ 1 + I,
3
√
d− 2
2
√
d
+ I
(√
d− 2
2
)}
alors mK(x) ≥ 1.
Soient P un des Pi et tb un ge´ne´rateur de P. Soit a ∈ Λ tel que nrA/K(a) =
tb + 1, si Re(P ) ≥
√
d, alors
nrA/K(a)
tb
∈ Q et donc A n’est pas euclidien. De
meˆme si a′ ∈ Λ est tel que nrA/K(a′) = tb +
√−d et si Im(P ) ≥ 4
√
d√
d−2 , alors
nrA/K(a
′)
tb
∈ Q et donc A n’est pas euclidien.
Comme tb est un ge´ne´rateur de P, il est toujours possible de supposer que,
soit la partie re´elle de tb est positive, soit la partie imaginaire de tb est
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positive. Nous avons donc de´montre´ que si A est euclidien alors les premiers
ramifie´s de A ve´rifient
−
√
d ≤ Re(tb) ≤
√
d et − 4
√
d√
d− 2 ≤ Im(tb) ≤
4
√
d√
d− 2 .
Pour d ∈ {19, 43} il n’y a qu’un ensemble fini E de tels ide´aux premiers.
Notons E′ l’ensemble des ge´ne´rateurs de ces ide´aux. Il est facile de ve´rifier
par ordinateur que pour tout P ∈ E′, a` l’exception de P = s et P = s
lorsque d = 19, il existe a ∈ Λ, dont la norme re´duite est premie`re a` P , tel
que mK
(
nrA/K(a)
P
)
≥ 1. Cela prouve que le seul candidat restant qui peut
eˆtre euclidien est le corps de quaternions ramifie´ exactement aux premiers s
et s lorsque d = 19

Nous savons que, lorsque K est principal, M(A) ≤ M(K). Nous avons de´ja`
vu qu’il est possible que M(A) = M(K), c’est le cas lorsque K = Q, A
est inde´fini et que 2 ramifie dans A. Il est alors naturel de se demander
si M(A) < M(K) est possible. La proposition suivante, sans re´pondre a` la
question, donne un candidat pour cette ine´galite´.
Proposition 3.13.3. Soient K = Q(
√−2), A un corps de quaternions sur
K ramifie´ en
√−2OK et Λ un ordre maximal de A, alors
3
8
≤ M(A) ≤ 3
4
et,
mΛ(ξ) <
3
4
pour tout ξ ∈ A
Preuve : Par le corollaire 3.13.2, la seule chose qu’il faut montrer c’est que
mΛ(ξ) 6= 34 pour tout ξ ∈ A. Soit ξ ∈ A. Nous savons qu’il existe a, b, c ∈ Λ
tels que
ξ = b−1a+ c, (nrA/K(a),nrA/K(b)) = 1 et mΛ(ξ) ≤ mK(nrA/K(b−1a)).
Supposons, dans un premier temps, que nrA/K(b
−1a) 6≡ 1+
√−2
2 mod OK .
Autrement dit, mK(nrA/K(b
−1a)) < M(K). Alors, par le the´ore`me 3.4.10,
mΛ(ξ) ≤ mK(nrA/K(b−1a)) < M(K) =
3
4
.
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Supposons maintenant que nrA/K(b
−1a) ≡ 1+
√−2
2 mod OK . Il existe alors
k = k0 + k1
√−2 ∈ OK tel que nrA/K(b−1a) = 1+
√−2+2k
2 . Comme
(nrA/K(a),nrA/K(b)) = (2, 1 +
√−2 + 2k) = 1,
nous devons avoir nrA/K(b) = ±2 et nrA/K(a) = ±(1 +
√−2 + 2k). Soit
bΛ l’ide´al a` droite de Λ engendre´ par b. Il existe des ide´aux maximaux
{m1, . . .ms} tels que bΛ = m1 · · ·ms, et donc
2OK = nrA/K(m1) · · · nrA/K(ms).
Cela n’est possible que si s = 2 et nrA/K(m1) = nrA/K(m2) =
√−2OK .
Comme P = √−2OK est ramifie´ dans A, il n’y a qu’un ide´al maximal au-
dessus de P, de plus cet ide´al est bilate`re et son carre´ est √−2Λ (voir le
lemme 3.12.6). Nous avons donc de´montre´ que bΛ =
√−2Λ. Sans perte de
ge´ne´ralite´, nous pouvons supposer que b =
√−2.
Posons t = b−1a = a√−2 . Comme
√−2Λ est un ide´al bilate`re, le lemme 3.4.9,
nous dit que
nrA/K(a)−
√−2OK = nrA/K(a−
√−2Λ).
Posons v = 1 + 2k1 −
√−2k0. Il existe γ ∈ Λ tel que
nrA/K(a)−
√−2v = nrA/K(a−
√−2γ).
Calculons nrA/K(t− γ) :
nrA/K(t− γ) = nrA/K(
√−2)−1nrA/K(a−
√−2γ)
= −1
2
(nrA/K(a)−
√−2v)
=
−1−√−2− 2k0 − 2k1
√−2 + (1 + 2k1)
√−2 + 2k0
2
= −1
2
.
Ainsi
mΛ(ξ) = mΛ(t) ≤ nrA/Q(t− γ) = NK/Q
(
−1
2
)
=
1
4
<
3
4
= M(K).
Nous avons donc de´montre´ que pour tout ξ ∈ A, mΛ(ξ) < M(K) = 34 .

Si d ≡ 3 mod 4 et que K n’est pas principal nous pouvons nous servir du
the´ore`me 3.4.11 pour borner le minimum euclidien d’un ordre maximal Λ.
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Proposition 3.13.4. Soient d ≡ 3 mod 4, K = Q(√−d), A un corps
de quaternions sur K et Λ un ordre maximal de A. Supposons que A est
ramifie´ en
√−d et que l’unique ide´al maximal P de Λ au-dessus de √−d est
principal. Alors
M(Λ) ≥ M(K).
Preuve : Il existe a ∈ Λ tel que nrA/K(a) = 1+d4 . Notons P = bΛ. Nous
savons que nrA/K(bΛ) = bΛ∩OK =
√−dOK . Avec les notations du the´ore`me
3.4.11,
tb =
√−d et Cb = 1
de plus (nrA/K(a),nrA/K(b)) = 1. Il suffit alors d’appliquer le the´ore`me
3.4.11, qui nous dit que M(Λ) ≥ M(K).

3.14 Corps de quaternions sur les corps cycloto-
miques
Nous allons, dans cette section, donner une borne du minimum euclidien
de certains ordres maximaux d’alge`bres de quaternions sur des corps cyclo-
tomiques et cyclotomiques re´els. Dans ce but nous allons e´noncer quelques
re´sultats ge´ne´raux.
Proposition 3.14.1. Soient a, b ∈ Z ne´gatifs, K un corps de nombres
totalement re´el ou CM de degre´ n, A = (a, b)K un corps de quaternions.
Il existe, dans A, un ordre maximal Λ tel que
M(Λ) ≤ (1− a− b+ ab)n
(
τmin(OK)
γmin(OK)
)n
.
Preuve : Soit Λ0 = OK ⊕ iOK ⊕ jOK ⊕ kOK un ordre de A et Λ un
ordre maximal de A contenant Λ0. Soit τ une involution positive sur A.
L’involution τ est l’involution canonique γ si K est totalement re´el et τ = ιγ
si K est CM, ou` ι est la conjuguaison complexe. Par la proposition 2.7.4,
(Λ0, β) ∼= (Λ0, tr1)⊗Z (OK , β)
pour tout β ∈ F = {x ∈ K | xτ = x}. Or
2 0 0 0
0 −2a 0 0
0 0 −2b 0
0 0 0 2ab

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est une matrice de Gram du re´seau (Λ0, tr1) (avec la base {1, i, j, k} de Λ0) ;
ainsi
(Λ0, β) ∼= (OK , 2β) ⊕ (OK ,−2aβ)⊕ (OK ,−2bβ)⊕ (OK , 2abβ).
Comme
max(Λ, β) ≤ max(Λ0, β) = 2(1 − a− b+ ab)max(OK , β)
nous obtenons, par le corollaire 2.5.2 :
M(Λ) ≤
(
τ(Λ, β)
γmin(Λ)
)n
≤
(
2(1 − a− b+ ab)max(OK , β)/det(Λ, β) 14n
2n/d(Λ/Z)
1
4n
)n
.
La valeur de det(Λ, β) nous est donne´e par la proposition 1.8.13 :
det(Λ, β) = NK/Q(β
4d(Λ/OK))d4K = NK/Q(d(Λ/OK)) det(OK , β)4
et la valeur de d(Λ/Z) nous est donne´e par la proposition 1.8.10 :
d(Λ/Z) = NK/Q(d(Λ/OK))d4K .
Par conse´quent,
M(Λ) ≤
2(1 − a− b+ ab)max(OK , β)/det(OK , β) 1n
2n/d
1
n
K
n
= (1− a− b+ ab)n
(
τ(OK , β)
γmin(OK)
)n
et comme cette borne est valable pour tout re´seau ide´al (OK , β), nous ob-
tenons le re´sultat annonce´.

Ce re´sultat est directement applicable a` beaucoup de cas apparaissant dans
les sections pre´ce´dentes, mais il donne une moins bonne borne que celles
propose´es jusqu’ici.
Si K est un corps cyclotomique, ou cyclotomique re´el, nous pouvons d’ores
et de´ja` e´noncer les re´sultats suivants.
Proposition 3.14.2. Soit K = Q(ζpr)+ = Q(ζpr+ζ
−1
pr ) ou` p est un nombre
premier et ζpr une racine primitive p
r-e`me de l’unite´. Soit encore, A =
(a, b)K ou` a et b sont des nombres entiers ne´gatifs. Il existe un ordre maximal
Λ de A tel que
M(Λ) ≤ (1− a− b+ ab)ndK
4n
ou` n = [K : Q] = p
r−1(p−1)
2 est le degre´ de K sur Q.
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Preuve : Le lemme 8.5 de [BF06] nous dit que τmin(OK) ≤ n4 . Il suffit
alors d’appliquer la proposition 3.14.1.

Dans les re´sultats 3.14.3 a` 3.14.7 nous supposerons toujours que l’alge`bre A
est un corps de quaternions, sinon le minimum euclidien n’est pas de´fini.
Proposition 3.14.3. Soit K = Q(ζm) ou` m est un nombre entier et ζm
une racine primitive m-e`me de l’unite´. Soit encore A = (a, b)K ou` a et b
sont des nombres entiers ne´gatifs. Il existe un ordre maximal Λ de A tel que
M(Λ) ≤ (1− a− b+ ab)ndK
4n
ou` n = [K : Q] = ϕ(m) est le degre´ de K sur Q.
Preuve : La preuve de la proposition 9.1 de [BF06] nous dit que τmin(OK) ≤
n
4 . Il suffit alors d’appliquer la proposition 3.14.1.

Dans le cas a = b = −1, nous pouvons parfois donner une meilleure borne.
Proposition 3.14.4. Soient p ≥ 5 un nombre premier et K = Q(ζp+ζ−1p ) le
corps cyclotomique re´el correspondant. Conside´rons le corps de quaternions
A = (−1,−1)K . Il existe un ordre maximal Λ de A avec
M(Λ) ≤ dK
2n
.
Preuve : Soit Λ0 = OK ⊕ iOK ⊕ jOK ⊕ 1+i+j+k2 OK un ordre de A. Le
lemme 8.2 de [BF06] nous dit que (OK , α), avec α = 1p(1− ζp)(1− ζ−1p ), est
isomorphe au re´seau unite´ Zn. D’un autre coˆte´ le re´seau (Λ0, 1) est isomorphe
a` D4. La proposition 2.7.4 nous dit alors que
(Λ0, α) ∼= (Λ0, tr1)⊗Z (OK , α) =
n⊕
i=1
D4
ou` n = [K : Q] = p−12 est le degre´ de K sur Q. Soit Λ un ordre maximal
contenant Λ0, alors
max(Λ, α) ≤ max(Λ0, α) = nmax(D4) = n.
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En proce´dant comme dans la proposition 3.14.1 nous obtenons
M(Λ) ≤
n/det(OK , α) 1n
2n/d
1
n
K
n = dK
2n
.

Dans la section 3.6, nous avons vu quelques exemples d’ordre maximaux
sur (a, b)Q et calcule´ leur maximum. Nous allons donc pouvoir utiliser ces
re´sultats.
Proposition 3.14.5. Soient q ≡ 3 mod 4 un nombre premier, K = Q(ζp+
ζ−1p ) ou` p ≥ 5 est un nombre premier. Conside´rons A = (−1,−q)K , alors il
existe un ordre maximal Λ de A avec
M(Λ) ≤
(
(q + 1)2
4q
)n
dK
2n
ou` n = [K : Q] est le degre´ de K sur Q.
Preuve : Meˆme de´marche que dans la proposition 3.14.4, avec l’ordre
Λ0 = OK⊕iOK⊕ i+j2 OK⊕ 1+k2 OK ainsi que la valeur de max(Λ0, 1) = (q+1)
2
4q
donne´e dans la preuve du corollaire 3.7.3.

Proposition 3.14.6. Soient q ≡ 5 mod 8 un nombre premier, K = Q(ζp+
ζ−1p ) ou` p ≥ 5 est un nombre premier. Conside´rons A = (−2,−q)K , alors il
existe un ordre maximal Λ de A avec
M(Λ) ≤
(
3q2 + 10q + 3
16q
)n
dK
2n
ou` n = [K : Q] est le degre´ de K sur Q.
Preuve : Meˆme de´marche que dans la proposition 3.14.4, avec l’ordre
Λ0 = OK ⊕ 1+i+j2 OK ⊕ jOK ⊕ 2+i+k4 OK ainsi que la valeur de max(Λ0, 1) =
3q2+10q+3
16q donne´e dans la proposition 3.7.4.

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Proposition 3.14.7. Soient p ≥ 7 un nombre premier, r un entier positif et
K = Q(ζpr). Conside´rons A = (−1,−1)K . Alors il existe un ordre maximal
Λ de A avec
M(Λ) ≤
(
p+ 1
3pr−1
)n
dK
ou` n = pr−1(p− 1) = [K : Q] est le degre´ de K sur Q.
Preuve : D’apre`s la proposition 9.1 de [BF06], le re´seau
⊕pr−1
i=1 A
∗
p−1 est
un re´seau ide´al sur OK ; notons-le (OK , α). Nous savons, par la proposition
3.14.1, qu’il existe un ordre maximal Λ de A tel que
M(Λ) ≤ 4n
(
τ(OK , α)
γminOK
)
. (III.4)
Le maximum de A∗p−1 est donne´ par max(A
∗
p−1) =
p2−1
12p et γmin(OK) = nd1/nK
.
Il suffit alors de calculer III.4 pour obtenir le re´sultat.

Afin de comple´ter les re´sultats pre´ce´dents, nous allons donner des exemples
des ordres maximaux qui interviennent dans ces propositions.
Proposition 3.14.8. Soient n un entier, K = Q(ζn) et A = (−1,−1)K
l’alge`bre de quaternions usuelle sur K. Supposons qu’il existe un diviseur m
de n avec m ≡ ±3 mod 8. Si m ≡ −3 mod 8, posons s = 1+
√
m
2 ∈ OK ;
sinon posons s = 1+
√−m
2 ∈ OK . Alors
Λ = OK ⊕ iOK ⊕ s+ (s + 1)i+ j
2
OK ⊕ 1 + i+ j + k
2
OK
est un ordre maximal de A et A est non ramifie´ aux places finies.
Si m ≡ −3 mod 8 est un diviseur de n, alors le re´sultat est encore vrai pour
K = Q(ζn)+, et Λ satisfait aux hypothe`ses des propositions 3.14.2 et 3.14.4.
Preuve : Il suffit de montrer que s2+s+1 ∈ 2OK (voir proposition 3.3.6).
Comme s+ s = 1 et que ss est un entier impair,
s(s2 + s+ 1) ≡ s+ 1 + s ≡ 0 mod 2OK .
Et comme s est inversible modulo 2OK , cela implique le re´sultat pour
K = Q(ζn).
Dans le cas ou` m ≡ −3 mod 8, s ∈ OQ(ζn)+ et donc le re´sultat est encore
vrai pour Q(ζn)+.

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Corollaire 3.14.9. Soit K = Q(ζn) ou` n satisfait les hypothe`ses de la
proposition pre´ce´dente. Alors
(−1,−1)K ∼= M2(K).
Preuve : Le corps K est totalement imaginaire et, d’apre`s la proposition
pre´ce´dente, A = (−1,−1)K n’est pas ramifie´e aux places finies, de sorte que
A est non ramifie´e. C’est donc une alge`bre de matrices.

Pour re´soudre le cas ou` n n’a pas de diviseurs congrus a` ±3 modulo 8 nous
avons besoin du re´sultat suivant.
Lemme 3.14.10. Soit n un entier impair. L’ordre de 2 dans (Z/nZ)× est
impair si et seulement si l’ordre de 2 dans F×p est impair pour tout diviseur
premier de n.
Preuve : Supposons que l’ordre de 2 dans (Z/nZ)× est un entier impair,
disons f . Alors 2f ≡ 1 mod p pour tout diviseur premier p de n, donc
l’ordre de 2 dans F×p est impair. Re´ciproquement, supposons que 2fp ≡ 1
mod p pour tout diviseur premier p de n ou` fp est l’ordre de 2 dans F×p . Il
suffit de constater que 2fpfq ≡ 1 mod pq et que 2pifp ≡ 1 mod pi+1 pour
conclure.

Corollaire 3.14.11. Soit n un entier dont les diviseurs premier sont congrus
a` ±1 modulo 8. Si p ≡ 1 mod 8 est un diviseur premier de n, on suppose en-
core que 2 est d’ordre impair dans F×p . Soient K = Q(ζn) (ou K = Q(ζn)+)
et A = (−1,−1)K le corps de quaternions usuel sur K, alors tous les pre-
miers dyadiques sont ramifie´s dans A et
Λ = OK ⊕ iOK ⊕ jOK ⊕ 1 + i+ j + k
2
OK
est un ordre maximal de A. De plus, l’ordre Λ satisfait aux hypothe`ses des
propositions 3.14.2, 3.14.4 et 3.14.7.
Preuve : Rappelons que le degre´ re´siduel de 2 dans Q(ζn) est l’ordre de 2
dans (Z/nZ)× (voir [Was82], the´ore`me 2.13, p.14) et que 2 est non ramifie´
dans Q(ζn) (voir [Was82] the´ore`me 2.3, p.10). La proposition 3.3.4 nous dit
que si P est un premier dyadique et que f(P) est impair, alors P ramifie
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dans A. Par le lemme pre´ce´dent si le degre´ re´siduel de 2 dans Q(ζp) est
impair pour tout premier p divisant n, alors les premiers dyadiques sont
ramifie´s dans A = (−1,−1)Q(ζn). Par hypothe`se, c’est le cas des premiers
congrus a` 1 modulo 8. Pour les autres, nous constatons que ϕ(p) = p−1 ≡ 6
mod 8, donc que ϕ(p)/2 est impair, et que Q(ζp) contient Q(
√−p). Nous
avons donc 2OQ(√−p) = PP et 2OQ(ζp) = P1 · · · P2s.
Il vient
2sf = ϕ(p) = [Q(ζp) : Q]
ce qui force f a` eˆtre impair. Cela re`gle le cas K = Q(ζn). Pour K = Q(ζn)+,
le degre´ re´siduel de 2 dans Q(ζn)+ divise celui de 2 dans Q(ζn), ce qui prouve
qu’il est e´galement impair.
Nous avons donc prouve´ que A est ramifie´ aux places dyadiques. Pour mon-
trer que Λ est un ordre maximal de A, il suffit de voir que c’est un anneau
et qu’il est de discriminant 4OK .

Le cas des premiers p ≡ 1 mod 8 semble plus complique´ a` re´soudre.
Observons maintenant ce qui arrive dans le cas cyclotomique re´el.
Proposition 3.14.12. Soient p un nombre premier congru a` 3 modulo 4
ou a` 9 modulo 16, r un entier, K = Q(ζpr)+ et A = (−1,−1)K . Alors tous
les premiers dyadiques de K sont ramifie´s dans A et
Λ = OK ⊕ iOK ⊕ jOK ⊕ 1 + i+ j + k
2
OK
est un ordre maximal de A. De plus l’ordre Λ satisfait aux hypothe`ses des
propositions 3.14.2 et 3.14.4.
Preuve : Dans tous les cas cite´s, le degre´ de K sur Q est impair ; en parti-
culier le degre´ re´siduel de 2 est impair et l’indice de ramification e´galement
puisqu’il n’y a pas de ramification dyadique. Le re´sultat est alors une con-
se´quence imme´diate de la proposition 3.3.8.

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Tout en rappelant les diffe´rents re´sultats obtenus dans notre e´tude sur le
minimum des ordres maximaux dans les alge`bres centrales a` division, la
conclusion va e´tablir dans chaque cas les directions susceptibles de prolon-
ger cette recherche.
Les re´sultats obtenus dans ce travail nous ont permis, entre autres choses,
d’obtenir des informations sur les corps de quaternions euclidiens sur Q
et dans le cas quadratique. Le cas des corps de quaternions sur Q est
comple`tement re´solu. Dans le cadre des corps de quaternions sur un corps
quadratique imaginaire, seul (−2,−5)Q(√−19) reste en suspens. Dans le cas
quadratique re´el totalement de´fini, seul (−1,−3)
Q(
√
17) reste en suspens.
Nous avons tente´, en collaboration avec Jean-Paul Cerri, de re´soudre ce cas
de fac¸on algorithmique, mais sans succe`s jusqu’a` pre´sent. Le cas inde´fini sur
un corps quadratique re´el n’a e´te´ que peu e´tudie´. Une approche possible uti-
liserait une ge´ne´ralisation du the´ore`me 3.4.10 qui lie le minimum euclidien
du corps de quaternions A a` celui du centre K.
Afin de mieux comprendre les minima euclidiens d’une alge`bre a` division, il
faudrait chercher une ame´lioration de la proposition 2.4.5 qui lie les minima
d’ordres maximaux qui ne sont pas conjugue´s. Dans un premier temps il
conviendrait de mieux comprendre les ide´aux qui lient deux ordres maxi-
maux et en particulier sous quelles conditions ces ordres sont lie´s par un
ide´al de petite norme.
Nous avons vu que la re´alisation du re´seau E8 comme re´seau ide´al nous
permettait de donner de bonnes bornes du minimum euclidien dans le cas
quadratique. Il est donc naturel de se demander sous quelles conditions on
peut re´aliser des re´seaux simples dont le maximum est petit. Nous avons
e´galement tente´ d’explorer cette voie, mais sans entrer dans les de´tails, il
semble impossible de re´aliser d’autres re´seaux de racines que E8 et D4. Il
conviendrait de s’assurer de la ve´racite´ de ce re´sultat.
Dans ce travail, nous nous sommes limite´s a` l’e´tude des ordres maximaux.
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Conclusion
Il est naturel de se demander quels re´sultats reste vrais si l’ordre n’est pas
maximal. Cette question ne concerne pas le the´ore`me 2.5.1 sur la borne
supe´rieure du minimum euclidien d’un ordre, qui est de´ja` e´nonce´ dans le
cadre ge´ne´ral.
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