Humans are adept at inferring the mental states underlying other agents' actions, such as goals, beliefs, desires, emotions and other thoughts. We propose a computational framework based on Bayesian inverse planning for modeling human action understanding. The framework represents an intuitive theory of intentional agents' behavior based on the principle of rationality: the expectation that agents will plan approximately rationally to achieve their goals, given their beliefs about the world. The mental states that caused an agent's behavior are inferred by inverting this model of rational planning using Bayesian inference, integrating the likelihood of the observed actions with the prior over mental states. This approach formalizes in precise probabilistic terms the essence of previous qualitative approaches to action understanding based on an ''intentional stance" [Dennett, D. C. (1987). The intentional stance. Cambridge, MA: MIT Press] or a ''teleological stance" [Gergely, G., Nádasdy, Z., Csibra, G., & Biró, S. (1995). Taking the intentional stance at 12 months of age. Cognition, 56,. In three psychophysical experiments using animated stimuli of agents moving in simple mazes, we assess how well different inverse planning models based on different goal priors can predict human goal inferences. The results provide quantitative evidence for an approximately rational inference mechanism in human goal inference within our simplified stimulus paradigm, and for the flexible nature of goal representations that human observers can adopt. We discuss the implications of our experimental results for human action understanding in real-world contexts, and suggest how our framework might be extended to capture other kinds of mental state inferences, such as inferences about beliefs, or inferring whether an entity is an intentional agent.
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Introduction
A woman is walking down the street, when suddenly she pauses, turns, and begins running in the opposite direction. Why? Is she just acting erratically on the way to her eventual goal? Did she change her mind about where she was going? Or did she complete an errand unknown to us (perhaps dropping off a letter in a mailbox) and rush off to her next goal? These inferences, despite their ordinariness, reveal a remarkable aspect of human cognition: our ability to infer the complex, richly-structured mental states that underlie others' actions, given only sparse observations of their behavior.
Human social interaction depends on our ability to understand and predict other people's actions in terms of the psychological states that produce behavior: chiefly, beliefs and desires. Much like visual perception, action understanding proceeds unconsciously and effortlessly but is the result of sophisticated computations that effectively solve an ill-posed, inductive problem, working backwards from sparse data to rich representations of the underlying causes. Our goal in this paper is to elucidate the computations involved in human action understanding through a combination of computational modeling and behavioral experiments. We will describe some of the first models that can explain how people perform these
