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ABSTRACT 
Freeze casting is a physical process for the fabrication of porous anisotropic 
materials. In this method, an aqueous slurry of ceramic particles is frozen 
directionally, creating lamellar columns of ice that push particles between the 
growing crystals. Then, the frozen material is lyophilized to remove the ice and 
sintered to densify the ceramic. Scaffolds made by freeze casting often have 
significant strength in the solidification direction, while they lack sufficient strength 
in the transverse direction. To enhance strength in the transverse direction, 
magnetite particles are added to a slurry of paramagnetic particles, and an external 
magnetic field is applied during solidification. Interactions between the magnetite 
and paramagnetic particles compete with thermal and viscous forces, resulting in 
different colloidal behaviors. Under relatively weak magnetic fields, the particles 
are attracted to one another, forming aligned chains that are trapped by the ice 
front and result in bridges spanning the lamellar walls. When interactions between 
magnetite and paramagnetic particles are strong, the alignment of magnetite also 
results in alignment of the paramagnetic particles. Under stronger magnetic fields, 
however, a gradient magnetic force attracts particles toward the field’s poles, 
creating biphasic regions of iron-rich and iron-poor microstructures.  
To further investigate the relationship between microstructure and mechanical 
properties observed, 3D printed scaffolds mimicking patterns observed in 
magnetic freeze casting were designed and fabricated for comparison. The 3D 
printed scaffolds were tested in compression in three orthogonal directions. To 
compare their performance, permutated radar charts were used to simultaneously 
iii 
analyze the strength, toughness, resilience, elastic modulus and strain to failure 
across each orthogonal direction. 
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The mechanical properties of materials not only depend on the properties of the 
constituents they are made of but also depend on the composition and 
microstructural architecture. For instance, changing the crystalline structure of an 
alloy from Body-Centered Cubic (BCC) to Face Centered Cubic (FCC), will impart 
mechanical property changes, or making high entropy alloys by combining more 
than five different elements in a homogenous way will enhance the strength, 
hardness, wear resistance, and corrosion/oxidation resistance versus 
conventional alloys1,2. On the other hand, many applications require porosity in 
themselves, such as bone; not only does it provide body support, but it also 
provides a network for blood flow and red/white blood cell reproduction3. Porosity 
brings various advantages to the materials. It makes them lightweight and ideal for 
2 
insulation/filtration4–6; also porous materials have found applications in heat 
exchangers, chemical analyses, acoustic scattering, sensors, energy absorption 
systems, vibration control and energy storage, just to mention a few7–11.  
However, most porous material have an inherent drawback—they lack 
sufficient mechanical properties due to porosity. For porous materials, in addition 
to the two mentioned parameters (constituents and composition), microstructural 
architecture is another contributing factor in their mechanical properties. Porous 
materials can be natural like trabecular or cancellous bone, honeycomb, cork and 
wood, or man-made such as cushioning foams, sandwich panels, artificial 
biological implants, or heat resistant ceramic tiles of space shuttles12. Honeycomb 
structures are porous materials inspired from the natural honeycomb which are 
made in different cell shapes and designs. The different cell shape of honeycomb 
is shown in Figure 1.1. Cell shapes can be square (see Figure 1.1a), equilateral 
triangle (see Figure 1.1b), hexagonal (see Figure 1.1c), square supercell 
constructed from triangles (see Figure 1.1d), Kagome cell (see Figure 1.1e), 
diamond cell (see Figure 1.1g), and rectangular cell (see Figure 1.1f)  
Different shapes of honeycomb can have different functions or applications 
involving multifunctional performance. For instance, triangular honeycombs 
perform better for application where high stiffness and strength in the in-plane 
direction is required, while metallic hexagonal or rectangular honeycombs are 
suitable for forced convection heat transfer13. In honeycomb structures, out-of-
plane loading refers to loads along the longitudinal cell axis while in-plane loadings 
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refers to loads transverse to the cell axis. In general, cellular solids have superior 
multi-functionality properties compared to their solid counterparts12.  
 
Figure 1.1 Honeycombs with different unit cell shapes of (a) square, (b) equilateral 
triangles, (c) hexagonal, (d) square supercells constructed from triangles, (e) 
Kagome, (f) rectangular and (g) diamond. Image taken from14. 
 
Rather than only changing the cell shape of honeycombs, replacing walls 
of honeycomb with equal-mass honeycomb lattice15, or replacing three edge joint 
of honeycombs with hollow hexagonal prism16 or hollow circles17 can increase the 
Young’s modulus of the new structure.  
Porous materials are also ubiquitous in nature. Millions of years of evolution 
in nature has resulted in the interesting design patterns within the natural materials 
that are compatible with their surrounding environment. The patterns observed in 
natural porous materials are tubular and cellular structures (see Figure 1.2a). 
Tubular materials have pores that give them superior resistance to impact and 
piercing and are found in hooves, teeth and fish scales18.  
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The function of tubules is to transfer the nutrients within the material, 
avoiding crack propagation, and providing ductile attachment. These result in 
increased energy absorption and fracture toughness by stopping or deflecting 
crack growth (see Figure 1.2f) or by collapsing the tubules when compressed18. 
They also can act as scattering centers that decrease the amplitude of longitudinal 
stress pulses of impact. This can be demonstrated in horn and hooves as they 
receive very high velocity momentum. The impact generates high amplitude waves 
which are scattered by tubules so its amplitude decreases significantly, which 
reduces damage to the tissues beneath the horn and hooves.  
Cellular structures encompass open/closed cell foams or porous material 
with high strength to weight ratios with significant buckling and bending resistance 
and high toughness. These structures are usually observed in flying organisms or 
birds, and examples of cellular structures in nature are porcupine quills (see 
Figure 1.3b), toucan beaks (see Figure 1.3c), turtle shell (see Figure 1.3d), 
antlers (see Figure 1.3e), bird bones (see Figure 1.3f), horseshoe crab shells (see 
Figure 1.3g) and mammalian trabecular bone (see Figure 1.3h). There are two 
types of cellular structures, open cell structures where pores are connected to each 
other and make interconnected networks of porosity, and closed cell structures 
where individual pores are isolated and there is no connection between pores18. 
Open/closed cell structures have a similar stress-strain response—Initially , there 
is a linear behavior followed by a zig-zag pattern due to buckling and then a sharp 




Figure 1.2 Tubular materials are made from (a) long pores within the bulk material; 
(b) horse hooves with a tubular pattern; (c) horn tubules of a Bighorn ram; (d) 
exoskeleton of carb; (e) tooth with dentin tubules; (f) Deflection of crack by tubules. 
Image taken from18. 
 
Even by coming up with an appropriate design for a specific application, the 
next challenge in engineering is fabrication of a designed material. Typical 
processing methods to fabricate porous synthetic materials include template 
replication19–21, direct foaming22–24, 3D-printing25–27, sol-gel methods28–30 or 
electrospinning31. All of these processing routes have varying limitations: narrow 
range of pore characteristics32,  difficult removal of pore-forming agent and 
binder33–35, costly, intricate and high pressure components36,37, additive toxicity, 
long drying procedure and troublesome polymerization reactions38,39; presence of 
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impurities40,41, shrinkage and drying stresses42,43. Freeze casting is a simple 
technique to fabricate porous anisotropic ceramics44–46, polymers47–49 or metals50–
52 with high compressive strength53. This method has found applications in 
cryobiology54, the food industry55,56, energy storage57,58, remediation of 
contaminated media59,60, chemical analyses9, photocatalysis61–63, liquid 
chromatography64, sensors65–67 and pharmaceuticals68–70. To enhance the 
mechanical properties of freeze cast scaffolds in multiple directions, external 
magnetic fields are applied during the freeze casting process which is known as, 
Magnetic Freeze Casting.  
 
Figure 1.3 (a) Cellular structures in natural materials consisting of a dense outer 
region and porous inner region. Open and closed pores within the bulk materials 
of (b) porcupine quills; (c) toucan beaks; (d) turtle shell; (e) antlers; (f) bird bones. 
Image taken from18. 
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In this dissertation, first, the physics of freeze casting is explained, then the 
use of external magnetic fields in freeze casting is investigated. To explain the 
physics of freeze casting, a review on thermodynamics of multi-phase systems is 
given in Chapter 2. In Chapter 3, the physics of freeze casting is explained and in 
Chapter 4, experimental studies investigating different parameters are reviewed. 
In Chapter 5, the magnetic freeze casting method is introduced and the underlying 
physics of this process is discussed in detail. Also, the effect of processing 
conditions on the final structure of freeze cast scaffolds is investigated. Since 
several parameters are playing role in the final structure of freeze cast scaffolds, 
in Chapter 6, by taking advantage of 3D printing, scaffolds mimicking freeze cast 
patterns were designed in SolidWorks and compressed in three orthogonal 
directions, where one parameter was changed at a time and the others were kept 
constant. This helped to investigate the effect of microstructure on the mechanical 
properties. Finally, in Chapter 7, the use of permutated radar charts to visualize 















REVIEW OF THERMODYNAMICS 
2.1 Internal Energy 
The internal energy of a system is energy contained within the system. This energy 
is in the form of kinetic energy of translation, vibration and rotations of molecules 
plus chemical energy of the system (chemical energy is manifested as energy of 
bonds holding molecules together)71. 
2.2 Enthalpy 
According to the first law of thermodynamics, the rate of total energy change 
(internal energy U, plus, kinetic energy, 𝐾𝐾 = 1
2
𝑚𝑚𝑉𝑉2) of a control system is equal to 
the sum of work of external forces and heat given to the system. 
∆𝐸𝐸 = ∆(𝑈𝑈 + 𝐾𝐾) = 𝑄𝑄 + 𝑊𝑊     (2.1) 
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Q is the heat input to the system by conduction through boundaries (neglecting 
heat generation), W is the work done on the system by external forces, and ∆𝐸𝐸 is 
system’s total energy change. The control system is the amount of mass 
considered as a system. E, U an K are total energies; it is more convenient to write 
them in terms of per unit mass and show them by lower case letters, 𝑒𝑒,𝑢𝑢 and 𝑘𝑘. By 
manipulating the equation (2.1) and utilizing Reynold’s transport theorem72 
equation (2.1) can be written for a fixed control volume (CV; an imaginary fixed 
space in the flow) located in fluid flow through which flow is passing (see Figure 
1.1). Conservation of energy for this CV is:  
   (2.2) 
In equation (2.2) Reynolds transport theorem is applied to pass the time 









𝑣𝑣 𝜌𝜌𝜌𝜌 + ∫ 𝜌𝜌(𝑢𝑢 +
1
2
𝑉𝑉2)𝑉𝑉.���⃗ 𝑛𝑛�⃗  𝜌𝜌𝑑𝑑 𝑣𝑣  (2.3) 
dv is an infinitesimal volume within CV, ?⃗?𝑞 is the heat flux vector (rate of heat 
transfer per unit area), 𝑛𝑛�⃗  is a normal unit vector on the surface pointing outward 
(Figure 2.1), dA is a differential surface area, 𝜌𝜌 is the density , 𝑉𝑉�⃗  is the velocity, 
and 𝑉𝑉 = �𝑉𝑉�⃗ �. Note that the integral on left side is of the volume and the integral on 
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right side is of the surface area enclosing CV. In equation (2.3), the time derivative 
on the left side is the rate of change of energy for a mass, which is confined to CV 
at time t. Also, at time t+dt part of this mass has left the CV because this part of 
the mass is moving with the flow. The first term on the right side is the local time 
rate of change of energy within CV, which means we have considered one fixed 
point within CV (without moving with flow) and are evaluating the change of energy 
by time at that fixed point. The second term on the right side is the amount of 
energy carried to/out of CV by the flow.  
 
Figure 2.1 dA is a differential surface area and 𝑛𝑛�⃗  is a vector pointing out of the 
control volume 
 
Power input to the system consists of the rate of work done by external 
surface forces per unit area and body forces per unit volume. Examples for body 
forces are gravitational acceleration, electrical and magnetic forces. Then, the 
power input by external stresses is: 
𝑊𝑊 = ∫ 𝑇𝑇�⃗ .𝑉𝑉�⃗ 𝜌𝜌𝑑𝑑 + ∫ (𝜌𝜌𝑓𝑓.𝑉𝑉�⃗ 𝑣𝑣
 
𝐴𝐴 )𝜌𝜌𝜌𝜌    (2.4) 
where 𝑇𝑇�⃗  is surface stress, and 𝑓𝑓 is body force per unit mass. In fluids problems, 
pressure is separated from viscous stresses because viscous stresses appear in 
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a fluid when there is strain in the fluid while pressure exists, even if the fluid is at 
rest. It follows: 
 
𝑇𝑇�⃗ = 𝑡𝑡 − 𝑃𝑃𝑛𝑛�⃗  
where 𝑡𝑡 is the viscous stress and 𝑃𝑃 is the thermodynamic pressure; 𝑃𝑃𝑛𝑛�⃗  shows the 
pressure is always normal to surface. The work done by pressure is demonstrated 
in Figure 2.2. On face 1, pressure is pushing the fluid into the CV and doing work 
on the fluid. The same thing happens at face 2 and other faces, so the net work 
done on CV at x direction is: −∫ 𝑃𝑃𝑛𝑛�⃗ .𝑉𝑉�⃗ 𝜌𝜌𝑑𝑑 𝐴𝐴  
 
 
Figure 2.2 Work done on a control volume by pressure 
 
The only body force we are considering is gravitational acceleration per unit 
mass denoted by 𝑓𝑓.  












𝐴𝐴 𝜌𝜌𝜌𝜌    (2.5) 
The net heat transfer to CV by conduction and neglecting heat generation is: 
𝑄𝑄 = −∫ ?⃗?𝑞.𝑛𝑛�⃗  𝜌𝜌𝑑𝑑 𝐴𝐴       (2.6) 
Now substituting equations (2.3)-(2.8) into (2.1), it follows: 
  (2.7) 
By taking the first term on right side to the left side and merging it with second 
integral on left side: 
�















∫ 𝑡𝑡.𝑉𝑉�⃗  𝜌𝜌𝑑𝑑 + 𝐴𝐴 ∫ 𝜌𝜌𝑓𝑓.𝑉𝑉�⃗
 
𝑣𝑣 𝜌𝜌𝜌𝜌 − ∫ ?⃗?𝑞
 
𝐴𝐴 .𝑛𝑛�⃗  𝜌𝜌𝑑𝑑    (2.8)  
As in control volume analysis for fluid flows, the work done by pressure is 
always present; for a more compact notation a new thermodynamic property is 
introduced as: 






where ℎ is called enthalpy. Enthalpy is used when an energy balance is considered 
in fluid flow. In case we are analyzing control mass (an enclosed amount of mass 
with no mass transfer at the boundaries), internal energy 𝑢𝑢 appears in the 
conservation of energy equation, because there is no inflow/outflow of mass at 
boundaries and pressure is not doing work at the boundaries, so the 𝑃𝑃
𝜕𝜕
𝑛𝑛�⃗ .𝑉𝑉�⃗  term 
would not appear in our equations. Although motivation for defining a new property 
as enthalpy comes from pressure work on CV, the enthalpy notation can be used 
in any system analysis (since in the enthalpy definition we have properties like 
𝑢𝑢,𝑃𝑃,𝜌𝜌, so it is property of substance as well). 
 
Figure 2.3 Water confined between a cylinder and piston is considered a control 
system because no mass flows through the boundaries. 
 
The equation (2.8) would be: 
�





𝜌𝜌𝜌𝜌 + � 𝜌𝜌�ℎ +
1
2




∫ 𝑡𝑡.𝑉𝑉�⃗  𝜌𝜌𝑑𝑑 + 𝐴𝐴 ∫ 𝜌𝜌𝑓𝑓.𝑉𝑉�⃗
 
𝑣𝑣 𝜌𝜌𝜌𝜌 − ∫ ?⃗?𝑞
 
𝐴𝐴 .𝑛𝑛�⃗  𝜌𝜌𝑑𝑑    (2.9) 
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In case of incompressible flow equation (2.9) can be simplified. Since 
gravitational acceleration is a conservative body force, we can write it as the 
gradient of a scalar function, such as 𝑀𝑀 = 𝑔𝑔𝑧𝑧, where z is a coordinate in the 
direction of gravitational acceleration 73. 
𝑓𝑓 = −∇𝑀𝑀       (2.10) 
Utilizing equation (2.10) in the following identity: 
∫ 𝜌𝜌𝑓𝑓.𝑉𝑉�⃗ 𝑣𝑣 𝜌𝜌𝜌𝜌 = ∫ −𝜌𝜌∇𝑀𝑀.𝑉𝑉�⃗
 
𝑣𝑣 𝜌𝜌𝜌𝜌 = ∫ �∇. �−𝜌𝜌𝑀𝑀𝑉𝑉�⃗ � + 𝜌𝜌𝑀𝑀∇.𝑉𝑉�⃗ �
 
𝑣𝑣 𝜌𝜌𝜌𝜌       (2.11) 








Applying the divergence theorem in the equation above, the volume integral would 
be converted to a surface integral as: 
 ∫ ∇. �−𝜌𝜌𝑀𝑀𝑉𝑉�⃗ �𝜌𝜌𝜌𝜌 𝑣𝑣 = −∫ 𝜌𝜌𝑀𝑀𝑉𝑉�⃗ .𝑛𝑛�⃗  𝜌𝜌𝑑𝑑
 
𝐴𝐴    (2.12) 
Finally substituting equation (2.12) into (2.9): 
�





𝜌𝜌𝜌𝜌 + � 𝜌𝜌 �ℎ +
1
2




∫ 𝑡𝑡.𝑉𝑉�⃗  𝜌𝜌𝑑𝑑 − 𝐴𝐴 ∫ ?⃗?𝑞
 
𝐴𝐴 .𝑛𝑛�⃗  𝜌𝜌𝑑𝑑     (2.13) 
where 𝑀𝑀 = 𝑔𝑔𝑧𝑧 is called the gravitational potential. 
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2. 3 Entropy 
To explain Gibbs free energy, let’s consider system A in Figure 2.4 where a 
flywheel is surrounded by air in a adiabatic container. Initially the flywheel is 
spinning fast. By the passing of time, collision between air molecules and the 
flywheel will slow down, causing the air molecules to move faster (friction of 
bearings are neglected). The motion of gas molecules is random because we have 
no information regarding the magnitude and direction of each molecule’s velocity 
at time t, while the flywheel’s kinetic energy is organized because we know the 
velocity magnitude and direction of each mass element on the wheel at time t, 𝑉𝑉�⃗ =
𝜔𝜔�⃗ × 𝑟𝑟, where 𝑟𝑟 is a vector pointing from the axis of spin toward the mass element). 
Collisions between the flywheel and air molecules will transfer organized energy 
from the flywheel to random motions in the air molecules. Finally, both the flywheel 
and air will come to rest with a slight increase in temperature (State B).   
 
 
Figure 2.4 (a) Spinning flywheel surrounded by gas in a rigid isolated container (b) 
Flywheel is at rest and its temperature with air is increased an infinitesimal amount. 




This increase in temperature of the wheel and gas is trivial. For example, if 
kinetic energy of a steel flywheel (0.5 m diameter and thickness of 10cm) spinning 
at 1000 rpm is converted to its internal energy, it will increase the temperature of 
wheel ~ 0.35 ℃, even if this energy is transferred to the air, container and 
environment, the temperature difference will be smaller. 
In the initial state A, most of the energy is in a highly organized form. All of 
the molecules of the wheel are rotating around the axis together, and this 
organization makes it possible to extract that energy as useful work. We can simply 
attach a generator to the flywheel, provide electricity, and use this energy to raise 
weight, run trains, etc. But once the system has reached state B, where all the 
energy is microscopically disorganized, it is more difficult to extract the energy as 
useful work from a system whose temperature is just slightly higher than its 
surroundings. This produces a higher state of molecular chaos. This loss and gain 
always go hand in hand; whenever molecular chaos is produced, the ability to do 
work is reduced 75. Hence, form state A to B the ability of the system to do useful 
work has decreased, while entropy of system has increased. Now the question is 
what is the maximum useful work that could be extracted from the system. This is 
done after quantifying microscopic disorder by the thermodynamics property called 
entropy.  
Entropy measures the level of disorder in the matter, and for all processes 
entropy is produced or is kept constant (reversible processes) meaning it can not 
be decreased or destroyed (second law of thermodynamics). Associated with the 
production of entropy is a reduction in the amount of useful work that can be 
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extracted from a system. This indicates that processes would progress in the 
direction that entropy of system increases. Entropy also can be considered as 
uncertainty in a microscopic state of the matter.  
If there is no uncertainty about the microscopic state, however, we should 
be able to capture all of the molecular energy. For example, if we know precisely 
the position and velocity of each molecule in a gas at each instant, we would know 
exactly where to hook in little molecule catchers to catch their kinetic energy, but 
by increasing randomness in the system causes our ability to convert all molecular 
energy to useful work to be reduced.  
By defining entropy quantitatively, and doing energy analysis, along with the 
second law of thermodynamics, the maximum work that can be extracted from a 








𝑣𝑣 𝜌𝜌𝜌𝜌 + ∫ 𝜌𝜌 �ℎ − 𝑇𝑇0 𝑡𝑡 +
1
2
𝑉𝑉2 + 𝑀𝑀�𝑉𝑉�⃗ .𝑛𝑛�⃗  𝜌𝜌𝑑𝑑 𝐴𝐴   (2.14) 
where 𝑡𝑡 is the entropy and 𝑇𝑇0 is the temperature of the environment. 𝑇𝑇0 appears in 
the equation because it is assumed the maximum work can be obtained when the 
system is reversible, and brought to the environment temperature and pressure 
without the need of extra work. Again similar to the analysis for enthalpy, we can 
introduce new thermodynamic properties defined as: 
𝑔𝑔 = ℎ − 𝑇𝑇𝑡𝑡     (2.15) 
𝑎𝑎 = 𝑢𝑢 − 𝑇𝑇𝑡𝑡     (2.16) 
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g is Gibbs free energy and a is the Helmholtz function, which emerges from the  
energy analysis for control systems. Note that g and a in (2.15) & (2.16) are per 






𝑣𝑣 𝜌𝜌𝜌𝜌 + ∫ 𝜌𝜌 �𝑔𝑔 +
1
2
𝑉𝑉2 + 𝑀𝑀�𝑉𝑉�⃗ .𝑛𝑛�⃗  𝜌𝜌𝑑𝑑 𝐴𝐴   (2.17) 
In conclusion, if there are two systems with the same internal energy, but 
the first one has higher Gibbs free energy, it means we can extract more work than 
the first system, and that system may go from state A to B spontaneously but the 
reverse is not possible. Also, it follows that energy in the first system is in a more 
organized state than the energy in the second system. Thus, Gibbs free energy is 
a more important property than the internal energy. 
2.4 Equilibrium 
In the next chapter, to obtain the freezing point depression of two phases 
(i.e. a ceramic particle in water), we need to use equilibrium conditions. 
In the previous section, we found that according to the second law of 
thermodynamics, processes tend to proceed spontaneously in the direction that 
increases the entropy of a system. Also, it was shown that an increase in entropy 
would result in less useful work that can be extracted from the system, or 
equivalently the system’s Gibbs free energy would decrease. For isolated systems, 
equilibrium state is one of maximum entropy. For non-isolated system, maximum 
entropy is reached when the system and environment are in equilibrium with one 
another. In this case, the Gibbs function of the non-isolated system is a minimum 
and gives the equilibrium state for a system exposed to an isothermal isobaric 
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environment. Therefore to find equilibrium, we need to find the minimum of Gibbs 
function. 
From a different perspective, if a system is at equilibrium, there must be no 
possibility that the system can do work when it is isolated from its surroundings. 
The first requirement is that the system must have a uniform temperature, 
otherwise we could operate a heat engine between points of different temperature 
and do work. There must also be no unbalanced mechanical forces within the 
systems, or a turbine could operate between the two points to do work. 
Now we can obtain the equilibrium criterion in this specific example. Imagine 
a natural gas well (see Figure 2.5) that is deep, and assume that the temperature 
of the gas is constant through the well. Let us assume that equilibrium conditions 
prevail in the well. If they do, we would expect an engine such as that shown in 
Figure 2.5, which operates on the basis of pressure and composition changes with 
elevation, to be incapable of doing work. If we consider a steady state process 
( 𝜕𝜕
𝜕𝜕𝑑𝑑
=0) for a control volume around this engine, we could apply equation (2.17): 
?̇?𝑊𝑟𝑟𝑟𝑟𝑣𝑣 = 𝑚𝑚𝑖𝑖 �𝑔𝑔𝑖𝑖 +
1
2
𝑉𝑉𝑖𝑖2 + 𝑔𝑔𝑧𝑧𝑖𝑖� − 𝑚𝑚𝑟𝑟(𝑔𝑔𝑟𝑟 +
1
2
𝑉𝑉𝑟𝑟2 + 𝑔𝑔𝑧𝑧𝑟𝑟)  (2.20) 






𝑉𝑉𝑟𝑟2, then we can write: 
𝑔𝑔𝑖𝑖 + 𝑔𝑔𝑍𝑍𝑖𝑖 = 𝑔𝑔𝑟𝑟 + 𝑔𝑔𝑍𝑍𝑟𝑟     (2.21) 
And the requirement for equilibrium in the well between two levels that are a 
distance dZ apart would be: 
𝜌𝜌𝑔𝑔𝑇𝑇 + 𝑔𝑔𝜌𝜌𝑍𝑍𝑇𝑇 = 0     (2.22) 
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In contrast to the deep gas well, most of the system that we consider are of such 
size that ∆𝑍𝑍 is negligibly small, and therefore we consider the pressure in the 
system to be uniform. This leads to the general statement of equilibrium: 
𝜌𝜌𝑑𝑑𝑇𝑇,𝑃𝑃 = 0     (2.23) 
Which states at equilibrium that the Gibbs function is a minimum76.  
 
Figure 2.5 Illustration showing the relation between reversible work and the criteria 
for equilibrium.  Image adapted from76. 
 
Now let’s consider an isolated system consisting of a two-phase mixture, 
such as a gaseous water-vapor-nitrogen mixture in contact with liquid water 
containing nitrogen in solution. We seek the conditions of equilibrium between the 
two phases (Figure 2.6). We imagine an isolated system; the equilibrium state will 
be the one of maximum system entropy, selected from all possible states having 
the same total internal energy, volume and mass of each component. We denote 
the entropy of combined system by SC and have: 
𝑆𝑆𝐶𝐶 = 𝑆𝑆𝐴𝐴(𝑈𝑈𝐴𝐴 + 𝑉𝑉𝐴𝐴 + Π1𝐴𝐴, … ,Π𝑛𝑛𝐴𝐴) + 𝑆𝑆𝐵𝐵(𝑈𝑈𝐴𝐴 + 𝑉𝑉 + Π1𝐵𝐵, … ,Π𝑛𝑛𝐵𝐵) 
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Where 𝑈𝑈𝐴𝐴 is internal energy of phase A, 𝑉𝑉𝐴𝐴is volume of phase A and Π1𝐴𝐴 is mass 
fraction of component 1 at phase A.  
The isolation constraints require: 
𝑈𝑈𝐴𝐴 + 𝑈𝑈𝐵𝐵 = 𝑐𝑐𝑐𝑐𝑛𝑛𝑡𝑡𝑡𝑡𝑎𝑎𝑛𝑛𝑡𝑡 
𝑉𝑉𝐴𝐴 + 𝑉𝑉𝐵𝐵 = 𝑐𝑐𝑐𝑐𝑛𝑛𝑡𝑡𝑡𝑡𝑎𝑎𝑛𝑛𝑡𝑡 
Π𝑖𝑖𝐴𝐴 + Π𝑖𝑖𝐵𝐵 = 𝑐𝑐𝑐𝑐𝑛𝑛𝑡𝑡𝑡𝑡𝑎𝑎𝑛𝑛𝑡𝑡 
Thus we are free to vary only 𝑈𝑈𝐴𝐴,𝑉𝑉𝐴𝐴,Π𝑖𝑖𝐴𝐴, … . ,Π𝑖𝑖𝐵𝐵 




























 (𝑡𝑡𝑐𝑐𝑛𝑛𝑐𝑐𝑒𝑒 𝑇𝑇𝐴𝐴 = 𝑇𝑇𝐵𝐵)
 

















)𝐵𝐵  (𝑡𝑡𝑐𝑐𝑛𝑛𝑐𝑐𝑒𝑒 𝑇𝑇𝐴𝐴 = 𝑇𝑇𝐵𝐵)
 
→ ?̂?𝜇𝑖𝑖𝐴𝐴 = ?̂?𝜇𝑖𝑖𝐵𝐵 






 is change in total Gibbs energy by changing 
constituent 1 in phase A, while internal energy and volume and other amount of 
constituents are held constant. ?̂?𝜇 1𝐴𝐴 is called chemical potential and in fact is 
Gibbs free energy per unit mass of component 1 75.  
 
Figure 2.6 A and B represents two phases of a substance. 
  
Consider again the system of Figure 2.6. Suppose that the two phases are 
in thermal and mechanical equilibrium, and that the electrochemical potentials of 
all but constituent 𝑐𝑐 are equal in both phases. The entropy change of combined 
system associated with any interaction will then be simply 









Where 𝜌𝜌Π𝑖𝑖𝐴𝐴 represents an infinitesimal number of moles of constituent i 
transferred from B to A. Since the combined system is isolated, the second law 
requires that 𝜌𝜌𝑆𝑆𝐶𝐶 ≥ 0 
If ?̂?𝜇𝑖𝑖𝐵𝐵 > ?̂?𝜇𝑖𝑖𝐴𝐴 then 𝜌𝜌Π𝑖𝑖𝐴𝐴 > 0 
If?̂?𝜇𝑖𝑖𝐵𝐵 < ?̂?𝜇𝑖𝑖𝐴𝐴 then 𝜌𝜌Π𝑖𝑖𝐴𝐴 < 0 
We conclude that the electrochemical potential acts as a driving force for 
mass transfer. Any species will try to move from the phase having the higher 
























Freeze casting is a physical process to fabricate lightweight, high-strength porous 
materials from particulate matter that mimic the microstructures of natural 
materials, like nacre or bone77. This method can be utilized to fabricate polymers47–
49,78–80, ceramics44–46,81,82 , metals50,52,83,84 , gels85, and  composite systems86–90, in 
which the particulate phase has a relatively low solubility in the freezing vehicle, 
ensuring expulsion from the ice crystals during solidification91. Freeze casting is of 
interest in many fields, such as cryobiology92, the food industry55,56, chemical 
analyses9, and energy storage7,93,94. The exceptional mechanical properties of 
freeze cast scaffolds are mainly attributed to the complex architecture of their 
microstructures95. In this method, ceramic particles are mixed with a freezing liquid 
(e.g. water77, camphene96–99, naphthalene-camphor100, tertiary butanol101) (see 
Figure 3.1a) that is directionally solidified53,96,102. During directional freezing, ice 
columns grow into the form of lamellae, pushing away particles from their 
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path103,104. Rejected particles will be trapped between ice lamellae and form 
ceramic columns (see Figure 3.1b)105–107.  Then, the frozen solid is sublimated to 
remove the ice (see Figure 3.1c), and sintered to partially densify and strengthen 
the porous materials (see Figure 3.1d)95.  
 
Figure 3.1 Schematic of the freeze casting. (a) Ceramic particles are mixed in 
water; (b) the slurry is placed on a cold surface and ice columns grow directionally; 
(c) the frozen scaffold is placed in a vacuum chamber to sublimate the ice, resulting 
in a porous scaffold; (d) the green body is sintered in a high temperature furnace 
to strengthen the scaffold. 
 
In the initial slurry, a binder, dispersant, and other additives are also added. 
The binder acts as a “glue” to prevent the collapse of the green body (scaffolds 
after sublimation and before sintering process), whereas the dispersant prevents 
the aggregations of ceramic particles to ensure homogeneity in the slurry77 and 
26 
 
various additives (e.g., polyethylene glycol (PEG)) prevent agglomeration of binder 
molecules and/or modify the solution’s properties108. A freeze cast scaffold and its 
cross-section is shown in Figure 3.2. Formation of ice columns at the interface is 
due to the constitutional supercooling. To explain underlying physics of freeze 
casting, constitutional undercooling is explained in next section. 
 
Figure 3.2 Sample scaffold fabricated by freeze casting. Freeze cast scaffolds has 
high strength in the longitudinal (solidification) direction while they have lower 
strength in the transverse direction. A close up view of scaffold cross section is 
shown as well. 
 
3.1 Constitutional supercooling 
When a slurry is subjected to s cold surface, at low cooling rates the freezing front 
velocity is slow and particles and solute molecules are repelled from the ice front 
and agglomerate at the interface. This is called planar solidification (see Figure 
2.3a)109,110. At faster freezing velocities, due to morphological instabilities at the 
interface, lamellar layers of ice will be formed and start progressing into the slurry 




Agglomeration of particles at the interface will depress the freezing point of 
the solution at the interface, similar to salting ice in winter to melt it. Both have the 
same cause; adding particles/solute will decrease the chemical potential of the 
solvent and depress the freezing point of the solution114. Freezing point depression 
due to existence of particles/solute is called Constitutional Supercooling1. 
Supercooling can occur due to additives (e.g. binders, dispersants, or other 
solutes), which is called solute constitutional supercooling (SCS) or due to 
particles, which is called particulate constitutional supercooling (PCS). Solute 
supercooling is stronger than particle supercooling115–117. 
 
Figure 3.3 Solidification of colloidal slurry at low and high velocity. a) When 
solidification velocity is slow all the particles and solute are ejected from the ice 
crystals and the regime is planar solidification b) at the faster solidification 
velocities instabilities at interface are grown and make lamellar wall morphology 
Image taken from111. 
                                                          
1 It is called constitutional supercooling, since supercooling occurs because of the adding constituents to 




By solving conservation of mass, momentum and energy for directional 
solidification, the temperature and concentration profiles can be obtained at the 
interface111. The profile for particle concentration is plotted in Figure 3.4 for 
different ice front velocities. The freezing point of a slurry can be found at the 
interface (see Section 2.3)111. In Figure 3.4, the freezing point at the interface 
(dashed line) along with the temperature of the slurry are plotted by the assumption 
that the temperature profile is linear. At slow freezing front velocities, the slurry 
temperature at the interface is above the freezing point (Figure 3.4a); while at 
faster solidification velocities, the slurry temperature is below the freezing 
temperature. This metastable condition is caused by perturbations at the interface 
where parts of the ice protrude into the suspension. In the absence of 
supercooling, this perturbation will be melted back into the solution, but in 
supercooling, the perturbations will grow into the suspension in the form of lamellar 
walls (instabilities are often modeled as sinusoidal waves)118–121. In the case of 
binary alloys, these instabilities are known as Mullins-Serkerka instabilities122. 
 At colloidal suspensions, Mullins-Serkerka instabilities are present at low 
concentrations; at higher concentrations, instability modes will change to split 
instability and global instability119. In the next section, premelting between a 




Figure 3.4 Supercooling at the solidification front. a) At slow solidification velocities, 
there is a slight increase in the particle concentration at the interface and it decades 
to slurry concentration smoothly. b) At higher solidification velocities, particles pile 
up at the interface and concentration decays to slurry concentration steeply. This 
steep concentration decrease cause slurry temperature be below the freezing point 
of the slurry that leads to superccoling at the interface (green area). 
 
3.2 Premelting 
Below the melting temperature (0o C for water), when ice comes into contact with 
a solid substrate, van der Waals interactions123,124 between molecules of ice and 
the substrate at the interface causes a layer of ice to melt and a thin layer of water, 
known as the premelted layer (2~10 nm at -1 Co 125,126),  intervenes between the 
ice and substrate127–135. The slipperiness of ice and snow is ascribed to this 
premelted layer and its thickness is function of temperature. By decreasing the 
temperature, the thickness of this layer is reduced and approaches zero136,137. The 
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reason of premelting is that at the ice-substrate interface, a mismatch of atomic 
spacing causes strain in the solid near the interface, resulting in a buildup of energy 
stored in the solid phase. Introducing a liquid layer between the ice and solid 
relaxes these strains and decreases the free energy of the system138. To 
quantitatively explain premelting, let’s first consider the case where ice is in direct 
contact with a solid substrate. In this case, the free energy of the interface is 𝛾𝛾𝑖𝑖𝑠𝑠, 
whichis the ice-substrate interface free energy coefficient2. If a layer of liquid 
intervenes between the ice and substrate, then the free energy of the interface is 
(𝛾𝛾𝑙𝑙𝑠𝑠 + 𝛾𝛾𝑖𝑖𝑙𝑙) where 𝛾𝛾𝑙𝑙𝑠𝑠 and 𝛾𝛾𝑖𝑖𝑙𝑙  are the liquid-substrate and liquid-ice free energy 
coefficients, respectively. For many materials: 
𝛾𝛾𝑙𝑙𝑠𝑠 + 𝛾𝛾𝑖𝑖𝑙𝑙 < 𝛾𝛾𝑖𝑖𝑠𝑠      (3.1) 
or 
 ∆𝛾𝛾 = 𝛾𝛾𝑙𝑙𝑠𝑠 + 𝛾𝛾𝑖𝑖𝑙𝑙 − 𝛾𝛾𝑖𝑖𝑠𝑠 < 0    (3.2) 
such that the free energy of a wetted interface is less than the dry interface136. On 
the other hand, we know that below the melting point (0o C for water) the free 
energy of a liquid is higher than ice. Therefore, the conversion of a layer of ice to 
liquid below the melting point increases the bulk free energy of the system. In fact, 
there is competition between the interface term (promoting premelting) and the 
conversion term (prohibiting premelting). In the case that the premelted layer is 
thin, the interfacial term dominates and the total free energy of system is 
                                                          
2 𝛾𝛾 is interface free energy per unit area, however the quantity measured experimentally is surface tension 
instead of interface free energy. Under specific condition, these can be the same as work done against 
surface tension to create new surface is equal to surface free energy per unit area 138. 
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decreased, when premelting occurs. This competition determines the thickness of 
the premelted layer at different temperatures136.  
An interesting phenomenon in premelted layer is the pressure difference 
between ice and premelted layer. Ice and water are at equilibrium with each other 
at 0o C and a pressure of 1 atm. But, for temperatures below the melting point, if 
liquid water and ice are at equilibrium (in the form of a premelted layer), they must 
have different pressures. Wettlaufer and Worster obtained this pressure 
difference139 by minimizing the free energy of a system with respect to d (the 
thickness of the premelted layer), while fixing the temperature and chemical 
potential of the ice and liquid. This resulted in the following relation: 
𝑃𝑃𝑀𝑀 − 𝑃𝑃𝑠𝑠 = −𝜌𝜌𝑙𝑙𝑞𝑞𝑚𝑚𝑡𝑡𝑟𝑟     (3.3) 
where 𝑃𝑃𝑀𝑀 is pressure in the premelted layer, 𝑃𝑃𝑠𝑠 is pressure in the ice,  𝑞𝑞𝑚𝑚 is the 
latent heat of fusion, 𝜌𝜌𝑙𝑙 is the density of the liquid, 𝑇𝑇𝑚𝑚 is the melting temperature, 
T is the actual temperature, and 𝑡𝑡𝑟𝑟 =
(𝑇𝑇𝑚𝑚−𝑇𝑇)
𝑇𝑇𝑚𝑚
. This pressure difference is called the 
thermomolecular pressure. For example, let’s consider a piece of ice with a 
temperature gradient across it (see Figure 3.5a). In colder regions the premelted 
layer is thinner and in warmer regions the pressure is lower, according to equation 
(3.3) (pressure in the ice is almost constant). This causes migration of the liquid 
from warmer regions to cooler regions, a process known as cryosuction140–142. 
When the liquid reaches to the colder regions and freezes (to keep an equilibrium 
thickness of the premelted layer), the interface deforms (see Figure 3.5b). This 
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pressure difference is the driving force for many physical phenomena like frost 
heaving142–144.  
 
Figure 3.5 The surface of the ice is covered by the flexible membrane and 
temperature gradient is applied across the ice surface. a) In colder regions, the 
thickness of the premelted layer is smaller than warmer regions. Also, pressure in 
colder regions is lower than the warmer regions which cause flow from warmer, 
high pressure to colder low pressure regions. When water reaches to the cold 
regions, freezes (to keep the equilibrium thickness of premelted layer) and the 
interface shape will be deformed. Image adapted from124.   
 
3.3 Freezing point depression at the interface 
As previously mentioned, if the solidification velocity is fast enough in a colloidal 
solution, accumulation of particles/solutes at the interface causes supercooling. 
Supercooling is due to interfacial curvature and premelting effects. A curved 
interface depresses the freezing point temperature, which is known as the Gibbs-
Thompson effect145–147 (see Figure 3.6). According to the Young-Laplace 
equation, there is a pressure difference between ice and water at curved 
interfaces, which results in a lower local freezing point than the bulk. Freezing point 
depression caused by interfacial curvature is given by: 
Δ𝑇𝑇 = 𝜎𝜎𝑖𝑖𝑖𝑖𝑇𝑇𝑚𝑚
𝜕𝜕𝑠𝑠𝑞𝑞𝑚𝑚
𝜅𝜅      (3.4) 
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where 𝜅𝜅 is the mean curvature and σ is the surface tension between ice and water 
146,148,149. Therefore, the temperature at the ice front is below the bulk freezing point 
due to curvature of the interface and interfacial premelting effects. The temperature 
at the ice-particle interface is given by 150: 






)𝑣𝑣    (3.5) 
where 𝜌𝜌 depends on the type of intermolecular forces; for non-retarded van der 
Waals 𝜌𝜌 = 3 and for retarded and long-range electrical interactions is 𝜌𝜌 = 4 and 
𝜌𝜌 = 5, respectively 150.  Experimental works of You et. al.115 shows the 
intermolecular force effects are stronger than curvature effects on the freezing 
point depression, which is due to the existence of particles 151–155 or solute 156–158 
at various concentrations.  
 
Figure 3.6 Ice for entrapping the particles should be able to penetrate into the pores 
between particles. Due to premelting effects between ice and particle, ice-particle 
interface will deform into the curved interface when ice tries to penetrate into the 
pores between particles.   
3.3.1 Freezing point depression due to external fields 
The freezing point can also be affected by external electric or magnetic fields159. 
In the liquid form, water molecules must form ice-like structures of specific size to 
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initiate freezing160. In pure undisturbed water, in the absence of any nucleation 
agents, water can exist as liquid as low as -48C°161. Freezing is often initiated by 
foreign substrates, which is called heterogeneous nucleation where water 
molecules aggregate on the substrate surface and form ice-like structures (called 
ice nuclei) 162. Foreign particles in water can also act as ice nucleators. In the 
absence of any nucleation sites, homogeneous nucleation occurs but at much 
lower temperatures163. Strong electrical fields (106 V/m) can act as ice nucleators 
to promote freezing, which is called “Electrofreezing”164. Electric fields cause 
spatial anisotropy in ice that creates more ordered ice-like structures, promoting 
freezing163,165,166. However, unlike electric fields, magnetic fields depress the 
freezing point167. Although the mechanism of freezing point depression due to an 
external magnetic field is not fully understood, it is believed that magnetic fields 
are orienting, vibrating and spinning the molecules to prevent their aggregation, 
which causes supercooling168. It is worth mentioning that, under an external 
magnetic field, water acts as diamagnetic material because, under a magnetic 
field, the orbital motions of water electrons are altered in a way that oppose the 
field like diamagnetic materials168. 
3.3 Dominant forces 
As discussed before, rejection of particles/solutes from the ice front and their 
agglomeration at the interface cause supercooling. In this section, the dominant 
forces that cause rejection/engulfment of particles by the ice front are considered. 
A force balance on a particle in a solution reveals the conditions under which 
particles are engulfed or rejected by the solidification front. The solidification of 
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colloidal suspensions was investigated for many years from point of the view of 
interactions of single particles with a solidification front105,169. These studies have 
explained the governing forces exerted on particles at the interface170,171. When 
the freezing front approaches a single ceramic particle, two forces are exerted on 
it, a repulsive force and a resistive force, also known as the lubrication force. 
3.3.1 Repulsive Force 
Historically two different approaches have been taken to explain the repulsive force 
between a particle and the ice front. Uhlmann et al.169, Bolling and Cisse172 and 
Gilpin126,173 proposed that the presence of a particle close to the ice interface will 
lower the chemical potential of the liquid intervening between the particle and ice 
front, causing flow of the liquid from outside this region to push particles away from 
the interface. On the other hand, Chernov et al.174 recognized that forces due to 
intermolecular interactions3 cause the repulsion of particles from the ice front. Their 
analysis was later generalized by Rempel and Worster105. To explain the second 
approach, let’s consider a freezing front approaching a particle. When particle is 
far away from the freezing front, it does not interact with the front. However, when 
the interface approaches a particle and the ice-particle distance reaches 0.1~0.01 
microns, intermolecular interactions become dominant and Van der Waals forces 
between molecules in all three layers result in a net repulsive force which pushes 
away particles from the interface (see Figure 3.7). The simplest way to obtain the 
repulsive force is to sum the van der Waals interactions of a molecule with the 
                                                          




surface molecules of particle and ice interface plus liquid molecules of premelted 
layer at the interface174. For non-retarded van der Waals interactions, the repulsive 







    (3.6) 
where A is the Hamaker constant of the interaction between the ice and particle 
with a premelting layer intervening, 𝜌𝜌𝑠𝑠 and 𝑞𝑞𝑚𝑚 are the density and melting latent 
heat of ice, d is the thickness of the premelted layer, and 𝜆𝜆  is a length proportional 
to the interaction strength105.  
  
 
Figure 3.7 Interaction of the ice front with a particle. a)  When particle approaches 
the ice front, van der Waals interaction between molecules of particle, ice and 
premelted layer become important. b) The sum of these van der Waals interactions 
result in a repulsive force on the particle c) Premelting effect between particle and 
ice front will deform the interface shape. 
 
This repulsive force is called the thermomolecular pressure175,176 or 
disjoining pressure in the context of wetting177–182. The main contribution of the 
repulsive force comes from the surface of the particle where it has a minimum 
distance from the ice front (see Figure 3.7a). Because this distance is small, the 
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repulsive force is negligible. As a result, the ice front surrounds the particle and the 
planar interface deforms due to premelting (see Figure 3.7c). This increases the 
contact area between the particle and the ice, thus strengthening the repulsive 
force. Integrating PT over the deformed interface yields a total repulsive force150. 
Lower pressure in the premelted layer between the ice and particle causes water 
from the surrounding area to flow into the particle-ice front gap, keeping an 
equilibrium distance such that the particle is rejected from the ice front.  
3.3.2 Resistive forces 
Particles rejected from the ice front interface experience a resistive force which 
pushes them back to the interface and resists their rejection. This resistive force, 
which is also called the lubrication force, can be obtained by integrating the 
pressure around the particle 105183:  






0 𝜌𝜌∅d𝑠𝑠   (3.7) 
where R is the particle radius, 𝜇𝜇 is the viscosity, U is the particle velocity, d is the 
thickness of the film between the particle and ice front, and 𝑠𝑠𝑐𝑐 is the upper limit 
where thickness of liquid is bigger than thickness of premelted layer beneath the 
particle. At higher solidification front velocities, the resistive force dominants and 
the distance between the particle and ice front decreases, such that the particle is 
engulfed. By balancing the repulsive and resistive forces, a critical ice front velocity 
is obtained. When the solidification velocity is lower than the critical velocity, 
particles are rejected from the ice front, while at velocities higher than the critical 








)𝑛𝑛     (3.8) 
where r is the diameter of the particle, 𝜇𝜇 is the viscosity, d is the thickness of the 
liquid film between particle and ice front, 𝑎𝑎0 is the average intermolecular distance 
in the film, and the exponent n ranges from 4-5. 
3.5 Processing conditions 
The final microstructure of scaffolds made by freeze casting depends on the 
processing conditions. These processing conditions are related to the freezing and 
initial slurry properties.  
3.5.1 Freezing properties 
Freezing properties are primarily controlled by freezing velocity and direction. The 
freezing velocity changes the morphology of both the lamellar walls and mineral 
bridges. Increasing the freezing velocity results in a smaller structural wavelength, 
i.e., pore width plus wall thickness184. An empirical relationship between structure 
wavelength and freezing velocity is given by185–187: 
𝜆𝜆 = 𝑑𝑑𝜌𝜌−1     (3.9) 
where 𝜆𝜆 is the structure wavelength, v is the freezing velocity, and A is a constant 
which depends on the solid content and particle size. By decreased the 
wavelength, both the pore width and wall thickness decrease188,189. In general, 
finer pore structures (i.e., thinner walls and smaller wall spacing) result in higher 
strength190–194. At higher freezing velocities, the final scaffolds are typically 
denser195,196. The freezing velocity also changes the morphology of the lamellar 
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walls. Increasing the velocity generally converts the lamellar morphology to a 
dendrite structure (see Figure 3.8)184,197.  
The freezing direction can be manipulated by different approaches to 
control scaffold morphology. For instance, a dual temperature gradient was applied 
by inserting a PDMS wedge between cold finger and slurry that creates vertical 
and horizontal temperature gradients198. This applies the temperature gradient 
both vertically and horizontally that results in uniform alignment of lamellar walls in 
the transverse and longitudinal directions. Another method is radial cooling to align 
lamellar walls in the radial direction199,200. In this method, the top and bottom parts 
of the mold are isolated the and mold is cooled from the sides201–203 or a conductive 
rod is placed at the center of the mold204,205. Finally, to obtain constant lamellar 
wall spacing through the length of the scaffold, double sided cooling can be 
applied186,192. 
 
Figure 3.8 Lamellar to dendrite morphology transition due to higher freezing front 




3.5.2 Colloidal properties 
Colloidal properties such as particle size, initial concentration of particles, mixture 
composition, and additives are all factors which contribute to the final morphology 
of freeze cast scaffolds. 
3.5.2.1 Initial concentration 
The initial concentration of particles is inversely related to the porosity of the 
scaffolds. A higher initial concentration results in more dense structures (smaller 
pore width and thicker walls) and higher strength. There is linear relationship 
between initial concentration and porosity206–208. As was discussed in Section 3.1, 
Mullins-Serkerka instabilities occurs at low initial concentrations. However, 
increasing the initial concentration changes the mode of instabilities, which form 
spear-like patterns in the slurry. This pattern is referred to as a local split 
instability119. It is believed that this mode is different from Mullins-Serkerka 
instabilities119. Increasing the initial concentration further leads to stripe bands of 
particles engulfed by the ice front, which is known as a global split instability, similar 
to the ice banding pattern in frost heaving. 
3.5.2.2 Additives 
Chemical additives function as binders, dispersants, or slurry modifiers. Besides 
their primary functions of preventing green body collapse and particle aggregation, 
various additives cause morphological transitions and supercooling at the 
interface115,209. Adding polyvinyl alcohol (PVA)210 or gelatin211 as binder, for 
example, increases the formation of secondary dendrites which changes the 
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scaffold morphology from lamellar to dendritic212,213. Increasing the binder content 
further (to a critical threshold), increases the intensity of secondary dendrite 
dendrites changing the morphology to cellular214. You et. al.115,215 observed that 
binders also cause supercooling at the interface. They suggested that a 
morphological transition occurs because of binder-induced supercooling at the 
interface115, while others attribute it to the increased viscosity of the suspension153. 
Delattre et al.117 investigated the effect of polyethylene glycol (PEG) and a 
dispersant on the interface morphology. They observed that adding a small amount 
of PEG changes the isotropic morphology to lamellar, similar to the binder effect. 
In their experiment, the dispersant effect was negligible compared to the binder 
and PEG. Increasing the PEG content further resulted in a finer microstructure 
(thinner walls with smaller pores) and a morphological transition from lamellar to 
dendritic216–218. Interestingly, adding NaCl leads to lamellar structures by 
promoting supercooling at the interface119. Finally, sucrose was observed to trigger 
a dendritic to cellular transition221,222 and the addition of glycerol increased the 
density of mineral bridges connecting adjacent walls43,151,223,224. 
Other chemical additives that change the freezing properties of freeze cast 
slurries have also been investigated. Adding alcohols to a suspension by 5vol% 
increases the pore aspect ratio but beyond that (>5vol%) decreases the pore 
aspect ratio219. Pore aspect ratio is defined as the length of the major axis of a 
pore to its minor axis (measured from the scaffold cross-section). Increases in the 
pore aspect ratio due to the addition of alcohol is attributed to the formation of 











EXPERIMENTAL WORKS IN FREEZE CASTING 
Directional solidification of colloidal suspension is similar to directional 
solidification of binary alloys in many ways, but with water (or other fluids) playing 
the role of a fugitive second phase. Hence, in many works the solidification of 
colloidal suspensions is inspired by those on binary alloys225–228. The solidification 
of, colloidal solutions or binary alloys, can be classified into two categories, whose 
behaviors are totally different from each other: dilute suspensions and 
concentrated suspensions. In dilute suspensions, particle-particle interactions are 
neglected, while in concentrated suspensions this cannot be neglected and plays 
a crucial role in the morphology of the frozen phase. 
In the case of dilute suspensions, for many years the problem has been 
investigated based on interaction of a single particle with an ice front105,229–232. As 
a suspension is diluted, the interactions between particles are neglected. Based 
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on these studies105,229–232, there is a critical velocity of the ice front, which for 
velocities above that particles are entrapped while at velocities below that particles 
are rejected. For a particle to be rejected by ice front it is necessary that a thin 
layer of water intervenes between the particle and ice front to supply molecules to 
the growing crystals. By increasing the solidification velocity, the thickness of this 
film is reduced which hinders transport of water to the gap, such that the particle 
is engulfed by the ice front186. The critical velocity can be obtained by considering 






)𝑧𝑧     (4.1) 
where d is the premelted layer thickness, a0 is the average intermolecular distance, 
𝜂𝜂 is the viscosity, R is the particle radius, and z is the exponent, which ranges from 
1-5169. A low solidification velocity is shown in Figure 4.1 where particles are 
repelled from the interface. For concentrated suspensions, at very low solidification 
velocities, particles are rejected from the interface similar to the dilute case. By 
increasing the ice front speed, a concentrated layer forms in front of the planar 
interface which lowers the thermodynamic solidification temperature ahead of the 
interface and leads to Mullins-Sekerka instabilities that turns the planar interface 
to lamellar (see Figure 4.1). By further increasing the ice front velocity, particles 
are entrapped by the ice front and an isotropic microstructure is formed (see 





Figure 4.1 Interaction of the ice front interface with particles at low to high solidification 
velocities. Image taken from185. 
 
Figure 4.2 Microstructure morphology dependent on particle size and solidification 




Observations of the microstructure when a suspension is exposed to a very 
cold surface suggests that the initial solidification velocity (the initial 10 µm) is very 
high and all particles are entrapped by the ice front, such that an isotropic 
morphology is formed (see Figure 4.3). The solidified suspension acts like an 
insulator between the cold surface and ice front, and decreases the ice front 
velocity. A reduced solidification velocity results in the formation of a cellular 
morphology. Further increasing the solidification velocity results in a change from 
cellular to a lamellar/dendritic morphology.  
 
Figure 4.3 SEM image of longitudinal view showing the evolution of the ice front 




At very high solidification velocities, it is observed that ice crystals are 
inclined due to growth directions: parallel to the solidification direction and 
preferred crystal growth direction (in sense of interfacial energies)234,235 (see 
Figure 4.4). The analysis in the previous section based on the idea of Mullins & 
Sekerka instabilities is the reason for this transition from planar to dendritic 
solidification in binary alloys. In Mullins & Sekerka instabilities, migration of 
particles at the suspension/ice interface is modeled by diffusion.  
 
Figure 4.4 Solidification direction and preferred direction for growth of ice crystals 
at low and high temperature gradients. Image adapted from186. 
 
4.1 Segregated ice lenses versus lamellar morphology 
As discussed in Section 3, binders and dispersants are added to a slurry to prevent 
collapse of the green body and avoiding flocculation of ceramic particles, 
respectively. It is found that binders and other additives not only acts as a glue to 
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stabilize the green body, but also change pattern formation during solidification108. 
If the binder is removed from the initial slurry, segregated ice lenses would form 
rather than dendritic patterns (see Figure 4.5). This is also shown in Figure 4.6a 
in which segregated ice lenses are formed in region three with 0.1 wt% binder. 
Region one is a fast freezing dense layer and region four is an accumulated dense 
layer of particles in front of the ice-suspension interface. In Figure 4.6b, adding 
1.5 wt% binder resulted in the formation of a lamellar zone (Figure 4.6b region 
two). The length of this region increases by increasing the binder concentration up 
to 2 wt%. During these experiments, the velocity of interface was nearly constant, 
inferring that changes in freezing regimes were due to the effect of additives and 
not the freezing velocity108.   
4.2 Solute versus particle constitutional supercooling 
To explain the reasons for different freezing regimes (segregated vs. lamellar) we 
need to clarify between different interfacial supercooling phenomena that occur in 
the solidification of suspensions: Solute Constitutional Supercooling (SCS) versus 
Particle Constitutional Supercooling (PCS). SCS is caused by additives107,108,236 
while PCS is caused by particles. To investigate the effect of PCS and SCS on 
freezing of colloidal suspensions and supernatant, an apparatus with two adjacent 
cells, one containing a suspension and the other supernatant are shown in Figure 
4.7. The first system contained polystyrene (PS) microspheres with average 





Figure 4.5 Ice lenses formed by the directional solidification of kaolinite clay. 
Image taken from111. 
 
 
Figure 4.6 Effect of binder on solidification regimes. Different freezing zones for (a) 
0.5 wt % of dispersant and 0.1 wt % of binder and (b) 0.5 wt % of dispersant and 
1.5 wt % of binder. In (b) a lamellar pattern emerged after the fast-growth regime 
and the length of this region was increased by increasing the binder content. (1) 
fast growing region, (2) lamellar pattern, (3) segregated regime, (4) the particle-
build-up zone, (5) the liquid phase. Image taken from108. 
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In Figure 4.8a SCS supercooling was measured between the deionized 
water and supernatant by comparing the interface position. The upper end of the 
cell (in Figure 4.7 down part is cold side and up part is warm side) is the heating 
zone, while the lower end of the cell is the cooling zone, which creates a linear 
thermal gradient G = 7.23 K/cm. In Figure 4.8a, the position of the solid/liquid 
interface in the cell of deionized water is much higher than that of the supernatant, 
which indicates that the freezing point of the deionized water is much higher than 
that of the supernatant. On the other hand, comparison of the interfacial position 
between the colloidal suspension and its supernatant is shown in Figure 4.8b, 
which shows particle supercooling. The interfacial position of the supernatant is 
almost identical to that of the suspension, which means that the freezing point of 
the supernatant is almost the same. Therefore, PCS is almost undetectable and 
should be smaller than 0.01 K if it exists in this colloidal suspensions system. 
Consequently, in Figure 4.8a, the interfacial undercooling of colloidal suspensions 
mainly comes from SCS. To further confirm this conclusion, the interfacial 
undercooling of suspensions with particles of different diameters and different 




Figure 4.7 Experimental setup for measurements of undercooling. Supernatant 
and colloidal suspension are placed next to each other and are pulled. Two heat 
exchanger are creating temperature gradient. Image taken from209. 
 
One more interesting observation was undercooling of α-alumina 
suspensions. Supernatant and suspension of α-alumina at different concentrations 
and thermal gradients were measured209. In static measurements, the 
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undercooling in all concentrations and thermal gradients are very small and 
negligible while at dynamic measurements undercooling in the supernatant was 
noticeable and in the suspension was also negligible, emphasizing the effect of 
SCS rather than PCS in dynamic undercooling. The dynamic SCS varies with 
different pulling velocities; increasing pulling velocity results in smaller 
undercooling209. Based on the above systematic measurements, PCS is minor in 
both static and dynamic cases; in contrast, the effect of SCS is dominant. 
 
 
Figure 4.8 Undercooling measurements from (a) supernatant (solute effect) and 




Figure 4. 9 Hele-Shaw cells of alumina suspensions to measure undercooling at a 
freezing velocity of V = 8.217 𝜇𝜇m/s for (a) supernatant and (b) colloidal 
suspension209. Image taken from209. 
 
4.3 Interfacial instability modes 
PCS and SCS result in different interfacial instability modes. The instability 
of the supernatant obeys classical MS instability dynamics which has been well 
predicted by time-dependent instability analysis144,237. However, the instability 
processes of colloidal suspensions are of great difference from the supernatant 
system and depend on their particle volume fractions. The directional freezing of 
colloidal suspensions with small particle volume fraction undergoes the similar 
process as that of the supernatant, as shown in Figure 4.10a. The interface 
instability also starts from fluctuation and then develops into a cellular structure238. 
However, as the volume fraction increases, the instability mode changes. As 
shown in Figure 4.10b, the cellular instability disappears. Instead, the 
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accumulated particle layer is split and trapped in the ice at the onset of planar 
instability in colloidal suspensions, this type of instability is called local split 
instability. Moreover, this kind of instability happens much earlier than the cellular 
instability mode. 
As the volume fraction further increases, the accumulated particle layer is 
split into stripe bands as shown in Figure 4.10c. The instability mode is similar to 
the local split instability mode shown in Figure 4.10b, but here the split block is a 
stripe band jointed with an ice lens. The spears penetrate the accumulated particle 
layer and then grow laterally to form the ice lens, called “global split instability” or 
ice lenses. This kind of instability mode is almost irrelevant from the MS instability 
of the supernatant. The accumulated particle boundary layer will split even if the 
planar interface of the supernatant is stable with a pulling velocity smaller than the 
critical one238.  
 
Figure 4.10 Freezing morphology for different initial concentrations at a thermal 
gradient of G=7.23K/cm and freezing speed V=16m/s238. (a) Cellular instability, (b) 




4.3.1 The origin of interface instability 
As shown in the MS instability analysis, the interface instability is related to the 
solute boundary layer ahead of the planar interface. However, there are two types 
of boundary layers in the freezing of colloidal suspensions, i.e., solute boundary 
layer and particle boundary layer. For a one dimensional boundary diffusion 
problem, the profiles of solute concentration and particle volume fraction along the 
system are schematically shown in Figure 4.14a&b respectively. The time-
dependent solute concentration and particle volume fraction in front of the 
solid/liquid interface is shown by connecting the interface concentration at the 
liquid side, as shown by the black thick lines in Figure 4.14a&b. The particle 
concentration in front of the interface will rapidly increase to the maximum volume 
fraction of particles φmax within a very short time, as shown in Figure 4.14b. 
Furthermore, the length scale of the equivalent particle diffused layer can be 
ignored, compared with that of the solute diffused layer, indicating that the diffusion 





Figure 4. 11 Sketches of the time-dependent (a) solute concentration and (b) 
particle volume fraction at the interface238. Thin red lines are profiles of 
solute/particle boundaries for a given time. 𝑡𝑡𝑠𝑠 is the time to reach steady state, 𝑐𝑐0 
is the initial concentration, 𝑐𝑐𝑖𝑖 is the concentration at the interface, 𝑧𝑧𝑖𝑖 is the interface 
position, and k is a partition factor. Image taken from209. 
 
Considering the accumulated boundary layers of solute and particle, the 
three interface instability modes observed in Figure 4.10 can be well understood. 
First, the cellular instability is determined by the MS instability from the 
accumulated solute boundary layer. After the interface instability, particles are 
submerged into the intercellular space and the particle layer exists within a limited 
width. Interfacial instability of the supernatant and colloidal suspension occurs 
almost at the same time because the effect of the particles is negligible. Second, 
when particle accumulation is dominant, the whole interface is entrapped by the 
ice front in global split instability and patterns similar to ice lenses are formed. 
Third, local split instability mode occurs when solute and particle boundary layer 
have the same level of influence238.  
In the pattern formation of directional solidification, it is accepted that the 
MS instability causes the cellular morphology. Also, MS instabilities happen at a 
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velocity larger than the critical criterion in directional solidification239. At a velocity 
below the critical velocity, the planar interface is stable in the supernatant system, 
while the local split instability occurs in the colloidal suspension. At a freezing 
velocity larger than the critical velocity, the interface propagates with a cellular 
morphology in the supernatant system, and the local split particle clusters become 
smaller and smaller in the colloidal suspension.  
The experimental results indicate that increasing solute effects gradually 
change the local split morphologies and may induce cellular structures as the 
freezing velocity further increases. As solute effects can greatly enhance the 
planar instability, increasing the content of additives will change the interface 
morphologies. In order to understand competition between solute effects and 
particle effects, NaCl was added into the system. The addition of NaCl almost does 
not change the viscosity of the system. Moreover, NaCl is an inorganic small 
molecular compound, neither a binder nor dispersant. The experimental results 
are shown in Figure 4.15. It shows that the global split instability mode in Figure 
4.15a is totally changed into the cellular instability mode by only a small amount of 
NaCl (1%wt of particle amount). Accordingly, it is suggested that the transition from 






Figure 4.12 Freezing regime of (a) supernatant and (b) supernatant with 1 %wt. 
sodium chloride (NaCl). Image taken from238. 
 
4.4 Microstructural architecture and mechanical properties 
Apart from attempts in trying to analyze the process analytically111,118, 
numerically240, and experimentally102,104,106,241, freeze cast scaffolds exhibit unique 
microstructural features. Usually these microstructural features are organized, 
layered structures or contain the presence of fibrous elements that affect the 
mechanical properties of the material242. This indicates that mechanical properties 
could be tailored by controlling the microstructure of scaffolds. Some 
microstructural characteristics include pore size, lamellar wall thickness and 
spacing, bridge length (see Figure 4.4), interlamellar porosity, and overall porosity.  
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As expected, overall porosity has the biggest effect on strength, as the 
porosity increases strength decreases243. By decreasing the lamellar wall spacing 
strength is increased more than twofold190. Smaller pore size increases the 
strength by reducing the volume of struts and therefore the probability of 
catastrophic defects193. Smaller pore area and smaller aspect ratio also provided 
increased strength194,219. By increased number of domains and bridge densities 
and decreased thickness of the walls (and increased density of walls) by less than 
half, the strength increases by almost an order of magnitude191. Interlamellar 
porosity affects the strength of scaffolds too243. In magnetic freeze casting, longer 
mineral bridges (see Figure 4.2a) resulted in higher strength of scaffolds in the 
corresponding direction244. As noticed, alteration of the microstructural architecture 
or features result in changed mechanical properties. Hence, it is important to have 
control over microstructure by manipulating the processing conditions in order to 
tailor the mechanical properties as desired. 
4.5 Processing conditions 
Knowing the influence of microstructure on mechanical properties, it is important 
to determine what processing parameters affect microstructure. These parameters 
are solidification front velocity, particle size, solid loading, additives, etc102. 
Lamellar wall spacing (structure wavelength), an important microstructure, is a 
physical manifestation of the wavelength of instabilities.  The factors that influence 
lamellar wall spacing and approaches that predict this spacing are discussed here 
in terms of processing conditions. 
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4.5.1 Solidification velocity 
4.5.1.1 Achieving constant velocity during solidification 
When a slurry is exposed to a cold surface with constant temperature, an ice front 
velocity decreases with time as a result of increased thermal resistance from the 
ice. This leads to an increasing lamellar spacing through the height192. To 
investigate the effect of velocity on lamellae spacing constant velocity during the 
solidification need to be obtained. So before proceeding with effect of velocity on 
lamellae spacing it is necessary to demonstrate how constant velocity can be 
achieved. To address this issue two remedies exist: first, an exponential cooling 
function must be used at cold surface; second, a double-side cooling experimental 
setup must be used with corresponding cooling functions at the cold surfaces. 
In 1889, J. Stefan studied the formation of ice in oceans. He considered the 
cooling of water from atmosphere and solved the  heat equation to model the 
problem245. This was the first known mathematical modeling of directional 
solidification without considering convection. Because phase change occurs at the 
ice-water interface, this problem has a moving boundary layer. Due to this study, 
problems involving moving boundaries are often called Stefan problems. By 
solving the Stefan problem with appropriate boundary conditions, the following 
cooling function must be applied at the cold surface to have constant velocity 
during solidification246:  
𝑓𝑓(𝑡𝑡) = 𝑇𝑇0(𝑡𝑡) +
ℎ𝑓𝑓
𝑐𝑐𝑠𝑠
[1 − exp �𝜈𝜈𝑓𝑓
2
𝑘𝑘𝑠𝑠
𝑡𝑡�]    (4.2) 
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where ℎ𝑓𝑓 is the latent heat of fusion, 𝑘𝑘 =
𝜆𝜆𝑠𝑠
𝜕𝜕𝑠𝑠𝐶𝐶𝑠𝑠
 is the thermal diffusivity, 𝜌𝜌s is the 
density, Cs is the specific heat, and 𝜆𝜆𝑠𝑠 is the conductivity of the solid phase. Vf 
represents the ice front velocity and 𝑇𝑇0 is the freezing temperature of the liquid. 
The other end of the mold is exposed to the environment.  
The other approach using a double-side (DS) cooling setup is shown in 
Figure 4.5. In DS setup, a slurry is cooled from both the top and bottom surfaces. 
In this case, the Stefan problem is solved by a quasi-stable approximation and the 
following relation is obtained192:     







)   (4.3) 
where 𝛿𝛿𝑤𝑤 and 𝜆𝜆𝑤𝑤 are the thickness and thermal conductivity of the plate, 𝛼𝛼 is the 
heat transfer coefficient, 𝜆𝜆 is the thermal conductivity and 𝜌𝜌 is the density of the 
liquid. Thermal conductivities in equation 4.3 for the solid phase were calculated 
with the Krischer model192.  
 
Figure 4.13 Schematic of the (a) single-side cooling setup and (b) right, double-side cooling 




Note that in the first approach (single side cooling) the temperature profile 
at the cold surface has an exponential form and in DS cooling it has a linear 
dependence with time. This is the advantage of DS cooling, as longer scaffolds 
can be fabricated. In single-side cooling there is a limitation of maximum height of 
the scaffolds. 
4.5.1.2 Effect of velocity on lamellar spacing 
Now, with constant velocity during solidification, we can investigate the effect of 
velocity on lamellar spacing. Increasing freezing velocity will result in thinner walls 
with smaller spacing between them186,192. The relationship between freezing 
velocity and lamellar spacing can be shown by 𝜆𝜆~𝜌𝜌−𝑛𝑛186 where n depends on the 
particle size107.  Waschkies et al.185 proposed a similar relation for lamellar spacing 
as 
𝜆𝜆 = 𝑑𝑑𝜌𝜌−1     (4.4) 
where the prefactor A depends on the solid content and particle size. The 
significance of these two studies185186 is that they have done measurements on 
green samples while the others have carried out measurements on sintered bodies 
whose microstructure is affected by sintering artefacts and binder additives247.  
4.5.2 Additive concentration 
Increasing the concentration of particles increases the effect of particle-particle 
interactions and affects parameters of the system, such as the diffusion coefficient 
and freezing point. Also, additives provide control over the final microstructure or 
change the degree of constitutional supercooling108,191,209. For example, adding 
acetic acid or ethanol changed the pore size of the final structure, which results in 
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a linear relationship between the concentration of acetic acid and final pore 
dimensions. By adding more acetic acid, pore dimensions and lamellar spacing 
become larger49,158. It is observed that by increasing the solid contents, A is 
increased in equation 4.4 and the lamellar spacing is shifted to larger values185. 
Although there are studies investigating the influence of concentration 
qualitatively, there is no known quantitative study that explains the relationship 
between lamellar spacing and concentration of additives. 
4.5.3 Particle size 
For the first instances of solidification at the cold surface, particles provide 
nucleation sites for the initiation of ice crystals. Smaller particles have larger 
surface area and provide greater surfaces for nucleation. Hence, large particles 
trigger higher supercooling. Greater supercooling results in higher initial freezing 
velocity and causes larger structural gradients in final scaffold225. Also, particle size 
influences the spacing of lamellae. With increasing particle size, the prefactor A in 
equation 4.4 is also increased and shifts lamellar spacing to larger values185.  
4.6 Microstructure prediction 
Freeze casting is not only used for fabrication of ceramics but can also be 
applied to polymers47 and metals50. In fact, this method can be applied to any two 
phase system as long as the second phase has low solubility in water (or any other 
freezing vehicle) which ensures its segregation during solidification91. Different 
ceramic materials have been made by this method such as, silicon nitride248, NiO-
YSZ201, polymeric materials107 and TiO2, ZrO2, alumina, and hydroxyapatite249. As 
the physics of the process are the same, it is expected that the final structure is 
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predictable regardless of material. In this way, there have been attempts to predict 
lamellar spacing based on parameters of the system. Zhang et al.107 used the 
equation for the wavelength of instability found from linear stability analysis for 
binary alloys and calculated the spacing as 15𝜇𝜇𝑚𝑚 for colloidal suspension of silica 
nanoparticles. Measurements of lamellar walls were 10 𝜇𝜇𝑚𝑚 which was close to the 
predicted value. Trivedi & Kurz250 postulated that three underlying phenomena play 
a role in solidification, based on diffusion, thermal, and capillary characteristic 
lengths in binary alloys. Inspired by their method,  Flauder et al190 used these 
characteristic lengths to predict the lamellar spacing for colloidal suspensions. 
First, although both processes are similar, there are major differences between 
them. As discussed earlier, particle size and the concentration of particles in the 
suspension plays a crucial role in the morphology of colloidal suspensions, but 
these parameters are not seen in the equation suggested for binary alloys. So far 
there has been great effort to predict lamellar spacing (which are consistent 
through the cross section) in scaffolds, but there has yet to be a general equation 












MAGNETIC FREEZE CASTING 
Ceramic scaffolds made by freeze casting often exhibit excellent compressive 
properties in the solidification direction but lack high strength and stiffness in the 
transverse direction. To enhance the compressive properties in the transverse 
direction, a few approaches have been developed, including templated grain 
growth251, bidirectional freezing198,252, freezing under flow251,253, or magnetic field 
alignment249,254. In magnetic field aligned freeze casting, magnetic or magnetized 
particles are manipulated by an external magnetic field during solidification255,256. 
External magnetic fields can be oriented axially, radially or transversely (see 
Figure 5.1). The magnetic field causes the magnetic/magnetized particles to 
reorient and/or cluster into directionally aligned chains in the magnetic field 
direction (see Figure 5.2)255,256, leveraging similar mechanisms observed in other 




Figure 5.1 Magnetic poles are configured in a way that produce (a) radial, (b) 
axial and (c) transverse magnetic fields. Image adapted from244. 
 
Lamellar walls are formed by ceramic particles expelled from the ice front 
and entrapped between two adjacent ice columns. Mineral bridges are formed by 
particles engulfed by the ice front and connect adjacent walls to each other (see 
Figure 5.3). In magnetic freeze casting, mixtures of diamagnetic and paramagnetic 
ceramics with Fe3O4 nanoparticles have shown different behaviors under the 
influence of external magnetic fields244,249,254. Paramagnetic materials acquire 
magnetization parallel to the magnetic field direction while diamagnetic materials 
acquire magnetization opposite to the magnetic field direction263. For TiO2, a 
paramagnetic material with a magnetic susceptibility of 5.9x10-6 cm3.mol-1 freeze 
cast under a magnetic field of ~120 mT, lamellar walls were observed to align 
parallel to the magnetic field and there was a uniform distribution of iron (Fe) in the 
scaffolds249. In contrast, for ZrO2 a diamagnetic material with a magnetic 
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susceptibility of -13.8 cm3.mol-1, bridges were observed to align parallel to the field 
(see Figure 5.4)244. 
 
Figure 5.2 Magnetic Freeze Casting. Applying external magnetic fields during 




Figure 5.3 Scanning electron micrograph of the cross section of a CeO2-Fe3O4 
scaffold. Lamellar walls are formed by ceramic particles trapped between adjacent 
pores, formed by the ice columns. Mineral bridges are particles entrapped by ice 
front and connect two or more lamellar walls to each other.   
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These patterns consisted of iron-rich and iron-poor regions, respectively 
concentrated at the poles and centers of the scaffolds. In both cases, alignment of 
the lamellar walls or mineral bridges resulted in enhanced compressive strengths 
in the transverse direction, parallel to the magnetic field. Interestingly, for TiO2, 
although strength in the transverse direction was enhanced, longitudinal strength 
was decreased (see Figure 5.5). Different behaviors observed in paramagnetic 
TiO2 (wall alignment) and diamagnetic Al2O3, ZrO2 and HA (bridge alignment) were 
initially believed to be due to their different magnetic susceptibilities. To further 
investigate effect of magnetic susceptibility, two additional paramagnetic materials, 
CeO2 and Y2O3 with magnetic susceptibilities of +26.0x10-6 and +44.4x10-6 




Figure 5.4 Scanning electron micrographs of (a) TiO2-Fe3O4 and (b) ZrO2-Fe3O4 
scaffolds at different magnifications. Elemental mappings (top, right) show the Fe 
concentrations in the walls/bridges. The orange arrow indicates the magnetic field 
direction. For TiO2, lamellar walls are aligned in magnetic field direction at 120 mT 
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while for ZrO2 mineral bridges are aligned in magnetic field direction. Image 
adapted from264. 
 
5.1 Experimental Procedure 
Ceramic powders of CeO2 and Y2O3 (Sigma Aldrich, St. Louis, MO) used in this 
study had mean particle sizes of 500 nm (according to the manufacturer). Separate 
batches of the two powders were suspended in water, similar to previous works 
244249254, at fractions of 10 vol.%, and mixed with 3 wt.% Fe3O4 nanoparticles (~50 
nm particle size), 1 wt.% polyvinyl alcohol (PVA) (Alfa Aesar, Ward Hill, MA), 1 
wt.% polyethylene glycol (PEG) (Alfa Aesar, Ward Hill, MA), and 1 wt.% 
ammonium polymethacrylate anionic dispersant, Darvan® 811 (R. T. Vanderbilt 
Company, Inc., Norwalk, CT). The slurries were ball milled for 24 hrs in alumina 
grinding media, then degassed for 10-20 minutes and poured into PVC molds 
attached to a copper cold surface, which was then subsequently cooled at a rate 
of 10°C/min. Two neodymium permanent magnets with residual flux density of 
14,800 Gauss (BY0X08BR-N52, K&J Magnetic, Inc., USA) were oriented 
transversely across the freezing mold to apply the magnetic fields during 
solidification. After freezing, the scaffolds were lyophilized (Labconco, Kansas 
City, MO) at -50°C and 350 Pa for 72 hrs. Finally, the scaffolds were sintered at 
1200°C for CeO2 and 1250°C for Y2O3 at heating and cooling rates of 2°C/min. 
Finite element models of the magnetic field distributions were developed using the 
FEMM (Finite Element Method Magnetics) software (David Meeker, Waltham, 





Figure 5.5 Strength and modulus of freeze cast scaffolds. (a) Applying external 
magnetic field increases the strength in transverse direction but longitudinal 
direction strength drops a little bit. (b) Strength and (c) modulus of freeze cast 
scaffolds with and without external magnetic field. Image adapted from249. 
 
5.2 Material Characterization 
A Wolfe® DigiVuTM SMZ 3.0 stereomicroscope equipped with a built-in camera 
(Carolina Biological Supply Company, Burlington, NC) was used to take the optical 
images. Scanning electron microscopy (SEM) images were taken at Clemson 
University’s Advanced Materials Research Laboratory (AMRL) on a Hitachi S-
3400N SEM microscope (Hitachi, Schaumburg, IL). Samples were sputter-coated 
with platinum using a Hummer 6.2 sputtering system (Anatech, Hayward, CA). 
Energy dispersive X-ray spectroscopy (EDS) was performed to determine the 
distributions of Fe throughout the scaffolds. Measurements of the mineral bridges, 
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lamellar walls and pore widths (Figure 5.3) from SEM images of the scaffolds were 
taken using ImageJ (NIH, Bethesda, MD). 
5.3 Results 
5.3.1 Radial and axial magnetic field orientation 
ZrO2-based slurries were freeze cast under radial and axial magnetic fields as 
shown in Figure 5.1a & b. In the radial orientation, the cross-section exhibited a 
core-shell structure. The shell was denser in the outer region (~%25) where the 
lamellar walls have a radial orientation following the magnetic field lines, while the 
core was more porous (~%40) with randomly oriented walls (see Figure 5.6). The 
thickness of the shell was ~ 750 µm and the core had diameter of ~7.5 mm. In the 
axial orientation, banded regions were formed consisting of iron-rich and iron-poor 
regions (see Figure 5.7). The dense outer shell (porosity of ~20%) consists of 
brown regions of a high concentration of iron, while in the center of the cross 
section is cellular and the inner region lamellar walls have random orientation (see 
Figure 5.7 b & c). In low iron concentration regions the dense outer shell (porosity 
of ~15%) has a cellular structure while the inner region has random orientation of 




Figure 5.6 (a) Radial orientation of magnetic field. Cross section of scaffolds 
consist of (b) outer dense region that have radial orientation of walls while (c) inner 
region has random orientation. Image adapted from244. 
 
 
Figure 5.7 Axial orientation of magnetic field. Scaffold show banded regions 
consisting of (a) iron-rich and (b) iron-poor regions. In iron rich regions, outer shell 
(b) and center (c) have cellular structure while inner region has random orientation 
of the walls. In iron-poor region outer shell is dense area with cellular structure 




Figure 5.8 Effect of external magnetic field on the microstructure of ZrO2 scaffolds 
(a) no magnetic field results in random orientation while (b) applying transverse 
magnetic field result in mineral bridge alignment. Image adapted from244. 
 
5.3.2 Transverse magnetic field orientation  
Transverse magnetic fields were applied to the freeze casting of ZrO2, CeO2 and 
Y2O3. Applying transverse magnetic fields for ZrO2 (see Figure 5.1 c) caused 
alignment of mineral bridges in the magnetic field direction (see Figure 5.8). The 
effect of Fe3O4 concentration and magnetic field strength was investigated in the 
ZrO2 scaffolds. Increasing the Fe3O4 concentration increased both the mineral 
bridge length and thickness (see Figure 5.9a). Similarly, increasing the magnetic 
field strength resulted in longer and thicker bridges. Also, higher Fe3O4 
concentration and stronger magnetic fields led to more aligned mineral bridges 
oriented in the magnetic field direction (see Figure 5.9c&d). Increased length and 
thickness of the mineral bridges resulted in enhanced ultimate strength and 
Young’s modulus of scaffolds in transverse direction (see Figure 5.10).  
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Similar to ZrO2, CeO2 and Y2O3 (both paramagnetic materials) were 
magnetic freeze cast under transverse magnetic fields. In ZrO2 scaffolds magnetic 
field strength was increased up to 90 mT but for CeO2 and Y2O3 scaffolds, the 
magnetic field strength was increased up to 153 mT. Figure 5.11 shows 
schematics of the magnetic field setup. Two locations on the sample cross sections 
were measured: ‘close to the pole’ and at the ‘center’ of the cross section (Figure 
5.11a). The magnetic field strength along the height of the scaffold (Figure 5.11a) 
and between the magnetic poles (Figure 5.12b) were calculated by finite element 
analysis using the FEMM software. Figures 5.11c & d show the variation in 
magnetic field strength in both the vertical and horizontal directions. Different field 
strengths were created by setting the poles 4.7 cm, 7.0 cm and 10.0 cm apart from 





Figure 5.9 Effect of (a) Fe3O4 concentration and (b) magnetic field strength on 
mineral bridge length and thickness. By increasing (c) Fe3O4 concentration and (d) 
magnetic field strength mineral bridge were more oriented toward the magnetic 
field direction. 
 
Figure 5.10 (a) Stress-strain plot in solidification and magnetic field directions. 
Direction of applied magnetic field is shown with respect to the solidification 
direction. Increased (b) length and (c) thickness of mineral bridges led to enhanced 




Figure 5. 11(a) Two locations where SEM images were taken for measurements 
of the scaffold cross sections; (b) top view, finite element model of the magnetic 
field applied in the experimental setup; (c) plot of the magnetic field strength along 
the scaffold height, showing that the magnetic field is stronger at the middle of the 
scaffolds; (d) plot of the magnetic field strength at the central region of the 




Figure 5.12 Magnetic freeze cast scaffolds of CeO2 and Y2O3 containing 3 wt.% 
Fe3O4. (a-b) Y2O3 freeze cast under (a) 25 mT and (b) 42 mT; (c-d) CeO2 under 
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(c) 25 mT and (d) 71 mT. Orange arrows show direction of the magnetic field, and 
the insets (e) & (f) show elemental mappings of Fe3O4 at the iron oxide-rich/poor 
boundary for Y2O3 and CeO2, respectively. 
 
At low magnetic fields (~25 mT), the Fe3O4 nanoparticles were nearly 
uniformly distributed throughout the CeO2 and Y2O3-based scaffolds (Figure 5.12a 
& 5.12c). However, increasing the magnetic field strength (>70 mT) resulted in a 
segregation of Fe3O4 particles, which moved Fe3O4 particles toward the magnetic 
poles, forming iron-rich and iron-poor regions (see Figure 5.12b & 5.12d). At the 
microstructural level, the lengths of the mineral bridges in CeO2 and Y2O3 scaffolds 
increased up to a field strength of ~120 mT and ~71 mT respectively. Beyond this, 
the mineral bridges tended to decrease in size (Figure 5.13a). Unlike mineral 
bridge length, their thickness increased with the magnetic field strength and height 
of the scaffolds (Figure 5.13b & 5.14b). For measurements along the height of the 
CeO2 scaffolds, as seen in Figure 5.14a, there is a decreasing trend of the mineral 
bridge length versus height of the samples due to the decreasing velocity of the 
solidification front192; faster solidification velocities entrap more particles, forming 
longer bridges. There is also a jump at the middle of the scaffold that was caused 
by the stronger magnetic field at a height of ~17 mm. The magnetic field strength 
along the height of the scaffold was calculated by FEMM software, which shows a 
maximum magnetic field strength at the middle (see Figure 5.11c). 
Measurements of wall thickness and pore width of the CeO2 scaffolds 
versus the magnetic field strength show that the external magnetic field does not 
significantly affect the freezing properties as there is no clear trend in these 
measurements (Figure 5.15a). The lamellar wall thickness and pore width, 
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however, increase with the scaffold height due to a decreasing velocity of the 
solidification front, as there is an inverse relationship between pore width and 
solidification velocity (Figure 5.15b)186,260.  
 
Figure 5.13 (a) Mineral bridge length of CeO2 and Y2O3 scaffolds as functions of 
magnetic field strength for the two different locations on the cross section: ‘close 
to pole’ and ‘center’ (see Figure 3.11a). (b) Mineral bridge thickness of CeO2 and 
Y2O3 scaffolds as functions of magnetic field strength for the two different locations 
on the cross section: ‘close to pole’ and ‘center’. CeO2 measurements are done at 
10 mm height from the bottom of the scaffold (of 25 mm length scaffolds) and Y2O3 
measurements are done at 18mm height for both graphs. Error bars show 
confidence intervals for 95% probability. 
 
 
Figure 5.14 (a) Mineral bridge lengths of CeO2 scaffolds are measured as a 
function of height for the 25mT and 71mT fields. (b) Mineral bridge thicknesses of 
CeO2 scaffolds are measured as a function of height for the 25mT and 71mT fields. 
Measurements are from the ‘center’ location. Error bars show confidence intervals 




Figure 5.15 Lamellar wall thickness and pore width of CeO2 scaffolds measured as 
a function of (a) different magnetic field strengths, measurements are done at 10 
mm height from the bottom of the scaffold, and (b) scaffold height at the ‘close to 
pole’ location. Error bars show confidence intervals for 95% probability. 
 
5.4 Magnetic Manipulation 
In electromagnetism, 𝑩𝑩 is the magnetic field and 𝑯𝑯 comes from the definition in 
Ampere law which is defined as263,265: 
𝑯𝑯 = 1
𝜇𝜇0
𝑩𝑩 −𝑴𝑴    (5.1) 
where 𝜇𝜇0 = 4𝜋𝜋 × 10−7𝑁𝑁/𝑑𝑑2 is the permeability of free space, 𝑩𝑩 is magnetic field 
and 𝑴𝑴 is magnetization. 𝑩𝑩 and 𝑯𝑯 are often mistaken, as 𝑯𝑯 can be measured easily 
in the laboratory; to make an electromagnet a current is run through a coil and by 
knowing current, 𝑯𝑯 can be calculated. On the other hand, to obtain 𝑩𝑩, the type of 
material used in the electromagnet, whether or not iron is present, and the history 
of the magnetization must be known263. When a material is placed in an external 
magnetic field, a magnetic field is induced in the material with magnitude shown 
by the magnetization, 𝑴𝑴. Magnetization is defined as magnetic dipole moments 
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per unit volume. Torque exerted on a current-carrying wire loop in a magnetic field 
is given by263: 
𝑵𝑵 = 𝒎𝒎 × 𝑩𝑩     (5.2) 
where 𝒎𝒎 = 𝐼𝐼 × 𝑑𝑑, is called the magnetic dipole moment, I is the current and A is 
the surface enclosed by the loop. By analogy, torque exerted from an electric field 
on an electric dipole (𝑵𝑵 = 𝑷𝑷 × 𝑬𝑬, 𝑵𝑵 , 𝑷𝑷 and 𝑬𝑬 are electric torque, dipole  and field). 
Magnets, current-carrying loops, or molecules all are example of magnetic dipoles 
263. The relationship between 𝑴𝑴 and 𝑯𝑯 is given by: 
𝑴𝑴 = 𝜒𝜒𝑚𝑚𝑯𝑯     (5.3) 
where 𝜒𝜒𝑚𝑚 is the magnetic susceptibility of a material. Diamagnetic materials have 
negative magnetic susceptibility while paramagnetic materials have positive266. 
When paramagnetic materials are placed in a magnetic field they acquire 
magnetization parallel to the external field and strengthen the field, while 
diamagnetic materials acquire magnetization opposite to the field and weaken the 
field. For diamagnetic and paramagnetic materials H and B are related as: 
𝑩𝑩 = 𝜇𝜇𝑚𝑚𝑯𝑯     (5.4) 
where 𝜇𝜇𝑚𝑚 is magnetic permeability.  
5.5 Uniform magnetic field versus gradient magnetic field 
If a magnetic particle is placed in a uniform magnetic field within a non-magnetic 
medium, a magnetic torque is exerted on, which aligns the particle in the direction 
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of the field. This torque is given by equation (5.2) which equations 5.3 & 5.4 can 
be written as267:  
𝑁𝑁 = 𝜇𝜇𝑚𝑚𝑉𝑉𝑴𝑴 × 𝑯𝑯,    (5.5) 
where V is the volume of the particle. Also note that 𝒎𝒎 = V𝑴𝑴. Torque, given by 
equation 5.5, for isotropic paramagnetic particle is zero, but when there is 
geometric anisotropy it is non-zero267. If the particle is placed in a gradient (non-
uniform) magnetic field, it experiences a magnetic force as well. This force in the 
horizontal direction is given by268,269: 
𝐹𝐹𝑀𝑀 = 𝑉𝑉𝑝𝑝 �
1
𝜇𝜇0
� �χ𝑝𝑝 − χ𝑙𝑙�𝑩𝑩
d𝐁𝐁
dx
    (5.6) 
where VP is the volume of a particle, µ0 is the vacuum permeability, B is the 
magnetic field strength, d𝐁𝐁
dx
 is the magnetic field gradient in x direction, χ𝑝𝑝 is the 
magnetic susceptibility of the particle, and χ𝑙𝑙 is the magnetic susceptibility of 
medium. 
5.6 Magnetic particles in non-magnetic suspensions under 
uniform and gradient magnetic fields 
When a mixture of magnetic and non-magnetic particles are placed in a static 
magnetic field, a magnetic torque, given by equation (5.5), aligns magnetic 
particles in the magnetic field direction226,229. Magnetic torque must compete with 
Brownian motion and gravitational torque (for particles with anisotropic geometry) 
to align the particles in the field direction273. Brownian motion randomizes 
alignment of the particles while gravitational torque aligns the long axis of particles 
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to the horizontal position. Brownian force is dominant for small particle sizes274 
while gravitational torque is dominant for larger particles. Hence, only particles in 
a very specific size range are aligned in the field direction by the magnetic torque. 
When an oscillating magnetic field is applied on a particle with anisotropic 
geometry (e.g., a platelet), low frequencies of rotation cause platelets to follow the 
magnetic field, but increasing rotation frequencies, cause viscous forces to 
dominate and platelets align parallel to the plane of rotation275. Drag, buoyancy, 
inertia, and interparticle forces are also exerted on the magnetite particles274. 
Buoyant and inertial forces are usually neglected as they are small. Peng et al. 
neglected Brownian and dynamic related forces and focused on the simulation of 
static equilibrium224. In uniform magnetic fields, no force is exerted on the 
magnetite particles from the field, but induced magnetization in magnetite alters 
the magnetic field in the vicinity of magnetite particles278,279. These local gradients 
around magnetite cause attraction of magnetite particles to each other and form 
chain-like clusters270–272,277,280–283 (see Figure 5.16) similar to patterns formed in 
ferrofluids284–288. Two-dimensional Monte Carlo simulations have shown that 
increasing magnetic field strength, magnetite particle size, and concentration of 
magnetite all result in longer clusters, while increasing concentration of non-
magnetic particles reduces cluster length277. Alignment of magnetic particles may 
lead to alignment of non-magnetic particles in the field direction depending on 
particle size and shape of both magnetic and non-magnetic particles289. 
When a mixture of magnetic and non-magnetic particles is placed in 
gradient magnetic field, in addition to magnetic torque, a magnetic force is also 
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exerted on the particles. In another study, Peng et al.276 considered a distribution 
of magnetite particles in the gradient field. They also considered forces from 
interaction between magnetite particles and repulsive forces due to overlapping 
steric layers. By increasing the magnetic field gradient, magnetite particles migrate 
toward higher fields, and a gradient composition is formed (see Figure 
5.12b&d)276,290. Increasing the size of magnetite forms chain-like clusters and 
hinder translation of magnetite particles toward the higher fields276, similar to the 
effect of increasing concentration of non-magnetic particles which hinder 
translation of magnetite particles too276. Usually when interparticle interactions 
between magnetite particles are stronger than the interaction of magnetite with a 
field, magnetite particles do not align with the field direction 291–294 and other 
patterns are formed 295–297.  
 
Figure 5.16 External magnetic field induce magnetization in Fe3O4 particles and 
this induced field will create local gradient around the Fe3O4 particles. Local 
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gradient cause Fe3O4 particles exert force on each other and form chain0like 
structures. These clusters will be easily entrapped by ice columns and form mineral 
bridges. Red particles are Fe3O4 and blue ones are ceramic particles. Image 
partially adapted from278.  
 
5.7 Magnetite and paramagnetic particle interaction 
Magnetite has been used as a separating tool in the mineral processing industry 
to separate paramagnetic particles from mineral ores. In this process, magnetite is 
embedded in a porous matrix and a slurry containing paramagnetic particles flows 
through the matrix. Paramagnetic particles move in the direction of the increasing 
gradient field and are attracted to the magnetite298. Ebner et al.266,298,299 
theoretically analyzed adsorption of paramagnetic particles by magnetite. Forces 
between magnetite and paramagnetic particles are magnetic, electrostatic, van der 
Waals, viscous and Brownian forces266,295. When magnetite and a paramagnetic 
particle is placed in a magnetic field, magnetization in magnetite and paramagnetic 
particles alter the magnetic field in the vicinity of the particle and magnetite.  The 




𝜇𝜇0�χ𝑝𝑝 − χ𝑚𝑚�∇𝐇𝐇𝟐𝟐    (5.7) 
where VP is the volume of the particle, µ0 is the vacuum permeability, and χ𝑝𝑝 and 
χ𝑚𝑚 are the magnetic susceptibilities of the particle and magnetite respectively. The 
magnetic field experienced by paramagnetic particles is the sum of the external 
magnetic field and the magnetic field created by magnetization of magnetite. The 
components of 𝐇𝐇 in spherical coordinates are given by266,299:  
𝐻𝐻𝑟𝑟 = (𝐻𝐻𝑎𝑎 +
2𝜂𝜂𝑚𝑚3
3𝑟𝑟3
𝑀𝑀𝑠𝑠,𝑚𝑚) cos 𝑠𝑠   (5.8a) 
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𝐻𝐻𝜃𝜃 = (−𝐻𝐻𝑎𝑎 +
2𝜂𝜂𝑚𝑚3
3𝑟𝑟3
𝑀𝑀𝑠𝑠,𝑚𝑚) sin𝑠𝑠   (5.8b) 
where 𝑀𝑀𝑠𝑠,𝑚𝑚 is the saturation magnetization of the magnetite (𝑀𝑀𝑠𝑠,𝑚𝑚 = 4.8 ×
105 𝑑𝑑𝑚𝑚−1), 𝐻𝐻𝑎𝑎 is the magnitude of the applied magnetic field, 𝑅𝑅𝑚𝑚 is the diameter 
of the magnetite, and r is the distance between the magnetite and paramagnetic 
particle. If the paramagnetic particle approaches the magnetite with angles 0°-60° 
and 120°-180°, the force is attractive; otherwise, the force is repulsive266. This is 
similar to magnetite-magnetite interactions under a magnetic field295. Van der 
Waals forces are short range and depend considerably on the size of particles, but 
they can be neglected at distances greater than 30 nm. Both magnetite and 
paramagnetic particles contain acidic and basic groups, which form charged 
surfaces when they are submerged in liquids with a high dielectric constant like 
water300. This causes a repulsive electrostatic force between the magnetite and 
paramagnetic particles whose magnitude depends on the concentration of 
background electrolytes299,301. The sum of all these forces is compared with the 
Brownian force and represented by the dimensionless Peclet number, Pe 266,299. If 
Pe<-10, then the paramagnetic particle is attracted to magnetite; otherwise 
retention would not happen. Ebner et al.266 investigated the effect of five 
parameters in retention of paramagnetic particle by magnetite. Parameters were 
paramagnetic particle size, magnetite particle size, magnetic field strength, 
magnetic susceptibility of paramagnetic particle and electrolyte concentration. 
Among these, paramagnetic particle size had the greatest effect. For example, by 
increasing particle size two times, net force increased ten times. They also 
concluded that particles with diameters less than 80 nm are not absorbed since 
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the magnetic force is too small to overcome Brownian motion. The magnetic 
susceptibility of paramagnetic particles have a direct linear relationship -- 
increasing magnetic susceptibility two times leads to a two fold increase in net 
force299. Magnetite particle size, however, has negligible effect on net force, as 
smaller magnetite particles have larger curvature, creating a larger field gradients 
around their surface. Magnetic field strength has a dramatic effect on adsorption, 
but its effect diminishes quickly by reducing the particle size. For example, particles 
with a diameter smaller than 40 nm are not adsorbed at any magnetic field 
strength266. Finally, increasing electrolyte concentration is favorable for retention 
of paramagnetic particles299. Ebner et al.301,302 expanded their work by considering 
the interaction of a paramagnetic particle with an array of magnetite particles rather 
than a single one. Similar to single particle interaction, there were regions in which 
the interaction was repulsive and others where the interaction was attractive. Also, 
when the spacing between magnetite particles becomes larger than two magnetite 
particle diameters, the paramagnetic particles basically interact with just one 
magnetite particle in the array and the effect of neighboring magnetite particles is 
negligible.   
5.8 Paramagnetic and diamagnetic ceramics in magnetic freeze 
casting 
Six different ceramic materials were used in magnetic freeze casting (MFC); Al2O3, 
ZrO2, Hydroxyapatite (HA), CeO2, TiO2 and Y2O3. Al2O3, ZrO2 and HA are 
diamagnetic material while CeO2, TiO2 and Y2O3 are paramagnetic materials. The 
magnetic susceptibility and particle size of these materials are listed in Table 5.1. 
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In MFC, a mixture of these particles with magnetite (~50nm) was freeze cast under 
stationary and rotating magnetic fields to align the microstructures in desired 
directions242 . Diamagnetic materials are repelled from higher field gradients to 
lower field gradients, which causes repulsive interaction between them and 
magnetite, as magnetite creates a local gradient in its vicinity279,298. Under low 
magnetic fields, Fe3O4 particles have almost uniform distribution within the 
scaffolds, but by increasing magnetic field strength, magnetite particles chain up 
with each other and form clusters. These clusters are easily entrapped by the 
advancing ice front and form bridges connecting walls to each other117. By 
increasing the magnetic field strength, the length of the mineral bridges increases 
and reaches a maximum. Beyond that point, the length of the bridges decrease.  
Bridge thickness increases monotonically by field strength, similar to ferrofluid 
behavior293. 
The magnetic setup used in MFC consisted of two magnets placed across 
the mold249. In this configuration increasing the magnetic field strength increased 
the gradient. Stronger gradients exerted magnetic forces on magnetite particles 
and attract them toward the poles, forming biphasic regions. Also, this force 
attracted magnetite particles toward pole and caused a drop in mineral bridge 
length beyond specific magnetic field strength.  
Paramagnetic particles are attracted to magnetite under magnetic fields 
provided they overcome Brownian and electrostatic forces. For CeO2 and Y2O3 of 
small particle size, the magnetic force cannot overcome Brownian motion and no 
significant interaction between these and magnetite particles is observed. Hence, 
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similar to diamagnetic particles, magnetite particles chain up and form clusters. 
For TiO2 of larger particle size (see Table 5.1), the magnetic force overcomes 
Brownian and electrostatic force, and TiO2 particles are adsorbed by magnetite249. 
Therefore, the alignment of magnetite particles in the magnetic field direction align 
non-magnetic ceramic particles as well. At 120 mT, it was observed that lamellar 
walls aligned in the magnetic field direction249. Increasing the magnetic field 
strength further increases the gradient as well, which applies stronger forces on 
the magnetite particles and attracts them toward the poles, whereas wall alignment 
in TiO2 does not occur at higher fields.  
Table 5.1 Particle size, density and magnetic susceptibility of different ceramic 
particles investigated. Particle sizes are obtained from SEM measurements and 
manufacturer information. 




Magnetic susceptibility  

























3.15 1000~3000$ -81.5 305,306 
ZrO2 Diamagnetic 5.89 200~500$ -13.8 264 
(*grain size measured from SEM images) 
($data are from manufacturer) 
 
To ensure adsorption of magnetite onto ceramic particles, Frank et al.255,307 used 
superparamagnetic magnetite (~10nm) particles to surface magnetize Al2O3 
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particles. Three different particle sizes were used; 195nm, 225nm and 350nm. For 
195nm, no alignment of walls was observed. For 225nm at 150 mT, some regions 
were aligned in the magnetic field direction, and for 350nm at 75 mT, more regions 
were aligned in the magnetic field direction304,307. A summary of studies in 
magnetic freeze casting using different materials and different additives are 
displayed in Table 5.2.  
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Table 5.2 Magnetic freeze casting studies considering aqueous slurry with different additives and particles with different 
susceptibility 


















































In TiO2 scaffolds iron had uniform distribution while 
for others iron-rich and iron-poor regions were 
formed. Also, in TiO2 walls were aligned in the 
magnetic field direction and no alignment was 





























Rotating magnetic field created helix-reinforced 




























Axial, radial and transverse magnetic fields, created 
biphasic regions in the scaffolds. Length of bridges 
increased by increased magnetic field strength. 
Bridge formation contributed to enhanced strength 

































Bridges were aligned in the magnetic field direction 
and no wall alignment was observed. Increased 


























Best alignment of walls in transverse direction was 
observed for 350 nm particle (out of 195, 225, 350 
nm) at 75 mT. Strength in transverse direction was 





















By using big 5 µm Al2O3 platelets, walls were aligned 
in the magnetic field direction at 75 mT. Best 
mechanical properties was obtained when 7:1 ratio 















CHAPTER 6    
3D-PRINTED SCAFFOLDS MIMICKING MAGNETIC 
FREEZE CASTING PATTERNS 
In materials processing, changing the processing conditions will alter 
microstructure, which affects the mechanical properties of the materials. 
Relationships between the microstructure and mechanical properties of scaffolds 
made by freeze casting is investigated in several studies219,244,308,309. In freeze 
casting, processing conditions that affect the microstructural architecture are: 
freezing velocity, initial concentration of the ceramics, particle size, particle thermal 
conductivity, particle free energy in contact by the liquid, freezing liquid viscosity, 
freezing liquid latent heat, freezing liquid free energy in contact with a particle, and 
finally the concentration of additives (e.g. binder, dispersant, etc.). Scaffolds made 
by magnetic freeze casting have two main microstructural characteristics: lamellar 
walls and bridges. The thickness and orientation of lamellar walls, length, thickness 
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and orientation of transverse bridges (see Figure 5.3) and number of domains in 
a cross section (see Figure 6.1) are parameters that most affect the mechanical 
properties of freeze cast scaffolds. In freeze casting, changing one of the 
processing conditions usually changes multiple microstructural characteristics at 
the same time. For example, increasing the freezing velocity will decrease the 
lamellar wall thickness and spacing, but also increase the number of domains 
through the cross section. Therefore, finding relationships between microstructure 
and mechanical properties is challenging because keeping all microstructural 
characteristics constant, while varying a single feature is impossible.  
 
Figure 6.1 Cross sectional view of CeO2 scaffold fabricated by magnetic freeze 
casting. 
 
Recently, by the advent of additive manufacturing, a powerful tool for design 
has been introduced. 3D printing is becoming popular in almost every field and it 
has recently been used to fabricate porous materials25–27,310. By taking advantage 
of 3D printing, scaffolds are designed in a way that one microstructural parameter 
is changed at a time, while keeping all other parameters constant. In this chapter, 
we investigate the relationship between microstructure and mechanical properties. 
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As it was discussed in chapter 5, applying an external magnetic field during the 
solidification of TiO2, lamellar walls were aligned in the transverse direction. This 
led to an enhanced strength and stiffness of scaffolds in the transverse direction, 
while strength in the longitudinal direction was decreased. Here, we investigate 
this behavior by 3D printing, which enables us to change one parameter at a time. 
This let us understand the effects of each microstructural characteristic 
individually.  
6.1 3D printing process 
Scaffolds mimicking magnetic freeze casting patterns were designed in Solidworks 
software (see Figure 6.2a) and were exported as STL files to Formlab’s PreForm 
software (see Figure 6.2b) and sent to the Form2 printer (Formlabs, Somerville, 
MA) (see Figure 6.2c). For printing, supports (see Figure 6.2d) are used to make 
sure parts attach to the build platform during the print. Also, using supports helps 
reduce damage in the printed parts when removing them from the platform. After 
3D printing, the scaffolds were washed with Isopropyl alcohol 90% for 1 minute to 
remove residual resins from the surface of the prints. In SLA (stereolithography) 
3D printers, resin is cured with a laser during printing. However, some of the 
polymers remain uncured after printing. Therefore, to make sure all polymers are 
fully cured, the parts are post cured with 405 nm lights for 1 hour, which promotes 
further polymer crosslinking. This strengthens the print and increases their 






Figure 6.2 3D printed scaffolds. (a) Scaffolds are designed in Solidworks; (b) 
Models are uploaded in PreForm software (c) 3D printed in Form2 printer (d) 
Finished scaffold with supports, model is 3D printed with 45º to avoid warping (e) 
Final scaffold after removing the supports 
 
6.1.1 Issues arising during 3D printing  
When printing parts, the surfaces that are attached to supports are not flat, but 
slightly bumpy (see Figure 6.3a). Another issue was warping of the walls after the 
printing and post-cure processes (see Figure 6.3b). This happens when there are 
thin (<0.5 mm) walls. To avoid surface bumps and warping, the parts were oriented 
at 45º with respect to the platform; time washing with IPA was minimized, and they 
were left in a dark place until completely dried. Another useful practice to reduce 




Figure 6.3 (a) Surfaces connected to the supports are printed bumpy and not totally 
flat; (b) For 3D printed parts, when wall are thin and large, warping happens 
 
The mechanical properties of scaffolds made by 3D printing are functions 
of the processing parameters. These parameters include the type of resin used, 
washing time in IPA, post-curing duration, and quality of the resin tank. According 
to observations, longer wash time reduces the strength of the scaffolds, while 
longer cure-time increases strength. Scaffolds printed on brand new resin tanks 
had higher strength than those printed with old and opaque resin tanks. To 
minimize variance and uncertainty in our experiments, four scaffolds belonging to 
a single category (three different categories were tested: wall thickness, number 
of domains, and bridge thickness) were printed together. Then, parts were washed 
for one minute in IPA and left in a dark room to dry for one hour. After drying, they 
were cured for one hour. As ambient light affects the strength of the scaffolds, 
compression tests were run 15 minutes after post-curing.  
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6.2 Compression testing 
To make sure results obtained are not material specific, four different 
commercially-available resins were investigated: Tough, Durable, High 
Temperature and Rigid resins. High Temperature resin had a brittle response, 
while durable, rigid, and tough resins had more ductile responses (see Figure 6.4). 
Furthermore, to ensure experimental repeatability, each design was printed and 
tested three times. A Shimadzu AGS-X tensile testing machine (Nishinokyo-
Kuwabara-cho, Japan) was used for the compression testing. The displacement 
rate was 1cm/min and a 50 kN load cell recorded the applied force. A limit for the 
displacement was set to 20 mm. For break detection, the instrument sensitivity 
was set to 90%, and the break detection start point was 0.035%. Scaffolds had 
outer cross sectional dimensions of 30 mm × 30 mm and heights of 30 mm, 
compliant by ASTM E9-09 standard. Furthermore, in this study we tested scaffolds 
in two other directions: X and Y (see Figure 7.3) and compared the performance 
of the scaffolds based on their properties in X, Y and Z directions. Stress is found 
by dividing force by the cross-sectional area (30 mm X 30 mm). 
In this chapter we investigate the reason of strength enhancement for 
scaffolds made at higher solidification velocities by designing scaffolds in which 
one parameter is changed while the others are kept constant. At higher 
solidification velocities three patterns are observed. First, thickness and spacing 
of the lamellar walls were decreased which led to a finer structure. Second, the 
number of domains at the cross section was increased and finally, density of 
bridges connecting adjacent walls to each other was increased since at higher 
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velocities more particles are entrapped by the solidification front. Now we are going 
to investigate the effect of each parameter individually.  
 
Figure 6.4 Response of three different resins in compression test. High 
temperature resin had brittle behavior while tough and durable resins have ductile 
response.   
 
6.2.1 Wall thickness effect 
We investigated variations of wall thickness, number of domains, and bridge 
density in comparative sets of 3D-printed scaffolds. For the wall thickness effect, 
four different scaffolds were designed where the thickness and number of walls 
were varied, listed in Table 6.1. Dimensions of the scaffolds are shown in Figure 
6.5(b). To reduce the effect of the outer walls, their thickness was design to be 0.5 
mm. Also, the cross sectional area of all scaffolds was kept constant to ensure 
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results reflect the wall thickness and number of domains effects not the material 
mass.  
 
Table 6.1 Thickness and maximum force obtained for scaffolds with different 
number of walls 
Number of walls 8 4 2 1 
Wall thickness (mm) 1.65 3.3 6.6 13.2 
 
Figure 6.5 Scaffolds designed by (a) 8 walls, (b) 4 walls, (c) 2 walls and (d) 1 
wall. 
 
Results obtained from the compression test show that by decreasing the 
number of walls and increasing their thickness the strength of the scaffolds 
increased. Also, scaffolds with one wall and two walls exhibited similar behaviors. 
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Similar to freeze cast scaffolds219, the predominant mode of failure was buckling 
(see Figure 6.7). Buckling of a thin plate simply supported along its edges is a 
standard problem in elasticity311. The buckling load for a thin plate with length L, 








    (6.1) 
where G is shear modulus, 𝜌𝜌 is Poisson’s ratio, and k is a factor that depends on 
the H/L aspect ratio. It can be seen in equation 6.1 that elastic buckling loading for 
individual walls has cubic dependence on thickness. Therefore, having thicker 
walls is favorable for resistance against buckling.  
 
Figure 6.6 Maximum stress obtained in compression testing for scaffolds with one, 
two, four and eight walls. Each data has been repeated three times and error bars 




By dividing the buckling force by the total number of walls, a critical force 
per wall can be obtained. By plotting the individual wall buckling force versus 
thickness in Figure 6.9, a power law trend-line can be obtained. As it can be seen 
from Figure 6.9, buckling force is a function of plate thickness to the power of 
1.934. This difference between experimental results and elastic buckling is likely 
due to plastic buckling for thinner walls. In fact, for slender thin plates the effect of 
imperfections will dominate and they will buckle earlier than the force predicted by 
elastic buckling313–315. These imperfections can arise from manufacturing or 
boundary conditions. By increasing the wall thickness, the effect of plastic buckling 
will reduce and the behavior of the plates approaches elastic buckling.  
 
Figure 6.7 (a) Buckling is mode of failure. (b) Thin plate simply supported at the 
edges. H is plate height, L is plate length and t is plate thickness. (c) Trend of 




6.2.2 Number of domains 
Here, by designing different scaffolds with a various number of domains, we 
investigate the effect of the number of domains on strength. Scaffolds were 
designed with one, four, nine, sixteen and thirty six domains as shown in Figure 
6.10. To keep the weight of all scaffolds the same, by increasing the number of 
domains, the thickness of these walls decreased slightly (see Figure 6.11). Figure 
6.12 supports the explanation. Four domains were formed by rotating sections two 
& three by 90 º (see Figure 6.8b), while sections one & four remain in the same 
orientation as the single-domain scaffold (see Figure 6.8a). However, an 
additional wall was added at the center to separate and stabilize the domains 
(yellow wall in Figure 6.8b). For nine domains, a similar scheme of rotating every 
other section 90º was maintained, but two additional walls were added (two yellow 
walls in Figure 6.8c). Thus, as walls are added, their thickness must be decreased 
to keep the cross-sectional area constant. The different wall thicknesses are 




Figure 6.8 Scaffolds designed by (a) 1, (b) 4, (c) 9, (d) 16 and (e) 36 domains.   
 
Table 6.2 Thickness and maximum force obtained for scaffolds with different 
number of domains 
Number of domains 1 4 9 16 36 
Wall thickness (mm) 1.2 1.14 1.09 1.02 0.93 
 
 
Results of compression test are shown in Figure 6.13. By increasing the 
number of domains, the maximum force increases. Considering each wall as thin 
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plate simply supported at its edges and under uniaxial compression, it can be seen 
from equation 6.1 that the effect of increased domains results in L being reduced. 
Although increasing the number of domain reduces the wall thickness slightly, 
which has a negative effect on buckling, the wall length L dominates, leading to an 
increased buckling force. A similar behavior is observed in metallic square 
honeycomb structures under uniaxial compression312. To ensure material-
independence, all resins were tested, and resulted in similar increasing trends as 
observed in the Tough resin (see Figure 6.16).     
 
 
Figure 6.9 Results from the number of domains on the maximum force in the Z 
direction. Each test has been repeated three times and error bars show the 




Figure 6.10 One, four and nine domains design tested with Tough, Rigid, Durable 
and High temperature resins. 
 
 
Figure 6.11 Scaffolds designed with bridges connecting adjacent walls to each 
other. (a) Scaffold with no bridge, (b) bridges are “around center”, (c) bridges are 
distributed over the walls with “low density” and (d) bridges are distributed over the 





6.2.2 Bridge effect 
Finally, the effect of bridges are investigated by adding circular bridges with 1 mm 
diameter between adjacent walls connecting them together. As one domain 
scaffold buckles at the middle, 81 bridges added were concentrated around the 
center of the walls with 2.3 mm spacing between them (see Figure 6.14b). In the 
next design, 67 bridges were distributed over the walls with 4 mm spacing between 
them (see Figure 6.14c). Finally, 150 bridges with 2.5 mm spacing between them 
were added (see Figure 6.14d). As observed, adding bridges between adjacent 
walls contributed to enhancing the strength of the scaffolds in the longitudinal 
(parallel to the walls) direction (see Figure 6.15). This is because the bridges help 
support the walls, providing resistance against buckling. In fact bridges act like a 
new boundary condition on one face, supporting the thin plate from two edges and 
one face. Increasing the density of the bridges contributed to enhanced strength, 
and also a uniform distribution of bridges resulted in even higher strength with 




Figure 6.12 Scaffolds designed (a) without bridge, (b) bridges concentrated around 
the middle, (c) bridges distributed over the walls with lower density and (d) bridges 
distributed over the wall with higher density. Each test has been repeated three 
times and error bars shows the maximum and minimum of three measurements.   
 
6.3 Discussion 
As can be seen from the results obtained from the 3D printed scaffolds, thicker 
walls, higher number of domains, and higher density of bridges enhance the 
longitudinal compressive strength of the scaffolds. Therefore, in freeze cast 
scaffolds it is likely that higher solidification velocities, resulting in thinner walls are 
detrimental to strength, but at the same time a higher number of domains and 
bridge densities enhance strength. By considering each individual wall as a thin 
plate simply supported at its edges, the buckling force increases as length of the 
walls decreases or thickness of the walls increases. Hence, the effect of increased 
numbers of the domains reduces the effective length of the individual walls.  
6.4 Concluding remarks 
Although 3D printed scaffolds do not exactly mimic freeze cast scaffolds, the 
relationship between their microstructural characteristics and mechanical 
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properties reveal failure trends based on buckling analysis of thin plates. Our 
investigation shows that as long as the mode of failure is buckling, for porous 
scaffold-like materials with a different number of domains and wall thicknesses, 
thicker walls with shorter length are able to resist buckling better. Also, adding 
bridges between adjacent walls helps in buckling resistance. Still there are 
differences in microstructural morphology between the 3D printed scaffolds and 
freeze cast scaffolds. First, the walls in freeze cast scaffolds are porous and 
composed of ceramic grains (in these studies), while the 3D printed scaffolds have 
solid walls composed of polymers. Other differences include the orientation and 
size of the walls and different domains; in freeze cast scaffolds, their size and 
orientation are not regular, while in 3D printed ones they are of consistent size 
oriented in two perpendicular directions. Also, freeze cast scaffolds are made of 
ceramics and have micrometer length scale while 3D printed scaffolds were made 
of polymers with millimeter length scale which may cause different structural 
















Freeze cast scaffolds made without magnetic fields have higher strength in the 
solidification direction but lack sufficient strength in the transverse direction. On 
the other hand, scaffolds made by magnetic freeze casting tend to have increased 
strength in the transverse direction at the cost of reduced strength in the 
solidification direction (see Figure 5.5).  
Now the question arises: which scaffold is performing better? The one with 
outstanding properties in one direction or the other one with reasonable properties 
in multiple directions? Scaffolds can be compared on basis of different modes of 
loading as well, e.g. compression, bending, tension, impact, wear resistance. The 
materials that have a good amount of strength under compression, tension, and 
impact will be more multi-functional than the materials having outstanding values 
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in just one direction/mode of loading. Furthermore, this can be generalized to 
combine mechanical properties and performance. For example, bones not only 
have strength to support an organism’s weight but also ensure the growth of red 
blood cells and protection of inner organs. So comparing materials based on their 
various mechanical properties or performances requires an approach capable of 
comparing multiple properties at the same time. Most material comparisons are 
commonly displayed on two-dimensional property charts comparing two properties 
at a time. In this study, we use radar charts to compare multiple properties at the 
same time. By using the radar chart, the order that properties are sequenced can 
provide significant information. Usually, one property can’t be descriptive of the 
functionality of a material/organism. To find the sequence in which properties 
should be arranged on a radar chart, we have calculated the total maximum area 
of the plotted data. 
7.1 Comparison of 3D-printed scaffolds based on multiple 
properties  
From the stress-strain plot of a compression test, toughness, resilience, strain to 
failure and Young’s modulus can be found in addition to the strength.  Resilience 
is the area under a stress-strain curve in the elastic region; toughness is the area 
under the curve until compaction (for porous materials); Young’s modulus is the 
slope of a stress-strain plot in the elastic region; and strain to failure is equal to 
compaction point (see Figure 7.1). Since scaffolds exhibit different behavior after 
yielding, the compaction point was defined as the point where the slope of the force 
increases at a rate >1000 N/mm. One additional property considered here was 




Figure 7.1 Different properties obtained from stress-strain graph. Stiffness, 
maximum stress, toughness, resilience and strain to failure are shown in the graph. 
 
 




7.2 Mechanical properties of 3D-printed scaffolds in Z direction 
Scaffolds designed based on the number of walls, number of domains, and bridge 
density were tested in three orthogonal directions. The strength, toughness, 
resilience, stiffness and strain to failure were obtained from each test as discussed 
previously. Results are plotted in Figure 7.4-7.6. As seen in Figure 7.4, increasing 
the number of domains, then increases strength, toughness, resilience and 
stiffness. From one domain to four domains the stiffness increased noticeably. 
However, increasing domains further resulted in no appreciably increase in 
stiffness. Among the different number of domains tests, the thirty-six domains 
outperformed all the others while single domain scaffold had weakest 
performance.  
 
Figure 7.3 Effect of number of domains on the (a) maximum force, (b) toughness, 




Figure 7.4 Effect of wall thickness (i.e. number of the walls) on the (a) maximum 
force, (b) toughness, (c) resilience and (d) stiffness in the Z direction. 
  
For different wall thickness, it can be seen from Figure 7.5 that by 
increasing thickness of the walls and decreasing number of the walls, strength, 
toughness, resilience and stiffness increase. Again no specific trend was observed 
for strain to failure. Here, scaffolds with two walls outperform the others, and those 
with eight walls have the weakest performance. Adding bridges led to increased 
strength, toughness, resilience and stiffness of the scaffolds. Also, by increasing 
density of the bridges, all properties enhanced too.  “Around center” design yield 
higher toughness than low density ones, although they had the same amount of 
the bridges. In this design, scaffolds with the highest density of bridges had the 





Figure 7.5 Effect of bridges on the (a) maximum force, (b) toughness, (c) resilience 
and (d) stiffness in the Z direction. Different designs of bridges are shown in Figure 
6.15. 
 
7.2 Mechanical properties of 3D-printed scaffolds in X and Y 
directions 
In X &Y directions scaffolds with different numbers of domains had different 
behaviors than the Z direction. As can be seen from Figure 7.7, scaffolds with one 
domain outperformed those with four and nine domains, but by increasing the 
number domains to sixteen and thirty six, mechanical properties will go beyond 
those of one domain. Therefore, scaffolds with thirty six domains had best 
performance and those with four domains had weakest performance. The reason 
for this is the alignment of walls in X direction for one domain. By increasing 
number of domains, the number of straight walls in X direction increases, which 
results in enhancement of mechanical properties in this direction (see Figure 7.8). 
Although scaffolds with thirty six domains have five walls and those with one 
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domain have eleven walls, those with thirty six domains have superior mechanical 
properties due to fact that walls are strengthen with horizontal walls.   
 
Figure 7.6 Effect of number of domains on the (a) maximum force, (b) toughness, 
(c) resilience and (d) stiffness in the X direction.  
For bridges, “around the center” design had superior performance. It was 
observed first scaffolds buckle at opposite directions then they all buckle in one 
direction (see Figure 7.10). The reason for such behavior is not clear yet. By 




Figure 7.7 Cross section of scaffolds with different number of domains. (a) For one 
domain all walls are in X direction, (b) for four domains, one wall is in X direction, 
(c) for nine domains two walls are in X direction, (d) for sixteen domains three walls 
are in X direction and (e) for thirty six domains five walls are in X direction. X,Y and 





Figure 7.8 Effect of wall thickness on the (a) maximum force, (b) toughness, (c) 
resilience and (d) stiffness in the X direction. 
 
Figure 7.9 Effect of bridges on the (a) maximum force, (b) toughness, (c) resilience 




In the Y direction, the behaviors of the scaffolds were similar to that of Z 
direction, as by increasing the number of domains, strength, toughness, resilience, 
and stiffness also increased (see Figure 7.12). Regardless of wall thickness, the 
behavior was opposite to the Z and X directions; by increasing wall thickness and 
decreasing number of walls, all properties decreased (see Figure 7.13). The 
reason is that in the Y direction, force is tolerated by the outer shell, and for 
scaffolds with more walls, spacing between walls decreases, which enhances 
buckling resistance of the outer shell. For those with bridges, adding and 
increasing density of bridges, enhances all properties in Y direction, as bridges 
bear the load in the Y direction (see Figure 7.14). 
 
Figure 7.10 Deflection of “around the center” design of bridges in the X direction. 





Figure 7.11 Effect of number of domains on the (a) maximum force, (b) toughness, 
(c) resilience and (d) stiffness in the Y direction. 
 
Figure 7.12 Effect of wall thickness on the (a) maximum force, (b) toughness, (c) 




Figure 7.13 Effect of bridges on the (a) maximum force, (b) toughness, (c) 
resilience and (d) stiffness in the Y direction. 
7.3 Radar chart method 
By utilizing radar charts, multiple properties of a system can be shown on a single 
radar chart. The concern with radar charts, however, is that the order of the 
properties is subjective. Here, we applied the maximal area permutation316 method 
to determine the sequence of properties on the radar charts. To explain this further, 
let’s consider five systems (shown with different colors in Figure 7.15) that are 
compared across five different properties (P1-P5 in Figure 7.15). First, the 
property values are normalized by the maximum value of each property 
category316: 
𝑝𝑝𝑖𝑖𝑖𝑖 = 𝑃𝑃�𝑖𝑖𝑖𝑖 max𝑃𝑃�𝑖𝑖⁄     (7.1) 
 
where the j subscript shows different properties and i different systems. Hence, 
each property axis ranges from 0 to 1. All possible combinations that the properties 
120 
 
can be sorted are shown in Figure 7.16. Total number of all possible permutations 
is given by316: 
𝒩𝒩 = (𝑁𝑁−1)!
2
     (7.2) 
For each of these permutations, each system is plotted as an area on the 
radar chart. The total area is obtained by the summation of the areas of all five 
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  (7.3) 
And total area is found by summation over the areas: 
?̃?𝑑 = 𝑚𝑚𝑎𝑎𝑥𝑥∑ 𝑑𝑑𝑖𝑖𝑛𝑛𝑖𝑖=1     (7.4) 
In this case of maximal area, the properties that have values close to each 
other are sorted next to each other, and often correlated with specific functionalities 
of the system. Here, the radar chart method is applied to the 3D printed scaffolds.  
 




Figure 7.15 All possible permutations for five different properties. Different colors 
are showing different systems.  
 
7.4 Comparison of scaffolds based on multiple properties with 
radar charts 
Rather than comparing the different properties of scaffolds in multiple charts, radar 
charts can be utilized to combine all of those plots together. As an example, all 
four plots of Figure 7.4 can be displayed on the radar charts in Figure 7.16c.  
Now, by looking at the radar charts of Figure 7.16, the performance of the 
scaffolds with different numbers of domains bases on five different properties can 
be compared. As can be seen from Figure 7.16c, an increased number of domains 
did not affect strain to failure that much and the stiffness has increased slightly, but 
strength, toughness, and resilience have increased substantially. Also, the inner 
polygon (one domain) has the lowest performance and the outer polygon (thirty-
six domains) has the highest. In the X direction, the four-domain polygon is the 
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inner one (weakest performance), while the thirty-six domain is still the best (see 
Figure 7.16a). The reason for this increase in performance with increasing 
domains is that buckling after yielding occurs periodically, rather than abrupt 
dropping as each domain collapses (see Figure 7.17). The behavior of scaffolds 
with different number of domains in Y direction is following almost the same pattern 
seen in Z direction. 
 
 
Figure 7.16 Radar chart for scaffolds with different number of domains in the (a) 
X, (b) Y and (c) Z directions. All properties on axes are normalized with maximum 






Figure 7.17 Post yielding behavior for scaffolds with (a) one domain, (b) four 
domains, (c) nine domains, (d) sixteen domains and (e) thirty six domains in X 
direction. 
 
For different walls with different thicknesses, one and two walls have higher 
strength, resilience, and toughness in the Z and X directions (see Figure 
7.18b&c). In contrast, in the Y direction the eight wall scaffold is outperforming all 
other scaffolds (see Figure 7.18b). For the bridge design, in the Z direction the 
highest density of bridges perform the best while the scaffold without bridges 
performs the worst. Interestingly, in the X direction, the bridges “around the center” 
exhibit the highest performance, while the scaffold without bridges again exhibits 




Figure 7.18 Radar chart for scaffolds with different wall thickness in X, Y and Z 
directions. 
 
Figure 7.19 Radar chart for scaffolds with different density of bridges in X, Y and 
Z directions. 
 
One advantage of radar charts is that multiple properties can be analyzed 
simultaneously. Next, we compare the behavior of all systems in three different 
directions. In Figure 7.20 all three different designs, i.e. different numbers of 
domains, different wall thicknesses and different bridge densities, are compared 
together in the Z direction. Adding bridges or increasing the number of domains 
enhances most mechanical properties, while the effect of increasing the number 
of domains is more dominant. Comparing the increased number of domains versus 
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increased wall thickness shows that increased thickness of the walls resulted in 
better strength, resilience, and stiffness at the cost of increased pore size (see 
Figure 7.20). Both designs resulted in nearly the same toughness.  
 
Figure 7.20 Comparison of all designs with radar chart based on strength, 




Figure 7.21 Outer walls are removed to show increasing pore size will turn 
porous scaffolds to more solid ones. Scaffolds with (a) one wall, (b) two walls, 




An interesting observation in Figure 7.20 is the order of properties, where 
strength (𝜎𝜎) and stiffness (E) are next to each other which shows their correlation; 
stiff materials are usually strong too. Also, pore size is placed between strength 
and resilience. In fact by increasing pore size, scaffolds are getting closer to solid 
materials rather than porous ones (see Figure 7.21). This leads to increased 
strength and stiffness of materials as solid materials are stronger and stiffer than 
porous materials. Scaffolds with increased thickness of the walls are stronger and 
stiffer than scaffolds with increased number of domains but they almost have same 
toughness (see Figure 7.20). Adding porosity sometimes increases the toughness 
of materials, even in different modes of failure. As an example, in tension, pores 
causes crack deflection and resist failure or in compression, increased porosity 
causes a gradual decrease in maximum load after yielding rather than an abrupt 
drop as seen in one-domain scaffold (see Figure 7.22). Also, from Figure 7.20, 
the relevant effect of each design can be compared visually. The effect of the 
bridges is small compared to the increased number of domains and increased wall 
thickness.  
In the X direction, a similar trend to solidification direction is observed with 
the exception that the effect of the wall thickness is more dominant than the 
increased number of domains. In the X direction the bridge design and increased 
number of domains contribute to enhancement of mechanical properties almost 
with the same degree (see Figure 7.23). Increased thickness of the walls 
increases the mechanical properties significantly as seen in Figure 7.23, where 
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the effect of wall thickness is more dominant than the increased number of 
domains. Again, for scaffold with thirty six domain, it has noticeable toughness 
compared to other properties due to homogenous distribution of the pores.  
In contrast, in the Y direction, design with increased thickness of the walls 
had lowest performance while increased number of domains outperformed the 
others and bridge design had performance between those (see Figure 7.24). 
Finally, the strength, stiffness and toughness of all designs in three 
orthogonal directions are compared in Figure 7.25. In all three directions, the 
strength and stiffness are placed next to each other showing how stiffness is 
correlated with strength. Also, seen form Figure 7.25 that scaffolds with different 
wall thickness are outperforming the others Z & X direction while they have very 
weak performance in Y direction. Scaffolds with different number of domains have 
high performance in the Y direction while in the X direction they have weaker 
performance compared to the wall thickness design.  Bridge design has behavior 
similar to increased number of the domains design while increased number of 




Figure 7.22 Failure behavior of scaffolds with (a) one, (b) four, (c) nine, (d) sixteen 
and (e) thirty six domains in the Z direction. 
 
Figure 7.23 Comparison of all designs with radar chart based on strength, 




Figure 7.24 Comparison of all designs with radar chart based on strength, 
toughness, resilience, Young’s modulus and pore distribution in the Y direction. 
 
Figure 7.25 Comparison of strength (σ), toughness and stiffness for different 




7.8 Concluding remarks 
Investigating the compression strength of 3D-printed materials in 
orthogonal directions showed that they behave differently in different directions. 
Scaffolds with four and nine domains, performed better in the Z direction, while in 
the X direction, scaffolds with one domain performed best. In bridge design, 
“around the center” outperformed the others in the X direction, while scaffolds with 
a higher density of mineral bridges performed better in the other directions. This 
shows the importance of considering properties of materials in multiple directions 
or even in different modes of loading to reveal multi-functionality and also 
determine mechanisms that contribute to performance enhancement. For this 
purpose, the permutated radar chart method was applied to the 3D printed 
scaffolds, and shows different advantages. First, multiple properties with various 
systems can be compared on a single chart, rather than using several 2D graphs, 
which avoids cluttering. Also, the order of properties on a radar chart can reveal 
relationships between different properties that in some cases reveal functionality 
of the systems. This is something that cannot be easily observed from common 
2D plots. Also, permutated radar charts can be used to compare different 
materials/systems based on mechanical properties or functions. This can also be 
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