In this paper we propose a method for evaluating the dynamic blind spot of an operator of a construction vehicle by integrating static blind spot map of a construction vehicle with the head orientation of the operator. By computing the position and orientation of the equipment operator's head, the field-of-view (FOV) of the operator is known which is projected on the blind spot map of the vehicle. This helps in determining the regions around the vehicle that are in the visible to the operator. In case a worker is present in the non-FOV region of the operator, the operator can be alerted and thus establish a proactive warning system to reduce the injuries/fatalities accounted by struck-by incidents.
INTRODUCTION
The United States' Occupation Safety and Health Administration (OSHA) categorizes fatalities on construction sites into five categories: falls, struck-by, caught-in/between, exposure to harmful substances, and others. A study by [1] reported that 24.6% of the fatal accidents between 1997 and 2007 were struck-by incidents.
A similar figure (22%) was reported by the Bureau of Labor Statistics [2] for the period from 1985 to 1989. A majority of these struck-by incidents were caused by three hazards: (a) vehicles, (b) falling/flying objects, and (c) construction of masonry walls. Struck-by fatalities involving heavy equipment such as trucks or cranes accounted for close to 75% [1] . Incidents related to equipment typically result in severe injuries or fatalities.
Equipment blind spots are some of the main causes of fatalities related to visibility (see Figure 1 ). Vehicle blind spots are the spaces surrounding the vehicle that are not in the dynamic field-of-view (FOV) of the equipment operator. The presence of workers in the blind spot region therefore poses a threat to safety and health of workers when equipment is in operation.
The literature refers to manual blind spot measurements [3, 4] . An automated blind spot measurement tool [5] has been developed to measure construction equipment blind spots applying a ray tracing algorithm on threedimensional (3D) point cloud data obtained by a laser scanner. As illustrated in Figure 2 , a need exits to merge static equipment blind spot diagrams with the dynamic FOV of the equipment operator. Future research can then focus on recognizing hazards that are in too close proximity or enter the vehicle blind spots and preventing them through real-time pro-active warning and alerts. Technologies have been used to detect the presence of workers around construction or mining equipment [6, 7] .
One of the approaches [7] uses radio frequency (RF) warning technology to scan for workers in the proximity of construction vehicles. When workers equipped with the RFID warning are within a predefined proximity distance to the equipment mounted RFID antenna, the worker and operator receive alerts. The alert types are audio, visual, or vibration, depending on the work task or equipment type.
As such real-time pro-active technology has the potential to save life(s) by pro-actively monitoring the surroundings of a piece of equipment, the inherent limitation of such systems is it only takes into account the proximity of the workers to the equipment and does not incorporate any knowledge of the operator's FOV. Hence, false-negative alerts (when the operator has visual contact to workers) are 
BACKGROUND
Head orientation or pose estimation typically refers to the measurement of three angles of the human head: pitch, yaw, and roll. Pitch refers to the angles formed by the head during up-and-down motion (turn around the X-axis). Roll refers to the angles formed by tilting the head towards along left and right direction (rotation around the Z-axis).
Yaw refers to the angles formed by rotating the head towards the left and right direction (rotation around the Yaxis). Therefore, the orientation of an object can be determined by estimating these three angles.
Multiple studies have solved the pose estimation problem to determine driver attention using stereo or vision cameras [8, 9, 10] . Most of the existing head pose estimation techniques either make use of intensity images or spatial (3D) data. A recent study [12] Few have addressed the issue to utilize range imaging cameras which are also widely known as three-dimensional (3D) cameras or Flash Laser Detection and Ranging (Flash LADAR) [11] . Unlike intensity cameras, range imaging cameras capture spatial information of the viewed scene without depending on ambient illumination.
METHODOLOGY
In this study, coarse head pose angles are estimated by fitting a 3D line to the nose ridge and calculating a symmetry plane. The proposed approach assumes that the nose tip is the closest point to the camera at the start of gathering range frames. Similar to many of the other vision based head pose estimation algorithms that utilize only one camera, the proposed approach may not be suitable for applications where the head undergoes very large rotations, e.g. yaw angles close to +⁄-90° (0° meaning the person looks straight ahead). A further assumption is based on the relatively low resolution commercially available range cameras provide. Range cameras [11] have relatively low resolutions (176×144 pixels) and tend to be noisy with distance errors of single pixels close to four centimeters.
Since other methods such as the computation of surface curvatures would be vulnerable to the noisy measurements of a range camera, we solve the head pose estimation problem by extracting the geometric head features using a range camera. We term these features as feature vectors. The range image data are captured using a single commercially-available range imaging cameras mounted at the cabin frame of the construction equipment (see Figure   3 ). This Time-of-Flight (TOF) camera outputs spatial and intensity data to each pixel in the frame it captures at high update rates (up to 50 Hz). 
BLINDSPOT TOOL
In our previous work [5] , a tool was developed to measure the static blind spot of construction vehicles. However, this method yielded a static (equipment) blind spot map and did not take into account the head orientation of the operator.
To evaluate the dynamic blind spot region of the operator we map/integrate the FOV of the operator on the static blind spot map. The FOV of the operator in Figure 6 was assumed to be the regions enclosed by +/-60° of the estimated yaw angle. 
GROUND TRUTH DATA COLLECTION
To validate the developed model, initial ground truth data was captured with a male and a female mannequin head mounted on a robotic arm in an indoor laboratory environment. The setup can be seen in Figure 7 . The robotic arm rotated the male/female mannequin head in steps of 1°; while a set of range images were captured by the range camera. All served as ground truth data for training the model.
Fig. 7
Ground truth data collection using a robotic arm.
EXPERIMENTAL RESULTS AND DISCUSSION
The model was tested inside the equipment cabin of various construction vehicles at multiple construction sites.
Mobile Crane
A professional construction operator was the test subject in this setting (see Figure 8) . Using the operator's own judgment for speed, the head rotation was qualitatively categorized into slow, medium, and fast. The operator was then asked to perform head movements within each category.
Fig. 8 Equipment operator performing head motions.
A set of 134 discrete head poses were recorded for each of the speed settings. The range camera was mounted in front of the operator as shown in Figure 16b . The camera frame rate was 20 fps. To train the model the operator was asked to perform yaw motions from -90° to +90°. A set of 27 frames were used to train the model. The number of support vectors was 11 and these were used to predict the angles for the three different speed settings. Figures 9 shows the model prediction and actual ground truth data. It can be seen that errors increase when the head of the operator turns greater than 65° to either side. Table 1 shows the variation of the error at varying head rotation speed. The absolute mean error for slow to fast speeds were within 10.9° and 13.5°. As a result of this experiment, the range camera and the developed coarse head pose estimation algorithm can successfully estimate the head pose of a professional operator at acceptable error for angles that are within 65° to either side of the head orientation. 
Skid Steer Loader
In this experiment seven subjects were tested. The head poses of all subjects were yaw motions. For each subject a data set of 167 images was recorded. The absolute mean error in this experiment was computed to be 21°, much larger than in the experiment before (due to a low frame rate). The size of training data was 117 and the number of support vectors to train the model was 78. The absolute mean error was computed on a test data set with 1169
images. In the same setting, an additional experiment was conducted with a camera frame update rate set at 30 fps.
The subjects performed head motions that incorporated both the pitch and yaw motions. Due to the increase in the frame update rate, the absolute mean error was reduced significantly to 4.8° for pitch and 12.9° for yaw motion, respectively. The model prediction vs. ground truth data for pitch and yaw angles on a set of 1,000 images is shown in Figure 10 . For the pitch motions, the size of training data was 100 and the number of support vectors was 52. For the yaw motions it was 100 and 79, respectively. Lower range camera frame update rate settings increased the error of the developed model (as expected).
Furthermore, this experiment successfully proved that yaw and pitch motion angles can be simultaneously estimated at acceptable error rates.
Telehandler
Three subjects were involved in the experiment with a telehandler. For each of the subjects a total of 167 images were recorded. The range frame update rate was between 9 to 11 fps. Figure 11 shows the SVR model prediction vs.
ground truth data. A total of 501 images were used in testing the model. For visibility reasons, only the first 400 poses are shown in the figure. The absolute mean error was computed at 21°.
Fig. 11 SVR model prediction for 3 test persons
An additional experiment was conducted at a camera frame update rate of 20 fps to study how the pose prediction of the model changes when the frame update rate increases.
The absolute mean error decreased to 17.5° for yaw motions. Table 2 reports the performance of the model. As a summary of this experiment, the range camera and Experiments demonstrate that the range camera's frame update rate is critical in the computation of the head pose.
Extensive field validation with multiple pieces of heavy construction equipment and a variety of operators successfully showed that coarse head pose estimation is feasible and eventually good enough to understand in which direction the equipment operator is looking.
A true pro-active safety warning alert system for workers and equipment operators will then be in place, once effective and efficient communication of blind spots, visible and non-visible spaces to equipment operators and pedestrian workers, and warning and alert mechanism are integrated and work together.
