We introduce a high-order numerical scheme for fractional ordinary differential equations with the Caputo derivative. The method is developed by dividing the domain into a number of subintervals, and applying the quadratic interpolation on each subinterval. The method is shown to be unconditionally stable, and for general nonlinear equations, the uniform sharp numerical order 3 − ν can be rigorously proven for sufficiently smooth solutions at all time steps. The proof provides a general guide for proving the sharp order for higher-order schemes in the nonlinear case. Some numerical examples are given to validate our theoretical results.
1. Introduction. In the past decades, fractional differential equations have been studied extensively by many researchers, due to its success in describing some physical phenomena and chemical processes more accurately than integer order differential equations [31, 27, 17, 30] . Like most classical differential equations, the exact solutions of fractional order differential equations are usually not available to us. Even if analytical solutions can be found, they usually appear in the form of series and are difficult to evaluate. Therefore, the numerical study of fractional differential equations has also inspired a number of excellent research works such as [12, 19, 11, 26, 6, 5, 36, 15] .
In this work, we are interested in the following initial value problem: for some ν ∈ (0, 1), we would like to find y(x) such that
subject to the initial condition y(0) = y 0 . In (1.1), the operator 0 D ν x is the Caputo derivative, defined by where ω 1−ν is defined by
with Γ(·) being Euler's gamma function. The function ω 1−ν (x) acts as the convolutional kernel, which satisfies The numerical method for this equation has been extensively studied in the context of linear partial differential equations. For example, the L1-type schemes based on piecewise linear interpolation has been studied in [34, 8] , where the numerical order is 2 − ν. Higher-order schemes can be achieved by using quadratic interpolation [9] or Taylor expansion [4] , and the convergence order can reach 3 − ν for smooth solutions. Generalization to (r + 1 − ν)th-order schemes have been stuided in [3, 21] by Lagrange interpolation. A common problem in these methods is that the theorectical order of the solution at the first time step can only achieve 2 − ν, as is shown in the numerical analysis in [4] . Such a problem is also mentioned in [22] , where the author uses a finer grid near the initial value to maintain the numerical accuracy. Other related works include, but are not limited to, [1, 29, 33, 2, 7] .
In principle, these methods can be directly generalized to nonlinear problems. However, the analysis of convergence order on such methods for nonlinear problems is less seen in the literature. In [14] , the authors converted the Caputo fractional derivative to the Volterra integral and proved the order of accuracy 3 + ν for 0 < ν < 1 and 4 for ν ≥ 1. A similar technique is applied in [32] . In [16] , the authors applied the L1 formula to the subdiffusion equation, and obtained the numerical order ν due to the insufficient smoothness of the solution. The numerical order 2 − ν is proven in [20, 24] . However, theoretical proofs of numerical schemes with order 3 − ν for nonlinear problems are rarely seen in the literature. In [28] , it is demonstrated that the generalization of schemes with order 3−ν for linear problems also works for nonlinear problems, but the proof for nonlinear problems is given only for the truncation error. Clearly, nonlinearity has caused significantly difficulty in the numerical analysis, especially on the transition from the estimation of the truncation error to the error of the solution.
The aim of this work is to introduce a new (3 − ν)th-order scheme for the fractional differential equation (1.1). Our main contributions include:
• A new finite-difference approximation of the Caputo derivative is developed, which leads to a high-order numerical method for (1.1) with uniform accuracy at all time steps. • The unconditional stability for the eigenvalue problem is proven rigorously.
• A novel proof for the convergence order is proposed for the general nonlinear right-hand sides. Our method is based on the block-by-block approach [18, 13] commonly used for integral equations [35, 25] . The retain the numerical order at the first time step, the proposed scheme couples the solutions at first two time steps. However, such a coupling is not required in the later steps. The analysis of stability is complicated by these initial steps, which requires close look at the structure of the solutions. The convergence analysis is based on a novel technology that couples the idea of a recent work [23] and the strategy we used in the proof of stability, so that the order 3 − ν can be achieved for sufficiently smooth solutions and general nonlinear right-hand sides.
The rest of this paper is organized as follows. Our numerical scheme is introduced in Section 2. In Section 3, we prove the unconditional stability of our method. Section 4 is devoted to the proof of the convergence order, as is verified by our numerical examples in Section 5. Finally, some concluding remarks are given in Section 6.
2.
A finite difference approximation to the Caputo derivative. In this section, we will construct an efficient numerical scheme for the problem (1.1). For simplicity, we consider a uniform grid on [0, T ] defined by the grid points x j = j∆x, j = 0, 1, 2, · · · , 2N , where N is a positive integer, and ∆x = T 2N is the grid size. Below we are going to use the short hand y i = y(x i ) and f i = f (x i , y i ) for all i = 0, 1, 2, · · · , 2N .
First, we propose a high-order approximation to the Caputo derivative 0 D ν x y(x) on grid points x i based on piecewise quadratic interplation. To present the quadratic interpolation, we introduce the following notation:
where ϕ i,j (x), i = 0, 1, 2, are Lagrange interpolating polynoimals defined as
To approximate 0 D ν x y(x j ) for j > 2, we assume that the values of y 0 , y 1 , · · · , y j are all given. Different approximations will be used for odd and even j. When j = 2m + 1, we approximate y(
This suggests the following approach
Similarly, when j = 2m + 2, we approximate the Caputo derivative on x j based on the following piecewise quadratic interpolation of y(x):
As a consequence, 0 D ν x y(x 2m+2 ) can be approximated in the same way as (2.4) , and the result is
In all cases, the Caputo derivative 0 D ν x y(x j ) is approximated by a linear combination of y k . Furthermore, by straightforward calculation, it can be found that every A i,k j is proportional to ∆x −ν . Therefore we summarize (2.2)(2.3)(2.4) and (2.8) to write down them uniformly as
where the newly introduced operator 0 D ν ∆x is the discrete Caputo derivative defined by
Here all the coefficients "D"s are constants depending only on ν, and their values can be computed analytically:
Based on the approximation (2.10), the numerical scheme for (1.1) with initial condition y(0) = y 0 can be written as
The above scheme is implicit. Since 0 D ν ∆x y 1 depends on y 2 , the values of y 1 and y 2 have to be solved simultaneously, which is the key to getting uniform accuracy without loss of precision at the first time step. For j > 2, solving y j needs only to solve a single equation.
3. Stability analysis. This section is devoted to the stability analysis of our numerical scheme. Consider the fractional ordinary differential equation (1.1) with right-hand side
In this case, the scheme (2.11) for k > 2 can be rewritten as
Our purpose is to show that there exists a constant K such that |y j | < K|y 0 | for any j. Such a property would be obvious from (3.2) if all the coefficients d j k were positive. Unfortunately, this is not true for some ν ∈ (0, 1). The following lemma shows the properties of the coefficients d j k : Lemma 3.1. For any 0 < ν < 1, j ≥ 4, the coefficients in the scheme (3.2) satisfy
Proof. For simplicity, below we only present proof for the case j = 2m + 1, m ≥ 2. The proof for even j is very similar. The statements below rely on some technical inequalities, which are provided in Appendix A.
(1) By the fact that the scheme (2.11) for j = 2m + 1 is exact for constant solutions, we have According to the definition in the (3.3), we immediately obtain the equality of (1).
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(2) For any k = 2, · · · , 2m − 2, we let g
k . According to (3.3), we have
and we are going to prove
by considering the following three cases separately: Case 1: k = 2. In this case, we claim that
To show this, we rewrite the above inequality by applying binomial expansion on both sides:
This inequality holds if (3.5) 2 j+4 − (−1) j ≥ 5 2 (j + 3)(j + 2), ∀j = 0, 1, 2, · · · .
When j = 0, this can be directly verified. When j ≥ 1, let h(x) = 2 x+4 − 1 − 5 2 (x + 3)(x + 2). It can be easily verified that h(x) is convex when x ≥ 1. Using h ′ (1) > 0 and h(1) > 0, we conclude that h(x) is positive for all x ≥ 1. Therefore (3.5) holds.
Case 2: k = 4, 6, · · · , 2m − 2. In this case,
If k ′ > 1, by Lemma A.2, we can obtaiñ
When k ′ = 1, by Lemma A.1 (7) , we get g (m)
where we have used 3 −ν < (3 − 2ν)/3, which comes from the convexity of the function 3 −ν . The above inequality implies that (3.4) also holds for k = 2m − 2. Case 3: k = 3, 5, 7, · · · , 2m − 3. In this case, we have
wherek = m − (k − 1)/2, and
Sincek ≥ 2, we can apply Lemma A.1(1)(2) to get
(3) All the three inequalities can be directly shown as follows:
Therefore h(ν) first increases and then decreases. By h(0) = 0 and h(1) = −1/2, we know that h(ν) has only one zero ν 0 in (0, 1), and h(ν) > 0 if ν ∈ (0, ν 0 ) and h(ν) < 0 if ν ∈ (ν 0 , 1), which agress with the conclusion of the lemma. (5) By Lemma A.1(8), we directly have
which completes the proof.
The above lemma shows that for ν < ν 0 , all the coefficients d j k are positive. In this case, as mentioned previously, the stability of the scheme can be immediately obtained from (3.2). However, this does not hold when ν > ν 0 . To deal with this case, below we are going to rewrite the scheme (3.2) as equations with all positive coefficients. To this end, we introducē
where θ = 2ν/(2 + ν). In fact, we have θ = 1 2 d j j−1 for all j ≥ 4. Thus the numerical solution y j can be represented byȳ j through
For j ≥ 4, we can rewrite the scheme (3.2) by subtracting both sides by θy j−1 :
where we have inserted (3.6) to write the right-hand side as functions ofȳ j . By defining
Note that the same equation does not hold for j = 3. When j = 3, we can use the same method to rewriteȳ 3 +αy 3 as a linear combination ofȳ 0 ,ȳ 1 andȳ 2 . The result is
Additionally, we defined 3 3 = −1, so that for any j ≥ 3, we have
The following lemma shows that in the new "scheme" (3.9), all the coefficients are positive:
(2)d j k > 0, k = 0, 1, · · · , j − 2, j ≥ 3;
The fact that θ < 2/3 is obvious since θ = 2ν/(ν + 2).
(2) When j = 3, by Lemma A.1(4) and (3.12), we immediately see thatd 3 1 > 0. The fact thatd 3 0 > 0 can be observed from
When j > 3, by (3.8) and Lemma 3.1 (5), we get
For other cases, we notice that (3.8) implies the following recurrence relation ofd j k :
Since d j k > 0 for all k = 0, 1, · · · , j − 3, the equation (3.16) shows thatd j k+1 > 0 impliesd j k > 0. Thus, by mathematical induction with the base case (3.15), we see thatd j k > 0 for all k = 0, 1, · · · , j − 2.
By Lemma A.1(6), we see that the above quantity is less than 1. When j ≥ 4, we let Q j be the left-hand side of the inequality. It can be observed from (3.8) that
According to Lemma 3.1 (2), we have
where we have used (3.15) at the last step. Now we apply Lemma 3.1 (1) to get
Base on this lemma, we can show the stability for the numerical solutionȳ j :
Proof. We first prove (3.17) for j = 1. When f (x, y) = −λy, the scheme (2.11) for the first two steps is
where β 0 = λ∆x ν . By solving the linear system, we can get
where the coefficients satisfỹ
In the above derivation, we have omitted the details on the determination of signs for all polynomials of degree less than or equal to 5, which is elementary but tedious. Since β 0 = λ∆x ν > 0, these inequalities show that the coefficient of y 2 0 on the right-hand side of (3.19) is less than 1. Thereforeȳ 2 1 +αy 2 1 ≤ y 2 0 . To show (3.17) for j = 2, we also solve the linear system (3.18) to get
and it can be similarly shown thať b l >ǎ l > 0, l = 0, 1, 2, 3, andb 4 > 0.
Therefore (3.17) also holds for k = 2. Next, we prove (3.17) for j = 3. Multiplying by 2ȳ 3 on both sides of (3.10), and using the identity
Applying Lemma 3.2 (1)(3) and the result (3.17) for j = 1, 2 to the above inequality, we obtain
Therefore, we can obtain (3.17) for j = 3. When j ≥ 4, we apply mathematical induction and assume that the result holds for all cases up to j − 1. To show (3.17), we multiply both sides of (3.9) by 2ȳ j and apply the identity (3.20) , resulting in the following inequality:
where Lemma 3.2 (5) has been applied at the last step. Some rearrangement yields
Now one can apply the inductive hypothesis to get
By the principle of mathematical induction, the inequality (3.17) holds for all j > 0.
By now, we are ready to show the stability of the original numerical solution y k :
Theorem 3.4. The scheme (2.11) for the equation (1.1) with f given in (3.1) is stable in the sense that
Proof. By Lemma 3.3, we can get (3.23) |ȳ j | ≤ |y 0 |, for all j > 0.
Inserting this inequality to (3.6) yields
which completes the proof of the stability.
4. Convergence analysis. Our convergence analysis follows the general idea of the recent work [23] , which is parallel to the proof of L 2 -stability of the fractional ODE (1.1) with respect to the initial data. However, our analysis has to deal with the special processing of the first two time steps and the non-positivity of the coefficients in the numerical scheme. For the sake of clarity, we decompose our analysis into the following three subsections. Before that, we make the following assumptions: (H1) The exact solution y ∈ C 3 ([0, T ]); (H2) The right-hand side f (x, y) is Lipschitz continuous with respect to y:
|f (x, y * ) − f (x, y * * )| < L|y * − y * * |, for any y * and y * * .
In the following analysis, we will restrict ourselves to the numerical solution exactly on [0, T ]. Precisely, we suppose 2N ∆x = T for a positive integer N . For convenience, we define the numerical error by e j = y(x j ) − y j , j = 0, 1, · · · , 2N, and e 0 = 0. Furthermore, by the hypothese (H2), we can find L j for j = 1, 2, · · · , 2N , such that
4.1. Reformulation of the numerical scheme. Our first step is to rewrite our numerical scheme to better match the form of the Caputo derivative (1.2). To this end, we introduce the notation
for any quantity ψ k , as corresponds to the first-order derivative appearing in the definition of the Caputo derivative. Furthermore, for any n ≥ 2 and k = 0, 1, · · · , n − 1, we defineB n k as
By (3.14), we have
Now we can apply the definition ofB n k given in (4.3) to rewrite the discrete fractional derivative as
Similarly, if we defineȳ(x) = y(x) − θy(x − ∆x) andȳ(0) = y 0 , we have
Our analysis will be based on such a form of the discrete Caputo derivative. The following lemma provides the lower bounds and the monotonicity of the coefficients.
Lemma 4.1. The coefficientsB n k satisfyB n 0 >B n 1 > · · · >B n n−1 > 0 and
where π B = 9.
Proof. The monotonicity of the coefficientsB n k is obvious by the definition (4.3) and the positivity ofd n k , and below we focus only on the proof of (4.6). When k = 0, we havē
.
Below we separate our proof into four cases. Case 1: n = 3. By direct calculation, one can obtain
where β 0 = 9 − 12 log 3 + 8 log 2, β 1 = 3 log 3(4 log 2 − 1) − 12(log 2) 2 − 2, β 2 = 3 log 2(log 3 − log 2). It is not difficult to check that β 0 + β 1 ν + β 2 ν 2 > 0 when ν ∈ (0, 1). Thereforē
Similarly, the case k = 2 can be shown bȳ
Case 2: n > 3 and k = n − 1. By defintion,
By Lemma 3.2 (3) and (3.14), we can boundB n n−1 bȳ
Now we consider odd and even n separately. If n = 2m + 1 and m > 1, by (3.3a),
Using the inequality (A.6), we see that
Similarly, when n = 2m + 2 and m ≥ 1, we havē
Case 3: n > 3 and k = n − 2. We can directly use the result for k = n − 1 to get
Case 4: n > 3 and k = 1, 2, · · · , n − 3. Usinḡ
This completes the proof for all k = 0, 1, · · · , n − 1.
The purpose of the above lemma is an upper bound for the discrete fractional derivative of |ē j | 2 . We state the result in the following lemma: We refer the readers to [23, Lemma A.1] for the proof of this lemma.
Estimation of the truncation errors.
Most error estimation is based on the estimation of the truncation error. In our case, it can be defined by
Here 0 D ν ∆x y(x j ) is defined by replacing y j in (2.2)-(2.4) and (2.8) with y(x j ). As mentioned previously, the first two time steps in our scheme have to be taken into account independently. Therefore we introduce the following modified truncation error for j ≥ 3: |r j (∆x)| ≤ C 1 ∆x 3−ν , j = 1, 2, · · · , 2N.
Proof. Our error estimation will be established on the following error term of the Lagrange interpolation:
or more simply,
We first estimate r 1 (∆x):
where we have used Γ(2 − ν) > 2/3. The equation (4.13) proves (4.9) for j = 1. The case j = 2 can be similarly proven, and here we omit the details. Now we estimate r 2m+1 (∆x) for m ≥ 1. In a similar way to (4.13), we can use integration by parts to obtain
Applying (4.11) and (4.12), we can estimate the truncation error by
The case j = 2m + 2 can be similarly proven, and the details are omitted.
To show the error bounds for (4.8), we need the error estimation for the first two time steps:
Lemma 4.4. Assume that both (H1) and (H2) hold, and ∆x ν < (7L) −1 . Then
where the constant C 1 is defined in Theorem 4.3.
Proof. By the numerical scheme (2.11) for k = 1, 2 and the definition of the truncation error (4.7), we have
After solving the equation, we get
By similar means, we can obtain |e 2 | ≤ 2L∆x ν (|e 1 | + |e 2 |) + 3C 1 ∆x 3 . Summing up the two inequalities yields
Therefore when ∆x ν < (7L) −1 , we have
The above lemma already shows that we do not lose any numerical accuracy for the first two time steps. In fact, their orders are slightly higher than the general error bound O(∆x 3−ν ). This is necessary to provide error bounds forr j (∆x) in the following theorem. Proof. We first estimate the coefficientsB j j−1 andB j j−2 . According to (4.3),
where we have usedd j 1 < 1 implied by Lemma 3.2(3)(5). Now we can apply triangle inequality to (4.8) :
Here we have applied Theorem 4.3 and Lemma 4.4. Since ∆x ν < (10|L|) −1 , the above inequality yields
4.3. Error analysis. Now we are ready to summarize the previous two subsections and carry out the error analysis for our scheme. The purpose of Section 4.1 is to provide prepartory works to introduce an important tool -the complementary discrete convolution kernels. Inspired by the property (1.4), we would like to find the discrete kernel P n j , corresponding to the kernel ω ν (·), which satisfies , we know that all the coefficients P n j ≥ 0. These coefficients help us "invert" the discrete fractional derivative, so that we can derive the recursive inequality for the numerical error:
Lemma 4.6. For any n ≥ 3, it holds that
Proof. Plugging (4.5) and (1.1) into (4.7), we get
By (4.4)(2.11) and (4.2), the above equation can be further simplified: 
where we have used θ < 2/3, and the left-hand side can be bounded from below by Lemma 4.2. Catenating both bounds using (4.23), we see that
Multiplying both sides of the above equation by P j n−j and taking the sum over j, one gets
Applying the identity (4.17) yields
which is clearly equivalent to the conclusion of the lemma (4.22).
The next step, we can now apply mathematical induction to bound the error by the initial error and the truncation errors. Proof. In the following proof, we need some useful properties of the kernel P n j provided in Appendix B, wherein the complete details can be found. Here we simply make references to the equations to be used.
For simplicity, we define
Then both F n and G n are monotonically increasing with respect to n. Below we are going to prove the lemma using mathematical induction. Since E ν (z) > 1 for all z > 0, it is obvious that (4.25) holds for n = 2. Now we assume that n > 2 and the estimation (4.25) holds for allē 2 ,ē 3 , · · · ,ē n−1 . Let
If |ē n | ≤ |ē k(n) |, then the monotonicity of F n and G n shows that
If |ē n | > |ē k(n) |, then by the inequality (4.22),
4Lθ n−k |ē n | + |ē 2 | + 2 n j=3 P n n−j · |r j (∆x)|   .
Using (B.1)(4.24) and θ < 2/3, we have
Thus according to (4.26), we can estimateē n as follows:
Finally, we use (B.7) to find that
Thus the lemma is proven by the principle of mathematical induction.
Our final error estimation can be achieved by combining the above result with our estimation of the truncation error, and the conclusion is given in the following theorem: 1 
where we have used the estimation (4.15). Therefore, the numerical error |e k | can be estimated by
The proof is completed.
Numerical results.
In this section, we present numerical experiments to verify the theoretical results obtained in the previous sections.
Example 5.1. We consider the problem (1.1) with f (x, y(x)) = Γ(4 + ν) 6
where f is independent of y. It can be verified that the exact solution is y(x) = x 3+ν . The computation is carried out up to T = 1. In our tests, we choose ν = 0.3, 0.5, 0.8 and 0.99, and for all choices of ν, we choose the step size to be ∆x = 1 2 l , l = 3, 4, · · · , 10. The error we will display is defined by
where 2N = T /∆x. By this example, we would like to check the convergence order of the numerical method with respect to the order of the fractional derivative ν. The results are given in Table 5 .1, where the convergence order is computed by log 2 (e 2∆x /e ∆x ). By Theorem 4.8, we expect that this number is close to 3 − ν. It is obvious that our numerical results are consistent with the theoretical analysis.
Example 5.2. In this example, we add the dependence on y to the right-hand side f (x, y). The following two functions are considered:
f (x, y(x)) = Γ(4 + ν) 6
This two right-hand sides correspond to linear and nonlinear dependences on y. With the initial condition y(0) = 0, the exact solution of both is y(x) = x 3+ν .
We take T = 1 again and repeat the calculation in Example 5.1. The numerical error is provided in Table 5.2 and Table 5 .3. Due to the sufficient smoothness of the numerical solution, we again observe a good agreement with the theoretical convergence order. In particular, it is worth emphasizing that the non-linearity of f seems to have no impact on the numerical order of the scheme. In our test, we set the eigenvalue λ = −1 and choose the inital value y 0 = 1. The choices of the fractional order are now taken as ν = 0.3, 0.6, 0.9 and 1.0. Other settings are the same as previous two examples. When ν = 1.0, our numerical method reduces to the second-order backward differentiation formula (BDF2). Results are given in Table 5 .4, from which we can observe that when ν < 1, the convergence order is close to ν. The reason lies in the singularity of the Mittag-Leffler function at x = 0. When ν = 1, the singularity disappears, and the convergence order 3 − ν is restored.
The convergence order can be improved by Lubich's method [26] to include singular terms in the ansatz of the solution. This is achieved by choosing a finite sequence of positive real numbers σ 1 < σ 2 < 1.1150e-3 0.2578 5.8861e-5 0.6025 1.8362e-5 0.8982 1.1628e-7 1.9918 · · · < σ m+1 , and assume that
whereỹ(x) is a bounded function, and we assume that the term x σm+1ỹ (x) is sufficiently smooth to retain our convergence order. The sum of c j x σj captures the less smooth part, for which the discretization of the fractional derivative needs to be altered to get better accuracy. Here we omit the detailed derivation, and refer the readers to [26, 36, 37] for more discussions on the correction method. The final numerical scheme discretizes the fractional derivative by
where W n,j are the starting weights that are chosen such that
where q k (x) = x σ k . In this example, we choose σ k = kν. Then W n,j , 1 ≤ j ≤ m can be solved from (5.5), and the values of W n,j are independent of ∆x. Since the series expansion of the exact solution includes terms such as x ν and x 2ν , Lubich's correction method is suitable for such a problem. The results of the corrected method are given in Table 5 .5, which shows remarkable improvement compared with Table 5 .4.
6.
Conclusion. An efficient high-order approximate numerical scheme for fractional ordinary differential equations with the Caputo derivative has been introduced in this paper. The scheme is unconditionally stable and has uniform accuracy for all time steps. The proof of stability shows the technical details on how to deal with the special initial steps. The sharp numerical order 3 − ν is proven for sufficiently smooth solutions and general nonlinear equations, and this order is verified by our numerical experiments.
Appendix A. Proof of some inequalities.
In this appendix, we provide the proofs of two lemmas used in the stability analysis, which include a number of technical inequalities.
Lemma A.1. For any k ≥ 2, it holds that 
Proof. Since b < 2m, we can apply binomial expansion to get
When 0 < b < 2m and a 3 b/a 2 ≤ 2, then the above series is an alternating series. Denote the above series by +∞ k=1 S k . Then by b < 2m, we see that
We want to show that the factor in front of |S k | is less than one, meaning that {|S k |} decreases monotonically. To show this, we take the difference between the numerator and the denominator:
Now we consider the two cases separately: Case 1: If a 3 b/a 2 ≤ 3/2 and a 2 < 0, then
Therefore |S k+1 | ≤ |S k |, indicating that the sign of the alternating series is determined by the sign of the first term. Using
we conclude that the series in (A.8) is negative. Therefore
Case 2: If a 3 b = 2a 2 > 0, we have S 1 = 0. We only need to study the sign of (A.9) when k ≥ 2:
Therefore we also have |S k+1 | ≤ |S k |. Now the first term in the series is
Thus the whole series is also negative. In this case, we have
The equation (A.7) can be obtained by inserting the expressions of S 2 and S 3 . Appendix B. Some results in the proof of Lemma 4.7. Now we provide the proof of some results used in the proof of Lemma 4.7. The proof is generally in accordance with the corresponding results in [23] . The difference is that according to our definition of P n j , the equations (4.20) and (4.21) are not equalities. Consequently, the results in [23] cannot be directly applied to our case. Below we divide the proof into three lemmas.
Lemma B.1. The discrete kernels P n j defined in (4.18) satisfy
Proof. According [23, Lemma 2.1], we can directly obtain (B.1). We mainly focus on (B.2). Taking n = j and k = j − 1 in (4.6), we havē µ k v k (x n ). Now we take the limit m → +∞. The right-hand side of the above inequality approaches to π B (E ν (µx ν n )− 1), and the limit of the left-hand side is This completes the proof.
