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2 Kapitel 1. Einleitung
1.1 Motivation
Seit jeher wird mit Hilfe der Technik versucht, den Lebens- und Arbeitsalltag
einfacher und komfortabler zu gestalten. Im Laufe der Zeit wurden immer wie-
der technologische Entwicklungen eingesetzt, um wiederkehrende, alltägliche
Tätigkeiten zu vereinfachen oder zu ersetzen. So hat sich durch die Verwen-
dung von elektronischen Geräten im Haushalt der Lebensstandard der Men-
schen drastisch erhöht. In den letzten Dekaden kam dabei immer mehr compu-
tergestützte Technik zum Einsatz. Angefangen von einfachen Küchengeräten
über Unterhaltungselektronik bis hin zu kompletten Raum- und Haussteue-
rungen erleichtern mittlerweile eine erhebliche Anzahl computergestützter Ge-
räte den Alltag.
Mit jedem neuen Gerät werden aber auch neue Anforderungen an dessen Be-
nutzer gestellt. Neue Kompetenzen sind erforderlich, um die Fähigkeiten des
Gerätes zweckmäßig und sicher einzusetzen. Und so wie neue Technologie Ar-
beit erleichtern soll, führt sie auch immer wieder dazu, dass es Probleme bei
der Verwendung dieser Technologie gibt, die im schlimmsten Fall dazu führt,
dass der Lebenskomfort sinkt anstatt zu steigen. Ziel bei der Entwicklung
neuer Technologien muss daher immer auch die Anwenderfreundlichkeit und
ein ausgewogenes Verhältnis zwischen Nutzen und Aufwand sein.
Die Komplexität der Anwendung neuer Technologie steigt für den Benutzer
noch stärker, wenn mehrere Geräte zur Umsetzung einer Funktionalität ein-
gesetzt werden müssen oder oft wechselnde Geräte zu verwenden sind.
Intelligente Umgebungen erlauben es, dieses dynamische Zusammenspiel der
Geräte zu automatisieren und so die Komplexität des Systems vor dem Nutzer
zu verbergen. Damit besteht die Chance die zunehmende Heterogenität und
Dynamik der Geräte beherrschbar zu machen und so im Effekt die Lebens-
qualität zu erhöhen.
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1.2 Intelligente Umgebungen
Intelligente Umgebungen bezeichnen räumlich begrenzte Ansammlungen von
Geräten, die über eigene Berechnungsressourcen verfügen und miteinander
vernetzt sind. Die Zusammensetzung der Geräte ist dynamisch und kann sich
über die Zeit ändern. Des Weiteren verfügen intelligente Umgebungen über
sensorische Möglichkeiten die Umwelt zu beobachten. Sie sind räumlich be-
grenzt und unterstützen einen Nutzer in seinen Handlungen darin.
Kirste (2006) beschreibt Smart Environments1 als:
[...] physical spaces that are able to react to the activities of
users, in a way that assists the users in achieving their objectives
in this environment.
Nach dieser Definition verfolgen Nutzer in einer intelligenten Umgebung ein
bestimmtes Ziel, welches von der Umgebung erkannt werden kann. Anhand
des Zieles ist die Umgebung in der Lage adäquat zu reagieren und dem Nutzer
so Assistenz anzubieten.
Wie in vielen wissenschaftlichen Gebieten gibt es auch im Bereich der Intelli-
genten Umgebungen eine Vielzahl von Begrifflichkeiten, die sich über die Zeit
entwickelt haben und teilweise ähnliche und überlappende Sachverhalte be-
schreiben. Eine klare Trennung der Themengebiete ist oftmals nicht möglich.
Im Folgenden soll versucht werden, verschiedene für diese Arbeit relevante
Begriffe zu nennen, deren Gemeinsamkeiten und Unterschiede zu klären und
herauszuarbeiten, welche Aspekte für die vorliegende Arbeit von Bedeutung
sind und zu welchen Visionen sie beitragen können.
Ubiquitous Computing Der Term Ubiquitous Computing2 beschreibt die
Allgegenwärtigkeit von Rechenkapazitäten in allen Lebenslagen.
Der Begriff wird von der Mehrzahl der Autoren auf Mark Weisers Aufsatz „The
computer for the 21st century“ zurückgeführt (Weiser, 1991). Hierin beschreibt
Weiser die Vision von Technologie, die nahtlos in Alltagsgegenstände übergeht
und so nicht mehr direkt wahrgenommen wird.
The most profound technologies are those that disappear. They
weave themselves into the fabric of everyday life until they are
indistinguishable from it.
Der Nutzer bedient beim Ubiquitous Computing nicht mehr einzelnen Geräte,
um Funktionalitäten zu erhalten, sondern die Geräte sind ganz in das intuitive
1In dieser Arbeit wird die in englischsprachigen Veröffentlichungen verwendete Bezeichnung
Smart Environment mit “Intelligente Umgebung” übersetzt.
2ubiquitous = allgegenwärtig
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Handeln des Nutzers integriert, ohne dass dieser zwangsläufig davon Kenntnis
hat.
Seit Weisers Vision differenzierte sich das Gebiet und eine Fokussierung auf
verschiedene Teilaspekte der Vision fand statt, was zu neuen Begriffen und
Schwerpunkten führte.
Pervasive Computing Eine eher technologische Betrachtung wird durch
Pervasive Computing3 beschrieben.
Die Informatik ist mit der sich ständig vergrößernden Rechen- und Speicher-
kapazität und der damit einhergehenden stetig ansteigenden Komplexität von
Hard- und Software konfrontiert. Diese steigende Komplexität zieht einen Ge-
winn an Leistungsfähigkeit nach sich, der in Kombination mit voranschrei-
tender Miniaturisierung dazu führt, dass heute ein Großteil der Menschheit
ständig von Klein- und Kleinstcomputern umgeben ist. Ein Beispiel dafür ist
die bereits heute existierende Durchdringung des Alltags durch Mobiltelefo-
ne.4
Zwar wird auch im Pervasive Computing Weisers Vision verfolgt, allerdings
liegt der Fokus verstärkt auf der Interoperabilität5 und dem reibungslosen
Zusammenspiel verschiedener Geräte. Chen u. a. (2004) betonen dabei die
räumlich und zeitlich unbegrenzte Verfügbarkeit von Informationen.
In the pervasive computing vision, computer systems will se-
amlessly integrate into the life of everyday users, providing them
with services and information in an „anywhere, anytime“ fashion.
Neben der Interoperablilität der Geräte wird sich im Rahmen des Pervasive
Computing auch der Auswertung der gesammelten Daten gewidmet. Satyan-
arayanan (2001) betont unter anderem die Bereitstellung von sogenannten
Smart Spaces und deren Unsichtbarkeit. Diese „intelligenten Räume“ zeichnen
sich durch die Verfügbarkeit von Sensoren und der Möglichkeit von einfachen
Stimulus-Response-Reaktionen aus. Sobald die vorhandene Technik einen Be-
nutzer nur noch minimal von seiner eigentlichen Tätigkeit ablenkt, ist Un-
sichtbarkeit oder auch Unaufdringlichkeit erreicht.
3pervasive = durchdringend
4Nach einer Erhebung der Vereinten Nationen (United Nations Conference on Trade and
Development (UNCTAD), 2007) gab es 2006 weltweit 3,3 Mrd. aktive Mobiltelefone. Im
Vergleich zu 2004 verdoppelte sich diese Anzahl. Da der Trend zur mobilen Telefonie unge-
brochen ist, kann davon ausgegangen werden, dass die Zahl der heute aktiven Mobiltelefone
signifikant über dem Niveau von 2006 liegen wird.
5Interoperabilität wird als die Fähigkeit von zwei oder mehr Systemen oder Komponenten
angesehen, Informationen auszutauschen und diese Informationen zu verwenden (IEEE,
1990).
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Ambient Intelligence Während die Umgebungen des Pervasive Compu-
ting zwar mit Sensoren ausgestattet sind, die gewonnenen Daten sammeln und
analysieren können sowie weiterhin über einfach Stimulus-Response-Regeln
auf Änderungen der Umwelt reagieren können, geht die Vision der Ambient
Intelligence6 einen Schritt weiter und beschreibt auch komplexere, intelligente
Reaktionen.7
Aarts und Encarnação (2006) fassen die wesentlichen Merkmale von Ambient
Intelligence wie folgt zusammen:
Ambient Intelligence refers to electronic environments that are
sensitive and responsive to the presence of people.
Die Autoren stellen damit die intelligenten Reaktionen auf Menschen in den
Vordergrund. Eine weitere Beschreibung, in der einerseits der unaufdringliche
Charakter als auch die nötige Beherrschbarkeit zur Geltung kommt, geben
Friedewald u. a. (2005):
It (the environment) would respond in a seamless, unobtrusive
and often invisible way, nevertheless remaining under the control
of humans.
Allen Beschreibungen gemein ist das Ziel, dem Menschen mit Hilfe der Funk-
tionalität verschiedenster Geräte unaufdringliche Unterstützung anzubieten.
Wesentlicher Anspruch an eine neue Technologie in intelligenten Umgebungen
muss daher immer Unaufdringlichkeit sein. Dem Nutzer soll geholfen werden,
jedoch soll er dabei so wenig wie möglich gestört werden. Weiterhin impliziert
die Forderung nach Unaufdringlichkeit in Umgebungen mit heterogenen und
wechselnden Geräten eine Entlastung des Nutzers vom Wissen der Funktio-
nalitäten der einzelnen Geräte.
1.3 Semantic Web
Neben den intelligenten Umgebungen sind im Rahmen dieser Arbeit zusätz-
lich die Fortschritte des Semantic Web von Interesse. Dieses ist, wie auch
Ubiquitous Computing, Pervasive Computing und Ambient Intelligence eine
Vision, die noch immer weit davon entfernt ist, realisiert zu sein. Initiativen
6ambient = umgebend
7Die Frage, ob die Reaktion einer technischen Umgebung wahrhaft als „intelligent“ bezeich-
net werden kann, berührt die Frage nach der generellen Möglichkeit von intelligenten Ma-
schinen. Diese philosophische Kernfrage der Informatik wird auch die Vision der Ambient
Intelligence nicht beantworten können. Dennoch stellen sie einen Fortschritt gegenüber rei-
nen stimuluse-response Aktionen dar.
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Abbildung 1.1: Schichten des Semantic Web (nach Berners-Lee (2000))
des Semantic Web beschäftigen sich mit den Möglichkeiten der semantischen
Beschreibung von und dem Zugriff auf Dienste, die über Netzwerke (zumeist
das Internet) zur Verfügung gestellt werden. Ein Dienst zeichnet sich dadurch
aus, dass er eine bestimmte Funktionalität über eine wohldefinierte Schnitt-
stelle zur Verfügung stellt. Dienste sind in erster Linie für den Gebrauch durch
andere Software vorgesehen. Die Verwendung durch einen Nutzer erfolgt über
zusätzliche Schnittstellen wie GUIs aber nicht direkt über die Dienstschnitt-
stelle. Anders als bei intelligenten Umgebungen wird beim Semantic Web die
räumliche Komponente vernachlässigt. Dienste sind verfügbar oder nicht, wo
sie lokalisiert sind, ist sekundär. Auch die dedizierte Unterstützung des Nut-
zers ist kein vordergründiges Ziel des Semantic Web, vielmehr wird ein au-
tomatisierter und sinnvoller Informationsaustausch zwischen Maschinen bzw.
deren Diensten angestrebt.
Der Begriff Semantic Web geht auf einen Artikel von Tim Berners-Lee aus
dem Jahr 2000 zurück (Berners-Lee, 2000). Zu dieser Zeit hatte das Internet
begonnen sich zu etablieren und unter anderem der Wunsch nach automati-
scher Durchsuchbarkeit des Netzes nach mehr als nur Schlagworten führte zu
Bestrebungen, die verfügbaren Informationen sowie deren Bedeutung, deren
Semantik, maschinenlesbar zu machen (Fensel u. a., 2003). Die einzelnen Ebe-
nen der Informationsverarbeitung, denen sich das Semantic Web widmet, sind
in Abbildung 1.1 dargestellt.
Beginnend mit der untersten entstanden für die dargestellten Ebenen elabo-
rierte Beschreibungssprachen und Verfahren zu Verarbeitung der hinterlegten
Informationen. Mit der Annotation von Information mit Metadaten und deren
Beschreibung mittels Ontologien, ermöglicht es das Semantic Web, umfassen-
de Schlussfolgerungen aus bestehendem Wissen zu ziehen und beispielsweise
mit KI-Methoden daraus neues Wissen zu generieren.
Bestimmte Funktionalitäten lassen sich erst durch die Kombination von ver-
schiedenen anderen Diensten erreichen. Um diese Dienste zu identifizieren
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und sinnvoll miteinander zu kombinieren, können automatische Kompositi-
onsmethoden eingesetzt werden. Entsprechende Forschungsarbeit zur auto-
matischen Komposition von Diensten ist häufig im Gebiet des Semantic Web
angesiedelt. Die Automatische Dienstekomposition kann der „Logic“-Schicht
in Abbildung 1.1 zugeordnet werden. Es ist zu erkennen, dass sie über der
„Ontology“-Schicht steht und daher auf Ontologien angewiesen ist.
Die Verwendung der Sprachen und Methoden des Semantic Web in intelligen-
ten Umgebungen ermöglicht es, die von der Vision der Ambient Intelligence
geforderte Intelligenz in die Geräte zu bringen. In einer intelligenten Umge-
bung in der Geräte und Dienste versteckt sind (d.h. sowohl durchdringend als
auch allgegenwärtig), weiß der Nutzer unter Umständen gar nicht, dass be-
stimmte Dienste verfügbar sind. Die automatische Dienstekomposition kann
diese Dienste für ihn nutzbar machen, ohne dass er es bemerkt.
These 1 Intelligente Umgebungen besitzen einen räumlichen Bezug und er-
fordern Unaufdringlichkeit gegenüber dem Nutzer, was sie von anderen An-
wendungsgebieten von Dienstekomposition, wie dem Semantic Web, unter-
scheidet.
1.4 MuSAMA
Das Graduiertenkolleg (GRK) Multimodale Smarte Appliance Ensembles für
mobile Applikationen (MuSAMA) ist ein an der Universität Rostock ange-
siedeltes, von der DFG gefördertes Graduiertenkolleg. MuSAMA befasst sich
mit Methoden und Werkzeugen zur Realisierung intelligenter Umgebungen.
Als spezieller Anwendungsfall wird ein intelligenter Besprechungs- oder Kon-
ferenzraum betrachtet. Das GRK ist dazu in die vier in Abbildung 1.2 darge-
stellten Forschungsschwerpunkte unterteilt.
Die vorliegende Arbeit untersucht die im Forschungsschwerpunkt 3 angesiedel-
te Strategiesynthese in intelligenten Umgebungen. Ziel der Strategiesynthese
ist es, Nutzerassistenz durch Gerätekooperation zu erreichen. Die einzelnen
Stufen der Nutzerassistenz sind in Abbildung 1.3 dargestellt.
In einer intelligenten Umgebung sind viele Geräte vorhanden, die verschiede-
ne Dienste anbieten. Viele dieser Dienste sind dem Nutzer unter Umständen
nicht bewusst, da sie allgegenwärtig und durchdringend also für den Nutzer
transparent zur Verfügung stehen. Dennoch muss der Nutzer diese Dienste in
Anspruch nehmen um seine Ziele zu erreichen. Ausgehend von den Zielen des
Nutzers ist eine Intentionsanalyse in der Lage, daraus Zielbeschreibungen zu



















Abbildung 1.3: Nutzerassistenz in einer intelligenten Umgebung
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inferieren. Anhand dieser Ziele und Informationen über die Struktur der Um-
gebung kann die Dienstekomposition eine Reihe von Diensten identifizieren,
die zur Erfüllung des gesuchten Ziels benötigt werden. Diese Aktionen wer-
den schließlich in der Umgebung ausgeführt und realisieren so die gewünschte
Nutzerassistenz. Auf diese Art und Weise hat der Nutzer Dienste für seine
Zwecke verwendet, von deren Existenz er nichts weiß und genau das ist ein
Teilaspekt der Vision von intelligenten Umgebungen.
Es wird davon ausgegangen, dass die Geräte der intelligenten Umgebung ihre
Funktionalität als Dienste anbieten, so dass die Strategiesynthese durch eine
automatisierte Komposition von Diensten realisiert werden kann. Dabei gibt
es verschiedene Möglichkeiten diese Komposition zu erreichen. Im Rahmen
dieser Arbeit wird sich auf KI-Planung als Werkzeug zur Dienstekomposition
konzentriert. Eine umfassende Erläuterung der Möglichkeiten von KI-Planung
und eine Betrachtung anderer Methoden zur Komposition wird in den Kapi-
teln 2 und 3 gegeben.
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1.5 Problembeschreibung
Im Rahmen dieser Arbeit sollen die Möglichkeiten der automatischen Kom-
position von Diensten in intelligenten Umgebungen untersucht werden.
Wesentliche Anforderungen an die Komposition von Diensten in intelligenten
Umgebungen sind
• Unaufdringlichkeit
• Fähigkeit zur Berücksichtigung von Ad-hoc-Umgebungen
• Ressourcenschonung
Um der Anforderung an Unaufdringlichkeit zu genügen, muss die Komposition
schnell und automatisch, also möglichst ohne Interaktion seitens des Nutzers,
erfolgen.
Daneben muss die generelle Tauglichkeit von KI-Planung als Kompositionsme-
thode in intelligenten Umgebungen untersucht werden. Dazu sollen folgende
Punkte betrachtet werden:
• Algorithmen
• Mögliche Sprachen zur Beschreibung
• Modellierung in diesen Sprachen
• Effizienz der Algorithmen
Es ist zu klären, welche Algorithmen zur Verwendung in Frage kommen, wel-
che Sprachen zur Problembeschreibung verwendet werden können und welche
Implikationen die Wahl des Algorithmus und der Beschreibungssprache auf
die Modellierung der Kompositionsprobleme hat. Welche Facetten der Reali-
tät sind abbildbar und welche sind es nicht?
Planung stammt aus dem Bereich der KI und verwendet daher teilweise unter-
schiedliche Werkzeuge und Sprachen als sie in intelligenten Umgebungen oder
im Semantic Web verwendet werden. Im Rahmen der Arbeit ist zu klären,
inwieweit Methoden der verschieden Gebiete genutzt werden können.
Letztlich sollen die gewonnenen Erkenntnisse in einer Architektur zusammen-
gefasst werden und die Anwendbarkeit einer solchen Architektur durch eine
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2.1 Komponierte Dienste
In einer intelligenten Umgebung stehen verschiedene Geräte mit unterschied-
lichen Fähigkeiten zur Verfügung. Diese Fähigkeiten werden über ein verbin-
dendes Netzwerk als Dienste angeboten. Nicht alle Wünsche des Nutzers lassen
sich von einem Gerät oder einem Dienst allein erfüllen. Oft ist das Zusam-
menspiel mehrerer Geräte und Dienste erforderlich. Dieses Zusammenspiel
kann durch eine Komposition vorhandener Dienste erreicht werden. Dabei
wird durch eine Verknüpfung von Diensten ein komponierter und höherwerti-
ger Dienst zur Verfügung gestellt.
Komposition von Diensten basiert auf den Prinzipien der Service Oriented
Architecture (SOA) (Dustdar und Schreiner, 2005). Diese sollen zunächst
kurz erläutert werden. Im Anschluss wird ein allgemeines Kompositionsmo-
dell eingeführt, an dem sich im weiteren Verlauf der Arbeit orientiert wird.
In der Literatur finden sich verschiedene Methoden zur Dienstekomposition.
Sie werden im Abschnitt 2.4 vorgestellt und auf ihre Eignung für den Einsatz
in intelligenten Umgebungen anhand des vorgestellten Kompositionsmodells
untersucht.
2.2 Serviceorientierte Architekturen
Eine Softwareapplikation besteht grundlegend aus Daten und einer Programm-
logik, die diese Daten verarbeitet. Im einfachsten Fall befinden sich beide Tei-
le auf dem selben Rechner. In verteilten Systemen (Tanenbaum, 2003) ist es
möglich, die Daten und die Programmlogik einer Applikation voneinander zu
trennen. Im nächsten Entwicklungsschritt wurde auch die Programmlogik mit
Hilfe netzwerkbasierter Komponenten wie Remote Procedure Call (RPC) auf
verschiedene Rechner verteilt. Mit der Einführung von einheitlichen Schnitt-
stellenbeschreibungen von Diensten wird es darüber hinaus möglich, die ver-
teilten Komponenten lose gekoppelt nutzbar zu machen. Durch diese lose ge-
koppelte Verteilung können Netzwerkeffekte und damit ökonomischer Mehr-
wert entstehen (Liebowitz und Margolis, 1994). Netzwerkeffekte bilden eine
Hauptmotivation für die Etablierung Serviceorientierter Architekturen in der
Industrie.
Wesentliche Ziele von SOAs sind Transparenz, Wiederverwendbarkeit und
Komponierbarkeit von Prozessen. Hierzu werden die Prozesse in Dienste ge-
kapselt und von ihrem Anbieter (provider) in einer Registrierung (registry)
publiziert (published). Dazu müssen die Schnittstellen der Dienste in einer
standardisierten Sprache beschrieben sein. Ein Konsument (consumer) kann
einen benötigten Dienst dann über die Registrierung suchen (find). Mit den
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Abbildung 2.1: Komponenten einer Serviceorientierten Architektur und ihr
Zusammenspiel
Informationen der Registrierung ist es dem Konsumenten möglich, den Dienst
in eigenen Applikationen einzubinden (bind) und schließlich zu verwenden
(Erl, 2006). In Abbildung 2.1 ist dieses Zusammenspiel dargestellt.
Wenn ein angeforderter Dienst nicht in der Registrierung vorhanden ist, kann
versucht werden, die geforderte Funktionalität aus anderen Diensten unter
Zuhilfenahme einer Dienstekomposition bereitzustellen. Direkt implementier-
te Dienste werden atomar genannt. Resultate einer Komposition heißen kom-
ponierte Dienste (Alonso u. a., 2003). Der Zugriff auf atomare als auch kom-
ponierte Dienste ist für einen Dienstkonsumenten in einer SOA transparent.
Auch wenn SOA ein Konzept ist und keine Angaben über die Art der ver-
wendeten Dienste macht, werden häufig Webservices1 verwendet, um SOAs
zu realisieren. Webservices stellen über das Internet verfügbare Applikatio-
nen dar. Sie sind nachrichtenbasiert. Die ausgetauschten Nachrichten werden
überwiegend mit Hilfe von SOAP beschrieben.2
Neben SOAP existieren noch weitere Möglichkeiten, um Webservices anzu-
sprechen, wie die sogenannten Representational State Transfer (REST)-basierten
Webservices. Dabei werden HTTP-GET-Methoden verwendet, um Anfragen
an einen Dienst zu übertragen. Auf eine Verwendung von SOAP-Envelopes
wird verzichtet. Der große Vorteil dabei ist der geringe Datenüberschuss im
Verhältnis zu den Nutzdaten (overhead). Allerdings ist die Länge einer GET-
Anfrage beschränkt und abhängig von der Implementierung des jeweiligen
Webservers. Eine standardisierte Mindestlänge, die von jedem Webserver un-
1In dieser Arbeit wird die zusammengesetzte eingedeutschte Schreibweise „Webservice“ ver-
wendet. In der Literatur finden sich auch weitere Schreibweisen, wie zum Beispiel „Web
Service“ oder „Web-Service“.
2Während das Akronym SOAP in Box u. a. (2000) noch als Simple Object Access Proto-
col bezeichnet wurde, wird in den Entwürfen zur Version 1.2 (vgl. (W3C, 2007a)) keine
Ausschreibung des Akronyms mehr verwendet.
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terstützt wird, gibt es nicht (Fielding u. a., 1999). Daher ist es mit dieser
Methode u.U. problematisch, sehr lange Anfragen an Dienste zu formulieren.
2.3 Allgemeines Kompositionsmodell
Es gibt eine große Zahl an Übersichtspapieren, die sich mit teilweise verschie-
denen Schwerpunkten der Dienstekomposition befassen (Milanovic und Malek,
2004; Rao und Su, 2004; Dustdar und Schreiner, 2005; Hull und Su, 2005; Kü-
ster u. a., 2005; Fluegge u. a., 2006; ter Beek u. a., 2006; Alamri u. a., 2006;
Bronsted u. a., 2007; Agarwal u. a., 2008). Dabei werden unterschiedliche Ter-
mini verwendet. Es ist nötig, die im weiteren Verlauf der Arbeit verwendeten
Begriffe für einen einheitlichen Gebrauch in Bezug auf die Komposition von
Diensten zu definieren.
Definition 1 (Prozessmodell) Ein Prozessmodell ist die formale Beschrei-
bung, wie und wann Dienste einer Komposition ausgeführt werden. Es kann
als gerichteter, in der Regel azyklischer Graph, bestehend aus miteinander
verknüpften Dienstbeschreibungen, angesehen werden. Knoten dieses Graphes
stellen Aufrufe des jeweiligen Dienstes dar. Die Kanten repräsentieren deren
zeitliche Abfolge.
Definition 2 (Aktionssequenz) Eine Aktionssequenz ist eine Instanz eines
Prozessmodells. Dabei sind den einzelnen Dienstebeschreibungen reale Diens-
te zugeordnet. Eine Aktionssequenz ist mit Hilfe einer entsprechenden Steuer-
ungskomponente direkt ausführbar.
Mit den Definitionen des Prozessmodells und der Aktionssequenz wird eine
klare Trennlinie zwischen Strategiesynthese und Aktionsausführung gezogen
(vgl. Abbildung 1.3). In der Literatur wird im Zusammenhang mit Komposi-
tionen häufig die Bezeichnung Plan verwendet (Ponnekanti und Fox, 2002).
Allerdings ist diese Bezeichnung hinsichtlich der hier gemachten Unterschei-
dung zwischen Prozessmodell und Aktionssequenz nicht vorteilhaft. Ein Plan
im Sinne der KI-Planung (siehe Sektion 3.1) ist lediglich eine Möglichkeit der
Darstellung des Prozessmodells.
Im weiteren Verlauf dieses Abschnittes wird ausgehend von Beschreibungen
in der Literatur ein allgemeines Kompositionsmodell entworfen, das alle we-
sentlichen Facetten von Dienstekompositionen in intelligenten Umgebungen
abdeckt. Das Kompositionsmodell umfasst zunächst die verschiedenen Kom-
positionsphasen. Weiterhin sind der Zeitpunkt der Kompositionsphasen und
die Frage, ob Nutzerinteraktion stattfindet, von Interesse. Schließlich ist die
Formalisierung der verwendeten Dienste, des Prozessmodells und der Aktions-
sequenz ein wesentliches Merkmal des Kompositionsmodells.
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2.3.1 Kompositionsphasen
In Fluegge u. a. (2006) werden vier Phasen der Komposition unterschieden:
1. Generierung eines Prozessmodells, 2. Auffinden der vorhandenen Dienste,
3. Publizieren des komponierten Dienstes und 4. Management des Datenflus-
ses während der Ausführung der Komposition. In der ersten Phase wird das
Prozessmodell erstellt (composition). Dabei kann ausgehend von vorhandenen
Dienstbeschreibungen und einer Zielvorgabe eine automatische Kompositions-
methode das Modell erstellen. Auch eine manuelle Erstellung ohne weiteres
Vorwissen ist denkbar. Das Prozessmodell kann abhängig von der Kompo-
sitionsmethode sehr unterschiedlich strukturiert sein. In jedem Fall wird es
eine zeitliche Abfolge von Dienstaufrufen enthalten. Die Generierung des Pro-
zessmodells steht im Rahmen dieser Arbeit im Mittelpunkt der Betrachtun-
gen. In der zweiten Phase, dem Auffinden der vorhandenen Dienste (discove-
ry), werden ausgehend von den im Prozessmodell enthaltenen Dienstbeschrei-
bungen, reale Dienste gesucht, auf die diese Beschreibungen zutreffen. Wie die
Mehrzahl der Veröffentlichungen zum Thema Dienstekomposition, wird auch
bei Fluegge u. a. (2006) die Komposition von Webservices betrachtet. Dabei ist
die angenommene Gesamtzahl der verfügbaren Dienste sehr viel größer als im
Bereich der intelligenten Umgebungen. Ausgehend von einer Umfrage (Stand
2007) (Marquardt u. a., 2008) ist für die Anzahl der beteiligten Dienste im
Bereich der intelligenten Umgebungen mit einer Größenordnung im zweistelli-
gen Bereich zu rechnen (siehe Abschnitt 5.1.1). Obwohl davon auszugehen ist,
dass diese Anzahl steigt (Papazoglou u. a., 2006), wird die Gesamtzahl der
verfügbaren Dienste in einer intelligenten Umgebung auch zukünftig erheb-
lich kleiner sein, als die angenommenen Dienstemengen für die Komposition
von Webservices im Internet. Aus diesem Grund ist es für die Komposition
in intelligenten Umgebungen möglich und sinnvoll, den discovery-Schritt vor
der Generierung des Prozessmodells auszuführen, um das Prozessmodell nur
auf Grundlage der verfügbaren Dienste zu entwerfen. Um den komponierten
Dienst ausführen zu können, muss er verfügbar gemacht werden (deployment).
Dazu müssen die real vorhandenen Dienste in das Prozessmodell eingebunden
werden und der Dienst braucht eine physikalische Repräsentation (beispiels-
weise über einen Unified Ressource Identifier (URI)). Dies geschieht in der
Regel innerhalb eines sogenannten Servicecontainers. Soll der Dienst ausge-
führt werden, wird die Adresse des Servicecontainers, ergänzt um den Namen
des Dienstes, als Endpunkt verwendet. Auch der letzte Punkt des allgemeinen
Kompositionsmodells von Fluegge u. a. (2006), Management des Datenflusses
(management), ist der Anwendungsdomäne der Webservices geschuldet. Die
Dauer eines Businessprozesses innerhalb einer Komposition kann sich mit-
unter auf mehrere Tage erstrecken. Des Weiteren nimmt auch der vorange-
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gangene Kompositionsprozess (2.) Zeit in Anspruch. In dieser Zeit kann sich
die während des discovery-Schrittes (1.) ermittelte Verfügbarkeit der an der
Komposition beteiligten Dienste ändern. Um darauf reagieren zu können, muss
während der Ausführung der Komposition eine Managementkomponente den
aktuellen Zustand der beteiligten Dienste überwachen und eingreifen, falls es
zu Inkonsistenzen oder Konflikten während der Ausführung kommt.
Srivastava und Koehler (2004) unterteilen eine Komposition in drei Phasen.
1. Workflow Komposition, 2. Workflow Instanziierung und 3. Ausführung des
komponierten Dienstes. Das Ergebnis der ersten Phase nennen sie „abstract
workflow“, was mit dem hier beschriebenen Prozessmodell gleichzusetzen ist.
In der zweiten Phase wird daraus ein „executable workflow“, in dieser Arbeit
Aktionssequenz genannt, generiert.
Das in Rao und Su (2004) beschriebene Kompositionsmodell besteht aus fünf
Schritten; 1. Dienstrepräsentation, 2. Übersetzung, 3. Prozessgenerierung, 4.
Evaluierung und 5. Ausführung. Die ersten beiden Schritte sind eine diffe-
renziertere Beschreibung des ersten Schrittes von Fluegge u. a. (2006). Die
aufgeführte Evaluierung (4.) ist bei Fluegge u. a. (2006) nicht genannt und
erlaubt eine Auswahl des gefundenen Prozessmodells nach nicht-funktionalen
Gesichtspunkten, wie Kosten, Dauer, Qualität (Quality of Service (QoS)).
Wenngleich der Schritt (management) von Fluegge u. a. (2006) die Ausfüh-
rung des komponierten Dienstes impliziert, ist die Bezeichnung „Ausführung“
(execution) von Rao und Su (2004) passender.
Hull und Su (2005) unterscheiden während einer Komposition lediglich die
zwei Phasen: Synthese und Ausführung. Bei der Synthese wird das Prozessmo-
dell, bestehend aus formalen Dienstbeschreibungen, erstellt. Durch ein Ab-
gleichen (matching) der Dienstbeschreibungen mit den realen verfügbaren
Diensten, wird das Prozessmodell ausführbar gemacht.
Es ist zu sehen, dass die Unterscheidung in Generierung des Prozessmodells
und dessen anschließende Instanziierung von allen Autoren in irgendeiner
Form berücksichtigt wird. Diese beiden Punkte bilden daher den Kern einer
Komposition.
Als Grundlage für die vorliegende Arbeit soll eine leicht abgewandelte Form
der Beschreibung von Fluegge u. a. (2006) verwendet werden, da auch die dort
beschriebenen Punkte discovery und execution im weiteren Verlauf der Arbeit
angesprochen werden.
1. Auffinden der vorhandenen Dienste (discovery)
2. Generierung eines Prozessmodells (composition)
3. Instanziierung des Prozessmodells (deployment)
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4. Ausführung des komponierten Dienstes (execution)
In der ersten Phase wird festgestellt, welche Dienste in der Umgebung vor-
handen sind. In dieser Phase wird zudem die Intention des Nutzers und der
gegenwärtige Zustand der Umgebung ermittelt. Während der zweiten Phase
wird das Prozessmodell erstellt. In der anschließenden deployment-Phase wird
das Prozessmodell mit Hilfe der im ersten Schritt gefundenen Dienste instanzi-
iert. Die so erzeugte Aktionssequenz kann dann im letzten Schritt ausgeführt
werden.
Hull und Su (2005) bezeichnen „the automated discovery, composition, enact-
ment and monitoring“ als vordergründiges und langfristiges Ziel der Forschung
auf dem Gebiet der Dienstekomposition und beschreiben damit vergleichbare
Kompositionsphasen.
Im Rahmen dieser Arbeit wird sich vor allem auf die Generierung des Pro-
zessmodells und weniger auf die Ausführung der Aktionssequenz konzentriert.
2.3.2 Tempus und Modus
In der Literatur werden verschiedene Merkmale zur zeitlichen Klassifikation
von Kompositionsmethoden verwendet. Fluegge u. a. (2006) gehen dabei auf
den gesamten Kompositionsprozess ein. Sie schlagen eine zweidimensionale
Klassifikation von Kompositionsmethoden vor und orientieren sich am Zeit-
punkt der Instanziierung sowie an der Art der Erzeugung des Prozessmodells.
Kompositionsverfahren, deren Prozessmodell automatisch erstellt und spät in-
stanziiert wird, werden dynamisch genannt. Verfahren mit manuell erstellten
und früh instanziierten Prozessmodellen werden als statisch bezeichnet. Alle
Mischformen dazwischen bezeichnen Fluegge u. a. (2006) als semi-dynamische
Komposition. Diese Einteilung ist zu einseitig, da Verfahren, bei denen das
Prozessmodell noch zur Laufzeit manuell manipuliert werden kann (Casati
und Shan, 2001), nach dieser Klassifikation unter die statischen Kompositi-
onsverfahren fallen, obwohl sie ein hohes Maß an Dynamik besitzen.
Eine weitere Klassifikation für Kompositionsmethoden wird von ter Beek u. a.
(2006) beschrieben. Auch sie unterscheiden zunächst zwischen statischen und
dynamischen Kompositionsmodellen, wobei sich die Bedeutung von statisch
und dynamisch zu der von Fluegge u. a. (2006) unterscheidet. Statische Kom-
position wird in Orchestrierung und Choreographie unterschieden. Dabei wird
bei der Orchestrierung eine zentrale Koordinationskomponente eingeführt, die
den Informationsaustausch zwischen den Diensten organisiert und überwacht.
Eine Choreographie verzichtet auf eine zentrale Komponente und definiert
Regeln für den dezentralen Datenaustausch zwischen den Diensten. Ter Beek
u. a. (2006) gehen sowohl für Orchestrierung als auch für die Choreographie
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davon aus, dass das Prozessmodell zur Laufzeit bekannt sein muss. Es ist fest-
zuhalten, dass diese strikte Einordnung der Orchestrierung und der Choreo-
graphie zu den statischen Kompositionsmethoden bei ter Beek u. a. (2006) auf
architektonischen Merkmalen beruht. Ob eine Kompositionsmethode statisch
oder dynamisch ist, hängt jedoch wesentlich vom Zeitpunkt der Generierung
sowie vom Zeitpunkt der Instanziierung des Prozessmodells ab, nicht aber un-
mittelbar von der verwendeten Architektur. Eine genauere Betrachtung der
architektonischen Anforderungen von Komposition wird in Abschnitt 6.1 ge-
geben eine zusätzliche Beschreibung von Choreographie und Orchestrierung
befindet sich in Abschnitt 6.2.
Auch Klusch (2008) unterscheidet statische und dynamische Kompositionsme-
thoden. Methoden, die Generierung und Ausführung der Komposition strikt
voneinander trennen, werden hier statisch genannt. Kompositionsmethoden,
bei denen die Phasen der Plangenerierung und -ausführung der Komposition
verschränkt sind, nennt Klusch (2008) dynamisch. Wesentliches Argument für
eine solche Verschränkung ist die damit gewonnene Flexibilität, auf Änderun-
gen in der Dienstelandschaft bzw. auf nicht deterministische Rückgaben von
Diensteaufrufen eingehen zu können.
Im folgenden werden zwei Dimensionen (Tempus und Modus) zur Einordnung
von Kompositionsmethoden definiert.
Tempus Aufgrund der Unterscheidungen zwischen Prozessmodell und Ak-
tionssequenz werden im Rahmen dieser Arbeit die Zeitpunkte deren Erstellung
betrachtet. Mögliche Zeitpunkte beginnen mit dem Entwurf des Systems und
reichen bis zum Zeitpunkt der Ausführung des Systems. Je nach Zeitpunkt
wird zwischen dynamischer und statischer Komposition unterschieden. Ei-
ne Komposition ist um so dynamischer, je näher zur Ausführung das Pro-
zessmodell bzw. die Aktionssequenz erstellt wird. Diese Definition unterschei-
det sich zu der von Fluegge u. a. (2006), da dort bei der Einordnung in stati-
sche und dynamische Verfahren nicht zwischen der Erstellung von Prozessmo-
dell und Aktionssequenz unterschieden wird. Dynamik entscheidet maßgeb-
lich über die möglichen Einsatzgebiete der Kompositionsmethode. Intelligente
Umgebungen mit Gerätekonstellationen, die nicht vorhersehbar sind und stark
fluktuieren können, verlangen eine dynamische Synthese des Prozessmodells
sowie eine dynamische Instanziierung des Prozessmodells. Dabei bindet eine
dynamische Instanziierung Dienste erst direkt vor ihrer Ausführung in das
Prozessmodell ein. Je mehr Zeit zwischen dem Finden eines Dienstes und des-
sen wirklicher Verwendung vergeht, desto größer ist die Gefahr, dass sich die
Verfügbarkeit des Dienstes ändert. Da sich die Verfügbarkeit von Diensten in-
nerhalb einer Umgebung jederzeit ändern kann, ist eine späte also dynamische
Instanziierung für Kompositionen in intelligenten Umgebungen vorteilhaft.
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Modus Der temporalen kann zusätzlich noch eine modale Klassifikation
hinzugefügt werden. Modal meint hier die Art und Weise, wie Entscheidun-
gen während der Generierung des Prozessmodells bzw. dessen Instanziierung
getroffen werden. Mögliche Modi sind automatisch oder manuell. Ist eine
Interaktion seitens des Nutzers notwendig, heißt eine Kompositionsmethode
manuell, kommt sie ohne direkte Hilfe eines Nutzers aus, heißt sie automatisch.
Neben den beiden Extremen gibt es Mischformen (semi-automatisch), bei de-
nen dem Nutzer beispielsweise Vorschläge gemacht werden oder der Nutzer
nur bei unsicheren Entscheidungen eingreifen muss.
Es ist zu beachten, dass eine manuelle Erzeugung des Prozessmodells nicht
zwangsläufig statisch sein muss. Kann das Prozessmodell beispielsweise ma-
nuell noch zur Laufzeit des Systems verändert werden, handelt es sich um
eine dynamische Komposition, obwohl die Änderungen durch einen Benutzer
vorgenommen werden. Genauso ist es denkbar, dass zur Laufzeit bereits meh-
rere Prozessmodelle instanziiert sind und während der Laufzeit dynamisch
eine dieser Instanzen zur Ausführung ausgewählt wird. Die Komposition wäre
damit statisch (in beiderlei Hinsicht), eine automatische Auswahl der Aktions-
sequenz wäre dennoch möglich.
Um die gewünschte Unaufdringlichkeit in einer intelligenten Umgebung zu er-
reichen, sollte der Modus einer Komposition möglichst automatisch sein. An-
derenfalls wäre der Nutzer gezwungen, in irgendeiner Art und Weise bewusst
in den Kompositionsprozess einzugreifen.
2.3.3 Formalisierung
Neben den Phasen sowie Tempus und Modus einer Komposition muss weiter-
hin die verwendete Formalisierung der Daten innerhalb der einzelnen Kom-
positionsschritte betrachtet werden. In Alonso u. a. (2003) wird Komposition
stärker über die verwendeten Formalisierungen beschrieben. Es werden die
nachstehend aufgelisteten Aspekte genannt, zu denen jeweils eine Sprache
erwähnt wird, die die entsprechende Funktionalität anbietet. Eine genauere
Betrachtung der Sprachen, die für diese Arbeit von Interesse sind, folgt im
Kapitel 3.3.
1. Das Komponentenmodell, welches die Art der zu komponierenden Ele-
mente beschreibt (z.B. Web Service Description Language (WSDL)).
2. Das Orchestrierungsmodell, welches die Sprache definiert, mit der das
Prozessmodell beschrieben wird (z.B. Business Process Execution Lan-
guage for Web Services (BPEL4WS)).
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3. Das Daten- und Datenzugriffsmodell, in dem die verwendeten Datenty-
pen definiert werden (z.B. Extended Markup Language (XML)-Schema).
4. Das Dienstauswahlmodell, in dem discovery, binding und matching der
Komponenten beschrieben werden (z.B. Universal Description, Discove-
ry and Integration (UDDI), Electronic Business using XML (ebXML)
Registry).
5. Das Transaktionsmodell, welches für die Beschreibung des Datenflusses
zur Ausführung der Komposition verwendet wird (z.B. WS-Transaction).
6. Die Fehlerbehandlung, die regelt, wie auf mögliche Fehler bei der Dienst-
ausführung reagiert werden kann.
Auch hier lassen sich die vier für eine Komposition als wesentlich heraus-
gearbeiteten Phasen discovery, composition, deployment und execution wie-
derfinden. Die nötigen Formalisierungen für die 2. Phase, der Generierung
des Prozessmodells, werden durch das Komponentenmodell und das Orche-
strierungsmodell definiert und sind für diese Arbeit von Interesse. Der vierte
Punkt, Dienstauswahlmodell, ist für die erste Kompositionsphase (discovery)
wesentlich. Auch wenn es Überschneidungen gibt, konzentrieren sich die übri-
gen Punkte überwiegend auf Probleme während der Ausführung von Kompo-
sitionen (execution) und werden nicht näher erläutert, der interessierte Leser
wird auf Alonso u. a. (2003, S.256ff) verwiesen.
In der Literatur finden sich weitere Einordnungen von Kompositionsmethoden.
Milanovic und Malek (2004) nennen vier Anforderungen an Kompositionsme-
thoden. Die Erreichbarkeit von Diensten (Konnektivität), die Beschreibung
nichtfunktionaler Qualitätsmerkmale, die Korrektheit der Komposition und
die Skalierbarkeit. Im Rahmen dieser Arbeit wird die Erreichbarkeit der Diens-
te vorausgesetzt. Nichtfunktionale Qualitätsmerkmale (QoS) von Diensten
werden im Rahmen dieser Arbeit nicht vorrangig betrachtet. Werden Algo-
rithmen zur Komposition verwendet, die nachweislich korrekt arbeiten, kann
davon ausgegangen werden, dass auch die resultierenden Prozessmodelle kor-
rekt sind. Eine Betrachtung hinsichtlich der Korrektheit der Komposition ist
zwar immer noch von der Korrektheit der verwendeten Beschreibungssprachen
und der Korrektheit und Vollständigkeit der Beschreibung abhängig. So fin-
den sich in der Literatur sogar Aussagen, die aufgrund der großen Komplexität
eine vollständige Korrektheit von Kompositionen als generell nicht erreichbar
erachten und lediglich Annäherungen für realistisch halten (Klusch, 2008).
Dennoch wird im Rahmen dieser Arbeit von einer eindeutigen und korrekten
Kompositionsmethode ausgegangen.
Die letzte von Milanovic und Malek (2004) genannte Anforderung, die Ska-
lierbarkeit der verwendeten Methoden, wird im Kapitel 5 näher betrachtet. In
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ihrer Veröffentlichung beschränken sich die Autoren weiterhin auf Kompositi-
onsmethoden, bei denen das Prozessmodell zur Laufzeit bereits vorhanden ist
und erwähnen die Möglichkeit der automatischen Komposition lediglich für
Modelchecking- und Finite-State-Machine-basierte Ansätze.
Agarwal u. a. (2008) orientieren sich bei ihrer Einordnung stark an der ver-
wendeten Architektur. Sie unterscheiden zwischen überlappenden, monolithi-
schen, abgestuften und template-basierten Kompositionen. Im Abschnitt 6.1,
der die in dieser Arbeit vorgestellte Architektur beschreibt, wird näher auf die
Einordnung von Agarwal u. a. (2008) eingegangen.
2.3.3.1 Komponentenmodell
Das Komponentenmodell beschreibt die Art und Weise, wie die Elemente,
die zu komponieren sind, formalisiert werden. Komponenten sind in diesem
Fall die Dienste der intelligenten Umgebung. Es gibt verschiedene Möglichkei-
ten, Dienste zu beschreiben. Hull und Su (2005) unterscheiden die drei Arten
nachrichten-, aktivitäts- oder ereignisbasierte Beschreibung. Klein u. a. (2005)
unterscheiden nachrichten- und zustandsbasierte Dienstbeschreibungen. Da
der überwiegende Anteil der Veröffentlichungen, die sich mit der Komposition
von Diensten beschäftigt aus dem Umfeld der nachrichtenbasierten Webser-
vices stammt, ist es sinnvoll, sich zunächst mit dieser Art der Beschreibungen
zu beschäftigen.
Der de-facto Standard zur Beschreibung eines Webservices ist WSDL (W3C,
2007b). WSDL ist nachrichtenbasiert und beschreibt die Schnittstelle des
Dienstes und damit die Syntax der Nachrichten, die der Dienst austauscht.
Die Implementierung des Dienstes bleibt so für den Konsumenten, dem ledig-
lich die Schnittstellenbeschreibung bekannt ist, transparent (siehe Abschnitt
2.2). Eine rein syntaktische Dienstbeschreibung ist für eine Komposition je-
doch nicht ausreichend, da diese darüber hinaus auf Semantik angewiesen ist
(Sirin u. a., 2003; Benatallah u. a., 2003; Srivastava und Koehler, 2003; ter
Beek u. a., 2006). Eine semantische Erweiterung von WSDL um Verknüpfun-
gen zu Ontologien leistet z.B. Semantic Annotations for WSDL (SAWSDL)
(Kopecký u. a., 2007). Dabei werden die Namen von Ports und die verwen-
deten Datentypen mit Ontologien verknüpft. Diese einfache semantische An-
reicherung ist jedoch noch nicht ausreichend. Um umfassende automatische
Komposition zu ermöglichen, ist es nötig, neben den Schnittstellen auch das
Verhalten und die Funktionsweise des Dienstes zu formalisieren. Dafür wur-
den im Bereich der Webservices umfangreichere Beschreibungssprachen, wie
OWL for Web Services (OWL-S) (Martin u. a., 2004), Web Service Model-
ling Ontology (WSMO) (Lausen u. a., 2005) oder DIANE Service Description
(DSD) (Klein, 2004) entwickelt. Sie bieten neben der semantischen Beschrei-
22 Kapitel 2. Dienstekomposition
bung der Schnittstellen die Möglichkeit, Prozessmodelle, Vorbedingungen und
Effekte von Diensten zu hinterlegen, so kann beschrieben werden, welche Funk-
tionalität der Dienst hat, wie diese Funktionalität erreicht wird und welche
Auswirkungen das auf seine Umgebung hat. Im Abschnitt 3.3 wird detail-
lierter auf die Merkmale der verschiedenen Sprachen zur Dienstbeschreibung
eingegangen.
Neben der Formalisierung von Diensten in dedizierten Beschreibungssprachen
werden auch andere Ansätze verwendet, die meist aus pragmatischen Gründen
gewählt werden, da die jeweils verwendete Kompositionstechnik inhärent einen
bestimmten Formalismus unterstützt. Für eine reale Anwendung ist es in sol-
chen Fällen nötig, einen Übersetzer zu verwenden, der die Dienstbeschreibun-
gen in die jeweils vom Kompositionsalgorithmus verwendete Repräsentation
umwandelt.
Einer solcher Ansätze ist die Formalisierung auf Grundlage von (Beschreibungs-
)Logiken. Dabei werden die Komponenten mit Hilfe der Elemente der ent-
sprechenden Logik formuliert. Meist wird von einer zustandsbasierten Sicht
auf die Dienste ausgegangen. Eine Komposition wird durch Anwenden von
Schlussregeln aus der entsprechenden Logik erreicht. Um vom resultierenden
Prozessmodell zu einer ausführbaren Verkettung von Diensten zu gelangen,
muss der resultierende Schluss in Dienstaufrufe und Beschreibungen des Da-
tenflusses zwischen den Diensten übersetzt werden (Klein u. a., 2005). Eine
grundlegende Einschränkung von allen logikbasierten Komponentenmodellen
ist die Beschränkung auf Variablen, die im überwiegenden Fall lediglich die
Wahrheitswerte true und false annehmen können. Sobald Zahlen und arith-
metische Operationen benötigt werden, ist eine Formalisierung der Welt durch
Wahrheitswerte unhandlich.
Eine einfache logikbasierte Art der Modellierung ist die Beschreibung von
Diensten mit Hilfe von Hornklauseln (Ponnekanti und Fox, 2002). Die Kom-
position erfolgt durch aussagenlogisches Schließen. Der resultierende Schluss
entspricht der Komposition der Dienste. Wenngleich diese Art der Formali-
sierung sehr elegant ist, ist die Formulierung aller für eine Komposition we-
sentlichen Informationen über einen Dienst als Hornklausel unintuitiv und
unübersichtlich. Es müsste ein Übersetzer zum Einsatz kommen, der in der
Lage ist, Beschreibungen von Diensten in der jeweiligen Beschreibungsspra-
che automatisiert in Hornklauseln zu übersetzen. Dabei müsste berücksichtigt
werden, dass die meisten Beschreibungssprachen eine größere Ausdrucksmäch-
tigkeit als Hornklauseln haben. Ein solcher Übersetzer konnte in der Literatur
nicht gefunden werden.
Neben der Aussagenlogik werden weitere Logiken verwendet. Kompositions-
verfahren, die auf KI-Planung beruhen (Carman u. a., 2003; Peer, 2005), ver-
wenden zumeist Planning Domain Description Language (PDDL) (Ghallab
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u. a., 1998) (siehe Abschnitt 3.1) als Modellierungssprache. Sie lässt mit Er-
weiterungen prädikatenlogische Ausdrücke zu. Eine detaillierte Beschreibung
zur Verwendung von PDDL für die Formalisierung von Diensten wird im Ab-
schnitt 3.1.4 gegeben.
In Hamadi und Benatallah (2003); Zhang u. a. (2004) werden Petri-Netz-
basierte Modelle zur Repräsentation von Webservices vorgestellt. Petri-Netze
sind bipartite Graphen bestehend aus Stellen und Transitionen. Stellen re-
präsentieren Dienste. Transitionen beschreiben die Ein- und Ausgänge eines
Dienstes. Sind alle Plätze eines Dienstes besetzt, wird er ausgeführt (die Tran-
sition feuert) und die Ausgänge des Dienstes werden mit Markern besetzt.
Durch deren wohldefinierte formale Semantik (Reisig und Rozenberg, 1998)
ermöglichen es Petri-Netze, dead-locks zu erkennen oder die Erreichbarkeit
des Zielzustandes automatisch zu verifizieren (Mecella u. a., 2002). Hamadi
und Benatallah (2003) definieren eine Algebra für die häufigsten Kompositi-
onspatterns (z.B. Sequenz, Alternative, Iteration, Parallele Ausführung). Ein
konkreter automatisierter Ansatz zur Komposition von Diensten mit Hilfe
dieser Darstellung wird nicht gegeben. Vielmehr dienen Petri-Netz-basierte
Prozessmodelle zur Verifikation der Funktionalität von Kompositionen, bei-
spielsweise durch das Entdecken von Inkonsistenzen, nicht aber zur automa-
tisierten Erstellung von Prozessmodellen.
In McIlraith (2002); Sheshagiri u. a. (2003); Wu u. a. (2003); Sirin u. a. (2004);
Amigoni u. a. (2005) sind kleine Teile des Orchestrierungsmodells im Kom-
ponentenmodell enthalten. Diese Verfahren stellen eine Synthese zwischen
schnittstellenbasierter Darstellung und der Darstellung als Prozess (Sirin u. a.,
2004) dar. Dabei wird den reinen Dienstbeschreibungen domänenspezifisches
Kontrollwissen beigefügt, das als Teil eines Prozessmodells, in dem der be-
schriebene Dienst vorkommen kann, zu verstehen ist. Zur Formulierung dieser
Prozessmodellteile werden beispielsweise OWL-S Prozessbeschreibungen oder
Hierarchical Task Network (HTN)-Methoden (siehe Abschnitt 3.1.3) verwen-
det.
2.3.3.2 Orchestrierungsmodell
Im Orchestrierungsmodell ist die Formalisierung des Prozessmodells festge-
legt. Prozessmodelle können durch verschiedene Formalismen, wie beispiels-
weise state charts (Wodtke und Weikum, 1997; Thoene u. a., 2003), Petri-
Netze (van der Aalst, 1998; Mecella u. a., 2002), graphische Aktivitätshierar-
chien (Cass u. a., 2000) oder als Plan im Sinne der KI-Planung (Peer, 2005)
dargestellt werden. Jeder dieser Formalismen bringt spezifische Vor- und Nach-
teile mit sich. Die Möglichkeiten der verschiedenen Formalismen zur automa-
tischen Erzeugung des Prozessmodells sind für diese Arbeit interessant und
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sollen für einige Methoden genauer betrachtet werden.
Eine Möglichkeit der Beschreibung des Orchestrierungsmodells bieten Unified
Markup Language (UML) State Charts. Ein Vorteil bei der Verwendung von
UML ist dessen breite Akzeptanz aufgrund der Standardisierung durch die ISO
(aktuelle Version 1.4.2 (ISO, 2005)). Aufgrund des hohen Abstraktionslevels
und der unscharfen Formalisierung (O’Keefe, 2006) ist eine direkte und auto-
matisierte Übersetzung eines UML State Charts oder Aktivitätsdiagramms in
eine Aktionssequenz allerdings nicht ohne Weiteres möglich. UML dient vor-
rangig der visuellen Darstellung und dem manuellen Entwurf von Prozessmo-
dellen. Ähnliches gilt für die Darstellung in Aktivitätshierarchien (Cass u. a.,
2000) mit dem Unterschied, dass es sich dabei im Gegensatz zu UML nicht
um eine standardisierte Darstellung handelt. Sowohl UML State Charts als
auch Aktivitätshierarchien können nicht im benötigten Umfang automatisch
erzeugt, sondern müssen manuell erstellt werden.
Eine weit verbreitete Methode zur Formalisierung des Prozessmodells sind
workflowbasierte Beschreibungssprachen (van der Aalst, 1998) wie BPEL4WS
(Andrews u. a., 2003). Darin ist eine große Anzahl an Mustern (patterns)
(z.B. Sequence, Parallel Split, Synchronization) zur Beschreibung des Daten-
und Kontrollflusses einer Komposition definiert (van der Aalst u. a., 2003).
Durch diese Vielfalt ist es möglich, sehr elaboriertes Verhalten auszudrücken.
Gleichzeitig wird es mit wachsender Komplexität immer schwieriger automa-
tische Verfahren zur Erzeugung von Prozessmodellen zu entwickeln. Wird die
Komplexität vom Orchestrierungsmodell in das Komponentenmodell verla-
gert, wird die automatische Generierung einfacher. Allerdings steigen dann
die Anfordungen an die Modellierung der Komponenten. In der Realität ist
ein Großteil der workflowbasierten Kompositionsbemühungen aus der Lite-
ratur als statisch in Bezug auf die Erstellung des Prozessmodells anzusehen
(Fluegge u. a., 2006).
Kommen Methoden der KI-Planung bei der Komposition zum Einsatz, ent-
spricht das Ergebnis der Komposition (also das Prozessmodell) dem Ergebnis
der verwendeten Planungsmethode. Die einfachste Variante ist hier ein geord-
neter Plan (Total Order Plan (TOP)), der einer strikt sequenziellen Ausfüh-
rung der Dienste entspricht. Eine Erweiterung dazu ist ein partiell geordneter
Plan (Partial Order Plan (POP)). Hier sind auch parallele Ausführungen von
Diensten möglich. Mit konditionalen Plänen (McDermott, 2002; Martínez und
Lespérance, 2004) ist es möglich, Bedingungen für die Ausführung von Aktio-
nen im Plan zu formulieren. Ausgehend von diesen Bedingungen können auch
alternative Pfade im Plan vorhanden sein.
In Srivastava und Koehler (2004) argumentieren die Autoren, dass die Kompo-
sition von Webservices nicht als einmalige Plansynthese mit explizit vorgege-
benen Zielen verstanden werden kann. Sie beschreiben Webservicekomposition
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als kontinuierlichen Prozess der Manipulation komplexer Workflowbeschrei-
bungen, was es erforderlich macht, Probleme der Prozessmodellgenerierung,
der Ausführung, der Optimierung und der Wartung zu lösen, um so die Ziele
der Komposition inkrementell zu verfeinern und sie schließlich lösbar zu ma-
chen. Um diesem Problem zu begegnen, ist eine Trennung von Synthese und
Instanziierung nötig, nur so können die erwähnten Verfeinerungen durch Rei-
nitialisierung oder erneuter Synthese erreicht werden. Verschränkte Verfahren,
die Plansynthese und Ausführung miteinander verbinden, arbeiten intern in
gleicher Weise (Agarwal u. a., 2008).
Eine Kompositionsmethode, die in Ad-hoc-Umgebungen arbeiten soll, wird
in Fällen, bei denen das Prozessmodell a priori nicht bekannt ist, idealer-
weise auch neue Prozessmodelle generieren können. Es kommt daher für die
Dienstekomposition in intelligenten Umgebungen lediglich eine dynamische
Kompositionsmethode in Frage. Da nur auf das in den Komponenten enthal-
tene Wissen zurückgegriffen werden kann, muss sämtliche zur Komposition
benötigte Semantik und Logik im Komponentenmodell hinterlegt sein. Wird
KI-Planung zur dynamischen Generierung des Prozessmodells verwendet, er-
gibt sich daraus, dass als Orchestrierungsmodell Pläne verwendet werden kön-
nen. Im Gegensatz zu Workflowbeschreibungen haben Pläne jedoch eine we-
sentlich schwächere Ausdrucksmächtigkeit. Allerdings lassen sich auch mit der
überschaubaren Semantik von Plänen (Sequenz, Parallelität und ggf. Kondi-
tionen) viele Szenarien aus der Praxis abbilden (Marquardt und Uhrmacher,
2009b) (siehe Kapitel 4). Der entscheidende Vorteil von Plänen ist die Tatsa-
che, dass sie mit KI-Planern automatisch generiert werden können. Workflows
müssen manuell erzeugt werden und sind so für einen unaufdringlichen Einsatz
in intelligenten Umgebungen nicht geeignet. Die Erkenntnis, dass die Verwen-
dung von Workflows zur Dienstekomposition nur dann möglich ist, wenn das
Prozessmodell bekannt ist, mit Planung jedoch neue Prozessmodelle gefunden
werden können, kann mit folgender aphoristischer Sentenz zusammengefasst
werden:
Workflows kennen den Weg und suchen die Mittel.
Planer kennen die Mittel und suchen den Weg.
In einer intelligenten Umgebung ist es im Gegensatz zum Internet sehr viel
einfacher möglich, alle „Mittel“ (Dienste) zu kennen und den unbekannten
„Weg“ (Prozessmodell) zu suchen und so eine sowohl dynamische als auch
automatische Komposition zu ermöglichen.
These 2 KI-Planer unterstützen eine dynamische und automatische Kompo-
sition von Diensten, da sie neue Dienste miteinbeziehen können und so in der
Lage sind, neue Prozessmodelle zu erstellen.
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2.4 Kompositionsmethoden in der Anwendung
Im Folgenden werden verschieden Projekte bzw. Veröffentlichungen, die sich
mit der Komposition von Diensten beschäftigen, untersucht. Es wird beschrie-
ben, wann und auf welche Art und Weise das Prozessmodell generiert und in-
stanziiert wird. Weiterhin wird das jeweils verwendete Komponenten- und Or-
chestrierungsmodell beschrieben. Zunächst wird die Komposition von Webser-
vices betrachtet, da diese im überwiegenden Teil der Veröffentlichung zum
Thema Dienstekompositon im Mittelpunkt steht.
Der für diese Arbeit relevante Unterschied zwischen Umgebungen bestehend
aus Webservices und intelligenten Umgebungen ist die Anzahl der darin ver-
fügbaren Dienste. Aus der räumlichen Abgrenzung intelligenter Umgebungen
gegenüber Webservice-Umgebungen ergibt sich auch eine unterschiedliche An-
zahl zu betrachtender Dienste. Sie ist in Webservice-Umgebungen sehr hoch.
Hier können weder alle verfügbaren Dienste aufgelistet werden3, noch kann der
Zustand der Dienste umfassend überwacht werden. Im Gegensatz dazu ist die
Anzahl der Dienste einer intelligenten Umgebung begrenzt und überschaubar.
Eine Quantifizierung der Größe gegenwärtiger intelligenter Umgebungen wird
in Abschnitt 5.1.1 gegeben. Durch die weitaus kleinere Anzahl an Diensten
ist auch eine umfassende Überwachung ihrer Zustände (beispielsweise über
broadcasts) möglich. Wird in intelligenten Umgebungen der Zugriff auf das
Internet und somit den Zugriff auf Webservices zu, wird die gemachte Un-
terscheidung hinfällig, da dann auch in einer intelligenten Umgebung alle im
Internet verfügbaren Webservices erreichbar sind und die Trennlinie zwischen
beiden Umgebungen verwischt. Im Rahmen dieser Arbeit wird lediglich die
Komposition von Diensten in abgeschlossenen intelligenten Umgebungen be-
trachtet.
2.4.1 In Webservice-Umgebungen
Das System eFlow (Casati und Shan, 2001) verwendet für die Beschreibung
der Prozessmodelle Flussdiagramme, ähnlich den UML-Aktivitätsdiagrammen.
Sie bestehen aus Dienst-, Entscheidungs- und Ereignisknoten. Die Kanten kön-
nen zusätzlich mit Übergangsbedingungen versehen werden. Die Prozessmo-
delle werden zwar manuell erzeugt, dennoch ist eFlow dynamisch, da Änderun-
gen des Prozessmodells zur Laufzeit vorgenommen werden können. Durch die
Verwendung von generischen Dienstknoten ist das System auch hinsichtlich
der Erstellung der Aktionssequenz dynamisch. Dienste und das Prozessmodell
werden in eFlow in einem properitären XML-Format beschrieben. Darin sind
3Genauso wenig, wie es sinnvoll ist, alle verfügbaren Webseiten im Netz aufzulisten.
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die Ein- und Ausgänge des Dienstes, die URI sowie Informationen über die
Kosten und die Bezahlung des Dienstes enthalten.
Aggarwal u. a. (2004) nutzen die METEOR-S Plattform zur semantischen
Annotation von Webservices (Patil u. a., 2004), um Dienste zu komponieren.
Die Definition des Prozessmodells erfolgt a priori mit Hilfe von BPEL4WS-
Prozessen. Als Komponentenmodell werden Service-Templates eingeführt, die
ein spätes Binden der Dienste ermöglichen. Der Fokus der Arbeit liegt auf
der Berücksichtigung von Qualitätsmerkmalen, um passende Dienste für ein
gegebenes Prozessmodell zu finden. Die beschriebene Kompositionsmethode
ist somit statisch und manuell bezüglich der Erzeugung des Prozessmodells.
Die Instanziierung erfolgt aber dynamisch und automatisch.
In SWORD (Ponnekanti und Fox, 2002) werden einfache Hornklauseln ver-
wendet, um Dienste zu beschreiben. Die Dienste werden dabei durch ihre
Ein- und Ausgaben sowie durch ihre Abhängigkeiten von anderen Diensten
(von den Autoren „bedingte Ein- und Ausgaben“ genannt) definiert. Das Pro-
zessmodell wird dann durch logisches Schließen generiert. In einem anschlie-
ßenden Schritt wird das generierte Prozessmodell als Graph visualisiert. Der
Nutzer erhält so die Möglichkeit in die Generierung einzugreifen. Auf Anfor-
derung des Nutzers wird schließlich eine Aktionssequenz erzeugt und ausge-
führt. Die Kompositionsmethode ist dynamisch in Bezug auf die Generierung
als auch die Instanziierung des Prozessmodells. Sowohl Prozessmodell als auch
Aktionssequenzen werden automatisch generiert.
In McIlraith (2002) wird eine Methode zur Komposition von Webservices
vorgestellt, die auf Golog, einer Programmiersprache basierend auf dem Si-
tuationskalkül (Levesque u. a., 1997), aufbaut. Dienste werden hier mit Hilfe
der Beschreibungssprache DAML-Services (DAML-S) (Burstein u. a., 2002),
einem Vorgänger von OWL-S (siehe Abschnitt 3.3), beschrieben, wobei ne-
ben den Ein- und Ausgängen auch Vorbedingungen und Effekte berücksich-
tigt werden. Weiterhin werden generische high-level-Prozeduren, ebenfalls in
DAML-S, hinterlegt. Im Kompositionsprozess wird aus diesen Prozeduren das
Prozessmodell generiert.
Sheshagiri u. a. (2003) verwenden einen STRIPS-basierten Planer zur Ge-
nerierung von Prozessmodellen. Die verwendeten Dienste sind als DAML-
S-Beschreibungen gegeben. Darin sind die Vorbedingungen und Effekte der
Dienste beschrieben. Es wird ein eigener Planer verwendet. Das Prozessmo-
dell dieser Kompositionsmethode ist daher ein einfacher Plan. Angaben über
die Leistungsfähigkeit des verwendeten Planers werden nicht gemacht. Die
Erzeugung des Prozessmodells ist dynamisch und automatisch. Die Instanzi-
ierung ist nicht Gegenstand der Arbeit.
Auch im CASCOM Projekt (Klusch und Zhing, 2008; Blankenburg u. a.,
2008) werden klassische KI-Planer zur Komposition von Diensten verwen-
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det. Anwendungsgebiet der CASCOM-Architektur ist die mobile Notfallassi-
stenz. Die vorgestellte Architektur verwendet Dienstebeschreibungen in OWL-
S. Auch für die Instanziierung des Prozessmodells werden die Möglichkei-
ten von OWL-S verwendet. Die Generierung wie auch die Instanziierung des
Prozessmodells erfolgen dynamisch und automatisch. Das Projekt CASCOM
ist die derzeit aktuellste und umfassendste Architektur zur Komposition von
Webservices.
Rao und Su (2004) verwenden lineare Logik (LL) zur Komposition. Die
Modellierung von Diensten mit Hilfe der linearen Logik hat den Vorteil, dass
Ressourcen direkt ausgedrückt werden können, ein Aspekt, der bei der Model-
lierung von realen Systemen und damit auch intelligenten Umgebungen von
Bedeutung ist (siehe Abschnitt 4.2.4). Die Generierung des Prozessmodells
basiert auf der Idee der Softwarekonstruktion durch logische Beweise (Manna
und Waldinger, 1992). Die Dienste liegen als DAML-S-Beschreibungen vor,
die in LL-Axiome umgewandelt werden. Die Nutzeranfrage ist als LL-Term
gegeben. Aus diesen Eingangsdaten kann ein Beweis erzeugt werden, sofern
eine Komposition möglich ist. Dieser Beweis entspricht dann der gewünschten
Komposition. Das erzeugte Prozessmodell wird mit Hilfe von DAML-S darge-
stellt. Synthese als auch Instanziierung des Prozessmodells erfolgen dynamisch
und automatisch.
In Zheng und Yan (2008) wird eine Methode zur Komposition von Webser-
vices vorgestellt, die auf einer adaptierten Variante des GRAPHPLAN-
Algorithmus beruht. Dabei wird die Komposition basierend auf den Schnitt-
stellenbeschreibungen in WSDL erstellt. Allerdings werden nur Ein- und Aus-
gänge sowie Fehlermeldungen zur funktionalen Beschreibung der Dienste ver-
wendet. Die realen Vorbedingungen und Auswirkungen eines Dienstes auf sei-
ne Umgebung wurden nicht berücksichtigt. Durch die fehlende Betrachtung
der Semantik der Dienste ist dieses Verfahren anfällig für semantisch ungeeig-
nete Kompositionen. Die Korrektheit der automatisch generierten Komposi-
tionen ist fraglich.
Zur Komposition von Webservices wurden auch Planer basierend auf Mo-
delchecking eingesetzt (Traverso und Pistore, 2004; Yu und Reiff-Marganiec,
2006). Dieser Ansatz kann effektiv mit Nichtdeterminismus, unvollständiger
Beobachtbarkeit und komplexen Zielen umgehen. Dabei wird ein logikbasiertes
Komponenten- sowie Orchestrierungsmodell verwendet. Es ließen sich hierzu
jedoch keine Aussagen über Laufzeitverhalten und ggf. zu beachtende An-
forderungen und Bedingungen für die Modellierung entsprechender Probleme
finden.
Bei der Untersuchung von Methoden zur Komposition von Webservices fällt
auf, dass das Prozessmodell größtenteils nicht dynamisch erzeugt wird. Schwer-
punkt der Forschung ist meist die dynamische Instanziierung des Prozessmo-
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dells. Ursachen dafür sind insbesondere die hohen Anforderungen an Vorher-
sagbarkeit, Verlässlichkeit und Sicherheit von Diensten in den dominierenden
Anwendungsgebieten Enterprise Resource Planning (ERP), Enterprise Ap-
plication Integration (EAI) oder B2B-Integration (Srivastava und Koehler,
2003).
2.4.2 In intelligenten Umgebungen
In Chakraborty u. a. (2005) wird eine Architektur für die Dienstekomposition
mit mobilen Geräten beschrieben (SCfME - Service Composition for Mobile
Environments). Das Prozessmodell wird nicht generiert, sondern als Anfrage,
in DAML-S formuliert, vorgegeben. Die Generierung der Aktionssequenz er-
folgt zur Laufzeit. Chakraborty u. a. (2005) konzentrieren sich bei ihrer Arbeit
auf die Definition von Protokollen zur Dienstekomposition, aber nicht auf den
eigentlichen Kompositionsprozess selbst.
Im Rahmen des EU-Projektes IST Amigo enstand die Arbeit von Vallée u. a.
(2005). Darin wird in „Plangeneration“, „Dienstekomposition“ und „Ausfüh-
rungsmanagement“ unterteilt, dabei entspricht der erste Schritt der Synthese
und der zweite Schritt der Instanziierung des Prozessmodells. Bei der Plange-
neration wird aus einer Menge bereits bestehender abstrakter Prozessbeschrei-
bungen die passende ausgesucht und dann mit den Diensten, die am besten
geeignet sind, instanziiert. Das Kompositionsverfahren erstellt Prozessmodell
und Aktionssequenz dynamisch. Dabei wird das Prozessmodell manuell, die
Aktionssequenz jedoch automatisch erstellt.
Im Projekt ICrafter (Ponnekanti u. a., 2001) wird ein Framework für inter-
aktive Arbeitsplätze (Johanson u. a., 2003), welche als Spezialfall von intelli-
genten Umgebungen angesehen werden können, beschrieben. Dabei kommt je-
doch keine echte Dienstekomposition zum Einsatz, vielmehr wird eine Metho-
de beschrieben, Benutzerschnittstellen (User Interface (UI)) automatisch zu
generieren. UIs werden dabei nicht nur für einen bestimmten Dienst erzeugt.
Durch Einführung von Interfaces im Sinne der objektorientierten Programmie-
rung wird es möglich, mehrere Dienste in einer kombinierten UI verfügbar zu
machen. ICrafter konzentriert sich so ausdrücklich auf die Mensch-Maschine-
Interaktion, es werden komponierte Benutzerschnittstellen aber keine kompo-
nierten Dienste erzeugt.
In der Obje-Infrastruktur (Edwards u. a., 2005), die vormals unter dem Na-
men Speakeasy bekannt war, werden die Funktionen von Geräten auf vier
generelle Punkte reduziert: 1. Geräte können sich mit anderen Geräten ver-
binden, 2. Geräte halten Metadaten über sich bereit, 3. können kontrolliert
werden und 4. haben Referenzen zu anderen Geräten. Die Art und Weise, wie
Geräte sich untereinander ansprechen können, wird von den Geräten selbst
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in Form von Code-Bausteinen mitgebracht. Die Auswahl der Dienste erfolgt
über die Metadaten. Hier erfolgt also keine wirkliche Dienstekomposition, da
ausführbarer Code ausgetauscht wird und nicht wie bei Diensten die Imple-
mentierung verborgen bleibt. Dieses Verfahren des Austausches von Code ist
kritisch zu betrachten, da zu bezweifeln ist, dass Hersteller den Code zur Ver-
wendung ihrer Geräte vollständig veröffentlichen.
Eine weitere Architektur für die Umsetzung intelligenter Umgebungen ist
one.world (Grimm, 2004; Grimm u. a., 2004). Sie soll Anwendungen ermög-
lichen, die sich automatisch an hoch dynamische Umgebungen anpassen kön-
nen. Eine gemeinsame Ausführungsumgebung (in diesem Fall eine Java Virtual
Machine) und die Möglichkeit der Verschachtelung von Anwendungen werden
als einzige Voraussetzungen für deren Komposition angesehen. Das Kompo-
nentenmodell ist eventbasiert, da der Datenaustausch zwischen Anwendungen
über Eventhandler realisiert wird. Allerdings reichen diese Handler die Events
nur weiter. Wie die gesendeten Nachrichten verarbeitet werden, obliegt der je-
weiligen Anwendung, das Problem der Komposition ist somit auf den Anwen-
dungsentwickler verlagert. Eine automatische Komposition ist nicht möglich.
Das von Amigoni u. a. (2005) vorgestellte Verfahren D-HTN verwendet ver-
teilte HTN-Planung zur Komposition von Diensten in intelligenten Umgebun-
gen. Dabei sind die gewünschten Ziele der Komposition als Aufgabenbeschrei-
bungen vorgegeben. Für den Planungsprozess wird zusätzliches Kontrollwissen
in Form von Dekompositionsmethoden benötigt, die den Zieltask in atoma-
re Aufgaben, repräsentiert durch Dienste, zerlegen können. Das Ergebnis des
Planungsprozesses erhält ist eine Sequenz von Operatorbeschreibungen, die
anschließend auf die vorhandenen Dienste der Umgebung gemappt werden
können. Die Kompositionsmethode ist somit dynamisch in Bezug auf die Ge-
nerierung des Prozessmodells und der Aktionssequenz. Die Komposition er-
folgt weiterhin automatisch. Allerdings ist D-HTN auf erwähntes zusätzliches
Kontrollwissen angewiesen.
Anstelle von Diensten verwenden Rouvoy u. a. (2008) Variationspunkte, um
die verschiedenen möglichen Funktionalitäten von Geräten und Applikationen
zu beschreiben. Den Variationspunkten werden mittels eines „property predic-
tors“ Eigenschaften in Abhängigkeit zum gegenwärtigen Kontext zugeordnet.
Diese Eigenschaften werden in angeforderte und angebotene Eigenschaften
unterschieden, was einer Zuordnung von Vorbedingungen und Effekten ent-
spricht. Komposition besteht bei Rouvoy u. a. (2008) aus der Kalkulation und
dem Vergleich von QoS-basierten Eigenschaften von bereits existenten Plänen.
Der Plan mit den besten Eigenschaften wird verwendet. Echte Komposition
von Diensten wird nicht beschrieben, vielmehr werden Prozessmodelle anhand
von QoS-Merkmalen klassifiziert.
Svensson u. a. (2007) verwenden im Rahmen des Projektes PalCom eine ei-
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gene Sprache, um Prozessmodelle darzustellen. Diese Sprache wird sowohl in
einer XML-basierten als auch in einer konkreteren, für den Menschen bes-
ser lesbaren Repräsentation angeboten. Um komplexeres Verhalten darstellen
zu können, wird zusätzlich eine einfache Skriptsprache vorgestellt, mit der
sich z.B. IF-THEN-ELSE-Anweisungen formulieren lassen. Diese Sprache soll
es Nutzern erleichtern, das Zusammenspiel verschiedener Geräte zu steuern.
Die vorgestellte Kompositionsmethode ist daher auf eine manuelle Erzeugung
des Prozessmodells angewiesen. Im Papier wird eine Kompositionsmethode
beschrieben, in der konkrete Dienste vom Nutzer direkt ins Prozessmodell
eingebunden werden müssen. Daher ist die Instanziierung statisch und manu-
ell.
2.5 Kompositionsmethoden für intelligente Um-
gebungen
Im Verlauf dieses Kapitels wurde ein allgemeines Kompositionsmodell entwor-
fen. Zunächst wurden die vier Phasen einer Dienstekomposition beschrieben.
Im Anschluss wurden zwei Dimensionen (temporal und modal) zur Klassi-
fikation von Kompositionsmethoden herausgearbeitet, um eine Abgrenzung
zu ermöglichen und einzelne Methoden so vergleichbar zu machen. Beide Di-
mensionen sind unabhängig voneinander. Die temporale Dimension kann in
die Dynamik bei der Generierung und die Dynamik bei der Instanziierung
des Prozessmodells unterschieden werden. Die modale Dimension lässt sich in
manuell und automatisch unterteilen. Sowohl Generierung als auch Instanzi-
ierung des Prozessmodells können automatisch oder manuell erfolgen.
Für die Verwendung in intelligenten Umgebungen ist die Möglichkeit, neue
Prozessmodelle dynamisch zu generieren, eine wesentliche Anforderung an ein
Kompositionsverfahren. Im Sinne der geforderten Unaufdringlichkeit intelli-
genter Systeme sollte eine Kompositionsmethode zusätzlich ohne Interaktion
des Nutzers auskommen. Es kommen demzufolge lediglich Methoden in Frage,
deren Tempus und Modus bei der Erstellung und bei der Instanziierung des
Prozessmodells dynamisch und automatisch ist. Weiterhin kann eine umfas-
sende Gerätekooperation nur dann gelingen, wenn die Kompositionsmethode
aktuelle und etablierte Dienstbeschreibungssprachen verwenden kann.


























































































































































































































































































































































































































































































































































































































































































































































































































































34 Kapitel 2. Dienstekomposition
In den Tabellen 2.1 und 2.2 werden Tempus und Modus sowie Komponenten-
modell und Orchestrierungsmodell von ausgewählten Kompositionsmethoden
zusammengefasst dargestellt. Um Verfahren hervorzuheben, die für die An-
wendung in intelligenten Umgebungen geeignet sind, werden die Merkmale
dynamisch und automatisch in der Tabelle 2.1 hervorgehoben dargestellt.
Aus den Tabellen ist ersichtlich, dass die Methoden „SWORD“ (Ponnekan-
ti und Fox, 2002), „CASCOM“ (Klusch und Zhing, 2008), „Linear Logic“
(Rao und Su, 2004) und „Golog“ (McIlraith, 2002) den Anforderungen an ei-
ne Komposition in intelligenten Umgebungen entsprechen. Letzteres ist sehr
nahe an der verwendeten Sprache entworfen und erzeugt als Ausgabe Golog-
Programme. Dieser monolithische Ansatz stellt eine nicht zu unterschätzende
Hürde für die Umsetzung in realen Umgebungen dar, da nicht davon aus-
zugehen ist, dass Golog-Interpreter in Ad-hoc-Umgebungen verfügbar sind.
Ähnliches gilt für die Methode von Rao und Su (2004). Sie basiert auf der
Erzeugung von Beweisen innerhalb der linearen Logik, was eine bestimmte
Logikengine erforderlich macht. Die Methode „SWORD“ kommt aufgrund der
bereits beschriebenen Nachteile, die durch die Verwendung von Hornklauseln
zur Beschreibung der Dienste entstehen, nicht in Frage. Die Architektur von
„CASCOM“ kann als sehr elaboriert angesehen werden, sie unterstützt alle
wesentlichen Anforderungen an eine Kompositionsmethode.
Daneben kommen die Methoden „STRIPS“ (Sheshagiri u. a., 2003) und „Mo-
delchecking“ (Traverso und Pistore, 2004) in Frage. In beiden Fällen wurde die
Erzeugung von ausführbaren Aktionssequenzen jedoch nicht thematisiert. Als
Ergebnis erzeugen beide Methoden einfache Pläne. Aufgrund ihrer überschau-
baren Semantik ist eine Konvertierung in beispielsweise BPEL4WS-Prozesse
möglich. Traverso und Pistore (2004) nennen diese Möglichkeit auch explizit.
Beide Varianten basieren auf KI-Planung, sie unterscheiden sich aber in der
verwendeten Planungstechnik. Daneben gibt es eine Reihe weiterer Veröffent-
lichungen, die die Verwendung von klassischer KI-Planung zur Komposition
von Diensten thematisieren (McDermott, 2002; Blythe u. a., 2003).
Die Auswertung der Tabelle lässt den Schluss zu, dass KI-Planung eine ge-
eignete Methode ist, um unaufdringliche Dienstekomposition in intelligenten
Umgebungen zu ermöglichen. Die Frage welche Planungstechnik den Bedürf-
nissen intelligenter Umgebungen am besten entspricht, wird im nächsten Ka-
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3.1 KI-Planung
Im letzten Kapitel wurde der gesamte Kompositionsprozess beschrieben. Da-
bei wurde zwischen der Generierung und der Instanziierung des Prozessmo-
dells unterschieden. In diesem Abschnitt wird die Verwendung von KI-Planung
zur Generierung des Prozessmodells beschrieben.
Planung ist eine Methode der künstlichen Intelligenz, die ausgehend von ei-
nem Startzustand versucht, eine Sequenz von Aktionen, einen Plan, zu finden,
die zu einem gegebenen Zielzustand führt. Sie kann als spezielles Suchpro-
blem angesehen werden, bei dem versucht wird, den Suchraum intelligent zu
beschränken. Anwendungsgebiete von Planern außerhalb der Forschung sind
insbesondere die Logistik und die Robotik (Nau, 2007).
3.1.1 Klassische Planung
Klassische Planung basiert auf der Formalisierung der Welt als Zustandsüb-
ergangssystem (Ghallab u. a., 2004). Ein Zustandsübergangssystem definiert
sich auf einer endlichen Menge an Zustandsvariablen L = {p1, p2, . . . , pn},
die Propositionen genannt werden und die Wahrheitswerte true oder false
annehmen können. Ein Zustand ist ein n-Tupel von Wahrheitswerten, wel-
ches eine mögliche Belegung aller Propositionen repräsentiert. Der Zustands-
raum S = {s0, s1, s2, . . . , sm} eines solchen Systems ist daher definiert durch
S ⊆ {0, 1}n. Es gibt weiterhin eine Menge von Aktionen A = {a1, a2, . . . , ao}.
Die Ausführung einer Aktion überführt einen Zustand in genau einen Folgezu-
stand. Diese Überführung ist eine Funktion γ(s, a) = s′ ∈ S, wenn gilt, dass a
im Zustand s anwendbar ist. Die Anwendbarkeit einer Aktion a im Zustand s
wird über deren Vorbedingungen precond(a) definiert. Eine Vorbedingung be-
steht aus einer Konjunktion von Propositionen aus P . Sind alle Propositionen
im Zustand s erfüllt, ist a in s anwendbar. Wird die Aktion ausgeführt, erfolgt
ein Zustandsübergang von s zu s′. Die Änderungen der Zustandsvariablen sind
dabei durch den Effekt von a determiniert. Der Effekt einer Aktion wird in po-
sitive (effects+(a) ∈ P ) und negative Effekte (effects−(a) ∈ P ) unterschieden,
die wie precond(a) Konjunktionen von Propositionen sind. Alle Propositionen
aus effects+(a) werden in s′ wahr, die Propositionen aus effects−(a) werden
unwahr. Alle übrigen Propositionen behalten ihren alten Wahrheitswert.1 Ei-
ne Aktion ist somit ein Tripel a = (precond(a), effects+(a), effects−(a)). Lässt
man negierte Propositionen zu, vereinfacht sich die Beschreibung einer Aktion
auf a = (precond(a), effect(a)). Damit kann ein Zustandsübergangssystem als
ein Tripel Σ = (S,A, γ) bestehend aus S, A und einer Zustandsübergangs-
funktion γ : S × A→ S definiert werden.
1Vgl. Frameproblem (Ghallab u. a., 2004, S.162ff)
3.1. KI-Planung 37
Ein Planungsproblem P = (Σ, s0, G) besteht aus einem Zustandsübergangs-
system Σ, einem Startzustand s0 ∈ S und einem möglichen Zielzustand g ∈
G ⊆ S. Ein klassischer Planer sucht eine mögliche Lösung des Planungspro-
plems, d.h. eine Sequenz von Aktionen (a1, a2, . . . , ak ∈ A), die s0 in einen Ziel-
zustand g überführt, d.h. s1 = γ(s0, a1), s2 = γ(s1, a2), . . . , sk = γ(sk−1, ak)
und g = sk. Für eine umfassende Formalisierung der klassischen Planung wird
auf Ghallab u. a. (2004) und Russell und Norvig (2003) verwiesen.
Die Rückgabe eines Planers ist entweder ein Plan P = (a1, a2, . . . , ak ∈ A), der
eine Lösung für P darstellt, oder die Aussage, dass kein Plan gefunden wurde.
Für den Fall, dass kein Plan gefunden wurde, geben einige Planer Gründe
zurück, anhand derer nachvollziehbar ist, ob es nachweisbar keinen Plan für
das vorliegende Problem gibt. Ist die formale Richtigkeit eines Planungsalgo-
rithmus bewiesen, schließen sich zunächst falsch positive Planungsergebnisse
(Fehler 1.Art) theoretisch aus. Ein gefundener Plan stellt dann immer ei-
ne Lösung für das zugrundeliegende Planungsproblem dar. Dennoch können
die Planer Implementierungsfehler enthalten, die trotz korrektem Algorithmus
falsche Pläne liefern. Es ist aus diesem Grund ratsam, gefundene Pläne vor
ihrer Ausführung zu validieren.
Das Nichtfinden eines Planes kann nicht zwingend auf dessen Nichtexistenz
zurückgeführt werden, da der Großteil der Planer den Suchraum nicht voll-
ständig traversiert. Es besteht die Gefahr eines falsch-negativen Ergebnisses
(Fehler 2. Art). Es liegt vor, wenn das Planungsproblem eine Lösung enthält,
der Planer dieses jedoch aufgrund von Begrenzungen bei der Suche, z.B. in
Bezug auf Laufzeit oder Speicherbedarf, nicht findet. Neben diesen algorithmi-
schen Ursachen liegen oft auch formale Probleme bei der Problembeschreibung
vor, die Planer nicht oder ungenügend durch Fehlermeldungen zurückgeben
(siehe Abschnitt 5.2).
Für die Komposition von Diensten wäre eine genauere Begründung oder Er-
läuterung, warum ein bestimmtes Problem keine Lösung hat, wünschenswert.
Mit einer möglichen Angabe von unerreichten Zielen ließen sich durch den
Nutzer unter Umständen zielgerichtet Geräte und Dienste hinzufügen, die bis-
her fehlende Funktionalität bereitstellen. Diese Fehleranalyse ist jedoch mit
klassischen Planungsansätzen nicht zu realisieren.
3.1.2 Einschränkungen klassischer Planung
Die Verwendung klassischer Planung ist an Einschränkungen gebunden. Die
folgenden Annahmen zur Nutzung von KI-Planung werden von Ghallab u. a.
(2004) sowie von Nau (2007) aufgezählt. Zu jeder Annahme wird erläutert, ob
sie eine Verwendung in intelligenten Umgebungen zulässt oder welche Mög-
lichkeiten der Anpassung es gibt.
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Annahme 1 (Endlicher Zustandsraum) Die Menge der Zustände des Pla-
nungsproblems (S) ist endlich.
Systeme der realen Welt enthalten kontinuierliche Eigenschaften. Um sie in ei-
nem Planungsproblem formalisieren zu können, müssen sie zu diskreten Eigen-
schaften abstrahiert werden. Ausgehend von diskreten Zuständen und unter
Berücksichtigung der Tatsache, dass der Wertebereich jeder realen Zustands-
variablen begrenzbar ist, folgt eine endliche Menge an Zuständen. Nach der
hier gegebenen Definition können die Zustandsvariablen aus P nur die Wahr-
heitswerte true und false annehmen. Die Darstellung diskretisierter Werte
bedarf üblicherweise der Verwendung von Zahlen samt dazugehöriger Arith-
metiken. Sollen Zahlen (numerische Fluents) verwendet werden, müssen die-
se in einem Vorverarbeitungsschritt auf boolsche Variablen abgebildet wer-
den. Verschiedene Planungserweiterungen (Koehler, 1998; Bedrax-Weiss u. a.,
2003) leisten diese Umwandlung.
Annahme 2 (Vollständig beobachtbar) Das Wissen über den Zustandsraum
ist vollständig.
Planung geht davon aus, dass alle relevanten Informationen zur Lösung des
Problems zum Zeitpunkt der Planung verfügbar sind. D.h. allen Propositionen
aus S muss genau ein Wahrheitswert zugeordnet sein. In realen Umgebungen
kann eine vollständige Beobachtung der Umwelt nicht immer garantiert wer-
den. Eine ständige komplette Erfassung aller Zustandsvariablen ist aufwändig
und kann in realistischen Szenarien nicht gewährleistet werden. Aus diesem
Grund wird das vorhandene Wissen als vollständig angenommen werden. Zu
diesem Zweck gehen Planer von der sogenannten Closed-World-Assumption
aus. Die Annahme einer geschlossenen Welt weist den Wahrheitswert jeder
nicht explizit gesetzten Zustandsvariable aus L den Wert false zu.
Annahme 3 (Deterministische Zustandsänderungen) Alle Zustandsübergän-
ge des Systems haben nur ein und genau ein Ergebnis.
Konkret bedeutet das, dass die Ausführung einer Aktion nur in genau einen
Folgezustand führen kann. Verzweigungen (z.B. If-Then-Else-Anweisungen)
oder Disjunktionen in den Effekten einer Aktion und damit in Plänen sind
nicht möglich. Da sie nur auf den Zustandsvariablen (Propositionen) des Pla-
nungsproblems basieren, können derartige Verzweigungen über die Vorbedin-
gungen der Aktionen ausgedrückt werden. So kann eine Aktion, deren Effekt
eine Oder-Verknüpfung ist, in zwei Aktionen aufgeteilt werden, die jeweils
einen Teil des Effektes beinhalten und die Bedingung, nach der das Oder
aufgelöst wird, in ihrer Vorbedingung enthalten. Voraussetzung dafür ist das
Wissen um diese Bedingung.
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Annahme 4 (Statischer Weltzustand) Die Zustände in S haben keine interne
Dynamik.
Im Sinne der KI-Planung bedeutet diese Einschränkung, dass keine Ände-
rung der Zustandsvariablen erfolgen darf ohne Ausführung einer Aktion. In
realen Systemen gibt es eine große Anzahl Zustandsvariablen, die nicht di-
rekt kontrollier- und steuerbar sind (z.B. Temperatur, Helligkeit oder Folgen
menschlichen Handelns). Um trotzdem in der Lage zu sein, KI-Planung zur
Lösung realer Probleme einzusetzen, sind Methoden erforderlich, die die Än-
derungen der Umgebung, die nicht durch Dienstausführungen bedingt sind,
beobachten und den Planer ggf. informieren. Diese Aufgabe übernimmt ge-
wöhnlich die Komponente, die im Anschluss an die Planung auch für die Plan-
ausführung verantworlich ist (Ghallab u. a., 2004). Sie sammelt kontinuierlich
die Informationen von verschiedensten Sensoren, die Änderungen der Umge-
bung automatisiert erfassen. Bei getrennter Planung und Ausführung ist u.U.
Neuplanen oder eine Planreperatur erforderlich, um Pläne bei Änderungen
von Zustandsvariablen aktuell zu halten.
Annahme 5 (Eingeschränkte Ziele) Es sind keine zusätzlichen Anforderun-
gen an Ziele, wie z.B. zu vermeidende Zustände oder Randbedingungen bei
bestimmten Zustandspfaden erlaubt.
Um dieser Anforderung zu genügen, müssen alle Bedingungen, die zur Pro-
blemlösung von Belang sind, über die Vorbedingungen und Effekte (Precondition
and Effects (PEs)) der Aktionen beschrieben sein. Dazu gehören auch QoS-
Merkmale oder andere Metriken. Eine mögliche Erweiterung, um mit zusätzli-
chen Anforderungen an Ziele zu planen, wird in Lago u. a. (2002) beschrieben.
Annahme 6 (Sequenzielle Pläne) Das Ergebnis eines klassischen Planungs-
algorithmus ist eine Sequenz von Aktionen.
Jedes Planergebnis kann zu einer Sequenz von Aktionen (TOP) relaxiert wer-
den. Es ist allerdings für viele Anwendungen vorteilhaft, Aktionen zu paral-
lelisieren. Da reale Aktionsausführungen Zeit in Anspruch nehmen, kann ein
paralleler Plan die Gesamtdauer einer Planausführung erheblich verkürzen.
Es gibt Planer, die in der Lage sind, auch partiell geordnete Pläne (POP),
mit denen eine parallele Ausführung von Aktionen ausgedrückt werden kann,
zu generieren. Der Großteil der aktuellen Planer generiert jedoch lediglich se-
quentielle Pläne. So gab es bei der letzten International Planning Competition
(IPC) (siehe Abschnitt 3.1.4.2) im Bereich der klassischen Planer ausschließ-
lich Tracks für sequentielle Planer. Es existieren allerdings Algorithmen, die
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sequentielle Pläne in Linearzeit in partiell geordnete Pläne überführen (Edel-
kamp, 2003) und so auch eine Verwendung von sequentiellen Planern ermög-
lichen, wenn parallele Aktionsausführungen erwünscht sind.
Annahme 7 (Implizite Zeit) Die Ausführung einer Aktion geschieht augen-
blicklich und hat keine Zeitdauer.
Es ist offensichtlich, dass diese Abstraktion in der Realität nicht zu errei-
chen ist. Jede Aktionsausführung ist zumindest mit einer Verzögerung (z.B.
Reaktionsszeit, Netzwerklatenz) verbunden. Ist die Dauer einer Aktionsaus-
führung von Belang, und das ist in fast allen Problemen der Fall, und kann
sie im Vorfeld bestimmt werden (was beispielsweise für Latenzen nicht mög-
lich ist), können Laufzeiten in die Vorbedingungen und Effekte des Dienstes
eingefügt werden (Fox und Long, 2003). Dazu ist meist die Verwendung von
kontinuierlichen Variablen nötig (siehe Annahme 1).
Annahme 8 (Offline Planung) Während der Laufzeit des Planungsalgorith-
mus werden keine Änderungen der Umgebung beachtet.
Wird in dynamischen Umgebungen geplant, besteht das Risiko, dass sich,
während der Planungsprozess läuft, der Zustand der Welt ändert. Dadurch ist
es möglich, dass dem Ergebnis eines Planungslaufes die Grundlage entzogen
und es so hinfällig wird. Um die Korrektheit von Plänen zu gewährleisten,
muss die Gültigkeit des Plans nach Abschluss der Planung sowie während
dessen Ausführung evaluiert werden.
Weitere Einschränkungen Bei Srivastava und Koehler (2003, 2004) fin-
den sich einige spezielle Einschränkungen bei der Anwendung von Planern
zur Dienstekomposition. Dazu zählt die ungenügende Ausdrucksmächtigkeit
von Vorbedingungen und Effekten zur Beschreibung der Funktionalität eines
Dienstes. In der KI-Planung werden typischerweise einfache Datentypen zur
Beschreibung der Operatoren verwendet. Dienste interagieren aber mit Aus-
tauschformaten, die aus sehr viel komplexeren Datentypen bestehen.
Als weiteren Punkt erläutern die Autoren, dass Aktionen während eines Pla-
nungslaufes keine neuen Objekte (z.B. Dokumente) erzeugen können, da sich
KI-Planung auf einen abgeschlossenen Zustandsraum beschränkt, in dem alle
Objekte zum Zeitpunkt der Initialisierung bekannt sein müssen. Diese Ein-
schränkung wird im Abschnitt 4.2.3 genauer beschrieben.
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3.1.3 Planungsalgorithmen
Klassische Planung Das erste System, dass klassische Planung umsetz-
te, war der Stanford Research Institute Problem Solver (STRIPS) (Fikes und
Nilsson, 1971). Klassische Planung wird daher auch STRIPS-Planung genannt.
Seit der Veröffentlichung von STRIPS wurden diverse andere Methoden ent-
wickelt, klassische Planungsprobleme zu lösen (Rintanen und Hoffmann, 2001;
Ghallab u. a., 2004). Es existieren Methoden, die auf Graphen basieren (Blum
und Furst, 1995), die Planungsprobleme in Erfüllbarkeitsprobleme (SAT) um-
wandeln, um sie zu lösen (Kautz und Selman, 1996, 1998), die Suchalgorith-
men mit speziellen Heuristiken verwenden (Bonet und Geffner, 2001) und Me-
thoden, die auf Modelchecking (Giunchiglia und Traverso, 2000; Edelkamp,
2003) basieren. Dabei lösen die Algorithmen verschiedene Probleme unter-
schiedlich schnell (Howe u. a., 1999; Rintanen und Hoffmann, 2001; Roberts
und Howe, 2009).
GRAPHPLAN- und SAT-basierte Planer finden immer kürzeste Pläne, da
sie erst alle möglichen Lösungen der Länge n (beginnend mit 1 oder einem
vom Benutzer gesetzten Wert) prüfen und zum nächstlängeren Plan (n + 1)
voranschreiten, wenn nachweisbar kein Plan der Länge n gefunden werden
konnte. Daher skalieren diese Algorithmen für Probleme, die lange Pläne zur
Lösung erfordern, schlecht. Werden zusätzliche Metriken verwendet, sind kür-
zeste Pläne zudem nicht notwendigerweise optimal.
Planer, die auf Heuristiken beruhen, verwenden Vorwärts- oder Rückwärtssu-
che, um Planungsprobleme zu lösen. Sie sind dabei auf die Güte ihrer Heuristik
angewiesen. Dabei haben sich in den letzten Jahren vor allem die vorwärtssu-
chenden heuristischen Planer bewährt (Gerevini u. a., 2009).
Weiterhin können Modelchecker zur Lösung von Planungsproblemen einge-
setzt werden (Giunchiglia und Traverso, 2000). Modelchecking wird für An-
wendungsgebiete wie z.B. Verkehrsleitsysteme, Prozessorlayout aber auch in
der Verifikation von Prozessmodellen (Foster u. a., 2003) verwendet. Das Ver-
fahren erlaubt es zu überprüfen, ob eine Formel φ durch ein gegebenes Modell
M verifiziert werden kann. Im Erfolgsfall bestätigt ein Modelchecker die An-
wendbarkeit der Formel. Kann φ nicht verifiziert werden, gibt der Algorithmus
ein Gegenbeispiel zurück. Wird Modelchecking zur Planung eingesetzt, wird
das inverse Planungsziel als Formel vorgegeben. Das Gegenbeispiel, das der
Modelchecker erzeugt, falls φ nicht verifiziert werden kann, entspricht dem ge-
suchten Plan. Planer basierend auf Modellchecking erlauben das Planen mit
nicht deterministischen Operatoren. Auch sie haben in der Vergangenheit gute
Leistungen gezeigt (Gerevini u. a., 2009).
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HTN Planung Neben der klassischen Planung wird auch Hierarchical Task
Network-Planung zur Dienstekomposition eingesetzt (Sirin u. a., 2004). HTN-
Planung ist eine Erweiterung der klassischen Planung (Erol u. a., 1994). Zwar
beruht auch HTN-Planung auf einem Zustandsübergangssystem Σ, allerdings
ist das Ziel eines HTN-Planers nicht, einen bestimmten Zielzustand zu errei-
chen. Stattdessen wird versucht, eine Zielaufgabe zu lösen. HTN-Planer kennen
zwei Arten von Aufgaben, zusammengesetzte und atomare. Atomare Aufgaben
können als Aktionen im Sinne der klassischen Planung angesehen werden. Sie
sind direkt ausführbar. Zusammengesetzte Aufgaben repräsentieren Aktionen,
die noch zu dekomponieren und nicht direkt ausführbar sind. Die Dekompositi-
on der Aufgaben wird in sogenannten Methoden beschrieben. Sie müssen dem
Planer zusätzlich zu den Operatorbeschreibungen zu Beginn des Planungslau-
fes bekannt sein. Dekompositionsmethoden repräsentieren so abstrakte Plan-
fragmente. HTN-Planung basiert auf der hierarchischen Dekomposition von
Aufgaben. Um einen Plan zu generieren, beginnt ein HTN-Planer mit der
Zielaufgabe (der Wurzel des Dekompositionsbaumes) und sucht rekursiv nach
Methoden, die auf zusammengesetzte Aufgaben in den Blättern angewendet
werden können, bis alle Blätter des Baumes aus atomaren Aufgaben bestehen
(Russell und Norvig, 2003). Ein Beispiel für einen HTN-Planer ist das System
SHOP2 (Nau u. a., 2003).
Im Vergleich zur klassischen KI-Planung haben HTN-Planer durch ihr zu-
sätzliches Domänenwissen das Potential, Probleme wesentlich schneller zu lö-
sen (Long und Fox, 2003). Des Weiteren macht die hierarchisch strukturierte
Natur der Aufgaben das Planungsproblem für einen Benutzer leichter nach-
vollziehbar (Sirin u. a., 2004). Allerdings muss dieses Kontrollwissen manuell
generiert werden. Der Aufwand dieser Erstellung lässt sich jedoch nicht quan-
tifizieren (Long und Fox, 2003). Zwar gibt es Bestrebungen, HTN-Methoden
automatisch zu generieren (Ilghami und Nau, 2002; Hogg u. a., 2008). Diese
Verfahren basieren allerdings auf Lernverfahren, d.h. es sind mehrere Läufe
im entsprechenden Szenario nötig, um eine automatische Generierung zu ge-
währleisten. Ein direkter Vergleich der Laufzeit eines HTN-Planers mit einem
klassischen Planer ist daher nicht möglich.
Ein Hindernis bei der Verwendung von HTN-Planung ist die Art der Formali-
sierung der Dekompositionsmethoden. Zur Beschreibung dieser Methoden in
PDDL (siehe nächster Abschnitt) hat sich bis heute keine gemeinsame Notati-
on durchsetzen können. Zwar existieren Erweiterungen für PDDL (Srivastava,
2003; Armano u. a., 2003), jedoch ist in den aktuellen PDDL-Spezifikationen
keine Unterstützung für HTN-Methoden vorgesehen. Projekte, die PDDL in
HTN-Planern verwenden, nutzen Elemente der verschiedenen Sprachen aus
dem Bereich der Semantic Web Community (z.B. DAML-S (Wu u. a., 2003)
oder OWL-S (Sirin u. a., 2004)), um diese Lücke zu füllen.
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3.1.4 PDDL
Nachdem eine Einführung in die KI-Planung gegeben wurde, wird in diesem
Abschnitt die Planning Domain Description Language als Beschreibungsspra-
che für Planungsprobleme vorgestellt. Dazu wird zunächst erläutert, wie ein
Planungsproblem mit PDDL beschrieben ist. Im Anschluss wird die Verwen-
dung der Sprache an einem Beispiel aus der Literatur erläutert. Abschließend
wird kurz auf die IPC als treibende Kraft bei der Weiterentwicklung von
PDDL eingegangen.
Im Abschnitt 3.1.1 wurde definiert, dass ein Planungsproblem P aus einem
Zustandsübergangssystem Σ, einer initialen Belegung der Zustandsvariablen
s0 ∈ S sowie einer Menge von Zielzuständen G ⊂ S, besteht. PDDL verwen-
det demgegenüber eine leicht abgewandelte Notation. PDDL unterscheidet
zwischen einer Domäne und einem Problem und folgt damit dem Konzept
der Unterteilung von Beschreibungslogiken in TBox und ABox (Baader u. a.,
2003). Im Gegensatz zur obigen Definition werden in PDDL-Domänen Varia-
blen für die Beschreibung von Σ verwendet. Im Gegensatz zu STRIPS, was
auf reiner Aussagenlogik beruht, nutzt PDDL Elemente der Prädikatenlogik.
Domänen bestehen in PDDL nicht aus Propositionen p ∈ P und Aktionen
a ∈ A, die variablenfrei sind, sondern aus Prädikaten und Operatoren. Wäh-
rend einer Proposition immer ein Wahrheitswert zugeordnet ist, kann ein
Prädikat Variablen enthalten. Um Variablen zu instanziieren, werden in der
PDDL-Problembeschreibung Objekte definiert. Erst nachdem eine Prädikat
instanziiert wurde, kann es ausgewertet werden. Während reines STRIPS nur
eine Liste von Propopsitionen als Vorbedingung enthält, erlaubt PDDL die
Verwendung von funktionsfreien Sätzen der Prädikatenlogik erster Ordnung,
die sich aus den Prädikaten der Domäne zusammensetzen. Ein Effekt kann
dahingegen lediglich eine Konjunktion von (negierten) Prädikaten sein, ein
universell quantifizierter Effekt oder ein bedingter Effekt sein. Nichtdetermi-
nistische Disjunktionen sind nicht erlaubt (Blankenburg u. a., 2008).
Probleme bestehen aus den Objekten, dem initialen Weltzustand s0 und ei-
ner Beschreibung von G sowie ein Verweis auf die zugrundelegende PDDL-
Domäne.2 Zusätzlich enthalten PDDL-Domänen und -Probleme einige Meta-
daten.
2Um einen vollständigen Zielzustandustand g ∈ S zu beschreiben, müssten die Belegungen
für alle Propositionen p ∈ P gegeben sein. Zielbeschreibungen sind in PDDL wie auch die
Vorbedingungen von Operatoren funktionsfreie Sätze der Prädikatenlogik erster Ordnung.
Üblicherweise werden so nur die Teilmenge der verfügbaren Propositionen beschrieben, die
im Zielzustand erfüllt sein muss. Es sind also viele Zustände g möglich, um ein gegebenes Ziel
zu erreichen. Damit entspricht die Zielbeschreibung immer einer Menge von akzeptierten
Zuständen (G ⊆ S).
44 Kapitel 3. KI-Planung zur Dienstekomposition
3.1.4.1 Beispiel
In diesem Abschnitt wird die Verwendung von PDDL zur Beschreibung von
Planungsproblemen anhand eines Beispiels aus der Literatur erläutert. Die
dabei verwendeten Sprachelemente sind bereits in der Version PDDL1.2 ent-
halten. Es wird ein Szenario von Heider und Kirste (2005) verwendet. Wenn-
gleich das Verhalten des originalen Szenarios spezialisierter und ausdifferen-
zierter war und im ursprünglichen Projekt EMBASSI elaboriertere Szenarien
entwickelt wurden, wird hier eine vereinfachte Variante benutzt, um die Ver-
wendung von PDDL besser darstellen zu können. Zunächst wird eine natür-
lichsprachliche Beschreibung des Szenarios gegeben.
Ein namenloser Nutzer schaut fern und möchte die Helligkeit des Fernseh-
bildes erhöhen. Da das Gerät bereits auf maximale Helligkeit eingestellt ist,
müsste die umgebende Lichtstärke reduziert werden, um das Ziel zu erreichen.
Das kann durch ein Schließen der Rollos und das Dimmen der Lampen im
Raum geschehen, da dadurch die wahrgenommene Helligkeit des Fernsehers
steigt.
PDDL basiert auf Lisp. Es beruht daher auf Listen und nutzt die Präfixnotati-
on. Variablen werden mit einem vorangestellten Fragezeichen gekennzeichnet,
z.B. ?x.
Am Anfang dieses Abschnitts wurde erläutert, dass PDDL zwischen Planungs-
domäne und Planungsproblem unterscheidet. Es wird zunächst der Aufbau ei-
ner PDDL-Domäne beschrieben. Sie beginnt mit einem Kopf, der den Namen
der Domäne und eine Liste von Anforderungen an den zu verwendenden Pla-
nungsalgorithmus enthält. Die Anforderung : strips bedeutet, dass der Planer
einfache STRIPS-Planung unterstützen muss und ist daher obligatorisch für
die meisten Szenarios.3 Im Anschluss werden Konstanten definiert. Es sind in
diesem Fall die Messwerte MAX, HIGH, and LOW.
( d e f i n e ( domain br igthenTV )
( : r e qu i r emen t s : s t r i p s )
( : c o n s t a n t s MAX HIGH LOW)
Da Planung zustandsbasiert ist, müssen Prädikate, die den Zustand der Welt
beschreiben, definiert werden. Diese Prädikate repräsentieren Aspekte der
Welt, die durch die Operatoren ausgelesen oder verändert werden können.
Eine Alternative, die oben genannten Konstanten auszudrücken, wäre die Ein-
führung von verschiedenen Prädikaten, wie zum Beispiel (maxBrightness ?tv),
(lowLuminosity ?lamp) oder (highLuminosity ?lamp). Die folgenden Prädikate
werden im Beispiel verwendet:
( : p r e d i c a t e s
( b r i g h t n e s s ? tv ? v a l u e ) ; Die H e l l i g k e i t des F e r n s e h e r s
3Eine vollständige Auflistung der in PDDL möglichen Anforderungen findet sich in der
Erweiterte-Backus-Naur-Form (eBNF) von PDDL (Edelkamp und Hoffmann, 2004).
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( l um i n o s i t y ? lamp ? va l u e ) ; Die L e u c h t k r a f t e i n e r Lampe
( dimmable ? lamp ) ; I s t e i n e Lampe dimmbar
( i sOpen ? s h u t t e r ) ; I s t e i n Ro l l o ge rade o f f e n
Nach der Definition des Kopfes, enthält eine PDDL-Domäne die Beschreibung
der Operatoren.4 Jeder Operator besteht aus einem Namen, einer Parameter-
liste der verwendeten Prädikate, seinen Vorbedingungen und seinen Effekten.
Vorbedingungen und Effekte beschreiben die Semantik eines Operators.
( : a c t i o n dim−down ; E in Operato r zum Dimmen e i n e r Lampe
: pa ramete r s (? x )
: p r e c o n d i t i o n ( and ( l um i n o s i t y ?x HIGH) ( dimmable ?x ) )
: e f f e c t ( l um i n o s i t y ?x LOW))
( : a c t i o n c l o s e S h u t t e r ; D i e s e r Operato r s c h l i e ß t e i n Ro l l o
: pa ramete r s (? x )
: p r e c o n d i t i o n ( and ( i sOpen (? x ) ) )
: e f f e c t ( not ( i sOpen (? x ) ) ) )
Die Definition der Prädikate und der Operatoren sind die Hauptbestandtei-
le einer Domänenbeschreibung. Im Anschluss wird der Aufbau eines PDDL-
Problems beschrieben. Im Kopf einer Problemdefinition sind der Name des
Problems sowie der Name der zugehörigen Domäne angegeben. Diese Notati-
on lässt erkennen, dass Probleme immer fest an eine Domänenbeschreibung
gebunden sind. Domänen dagegen können unabhängig von Problemen defi-
niert werden.
( d e f i n e ( problem brightenTV−problem )
( : domain br ightenTV )
Zunächst werden in einem Problem Objekte definiert. Sie repräsentieren die
Objekte der realen Welt, die durch den Plan gesteuert werden sollen. Die
Variablen in den Operatorbeschreibungen der Domäne werden während der
Planung mit den Objekten des Problems instanziiert, wodurch ausführbare
Aktionen entstehen.
( : o b j e c t s TV SHUTTER LAMP)
Nach den Objekten wird der initiale Zustand der Welt s0 definert. Er be-
steht aus den Zuweisungen der Prädikate der Domäne. Dabei müssen nicht
alle Prädikate der Domäne zugewiesen werden. Aufgrund der “closed-world-
assumption” (siehe Annahme 2) werden alle nicht definierten Zustandsvaria-
blen vom Planer automatisch als ungültig angenommen.
( : i n i t
( b r i g h t n e s s TV MAX)
( l um i n o s i t y LAMP HIGH)
( dimmable LAMP)
( isOpen SHUTTER) )
Da KI-Planung versucht, einen Plan von Aktionen zu erzeugen, der ein be-
stimmtes Ziel erfüllt, muss schließlich dieses Ziel formuliert werden. Ähnlich
4Operatoren werden in PDDL mit : action bezeichnet. Zum Unterschied zwischen Operator
und Aktion siehe oben.
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dem initialen Weltzustand besteht auch das Ziel aus einer Menge von Zuwei-
sungen der Zustandvariablen. Auch hier gilt, es müssen nicht alle Zustands-
variablen der Domäne erwähnt werden.
( : goa l ( and ( not ( i sOpen SHUTTER) ) ( b r i g h t n e s s LAMP LOW) ) )
Mit einer Domäne und einem Problem ist ein Planungsalgorithmus in der La-
ge, einen Plan zu suchen, der das Problem in der dazugehörigen Domäne löst.
Ein möglicher Plan, der das gegebene Szenario löst, ist unten dargestellt. Der
verwendete Planer erzeugt POPs, die parallele Aktionen enthalten können.
Die Zahl vor den Aktionen zeigt den Zeitpunkt, an dem die Aktion ausge-
führt werden soll. Aktionen mit gleichem Index beeinflussen sich gegenseitig




Die International Planning Competition (IPC) ist ein Wettbewerb für Planer
und findet zweijährlich im Rahmen der International Conference on Automa-
ted Planning and Scheduling (ICAPS) statt. Seit der ersten IPC im Jahr 1998
(McDermott, 2000) wurde sie bis jetzt sechs mal in den Jahren 2000 (Bacchus,
2001), 2002 (Long und Fox, 2003), 2004 (Hoffmann und Edelkamp, 2005),
2006 (Gerevini u. a., 2009) und 2008 veranstaltet5. Am Wettbewerb können
sich Wissenschaftler und Programmierer von Planungsalgorithmen beteiligen.
Im Laufe der vergangenen IPCs haben sich sowohl die Planer als auch die
Planungsprobleme immer weiter diversifiziert. Daher ist der Wettbewerb in
verschiedene Kategorien, sogenannte Tracks, unterteilt. Jeder Track beinhal-
tet verschiedene Arten von Problemen und hat verschiedene Anforderungen an
die teilnehmenden Planer. So werden beispielsweise in den „satisficing tracks“
lediglich korrekte Pläne, in den „optimization tracks“ dahingegen optimale
Lösungen gesucht. Die Autoren der Planer können entscheiden, in welchem
Track ihr Planer starten soll. Jedem teilnehmenden Planer wird die gleiche
Menge an vorgegebenen Problemen zur Lösung gegeben.
Bis zur IPC5 wurden die Laufzeit sowie teilweise die Qualität der erreichten
Pläne zur Bewertung der teilnehmenden Planer benutzt. Seit der letzten IPC
wird sich lediglich auf die Planqualität konzentriert und ein festes Zeitfenster
vorgegeben, in dem die Planer terminieren müssen. Die Ergebnisse des Wett-
bewerbs werden analysiert und veröffentlicht. Die jeweils besten Planer der
verschiedenen Kategorien werden gekürt.
5http://ipc.informatik.uni-freiburg.de/
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Um einen fairen Vergleich der Leistungsfähigkeit von Planern zu ermöglichen,
wurde für die erste IPC eine gemeinsame Modellierungssprache für Planungs-
probleme, die PDDL, entwickelt. Die Sprache basiert sehr stark auf der Syntax
der Problemrepräsentation, die der LISP-basierte Planer UCPOP (Penberthy
und Weld, 1992) verwendet.
Die Vereinheitlichung der Domänen- und Problembeschreibung für Planungs-
probleme in PDDL war ein wesentlicher Schritt, um eine breite Anwendung
von Planern außerhalb der Forschung zu ermöglichen.
Die IPC hat sich als zentraler Austausch- und Evaluierungspunkt für aktu-
elle Entwicklungen auf dem Gebiet der Planer aber auch der Problemmodel-
lierung etabliert und ist damit die treibende Innovationskraft für die (Wei-
ter)Entwicklung von PDDL. Neue Versionen der PDDL sind regelmäßig Ge-
genstand von wissenschaftlichen Diskursen (Bacchus, 2003; Thiébaux u. a.,
2005). Bis jetzt wurde zu jeder IPC eine neue Erweiterung von PDDL vorge-
stellt, die aktuelle Version auf der IPC6. Am Ende dieses Abschnitts findet
sich eine kurze Versionshistorie von PDDL. Da es jedoch keine Standardisie-
rungsinstanz oder einen formalen Standardisierungsprozess für PDDL gibt, ist
die Sprache kontinuierlichen und ungesteuerten Veränderungen unterworfen.
Dennoch hat sich PDDL in der Planungscommunity als gemeinsamer Stan-
dard zur Beschreibung von Planungsdomänen und -problemen durchgesetzt
und wird von den meisten aktuellen Implementierungen unterstützt. PDDL
stellt damit einen de-facto Standard (Eisenberg und Melton, 1998) auf diesem
Gebiet dar.
Neben den Ergebnissen über die Leistungsfähigkeit und Qualität aktueller
Planer sind die Berichte der IPC eine gute, weil zentrale, Quelle für die Fä-
higkeiten der Planer. In den Veröffentlichungen zu den letzten IPCs waren
Tabellen enthalten, die die unterstützten Fähigkeiten für alle teilnehmenden
Planer darstellen. Diese Tabellen sind für den praktischen Einsatz der Planer
hilfreich, da die Dokumentierung der Planer in Hinblick auf deren Fähigkeiten
und konkrete Unterstützung von PDDL sehr dürftig ist. Es ist zu beobachten,
dass kaum ein Planer den gesamten Umfang von PDDL vollständig umsetzt.
Lediglich die gebräuchlichsten Elemente der Sprache werden vom Gros der
Planer unterstützt. Um möglichst viele Planer verwenden zu können, bietet
sich daher eine Problemmodellierung an, die sich auf diese verbreiteten Eigen-
schaften beschränkt.
3.1.4.3 Versionshistorie
Der Abschnitt 3.1.4.1 stellte die wesentlichen Sprachelemente von PDDL1.2
vor. Diese Version wurde bereits im Jahr 1998 vorgestellt (Ghallab u. a., 1998).
Im Laufe der darauffolgenden IPCs wurde die Sprache sukzessive erweitert. In
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Vorbereitung der dritten IPC wurde PDDL2.1 auf Grundlage einer Teilmenge
der originalen Beschreibung von 1998 neu definiert. Die Sprache wurde um
drei Punkte ergänzt:
• Umgang mit einer endlichen Menge von numerischen Variablen
• Beschreibung von Zeit und Dauer (bei der Aktionsausführung)
• Einführungen von Planmetriken als Teil der Problembeschreibung
Die Verwendung numerischer Variablen erleichtert die Modellierung von Pla-
nungsdomänen (siehe Annahme 1). Ohne eine solche Erweiterung kann Pla-
nung nur mit boolschen Variablen arbeiten. Durch eine Einführung von Zeit-
spannen wird eine sehr viel realitätsnähere Modellierung der Aktionen ermög-
licht (siehe Annahme 7). Planmetriken ermöglichen es, Qualität von Plänen
über die Länge der Pläne hinaus zu definieren. Damit ist es möglich Quali-
tätsanforderungen aus den Vorbedingungen zu separieren und gesondert zu
definieren (siehe Annahme 5).
Neben den aus PDDL2.1 bekannten Elementen, wurden der PDDL2.2 für
die vierte IPC abgeleitete Prädikate, mit denen Domänenaxiome ausgedrückt
werden können, und zeitgesteuerte initiale Literale, mit denen sich externe
Ereignisse abbilden lassen, hinzugefügt. Domänenaxiome werden im Abschnitt
4.2.6 genauer beschrieben.
Die Erweiterungen von PDDL3 und der zur Zeit aktuellen Version PDDL3.1
sind für diese Arbeit unerheblich und werden nicht genauer betrachtet.6
These 3 PDDL ist gegenwärtig die einzige Beschreibungssprache für Pla-
nungsprobleme, die von den meisten aktuellern Planungsalgorithmen akzep-
tiert wird und damit als intermediäre Austauschsprache unverzichtbar, sobald
KI-Planung zur Problemlösung verwendet werden soll.
6Eine vollständige Übersicht über die Entwicklung von PDDL mit den entsprechenden Re-
ferenzen findet sich unter http://ipc.informatik.uni-freiburg.de/PddlResources.
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3.2 Mapping zwischen Dienstekomposition und
KI-Planung
Im Abschnitt 3.1.1 wurde KI-Planung als eine Möglichkeit der Generierung
eines Prozessmodells im Rahmen der Dienstekomposition beschrieben. Dabei
besteht ein Planungsproblem P aus einem Zustandsübergangssystem Σ, ei-
nem Startzustand s0 und der Beschreibung der Menge möglicher Zielzustände
G ⊆ S , wobei der wesentliche Bestandteil von Σ die Operatoren O sind
(vgl. Abschnitt 7.2). In diesem Abschnitt wird dargestellt, wie das Problem
der Dienstekomposition in einer intelligenten Umgebung auf ein solches Pla-
nungsproblem abgebildet werden kann.
Intelligente Umgebungen sind mit einer Vielzahl von Sensoren ausgestattet.
Dazu gehören herkömmliche Sensoren zur Messung physikalischer Standard-
größen, wie Temperatur, Helligkeit und Lautstärke aber auch komplexere Sen-
sorsysteme zur Lokalisierung, mit denen Standorte von Personen im Raum
ermittelt werdem können (Stelios u. a., 2008). Durch neue leistungsfähige Ver-
fahren in der Bilderkennung ist es weiterhin möglich, Gesichter und sogar die
Emotionen der jeweiligen Person in Echtzeit zu erkennen (Bartlett u. a., 2006;
Panning u. a., 2008). Sie bilden die Grundlage für Intentionserkennungssy-
steme. Neben der Integration von Sensoren in die Umgebung verspricht die
Vision des pervasiven Computings die ständige Verfügbarkeit von Informatio-
nen aller Art. So können Ablaufpläne von Sitzungen als auch Informationen
über die teilnehmenden Personen und unter Umständen sogar die relevanten
Daten der Teilnehmer verfügbar sein.7
Um aus diesen heterogenen Eingangsdaten ein Planungsproblem zu generie-
ren, wird der Zustand der Umgebung auf so, die Dienste auf O sowie die
Intentionen des Nutzers auf G abgebildet. Die Ergebnisse der Planung, die
Pläne, werden schließlich in Aktionssequenzen überführt. Diese können als
neue, zusammengesetzte Dienste betrachtet werden (siehe Abbildung 3.1).
Die generelle Herausforderung des Mappings auf ein klassisches KI-Planungs-
problem ist die Abstraktion der Realität intelligenter Umgebungen, als auch
der Kommunikation der enthaltenen Geräte auf ein logikbasiertes Zustands-
übergangssystem. Dabei funktionieren dienstbasierte Systeme auf dem Aus-
tausch von Nachrichten, wohingegen Planung die Welt über Objekte und deren
Eigenschaften modelliert.
Damit ein Planungsproblem erzeugt werden kann, müssen die Beschreibungen
der Situation, der Intentionen und der Dienste die gleiche Syntax und Seman-
7Insbesondere beim Zugriff auf persönliche Daten stellen sich dringende Fragen nach Pri-
vatsphäre und Vertraulichkeit der Daten in intelligenten Umgebungen. Dieser Punkt kann
im Rahmen dieser Arbeit nicht behandelt werden. Für weiterführende Informationen und
Ansätze zu diesem Thema wird stellvertretend auf Bünnig und Cap (2007) verwiesen.










Abbildung 3.1: KI-Planung zur Dienstekomposition in intelligenten Umgebun-
gen
tik, also ein gemeinsames Vokabular, basierend auf einer gemeinsamen Ontolo-
gie haben. Da PDDL als Beschreibungssprache verwendet wird, ist die Syntax
klar. Allerdings gibt es für PDDL keine Ontologiesprache, die jedoch für eine
gemeinsame Semantik unabdingbar wäre.8 Es wird daher vereinfachend ange-
nommen, dass syntaktisch gleiche Elemente auch die selbe Semantik haben.
Elemente gleicher Semantik, die unterschiedlich bezeichnet sind, können durch
diese Vereinfachung jedoch nicht als semantisch identisch erkannt werden. In
Abschnitt 4.2.7 wird näher auf die Problematik einer gemeinsamen Ontologie
eingegangen. Abschnitt 4.2 beschreibt zusätzlich Modellierungsrichtlinen, die
für eine reibungslose Interaktion heterogener Geräte unumgänglich sind.
3.2.1 Situation zu initialem Weltzustand
Die gegenwärtige Situation einer intelligenten Umgebung wird im Planungs-
problem durch den initialen Weltzustand s0 repräsentiert. Eine genaue Ein-
grenzung des Begriffes Situation ist dabei problematisch. Für eine erfolgreiche
Dienstekomposition muss die Situation Informationen über alle Prädikate ent-
halten, die in den Operatoren verwendet werden. Im Rahmen dieser Arbeit
sollen unter der gegenwärtigen Situation einer Umgebung daher alle relevanten
Informationen verstanden werden, die für eine Kompositionsinstanz potentiell
verfügbar sind und keine Dienstbeschreibung oder Nutzerintention darstellen.
8Als Beschreibungssprache ist PDDL selbst in gewisser Weise eine Sprache, mit der eine
Ontologie formuliert werden kann. Darin würden die Objekte der Welt über ihre Wechsel-
wirkung mit der Umgebung beschrieben werden. Die hier geforderte Semantik meint eher
die gemeinsame Verwendung gleicher Terme.
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Dazu zählen die beschriebenen Sensorinformationen, Informationen aus ver-
schiedenen Datenbanken und weiteren Datenquellen sowie Informationen über
den aktuellen Zustand der Geräte.
3.2.2 Services zu Operatoren
Um das Zusammenwirken von Diensten planen zu können und so eine Kom-
position der Dienste zu erreichen, ist es notwendig, die Dienstbeschreibun-
gen auf Planungsoperatoren abzubilden. Dabei kann die Beschreibung des
Dienstes kein szenariospezifisches Wissen enthalten, da die Umgebung, in der
der Dienst verwendet wird, zum Zeitpunkt der Formulierung der Dienstbe-
schreibung nicht bekannt ist. Trotzdem soll die Beschreibung allgemein genug
sein, um eine breite Anwendbarkeit des Dienstes zu ermöglichen.
Es stellt sich die Frage, ob es eine direkte Möglichkeit der Abbildung einer
Dienstbeschreibung auf einen Planungsoperator gibt, oder ob es nötig ist,
zusätzliche Informationen zu verwenden, um ein Mapping zu ermöglichen.9
Eine übliche Dienstschnittstelle verfügt über eine Liste von Methodenbeschrei-
bungen mitsamt einer Beschreibung der Parameter und der Rückgabetypen
der einzelnen Methoden. Ein Planungsoperator verfügt über eine Beschrei-
bung der Vorbedingungen und der Effekte seiner Ausführung (vgl. Abschnitt
3.1). Eine Schnittstellenbeschreibung und ein Planungsoperator stellen so un-
terschiedliche Sichten (nachrichtenbasierte Dienstbeschreibung und zustands-
basierte Operatorbeschreibung) auf dieselbe Entität, den Dienst, dar. Da der
Planungsoperator eine Repräsentation des realen Dienstes ist, müssen alle In-
formationen, die im Operator verwendet werden, auch in der Dienstbeschrei-
bung vorhanden sein. Es stellt sich die Frage, ob die Ein- und Ausgänge des
Dienstes (also dessen Parameter und Rückgabewerte) als Vorbedingungen und
Effekte (PEs) des Operators aufgefasst werden können.
Blankenburg u. a. (2008) schlagen ein Prädikat agentHasKnowledgeAbout für
alle Informationen, die ein Dienst über seine Eingänge benötigt oder seine
Ausgänge produziert, vor. Damit schaffen sie eine Abbildung von den Ein-
und Ausgängen eines Dienstes auf dessen Vorbedingungen und Effekte. Kon-
zeptionell werden damit jedoch Beschreibungen der zwei erwähnten Sichten
auf den Dienst miteinander in Verbindung gebracht, was problematisch ist.
Parameter und Rückgaben eines Dienstes spezifizieren lediglich den Zugriff
auf einen Dienst, treffen aber keine Aussage über dessen Funktionalität, die
9Dabei muss zwischen der einfachen Beschreibung des Dienstes und der zustandsbehafteten
Instanz des Dienstes auf einem Gerät unterschieden werden. Für den weiteren Verlauf des
Kapitels ist dabei immer die Dienstbeschreibung von Interesse und nicht die Instanz des
Dienstes. Wenn von einem Dienst gesprochen wird, ist daher immer die Beschreibung des
Dienstes gemeint.
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durch die PEs beschrieben sind. Zwar ist es denkbar, über die Parameter und
Rückgaben eines Dienstes auf dessen Funktionalität zu schließen. Das Ergeb-
nis eines solchen Schlusses wäre allerdings nicht eindeutig.
Für eine eindeutige semantische Beschreibung eines Dienstes ist es nötig, seine
Vorbedingungen und Effekte zusätzlich zu seinen Schnittstellen zu hinterle-
gen. Diese Vorbedingungen und Effekte können dann zur Erzeugung eines
entsprechenden Operators verwendet werden.
Werden die Ein- und Ausgänge bei der Planung nicht berücksichtigt, ist die
Erzeugung von Plänen möglich, in denen Dienste interagieren müssen, de-
ren Schnittstellen nicht zueinander passen. Ein Matchmaker muss dann das
Anpassen der Nachrichten übernehmen. Im Rahmen der WSMO Initiative
(Lausen u. a., 2005) werden solche Komponenten Mediatoren genannt. Falls
kein Mediator gefunden werden kann, stellen solche Pläne im schlechtesten
Fall keine Lösungen für ein Kompositionsproblem dar.
Während bei Webservices Dienste hauptsächlich durch ihre Ein- und Aus-
gaben charakterisiert sind, gibt es in intelligenten Umgebungen zudem eine
große Anzahl von Diensten, die über PEs verfügen, jedoch weder Ein- noch
Ausgaben haben. Beispiele dafür sind Dienste, die ein Gerät ein- oder aus-
schalten.
Es muss weiterhin verdeutlicht werden, dass in der Literatur bezüglich der
Input Output Precondition Effects (IOPEs) verschiedene Arten von Diensten
unterschieden werden. Diese Unterteilung stammt aus dem Bereich der Webser-
vices und ist in der Literatur nicht einheitlich. So unterscheiden McIlraith
(2002) und Rao und Su (2004) informationsliefernde und umgebungsändern-
de Dienste. Klein u. a. (2005) unterteilen in Wissensdienste zur Abfrage von
Informationen, Informationsdienste, mit denen Informationen in Wissensba-
sen verändert werden können, umgebungsändernde Dienste, die Einfluss auf
den Zustand eines Objektes der realen Welt haben, und Befähigungsdienste,
durch die Zugang zu bestimmten Fähigkeiten erlangt wird. Für die Verwen-
dung in intelligenten Umgebungen lassen sich die letzten drei von Klein u. a.
(2005) genannten Dienstarten dabei zu umgebungsändernden Diensten (im
Sinne von McIlraith (2002) sowie Rao und Su (2004)) zusammenfassen.
Informationsliefernde und umgebungsändernde Dienste unterscheiden sich da-
durch, dass informationsliefernde Dienste allein durch ihre Ein- und Ausgaben
und möglicherweise zusätzlich durch Vorbedingungen beschrieben sind. Sie ha-
ben im Gegensatz zu umgebungsändernden Diensten keine Effekte. Aus Sicht
der Planung ist ein Operator ohne Effekt jedoch sinnlos, und eine Unterteilung
in informationsliefernde und umgebungsändernde Dienste daher nicht notwen-
dig, da ein solcher Operator nie ein Ziel erreichen könnte und so auch nie
Teil eines automatisch generierten Planes sein könnte. So muss in einem Pla-
nungsproblem ein Operator, der eine Information liefert, einen Effekt haben,
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der im Zustandsübergangssystem hinterlegt, dass die gewünschte Informati-
on vorhanden ist. Eine Möglichkeit dafür ist das bereits erwähnte Prädikat
agentHasKnowledgeAbout von Blankenburg u. a. (2008), was allerdings die be-
schriebenen Nachteile hat.
Noch ein weiterer Punkt spricht gegen eine Unterteilung in informationslie-
fernde und weltverändernde Dienste. Im Abschnitt 1.3 wurde gesagt, dass ein
wesentliches Unterscheidungsmerkmal von intelligenten Umgebungen gegen-
über Webservice-Umgebungen der zusätzliche räumliche Bezug der Dienste
ist. Alle Dienste einer intelligenten Umgebung können einem Gerät zugeord-
net werden, verbrauchen bei einer Ausführung dessen Ressourcen und haben
so immer Auswirkungen auf die Umgebung. Selbst Dienste, die klar als in-
formationsliefernder Dienst einzuordnen wären, bekommen so in intelligenten
Umgebungen Effekte, wie beispielsweise die Verringerung der Batteriekapazi-
tät des Gerätes, auf dem sie installiert sind. In Webservice-Umgebungen wird
eine Unterscheidung in informationsliefernde und weltverändernde Dienste vor
allem getroffen, um erstere als gefahrlos ausführbar zu kennzeichnen. Inner-
halb eines Prozesses können diese Dienste beliebig oft ausgeführt werden, um
beispielsweise aktuelle Informationen, die für den weiteren Prozessverlauf von
Belang sind, abzurufen. Innerhalb einer intelligenten Umgebung kann diese
gefahrlose Ausführbarkeit jedoch nicht mehr gewährleistet bleiben, da die Ge-
räte, auf denen die Dienste ausgeführt werden, Teil der Umgebung sind und
somit im Zweifelsfall immer einen Effekt auf die Umgebungen haben.
Letztlich sind informationsliefernde Dienste vor allem dann von Interesse,
wenn eine Online-Planungsmethode verwendet wird, die während der Planung
Informationen aus der Umgebung anfordern kann, um unbekannte Zustände
zu determinieren (siehe auch Abschnitt 6.2.2). Da im Rahmen dieser Arbeit
keine Online-Planung eingesetzt wird, kann aus diesem und den vorherigen
Gründen auf die Unterteilung in informationsliefernde und umgebungsverän-
dernde Dienste verzichtet werden.
Zurückkehrend zur ursprünglichen Frage, ob ein Mapping von Dienstbeschrei-
bung auf Planungsoperator direkt möglich ist, kann festgehalten werden, dass
das Vorhandensein von Vorbedingungen und Effekten in der Beschreibung ei-
nes Dienstes zwingend notwendig ist, um eine Komposition von Diensten zu
ermöglichen. Mit Hinblick auf die Tatsache, dass eine Erfassung von PEs in
üblichen Gerätebeschreibungen zum jetzigen Zeitpunkt nicht vorhanden ist,
erscheint diese Anforderung herausfordernd. Wie bereits angedeutet, besteht
aber unter Umständen die Möglichkeit, aus der aktuellen Konstellation der
Umgebung und den Signaturen vorhandener Dienste auf deren PEs zu schlie-
ßen. Dabei könnte aus gegenwärtiger Situation, aktueller Nutzerintention und
den Schnittstellenbeschreibungen der vorhandenen Dienste auf deren Verwen-
dungszweck geschlossen werden. Zugrundeliegend wäre die Annahme, dass ein
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Nutzer vor allem sinnvoll zu kombinierende Geräte in einer Umgebung zusam-
menbringt. Die Untersuchung dieser These muss jedoch zukünftigen Arbeiten
vorbehalten bleiben, da es zu deren erschöpfender Überprüfung derzeit noch
keine ausreichend umfangreichen Umgebungen gibt.
These 4 Um eine KI-planungsbasierte Komposition von Diensten zu ermögli-
chen, ist eine explizite Beschreibung ihrer Vorbedingungen und Effekte zusätz-
lich zur Beschreibung der Dienstschnittstelle notwendig. Eine Unterscheidung
in informationsliefernde und umgebungsändernde Dienste ist nicht nötig. Alle
Dienste werden als potentiell umgebungsändernd angenommen.
3.2.3 Zielsynthese für dynamische Komposition
Durch die Hinzunahme einer Intentionsanalyse wird eine intelligente Umge-
bung teleologisch, d.h. zweck- bzw. zielorientiert. Es ist also kein System der
automatischen (evolutionären) Anpassung an die Umwelt mehr, sondern es
agiert zielgerichtet (Zambonelli und Parunak, 2002, S.274). Auch klassische
KI-Planung ist zielgerichtet.
Entscheidend für die Modellierung einer intelligenten Umgebung als Planungs-
problem ist, welcher Art diese Ziele sind. Dabei können drei verschiedene Ziel-
typen unterschieden werden, funktionsbasiert, zustandsbasiert und aufgaben-
basiert (vgl. Heider und Kirste (2002)). Aufgabe der Strategiesynthese, also
der Kompositionsinstanz, ist es, ausgehend vom jeweils formulierten Ziel ei-
ne mögliche Aktionssequenz zu finden, die entweder die gewünschte Funktion
bereitstellt, den gesuchten Zustand erreicht oder die gestellte Aufgabe erfüllt.
Funktionsbasiert Die funktionsbasierte Zielbeschreibung beruht auf der
gegenwärtig üblichen Wahrnehmung von Multi-Media-Geräten. Dabei werden
die angebotenen Funktionen der Geräte direkt ausgeführt, z.B. durch Betäti-
gen der Tasten „Play“, „Pause“ oder „Stop“ an einem Wiedergabegerät. Durch
das Wissen um die Beschränktheit von Informationsressourcen in der Vergan-
genheit, war es für einen Nutzer auch sinnvoll in Funktionen zu denken, denn
diese Funktionen befanden sich im Realitätshorizont des Nutzers. Mit der zu-
nehmenden Allgegenwärtigkeit von Information erweitert sich dieser Horizont
mehr und mehr und ein Wunsch, wie z.B. „Ich möchte jetzt und hier einen
bestimmten Film ansehen“ wird realistischer. Die dahinterstehende Annahme
ist das Vertrauen darauf, dass in der gegenwärtigen Umgebung irgendein Ge-
rät, was einen Videostream wiedergeben kann, vorhanden ist. Zusätzlich wird
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dasselbe oder ein anderes Gerät in der Lage sein, eine Internetverbindung auf-
zubauen und eine Quelle zu finden, von der sich der Film herunterladen lässt.
Es ist nicht mehr nötig, sich Gedanken um die Herkunft der Informationen zu
machen. Es reicht eine grobe Ahnung, dass die Informationen und die nöti-
ge Funktionalität am aktuellen Ort in der gegenwärtigen Situation verfügbar
sind.
Da nach der Vision von intelligenten Umgebungen der Nutzer vom Wissen
um die Fähigkeiten einzelner Geräte befreit werden soll und zusätzlich Infor-
mationen und Funktionalitäten allgegenwärtig verfügbar sein sollen, wird von
einer funktionsbasierten Zielbeschreibung abgesehen. Sie entspricht nicht der
angestrebten Vision.
Zustandsbasiert Eine weitere Möglichkeit ist die zustandsbasierte Zielbe-
schreibung, welche auch von klassischer KI-Planung verwendet wird. Eine zu-
standsbasierte Zielbeschreibung besteht üblicherweise aus einer Konjunktion
von Propositionen, wobei jede Proposition Eigenschaften der Umgebung oder
Zustände der in der Umgebung befindlichen Objekte beschreibt.
Für eine Bewertung, ob eine zustandsbasierte Zielbeschreibung realistisch ist,
muss sich vergegenwärtigt werden, wie diese Ziele im konkreten Fall aussehen
und ob sie durch eine wie auch immer gestaltete Intentionsanalyse inferriert
werden können.
Dazu soll auf das Beispiel des SmartLab vorgegriffen werden, welches im Ab-
schnitt 4.1.6 näher erläutert wird. Dort ist in einer Umgebung, die mit Pro-
jektoren und Leinwänden ausgestattet ist, das Ziel formuliert, ein Dokument
DOC1 auf einer Leinwand LW1 anzuzeigen. Die entsprechende Zielproposition
heißt dort ( isActive DOC1 LW1). Es sind verschiedene Szenarien denkbar, die
zu diesem Ziel führen könnten:
1. Bob zeigt auf Leinwand LW1 und sagt: „Mein Dokument DOC1 hier
anzeigen!“
2. In der Agenda des Meetings ist Bob als nächster Redner verzeichnet
und das Dokument für den Vortrag ist in der Agenda verlinkt. Eine
Lokalisierung registriert, dass sich Bob zur Leinwand LW1 bewegt. Es
kann so geschlossen werden, dass er seinen Vortrag dort beginnen möchte
und dazu das Dokument angezeigt werden soll.
3. In einer Diskussion wird das Dokument DOC1 von mehreren Teilneh-
mern erwähnt und als aktuell relevant eingestuft. Die Leinwand LW1
befindet sich im Sichtbereich aller anwesenden Personen.
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Im ersten Szenario wird das Ziel verbal aber explizit angegeben. Es ist unzwei-
deutig gefordert, dass DOC1 auf LW1 angezeigt werden soll. Die Intentionser-
kennung könnte durch eine Spracherkennung geleistet werden. Es muss ledig-
lich sichergestellt sein, dass die Vokabel „anzeigen“ auf das Prädikat isActive
referenziert.
Das zweite Szenario verlangt von der Intentionsanalyse die Fähigkeit, Inferen-
zen zu bilden. Aus den Fakten, dass Bob der nächste Redner ist und DOC1
als Bobs Vortrag in der Agenda hinterlegt ist und der Beobachtung, dass sich
Bob auf Leinwand LW1 zu bewegt, muss geschlossen werden, dass DOC1 auf
LW1 anzuzeigen ist.
Auch das dritte Szenario verlangt von der Intentionsanalyse die Fähigkeiten
der Inferenzbildung, da das Ziel aus der Beobachtung, dass DOC1 häufig er-
wähnt wird und dem Fakt, dass LW1 im Blickfeld aller Personen ist, geschlos-
sen werden muss.
Für die Verwendung von zustandsbasierten Zielbeschreibungen im Rahmen ei-
ner Dienstekomposition sprechen mehrere Punkte. Zunächst ist ein Mapping
eines zustandsbasierten Zieles auf ein klassisches KI-Planungsziel trivial, so-
fern ein gemeinsames Vokabular von Zustandsvariablen verwendet wird. Auch
die von Aiello u. a. (2002) vorgeschlagene Anfragesprache Web Service Request
Language (WSRL) für komponierte Webservices verwendet zustandsbasier-
te Zielbeschreibungen. Weiterhin lassen sich realistische Szenarien finden, in
denen das intuitive Verhalten des Nutzers eine zustandsbasierte Zielbeschrei-
bung vorgibt oder sie inferiert werden kann. Schließlich abstrahiert sie von
den Funktionen der verwendeten Geräte, unterstützt den Nutzer und leistet
so einen Beitrag zur Vision der intelligenten Umgebungen.
Aufgabenbasiert Als dritte Möglichkeit können Ziele einer Umgebung auf-
gabenbasiert formuliert werden. Dabei sind Aufgaben abstrakte Beschreibun-
gen von komplexem Verhalten der Umgebung. Ein Beispiel dafür wäre das
Ziel (showMovie ‘‘Avatar ’’) oder ( givePresentation ‘‘ Bob’’).
Auch Workflows können als aufgabenbasiete Zielbeschreibungen angesehen
werden. Srivastava und Koehler (2003) unterscheiden in diesem Zusammen-
hang zwischen impliziten (aufgabenbasierten) und expliziten (zustandsbasier-
ten) Zielen. Sie erläutern, dass im Prozessmanagement von Unternehmen
meist keine expliziten Zielbeschreibungen existieren. Hier sind vor allem mit
der Zeit gewachsene Beschreibungen von Workflows vorhanden. Die wahren,
d.h. zustandsbasierten Ziele sind meist nur noch implizit in den Workflows
enthalten. So ist zum Beispiel das implizite Ziel einer Routenplanung (vgl.
Abschnitt 4.1.2) die exakte Route zu erhalten. Das explizite zustandsbasierte
Ziel ist jedoch das Vorhandensein des Ausdrucks der Karte. Srivastava und
Koehler (2003) argumentieren daher, dass es nicht trivial ist, implizite Ziele
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explizit zu machen. Im letzten Abschnitt konnte jedoch gezeigt werden, dass
in intelligenten Umgebungen Szenarien existieren, in denen explizite Ziele ge-
geben werden.
Eine Planungstechnik, die es erlaubt aufgabenbasierte Ziele zu planen, ist die
HTN-Planung (siehe Abschnitt 3.1.3). Das Übersetzen impliziter zu expliziten
Zielen wird dabei durch die HTN-Methoden übernommen. Dazu müssen diese
Methoden jedoch modelliert werden, was zusätzlichen Modellierungsaufwand
für die intelligente Umgebung bedeutet. Eine Verwendung aufgabenbasierter
Ziele setzt daher voraus, dass bei der Strategiesynthese Wissen über die Aufga-
ben vorhanden ist und dass diese Aufgaben von der Intentionsanalyse identifi-
ziert werden können. Damit verlagert eine aufgabenbasierte Zielbeschreibung
einen Teil der Nutzerassistenz auf die Strategiesynthese. Des Weiteren müssen
aber auch die Nutzer entsprechend handeln. Greift man das erste Beispiel aus
dem obigen Abschnitt über die zustandsbasierte Zielbeschreibung auf, würde
der Nutzer Bob nicht mehr artikulieren, dass sein Vortrag jetzt an seinem
Standort zu sehen sein soll. Er würde nur noch sagen müssen, dass er jetzt
einen Vortrag halten möchte. Das zweite Beispiel würde ein Modell voraus-
setzen, in dem ausgehend von der aktuellen Position der Menschen im Raum
ihre gegenwärtige Absicht hergeleitet werden kann. In Burghardt und Kirste
(2007) wird ein solches Modell beschrieben.
Eine aufgabenbasierte Zielbeschreibung hat offensichtlich mehr Freiheitsgra-
de als eine zustandsbasierte oder gar funktionsbasierte Beschreibung, lässt
also noch unspezifischere Nutzerintentionen zu als eine zustandsbasierte Ziel-
beschreibung. Mit steigender Anzahl der Freiheitsgrade steigt aber auch der
algorithmische Aufwand sowie die Menge der zu modellierenden Informatio-
nen, um das Problem automatisiert zu lösen. Im weiteren Verlauf der Arbeit
wird daher von einer zustandsbasierten Zielbeschreibung ausgegangen.
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3.3 Dienstzugriff
Im Abschnitt 3.1 wurde KI-Planung als geeignetes Kompositionsverfahren für
intelligente Umgebungen vorgestellt. Aktuelle Planer verwenden dabei PDDL
als intermediäres Datenaustauschformat.
Für eine Verwendung in intelligenten Umgebungen stellt sich nun die Frage,
welche Sprachen zur Beschreibung von Diensten eingesetzt werden können
und inwieweit diese sich auf PDDL abbilden lassen. Im Kapitel 2 wurde er-
wähnt, dass eine semantische Beschreibung von Diensten grundlegende Vor-
aussetzung für dynamische Dienstekomposition ist. Bei der Verwendung von
KI-Planung werden Dienste als Operatoren aufgefasst, deren Semantik durch
Vorbedingungen und Effekte (PE) definiert ist. Wird KI-Planung als Kompo-
sitionsmethode verwendet, müssen Dienste daher über eine maschinenlesbare
Beschreibung ihrer Vorbedingungen und Effekte verfügen (Martin u. a., 2004).
In Abschnitt 3.1.4 wurde beschrieben, dass die Vorbedingungen eines PDDL
Operators funktionsfreie Sätze der Prädikatenlogik erster Ordnung sind. Da-
bei hat PDDL annähernd SOIN Ausdrucksmächtigkeit (Blankenburg u. a.,
2008). Daher muss eine Beschreibungssprache über ein logikbasiertes Kompo-
nentenmodell der Mächtigkeit SOIN verfügen oder eine Abbildung darauf
zulassen. Des Weiteren muss die Beschreibung des Dienstes zustandsbasiert
sein.
Für den Zugriff auf Geräte in einer intelligenten Umgebung sind verschie-
dene Beschreibungssprachen und Technologien mit jeweils unterschiedlichen
Anwendungsgebieten und Zielsetzungen verfügbar. Wesentliche Impulse zur
Komposition von Diensten kommen dabei aus dem Gebiet der Webservices.
Eine Auswahl aktuell verwendeter und/oder diskutierter Dienstbeschreibungs-
sprachen wird im Folgenden vorgestellt und anhand der eingangs genannten
Anforderungen auf ihre Verwendbarkeit in intelligenten Umgebungen über-
prüft. Für eine umfassendere Erläuterung von Beschreibungssprachen wird
auf die Arbeit von Klusch (2008) sowie auf die im Text referenzierten Stan-
dardisierungsdokumente verwiesen.
Teile der Evaluierung wurden in Zusammenarbeit mit Christiane Reiße und
Christoph Burghardt erstellt und veröffentlicht (Reisse u. a., 2008a,b). Ebenda
werden Beispiele für Beschreibungen von Vorbedingungen und Effekten in den
Sprachen OWL-S und WSMO gegeben.
3.3.1 WSDL
WSDL (W3C, 2007b) ist eine XML-basierte Schnittstellenbeschreibungsspra-
che für Webservices. Die erste Version der Sprache wurde 2001 bei der World
Wide Web Consortium (W3C) eingereicht. Ziel war es, im Internet verfügbare
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Informationen, die im Hypertext Markup Language (HTML) Quelltext der
Webseiten integriert waren, maschinenlesbar zur Verfügung zu stellen, um so
eine Trennung von dynamischem Inhalt und Präsentation der Daten zu errei-
chen (W3C, 2001). Heute ist der überwiegende Teil der öffentlich verfügbaren
Webservices in WSDL beschrieben.
WSDL-Dienste sind durch die folgenden sechs Elemente definiert:
• types - definiert mit Hilfe von XML Schema Definition (XSD) die vom
Dienst verwendeten Datentypen
• message - legt die Struktur der austauschbaren Nachrichten fest
• portType - ist eine Menge von abstrakten Operationen, bestehend aus
Name, Ein- und Ausgaben und Fehlermeldungen, samt den verwendeten
Nachrichtenformaten
• binding - beschreibt das für einen portType zu verwendende Protokoll
und Datenformat
• port - spezifiziert die Adresse, unter der ein binding und damit ein port-
Type zu erreichen ist
• service - fasst die verschiedenen ports zu einem Dienst
Unter einem Dienst (service) wird bei WSDL eine Menge von Operationen
verstanden. WSDL lässt so polymorphe Methoden zu. So kann eine Funktio-
nalität durch mehrere Operationen abgefragt werden. Beispielsweise kann ein
Wettervorhersagedienst über eine Ortsangabe oder eine Postleitzahl aufgeru-
fen werden. Andererseits kann die Ausführung mehrerer Methoden nötig sein,
um die Funktionalität eines Dienstes bereitzustellen. Für die Komposition ist
aber das Zusammenspiel der Aktionen der Geräte von Interesse, die im Fall
von WSDL den ports des Dienstes entsprechen. Ein WSDL-Dienst beschreibt
daher aus Sicht der Komposition in intelligenten Umgebungen eine Sammlung
von Einzeldiensten, die gemeinsame Datentypen und Nachrichtenformate ver-
wenden.
Für einen portType werden Eingaben, Ausgaben und Fehlerrückgaben defi-
niert. Sie verwenden die vorher eingeführten Nachrichtenformate und Ty-
pen. Die Beschreibung ist nachrichtenbasiert und rein syntaktisch. Eine se-
mantische Beschreibung und eine Beschreibung des Zustandes eines Dienstes
ist nicht möglich und macht eine direkte Verwendung von WSDL-basierten
Dienstbeschreibungen für die KI-planungsbasierte Komposition daher unmög-
lich.
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SAWSDL (Kopecký u. a., 2007) ist eine Erweiterung von WSDL, die seman-
tische Annotationen zulässt. Mit SAWSDL können Datentypen, Nachrichten
und Ports semantisch annotiert, d.h. auf eine Ontologie verlinkt werden. Eine
vollständige semantische Beschreibung der Funktionalität des Dienstes, wie
sie für eine Komposition basierend auf KI-Planung benötigt wird, ist damit
jedoch noch nicht geleistet.
Zur Beschreibung REST-basierter Webservices existiert neben WSDL die Spra-
che Web Application Description Language (WADL) (Hadley, 2009). Jedoch
ist auch hier eine Beschreibung der Vorbedingungen und Effekte nicht möglich.
3.3.2 OWL-S
OWL-S(Martin u. a., 2004) wurde auf Basis der Ontologiesprache Web Onto-
logy Language (OWL) entwickelt und stellt eine semantische Beschreibungs-
sprache für Dienste dar. OWL beruht auf Prädikatenlogik erster Stufe mit der
Aussdrucksmächtigkeit SHOIN und ist entscheidbar.10
Mit OWL-S lassen sich sowohl einzelne Dienste, als auch Prozessmodelle dar-
stellen. Dabei zielte die OWL-S-Initiative in erster Linie auf die Beschreibung
von Webservices ab. Die Dienstekomposition war eine Motivation bei der Ent-
wicklung der Sprache. An der Formulierung von OWL-S waren mehrere Wis-
senschaftler beteiligt, die im Bereich der KI-Planung forschen.
OWL-S besteht aus drei Teilen, dem ServiceProfile, dem ServiceGrounding
und dem ServiceModel.
Das ServiceProfil beschreibt, was ein Dienst tut. Es dient dem Auffinden des
Dienstes. Im Profil wird ähnlich wie bei WSDL die Schnittstelle des Dienstes
beschrieben. Daneben können aber auch funktionale Eigenschaften, wie die
Vorbedingungen und Effekte des Dienstes beschrieben werden. Zu diesem
Zweck sind die Elemente hasPrecondition und hasResult vorgesehen.11 Die
Entwickler von OWL-S lassen ausdrücklich offen, wie Vorbedingungen und
Effekte innerhalb dieser Elemente zu formulieren sind. Als kleinstmöglicher
Kompromiss wurde sich darauf geeinigt, dass sie entweder als XML- oder als
String-Literale hinterlegt sind, somit also nicht aus OWL-konformen Elemen-
ten bestehen müssen. Es können sowohl Sprachen aus dem Semantic-Web-
Umfeld wie Semantic Web Rule Language (SWRL) oder Resource Descripti-
on Framework (RDF) als auch anderen Sprachen wie Knowledge Interchange
10Es ist zu beachten, dass drei verschiedene Varianten von OWL (OWL-Lite, OWL-DL und
OWL-Full) über jeweils unterschiedliche Ausdrucksmächtigkeiten verfügen. Im Rahmen die-
ser Arbeit ist immer OWL-DL gemeint, wenn von OWL gesprochen wird.
11Da Dienste sehr oft Effekte haben, die von den Ausgaben des Dienstes abhängen, werden
in OWL-S die Effekte nicht direkt angegeben, sondern zusammen mit Bedingungen an die
Ausgaben des Dienstes als „Results“ beschrieben. Ein „Result“ ist somit durch eine Menge
bedingter Effekte definiert.
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Format (KIF) und PDDL zur Beschreibung der Vorbedingungen und Effekte
verwendet werden. Soll PDDL als Grundlage zur Komposition verwendet wer-
den, muss ein Mapping von OWL-S auf PDDL (Gerber u. a., 2005; Blanken-
burg u. a., 2008; Hatzi u. a., 2009) durchgeführt werden. Sind Vorbedingungen
und Effekte innerhalb der OWL-S-Beschreibung bereits mit Hilfe von PDDL
formuliert, ist dieses Mapping trivial.
Im ServiceGrounding wird der Zugriff auf den Dienst beschrieben. Dieser Teil
der Dienstbeschreibung wird für die Ausführung des Dienstes benötigt. Im
Rahmen einer Komposition wird das Grounding eines Dienstes verwendet,
um ein Prozessmodell in eine Aktionssequenz zu überführen.
Der dritte Teil, das ServiceModel, ist eine Prozessbeschreibung, in der hinter-
legt ist, wie der Dienst arbeitet. Es ermöglicht, einen Dienst nicht nur als ato-
mar ausführbare Funktionalität zu betrachten sondern ihn vielmehr als Pro-
zess, der ggf. aus anderen Diensten besteht zu beschreiben. Dabei werden ato-
mare (atomic) und komponierte (composite) Prozesse unterschieden.12 Wird
ein Dienst als komponierter Prozess beschrieben, erfolgt dies als statische Pro-
zessbeschreibung, die der von Workflowbeschreibungssprachen wie BPEL4WS
ähnelt. Allerdings verfügt BPEL4WS über wesentlich mehr Kontrollstruktu-
ren zur Definition von Prozessen. In verschiedenen Veröffentlichungen werden
OWL-S und dessen Vorgänger DAML-S zur Beschreibung von Prozessmodel-
len verwendet. Beispiele dazu wurden im Abschnitt 2.3 gegeben.
3.3.3 WSMO
Eine weitere Sprache zu Beschreibung von Webservices ist WSMO (Lau-
sen u. a., 2005; Roman u. a., 2005). WSMO ist ein europäisches Forschungs-
und Entwicklungsprojekt, das sich in drei Arbeitsgruppen (WSMO, Web Ser-
vice Modelling Language (WSML) und Web Service Execution Environment
(WSMX)) unterteilt. WSMO entwickelt ein konzeptionelles Modell für die
Beschreibung von semantischen Webservices. WSML formalisiert die konkre-
te, F-Logik-basierte (Kifer und Lausen, 1989) Sprache zur Beschreibung der
Dienste. WSMX befasst sich mit der Umsetzung einer Ausführungsumgebung
für WSMO-Dienste.
Die Beschreibung von Diensten wird durch WSMO definiert. Vorbedingun-
gen und Effekte können darin in der funktionalen Beschreibung des Dienstes
(„capability“) beschrieben werden. Diese Beschreibung erfolgt in F-Logik. Im
Unterschied zu klassischen Beschreibungslogiken beinhaltet F-Logik Seman-
tik. So gibt es Elemente der F-Logik, die beispielsweise die Zugehörigkeit ei-
nes Objektes zu einer Klasse darstellen, die in einer Beschreibungslogik keine
12Daneben können noch abstrakte Prozesse (simple process) spezifiziert werden, der hier
jedoch nicht weiter betrachtet werden soll.
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Entsprechung haben und sich nur auf ein spezielles Prädikat (in diesem Fall
z.B. isA(object, class)) abbilden lassen. Des Weiteren ist F-Logik im Gegen-
satz zu OWL unentscheidbar. Die Beschreibung einer Abbildung von WSMO-
Diensten auf PDDL zur klassischen KI-Planung konnte in der Literatur nicht
gefunden werden, wenngleich sie aufgrund der Abbildbarkeit von F-Logik auf
generelle Beschreibungslogiken (Bruijn und Heymans, 2008) möglich sein soll-
te. Tabatabaei u. a. (2008) erläutern lediglich eine Verwendung von WSMO
zur HTN-Planung, ohne jedoch auf PDDL einzugehen.
Neben weiteren Unterschieden (Lara u. a., 2004) geht WSMO im Gegensatz zu
OWL-S sehr viel stärker auf das semantische Finden der Dienste („discovery“)
als zwingende Voraussetzung für erfolgreiche Komposition von Webservices
ein. Da WSMO neuer als OWL-S ist, verfügt es über eine noch schlechtere
Durchdringung in Forschung und Industrie.
3.3.4 DSD
DSD ist eine im Rahmen des Projektes Dienste in ad-hoc Netzen (DIANE)
entwickelte Dienstbeschreibungssprache, die im Gegensatz zu den bisher be-
schriebenen Sprachen komplett zustandsbasiert ist. DSD basiert auf der Onto-
logiesprache DIANE Elements (Klein, 2004) und damit weder auf Aussagen-
logik oder Prädikatenlogik wie OWL-S, noch auf F-Logik wie WSMO (Klein
u. a., 2005). Grundlage der Sprache bildet eine Sammlung von ontologischen
Konzepten, mit der Dienste beschrieben werden können. Fokus bei der Ent-
wicklung der Sprache lag auf dem Discovery der Dienste.
Während WSDL und OWL-S für die Beschreibung eines Dienstes (beim pu-
blish) und die Anfrage nach einem Dienst (beim find) das gleiche Format
verwenden, unterscheidet DSD explizit die Beschreibungen von Dienstange-
boten und Dienstanfragen. Ähnlich zu OWL-S besteht ein Dienst aus einem
Service Profil und einem Grounding. Dabei wird das funktionale Verhalten
eines Dienstes im Profil ausschließlich durch Vorbedingungen und Effekte be-
schrieben.
3.3.5 UPnP
Universal Plug and Play (UPnP) ist ein standardisiertes (ISO / IEC 29341
(ISO, 2008)) Rahmenwerk für verteilte Systeme, das auf dem Transmission
Control Protocol/Internet Protocol (TCP/IP) basiert. Es stammt ursprüng-
lich aus dem Bereich der Hausautomation und wurde in erster Linie für die
reibungslose und konfigurationsfreie Installation und automatische Erkennung
von Geräten innerhalb eines lokalen Netzwerks konzipiert. Dabei liegt der
Fokus vornehmlich auf dem Peer-to-Peer-Zugriff auf Multimediageräte (Kist-
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ler u. a., 2008). UPnP spezifiziert die Funktionen verschiedener Gerätetypen,
wie zum Beispiel Internet-Gateways, Audio-Video-Geräte, Drucker, Scanner,
Klima- und Beleuchtungssteuerung sowie Wireless-LAN-Access-Points und di-
gitale Kameras. Daneben werden auch erweiterte Funktionen wie Sicherheit,
Remote-Benutzer-Schnittstelle und die Qualität der Dienstleistung betrachtet.
UPnP verwendet wie auch Webservices SOAP-Nachrichten für den Datenaus-
tausch zwischen Diensten. Während jedoch Webservices WSDL-Dokumente
zur Beschreibung der Dienstschnittstelle benutzen, greift UPnP hier auf ein
eigenes XML-basiertes Dienstbeschreibungsformat zurück, wobei ein Mapping
zwischen beiden Formaten möglich ist (Kistler u. a., 2008).
Eine explizite Beschreibung von Vorbedingungen und Effekten einzelner Gerä-
te und deren Funktionen ist in dieser Beschreibung nicht vorhanden. Es wäre
möglich für die durch UPnP vorgegebenen Diensttypen feste Vorbedingungen
und Effekte zu definieren, so könnten die Funktionen von UPnP-Geräten als
Planungsoperatoren dargestellt und auch komponiert werden. Eine solche Ge-
neralisierung ist allerdings kritisch zu sehen, da die durch UPnP vorgegebene
Klassifizierung zu allgemein ist (siehe Abschnitt 8.3.1).
3.3.6 DPWS
Die Beschreibungssprache Device Profile for Web Services (DPWS) (Bohn
u. a., 2006; Driscoll und Mensch, 2009) ist eine Weiterentwicklung von UPnP,
die versucht, die Lücke zwischen Webservices und Sprachen für lokale Umge-
bungen zu schließen und so die Vorteile beider Spezifikationen in intelligenten
Umgebungen nutzbar zu machen. Ziel ist es, Webservices auf eingebetteten
Geräten mit eingeschränkten Ressourcen zu standardisieren. DPWS unter-
scheidet zwei Arten von Diensten, Hosting Services und Hosted Services. Ho-
sting Services repräsentieren ein Gerät. Sie sind innerhalb eines Netzwerkes
direkt auffindbar. Die Funktionalitäten der Geräte werden durch Hosted Ser-
vices angeboten. Dabei besteht eine 1:n Kardinalität zwischen Hosting Service
und Hosted Service, da ein Gerät mehrere Funktionalitäten anbieten kann, eine
Funktionalität jedoch immer fest an ein Gerät gebunden ist. Zur Beschreibung
eines Hosted Service dienen dessen Name, die Schnittstelle und Metadaten. Ei-
ne semantische Beschreibung durch Vorbedingungen und Effekte des Dienstes
kann zwar im Rahmen der beschreibenden Metadaten erfolgen, ist aber in der
Beschreibung von DPWS nicht enthalten.
3.3.7 Eignung aktueller Beschreibungssprachen
Neben den vorgestellten Sprachen existieren weitere, teilweise ältere Spra-
chen und Methoden zur Beschreibung von und zum Zugriff auf Dienste (z.B.
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Open Services Gateway initiative (OSGi), Common Object Request Broker
Architecture (CORBA), ebXML, RosettaNet, Distributed Component Ob-
ject Model (DCOM), Enterprise Java Beans (EJB), Jini, Bluetooth, ZigBee
u.a.). Diese Ansätze haben teilweise sehr unterschiedliche Zielstellungen und
Anwendungsgebiete; CORBA, ebXML, RosettaNet sind vorrangig Werkzeuge
zur Business-to-Business (B2B) Integration; DCOM, EJB und Jini sind kom-
ponentenbasierte, programmiersprachen- und/oder plattformabhängige Rah-
menwerke zur Realisierung verteilter Anwendungen; Bluetooth und ZigBee
definieren auf den unteren Schichten des Protokollstapels Standards für den
drahtlosen Zugriff auf (Klein)Geräte. Dennoch befassen sich alle mit jeweils
unterschiedlichen Schwerpunkten mit Diensten. Die genannten Ansätze wur-
den im Rahmen dieser Arbeit nicht weiter betrachtet, da ihre Eignung für die
hier behandelte Problemstellungen als ungenügend angesehen wird. Aufgrund
der Fülle der Spezifikationen kann diese Einschätzung jedoch nicht abschlie-
ßend sein.
Die Tabelle 3.1 fasst die Fähigkeiten der untersuchten Sprachen hinsichtlich
der KI-planungsbasierten Dienstekomposition zusammen. Die Spalte „Vorbe-
dingungen und Effekte“ zeigt an, ob in der jeweiligen Sprache Vorbedingungen
und Effekte eines Dienstes beschrieben werden können. Ist dies der Fall, wird
in der dritten Spalte das zugrundeliegende Komponentenmodell der jeweiligen
Sprache genannt, andernfalls entfällt dieses Merkmal. Die vierte Spalte listet
die Art der Dienstbeschreibungen auf. In der letzten Spalte ist vermerkt, ob in
der Literatur ein Mapping der jeweiligen Sprache zu PDDL gefunden werden
konnte. Erfüllt eine Sprache eine dieser Kriterien, ist dies durch Fettdruck
hervorgehoben.
Aus der Tabelle wird ersichtlich, dass keine der untersuchten Sprachen alle
Anforderungen erfüllt. Lediglich drei Sprachen unterstützen die explizite For-
mulierung von PEs. In den anderen Sprachen sind zwar zusätzliche Annota-
tionen vorstellbar, um PEs zu hinterlegen. Eine einheitliche und interoperable
Verwendung dieser semantischen Beschreibung ist so jedoch nicht gewährlei-
stet.
Hinsichtlich des Komponentenmodells unterscheiden sich die drei in Frage
kommenden Sprachen OWL-S, WSMO und DSD. OWL-S verwendet eine Be-
schreibungslogik der Ausdrucksmächtigkeit SHOIN . Abbildungen von OWL-
S auf PDDL sind beschrieben (Klusch, 2008), standen im Rahmen dieser Ar-
beit allerdings nicht zur Verfügung. WSMO benutzt F-Logik, die zwar auf
Beschreibungslogiken abbildbar ist (Bruijn und Heymans, 2008), eine direkte
Abbildung auf PDDL konnte jedoch in der Literatur nicht gefunden werden.
DSD umfasst verschiedene Repräsentationen, eine dieser Repräsentationen er-
laubt es DSD Beschreibungen in OWL-S umzuwandeln. Daher sollte auch eine
Abbildung auf PDDL möglich sein.
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Komponenten- Beschrei- PDDL-Sprache PEs modell bungsart Mapping
WSDL nachrichten-
(W3C, 2007b) nein - basiert nein
SAWSDL nachrichten-
(Kopecký u. a., 2007) nein - basiert nein
OWL-S Prädikatenlogik nachrichten- und
(Martin u. a., 2004) ja 1ter Stufe zustandsbasiert ja
WSMO nachrichten- und
(Roman u. a., 2005) ja F-Logik zustandsbasiert nein
DSD DIANE
(Klein, 2004) ja Elements zustandsbasiert nein
UPnP nachrichten- und
(ISO, 2008) nein - ereignisbasiert nein
DPWS nachrichten- und
(Bohn u. a., 2006) nein - ereignisbasiert nein
Tabelle 3.1: Vergleich von Dienstbeschreibungssprachen zur KI-
planungsbasierten Dienstekomposition
Der überwiegende Teil der Beschreibungssprachen für Dienste verwendet eine
nachrichtenbasierte Beschreibung. Für die korrekte und vollständige Komposi-
tion ist allerdings eine zustandsbasierte Beschreibung der Dienste nötig. Ledig-
lich DSD erfüllt dieses Kriterium. Die getrennte Betrachtung von Nachrichten
und Zustand, wie sie von OWL-S und WSMO verwendet wird, kann problema-
tisch werden, wenn beispielsweise mehrere Nachrichten an einen Dienst nötig
sind, um eine Zustansänderung herbeizuführen. Im Rahmen dieser Arbeit wird
davon ausgegangen, dass atomare Dienste so feingranular implementiert sind,
dass sie jeweils nur eine Nachricht zur Ausführung benötigen.
OWL-S stimmt in drei von vier Punkten mit den Anforderungen überein.
Dennoch ist die praktische Anwendbarkeit von OWL-S kritisch zu sehen. Nach
wie vor ist das Haupthindernis beim praktischen Einsatz von OWL-S dessen
kaum vorhandene Verbreitung innerhalb der Industrie (Klusch und Zhing,
2008). Gründe dafür sind insbesondere die hohe Komplexität der Sprache und
die ungenügende Verfügbarkeit von Werkzeugen (Balzer u. a., 2004). Mit einer
Abbildung von DSD auf PDDL, wird auch eine Verwendung von DSD zur KI-
planungsbasierten Dienstekomposition möglich. Allerdings ist DSD noch in
der Entwicklung und wird daher hauptsächlich im wissenschaftlichen Bereich
eingesetzt.
Die in der Literatur verfügbaren Anwendungen von OWL-S, WSMO und DSD
bleiben größtenteils theoretisch und akademisch. Es bleibt abzuwarten, ob sich
eine der Sprachen in der Praxis durchsetzen kann und ob PEs von Diensten
darin hinterlegt werden. Für die Verwendung in der Dienstekomposition sind
alle drei geeignet, wobei jeweils unterschiedliche Anstrengungen nötig sind,
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um eine Übersetzung auf PDDL zu realisieren.
These 5 Aus Sicht der KI-planungsbasierten Dienstekomposition können ty-
pische Dienstbeschreibungssprachen zur Beschreibung von Diensten in intel-
ligenten Umgebungen verwendet werden. Sie müssen zur Nutzung durch die
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4.1 Beispielszenarien
Im Abschnitt 3.1.4.1 wurde PDDL anhand eines einfachen Beispiels als Mo-
dellierungsprache vorgestellt. In diesem Kapitel werden drei weitere Szena-
rien aus der Literatur mit Hilfe von PDDL modelliert. Dabei wird sich wie
schon im einführenden Beispiel auf Sprachkonstrukte der PDDL-Version 1.2
beschränkt.
Die im Folgenden beschriebenen Szenarien sind Veröffentlichungen aus dem
Bereich der intelligenten Umgebungen entliehen. Zwar beschäftigen sich die
meisten der betrachteten Publikationen nicht direkt mit Dienstekomposition
oder der Strategiesynthese, sondern mit überschneidenden oder generelleren
Themen. Dennoch lassen sich mit den Szenarien wesentliche Probleme veran-
schaulichen, die auch bei der Dienstekompostion auftreten. Aus diesem Grund
werden nur die Aspekte aus den Szenarien verwendet, die im Hinblick auf
Dienstekomposition relevant sind. Bei der Modellierung sollen alle Operatoren
Diensten einer intelligenten Umgebung entsprechen und als solche theoretisch
umsetzbar sein.
Im Unterschied zum einführenden Beispiel werden zur Beschreibung der fol-
genden Szenarien typisierte Variablen verwendet. Typisierung erleichtert die
Lesbarkeit einer Domänenbeschreibung und erlaubt eine wesentlich bessere
Leistungsoptimierung während der Planung. Dazu muss : typing in den Be-
dingungen einer PDDL-Domäne aufgelistet sein. Ein getyptes Prädikat, um
beispielsweise anzuzeigen, dass ein Gerät angeschaltet ist, wird in PDDL wie
folgt beschrieben (isOn ?d − Device). Name ?d und Typ der Variablen Device
sind durch einen Bindestrich getrennt. Die in einer Domäne verwendeten Ty-
pen müssen im Kopf der PDDL-Domäne deklariert werden. Eine alternative
Art der Modellierung von Objekttypen ist die Definition von Typprädikaten
wie z.B. ( isPerson ?p) oder ( isDevice ?d).
Alle Szenarien wurden vollständig in PDDL ausformuliert und erfolgreich mit
dem Planer LPG (Gerevini und Serina, 2002) getestet. Aus Platzgründen sind
die Beschreibungen der Operatoren im folgenden Abschnitt gekürzt und ent-
sprechen nicht exakt der Syntax von PDDL. Die Definitionen der Vorbedin-
gungen und Effekte wurden ausgelassen und die Syntax der Parameterdefini-
tion der Operatoren wurde etwas vereinfacht. Eine vollständige und lauffähige
PDDL-Beschreibung der Probleme findet sich im Anhang A. Für jedes Sze-
nario wird der resultierende partiell geordnete Plan genannt.
4.1.1 Smart House
In Nishikawa u. a. (2006) wird ein intelligentes Haus beschrieben, in dem Alice
und ihre Eltern wohnen. Es gibt mehrere Räume, in denen sich Lampen, ein
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Fernseher, ein Videorecorder, eine Stereo- und eine Klimaanlage befinden.
Weiterhin sind verschiedene Sensoren im Haus installiert, um Lichtintensi-
tät, Temperatur und Luftfeuchtigkeit zu messen. Alle Geräte sind durch ein
Netzwerk miteinander verbunden. Es werden folgende Anwendungsszenarien
beschrieben:
Sobald Alice ihr Zimmer betritt, wird das Licht eingeschaltet und die Stereoan-
lage beginnt leise Jazzmusik zu spielen. Die Klimaanlage stellt sich auf 25◦C
und 50% Luftfeuchtigkeit.
Sobald ihr Vater und ihre Mutter den Raum betreten, wird das Licht heller und
die Klimaanlage auf 27◦C sowie 60% Luftfeuchtigkeit eingestellt. Die Stereo-
anlage beginnt klassische Musik zu spielen.
Wenn der Vater im Wohnzimmer ist, wird, sobald eine Baseballübertragung
beginnt, automatisch der Fernseher mit dem entsprechenden Sender einge-
schaltet. Ist der Vater nicht im Wohnzimmer, nimmt der Videorekorder das
Spiel auf.
Es ist ersichtlich, dass in diesen Szenarien keine nennenswerten Aktionsket-
ten erzeugt werden müssen. Die meisten Ziele lassen sich in einem Schritt
erreichen. Es steht vielmehr die Echtzeitsteuerung des Systems im Vorder-
grund. Da Dienstekomposition erst interessant wird, wenn Aktionssequenzen
generiert werden, die aus mehreren Schritten bestehen, wird an diesem Punkt
klar, dass Dienstekomposition hier (noch) nicht nötig ist.
4.1.2 Toms Routenplanung
In diesem Szenario (Fujii und Suda, 2004) wird deutlich, welche Probleme die
Annahme 4 (siehe Abschnitt 3.1), der statische Weltzustand, bei der Model-
lierung von nachrichtenbasierten Diensten verursacht.
Tom möchte die Route zu einem Restaurant, das er im Internet gefunden hat,
automatisch ausdrucken. Er möchte sich dabei nicht mit Details, wie dem Su-
chen der Adresse des Restaurants oder einem Routenplaner beschäftigen.
Aufgrund der Szenariobeschreibung wird nicht klar, wie Toms Wunsch, die
Route zu bekommen, ausgedrückt ist und welche Informationen initial vor-
handen sind. Es wird daher angenommen, dass eine Spracherkennung das Ziel
aus Toms verbalen Äußerungen ableiten kann. Des Weiteren wird angenom-
men, dass Toms eigene Adresse für den Planer verfügbar ist.
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Operatoren:
ge tAdd re s s (? u r l − Data ) ; E in Diens t , de r Adres sen e x t r a h i e r e n kann
getRoute (? a1 ?a2 − Loca t i on ?d − Document ) ; E in Routenp l ane r
; de r e i n B i l d de r ang e f r a g t e n Route z u r ü c k g i b t
switchOn (? p − P r i n t e r ) ; E in Dienst , de r Toms Drucker e i n s c h a l t e t
pr intDocument (? d − Document ?p − P r i n t e r ) ; Der D r u c k e r d i e n s t
Ziel:
( and ( i sRou t e DOC TOMSADDR RESTAURANTSADDR) ( i s P r i n t e d DOC) )
Initialer Weltzustand:
( isEmptyDocument DOC)
( i sAdd r e s s TOMSADDR)
( i s S t a r t TOMSADDR)
( isURL RESTAURANTSADDR)




1 (GETROUTE TOMSADDR RESTAURANTSADDR DOC)
2 (PRINTDOCUMENT DOC TOMSPRINTER)
Bemerkungen: Dieses Szenario verdeutlicht das Problem, dass aufgrund des
statischen Zustandsraumes während eines Planungslaufes keine neuen Objek-
te erzeugt werden können (vgl. Annahme 4). Daher ist es nicht möglich, ein
neues Dokument als Effekt des Operators getRoute zu generieren. Statt dessen
muss zu Beginn der Planung ein leeres Dokument initialisiert werden, welches
durch den Operator getRoute mit dem Ergebnis der Routenplanung gefüllt
wird. Dazu muss der Operator jedoch um einen zusätzlichen Parameter für
das leere Dokument erweitert werden. Die beschriebene Modellierung verlangt
das Vorhandensein von leeren Dokumenten in der Domäne, was allen anderen
Operatoren der Domäne, die mit Dokumenten arbeiten, bekannt sein muss. So
muss der Operator printDocument über eine Vorbedingung (not (isEmpty ?d))
verfügen, die (noch) nicht existente Dokumente ausfiltert, da diese offensicht-
lich nicht gedruckt werden können.
Eine weitere Herausforderung dieses Szenarios verbirgt sich in der Definition
der Zielbeschreibung. Ziel ist es, eine Route zu erhalten. Da Dienste einer intel-
ligenten Umgebung ad-hoc zusammenarbeiten sollen, dürfen sie kein globales
Wissen in den Effekten enthalten. Der vorhandene Drucker hat daher lediglich
den generellen Effekt ( isPrinted ?doc) aber beispielsweise nicht den speziel-
len Effekt ( isPrintedRoute ?from ?to). Daher kann auch die Zielbeschreibung
nicht aus einem solchen speziellen Prädikat bestehen, sondern kann sich le-




Dieses Szenario stammt aus dem Projekt Aura (Garlan u. a., 2002). Es ver-
anschaulicht zum einen die Beschränkungen, die eine rein boolsche Beschrei-
bung der Welt, wie sie die klassische KI-Planung verlangt, mit sich bringt
(vgl. Abschnitt 3.1 und Annahme 1). Zum anderen wird verdeutlicht, dass
automatisierte Dienstekomposition keine menschlichen Aktionen beinhalten
darf.
Jane ist auf einem Flughafen und wartet am Gate 12 auf ihren Flug. Sie
möchte, während sie wartet, eine sehr große Datei per Email versenden. Das
WLAN an Janes Abfluggate ist überlastet und die Übertragung der Dateien
würde nicht vor dem Boarding abgeschlossen sein. Am Gate 5 ist der WLAN-
Durchsatz besser. Der Weg zu diesem Gate ist nicht zu weit. Jane kann dort-
hin laufen, ihre Email versenden und dann zurück zum Gate 12 laufen und ist
trotzdem pünktlich zum Boarding.
Operatoren:
connectWLAN(? l − Laptop ? l o c − Loca t i on ? t − Thruput ) ; E in D i en s t au f einem
; Laptop , de r s i c h mit einem WLAN ve rb i nd en und de s s en Durchsatz messen kann
sendMa i l (? e − Emai l ? l − Laptop ? t − Thruput ) ; E in Ema i l d i e n s t , de r Ema i l s
; v e r s c h i c k e n kann und übe r p r ü f t , ob de r Durchsatz f ü r e i n e Übert ragung
; a u s r e i c h e nd i s t .
move (? from ? to − Loca t i on ? l − Laptop ) ; Janes Bewegung
check In (? l − Laptop ? l o c − Loca t i on ) ; D i e s e r Operato r l ä s s t Jane e i n che cken .
Initialer Weltzustand:
( a t GATE12 JANESLAPTOP)
( i sMovab l e JANESLAPTOP)
( r equ i r edTh rupu t JANESEMAIL HIGHT)
( a v a i l a b l eTh r u pu t GATE12 LOWT)
( a v a i l a b l eTh r u pu t GATE5 HIGHT)
Ziel:
( and ( ma i l Sen t JANESEMAIL ) ( checked In GATE12 ) )
Plan:
0 (MOVE GATE12 GATE5 JANESLAPTOP)
1 (CONNECTWLAN JANESLAPTOP GATE5 HIGHT)
2 (SENDMAIL JANESEMAIL JANESLAPTOP HIGHT)
2 (MOVE GATE5 GATE12 JANESLAPTOP)
3 (CHECKIN JANESLAPTOP GATE12)
Bemerkungen: Aufgrund der Annahme, dass Jane ihren Laptop in einem
Flughafen nicht allein stehen lassen wird, wurde in diesem Szenario aus Grün-
den der Vereinfachung nur ihr Laptop modelliert. Trotzdem können die Ope-
ratoren move und checkIn nicht als Dienste implementiert werden, da sie Ak-
tionen einer Person beinhalten. Es könnten Jane jedoch durch entsprechende
Dienste Hinweise gegeben werden, bestimmte Aktionen zu tun, in der Hoff-
nung, dass sie diesen Empfehlungen folgen wird. Generell ist festzustellen,
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dass, sobald in einem Operator menschliches Handeln benötigt wird, das Er-
gebnis eines Kompositionslaufes lediglich als Empfehlung denn als vollständi-
ger Plan, der durch Geräte ausgeführt werden kann, zu verstehen ist (Simpson
u. a., 2006). Aus diesem Grund kann dieses Szenario nicht durch Dienstekom-
position allein gelöst werden.
Im aktuellen Szenario musste explizit gemacht werden, dass das Boarding des
Flugzeugs, die letzte Aktion im Plan sein muss. Dazu wurde das Prädikat
(isMovable ?laptop) verwendet, welches anzeigt, ob sich der Laptop (resp. Ja-
ne) noch bewegen kann. Es wird von der Aktion checkIn ungültig gemacht.
Ohne ein solches Prädikat würde der Planer die Aktion checkIn ausführen,
bevor Jane zu Gate 5 und zurück gegangen ist, um die Email abzuschicken.
Noch ein weiterer Punkt wird durch dieses Szenario deutlich. Ohne Erwei-
terungen ist es nicht möglich, die Dauer von Aktionen zu beschreiben (vgl.
Annahme 7). In diesem Szenario wurde daher von sämtlichen Zeitspannen, wie
zum Beispiel die Dauer des Sendens der Email oder die Dauer des Fußweges
zwischen den Gates, abstrahiert.
Daneben wird durch dieses Szenario deutlich, dass es unter der Annahme, nur
lokales Wissen zu verwenden, sehr aufwändig ist, alle möglichen Effekte einer
Aktion zu modellieren. So bewirkt beispielsweise das Bewegen des Laptops
von einem Gate zum nächsten eine Unterbrechung der WLAN Verbindung.
Im sogenannten Briefcase-Problem sind ähnliche Effekte beschrieben. Sie sind
nur mit Hilfe bedingter Effekte zu modellieren (Weld, 1994).
4.1.4 Barts Anweisung
Das folgende Szenario wurde im Rahmen des Projektes Daidalos (Yang u. a.,
2006) entwickelt. Es verdeutlicht ein weiteres Modellierungsproblem, das durch
den endlichen Zustandsraum bedingt ist (siehe Annahme 1). Innerhalb eines
Planungslaufes kann der Typ eines Objektes nicht geändert werden, daher
müssen Dienste, die Dokumente konvertieren können, gesondert modelliert
werden.
Bart ist zu Hause und sieht die Nachrichten im Fernsehen, als sein Vorgesetz-
ter ihn via VoIP anruft. Der Anruf wird auf Barts PDA umgeleitet. Während
des Anrufes wird die Nachrichtensendung für Bart pausiert. Der Vorgesetzte
beauftragt ihn, einen Kunden vom Flughafen abzuholen. Nachdem der Anruf
beendet ist, werden die Nachrichten fortgesetzt. Als Bart in sein Auto steigt,
wird die Nachrichtensendung als Audioversion abgespielt. Am Flughafen ange-
kommen, wird auf dem Bildschirm des Navigationssystems ein Fluginforma-
tionsservice angezeigt. So kann er verfolgen, wann und wo der Kunde landet.
Das Szenario beschreibt einen iterativen Prozess und sollte in mehrere Ab-
schnitte unterteilt werden. In jedem Abschnitt müssen neue Ziele erfüllt oder
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neue äußere Umstände in Betracht gezogen werden. Daher kann jeder Ab-
schnitt als eigenes Kompositionsproblem angesehen werden. Ein erstes Ziel
ist es, den Anruf auf Barts PDA annehmen zu können. Das zweite Ziel ist,
den Kunden vom Flughafen abzuholen. Als drittes Ziel soll Bart während der
gesamten Zeit die Nachrichten verfolgen können.
Eine wesentliche Herausforderung dieses Szenarios ist es, die Ziele und Welt-
zustände entsprechend der aktuellen Ereignisse des Szenarios anzupassen und
aktuell zu halten. So muss zum Beispiel nach dem Anruf (automatisch) infe-
riert werden, dass sich ein neues Ziel (den Kunden vom Flughafen abzuholen)
ergeben hat.
Der aus Sicht der Dienstekomposition interessanteste Aspekt dieses Szenarios
ist das Transferieren der Nachrichtensendung auf Barts Autoradio. Die Schwie-
rigkeiten dieses Aspektes sollen daher näher diskutiert werden. Es wird davon
ausgegangen, dass die Nachrichtensendung über einen gewöhnlichen analogen
TV-Sender empfangen wird. Um diese Sendung pausieren zu können, wird
ein Aufnahmegerät benötigt. Ein HD-Rekorder könnte diese Aufgabe über-
nehmen. Um die Nachrichtensendung während der Fahrt mit dem Autoradio
wiedergeben zu können, muss sie entweder beendet sein und die Aufzeichnung
könnte vor Fahrtbeginn auf das Autoradio überspielt werden, oder der HD-
Rekorder verfügt über eine Streaming-Komponente. Dann müsste das Auto
jedoch während der Fahrt unterbrechungsfrei mit dem HD-Rekorder verbun-
den bleiben. Da in der ursprünglichen Szenariobeschreibung kein Hinweis ge-
funden werden konnte, welche Variante zu bevorzugen ist, wurde sich für die
letztere entschieden. Das Szenario wurde wie folgt adaptiert:
Bart hat gerade den Anruf erhalten und ist in sein Auto eingestiegen, um
zum Flughafen zu fahren. Der Fernseher in seinem Wohnzimmer zeigt weiter-
hin die Nachrichtensendung. Da das Autoradio lediglich Audiodaten abspielen
kann, muss das Videosignal des Fernsehers in ein Audiosignal umgewandelt
werden. Glücklicherweise ist sein PDA dazu in der Lage.
Operatoren:
( s t a r t S t r e am ?dev − Dev ice ? s − Stream ? f − Format ) ; E inen Stream s t a r t e n
( s topStream ?dev − Dev ice ? s − Stream ? f − Format ) ; E inen Stream stoppen
( acce s sS t r eam ? s r c ? de s t − Dev ice ? s − Stream ? f − Format ) ; E in D i en s t
; de r au f e i n en ge rade l a u f e nd en Stream auf einem Geräte z u g r e i f e n
( connect ? dev1 ? dev2 − Dev ice ) ; D i e s e r D i en s t s t e l l t e i n e Netzwerkve rb indung
; zw i s chen zwe i Geräten he r .
( conve r tData (? d − Data ? fFrom ? fTo − Format ? dev − Dev ice ) ; E in Dienst ,
; de r v e r s c h i e d e n e Datenformate i n e i n a n d e r k o n v e r t i e r t .
Ziel:
( and ( i s A c t i v e CarRadio RecordedNews Audio ) )
Initialer Weltzustand:
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( suppor t sFormat Audio PDA)
( suppor t sFormat Video PDA)
( at Home TV)
( suppor t sFormat Video TV)
( i s A v a i l a b l e RecordedNews TV)
( hasFormat Video RecordedNews )
( i s A c t i v e TV RecordedNews Video )
( i s Lo ck ed TV)
( suppor t sFormat Audio CarRadio )
Plan:
0 (CONNECT PDA CARRADIO)
0 (STOPSTREAM TV RECORDEDNEWS VIDEO)
1 (CONNECT TV PDA)
2 (STARTSTREAM TV RECORDEDNEWS VIDEO)
3 (ACCESSSTREAM TV PDA RECORDEDNEWS VIDEO)
4 (CONVERTDATA RECORDEDNEWS VIDEO AUDIO PDA)
5 (ACCESSSTREAM PDA CARRADIO RECORDEDNEWS AUDIO)
Bemerkungen: Dieses Szenario verdeutlicht mehrere Modellierungsaspekte
für intelligente Umgebungen. Es verwendet Typen und Typenvererbung. Prä-
dikate wie (isLocked ?o) oder (isMovable ?o) sind nur in einer Typenhierarchie
sinnvoll, da sie für einen gemeinsamen Obertyp (in diesem Fall Object) defi-
niert sind, in den Operatoren aber mit abgeleiteten Typen (z.B. Device) ver-
wendet werden. Ohne Typenvererbung müssten einzelne Prädikate für jeden
Objekttyp (z.B. (isMovablePerson ?p)) als auch die entsprechenden Operato-
ren einzeln definert sein, was die Domänenbeschreibung unübersichtlich und
durch die größere Anzahl an Operatoren langsamer machen würde.
Im beschriebenen Szenario wird ein Dienst beschrieben, der Daten konvertiert
(convertData). Da PDDL keine Möglichkeit anbietet den Typ eines Objektes
zur Planungszeit zu ändern, können spezielle Typen, wie AudioStream oder
VideoStream nicht benutzt werden. Zu konvertierende Daten müssen über
Prädikate beschrieben werden. Da theoretisch alle Daten konvertierbar sind,
bietet sich für dynamische Ad-hoc-Umgebungen daher ein gemeinsamer Typ
„Data“ oder „ConvertableData“ an. Weitere Verfeinerungen müssen dann per
Typprädikat (z.B. (isAudioStream ?d)) beschrieben werden, wodurch sich al-
lerdings die oben beschriebenen Nachteile ergeben.
Im Szenario enthält der Operator (startStream) drei Parameter, das Device,
den Stream und das Format des Streams. Ein Stream kann nur ein Format
haben, daher ist der dritte Parameter redundant. Das Format kann über den
Stream inferiert werden. PDDL stellt dazu abgeleitete Prädikate zur Verfü-
gung. Der Wahrheitswert eines abgeleiteten Prädikates wird über Axiome aus
bekannten Prädikaten abgeleitet. Eine genauere Betrachtung von abgeleiteten
Prädikaten wird in Abschnitt 4.2.6 gegeben.
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4.1.5 Weitere Szenarien aus der Literatur
Das eingangs beschriebene Szenario aus dem Projekt UBbiREAL (Nishikawa
u. a., 2006) verwendet lediglich Stimulus-response-Aktionen. Ähnliches lässt
sich bei Brumitt u. a. (2000) beobachten. Der Fokus solcher Szenarien liegt
nicht auf der dynamischen Kooperation von Geräten, sondern vielmehr auf
der möglichst nahtlosen Reaktion auf den Nutzer entsprechend festgelegter
Regeln mit meist festverdrahteten Geräten. Die dort beschriebenen Dienste
beziehen sich nicht aufeinander, alle Geräte können gleichzeitig agieren. Da-
her sind keine Aktionssequenzen nötig, um den Nutzer zu unterstützen. Eine
dynamische und automatische Gerätekooperation wird nicht verlangt.
In den Veröffentlichungen zu intelligenten Umgebungen finden sich noch wei-
tere Szenarien. Es wurde auf die Ausmodellierung dieser Szenarien verzichtet,
da sich die beschriebenen Probleme auf die genannten Beispiele abbilden las-
sen und so keine neuen Modellierungsaspekte zu erwarten sind.
Im Projekt GAIA (Roman u. a., 2003) wird eine „ticker tape“ Anwendung be-
schrieben, die Informationen auf vorhandenen Displays anzeigen kann. Zusätz-
lich gibt es eine Ortungsanwendung, die bestimmen kann, wo sich eine Person
befindet. Ein Nutzer „Andrew“ betritt den Raum 2401, daraufhin erscheint
auf den vorhandenen Displays eine Laufschrift, auf der zu lesen ist „Andrew
has entered room 2401“. Weiterhin ist ein Bild von Andrew auf den Monitoren
zu sehen. Da in der Veröffentlichung die Bezeichnung „active space“ verwen-
det wird, kann von aktiven Räumen ausgegangen werden, die das Eintreffen
von Andrew registrieren und dann ihrerseits die ihnen bekannten (weil festin-
stallierten) Displays ansteuern. Die gewünschten Funktionalitäten bedürfen
keiner Dienstekomposition, da sie direkt umsetzbar sind. Die Problematik die-
ses Szenarios liegt im reibungslosen Zusammenspiel der Komponenten, dem
Datenzugriff und der korrekten Ortung der Person.
Das Portolano Projekt (Esler u. a., 1999) beschreibt ein Szenario, welches heu-
te schon weitestgehend der Realität entspricht, und ohne Dienstekomposition
auskommt. Alice sieht eine Werbung einer interessanten 3D-Kamera in ihrer
digitalen Zeitung und leitet sie an ihren Freund Bob weiter. Dem gefällt das
Gerät und er lässt durch einen Shopping-Agenten den günstigsten Preis er-
mitteln, um die Kamera zu kaufen. Mit der neuen Kamera macht er einige
Bilder der Antiquitätensamlung seines Nachbarn und lässt die Bilder durch
einen automatischen Dienst als Webgalerie veröffentlichen.
Im Szenario GeoTagger des Projektes PalCom (Svensson u. a., 2007) werden
Fotos automatisch mit den aktuellen GPS-Daten des Standorts annotiert und
dann auf einem mitgeführten Laptop gespeichert. Der Fokus dieses Projek-
tes liegt auf der Interoperabilität zwischen den einzelnen Geräten. Das Pro-
zessmodell der Dienste, Standortbestimmung, Fotografieren und Annotieren
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sowie Speichern auf dem Laptop ist statisch.
4.1.6 Modellierung der SmartLab-Szenarios
Die Beispiele, die in den letzten Abschnitten vorgestellt wurden, sind der
Literatur entnommen. Das folgende Szenario wurde basierend auf den Ge-
räten des SmartLab der Universität Rostock erstellt. Im SmartLab befinden
sich mehrere Lampen, ausfahrbare Leinwände, ein intelligenter Monitorswitch
und mehrere Projektoren. Neben diesen fest installierten Geräten werden im
Szenario Laptops verwendet, die Dokumente anzeigen können. Vier der Pro-
jektoren sind fest und einer drehbar montiert. Ein fest montierter Projektor
zeigt auf genau eine im Raum vorhandene Leinwand. Der drehbare Projektor
kann auf verschiedene Leinwände gerichtet werden.
Im Folgenden soll iterativ die Modellierung der Domäne nachvollzogen werden,
was es erlaubt die einzelnen Modellierungsentscheidungen, die dabei zu treffen
sind, nachzuvollziehen. Im Unterschied zu den obigen Szenarien werden dabei
vollständige Operatorbeschreibungen verwendet.
Ziel eines Nutzers im SmartLab könnte es sein, mit Hilfe der beschriebenen
Dienste die Lampe LAMP1 auszuschalten und ein Dokument DOC1 auf der
Leinwand LW1 anzuzeigen. Dazu ist es für den Nutzer nicht von Interesse, auf
welchem Gerät das entsprechende Dokument derzeit verfügbar ist, noch soll
der Nutzer damit behelligt werden, wie Projektoren und Leinwände gesteuert
werden. Initial ist das Dokument DOC1 auf dem Notebook NB1 verfügbar, die
Leinwände LW1 und LW2 sind nicht heruntergefahren und der Projektor NEC
zeigt auf die Leinwand LW2. In PDDL ausgedrückt sehen initialer Weltzustand
und Ziel folgendermaßen aus:
( : i n i t ( i s L i gh tOn LAMP1)
( i s A v a i l a b l e DOC1 NB1)
( i sMovab l e NEC)
( i sPo i n t i n gTo NEC LW2) )
( : goa l ( and ( i s A c t i v e DOC1 LW1) ( not ( i s L i gh tOn LAMP1) ) ) )
Die aus Sicht der Modellierung einfachsten Geräte des Szenarios sind Lam-
pen und Leinwände. Jede Lampe kann zwei mögliche Aktionen, das Ein- und
das Ausschalten, ausführen. Ob die entsprechende Lampe eingeschaltet ist
beschreibt das einzige dafür benötigte Prädikat (isLightOn ?l − Lamp). Die
Vorbedingung zum Einschalten einer Lampe ist, dass die Lampe ausgeschaltet
ist. Und die entgegengesetzte Vorbedingung zum Ausschalten der Lampe ist,
dass sie an ist. Die entsprechenden PDDL-Operatoren sehen folgendermaßen
aus (Die Operatoren zum Herauf- und Herunterfahren der Leinwände sind
äquivalent):
( : a c t i o n LightOn
: pa ramete r s (? l − lamp )
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: p r e c o n d i t i o n ( not ( i s L i gh tOn ? l ) )
: e f f e c t ( i s L i gh tOn ? l ) )
( : a c t i o n L i g h tO f f
: pa ramete r s (? l − lamp )
: p r e c o n d i t i o n ( i s L i gh tOn ? l )
: e f f e c t ( not ( i s L i gh tOn ? l ) ) )
Diese Operatoren haben zunächst keine weiteren Vorbedingungen, die für das
aktuelle Szenario von Belang sind. Es ist jedoch denkbar zu fordern, dass das
Gerät eingeschaltet oder bereit ist, um einen Dienst dieses Gerätes zu verwen-
den, was zum Beispiel durch ein entsprechendes Prädikat (isOn ?d − device)
ausgedrückt werden könnte. Jedoch unterscheidet diese Forderung eine Lampe
nicht von anderen einschaltbaren Geräten und es sollten in einem Operator
nur für den repräsentierten Dienst wesentliche Vorbedingungen und Effekte
beschrieben werden. Eine Möglichkeit vererbbare PEs zu formulieren stellen
abstrakte Operatoren dar, worauf im Abschnitt 8.3.1 näher eingegangen wird.
Im Rahmen dieses Szenarios werden Dienste als gerätefreie PDDL-Operatoren
modelliert. Es wird zunächst erläutert, was unter gerätefreier Modellierung
verstanden wird. Jeder atomare Dienst einer intelligenten Umgebung wird von
einem bestimmten Gerät angeboten. Dabei kann ein Gerät mehrere Dienste
anbieten, ein Dienst ist aber genau einem und nur einem Gerät zugeordnet.
Der Rückschluss auf welchem Gerät ein Dienst ausgeführt wird, ist daher im-
mer implizit möglich. In Dienstbeschreibungssprachen wird diese Zuordnung
durch das sogenannte Grounding der Beschreibung erreicht (Kopecký u. a.,
2006), wobei einem Dienst üblicherweise eine URI zugeordnet wird.
In Planungsdomänen werden Operatoren demgegenüber objektfrei modelliert.
Wird ein Dienst als Planungsoperator modelliert, erhält er einen zusätzlichen
Parameter für das Gerät, auf dem der Dienst läuft. Ein Vorteil von gerä-
tefreier Modellierung ist die Möglichkeit, gleiche Pläne für unterschiedliche
Umgebungen wiederzuverwenden. Dafür ist vor der Ausführung eines Planes
ein zusätzlicher Groundingschritt notwendig. Allerdings ist dieser für die Ge-
nerierung der Aktionssequenz aus einem Prozessmodell ohnehin vorgesehen.
Um das Ziel ( isActive DOC1 LW1) zu erreichen, ist eine Kette von mindestens
drei Aktionen nötig. Das Dokument muss zunächst auf einem Laptop sichtbar
sein bzw. auf dessen Videoausgang gelegt worden sein. Hierfür ist die Aktion
ShowDocument verantwortlich. Dieser Laptop muss dann mit Hilfe der Aktion
SwitchNotebookOnProjector mit einem Projektor verbunden werden, der auf
die Leinwand LW1 zeigt. Schließlich muss der Projektor das Signal auf der
Leinwand darstellen, wofür der Dienst ProjectToSurface verantwortlich ist.
Der Dienst ShowDocument zum Anzeigen eines Dokumentes auf einem Note-
book wurde wie folgt modelliert.
( : a c t i o n ShowDocument
: pa ramete r s (? d − document ?n − notebook )
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: p r e c o n d i t i o n ( and ( i s A v a i l a b l e ?d ?n ) )
: e f f e c t ( and ( i s A c t i v e ?d ?n ) ) )
In der Vorbedingung von showDocument wird gefordert, dass das entsprechen-
de Dokument auf dem Notebook vorhanden ist. Als Effekt ist das Dokument
auf dem Gerät „aktiv“. Das Prädikat isActive kann dabei je nach Gerät,
auf dem es verwendet wird, eine unterschiedliche Semantik haben. Auf einem
MP3-Player würde es beispielsweise anzeigen, dass die entsprechende Datei
gerade abgespielt wird.
Bei der hier verwendeten Modellierung von ShowDocument wird jedoch nur
der Videoausgang des Notebooks beschrieben. Dessen Monitor ist nicht mo-
delliert, da er für das aktuelle Problem nicht relevant ist. Allgemein können
mit Hilfe des Prädikates isActive ?d ?n lediglich Geräte mit einem Ausgang
beschrieben werden. Sollen mehrere Ausgänge beschrieben werden, müssten
die Ausgänge als Objekte vorhanden sein und isActive anstelle des ersten Ar-
guments vom Typ device beispielweise ein Objekt vom Typ output beinhalten.
Der Operator SwitchNotebookOnProjector repräsentiert den Dienst des Moni-
torswitches, der einen bestimmten Eingang, an dem ein Notebook angeschlos-
sen ist, mit einem Ausgang, an dem ein Projektor angeschlossen ist, verbindet.
( : a c t i o n Swi tchNotebookOnPro jec to r
: pa ramete r s (? e − e x t r on ?n − notebook ?p − p r o j e c t o r )
: p r e c o n d i t i o n ( ( i s A c t i v e ?d ?n ) )
: e f f e c t ( and ( i sConnec t ed ?n ?p ) ( i s A c t i v e ?d ?p ) ) )
Hierbei wird ein weiterer wesentlicher Aspekt der verwendeten Modellierung
sichtbar. Eine Forderung an die Repräsentation von Diensten als Operatoren
ist die Beschränkung auf Wissen, welches im direkten Zusammenhang mit dem
Gerät bzw. Dienst steht (vgl. Abschnitt 3.2). Im obigen Operator wird in der
Vorbedingung verlangt, dass ein bestimmtes Dokument auf einem Notebook
aktiv ist ( isActive ?d ?n), um dieses Dokument im Effekt auf einem Projektor
als aktiv zu kennzeichnen ( isActive ?d ?p). Die Funktion eines Monitorswit-
ches beschränkt sich lediglich auf die Verbindung zweier Geräte, sodass allein
der Effekt isConnected ?n ?p für die Beschreibung des Operators als ausrei-
chend erscheint. Daher ist es zunächst nicht ersichtlich, warum es für den
Dienst des Monitorswitches von Bedeutung ist, welches Dokument oder ver-
allgemeinert welche Daten auf den jeweiligen Ein- und Ausgängen aktiv sind.
Da Planung immer nur auf dem aktuellen Zustand von Σ beruht und nicht
auf Wissen der Vergangenheit zugreifen kann, müssen alle wichtigen Informa-
tionen von Zustand zu Zustand weitergegeben werden. Zu diesen wesentlichen
Informationen gehört auch das Wissen um das aktuell angezeigte Dokument.
Denn die Präsentation der Daten auf einem Display oder deren Bereitstel-
lung an einem Ausgang ist ein wesentliches zu modellierendes Merkmal des
entsprechenden Dienstes.
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Der Operator ProjectToSurface veranlasst einen Projektor dazu, das am Ein-
gang anliegende Signal auf die Leinwand zu projizieren, auf die er aktuell
gerichtet ist.
( : a c t i o n P ro j e c tToSu r f a c e
: pa ramete r s (? p − p r o j e c t o r ? s − s u r f a c e ?d − data )
: p r e c o n d i t i o n ( and ( isDown ? s ) ( i sPo i n t i n gTo ? s ?p ) ( i s A c t i v e ?d ?p ) )
: e f f e c t ( and ( i s A c t i v e ?d ? s ) ) )
Dazu muss die entsprechende Leinwand heruntergelassen sein, der Projektor
muss auf die entsprechende Leinwand zeigen und das Dokument, was auf der
Leinwand angezeigt werden soll, muss auf dem Projektor aktiv sein. Mit dem
Operator MoveProjector kann ein drehbar montierter Projektor auf verschie-
dene Leinwände gerichtet werden.
( : a c t i o n MovePro j ec to rToSur face
: pa ramete r s (? p − p r o j e c t o r ? s f rom ? s t o − s u r f a c e )
: p r e c o n d i t i o n ( and ( i sMovab l e ?p ) ( i sPo i n t i n gTo ? sf rom ?p )
( i sAd ju s t edTo ? s t o ?p ) )
: e f f e c t ( and ( i sPo i n t i n gTo ? s t o ?p ) ( not ( i sPo i n t i n gTo ? s f rom ?p ) ) ) )
Dazu muss der Projektor schwenkbar (isMovable ?p) und auf die aktuelle Lein-
wand eingestellt sein (isAdjustedTo ?sto ?p).1 Das Einstellen des Projektors
übernimmt der Operator AdjustProjectorToSurface.
( : a c t i o n Ad j u s tP r o j e c t o rToSu r f a c e
: pa ramete r s (? p − p r o j e c t o r ? s f rom ? s t o − s u r f a c e )
: p r e c o n d i t i o n ( and ( i sAd ju s t edTo ? s f rom ?p ) )
: e f f e c t ( and ( i sAd ju s t edTo ? s t o ?p ) ( not ( i sAd ju s t edTo ? s f rom ?p ) ) ) )
Werden die beschriebenen Operatoren zu einer Domäne zusammengesetzt,
lässt sich das eingangs beschriebene Planungsproblem lösen. Im Anhang A.4
findet sich die gesamte Domänen- und Problembeschreibung.
4.1.7 Zusammenfassung
Anhand der Modellierung der einzelnen in diesem Kapitel vorgestellten Sze-
narien, wird ersichtlich, dass die unterschiedlichen Sichtweisen auf die Dienste
bzw. Operatoren seitens der Dienstebeschreibungen und der klassischen KI-
Planung wesentliche Anforderungen an die Modellierung stellen.
Es ist zu erkennen, dass allein durch eine gemeinsame Syntax und Semantik,
eine verteilte Modellierung von Diensten als Planungsoperatoren nicht zu ge-
währleisten ist. Zusätzlich sind Richtlinien erforderlich, an denen sich bei der
Modellierung orientiert werden kann. Der nächste Abschnitt 4.2 widmet sich
diesem Thema.
1Diese Einstellungen betreffen insbesondere die Trapezeinstellungen des Projektors, die sich
durch die unterschiedlichen Winkel, mit denen der Projektor auf die verschiedenen Lein-
wände projiziert, unterscheiden.
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Abschließend soll erwähnt werden, dass alle betrachteten Beispielszenarien mit
sehr einfachen Mitteln modelliert werden konnten. In den PEs der Operatoren
wurden lediglich (and ) und (not ) verwendet, auf quantifizierende Elemente
wie ( forall ) und ( exist ) konnte verzichtet werden. Dies ist als Vorteil zu be-
trachten, da Versuche mit verschiedenen Planern drastisch erhöhte Laufzeiten
bei der Verwendung quantifizierender Elemente zeigten.
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4.2 Modellierungsrichtlinie
Um eine planungsbasierte Komposition zu erlauben, müssen die Dienste einer
intelligenten Umgebung durch ihre Vorbedingungen und Effekte beschrieben
sein. Im letzten Abschnitt wurde deutlich, dass gleiche Syntax und Semantik
nicht ausreichend sind, um reibungslose Interoperabilität bezüglich der Kom-
position zu erreichen. In diesem Abschnitt werden Konventionen in Form einer
Modellierungsrichtlinie beschrieben, die helfen, eine verteilte Modellierung von
Dienstebeschreibungen zu ermöglichen.
In der Literatur findet sich aus Sicht der Dienstekomposition keine Beschrei-
bung von Modellierungsanforderungen, auch eine Sammlung von Referenz-
fällen existiert nicht. Es finden sich allerdings Veröffentlichungen zur Model-
lierung mit Beschreibungslogiken (Borgida und Brachman, 2003), worin all-
gemeine Richtlinien zur Formulierung von Prädikaten beschrieben sind, die
auch bei der Erstellung der Szenarien in dieser Arbeit berücksichtigt wurden.
Allerdings sind diese Modellierungsrichtlinien nicht spezifisch genug, um den
Besonderheiten der Dienstekomposition basierend auf KI-Planung gerecht zu
werden.
Auch innerhalb der Planungscommunity ist die einheitliche Modellierung von
Domänen ein offenes Problem. Die Benchmarkprobleme der IPC sind speziell
für den jeweiligen Anwendungsfall erstellt. Allgemeine Modellierungsrichtli-
nen konnten nicht gefunden werden. Im Rahmen der ICAPS gibt es seit 2005
die International Competition on Knowledge Engineering for Planning and
Scheduling (ICKEPS), die wie auch die IPC zweijährlich veranstaltet wird.
Ziel der ICKEPS ist es, Methoden der Domänenmodellierung für Planungs-
probleme miteinander zu vergleichen und zur Entwicklung von nutzerfreundli-
chen Modellierungssystemen für Planungsdomänen und -probleme zu animie-
ren. Die Forschung ist hier jedoch noch in einem frühen Stadium. Ergebnisse,
die im Rahmen dieser Arbeit zu verwenden wären, konnten nicht gefunden
werden.
4.2.1 Nur Dienste als Operatoren
Als Ergebnis des Planungsprozesses wird eine Sequenz von Aktionsausführun-
gen erwartet. Daher dürfen nur Operatoren verwendet werden, die einen real
vorhandenen Dienst repräsentieren.
Stellt man sich die Entstehung einer Operatorbeschreibung vor, erscheint die-
se Anforderung zunächst überflüssig, da es implizit ist, dass ein Dienstean-
bieter lediglich die Funktionalität seines Dienstes beschreibt. Allerdings ist es
denkbar, dass Modellierer eine erweiterte Vorstellung des Begriffes Operator
entwickeln. So wird im Beispiel 4.1.3 menschliches Handeln im Operator move
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modelliert. Werden solche Operatoren verwendet, kann eine Planung anstelle
einer automatisch ausführbaren Sequenz von Aktionen nur noch Vorschläge
zum Handeln liefern. Es kann dann nicht mehr von einer reinen Dienstekompo-
sition gesprochen werden. Um im Problemfeld der automatischen Dienstekom-
position zu bleiben, muss daher sichergestellt sein, dass ausschließlich direkt
ausführbare Dienste der Geräte als Operatoren formuliert werden und keine
menschlichen Aktionen für die Ausführung von Aktionen nötig sind.
4.2.2 Kein globales Wissen in Effekten
Im Beispiel 4.1.1 ist eine Aktion erforderlich, um die Temperatur in Alice’ Zim-
mer anzuheben. Vorstellbar zur Beschreibung der Temperatur, ist sowohl ein
Prädikat (temperatureAt ?r − Room ?t − Temperature) als auch ein Prädikat
(temperatureSetting ?ac − Aircondition ?t − Temperature). Während die Se-
mantik des ersten Prädikates die aktuelle, reale Temperatur im Raum be-
zeichnet, wird im zweiten Fall lediglich die Einstellung der Klimaanlage be-
schrieben. Es stellt sich die Frage, welche Modellierung besser geeignet ist.
Aufgrund der Ad-hoc-Natur intelligenter Umgebungen kann die Modellierung
der Operatoren dabei nur aus lokaler Sicht erfolgen, d.h. zum Zeitpunkt der
Modellierung ist kein Wissen über den späteren Einsatzort des Gerätes vor-
handen.
Aufgrund ihrer zustandsbeschreibenden Natur, sollten Prädikate immer so
formuliert werden, dass sie (zumindest theoretisch) von Sensoren gemessen
werden könnten. Im Beispiel scheint also das erste Prädikat angebracht, denn
Temperatur ist eindeutig eine durch Sensoren messbare Größe.
Eine sich daraus ergebende Operatorbeschreibung, um die Klimaanlage auf
eine bestimmte Gradzahl einzustellen, könnte wie folgt aussehen:2
( : a c t i o n se tTempera tu re
: pa ramete r s (? r − Room ? t − Temperature )
: p r e c o n d i t i o n ( )
: e f f e c t ( t empera tu reAt ? r ? t ) )
Dieser Operator würde bei Ausführung die Klimaanlage einstellen und im
Weltzustand des Planers die Raumtemperatur sofort auf die eingestellte Grad-
zahl ändern. Allerdings braucht es Zeit, bis der Raum diese Temperatur tat-
sächlich erreicht. Diese Dauer ist von verschiedenen Faktoren, wie beispielswei-
se der aktuellen Temperatur im Raum, der Leistungsfähigkeit der Klimaanlage
und der Außentemperatur abhängig. Diese Faktoren haben wiederum andere
Abhängigkeiten. Das Problem verschärft sich noch, wenn neben stationären
Geräten wie einer Heizung bzw. Klimaanlage auch mobile Geräte einbezogen
werden, die zusätzlich die Raumtemperatur beeinflussen. Wie schon eingangs
2Es wird angenommen, dass diese Klimaanlage sowohl kühlen als auch heizen kann.
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erwähnt, ist das Wissen um die verschiedenen Einflüsse zur Modellierungszeit
des Operators aufgrund der Ad-hoc-Natur der Umgebung nicht vorhanden.
Unter diesen Umständen kann das Prädikat (temperatureAt ?r ?t) nicht im
Effekt des Operators verwendet werden. Dennoch ist es nachvollziehbar, dass
die direkte Angabe globaler Effekte, also beispielsweise einer Temperatur, als
Ziel einer Komposition wünschenswert ist.
Eine Möglichkeit, globale Effekte einer Aktion berücksichtigen zu können, ist
die Verwendung von konditionaler Planung (Peot und Smith, 1992; Kuter
u. a., 2004). Dabei enthalten die Pläne nicht nur auszuführende Aktionen, son-
dern auch Entscheidungspunkte, an denen während der Ausführung des Plans,
ausgehend von einer Überprüfung der realen Umgebung, zwischen mehreren
Teilplänen ausgewählt werden kann. Nur so kann der reale Einfluss eines Ope-
rators in einer Ad-hoc-Umgebung bestimmt werden. Die Operatoren müssen
jedoch entsprechend modelliert sein, und die Möglichkeiten der Ausführung
von konditionalen Plänen müssen gegeben sein.
Ist die Verwendung von konditionaler Planung nicht möglich, ist es daher er-
forderlich die Effekte eines Operators auf lokale Eigenschaften zu beschränken.
Globale Zustände wie zum Beispiel die Raumtemperatur können dann nicht
in den Effekten eines Operators enthalten sein. Die Fallstudien im Abschnitt
4.1 belegen, dass auch ohne die Verwendung globaler Effekte interessante Sze-
narien umgesetzt werden können.
Im Rückblick auf die Frage, welches der beiden Prädikate (temperatureAt ?r ?t)
oder (temperatureSetting ?ac ?t) besser geeignet ist, kann festgehalten wer-
den, dass beide ihre Berechtigung zur Modellierung einer intelligenten Umge-
bung haben. Das erste Prädikat beschreibt globales Wissen und kann bei der
Verwendung klassischer KI-Planung nur in den Vorbedingungen von Opera-
toren erscheinen. Das zweite Prädikat beschreibt dagegen den Zustand eines
Gerätes und damit lokales Wissen und kann daher sowohl in der Vorbedingung
als auch im Effekt eines Operators verwendet werden.
4.2.3 Keine Erzeugung von Objekten zur Laufzeit
Im Abschnitt 3.2 wurde erläutert, dass Dienste und KI-Planung verschiede-
ne Sichtweisen auf die Welt haben. Dienste agieren über den Austausch von
Nachrichten, Planung modelliert die Welt als Zustandsübergangssystem, in
dem die Zustände über die Eigenschaften von Prädikaten definiert werden.
Aufgrund der in Abschnitt 3.1 beschriebenen Annahme 1 müssen in einem
Planungsproblem alle Prädikate von Beginn an bekannt sein. PDDL erlaubt
es darüberhinaus in einem Planungsproblem Objekte zu definieren, denen Prä-
dikate zugeordnet werden können. Dabei gilt wie auch schon für Prädikate,
dass alle Objekte von Beginn an bekannt sein müssen. Es ist nicht möglich,
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während der Planungszeit neue Objekte zu erzeugen. Planung geht davon aus,
dass die Operatoren den Zustand der Welt nur im Rahmen der bestehenden
Prädikate verändern. Operatoren, die Objekte nicht nur verändern, sondern
in Form von Rückgaben erzeugen, sind ausgeschlossen.
Werden nun die Nachrichten, die zwischen Diensten ausgetauscht werden, als
Objekte betrachtet, entsteht ein generelles Problem (Srivastava und Koehler,
2004), da jede Antwort eines Dienstes einer neuen Nachricht und so einem neu
erzeugten Objekt entspricht.
Eine Möglichkeit der Modellierung ist die Verwendung von Hilfsobjekten (dum-
mys). Der den Dienst repräsentierende Planungsoperator erhält einen zusätz-
lichen Parameter für das Rückgabeobjekt (die Antwortnachricht). Dieses wird
leer übergeben, und bei Ausführung der Aktion auf den entsprechenden Rück-
gabewert gesetzt. Das Dummyobjekt muss allerdings vor Ausführung der Pla-
nung in der Problembeschreibung vorhanden sein. Dabei ist a priori nicht
bekannt, wie viele Dummies innerhalb eines Planes benötigt werden. Es sind
Szenarien denkbar, in denen sehr viele Dummies erforderlich sind, die in der
Problembeschreibung initialisiert worden sind, was zum einen die Größe der
Problembeschreibung unter Umständen stark ansteigen lässt. Zum anderen
ist eine Abschätzung der benötigten Anzahl der Dummies nicht trivial, insbe-
sondere wenn zugelassen wird, dass ein Dienst mehrere Rückgaben hat und so
mehrere Dokumente erzeugen kann. Die Komplexität dieses Problems ist der
des eigentlichen Planungsproblems mindestens gleichwertig, da um die An-
zahl der nötigen leeren Dokumente zu bestimmen, alle Planschritte, also der
gesamte Plan, bekannt sein muss, was aber genau dem eigentlichen Planungs-
problem entspricht.
Neben der Erzeugung ist auch das Löschen von Objekten zur Planungszeit
nicht möglich. Um Objekte erstellbar und löschbar zu machen, kann ein ent-
sprechendes Existenz-Prädikat eingeführt werden. Im Beispiel 4.1.2 wurde das
Routen-Dokument dafür mit dem Prädikat isEmpty markiert.
Um eine einheitliche Modellierung zu gewährleisten, muss ein solches Prädikat
allen Diensten in einer intelligenten Umgebung bekannt sein, die mit Objek-
ten arbeiten, die zur Planungszeit erzeugt werden können. Da diese Men-
ge von Objekten neben den zwischen Diensten ausgetauschten Nachrichten
auch auf jegliche Art von digitalen Daten zutrifft, wäre ein allgemeiner Typ
digitalData denkbar. Werden Objekte vom Typ digitalData verwendet, muss
jeder Operator, der auf ein entsprechendes Objekt zugreift, dessen Existenz
in der Vorbedingung mit (not (isEmpty ?d)) prüfen. Durch die Verwendung
eines Existenz-Prädikates wäre auch ein Löschen möglich, indem das Prädikat
isEmpty eines Objektes wieder auf true gesetzt würde.
Das Erzeugen neuer Objekte wird auch in der SETTLER-Domäne der IPC3
(Long und Fox, 2003) mit Hilfe von leeren Objekten gelöst. Hier wird eine
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feste Anzahl von unbestimmten Fahrzeugen (vehicles) kreiert, die dann zur
Planungszeit verschiedenen Fahrzeugtypen wie (is−car ?v) oder ( is−train ?v)
zugewiesen werden.
McDermott (2002) schlägt zur Lösung des beschriebenen Problems die Ein-
führung eines : value-Feldes für die Beschreibung von PDDL-Operatoren vor.
In diesem Feld könnten Rückgabewerte von Diensten beschrieben werden. Al-
lerdings konnte sich dieser Vorschlag nicht durchsetzen. In keiner Version von
PDDL sind solche Felder erwähnt.
Das von Blankenburg u. a. (2008) vorgeschlagene agentHasKnowledgeAbout-
Prädikat für alle Informationen, die ein Dienst über seine Eingänge benötigt
oder über seine Ausgänge produziert, ist eine Anlehnung an die Speech Act
Theorie (Austin, 1975), die auch der Knowledge Query and Manipulation
Language (KQML) zu Grunde liegt. Die Verwendung eines solchen Prädika-
tes erlaubt es, alle Ausgänge eines Dienstes als Effekte aufzufassen, was zu
einer Vermischung der verschiedenen Sichten auf den Dienst führt, wie sie in
Abschnitt 3.2.2 beschrieben wurde, und ist daher kritisch zu sehen.
Eine weitere Möglichkeit, die Erzeugung neuer Objekte zu modellieren, ist
der komplette Verzicht auf die syntaktischen Hilfen durch Objekte und Typi-
sierung in PDDL. In diesem Fall würden alle Objekte über eigene Prädikate
modelliert werden. Dadurch verlöre die Modellierung jedoch an Übersichtlich-
keit und den Planern würden Optimierungsmöglichkeiten genommen, die sich
aufgrund der Verwendung von (getypten) Objekten eröffnen, was wiederum
zu längeren Planungszeiten führen kann.
4.2.4 Andauernde Aktionen
Zunächst soll der Ausdruck „andauernde Aktion“ vom Begriff der Aktions-
dauer unterschieden werden. Die Dauer einer Aktion (duration) beschreibt
die Zeit, die zwischen dem Einleiten der Aktion und dem tatsächlichen Gül-
tigwerden der Effekte der Aktion vergeht. Ein Beispiel für eine Aktion mit
verzögertem Eintreten der Effekte ist beispielsweise ein drehbarer Projektor.
Dieser benötigt eine gewisse Zeit, um sich auf eine neue Position zu drehen.
Erst nach dieser Drehung ist der Effekt der Aktion moveProjector wahr. PDDL
unterstützt seit der Version 2.1 Formulierungen, um die Dauer von Aktions-
ausführungen zu beschreiben (Fox und Long, 2003).
Dahingegen beschreiben andauernde Aktionen Dienste, die zur Erreichung ei-
nes Zieles dauerhaft aktiv sein müssen und nicht unterbrochen werden dürfen.
Ihnen ist bei der Modellierung besondere Beachtung zu schenken. Planungsal-
gorithmen sind zwar in der Lage, Abhängigkeiten zwischen zwei Aktionen zu
erkennen (Weld (1994) verwendet dafür „Causal-Links“ und „Threats“ in dem
von ihm beschriebenen Partial-Order-Planning Algorithmus). Dieser Mecha-
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nismus versagt jedoch bei andauernden Aktionen mit verketteten Abhängig-
keiten (Plociennik u. a., 2009). Verkettete Abhängigkeiten treten insbesondere
dann auf, wenn Daten über mehrere Stationen geleitet werden müssen. Im
Beispiel des SmartLab muss das auf der Leinwand anzuzeigende Dokument
ausgehend vom Laptop durch den Monitorswitch und den Projektor geleitet
werden, um schließlich auf der Leinwand zu erscheinen. Dabei darf keines der
vier involvierten Geräte den Datenfluss unterbrechen, da das Dokument sonst
nicht mehr angezeigt werden würde.
Anhand der im Anhang A.4 enthaltenen Domäne des SmartLab soll die Pro-
blematik der andauernden Aktionen kurz erläutert werden. Ziel des Szenarios
ist es, ein Dokument DOC1 auf der Leinwand LW1 anzuzeigen. Dafür muss die
Proposition isActive DOC1 LW1 gelten.3 Das Szenario lässt sich durch einen
Planer ohne Weiteres lösen. Ein resultierender Plan sähe wie folgt aus:
0 : (CANVASDOWN LW1)
0 : (ADJUSTPROJECTORTOSURFACE NEC LW2 LW1)
0 : (SHOWDOCUMENT DOC1 NB1)
0 : (LIGHTON LAMP1)
1 : (MOVEPROJECTORTOSURFACE NEC LW2 LW1)
1 : (SWITCHNOTEBOOKONPROJECTOR EXTRON NB1 NEC DOC1)
2 : (PROJECTTOSURFACE NEC LW1 DOC1)
Nun soll ein zusätzliches Ziel hinzugefügt werden. Ein zweites Dokument
DOC2 soll auf der zweiten Leinwand LW2 angezeigt werden. Dazu muss die
Proposition isActive DOC2 LW2 dem Zielzustand hinzugefügt werden. Bei
Betrachtung des Szenarios fällt auf, dass ein solches Ziel mit dem gegebe-
nen Geräteensemble nicht zu erreichen ist, da lediglich ein Projektor NEC
vorhanden ist. Ohne weitere Anpassung der Domäne wird ein Planer jedoch
eine Lösung wie die folgende finden:
0 : (CANVASDOWN LW1)
0 : (ADJUSTPROJECTORTOSURFACE NEC LW2 LW1)
0 : (CANVASDOWN LW2)
0 : (SHOWDOCUMENT DOC2 NB1)
0 : (SHOWDOCUMENT DOC1 NB1)
0 : (LIGHTON LAMP1)
1 : (SWITCHNOTEBOOKONPROJECTOR EXTRON NB1 NEC DOC2)
1 : (SWITCHNOTEBOOKONPROJECTOR EXTRON NB1 NEC DOC1)
2 : (PROJECTTOSURFACE NEC LW2 DOC2)
3 : (MOVEPROJECTORTOSURFACE NEC LW2 LW1)
4 : (PROJECTTOSURFACE NEC LW1 DOC1)
Es ist zu sehen, dass der Projektor im Planschritt 2 das Dokument DOC2
auf Leinwand LW2 anzeigt. Anschließend dreht er sich in Richtung LW1 und
zeigt schließlich DOC1 auf LW1 an. Dadurch ist jedoch die Darstellung von
DOC2 auf LW2 nicht mehr gegeben, was der Planer aber nicht beachtet. Um
ein realistisches Verhalten zu erreichen, muss der Planungsdomäne das Wissen
3Im Szenario ist weiterhin noch gefordert, das die Lampe LAMP1 eingeschaltet sein soll,
diese Anforderung soll hier keine Betrachtung finden.
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hinzugefügt werden, dass ein Projektor zur gleichen Zeit nur auf eine Leinwand
projizieren kann. Eine Möglichkeit dies zu erreichen, ist die Verwendung von
blockenden Prädikaten (locks), z.B. (isLocked ?d − device). Die Semantik des
Prädikates ist denkbar einfach. Ist ein Gerät während des Planungsprozesses
als geblockt gekennzeichnet, darf es im weiteren Verlauf der Planung von
keinem weiteren Operator mehr verwendet werden. Um ein geblocktes Gerät
zu entsperren muss erst ein entsprechender Dienst ausgeführt werden. Dies
werden in den meisten Fällen Dienste sein, die eine Aktion umkehren (siehe
Rollback-Dienste).
In Plociennik u. a. (2009) wird das Thema der andauernden Aktionen wei-
ter untersucht. Darin werden drei Prädikate zur Modellierung andauernder
Aktionen vorgestellt:
• (isLocked ?d − device) - zeigt an, dass ein Gerät gegenwärtig verwendet
wird und durch den Planer nicht anderweitig genutzt werden darf.
• ( isActive ?data − data ?d − device) - indiziert den Endpunkt einer ver-
ketteten Abhängigkeit. Nur an diesem Punkt können die Daten weiter-
verarbeitet werden.
• (isConnected ?d1 ?d2 − device) - beschreibt, dass beide Geräte in einer
Kette miteinander verbunden sind. Dieses Prädikat wird benötigt, wenn
es Aktionen gibt, die eine Kette wieder abbauen können.
4.2.5 Konvertierung von Datentypen
Im Beispiel 4.1.4 wird die Konvertierung von Datenströmen beschrieben. Wie
im Abschnitt 3.1.4 erläutert, unterstützt PDDL die Verwendung von Objekt-
typen. Allerdings ist aufgrund der statischen Zustandsmenge ein echtes Typ-
casting wie in höheren Programmiersprachen in PDDL nicht möglich. Daher
müssen konvertierbare Typen als Prädikate eines Objektes beschrieben wer-
den. Nur so ist eine Konvertierung von Daten als Teil eines Planes möglich.
Es ist dabei wichtig, welche Abstraktionsgrenze bei dieser Konvertierung ge-
zogen wird. Dazu ist es ratsam einen absoluten Obertyp zu definieren, Verfei-
nerungen dieses Typs sind dann nur noch über Prädikate realisierbar. Im Ab-
schnitt 4.2.3 wurde der Typ digitalData vorgeschlagen, um Daten, die während
eines Planungsprozesses erzeugt werden können, zu indizieren. Es ist denkbar,
diesen Typ auch als Obertyp hinsichtlich der Konvertierung von Datentypen
zu nutzen. Vorteilhaft wäre die dadurch verstärkte klare Trennung von realen
und virtuellen Objekten. Möglicherweise ist die „Auflösung“ dieses Ansatzes
zu grob, da sich ggf. weitere Unterkategorien von digitalData finden lassen,
88 Kapitel 4. Modellierung von Kompositionsproblemen
die hinsichtlich ihrer Konvertierungsmöglichkeiten disjunkt sind. Bis auf Wei-
teres wird dennoch digitalData als gemeinsamer Obertyp für konvertierbare
Daten verwendet.
4.2.6 Abgeleitete Prädikate
Abgeleitete Prädikate, auch Axiome genannt, sind eine durch PDDL angebo-
tene Möglichkeit innerhalb einer Domainenbeschreibung einfache Inferenzen
zuzulassen. Ohne abgeleitete Prädikate ist PDDL eine reine Auszeichnungs-
sprache, die zwar Lisp-Syntax verwendet, jedoch keinen Interpreter, der die
Ausdrücke in den Vorbedingungen und Effekte auswerten könnte.
Die Verwendung abgeleiteter Prädikate kann vor allem die Beschreibung der
Operatoren übersichtlicher gestalten und redundantes Wissen kann vermie-
den werden. Ohne sie müssen alle Prädikate, die bei der Beschreibung der
Vorbedingungen und Effekte eines Operators verwendet werden, in der Para-
meterliste vorhanden sein. So wird im Abschnitt 4.1.4 beschrieben, wie der
Datentyp eines Streams über ein abgeleitetes Prädikat inferiert werden kann.
Die Definition eines entsprechenden abgeleiteten Prädikates in PDDL sowie
eines Operators, der dieses abgeleitete Prädikat verwendet, sind im Anschluss
dargestellt. Die Definition eines abgeleiteten Prädikates wird durch das Ele-
ment (: derived ) gekennzeichnet.
( : d e r i v e d ( suppo r t sS t r eam ? s − s t ream ?dev − d e v i c e )
( e x i s t s (? f − format )
( and ( hasFormat ? f ? s ) ( suppor t sFormat ? f ? dev ) ) ) )
( : a c t i o n acce s sS t r eam
: pa ramete r s (? scrDev ? destDev − Dev ice ? s − Stream )
: p r e c o n d i t i o n ( and ( i s A c t i v e ? scrDev ? s ? f )
( i sConnec t ed ? scrDev ? destDev )
( not ( i s Locked ? destDev ) )
( hasFormat ? f ? s )
( suppo r t sS t r eam ? s ? destDev ) )
: e f f e c t ( and ( i s Locked ? destDev )
( i s A c t i v e ? destDev ? s ? f ) ) )
Obwohl sie in der Definition von PDDL 2.1 zwischenzeitlich nicht enthalten
waren (Fox und Long, 2003), sind abgeleitete Prädikate ein mächtiges und
sinnvolles Mittel, den Umfang einer Domäne sowie den Planungsaufwand zu
reduzieren (Thiébaux u. a., 2005). In der Definition von PDDL 2.2 wurden
sie daher wieder eingeführt (Edelkamp und Hoffmann, 2004). Dennoch wer-
den sie von vielen Planern nicht unterstützt. Zwar ist es möglich, Domänen
mit abgeleiteten Prädikaten in Domänen, die nur noch gewöhnliche Prädika-
te enthalten, umzuformen. Allerdings resultiert diese Umwandlung in einem
super-polynomiellen Wachstum der Domäne (Thiébaux u. a., 2005).
Abgeleitete Prädikate können als Teil der Dienstebeschreibung in die Umge-
bung gelangen und müssen dann mit den Geräten und deren Diensten bereit-
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gestellt werden. Wie oben beschrieben, können Axiome als einfache Inferen-
zen betrachtet werden. Beschreibungssprachen wie OWL-S unterstützen die
ontologische Beschreibung von solchen Inferenzen. Es bleibt zu prüfen, inwie-
weit diese zusätzliche Anforderung an die Dienstebeschreibung von aktuel-
len Beschreibungssprachen unterstützt wird und wie eine konkrete Abbildung
erfolgen könnte.
4.2.7 Ontologien
Wesentliche Leistung der Semantic-Web-Community ist die Bereitstellung von
umfassenden Techniken zur Erstellung und Verwendung von Ontologien, um
eine interoperable Verwendung von Diensten im Internet zu gewährleisten.
Auch in lokalen Ad-hoc-Umgebungen ist die Verwendung von Ontologien un-
verzichtbar, sobald Gerätebeschreibungen aus unterschiedlichen Quellen ver-
wendet werden.
Im hier betrachteten Fall der Dienstekomposition in intelligenten Umgebun-
gen liegt die Semantik der Dienste in den Operatorbeschreibungen, konkret in
den verwendeten Prädikaten und Variablentypen. Die Verwendung von PDDL
als Beschreibungssprache schränkt die möglichen nutzbaren Ontologiekonzep-
te dabei auf eine Typentaxonomie und einfache Inferenzen zwischen Prädi-
katen ein. Die Typentaxonomie wird in der Domänenbeschreibung hinterlegt.
Einfache Inferenzen zwischen Prädikaten können durch die von PDDL unter-
stützten abgeleiteten Prädikate ausgedrückt werden (vgl. Abschnitt 4.2.6).
Eine mögliche Ontologie für pervasive Umgebungungen wird in Chen u. a.
(2004) unter dem Namen Standard Ontology for Ubiquitous and Pervasive
Applications (SOUPA) vorgestellt. Sie basiert auf OWL und ist modular auf-
gebaut. Eine direkte Anwendung von SOUPA ist jedoch nicht möglich, da in
ihr lediglich sehr abstrakte Konzepte wie zum Beispiel Person, Agent, Ereignis
oder Zeit definiert sind. Spezifizierungen sind für den jeweiligen Anwendungs-
fall nötig.
Durch SOUPA werden zunächst nur Objekttypen beschreibbar gemacht. Die
Beschreibung von bestimmten Eigenschaften also einer Definition der Prädi-
kate ist nicht enthalten. Diese Definitionen werden teilweise von DSD geleistet
(siehe Abschnitt 3.3.4). Darin werden verschiedene Ontologien zur Beschrei-
bung sogenannter Zustandsklassen für Dienste eingeführt (Klein u. a., 2005).
Dazu zählt beispielsweise die Ontologie category . possesssion , in der Eigen-
schaften wie Owned, Lent oder Rented definiert werden. Diese Eigenschaften
können direkt auf die Prädikate einer Planungsdomäne angewendet werden.
Eine konkrete Formulierung einer Ontologie für intelligente Umgebungen fin-
det sich weiterhin bei Heider (2009). Darin sind jedoch lediglich problemspezi-
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fische Konzepte einer Umgebung als DAML+OIL4 Beschreibungen hinterlegt.
Es werden globale Eigenschaften einer intelligenten Umgebung in Konzepten
wie ambientNoise oder ambientTemperature formuliert. Jedoch lassen sich auch
hier wie schon bei den Ontologien von DSD nicht alle der in Abschnitt 4.2
verwendeten Prädikate finden.
Wenngleich Erweiterungen und Anpassungen nötig sind, erscheint dennoch
eine Verwendung sowohl von SOUPA als auch der Ontologien von DSD sowie
der Ontologie von Heider (2009) für die KI-planungsbasierte Dienstekomposi-
tion in intelligenten Umgebungen als möglich.
4.2.8 Rollback-Dienste
Aufgrund der dynamischen Natur intelligenter Umgebungen kann es vorkom-
men, dass Ausführungen einer Komposition abgebrochen und neu geplant wer-
den müssen. In einem solchen Fall können bestimmte Dienste schon ausgeführt
worden sein (zum Beispiel wurden schon Blenden heruntergelassen, um einen
Raum zu verdunkeln). Um eine Neuplanung zu ermöglichen, muss die Ausfüh-
rung der Dienste soweit wie möglich rückgängig gemacht werden. Dazu ist die
Umsetzung von Rollback-Diensten erforderlich (um im Beispiel die Blenden
wieder heraufzufahren). Ein Rollbak-Dienst wäre auch dafür verantwortlich
blockende Prädikate wieder frei zu geben (vgl. Abschnitt 4.2.4).
Es ist offensichtlich, dass nicht jede Dienstausführung rückgängig gemacht
werden kann. Falls es jedoch möglich ist, sollte ein Rollback-Dienst vorhanden
sein.
4.2.9 Modellierungsrichtlinie
Sollen Operatoren zur Dienstekomposition verwendet werden, die von ver-
schiedenen Entwicklern unabhängig voneinander erstellt wurden, helfen die
folgenden Richtlinien, eine interoperable Modellierung zu gewährleisten.
1. Ein Operator darf lediglich die Funktionalität genau eines Dienstes be-
schreiben (siehe Abschnitt 4.2.1).
2. Die Effekte von Operatoren dürfen kein globales Wissen beeinflussen
(siehe Abschnitt 4.2.2).
3. Die direkte Erzeugung von Objekten zur Planungszeit ist nicht möglich,
kann aber mit Einschränkungen durch Zuhilfenahme von Dummyobjek-
ten modelliert werden (siehe Abschnitt 4.2.3).
4DAML+OIL ist direkter Vorgänger von OWL und wird heute zugunsten von OWL nicht
mehr weiterentwickelt.
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4. Die Verwendung von andauernden Aktionen mit verketteten Abhän-
gigkeiten erfordert blockende Prädikate in den Operatorbeschreibungen
(siehe Abschnitt 4.2.4).
5. Konvertierbare Typen müssen als Prädikate eines Objektes beschrieben
werden (siehe Abschnitt 4.2.5).
6. Die Verwendung von abgeleiteten Prädikaten ist hilfreich, um Operator-
beschreibungen zu vereinfachen (siehe Abschnitt 4.2.6).
7. Die verwendeten Konzepte (Objekte und Prädikate) müssen in einer
gemeinsamen Ontologie beschrieben sein (siehe Abschnitt 4.2.7).
8. Für alle reversiblen Dienste muss ein inverser Dienst (Rollback-Dienst)
zur Verfügung stehen, mit dem sich ein Vorgängerzustand wieder her-
stellen lässt (siehe Abschnitt 4.2.8).
These 6 Anforderungen klassischer Planer und der Realität in intelligenten
Umgebungen sind nicht deckungsgleich und erfordern entsprechende Anpas-
sungen und Richtlinien für die verteilte Modellierung.
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5.1 Laufzeitverhalten
In diesem Kapitel wird das Laufzeitverhalten von Planern als wesentliches
Qualitätsmerkmal der Dienstekomposition untersucht. Im Abschnitt 2.3.1 wur-
de erläutert, dass der Kompositionsprozess aus vier Phasen besteht, wobei im
Rahmen dieser Arbeit insbesondere die Generierung des Prozessmodells be-
trachtet wird. Dabei teilt sich die Erstellung des Prozessmodells wiederum in
verschiedene Phasen auf (siehe Abschnitt 6.3), unter denen die eigentliche Pla-
nung die höchste Komplexität und somit potentiell den größten Einfluss auf
die Gesamtlaufzeit hat. Da klassische KI-Planung als Kompositionsmethode
eingesetzt wird, ist es sinnvoll, das Laufzeitverhalten von klassischen Planern
zu untersuchen. Kurze Planungszeiten sind aus den folgenden zwei Gründen
anzustreben:
Unaufdringlichkeit Die Reaktion auf den Nutzer soll schnellstmöglich, be-
stenfalls vom Nutzer unbemerkt, erfolgen. Dazu ist es nötig, die Wartezeit
eines Nutzers unterhalb einer Schwelle zu halten, ab der ihm bewusst wird,
dass er wartet. Nach Nielsen (1994) können drei Schwellen (0,1 s; 1 s; 10 s) bei
der subjektiven Bewertung von Antwortzeiten unterschieden werden. Alle Re-
aktionszeiten unter 0,1 Sekunden werden als augenblicklich wahrgenommen.
Dauert die Reaktion einer Applikation länger, wird es vom Nutzer als Warte-
zeit realisiert. Dauert etwas länger als 1 Sekunde, wird der Nutzer in seinem
Gedankenfluss unterbrochen. Nach einer Dauer von mehr als 10 Sekunden
verliert der Nutzer die Aufmerksamkeit. Sollte die Reaktion einer Applikati-
on noch länger dauern, sind Rückmeldungen an den Nutzer erforderlich, da
ansonsten die Gefahr besteht, dass von einer Fehlfunktion ausgegangen wird.
Um das Ziel der Unaufdringlichkeit zu erreichen, sollte die Reaktionszeit ei-
ner Kompositionskomponente unterhalb einer Sekunde bleiben. Hierbei wird
lediglich die Erstellung des Prozessmodells betrachtet. Die Planausführung
kann im Anschluss sehr viel mehr Zeit in Anspruch nehmen. Wichtig ist, dass
der Nutzer bemerkt, das die Umgebung möglichst unverzüglich reagiert und
möglichste minimale Wartezeiten auftreten.
These 7 Reaktionsschnelligkeit ist primäres Qualitätskriterium intelligenter
Umgebungen. Dabei ist der Verlust einer Lösung weniger kritisch als das Über-
schreiten einer Zeitgrenze.
Offline Planung Die Einschränkung 8 (vgl. Abschnitt 3.1.2) besagt, dass
während eines Planungslaufes Änderungen des Planungsproblemes nicht be-
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rücksichtigt werden können. Änderungen des Planungsproblems ergeben sich
bei einer Änderung des Weltzustandes, einer Änderung des Ziels oder einer
Änderung der verfügbaren Dienste1. Unter der Annahme, dass diese Ereignisse
zufällig auftreten, folgt, dass bei steigender Planungsdauer, die Wahrschein-
lichkeit einer Zustandsänderung in der Umgebung größer wird. Eine solche
Zustandsänderung während der Planung kann dazu führen, dass der resultie-
rende Plan nicht mehr anwendbar ist und damit eine Neuplanung nötig wird.
Es ist daher vorteilhaft, die Planungszeit so gering wie möglich zu halten.
Es sind keine statistischen Werte verfügbar, die eine Orientierung geben, mit
wie vielen Umgebungsänderungen in einer intelligenten Umgebung pro Zeit-
einheit zu rechnen ist. Wird dieses Wissen in Zukunft verfügbar, kann mit
einer Aussage über eine maximale Laufzeit einer Komposition deren Anwend-
barkeit in einer entsprechenden Umgebung bewertet werden.
Ein guter Ansatzpunkt, um einen Überblick über die Leistungsfähigkeit ver-
schiedener Algorithmen innerhalb eines Anwendungsgebietes zu bekommen,
sind sogenannte Challenges. Auf dem Gebiet der Webservices gibt es die WS-
Challenge2, die sich auch mit der Komposition von Webservices beschäftigt
hat. Für den 2007er Wettkampf wurde ein Kompositionsproblem gestellt, bei
dem ein Anwender auf einen Dienst zugreifen möchte, der, gegeben einen Na-
men, eine Adresse zurückgibt. Dieser Dienst existiert allerdings nicht atomar.
Es gibt aber einen Dienst, der zu einem Namen eine ID zurückgibt und einen
weiteren Dienst, der mit einer ID als Eingabe Adressen suchen und zurück-
geben kann. Die Herausforderung für eine Kompositionsmethode ist es also
lediglich, zwei vorhandene Dienste miteinander zu verknüpfen. Die Challen-
ge zielt mehr auf das korrekte und effiziente Matchmaking von Webservices
als auf die Qualität und Leistungsfähigkeit der Kompositionsmethode ab. Die
Resultate der WS-Challenge sind daher für die Bewertung der Schnelligkeit
von Kompositionsmethoden ungeeignet.
Zur Bewertung der Effektivität von Planern geben die Resultate der IPC (sie-
he Abschnitt 3.1.4.2) eine erste Orientierung. Hier haben sich in den letzten
Jahren die vorwärts suchenden heuristischen Planer als besonders erfolgreich
erwiesen (Gerevini u. a., 2009). Allerdings liegt den Ergebnissen der IPC ei-
ne Problemsammlung zugrunde, die keinen direkten Bezug zum Problem der
Dienstekomposition hat. Auch über die IPC hinaus existiert bis jetzt kein
Benchmarkproblem für die Dienstekomposition (in intelligenten Umgebun-
gen). Könnten innerhalb der Menge der IPC-Probleme solche gefunden wer-
den, deren Struktur auf das Problem der Dienstekomposition übertragen wer-
1Damit in Zusammenhang steht die Entscheidung, wann ein Kompositionslauf zu starten
ist. Eine genauere Betrachtung dessen erfolgt im Abschnitt 6.4.
2http://ws-challenge.georgetown.edu/wsc07/
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den kann, wäre es anhand der IPC-Ergebnisse möglich, Aussagen über die
Eignung von Planern zur Dienstekomposition zu tätigen. Allerdings ist die Su-
che nach vergleichbaren Domänen nicht trivial. Es konnten in den Problemen
aus Abschnitt 4.2 keine Strukturen identifiziert werden, die sich zweifelsfrei
auf Probleme der letzten IPCs abbilden ließen.
Eine weitere Evaluierung der Effizienz von Planern wurde von Howe und Dahl-
man (2002) durchgeführt. Dabei wurden verschiedene Planer anhand von 263
verschieden Problemen inklusive der Probleme der ersten IPC (AIPS’98) eva-
luiert. Ein Ziel der Arbeit war, aufgrund empirischer Daten zu untersuchen,
ob bestimmte Probleme von einzelnen Planern unterschiedlich effizient gelöst
werden. Die Studie bestätigte, dass es keinen herausstechenden Planer gab.
Verschiedene Planer lieferten für verschiedene Probleme beste Ergebnisse.
Howe und Dahlman (2002) untersuchten im Rahmen ihrer Studie weitere The-
sen bezüglich der Effizienz von Planern und der verschiedenen Einflussfaktoren
auf Planungslaufzeiten. So sind Planer anfällig für syntaktische Änderungen
von Domänendefinitionen. In ihren Untersuchungen konnten Howe und Dahl-
man (2002) nachweisen, dass zufälligen Permutationen der Operatoren und der
Prädikate in den Vorbedingungen der Operatoren zu signifikant unterschied-
lichen Laufzeiten und Ergebnissen der Planung führten. Zwar schwankte diese
Volatilität je Planer zwischen 40% und 4%, dennoch konnte diese Beobachtung
für alle untersuchten Planer gemacht werden.3
Rintanen (2004) führte eine weitere experimentelle Evaluierung von Planern
basierend auf generierten Problemen durch. Dabei betrachtete er explizit das
Verhalten der Planer in Phasenübergangsregionen (siehe Abschnitt 5.1.2), was
von Howe und Dahlman (2002) nicht berücksichtigt wurde. Mit den Experi-
menten konnte gezeigt werden, dass für randomisierte Probleme SAT-Solver
den heuristischen Planern überlegen waren. Dieses Ergebnis steht im Wider-
spruch zu den Erfahrungen aus der IPC, in der die heuristischen Planer seit
mehreren Jahren dominieren (Hoffmann und Edelkamp, 2005; Gerevini u. a.,
2009). Eine mögliche Erklärung dafür ist, dass die von Rintanen generierten
Probleme (bis jetzt) keine Entsprechung in der Realität haben und reale Pro-
bleme durch entsprechende Heuristiken sehr gut eingegrenzt werden können.
Wenngleich die genannten Evaluierungen erste Abschätzungen der Leistungs-
fähigkeit der Planer zulassen und darüber hinaus wertvolle Hinweise für den
praktischen Einsatz von Planern geben, ist eine direkte Anwendbarkeit der je-
weiligen Ergebnisse auf das Problem der Dienstekomposition in intelligenten
Umgebungen nicht gegeben. Aus diesem Grund wurden eigene Experimen-
te durchgeführt, um die Effizienz aktueller Planer bei der Verwendung zur
3Bei den eigenen Laufzeitexperimenten konnten ähnliche Schwankungen auch für exakt glei-
che Probleme beobachtet werden. Dieses Verhalten kann durch eine nicht-deterministische
Implementierung der Planungsalgorithmen erklärt werden.
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Dienstekomposition in intelligenten Umgebungen zu untersuchen.
Erste Experimente mit Planungsalgorithmen (Marquardt und Uhrmacher,
2008) zeigten, dass sie zwar überwiegend schnell waren, die Laufzeit eines
Planungslaufes in wenigen Fällen jedoch unverhältnismäßig länger war, als
die vergleichbarer Läufe. Diese Laufzeitspitzen (Peaks) traten insbesondere
bei schwierigen Problemen auf. Im Rahmen der Dienstekomposition in intelli-
genten Umgebungen können solche Peaks die Unaufdringlichkeit der Nutzeras-
sistenz stören, da im Falle eines Peaks ungewöhnlich lange keine Reaktion auf
den Nutzer erfolgt. Eine detailliertere Untersuchung der Leistungsfähigkeit
der Planer und der Peaks wird in den folgenden Abschnitten beschrieben.
5.1.1 Umfrage
Es ist offensichtlich, dass die Anzahl der Dienste und damit die Anzahl der
Operatoren einen wesentlichen Einfluss auf das Laufzeitverhalten eines Pla-
ners und somit auch auf das Laufzeitverhalten einer Komposition hat. Um
einen groben Überblick über die Anzahl der Dienste in aktuellen intelligen-
ten Umgebungen zu bekommen, wurde eine Umfrage unter Wissenschaftlern,
deren Forschung im Bereich der Dienstekomposition in intelligenten Umge-
bungen liegt (Marquardt u. a., 2008), durchgeführt.
Die Umfrage wurde per Email versandt.4 Von den gut 20 angeschriebenen
Projekten antworteten fünf, was einer Rücklaufquote von knapp 25% ent-
spricht. Für die Umfrage wurden die folgenden drei Metriken identifiziert,
da sie einen maßgeblichen Einfluss auf das Laufzeitverhalten einer Komposi-
tionsmethode haben: Anzahl der atomaren Dienste, Anzahl der komponierten
Dienste und Anzahl der Dienste pro Gerät. Des Weiteren wurde gefragt, ob
eine Dienstekomposition in den jeweiligen Umgebungen verwendet wird und
ob diese automatisch abläuft.
Die Umfrage bestand im Kern aus den folgenden vier Fragen:
1. Wie viele Dienste sind in Ihrer intelligenten Umgebung vorhanden?
2. Wieviele atomare und wieviele komponierte Dienste werden in Ihrer in-
telligenten Umgebung angeboten?
3. Was ist bezüglich der Anzahl der Dienste pro Gerät der üblichere Fall,
ein 1:1 (ein Dienst pro Gerät) oder eine 1:n Verhältnis (mehrere Dienste
pro Gerät)?
4. Verwenden Sie eine automatische oder semi-automatische Komposition?
4Im Anhang C ist der gesamte Text der versendeten Email enthalten.
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Von folgenden fünf Projekten wurde auf die Umfrage geantwortet: D-HTN
Amigoni u. a. (2005), FOKUS Lee u. a. (2007), Amigo Dupuis u. a. (2007),
MagicLamp5 und MuSAMA Reisse u. a. (2008b) Die Ergebnisse der Umfrage








D-HTN 15 10 1:n automatisch
FOKUS 30 0 1:1, 1:n keine
Amigo 15 0 1:1, 1:n automatisch
MagicLamp 1 6 1:n keine
MuSAMA 43 2 ∼1:2 automatisch
Tabelle 5.1: Ergebnisse der Umfrage aus Marquardt u. a. (2008) (angepasste
Version)
Es überwiegen Umgebungen mit wenigen Geräten und Diensten, dabei ist je-
doch zu beachten, dass es sich bei allen um prototypische Umsetzungen im
Rahmen von Forschungsarbeiten handelt. Realistische Szenarien werden we-
sentlich mehr Dienste beinhalten, deren Anzahl in Zukunft sicherlich noch
weiter ansteigen wird. Drei Projekte verwenden zusammengesetzte bzw. kom-
ponierte Dienste, die übrigen basieren lediglich auf atomaren Diensten. Trotz-
dem lässt sich in neueren Veröffentlichungen eine Tendenz zu komponierten
Diensten feststellen (Papazoglou u. a., 2006). Bei den Angaben über das vor-
wiegende Verhältnis zwischen Gerät und darauf gehosteten Diensten über-
wiegt das Verhältnis 1:n. Die Projekte Amigo und FOKUS gaben auch ein
1:1 Verhältnis an, was vermuten lässt, dass hier auch Kleingeräte wie Senso-
ren verwendet werden. Durch die Angaben über die Anzahl der verwendeten
Dienste, die kumuliert zwischen 7 und 45 liegt, kann die Anzahl der in einer
aktuellen intelligenten Umgebung vorhandenen Geräte auf einen zweistelligen
Bereich eingeschränkt werden.
Beim Versuch, die Gesamtmenge der zu betrachtenden Dienste für zukünftige
Szenarien abzuschätzen, stellt sich dennoch die Frage, wie groß intelligente
Umgebungen werden können und wie feingranular Dienste beschrieben wer-
den. Es ist konzeptionell nicht immer klar, wo eine Umgebung endet, und
wann ein Dienst nicht mehr Teil der Umgebung ist. Ist räumliche Nähe oder
Nachbarschaft das entscheidende Kriterium für die Zugehörigkeit zu einer Um-
gebung? Was ist mit im Internet verfügbaren Diensten? Sind diese auch immer
Teil der Umgebung und müssen berücksichtigt werden? Im Beispiel 4.1.4 wer-
den Dienste verwendet, die sich nicht in direkter, örtlicher Nähe zum Benutzer
5http://www.magiclamp.org
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befinden, sondern eher durch einen persönlichen und funktionellen Bezug not-
wendige Teile der Umgebung sind. Wie, wo und wann wird festgelegt, welche
Dienste Teil eines Umgebung sind und welche nicht? Diese Fragen können
durch die vorliegende Arbeit nicht beantwortet werden, allerdings geben sie
einen Hinweis darauf, dass intelligente Umgebungen bereits heute mit vielen
Diensten umgehen können müssen und mittel- bis langfristig zu erwarten ist,
dass sich diese Anzahl noch signifikant erhöhen wird.
Im Rahmen dieser Arbeit wird davon ausgegangen, dass an einem Komposi-
tionslauf alle verfügbaren Dienste einer Umgebung teilnehmen. Andere Pro-
jekte (Blankenburg u. a., 2008) verwenden einen vorgeschalteten Filter, der
die Gesamtzahl der Dienste für einen Kompositionslauf zum Zwecke der Pla-
nungszeitoptimierung reduzieren soll. Dabei werden Dienste, die voraussicht-
lich nicht zur Lösung beitragen, herausgefiltert. Allerdings verwenden Blan-
kenburg u. a. (2008) in diesem Zusammenhang lernende Verfahren, um die
Eignung eines Dienstes für ein Problem abzuschätzen. Dadurch ist eine Ver-
wendung des Ansatzes in Ad-hoc-Umgebungen ungeeignet. Zudem zeigen die
Erfahrungen aus den Laufzeitexperimenten mit den Planern, dass Planer sehr
gut mit unnötigen Operatoren umgehen können und diese die Laufzeit nur
unwesentlich beeinflussen, sodass eine vorherige Filterung der Dienste einer
intelligenten Umgebung nicht zwingend notwendig erscheint.
5.1.2 Phasentransitionen
Für das weitere Verständnis der Arbeit soll kurz das bereits erwähnte Phäno-
men der Phasentransitionen erläutert werden. Es betrifft alle Probleme der
Komplexität NP-hart (Cheeseman u. a., 1991). Da klassische Planung mit
mindestens einer Vorbedingung und einem Effekt pro Operator NP-hart ist
(Bylander, 1992), existieren Phasentransitionen auch für klassische Planung
(Bylander, 1996). Jedem Problem in NP kann ein Ordnungsparameter zu-
geordnet werden. So sind beispielsweise beim Travelling-Salesman-Problem
die Anzahl der Knoten und Kanten Ordnungsparameter des Problems. Ord-
nungsparameter der klassische KI-Planung sind beispielsweise die Anzahl der
Operatoren oder die Anzahl der Zustandsvariablen. Die Theorie der Phasen-
transition sagt voraus, dass die Lösung von einzelnen Problemen in einer be-
stimmten kritischen Region dieses Ordnungsparameters für alle Algorithmen
extrem schwer wird. Dadurch benötigen Algorithmen vergleichbar viel Zeit
zur Lösung dieser Probleme. Bylander (1996) definiert für die KI-Planung
untere und obere Grenzen, die es theoretisch ermöglichen, die Region des
Phasenübergangs zu identifizieren. Allerdings unterscheiden sich diese Gren-
zen um einen Faktor, der exponentiell zur Anzahl der PEs steigt und sind so
für eine praktische Anwendung ungeeignet. Bylander (1996) zeigte weiterhin,
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dass außerhalb der Phasentransition einfache Algorithmen schnelle Lösungen
hervorbringen. Wenn also Probleme der Dienstekomposition in intelligenten
Umgebungen nicht im Bereich einer Phasentransition liegen, genügen einfache
Planungsalgorithmen, um die Probleme schnell zu lösen.
5.1.3 Eigene Laufzeitexperimente
Um die Leistungsfähigkeit von Planungsalgorithmen in intelligenten Umge-
bungen experimentell evaluieren zu können, wird zunächst ein Modell einer
solchen Umgebung benötigt. Dabei stellt sich die Frage, wie intelligente Um-
gebungen charakterisiert werden können. Können Metriken bzw. Attribute ge-
funden werden, die helfen, intelligente Umgebungen hinsichtlich der Dienste-
komposition zu unterscheiden? Diese Metriken sollten leicht messbar sein und
einen Effekt auf die Effizienz der Komposition haben.
Ein Planungsproblem besitzt eine Vielzahl von Parametern (siehe Abschnitt
3.1). Aus dieser Menge wurden fünf Parameter ausgewählt, da sie einerseits
einen Einfluss auf die Effizient der Planung haben und des Weiteren in einer
intelligenten Umgebung leicht gemessen werden können. Bei der Benennung
der Parameter wird die Notation von Bylander (1996) verwendet:
• o - Anzahl der Operatoren
• n - Anzahl der Propositionen
• i - Anzahl der wahren initialen Weltzustände
• g - Anzahl der Zielzustände
• r und s - Anzahl der Vorbedingungen und Effekte pro Operator
Da Dienstekomposition in intelligenten Umgebungen ein junges und spezia-
lisiertes Forschungsfeld ist und es daher an ausdifferenzierten Anwendungen
mangelt, war es nicht möglich, charakteristische Strukturen zu identifizieren,
anhand derer spezielle Problemklassen abgeleitet werden konnten und das Pro-
blem der Dienstekomposition so gegen andere Planungsprobleme abgegrenzt
werden konnte. Daher wird auf künstlich generierte Probleme innerhalb von
Parameterintervallen, wie sie auch in intelligenten Umgebungen auftreten kön-
nen, zurückgegriffen, wodurch allgemeine Problemklassen definiert werden.
Der wesentliche Nachteil bei der automatischen Generierung von Problemin-
stanzen ist deren fragwürdige Relevanz (Weihe, 2001). Daher muss ein sehr
großer Problemraum untersucht werden, um die Wahrscheinlichkeit zu erhö-
hen, auch relevante Probleme abzudecken.
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Durch die Verwendung von randomisierten Problemem überlappen sich die
im Folgenden beschriebenen Experimente teilweise mit den Arbeiten von By-
lander (1996) und Rintanen (2004).
Die Ergebnisse der in Abschnitt 5.1.1 beschriebenen Umfrage sowie die Er-
fahrungen aus den ersten Experimenten (Marquardt und Uhrmacher, 2008)
dienen dabei als Ausgangspunkt für die folgenden Experimente, deren vorläu-
fige Ergebnisse in Marquardt und Uhrmacher (2009c) veröffentlicht wurden.
5.1.3.1 Experimentaufbau
Mit Hilfe der Experimente soll basierend auf den Parametern o, n, i, g und r
eine möglichste breite aber realistische Menge an Planungsproblemen erstellt
und untersucht werden. Dafür wird in bestimmten Intervallen über alle fünf
Variablen iteriert, sodass ein 5-dimensionaler Problemraum entsteht. Um die
Durchfürhbarkeit der Experimente zu gewährleisten, wird sich dabei auf eine
Auflösung von 10 Schritten pro Parameter beschränkt, was zu einer maximalen
Problemmenge von 105 = 100.000 Problemen führt.
In den Experimenten ist die Anzahl der Vorbedingungen und Effekte eines
Operators immer gleich (daher gilt s = r) und gerade. PEs beginnen mit
2 und werden mit einer Schrittweite von 2 auf 20 erhöht. Genauso wird i
von 2 auf 20 erhöht. Aus den ersten zwei Dimensionen r und i resultieren 55
sinnvolle Kombinationen.6 Für jede dieser 55 Kombinationen werden auch die
Werte von o (10 bis 100, Schrittweite = 10), n (10 bis 100, Schrittweite = 10)
und g (1 bis 10, Schrittweite = 1) iteriert. Was zu 1000 weiteren Kombina-
tionen für jede der 55 Kombinationen aus r und i führt.7 Insgesamt wurden
so über 50.000 Problemkonfigurationen identifiziert. Für jede Konfiguration
wurden 100 Replikationen mit unterschiedlichen Startwerten (seeds) des Zu-
fallsgenerators durchgeführt, was in einer Gesamtmenge von über 5.000.000
Probleminstanzen resultiert.
Um die absolute Laufzeit der Experimente auf einen realistischen und vorher-
sagbaren Wert zu begrenzen, wurde die maximale Laufzeit eines Planungslau-
fes auf 2000 ms beschränkt. Einige Planer erlauben die Angabe einer maxima-
len Laufzeit als Parameter. Leider konnten diese Parameter in den Experimen-
6Nicht alle Kombinationen von r und i in der beschriebenen Spanne sind sinnvoll. Zum
Beispiel können Operatoren mit 12 Vorbedingungen in einem Problem, in dem lediglich 10
Propositionen im initialem Weltzustand wahr sind, nie angewendet werden, was die Lösung
eines solchen Problems unmöglich macht. Im Anhang D sind die sich daraus ergebenden
Dreiecksmatrizen in den entsprechenden Scattersplots zwischen „initWS“ und „PEs“ zu
erkennen.
7Vergleichbar zu r und i sind auch hier nicht alle Kombinationen sinnvoll, so ist ein Problem
mit 10 Zielzuständen aber insgesamt nur 10 möglichen Propositionen unlösbar, da in diesem
Fall keine Propositionen zur Beschreibung des initialen Weltzustandes übrigbliebe.
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ten nicht verwendet werden, da zunächst nicht alle Planer diese Parametrisie-
rung unterstützten und beispielsweise Vor- und Nachverarbeitungsschritte der
Planer teilweise nicht berücksichtigt wurden. Darüber hinaus überschritten in
den Experimenten einige Laufzeiten, die über einen Parameter begrenzt wa-
ren, diese Grenze um ein Vielfaches. Daher wurden alle Planerprozesse durch
einen externen Timer kontrolliert und beendet, sobald die Laufzeit 2000 ms
überschritten hatte.
In den Experimenten wurden drei Planer in ihren jeweils aktuellsten Versionen
(Stand Ende 2008) untersucht: SGP (Weld u. a., 1998), blackbox (Kautz und
Selman, 1998), und LPG (Gerevini und Serina, 2002). Alle Planer unterstützen
PDDL und stellen aktuelle Vertreter verschiedener Planungsalgorithmen dar.
SGP ist ein Graphplaner, blackbox verwendet einen SAT-Solver und LPG
benutzt heuristische Planung. Es wurde sich auf drei Planer beschränkt, da die
Dauer der Experimente pro Planer bei sieben 24-Stunden-Tagen lag. Obwohl
auch UCPOP (Penberthy und Weld, 1992) ein Kandidat für die Experimente
war, wurde dieser Planer nicht verwendet, da er kein PDDL unterstützt.
Da drei Planer untersucht wurden, führten die mehr als 5.000.000 Problem-
instanzen zu über 15.000.000 Experimentläufen. Alle Läufe wurden auf drei
Maschinen ausgeführt, die über eine komplett gleiche Konfiguration verfüg-
ten (Intel Core2Duo E8200 @ 2.66GHz mit 2GB RAM unter WindowsXP
ServicePack 3). Die reine Rechenzeit der Experimente betrug ungefähr drei
Wochen. Alle Experimente wurden mitsamt ihrer Parametrisierungen in einer
Experimentdatenbank gespeichert, was es erlaubt die Läufe im Nachhinein zu
reproduzieren. Durch die Versuche wurden über 2GB Daten in der Datenbank
gespeichert.
Problemgenerator Rintanen (2004) stellt drei verschiedene Modelle zur
Generierung von Planungsproblemen vor. Für die hier beschriebenen Experi-
mente wird das Modell genutzt, welches auch von Bylander (1996) verwendet
wurde und kurz erläutert werden soll.
Zunächst wurde entsprechend der Anzahl der PEs pro Operator eine Men-
ge von Propositionen ausgewählt. Die erste Hälfte davon bildet die Vorbe-
dingung des Operators die zweite Hälfte bildet die Effekte. Dadurch können
keine Operatoren entstehen, die gleiche Propositionen in Vorbedingung und
Effekt gleichzeitig haben. Um den Effekt eines Operators zufällig zu generie-
ren, wurde die Menge der Propositionen wieder geteilt. Aus einer Hälfte dieser
Propositionen ergeben sich die positiven, aus der anderen Hälfte die negativen
Effekte des Operators. Auf diese Art und Weise werden viele Instanzen gene-
riert, die sehr leicht als unlösbar zu klassifizieren sind. Diese Kritik wurde von
Rintanen (2004) aufgenommen und veranlasste ihn, ein alternatives Modell
zu entwerfen, in dem viele dieser unlösbaren Probleme ausgeschlossen wer-
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den. Da in intelligenten Umgebungen nicht davon ausgegangen werden kann,
dass eine Lösung für ein Kompositionsproblem gefunden wird, ist diese Ein-
schränkung bei der Generierung der Probleme für intelligente Umgebungen
nicht zulässig. Dennoch ist es möglich zu argumentieren, dass durch die Ver-
wendung dieses Modells zu viele triviale Probleme erzeugt werden, die keine
Herausforderung für die Planer darstellen und es in intelligenten Umgebungen
weiterhin wahrscheinlich ist, dass eine Lösung existiert. Da diese Wahrschein-
lichkeit allerdings nicht zu quantifizieren ist und die Planer für alle möglichen
Probleme evaluiert werden sollten, wurde dennoch das oben beschriebene Mo-
dell verwendet.
Für die Domänenbeschreibungen wurden parameterfreie Operatoren verwen-
det. Im Gegensatz zu Bylander und Rintanen wurde auch der Einfluss der
wahren Propositionen im initialen Weltzustand auf die Planung explizit un-
tersucht. Der initiale Weltzustand wird dabei vom Problemgenerator immer
so generiert, dass er disjunkt zum Zielzustand ist.
Alle Probleminstanzen wurden in PDDL erzeugt und in diesem Format an die
Planer übergeben.
5.1.3.2 Hypothesen
Mit den Laufzeitexperimenten sollte untersucht werden, ob aktuelle Planer
Probleme der Dienstekomposition in intelligenten Umgebungen, wie einleitend
gefordert, im Sekundenbereich lösen können, ob ihre Reaktionszeit robust und
nicht zu volatil ist und ob die Ergebnisse verlässlich sind. In ersten Experi-
menten zeigte sich bereits, dass Planer in Regionen mit schweren Problemen
dazu tendieren in Laufzeitspitzen zu geraten. Aus diesen Erfahrungen und
den zu Beginn des Abschnitts beschriebenen Beobachtungen von Howe und
Dahlman (2002) (siehe Abschnitt 5.1) ergeben sich die folgenden Hypothesen,
die mit Hilfe der Experimente zu überprüfen sind:
1. Wenn ein Planungslauf in eine Laufzeitspitze gerät, ist es sehr wahr-
scheinlich, dass kein Plan gefunden wird und der Lauf daher vorzeitig
abgebrochen werden kann.
2. Verschiedene Planer haben verschiedene Laufzeitspitzen.
3. Es kann eine signifikante Problemregion identifiziert werden, die stellver-
tretend für eine größere Region steht, um Vorhersagen über die Effizienz
von Planern darin zu treffen.
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5.1.3.3 Ergebnisse
Für jeden Lauf wurden verschiedene Charakteristiken aufgezeichnet. Zunächst
wurde die Laufzeit gespeichert.8 Zusätzlich wurden die Rückgaben der Planer
gespeichert. Die Rückgabe ist entweder ein Plan oder eine Aussage, dass kein
Plan gefunden werden kann. Einige Planer geben Gründe für eine erfolglose
Planung aus, wobei LPG die detailliertesten Beschreibungen zurückgab. Des
Weiteren wurde gespeichert, ob ein Plan gefunden wurde und ob ein Planungs-
lauf nach Überschreitung des Zeitlimits abgebrochen wurde.
Durch die Aggregation aller 100 Replikationen einer Probleminstanz können
vier verschiedene Messwerte pro Instanz ermittelt werden: Durchschnittliche
Laufzeit μ (avgTime), Standardabweichung σ der Laufzeiten (stdTime), Quo-
te der gefundenen Lösungen (avgSolutions) und Quote der abgebrochenen
Läufe (avgAborted). Abbildung 5.1 zeigt die Ergebnisse der Messwerte, in
Abhängigkeit zu den Experimentvariablen (o, n, i, g, und r).
Die erste Zeile der Abbildung 5.1 zeigt die durchschnittliche Laufzeit der Pla-
ner. Hier ist blackbox immer am schnellsten, gefolgt von LPG und SGP. Bis
auf das letzte Diagramm, in dem der Einfluss der PEs auf die Laufzeit darge-
stellt wird, ist auch die Form der Kurven der einzelnen Planer ähnlich.
Die Standardabweichung σ ist ein guter Indikator für die Komplexität einer
Problemregion. Wenn sich die Laufzeiten von verschiedenen Läufen einer Pro-
bleminstanz sehr stark unterscheiden, kann die Problemmenge als schwierig
erachtet werden. Aus diesem Grund ist die zweite Zeile von besonderem Inter-
esse. Wenngleich blackbox auch hier die besten Ergebnisse zeigt, schrumpft
der Unterschied zwischen den Planern im Gegensatz zur durchschnittlichen
Laufzeit deutlich und die zu beobachtenden Kurven zeigen wesentlich mehr
Unregelmäßigkeiten. Bezüglich der Anzahl der Zustandsvariablen im zweiten
Diagramm zeigen alle Planer ein Maximum. LPG und SGP errreichen ihr Ma-
ximum bei 20 Zustandsvariablen, wohingegen blackbox’ Standardabweichung
bis 30 Zustandsvariablen ansteigt. Das vierte Diagramm zeigt, dass LPG mit
steigender Anzahl von Zielzuständen robuster wird, während die Instabilität
von blackbox im Rahmen der betrachteten Probleme stetig wächst. SGP stag-
niert auf hohem Level.
Die Quote der gefundenen Lösungen in der dritten Zeile beschreibt den Anteil
der gefundenen Lösungen pro Probleminstanz. Die Diagramme zeigen, dass
alle Planer nah beieinander liegen, was bedeutet, dass sie ähnlich viele Lösun-
gen finden. SGPs Ergebnisse sind immer etwas schlechter als die von blackbox
und LPG. Der Grund hierfür ist die im Schnitt längere Laufzeit von SGP und
der Tatsache, dass alle Läufe nach 2000 ms abgebrochen wurden, sodass einige
8Zeitangaben werden im Zusammenhang mit den Experimenten immer in Millisekunden
(ms) angegeben.
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Abbildung 5.1: Kennlinien für die durchschnittliche Laufzeit (avgTime), Stan-
dardabweichung (stdTime), Quote der gefundenen Lösungen (avgSolution)
und Quote der abgebrochenen Läufe (avgAborted) für alle fünf Experiment-
variablen o (numOfOperators), n (numOfStateVars), i (numOfInitWS), g
(numOfGoals) und r (numOfPEs). Jede Kennlinie stellt das Verhalten eines
der drei Planer LPG (gestrichelt, rot), blackbox (gepunktet, grün) und SGP
(Strich-Punkt, blau) dar.
Lösungen von SGP nicht mehr gefunden werden konnten, während LPG und
blackbox schon eine Lösung gefunden hatten. Die Ergebnisse der vierten Zeile
(Quote der abgebrochenen Läufe pro Instanz) sind zu großen Teilen vergleich-
bar mit denen der zweiten Zeile. Beide sind Indikatoren für Regionen schwerer
Probleme.
Neben den Kennlinien lassen sich auch Scatterplots erstellen, die eine genaue-
re Darstellung der interessanten Problemregionen zulassen.9 Eine Sammlung
aller Scatterplots findet sich aufgrund ihrer Größe im Anhang D.
9Es ist zu beachten, dass die Skalen aller Scatterplots in dieser Arbeit adaptiv sind und sich
zwischen den einzelnen Diagrammen unterscheiden können. Der Grund dafür ist, dass für
die hier präsentierten Fragestellungen lediglich die Tendenzen und nicht die absoluten Werte
von Interesse sind. Daher wurde für die Matrizendiagramme auch auf Legenden verzichtet.
Rote Farbe steht in allen Diagrammen für hohe Werte, grün stets für niedrige Werte.
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Identifizierung von Phasentransitionen Bei einem Vergleich der Dia-
gramme, die σ (avgSolution) und μ (stdTime) in Abhängigkeit von der Anzahl
der Zustandsvariablen (n) sowie der Anzahl der Ziele (g) darstellen, werden
die Charakteristiken einer Phasenübergangsregion deutlich (siehe Abbildun-
gen 5.2 und 5.3). Bei der Betrachtung von zwei Variablen werden gleichzeitig
Phasentransitionen zwei verschiedener Richtungen deutlich, sodass in dieser
Darstellung auch der unterschiedliche Einfluss der jeweiligen Variablen zu er-
kennen ist.
Abbildung 5.2: Visualisierung der Phasentransitionsregion bezüglich der Va-
riablen n und o anhand der durchschnittlich gefundenen Lösungen (avgSolu-
tion) und Darstellung der Standardabweichung (stdTime) im selben Bereich.
(Planer: blackbox)
Abbildung 5.3: Visualisierung der Phasentransitionsregion bezüglich der Va-
riablen n und g anhand der durchschnittlich gefundenen Lösungen (avgSolu-
tion) und Darstellung der Standardabweichung (stdTime) im selben Bereich.
(Planer: blackbox)
Die Wahrscheinlichkeit auf eine Lösung fällt in beiden Diagrammen propor-
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Anzahl Quote avgTime stdTime
LPG 8,724 4.5% 125.37 153.20
blackbox 185,106 95.5% 21.73 29.84
SGP - 0.0% 0 0
Tabelle 5.2: Läufe, die zu einer Lösung führten und vom entsprechenden Planer
am schnellsten gelöst wurden
tional zur Anzahl der Zustandsvariablen n von einem hohen Wert (rot) auf
nahezu Null (grün). Sie ist ebenfalls proportional zur Anzahl der Operatoren
o und invers proportional zur Anzahl der Ziele g.
Beginnend mit einem geringen Wert bei n = 10 wächst μ mit steigenden n bis
das Maximum bei n = 30 erreicht wird. Im Anschluss fällt sie wieder stetig
auf ein konstant niedriges Niveau bei n = 50. Interessanterweise treten die
höchsten Werte der Standardabweichung in Regionen auf (n = 30, g > 6 bzw.
o > 40), in denen die Wahrscheinlichkeit, eine Lösung zu finden, fast an ihrem
Minimum ist.
Basierend auf den letzten beiden Diagrammen und der Abbildung 5.1 konnte
experimentell nachgewiesen werden, dass im Vergleich zu g und o die Anzahl
der Zustandsvariablen n den größten Einfluss auf die Laufzeit eines Planungs-
problems hat.
Ziel einer Evaluierung ist es, den besten Kandidaten herauszufinden. Für den
gesamten Datensatz lässt sich feststellen, dass blackbox in 99,6% der Läu-
fe am schnellsten ein Ergebnis zurückgab, gefolgt von LPG (0.0038%) und
SGP (0.00002%). Werden lediglich Probleme betrachtet, die zu einer Lösung
führten (vgl. Tabelle 5.2), verschiebt sich das Ergebnis zugunsten von LPG
(4.5%), dennoch dominiert blackbox (95.5 %). Ein Blick auf die durchschnitt-
liche Laufzeit verrät, dass blackbox heraussticht, wenn die Laufzeiten klein
sind, LPG wird mit wachsenden Laufzeiten besser.
Spezifischer Offset bei der Ausführung der Planer Alle Implementie-
rungen der Planer ziehen einen gewissen Offset nach sich, der bei jeder Aus-
führung der Planer seinen Tribut fordert und unabhängig von der Komplexität
des gegenwärtigen Problems ist. Um eine grobe Abschätzung der Offsets der
Planer zu erhalten, wurden zwei Problemregionen genauer untersucht. In der
ersten Region ist die Wahrscheinlichkeit für eine Lösung beinahe Eins, hier
existieren viele mögliche Lösungen und die Planer sind in der Lage, eine die-
ser Lösungen schnell zu finden. Diese Region kann mit folgenden Werten der
Experimentvariablen beschrieben werden (o = 100, n = 10, g = 2, r = 2). Die
zweite Region liegt hinter der Phasentransition, wo es sehr unwahrscheinlich
ist, dass ein Problem eine Lösung hat, und Planer in der Lage sind, auch das
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blackbox LPG
n = 20 1.568‰ 4.118‰
n = 30 3.943‰ 2.431‰
n = 40 0.734‰ 0.894‰
n = 50 0.121‰ 0.358‰
Tabelle 5.3: Wahrscheinlichkeit einer Laufzeitspitze für Probleme mit o > 60
schnell zu realisieren. Eine solche Region liegt bei o = 10, n = 30 und r = 14.
Damit ist in beiden Regionen der Anteil der echten Planung an der Gesamt-
laufzeit des Planers minimal, sodass hier eine untere Schranke für die Offsets
der Planer identifiziert werden kann. Die minimalen Laufzeiten in diesen Re-
gionen sind 15 ms für blackbox, 62 ms für LPG and 140 ms für SGP. Die
durchschnittlichen Laufzeiten sind entsprechend 18 ms, 75 ms und 150 ms.
Beide Werte liegen sehr nah beieinander, sodass davon ausgegangen werden
kann, dass es sich hierbei um eine untere Schranke für die Offsets der Planer
handelt. Werden diese Offsets bei den Ergebnissen (z.B. in den Diagrammen
von Abbildung 5.1 oder in Tabelle 5.2) berücksichtigt, relativiert sich die Do-
minanz von blackbox.
5.1.3.4 Überprüfung der Hypothesen
1. Laufzeitspitzen führen wahrscheinlich zu keiner Lösung. Wenn
ein Planungslauf in eine Laufzeitspitze gerät, ist es sehr wahrscheinlich, dass
kein Plan gefunden wird und der Lauf daher vorzeitig abgebrochen werden
kann.
Zunächst ist es interessant, wie oft Laufzeitspitzen auftreten. In Tabelle 5.3
wird das Verhältnis zwischen Peaks und der Gesamtzahl der Läufe dargestellt.
Alle Läufe mit einer Dauer von mehr als 500 ms wurden dabei als Peaks an-
gesehen. Weiterhin wurden nur Läufe betrachtet, die nicht abgebrochen wur-
den. Aufgrund der im Schnitt sehr hohen Laufzeiten wurden die Ergebnisse
von SGP hier nicht betrachtet. Da Peaks vor allem in Regionen eines Phasen-
übergangs zu erwarten sind, wurden die entsprechend interessanten Probleme
betrachtet. Dazu zählen alle Probleme mit mehr als 60 Operatoren im Be-
reich von 20 bis 50 Zustandsvariablen. In den Scatterplots im Anhang D lässt
sich für alle Planer erkennen, dass innerhalb dieses Bereiches die Standard-
abweichung am höchsten ist und es sich daher um eine Region mit schweren
Problemen handelt.
Das Auftreten von Laufzeitspitzen ist für beide Planer sehr niedrig. Während
es seinen Maximalwert für LPG bei n = 20 hat, wird dieser bei blackbox erst
bei n = 30 erreicht und fällt danach bei beiden Planern deutlich. Diese Werte
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blackbox LPG
Gesamt Peaks Gesamt Peaks
n = 20 54.20% 54.02% 55.40% 67.83%
n = 30 23.08% 95.53% 23.74% 66.13%
n = 40 6.84% 100.00% 7.44% 29.56%
n = 50 1.74% 92.86% 1.84% 10.84%
Tabelle 5.4: Wahscheinlichkeiten einer Lösung für Probleme mit o > 60
decken sich mit der Beobachtung, die im Diagramm, was die Standardabwei-
chung bezüglich der Anzahl der Zustandsvariablen in Abbildung 5.1 darstellt,
zu erkennen ist (siehe oben).
In Tabelle 5.4 sind die Wahrscheinlichkeiten, eine Lösung zu finden, darge-
stellt. Die erste Spalte pro Planer („Gesamt“) zeigt als Orientierung und
Vergleichswert die Wahrscheinlichkeit für alle Probleme an, die zweite Zei-
le („Peaks“) die Wahscheinlichkeit für Peaks.
Für n = 20 also vor bzw. zu Beginn der Phasentransition ist die Wahrschein-
lichkeit, unter den Peaks eine Lösung zu finden, gleich der der restlichen Pro-
bleme. Im Anschluss fallen die Wahrscheinlichkeiten bei den normalen Pro-
blemen (in den Spalten „Gesamt“) für blackbox und LPG fast identisch auf
knapp 2% bei n = 50. Bei der Betrachtung der Peaks zeigt sich jedoch ein
Unterschied zwischen den beiden Planern. Beide starten mit vergleichbaren
Werten für n = 20. Während die Wahrscheinlichkeiten, dass ein Peak zu einer
Lösung des Planungsproblems führt, bei blackbox in der Folge stark ansteigen,
fallen sie bei LPG. Allerdings ist das Gefälle bei LPG weniger stark als bei
den normalen Problemen, sodass geschlussfolgert werden kann, dass für beide
Planer die Wahrscheinlichkeit, bei einer Laufzeitspitze eine Lösung zu erwar-
ten, höher ist, als die durchschnittliche Wahrscheinlichkeit auf eine Lösung in
dieser Region ähnlicher Probleme.
Eine erste Vermutung, dass das Ergebnis einer Laufzeitspitze auf die relati-
ve Lage des Problems zur Phasentransition zurückzuführen ist und damit zur
generellen Wahrscheinlichkeit einer Lösung in dieser Problemregion korreliert,
konnte nicht bestätigt werden. Auf beiden Seiten der Phasentransition tendie-
ren Peaks dazu, einen Plan zu beinhalten. Aufgrund dieser experimentellen
Ergebnisse muss die erste Hypothese verworfen werden.
These 8 Planungsläufe einzelner Probleme können zu Laufzeitspitzen führen.
Grund dafür ist das Phänomen der Phasentransition. Auftretende Peaks sind
daher unvermeidbar. Laufzeitspitzen (Peaks) von Planungsläufen gefährden
die Unaufdringlichkeit KI-planungsbasierter Komposition. Die Wahrschein-
lichkeit, dass ein in einem Peak resultierender Lauf zu einer Lösung führt,
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ist höher, als die Wahrscheinlichkeit ähnlicher Probleme zu einer Lösung zu
führen.
2. Verschiedene Planer haben verschiedene Peaks. In den Experi-
menten wurden für gleiche Kombinationen der Experimentvariablen jeweils
100 Läufe durchgeführt. Die Abbildungen 5.4 und 5.5 zeigen die Ergebnisse
dieser 100 Läufe der Planer LPG und blackbox für eine bestimmte Kombina-
tion der Experimentvariablen o, n, i, g und g.










Abbildung 5.4: Laufzeiten und Lösungen von LPG für die Problemkombina-
tion o = 100, n = 30, i = 10, g = 10 und r = 4.










Abbildung 5.5: Laufzeiten und Lösungen von blackbox für die Problemkom-
bination o = 100, n = 30, i = 10, g = 10 und r = 4.
Läufe, die zu einer Lösung führten, sind in den Abbildungen durch ein rotes
Dreieck am entsprechenden Balken gekennzeichnet. Da die X-Achsen beider
Diagramme gleiche Probleminstanzen an gleicher Stelle abbilden, lässt sich
vergleichen, wie die beiden Planer mit exakt gleichen Problemen umgehen.
Beim Vergleich beider Abbildungen ist deutlich zu erkennen, dass die Planer
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bei der Mehrzahl der Läufe schnell terminieren und im Wesentlichen bei den
selben Problemen eine Lösung zurückgeben. Bei einzelnen Läufen lassen sich
die Peaks erkennen, die im Rahmen der Experimente nach 2000 ms abgebro-
chen wurden. Es ist weiterhin zu sehen, dass für LPG deutlich weniger Peaks
auftreten bei Problemen, die blackbox in einen Peak laufen lassen. Allerdings
ist LPG nicht immer besser als blackbox. Beide Peaks von LPG (Lauf 82 und
Lauf 97) werden von blackbox schnell gelöst.
Werden pro Planer die Läufe aufaddiert, bei denen nur der andere Planer in
einen Peak läuft, ergibt sich ein Maß, welches, auf den gesamten Datenbestand
angewandt, einen Hinweis darauf gibt, welcher Planer für welche Problemre-
gion besser geeignet ist und so eine Aussage zulässt, wie unterschiedlich die
Planer gleiche Probleme lösen. Dieses Maß soll Dominanz bezüglich der Peaks
(kurz: Dominanz) genannt werden.
Anhand der beiden Abbildungen 5.4 und 5.5 soll die einfache Errechnung der
Dominanz veranschaulicht werden. Von den 100 Läufen von blackbox werden
6 Läufe nach 2000 ms abgebrochen, und damit als Peaks gewertet. Da beide
Diagramme auf der X-Achse die gleichen 100 Probleme darstellen, ist zu er-
kennen, dass alle sechs Läufe die bei blackbox zu Peaks führen, durch LPG
gefunden werden. Dagegen werden die zwei Läufe die bei LPG Peaks ver-
ursachen, schnell durch blackbox gelöst. Für die dargestellten 100 Läufe der
Problemkombination ergibt sich somit der Wert 6 für LPG und der Wert 2
für blackbox. Der kumulierte Wert, der aussagt, wie unterschiedlich die Planer
bei der Lösung dieser Problemkombination sind, ist demzufolge 8.10
Wird die Gesamtheit der Daten betrachtet, lassen sich die Werte aggregieren
und es ergibt sich eine Kennline (siehe Abbildung 5.6). Absolut kann LPG in
4071 Fällen ein Ergebnis zurückgeben, während blackbox mehr als 2000 ms
benötigt. Blackbox schafft das in 7972 Fällen.
Abbildung 5.6: Kennlinien der Dominanz der Planer LPG (gestrichelt) und
blackbox (gepunktet)
In Abbildung 5.6 lässt sich gut erkennen, dass die Dominanz von blackbox
10Da sich in den Experimenten immer auf eine Grundgesamtheit von je 100 Läufen pro
Problemkonfiguration bezogen wird, ist eine Normierung des Dominanzwertes nicht nötig,
um verschiedene Problemkonfigurationen zu vergleichen.
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vor allem bei steigender Anzahl der Ziele („numOfGoals“) abnimmt und LPG
stärker wird.
Für die Dominanz lassen sich wie für die statistischen Daten im letzten Ab-
schnitt neben den Kennlinien auch Scatterplots (siehe Anhang D) erstellen. Da
blackbox für die durchgeführten Experimente als schnellster Planer identifi-
ziert wurde, ist vor allem interessant, wann LPG besser als blackbox war (siehe
Abbildung D.13). In den Abbildungen 5.7 ist zu erkennen, dass es eindeutig
Regionen gibt, in denen LPG blackbox überlegen ist und diese Dominanz nicht
zufällig auftritt. Damit kann die zweite Hypothese bestätigt werden.
Abbildung 5.7: Dominanz der Planer LPG und blackbox zueinander
Bei Betrachtung der kummulierten Dominanz in er im Anhang beigefügten
Abbildung D.15, ist zu erkennen, dass es für große Teile des Problemraumes
Unterschiede bei den Planern gibt.
3. Signifikante Problemregion. Kann eine signifikante Problemregion
identifiziert werden, die stellvertretend für eine größere Region steht, um Vor-
hersagen über die Effizenz von Planern darin zu treffen?
Abbildung 5.8: Standardabweichung der Planungslaufzeit zur Identifizierung
von schweren Problemen
Die interessanteste Region ist sicherlich die der Phasentransition, in der die
Wahrscheinlichkeit, eine Lösung zu finden, rapide von fast Eins auf fast Null
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fällt. Diese Region ist durch eine hohe Standardabweichung der Laufzeiten ge-
kennzeichnet. Anhand der Experimentdaten lässt sich in Abbildung 5.8 eine
solche kleinere Region, in der die Standardabweichung der Läufe sehr hoch
ist, isolieren. Unter Berücksichtigung aller Planer befindet sich diese interes-
sante Teilmenge im Bereich von r < 10 und n < 50. Alle übrigen Probleme
sind durch eine konstant niedrige Standardabweichung gekennzeichnet. Den-
noch ist der interessante Problemraum viel zu groß, um ihn beispielsweise zur
Laufzeit einer intelligenten Umgebung im Hintergrund auszuwerten. Die Iden-
tifizierung einer signifikanten Problemregion kann induktiv auf Grundlage von
umfangreichen Experimentaldaten bestimmt werden. Eine deduktive Bestim-
mung dieser Region aufgrund von bestimmten Parametern ist zu komplex.
5.1.4 Experimente mit den Beispielszenarien
Eine weitere Möglichkeit, die Laufzeit der Planer zu evaluieren, ist die Ver-
wendung der in Abschnitt 4.1 vorgestellten Szenarien. Für diese Evaluierung
wurden neben den beschrieben Szenarien (vgl. Anhang A) auch vier Varian-
ten einer erweiterten Version des einfachen SmartLab Szenarios verwendet. Im
einfachen SmartLab-Szenario, das im Abschnitt 4.1 vorgestellt wurde, sollte
ein Dokument auf einer bestimmten Leinwand angezeigt werden. In der erwei-
terten Variante kommen einerseits neue Operatoren hinzu, die es ermöglichen
Dokumente zu konvertieren. Weiterhin ist die Domäne so modelliert, dass es
möglich ist, mehrere Dokumente auf jeweils verschiedenen Leinwänden anzei-
gen zu lassen.
Neben den im letzten Abschnitt verwendeten Planern kam hierbei auch MIPS-
XXL (Edelkamp u. a., 2006) zum Einsatz. MIPS-XXL zeigte bei den letzten
IPCs sehr gute Ergebnisse, allerdings ist MIPS-XXL ein sequentieller Planer
und erzeugt so lediglich TOPs. Des Weiteren wurde ein zweiter im LPG ent-
haltener Algorithmus separat betrachtet. In der Standardkonfiguration nutzt
LPG zunächst einen Graphplan-basierten Algorithmus. Findet dieser nach ei-
ner bestimmten Anzahl von Iterationen keine Lösung, wechselt LPG intern auf
einen heuristischen Suchalgorithmus, der dem Planer FF (Hoffmann und Ne-
bel, 2001) entliehen ist. Durch Angabe eines Parameters kann in der verwen-
deten Implementierung von LPG die alleinige Verwendung eines der beiden
Algorithmen bestimmt werden. Der zweite Algorithmus wird in der Tabelle
FF genannt. Für diese Experimente kamen daher 5 Planer zum Einsatz (LPG,
FF, blackbox, SGP und MIPS-XXL)
Es wurden pro Planer und Problem 100 Replikationen durchgeführt, was bei
acht Problemen zu 4000 Läufen führte. Diese liefen auf einem Intel Core2Duo
T5500 @ 1.66GHz mit 2GB RAM unter Windows Vista SP2. Die maximale
Laufzeit wurde auf 20.000 ms pro Lauf festgesetzt. Die Ergebnisse sind in
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Problem / Planer LPG FF SGP MIPS-XXL
avg std avg std avg std avg std
1 Toms Routenplanung 253,4 51,1 337,5 61,4 591,2 132,1 969,7 98,8
2 Janes Email 259,6 27,1 317,7 48,0 670,2 64,1 1113,7 93,5
3 Barts Anweisung 253,7 39,2 318,4 65,6 3043,5 233,7 1754,0 191,4
4 SmartLab Simple 280,3 53,5 NA NA 758,8 745,3 1400,7 146,1
5 SmartLabX 1 Doc 333,7 54,1 380,4 60,1 C C C C
6 SmartLabX 2 Docs 803,1 498,1 622,7 81,7 C C C C
7 SmartLabX 3 Docs 2667,3 2163,1 758,3 101,2 C C C C
8 SmartLabX 4 Docs 4510,0 3966,9 629,3 91,6 C C C C
Tabelle 5.5: Durchschnittliche Laufzeit (avg) und Standardabweichung (std)
der Planer bei der Lösung der Beispielszenarien (alle Angaben in Millisekun-
den, NA = keine Lösung, C = nach 20.000 ms abgebrochen)
Tabelle 5.5 dargestellt. Sie erlauben einen Vergleich der Planer anhand der
verschiedenen Szenarien.
Die Auswertung der Experimente ergibt, dass sich die Ergebnisse zwischen
den Planern deutlich unterscheiden. Im Unterschied zu den Experimenten im
letzten Abschnitt zeigt LPG deutlich bessere Leistungen. Blackbox war nicht
in der Lage Lösungen für die Probleme 2-8 zu finden und wurde daher nicht
in die Tabelle aufgenommen.11 SGP blieb mäßig erfolgreich und war nicht
in der Lage, einen Lauf der Probleme 5-8 innerhalb der gegebenen 20.000
ms zu lösen. Auch MIPS-XXL konnte aufgrund der im Vergleich sehr langen
Laufzeiten nicht überzeugen. Zwar gab MIPS-XXL, wie auch SGP, für jeden
Lauf der ersten vier Probleme eine korrekte Lösung zurück, die Laufzeiten
waren jedoch zu langsam.
Allein die vom LPG angebotenen Algorithmen konnten bei diesen Experimen-
ten überzeugen. Wobei LPG alle und FF sieben von acht Problemen lösen
konnte. Im Anschluss wird daher das Verhalten dieser beiden Planer weiter
analysiert.
Es kann zusammengefasst werden, dass die ersten vier Szenarien hinsichtlich
der Laufzeit keine Herausforderung für LPG oder FF darstellten. Grund da-
für ist die geringe Komplexität der Probleme. Die beteiligten Dienste werden
meist nur einmalig verwendet, wenngleich das wiederholte Verwenden eines
Operators für einen Planungsalgorithmus herausfordernder ist. Dennoch war
FF nicht in der Lage das einfache SmartLab-Problem zu lösen. Der Planer lie-
fert als Rückgabe sogar: best first space empty! problem proven unsolvable .
Diese Rückgabe ist nachweislich falsch, denn das Problem konnte von den an-
deren Planern richtig gelöst werden. Die Ursache für diese Falschmeldung kann
nicht weiter eingegrenzt werden, scheint aber nicht durch die Komplexität des
Problems beeinflusst zu sein.
11Die Ursache dafür ist, dass blackbox nicht in der Lage ist, vererbte Typen zu verarbeiten
(siehe Abschnitt 5.2.2).
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Bei den SmartLabX-Problemen erhöht sich die Komplexität. Hier wird das
wiederholte Ausführen eines Operators benötigt, um zu einer Lösung zu ge-
langen. Dabei zeigt sich, dass die Probleme mit steigender Anzahl darzustel-
lender Dokumente schwerer werden. Die Standardabweichung der Laufzeiten
von LPG nimmt bei den Problemen 5, 6, 7 und 8 stark zu. Während die Lauf-
zeiten bei Problem 5 (268 ms Minimum und 504 ms Maximum) noch relativ
nah beieinander sind, reichen sie bei Problem 6 schon von 277 ms bis 2630 ms,
bei Problem 7 gehen sie von 625 ms bis 12342 ms und von 620 ms bis 18302 ms
bei Problem 8. Entsprechend hoch wird auch die Standardabweichung (siehe
Tabelle 5.5).
Zwar steigen auch für FF die maximalen Laufzeiten der Probleme 5, 6, 7 und 8
mit 639, 858, 1051 und 993 ms im Gegensatz zu den ersten vier Problemen an.
Allerdings längst nicht so stark wie bei LPG. Auch die Standardabweichung
von FF bleibt vergleichsweise niedrig.
Die Ursache für die unterschiedlichen Laufzeiten bei der Lösung ein und des-
selben Problems sind nicht-deterministische Komponenten in Implementie-
rungen der Planer. Um genauere Aussagen über das Verhalten der Planer zu
treffen, kann eine Analyse der Verteilung der Planungszeiten hilfreich sein.
Dazu wurden approximierte Dichtefunktionen der Laufzeiten (vgl. Abbildung
5.9) erstellt. Die Dichtefunktionen aller Planer für alle gelösten Probleme be-
finden sich im Anhang E.
Eine erste Vermutung, dass die Laufzeiten normalverteilt vorliegen, kann
durch die Dichtefunktionen nicht vollständig bestätigt werden. Zwar weisen al-
le Diagramme die für eine Normalverteilung typische Glockenform auf, jedoch
besitzen sie in fast allen Fällen ein schiefes Moment und sind daher unsym-
metrisch. Die Verteilungen sind fast durchgehend linkssteil, d.h. der Median
der Durchführungen ist kleiner als der Mittelwert. Dennoch ähneln sich die
Dichtefunktionen prinzipiell. Eine genauere Untersuchung, welche Verteilung
vorliegt, konnte nicht mehr geleistet werden. Das Wissen um die Verteilung
erlaubt eine wesentlich trennschärfere Identifizierung von Ausreißern, was u.U.
zu besseren Ergebnissen der im nächsten Abschnitt beschriebenen Neustart-
strategie führen könnte.
Es wird deutlich, dass sich die Erkenntnisse aus dem letzten Abschnitt bei
der Überprüfung der Beispielszenarien in diesem Abschnitt wiederfinden. Je-
doch wären die im letzten Abschnitt formulierten Hypothesen allein aufgrund
der Ergebnisse der Beispielszenarien nicht eindeutig zu überprüfen gewesen,
sodass festgehalten werden kann, dass eine Durchführung der umfangreichen
Experimente mit generierten Problemen hilfreich war.
Daneben ist aufgrund der Experimente zu sehen, dass nicht nur die Laufzeit
der Planer ein wichtiges Kriterium für den Einsatz als Kompositionsmethode
ist. Planer differieren zum Teil erheblich in ihrer Funktionalität und Umset-
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Abbildung 5.9: Verteilung der Laufzeiten von FF für das Problem 8. Die Band-
breite (Bandwidth) zur Glättung der Kennlinie ist automatisch generiert. Am
unteren Rand des Diagramms sind zur besseren Orientierung die diskreten
Werte der Laufzeiten dargestellt. Am oberen Rand sind der Mittelwert (mean)
zusätzlich und abzüglich der Standardvarianz (std) sowie der Wert 2mean+std
abgetragen. Alle 100 Läufe pro Problem konnten dabei von FF gelöst werden
und ein Plan wurde erzeugt.
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zung. Dieser Problematik wird sich im Abschnitt 5.2 gewidmet.
These 9 Die Eignung von Planer gleiche Probleme zu lösen ist unterschied-
lich. Daher ist die Verwendung mehrerer Planer sinnvoll.
5.1.5 Strategien zur Verringerung der Laufzeit
Motivation für die Laufzeitevaluierung der verschiedenen Planer war es zu
überprüfen, ob aktuelle Planer für den Einsatz in intelligenten Umgebungen
geeignet sind. Eine spezielle Anforderung intelligenter Umgebungen ist die
geforderte Unaufdringlichkeit. Die Experimente zeigten, dass teilweise sehr
starke Peaks auftreten, deren Laufzeit um ein Vielfaches höher war als die
vergleichbarer Probleme. Um die Unaufdringlichkeit der intelligenten Umge-
bung nicht zu gefährden, sollen im Anschluss mehrere Strategien überprüft
werden, die es ermöglichen die Laufzeit von Planern positiv zu beeinflussen.
Um die Strategien zu evaluieren, wurden die Laufzeitexperimente aus Ab-
schnitt 5.1.3 als Grundlage genommen.
5.1.5.1 Schwellwertmethode
Eine direkte Möglichkeit die Unaufdringlichkeit zu gewährleisten, ist eine Be-
grenzung der Laufzeit der Planer, wie sie zum Beispiel auch von Chan u. a.
(2007) und Howe und Dahlman (2002) gefordert wird.
Wird ein Planungslauf abgebrochen, wird kein Plan erzeugt. Dabei besteht
die Gefahr, eine positive Lösung (einen Plan), die der Planer möglicherweise
kurz nach dem Abbruch gefunden hätte, zu verwerfen. In den Experimenten
konnte gezeigt werden, dass Planungsläufe mit vergleichsweise hohen Lauf-
zeiten dazu tendieren, einen Plan zu beinhalten, wodurch der Abbruch eines
Peaks ein erhöhtes Risiko auf den Verlust einer Lösung darstellt. Dennoch ist
die Wahrscheinlichkeit von Peaks insgesamt so gering (vgl. Tabelle 5.3), dass
ein Abbruch von Planungsläufen trotz allem eine gangbare Möglichkeit zur
Beschränkung der Laufzeit des Planungsprozesses sein könnte, ohne zu große
Verluste bei den Lösungen zu verursachen. Neben der durch einen Schwell-
wert gewonnenen Beschränkung der Laufzeit, was für die Unaufdringlichkeit
der Umgebung bedeutsam ist, stellen die durch die verminderte Laufzeit ge-
sparten Ressourcen der Geräte, einen weiteren positiven Effekt dar, der in
intelligenten Umgebungen mit vielen mobilen, batterieabhängigen Geräten es-
sentiell und für stationäre Geräte aufgrund der Stromersparnis anzustreben
ist.
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In ihrer Studie untersuchten Howe und Dahlman (2002) die Frage, ob Pla-
nungsabbrüche aus dem oben beschrieben Grund der verpassten Lösungen un-
fair sind. Dabei kamen sie zu dem Ergebnis, dass ein vorzeitiger Abbruch der
Planungsläufe bei 15 Minuten anstatt 30 Minuten keine signifikanten Ände-
rungen der Ergebnisse nach sich zieht. Allerdings ist der gesetzte Schwellwert
von 15 bzw. 30 Minuten sehr hoch. Im Gegensatz dazu liegt die im Rahmen
dieser Arbeit erforderliche maximale Laufzeit bei nur einer Sekunde.
Im Folgenden soll die Anwendung verschiedener Schwellwerte zum Abbruch
von Planungsläufen auf Grundlage der Daten aus den Laufzeitexperimenten
überprüft werden. Es werden lediglich die Probleme mit hoher Lösungswahr-
scheinlichkeit betrachtet (mit n <50 und r <10), da die Problemregionen
ohne Lösung auch so gut wie keine Peaks aufwiesen. Probleme, die aufgrund
des Experimentaufbaus nach 2000 ms automatisch abgebrochen wurden, sind
nicht in die Auswertung eingeflossen.12
Die Diagramme in Abbildung 5.10 zeigen die Veränderungen bezüglich der
eingesparten Laufzeit sowie bezüglich der gefundenen Lösungen für jeden der
drei untersuchten Planer. Da SGP in den Experimenten der langsamste Planer
war, verliert er bei niedrigen Schwellwerten die meisten Lösungen. Dagegen
beeinflusst selbst ein Schwellwert von 100 ms die Anzahl der gefundenen Lö-
sungen bei blackbox und LPG kaum.
Abbildung 5.10: Kennlinien zur Darstellung des Verhältnisses der gefundenen
Lösungen (found solutions) bzw. der eingesparten Laufzeit (saved runtime) in
Abhängigkeit von verschiedenen Schwellwerten (thresholds)
Es kann offensichtlich ein Schwellwert gefunden werden, bei dem der Abbruch
12In diesem Fall stellen die 2000 ms bereits einen Schwellwert dar und es kann keine Aussage
darüber getroffen werden, ob die Planer nach diesen 2000 ms noch eine Lösung gefunden
hätten.
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Problem / Planer LPG FF SGP MIPS-XXL
1 Toms Routenplanung 100 100 99 70
2 Janes Email 100 100 100 1
3 Barts Anweisung 100 100 0 0
4 SmartLab Simple 100 0 95 0
5 SmartLabX 1 Doc 100 100 0 0
6 SmartLabX 2 Docs 71 100 0 0
7 SmartLabX 3 Docs 24 97 0 0
8 SmartLabX 4 Docs 16 100 0 0
Tabelle 5.6: Anzahl der erfolgreichen Planungsläufe (von 100 Läufen pro Pro-
blem) für die Planer LPG, FF, SGP und MIPS-XXL bei Verwendung eines
Schwellwertes von 1000 ms basierend auf den Experimenten mit den Beispiels-
zenarien
von Planungsläufen insgesamt betrachtet eine signifikante Laufzeitersparnis
verspricht ohne zu viele Lösungen zu verlieren. So bringt die Verwendung
eines Schwellwertes von 300 ms ca. 23% Laufzeitersparnis für LPG und ca.
40% Ersparnis für blackbox, während bei beiden nur etwa 1% der Lösungen
verloren gehen. Für SGP übersteigt die Anzahl der noch gefundenen Lösungen
erst bei ca. 800 ms die Markte von 90%, was noch einer Laufzeitersparnis von
ca. 15% entspricht.
Ein Schwellwert kann sowohl statisch als auch adaptiv festgelegt werden. Kann
eine Heuristik für einen passenden Schwellwert gefunden werden, ist es mög-
lich, signifikant Laufzeit zu sparen. Allerdings ist diese Heuristik vom Planer,
vom Problem und von der Leistungsfähigkeit des Gerätes, auf dem der Planer
läuft, abhängig und kann so nicht a priori erstellt werden.
Bei Betrachtung der Experimente mit den Beispielszenarien, zeichnet sich bei
Anwendung der Schwellwertemthode ein differenziertes Bild (siehe Tabelle
5.6). Während FF mit Ausnahme der falsch negativen Lösungen zu Problem
4 in nahezu allen Läufen die Probleme ausreichend schnell richtig löst, wür-
de eine angewandte Schwellwertmethode bei der Verwendung von SGP und
MIPS-XXL sehr oft zu Abbrüchen führen. LPG kann alle Läufe mit den er-
sten 5 Problemen innerhalb von 1000 ms richtig lösen, anschließend häufen
sich jedoch die Abbrüche bis bei Problem 8 nur noch 16 Läufe unterhalb einer
Sekunde liegen.
Die Schwellwertstrategie beschränkt die Laufzeit der Planer lediglich. Sie ist
daher nicht geeignet, die Planung schneller oder erfolgreicher zu machen. We-
sentlicher Vorteil der Schwellwertmethode ist die Gewährleistung einer ma-
ximalen Laufzeit, was für die geforderte Unaufdringlichkeit der intelligenten
Umgebung ein Gewinn ist.
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5.1.5.2 Austauschstrategie
In Hinblick auf eine mögliche Strategie, Planer während der Synthese des Pro-
zessmodells auszutauschen, wurde untersucht, ob eine solche Strategie sinnvoll
sein kann. Für die anschließende Evaluierung wurden die Daten der Experi-
mente aus Abschnitt 5.1.3 verwendet. Daher können auch nur die Laufzeiten
von blackbox, LPG und SGP betrachtet werden.
Eine Austauschstrategie kann sich als Round-Robin-Verfahren mit nur einem
Durchlauf vorgestellt werden. Dabei befinden sich die verfügbaren Planer in
der Warteschlange. Existiert eine entsprechende Heuristik,13 kann die Ord-
nung der Planer priorisiert sein. Weiterhin muss die Länge des Zeitraums a
festgelegt werden, die jedem Planer, zur Lösung des Problems zur Verfügung
gestellt wird. Auch hierbei sind adaptive Zeiten denkbar. Es soll zunächst
von einem statischen Wert für a ausgegangen werden. In der Warteschlange
befinden sich blackbox und LPG (in dieser Reihenfolge, da blackbox in den
Experimenten deutlich schneller war). SGP wird nicht betrachtet, da er nie
eine schnellste Lösung erzielen konnte (siehe Tabelle 5.2). Mit dieser Ordnung
wird für die Strategie natürlich eine Heuristik verwendet, die sich auf die
Erfahrungen aus den Experimenten stützt. Werden unbekannte Planer auf
unterschiedlich rechenstarken Geräten verwendet, muss diese Heuristik mit
entsprechenden Verfahren angelernt werden.
Damit die Strategie bei zwei Planern insgesamt innerhalb der eingangs gefor-
derten 1000 ms terminiert, wird a nicht größer als 500 ms gewählt.
Interessant ist jetzt, ob eine solche Austauschstrategie gegenüber einer Stra-
tegie, die nur einen Planer, in diesem Fall blackbox laufen lässt, in Summe
mehr Lösungen und zusätzliche Laufzeiteinsparungen mit sich bringt.
Dazu müssen zunächst die Fälle betrachtet werden, in denen die Laufzeit von
blackbox t(blackbox) die Zeitspanne a überschreitet. Die Mächtigkeit dieser
Menge kann mit
|t(blackbox) > a| = cblackbox
und die Anzahl der in dieser Menge gefundenen Lösungen mit
|res(t(blackbox) > a)| = resblackbox
ausgedrückt werden. Sollte die Laufzeit von blackbox a überschreiten, wird
dessen Planung abgebrochen und das Problem dem zweiten Planer, LPG, zur
Lösung gegeben. Die Menge der Läufe, in denen LPG dann innerhalb von a
13Eine solche globale Heuristik konnte in den Experimenten nicht gefunden werden, ist jedoch
vorstellbar.
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terminiert, lässt sich mit
|t(LPG|t(blackbox) > a) < a| = cLPG
sowie die hierbei gefundenen Lösungen mit
|res((LPG|t(blackbox) > a) < a)| = resAustausch
beschreiben. Um eine statistische Aussage über den Erfolg bzw. Misserfolg der
Strategie treffen zu können, ist weiterhin die insgesamte Laufzeit des ersten
Planers, wenn er nicht nach a abgebrochen worden wäre, von Interesse:
∑
t(blackbox|t(blackbox) > a) = sumblackbox
Die Summe der zusätzlichen Laufzeiten, die durch den zweiten Planer ange-
fallen sind, ergeben sich aus:
∑
t((LPG|t(blackbox) > a)|t(LPG) < a) = sumLPG
Die gesamte Laufzeit der Austauschstrategie lässt sich dann mit folgender
Formel berechnen:
cblackbox ∗ a+ sumLPG + (cblackbox − cLPG) ∗ a = sumAustausch
Die Differenz aus diesem Wert und den alleinigen Laufzeiten des ersten Planers
ohne Abbruch nach a ergibt sich so aus:
sumblackbox − cblackbox ∗ a+ sumLPG + (cblackbox − cLPG) ∗ a = tspared
Entscheidend für die Güte der Strategie ist wie schon bei der Schwellwertme-
thode das Verhältnis der verpassten zu den gewonnenen Lösungen. Mit der
Formel
(resAustausch − resblackbox)/resblackbox = δsol
kann dargestellt werden, wie viele Lösungen die Austauschmethode im Ver-
hältnis zur Singlemethode erzielt hat.14
Am Beispiel von a = 500 ms, welches in der Tabelle grau hinterlegt ist, soll
kurz erläutert werden, wie die einzelnen Werte berechnet wurden.
Bei a = 500 ms überschreitet blackbox 10344 mal die Grenze (cblackbox) worauf-
hin LPG in 4992 von diesen Fällen (cLPG) im Anschluss eine Lösung innerhalb
14Hier ist lediglich der gesamte Saldo der gefundenen Lösungen angegeben. Es ist durchaus
möglich wenn auch äußerst unwahrscheinlich, dass vereinzelt Lösungen, die blackbox noch
gefunden hätte, von LPG im Anschluss nicht gefunden wurden.
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a 50 ms 80 ms 100 ms 200 ms 300 ms 400 ms 500 ms
cblackbox 33133 18663 16786 12978 11558 10904 10344
cLPG 0 4384 7049 6075 5544 5248 4992
sumblackbox 21307 s 20348 s 20172 s 19652 s 19306 s 19078 s 18826 s
sumLPG 0 s 329 s 596 s 593 s 581 s 568 s 566 s
sumAustausch 3313 s 2964 s 3248 s 4569 s 5852 s 7192 s 8414 s
tspared 84,5% 85,4% 83,9% 76,8% 69,7% 62,3% 55,3%
resblackbox 8913 5323 4660 2872 2045 1659 1332
resAustausch 0 2375 5596 5883 5418 5159 4928
δsol -100% -55% 20% 105% 165% 211% 270%
Tabelle 5.7: Evaluierung der Austauschstrategie
von 500 ms findet. Diese 10344 Läufe bilden daher die Grundgesamtheit der
betrachteten Durchführungen für a = 500 ms.
Aufaddiert ergibt die Laufzeit der 10344 Läufe von blackbox eine Dauer von
18826 Sekunden sumblackbox.15 Die kumulierte Laufzeit von LPG für die 4992
Läufe beträgt 566 Sekunden (sumLPG). In den übrigen Läufen überschreitet
auch LPG den Grenzwert von 500 ms. So ergibt sich eine Gesamtlaufzeit von
10344 ∗ a+ 566s+ (10344− 4992) ∗ a = 8414s (sumAustausch) und eine daraus
folgende Einsparung von 55,3% (tspared) bei angewandter Austauschstrategie.
Ohne Austausch hätte blackbox in 1332 von 10344 Fällen (resblackbox) noch
eine Lösung ermittelt. Bei angewandter Austauschstrategie werden 4928 der
10344 Läufe gelöst (resAustausch) und dabei 270% mehr Lösungen (δsol) bei
einer Einsparung von über 55% Laufzeit gefunden.
Die Tabelle 5.7 zeigt die Ergebnisse für weitere Werte für a. Es ist zu beach-
ten, dass jede Spalte dabei von einer unterschiedlichen Grundmenge (1. Zeile)
ausgeht.
Für größere Zeiträume a von über 100 ms lässt sich eine signifikante Stei-
gerung der Anzahl der gefundenen Lösungen bei gleichzeitiger Verringerung
der insgesamten Laufzeiten beobachten. Die Austauschstrategie kann so einen
erheblichen Beitrag zur Verringerung der Laufzeiten der Planer und dadurch
zur Gewährleistung der Unaufdringlichkeit der Umgebung leisten.
Aus den Ergebnissen in Tabelle 5.7 ist auch zu erkennen, dass die Strategie
für Werte von a <80 ms schlechtere Ergebnisse als eine alleinige Lösung mit
blackbox liefert. Grund dafür sind die in Abschnitt 5.1.3.3 ermittelten Offsets
der Planer (18 ms für blackbox und 75 ms für LPG). LPG liefert aufgrund
seiner Implementierung erst nach frühestens 75 ms Ergebnisse, während zu
diesem Zeitpunkt blackbox schon sehr viel Zeit zur effektiven Berechnung des
Problems hatte. Wird LPG früh abgebrochen (z.B. bei a = 50 ms) sind daher
15Es ist zu beachten, dass die maximale Laufzeit der Experimente auf 2000 ms begrenzt war,
so dass hier ohne eine Beschränkung von noch höheren Werten ausgegangen werden kann,
und der genannte Wert eine untere Grenze darstellt.
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von diesem Planer keine Ergebnisse zu erwarten. Nach Überschreitung des
Offsets kann LPG jedoch mit blackbox konkurrieren und ist in nicht wenigen
Fällen dann schneller als dieser. Es ist daher anzunehmen, dass mit steigender
Anzahl von Geräten in einer intelligenten Umgebung, die zu höherer Komple-
xität der Probleme und absolut höheren Laufzeiten der Planer führen, auch
der Einsatz einer Austauschstrategie vorteilhafter wird.
Es soll noch erwähnt werden, dass die Gesamtzahl der ausgewerteten Läu-
fe bei über 5.5 Millionen lag, so dass sich angesichts der betrachteten gut
10.000 Läufe die absolute Einsparung der Strategie stark relativiert. Bei der
Untersuchung der Austauschstrategie wurden zudem keinerlei Betrachtungen
des Overheads vorgenommen. So ist beispielsweise der Aufruf eines zweiten
Planers mit zusätzlichen Latenzen verbunden. Bei der durchgeführten Evalu-
ierung stand die Überprüfung der prinzipiellen Tauglichkeit der Strategie im
Mittelpunkt.
Die hier präsentierten Ergebnisse basieren auf einer umfangreichen Evalu-
ierung. Daher ist eine direkte Anwendung in einer intelligenten Umgebung
nicht ohne Weiteres möglich. Die Erkenntnis, dass eine Austauschstrategie die
Offsets der Planer berücksichtigen muss, ermöglicht es jedoch, eine einfache
adaptive Strategie zur Bestimmung jeweils individueller, von Planer zu Planer
unterschiedlicher, Werte für a zu formulieren. Den Offset eines unbekannten
Planers zu bestimmen ist trivial. Dem Planer sollte, wie in Abschnitt 5.1.3.3
beschrieben, ein einfach lösbares und ein einfach unlösbares Problem zur Pla-
nung übergeben werden. Die Laufzeit dieser Läufe sollte annähernd gleich
sein und entspricht dem Offset (offset) des Planers. Eine Austauschstrategie
muss dann für jeden Planer ein a = offset +  verwenden. Die Ordnung der
Planer könnte aufsteigend nach offset gewählt werden. Mit entsprechenden,
lernenden Verfahren könnte die Ordnung sowie  zur Laufzeit der intelligenten
Umgebung verfeinert werden.
These 10 Die Umsetzung einer Austauschstrategie kann sowohl zur Steige-
rung der Anzahl der gefundenen Pläne als auch zur Verringerung der insge-
samten Planungsdauer führen.
5.1.5.3 Neustartstrategie
Diese Strategie wird anhand der Daten, die mit den Beispielszenarien gewon-
nen wurden, evaluiert. Hierbei werden immer nur die Laufzeiten eines einzel-
nen Planers betrachtet. Es zeigte sich, dass sich diese bei der Lösung desselben
Problems sehr stark unterscheiden können (siehe Abschnitt 5.1.4). Diese Vola-
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Abbildung 5.11: Verteilung der Laufzeiten von LPG für das Problem 8. Die
Bandbreite (bandwidth) zur Glättung der Kennlinie ist automatisch generiert.
Am unteren Rand des Diagramms sind zur besseren Orientierung die diskreten
Werte der Laufzeiten dargestellt. Am oberen Rand sind der Mittelwert (mean)
zusätzlich und abzüglich der Standardvarianz (std) sowie der Wert 2mean+std
abgetragen. Alle 100 Läufe pro Problem konnten dabei von LPG gelöst werden
und ein Plan wurde erzeugt.
tilität der Planungslaufzeiten liegt die Idee der Neustartstrategie zu Grunde.
Ein Abbruch und anschließendes Neustarten von Suchalgorithmen hat sich
in der Vergangenheit bereits als vorteilhaft gezeigt (Richter und Westphal,
2008).
Um die Neustartstrategie zu bewerten, sollen sich die Laufzeiten eines Planers
aus den Experimenten in Abschnitt 5.1.4 anhand der sich ergebenden Dich-
tefunktion verdeutlicht werden. Abbildung 5.11 zeigt die Dichtefunktion von
LPG bei der Lösung von Problem 8.
An den an der X-Achse abgetragenen, diskreten Werten der einzelnen Laufzei-
ten ist zu erkennen, dass es Ausreißer gibt. Daneben ist aber auch zu erkennen,
dass der Großteil der Läufe deutlich schneller war. Eine möglicherweise er-
folgversprechende Strategie, um das Ziel der Unaufdringlichkeit zu erreichen,
könnte also sein, einen langen Planungslauf abzubrechen, um ihn im Anschluss
in der Hoffnung auf eine kürzere Laufzeit noch einmal zu starten.
Unterschiedliche Laufzeiten für gleiche Probleme können in jedem Fall bei
nicht-deterministischen Planern auftreten. Möglicherweise können aber auch
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deterministische Planer diese Laufzeitunterschiede zeigen. In Howe u. a. (1999)
wurde die starke Sensibilität der Planer gegenüber einfachen syntaktischen
Änderungen (z.B. Umsortierung der Operatoren in der Domänenbeschreibung
oder die Umsortierung der Propositionen der PEs) beschrieben, die sich für
die Anwendung der Strategie auch bei deterministischen Planern zunutze ge-
macht werden könnte. Dazu müsste ein Planungsproblem nach einem Abbruch
durch eine entsprechende Komponente entsprechend umsortiert werden, bevor
es dem Planer wieder zur Lösung übergeben wird. An der Untersuchung von
Howe u. a. (1999) ist allerdings zu kritisieren, dass keine Untersuchung der
Planer auf nicht-deterministische Elemente durchgeführt wurde. Ein nicht-
deterministischer Planer wird in verschiedenen Läufen sehr wahrscheinlich un-
terschiedliche Laufzeiten für ein gleiches Problem haben, auch ohne syntakti-
sche Änderungen des Problems. Kommen beide Effekte (Nicht-Determinismus
des Planers und syntaktische Änderungen des Problems) zusammen, kann kei-
ne Aussage mehr darüber getroffen werden, ob die syntaktischen Änderungen
zu den unterschiedlichen Laufzeiten geführt haben oder sich der Laufzeitun-
terschied allein durch den Nicht-Determinismus des Planers erklären ließe.
Wesentlich für eine Neustartstrategie ist zunächst ein gut gewählter Zeitpunkt
für einen Abbruch. Der Zeitpunkt eines Abbruchs sollte Ausreißer von norma-
len Läufen separieren. Es muss also eine Definition der minimalen Laufzeit ei-
nes Ausreißers gefunden werden. Orientierung dafür geben Mittelwert (μ) und
Varianz (σ). Bei einer normalverteilten Zufallsvariablen liegen knapp 70% der
Durchführungen im Intervall μ± σ und bereits über 95% im Intervall μ± 2σ.
Alle Werte jenseits des jeweiligen Intervalls sind als Ausreißer zu betrachten.
Da keine passende Verteilungsfunktion für die Ergebnisse gefunden werden
konnte, soll zunächst vom Intervall μ + σ als Abgrenzung zwischen norma-
len Läufen und Ausreißern ausgegangen werden, auch wenn die experimen-
tell ermittelten Dichtefunktionen (siehe Anhang E) deutliche Abweichungen
zur Normalverteilung zeigen. Eine Neustartstrategie würde, vorausgesetzt die
Dichtefunktion samt Mittelwert und Standardabweichung wären bekannt,16
nachdem ein Planungslauf die Dauer von μ + σ überschritten hätte, diesen
abbrechen, ggf. umsortieren und dann sofort wieder neu starten. Als grobe
Orientierung soll angenommen werden, dass der neue Lauf dann im Mittel
eine Zeit von σ benötigt, um zu einem neuen Ergebnis zu kommen. Die ins-
gesamte Laufzeit einer Neustartstrategie wäre damit σ + μ+ σ = 2σ + μ. Die
Strategie ist insgesamt erfolgversprechend, wenn ausreichend viele Ausreißer
16Da intelligente Umgebungen auch in unbekannten Konstellationen funktionieren sollen,
ist die Anforderung nach bekannter Verteilungsfunktion der Planungszeiten eines Planers
kritisch zu sehen. Diese statistischen Daten sind erst nach vielen Läufen verfügbar. Dennoch
lässt sich an den Diagrammen erkennen, dass sich die Dichtefunktionen für alle Planer
ähneln.
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jenseits der Schwelle 2σ+μ liegen, da sich für sie die insgesamte Planungszeit
verkürzt.
Um den zu erwartenden Erfolg einer Neustartstrategie abzuschätzen, wurden
vier statistisch signifikante Werte in folgender Reihenfolge als Striche am obe-
ren Rand des Diagramms 5.11 sowie der Diagramme im Anhang E abgetragen:
1. σ − μ - Untere Grenze für Ausreisser17
2. σ - Mittelwert der Durchführungen
3. σ + μ - Grenze die Ausreißer von normalen Läufen trennt
4. 2σ+μ - Grenze ab der ein Neustart von Läufen insgesamt Laufzeit spart
Es ist zu erkennen, dass der vierte Wert 2σ + μ in vielen Diagrammen nicht
mehr im Wertebereich liegt und daher nur drei Striche eingezeichnet wur-
den. In diesen Fällen würde die Abbruch-Neustart Strategie keinen Aussreis-
ser identifizieren und nicht aktiv werden. In Fällen, in denen der vierte Wert
zu sehen ist (z.B. bei den Problemen 6, 7 und 8 für LPG), ist zu erkennen,
dass nur wenige Laufzeiten jenseits der Schwelle 2σ+μ liegen und mehr Läufe
zwischen σ + μ und 2σ + μ zu finden sind. Wird ein zwischen den Grenzen
σ+μ und 2σ+μ liegender Lauf abgebrochen, ist die Neustartstrategie jedoch
unvorteilhaft, da ein Weiterlaufen des Planers im Mittel früher zu einem Er-
gebnis geführt hätte, als der Neustart. Auch eine Erhöhung der Schwelle zur
Definition eines Ausreißers auf μ+2σ würde für die vorliegenden Verteilungen
zu keiner Verbesserung der Ergebnisse der Strategie führen.
Die Anwendung der vorgestellten Neustartstrategie für die Beispielszenarien
ergibt daher nur in wenigen Fällen eine Reduktion der insgesamten Laufzeit.
Die Anzahl der Läufe, die sich aufgrund der Anwendung der Strategie ver-
längern, ist im Vergleich dazu höher, sodass eine Anwendung der Strategie
zunächst nicht vorteilhaft erscheint.
Für eine lohnende Verwendung der Neustartstrategie müssten die Laufzeiten
der Ausreißer sehr viel größer sein und wenige Läufe zwischen Grenzen σ +
μ und 2σ + μ liegen. Die Dichtefunktion einer solchen Verteilung würde im
hinteren Bereich ein zweites deutliches lokales Maximum aufweisen.
5.1.5.4 Race
Die Umsetzung dieser Strategie setzt, wie auch die Austauschstrategie meh-
rere in der Umgebung verfügbare Planer voraus. Zur Lösung eines Problems
17Da die untere Grenze der Laufzeiten der Planer durch deren Offset (siehe Abschnitt 5.1.3.3)
bestimmt ist, ist dieser Wert ohne praktische Relevanz und wird nur zur besseren Orientie-
rung eingezeichnet.
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werden mehrere oder alle verfügbaren Planer gleichzeitig gestartet. Auf diese
Art und Weise sind schnellste Ergebnisse möglich. Allerdings ist zu beach-
ten, dass die Planer aus verschiedenen Gründen falsch negative Ergebnisse
zurückgeben. Daher sollte eine Race-Strategie nicht mit der ersten Rückmel-
dung eines Planer abgebrochen werden, denn dies könnte ein falsch negatives
Ergebnis 18 sein, sondern erst mit dem ersten Plan. Dann allerdings ist die
Race-Strategie bei Problemen, die keine Lösung haben, immer so langsam,
wie der langsamste teilnehmende Planer. Um die Gefahr von falsch negativen
Lösungen zu minimieren, jedoch auch die Laufzeit zu beschränken, kann ein
negatives Ergebnis als wahr angenommen werden, wenn es schon von einigen
aber nicht allen Planern als nicht lösbar identifiziert wurde.
Bei Betrachtung der Experimente mit den Beispielszenarien würde eine Race-
Strategie immer zum Erfolg führen, wenn mindestens drei Ergebnisse abge-
wartet werden, bis eine negative Lösung akzeptiert wird, da blackbox in den
Problemen 2 bis 8 und FF beim Problem 4 sehr schnell ein falsch negatives
Ergebnis lieferten. Die Antwortzeit der Strategie entspräche der des jeweils
schnellsten Planers, der eine Lösung zurückgibt, zu dem Preis, dass bei jedem
Problem fünf Planer arbeiten und Rechenleistung beanspruchen. Die Race-
Strategie ist damit schnell aber sehr ressourcenintensiv.
Daneben kann die Verwendung der Race-Strategie zur initialen Generierung
einer Heuristik für die weitere Verwendung der Planer im Rahmen einer Aus-
tauschstrategie verwendet werden. Auf diese Art und Weise können schnell
die Leistungsmerkmale der in der Umgebung befindlichen Planer gesammelt
werden.
Neben den Vorteilen hinsichtlich Laufzeit und der potentiellen Steigerung der
Anzahl der Lösungen haben sowohl die Race- als auch die Austauschstrategie
noch einen entscheidenden architektonischen Vorteil. Intelligente Umgebun-
gen wurden als dynamisch charakterisiert. Die Verfügbarkeit von Geräten der
Umgebung kann sich jederzeit ändern. Werden im Rahmen der Race- oder
der Austauschstrategie mehrere in der Umgebung verteilte Planer verwendet,
bleibt das Verhalten des Composers auch dann robust, wenn einer der verwen-
deten Planer während der Planung ausfällt. In diesem Fall verstreicht zwar
bei der Austauschstrategie die Zeitspanne a des Planers ungenutzt. Dennoch
können die verbleibenden Planer weiter an der Lösung des Problems beteiligt
werden. Voraussetzung dafür ist eine asynchrone Implementierung der Archi-
18In den Ergebnissen der Experimente mit den generierten Problemen finden sich 3948 Fälle,
in denen blackbox schneller als LPG war, jedoch eine negative Lösung zurückgab und LPG
im Anschluss noch einen validen Plan gefunden hat. In den Experimenten mit den Bei-
spielszenarien gab blackbox aufgrund der fehlerhaften Implementierung in den Problemen
2-8 immer sehr schnell (im Bereich von 70 ms) ein negatives Ergebnis zurück, jeweils bevor
die anderen Planer trotzdem einen validen Plan lieferten.
128 Kapitel 5. Evaluierung von Planern
tektur, die im Abschnitt 7.4 näher erläutert wird.
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5.2 Funktionale Eigenschaften
Neben der Effizienz der Algorithmen sind auch deren Implementierung und
die funktionalen Eigenschaften der Planer wesentliche Einflussfaktoren für die
Anwendbarkeit in intelligenten Umgebungen. PDDL unterstützt eine große
Anzahl an Funktionalitäten. Jedoch ist kaum ein Planer in der Lage, die
gesamte Bandbreite der Funktionalitäten von PDDL anzubieten. In den Bei-
spielszenarien in Abschnitt 4.1 wurde sich bei der Modellierung der Domänen
und Probleme auf die Elemente von PDDL1.2 beschränkt. Bereits für diese
einfachen Domänen zeigte sich (siehe Abschnitt 5.1.4), dass nicht alle Planer
funktional in der Lage waren, die Probleme zu lösen. Um die Evaluierung der
Planer zu vervollständigen, werden daher in diesem Abschnitt einige Tests
beschrieben, mit deren Hilfe Planer auf ihre Funktionalität getestet werden
können.
5.2.1 Anforderungen an Planer
Mit dem Element : requirements verfügt PDDL bereits über eine gute Mög-
lichkeit die Anforderungen einer Domäne an einen Planer zu beschreiben. In
der Praxis sollen Planer so in die Lage versetzt werden, bereits im Vorfeld
der eigentlichen Planung überprüfen zu können, ob sie in der Lage sind, Pro-
bleme dieser Domäne zu lösen. In der im letzten Abschnitt bereits erwähnten
Studie von Howe und Dahlman (2002) wurde auch untersucht, inwieweit ver-
schiedene Planer die Anforderungen ( : requirements) von PDDL unterstützen.
Hier stellte sich heraus, dass bis auf eine Ausnahme kein Planer alle geteste-
ten Anforderungen19 von PDDL unterstützte. Jede Anforderung bringt eigene
syntaktische Elemente in eine Domänen- bzw. Problembeschreibung ein. Ei-
ne Überprüfung, ob ein Planer für eine Domäne geeignet ist, ließe sich somit
auch auf Parser- bzw. Lexerebene durchführen. Die explizite Nennung und
Auswertung der Anforderungen über : requirements ist jedoch eleganter.
Die Eigenschaften von Planern, die bei der IPC teilgenommen haben und teil-
nehmen, lassen sich in den begleitenden Veröffentlichungen der jeweiligen IPC
meist in übersichtlicher, tabellarischer Form finden. Die aktuellste Tabelle ist
unter der Adresse http://ipc.informatik.uni-freiburg.de/Planners verfügbar.
19Es wurden die Anforderungen : derived−predicates , : conditional−effects ,
: disjunctive−preconditions , : equality , : existential−preconditions ,
: safety−constraints , : strips , : typing und : universal−preconditions aus der
PDDL-Version 1.2 untersucht. Diese sind bis auf : safety−constraints auch Bestandteil
der Versionen 2.2 und deren Nachfolger.
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5.2.2 Fähigkeitstests
Bei der Modellierung der Szenarien stellte sich heraus, dass zunächst zwei
Anforderungen von PDDL erforderlich sind, : strips und : typing. Wenngleich
: strips obligatorisch ist, soll es dennoch erwähnt werden. Als weitere wich-
tige, wenn auch für die beschriebenen Szenarien nicht zwingend erforderliche
Anforderung erscheint : derived−predicates (siehe Abschnitt 4.2.6).
Darüber hinaus können weitere funktionale Anforderungen formuliert werden,
die einige Planer nicht erfüllen und dennoch wesentlich sind, um die Szena-
rien zu modellieren. Die Anforderungen lassen sich durch gezielt modellierte
Testprobleme überprüfen, indem die Rückgaben eines Planers mit erwarteten
Lösungen verglichen werden. Entspricht die Rückgabe eines Planers nicht der
erwarteten Lösung, unterstützt der Planer die entsprechende Fähigkeit nicht.
Eine Sammlung dieser Tests findet sich im Anhang B.
Es ist zu beachten, dass im Folgenden die Fähigkeiten einzelner Planer über-
prüft werden. Diese Fähigkeitstests haben nur bedingten Bezug zu den Model-
lierungsrichtlinien in Abschnitt 4.2.9. Dort wurden Richtlinien formuliert, die
eine verteilte aber konsistente Modellierung von Planungsproblemen ermög-
lichen sollen. In diesem Abschnitt werden die Planer selbst auf konsistenten
Umgang mit spezifischen syntaktischen und semantischen Mustern in Pla-
nungsproblemen überprüft.
Zusätzlich zu den bisher untersuchten Planern werden in diesem Abschnitt
auch die Fähigkeiten von LAMA untersucht. LAMA ist ein sequentieller, heu-
ristischer Planer und Gewinner der letzten IPC (Richter und Westphal, 2008).
Nicht instanziierte Typen Wird in Ad-hoc-Umgebungen Dienstekompo-
sition angewendet, muss eine Planungsdomäne, die die jeweils aktuelle Umge-
bung beschreibt, zur Laufzeit aus den verfügbaren Dienstbeschreibungen gene-
riert werden (siehe Abschnitt 7.2). Im Anschluss wird basierend auf den Zielen
der Intentionsanalyse eine Problembeschreibung generiert. Dabei besteht die
Möglichkeit, dass nicht alle Typen, die durch die Operatoren in der Typen-
hierarchie der Domäne hinzugefügt wurden, auch in der Problembeschreibung
verwendet werden. Eine solche Situation könnte insbesondere dann auftreten,
wenn Dienstebeschreibungen unabhängig von Intentionen gespeichert werden,
um eine Domänenbeschreibung in einer statischen Umgebung für verschiedene
Probleme wiederverwenden zu können. So können Prädikate und Operatoren
existieren, die Typen verwenden, die bei der Instanziierung der Objekte in der
Problembeschreibung nicht verwendet werden. Diese nicht instanziierten Ty-
pen sind für die Lösung des Planungsproblems irrelevant und sollten keinen
negativen Einfluss auf die Planung haben und den Planer daher nicht stö-
ren. Ein entsprechendes Testproblem, mit dem ein Planer auf die Akzeptanz
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nicht instanziierter Typen überprüft werden kann, findet sich im Anhang in
Abschnitt B.1.
Vererbung von Typen In den Definitionen von PDDL ist ausdrücklich die
Möglichkeit der Vererbung von Typen vorgesehen, was die Beschreibung einer
Typentaxonomie innerhalb der Domänenbeschreibung erlaubt. Dadurch wird
es möglich, generische Operatoren wie beispielsweise (switchOn ?d − device)
zu verwenden, die für alle Objekte anwendbar sind, deren Obertyp device
ist. Generische Operatoren helfen die Domänenbeschreibung lesbar und damit
wartbar zu halten. Das Planungsproblem B.2 veranschaulicht die Vererbung
von Typen.
Objekte in Domänenbeschreibung Die Verwendung von Objekten in der
Beschreibung der Planungsdomäne widerspricht der Idee der Unabhängigkeit
der Domänen- von der Problembeschreibung und damit der Trennung von
t-box und a-box.
Um den Suchraum des Planungsproblems zu beschränken, kann es dennoch
sinnvoll sein, Operatoren zu definieren, deren Vorbedingungen oder Effekte
in den Pradikaten auch Objekte verwenden. Ein Testproblem, das Objekte in
Operatorbeschreibungen verwendet, findet sich im Anhang in Abschnitt B.3.
Partiell geordnete Pläne In den vorangegangen Kapiteln zeigte sich schon
mehrfach der Wunsch, partiell geordnete Pläne als Lösung zu erhalten. Im
Anhang B.4 ist ein einfaches Problem hinterlegt, in dem je zwei unabhängige
Operatoren verwendet werden müssen, um das Ziel des Planungsproblems zu
lösen. Ein paralleler (oder partial-order) Planer ist in der Lage diese Unab-
hängigkeit der Operatoren zu erkennen und einen Plan zurückzugeben, der
parallel ausführbare Aktionen enthält (POP). Sequentielle (oder total-order)
Planer sind dazu nicht in der Lage und geben immer eine reine Sequenz (TOP)
als Lösung zurück.
5.2.3 Auswertung der Tests
Die Ergebnisse der Durchführung der oben beschriebenen Tests mit den Pla-
nern sind in Tabelle 5.8 dargestellt.
Anhand der Ergebnisse in Tabelle 5.8 ist zu erkennen, dass kein Planer allen
funktionalen Anforderungen entspricht. So ist blackbox, trotz sehr guter Er-
gebnisse im Laufzeitverhalten, durch seine fehlende Unterstützung für Typen-
vererbung für die Dienstekomposition in intelligenten Umgebungen praktisch
nicht anwendbar. In Kombination mit den Ergebnissen der Laufzeituntersu-
chung schneiden LPG und FF am besten ab. Da FF als spezielle Konfiguration
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Problem/Planer LPG FF blackbox SGP LAMA MIPS-XXL
PDDL-Anforderungen
(:strips) OK OK OK OK OK OK
(:typing) OK OK OK OK OK OK
(:derived-predicates) OK OK - - OK -
Funktionale Eigenschaften
Leere Typen - - OK OK OK OK
Vererbung von Typen OK OK - OK OK OK
Objekte in Domäne OK OK OK OK OK OK
POP OK OK OK OK - -
Tabelle 5.8: Fähigkeiten der Planer
von LPG verwendet wurde, sind die funktionalen Eigenschaften von LPG und
FF hier gleich. Beide sind im Gegensatz zu allen anderen überprüften Planern
nicht in der Lage, mit leeren Typen umzugehen und geben eine Fehlermel-
dung zurück, falls in einer Domäne leere Typen enthalten sind. Für LAMA
konnten leider keine Laufzeitexperimente durchgeführt werden.20 Funktional
hat LAMA den Nachteil, lediglich sequentielle Pläne zu generieren. Der Pla-
ner kann aber ansonsten durch großen Funktionsumfang punkten. SGP und
MIPS-XXL zeigten in unseren Experimenten schlechtes Laufzeitverhalten und
können durch fehlende Unterstützung abgeleiteter Prädikate keinen Boden
gutmachen. Für die Lösung von Problemen aus den überprüften Szenarien
sind sie daher schlechter geeignet.
5.2.4 Erfahrungen aus den Experimenten
Alle Planer stellten sich als robust heraus, es gab während der gesamten Ex-
perimente (auch aus Abschnitt 5.1) keine abnormalen Abstürze eines Planers,
was für die sehr gute Qualität der Implementierungen spricht. Dennoch gab
es Probleme.
Es war für die Planer LPG und blackbox nicht möglich, Domänen mit mehr
als 341 Operatoren zu verarbeiten. In einem solchen Fall wurde ein Syntaxfeh-
ler von den Planern zurückgegeben. Eine wahrscheinliche Ursache für dieses
Verhalten, ist die gemeinsame Verwendung eines fehlerhaften Parsers.
In sehr seltenen Fällen lieferte blackbox nachweislich falsche Ergebnisse, was
höchstwahrscheinlich auf einen fehlerhaften Nachverarbeitungsschritt zurück-
zuführen ist. Um falsche Komposition zu vermeiden, sollten Pläne daher im
20Die Laufzeitexperimente wurden unter Windows durchgeführt. Leider war es nicht möglich
LAMA, der unter Linux entwickelt wurde, vollständig für Windows zu compilieren und so
automatisierte Experimente zu ermöglichen. Erste händische Versuche unter Linux zeigten
jedoch sehr schnelle Planungszeiten von LAMA, sodass eine weitere Untersuchung von
LAMA zu empfehlen ist.
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Anschluss an die Planung immer validiert werden. Ein Validierungsalgorith-
mus ist dabei simpel. Gegeben den initialen Zustand der Welt wendet der
Algorithmus schrittweise die Operatoren des Plans an und vergleicht das Er-
gebnis mit dem verlangten Zielzustand. Sind beide nicht gleich, ist der Plan
falsch. Die Komplexität dieses Evaluierungsalgorithmus ist linear zur Länge
des resultierenden Planes und daher nicht problematisch im Vergleich zum
vorhergegangenen Planungslauf.
Es muss weiterhin festgestellt werden, dass die unterschiedliche Implemen-
tierung der Planer und deren teilweise unterschiedliche Interpretation der
Sprache PDDL eine einheitliche Modellierung erschwert. Es kommt immer
wieder vor, dass einige Planer Domänen und Probleme, ohne spezifische Feh-
lermeldungen zu geben, nicht parsen. Die im letzten Abschnitt vorgestellten
Tests können Hinweise geben, warum Planer bestimmte Probleme nicht par-
sen, nicht lösen oder Fehler zurückgeben und sind damit ein hilfreicher Beitrag
für die Modellierung von Planungsdomänen aus dem Bereich der Dienstekom-
position in intelligenten Umgebungen. Des Weiteren sind die Testprobleme
Grundlage für eine automatische problemspezifische Planerauswahl.
Planer sind in verschiedensten Sprachen auf verschiedenen Plattformen unter
Zuhilfenahme verschiedener Werkzeuge entwickelt worden. Was eine gemein-
same, integrierte Verwendung erschwert. Es ist nötig, für jeden Planer einen
eigenen Wrapper zu schreiben (siehe Abschnitt 7.3). Dabei ist es mühselig und
stellenweise nicht möglich, Planer auf andere Plattformen zu portieren, da u.a.
Binärdateien verwendet werden, die nicht als Quellen mitgeliefert werden.
Da die Syntax von Plänen nicht durch PDDL geregelt ist, müssen auch die
Rückgaben der Planer individuell geparst werden. Zwar hat sich die Hetero-
genität der Planer bezüglich Compilierung, Aufruf und Rückgabe durch die
Anforderungen der IPC verbessert, sodass für alle neueren Planer der Quell-
code frei verfügbar ist und die compilierten Versionen mit einem einheitlichen
Shell-Script unter Linux aufrufbar sind. Allerdings gibt es noch immer starke
Unterschiede.
Weiterhin können viele Planer unterschiedlich parametrisiert werden. Dabei
gibt es verschiedenste Parameter, die erheblichen Einfluss auf das Laufzeit-
verhalten eines Planers haben können (Howe und Dahlman, 2002). Die Para-
meter sind hauptsächlich vom intern verwendeten Algorithmus abhängig und
lassen zum Beispiel eine Kontrolle über die Anzahl von Iterationen oder die
Rekursionstiefe von Suchen zu oder spezifizieren die maximal zu erzeugen-
de Größe des Suchgraphen bei GRAPHPLAN-basierten Planern. Auf Grund
ihrer spezifischen Wirkung ist eine allgemeine für verschiedene Planer gülti-
ge und problembezogene Justierung der Parameter nicht möglich. Während
der im Kapitel 5 beschriebenen Experimente wurden alle Planer mit ihren
Standardeinstellungen verwendet. Einzige Ausnahme ist hier die Neukonfigu-
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ration von LPG, um eine alleinige Verwendung des enthaltenen Planers FF
zu erzwingen.
These 11 Die funktionalen Eigenschaften verfügbarer Planer unterscheiden
sich zum Teil stark. Für eine automatisierte Komposition ist daher eine funk-
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6.1 Grundlegende Anforderungen
Nachdem in den letzten Kapiteln die Anwendbarkeit von klassischer KI-Planung
zur Dienstekomposition in intelligenten Umgebungen hinsichtlich der Pro-
blemmodellierung und der Effizienz untersucht wurde, widmet sich dieses Ka-
pitel den Möglichkeiten der Integration KI-planungsbasierter Komposition in
intelligenten Umgebungen.
Wie im zweiten Kapitel beschrieben, setzt sich eine Dienstekomposition aus
der Generierung des Prozessmodells und dessen anschließender Instanziierung
zusammen. Die Generierung des Prozessmodells übernimmt dabei ein Planer.
Bei der Anwendung reiner KI-Planung wird ein Planer durch einen Controller
und stellenweise durch einen Scheduler ergänzt. Diese Komponenten überneh-
men die Instanziierung des Prozessmodells (siehe Abbildung 6.1).
Abbildung 6.1: Konzeptionelles Modell der
KI-Planung (nach Nau (2007))
Während der Planer die kausa-
len Aktionsketten ermittelt, ist
es Aufgabe des Controllers, diese
Aktionen auszuführen. Ein Sche-
duler kann verwendet werden,
um die Aktionen vor der Ausfüh-
rung auf vorhandene Ressourcen
zu verteilen. Während die Ver-
wendung von Planer und Con-
troller auch in intelligenten Um-
gebungen unzweifelhaft nötig ist,
stellt sich die Frage, inwieweit
die Verwendung eines Schedulers
für die Dienstekomposition in in-
telligenten Umgebungen sinnvoll
ist. Die Beispielszenarien Toms
Routenplanung, Janes Email und
Barts Anweisung können als Pro-
bleme angesehen werden, bei de-
nen allein kausale Aktionsketten
gesucht werden. Eine anschlie-
ßende Verteilung der Pläne auf
Ressourcen und somit die Ver-
wendung eines Schedulers scheint
zunächst nicht erforderlich, da
die verwendeten Operatoren direkt einzelnen Dienstaufrufen zugeordnet wer-
den konnten.
Im Beispiel Modellierung der SmartLab-Szenarios wurde zunächst die Darstel-
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lung eines Dokumentes auf einer Leinwand modelliert. Hier wird ebenfalls eine
kausale Aktionsverkettung gesucht. In erweiterten Versionen dieses Problems
(siehe Anhang A.5) wurden Pläne für die gleichzeitige Darstellung von bis
zu vier verschiedenen Dokumenten gesucht. Neben der Suche nach kausalen
Aktionsketten zur Anzeige der Dokumente, beinhalten diese Probleme auch
einen Teil Ressourcenmanagement. Allerdings wurde auch hier kein zusätzli-
cher Scheduler benötigt, da es in diesem Fall möglich war, dessen Aufgaben
direkt in das Planungsproblem zu integrieren und so allein von einem Planer
lösbar zu machen. Der Einsatz eines Schedulers erscheint erst dann sinnvoll,
wenn Diensttypen und nicht konkrete Dienstinstanzen komponiert werden,
was in den Beispielszenarien nicht der Fall war.1
Die von einem Planer erzeugten Pläne sind allerdings in keinem Fall direkt
ausführbar, sodass es in jedem Fall erforderlich ist, einen Controller zu ver-
wenden, der Pläne in Dienstaufrufe umwandelt. Da diese Komponente immer
im Anschluss an die eigentliche Planung Verwendung findet, können darin bei
Bedarf auch Funktionalitäten eines Schedulers untergebracht werden.
Im Rahmen dieser Arbeit wird sich auf die Generierung des Prozessmodells
konzentriert. Daher werden im Anschluss die architektonischen Implikationen
der Planung untersucht, ohne jedoch die weiteren Schritte (Scheduler und
Controller) aus den Augen zu verlieren.
Viele Architekturentwürfe zur Komposition von Diensten aus der Literatur
spiegeln die Zweiteilung in Generierung des Prozessmodells und dessen an-
schließender Instanziierung wieder. So verwenden Chakraborty u. a. (2005)
(vgl. auch Chakraborty u. a. (2002)) zur Umsetzung einer mobilen Dienste-
komposition in pervasiven Umgebungen eine Layerstruktur, in der eine ein-
deutige architektonische Trennung zwischen der Erstellung des Prozessmodells
(service composition layer) und der Ausführung der Komposition (service exe-
cution layer) beschrieben ist.
Auch bei der Beschreibung von Agarwal u. a. (2008), bei der ausdrücklich
KI-Planung als Kompositionsmethode zugrunde gelegt wird, kommt die Tren-
nung zwischen Generierung des Prozessmodells und dessen Instanziierung zum
Ausdruck. Agarwal u. a. (2008) differenzieren weiter in überlappende, monoli-
thische, abgestufte und templatebasierte Kompositionen. Dabei unterscheiden
sie zwischen den Mengen von Diensttypen, angemeldeten Dienstinstanzen und
real laufenden Diensten, wobei die Menge der real laufenden Dienste eine ech-
te Teilmenge der angemeldeten Dienstinstanzen ist. Agarwal u. a. (2008) ver-
suchen durch die Unterscheidung der beiden letzten Mengen, das mögliche
spontane Ausfallen von Diensten abbildbar zu machen. Da in den Szenarien
1Ein Beispiel für die getrennte Komposition von Diensttypen und Dienstinstanzen geben
Agarwal u. a. (2008) mit der „abgestuften Komposition“ (siehe unten).
138 Kapitel 6. Integration KI-planungsbasierter Komposition
im Kapitel 4 eine Unterscheidung zwischen der Komposition von Diensten und
Diensttypen nicht gemacht wurde, sind daraus entstehende Unterscheidungen
der Architektur im Rahmen dieser Arbeit zu vernachlässigen.
Bei überlappenden Kompositionsmethoden sind nach Agarwal u. a. (2008) die
Generierung des Prozessmodells, die Instanziierung und die Ausführung der
Dienste untrennbar miteinander verwoben und werden zur Laufzeit ausge-
führt. Hierbei kann nachträglich nicht in die Generierung des Prozessmodells
oder der Aktionssequenz eingegriffen werden. Die überlappende Komposition
ruft direkt eine Sequenz von real laufenden Diensten auf. Diese Methode eignet
sich für den Einsatz in Domänen mit einer großen Anzahl von Unsicherheiten,
die erst zur Ausführungszeit determiniert werden können und ist somit vor
allem für Online-Planer geeignet. Theoretisch kann in einer überlappenden
Komposition jedoch auch ein Offline-Planer zur Generierung des Prozessmo-
dells verwendet werden (siehe hierzu auch Abschnitt 6.2.2).
Bei der monolithischen Komposition ist die Erstellung des Prozessmodells
von der Ausführung der Komposition entkoppelt, wobei das Prozessmodell
„offline“ also vor Ausführung der Komposition erstellt wird. Bei dieser Art der
Komposition besteht die Möglichkeit, mehrere Instanzen eines Prozessmodells
zu erstellen, zwischen denen erst bei der Ausführung ausgewählt wird.
Bei der abgestuften Komposition unterscheiden Agarwal u. a. (2008) im Ver-
gleich zur monolithischen Komposition zusätzlich in eine logische und eine
physikalische Komposition. Die logische Komposition arbeitet nur auf Grund-
lage der Diensttypen. Bei der pysikalischen Komposition wird der bei der
vorangegangenen logischen Komposition erzeugte Plan auf die im Repository
publizierten Dienste angewendet. Im letzten Schritt wird dieser Plan dann
mit den real verfügbaren Diensten ausgeführt. Die abgestufte Komposition
entspricht der klassischen Einsatzweise von Planern mit an die Planung ange-
schlossenem Scheduling (siehe Abbildung 6.1). Bei Veränderungen der Umge-
bung kann der erzeugte Plan unter Umständen wiederverwendet werden, was
eine Neugenerierung des Prozessmodells erspart.
Mit der templatebasierten Komposition werden Methoden bezeichnet, bei de-
nen generalisierte Vorlagen von Prozessmodellen verwendet werden, die an-
hand von Regeln ausgesucht und instanziiert werden. Hier sind große Teile
des Prozessmodells vorgegeben und müssen so nicht neu generiert werden.
Diese Art der Komposition kann durch HTN-Planung (siehe Abschnitt 3.1.3)
umgesetzt werden.
Zunächst kommen alle von Agarwal u. a. (2008) beschriebenen Methoden für
die Komposition von Diensten in intelligenten Umgebungen in Frage. Ein klas-
sischer KI-Planer kann insbesondere bei der monolithischen und der abge-
stuften Komposition als Kompositionsmethode verwendet werden. Eine über-
lappende Komposition scheint vor allem für Online-Planer geeignet zu sein.
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Template-basierte Komposition kommt für HTN-Planer in Frage, soll aber
hier nicht weiter betrachtet werden, da in diesem Fall aktionsbasierte Ziele
(siehe Abschnitt 3.2.3) zu verwenden wären. Wenn bei der Komposition nicht
zwischen Diensttyp und Dienst unterschieden wird, gleicht die monolithische
der abgestuften Komposition, sodass die im Rahmen dieser Arbeit verwendete
Methode einer monolithischen bzw. abgestuften Komposition entspricht.
I1 In2. . .
F1 Fn4. . .
O1 On3. . .
R1 Rn5. . .
D1 Dn6. . .
A1 An7. . .
X1 Xn8. . .
G1 Gn9. . .












































Abbildung 6.2: Konzept der EMBASSI-Architektur (aus Heider (2009))
In der Architektur des Projektes EMBASSI (Herfet und Kirste, 2002; Hei-
der, 2009) ist die beschriebene Zweiteilung in Generierung des Prozessmo-
dells und dessen anschließender Instanziierung ebenfalls wiederzufinden. We-
sentliche Vorarbeiten für eine Architektur zur Nutzerassistenz in intelligenten
Umgebungen stammen aus dem Projekt EMBASSI. Die Architektur des EM-
BASSI Projektes wurde im GRK MuSAMA, in dessen Rahmen diese Arbeit
entstanden ist, durch verschiedene Arbeiten aufgegriffen und erweitert.
Der EMBASSI-Architektur (siehe Abbildung 6.2) liegt eine kanalbasierte Kon-
zeption zugrunde, welche aus mehreren Schichten besteht. Diese Schichten un-
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terteilen sich in drei Gruppen (Multimodale Interaktion („mmi“), Assistenz
(„assist“) und Effekte („effect“)).
Die Gruppe der Assistenz umfasst dabei die zwei Schichten Assistenzmethoden
(„Assistance Methods“) und Planausführung („Plan Execution“).
Eine Komponente der Plangenerierung wird in der EMBASSI-Architektur als
„A“-Komponente bezeichnet. Die Eingaben dieser Komponente sind Ziele so-
wie Informationen des Kontext-Managers. Ausgaben der Komponente sind
Pläne. Die Kommunikation zwischen den Schichten wird in Abbildung 6.2
bidirektional beschrieben, was die Möglichkeit von Rückfragen zwischen den
Komponenten benachbarter Schichten offen lässt. Generell lässt sich der Work-
flow jedoch als sequentiell betrachten (vgl. Abbildung 1.3). Für die Ausführung
der Dienste sind „X“-Komponenten verantwortlich. Sie formen die Pläne in
Aktionssequenzen um und führen diese auf den Geräten aus.
Es kann zusammengefasst werden, dass die im Rahmen dieser Arbeit beschrie-
bene Dienstekomposition für intelligente Umgebung in jeder Architektur zum
Einsatz kommen kann, die eine seperate Generierung und Ausführung des Pro-
zessmodells unterstützt. Das trifft sowohl für die durch Agarwal u. a. (2008)
allgemein beschriebene monolithische bzw. abgestufte Komposition als auch
für die konkreten Entwürfe von Chakraborty u. a. (2005) und Heider (2009)
zu.
6.2 Entwurf eines Composers
Es stellt sich die Frage, wie eine entsprechende Komponente zur Anwendung
klassischer KI-Planung als Kompositionsmethode in intelligenten Umgebun-
gen umzusetzen ist. Sie soll als Composer bezeichnet werden.
Grundlegende Eingaben der Komponente sind die Ziele eines Nutzers, Dienst-
beschreibungen der Umgebung sowie Sensordaten (vgl. Abbildungen 3.1). Die
Ausgabe ist ein Plan. Der Composer ist damit für Durchführung des eigent-
lichen Planungsprozesses, den Datenaustausch mit der intelligenten Umge-
bung sowie die Transformation der Daten verantwortlich. In der EMBASSI-
Architektur sind die Empfänger der von „A“-Komponenten generierten Plä-
nen die „X“-Komponenten. Auch im konzeptionellen Modell von Nau (2007)
schließt sich der Controller, verantwortlich für die Planausführung, an die
Plangenerierung an.
Weitere Anforderungen an die Integration ergeben sich aus den in Abschnitt
1.5 genannten Punkten. Die Komposition soll in Ad-hoc-Umgebungen ver-
wendet werden, d.h. robust gegenüber Änderungen der Umgebung sein. Der
Ablauf der Komposition soll automatisch ablaufen, was teilweise schon durch
die Verwendung von Planung gewährleistet ist. Die Komposition sollte weiter-
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hin ressourcenschonend erfolgen. Daraus folgt, dass im Gegensatz zum kon-
zeptionellen Modell von Nau (2007) (siehe Abbildung 6.1) die Beschreibung
der Umgebung in Form von Dienstbeschreibungen aus der Umgebung selbst









Abbildung 6.3: Konzept eines Composers, Schritt I
Um das in Abschnit 3.2 beschriebene Mapping umzusetzen (vgl. Abbildung
3.1 aus Abschnitt 3.2) ist eine Erweiterungen des Konzeptes um eine Kompo-
nente erforderlich, die aus den verschiedenen Eingaben ein Planungsproblem
erstellen kann. Diese Komponente wird Assembler 2 genannt. Sie erstellt aus
den Eingaben des Composers (siehe oben) zwei PDDL-Dokumente, die Domä-
nenbeschreibung und die Problembeschreibung, die dem Planer als Eingabe
dienen. Abbildung 6.4 veranschaulicht einen um eine Domänenassemblierung
erweiterten Composer.
Um das Konzept des Composers zu verfeinern, sollen im Anschluss weitere
Eigenschaften der Integration geklärt werden.
6.2.1 Zentral kontra dezentral
Da klassische KI-Planung als Kompositionsmethode zur Erzeugung des Pro-
zessmodells verwendet wird, soll sich zunächst der Anwendbarkeit von Pla-
nung in verteilten Szenarien gewidmet werden. Eine Einteilung verteilter Pla-
nungsansätze gibt Durfee (2001). Die Unterteilung ist zweidimensional. Die
2to assemble - zusammenstellen
Es besteht hierbei kein Zusammenhang zum Begriff Assembler, der aus Programmcode
Maschinencode erzeugt. Bei der hier beschriebenen Assemblierung wird aus Fragmenten
ein Ganzes erstellt aber keine Übersetzung der Elemente vorgenommen.





















Abbildung 6.4: Konzept eines Composers, Schritt II
betrachteten Dimensionen sind auch hier die Erzeugung des Planes und des-
sen Ausführung. Beides kann sowohl zentral als auch dezentral erfolgen. Durfee
(2001) unterscheidet neben der eigentlichen klassischen KI-Planung, die zen-
tral einen zusammenhängenden Plan sucht, drei verschiedene Konzepte der
Verteilung.
1. Zentralisiertes Planen für verteilte Pläne
Hierbei wird von einer zentralen Planungsinstanz ein Plan erstellt, der
sich in verschiedene unabhängige Teilpläne zerlegen und verteilt ausfüh-
ren lässt.
2. Verteiltes Planen für zentrale Pläne
Bei dieser Variante wird der Planungsprozess auf verschiedene Agenten
verteilt. Jeder beteiligte Agent trägt einen Teil zur Lösung des Problems
bei. Diese Art der Planung benötigt Mittel, um ein Planungsproblem in
Teilprobleme aufzuteilen.
3. Verteiltes Planen für verteilte Pläne
In dieser Version der verteilten Planung ist es nicht mehr nötig, einen
zusammenhängenden Plan zu generieren. Verschiedene Agenten haben
Wissen über verschiedene Teile des Plans, wobei sich die verteilte Aus-
führung der Planfragmente nicht gegenseitig behindert. Im Idealfall sind
die Agenten in der Lage, sich bei der Ausführung der Teilpläne zu un-
terstützen.
Eine Umsetzung des ersten Konzeptes ist in intelligenten Umgebungen basie-
rend auf klassischer KI-Planung, die die zentrale Planung übernimmt, möglich.
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Neben dem Planer muss ein entsprechender Controller vorhanden sein, der die
Verteilung des Planes auf die Dienste übernimmt. Eine einfache Möglichkeit
der verteilten Ausführung eines Planes soll kurz beschrieben werden. Im An-
schluss an die Plangenerierung werden alle Aktionsausführungen im Plan mit
ihren Preconditions annotiert. Diese Informationen sind im Plan enthalten
(z.B. in Form von ordering constraints) oder können, gegeben den Plan und
das zugrundeliegende Planungsproblem, inferiert werden. Die Dienste bekom-
men im Anschluss an die Planung ihre Aktion mit den jeweiligen Vorbedin-
gungen zugeschickt und müssen selbst überprüfen, wann diese erfüllt sind, um
dann die entsprechende Aktion auszuführen. Diese Methode weist allerdings
Nachteile auf. Zunächst müssen alle Geräte in der Lage sein, den Zustand der
Umgebung entsprechend umfassend zu überwachen, was nicht vorausgesetzt
werden kann. Des Weiteren kostet die Überwachung des Weltzustandes durch
verschiedene Dienste kontinuierlich Ressourcen, was die Anfordung nach einer
ressourcenschonenden Integration gefährdet.
In der Literatur zur Komposition von Webservices werden die zentrale bzw.
dezentrale Ausführung eines vorhandenen Prozessmodells oft mit Orchestrie-
rung und Choreographie bezeichnet. Beide Ansätze beruhen auf einer zen-
tralen Generierung des Prozessmodells und charakterisieren lediglich dessen
Ausführung. Bei der Orchestrierung gibt es eine zentrale Instanz, die die Aus-
führung der Dienste des Plans veranlasst und überwacht. Diese Komponente
entspricht im Sinne der KI-Planung einem u.U. durch einen Scheduler ergänz-
ten Controller. Bei der Choregraphie wird der erhaltene Plan an alle betei-
ligten Dienste geschickt. Die Ausführung des Plans wird durch wechselseitige
Kommunikation der Dienste ermöglicht. Der Controller ist dabei nicht mehr
als singuläre Komponente vorhanden. Seine Funktionen werden verteilt reali-
siert.
Aufgrund der hohen Komplexität der Interaktionsbeschreibung zwischen den
Diensten und der fehlenden theoretischen Formalisierung (Wolf, 2009) ist die
Umsetzung einer Choreographie im Gegensatz zur Umsetzung einer Orche-
strierung anspruchsvoller. Daneben erzeugt ein auf Choreographie basierender
Ansatz das für dezentrale Lösungen typische, gegenüber zentralen Lösungen
deutlich erhöhte Kommunikationsaufkommen, was aufgrund der Anforderung
nach ressourcenschonender Integration der Komposition kritisch zu sehen ist.
Bei der Orchestrierung wiederum stellt der Controller einen „Single-Point-of-
Failure“ dar. Fällt er aus, kann die Komposition nicht ausgeführt werden, bis
wieder der alte oder ein neuer Controller verfügbar ist.
Beim Ausfall einzelner an der Komposition beteiligter Dienste sind beide An-
sätze in der Lage dies zu erkennen und angemessen darauf zu reagieren.
Die beiden letzten Konzepte von Durfee (2001) (verteiltes Planen für zentra-
le Pläne und verteiltes Planen für verteilte Pläne) verteilen den eigentlichen
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Planungsprozess und erfordern so andere Planungsalgorithmen als die in die-
ser Arbeit untersuchten klassischen KI-Planer. Beispiele für die Umsetzung
solcher verteilten Lösungen geben Fauvet u. a. (2001) sowie Reisse und Kir-
ste (2008). Wesentliche Kriterien bei der Bewertung der Tauglichkeit solcher
Verfahren sind deren Effizienz hinsichtlich der Reaktionszeit und des Ressour-
cenverbrauches (sowohl benötige Netzwerkbandbreite und Netzwerktraffic als
auch Rechenlast auf den beteiligten Agenten) sowie deren Korrektheit. Im
Rahmen dieser Arbeit muss offen bleiben, ob die Tauglichkeit dieser Verfahren
in intelligenten Umgebungen gegeben ist. Dahingehend wird auf die ebenfalls
im GRK MuSAMA entstandene Dissertation von Plociennik (2010) verwiesen.
Im Rahmen dieser Arbeit erfolgt die Generierung des Prozessmodells zentral.
Die Ausführung des Plans ist sowohl zentral als auch dezentral möglich. Eine
zentrale Variante der Ausführung wurde umgesetzt (siehe Kapitel 7).
6.2.2 Online kontra Offline
Online-Planung unterscheidet sich von der klassischen Planung, die in diesem
Zusammenhang auch Offline-Planung genannt werden könnte, dahingehend,
dass der Planungsprozess nicht der Einschränkung 8 (siehe Abschnitt 3.1.2)
unterliegt. Ein Online-Planer kann während der Suche im Zustandsraum Er-
eignisse aus der Umgebung in den Planungsprozess einfließen lassen und so
zusätzlich gezielt Informationen anfordern. Online-Planung ist in Umgebun-
gen sinnvoll, in denen die Modellierung von Domänen mit allen möglichen
Verzweigungen und die Generierung von Plänen darin aufgrund von fehlen-
dem Wissen unmöglich oder zu umfangreich ist.
Kuter u. a. (2004) nennen zwei Punkte, die eine Verwendung von Online-
Planung zur Dienstekomposition erforderlich machen.3
1. Unvollständiges Wissen des Planers über den aktuellen Zustand der Welt
2. Zu viele verfügbare Informationen, deren gänzliche Erfassung nicht mög-
lich ist
Diese Anforderungen wurden in Hinblick auf Webservice-Umgebungen formu-
liert. Wie bereits in Abschnitt 2.4 erwähnt, wird in intelligenten Umgebungen
3Der von Kuter u. a. (2004) beschriebe Planer ENQUIRER ist ein echter Online-Planer. Er
erzeugt keine nicht-deterministischen Pläne mit Aktionen, die zur Ausführungszeit Infor-
mationen sammeln und daraufhin entscheiden, welcher Weg im Plan zu gehen ist, sondern
versucht, diese Informationen während der Planungszeit zu akquirieren. Im Gegensatz zum
Offline-Planen ist bei der Verwendung eines Online-Planers eine Unterscheidung zwischen
weltverändernden Diensten und informationsliefernden Diensten hilfreich, da hier eine ge-
fahrlose Ausführung von Diensten, die während der Planung unvollständiges Wissen ver-
vollständigen, essentiell ist (vgl. Abschnitt 3.2.2).
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von weitaus weniger Diensten und Informationen ausgegangen, sodass die ge-
nannten Punkte nur bedingt zutreffen und eine Online-Planung in intelligen-
ten Umgebungen zunächst nicht erforderlich machen. Des Weiteren wurden in
der von Kuter u. a. (2004) beschriebenen Evaluierung Laufzeiten im mittleren
zweistelligen Sekundenbereich benötigt, um die Testprobleme zu lösen. Auch
wenn die dort verwendeten Probleme von denen einer intelligenten Umgebung
abweichen, kann bei Laufzeiten dieser Länge nicht mehr von unaufdringlicher
Komposition (vgl. Abschnitt 5.1) gesprochen werden.
Vorteilhaft bei der Verwendung eines Online-Planers im Vergleich zu einem
Offline-Planer ist die Möglichkeit, während der Planung auf kritische Ände-
rungen der Umgebung reagieren zu können. Kritische Änderungen sind
Änderungen kritischer Zustände, die Einfluss auf die Validität des erzeugten
Plans haben. Die Menge der kritischen Zustände eines Plans setzt sich aus
den Vorbedingungen der Aktionen, die nicht Effekte der Aktionen des Plans
sind, zusammen, wobei die Vorbedingungen, die ausschließlich in bereits ab-
geschlossenen Aktionen vorkommen, nicht mehr zu den kritischen Zuständen
zählen.4 Ein Offline-Planer muss bei einer kritischen Änderung der Umge-
bung eine Neuplanung5 veranlassen, da der generierte Plan u.U. nicht mehr
geeignet ist, das aktuelle Problem in der veränderten Umgebung zu lösen (vgl.
Abschnitt 5.1). Diese Neuplanung kostet Zeit und Ressourcen. Dennoch ist die
zusätzliche Laufzeit der Neuplanungen bei durchschnittlichen Planungszeiten
im Sekundenbereich vergleichsweise gering. Im Rahmen dieser Arbeit wird von
sehr schnellen Plangenerierungen im einstelligen Sekundenbereich für schwie-
rige Probleme und im unteren dreistelligen Millisekundenbereich für einfache
Probleme ausgegangen (siehe Kapitel 5), was den zeitlichen Verlust einer wie-
derholten Generierung des Prozessmodells bei auftretenden Änderungen der
Umgebung gegenüber dem durch zusätzliche Kommunikation entstehenden
Zeitaufwand einer Online-Planung gering hält.
Eine architektonische Konsequenz, die sich aus der Verwendung von Offline-
Planung ergibt, ist die Notwendigkeit einer Komponente, die einen Plan vor
und während seiner Ausführung bei jeder Veränderung der Umgebung validie-
ren kann. Die dafür benötigte Komponente muss zunächst in der Lage sein,
kritische Änderungen der Umgebung zu erkennen. Bei einer Änderung eines
kritischen Zustands6 ist der Plan nicht mehr gültig und eine Neuplanung muss
4Hierbei sei darauf hingewiesen, dass viele Aktionen nicht direkt nach ihrem Aufruf abge-
schlossen sind (vgl. Abschnitt 4.2.4).
5In der Literatur hat sich gezeigt, dass die Planreparatur verglichen mit der Neuplanung
eines Problems eine gleich hohe, unter Umständen sogar höhere Komplexität hat (Nebel
und Koehler, 1995), sodass eine Planreparatur hier nicht in Erwägung gezogen wird.
6Dieser Aussage liegt eine boolesche Betrachtung der Umgebung zugrunde. Werden kon-
tinuierliche Zustandsvariablen verwendet, sind hier die Über- oder Unterschreitung von
Schwellwerten zu überwachen.
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erfolgen.
Wird diese selektive Überwachung der kritischen Zustände nicht umgesetzt,
wodurch jede Zustandsänderung der Umgebung zu einer Neuplanung führt,
ist es bei einer hohen Anzahl von Änderungen der Umgebung möglich, dass
nie eine Komposition erstellt werden kann, da der Planer fortwährend plant.
Auch in der Architektur von Rao und Su (2004) wird zusätzlich zum Planer
ein sogenannter Evaluator verwendet, dessen Aufgabe es jedoch vor allem ist,
QoS-Anforderungen in die Komposition einfließen zu lassen.
Abbildung 6.5 zeigt ein um eine Validierungskomponente erweitertes Konzept






















Abbildung 6.5: Konzept eines Composers, Schritt III
6.2.3 Planermanagement
Im Kapitel 5 wurde beschrieben, dass Planungsläufe Laufzeitspitzen haben
können, die die Unaufdringlichkeit einer intelligenten Umgebung gefährden.
Daneben wurden verschiedene Strategien vorgestellt und anhand der Experi-
mentdaten evaluiert (siehe Abschnitt 5.1.5). Zur Umsetzung dieser Strategien
wird zusätzlich zum Planer eine Managementkomponente benötigt, die die
Laufzeit eines oder mehrerer Planer beobachten und die Planung bei Bedarf
unterbrechen und neustarten kann. Das Management der Planung ist eine
Kernaufgabe des in dieser Arbeit vorgestellten Composers.
Die im Abschnitt 5 durchgeführte Evaluierung der Planer konnte weiterhin
zeigen, dass es keinen einzelnen Planer gibt, der für alle Probleme geeignet
ist. Um das Ziel schnellstmöglicher Komposition zu erreichen, kann es daher
von Vorteil sein, aus verschiedenen Planern auszuwählen, welcher für die ak-
tuelle Umgebung am besten geeignet ist. Dazu ist es zunächst erforderlich,
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einer intelligenten Umgebung mehrere Planer zur Verfügung zu stellen. Im
Metaplaner von Howe u. a. (1999) werden die verschiedenen Planer statisch
eingebunden. Zwar ist es so schneller möglich, die Planer zu starten und zu
beenden, allerdings müssten alle Planer auf einem Gerät laufen. Für die Um-
setzung einer Race-Strategie ist dies jedoch ungünstig.
Aus den Experimenten wurde allerdings auch ersichtlich, dass eine solche Aus-
wahl nicht deduktiv, basierend auf a priori Wissen erfolgen kann, sondern auf
einen lernenden Algorithmus angewiesen ist, unter anderem auch deshalb, weil
die Leistung der Rechner auf denen die Planer in der Umgebung vorhanden
sind, nicht als bekannt vorausgesetzt werden kann. Eine Möglichkeit, eine
solche lernende Auswahl umzusetzen wird in Fink u. a. (1998) beschrieben.
Darüber hinaus zeigten die Planer funktionale Differenzen (siehe Abschnitt
5.2), sodass neben einer effizienzbasierten Auswahl auch eine funktionalitäts-
basierte Auswahl erfolgen sollte.
Neben der Überwachung und dem möglichen Abbruch von Planungsläufen
fällt daher die bestmögliche Auswahl eines konkreten Planers in den Aufga-
benbereich des Composers. Ein detaillierterer Überblick über die Umsetzung
der Planerauswahl und der Abbruchstrategie wird im nächsten Kapitel in Ab-
schnitt 7.4 gegeben.
Abbildung 6.6 stellt das vorläufig endgültige Konzept eines Composers zur au-
tomatischen Dienstekomposition in intelligenten Umgebungen dar. Der Com-
poser wurde um eine intelligente Planerauswahl erweitert. Weiterhin wurden
als Dienste verfügbare Planer hinzugefügt. Eine Vorgängerversion dieses Kon-
zeptes wurde in Marquardt und Uhrmacher (2009a) veröffentlicht.






























Planer DPlaner CPlaner A Planer B
Controller
Aktionen
Abbildung 6.6: Konzept eines Composers, Schritt IV
6.3. Ablauf einer Komposition 149
6.3 Ablauf einer Komposition
Aufbauend auf der im letzten Abschnitt entworfenen Komponente zur Inte-
gration KI-planungsbasierter Komposition in intelligenten Umgebungen, soll
in diesem Abschnitt der Ablauf der Erstellung eines Prozessmodells skizziert
werden.
Bezugnehmend auf die im Abschnitt 2.3.1 definierten Kompositionsphasen
( 1. Auffinden der vorhandenen Dienste (discovery), 2. Generierung eines Pro-
zessmodells (composition), 3. Instanziierung des Prozessmodells (deployment)
und 4. Ausführung des komponierten Dienstes (execution)) setzt der im letz-
ten Abschnitt entworfene Composer den zweiten Punkt die „Generierung eines
Prozessmodells“ um. Als Ausgangssituation sind an diesem Punkt alle vorhan-
denen Dienste bekannt. Ziel ist es, ein Prozessmodell, im Falle der Verwendung
von KI-Planung also einen Plan, zu generieren.
Assemblierung der Domäne Im ersten Schritt wird aus den vorhandenen
Dienstbeschreibungen die Planungsdomäne zusammengesetzt. Dieser Schritt
wird Assemblierung der Domäne genannt. Sie wird im Abschnitt 7.2.1 genauer
beschrieben.
Ziel anfordern Im Anschluss kann das aktuelle Ziel der Komposition von
der Intentionsanalyse abgerufen werden. Das Ziel muss dabei als Satz in einer
Beschreibungslogik verfasst sein, die sich auf PDDL abbilden lässt (vgl. Ab-
schnitt 3.2.3). Der umgesetzte Composer akzeptiert Ziele, die in PDDL-Syntax
formuliert sind.
Initialen Weltzustand prüfen Dieser Schritt kann je nach Größe der
Umgebung sehr umfangreich werden. Neben den aktuellen Werten der Um-
gebungssensoren müssen hier die gegenwärtigen Zustände aller Geräte bzw.
deren Dienste abgefragt werden. Um die Menge der durchzuführenden Abfra-
gen zu begrenzen, kann sich auf die zu diesem Zeitpunkt bekannte Menge der
Propositionen beschränkt werden, die in den Vorbedingungen der Operatoren
der bereits generierten Domäne oder in der Zielbeschreibung vorhanden sind.
Andere Propositionen sind für das jeweilige Planungsproblem irrelevant.
Assemblierung des Planungsproblems Mit dem Wissen um den aktu-
ellen Weltzustand, die Ziele des Nutzers und mit der bereits erstellten PDDL-
Domäne lässt sich eine PDDL-Problembeschreibung erstellen. Dabei sollte
überprüft werden, ob jedes der im Ziel verwendeten Prädikate entweder in
der Domänenbeschreibung, im initialen Weltzustand oder in den Effekten der
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Operatoren (bzw. der abgeleiteten Prädikate) enthalten ist. Ist dies nicht der
Fall, kann die Komposition an dieser Stelle abgebrochen werden, da eine Lö-
sung des Problems in der gegebenen Umgebung dann nicht möglich ist. Eine
detailliertere Beschreibung der Assemblierung des Problems wird in Abschnitt
7.2.2 gegeben.
Planerauswahl Die Planerauswahl ist Teil der Metaplanerfunktionalität
des Composers. Sie erfolgt problemspezifisch, einerseits hinsichtlich der Ef-
fizienz der Planer und andererseits hinsichtlich deren Fähigkeiten. Vorausset-
zung für eine echte Auswahl ist das Vorhandensein mehrerer Planer. Anhand
der erstellten PDDL-Domäne und des PDDL-Problems lassen sich die An-
forderungen des aktuellen Planungsproblems an die Fähigkeiten des Planers
ableiten und können mit den Fähigkeiten der in der Umgebung vorhande-
nen Planern abgeglichen werden. Neben der funktionalen Auswahl kann die
Planerauswahl auch basierend auf der Effizienz der vorhandenen Planer er-
folgen. Im Abschnitt 5.1.5 wurden mehrere mögliche Strategien vorgestellt.
Wird nur ein Planer verwendet oder eine Austauschstrategie benutzt, sollte
während der Planerauswahl eine effizienzbasierte Auswahl bzw. Priorisierung
der Planer erfolgen.
Planen Wurden ein oder mehrere Planer ausgewählt, wird das assemblier-
te Planungsproblem entsprechend der gewählten Strategie an die jeweiligen
Planungsdienste geschickt und die Planung gestartet.
Um die Unaufdringlichkeit der Umgebung zu wahren, kann die Dauer eines
Planungslaufes überwacht und nach Überschreitung eines Schwellwertes ab-
gebrochen werden.
Da die Planer verteilt verfügbar sind, ist es möglich in diesem Schritt mehrere
Planer zu verwenden. Die Auslagerung der Planer vermindert zudem die Kom-
plexität des Composers und verteilt die Fehleranfälligkeit der Komposition auf
verschiedene Geräte.
Plan validieren Falls die Planung zu einem Plan führt, muss dieser vor
der Ausführung validiert werden (siehe Abschnitt 6.2.2). Auch während der
Ausführung des Plans ist eine Validierung angeraten, allerdings ist dafür dann
die ausführende Komponente („controller“) verantwortlich. Im Falle einer ver-
teilten Ausführung übernehmen die Geräte selbst die Validierung.
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6.4 Start von Kompositionsläufen
Für die Komposition stellt sich nun die Frage, wann eine Planung und damit
eine Komposition (neu)gestartet werden muss. Eingangs wurde eine intelli-
gente Umgebung als zielorientiert charakterisiert (vgl. auch Heider und Kirste
(2002)). Demnach reagiert die Umgebung, wenn sich die Ziele in der Umge-
bung, also die Intentionen der Nutzer ändern. Ein Plan und damit eine Kom-
position kann aber auch ungültig werden, wenn sich ein weiterer Bestandteil
des Tripels P = (Σ, s0, G), welches ein Planungsproblem definiert, ändert, also
bei Änderungen der Operatoren oder Änderungen des gegenwärtigen Weltzu-
stands.
Es kann der Fall eintreten, dass eine Intention des Nutzers zunächst nicht
umgesetzt werden konnte, da ein bestimmter Dienst in der Umgebung fehlte
oder der gegenwärtige Zustand der Umgebung die Ausführung eines essen-
tiellen Dienstes unmöglich macht. Nach einiger Zeit wird aber der fehlende
Dienst ausführbar, wodurch die Intention des Nutzers erfüllt werden könnte.
Dieser ist dann allerdings in seinem Tun schon fortgeschritten und bedarf der
Komposition u.U. nicht mehr. An diesem Punkt gibt es zwei mögliche Verfah-
rensweisen. Die Umgebung kann eine Information an den Nutzer ausgeben,
dass sein altes Ziel nun erreichbar ist und nachfragen, ob die entsprechende
Komposition geplant und ausgeführt werden soll. Dies würde allerdings die
geforderte Unaufdringlichkeit der Umgebung aufgeben, da die Umgebung den
Nutzer zum aktiven Handeln veranlassen würde. Alternativ hält sich die Um-
gebung an das Gebot der Unaufdringlichkeit und bleibt passiv. Dadurch wird
der Nutzer in seiner neuen Tätigkeit nicht gestört, kann aber die Möglichkei-
ten der neuen Komposition nicht nutzen. Es sind allerdings auch Szenarien
denkbar, in denen eine spätere Neuplanung und anschließende unaufgefor-
derte Ausführung im Hintergrund gewünscht sein können, da sie den Nutzer
nicht stören, z.B. wenn durch eine neue Komposition Datenübertragungsra-
ten gesteigert werden. Eine weitere Möglichkeit bestünde in der Angabe einer
Gültigkeitsdauer für Ziele. Tritt innerhalb dieser Dauer eine Änderung ein,
die das Ziel erfüllbar macht, kann auch verspätet noch eine Komposition ver-
anlasst werden. Ansonsten bleibt die Umgebung passiv und erstellt keine neue
Komposition.
Die Entscheidung ist an dieser Stelle immer eine Abwägung zwischen der
Nützlichkeit einer (neuen) Komposition und den negativen Auswirkungen der
dadurch verursachten Irritation des Nutzers, wobei eine automatische Ent-
scheidungsfindung hier schwierig ist. Eine automatische Abschätzung würde
eine Art Störmaß der Dienste und eine Einschätzung der Störtoleranz der
Umgebung benötigen, die zum gegenwärtigen Zeitpunkt nicht verfügbar sind.
Da für die hier vorgestellten Szenarien weder Gültigkeitsdauern von Zielen
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noch ein Störmaß vorhanden waren, sollte im Zweifelsfall immer der Unauf-
dringlichkeit Vorrang gegeben werden und der Kompositionsprozess nur bei
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7.1 Implementierung
Nach der Vorstellung des Konzeptes eines Composers im letzten Kapitel wer-
den in diesem Kapitel einige Details der Implementierung des Composers er-
läutert. Dabei wird sich auf die Assemblierung der Domänen- und Problem-
beschreibungen und die Umsetzung der Planungsdienste sowie deren Verwen-
dung durch den Metaplaner konzentriert.
Die Implementierung erfolgte in Java. Im Rahmen der Umsetzung wurde der
Open-Source PDDL-Parser von Zeyn Saigol1 verwendet. Dieser Parser wur-
de in Zusammenarbeit mit Christoph Burghardt, der ebenfalls Stipendiat im
GRK MuSAMA ist, für die eigenen Anforderungen erweitert und angepasst.
Die Webservicekomponenten, die für die Umsetzung des Metaplaners benötigt
wurden, verwenden die AXIS2 Bibliotheken der Apache Software Foundation.2
Die Anforderungen einer intelligenten Umgebung stellen sich auch an die Im-
plementierung des Composers und der weiteren umgesetzten Komponenten.
Daher wurden alle wesentlichen Funktionalitäten modular in seperaten Klas-
sen und Packages umgesetzt.
Die wichtigsten Zusammenhänge der Implementierung sind zum leichteren
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7.2 Assemblierung des Planungsproblems
Treffen verschiedene zu komponierende Dienste ad hoc aufeinander, müs-
sen die einzelnen Dienstbeschreibungen, die Nutzerintention und die aktuelle
Situation der Umgebung zu einem Planungsproblem zusammengefasst wer-
den. Dabei wird PDDL als intermediäre Austauschsprache verwendet. Im Ab-
schnitt 6.3 wurde bereits deutlich, dass zunächst die PDDL-Domäne und im
Anschluss das PDDL-Problem generiert werden.
7.2.1 Assemblierung der Domänenbeschreibung
Eine PDDL-Domäne besteht aus zwei Teilenm dem Kopf und der Operatorli-
ste. Die Operatorbeschreibungen können aus gegebenen Dienstbeschreibungen
extrahiert werden. Der Kopf muss anhand der Informationen aus den Opera-
toren erzeugt werden.
Im Abschnitt 3.3 wurden verschiedene Beschreibungssprachen vorgestellt. Da-
bei wurde ersichtlich, dass eine direkte Verwendung der Sprachen im Rahmen
der Planung nicht möglich ist und in eine Umwandlung in PDDL erfolgen
muss. Bei der Umsetzung wurde dieser Umwandlungsschritt vorausgesetzt,
sodass angenommen wird, dass die Dienstbeschreibungen bereits als einzelne
PDDL-Operatoren vorliegen. Aufgabe der Assemblierungskomponente ist es,
aus dieser Menge von PDDL-Operatoren eine PDDL-Domäne zu erstellen.
Im Kopf der Domäne werden der Name sowie die Anforderungen der Domä-
ne an einen Planer hinterlegt. Welche Anforderungen hier vermerkt werden,
hängt von den syntaktischen Elementen ab, die in den Operatoren verwendet
werden.3 Um die Anzahl der Planer, die zur Lösung des Problems verwendet
werden können, so wenig wie möglich zu reduzieren, empfiehlt es sich, die
Anforderungsliste so klein wie möglich zu halten.
Weiterhin werden im Kopf die verwendeten Typen in einer Taxonomie hin-
terlegt.4 Schließlich werden die in den Operatoren verwendeten Prädikate de-
klariert. Es können noch weitere Elemente wie zum Beispiel Konstanten oder
abgeleitete Prädikate im Kopf der Domänen beschrieben werden. Auf diese
Elemente wird im Folgenden jedoch nicht näher eingegangen, da sie bei der
3Die automatische Generierung der Anforderungsliste aus den Operatorbeschreibungen wur-
de nicht umgesetzt, ist jedoch einfach zu realisieren, da jedes PDDL-Requirement durch
charakteristische Schlüsselwörter in den Operatorbeschreibungen zu identifizieren ist (z.B.
erfordert ein forall die Einbindung von : universal−precondition in den Requirements). Im Rah-
men der Implementierung wurden immer die Requirements : strips und : typing angenommen.
4Es ist anzumerken, dass es auch Domänen ohne Typendeklaration geben kann. Dies ist der
Fall, wenn alle Operatoren auf eine Typendeklaration verzichten. Zur besseren Modellierung
ist allerdings eine Verwendung von getypten Objekten ratsam.
156 Kapitel 7. Umsetzung des Smart-Composers








return new domain(types, predicates, operators)
Der Algorithmus zur Assemblierung einer PDDL-Domäne aus gegebenen Ope-
ratorbeschreibungen bildet zunächst die Operatorenliste durch einfache An-
einanderreihung der einzelnen Operatoren. Bei einer Zusammenführung der
Operatoren muss auf Duplikate überprüft werden. Angenommen es gibt in ei-
ner Umgebung drei Lampen, die alle über den Dienst lightOn(?lamp) verfügen.
Die entsprechenden Operatoren der Dienste wären identisch und unterschie-
den sich lediglich in ihrer Instanziierung, die aber erst durch die Objekte der
Problembeschreibung erfolgt. Da auf eine Verwendung von Objekten in den
Operatorbeschreibungen verzichtet wird (siehe Abschnitt 4.1.6), sind mehr-
fach vorhandene Operatoren in einer Domäne überflüssig und werden bei der
Assemblierung herausgefiltert. Es ist zu beachten, dass in PDDL die Identi-
tät von Operatoren lediglich über den Namen des Operators nicht aber über
dessen Signatur definiert ist. Es kann demzufolge innerhalb einer Domäne nur
einen Operator namens lightOn geben. Im Assemblierungsalgorithmus wird
die Überprüfung auf Duplikate durch die Verwendung eines entsprechenden
Datentypes (z.B. einer Liste) realisiert.
Um die Liste der verwendeten Prädikate einer Domäne zu erhalten, wird
die Methode getPredicates(operators) aufgerufen. Dazu soll sich nochmals der
Aufbau eines PDDL-Operators vergegenwärtigt werden. Der nachfolgend dar-
gestellte Operator ProjectToSurface stammt aus dem einfachen SmartLab-
Szenario (siehe Anhang A.4).
( : a c t i o n P ro j e c tToSu r f a c e
: pa ramete r s (? p − p r o j e c t o r ? s − s u r f a c e ?d − data )
: p r e c o n d i t i o n ( and ( isDown ? s ) ( i sPo i n t i n gTo ? s ?p ) ( i s A c t i v e ?d ?p ) )
: e f f e c t ( and ( i s A c t i v e ?d ? s ) ) )
Im :parameters-Element des Operators werden die verwendeten Parameter
(?p, ?s und ?d) samt ihrer Typen ( projector , surface und date) deklariert.
In den Elementen : precondition und : effect werden diese Parameter dann in
den Argumenten der Prädikate verwendet, allerdings ohne die entsprechenden
Typen.
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Ziel der Methode getPredicates() des Domainassemblers ist es nun, aus den
Operatorbeschreibungen eine getypte Liste der verwendeten Prädikate zu ex-
trahieren, die einen obligatorischen Teil der Domänenbeschreibung darstellt.
Auch hier sind Dopplungen möglich und müssen herausgefiltert werden. Wer-
den getypte Variablen verwendet, müssen den Variablen der Prädikate die
entsprechenden Typen aus der Parameterdefinition zugeordnet werden. Die
Rückgabe der Funktion für den obigen Operator sollte demnach die folgende
Liste von Prädikaten sein:
( isDown ? s − s u r f a c e )
( i sPo i n t i n gTo ? s − s u r f a c e ?p − p r o j e c t o r )
( i s A c t i v e ?d − data ?p − p r o j e c t o r )
Algorithm 2 getPredicates(operators)
for all operators do
predicates← precond.getPredicates() ∪ effects.getPredicates()
for all predicates do
for all arguments do
for all parameters do








Bei der Verwendung von Typen kann ein weiteres Problem auftreten. So kann
in einem Operator das Prädikat (isOn ?l ) einen Parameter vom Typ lamp
verwenden. Ein anderer Dienst nutzt (isOn ?p) dagegen mit einem Parameter
vom Typ projector . Da in der Liste der Prädikate im Kopf der PDDL-Domäne
nur ein Prädikat gleichen Names vorhanden sein kann, muss der vorliegende
Typenkonflikt aufgelöst werden, indem ein gemeinsamer Obertyp5, in diesem
Fall zum Beispiel der Typ device, gesucht wird. Die Methode getCommonTy-
pe(firstType, secondType) leistet diese Konfliktlösung. Dafür ist allerdings eine
vorhandene Typenhierarchie nötig, in der der gemeinsame Obertyp gesucht
werden kann. Zwar ist es vorstellbar, eine Typenhierarchie aus einer beste-
henden T-box automatisch zu extrahieren, allerdings nur dann, wenn diese
5In der umgesetzten PDDL-Bibliothek sind Typen jeweils mit einem Verweis auf ihren Ober-
typ (parent) gespeichert. In der Definition von PDDL (Edelkamp und Hoffmann, 2004) ist
der Typ object als absoluter Obertyp festgelegt, d.h. alle Typen haben object als direkten
oder indirekten Obertyp.
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Beschreibung bezüglich der Typen konsistent und eindeutig ist. Kommt es zu
einem Konflikt, wie er hier beschrieben ist, wird die automatische Generierung
einer solchen Hierarchie nicht mehr ohne Weiteres möglich sein. Im Rahmen
der Umsetzung wird daher von gegebenen Typenhierarchien ausgegangen.
Algorithm 3 getCommonType(firstType, secondType)
















Konnten alle Prädikate aus den Operatoren konfliktfrei extrahiert werden, ist
die Domänenbeschreibung vollständig.
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7.2.2 Assemblierung der Problembeschreibung
Für die Assemblierung einer Problembeschreibung werden die aktuelle Situa-
tion der Umgebung, die Intention des Nutzers und die Liste der verfügbaren
Objekte (Geräte) benötigt. Zusätzlich wird die Domäne benötigt, für die das
Problem zusammengestellt werden soll. Theoretisch kann ein Problem auch
ohne Kenntnis der Domäne assembliert werden. Dann jedoch besteht keine
Sicherheit, dass die verwendeten Prädikate und ggf. Typen auch in der ent-
sprechenden Form in der Domäne deklariert wurden. Es sollte daher die Do-
mänenbeschreibung vor der Assemblierung des Problems vorhanden sein.
Die Beschreibung der initialen Situation muss als eine Menge von Belegun-
gen der Prädikate der Domäne formuliert sein. Das Ziel kann als prädika-
tenlogischer, funktionsfreier Satz bestehend aus den Prädikaten der Domä-
ne angegeben werden. Dabei ist zu beachten, dass eine Verwendung spe-
zieller prädikatenlogischer Elemente, Allquantor oder Existenzquantor, eine
PDDL-Anforderung darstellt und zu einem entsprechenden Eintrag in den
: requirements der Domäne führt, wodurch sich die Menge der möglichen Pla-
ner zur Lösung des Problems u. U. verkleinert.
Der Algorithmus zur Assemblierung erzeugt aus der Liste der in der Umgebung
vorhandenen Geräte die Liste der Objekte des PDDL-Problems. Zusammen
mit dem initialen Weltzustand und dem Ziel kann eine Problembeschreibung
kreiert werden.
Algorithm 4 ProblemAssembler(domain)




return new Problem(d, objects, initWS, goal)
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7.3 Wrapperklassen für die Planer
Bei der Umsetzung des Composers konnte auf Arbeiten, die im Rahmen der
Experimente (siehe Abschnitt 5.1.3) durchgeführt wurden, zurückgegriffen
werden. Zur automatisierten Durchführung der Experimente war eine Java-
interne allgemeine Ansteuerung für jeden der untersuchten Planer nötig. Da-
neben war es erforderlich, die Laufzeit der Planungsprozesse durch einen zwei-
ten, pro Planer parallel laufenden Thread zu überwachen und auf 2.000 ms
zu beschränken. Der überwachende Thread wurde Wrapper genannt.
Um den Abbruch eines Planungslaufes implementieren zu können, musste der
Planeraufruf asynchron erfolgen und aufgrund der unterschiedlichen Aufru-
fe für jeden Planer einzeln implementiert werden. Die ensprechenden Klassen
heißen SGPPlanner für SGP, LPGPlanner für LPG usw. Die jeweiligen Inter-
faces zur Verwendung der Planer sind IPlannerWrapper und IPlannerThread.
Bei den verwendeten Planern können zwei Typen unterschieden werden. Der
überwiegende Teil ist über Konsolenaufrufe steuerbar. Die Rückgabe dieser
Planer erfolgt über die Konsolenausgabe oder teilweise über eine Dateirück-
gabe. Andere Planer wie z.B. UCPOP oder SGP sind in Lisp geschrieben und
können nur in einer Lisp-Umgebung gestartet werden. Bei der Umsetzung wur-
de hier Common Lisp für Windows in der Version clisp-2.44 verwendet. Auch
die Rückgaben der Lisp-basierten Planer konnte über die Konsole abgegriffen
werden.
Der externe Programmaufruf der Planer ist zwar in den eigentlichen Planer-
klassen, die eine Umsetzung von java.util.Thread sind, implementiert. Der
Start des Planerthreads und die Laufzeitüberwachung ist jedoch in der ab-
strakten Klasse AbstractPlannerWrapper definiert, von der alle Wrapper er-
ben.
Die maximale Laufzeit, die einem Planer für die Lösung eines Problems einge-
räumt wird, ist im Konstruktor des zugehörigen Wrappers anzugeben. Sollte
die maximale Laufzeit (threshold) überschritten sein, wird die statische Me-
thode killPlanningProcess(), die jeder Planer vom Typ IPlannerThread im-
plementieren muss, aufgerufen. Da alle verwendeten Planer letztlich auf Kom-
mandozeilenaufrufen beruhten, konnte diese Funktionalität in einer eigenen
abstrakten Klasse (RuntimeExecBasedPlanner) gekapselt werden.
Neben dem Start und dem Abbruch von Planungsläufen muss den Planern
das konkrete zu lösende Planungsproblem samt der dazugehörigen Domä-
ne übergeben werden. Alle verwendeten Planer akzeptierten zwei getrennte
PDDL-Dateien, eine Domänen- und eine Problembeschreibung, als Eingaben.
Zusätzlich konnten oder mussten je Planer noch weitere Parameter angegeben
werden. Da die Planer letztendlich über einen Kommandozeilenaufruf gestar-
tet wurden, konnten die Daten der PDDL-Domäne und des PDDL-Problems
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nicht als Objekte oder Streams übergeben werden. Sie werden stattdessen
für jeden Planungslauf in ein Arbeitsverzeichnis, auf das der Planer Zugriff
erhält, gespeichert. Dem Planer werden beim Aufruf lediglich die Pfade der
zwei Dateien (PDDL-Domäne und PDDL-Problem) übergeben. Die Metho-
den writeDomain() und writeProblem() der Klasse AbstractPlannerWrapper
übernehmen diese Aufgabe.
Letztlich wurde in den Planerklassen auch das Parsing der Ergebnisse der Pla-
ner realisiert. Diese Ergebnisse werden von den Planern zum Teil als Konsolen-
oder als Dateiausgaben zurückgegeben. Jeder Planer verfügt über eine stati-
sche Methode parseSolution(), die die Rückgabe des jeweiligen Planers analy-
sieren und die wesentlichen Ergebnisse (resultierender Plan, Grund bei Mis-
serfolg der Planung, u.a.) extrahieren und sie mitsamt zusätzlich erhobener
Metadaten wie Laufzeit oder Validität des resultierenden Plans in einer ein-
heitlichen Datenstruktur vom Typ Result zurückgeben kann. Die eigentlichen
Pläne werden als Objekt vom Typ PartialOrderedPlan zurückgegeben. Die
Verwendung der Klasse PartialOrderedPlan erlaubt es, den Plan auch als
TOP, als S-Expression mit separaten Ordnungsparametern oder als einfachen
String auszugeben. In den Abbildungen 7.1 und 7.2 sind die Abhängigkeiten
der beschriebenen Klassen als UML-Klassendiagramm dargestellt.
Abbildung 7.1: UML-Diagramm der Klasse Result zur Repräsentation eines
Planungsergebnisses
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Im Kapitel 6 wurde eine Komponente zur Auswahl und Steuerung von Planern
gefordert. Diese Komponente wird als Composer bezeichnet. Sie leistet neben
der Überwachung und dem möglichen Abbruch eines Planungslaufes auch die
Auswahl eines Planers in einer intelligenten Umgebung sowie die Umsetzung
verschiedener Ausführungsstrategien (vgl. 5.1.5).
Im letzten Abschnitt 7.3 wurde gezeigt, wie die Laufzeitüberwachung und der
Abbruch von Planern realisiert wurde. Im aktuellen Abschnitt wird die Um-
setzung der Planer als Dienst und deren Verwendung innerhalb des Composers
beschrieben.
Bevor die Umsetzung der Ausführungsstrategien beschrieben wird, soll zu-
nächst die Planungsdienstschnittstelle vorgestellt werden. Darauf aufbauend
wird im Anschluss die Umsetzung als Dienst erläutert.
7.4.1 Schnittstelle eines Planungsdienstes
Soll ein Planer als Dienst umgesetzt werden, ist es nötig, die Schnittstelle des
Dienstes zu beschreiben. Aufgrund der Umsetzung als Webservice wird hierfür
WSDL verwendet. Durch die Benutzung der Werkzeuge des Axis2 Paketes
konnte die Erzeugung der WSDL-Beschreibungen als auch die Generierung
der für einen Webservice nötigen Stubs und Skeletons automatisiert werden.
Durch die einheitliche Handhabung der Planer mit Hilfe von Wrappern (siehe
Abschnitt 7.3) ist der Entwurf einer gemeinsamen Dienstschnittstelle einfach.
Ein Planungsdienst hat vier Funktionen:
• setDomainAndProblem(String d, String p)
Mit dieser Methode werden dem Planungsdienst die in PDDL formulier-
te Domäne und das Problem übergeben. Um Unfairness bei sehr langen
Domänen- oder Problembeschreibungen zu vermeiden, wurde der Start
des Planers vom Prozess des Sendens von Domäne und Problem an den
Planer getrennt.
• startPlanning()
Diese Methode gibt das Ergebnis der Planung zurück. Der Aufruf ist
synchron implementiert. Die nötige Asynchronität muss durch den auf-
rufenden Composer umgesetzt werden, was durch die bereits erläuterten
Wrapperklassen erreicht wird.
• stopPlanning()
Der parameter- und rückgabelose Aufruf dieser Methode stoppt den ak-
tuellen Planungsprozess des Dienstes. Diese Funktion kann unabhängig
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davon, ob aktuell ein blockender Aufruf von startPlanning() läuft, auf-
gerufen werden.
• getCapabilities()
Diese Funktion liefert die Fähigkeiten des Planers zur Zeit als einfachen
String von PDDL-Requirements zurück. Sie ist für die Berücksichtigung
neuer Planer im Planungsauswahlprozess wesentlich.
Die Umsetzung der Dienstklassen ähnelt sehr stark den im letzten Abschnitt
vorgestellten Wrappern. Auch hier gibt es eine Zweiteilung zwischen Dienst
und Planerklasse, um die asynchrone Erreichbarkeit der Dienstmethoden zu
ermöglichen.
Um die Dienste seitens des Composers ansprechen zu können, ist es vorteil-
haft, Dienstclients zu implementieren. Zwar wird von den AXIS2-Werkzeugen
anhand der WSDL-Beschreibung ein Webservice-Stub generiert, der den Zu-
griff auf den Dienst ermöglicht, allerdings bestehen diese Stubs aus über 2.500
Zeilen automatisch generiertem, schlecht zu überblickendem Code, der zudem
bei jeder Änderung neu generiert wird und manuelle Erweiterungen ignoriert
und überschreibt.
In den Dienstclients werden beim Aufruf eines Planers sogenannte Callback-
Objekte erzeugt, die aktiv werden, wenn der entsprechende Dienst eine Ant-
wort sendet. Damit ist der eigentliche Dienstaufruf blockend, also synchron.
Die Umsetzung im Composer ist jedoch nicht-blockend und damit asynchron.
Daher muss für jeden verwendeten Planer ein zusätzlicher Thread, in dem das
Callback-Objekt läuft, den blockenden Aufruf von startPlanning() ausführt
und auf dessen Antwort wartet, gestartet werden.
7.4.2 Ablauf Composer
Wird der Composer gestartet, arbeitet er iterativ die folgenden Schritte ab.
Dabei ist zur Zeit die Race-Strategie implementiert. Durch die Kapselung der
verschiedenen Funktionalitäten ist eine Umsetzung der anderen Strategien
ohne Weiteres möglich.6
1. init()
Im ersten Schritt werden PDDL-Domäne und -Problem erstellt. Dazu
werden die Daten der Umgebung an den Assembler delegiert, welcher
daraus die Domäne und das Problem generiert (vgl. Abbildung 6.6).
6Einen einzelnen Planer auszuwählen und zu starten ist trivial genau wie das sukzessive




Hier wird eine Liste der in der Umgebung verfügbaren Planer aus dem
Planerrepository erstellt. Anhand der Anforderugen des Planungspro-
blems können die Planer auf ihre funktionale Tauglichkeit zur Lösung
des Problems überprüft werden. Dafür besitzen die Dienstclients der
Planer die boolsche Methode canHandle(), die eine Liste von PDDL-
Requirements als Parameter akzeptiert. Weiterhin können in diesem
Auswahlschritt noch weitere Anforderungen an die Planer (z.B. die Ge-
nerierung von POPs) überprüft werden.
3. sendRequests()
Stehen die verfügbaren Planer fest, kann das Planungsproblem ver-
schickt werden. Dabei werden zuerst alle Domänen- und Problembe-
schreibungen an die Planer gesendet. Sobald dieser Vorgang abgeschlos-
sen ist, können die Planer parallel gestartet werden, was faire Voraus-
setzungen für die Bewertung der Antwortzeiten der Planer schafft.7
4. waitForResponses()
Wurden die Planer gestartet, wartet der Composer auf den Aufruf der
update()-Methode der Callback-Objekte der PlanerClients. Wurde ein
valider Plan gefunden, wird die Planung aller anderen Planer mittels
der Methode stopPlanning() abgebrochen.
Der letztendlich erhaltene Plan kann im Anschluss nochmals validiert und
dann an die Umgebung übergeben werden. Zur Ausführung des Plans im ak-
tuellen SmartLab ist eine Übermittlung des Plans als S-Expression nötig. Die
entsprechende Umwandlung realisiert die Klasse Result.
Abbildung 7.3 verdeutlicht das Zusammenspiel der beschriebenen Komponen-
ten und enthält weiterhin die Klassen DomainAssembler und ProblemAssem-
bler (siehe Abschnitt 7.2).
7Ist ein Dienst ausgefallen und reagiert nicht auf das Senden der Daten, kann diese faire
Variante unter Umständen zu unnötig langen Wartezeiten führen, da hier auf alle Planer-
dienste gewartet wird. Eine Entscheidung, wie in diesem Schritt am besten zu verfahren
ist, sollte in der Praxis getroffen werden.
























































7.4.3 Einbinden eines neuen Planers
Durch die Etablierung einer einheitlichen Schnittstelle für Planer, wird das
dynamische Hinzufügen und Entfernen von Planern durch die Umsetzung der
Mechanismen einer SOA möglich.
Dabei ist es sinnvoll, in den Registrierungsprozess eines neuen Planers einige
Tests zu integrieren. Hier könnten anhand der im Abschnitt 5.2.2 beschrie-
benen Testprobleme die Fähigkeiten des Planers überprüft werden. Auf diese
Weise kann sichergestellt werden, dass alle zur Verfügung stehenden Planer
konsistente funktionale Eigenschaften aufweisen.
Mit Hilfe der getCapabilities() ist es möglich, die Fähigkeiten des Planers
zu beurteilen, was dem Composer eine funktionsbasierte Auswahl der Planer
ermöglicht. Weiterhin sollte im Rahmen des Anmeldeprozesses die Effizienz
des Planers getestet werden. So lässt sich beispielsweise der Offset des neu-
en Planers (vgl. Abschnitt 5.1.3.3) relativ schnell automatisch ermitteln, was
eine gute Orientierung bei der Einordnung der Leistungsfähigkeit des neuen
Planers im Vergleich zu den vorhandenen Planern ermöglicht. Daneben kann
die Umgebung funktionale Anforderungen an die Planer haben (siehe Tabelle
5.8). So ist es beispielsweise denkbar, nur Planer zu verwenden, die partiell
geordnete Pläne erzeugen können. Mit Hilfe der im Anhang B aufgelisteten
Testprobleme lässt sich auch eine Überprüfung dieser Eigenschaften im Rah-
men des Anmeldeprozesses umsetzen.
Sollten die entsprechenden Ressourcen vorhanden sein, können im Rahmen
der Registrierung weiterhin die Laufzeitqualitäten eines neuen Planers anhand
der in der Umgebung aufgetretenen Probleme in größerem Umfang getestet
werden.
Auf Seiten der Implementierung wird die Repository-Funktionalität für die
Planer zur Zeit durch den Composer zur Verfügung gestellt. Diese könnte und
sollte bei einer weiterführenden Implementierung ausgelagert werden, um so
die Komplexität des Composers weiter zu verringern.
7.4.4 Integration und Auslagerung der Planer
Anhand der durchgeführten Experimente (siehe Abschnitt 5) lässt sich erken-
nen, dass es zwar Unterschiede zwischen den Planern gibt, aber dennoch Pla-
ner existieren, die deutlich besser geeignet erscheinen, die gestellten Probleme
zu lösen. Daher ist es zu überdenken einige Planer direkt in den Composer zu
integrieren. Diese Vorgehensweise hätte den Vorteil, dass in einer unbekann-
ten Umgebung immer ein Planer zur Verfügung steht. Weiterhin kann dessen
Effizienz bereits im Vorfeld überprüft worden sein, was gute Laufzeitabschät-
zungen zuließe.
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Allerdings müssen sich dann Planer und Composer die gleichen Ressourcen
teilen, was aufgrund der starken CPU-Auslastung des Planungsprozesses pro-
blematisch werden kann, da u.U. die Reaktionszeit des Composers vermindert
wird.
Werden Planer in den Composer integriert, können einzelne Planer zur Lösung
eines Problems herangezogen werden. Auch die Austauschstrategie könnte um-
gesetzt werden. Eine Race-Strategie ist allerdings nicht realisierbar. Grund ist
auch hierfür die Notwendigkeit, gemeinsame Ressourcen zu teilen, was selbst
bei mehreren Prozessoren nicht immer fair umzusetzen ist.
Allerdings hat auch die Verteilung der Planer Nachteile. So ist nicht zu über-
prüfen, ob die Planungsergebnisse eines Planers fair sind. Es ist im Sinne der
Agententheorie denkbar, dass es in einer intelligenten Umgebung egoistische
Agenten/Geräte gibt. Ziel dieser Geräte könnte es sein, eigene Ressourcen zu
sparen aber dennoch ihre Intentionen in vollem Umfang umzusetzen. Es ist
vorstellbar, dass ein Planer, der im Sinne eines solchen egoistischen Gerätes
handelt, Dienste des eigenen Gerätes bewusst nicht einsetzt, um so die eige-
nen Ressourcen zu schonen und nur dann einzusetzen, wenn es nicht anders
möglich ist.
Ist in der Umgebung lediglich ein egoistischer Planer vorhanden, kann dem
nicht begegnet werden. Wird jedoch davon ausgegangen, dass der egoistische
Planer mit mindestens einem anderen, vergleichbar leistungsfähigen fairen
Planer konkurriert und beide Planer versuchen, schnellstmöglich ein Ergebnis
zu liefern, kann argumentiert werden, dass die vom egoistischen Planer ange-
strebten Einsparungen dem Planungsproblem zusätzliche Komplexität hinzu-
fügen. Da der faire Planer ein einfacheres Problem zu lösen hat, stehen seine
Chancen, schneller eine Lösung zu finden, dementsprechend besser, sodass es
insgesamt wahrscheinlicher ist, dass ein fairer Plan zur Anwendung kommt.
Kapitel 8
Diskussion und Ausblick
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8.1 Zusammenfassung
In der vorliegenden Arbeit wurde die Eignung KI-planungsbasierter Dienste-
komposition für den Einsatz in intelligenten Umgebungen als Mittel zur Um-
setzung von Nutzerassistenz und automatischer Gerätekooperation untersucht.
Besonderes Augenmerk lag dabei auf der Unaufdringlichkeit der Komposition
und der Fähigkeit in dynamischen Ad-hoc-Umgebungen einsetzbar zu sein.
Dienstekomposition Basierend auf einer Literaturrecherche wurden Kom-
positionsmethoden anhand einer temporalen und einer modalen Dimension
klassifiziert. Dabei wurde die Erstellung des Prozessmodells als auch die Er-
stellung der Aktionssequenz betrachtet. Intelligente Umgebungen erfordern
Kompositionsmethoden, die dynamisch und automatisch sowohl bei der Er-
zeugung des Prozessmodells als auch bei der Erzeugung der Aktionssequenz
sind. Nur wenige Ansätze aus der Literatur entsprechen diesen Anforderungen.
Von den geeigneten Ansätzen wird hauptsächlich KI-Planung zur Erstellung
des Prozessmodells angewendet. Allerdings konnten keine Angaben über deren
Laufzeitverhalten gefunden werden. Auch die Modellierung realer Szenarien
wird in den entsprechenden Veröffentlichungen nicht thematisiert.
KI-Planung zur Komposition Aufbauend auf einer Formalisierung klas-
sischer KI-Planung wurde beschrieben, dass der Anwendbarkeit von KI-Planung
verschiedene Annahmen zugrunde liegen. Intelligente Umgebungen genügen
nicht allen diesen Anforderungen. Einige Anforderungen von intelligenten Um-
gebungen werden auch von anderen Anwendungsgebieten der KI-Planung ge-
stellt. So hat auch die Robotik einen starken physikalischen und räumlichen
Bezug. Im Semantik Web muss mit offenen Systemen und Unsicherheiten ge-
plant werden. Anpassungen dieser Gebiete können auch in intelligenten Umge-
bungen verwendet werden. Aufgrund der hohen Dynamik ist insbesondere die
Annahme der Offline-Planung in intelligenten Umgebungen kritisch zu sehen.
Durch sehr schnelle Planungsläufe kann dieser Anforderung jedoch begegnet
werden.
Um Dienstekomposition in intelligenten Umgebungen durchführen zu kön-
nen, müssen die Kompositionsprobleme so formuliert sein, dass sie von Pla-
nern verstanden und gelöst werden können. Als intermediäre Austauschspra-
che für Planungsprobleme wird PDDL verwendet, da fast alle Planer diese
Sprache unterstützen. Durch den räumlichen Bezug intelligenter Umgebun-
gen ist jedem Dienst ein Gerät in der Umgebung zuzuordnen, dabei hat jede
Dienstausführung Effekte und Nebeneffekte, die die Umgebung beeinflussen.
Anders als bei Webservices kann von dieser lokalen Komponente nicht abstra-
hiert werden. Daher müssen die Vorbedingungen und insbesondere die Effekte
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eines Dienstes explizit deklariert sein. Nur so kann eine korrekte Komposi-
tion erreicht werden. Eine alleinige Verwendung einer syntaktischen Beschrei-
bung der Ein- und Ausgänge eines Dienstes ist nicht ausreichend. Somit ist
die Möglichkeit der Formulierung von PEs eine wesentliche Anforderung an
eine Dienstbeschreibungssprache für intelligente Umgebungen in denen KI-
planungsbasierte Komposition eingesetzt werden soll.
Bei der anschließenden Evaluierung aktueller Dienstbeschreibungssprachen
stellte sich heraus, das keine Sprache direkte verwendbar war, jedoch OWL-S,
WSMO als auch DSD geeignet sind, PEs in Dienstbeschreibungen zu hinter-
legen. Für die Weiterverarbeitung durch einen Planer ist eine Umwandlung
der Dienstbeschreibungen in PDDL-Operatoren dennoch unumgänglich.
Eine intelligente Umgebung ist zielorientiert, daher müssen neben den Diensten
auch die Ziele formalisiert werden. Da KI-Planung auf einer Beschreibung der
Welt als Zustandsübergangssystem beruht, bieten sich hier auch zustands-
basierte Ziele an. Eine Verwendung aufgabenbasierter Ziele ist nicht direkt
möglich.
Modellierung Um die Anwendbarkeit von PDDL zur Beschreibung realer
Anwendungen in intelligenten Umgebung zu belegen, wurden drei Szenarien
aus der Literatur sowie ein eigenes Szenario, dass sich am SmartLab der Uni-
versität Rostock orientiert, als Kompositionsprobleme in PDDL modelliert.
Die Vision intelligenter Umgebung geht davon aus, dass in einer Ad-hoc-
Umgebung verschiedene Geräte verschiedener Hersteller spontan zusammen-
treffen und dennoch in der Lage sind, sinnvoll miteinander zu interagieren.
Bezogen auf die Komposition dieser Dienste bedeutet das, dass die Operatoren
mit denen die Dienste der Geräte beschrieben sind, sinnvoll zu einer Domäne
zusammengefasst werden können. Dieses Zusammenführen der Operatoren zu
einer gemeinsamen Domäne geschieht dynamisch und erst zur Laufzeit der
Umgebung. Um eine verteilte Modellierung von Operatoren zu gewährleisten,
ist neben der Etablierung gemeinsamer Ontologien eine Modellierungsrichtline
erforderlich. Eine solche Richtline wurde entworfen.
Laufzeitexperimente Um unaufdringliche Komposition zu ermöglichen,
sind schnelle Planungszeiten erforderlich. Aus ersten Experimenten war zu
sehen, dass Planer gleiche Probleme verschieden schnell lösen. Weiterhin sind
Planer für die Lösung unterschiedlicher Probleme verschieden gut geeignet.
Daher wurden Planer anhand von generierten Problemen als auch anhand der
im Kapitel 4 erstellten Beispielszenarien evaluiert, um das Laufzeitverhalten
der Planer bei der Verwendung in intelligenten Umgebungen abzuschätzen.
Das Laufzeitverhalten wurde anhand der Parameter o (Anzahl der Opera-
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toren), n (Anzahl der Zustandvariablen), i (Anzahl der wahren initialen Zu-
standsvariablen), g (Anzahl der Zielzustände) und r (Anzahl der Vorbedingun-
gen und Effekte der Operatoren) untersucht. Es zeigte sich, dass die Anzahl
der Zustandsvariablen den größten Einfluss auf die Planungsdauer hat.
Eine interssante Beobachtung dabei war, dass einzelne Planungsläufe sehr viel
länger als vergleichbare Läufe benötigen. Diese Ausreißer oder Peaks gefährden
die Unaufdringlichkeit einer intelligenten Umgebung. Grund für die Peaks ist
das Phänomen der Phasentransition. Sie sind daher unvermeidlich.
Es wurden drei Hypothesen aufgestellt, die mit Hilfe der Experimente zu
überprüfen waren:
1. Wenn ein Planungslauf in eine Laufzeitspitze gerät, ist es sehr wahr-
scheinlich, dass kein Plan gefunden wird und der Lauf daher vorzeitig
abgebrochen werden kann.
2. Verschiedene Planer haben verschiedene Laufzeitspitzen.
3. Es kann eine signifikante Problemregion identifiziert werden, die stellver-
tretend für eine größere Region steht, um Vorhersagen über die Effizienz
von Planern darin zu treffen.
Davon mussten die erste und die letzte Hypothese auf Grundlage der Expe-
rimentdaten verworfen werden. Es konnte jedoch nachgewiesen werden, dass
verschiedene Planer unterschiedliche Peaks aufweisen, wodurch die zweite Hy-
pothese angenommen werden konnte.
Eignung der Planer Die Evaluierung von fünf aktuellen Planern anhand
der modellierten Beispielszenarien ergab, dass die Planer FF und LPG gut
geeignet waren, Kompositionsprobleme zu lösen. Während FF sehr schnel-
le Lösungen generierte, jedoch eins der acht gestellten Problem nicht lösen
konnte, war LPG in der Lage, alle Probleme zu lösen, allerdings insbesondere
bei den schwierigeren Problemen in erheblich langsamerer Zeit als FF. Es war
auch zu sehen, dass für Probleme die lediglich kausale Aktionsketten suchen,
die Geschwindigkeit aktueller Planer ausreichend ist. Ist Ressourcenplanung in
den Planungsproblemen enthalten, steigen die Laufzeiten der meisten Planer
spürbar an.
Anhand der Laufzeitexperimente wurde weiterhin ersichtlich, dass sich Pla-
ner nicht nur anhand ihrer Effizienz sondern auch funktional unterscheiden.
Bei der Synthese von verteilten Problemen ist es wichtig, die Eigenschaften
der Planer genau zu kennen. Einfachste Problembeschreibungen, die von vier
Planern problemlos geparst und gelöst werden, können beim fünften Planer
zu einer Fehlermeldung oder keiner Lösung führen. Es konnten verschiedene
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syntaktische und semantische Muster isoliert werden, die bei einigen Planern
zu Problem führten. Beispiele dafür sind der korrekte Umgeng mit getypten
Variablen oder nicht instanziierten Typen. Es wurden Testprobleme erstellt,
die es erlauben, die funktionale Eignung von Planern zu überprüfen.
Werden die Erfahrungen aus Laufzeitexperimenten und funktionaler Überprü-
fung zusammen betrachtet, empfiehlt sich eine Verwendung von LPG bzw. FF
für den Einsatz als Planer zur Dienstekomposition in einer intelligenten Umge-
bung. Ein weiterer aussichtsreicher Kandidat ist der Planer LAMA, der leider
nicht mehr im Rahmen der Laufzeitexperimente evaluiert werden konnte, aber
dennoch in Einzeltests sehr gute Leistungen zeigte. Im Gegensatz zu den bei-
den vorher genannten ist LAMA ein rein sequentieller Planer und so nicht
in der Lage POPs zu erzeugen, was aus Sicht der Planausführung kritisch zu
sehen ist.
Strategien Aufgrund der Beobachtungen, die während der Laufzeitexperi-
mente gesammelt worden, wurden drei verschiedene Strategien zur Verringe-
rung der Laufzeit der Planungsläufe vorgeschlagen und untersucht: Austausch-
, Neustart- und Race-Strategie. Insbesondere die Austauschstrategie erwies
sich hierbei als vorteilhaft. Dabei werden die in einer intelligenten Umgebung
verfügbaren Planer zunächst nach ihrer voraussichtlichen Lösungsgeschwindg-
keit in einer Liste geordnet. Dann bekommen die Planer ein bestimmtes Zeit-
fenster zur Lösung des aktuellen Problems. Kann innerhalb dieser Spanne
keine Lösung gefunden werden, wird der Planungslauf abgebrochen und dem
nächste Planer aus der Liste wird das Problem zu Lösung übergeben.
Bedingung für einen erfolgreichen Einsatz der Strategie ist eine gute Heuristik,
die einerseits zu einer effektiven Ordnung der Planer führt und andererseits
die Zeitfenster, die pro Planer unterschiedlich sein können, möglichst optimal
berechnet. Basierend auf den Offsets der Planer kann eine solche Heuristik
in einer Ad-hoc-Umgebung schnell initiiert werden kann. Sie sollte allerdings
während der Laufzeit der intelligenten Umgebung angepasst werden.
Entwurf und Umsetzung des Composers Um KI-planungsbasierte Kom-
position von Diensten in intelligenten Umgebungen durchführen zu können,
bedarf es einer Komponente, die diese Aufgabe in der Umgebung übernimmt.
Die entwickelte Komponente, der Composer, wurden für die prototypische
Umsetzung im Rahmen des GRK MuSAMA zur Verfügung gestellt. Der Com-
poser wurde zentral entworfen, da zum einen die Assemblierung der Domänen-
und Problembeschreibung nur zentral erfolgen kann. Zum anderen arbeitet
auch klassische KI-Planung üblicherweise zentral. Zentrale Komponenten in
dynamischen Umgebungen haben Nachteile. Sie können ausfallen und damit
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im schlimmsten Fall die Funktionalität der Umgebung negativ beeinflussen.
Es muss dabei jedoch beachtet werden, dass die Komposition aus der Gene-
rierung des Prozessmodells und der Ausführung der Aktionssequenz besteht.
Die verteilte Ausführung von Aktionssequenzen (in Fall der Verwendung von
KI-Planungs also Plänen) ist trotz zentraler Erstellung des Plans einfach um-
zusetzen, sodass lediglich die Assemblierung der Domänen- und Problembe-
schreibung sowie die anschließende Erstellung des Plans zentral erfolgen muss.
Dabei handelt es sich bei den betrachteten Szenarien um Zeiträum, die im
Sekundenbereich liegen, wodurch der Verlust beim Ausfall der Kompositions-
komponente gering ist.
Weiterhin wurde eine allgemeine Schnittstelle für einen Planungsdienst vor-
gestellt, was eine Auslagerung der Planer aus dem Composer auf verschieden
Geräte der Umgebung ermöglicht, sodass lediglich die Funktionalität des Com-
posers als zentral anzusehen ist, was das Gesamtsystem robuster gegenüber
Ausfällen macht. Die geringe Größe des Composers erlaubt weiterhin eine
schnelle und einfache Migration. Zwar ist das beschriebene Konzept des Com-
posers prinzipiell immer noch als zentral anzusehen, dennoch wurde durch
die Verteilung der Planer versucht, der Dynamik intelligenter Umgebungen
gerecht zu werden.
Die Planung erfolgt offline. Während der Planungszeit kann sich der Zustand
der Welt jedoch ändern. Betrifft eine solche Änderung die Planung wird von
einer kritischer Änderungen gesprochen. Im Falle einer kritischer Änderung
muss eine Planung wiederholt werden. Auch hier ist der Verlust aufgrund der
anvisierten Planungszeiten im Sekundenbereich gering.
Als Teil des Composers wird eine Komponente zur Planerselektion und Über-
wachung vorgestellt, deren Aufgabe es ist, die beschriebenen Strategien um-
zusetzen. Das Konzept der hier vorgestellten Planerauswahl verfügt zusätzlich
zur effizienzbasierten auch über eine funktionsbasierte Auswahl und ermög-
licht weiterhin die Überwachung von Planungsläufen und stellt so einen si-
gnifikanten Fortschritt gegenüber des von Howe u. a. (1999) beschriebenen
Metaplaners BUS dar, der sich auf die Auswahl eines bestmöglichen Planers
für ein bestimmtes Problem beschränkte. Des Weiteren war BUS eine statische
Implementierung mit vier fest integrierten Planern. Durch eine servicebasierte
Umsetzung ist der hier beschrieben Composer in der Lage, auch neue unbe-
kannte Planer zu integrieren, was einen zusätzlichen Vorteil darstellt.
Wesentlich für die Unaufdringlichkeit einer Komposition ist neben deren Ge-
schwindigkeit ist auch der Zeitpunkt an dem eine Komposition gestartet und
vor allem ausgeführt wird. Wird eine Komposition zum falschen Zeitpunkt
gestartet kann sie den Nutzer erheblich stören. Es wurde daher argumentiert,
dass eine Komposition aus Gründen der Unaufdringlichkeit nur bei einer neu-
en Nutzerintention gestartet werden sollte.
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8.2 Bewertung der Eignung des Composers
Als Anforderungen an eine Architektur zur Nutzerassistenz in intelligenten
Umgebungen nennen Heider und Kirste (2002) die folgenden Punkte, anhand
derer sich die Eignung des Composers für einen Einsatz in intelligenten Um-
gebungen überprüfen lässt. Im Anschluss an die jeweilige Anforderung wird
eine entsprechende Bewertung des in dieser Arbeit entworfenen Composers
gegeben.
• Sicherstellung der Unabhängigkeit der Komponenten
Eine Unabhängigkeit der Komponenten ist durch die servicebasierte Um-
setzung erfüllt. Die Modellierungsrichtlinie erlaubt darüber hinaus un-
abhängige Modellierung der Gerätebeschreibungen.
• Dynamische Erweiterbarkeit durch neue Komponenten
Da das der Komposition zugrunde liegende Planungsproblem vor jeder
Planung neu erstellt wird, ist diese Dynamik gegeben. Auch die Menge
der Planer ist durch eine servicebasierte Integration dynamisch erweiter-
bar.
• Vermeidung von zentralen Komponenten
Diese Forderung kann nicht vollständig erfüllt werden. Durch Trennung
von Planern und Planermanagement ist allerdings eine Verteilung die-
ser Komponenten möglich, was die Robustheit des Systems signifikant
erhöht.
• Unterstützung von verteilter Implementierung
Durch die Nutzung von PDDL als allgemein anerkannte und verbreitete
Sprache zur Beschreibung von Planungsproblemen sowie die Beschrei-
bung und Verwendung einer allgemeinen Schnittstelle für Planungsdien-
ste wird eine verteilte Implementierung unterstützt. Daneben sind die
Modellierungsrichtlinen ein wesentlicher Schritt zur einheitlichen und
verteilten Implementierung von Geräten intelligenter Umgebungen.
• Die flexible Wiederverwendbarkeit
Die Verwendung von serviceorientierter Architektur in Verbindung mit
standardisierten bzw. akzeptierten Beschreibungssprachen ermöglicht ei-
ne flexible Wiederverwendbarkeit aller Komponenten.
• Austauschbarkeit der Komponenten
Durch einheitliche Schnittstellen ist auch die Austauschbarkeit der Kom-
ponenten gegeben.
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Es kann zusammengefasst werden, dass bis auf die Vermeidung zentraler Kom-
ponenten allen von Heider und Kirste (2002) gestellten Anforderungen mit
dem hier vorgestellten Composer entsprochen werden konnte.
8.3 Diskussion und Ausblick
Das hier dargestellte Konzept weist Grenzen auf, die kurz genannt werden sol-
len. Aufgrund der Bearbeitung des Themas entwickelten sich weiterhin neue
Fragen und Ideen, deren Beantwortung zukünftigen Arbeiten überlassen wer-
den muss.
8.3.1 Logikbasierte Beschreibung der Umgebung
Wenngleich die Beschreibung von Geräten mit elaborierten logikbasierten
Sprachen wie PDDL wesentlich komfortabler als beispielsweise eine Modellie-
rung mit einfachen Hornklauseln ist, so ist sie dennoch nur von einem Speziali-
sten durchzuführen. Die Modellierung von Gerätefunktionalität beispielsweise
durch den Anwender ist nicht realistisch.
Bei der Formulierung von Operatoren für verschiedene Dienste ist zu beob-
achten, dass sich bestimmte Vorbedingungen und Effekte häufig wiederholen.
Diese könnten in abstrakte Operatoren ausgelagert werden, die bestimmten
Gerätetypen zuzuordnen wären. Eine solche Zuordnung einzelner Geräte zu
vordefinierten Gerätetypen erlaubt beispielsweise UPnP. Die Verwendung ab-
strakter Operatoren würde einerseits die Beschreibungen der Dienste vereinfa-
chen und so u.U. auch die Modellierung vereinfachen. Sie würde andererseits
auch die Möglichkeit eröffnen, abstrakte Pläne zu erzeugen, die wesentlich
mehr Freiheitsgrade als instanziierte Pläne hätten und so eine dynamischere
Anwendung ermöglichten.
Abstrakte Operatoren könnten auch bei der verteilten Modellierung aller Vor-
bedingungen und Effekte der von einem Gerät angebotenen Dienste helfen.
Diese Modellierung ist zumindest für die Hersteller der Geräte eine nicht un-
erhebliche zusätzliche Belastung. Abgesehen von der daraus entstehenden Not-
wendigkeit, sich mit anderen Herstellern auf einheitliche Ontologien zu einigen,
müssten alle Effekte und insbesondere Nebeneffekte einer Dienstausführung
formalisiert werden. Eine solche Anforderung an die Industrie ist kritisch zu se-
hen. Ein möglicher Kompromiss könnte darin bestehen, sich auf eine Reihe von
Umweltfaktoren, wie Geräuschpegel, Lichtintensität, Wärmeentwicklung u.a.
zu einigen, deren Beeinflussung durch eine Dienstausführung immer beschrie-
ben werden müsste. Schon mit diesem ersten Schritt dürften sich interessante
Anwendungsmöglichkeiten von KI-planungsbasierter Komposition eröffnen.
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Eine weitere kritische Anforderung des in dieser Arbeit vorgestellten Konzep-
tes zur Dienstekomposition ist die Notwendigkeit, den aktuellen Zustand aller
Dienste in der Umgebung verfügbar zu machen. Wurde in der Umgebung eine
Lampe eingeschaltet, muss dieser Fakt auch für den Composer verfügbar sein.
Denkbar wäre eine zusätzliche Statuskomponente pro Gerät, die den aktuel-
len Zustand des Gerätes verfügbar macht. Da intelligente Umgebungen auch
Klein- und Kleinstgeräte beinhalten, ist dies nicht für alle Geräte realistisch.
Für solche Geräte müssten die Zustände zentral gehalten werden, was jedoch
dem Gebot der Vermeidung von Zentralität widersprechen würde.
Im Abschnitt 4.2.4 wurden verschiedene locks erwähnt, die zur Modellierung
andauernder Aktionen nötig sind. Sie könnten über abstrakte Operatoren rea-
lisiert werden. Allerdings entsteht dann das Bedürfnis nach Rechten, da es
Situationen gibt, in denen locks aufgelöst werden dürfen, in anderen jedoch
nicht. Eine Konfliktlösung kann die Kompositionsinstanz hier nicht leisten.
Da eine Rechteverwaltung in PDDL zur Zeit nicht vorhanden ist und auch in-
haltlich wenig mit der Sprache korreliert, müssten für Verwaltung von Rechten
andere Sprachen zum Einsatz kommen und im Rahmen der Transformation
der Dienstbeschreibungen in PDDL aufgelöst werden.
8.3.2 Unterstützung mehrerer Benutzer
Zur Zeit wird nur die Komposition von Zielen für einen Benutzer betrachtet.
Daher wird generell davon ausgegangen, dass in einer Umgebung nur ein Ziel
gleichzeitig existiert. Sind verschiedene Nutzer mit konkurrierenden Zielen
im Raum, können Konflikte zwischen den Zielen auftreten. Eine Möglichkeit
diese Konflikte zu lösen, ist eine wiederum zentrale Intentionsanalyse. Seitens
der Komposition kann dieser Konflikt nicht gelöst werden, der beschriebene
Composer kann nur mit einem Ziel gleichzeitig umgehen.
8.3.3 Planerheuristik
Es konnte keine einfach zu berechnende Maßzahl gefunden werden, anhand der
eine schnelle Bewertung der Effektivität der Planer erfolgen könnte. Stattdes-
sen ist die Verwendung lernender Verfahren, die sukzessive die Tauglichkeit
verschiedener Planer bewerten können, an dieser Stelle erfolgversprechender.
Dies ermöglicht es zudem, neue unbekannte Planer in den Kompositionspro-
zess mit einzubeziehen.
Auch die vorgestellten Strategien, insbesondere die Austauschstrategie, beru-
hen auf einer möglichst optimalen Bewertung der Leistungsfähigkeit der Pla-
ner. Lässt sich die funktionsbasierte Leistungsfähigkeit eines Planers durch
die Evaluierung des Planers anhand der vorgestellten Testprobleme noch rela-
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tiv einfach umsetzen, ist die Bewertung des Laufzeitverhaltens eines Planers
schwieriger. Der verlässlichste Weg einen effizienten Planer für ein Problem
zu finden, ist der empirische Vergleich. Da ein solcher Vergleich in Ad-hoc-
Umgebungen nicht zu realisieren ist, sollten hier lernende Verfahren zum Ein-
satz kommen.
Wenn eine gelernte Heuristik verwendet wird, ist allerdings auch das Problem
des Single-Point-of-Failiure kritischer, da mit einem Ausfall des Composers
auch die angelernte Heuristik verloren geht. Daher sollte ein robustes System





( d e f i n e ( domain toms− route−planning )
( : r e qu i r emen t s : s t r i p s : t y p i n g )
( : t y p e s data p r i n t e r − ob j e c t )
( : p r e d i c a t e s
( i s O n l i n e ?p − p r i n t e r )
( i s S t a r t ?a − data )
( i s D e s t i n a t i o n ?a − data )
( i sAdd r e s s ?a − data )
( isURL ?d − data )
( i s P r i n t e d ?d − data )
( con ta i n sRou t e ?d − data ?a1 ?a2 − data )
( isEmptyDocument ?d − data )
)
( : a c t i o n switchOn
: pa ramete r s (? p − p r i n t e r )
: p r e c o n d i t i o n ( not ( i s O n l i n e ?p ) )
: e f f e c t ( i s O n l i n e ?p ) )
( : a c t i o n pr intDocument
: pa ramete r s (? d − data ?p − p r i n t e r )
: p r e c o n d i t i o n ( and ( i s O n l i n e ?p )
( not ( isEmptyDocument ?d ) ) )
: e f f e c t ( i s P r i n t e d ?d ) )
( : a c t i o n ge tAdd re s s
: pa ramete r s (? a − data )
: p r e c o n d i t i o n ( isURL ?a )
: e f f e c t ( and ( not ( isURL ?a ) ) ( i sAdd r e s s ?a ) ) )
( : a c t i o n getRoute
: pa ramete r s (? a1 ?a2 − data ?d − data )
: p r e c o n d i t i o n ( and ( i s S t a r t ? a1 )
( i s D e s t i n a t i o n ?a2 )
( i sAdd r e s s ? a1 )
( i sAdd r e s s ? a2 )
( isEmptyDocument ?d ) )
: e f f e c t ( and ( con ta i n sRou t e ?d ?a1 ?a2 )
( not ( isEmptyDocument ?d ) ) ) )
)
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PDDL-Problem
( d e f i n e ( problem toms−route−planning−problem )
( : domain toms− route−planning )
( : o b j e c t s TomsAddr Res tau ran t sAddr Doc − data
TomsPr inter − p r i n t e r
)
( : i n i t
( isEmptyDocument Doc )
( i sAdd r e s s TomsAddr )
( i s S t a r t TomsAddr )
( isURL Res tau ran t sAddr )
( i s D e s t i n a t i o n Res tau ran t sAddr )
)
( : goa l ( and ( con ta i n sRou t e Doc TomsAddr Res tau ran t sAddr )
( i s P r i n t e d Doc ) ) )
)
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A.2 Janes Email
PDDL-Domäne
( d e f i n e ( domain j ane s−ema i l )
( : r e qu i r emen t s : s t r i p s : t y p i n g )
( : t y p e s ema i l l a p t op th rupu t l o c a t i o n − ob j e c t )
( : p r e d i c a t e s
( i s a t ? l o c − l o c a t i o n ? l − l a p t op )
( i sMovab l e ? l − l a p t op )
( cu r r en tTh rupu t ? l − l a p t op ? t − t h rupu t )
( a v a i l a b l eTh r u pu t ? l o c − l o c a t i o n ? t − t h rupu t )
( r equ i r e dTh rupu t ? e − ema i l ? t − t h rupu t )
( ma i lSen t ? e − ema i l )
( checked In ? l o c − l o c a t i o n )
)
( : a c t i o n connectWLAN
: pa ramete r s (? l − l a p t op ? l o c − l o c a t i o n ? t − t h rupu t )
: p r e c o n d i t i o n ( and ( i s a t ? l o c ? l ) ( a v a i l a b l eTh r u p u t ? l o c ? t ) )
: e f f e c t ( cu r r en tTh rupu t ? l ? t ) )
( : a c t i o n sendMa i l
: pa ramete r s (? e − ema i l ? l − l a p t op ? t − t h rupu t )
: p r e c o n d i t i o n ( and ( r equ i r edTh rupu t ? e ? t ) ( cu r r en tTh rupu t ? l ? t ) )
: e f f e c t ( ma i lSen t ? e ) )
( : a c t i o n move
: pa ramete r s (? from ? to − l o c a t i o n ? l − l a p t op )
: p r e c o n d i t i o n ( and ( i sMovab l e ? l ) ( i s a t ? from ? l ) ( not ( i s a t ? to ? l ) ) )
: e f f e c t ( and ( i s a t ? to ? l ) ( not ( i s a t ? from ? l ) ) ) )
( : a c t i o n check In
: pa ramete r s (? l − l a p t op ? l o c − l o c a t i o n )
: p r e c o n d i t i o n ( and ( i s a t ? l o c ? l ) )
: e f f e c t ( and ( checked In ? l o c ) ( not ( i sMovab l e ? l ) ) ) )
)
PDDL-Problem
( d e f i n e ( problem janes−emai l−prob lem )
( : domain j ane s−ema i l )
( : o b j e c t s JanesEma i l − ema i l
JanesLaptop − l a p t op
HighT MediumT LowT − t h rupu t
Gate12 Gate5 − l o c a t i o n
)
( : i n i t
( i s a t Gate12 JanesLaptop )
( i sMovab l e JanesLaptop )
( r equ i r edTh rupu t JanesEma i l HighT )
( a v a i l a b l eTh r u pu t Gate12 LowT)
( a v a i l a b l eTh r u pu t Gate5 HighT )
)
( : goa l ( and ( ma i l Sen t JanesEma i l ) ( checked In Gate12 ) ) )
)
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A.3 Barts Anweisung
PDDL-Domäne
( d e f i n e ( domain ba r t s−o rde r )
( : r e qu i r emen t s : s t r i p s : t y p i n g )
( : t y p e s
o b j e c t
data pe r son d e v i c e v e h i c l e l o c a t i o n − ob j e c t
s t ream format − data
)
( : p r e d i c a t e s
( i s a t ? l o c − l o c a t i o n ? l − ob j e c t )
( i s Lo ck ed ?o − ob j e c t )
( i sMovab l e ? l − ob j e c t )
( hasFormat ? f − format ?d − data )
( i s A v a i l a b l e ?d − data ? dev − d e v i c e )
( i sConnec t ed ? dev1 ? dev2 − d e v i c e )
( i s A c t i v e ? dev − d e v i c e ?d − data ? f − format )
( suppor t sFormat ? f − format ? dev − d e v i c e )
( i sConsuming ? s − s t ream ?p − pe r son )
( i sPau s ed ? s − s t ream ?dev − d e v i c e )
( hasConsumed ? s − s t ream ?p − pe r son )
( p ickedUp ?p1 ?p2 − pe r son ? l − l o c a t i o n )
)
( : a c t i o n s t a r t S t r e am
: pa ramete r s (? dev − d e v i c e ? s − s t ream ? f − format )
: p r e c o n d i t i o n ( and ( not ( i s Lo ck ed ? dev ) )
( i s A v a i l a b l e ? s ? dev )
( hasFormat ? f ? s )
( suppor t sFormat ? f ? dev ) )
: e f f e c t ( and ( i s A c t i v e ? dev ? s ? f )
( i s Lo ck ed ? dev ) ) )
( : a c t i o n stopStream
: pa ramete r s (? dev − d e v i c e ? s − s t ream ? f − format )
: p r e c o n d i t i o n ( i s A c t i v e ? dev ? s ? f )
: e f f e c t ( and ( not ( i s A c t i v e ? dev ? s ? f ) )
( not ( i s Lo ck ed ? dev ) ) ) )
( : a c t i o n acce s sS t r eam
: pa ramete r s (? scrDev ? destDev − d e v i c e ? s − s t ream ? f − format )
: p r e c o n d i t i o n ( and ( i s A c t i v e ? scrDev ? s ? f )
( i sConnec t ed ? scrDev ? destDev )
( not ( i s Locked ? destDev ) )
( hasFormat ? f ? s )
( suppor t sFormat ? f ? destDev ) )
: e f f e c t ( and ( i s Locked ? destDev )
( i s A c t i v e ? destDev ? s ? f ) ) )
( : a c t i o n connect
: pa ramete r s (? dev1 ? dev2 − d e v i c e )
: p r e c o n d i t i o n ( and ( not ( i s Lo ck ed ? dev1 ) )
( not ( i s Lo ck ed ? dev2 ) ) )
: e f f e c t ( and ( i sConnec t ed ? dev1 ? dev2 ) ) )
( : a c t i o n conv e r t d a t a
: pa ramete r s (? d − data ? f1 ? f2 − format ? dev − d e v i c e )
: p r e c o n d i t i o n ( and ( suppor t sFormat ? f1 ? dev )
( suppor t sFormat ? f2 ? dev )
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( hasFormat ? f1 ?d )
( i s A c t i v e ? dev ?d ? f1 ) )
: e f f e c t ( and ( hasFormat ? f2 ?d )
( not ( hasFormat ? f1 ?d ) )
( i s A c t i v e ? dev ?d ? f2 )
( not ( i s A c t i v e ? dev ?d ? f1 ) ) ) )
( : a c t i o n move
: pa ramete r s (? from ? to − l o c a t i o n ?p − pe r son )
: p r e c o n d i t i o n ( and ( i sMovab l e ?p )
( not ( i s Lo ck ed ?p ) )
( i s a t ? from ?p )
( not ( i s a t ? to ?p ) ) )
: e f f e c t ( and ( i s a t ? to ?p )
( not ( i s a t ? from ?p ) ) ) )
( : a c t i o n pickUp
: pa ramete r s (? p1 ?p2 − pe r son ? l − l o c a t i o n )
: p r e c o n d i t i o n ( and ( i s a t ? l ?p1 )
( i s a t ? l ?p2 )
( not ( i s Lo ck ed ?p1 ) )
( not ( i s Lo ck ed ?p2 ) ) )
: e f f e c t ( p ickedUp ?p1 ?p2 ? l ) )
)
PDDL-Problem
( d e f i n e ( problem barts−order−prob lem )
( : domain ba r t s−o rde r )
( : o b j e c t s
Bart C l i e n t − pe r son
Home InCar A i r p o r t − l o c a t i o n
CarRadio TV PDA − d e v i c e
Audio Video − format
RecordedNews − s t ream
)
( : i n i t
( i s a t Home PDA)
( suppor t sFormat Audio PDA)
( suppor t sFormat Video PDA)
( i s a t Home TV)
( suppor t sFormat Video TV)
( i s A v a i l a b l e RecordedNews TV)
( hasFormat Video RecordedNews )
( i s A c t i v e TV RecordedNews Video )
( i s Lo ck ed TV)
( i s a t InCar CarRadio )
( suppor t sFormat Audio CarRadio )
( i s a t InCar Bart )
( i sMovab l e Bart )
)
( : goa l ( i s A c t i v e CarRadio RecordedNews Audio ) )
)
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A.4 SmartLab - einfach
PDDL-Domäne
( d e f i n e ( domain s imple−smartLab )
( : r e qu i r emen t s : s t r i p s : t y p i n g )
( : t y p e s d e v i c e data − ob j e c t
format document − data
notebook p r o j e c t o r e x t r on s u r f a c e lamp − d e v i c e )
( : p r e d i c a t e s
( empty )
( i s A c t i v e ?d − data ? d e v i c e − d e v i c e )
( i s A v a i l a b l e ?d − document ? d e v i c e − d e v i c e )
( isDown ? s − s u r f a c e )
( i s L i gh tOn ? l − lamp )
( i sMovab l e ?p − p r o j e c t o r )
( i sPo i n t i n gTo ? s − s u r f a c e ?p − p r o j e c t o r )
( i sAd ju s t edTo ? s − s u r f a c e ?p − p r o j e c t o r )
( i sConnec t ed ?d1 ?d2 − d e v i c e ) )
( : a c t i o n CanvasUp
: pa ramete r s (? s − s u r f a c e )
: p r e c o n d i t i o n ( isDown ? s )
: e f f e c t ( not ( isDown ? s ) ) )
( : a c t i o n CanvasDown
: pa ramete r s (? s − s u r f a c e )
: p r e c o n d i t i o n ( not ( isDown ? s ) )
: e f f e c t ( isDown ? s ) )
( : a c t i o n LightOn
: pa ramete r s (? l − lamp )
: p r e c o n d i t i o n ( not ( i s L i gh tOn ? l ) )
: e f f e c t ( i s L i gh tOn ? l ) )
( : a c t i o n L i g h tO f f
: pa ramete r s (? l − lamp )
: p r e c o n d i t i o n ( i s L i gh tOn ? l )
: e f f e c t ( not ( i s L i gh tOn ? l ) ) )
( : a c t i o n ShowDocument
: pa ramete r s (? d − document ?n − notebook )
: p r e c o n d i t i o n ( i s A v a i l a b l e ?d ?n )
: e f f e c t ( i s A c t i v e ?d ?n ) )
( : a c t i o n Swi tchNotebookOnPro jec to r
: pa ramete r s (? e − e x t r on ?n − notebook ?p − p r o j e c t o r ?d − data )
: p r e c o n d i t i o n ( i s A c t i v e ?d ?n )
: e f f e c t ( and ( i sConnec t ed ?n ?p ) ( i s A c t i v e ?d ?p ) ) )
( : a c t i o n P ro j e c tToSu r f a c e
: pa ramete r s (? p − p r o j e c t o r ? s − s u r f a c e ?d − data )
: p r e c o n d i t i o n ( and ( isDown ? s ) ( i sPo i n t i n gTo ? s ?p ) ( i s A c t i v e ?d ?p ) )
: e f f e c t ( and ( i s A c t i v e ?d ? s ) ) )
( : a c t i o n MovePro j ec to rToSur face
: pa ramete r s (? p − p r o j e c t o r ? s f rom ? s t o − s u r f a c e )
: p r e c o n d i t i o n ( and ( i sMovab l e ?p ) ( i sPo i n t i n gTo ? sf rom ?p )
( i sAd ju s t edTo ? s t o ?p ) )
: e f f e c t ( and ( i sPo i n t i n gTo ? s t o ?p ) ( not ( i sPo i n t i n gTo ? s f rom ?p ) ) ) )
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( : a c t i o n Ad j u s tP r o j e c t o rToSu r f a c e
: pa ramete r s (? p − p r o j e c t o r ? s f rom ? s t o − s u r f a c e )
: p r e c o n d i t i o n ( and ( i sAd ju s t edTo ? s f rom ?p ) )
: e f f e c t ( and ( i sAd ju s t edTo ? s t o ?p ) ( not ( i sAd ju s t edTo ? s f rom ?p ) ) ) )
)
PDDL-Problem
( d e f i n e ( problem simple−Problem )
( : domain s imple−smartLab )
( : o b j e c t s
LAMP1 LAMP2 − lamp
NB1 − notebook
DOC1 DOC2 − document
NEC − p r o j e c t o r
EXTRON − e x t r on
LW1 LW2 − s u r f a c e )
( : i n i t
( i s A v a i l a b l e DOC1 NB1)
( i sMovab l e NEC)
( i sAd ju s t edTo LW2 NEC)
( i sPo i n t i n gTo LW2 NEC) )
( : goa l ( and ( i s A c t i v e DOC1 LW1) ( i sL i gh tOn LAMP1) ) ) )
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A.5 SmartLab - erweitert mit 4 Dokumenten
PDDL-Domäne
( d e f i n e ( domain smartLab )
( : r e qu i r emen t s : s t r i p s : t y p i n g )
( : t y p e s d e v i c e data − ob j e c t
format document − data
notebook p r o j e c t o r s u r f a c e lamp − d e v i c e )
( : p r e d i c a t e s
( i s Lo ck ed ?d − d e v i c e )
( i s A c t i v e ?d − document ? d e v i c e − d e v i c e )
( i s A v a i l a b l e ?d − data ? d e v i c e − d e v i c e )
( isDown ? s − s u r f a c e )
( i sMovab l e ?p − p r o j e c t o r )
( i sPo i n t i n gTo ? s − s u r f a c e ?p − p r o j e c t o r )
( i s L i gh tOn ? l − lamp )
( hasFormat ? f − format ?d − data )
( suppor t sFormat ? f − format ? dev − d e v i c e )
( canConver t ? d e v i c e − d e v i c e ? f f rom ? f t o − format ) )
( : a c t i o n CanvasUp
: pa ramete r s (? s − s u r f a c e )
: p r e c o n d i t i o n ( and ( not ( i s Lo ck ed ? s ) ) ( isDown ? s ) )
: e f f e c t ( not ( isDown ? s ) ) )
( : a c t i o n CanvasDown
: pa ramete r s (? s − s u r f a c e )
: p r e c o n d i t i o n ( and ( not ( i s Lo ck ed ? s ) ) ( not ( isDown ? s ) ) )
: e f f e c t ( isDown ? s ) )
( : a c t i o n LightOn
: pa ramete r s (? l − lamp )
: p r e c o n d i t i o n ( not ( i s L i gh tOn ? l ) )
: e f f e c t ( i s L i gh tOn ? l ) )
( : a c t i o n L i g h tO f f
: pa ramete r s (? l − lamp )
: p r e c o n d i t i o n ( i s L i gh tOn ? l )
: e f f e c t ( not ( i s L i gh tOn ? l ) ) )
( : a c t i o n showDocument
: pa ramete r s (? d − document ? f − format ?n − notebook )
: p r e c o n d i t i o n ( and ( i s A v a i l a b l e ?d ?n ) ( hasFormat ? f ?d )
( suppor t sFormat ? f ?n ) ( not ( i s Lo ck ed ?n ) ) )
: e f f e c t ( and ( i s A c t i v e ?d ?n ) ( i s Lo ck ed ?n ) ) )
( : a c t i o n Swi tchNotebookOnPro jec to r
: pa ramete r s (? n − notebook ?p − p r o j e c t o r ?d − document )
: p r e c o n d i t i o n ( and ( not ( i s Lo ck ed ?p ) ) ( i s A c t i v e ?d ?n ) )
: e f f e c t ( and ( i s Lo ck ed ?p ) ( not ( i s A c t i v e ?d ?n ) ) ( i s A c t i v e ?d ?p ) ) )
( : a c t i o n p r o j e c tToSu r f a c e
: pa ramete r s (? p − p r o j e c t o r ? s − s u r f a c e ?d − document )
: p r e c o n d i t i o n ( and ( not ( i s Locked ? s ) ) ( i s A c t i v e ?d ?p ) ( isDown ? s )
( i sPo i n t i n gTo ? s ?p ) )
: e f f e c t ( and ( i s Lo ck ed ? s ) ( not ( i s A c t i v e ?d ?p ) ) ( i s A c t i v e ?d ? s ) ) )
( : a c t i o n movePro j ec to r
: pa ramete r s (? p − p r o j e c t o r ? s f rom ? s t o − s u r f a c e )
: p r e c o n d i t i o n ( and ( not ( i s Lo ck ed ?p ) ) ( i sMovab l e ?p ) ( not ( i s Lo ck ed ? s f rom ) )
( not ( i s Locked ? s t o ) ) ( i sPo i n t i n gTo ? s f rom ?p ) )
: e f f e c t ( and ( i sPo i n t i n gTo ? s t o ?p ) ( not ( i sPo i n t i n gTo ? s f rom ?p ) ) ) )
( : a c t i o n moveDocument
: pa ramete r s (? d − document ? f − format ? s r c ? d e s t − notebook )
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: p r e c o n d i t i o n ( and ( not ( i s Locked ? s r c ) ) ( hasFormat ? f ?d )
( suppor t sFormat ? f ? d e s t ) ( i s A v a i l a b l e ?d ? s r c ) )
: e f f e c t ( and ( not ( i s A v a i l a b l e ?d ? s r c ) ) ( i s A v a i l a b l e ?d ? de s t ) ) )
( : a c t i o n convertDocument
: pa ramete r s (? d − document ? f f rom ? f t o − format ? dev − d e v i c e )
: p r e c o n d i t i o n ( and ( canConver t ? dev ? f f rom ? f t o ) ( not ( i s Lo ck ed ? dev ) )
( i s A v a i l a b l e ?d ? dev ) ( hasFormat ? f f rom ?d ) )
: e f f e c t ( hasFormat ? f t o ?d ) ) )
PDDL-Problem
( d e f i n e ( problem smartLab−Problem−4docs )
( : domain smartLab )
( : o b j e c t s LAMP1 LAMP2 LAMP3 LAMP4 LAMP5 LAMP6 − lamp
NB1 NB2 NB3 NB4 − notebook
DOC1 DOC2 DOC3 DOC4 − document
PPT PDF − format
EPS1 EPS3 EPS6 Panason ic NEC−MT1065 − p r o j e c t o r
LW1 LW2 LW3 LW4 LW5 LW6 VD1 VD2 − s u r f a c e )
( : i n i t
( i s A v a i l a b l e DOC1 NB1)
( i s A v a i l a b l e DOC2 NB2)
( i s A v a i l a b l e DOC3 NB2)
( i s A v a i l a b l e DOC4 NB2)
( i sMovab l e NEC−MT1065)
( i sPo i n t i n gTo LW2 NEC−MT1065)
( i sPo i n t i n gTo LW1 EPS1)
( i sPo i n t i n gTo LW3 EPS3)
( i sPo i n t i n gTo LW6 EPS6)
( hasFormat PPT DOC1)
( hasFormat PPT DOC2)
( hasFormat PPT DOC3)
( hasFormat PPT DOC4)
( suppor t sFormat PPT NB1)
( suppor t sFormat PDF NB1)
( suppor t sFormat PDF NB2)
( suppor t sFormat PDF NB3)
( suppor t sFormat PDF NB4)
( canConver t NB1 PPT PDF)
)
( : goa l ( and ( i s A c t i v e DOC2 LW1) ( i s A c t i v e DOC1 LW3)
( i s A c t i v e DOC3 LW6) ( i s A c t i v e DOC4 LW4)
( i s L i gh tOn LAMP1) ( i s L i gh tOn LAMP2) ) )
)
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Anhang B
Testprobleme
B.1 Test - Nicht instanziierte Typen
PDDL-Domäne
( d e f i n e ( domain empty−types )
( : r e qu i r emen t s : s t r i p s : t y p i n g )
( : t y p e s d e v i c e − ob j e c t
s u r f a c e lamp − d e v i c e )
( : p r e d i c a t e s
( i s Lo ck ed ?d − d e v i c e )
( isDown ? s − s u r f a c e )
( i s L i gh tOn ? l − lamp ) )
( : a c t i o n CanvasUp
: pa ramete r s (? s − s u r f a c e )
: p r e c o n d i t i o n ( and ( not ( i s Lo ck ed ? s ) ) ( isDown ? s ) )
: e f f e c t ( not ( isDown ? s ) ) )
( : a c t i o n CanvasDown
: pa ramete r s (? s − s u r f a c e )
: p r e c o n d i t i o n ( and ( not ( i s Lo ck ed ? s ) ) ( not ( isDown ? s ) ) )
: e f f e c t ( isDown ? s ) )
( : a c t i o n LightOn
: pa ramete r s (? l − lamp )
: p r e c o n d i t i o n ( not ( i s L i gh tOn ? l ) )
: e f f e c t ( i s L i gh tOn ? l ) )
( : a c t i o n L i g h tO f f
: pa ramete r s (? l − lamp )
: p r e c o n d i t i o n ( i s L i gh tOn ? l )
: e f f e c t ( not ( i s L i gh tOn ? l ) ) ) )
PDDL-Problem
( d e f i n e ( problem empty−types−problem )
( : domain empty−types )
; No o b j e c t s o f type ’ s u r f a c e ’ a r e i n s t a n t i a t e d , a l t hough o p e r a t o r s u s i n g t h i s
; t ype ( CanvasUp and CanvasDown ) a r e d e c l a r e d i n the domain .
; The r e f o r e LPG can not hand l e t h i s problem , however SGP and Blackbox can .
( : o b j e c t s LAMP1 − lamp )
( : i n i t
( i s L i gh tOn LAMP1)
)
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B.2 Test - Vererbung von Typen
PDDL-Domäne
( d e f i n e ( domain t y p e I n f e r r a t i o n )
( : r e qu i r emen t s : s t r i p s : t y p i n g )
( : t y p e s
o b j e c t
d e v i c e document − ob j e c t
notebook − d e v i c e
)
( : p r e d i c a t e s
( canConvertPPT2PDF ?a0 − d e v i c e )
( isPDF ?a0 − document ?a1 − d e v i c e )
( isPPT ?a0 − document ?a1 − d e v i c e )
)
( : a c t i o n ConvertPPT2PDF
: pa ramete r s (? d − document ? dev − d e v i c e )
: p r e c o n d i t i o n ( and ( canConvertPPT2PDF ?dev ) ( isPPT ?d ? dev ) )
: e f f e c t ( isPDF ?d ? dev ) ) )
PDDL-Problem
( d e f i n e ( problem t yp e I n f e r r a t i o n−Prob l em )
( : domain t y p e I n f e r r a t i o n )
; B lackbox can not s o l v e t h i s p lan , as i t does not i n f e r NB1 to be a d e v i c e
; Thus i t can not use the op e r a t o r ConvertPPT2PDF which i s d e f i n e d f o r d e v i c e s
; and not on l y f o r notebooks
( : o b j e c t s DOC1 − document NB1 − notebook )
( : i n i t
( isPPT DOC1 NB1)
( canConvertPPT2PDF NB1) )
( : goa l ( and ( isPDF DOC1 NB1 ) ) ) )
Erwarteter Plan
0 (CONVERTPPT2PDF DOC1 NB1)
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B.3 Test - Objekte in Domänenbeschreibung
PDDL-Domäne
( d e f i n e ( domain objects− in−domain )
( : r e qu i r emen t s : s t r i p s : t y p i n g )
( : t y p e s d e v i c e − ob j e c t
lamp − d e v i c e )
( : p r e d i c a t e s
( i s L i gh tOn ? l − lamp ) )
( : a c t i o n LightOn
: pa ramete r s ( )
: p r e c o n d i t i o n ( not ( i s L i gh tOn LAMP1) )
: e f f e c t ( i s L i gh tOn LAMP1) )
( : a c t i o n L i g h tO f f
: pa ramete r s ( )
: p r e c o n d i t i o n ( i s L i gh tOn LAMP1)
: e f f e c t ( not ( i s L i gh tOn LAMP1) ) ) )
PDDL-Problem
( d e f i n e ( problem objects− in−domain−problem )
( : domain objects− in−domain )
; U s u a l l y PDDL p r o h i b i t s the usage o f o b j e c t s i n the domain d e s c r i p t i o n
; Th i s problem i n s t a n t i a t e s LAMP1 as o b j e c t s o f type ’ lamp ’
;LAMP1 i s used i n the o p e r a t o r s ’ LightOn ’ and ’ L i gh tOf f ’
( : o b j e c t s LAMP1 − lamp )
( : i n i t
( i s L i gh tOn LAMP1)
)
( : goa l ( and ( not ( i s L i gh tOn LAMP1) ) ) )
)
Erwarteter Plan
( n i l )
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B.4 Test - Partiell geordnete Pläne
PDDL-Domäne
( d e f i n e ( domain pa r t i a lOrde r−doma in )
( : r e qu i r emen t s : s t r i p s )






( : a c t i o n Le f tSock
: pa ramete r s ( )
: e f f e c t ( LeftSockOn ) )
( : a c t i o n RightSock
: pa ramete r s ( )
: e f f e c t ( RightSockOn ) )
( : a c t i o n Le f tShoe
: pa ramete r s ( )
: p r e c o n d i t i o n ( LeftSockOn )
: e f f e c t ( LeftShoeOn ) )
( : a c t i o n RightShoe
: pa ramete r s ( )
: p r e c o n d i t i o n ( RightSockOn )
: e f f e c t ( RightShoeOn ) )
)
PDDL-Problem
( d e f i n e ( problem pa r t i a lO rde r−p rob l em )
( : domain pa r t i a lOrde r−doma in )
( : o b j e c t s ob j )
( : i n i t )











My name is Florian Marquardt and I am PhD Student at the University
of Rostock/Germany. Here I am involved in the graduate school MuSAMA
(www.musama.de). My research is about service composition in smart envi-
ronments.
To identify suitable composition algorithms I rely on basic structural infor-
mation of several different smart environments which is difficult to find in
scientific publications. To aquire this information I am now collecting it di-
rectly from the involved scientists.
I have written this mail to you because according to your research activity
you were —POSITION—/involved in the project —PROJECTNAME— and
thus concerned with smart environments. So I would like to ask you four short
questions, which should not take too much of your time. If you are not the
right contact person for my request, please apologize. I’d appreciate very much
if you let me know who I can contact or forward this mail.
The informations I am interested in:
1. How many services (see explanation 1 below) were involved in your smart
environment?
2. How many atomic (explanation 2) and composed (explanation 3) ser-
vices were involved in your smart environment?
3. Regarding the number of services per device, what is the more common
case a 1:1 relation (one device one service) or a 1:n relation (one device
many services).
4. Did you use some kind of automatic or semi-automatic composition
technique?
I hope I could attract your attention and you take a few moments to answer
me. I have sent this mail to many scientists and developers on the field of
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smart environments to gain best possible results. As a matter of course I will
inform you of my analysis results if you are interested. If you have further
questions regarding this mail, my work or the project I am involved do not
hesitate to ask me.
Thanking you in advance for your help and with kind regards
Florian Marquardt
Explanations:
1) Due to its “smartness” I regard every functionality of an electronical entity
in a smart environment as a service, capable of describing itself and answering
to requests, or sending messages autonomously. Furthermore all services are
accessable through a network. Besides I assume each service to be located at
a distinct device. A device is capable of hosting several services.
2) I distinguish atomic and composed services, whereas atomic services can
be executed directly and do not rely on any other services. So for example
a sensor measuring temperature and propagating it to the environment is an
atomic service for me as well as a large scale database answering to complex
requests.
3) Composed services depend on other atomic and/or composed services. A
composed service must not really be composed during runtime it is just a
naming which describes that it could be composed if a suitable composition
instance would be available. So for example a registering service that relies on




Abbildung D.1: Korrelationsmatrix der durchschnittlichen Planungsdauer;
blackbox
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Abbildung D.2: Korrelationsmatrix der Standardabweichung der Planungs-
dauer; blackbox
197
Abbildung D.3: Korrelationsmatrix der durchschnittlich abgebrochenen Läufe;
blackbox
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Abbildung D.4: Korrelationsmatrix der Anzahl der gefundenen Lösungen;
blackbox
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Abbildung D.5: Korrelationsmatrix der durchschnittlichen Planungsdauer;
LPG
200 Anhang D. Ergebnisse der gernerierten Laufzeitexperimente
Abbildung D.6: Korrelationsmatrix der Standardabweichung der Planungs-
dauer; LPG
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Abbildung D.7: Korrelationsmatrix der durchschnittlich abgebrochenen Läufe;
LPG
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Abbildung D.8: Korrelationsmatrix der Anzahl der gefundenen Lösungen;
LPG
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Abbildung D.9: Korrelationsmatrix der durchschnittlichen Planungsdauer;
SGP
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Abbildung D.10: Korrelationsmatrix der Standardabweichung der Planungs-
dauer; SGP
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Abbildung D.11: Korrelationsmatrix der durchschnittlich abgebrochenen Läu-
fe; SGP
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Abbildung D.12: Korrelationsmatrix der Anzahl der gefundenen Lösungen;
SGP
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Abbildung D.13: Korrelationsmatrix der Dominanz von LPG gegenüber black-
box
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Abbildung D.14: Korrelationsmatrix der Dominanz von blackbox gegenüber
LPG
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Abbildung D.15: Korrelationsmatrix der kumulierten Dominanz der Planer
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Abbildung E.1: Verteilung der Laufzeiten von LPG für die Probleme 1-4.
Die Bandbreiten (Bandwidth) zur Glättung der Kennlinie sind für jedes Dia-
gramm automatisch generiert. Am unteren Rand der Diagramme sind zur bes-
seren Orientierung die diskreten Werte der Laufzeiten dargestellt. Am oberen
Rand sind der Mittelwert (mean) zusätzlich und abzüglich der Standardvari-
anz (std) sowie der Wert 2mean+std abgetragen. Alle 100 Läufe pro Problem
konnten dabei von LPG gelöst werden und ein Plan wurde erzeugt.
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Abbildung E.2: Verteilung der Laufzeiten von LPG für die Probleme 5-8.
Die Bandbreiten (Bandwidth) zur Glättung der Kennlinie sind für jedes Dia-
gramm automatisch generiert. Am unteren Rand der Diagramme sind zur bes-
seren Orientierung die diskreten Werte der Laufzeiten dargestellt. Am oberen
Rand sind der Mittelwert (mean) zusätzlich und abzüglich der Standardvari-
anz (std) sowie der Wert 2mean+std (sofern sich dieser noch im Wertebereich
der Laufzeiten befindet) abgetragen. Alle 100 Läufe pro Problem konnten da-
bei von LPG gelöst werden und ein Plan wurde erzeugt.
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Abbildung E.3: Verteilung der Laufzeiten von FF für die Probleme 1-4. Die
Bandbreiten (Bandwidth) zur Glättung der Kennlinie sind für jedes Dia-
gramm automatisch generiert. Am unteren Rand der Diagramme sind zur bes-
seren Orientierung die diskreten Werte der Laufzeiten dargestellt. Am oberen
Rand sind der Mittelwert (mean) zusätzlich und abzüglich der Standardvari-
anz (std) sowie der Wert 2mean+std (sofern sich dieser noch im Wertebereich
der Laufzeiten befindet) abgetragen. Alle 100 Läufe pro Problem konnten da-
bei von FF gelöst werden und ein Plan wurde erzeugt.
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Abbildung E.4: Verteilung der Laufzeiten von FF für die Probleme 5-8. Die
Bandbreiten (Bandwidth) zur Glättung der Kennlinie sind für jedes Dia-
gramm automatisch generiert. Am unteren Rand der Diagramme sind zur bes-
seren Orientierung die diskreten Werte der Laufzeiten dargestellt. Am oberen
Rand sind der Mittelwert (mean) zusätzlich und abzüglich der Standardvari-
anz (std) sowie der Wert 2mean+std (sofern sich dieser noch im Wertebereich
der Laufzeiten befindet) abgetragen. Alle 100 Läufe pro Problem konnten da-
bei von FF gelöst werden und ein Plan wurde erzeugt.
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Abbildung E.5: Verteilung der Laufzeiten von SGP für die Probleme 1-4.
Die Bandbreiten (Bandwidth) zur Glättung der Kennlinie sind für jedes Dia-
gramm automatisch generiert. Am unteren Rand der Diagramme sind zur bes-
seren Orientierung die diskreten Werte der Laufzeiten dargestellt. Am oberen
Rand sind der Mittelwert (mean) zusätzlich und abzüglich der Standardvari-
anz (std) sowie der Wert 2mean+std (sofern sich dieser noch im Wertebereich
der Laufzeiten befindet) abgetragen. Alle 100 Läufe pro Problem konnten da-
bei von SGP gelöst werden und ein Plan wurde erzeugt.
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Abbildung E.6: Verteilung der Laufzeiten von MIPSXXL für die Probleme
1-4. Die Bandbreiten (Bandwidth) zur Glättung der Kennlinie sind für je-
des Diagramm automatisch generiert. Am unteren Rand der Diagramme sind
zur besseren Orientierung die diskreten Werte der Laufzeiten dargestellt. Am
oberen Rand sind der Mittelwert (mean) zusätzlich und abzüglich der Stan-
dardvarianz (std) sowie der Wert 2mean+std (sofern sich dieser noch im Wer-
tebereich der Laufzeiten befindet) abgetragen. Alle 100 Läufe pro Problem
konnten dabei von MIPSXXL gelöst werden und ein Plan wurde erzeugt.
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Dienstekomposition in intelligenten Umgebungen
basierend auf KI-Planung
Zusammenfassung:
Das Ziel der Forschung auf dem Gebiet der intelligenten Umgebungen ist es,
Techniken zu entwickeln, die es erlauben, dynamische Umgebungen zu kre-
ieren, mit denen Nutzer in natürlicher und unaufdringlicher Art interagie-
ren können. Diese Umgebungen setzten sich aus verschiedensten heterogenen
Geräten und deren Diensten zusammen. Die Herausforderung besteht darin,
basierend auf den Intentionen des Nutzers und den Fähigkeiten der Geräte,
höherwertige Dienste anzubieten. Dazu wird oft das Zusammenspiel mehrerer
Dienste benötigt, welches durch eine Dienstekomposition erzielt werden kann.
KI-Planung ist eine Methode, Dienstekomposition umzusetzen. Um eine un-
aufdringliche Dienstekomposition in intelligenten Umgebungen gewährleisten
zu können, sind schnelle und verlässliche Implementierungen von Planungsal-
gorithmen erforderlich.
Im Rahmen der vorliegenden Arbeit wurde experimentell das Laufzeitverhal-
ten von verschiedenen Planern untersucht. Dabei stellte sich heraus, dass kein
überlegener Planer existiert. Verschiedene Planer haben verschiedene Stärken,
sowohl aus effizienzbasierter als auch aus funktioneller Sicht. Die Auswertung
der Experimente führte zu verschiedenen Strategien. Von diesen war die Aus-
tauschstrategie am besten geeignet, die Laufzeit von Planern zu verkürzen
und dabei die Anzahl der gefundenen Lösungen zu erhöhen.
Auch die Möglichkeiten der Modellierung von Problemen der Dienstekom-
position wurden anhand von mehreren Beispielszenarien aus der Literatur
evaluiert, was zu einer Richtline für die verteilte Modellierung von Dienstbe-
schreibungen führte.
Basierend auf den Erfahrungen aus den Laufzeitexperimenten und der Mo-
dellierung wurde ein Composer entworfen und umgesetzt, der verschiedene
Planer für die Dienstekomposition in intelligenten Umgebungen nutzen kann.
Der Composer stellt einen erweiterten Metaplaner dar, der die Möglichkeiten
serviceorientierter Architekturen nutzt.
Schlagwörter:Dienstekomposition, Intelligente Umgebungen, KI-Planung
Service Composition in intelligent environments based
on AI planning
Abstract:
The aim of research in the field of smart environments is to explore techniques
which allow to build dynamic ensembles of devices in a fashion that users can
interact with them in an unobtrusive and natural way. These devices are li-
kely to be heterogeneous and offer different services. Based on user intentions
and the capabilities of the devices, the challenge is to provide more advanced
services. Therefore often cooperation is required which is based on the compo-
sition of services. AI planning is one possibility to realize service composition.
For unobtrusive service composition in smart environments fast and reliable
implementations of planning algorithms are required.
Experimentally the behavior of several planners were investigated. It concludes
that no silver bullet exists. Different planners show different strengths in terms
of efficiency as well as functionality. The analysis of the experiments led to
different strategies. Among them the exchange strategy was best suited to
shorten runtime of the planners and to increase the number of found solution
as well.
In addition the possibilities of modelling service composition problems was
evaluated based on several szenarios from literature, what led to a guideline
for distributed modelling of service descriptions.
Based on the experiences from the runtime experiments and the modeling a
composer is introduced which uses different AI planners to compose services in
smart environments. The composer can be seen as an enhanced meta planner
that leverages SOA technologies.
Keywords: Service composition, Smart Environments, AI planning
