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Abstract: The smart-grid approach undergoes many difficulties regarding the strategy that will
enable its actual implementation. In this paper, an overview of real-time simulation technologies and
their applicability to the smart-grid approach are presented as enabling steps toward the smart-grid’s
actual implementation. The objective of this work is to contribute with an introductory text for
interested readers of real-time systems in the context of modern electric needs and trends. In addition,
a comprehensive review of current applications of real-time simulation in electric systems is provided,
together with the basis to understand real-time simulation and the topologies and hardware used to
implement it. Furthermore, an overview of the evolution of real-time simulators in the industrial and
academic background and its current challenges are introduced.
Keywords: real-time simulation; smart-grid; electric systems; grid modernization; hardware-in-the-loop
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1. Introduction
Smart-grid (SG) management and control have not been developed as quickly as expected due
to the rapid urbanization, deriving a one-way mostly open-loop electric system as described in [1,2].
Their great complexity, cost and risks related to testing have restricted research efforts, as validation is
commonly out of reach [1]. Moreover, the smart-grid approach lacks a precise technical plan toward
its actual implementation (besides being conceptually referred to since 1998 [3]).
The required integration of “clean energies” (growing internationally at an average annual rate
of 2% since the 1990s [3]) have interfered with a standardized plan toward SG integration as their
intermittent generation conditions demand a deeper mathematical analysis and forecasting [4]. The
inconsistencies in the SG realization have led to a rush into partial non-standard solutions proposed
by many companies [1,5] while there are no concrete plans or actions toward SG implementation
as a whole [6,7]. Most new standards regarding SG are mostly devoted to expected outcomes, and
pilot tests can encompass only limited versions of modern grids; thus, an integration process, fully
compliant with the SG approach, seems far from current reality.
Contradictorily, such penetration of distributed generation, advancements in power electronics
and novel storage systems constitute the technological justification for SG proposals [8]. This will
obviously demand a modernized smart-city infrastructure requiring minimum human intervention [3]
where the power grid becomes decentralized and an enabler of customer-side integration to the
power flow [9]. The grid must be outwardly simple for customer integration in spite of internal
sophistication [10].
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In order to achieve the SG integration, the “ingredients” to be added are control, automation,
protection, sensing, monitoring, demand-response abilities, management abilities and energy effective
usage [11], so that clean, safe, reliable, resilient, efficient and sustainable energy could be generated
and consumed. All of these smart-energy “modules” are expected to be complementary and to
operate under a pervasive command-and-control approach, almost in a plug-n-play fashion [1,7,10].
Such modules, and their integration, demand exhaustive testing together with “what-if” analyses.
This is mostly due to the variety of circumstances over which their integration is expected, as well as
its desired “virtual power plant” [4] performance.
Thus, a faster way to validate research proposals pertaining to the aforementioned objectives
is needed. It has been noted that a near real-world environment to develop, test and validate such
solutions stands as a critical requirement for such a purpose [1]. In this way, a platform capable of
testing local and hierarchical integration is desired so that the technical issues could be solved swiftly,
easing a common agreement around a standardized modern grid. Actually, the recommendations
made in [10] directly point toward robust research and analysis, so a ”unified” architecture is proposed
to face grid modernization at the local and regional levels.
Recent advances in real-time (RT) simulation and specific hardware usage have depicted a path
that can effectively carry the research efforts toward the aforementioned objectives [6,12]. Complex
and dangerous (i.e., power systems involving high voltages and/or high currents where direct
testing represents a risk for the physical system, as well as for the staff on duty) systems can be
simulated against new hardware/software proposals as a first step toward actual implementation [13].
Consequently, the designer is empowered, and his/her proposals can be corrected, further analyzed or
immediately rejected. This process can fit the “ultimate goal” established in [1], which states that a
“path from lab to field” is needed for the development of innovative and cost-effective technologies
and solutions.
In order to provide the system with all of the benefits pertaining to the SG approach,
normally-unavailable tests and proofs of concept are needed, as well as a full agreement regarding its
implementation steps and schemes. Such novel integration and standardization of the electric network
must move forward as quickly as the social and political needs, so RT simulation could help establish
a sufficient test-bed to speed research and innovation methods.
Similar Works
Some works regarding the usage of RT simulation over power systems have been already reported
in the literature and serve as complementary material to the purpose of the present work. RT simulation
in SG applications has been outlined in [12] as a means to face the following issues: innovative control
methodologies, novel approaches to distribution grid state estimation using high discrimination phasor
measure units, control system development and testing, active filter methods to attached several power
electronic converters to SGs, large-area renewable integration, power Hardware-In-the-Loop (HIL)
techniques and phasor simulation.
Likewise, a state of the art work is presented in [14], where examples of RT simulation on power
and energy areas are included (in a broader manner). The authors provide a high-level classification
including field-specific applications as power systems, power electronics and control systems.
Furthermore, the classification considers simulation fidelity-based applications like electromagnetic
transient simulation and phasor simulation.
In addition, many other works have dealt with specific simulation areas of application, like in [15],
where the state of the art and the structure of a hardware-in-the-loop laboratory are presented. The
main proposal of the authors is a general structure for an HIL lab. Another state of the art for HIL
simulation is reported in [16], where a comparative table between CPU (Central Processing Unit)- and
FPGA (Field-Programmable Gate Array)-based simulation is provided.
An overview of offline and RT tools to simulate electromagnetic transients is reported
in [17]. Particularly, the authors report the most acknowledged tools dedicated to the analysis
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of electromagnetic transients in power systems. The RT tools reported are: Transient Network
Analyzers (TNAs), RT Digital Simulators and RT Playback Simulators. In addition, an overview
of co-simulation platforms is provided in [18] to enlighten the need for combining control and
communication simulators (also RT simulators) over networked control systems.
A description of the main modules/elements that comprise an RT simulator is presented
in [19]. Furthermore, a list with the characteristics of the most popular commercial RT simulator
is presented. In [14], the same group reported the applications of RT simulation in power and
energy systems. Some of the applications are: transmission systems and its electrical protections,
interconnection of an AC system of 39 buses with two high-voltage DC links, testing of the
flexible-ac-transmission-system (FACTS) and the RT operation and control of a micro-grid.
Figure 1 is presented here as a basic tool to understand most of the cited works’ contents. Firstly,
the multidimensional SG model is presented [20], so all of the complexity around its integration is
effectively accounted for. Secondly, the gradient bars exhibit, depending on the cited works, how far
simulation has extended over the SG approach. Lastly, it points toward an effective integration of a
real SG and how effectively the discussed testing-environment has been built so far.
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Figure 1. Smart-grid (SG) architecture and its real-time (RT) simulation penetration.
This work aims to provide the foundations of RT simulation together with a complementary
classification of those already presented, based on RT simulation technical capabilities. In this way,
several applications are listed in order to portray the main benefits or drawbacks of each presented
technology. In addition, the SG context is provided in order to link recent research efforts (over RT
simulation systems) to those trends regarding modern electric systems, particularly SG.
More importantly, the core concepts of RT simulation are explained so their benefits become
evident, together with a schematic exhibition of current devices and their technical characteristics.
As a result, an accessible way for the reader to understand and possibly adopt RT systems is provided.
2. Current Status of Grid Modernization
Besides that all of the SG requirements and related expectancies will be perhaps covered in the
far future, the grid modernization has already begun and is delivering tangible short-term benefits.
Due to some cost-effective pilot projects regarding grid monitoring and automation, international
efforts are being made, if not integrating an SG as a whole, setting the directions to be followed in
order to reach it.
As reported in 2011 by the International Energy Agency (IEA) [21], the SG development was
hindered due to the absence of governments’ action toward new electricity systems regulation, policy
and technology. Such a drawback is also reported in [22] where the maturity of policy/regulatory
progress is graded as “low” for the U.S.
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It has been also reported that there was not enough international collaboration regarding SG
technology standards [21,23]. It is noteworthy that not international, but local efforts have been made
though, as stated by an exponential increase in venture capital funding for SG start-ups in the U.S. [22].
Such international division is also noticeable in [11], as each continent’s investments are reported
to be made in different SG areas. In addition, projects supposedly regarding SG are actually focused
on grid-side technology, particularly on grid automation. Accordingly, the customer side is reported to
be mostly disregarded [11].
Indeed, among all SG capabilities, there are some that have become a priority, so current projects
focus on their research and development. Monitoring, sensing, advanced-metering- infrastructure
(AMI), demand response and automation are the most important areas, while field-crew management,
work order, non-technical losses, cyber-security, storage and electric vehicles are the least [11] (however,
cyber-security was said to be paramount as a part of all other areas, but unimportant by itself).
In the same report [11], the analyzed projects were found to be mostly focused on sensing/
monitoring/control, integration and asset management, offering an impact on the costumer-side
predominantly on energy savings. The same projects were devoted to improve the system’s reliability
in terms of interruptions, transmission losses and voltage quality, while targeting (most of them) to
renewable energy integration, emissions’ reduction and environmental awareness improvement.
It can be noted that the current trend directly points to AMI integration, which has exhibited
an undeniable growth in terms of installments (from around US$1 million in 2006 to US$16 millions
in 2010) [22]. In the same cited report, AMIs are one of the few areas reported to have a “high”
trending behavior.
The main reasons behind AMI success can be described as follows: technically, they enable
the service provider to monitor the grid; socially, they may permit active engagement from the
costumer-side regarding energy consumption; and economically, they could account for US$2.8 billions
in savings for their expected life-span of 20 years [24]. Monitoring the grid is the first step toward its
modernization, as it provides some feedback, so that the grid can be controlled later.
Furthermore, among the 30 projects analyzed in [11], 27% of them showed a positive
return-on-investment (ROI) rating. If the operating cost is added to the ROI rating, the percentage
grows to 40%. SG projects are becoming cost effective, against the traditional belief of economic burden.
This can encourage further private and public investment.
By 2013, the 30 projects reported in [11] represented an immediate overall investment of
US$9.5 billions. Other prospective reports address local investment like [25], where a huge Chinese
project including US$101 billion for SG technology is presented. Similarly, South Korea’s government
planed to spend US$15.9 billions between 2009 and 2016 for SG projects [26]. It is noteworthy that both
projects report most of the budget to be assigned to some kind of smart metering technology.
It is clear that the AMI and the integration of distributed energy sources are thriving areas among
grid modernization. However, the incursion of smart meters in SG projects, for instance, doubles
their average cost-per-costumer [11]. Hence, the steps already taken toward grid modernization could
be thoroughly benefited by RT simulation, as all control, automation and instrumentation can be
performed with real physical signals in test-exhaustive close-to-real environments.
RT simulation could not only reduce the related costs and risks of actual implementation, but also
could ease and accelerate international collaboration through common case studies under common
tests. It is thus important to clearly identify the different simulation potentials as SG projects’ enablers.
The next section presents a classification of the simulation types, highlighting the reasons why each
kind of simulation is different and how P-HIL simulation, for instance, could help the aforementioned
desired SG testing.
3. Simulation Foundations
From its traditional definition, simulation is the computation of a system’s mathematical model
in order to study its properties. This model can be manipulated by hand, by a computer or by a
Energies 2017, 10, 817 5 of 24
combination of people and computers working together [27]. Mathematical models are represented as
Ordinary Differential Equations (ODE) in order to be solved, so any simulator will need an integration
method to compute their solution.
Such integration methods can be classified as in [28,29] (more details are provided therein):
• Explicit single-step: These methods calculate ODE results for specific and fixed time steps and
do not require information from past iterations; then, they can work with discontinuous input
signals. Furthermore, the number of calculations per step can be easily estimated. Examples of
these methods are ”Euler” and ”Runge-Kutta”.
• Implicit single-step: These methods are rarely used in real-time simulation since they solve a
system of nonlinear equations at each step, increasing the computation effort. However, the
number of iterations required to compute a valid result is bounded to a fixed value, making them
sometimes suitable for RT processing.
• Multi-step methods: These methods require past information to calculate the next step (higher
order approximation). Its main assumption is that the differential equation is smooth, producing
inaccurate results when this assumption is not satisfied. However, the number of function
evaluations per step is low. The Adams-Bashforth method is widely used in RT simulation.
Nowadays, simulation systems can interact differently, enabling physical connections with
other systems to better address issues like actual power transfer. This implies that the solution
of ODE models will interact with real signals, making it possible to analyze different systems on an
integrated environment.
Such interactions can benefit research and development around SG as they enable the
much-needed integration testing. Simulation systems can additionally address communications
among sub-systems, so the SG approach could be thoroughly covered. As explained in the sequel, RT
simulation can appropriately account for the dynamic behavior of the systems-under-test and actually
face it with marginal or fault scenarios considering real energy transfer.
Current simulation technologies can be broadly classified as shown in Figure 2. It is noteworthy
that the main difference between such technologies is given in terms of their capability to run in RT
and ”in-line”, so a deeper explanation is provided in the following subsections as both simulation
characteristics are paramount for achieving a lab-to-field SG solution.
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Figure 2. Schematic simulation types and concepts.
3.1. Real vs. Non-Real Time
As stated in [30] (p. 6), “‘real’ indicates that the reaction of the system to external events must
occur during their evolution”. In this way, RT implies that a system’s specific dynamic characteristics
should be consistent with its environment’s timing. RT simulation is thus achieved whenever the
dynamic behavior of the modeled system matches that of the “real” system subjected to the “real” time
(wall-clock) [14]. As said in [31] (p. 5), the simulation runs at “local-time” T1 while the real world does
so at the “global-time” T2. Having T1 → T2 means that both systems measure the time equally.
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A simulated system will provide a dynamic output subject to its particular simulation time-step,
which can be faster/slower than the real-life system’s dynamics. Therefore, ensuring RT is not a matter
of accelerating or slowing the simulation, but providing valid outputs at precise (reality-consistent)
instants. Having an early or a delayed result makes the simulation fail as it no longer captures the
real dynamics of the system. As said in [31] (p. 3), in non-real-time systems, “time is implied but
never stated”.
As a result, the main difference between real and non-real time is that the former is subject to a
deadline [19,30] (p. 8), like a periodic clock [31] (p. 4). Such a deadline represents the time at which
there is dynamic consistency with reality. Conclusively, RT is not directly subjected to its speed, but
its predictability [30] (p. 8). Actually, it is a common engineering practice to test such proposals
using models running in RT before testing over real conditions [9,32,33] as the dynamic consistency
is guaranteed.
In order to address some concepts around RT systems, a brief introduction to how such a
simulation is performed is included here. All of the following definitions were consulted in [30]
(pp. 23–51), so the reader can refer to the cited text for a deeper explanation.
A simulation requires a set of parallel (“concurrent”) or “sequential” computations to output a
result. Each independent computing procedure is named a “process”, “task” or “thread”. Tasks
are organized depending on the processor’s capabilities, which are mainly given in terms of
“clock-frequency” and “number of concurrent threads”. The clock-frequency determines the time in
which a fundamental processor’s operation can be computed, while the number of concurrent threads
establishes how many tasks can overlap in time.
It is important to mention that a basic processor’s operation can be understood as any
computational procedure that can be performed in one single “clock-tick”. Tasks are comprised
of a number of such operations so they take different times to be accomplished. In order to organize
all required tasks on the available processing resources, a “scheduling policy” is required.
Figure 3 shows a task-graph and a schematic view of their scheduling considering two concurrent
available processing tracks. Each track resembles an individual processing unit, which can be of any
kind (micro-controller, FPGA, digital signal processors (DSP), etc.), requiring data transfer to happen
between them (represented as black arrows). The graph shows the tasks’ “precedence” (dependencies),
implying that some task cannot start without the output of a previous one, so the concurrence actually
helps the process finish within the deadline by dividing the computational burden. A digital clock
is also shown to address the need for the processors’ synchronization, the tasks’ base-time and the
time measurement.
T2
T1 T3 T5
T4 T6
In
pu
ts
O
ut
pu
ts
Input
T1 T3 T5
T2 T4 T6
Idle Deadline
Output t
t
Processor's clock Clock-tick
Figure 3. Task planning example.
In this particular example, the second track is set to handle the peripheral hardware so the time
the system takes to acquire or output signals is labeled as the tasks “input” and “output”, respectively.
This kind of operation is common in hybrid systems where one of the devices offers benefits regarding
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a specific task; managing peripherals in this case. It is important to notice that both tracks could be run
on a single processing device whenever it is capable of doing so.
Depending on the tasks’ dependencies and their required times to be concluded, the scheduling is
adjusted so each task is “dispatched” (started) appropriately. As long as the tasks and their scheduling
remain unchanged, this condition can be easily met as the processing speed is normally constant;
however, depending on the processor technology being used and its specific firmware, “preemption”
may occur.
Preemption implies that tasks can be “interrupted” so other tasks with a higher “level of criticality”
(importance) can be run. This breaks processing tracks into “time-slices” as the interrupted task must
be later resumed. Resources must be properly allotted and “synchronized” so preemption succeeds,
which increases scheduling complexity and may lead to “overhead” and deadline breaches. Common
preemptive tasks are “interruptions” (events) and “exception” routines (error handling).
The uncertainty derived from preemptive scheduling and processing in general have led to the
definition of three RT constraints: “Hard” RT implies that missing the deadline causes catastrophic
consequences on the system. “Firm” RT also requires the deadline to be met, but whenever it is not, the
output value is simply discarded as it is assumed it will not damage the overall results. Finally, “soft”
RT means that the output value is still useful to some extent, but leads to performance decimation.
A set of invariant tasks that fulfills a common objective and whose precedence is also invariant is
called a “job” or an “instance”. Besides that each conforming task has its own deadline, an overall
job’s deadline can be considered as in Figure 3 where, actually, both processing tracks are left “idle” at
some point to exactly match the required simulation time-step.
In this case, a hard RT simulation (a job) is required to output the modeled system’s output at
specific, periodic, time instants. If the platform in which the system is being simulated incorporates
preemptive tasks or jobs, the simulation scheduling must consider enough idle time to address them
all, so the deadline is not missed even in the worst-case scenario. A different alternative is to assign a
higher level of criticality or to assign dedicated processing resources to the simulation alone.
Some bottlenecks and restrictions of RT simulation are presented throughout [32] and are entirely
related to specific hardware shortcomings (e.g., FPGAs normally work with fixed-point numbers,
decimating calculations’ precision). This has lead to ”optimally-distributed systems” [32] where
different modules of specific hardware are interfaced in order to take advantage of each module’s
particular capabilities and/or to perform parallel computing.
All preceding concepts and their actual application to RT systems depend on the processing
technology being used. RT performance can be achieved on micro-controllers, DSPs, FPGAs and even
PCs with a compliant operating system. Preemption can be sometimes fully managed by the user and
sometimes imposed by the operating system. Most RT simulation software has already dealt with the
aforementioned issues; however, it is important to be familiar with RT systems in order to take full
advantage of their potentials.
3.2. On-Line vs. Off-Line
Another major differentiator among simulation technologies is whether they are run on-line or
off-line. This characteristic is a determinant for establishing the capabilities of the simulation system
and their reach.
A process can be understood as a series of steps along a sequential ”line” of events. The
connotation of on-line refers to the inclusion of the simulation system in between the process, so
performing the tasks of a certain step. Those tasks normally include the interaction with the remaining
sub-processes, so input/output exchange is required. On the other hand, off-line simulation can cope
with systems that require no interaction with other subprocesses either because the whole system is
simulated or such interaction is integrated artificially (e.g., injecting recorded data from the process).
Briefly, on-line simulation makes the modeled sub-system part of the full process as it runs, while
off-line simulation runs independently. Both approaches can cope with human intervention in order
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to adjust set-points or parameters; however, such human interaction yields on-line behavior only if
it is an actual sub-process in the aforementioned line of events, i.e., when it cannot be replaced by
automatic injection.
The above distinction is critical to understand the scope of RT simulation systems. On-line
simulations can only be run if RT is ensured, as the surrounding events react under wall-clock timing.
In this way, the simulation copes with the dynamic behavior and the input/output characteristics
of the simulated sub-process. Effective on-line simulation will be useful for detailed analyses as the
collected data will depict close-to-real process behavior. In this way, bandwidth, precision, gains and
limits, as well as stability, sensitivity, noise rejection, output effort, etc. [8], can be studied due to
dynamical consistency and minimized assumptions.
The designer is then enabled to test high-bandwidth controllers with synchronized acquisition
and fast protection systems, independently from the electric system rating being studied [32]. This
implies that the evaluation tests can be accelerated.
It is worth mentioning that RT off-line simulations are possible. As long as the deterministic
simulation deadlines are met effectively, the RT simulation can be guaranteed on an independent
environment. However, as no input/output interaction exists, there is no point to delaying simulated
outputs (this is represented with a dashed line in Figure 2). All of the sub-processes of an off-line
simulated system can be ”clocked” appropriately, so that dynamical consistency is ensured, thus
enabling faster simulation rates and easing variable-step solving techniques.
It is important to notice that both real and non-real time simulations have their own scope and
benefits. Briefly, RT simulation is needed if interaction with other “real” subprocesses is desired.
RT simulation is wrongly and commonly associated with high hardware capabilities and speed,
disregarding time consistency. Ensuring a deterministic process will be computationally demanding
indeed; however, off-line simulations would also benefit from better processing capabilities; the
difference is they can afford to be slow or time-uncertain.
3.3. In-The-Loop
Whenever a process is cyclical, a “loop” instead of a line depicts the system’s flow. Having
any in-the-loop sub-process implies the same on-line integration with the surrounding system. The
In-the-Loop (IL) notation is used to denote such an interaction together with the specific system
being added to the main process. In this way, model-IL (MIL), software-IL (SIL), processor-IL (PIL),
hardware-IL (HIL) and power-HIL (P-HIL) directly refer to the specific technologies used and their
supported interactions [19].
As depicted in Figure 2, HIL and P-HIL simulations require RT conditions, as actual signals
and power interactions are used as the interface, respectively. Non-real-time simulations can benefit
from testing specific MILs, incorporating specialized software (SIL, e.g., for co-simulation) and using
dedicated hardware to run some sub-process (PIL).
Summarizing, a simple non-real-time simulation will wait for all results to be ready after
performing the required ODE solver operations. This will commonly take a long time to be computed
and will provide “ideal” discrete results. RT simulation forces the processing to fit into a deterministic
time-step, so exhibiting the RT characteristics of the system. RT results are closer to reality because all
processing modules are demanded to respond to changes at the applicable time scale.
Finally, HIL incorporates the actual hardware solution to be implemented. Consequently, the RT
model accounts for those cases at the appropriate time scale to which the Hardware-under-Test (HuT)
is to be subjected. Timing issues related to the actual hardware capabilities like delay and acquisition
times are exposed on HIL tests together with an opportune portrait of its expected real behavior.
3.4. Evolution of RT Simulators
Since the 1950s, simulation tools have been an important part in the design of new devices [34].
Some of the first ones were flight simulators produced for aircraft companies. Most of these simulators
Energies 2017, 10, 817 9 of 24
were analog and enormous because they were composed of hundreds of servo units, relays, electronic
components and vacuum tubes [35].
Physical (analog) simulators were popular until 1970 when analog/digital conversion started
to be used. This enabled testers to take advantage of the interaction of analog components and
programmed routines as hybrid simulators [14,36]. The emerging of microprocessor and floating-point
DSP technologies was important to the development of digital RT simulators; in fact, the fist commercial
digital RT simulator used DSP, and it was produced by RTDS Tech. in 1995 [36].
The next stage in the evolution of RT simulators was the use of supercomputers, which began to
thrive in 1990. The first supercomputer-based simulator was presented by Hydro-Quebec under the
name of HYPERSIM [36]. One more stage of RT simulators appears in 1990: the COTS (Commercial
Off-The-Shelf)-based RT simulators, equipped with multi-core processors (Intel and AMD) having as
advantages lower cost and easy scalability.
FPGAs are part of the final stage of RT simulation evolution. The advantages of FPGA-based
real-time simulators are: very small processing time-step (250 nanoseconds), the independence of
the computation time toward the system’s size, and they cannot overrun. The only limitation of this
approach is that the number of digital gates is limited, which results in the models’ size limitations.
Figure 4 presents a time-line of the evolution of RT simulators.
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Figure 4. Evolution of RT simulators.
4. Simulation Examples
As explained before, RT simulation can benefit from the interaction with real devices through
physical signals. Nevertheless, there are some cases in which a non-interacting simulation is still
desired to run in RT, especially when software is expected to react to RT dynamics or when the RT
conditions demand enhanced synchronization strategies. In different circumstances, a traditional
non-RT simulation is enough to attain the expected outcomes.
In the following subsections, three different types of works are classified in terms of their approach
to simulation platforms. The first subsection shows examples of both, non-RT and RT simulation, which
do not interact with external devices, so they are purely digital. The remaining two sections present
similar examples, which however, have been implemented in an HIL or P-HIL fashion, respectively.
4.1. Digital Simulation
RT simulation has been used to deal mostly with new control proposals over power electronics
and electric machinery. It has become an effective validation tool prior to experimentation and a bridge
between offline simulation and valid data acquisition. Complex power systems and similar control
schemes can be tested with high degree of accuracy as shown in [33], where a comparison between
state of the art controllers over active filters is presented. Likewise, a complex Kalman filter approach
to robust control of active filters using the sliding-mode concept was validated through RT simulation
in [37]. In addition, RT simulation can also be used just to have a closer approximation to reality, as
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shown in [2], where different DC-DC converters are tested toward a new design methodology for
MPPT (Maximum Power Point Tracker) purposes.
Similarly, a new algorithm for topology processing (network management: interconnection) is
presented in [38]. It is noteworthy that their validation method was chosen to be the “IEEE reliability
Test System 1996” standard, which was simulated in RT to be effectively analyzed.
The scale of the system to be tested depends on the platform being used. In [8], the automation of a
micro-grid is presented, robustly addressing the administration of distributed sources and unbalanced
and/or nonlinear loads. In [39], a full induction machine drive is RT simulated on a single FPGA. It is
noteworthy that the model included the motor dynamics, power electronics, field-oriented controller
and space vector modulation technique. This work makes a remarkable effort to clarify the RT
resolution and issues related to its programming.
The size of simulated systems as a major bottleneck for RT simulation was addressed in [13],
as well as communications issues. The authors present the guidelines to incorporate several power
switches at up to 10 kHz and use a micro-grid as a case study to show the effective integration of
distributed generators, power conditioning circuits, solid state switches and communication latency.
After all, any RT simulation system is intended to test some specific behavior of a
to-be-implemented solution. In this way, and considering the aforementioned RT simulation
characteristics, it is also possible to test some proposed piece of code as the interacting engine of
some given process. Software in-the-loop (SIL) is understood as a precise computer simulator used
to test designed software. SIL is useful to analyze software performance reducing implementation
problems [15].
Just as for dynamic systems being incorporated into some RT simulated loop, the software module
under test will exhibit a close-to-real performance when tested in RT. Processing times, delays, OS
interruptions, task management issues, etc., will degrade the expected performance; as a result, RT
testing would reveal such disadvantages. The simulation model of a solar thermal system presented
in [40] is an example of SIL. The simulation model is connected to a standard system controller using
an Ethernet connection, and an adapting program created in C-Code is tested via SIL.
Whenever the system grows in complexity or it is comprised by easily differentiated modules
for which specialized solver software exists, it is possible to join each piece of software toward a
common output. The connection of simulation models (modules) implemented on different tools,
where each tool runs and solves one module independently, is defined as co-simulation [41]. During
this simulation, intermediate values of variables and information are exchanged/shared between
modules via discrete communication. The overall results’ precision is enhanced, and particular issues
regarding the complexity of each module can be taken into account.
As an example, the co-simulation of 500 kV transformers in an AC/DC hybrid power grid is
presented in [42]. Three modules conform the co-simulation system: One module uses Hypersim to
simulate electromagnetic transients. The next module uses Flux for Finite Element (FE) calculation.
The third module consists of a platform based on MATLAB. Using real-time hardware-software, the
electromagnetic solver receives measured data while the FE analysis runs offline via a connection of
Flux and Simulink in MATLAB.
Another example is a co-simulation platform to test the impact of advanced photo-voltaic (PV)
inverters on feeder voltage during a cloud transient [43]. Co-simulation architecture is composed of
three modules: the HIL, distribution model and communication link. The HIL module contains the PV
dynamics on an RT simulator together with the inverters. The distribution module includes the model
of the feeder, wide power flow, thermal models of the houses and stochastic patterns of other loads.
Finally, the communication link has a data exchange protocol to establish the communication between
the HIL module and the distribution module.
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4.2. Hardware In-The-Loop
HIL operates with real components in connection with real-time simulated ones [44]; the real
components tested with HIL are named “Hardware-under-Test (HuT)” [45]. The classification within
HIL simulation answers to the specific type of HuT. Consequently, one can find “control-prototyping”
HIL simulations, “product in-the-loop”, and so on.
Ideally, an RT simulation should describe the physical system under study completely, since it is
required to understand the design and operation of the proposed technological advancements. In this
way, hardware and software can be validated under extreme/dangerous environmental conditions
since everything is tested in the laboratory [45]. Another advantage of HIL is the possibility of
performing several automated experiments, saving time and the cost of production.
HIL simulation started in the 1960s, when a simulation of an airplane’s pilot cabin was
realized [15,44]. Nowadays, HIL applications have increased throughout several fields as stated in [15]:
aircraft and aerospace, vehicle systems, robotics and power systems.
One thriving area within HIL testing is control-prototyping, involving the testing of some real
embedded controller toward an RT-simulated plant. In this case, the scope of the HuT is subjected to
the capacity of the RT simulator to integrate complex dynamical systems. Indeed, both simple and
complex plants have been tested through this approach. For instance, the simulation of a drive for
a PMSM (permanent-magnet synchronous motor), which considers dead-times, modulation index,
source angle offset and operating frequency, is presented in [32]. The authors added HIL capabilities
by interfacing a second RT system containing the programmed controller with the PMSM drive model.
Likewise, an RT micro-grid was simulated in [9]; it was later controlled by a different RT system,
which included multi-agent decision-making control. The main aim of the aforementioned work was
to hierarchically manage the grid in a supervisory fashion. Notice that the controller under test can
be also subjected to faulty scenarios during HIL tests. In this way, the overall performance of the
proposed controlling platform can be easily and quickly tested.
One example of product prototyping using HIL is the electric vehicle (EV) simulation presented
in [46]. The elements of HIL simulation are: a fast real-time simulator connected with an Electronic
Control Unit (prototype) via low-power logic and analog signals. In this case, the real-time simulator
includes the models of a battery, an inverter, the electric motor and the mechanical system. The HuT
is the electronic control unit composed of the controller and a protection system logic. This HIL
simulation reproduces system performance under normal and fault conditions in order to thoroughly
analyze the system before replacing using the EV hardware.
4.3. Power Hardware In-The-Loop
Power hardware in-the-loop (P-HIL) is an HIL simulation involving real power/energy transfer
to/from the HuT, so a power source generating or absorbing power is required [19,47]. During the
past decade, plenty of power electronics devices have been certified via P-HIL simulation prior to their
incorporation into real processes [48,49]. Figure 5 portrays a P-HIL simulation. Power amplifiers and
sensors provide the interfaces between the HuT and the simulated environment. In the referred figure,
a controlled load is included to specifically account for power sinking capabilities.
An example of P-HIL simulation is reported in [50], where a test-bed for Auxiliary Active Power
Control (AAPC) of Wind Power Plants (WPP) is presented. Both frequency regulation and damping
control of WPP are illustrated. Wind generation is emulated using an asynchronous motor coupled
with a Double Feed Induction Generator (DFIG). A power system is implemented in the RT simulator,
and the HuT is the wind turbine emulated with the asynchronous motor and DFIG. The P-HIL interface
consists of an IGBT-based converter with an LCL (L: inductive, C: capacitive) filter to amplify the
reference signals from the RT simulator, while a current sensor provides the required feedback to the
real-time simulator.
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Figure 5. An example of the P-HIL simulation.
Another example is the battery emulator with applications to hybrid electric vehicles, presented
in [51]. The battery model is implemented on the RT simulator, and the HuT is an electric vehicle drive
system. The interface between the RT simulator and the HuT is composed of current sensors and a DC
power supply with a digital controller as the amplifier.
A P-HIL platform useful in the certification of wind turbines is presented in [52], where a platform
of Rheinisch-Westfälische Technische Hochschule (RWTH) Aachen University (capable of testing wind
turbine nacelles up to the 1 MW level at a 1:1 ratio) is analyzed. Then, the proposed certifications
process is applied for the evaluation of the platform. A commercial 2.5 MW Variable Speed motor Drive
(VSD) with an active front end is tested in [53]. The motor was connected to a virtual power system
using a 5 MW Variable Voltage Source (VVS) amplifier for integrating the drive with a simulated
power system.
The closed-loop stability is another important issue in P-HIL (also HIL) simulation [54]. The
P-HIL platforms are composed of Digital-to-Analog (D/A) converters, the power amplifier and HuT,
which can produce unstable/oscillatory behaviors destroying HUT devices [55]. Hence, the analysis
of the stability and stabilization methods [56,57] must be proposed to solve this problem, which is
difficult since the stability depends on the system under test.
5. Real-Time Simulators for the Smart-Grid
RT simulators can be classified (in a very broad way) as commercial and lab-made. This section
covers both types, but only those simulation platforms that are used to perform power systems
simulations. Here are shown some of the most important companies that are being referenced in
academic and research papers where RT simulation is conducted. There may be other companies that,
however, are not that distinguishable in research resources. Hence, the reader is invited to look for
more options whenever a specific performance is desired.
5.1. Commercial Simulators
The most popular RT platforms are OPAL-RT, RTDS Tech., Typhoon HIL, NI-PXI and dSPACE. All
of them exhibit common characteristics as [19]: (1) multiple processors operate in parallel to conform
the target platform on which the simulation runs; (2) a host computer is used to prepare the model
off-line; it is later compiled and loaded on the target platform; the host computers are also used for
monitoring the results of the simulation; (3) I/O terminals to interface with external hardware; (4) a
communication network to exchange data between multiple targets.
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RT simulators for power systems are commonly benchmarked in terms of AC nodes, under the
assumption that those nodes will be adequately solved within a sufficient time-step (normally 50 µs
for grid-scale models [19]). However, there are other parameters to address, especially if the model at
hand has a lower scale. For instance, a power electronics system will require a much smaller time-step
(sometimes ns) to provide dynamical consistency (see Figure 6).
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Figure 6. Time step requirement vs. the number of nodes.
Although the commercial real-time simulators share a main list of components, they offer different
technical characteristics. OPAL-RT and dSPACE processors are from Intel, while RTDS Tech. uses those
from NXP. OPAL-RT processors are capable of simulating 25 (three-phase) nodes by the processor’s
core, and it is possible to select equipment with 4–32 cores. The processor’s card of RTDS Tech. allows
the simulation of 30 (three-phase) nodes per rack [58]. Typhoon HIL simulation capacity is up to
500 buses according to the technical details of micro-grid test-bed [59]. It is noteworthy that some
simulators are also stackable, implying that further expansion is possible by communicating two or
more simulators.
Another distinction between RT simulators is the hardware engines used. The industry considers
two main types of hardware [16]: multi-core CPUs and FPGAs. Furthermore, Graphics Processing
Units (GPU) are a promising technology. These core processors are sometimes combined to achieve
increased performance or higher throughput. Commercial simulators perform an automatic allocation
of cores and engines depending on the user’s simulation, which is compiled off-line to satisfy
performance restrictions.
National Instruments (NI) commercializes PXI (PC1 extensions for Instruments), based on the
compact PCI bus first presented in 1997 [60]. This platform has a synchronous bus: each of the
interconnected devices has a dedicated bandwidth and peer-to-peer communication, increasing the
efficiency by reducing the system bus utilization [61]. It is then possible to custom-build an RT
simulator by combining the CPU and FPGA capabilities of the NI chassis available, together with
many options for I/O and communications interfacing modules.
A summary of the aforementioned RT simulators is presented in Table 1 considering OS
compatibility and simulation software compatibility.
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Table 1. Real-time simulators.
Simulator HardwareEngines OS
Software
Compatibility
Communication,
Interfacing Applications
Opal-RT
Intel
processors
and FPGAs
Windows and
Linux
MATLAB,
Simulink,
Labview
Gigabit Ethernet,
PCIe with DSP-based
A/C and D/A, CAN
Power electronics,
control systems, HIL,
power systems like
smart grid
RTDS NPXprocessor
Windows and
Linux
MATLAB and
Simulink
Optical fiber, Gigabit
Ethernet, TCP/IP
Power electronics,
control systems, HIL,
power systems like
smart grid
Typhoon Processor andFPGA Windows MATLAB Ethernet RJ45, CAN
Power electronics,
control systems, HIL
NI Hardware
Intel
processors
and FPGA
Windows and
Linux Labview
Optical fiber, Gigabit
Ethernet, PCI, CAN
Power electronics,
control systems, HIL,
power systems like
smart grid
dSPACE
Intel
processor and
FPGA
Windows MATLAB andSimulink
Gigabit Ethernet,
PCIe, CAN
Power electronics,
real-time control,
rapid prototyping,
power systems like
smart grid
5.2. Lab-Made Simulators
In order to have affordable test-beds to simulate physical systems, some research groups have
developed low-cost RT simulators. For instance, the University of South Carolina built its own
simulator named “Virtual Test-Bed (VTB-RT)”, which consists of software tools for the prototyping
of large-scale systems [62]. Another example is the one presented in [39], where an RT simulator for
induction motors based on FPGA is proposed.
In addition, RWTH Aachen University in Germany proposed a platform for RT simulation; it is
based on Digital Signal Processors (DSPs) and FPGAs. This platform is expandable and customizable
since it has a modular design and flexible open interfaces [63]. Another example of a low-cost
RT simulator is the one presented in [64], where an embedded platform for the distributed RT
simulation of dynamic systems is shown. The platform is named the “Real-Time Simulator for
Dynamic Systems (RTSDS)”.
Another example of a lab-made RT simulator is reported in [65], where an RT simulator of an
agricultural bio-gas plant is proposed. The behavior of the bio-gas, biomass and temperature system
are replicated with circuits, then the gas production process is simulated.
It must be noted that lab-made RT simulators may present the same (or even better) capabilities
than commercial ones, but the time and work necessary to develop a ready-to-use RT simulator must
be considered.
A research team newly involved in RT simulation should consider the following issues before
establishing an RT simulation laboratory (some of them can be found in [66]):
• What kind of systems are to be simulated on the RT target? There are no generic simulators, so
the hardware/software chosen or designed must fit research expectancies.
• What kind of interfacing is required? HIL and P-HIL simulations demand appropriate physical
channels and, sometimes, adequate facilities. On the other hand, it is possible to complete a loop
only using a communication channel.
• How is the loop to be closed? The system may be furnished to incorporate a controller board,
electric machinery, a product prototype, etc., so specific high-end instrumentation will be
needed, respectively.
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• Is the system supposed to grow in complexity/capabilities? Modular simulators will fit better if
different systems, tests and features are to be considered from experiment to experiment.
• How long is the system expected to provide a valid output? The simulation project should
consider the time regarding development, installation, facilities suitability, software/hardware
learning-curve, testbed/model modifications and data acquisition and processing.
• How much does it cost? RT simulation is computationally demanding and requires
specific/sophisticated supporting devices. Related characteristics are commonly expensive.
• Does the system includes support, examples and usage resources? The research team can take
advantage of such resources to accelerate testing processes and to better fit the system to the
team needs.
• Is the system standard? There are some systems, as those mentioned above, that are being
used internationally and can be found as the enabler technology of research papers and
academic materials. Such systems will ease the research process providing examples and a
base for comparison.
RT simulation imposes new standards and requirements in order to be useful. For the sake of
easiness, the following subsection describes and lists those specific supporting components and their
characteristics to make use of RT simulators effectively.
5.3. Supporting Components for Power Systems’ RT Simulation
A simulation of power systems should conveniently perform a power-flow analysis between
generators (renewable/non-renewable), loads, storage systems, the electric grid, etc. Thus, considering
the simulation examples of Section 4 and the technological trends presented in Section 2, P-HIL is the
type of RT simulation that better fits those requirements. It can be seen in Figure 5 that sensors, D/A
and A/D converters, as well as power amplifiers (or sinks) are the supporting systems that will enable
such power interaction and data acquisition.
It is noteworthy that testing tasks related to AMIs and the integration of distributed energy
resources, as introduced in Section 2, comprised of design/development, prototyping, product testing,
marginal/worst-case scenario evaluation and certification, can be driven through P-HIL simulation.
Hence, RT simulation stands as an enabling technology, which could ease and accelerate the integration
of technologies of interest into the electric grid, setting a path toward SG realization.
Both HIL and P-HIL simulations require A/Ds, D/As and digital I/Os. Such channels permit
the simulation processing unit to integrate the HuT into the simulated process through real physical
variables. However, those channels are not enough if a signal different from the voltage is needed to
interface both systems, so specialized transducers are then needed. Actually, P-HIL simulations need
more sophisticated means to perform such an interface as the acquired and exerted variables have
higher magnitudes than those commonly supported by conventional interfacing hardware, and actual
power flow is needed. In addition, the time-delay produced by the sensors/actuators should be as
small as possible without affecting accuracy and bandwidth.
It is recommended that high precision interfaces are used in HIL and P-HIL simulations [54]. The
relevant A/D and D/A characteristics to consider are [67]:
• Throughput: the amount of data that can be processed together;
• Bandwidth: the maximum bandwidth the processed signal can have before aliasing or data
loss occur;
• Resolution: the number of bits used to describe a full-scale signal; a higher resolution implies that
the device’s range is divided into more discrete steps, so the analog-digital conversion becomes
more precise;
• Latency: the time it takes to the converter to perform the conversion; this is considered as a
time delay;
• Linearity: the consistency between the signal and the digital value; how effectively a linear input
resembles a linear output;
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• Accuracy: the maximum absolute error toward the ideal conversion;
• Multiplexing: a single converter is sometimes connected to more than one input/output, which
must be then multiplexed to be processed; this reduces conversion throughput and bandwidth as
more channels are converted through the same converter.
Nowadays, the conversion hardware associated with HIL and P-HIL simulations has from 12 to
32 channels, processes from 250 kS/s–1 MS/s (samples per second) with 16-bit resolution, exhibit a
latency of 1 µs–6 µs and allows inputs as high as 20 V or outputs up to 16 V. On the other hand, digital
I/Os are commonly grouped from 32 to 64 channels, which exhibit a latency of about 50 ns and works
with traditional logic voltage levels or industrial standards.
Modular converters, like those used in PXI applications, range from a single channel to 48, which
can be sampled at 12.5 GS/s to 1.25 MS/s. It is important to notice that all module’s characteristics
(like number of channels, bandwidth, resolution and voltage range) are dependent on one another, so
increasing one of them normally hinders some others. For instance, such modules exhibit a resolution
ranging from 8 to 24 bits at voltage levels that go from CMOS low voltages to 10 V, including current
outputs up to 20 mA. Digital I/Os are found up to 500 MS/s at conventional or industrial voltage levels.
The bandwidth of several P-HIL peripherals is in the order of tens of kHz, while a high/medium
accuracy is understood as less than 100 ppm (millionths of the full scale) [68]. It is important to notice
that most P-HIL applications require transducers in addition to the converting capabilities of the
simulator, which also imposes similar restrictions on the whole testbed.
The power amplifier is the core of P-HIL simulation since it enables the power-flow through the
HuT (see Figure 5). Power amplifiers can be classified as switching-mode amplifiers, synchronous
generator units and linear amplifiers [69].
Switching-mode amplifiers have the ability to operate as voltage and current amplifiers. They
are normally used in applications that require high-power transfer. However, they present a higher
time delay and lower accuracy than linear amplifiers. Furthermore, linear amplifiers’ dynamics can
be represented by a simple transfer function, which ease the theoretical analysis of the simulated
system. Synchronous generator units were first proposed in the 1940s and are not widely used on
micro/smart-grid applications nowadays.
It is important to notice that four-quadrant amplifiers are required if a bidirectional flow of
power is necessary. A classification of power amplifiers, taking into account their operation is the one
presented in [70], which is replicated in Table 2.
Table 2. Classification of power amplifiers [70].
Amplifier
Operation Definition Complexity Types Dynamic Response Cost Application
Linear
Output is
proportional
to input
Low Voltage orcurrent
High bandwidth and fast
response time (<6 µs) High
Low flexibility (voltage
or current). Difficult to
build in the MW range
due to high power losses.
Non-Linear
Output is not
proportional
to the input
High Switchingmode
Reduced bandwidth and
slow response time (>50 µs)
(due to additional
control circuitry)
Low
High flexibility (voltage
and/or current).
Commonly used in the
MW range.
Commonly, the amplifier, sensors, variable loads, etc., of the P-HIL simulation (see Figure 5)
are grouped into one block named “power interface” [70,71]. In order to provide examples and
characteristics of the components of the power interface, Table 3 shows a list of bidirectional power
amplifiers used for P-HIL simulation (for more details, see [59,72–75]).
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Table 3. List of power amplifiers.
Power
Amplifier
Operating
Modes DC and AC Ratings Measurements
Ametek
(Pi version)
AC, DC and
AC + DC
• AC mode output: up to 135 kVA
• AC mode voltage: Vlow 0–150 V, Vhigh 0–300 V
• AC mode current: Vlow up to 300/phase, Vhigh up to 150/phase
• DC Mode: up to 30 kW, Vlow 0–200, Vhigh 0–400
• Max. current Vlow up to 150, Vhigh up to 75
AC measurements:
voltage and current
rms, DC voltage and
current, real power,
apparent power,
power factor
Egston
(CDAR200) AC, DC
• Power max DC: 120 kW
• Power max AC: 104.8 VA 3 phase system
• DC current: 0–150 A
• AC current: 0–126 Arms
• AC voltage: 0–480 3-phase
• DC voltage: 0–10 V
Current and voltage,
Opal-RT integration
Puissance
plus (PA-24K)
AC, DC and
AC + DC
• AC power 24 kVA
• DC power 16.973 kW
• AC voltage 56–400 V
• AC current 429–60 A
• DC voltage 79–566 V
• DC current 214–30 A
Current, voltage,
power analyzer
Triphase
(PM15A60F60) AC, DC
• Up to 33 kW
• AC Mode 1: 3 × 0–278 Vrms, 3 × 24 Arms, 20.016 kW total max
• AC Mode 2: 3 × 0–481 Vrms, 3 × 48 Arms, 33.12 kW total max
• AC Mode 3: 3 × 0–481 Vrms, 3 × 24 + 1 × 72 Arms, 16.56 kW total max
• DC Mode 1: 1 × 0–650 V DC, 72 A/D, 33.12 kW max
• DC Mode 2: 3 × 0–650 V DC, 3 × 24 A/D, 33.12 kW max
Voltage, Currents,
MATLAB/Simulink
integration
Typhoon
Power
Emulator
AC, DC,
AC + DC
• Up to 400 kW
• AC phase current up to 1200 Arms
• AC voltage up to 420 Vrms
Voltage, currents
(using Typhoon HIL)
Spitzenberger
Spies AC, DC
• Nominal voltage: AC 135 Vrms/270 Vrms, DC 191 V/382 V
• Power AC up to 60 kVA, power DC up to 60 kW Voltage, currents
Considering the list of RT simulators of Table 1, the amplifiers presented in Table 3 and the
characteristics of the A/Ds presented above, it is possible to have a first notion of the required
equipment for an RT simulator of a micro-grid/smart-grid.
6. Challenges of Real-Time Simulation of SGs
The industry is demanding more powerful simulation tools since the complexity of modern
electric systems is increasing. For example, some elements are involved in the SG approach as
modern power grids, as well as the integration of renewable energy systems, distributed generation,
smart-metering and required complex power electronics. Then, RT simulation of SG’s has to face
challenges as identified in [76]:
• Real-time simulation of large power systems: The ability of the simulator to replicate large
power distributed systems with a considerable number of components, modules and buses.
Electromagnetic Transients (EMT) of power grids require the computations of big matrices. Then,
the challenge is to solve all of the grid equations in a simulation cycle. Dividing the grid model
into groups and assigning each group to one of the multi-processors included in the simulator
stands as the only possible solution [77].
• Accuracy of power electronics’ simulation: The accuracy in simulating switching power
converters, especially considering the tendency of switching frequency increase. The accuracy
of the simulator depends on the simulation step size, which should be small, but not too small,
since RT processors have to solve all of the equations in limited time cycles. For example, EMT is
simulated with a step-size between 20–100 µs, and power electronics need to be simulated with a
step size of 1 µs or below (achieved by FPGAs).
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The aforementioned challenges can be understood as the trade-off (size of the simulated systems
vs. the length of the simulation step-size) illustrated in Figure 6. The versatility of a single simulator is
evidently constrained by the processing time, but also by the associated hardware to interface the HuT.
Furthermore, RT simulation of complex systems as SGs includes communication networks. Then,
the model of the communication network has to be included in the RT simulation, and the effects of
latency, bandwidth and packet losses have to be considered. The analysis of these problems is another
challenge for real-time simulation of SGs [13,55].
It can be foreseen that the above challenges will eventually be solved as the computing capacity is
constantly increasing. Furthermore, many of the cited works are devoted to novel integration schemes,
which propitiate the use of parallel platforms and foster modularity. However, even for the listed
applications, in order for RT simulation to be entirely embraced, more research efforts toward the
simulation’s validity against reality are still needed. This later objective is clearly hard to attain, but
would unleash RT simulation benefits fully.
7. RT Simulation Toward Innovation and Research on SG
The SG approach offers a new field of action where innovation is deeply involved. However, the
specific technology to be used is not part of any standard, so innovation and research are free to be
proposed and enhanced [4]. A fast platform to perform the proofs of concept and case studies is then
beneficial for the innovation vein. Some steps have been taken toward innovation like in [78], where
a “lab to market” example is shown; however, their lab is comprised by the real installed systems,
and besides the validation being definitive, evaluation and testing cannot be freely performed as in a
simulated environment.
Indeed, RT simulation enables thorough testing of control strategies and software protection
routines. This testing can be performed in parallel as the actual physical system is under
development [32]. Furthermore, risky or borderline conditions can be tested without damaging
the real prototype [32], and actually, the observed results may help the design process. Actually, the
product development flow can use RT simulation at almost all of its stages as specified in [14].
As a result, the SG approach can be fully improved and refined through valid simulations.
Research groups across the world could benefit for such quick results; furthermore, comparisons and
agreements would be simplified. Ultimately, “the SG has to reside across all geographies, components,
and functions of the system” [1].
Researchers around the world have introduced P-HIL as a reliable simulation for
smart/micro-grids tests. Furthermore, the reports about the development of smart/micro-grid
prioritize the test of power systems and power electronics over the simulation of communications.
Particularly, the design of AMIs is an important element that can be prototyped using P-HIL. Therefore,
P-HIL simulation is a consistent way to begin the integration of smart/micro-grids.
Considering the relevance of P-HIL on the development of smart/micro-grid, a standard
step-by-step process is essential to carry out P-HIL tests and agree on a general procedure that
researchers and industry should follow. A process proposal is as follows:
• Define the experiment or case of study: The electrical or technical requirements of the system
of study should be listed in order to verify if the RT simulator and its elements are capable of
emulating the behavior and dynamics of the system. Voltage/current/power ranges, speed
acquisition of A/D or D/A, size of the system (number of nodes/elements), etc., have to
be considered.
• Verify stability: Classical methods, like Nyquist criteria, are commonly applied to analyze the
stability of an P-HIL simulator. The characteristics of the power interface and the HuT like
impedances play an important role on this analyses [57].
• Simulate the case of study via software: MATLAB/Simulink and Labview are two popular tools
widely used to verify theoretical results, designs, controllers, etc., via simulation. Moreover,
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several RT platforms (coders) are capable of compiling MATLAB/Simulink and Labview files
directly in the RT actual boards.
• Run the P-HIL simulation: Once all of the technical details have been considered, the stability of
the system has been verified and its results are validated via off-line simulation, the P-HIL test
can be executed.
Economic Benefits of Simulation
Besides that many authors affirm that the economic benefits of simulation are paramount in
the final reasons around its usage and acceptance, there are no clear analyses, estimations or even
citations regarding this issue. Cost-benefit, cost-avoidance and return on investment are measurements
commonly addressed when deciding on the incorporation of some new technology. In this way, the
savings simulation could bring and the certainty toward the actual realization of some project seem
reasonable, but are commonly disregarded in research works.
The truth is, such calculations are quite difficult to perform as there are no clear comparison
parameters and each simulation system addresses some particular issue, sometimes apart from a
physical equivalent. Besides that it is clear that specific numbers cannot be provided for each
case, there are some reported cases in which simulation (in a broader sense) accounts for huge
economic repercussions.
As stated in [79] (p. 399), any risk would only be taken if combined with the expected result, it is
advantageous to traditional investments, savings, real-state or the stock market. Hence, simulation
platforms would show radical advantages toward traditional project management processes. Whenever
the physical testing or actual application of some project is free of risks and certainty about any
expected outcome is granted (quite unbelievable actually), simulation could be disregarded. However,
as pointed in [80], planning becomes important as it provides the certainty commonly lacking in new
technical developments or complex designs.
Ultimately, simulations make preliminary measurements available, identify unconsidered
requirements or constraints and can actually subject the system under test to foreseen operating,
marginal or fault scenarios [79] (p. 307).
A clear example of the economic benefits of simulation is the one reported in [81], where
the electronic control unit of an aircraft’s arrester system is simulated using HIL. According with
the reported information, the cost of transportation and installation of a real arrester system is
approximately $20,000 USD per day. However, the total cost must consider 20 days of testing plus
other unreported expenses. Using HIL simulation, they reduced the number of days from 20 down to
10, decreasing the cost considerably. Based on the testimony of the process automation engineer, the
total estimation of the savings (considering unreported expenses) was around $200,000 USD (see [81]).
Please note that those estimations can be performed based on the direct summation of average (or
actual) costs, but they make no analysis on how, taking the risks to a minimum, the potential risk cost
was also reduced.
From a different perspective, it is of economic interest to analyze the behavior of the grid in terms
of dynamic generation/consumption and energy costs. Such an approach becomes highly complicated
as the customer has a more active role inside the SG structure (i.e., the customer is a producer, as
well), so the forecasting becomes paramount in order to make management decisions prior to the
implementation of such a model.
Besides that it is clear that economic benefits will be achieved through aforementioned projections,
it must be noticed that the test scenarios should be consistent with the type of simulation to be
performed. Unless a decision-making system is being tested toward its response-speed during
abnormal grid behavior, RT simulation is not necessary for its validation.
As RT simulation aims at an appropriate description of system dynamics, it will be unlikely to
run an SG-economic model in RT. Moreover, it would take three months to simulate three months of
the system’s performance. However, there is simulation software like AMES, InterPSS, and GridLab-D,
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that allows energy market analyses as it is presented in [82], where a list of software capable of
simulating power dynamics together with pricing is provided.
8. Conclusions
This work introduces the simulation technologies around electric systems from the basic
fundamental concepts and presents some examples of current applications. RT simulations are
placed in an SG context where rapid development and innovation are needed and where simulation
tools are more than technical assets, as they could propitiate collaboration and technical/political
agreement around modern electric grid standards.
The perspective of this work is that of introducing a newcomer to the simulation world, so the
recommended literature can be found throughout the included references. In addition, it is desired
to frame RT simulation as a valid tool to fit into modern technical requirements. RT simulation is
classified depending on its technical capabilities, so a complementary analysis of current applications
is provided, together with those classifications made by [12,14].
It is clear that the specialized engineer will need to have some RT simulation skills, as knowledge
of real-time concepts, simulation types, simulation platforms, etc. in order to match his/her capabilities
with the accelerated innovation/research rhythm that the required electric grid is imposing. This work
aims to provide such a required base so the transition from a conventional to a modern point of view
about innovation/research process flow is easily grasped.
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