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Abstract
The identification mentioned in the title allows a formulation of the multidi-
mensional Favard Lemma different from the ones currently used in the literature
and which parallels the original 1–dimensional formulation in the sense that the
positive Jacobi sequence is replaced by a sequence of positive Hermitean (square)
matrices and the real Jacobi sequence by a sequence of positive definite kernels.
The above result opens the way to the program of a purely algebraic classification
of probability measures on Rd with moments of any order and more generally of
states on the polynomial algebra on Rd.
The quantum decomposition of classical real valued random variables with all
moments is one of the main ingredients in the proof.
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1 Introduction
The theory of orthogonal polynomials is one of the classical themes of calculus since
almost two centuries and, in the 1–dimensional case, the large literature devoted to this
topic has been summarized in several well known monographs (see for example [20],
[21], [9], [12]). In this case, even if at analytical level many deep problems remain open,
at the algebraic level the situation is well understood and described by Favard Lemma
which, to any probability measure µ on the real line with finite moments of any order,
associates two sequences, called the Jacobi sequences of µ,
{(ωn)n∈N, (αn)n∈N} , ωn ∈ R+, αn ∈ R, n = 0, 1, 2, · · · (1.1)
subjected to the only constraint that, for any n, k ∈ N,
ωn = 0 =⇒ ωn+k = 0 (1.2)
Conversely, given two such sequences, it gives an inductive way to uniquely reconstruct:
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(i) a state on the algebra P of polynomials in one indeterminate (see subsection 2.3),
(ii) the orthogonal decomposition of P canonically associated to this state.
In this sense one can say that the pair of sequences (1.1), subjected to the only con-
straint (1.2), constitutes a full set of algebraic invariants for the equivalence classes of
probability measures on the real line with respect to the equivalence relation µ ∼ ν
if and only if all moments of µ and ν are finite and coincide (moment equivalence of
probability measures on R).
Compared to the 1–dimensional case the literature available in the multi-dimensional
case is definitively scarse, even if several publications (see e.g [10], [13], [17], [18]) show
an increasing interest to the problem in the past years, and for several years it has been
mainly confined to applied journals, where it emerges in connection with different kinds
of approximation problems. The need for an insightful theory was soon perceived by
the mathematical community, for example in the 1953 monograph [11] (cited in [23]),
the authors claim that ” . . . there does not seem to be an extensive general theory of
orthogonal polynomials in several variables . . . ”.
Several progresses followed, both on the analytical front concerning multi–dimensional
extensions of Carleman’s criteria [19], [22], and on the algebraic front, with the intro-
duction of the matrix approach [16] and the early formulations of the multi–dimensional
Favard lemma [14], [15], [23].
However, even with these progresses in view, one cannot yet speak of a ”general theory of
orthogonal polynomials in several variables”. In fact the importance of Favard Lemma
consists in the fact that the pair (αn , ωn) condensates the minimal information
gained from the knowledge of the n–th moment with respect to the knowledge of all the
k–th moments with k ≤ n− 1. Here the word minimal is essential:
it is exactly this minimality that was missing in all the numerous approaches to the
multi–dimensional Favard Lemma until a couple of years ago.
The more recent multi–dimensional formulations of Favard Lemma are based on two
sequences of matrices, one of which rectangular, with quadratic constraints among the
elements of these sequences (see [5], [2] and [24], where (see Theorem 2.4) the commuta-
tion relations in [5], [2] are expressed in terms of a fixed basis of orthogonal polynomials).
As mentioned in [24] such formulations look far from the elegant simplicity of the 1–
dimensional Favard lemma.
Since the multi–dimensional analogues of positive (resp. real) numbers are the posi-
tive definite (resp. Hermitean) matrices, one would intuitively expect that a multi–
dimensional extension of the Favard lemma would replace the sequence (ωn) by a se-
quence of positive definite matrices (Ω˜n) and the (αn)–sequence by a sequence of Her-
mitean matrices (a0j,n) for each coordinate function Xj on R
d. The precise formulation of
this naive conjecture is what we call the multi–dimensional Favard problem (see section
3).
The main result of the present paper is the proof that the above mentioned conjec-
ture is correct. The new feature, specific of the multi–dimensional case, is that
the two sequences (Ω˜n) and (a
0
j,n)j must be constructed recursively, because the choice
of Ω˜n+1 and a
0
j,n+1 (j = 1, . . . , d) is constrained by the choices of the previous pairs.
The determination of these constraints, and their recursive formulation, is based on sev-
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eral new results and notions that are of independent interest. In particular:
(1) The identification of the theory of orthogonal polynomials with respect to a state
on the algebra of polynomial functions on Rd with the theory of symmetric interacting
Fock spaces over Cd with a 3–diagonal structure (see section 7.1 and the Appendix 10
on interacting Fock spaces).
(2) The explicit form of the above mentioned minimal set of constraints.
The reconstruction theorem (Theorem 8.2) then shows that the d–dimensional analogue
of the principal Jacobi sequence is given by the sequence of the real parts (Ω˜R,n+1)
of the positive–definite kernels (block matrices) (Ω˜n+1), defining the scalar product on
the space of orthogonal polynomials of order n+1 in terms of the scalar product on the
space of order n. In fact, once given this scalar product, Ω˜R,n+1 is an arbitrary kernel,
positive–definite with respect to it. The imaginary part of Ω˜n+1, on the contrary, is
uniquely fixed by the commutation relations and by the n–th terms of the secondary
Jacobi sequence: a0j,n+1 (j = 1, . . . , d). The d–dimensional analogue of condition (1.2)
consists in the statement that these kernels map zero–norm vectors into zero–norm vec-
tors. In particular, if the n–th kernel is identically zero, then the n–th space of the
gradation consists only of zero vectors, hence the same will be true for all the N–th
spaces with N ≥ n.
The d–dimensional analogue of the secondary Jacobi sequence is given by d sequences
of symmetric matrices. These are not arbitrary, but have to satisfy an inductive sys-
tem of linear equations. The fact that this system always admits the zero–solution,
corresponding to symmetric states on the polynomial algebra, shows that, in analogy
with the one dimensional case, every class of states on the polynomial algebra in d real
variables, for the equivalence relation of having the same sequence of scalar products on
the gradation spaces, contains exactly one symmetric measure.
The proof of all the above results heavily relies, on the quantum probabilistic approach
to the theory of orthogonal polynomials first proposed, in the 1–dimensional case, in the
paper [1], where the notion of quantum decomposition of a classical random variable
was introduced and used to establish a canonical identification between the theory of
orthogonal polynomials in 1 indeterminate and the theory of 1–mode interacting Fock
spaces (IFS). One can say that the quantum decomposition of a classical random vari-
able is a re–formulation of the Jacobi recurrence relation.
The early extensions of this approach to the multi–dimensional case [5], [2] constructed
the quantum decomposition of the coordinate random varibles in terms of creation, an-
nihilation and preservation operators on an IFS canonically associated to the orthogonal
decomposition of the polynomial algebra in d indeterminates Pd with respect to a given
state, however, as mentioned above, for the Favard Lemma they used rectangular matri-
ces and quadratic relations. This made explicit construction of the solutions a difficult
problem. An important step towards the solution of this problem was done in the paper
[4] where it was proved that the reconstruction of the state on Pd can be achieved using
only the commutators between creation and annihilation operators and the preservation
operator. These operators preserve the orthogonal gradation, therefore each of them is
determined by a sequence of square matrices. Moreover the preservation operator, being
symmetric, is determined by a sequence of Hermitean matrices while the commutators
between creation and annihilation operators are determined by two positive definite ma-
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trix valued kernels, respectively (aja
+
k ) and (a
+
k aj) ( j, k ∈ {1, . . . , d}).
Although this framework was much nearer to the one conjectured in the Favard problem,
yet important discrepancies remained, in particular:
(i) While the sequence of Hermitean matrices is only one for each coordinate random
variable, as conjectured, the commutators involved are defined by two sequences
of positive definite matrix valued kernels, namely the restrictions, to the gradation
spaces, of (aja
+
k ) and (a
+
k aj) ( j, k ∈ {1, . . . , d}).
(ii) Contrarily to the 1–dimensional case, the correspondence between families of or-
thogonal polynomials in d variables and IFS over Cd is not one–to–one.
(iii) The multi–dimensional analogue of the compatibility condition (1.2) remained ob-
scure.
(iv) The ”minimality condition” mentioned above was not respected (this fact will be
clear from the present paper).
These problems have been settled in the present paper: (i) and (iv) because the se-
quence defined by the (a+k aj) is inductively determined, while the sequence defined by
the (aja
+
k ), i.e. Ω˜n+1(j, k), has an arbitrary real part; (ii) because the correct one–to–one
correspondence is with symmetric IFS 3–diagonal interacting Fock spaces over Cd; (iii)
for the reasons explained above.
In the present approach the emergence of the symmetric tensor algebra as well as of
nontrivial commutation relations are both consequences of the commutativity of the co-
ordinate random variables.
In this sense a non commutative structure is canonically deduced from a com-
mutative one.
From the point of view of physics, this clearly shows the probabilistic origins of the
Heisenberg commutation relations, which have been shown to characterize Gaussian
measures (see [4]). For classes different from the Gaussian one, we obtain a powerful
generalization of the whole mathematical structure of quantum theory that, in its infi-
nite dimensional version, corresponds to an extension of quantum field theory. Thus the
traditional theory of orthogonal polynomials merges with the program of nonlinear first
and second quantization and provides new tools for it.
Acknowledgements The authors are grateful to Hyun Jae Yoo for pointing out an
error in the previous version of the present paper. They are also grateful to Abdallah
Dhahri for many interesting discussions and remarks leading to several improvements in
the exposition.
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2 The polynomial algebra
2.1 Notations
Throughout the present paper, for any m ∈ N, Cm (resp. Rm) will denote the m–
dimensional complex (resp. real) vector space referred to the canonical basis denoted
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in both cases (ej) (j ∈ {1, . . . , m}) and the term coordinates will be referred to this
basis. Unless otherwise specified, algebras and vector spaces will be complex. Let
D := {1, . . . , d} (d ∈ N) be a finite set and denote
P := PD := C[(Xj)j∈D] (2.1)
the complex polynomial algebra in the commuting indeterminates (Xj)j∈D with the
∗–algebra structure uniquely determined by the prescription that the Xj are self-adjoint.
The principle of identity of polynomial states that a polynomial is identically zero if and
only if all its coefficients are zero. This is equivalent to say that the generators Xj
(j ∈ D) are algebraically independent. These generators will also be called coordinates.
By definition P has an identity, denoted 1P , and
X0j = 1P , ∀ j ∈ D, (2.2)
where 1P denotes the identity of P.
For any vector space V we denote L(V ) the algebra of linear maps of V into itself.
For F = {1, . . . , m} ⊆ D and v = (v1, . . . , vm) ∈ Rm we will use the notation:
Xv :=
∑
j∈F
vjXj.
The coordinates Xj (j ∈ D) define a linear map
X : v =
∑
j∈D
vjej ∈ R
d 7−→ Xv :=
∑
j∈D
vjXj ∈ L(P).
The real linear span PR of the generators Xj induces a natural real structure on P given
by
P = PR+˙iPR (2.3)
where, here and in the following, +˙ in (2.3) means direct sum in the real vector space
sense. All the properties considered in this section continue to hold if one restricts one’s
attention to the real algebra PR.
With the convention (2.2) a monomial of degree n ∈ N is by definition any product
of the form
M :=
∏
j∈F
X
nj
j (2.4)
where F ⊆ D is a finite subset, and for any j ∈ F , nj ∈ N∑
j∈F
nj = n.
The monomial (2.4) is said to be localized in the subset F ⊆ D.
The algebra generated by such monomials will be denoted
PF ⊆ P := PD.
Notice that, with this definition of localization, if F ⊆ G ⊆ D then any monomial
localized in F is also localized in G, i.e.
PF ⊆ PG ⊆ P.
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For all n ∈ N and for any subset F ⊆ D, we use the following notations:
MF,n] := the set of monomials of degree less or equal thannlocalized inF
(2.5)
MF,n := the set of monomials of degreenlocalized inF
(2.6)
PF,n] := the vector sub–space ofPgenerated by the setMF,n]
(2.7)
P0F,n := the vector sub–space ofPgenerated by the setMF,n}
(2.8)
We use the apex 0 in P0F,n to distinguish the monomial gradation (see (2.14) below),
which is purely algebraic, from the orthogonal gradations, which will be introduced
later on and depend on the choice of a state on P. The only monomial of degree n = 0
is by definition
M0 := 1P .
Therefore
P0F,0 = PF,0] = C · 1P . (2.9)
More generally, if |F | = m then for any n ∈ N there are exactly
dn :=
(
n+m− 1
m− 1
)
(2.10)
monomials of degree n localized in F and, by the principle of identity of polynomials
they are linearly independent. Therefore one has
P0F,n ≡ C
dn (2.11)
where the isomorphism is meant in the sense of vector spaces.
For future use it is useful to think of P as an algebra of operators acting on itself by
left multiplication. In the following, when no confusion is possible, we will use the same
symbol for an element Q ∈ P and for its multiplicative action on P. Sometimes, to
emphasize the fact that Q is considered as an element of the vector space P, we will use
the notation
Q · 1P =: Q · Φ0.
The sequence (PF,n])n∈N is an increasing filtration of complex finite dimensional ∗–vector
sub–spaces of P, i.e:
PF,0] ⊂ PF,1] ⊂ PF,2] ⊂ · · · ⊂ PF,n] ⊂ · · · ⊂ PF ⊂ P. (2.12)
Moreover ⋃
n∈N
PF,n] = PF (2.13)
and, for any m, n ∈ N one has
PF,m] · PF,n] = PF,m+n].
The sequence (P0F,n)n∈N defines a vector space gradation of PF
PF =
∑
k∈N
P0F,k (2.14)
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called the monomial decomposition of P. In (2.14) the symbol
∑
denotes direct sum
in the sense of vector spaces, i.e. elements of P are finite linear sums of elements in
some of the P0F,n and
m 6= n =⇒ P0F,m ∩ P
0
F,n = {0}. (2.15)
The gradation (2.14) is compatible with the filtration (PF,n]) in the sense that, for any
n ∈ N,
PF,n] =
∑
k∈{0,1,··· ,n}
P0F,k. (2.16)
In particular
PF = PF,n] +˙
( ∑
k>n
P0F,k
)
, ∀n ∈ N.
Lemma 2.1 (i) For any vector sub–space W ⊂ PF , the set
XW := {XvW : v ∈ C
F} (2.17)
is a vector sub–space of PF , where CF := {v ∈ Cm : vj = 0 if j /∈ F}.
(ii) For each n ∈ N, one has
XP0F,n = P
0
F,n+1 (2.18)
PF,n+1] = XPF,n] +˙PF,0] = PF,n] +˙P
0
F,n+1. (2.19)
(iii) For n ∈ N, let Pn+1 be a vector sub–space of Pn+1] such that
Pn] +˙Pn+1 = Pn+1]. (2.20)
Then as a vector space Pn+1 is isomorphic to P0n+1.
Proof. (i) The set (2.17) coincides with the set{∑
j∈F
Xjξ
(j)
w : ξ
(j)
w ∈ W, ∀ j ∈ F
}
and this is clearly a vector space.
(ii) SinceMF,n is a linear basis of P
0
F,n,
⋃
j∈F XjMF,n ⊂ P
0
F,n+1 is a system of generators
of the sub–space XP0F,n. Hence XP
0
F,n ⊂ P
0
F,n+1. The converse inclusion is clear because⋃
j∈F XjMF,n is also a system of generators of P
0
F,n+1. This proves (2.18). (2.19) follows
from (2.16) and (2.18).
(iii) Since the sum in (2.20) is direct and the spaces are finite dimensional, one has
dim(P0n+1) = dim(Pn+1])− dim(Pn]) = dim (Pn+1) .
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2.2 P and the symmetric tensor algebra over Cd
In the present paper the number d ∈ N∗ := N \ {0} will be fixed and
D ≡ {1, · · · , d}
in the following the index D will be omitted and we will use the notations:
PD = P , P
0
n := P
0
D,n , Pn] := PD,n] , n ∈ N
with the convention
P0−1 = P−1] = {0}.
The natural real structure on C given by C = R+˙iR induces a real structure on Cd =
Rd+˙iRd the associated (componentwise) involution given by complex conjugation:
(u+ iv)∗ := u− iv , u+ iv ∈ Cd := Rd +˙ iRd. (2.21)
In the following we fix the choice V := Cd and we denote (ej)j∈D the canonical basis of
Cd which is a real basis, i.e. a basis of Rd ⊂ Cd. ⊗ will denote algebraic tensor product
and ⊗̂ its symmetrization. The tensor algebra over Cd is the vector space
Tens(Cd) :=
∑
n∈N
(Cd)⊗n
with multiplication given by
(un ⊗ · · · ⊗ u1)⊗ (vm ⊗ · · · ⊗ v1) := un ⊗ · · · ⊗ u1 ⊗ vm ⊗ · · · ⊗ v1
for any m, n ∈ N and all uj, vj ∈ Cd. The extension to Cd of the natural real structure
on C given by C = R+ iR and the associated involution, induces a ∗–algebra structure
on T (Cd) whose involution is characterized by the property that
(vn ⊗ · · · ⊗ v1)
∗ := v∗n ⊗ · · · ⊗ v
∗
1 , ∀n ∈ N , ∀ v ∈ C
d. (2.22)
For n ∈ N∗, the ∗–sub–space of (Cd)⊗n generated by the elements of the form
v⊗n := v ⊗ · · · ⊗ v (n–times) , ∀n ∈ N , ∀ v ∈ Cd. (2.23)
is called the symmetric tensor product of n–copies of Cd and denoted by (Cd)⊗̂n.
(Cd)⊗̂n coincides with the fixed point sub–space of the linear action, on (Cd)⊗n, of the
n–th order permutation group Sn given by
σ̂ (vn ⊗ vn−1 ⊗ · · · ⊗ v1) := vσn⊗vσn−1⊗· · ·⊗vσ1 , vn⊗vn−1⊗· · ·⊗v1 ∈ (C
d)⊗n , σ ∈ Sn.
By definition:
(Cd)⊗̂0 := C
Tenssym(C
d) :=
∑
n∈N
(Cd)⊗̂n.
Tenssym(C
d) is the graded abelian ∗–sub–algebra of Tens(Cd) generated by the elements
of the form (2.23) and is called the symmetric tensor algebra over Cd.
The following Lemma reformulates some known results in a language and with the
notations that will be used later.
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Lemma 2.2 Let (ej)j∈D be the canonical linear basis of C
d. The map
ej 7−→ Xj , j ∈ D , 1Tsym(Cd) 7→ 1P (2.24)
extends uniquely to a is a gradation preserving isomorphism of commutative ∗–algebras:
S0 :=
∑
n∈N
S0n : Tenssym(C
d) :=
∑
n∈N
(Cd)⊗̂n →
∑
n∈N
P0n ≡ P. (2.25)
In particular for all n ∈ N∗ and for all maps j : {1, . . . , n} → {1, . . . , d}:
ejn⊗̂ · · · ⊗̂ej1 7−→ Xjn · · ·Xj1 (2.26)
and, in the notations of section (10.1) below:
ej⊗̂( · ) = ℓ
∗
ej
= Xj. (2.27)
Proof. The thesis follows from the fact that the ej ’s (resp. Xj’s) (j ∈ D) are
algebraically independent (i.e. the terms appearing in (2.26) and the correpsonding
identities are linearly independent) self–adjoint generators of the commutative ∗–algebra
Tsym(C
d) (resp. P) and that the correspondence (2.24) is 1–to–1.
Remark. In analogy with the identification of Xj with its action as multiplication
operator on P, ej can be identified with the symmetric tensor multiplication by ej. If
confusion may arise, we use the notation
Mˆej(ejn⊗̂ · · · ⊗̂ej1) := ej⊗̂ejn⊗̂ · · · ⊗̂ej1.
With this notation and the corresponding one for the Xj ’s, one has
S0Mˆej (S
0)−1 = MXj , j ∈ D. (2.28)
Lemma 2.3 Let (Pn)n∈N be any family of sub–spaces of P such that
Pk+1] = Pk] +˙Pk+1 , ∀ k ∈ N,
P0 = P0] = P
0
0 = C1P .
Then, for all n ∈ N, there exists a vector space isomorphism
Sn : (C
d)⊗̂n → Pn (2.29)
and the map
S :=
∑
n∈N
Sn : Tenssym(C
d) :=
∑
n∈N
(Cd)⊗̂n →
∑
n∈N
Pn ≡ P (2.30)
is a gradation preserving vector space isomorphism.
Proof. From Lemma 2.1 we know that, for all n ∈ N, Pn has the same dimension
as P0n (given by (2.10)). Hence there exists a vector space isomorphism
Tn : P
0
n → Pn , ∀n ∈ N.
Defining Sn := Tn ◦ S0n where S
0
n is given by (2.25), (2.29) follows. This implies that the
map defined by (2.30) is a gradation preserving vector space isomorphism.
Remark. In general the map defined by (2.30) is not an isomorphism of commutative
∗–algebras in particular the analogue for S of (2.28) does not hold. To obtain this
additional property will require a different choice for the vector space isomorphisms Tn
(see section 8 below).
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2.3 States on P
For the terminology on pre–Hilbert spaces we refer to Appendix 9.
Denote S(P) the set of linear functionals on P that are real on real polynomials, 1 on
the identity and positive on polynomials of the form P = |Q|2 with P,Q ∈ P. Such
linear functionals will be called states.
Any probability measure on Rd with all moments induces a state on P. The converse
finds an obstruction in the existence, for d > 1, of positive polynomials P not express-
ible in the form P = |Q|2. We refer to the paper [8] for references on this old and deep
problem, that is related to the polynomial version of Hilbert’s 17–th problem.
Even in case of existence and even in the case d = 1, there may be many probability
measures on Rd defining the same state on P (non uniqueness in the moment problem).
On the contrary, the state on P is uniquely defined. For this reason in the following we
restrict our attention to states on P.
As shown in the following of the present paper, all the constructions related to orthog-
onal polynomials are valid in the more general framework of states on PV . Therefore in
the following we will discuss this more general framework.
Any state ϕ ∈ S(P) defines a pre–scalar product 〈 · , · 〉ϕ on P given by
(a, b) ∈ P × P 7→ 〈a, b〉ϕ := ϕ(a
∗b) ∈ C (2.31)
satisfying the conditions
〈1P , 1P〉ϕ = 1
〈ab, c〉ϕ = 〈b, a
∗c〉ϕ , ∀ a, b, c ∈ P, (2.32)
where a∗ denotes the adjoint of a in P. In particular the operators Xj are symmetric as
pre–Hilbert space operators. Thus the pair
(P , 〈 · , · 〉ϕ)
is a commutative pre–Hilbert algebra.
Lemma 2.4 For a pre–scalar product 〈 · , · 〉 on P the following statements are equiv-
alent:
(i) There exists a state ϕ on P such that:
ϕ(f ∗g) = 〈f, g〉 , f, g ∈ P. (2.33)
(ii) The pre–scalar product 〈 · , · 〉 satisfies
〈1P , 1P〉 = 1 (2.34)
and, for each j ∈ D, multiplication by the coordinate Xj is a symmetric linear operator
on P with respect to 〈 · , · 〉, i.e.:
〈Xjf, g〉 = 〈f,Xjg〉. (2.35)
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Proof. (ii) ⇒ (i). Every scalar product on P is induced by the linear functional:
ϕ(Q) := 〈1P , Q · 1P〉 , Q ∈ P. (2.36)
Condition (2.35) implies that ϕ is a ∗–functional on P, i.e. for anyQ ∈ P, ϕ(Q) = ϕ(Q∗),
where ∗ denotes the involution on P. Hence condition (2.36) implies that ϕ is positive.
Then, because of (2.34), ϕ is a state on P.
(i) ⇒ (ii). This is clear and has already been discussed before the statement of the
Theorem.
3 The multi–dimensional Favard problem
3.1 Fundamental lemmas
Definition 3.1 For n ∈ N we say that a sub–space Pn ⊂ Pn] is monic of degree n if
it has a real linear basis Bn with the property that for each b ∈ Bn, the highest order
term of b is a non-zero multiple of a single monomial of degree n and each monomial of
degree n appears exactly once in the basis Bn.
Such a basis is called a perturbation of the monomial basis of order n in the
coordinates (Xj)j∈D or simply a monic basis of order n if no confusion is possible.
Remark. For a monic sub–space one has:
Pn] = Pn−1] +˙ Pn (3.1)
(with the convention P−1] = {0}). Notice that monic bases arise naturally in the Gram–
Schmidt orthogonalization process of monomials.
Let ϕ be a state on P and denote
〈 · , · 〉 := 〈 · , · 〉ϕ
the corresponding pre–scalar product. When no ambiguity is possible, the elements ξ of
P (resp. Pn], P
0
n) satisfying
〈ξ, ξ 〉 = 0
will be simply called zero norm vectors without explicitly mentioning the pre–scalar
product (or the associated state ϕ). By the Schwarz inequality the set of zero norm
vectors in P (resp. Pn], P0n), denoted Nϕ (resp. Nϕ,n], Nϕ,n) is a ∗-sub–space satisfying
PNϕ,n ⊆ PNϕ,n] ⊆ PNϕ ⊆ Nϕ. (3.2)
In particular Nϕ is a ∗–ideal of P. The monomial decomposition (2.14) is compatible
with the filtration (PF,n]) in the sense of (2.16), therefore
P = Pn] +˙
( ∑
k>n
P0k
)
, ∀n ∈ N.
For reasons that will be clear in the reconstruction theorem of section 7 we want to
keep the discussion at a pure vector space, rather than Hilbert space level. In par-
ticular we don’t want to quotient out the zero norm vectors. Therefore, rather than
the usual Gram–Schmidt orthonormalization procedure, we use its pre–Hilbert space
variant, described in Appendix 9.
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Lemma 3.2 Let ϕ be a state on P and denote 〈 · , · 〉 = 〈 · , · 〉ϕ the associated
pre–scalar product. Then there exists a gradation
P =
⊕
n∈N
Pn,ϕ (3.3)
called the ϕ–orthogonal gradation of P, with the following properties:
(i) (3.3) is orthogonal for the pre–scalar product 〈· , · 〉;
(ii) (3.3) is compatible with the filtration (Pn]) in the sense that
Pk] =
⊕
h∈{0,1,··· ,k}
Ph,ϕ , ∀ k ∈ N; (3.4)
(iii) for each n ∈ N the space Pn,ϕ is monic.
Conversely, let be given:
(j) a vector space direct sum decomposition of P
P =
∑
n∈N
Pn (3.5)
such that P0 = C · 1P , and for each n ∈ N, Pn is monic of degree n,
(jj) for all n ∈ N a pre–scalar product 〈 · , · 〉n on Pn with the property that 1P has
norm 1 and the unique pre–scalar product 〈 · , · 〉 on P defined by the conditions:
〈 · , · 〉|Pn = 〈 · , · 〉n , ∀n ∈ N, (3.6)
Pn ⊥ Pm , ∀m 6= n, (3.7)
is such that the operators of multiplication by the coordinates Xj (j ∈ D) are
〈 · , · 〉–symmetric linear operators on P.
Then there exists a state ϕ on P such that the decomposition (3.5) is the orthogonal
polynomial decomposition of P with respect to ϕ.
Proof. Let be given a state ϕ on P. In the above notations, for each k ∈ N define
inductively the sub–space Pk,ϕ and the two sequences of 〈 · , · 〉–orthogonal projectors
Pk],ϕ : P → Pk] , Pk,ϕ : P → Pk,ϕ , ∀ k ∈ N
compatible with the real structures of the corresponding spaces (i.e. Pk],ϕ(PR) ⊆ PR,k],
Pk,ϕ(PR) ⊆ PR,k, and in this case we speak of real projectors) as follows.
For k = 0, define P0,ϕ := P0] and
P0,ϕ := P0],ϕ : Q ∈ P 7−→ ϕ(Q)1P = 〈1P , Q · 1P〉1P ∈ P0] =: P0,ϕ , ∀Q ∈ P.
Clearly P0,ϕ is a real projector. Having defined the real projectors
{P0,ϕ, P1,ϕ, · · · , Pn,ϕ} , {P0],ϕ, P1],ϕ, · · · , Pn],ϕ}
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so that for each k ∈ {0, 1, . . . , n} the space Pk,ϕ is monic and (3.4) is satisfied, in the
notation (2.6), define
Pn+1,ϕ := lin-span{Mn+1 − Pn],ϕ(Mn+1) : Mn+1 ∈Mn+1}. (3.8)
Then the space Pn+1,ϕ is monic of order n+1 since the generating set on the right hand
side of (3.8) is clearly a basis, it is real because such is the projector Pn],ϕ and it is a
perturbation of the monomial basis of order n because the Pn],ϕ(Mn+1) are polynomials
of degree n. In particular the sum
Pn+1,ϕ + Pn] = Pn+1]
is direct, hence such is also the decomposition
P = Pn+1,ϕ+˙Pn]+˙P(n+1
(P(n+1 denotes the space of polynomials of degree > n+ 1).
Define K0,1 (resp. K0,0) the sub–space of Pn+1,ϕ generated by the non–〈 · , · 〉–zero
norm (resp. 〈 · , · 〉–zero norm) vectors in the set on the right hand side of (3.8). Since
the elements of this set are linearly independent, K0,1 ∩ K0,0 = {0} and by construction
K0,1+˙K0,0 = Pn+1,ϕ. By the induction assumption on the 〈 · , · 〉n, the real structure on
P induces a real structure on Pn+1,ϕ.
Applying Corollary 9.2 of Appendix 9 with K = P, K0 = Pn+1,ϕ, K1 := Pn]+˙P(n+1
and K0,1 any vector space supplement of the 〈 · , · 〉–zero norm sub–space K0,0 of Pn+1,ϕ,
we define the orthogonal projection
Pn+1,ϕ : P → Pn+1,ϕ
which by construction is onto Pn+1,ϕ hence orthogonal to Pn],ϕ. Therefore the operator
Pn+1],ϕ := Pn],ϕ + Pn+1,ϕ
is the orthogonal projection onto Pn+1]. Finally, given ϕ, the conditions of Lemma 2.4
are satisfied by the associated pre–scalar product on P. This completes the induction
construction.
To prove the converse, notice that the fact that each Pn is monic implies that the
decomposition (3.5) satisfies condition (3.4). In fact this is true for P0 by construction
and, supposing it true for k ∈ N, it follows for k+1 from the monicity condition. Thus,
by induction, property (3.4) holds for each n ∈ N. Because of Lemma 2.4, condition (jj)
implies that the pre–scalar product 〈 · , · 〉 is induced by a state ϕ in the sense of the
identity (2.31). This implies that the decomposition (3.5) is the orthogonal polynomial
decomposition of P with respect to the state ϕ.
The following Lemma shows that the isomorphism, defined abstractly in Lemma 2.3
can be explicitly constructed if the gradation on P is the one constructed in Lemma 3.2.
Lemma 3.3 Let be given a vector space direct sum decomposition of P of the form
(3.5) satisfying conditions (j) and (jj) of Lemma 3.2. Let Bn be a perturbation of the
monomial basis in Pn (see Definition 3.1) and for each monomial Mn ∈ MD,n denote
pn(Mn) the corresponding element of Bn. Then the map
πn : ejn⊗̂ejn−1⊗̂ · · · ⊗̂ej1 ∈ (C
d)⊗̂n 7−→ pn
(
XjnXjn−1 · · ·Xj1
)
· 1P ∈ Pn (3.9)
where n ∈ N∗ (π0 = idC) and ⊗̂ denotes symmetric tensor product, extends to a vector
space isomorphism.
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Proof. A basis Bn as in the statement of the Lemma exists because Pn is monic.
Denoting j : {1, . . . , n} → {1, . . . , d} a generic function, the map
ejn ⊗ ejn−1 ⊗ · · · ⊗ ej1 7−→ pn
(
XjnXjn−1 · · ·Xj1
)
· 1P ∈ Pn (3.10)
is well defined on a linear basis of (Cd)⊗n because XjnXjn−1 · · ·Xj1 is a monomial of de-
gree n. Since both sides in (3.10) are multi–linear, by the universal property of the tensor
product it extends to a linear map, denoted π̂n, of (C
d)⊗n into Pn. This map is surjective
because when j runs over all maps {1, . . . , n} → {1, . . . , d}, pn
(
XjnXjn−1 · · ·Xj1
)
· 1P
runs over a linear basis of Pn. Since the right hand side of (3.10) is invariant under per-
mutations of the indices jn, jn−1, · · · , j1, π̂n induces a linear map of the vector space of
equivalence classes of elements of (Cd)⊗n with respect to the equivalence relation induced
by the linear action of the permutation group. Since this quotient space is canonically
isomorphic to the symmetric tensor product (Cd)⊗̂n, this induced map defines a linear
extension of the map (3.9).
This extension is an isomorphism because we have already proved that surjectivity and
injectivity follow from the fact that the equivalence class under permutations of any
n–tuple (jn, jn−1, · · · , j1) defines a unique element of the basis {pn(Mn) · 1P ; Mn ∈ Pn}
of Pn.
Remark. The construction of Lemma 3.2 depends on the choice of the vector space
supplement of the zero norm sub–space of Pn,ϕ. However any vector in another supple-
ment will differ by a zero norm vector from a vector in the previous choice. Therefore,
at Hilbert space level, the two choices will coincide.
3.2 Statement of the multi–dimensional Favard problem
From Lemma 3.2 we know that the orthogonal polynomial decomposition of P with
respect to a state ϕ induces a decomposition of P of the form (3.5). Given such a de-
composition, for every n ∈ N, we can use the vector space isomorphisms πn defined in
Lemma 3.3 to transfer the pre–Hilbert structure of Pn on the symmetric tensor product
space (Cd)⊗̂n. Imposing the orthogonality of the Pn’s one obtains a gradation preserving
unitary isomorphism between P, with the orthogonal polynomial gradation induced by
the state ϕ, and a symmetric interacting Fock space structure over Cd (see Appendix
10.5). The converse of this statement is at basis of the multi–dimensional Favard prob-
lem:
Given a symmetric interacting Fock space structure over Cd (see section 10.5 below)⊕
n∈N
(
(Cd)⊗̂n , 〈 · ,Ωn · 〉⊗̂n
)
:
(i) does there exist a state ϕ on P whose associated symmetric IFS is the given one?
(ii) it is possible to parameterize all solutions of problem (i) and to characterize them
constructively?
The second part of the present paper is devoted to the solution of this problem. Before
that, in the following section, we establish some notations and necessary conditions.
15
4 The symmetric Jacobi relations
4.1 The orthogonal gradation and the three–diagonal recurrence relations
In this section we fix a state ϕ on P and we follow the notations of Lemma 3.2 with
the exception that we omit the index ϕ. Thus we write 〈 · , · 〉 for the pre–scalar product
〈 · , · 〉ϕ, Pk] : P → Pk] (k ∈ N) for the 〈 · , · 〉–orthogonal projector in the pre-Hilbert
space sense, constructed in the proof of Lemma 3.2, Pk+1 for the space defined by (3.8)
and
Pn = Pn] − Pn−1] (4.1)
the corresponding projector. We know that
Pn](PR) ⊆ PR ∩ Pn] = PR,n] , ∀ n ∈ N, (4.2)
and that the sequence (Pn])n∈N is an increasing filtration with union P (see (2.12) and
(2.13)). It follows that the sequence of projections (4.1) is a partition of the identity in
(P, 〈 · , · 〉), i.e.
PnPm = δmnPm , Pn = P
∗
n , ∀ m, n ∈ N, (4.3)∑
n∈N
Pn = lim
n
Pn] = 1P . (4.4)
Lemma 4.1 Suppose that, for some m ∈ N∗, the range of Pm is contained in the sub–
space of zero–norm vectors. Then the same is true for any n ≥ m, i.e.
Pn(P) ⊆ N , ∀n ≥ m. (4.5)
Proof. Under our assumptions for any monomial Mm of degree m, one has
Mm − Pm−1](Mm) ∈ N . This implies that Mm ∈ Pm−1] + N . Since multiplication by
coordinates leaves N invariant, this implies that for each j ∈ D, XjMm ∈ Pm] + N .
Therefore for any monomial Mm+1 of degree m + 1, Mm+1 ∈ Pm] + N . In particular
Mm+1 − Pm](Mm+1) ∈ N , i.e. Pm+1 ⊆ N and this is equivalent to the thesis.
Theorem 4.2 With the notation
P−1] := 0
for any j ∈ D and any n ∈ N, one has
XjPn = Pn+1XjPn + PnXjPn + Pn−1XjPn. (4.6)
Proof. Because of (4.4), for any j ∈ D,
Xj = 1P ·Xj · 1P =
∑
m,n∈N
PmXjPn.
Therefore for each n ∈ N,
XjPn =
∑
m∈N
PmXjPn.
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Since
XjPn ⊆ Pn+1]
it follows that
XjPn = Pn+1]XjPn.
Since (Pm]) is increasing, if m > n+ 1 then
Pm]Pn+1] = Pm−1]Pn+1] = Pn+1],
hence
PmXjPn = PmPn+1]XjPn = (Pm] − Pm−1])Pn+1]XjPn = 0.
If m < n− 1, then the first part of the proof implies that
PmXPn = (PnXPm)
∗ = 0.
Summing up: PmXjPn can be non-zero only if m ∈ {n − 1, n, n + 1} and this proves
(4.6).
Definition 4.3 The identity (4.6) is called the symmetric Jacobi relation.
4.2 The CAP operators and the quantum decomposition of the coordinates
For each n ∈ N and j ∈ D, define the operators
a+j|n := Pn+1XjPn
∣∣∣
Pn
: Pn −→ Pn+1 (4.7)
a0j|n := PnXjPn
∣∣∣
Pn
: Pn −→ Pn (4.8)
a−j|n := Pn−1XjPn
∣∣∣
Pn
: Pn −→ Pn−1 (4.9)
Remark. Notice that for each n ∈ N, j ∈ D and ε ∈ {+, 0,−}, the operators aεj|n map
polynomials with real coefficients into polynomials with the same property. In fact both
multiplication by coordinates and the projections Pn satisfy this condition (see (4.2)).
Notice that, D being a finite set, the spaces Pn are finite dimensional. Moreover, in the
present algebraic context, the sum
P =
⊕
n∈N
Pn (4.10)
is orthogonal and meant in the following weak sense, i.e. for each element Q ∈ P
there is a finite set I ⊂ N such that
Q =
∑
n∈I
pn , pn ∈ Pn. (4.11)
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Theorem 4.4 For any j ∈ D, the following operators are well defined on P:
a+j :=
∑
n∈N
a+j|n
a0j :=
∑
n∈N
a0j|n
a−j :=
∑
n∈N
a−j|n
and one has
Xj = a
+
j + a
0
j + a
−
j (4.12)
in the sense that both sides of (4.12) are well defined on P and the equality holds.
Moreover the decomposition on the right hand side of (4.12) is unique in the sense that,
if b+j , b
0
j , b
−
j are linear operators on P satisfying (4.7), (4.8), (4.9), then they coincide
with a+j , a
0
j , a
−
j respectively. Finally the operators a
+
j , a
0
j , a
−
j map polynomials with real
coefficients into polynomials with the same property.
Proof. For all j ∈ D, using the symmetric Jacobi relation (4.6), one has
(a+j + a
0
j + a
−
j ) =
∑
n∈N
(a+j|n + a
0
j|n + a
−
j|n)
=
∑
n∈N
(Pn+1XjPn + PnXjPn + Pn−1XjPn)
=
∑
n∈N
XjPn = Xj.
Finally uniqueness follows from the identity b+j + b
0
j + b
−
j = a
+
j + a
0
j + a
−
j and the fact
that, for ǫ 6= ǫ′ (ǫ, ǫ′ ∈ {−1, 0,+1}) the ranges of the operators aǫj − b
ǫ
j and a
ǫ′
j − b
ǫ′
j are
orthogonal. therefore the operators aǫj and b
ǫ
j coincide on all n–particle spaces, hence
on P. The last statement follows from the Remark after the definition of the operators
aεj|n.
Definition 4.5 The identity (4.12) is called the quantum decomposition of Xj with
respect to the state ϕ.
Remark. The quantum decomposition of Xj with respect to ϕ allows to extend the
map X : Rd → Rd to a map X : Cd → Cd as follows: If v = (v1, . . . , vd) ∈ Cd, we denote
aεv :=
∑
j∈D
vja
ε
j , ε ∈ {+, 0} , a
−
v :=
∑
j∈D
v¯ja
−
j . (4.13)
Then one defines, in the notation (2.21)
Xv := a
+
v + a
0
v + a
−
v∗ , v ∈ C
d. (4.14)
With this definition one has
(Xv)
∗ = Xv∗ .
18
4.3 Properties of the quantum decomposition
Notice that, by construction, for any j ∈ D and n ∈ N, the maps
a+j|n := Pn+1XjPn
satisfy
a+j|n(PR,n) ⊆ PR,n+1 (4.15)
hence in particular
a+j|n(Pn) ⊆ Pn+1 (4.16)
and recall that, by construction, the non-zero elements of Pn+1 are polynomials of degree
n+ 1.
Lemma 4.6 For any j ∈ D and n ∈ N, one has
(a+j|n)
∗ = a−j|n+1 , (a
+
j )
∗ = a−j ;
(a0j|n)
∗ = a0j|n , (a
0
j)
∗ = a0j .
Proof. For an arbitrary j ∈ D and n ∈ N we have
(a+j|n)
∗ = (Pn+1XjPn)
∗ = PnXjPn+1 = a
−
j|n+1.
Recall that, with the notation (4.9),
a−j|n = Pn−1XjPn : Pn −→ Pn−1.
Thus
(a+j )
∗ =
(∑
n∈N
a+j|n
)∗
=
∑
n∈N
(a+j|n)
∗ =
∑
n∈N
a−j|n+1
and, with the change of variables n+ 1 =: m ∈ N∗ := N \ {0}, this becomes
(a+j )
∗ =
∑
m∈N∗
a−j|m =
∑
n∈N
a−j|n = a
−
j
because
a−j|0 = 0.
Summing up
(a+j )
∗ = a−j , (a
−
j )
∗ = ((a+j )
∗)∗ = a+j ;
(a0j|n)
∗ = (PnXjPn)
∗ = a0j|n;
(a0j)
∗ =
(∑
n∈N
a0j|n
)∗
=
∑
n∈N
(a0j|n)
∗ =
∑
n∈N
a0j|n = a
0
j .
Lemma 4.7 For any j ∈ D, the operators
Xj , a
+
j , a
−
j , a
0
j
preserve the space Nϕ of zero norm vectors.
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Proof. It is sufficient to show that, for each n ∈ N if ξ ∈ Pn is a zero norm vector,
then the same is true for the vectors
Xjξ ; a
+
j|nξ , a
0
j|nξ , a
−
j|nξ , j ∈ D.
That Xjξ is a zero norm vector follows from
|〈Xjξ,Xjξ〉| =
∣∣〈X2j ξ, ξ〉∣∣ ≤ ∣∣〈X2j ξ,X2j ξ〉∣∣1/2 |〈ξ, ξ〉|1/2 = 0.
From this and the quantum decomposition (4.12) it follows that the vector
XjPnξ = a
+
j|nξ + a
0
j|nξ + a
−
j|nξ
has zero norm. Since the right hand side is a sum of three mutually orthogonal vectors,
it follows that each of them is a zero norm vector.
Lemma 4.8 In the notations of Definition 7.1, for n ∈ N, let be given:
(i) two monic vector sub–spaces in the coordinates (Xj) Pn−1 ⊂ Pn−1], Pn ⊂ Pn]
respectively of degree n− 1 and n− 1,
(ii) two arbitrary linear maps
v ∈ Cd 7−→ A0v|n ∈ La(Pn,Pn) (4.17)
v ∈ Cd 7−→ A−v|n ∈ La(Pn,Pn−1). (4.18)
Then, defining for any v ∈ Cd the map
A+v|n := Xv
∣∣∣
Pn
− A0v|n − A
−
v|n, (4.19)
the vector space
P˜n+1 := {A
+
v|nPn ; v ∈ C
d} (4.20)
has the form
P˜n+1 = Pn+1+˙
(
P˜n+1 ∩ Pn]
)
(4.21)
where Pn+1 is a monic vector sub–space of degree n + 1 and +˙ denotes direct sum of
linear spaces.
Proof. Since Pn is monic of degree n in the coordinates (Xj), it has a linear basis
Bn := (ξn,M)M∈Me,n which is a perturbation of the monomial basis of degree n. From
the definition (4.19) of A+v|n we know that, for each j ∈ D and M ∈Me,n, one has
A+j|nξn,M = Xjξn,M − A
0
j|nξn,M − A
−
j|nξn,M . (4.22)
The assumptions on A0j|n and A
−
j|n imply that A
0
j|nξn,M + A
−
j|nξn,M is a polynomial of
degree ≤ n. Therefore, when ξn,M varies in Bn and Xj varies among all coordinate
functions, A+j|nξn,M defines a set of monic polynomials whose leading terms contain the
set of all monomials of degree n+ 1 (with possible repetitions). Therefore from this set
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one can extract a perturbation of the monomial basis of order n + 1. Denote by Bn+1
this basis and Pn+1 its linear span. By construction Pn+1 is a monic vector sub–space
of Pn+1]. The definition of perturbation of a monomial basis implies that
Pn+1 ∩
(
P˜n+1 ∩ Pn]
)
= {0} (4.23)
because the non-zero elements of the space Pn+1 are polynomials of degree n + 1. Let
us prove that the identity (4.21) holds. To this goal it will be sufficient to prove that
the set {
A+j|nξn,M ; ξn,M ∈ Bn
}
is contained in the left hand side of (4.23). By construction Pn+1 contains Bn+1. Let
ξn,M ∈ Bn be such that
A+j|nξn,M = XjM +Qn] /∈ Bn+1.
Since Bn+1 is a perturbation of the monomial basis of order n+1 in the (Xj)–coordinates
there exists k ∈ D and M ′ ∈Me,n such that
A+k|nξn,M ′ = XkM
′ +Rn] ∈ Bn+1
(Rn] is a polynomial of degree ≤ n) and
XkM
′ = XjM.
It follows that
A+j|nM −A
+
k|nM
′ ∈ Pn] ∩ P˜n+1.
Therefore
A+j|nM = A
+
k|nξn,M ′ +
(
A+j|nM −A
+
k|nM
′
)
∈ Pn+1+˙
(
P˜n+1 ∩ Pn]
)
.
This proves (4.21).
Remark. The vector space sum P˜n+1 + Pn] is not direct. However the vector space
sum Pn+1 + Pn] is direct and one has
P˜n+1 + Pn] = Pn+1+˙Pn].
Remark. If the operators Aεv|n are the CAP operators associated to a given state on P,
then the sub–space Pn] ∩ P˜n+1 necessarily consists of zero–norm vectors because, in this
case, operators in the spaces A+v|nPn are orthogonal to Pn].
4.4 Commutation relations
In this section we briefly recall some known facts about commutation relations canon-
ically associated to orthogonal polynomials (see [5], [2]) which will be used in the fol-
lowing section. We refer the reader to [2] for more detailed analysis.
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Theorem 4.9 Let be given:
– a pre–Hilbert space H ;
– an orthogonal gradation of H :
H =
⊕
n∈N
Hn;
– a family of operators a±j : Hn → Hn±1, a
0
j : Hn → Hn, (j ∈ {1, · · · , d})
a0j = (a
0
j )
∗ ; a−j = (a
+
j )
∗ ; j ∈ {1, · · · , d}.
Define the operators Yj (j ∈ {1, · · · , d}) on H by
Yj := a
+
j + a
0
j + a
−
j , j ∈ {1, · · · , d}. (4.24)
Then the decomposition (4.24) is unique and the operators Yj commute on the alge-
braic linear span of the Hn if and only if the operators a
+
j , a
0
j , a
−
j satisfy the following
commutation relations on the same domain: for all j, k ∈ {1, · · · , d} such that j < k
[a+j , a
+
k ] = 0 (4.25)
[a+j , a
−
k ] + [a
0
j , a
0
k] + [a
−
j , a
+
k ] = 0 (4.26)
[a+j , a
0
k] + [a
0
j , a
+
k ] = 0 (4.27)
Proof. Clearly the operators a+j , a
0
j are well defined on the algebraic linear span of
the Hn and leave this domain invariant. Given (4.24) one has, for each j, k ∈ {1, · · · , d}:
0 = [Yj, Yk] = [(a
+
j + a
0
j + a
−
j ), (a
+
k + a
0
k + a
−
k )] (4.28)
= [a+j , a
+
k ] + [a
+
j , a
0
k] + [a
0
j , a
+
k ] + [a
+
j , a
−
k ]
+ [a0j , a
0
k] + [a
−
j , a
+
k ] + [a
0
j , a
−
k ] + [a
−
j , a
0
k] + [a
−
j , a
−
k ]
The mutual orthogonality of the Hk’s and the properties of the a
ǫ
k imply that the com-
mutativity of the Yjs, is equivalent the fact the expressions on different rows of the right
hand side of (4.28) are separately equal to zero. Since the 5–th row is the adjoint of the
first one and the 4–th row is equivalent to the adjoint of the second one, the vanishing
of all the rows is equivalent to (4.25), (4.26), (4.27) for all j, k ∈ {1, · · · , d}. But this
is equivalent to the validity of these relations for all j, k ∈ {1, · · · , d} such that j < k
because all the relations are identically satisfied for j = k and, exchanging the roles of
j and k, the left hand sides of (4.25), (4.26) are transformed into its opposite and that
of (4.27) remains unaltered.
Finally the uniqueness of the decomposition (4.24) is established as in the proof of The-
orem 4.4.
5 Orthogonal polynomials and symmetric interacting Fock spaces
The notion of symmetric interacting Fock space is discussed in Appendix 10.5 below
and in this section we will use freely the definitions and notations of this appendix. The
following theorem shows that orthogonal polynomial gradations define a very special
sub–class of symmetric interacting Fock spaces.
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Theorem 5.1 Let ϕ be a state on P and let P =
⊕
n∈N Pn its orthogonal polynomial
gradation. Denote:
– for n ∈ N, 〈 · , · 〉n the restriction on Pn of the pre–scalar product 〈 · , · 〉 induced by
ϕ on P;
– for j ∈ D
Xj = a
+
j + a
0
j + a
−
j (5.1)
the quantum decomposition of the coordinate Xj with respect to ϕ;
– a+ : v =
∑
j∈D vjej ∈ C
d → a+v :=
∑
j∈D vja
+
j ∈ La(P, 〈 · , · 〉) the creation map.
Then the pair (
(Pn, 〈 · , · 〉n)n∈N, a
+
)
(5.2)
is a symmetric interacting Fock space with the following properties:
(i) The restriction on PR of the pre–scalar product 〈 · , · 〉 is real valued and there
exists a family of gradation preserving self–adjoint operators a0j : P ·Φ0 → P ·Φ0 (j ∈ D)
such that
aεj(PR · Φ0) ⊆ PR · Φ0 , ∀ε ∈ {+, 0,−} , j ∈ D, (5.3)
and the coordinate operators Xj mutually commute;
(ii) the vacuum vector Φ of the IFS (5.2) (identified to the vector Φ0 ∈ P ·Φ0 ) is cyclic
for the polynomial algebra generated by the family (5.1).
Conversely, given a symmetric interacting Fock space on Cd(
(Pˆn, 〈 · , · 〉IFS,n), aˆ
+
)
and a family of gradation preserving operators aˆ0j (j ∈ D) such that the operators
Xˆj := aˆ
+
j + aˆ
0
j + (aˆ
+
j )
∗ ; j ∈ D (5.4)
commute and, denoting Pˆ , (resp. PˆR) the ∗–algebra (resp. real ∗–algebra) generated by
the Xˆj conditions (i) and (ii) above are satisfied.
Then there exists a unique state ϕ on P characterized by the property that for all maps
n : D → N, denoting Φ the vacuum vector of Pˆ , one has:
ϕ(Xn11 · · ·X
nd
d ) = 〈Φ, Xˆ
n1
1 · · · Xˆ
nd
d Φ〉 ; ∀n1, . . . nd ∈ N (5.5)
Moreover the expectation values (5.5) are real valued.
In particular, there is a symmetric IFS isomorphism (see Definition (10.9))
U :
(
(Pn, 〈 · , · 〉n), a
+
)
→
(
(Pˆn, 〈 · , · 〉IFS,n), aˆ
+
)
preserving the real structures of both spaces and such that
Xj = U
∗aˆ+j U + U
∗aˆ0jU + (U
∗aˆ+j U)
∗ (5.6)
is the quantum decomposition of the Xj with respect to ϕ.
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Proof. Let ϕ be a state on P and let aε be the associated CAP operators. Let us
first prove the pair (5.2) satisfies the conditions of Definition 10.1. We know that P0 is
1–dimensional with the scalar product uniquely determined by the condition ‖Φ0‖ = 1.
Lemma (4.6) implies that a+ is adjointable. Finally
Pn+1 = Pn+1P · Φ0 = (Pn+1] − Pn])P · Φ0 = (Pn+1] − Pn])Pn+1]P · Φ0 = Pn+1Pn+1] · Φ0
and Pn+1] · Φ0 is the complex linear span of the set
{
XvPn] : v ∈ Rd
}
. Therefore, to
verify condition (10.4) of Definition (10.1), it is sufficient to prove that a+(V )Pn contains{
Pn+1XvPn] · Φ0 : v ∈ Rd
}
. This follows from the symmetric Jacobi relations because
for any v ∈ Rd:
Pn+1XvPn] = Pn+1Xv(Pn + Pn−1]) = Pn+1XvPn = a
+
v|n.
Thus ((Pn, 〈 · , · 〉n), a+) is an IFS. That it is a symmetric IFS follows from Definition
(10.9) and the commutativity of the creators, established in section (4.4). Property (i)
follows from the quantum decomposition of the coordinates. Property (ii) holds by def-
inition of P.
Conversely, let
(
(Pˆn, 〈 · , · 〉IFS,n), aˆ+
)
be an interacting Fock space on Cd and suppose
that conditions (i) and (ii) above are satisfied in the sense specified in the statement of
the theorem. Then, since the operators
Xˆj := a
+
j + a
0
j + (a
+
j )
∗ , j ∈ D, (5.7)
are self–adjoint, property (i) implies that the complex ∗–algebra Pˆ generated by them
is commutative.
Since P is isomorphic to the free abelian ∗–algebra with identity and d self–adjoint
generators, there exists a ∗–algebra homomorphism π : P → Pˆ characterized by the
property that
π(Xj) := X̂j = aˆ
+
j + aˆ
0
j + (aˆ
+
j )
∗ , j ∈ D.
Denoting ϕF the restriction of the Fock state 〈Φ · , · Φ〉 on Pˆ , define the state ϕ on P
by
ϕ := ϕF ◦ π. (5.8)
Then (5.5) holds by construction. Since the monomials are linearly independent in P,
for any map n : D → N, the map
Xn11 · · ·X
nd
d Φ0 7→ X̂
n1
1 · · · X̂
nd
d Φ
can be extended to a linear map U : P · Φ0 → Pˆ · Φ which is onto by condition (ii).
(5.5) implies that this extension preserves scalar products, therefore U is a unitary
isomorphism of pre–Hilbert spaces. It preserves the real structure of the corresponding
spaces because of condition (i). Moreover U satisfies, for j ∈ D,
Xj = U
∗(aˆ+j + aˆ
0
j + (aˆ
+
j ))
∗U
= U∗aˆ+j U + U
∗aˆ0jU + U
∗(aˆ+j )
∗U
= U∗aˆ+j U + U
∗aˆ0jU + (U
∗aˆ+j U)
∗ , j ∈ D (5.9)
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which implies
Pn] = U
∗Pˆn]U , n ∈ N.
Therefore, since U is unitary,
Pn = P
⊥
n−1] ∩ Pn] = U
∗Pˆ⊥n−1]U ∩ U
∗Pˆn]U = U
∗PˆnU , n ∈ N.
Denote Xj = a
+
j + a
0
j + (a
+
j )
∗ the quantum decomposition of the Xj associated to the
state ϕ defined by (5.8). Then (5.9) implies that
Xj = a
+
j + a
0
j + (a
+
j )
∗ = U∗aˆ+j U + U
∗aˆ0jU + (U
∗aˆ+j U)
∗
and the operators a±j (resp. a
0
j ) and U
∗aˆ±j U (resp. U
∗aˆ0jU) are of degree ±1 (resp. 0)
with respect to the same orthogonal gradation. From the uniqueness of the quantum
decomposition (see Theorem 4.9) we conclude that
a±j = U
∗aˆ±j U , a
0
j = U
∗aˆ0jU , j ∈ D.
Thus U is an isomorphism of IFS. Since the Xj commute, we know from Theorem (4.9)
that the operators aˆ+j mutually commute so that the IFS is symmetric (see Definition
10.9).
Theorem (5.1) motivates the following definition.
Definition 5.2 Let
(
(Pˆn, 〈 · , · 〉IFS,n), aˆ+
)
be an interacting Fock space on Cd. A
family of gradation preserving self–adjoint operators a0j : Pˆn → Pˆn (j ∈ D) is said to
define a 3–diagonal structure on
(
(Pˆn, 〈 · , · 〉IFS,n), aˆ+
)
if the operators Xˆj, defined
by (??), satisfy conditions (i) and (ii) of the second part of Theorem (5.1).
Remark. From the Remark after Theorem 5.1 it follows that an interacting Fock
space with a 3–diagonal structure is necessarily symmetric. Therefore, by Lemma 10.10,
we can identify it, up to isomorphism, to its symmetric tensor representation (see Lemma
10.10).
Remark. The assignment of a gradation preserving self–adjoint operator a0j : P → P
(j ∈ D) is equivalent to the assignment of a sequence of self–adjoint operators a0j|n :
Pn → Pn (n ∈ N).
Definition 5.3 Let be given a finite dimensional vector space V , and a sequence
Ω˜⊗̂ := (Ω˜⊗̂n ), inductively defined as in Theorem 10.11.
Let Γ(V, Ω˜) := ((V ⊗̂n, 〈 · , · 〉n), ℓ∗) be the symmetric IFS on V associated to the pair
(V , (Ω˜⊗̂n )) according to Theorem 10.11 and let, for each n ∈ N and j ∈ D,
a0j|n : (V
⊗̂n, 〈 · , · 〉n)→ (V ⊗̂
n, 〈 · , · 〉n) be a sequence of self–adjoint operators.
The pair (Ω˜⊗̂ , (a0j|n)) is said to induce a 3–diagonal structure on Γ(V, Ω˜), if the family
of gradation preserving self–adjoint operators a0j : Γ(V, Ω˜) → Γ(V, Ω˜) (j ∈ D) is a
3–diagonal structure on Γ(V, Ω˜) in the sense of Definition 5.4.
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Theorem 5.4 In the notations of Theorem 5.1 and of Definition 5.3, any state ϕ on P
uniquely defines a pair (Ω˜⊗̂ , (a0j|n)) that induces a 3–diagonal structure on Γ(V, Ω˜).
Conversely, any pair (Ω˜⊗̂ , (a0j|n)) that induces a 3–diagonal structure on Γ(V, Ω˜
⊗̂)
uniquely defines a state ϕ on P.
Proof. Both statements are immediate consequences of the corresponding state-
ments in Theorem 5.1.
Remark. Theorem 5.4 implies that the (standard) interacting Fock spaces on Cd of
the form {(
V ⊗̂n , 〈 · ,Ωn · 〉⊗̂,n
)
, ℓˆ∗
}
(5.10)
with a 3–diagonal structure provide a universal model for the theory of orthogonal poly-
nomials in d variables.
Remark. From section 4.4 we know that the operators (5.4) commute if and only if
the relations (4.25), (4.26), (4.27) hold. On the other hand from Theorem 10.8 we know
that IFS on Cd are characterized by sequences of PD kernels on Cd and, from the iden-
tity (10.27) we know that these PD kernels have the form a−(u)a+(v) (u, v ∈ Cd). Since
products of this form appear in the commutators in (4.25), (4.26), (4.27), it follows that
these commutation relations create constraints between the kernels defining the scalar
products in the IFS and the operators a0j . In the following section we will investigate
these constraints.
6 Implications of the commutation relations
With the notations (4.7), (4.8), (4.9), the tri–diagonal relation (4.6) takes the form
XjPn = a
+
j|n + a
0
j|n + a
−
j|n , ∀j ∈ D , ∀n ∈ N,
or equivalently, due to Lemma 4.6
a+j|n = XjPn − a
0
j|n − (a
+
j|n−1)
∗ , ∀j ∈ D , ∀n ∈ N. (6.1)
This can be interpreted as an inductive relation that, given a+j|n−1 (j ∈ D), the scalar
product on Pn and a0j|n, uniquely defines a
+
j|n. Notice that, if a
0
j|n is chosen to be a
pre–Hilbert space operator, in particular mapping zero norm vectors into zero norm
vectors, and if it maps real vectors in Pn into real vectors, then a
+
j|n−1 will have the
same properties because Xj has these properties and (a
+
j|n−1)
∗ has these properties by
the induction construction.
In this section we will establish the constraints, imposed by the commutation relations,
on the objects that define the induction relation, namely the a+j|n−1 (j ∈ D), the scalar
product on Pn and the a0j|n.
Remark. Recall that, if A is an adjointable operator on a pre–Hilbert space, then
its real and imaginary parts are defined by
A =
1
2
(A + A∗) +
1
2
(A− A∗) =: Re(A) + iIm(A). (6.2)
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Similarly, for any PD kernel Ω˜ one has
Ω˜(ej, ek)
∗ = Ω˜(ek, ej)
therefore
Ω˜(ej , ek) =
1
2
((Ω˜(ej , ek)) + Ω˜(ej , ek)
∗) +
1
2
((Ω˜(ej, ek))− Ω˜(ej , ek)
∗) (6.3)
=
1
2
((Ω˜(ej , ek)) + Ω˜(ek, ej)) +
1
2
((Ω˜(ej , ek))− Ω˜(ek, ej)) =: Ω˜R(ej , ek) + Ω˜I(ej , ek)
with
Ω˜R(ej , ek) = Ω˜R(ek, ej) = Ω˜R(ej , ek)
∗ , −Ω˜I(ej, ek) = Ω˜I(ek, ej) = Ω˜I(ej , ek)
∗.
Thus any PD kernel Ω˜ is the sum of a symmetric kernel and a symplectic kernel.
In this section we will use the notations (4.7), (4.8), (4.9) and in the following (Ω˜n) will
denote the sequence of positive definite (PD) kernels defined by Ω˜0 = 1 ∈ C and
Ω˜n+1(ej , ek) := (a
−
j a
+
k )|n := (a
+
j|n)
∗a+k|n , ∀n ∈ N , ∀j, k ∈ D. (6.4)
Since the operators a+k|n map real polynomials into real polynomials, it follows that also
the operators Ω˜n have this property. By linearity this is equivalent to say that the a
+
k|n
map maps real vectors in Pn into real vectors.
Lemma 6.1 The commutation relations (4.26), i.e.
[a+j , a
−
k ] + [a
0
j , a
0
k] + [a
−
j , a
+
k ] = 0 (6.5)
are equivalent to
Ω˜1(ej , ek) = Ω˜1(ek, ej) ∈ R (6.6)
Im(Ω˜n+1(ej , ek)) = Im(a
+
k|n−1(a
+
j|n−1)
∗) + Im(a0k|na
0
j|n) , ∀n ≥ 1, (6.7)
for all j, k ∈ D such that j < k and all n ∈ N.
Proof. For j, k and n as in the statement, the commutation relation (4.26) is
[a+j , a
−
k ] + [a
0
j , a
0
k] + [a
−
j , a
+
k ] = 0⇔ [a
+
j a
−
k − a
−
k a
+
j ] + [a
0
ja
0
k − a
0
ka
0
j ] + [a
−
j a
+
k − a
+
k a
−
j ] = 0
⇔ (a+j )
∗a+k − (a
+
k )
∗a+j = a
+
k a
−
j − a
+
j a
−
k + a
0
ka
0
j − a
0
ja
0
k. (6.8)
These are identically satisfied for j = k and, exchanging j and k, one finds an equivalent
relation. Therefore it is sufficient to consider the case j < k.
On P0, (6.8) is equivalent to:
(a+j )
∗a+k Φ0 − (a
+
k )
∗a+j Φ0 = a
+
k a
−
j Φ0 − a
+
j a
−
k Φ0 + a
0
ka
0
jΦ0 − a
0
ja
0
kΦ0
⇔ (a+j )
∗a+k Φ0 − (a
+
k )
∗a+j Φ0 = 0.
Recalling (6.4) the above identity becomes
Ω˜1(ej , ek)Φ0 − Ω˜1(ek, ej)Φ0
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and, since Ω˜1(ej , ek) maps C·Φ0 into itself, the above identity is equivalent (up to obvious
identifications) to
Ω˜1(ej , ek) = Ω˜1(ek, ej) ∈ C
and from condition (5.3) and the identity
Ω˜n+1(ej, ek)
∗ := (((a+j )
∗a+k )|n)
∗ = ((a+k )
∗a+j )|n = Ω˜n+1(ek, ej)
it follows that Ω˜1(ej , ek) ∈ R. This proves (6.6). Let n > 0. From
(a+k )
∗a+j = ((a
+
j )
∗a+k )
∗
one deduces that for any ξn, ηn ∈ Pn
〈(a+j )
∗a+k ξn, ηn〉n = 〈ξn, (a
+
k )
∗a+j ηn〉n ⇔ ((a
+
k )
∗a+j )|n = (((a
+
j )
∗a+k )|n)
∗.
Therefore the identity (6.8), restricted to Pn is equivalent to the fact that, for each n ∈ N
and each j ∈ D,
(a+j|n)
∗a+k|n − (a
+
k|n)
∗a+j|n = a
+
k|n−1a
−
j|n − a
+
j|n−1a
−
k|n + a
0
k|na
0
j|n − a
0
j|na
0
k|n (6.9)
or equivalently
Ω˜n+1(ej , ek)− Ω˜n+1(ej, ek)
∗ = Ω˜n+1(ej , ek)− Ω˜n+1(ek, ej) = 2iIm(Ω˜n+1(ej , ek)) (6.10)
= (a+k a
−
j )|n − (a
+
j a
−
k )|n + (a
0
ka
0
j)|n − (a
0
ja
0
k)|n
Now notice that for any ξn, ηn ∈ Pn
a+k a
−
j ηn = a
+
k|n−1a
−
j|nηn = a
+
k|n−1(a
+
j|n−1)
∗ηn
i.e.
(a+k a
−
j )|n = a
+
k|n−1(a
+
j|n−1)
∗ = (a+j|n−1(a
+
k|n−1)
∗)∗.
Since the a0j preserve the gradation and are self–adjoint, (a
0
ka
0
j )|n = a
0
k|na
0
j|n, therefore
(6.10) becomes
2iIm(Ω˜n+1(ej , ek)) = (a
+
k a
−
j )|n − (a
+
j a
−
k )|n + (a
0
ka
0
j )|n − (a
0
ja
0
k)|n (6.11)
= a+k|n−1(a
+
j|n−1)
∗ − a+j|n−1(a
+
k|n−1)
∗ + a0k|na
0
j|n − a
0
j|na
0
k|n
= a+k|n−1(a
+
j|n−1)
∗ − (a+k|n−1(a
+
j|n−1)
∗)∗ + a0k|na
0
j|n − (a
0
k|na
0
j|n)
∗
= 2iIm(a+k|n−1(a
+
j|n−1)
∗) + 2iIm(a0k|na
0
j|n)
and this is equivalent to (6.7).
Remark. Lemma 6.1 implies that the commutation relations (4.26), associated to
a state on P, inductively fix the symplectic parts of the kernels Ω˜n+1. Since, adding a
symplectic kernel to any PD kernel, one still obtains a PD kernel, fixing the imaginary
part of a PD kernel leaves its symmetric part completely arbitrary up to the conditions
of positive–definiteness and of preservation of the real structure.
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Lemma 6.2 The commutation relations (4.27), i.e.
[a+j , a
0
k] + [a
0
j , a
+
k ] = 0 (6.12)
are equivalent to
a0j|n+1a
+
k|n − a
0
k|n+1a
+
j|n = a
+
k|na
0
j|n − a
+
j|na
0
k|n (6.13)
for all j, k ∈ D such that j < k and all n ∈ N.
Proof. The commutation relations (6.12) are identically satisfied for j = k and,
exchanging j and k, one finds an equivalent relation. Therefore it is sufficient to consider
the case j < k. In this case, with arguments similar to those used in the proof of Lemma
(6.1), one shows that (6.12) is equivalent to
a+j a
0
k − a
0
ka
+
j + a
0
ja
+
k − a
+
k a
0
j = 0⇔
⇔ (a+j a
0
k)|n − (a
0
ka
+
j )|n + (a
0
ja
+
k )|n − (a
+
k a
0
j )|n = 0 , ∀n ∈ N
⇔ a+j|na
0
k|n − a
0
k|n+1a
+
j|n + a
0
j|n+1a
+
k|n − a
+
k|na
0
j|n = 0
⇔ a0j|n+1a
+
k|n − a
0
k|n+1a
+
j|n = a
+
k|na
0
j|n − a
+
j|na
0
k|n
that is (6.13).
Remark. Since the inductive form of the creators is uniquely determined by condi-
tion (6.1), the identity (6.13) can be interpreted as a necessary condition to be satisfied
by the a0j|n+1 once given the a
0
j|n (j ∈ D). Notice that the inductive system of equations
(6.13) always admits the zero solution given by the sequence
a0j|n = 0 , ∀j ∈ D , ∀n ∈ N.
Lemma 6.3 The commutation relations (4.25) (commutativity of creators) are equiva-
lent to the following identities
a0k|n+1a
+
j|n− a
0
j|n+1a
+
k|n = Xka
+
j|n−Xja
+
k|n+2iIm(a
+
k|n−1(a
+
j|n−1)
∗) + 2iIm(a0k|na
0
j|n) (6.14)
for all j, k ∈ D such that j < k and all n ∈ N.
Proof. The commutativity of creators is identically satisfied for j = k and, ex-
changing j and k, one finds the same relation up to a common sign. Therefore it is
sufficient to consider the case j < k.
Due to (6.1), the commutativity of creators is equivalent to
a+j a
+
k = a
+
k a
+
j ⇐⇒ a
+
j a
+
k Pn = a
+
k a
+
j Pn ⇐⇒ a
+
j|n+1a
+
k|n = a
+
k|n+1a
+
j|n ; ∀j ∈ D, ∀n ∈ N
Using the quantum decomposition of the Xj this becomes equivalent to
(Xj − a
0
j − (a
+
j )
∗)a+k|n = (Xk|n+1 − a
0
k|n+1 − (a
+
k|n)
∗)a+j|n
⇐⇒ Xja
+
k|n − a
0
j|n+1a
+
k|n − (a
+
j|n)
∗a+k|n = Xka
+
j|n − a
0
k|n+1a
+
j|n − (a
+
k|n)
∗a+j|n
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⇐⇒ a0k|n+1a
+
j|n − a
0
j|n+1a
+
k|n = Xka
+
j|n −Xja
+
k|n + (a
+
j|n)
∗a+k|n − (a
+
k|n)
∗a+j|n
⇐⇒ a0k|n+1a
+
j|n − a
0
j|n+1a
+
k|n = Xka
+
j|n −Xja
+
k|n + 2iIm(Ω˜n+1(ej , ek))
Using (6.7) this becomes
a0k|n+1a
+
j|n − a
0
j|n+1a
+
k|n = Xka
+
j|n −Xja
+
k|n + 2iIm(a
+
k|n−1(a
+
j|n−1)
∗) + 2iIm(a0k|na
0
j|n)
which is equivalent to (6.14).
Lemma 6.4 The linear system in the unknowns (a0k|n), given by equations (6.13), (6.14),
i.e.
a0k|na
+
j|n−1 − a
0
j|na
+
k|n−1 = a
+
j|n−1a
0
k|n−1 − a
+
k|n−1a
0
j|n−1 (6.15)
a0k|na
+
j|n−1 − a
0
j|na
+
k|n−1 =
= Xka
+
j|n−1 −Xja
+
k|n−1 + 2iIm(a
+
k|n−2(a
+
j|n−2)
∗) + 2iIm(a0k|n−1a
0
j|n−1) (6.16)
(j, k ∈ D, j < k) is equivalent to the single linear system given by (6.15).
Proof. Since the left hand sides of (6.15) and (6.16) are equal, the same must be
true for the right hand sides, therefore one must have
a+j|n−1a
0
k|n−1 − a
+
k|n−1a
0
j|n−1
= Xka
+
j|n−1 −Xja
+
k|n−1 + 2iIm(a
+
k|n−2(a
+
j|n−2)
∗) + 2iIm(a0k|n−1a
0
j|n−1). (6.17)
Conversely, if (6.17) holds, then also the right hand sides of (6.15) and (6.16) are equal,
hence the system (6.15), (6.16) is equivalent to the single system (6.15).
Now notice that right hand side of (6.17) is equal to
Xka
+
j|n−1 −Xja
+
k|n−1 + 2iIm(a
+
k|n−2(a
+
j|n−2)
∗) + 2iIm(a0k|n−1a
0
j|n−1)
= Xk(Xj|n−1 − a
0
j|n−1 − (a
+
j|n−2)
∗)−Xj(Xk|n−1 − a
0
k|n−1 − (a
+
k|n−2)
∗)
+2iIm(a+k|n−2(a
+
j|n−2)
∗) + 2iIm(a0k|n−1a
0
j|n−1)
= XkXj|n−1 −Xka
0
j|n−1 −Xk(a
+
j|n−2)
∗
−XjXk|n−1 +Xja
0
k|n−1 +Xj(a
+
k|n−2)
∗
+2iIm(a+k|n−2(a
+
j|n−2)
∗) + 2iIm(a0k|n−1a
0
j|n−1)
= Xj(a
+
k|n−2)
∗−Xk(a
+
j|n−2)
∗+Xja
0
k|n−1−Xka
0
j|n−1+2iIm(a
+
k|n−2(a
+
j|n−2)
∗)+2iIm(a0k|n−1a
0
j|n−1).
With similar arguments, the left hand side of (6.17) is equal to
a+j|n−1a
0
k|n−1 − a
+
k|n−1a
0
j|n−1
= (Xj|n−1 − a
0
j|n−1 − (a
+
j|n−2)
∗)a0k|n−1 − (Xk|n−1 − a
0
k|n−1 − (a
+
k|n−2)
∗)a0j|n−1
= Xj|n−1a
0
k|n−1−a
0
j|n−1a
0
k|n−1−(a
+
j|n−2)
∗a0k|n−1−Xk|n−1a
0
j|n−1+a
0
k|n−1a
0
j|n−1+(a
+
k|n−2)
∗a0j|n−1
= Xj|n−1a
0
k|n−1−Xk|n−1a
0
j|n−1+a
0
k|n−1a
0
j|n−1−a
0
j|n−1a
0
k|n−1+(a
+
k|n−2)
∗a0j|n−1−(a
+
j|n−2)
∗a0k|n−1.
Therefore the identity (6.17) holds iff
Xj|n−1a
0
k|n−1−Xk|n−1a
0
j|n−1+a
0
k|n−1a
0
j|n−1−a
0
j|n−1a
0
k|n−1+(a
+
k|n−2)
∗a0j|n−1− (a
+
j|n−2)
∗a0k|n−1
= Xj(a
+
k|n−2)
∗−Xk(a
+
j|n−2)
∗+Xja
0
k|n−1−Xka
0
j|n−1+2iIm(a
+
k|n−2(a
+
j|n−2)
∗)+2iIm(a0k|n−1a
0
j|n−1)
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⇐⇒ +2iIm(a0k|n−1a
0
j|n−1) + (a
+
k|n−2)
∗a0j|n−1 − (a
+
j|n−2)
∗a0k|n−1
= Xj(a
+
k|n−2)
∗ −Xk(a
+
j|n−2)
∗ + 2iIm(a+k|n−2(a
+
j|n−2)
∗) + 2iIm(a0k|n−1a
0
j|n−1).
Thus, using the quantum decomposition, the identity (6.17) can be re–written in the
form
(a+k|n−2)
∗a0j|n−1 − (a
+
j|n−2)
∗a0k|n−1 = Xj(a
+
k|n−2)
∗ −Xk(a
+
j|n−2)
∗ + 2iIm(a+k|n−2(a
+
j|n−2)
∗)
= Xj|n−2(a
+
k|n−2)
∗ −Xk|n−2(a
+
j|n−2)
∗ + 2iIm(a+k|n−2(a
+
j|n−2)
∗)
= (a+j|n−2+a
0
j|n−2+(a
+
j|n−3)
∗)(a+k|n−2)
∗−(a+k|n−2+a
0
k|n−2+(a
+
k|n−3)
∗)(a+j|n−2)
∗+2iIm(a+k|n−2(a
+
j|n−2)
∗)
= a+j|n−2(a
+
k|n−2)
∗ + a0j|n−2(a
+
k|n−2)
∗ + (a+j|n−3)
∗(a+k|n−2)
∗
−a+k|n−2(a
+
j|n−2)
∗ − a0k|n−2(a
+
j|n−2)
∗ − (a+k|n−3)
∗(a+j|n−2)
∗ + 2iIm(a+k|n−2(a
+
j|n−2)
∗)
= a+j|n−2(a
+
k|n−2)
∗+a0j|n−2(a
+
k|n−2)
∗−a+k|n−2(a
+
j|n−2)
∗−a0k|n−2(a
+
j|n−2)
∗+2iIm(a+k|n−2(a
+
j|n−2)
∗)
= a+j|n−2(a
+
k|n−2)
∗−a+k|n−2(a
+
j|n−2)
∗+a0j|n−2(a
+
k|n−2)
∗−a0k|n−2(a
+
j|n−2)
∗+2iIm(a+k|n−2(a
+
j|n−2)
∗)
= 2iIm(a+j|n−2(a
+
k|n−2)
∗) + a0j|n−2(a
+
k|n−2)
∗ − a0k|n−2(a
+
j|n−2)
∗ + 2iIm(a+k|n−2(a
+
j|n−2)
∗)
= a0j|n−2(a
+
k|n−2)
∗ − a0k|n−2(a
+
j|n−2)
∗
or equivalently:
(a+k|n−2)
∗a0j|n−1 − (a
+
j|n−2)
∗a0k|n−1 = a
0
j|n−2(a
+
k|n−2)
∗ − a0k|n−2(a
+
j|n−2)
∗. (6.18)
Taking the adjoint of the identity
(a+k )
∗a0j − (a
+
j )
∗a0k = a
0
j(a
+
k )
∗ − a0k(a
+
j )
∗
one finds
a0ja
+
k − a
0
ka
+
j = a
+
k a
0
j − a
+
j a
0
k.
Restricting to Pn−1 one obtains
a0j|na
+
k|n−1 − a
0
k|na
+
j|n−1 = a
+
k|n−1a
0
j|n−1 − a
+
j|n−1a
0
k|n−1
which gives the adjoint of (6.18). Since this is equivalent to (6.15), we conclude that the
identity (6.17) holds if and only if (6.15) holds. This proves the statement.
Lemma 6.5 The inductive system of equations (6.13), (6.14) in the unknowns a0j|n,
always admit the zero solution, given by the sequence
a0j|n = 0 , ∀j ∈ D , ∀n ∈ N. (6.19)
Proof. If a0j = 0, (6.13), i.e. (6.15) is identically satisfied. Therefore the result
follows from Lemma 6.4.
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7 The reconstruction theorem
7.1 3–diagonal decompositions of P
The goal of the present section is to abstract, from a given orthogonal gradation, a
minimal set of characteristics that allow an inductive reconstruction of this gradation.
For two pre–Hilbert spaces H and K, we denote La(H,K) the ∗–algebra of all adjointable
linear operators from H to K (see Appendix 9).
Recall that (ej)j∈D is the canonical basis of C
d and that we use the notation
aεj|k := a
ε
ej |k
, j ∈ D , ε ∈ {+, 0,−}.
Definition 7.1 For n ∈ N∗, a 3–diagonal decomposition of Pn] is defined by:
(i) a vector space direct sum decomposition of Pn]
Pk] =
∑
h∈{0,··· ,k}
Ph , ∀ k ∈ {0, 1, . . . , n}, (7.1)
such that each Ph is monic of order h,
(ii) for each k ∈ {0, 1, . . . , n}, a pre–scalar product 〈 · , · 〉k on Pk, such that, denoting
〈 · , · 〉n] the unique scalar product on Pn] characterized by the conditions that the vector
space decompositions (7.1) are orthogonal for the restriction of 〈 · , · 〉n] on each Pk]:
Pk] =
⊕
h∈{0,··· ,k}
Ph , ∀ k ∈ {0, 1, . . . , n}, (7.2)
and for all k ∈ {0, 1, . . . , n}
〈 · , · 〉n]
∣∣∣
Pk
= 〈 · , · 〉k (7.3)
the restrictions of the operators Xej on Pn−1] are symmetric:
〈Xejξ, η〉n] = 〈ξ,Xejη〉n] , ξ, η ∈ Pn−1] , j ∈ D, (7.4)
(iii) two families of pre–Hilbert space linear maps (see Appendix 9 for the notations)
a+ej |k ∈ La((Pk, 〈 · , · 〉k), (Pk+1, 〈 · , · 〉k+1)) , k ∈ {0, 1, . . . , n− 1}, (7.5)
a0ej |k ∈ La((Pk, 〈 · , · 〉k), (Pk, 〈 · , · 〉k)) , k ∈ {0, 1, . . . , n− 1}, (7.6)
j ∈ D, such that:
(iii.1) for all k ∈ {1, . . . , n − 1} and j ∈ D, a0ej |k is self-adjoint in the pre-Hilbert
space sense;
(iii.2) the following identity is satisfied:
Xej |k = a
+
ej |k
+ a0ej |k + a
−
ej |k
, k ∈ {0, 1, . . . , n− 1} , j ∈ D, (7.7)
with the convention that a+ej |−1 = 0, and
a−ej |k := (a
+
ej |k−1
)∗ : (Pk, 〈 · , · 〉k)→ (Pk−1, 〈 · , · 〉k−1) , k ∈ {0, 1, . . . , n− 1}, (7.8)
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where (a+ej |k−1)
∗ denotes, when no confusion is possible, the pre–Hilbert space adjoint of
a+ej |k−1.
(iii.3) The operators a±ej |k, a
0
ej |k
satisfy the commutation relations (6.6), (6.7), (6.15).
Remark.
1) In the following, if no confusion can arise, we will simply say that{(
Pk , 〈 · , · 〉k
)n
k=0
,
(
a+· |k
)n−1
k=0
,
(
a0· |k
)n−1
k=0
}
(7.9)
is a 3–diagonal decomposition of Pn].
2) Note that a priori all the objects defining a 3–diagonal decomposition of Pn] may
depend on n ∈ N.
Definition 7.2 (i) A 3–diagonal decomposition of Pn+1]{(
Pk(n+ 1) , 〈 · , · 〉n+1,k
)n+1
k=0
,
(
a+· |k(n+ 1)
)n
k=0
,
(
a0· |k(n + 1)
)n
k=0
}
is called an extension of a 3–diagonal decomposition of Pn]{(
Pk(n) , 〈 · , · 〉n,k
)n
k=0
,
(
a+· |k(n)
)n−1
k=0
,
(
a0· |k(n)
)n−1
k=0
}
if, in obvious notations
Pk(n) = Pk(n+ 1) , ∀ k ∈ {0, · · · , n},
〈 · , · 〉n+1]
∣∣∣
Pn]
= 〈 · , · 〉n]
a0· |k(n+ 1) = a
0
· |k(n) , ∀ k ∈ {0, · · · , n},
a+· |k(n+ 1) = a
+
· |k(n) , ∀ k ∈ {0, · · · , n− 1},
(ii) A 3–diagonal decomposition of P is a sequence of 3–diagonal decompositions
Dn :=
{(
Pk(n) , 〈 · , · 〉n,k
)n
k=0
,
(
a+· |k(n)
)n−1
k=0
,
(
a0· |k(n)
)n−1
k=0
}
, n ∈ N,
such that, for each n ∈ N, Dn+1 is an extension of Dn. In this case one simply writes{(
Pn , 〈 · , · 〉n
)
, a+· |n , a
0
· |n
}
n∈N
. (7.10)
Remark. Any 3–diagonal decomposition of Pn] induces, by restriction, a 3–diagonal
decomposition of Pk] for any k ≤ n.
The following Theorem motivates the introduction of the notion of 3–diagonal decom-
position given above.
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Theorem 7.3 Every state ϕ on P uniquely defines a 3–diagonal decomposition of P.
Conversely, given a 3–diagonal decomposition of P, there exists a unique state ϕ on P
such that the 3–diagonal decomposition of P, associated to ϕ according to the first part
of the theorem, is the given one.
Proof. If the pre–scalar product on P is induced by a state ϕ on P, then by
Lemma 2.4 the operators of multiplication by the coordinates are symmetric for this
pre–scalar product and the quantum decompositions of the random variables Xj (i ∈ D)
constructed in section 4 provide a 3–diagonal decomposition of P. The uniqueness of
the quantum decomposition implies the uniqueness of the corresponding 3–diagonal de-
composition of P.
Conversely, let be given a 3–diagonal decomposition of P and denote 〈 · , · 〉 the pre–
scalar product induced by it on P. Then, by condition (ii) of Definition 7.1 and condition
(ii) of Definition 7.2, for each n ∈ N, the restriction of the operator Xej (j ∈ D) on Pn−1]
is symmetric with respect to the restriction of 〈 · , · 〉 on Pn−1]. Since
⋃
k∈NPk] = P,
the operators Xej are 〈 · , · 〉–symmetric on P.
Lemma 2.4 then implies that the pre–scalar product on P is induced by some state ϕ
on P and this concludes the proof.
7.2 Structure of 3–diagonal decompositions of P
Having established the equivalence between 3–diagonal decomposition of P and or-
thogonal gradations induced by states on P, our next goal is to produce a characteri-
zation of the 3–diagonal decomposition of P. As a first step towards this goal in this
section we discuss the following problem:
given a 3–diagonal decomposition of Pn], classify all its possible extensions in the sense
of Definition 7.2.
Lemma 7.4 Let, for n ∈ N∗,{(
Pk , 〈 · , · 〉k
)n
k=0
,
(
a+· |k
)n−1
k=0
,
(
a0· |k
)n−1
k=0
}
(7.11)
be a 3–diagonal decomposition of Pn] (see (7.9)). Any 3–diagonal extension of (7.11)
defines a pair (
Ω˜n+1 , a
0
· |n
)
(7.12)
with the following properties:
(i) a0· |n is a linear map
a0· |n : v ∈ C
d 7−→ a0v|n ∈ La(Pn , 〈 · , · 〉n) (7.13)
such that:
– for all v ∈ Rd, a0v|n is a self–adjoint operator on the pre-Hilbert space (Pn , 〈 · , · 〉n);
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(ii) For each n ∈ N a La((Pn, 〈 · , ·〉n)–valued positive definite kernel on Cd, denoted
Ω˜n, mapping real vectors onto real vectors and such that Ω˜0 ≡ 1, Ω˜1 is arbitrary
and, for n > 1 the pair
((Ω˜n)n∈N , (a
0
ej |n
)j∈D)
is a solution of the joint system of inductive equations (6.6), (6.7), (6.13) and
(6.14) where the a+j|n are defined by (6.1) and the (a
+
j|n)
∗ by the right hand side of
(10.21).
Conversely any pair of the form (7.12), satisfying conditions (i) and (ii) above, defines
a 3–diagonal decomposition of P.
Proof. Definition 7.1 implies that any 3–diagonal decompositions of Pn+1] ex-
tending the given one determines a pair (7.12) with a selfadjoint operator a0· |n and with
positive definite kernel (Ω˜n(ej , eh)) defined by
Ω˜n+1(ej, eh) := a
−
ej |n+1
a+eh|n ∈ La (Pn , 〈 · , , · 〉n) , j, h ∈ D , n ∈ N.
Lemma 6.1 implies that the Ω˜n satisfy conditions (6.6), (6.7); Lemma 6.2 implies that
the a0j|n+1 satisfy condition (6.13); Lemma 6.3 implies that the a
0
j|n+1 satisfy condition
(6.14). Therefore properties (i) and (ii) above are satisfied.
Conversely, given n ∈ N∗, the 3–diagonal decomposition (7.11) of Pn], and a pair of
the form (7.12), satisfying conditions (i) and (ii) above, define for each j ∈ D the linear
maps
a+ej |n : Pn −→ Pn+1] (7.14)
by the condition
a+ej |n := Xj
∣∣∣
Pn
− a0ej |n − (a
+
ej |n−1
)∗ (7.15)
and let Pn+1 be the vector space constructed in Lemma 4.8 with the choices
A0ej |n+1 := a
0
ej |n+1
and A−ej |n+1 := a
−
ej |n+1
= (a+ej |n)
∗.
That Pn+1 is a monic sub–space of order n + 1, of Pn+1] follows from Lemma 4.8. This
proves that condition (i) of Definition 7.1 is satisfied.
Let 〈 · , ·〉n+1 be the pre–scalar product on Pn+1, induced by the positive definite
kernel (Ω˜n+1(ej, eh)) through the identity:∑
j,h∈D
〈a+ej |nξj, a
+
eh|n
ηh〉n+1 :=
∑
j,h∈D
〈ξj, Ω˜n+1(ej , eh)ηh〉n , ξj, ηh ∈ Pn,
and let ξ ∈ Pn be a zero norm vector. Then for each j ∈ D and ξ ∈ Pn
‖a+ej |nξ‖
2
n+1 = 〈a
+
ej |n
ξ, a+ejh|nξ〉n+1 = 〈ξ, Ω˜n+1(ej, eh)ξ〉n = 0.
Thus the operators a+ej |n are pre–Hilbert space operators in the sense of Definition 9.1.
Let us prove that for each j ∈ {1, · · · , d}, the restriction on Pn] of the multiplication
operator by Xej is symmetric, i.e. that for each ξ, η ∈ Pn], one has
〈Xejξ, η〉n+1] = 〈ξ,Xejη〉n+1]. (7.16)
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From (7.15) we know that
a+ej |n + a
0
ej |n
+ (a+ej |n−1)
∗ = Xej |n (7.17)
where the restriction is meant in the sense of right multiplication by the projection onto
Pn, so that both sides are zero outside Pn. This implies in particular that, for each
k ≤ n
Xej |k : Pk → Pk+1 ⊕Pk ⊕Pk−1.
If both ξ, η ∈ Pn−1], then the identity (7.16) is reduced to the identity
〈Xejξ, η〉n] = 〈ξ,Xejη〉n]
which holds because (7.4) is a 3–diagonal decomposition of Pn].
Therefore it is sufficient to consider the case in which ξ, η ∈ Pn ⊕Pn−1.
By symmetry the problem is reduced to the two cases:
η ∈ Pn−1 and ξ ∈ Pn
η ∈ Pn and ξ ∈ Pn
Case 1 : η ∈ Pn−1 ; ξ ∈ Pn.
Using the mutual orthogonality of the spaces Pk for k ≤ n+ 1, one finds:
〈Xejξ, η〉n+1] = 〈ξ,Xejη〉n+1] ⇔
⇔ 〈(a+ej |n + a
0
ej |n
+ (a+ej |n−1)
∗)ξ, η〉n+1] = 〈ξ, (a
+
ej |n−1
+ a0ej |n−1 + (a
+
ej |n−2
)∗)η〉n+1]
⇔ 〈a+ej |nξ, η〉n+1] + 〈a
0
ej |n
ξ, η〉n+1] + 〈(a
+
ej |n−1
)∗ξ, η〉n+1] =
= 〈ξ, a+ej|n−1η〉n+1] + 〈ξ, a
0
ej|n−1
η〉n+1] + 〈ξ, (a
+
ej |n−2
)∗η〉n+1]
⇔ 〈(a+ej |n−1)
∗ξ, η〉n−1 = 〈ξ, a
+
ej|n−1
η〉n
that is identically satisfied because (7.4) is a 3–diagonal decomposition of Pn].
Case 2 : η ∈ Pn ; ξ ∈ Pn
〈Xejξ, η〉n+1] = 〈ξ,Xejη〉n+1] ⇔
⇔ 〈(a+ej |n + a
0
ej |n
+ (a+ej |n−1)
∗)ξ, η〉n+1] = 〈ξ, (a
+
ej|n
+ a0ej |n + (a
+
ej |n−1
)∗)η〉n+1]
⇔ 〈a+ej |nξ, η〉n+1] + 〈a
0
ej |n
ξ, η〉n+1] + 〈(a
+
ej |n−1
)∗ξ, η〉n+1] =
= 〈ξ, a+ej|nη〉n+1] + 〈ξ, a
0
ej|n
η〉n+1] + 〈ξ, (a
+
ej|n−1
)∗η〉n+1]
⇔ 〈a0ej |nξ, η〉n = 〈ξ, a
0
ej |n
η〉n
that is identically satisfied because, by assumption, a0ej |n is self–adjoint for the 〈 · , · 〉n–
scalar product. Therefore the restriction on Pn], of the multiplication operator by Xej
is symmetric, i.e. condition (ii) of Definition (7.1) is satisfied.
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The linear maps (a0· |n+1) are self–adjoint for the pre–scalar product 〈 · , ·〉n+1 be-
cause of assumption (i). This is equivalent to condition (iii.1) of Definition (7.1).
(7.15) implies that condition (iii.2) of Definition (7.1) is satisfied.
Finally condition (iii.3) of the same Definition is satisfied because of Condition (ii).
In conclusion: for any choice of the pair (7.12), satisfying conditions (i) and (ii)
above, the triple {(
Pk , 〈 · , · 〉k
)n+1
k=0
,
(
a+· |k
)n−1
k=0
,
(
a0· |k
)n−1
k=0
}
is a 3–diagonal decomposition of Pn+1] extending the given one (7.11). This concludes
the proof.
8 The d–dimensional Favard Lemma
We have seen that the d–dimensional analogue of the principal Jacobi sequence (ωn)
of a state on P is the sequence of positive definite kernels (Ω˜n) and the d–dimensional
analogue of the secondary Jacobi sequence (αn) is the set of sequences of self–adjoint
operators (a0j|n) (j ∈ D) (in this section we often use the notation a
ε
j|n = a
ε
ej |n
for
ε ∈ {+, 0,−}, j ∈ D). In the 1–dimensional case, the (ωn) have the only constraint
ωn = 0 =⇒ ωn+k = 0, while the (αn) are arbitrary real numbers. In the d–dimensional
case we have seen in section 6 that the commutation relations impose constraints both on
the (Ω˜n) and on the (a
0
j|n) (j ∈ D). Fortunately, when written in inductive form, these
constraints, turn out to be linear. In order to obtain the inductive formulation of the
d–dimensional extension of Favard Lemma we introduce the following definition, that
expresses in a precise way the basic idea of these inductive relations, namely that: given
the a+j|n−1 (j ∈ D) and the scalar product on Pn one chooses the a
0
j|n, compatibly with
the linear constraints and this uniquely defines the a+j|n. The choice of the a
+
j|n uniquely
defines the vector space Pn+1 and, since the imaginary part of the kernel (Ω˜n+1) is
uniquely determined by the constraints, its real part is only subjected to the constraints
of positive–definitness and of mapping real vectors of Pn into real vectors.
Definition 8.1 Given a linear basis (ej) of R
d, a recursive 3–diagonal structure on
P with respect to the basis (ej) is defined by the following procedure.
(i) Define the vector sub–space with real structure
P0 := C · Φ0 ≡ (R⊕ iR) · Φ0 =: PR,0+˙iPR,0
and the scalar product 〈 · , · 〉0 on it uniquely determined by the condition ‖Φ0‖ := 1.
(ii) For each j ∈ D, choose arbitarily a self–adjoint operator
a0j|0 : (P0, 〈 · , · 〉0)→ (P0, 〈 · , · 〉0)
i.e. a real number a˜0j|0 ∈ R characterized by a
0
j|0Φ0 =: a˜
0
j|0Φ0.
(iii) For each j ∈ D, define the linear operator a+j|0 : P0 → P1 by
a+j|0 := Xj − a
0
j|0
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and the vector spaces
PR,1 := R–lin–span of {a
+
j|0PR,0 : j ∈ D} = R–lin–span of {Xj − a
0
j|0Φ0 : j ∈ D} (8.1)
P1 := C–lin–span of {a
+
j|0PR,0 : j ∈ D} = PR,1 + iPR,1. (8.2)
(iv) Choose arbitrarily an La ((P0, 〈 · , · 〉0))–valued positive definite kernel Ω˜R,1 on
Cd ≡ Rd ⊕ iRd such that, for any u, v ∈ Rd, Ω˜R,1(u, v) maps real vectors of P0 into
real vectors. Equivalently, choose arbitrarily a pre–scalar product on P1, real–valued on
PR,1. Define Ω˜1 := Ω˜R,1 and the pre–scalar product 〈 · , · 〉1 on P1, by
〈a+j|0Φ0, a
+
k|0Φ0〉1 := 〈Φ0, Ω˜1(ej , ek)Φ0〉0.
(v) Having defined, for 1 ≤ k ≤ n, the pre–Hilbert space (Pk, 〈 · , · 〉k) with real
structure Pk = PR,k + iPR,k, the linear operators a
+
j|n−1 : Pn−1 → Pn, and the self–
adjoint operators a0j|n−1 : (PR,n−1, 〈 · , · 〉n−1) → (PR,n−1, 〈 · , · 〉n−1) (j ∈ D), choose
arbitrarily a self–adjoint solution a0j|n : (PR,n, 〈 · , · 〉n) → (PR,n, 〈 · , · 〉n) (j ∈ D) of
the linear system
a0k|na
+
j|n−1 − a
0
j|na
+
k|n−1 = a
+
j|n−1a
0
k|n−1 − a
+
k|n−1a
0
j|n−1 (8.3)
for all j, k ∈ D such that j < k (such solutions exist by Lemma 6.5).
(vi) Define the linear operator
a+j|n := Xj|n − a
0
j|n − (a
+
j|n−1)
∗ : Pn → P
and the vector spaces
PR,n+1 := R–lin–span of {a
+
j|nPR,n : j ∈ D} (8.4)
Pn+1 := C–lin–span of {a
+
j|nPR,n : j ∈ D} = PR,n+1 + iPR,n+1. (8.5)
(vii) Choose arbitrarily an La ((Pn, 〈 · , · 〉n))–valued positive definite kernel Ω˜R,n+1
on Cd ≡ Rd ⊕ iRd such that, for any u, v ∈ Rd, Ω˜R,n+1(u, v) maps PR,n into itself and
define Ω˜n+1(ej , ek) by:
Ω˜n+1(ej , ek) := Ω˜R,n+1(ej, ek) + Im(a
+
k|n−1(a
+
j|n−1)
∗) + Im((a0k|n)a
0
j|n) (8.6)
and the pre–scalar product 〈 · , · 〉n+1 on Pn+1 by:
〈a+j|0ξn, a
+
k|0ηn〉n+1 := 〈ξn, Ω˜n+1(ej , ek)ηn〉n , ξn, ηn ∈ Pn.
(viii) Having defined the pre–Hilbert space (Pn+1, 〈 · , · 〉n+1) with real structure Pn+1 =
PR,n+1 + iPR,n+1, the a
+
j|n and the a
0
j|n (j ∈ D), one can iterate the construction of item
(v) above.
Theorem 8.2 (d–dimensional Favard Lemma ) For any linear basis (ej) of R
d, there is
a one–to–one correspondence between states on P and recursive 3–diagonal structures
on P with respect to the basis (ej).
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Remark Since, by adding an arbitrary symplectic kernel to a positive definite kernel,
the result is still a positive definite kernel, equation (8.6) does not introduce additional
constraints on the Ω˜R,n+1.
Proof. Necessity. Let ϕ be a state on P. From the results in section 6, it follows
that the 3–diagonal decomposition of P associated to the pair (P , ϕ) according to
Theorem 7.3, defines a recursive 3–diagonal structure on P with respect to the basis
(ej).
Sufficiency. Given a recursive 3–diagonal structure on P with respect to the basis (ej),
denote {
(Pk , 〈 · , · 〉k) ,
(
a+· |k
)
,
(
a0· |k
)}
k∈N
(8.7)
the 3–diagonal decomposition of P associtated to it, i.e.
a+· :=
∑
n∈N
a+· |n , a
0
· :=
∑
n∈N
a0· |n , a
−
· := (a
+
· )
∗.
Then the commutation relations (6.13) are satisfied because of (8.3) and Lemma 6.2.
The commutation relations (6.14) are satisfied because of (6.16), Lemma (6.4) and
Lemma 6.3.
The commutation relations (6.7) are satisfied because of (8.6), Lemma 6.1 and the re-
mark following it. Since the 3–diagonal decomposition (8.7) is uniquely defined by the
recursive 3–diagonal structure, it follows that the same is true for the unique state on
P defined by it according to Theorem 7.3. This proves the statement.
9 Appendix: Orthogonal projectors and adjoints on pre–Hilbert
spaces
Definition 9.1 We use the following terminology:
(1) A pre–scalar product on a vector space V is a non identically zero positive definite
Hermitean form on V .
(2) A scalar product on a vector space V is a pre–scalar product on V whose only
zero–norm vector is 0.
(3) A pre–Hilbert space is a vector space equipped with a pre–scalar product.
(4) A Hilbert space is a vector space equipped with a scalar product and complete
with respect to the topology induced by it.
Let (H, 〈 · , · 〉H) and (K, 〈 · , · 〉K), be two pre–Hilbert spaces. In the following,
when no confusion is possible, we will omit the label from the two scalar products.
La(H,K) denotes the space of all adjointable linear operators from H to K.
By definition, A ∈ La(H,K) if and only if:
– A is a linear operator operator everywhere defined on H;
– A maps zero norm vectors of H into zero norm vectors of K;
– there exists a linear operator A∗ : K → H such that
〈Ah, k〉K = 〈h,A
∗k〉H , ∀h ∈ H , ∀k ∈ K.
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In this case A∗ is called an adjoint of A and A is called self–adjoint if A = A∗ for some
choice of A∗.
Remark. If A∗ and A+ are two adjoints of A, then the range of the operator A+ − A∗
is contained in the zero–norm sub–space because
〈(A+ − A∗)k, h〉 = 〈k, Ah〉 − 〈k, Ah〉 = 0 , ∀h ∈ H , ∀k ∈ K.
Lemma 9.2 Let H be a pre–Hilbert space and let K be a finite dimensional sub–space
of H. Denote K0 the sub–space of the zero–norm vectors in H.
Then, for any choice of:
– a linear complement H1 of K0 in H,
– a linear complement K1 of K ∩K0 in K,
– a linear complement K0,1 of K ∩K0 in K0,
there exists a self–adjoint projection PK from H onto K.
If H′1, K
′
1, K
′
0,1 are other choices of the above mentioned complements then, denoting
P ′K the orthogonal projection onto K, defined by the first part of the theorem, the range
of PK − P ′K is contained in the zero norm sub–space of H.
If K1 has an orthogonal basis B and H a linear basis C such that the scalar products
of elements of B with elements of C are real, then the projection PK can be chosen so
that the real linear span of C is mapped onto the real linear span of B.
Proof. The assumptions imply the decompositions
H = (K0 ∩ K) ⊕ K0,1 ⊕ H1 , K = (K0 ∩ K) ⊕ K1, (9.1)
that are orthogonal because K0 is orthogonal to all vectors. Let (kj)j∈D1, D1 a finite set,
be a linear basis of K1. Since by assumption K0 ∩ K1 = {0}, the ortho–normalization
procedure can be applied to the set (kj)j∈D1 leading to an ortho–normal basis (ej)j∈D1
of K1. Any vector h ∈ H can be written in a unique way as
h = h1 + k0 + k0,1 with h1 ∈ H1 , k0 ∈ (K0 ∩ K) , k0,1 ∈ K0,1.
The linear map defined by
PK(h) :=
∑
j∈D1
〈ej , h〉ej + k0 =
∑
j∈D1
〈ej, h1〉ej + k0 (9.2)
is clearly a pre–Hilbert space projection from H onto K and
〈PK(h), h
′〉 =
∑
j∈D1
〈ej, h1〉〈ej , h
′〉+ 〈k0, h
′〉 =
∑
j∈D1
〈ej, h1〉〈ej, h
′〉 = 〈h, PK(h
′)〉.
Therefore PK is self–adjoint. By inspection from (9.2) it follows that PK does not depend
on the choice of the ortho–normal basis (ej) of K1.
Let H′1, K
′
1, K
′
0,1 be as in the statement of theorem. Then any vector h ∈ H has two
decompositions
h = h1 + k0 + k0,1 = h
′
1 + k
′
0 + k
′
0,1 , h1 ∈ H , k
′
1 ∈ K
′
1 , k0, k
′
0 ∈ K0 , k0,1, k
′
0,1 ∈ K0,1
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hence h1 differs from h
′
1 by a zero norm vector. A similar argument shows that, for each
ej in the basis (ej) of K1, there exists k0,j ∈ K0 ∩ K and e′j ∈ K
′
1 such that
ej := e
′
j + k0,j.
The e′j are clearly ortho–normal and they are a basis of K
′
1 because it has the same
(finite) dimension as K1. Moreover one has
PK(h)− k0 =
∑
j∈D1
〈ej, h〉ej =
∑
j∈D1
〈e′j + k0,j, h1〉(e
′
j + k0,j)
=
∑
j∈D1
〈e′j, h〉〈e
′
j, h
′〉e′j +
∑
j∈D1
〈e′j, h〉k0,j + k
′
0 = P
′
K(h) +
(
−k′0 +
∑
j∈D1
〈e′j, h〉k0,j
)
which shows that the range of PK − P ′K is contained in K0.
The last statement of the theorem is clear.
Definition 9.3 The projection PK0, defined in Lemma 9.2, will be called the orthogonal
projection onto K0 associated to the decompositions (9.1).
Lemma 9.4 Let (H, 〈·, ·〉H), (K, 〈·, ·〉K) be pre–Hilbert spaces, suppose that H is finite
dimensional and let
A : (H, 〈·, ·〉H)→ (K, 〈·, ·〉K)
be a linear operator. Denote H0 (resp. K0) the zero norm sub–space of H (resp. K).
Suppose that A has the property that AH0 ⊆ K0. Then for any vector space complement
H1 of H0 there exists an adjoint of A.
Proof. For any k ∈ K, the map
h ∈ H 7→ 〈Ah, k〉K = 〈k, Ah〉K
is a linear functional on H, therefore it defines an element of H∗, the algebraic dual of
H, denoted Aˆk and characterized by the property
Aˆk(h) = 〈k, Ah〉K, (9.3)
By assumption
(Aˆk)(H0) = {0},
therefore Aˆk induces a linear functional on H\H0.
Let H1 be a vector space complement ofH0 so that H = H1+˙H0. Then H1 is isomorphic
to H\H0 as a linear space and, through this isomorphism, it becomes an Hilbert space,
because H is finite dimensional. Therefore any linear functional f1 on H1 is determined
by an element of h1 ∈ H1 through the identity
f1(h2) = 〈h1, h2〉H1 , h2 ∈ H1.
For any k ∈ K, define A∗k the element of H1 corresponding to Aˆk in H1. Then
〈A∗k, h〉 = Aˆk(h) = 〈k, Ah〉K. (9.4)
Thus the linear operator k ∈ K 7→ A∗k ∈ H1 is an adjoint of A. This proves the
statement.
Definition 9.5 In the notations and assumptions of Lemma 9.4, the pre-Hilbert space
linear operator A∗ defined in Lemma 9.4 is called the adjoint of A with respect to
decomposition H = H1+˙H0.
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10 Appendix: Interacting Fock spaces
All constructions used in the following, like direct sums and tensor products, are
algebraic. For any pair of pre–Hilbert spaces (H, 〈 · , · 〉H), (K, 〈 · , · 〉K),
La((H, 〈 · , · 〉H), (K, 〈 · , · 〉K)), or simply when no confusion is possible La(H,K),
denotes the space of all adjointable pre–Hilbert space maps A : H → K, such that
there exists a linear map A∗ : K → H satisfying
〈f, Ag〉K = 〈A
∗f, g〉H , ∀g ∈ H , ∀f ∈ K.
If H = K, then La(K, 〈 · , · 〉K) has a natural structure of ∗–algebra and we simply
write La(K).
Definition 10.1 Let V be a vector space. An interacting Fock space on V is a pair:{
(Hn, 〈 · , · 〉n)n∈N), a
+
}
(10.1)
such that:
–
(
Hn, 〈 · , · 〉n
)
n∈N
is a sequence of pre–Hilbert spaces and
(
H0, 〈 · , · 〉0
)
is uniquely
determined by the conditions:
H0 =: C · Φ0 ; ‖Φ0‖ = 1 (10.2)
Φ0 is called the vacuum or Fock vector;
– denoting 〈 · , · 〉 the unique pre–Hilbert space scalar product on the vector space direct
sum of the family
(
Hn
)
n∈N
which makes this direct sum
H :=
⊕
n∈N
(Hn, 〈 · , · 〉n) (10.3)
an orthogonal sum, the linear operator
a+ : V → La ((Hn, 〈 · , · 〉n)n∈N)
satisfies the following conditions:
Hn+1 = lin-span
{
a+(V )Hn
}
, ∀n ∈ N. (10.4)
For each v ∈ V , one fixes a choice of adjoint of a+(v) denoted by a−(v) (or simply av)
so that
a(v)Φ0 = 0 Fock prescription , ∀v ∈ V. (10.5)
The operators a+(v) (f ∈ V ) are called creators and their adjoints a(v) – annihilators.
The spaces
(
Hn
)
n∈N
are called the n–particle spaces, if n = 0 one speaks of the vacuum
space. If
{(H1,n, 〈 · , · 〉1,n)n∈N), a
∗
1}
is another IFS on a vector space V1, a morphism from {(Hn, 〈 · , · 〉n)n∈N), a+} to
{(H1,n, 〈 · , · 〉1,n)n∈N), a∗1} is a linear map U1 : V → V1 and a linear isometry
U :
⊕
n∈N
(Hn, 〈 · , · 〉n)→
⊕
n∈N
(H1,n, 〈 · , · 〉1,n)
such that U is gradation preserving and
Ua+v U
∗ = a∗1,U1v , ∀v ∈ V.
The pair (U1, U) is an isomorphism if U1 is invertible and U is onto up to vectors of
norm zero.
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Remark. For any f ∈ V , since the annihilator a(f) is defined as the adjoint of
the creator a+(f), its action on Φ0 is not defined. However, since the gradation
(10.3) is 1–sided, the only possible way to define it compatibly with the condition
that a(f) = (a+(f))∗, is to define
H−1 := {0} (10.6)
or equivalently to introduce the Fock prescription (10.5).
Remark. Recall that, by definition of pre–Hilbert space linear map, each a+(f)
(f ∈ V ) maps zero–norm vectors into zero–norm vectors. The existence of a pre–Hilbert
space adjoint of a+(v) with respect to the pre–scalar product (10.17), which by definition
must be defined on the whole space H⊗(n+1), is equivalent to the condition that for any
ξn+1 ∈ H⊗(n+1) the map
ηn ∈ (H
⊗n, 〈 · , · 〉n) 7→ 〈ξn+1, a
+
v ηn〉n+1
can be extended to a continuous linear functional on the domain of a+(v), which by
definition is the whole algebraic tensor product H⊗n. In the case of Hilbert spaces this
happens if and only if there are constants cξn+1,v such that
|〈ξn+1, v ⊗ ηn〉n+1| ≤ cξn+1,v ‖ηn‖n (10.7)
but in the infinite dimensional case the condition that the whole algebraic tensor product
H⊗n is in the domain of the adjoint, is not automatically guaranteed.
10.1 Example: The full Fock space
The full Fock space F(V ) on a pre–Hilbert space (V, 〈 · , · 〉V ) is obtained by setting
Hn = V
⊗n equipped with natural inner product given by the n–fold tensor product:
〈fn ⊗ · · · ⊗ f1, gn ⊗ · · · ⊗ g1〉⊗n := 〈fn, gn〉V 〈fn−1, gn−1〉V · · · 〈f1, g1〉V (10.8)
fn, . . . , f1, gn, . . . , g1 ∈ V . Creators on the full Fock space are denoted by ℓ∗(f) (f ∈ V )
and their action on each Hn is defined by setting
ℓ∗(f)fn ⊗ . . .⊗ f1 := f ⊗ fn ⊗ . . .⊗ f1 (10.9)
ℓ∗fΦ0 := ℓ
∗(f)Φ0 = f
The adjoint of ℓ(f), with respect to the pre–scalar product (10.8), is:
ℓ(f)fn ⊗ . . .⊗ f1 = 〈f, fn〉fn−1 ⊗ . . .⊗ f1
ℓ(f)Φ0 = 0.
10.2 The tensor representation of an IFS
Lemma 10.2 Every IFS {
(Hn, 〈 · , · 〉n)n∈N), a
+
}
(10.10)
on a vector space V is isomorphic, in the sense of Definition 10.1, to an IFS of the form{(
V ⊗n , 〈 · , · 〉⊗,n
)
, ℓ∗
}
(10.11)
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where the pre–scalar products 〈 · , · 〉⊗,n are given by
〈un ⊗ · · · ⊗ u1, vn ⊗ · · · ⊗ v1〉⊗,n := 〈a
+(un) · · ·a
+(u1)Φ0, a
+(vn) · · · a
+(v1)Φ0〉n (10.12)
(un, vn, . . . , u1, v1 ∈ V ) and the operator ℓ∗ is defined, in the notation (10.9), by
T−1a+(v)T = ℓ∗(v) , ∀v ∈ V. (10.13)
Proof. By the universal property of the tensor product, for each n ∈ N, the map
v ⊗ hn ∈ V ⊗Hn → a
+(v)hn ∈ Hn+1 (10.14)
has a unique linear extension denoted Tn,n+1 : V ⊗Hn → Hn+1.
One easily verifies that the left hand side of (10.4) is a vector space.
Iterating the maps (10.14), one sees that the linear extensions of the maps
Tn : vn ⊗ · · · ⊗ v1 ∈ V
⊗n → a+(vn) · · · a
+(v1)Φ0 ∈ Hn (10.15)
(n ∈ N) are well defined and define a graded vector space homomorphism
T :=
⊕
n
Tn : Tens(V ) =
⊕
n∈N
V ⊗n →
⊕
n∈N
Hn (10.16)
which, by construction, satisfies (10.13).
Defining the pre–scalar products 〈 · , · 〉⊗,n by (10.12), the maps Tn become pre–Hilbert
space unitary isomorphisms, hence T an IFS isomorphism. This defines the IFS (10.11).
Definition 10.3 The isomorphic realization (10.11), of the IFS on V given by (10.1),
is called the tensor representation of the IFS (10.1).
10.3 Standard Interacting Fock spaces
Definition 10.4 An IFS {(Hn, 〈 · , · 〉n)n∈N), a+} on a pre–Hilbert space (H, 〈 · , · 〉H)
is called standard if, in its tensor representation (10.11) (with V = H), the pre–scalar
products have the form
〈 · , · 〉⊗,n = 〈 · ,Ωn · 〉H⊗n (10.17)
where, for fj , gj ∈ H (j = 1, . . . , n)
〈fn ⊗ · · · ⊗ f1, gn ⊗ · · · ⊗ g1〉H⊗n := 〈fn, gn〉H〈fn−1, gn−1〉H · · · 〈f1, g1〉H (10.18)
is the natural scalar product on H⊗n and
Ωn : H
⊗n → H⊗n
is a positive linear operator.
Remark. If H is finite dimensional, then every IFS on H is standard.
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10.4 Interacting Fock space and positive definite operator–valued kernels
The existence of the creation and annihilation operators poses some restrictions on
the sequence of scalar products defining an IFS. To describe this restrictions we introduce
the following definition.
Definition 10.5 Let S be a set and B a ∗–algebra. A map Ω : S × S → B is called
a B–valued positive definite kernel on S if, for any finite sub–set F ⊆ S and any
map b : F → B, one has ∑
s,t∈F
b∗sΩs,tbt ≥ 0
Ω is called linear if S is a vector space and the map (s, t) ∈ S × S 7→ Ωs,t ∈ B is
sesqui–linear. If
B := La((H, 〈 · , · 〉))
is the ∗–algebra of adjointable operators on a pre–Hilbert space (H, 〈 · , · 〉) we simply
speak of a positive definite linear kernel on S based on (H, 〈 · , · 〉)
Remark. Any B–valued positive definite kernel on S defines a linear kernel on the
free vector space VS generated by S. Conversely, if V is a vector space a B–valued posi-
tive definite linear kernel on V is uniquely determined by its values on a Hamel basis of V .
Remark. From now on we restrict our attention to the case of interest for the present
paper, namely that in which all IFS are based on finite dimensional vector spaces.
For a discussion of the general case we refer to the paper [7] where the notion of positive
definite kernel with values in a ∗–algebra was introduced.
Lemma 10.6 Let be given:
– a finite dimensional pre–Hilbert space (K, 〈·, ·〉K);
– two finite dimensional vector spaces W,V ;
– an La(K, 〈·, ·〉K)–valued PD Kernel Ω˜ on V ;
– a linear map a+ : V → La((K, 〈·, ·〉K),W ) such that
lin–span(a+VK) =W.
Then there exists a unique pre–scalar product 〈·, ·〉W on W such that
〈a+u ξ, a
+
v η〉W = 〈ξ, Ω˜(u, v)η〉K , ∀u, v ∈ V, ξ, η ∈ K. (10.19)
Moreover the adjoint of a+u , denoted (a
+
u )
∗ : (W, 〈·, ·〉W )→ (K, 〈·, ·〉K) satisfies
Ω˜(u, v) = (a+u )
∗a+v . (10.20)
In particular, the action of (a+u )
∗ on W is given, up to addition of vectors of zero norm,
by the identity
(a+u )
∗Φ =
∑
j∈D
Ω˜(u, ej)ξj , Φ =
∑
j∈D
a+ejξj. (10.21)
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Proof. Let K0 ⊆ K and H1 ⊆W be sub–spaces as in Lemma 9.2 with H replaced
by W . Let e ≡ (ej)j∈D be a linear basis of V and (PK,k)k∈DK an orthonormal basis of
K. The set
{a+ejPK,k : j ∈ D, k ∈ DK}
is a system of generators of W . Therefore there exist sets
D0 ⊆ D , D0K ⊆ DK,
such that the set
{a+ejΦk : j ∈ D0 , k ∈ D0,K} (10.22)
is a linerar basis of W . Define ∀j, j′ ∈ D0 , ∀k, k′ ∈ D0,K
〈a+ejΦk, a
+
j′Φk′〉W := 〈Φk, Ω˜(ej , ej′)Φk′〉K. (10.23)
Then there exists a unique pre–scalar product 〈·, ·〉W on W such that its restriction on
the linear basis (10.22) is given by (10.23). By sesqui–linearity 〈·, ·〉W satisfies (10.19).
We know from Lemma (9.4) that the map a+u is adjointable and is a pre–Hilbert space
operator. Moreover any adjoint of a+n satisfies
(a+n )
∗Φ =
∑
j∈F
(a+n )
∗a+ej(ξj) , Φ =
∑
j∈F
a+ej (ξj).
By definition of Ω˜ this implies that, for any Ψ,Φ ∈ K and any u, v ∈ V , one has
〈Ψ, Ω˜(u, v)Φ〉W = 〈a
+
uΨ, a
+
v Φ〉W = 〈Ψ, (a
+
u )
∗a+v Φ〉W .
This implies that the identity (10.20) is satisfied up to addition of a zero norm vector.
But we know that any vector Φ ∈ a+VK has the form Φ =
∑
j∈D a
+
ej
ξj for some vectors
ξj ∈ K. Therefore up to addition of a zero norm vector
(a+n )
∗Φ =
∑
j∈D
(a+u )
∗a+ejξj =
∑
j∈D
Ω˜(u, ej)ξj
and this proves (10.21).
Remark. Every IFS on a vector space V{
(Hn, 〈 · , · 〉n)n∈N), a
+
}
(10.24)
defines a sequence (Ω˜n) with the follwing properties:
Ω˜0 ≡ 1 (10.25)
is the constant kernel equal to 1 on the Hilbert space
(H0, 〈 · , · 〉0) := (C, 〈z, w〉0 := z¯w (z, w ∈ C)). (10.26)
For n ∈ N, Ω˜n+1 is the La((Hn, 〈 · , · 〉n))–valued linear kernel on V defined by
Ω˜n+1(u, v) := a(u)a
+(v)
∣∣∣
Hn
∈ La((Hn, 〈 · , · 〉n)) , u, v ∈ V. (10.27)
46
Because of (10.4), the positive definite kernel Ω˜n+1 uniquely determines the pre–scalar
product 〈 · , · 〉n+1 through the identity
〈a+(u)hn, a
+(v)h′n〉n+1 = 〈hn, a(u)a
+(v)h′n〉n =: 〈hn, Ω˜n+1(u, v)h
′
n〉n (10.28)
(u, v ∈ V , hn, h′n ∈ Hn).
Remark. The converse of this statement is most conveniently formulated using the
tensor representation of the IFS (10.24) and its proof is based on the following result.
Lemma 10.7 Let V be a finite dimensional vector space.
(i) Any pair of pre–scalar products 〈 · , · 〉V ⊗(n+1) , 〈 · , · 〉V ⊗n , on V
⊗(n+1), V ⊗n
respectively, defines, through the prescription
〈u⊗ hn, v ⊗ h
′
n〉V ⊗(n+1) = 〈hn, Ω˜
⊗
n+1(u, v)h
′
n〉V ⊗n (10.29)
(u, v ∈ V , hn, h′n ∈ V
⊗n) an La((V ⊗n, 〈 · , · 〉V ⊗n))–valued PD kernel Ω˜
⊗
n+1 on V such
that
Ω˜⊗n+1(u, v) = ℓn+1(u)ℓ
∗
n(v) (10.30)
where ℓ∗(u) is the restriction on Hn of the operator defined by (10.9) and ℓn+1(u) denotes
the adjoint of the pre–Hilbert space linear map
ℓ∗n(u) := ℓ
∗(u)
∣∣∣
V ⊗n
: (V ⊗n, 〈 · , · 〉V ⊗n → (V
⊗(n+1), 〈 · , · 〉V ⊗(n+1)). (10.31)
(ii) Conversely, any pair (Ω˜⊗n+1, 〈 · , · 〉V ⊗n), where 〈 · , · 〉V ⊗n is a pre–scalar product on
V ⊗n and Ω˜⊗n+1 is a La((Hn, 〈 · , · 〉n))–valued PD kernel on V defines, by the prescription
(10.29), a pre–scalar product 〈 · , · 〉V ⊗(n+1) on V
⊗(n+1) satisfying (10.30).
Proof. (i). Given 〈 · , · 〉V ⊗(n+1), for each u, v ∈ V the map
(hn, h
′
n) ∈ V
⊗n × V ⊗n 7→ 〈u⊗ hn, v ⊗ h
′
n〉V ⊗(n+1) (10.32)
is sesqui–linear. Since V ⊗n is finite dimensional, the map (10.32) defines, for each
u, v ∈ V a linear map
Ω˜⊗n+1(u, v) : Hn → Hn
that, by construction, satisfies (10.29) and is adjointable because of finite dimensionality.
Again by finite dimensionality the map (10.31) is adjointable and satisfies (10.30).
(ii). Conversely, given Ω˜⊗n+1, define 〈 · , · 〉V⊗Hn by the right hand side of (10.29).
By definition of La((Hn, 〈 · , · 〉n))–valued PD kern Ω
⊗
n+1 on V , this gives a pre–scalar
product on V ⊗ Hn. The same argument as in the proof of (i) shows that the map
(10.31) is adjointable and satisfies (10.29) and therefore (10.30). This proves (ii).
Theorem 10.8 Let (Hn, 〈 · , · 〉n) be an IFS on a finite dimensional vector space V
and let {(
V ⊗n , 〈 · , · 〉⊗,n
)
, ℓ∗
}
(10.33)
be its tensor representation defined by Lemma 10.2. Then the sequence of pre–scalar
products (〈 · , · 〉⊗,n) is uniquely defined by a sequence (Ω˜⊗n ) with the follwing properties:
Ω˜⊗0 ≡ 1 (10.34)
47
is the constant kernel on V , identically equal to 1, based on the Hilbert space
(H0, 〈 · , · 〉0) := (C, 〈z, w〉0 := z¯w (z, w ∈ C)) (10.35)
and Ω˜⊗n+1 is the La((V
⊗n, 〈 · , · 〉⊗n))–valued PD kernel on V defined by (10.30).
Conversely, let the sequence (Ω˜⊗n ) be inductively defined as follows: Ω˜
⊗
0 and (H0, 〈 · , · 〉0)
are defined respectively by (10.34) and (10.35).
Having defined, for 0 ≤ m ≤ n, the pre–scalar product 〈 · , · 〉⊗,m on V
⊗m, Ω˜⊗n+1 is an
arbitrary La(V ⊗n, 〈 · , · 〉⊗,n)–valued kernel on V .
Then, with ℓ∗ defined by (10.9), ((V ⊗n, 〈 · , · 〉⊗,n)n∈N, ℓ∗) is an IFS on V .
Proof. Applying the Remark after Definition 10.5 to the tensor representation of
(Hn, 〈 · , · 〉n), one obtains the required sequence (Ω˜
⊗
n ).
Conversely, if the sequence (Ω˜⊗n ) is defined as in the second part of the theorem then,
according to Lemma 10.7, the pair (Ω˜⊗n+1, 〈 · , · 〉⊗,n) defines, by the prescription (10.29),
a pre–scalar product 〈 · , · 〉V ⊗(n+1) on V
⊗(n+1) satisfying (10.30).
10.5 Symmetric interacting Fock spaces
Definition 10.9 An IFS on a vector space V is called symmetric, if the creators
commute.
The following Lemma shows that, in the tensor representation of a symmetric IFS,
the tensor algebra can be replaced by the symmetric tensor algebra.
Lemma 10.10 Every symmetric IFS{
(Hn, 〈 · , · 〉n)n∈N), a
+
}
(10.36)
on a vector space V is isomorphic, in the sense of Definition 10.1 to an IFS of the form{(
V ⊗̂n , 〈 · , · 〉⊗̂,n
)
, ℓˆ∗
}
(10.37)
where:
– for all n ∈ N, V ⊗̂n denotes the n–th symmetric algebraic tensor power of V and by
definition
V ⊗̂0 := C · Φ , 〈Φ,Φ〉0 = 1, (10.38)
– the isomorphism is given by the unique linear extension of the map
Tˆ (un⊗̂ . . . ⊗̂u1) := a
+(un) · · ·a
+(u1)Φ , n ∈ N , uj ∈ V, (10.39)
– the pre–scalar products 〈 · , · 〉⊗̂,n are given, for any n ∈ N and u1, v1, . . . , un, vn ∈ V ,
by
〈un⊗̂ . . . ⊗̂u1, vn⊗̂ . . . ⊗̂v1〉⊗,n := 〈a
+(un) · · ·a
+(u1)Φ, a
+(vn) · · ·a
+(v1)Φ〉n, (10.40)
– the operator ℓˆ∗ defined by
ℓˆ∗(v)(un⊗̂ . . . ⊗̂u1) := v⊗̂un⊗̂ . . . ⊗̂u1 , ∀v, un, . . . , u1 ∈ V, (10.41)
up to addition of zero–norm vectors satisfies
Tˆ−1a+(v)Tˆ = ℓˆ∗(v) , ∀v ∈ V. (10.42)
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Proof. The mutual commutativity of the creators implies that, in the notations
of Lemma 10.2, the maps Tn (n ∈ N) satisfy
Tn(vn ⊗ · · · ⊗ v1) = Tn(vn⊗̂ . . . ⊗̂v1) =: Tˆn(vn⊗̂ . . . ⊗̂v1) , n ∈ N. (10.43)
This shows that the graded vector space homomorphism T , defined by (10.16) can be
restricted to the symmetric tensor algebra Tˆ ens(V ) thus defining the graded vector space
homomorphism
Tˆ :=
⊕
n
Tˆn : Tˆ ens(V ) =
⊕
n∈N
V ⊗̂n →
⊕
n∈N
Hn (10.44)
where Tˆn is given by (10.39). In this restriction the pre–scalar products defined by
(10.12) become (10.40) and the condition that the spaces V ⊗̂n are mutually orthogonal
uniquely defines the pre–scalar product on Tˆ ens(V ). With this scalar product T becomes
a unitary gradation preserving isomorphism. Therefore, with ℓ∗vn given by (10.41), the
identity (10.40) can be rewritten in the form
〈un⊗̂ . . . ⊗̂u1, ℓ̂
∗
vnvn−1⊗̂ . . . ⊗̂v1〉⊗̂,n = 〈a
+(un) · · ·a
+(u1)Φ, a
+(vn)a
+(vn−1) · · ·a
+(v1)Φ〉n
= 〈T (un⊗̂ . . . ⊗̂u1), T (T
−1a+(vn)T )vn−1⊗̂ . . . ⊗̂v1〉n
= 〈un⊗̂ . . . ⊗̂u1, (T
−1a+(vn)T )vn−1⊗̂ . . . ⊗̂v1〉⊗̂,n
Therefore
ℓ̂∗vnvn−1⊗̂ . . . ⊗̂v1 − (Ta
+(vn)T
−1)Tvn−1⊗̂ . . . ⊗̂v1
is a zero–norm vector and this proves (10.42).
The unitarity of T and (10.42) imply the adjointability of the maps ℓ∗(v) (v ∈ V )
because the maps a+(v) admit pre–Hilbert space adjoints by definition. Therefore, with
this definition Tˆ becomes an isomorphism of IFS.
Theorem 10.11 Every symmetric IFS (Hn, 〈 · , · 〉n) on a finite dimensional vector
space V uniquely defines a sequence (Ω˜⊗̂n ) with the following properties:
Ω˜⊗̂0 ≡ 1 (10.45)
is the constant kernel on V , identically equal to 1, on the Hilbert space
(H0, 〈 · , · 〉0) := (C, 〈z, w〉0 := z¯w (z, w ∈ C)) (10.46)
and Ω˜⊗̂n+1 is the La((V
⊗̂n, 〈 · , · 〉⊗̂n))–valued PD kernel on V defined by (10.30)
〈u⊗̂hn, v⊗̂h
′
n〉V ⊗̂(n+1) = 〈hn, Ω˜
⊗̂
n+1(u, v)h
′
n〉V ⊗̂n (10.47)
(u, v ∈ V , hn, h′n ∈ V
⊗̂n), where 〈 · , · 〉⊗̂n is the pre–scalar product induced on V
⊗̂n
by the symmetric tensor representation of (Hn, 〈 · , · 〉n).
Conversely, let the sequence (Ω˜⊗̂n ) be inductively defined as follows: Ω˜
⊗̂
0 and (H0, 〈 · , · 〉0)
are defined respectively by (10.45) and (10.46). Having defined, for 0 ≤ m ≤ n, the pre–
scalar product 〈 · , · 〉⊗̂,m on V
⊗̂n, Ω˜⊗̂n+1 is an arbitrary La(V
⊗̂n, 〈 · , · 〉⊗̂m)–valued kernel
on V . Then ((V ⊗̂n, 〈 · , · 〉⊗̂,n), ℓ
∗), where ℓˆ∗ is defined by
ℓ∗(f)fn⊗̂ . . . ⊗̂f1 := f⊗̂fn⊗̂ . . . ⊗̂f1 (10.48)
is a symmetric IFS on V .
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Proof. The proof is based on the remark that Lemma 10.7 and Theorem (10.8)
continue to hold for symmetric tensor products and their proofs are just verbal adjust-
ments of those in the non symmetric case.
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