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1. INTRODUCTION 
1.1. Let XC Kk be compact and let rr$ denote the space of polynomials 
of (total) degree <d in k variables. Then, dim rc”, = (k 2”) and we will 
denote this number by T(d, k). 
Lagrange interpolation is as follows: Given distinct points Aim X for 
i = 1, . . . . T(d, k) and real numbers bi for i= 1, . . . . T(d, k), then the Lagrange 
interpolating polynomial L E 7~2 is defined by 
L(Ai) = bj, for i = 1, . . . . T(d, k). (1.1.1) 
L exists and is unique if the points (Ai} do not satisfy a polynomial 
relation of degree <d. (We will always assume this to be the case.) 
1.2. Let 1, be the unique polynomial in rcs which satisfies Eq. (1.1.1) 
with 
bi=O, i# v, 
bi= 1, i= v. 
That is 
for i, v = 1, . . . . T(d, k). 
Then 
T(d, k) 
L(x) = c b, Mx). 
u=l 
(1.2.1) 
(1.2.2) 
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Iff is a function defined on X the Lagrange interpolating polynomial to 
4; denoted LAX), is th e unique polynomial of degree < d which takes on t 
same values as f at the points Aj, for i = I,..., T( 
(1.2.3) 
1.3. The Lebesgue function is defined by 
T(d, k) 
nd(x)= 1 ildo@)i 
“=l 
(1.3.1) 
and the Lebesgue constant by 
&= sup i,(x). 
xex 
The Lebesgue constant and the Lebesgue function are important 
invariants of the interpolation process [6,7]. For example ild is the norm 
of the operator f + L,, (where C(X) and rc: are both given the sup norm 
on X). 
In the case X= [ - 1, l] c R the Lagrange interpolation process has 
been extensively studied. However, the several variable case is far from 
being well understood. 
In this paper we will consider the case of equally spaced points 
simplex (see Section 2 for the precise definition). We will give 
results for the asymptotic values of the Lebesgue frictions (Theorem 4.7) 
and the Lebesgue constants (Theorem 4.6). 
In the one variable case the polynomials I& (defined in 1.2) have a sim- 
ple expression as a product of terms. This is not so, in general, in the case 
of several variables. However, it was observed by L. Bos [2] that for the 
case of equally spaced points in the simplex, the polynomials IdO have a 
simple expression as a product and this fact will be exploited in this paper. 
For this reason, the methods of this paper cannot be expected to work in 
the general several variable case. 
The paper is organized as follows. In Section 2, an expression for 
lim( l/d) lldO(x)l is given. The starting point for the calculation are t 
formulae for IdO as a product. In Section 3 we obtain an expression for 
u(x) = G-i flog A,(x) 
which involves a maximum over a parameter space. We also obtain an 
expression for lim( l/d) log Ad which involves maximizing u(x) over the 
simplex. In Section 4 these maxima are explicitly calculate 
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The calculations in Sections 24 are done in the two variable case, but 
the generalization to k variables is straightforward and is briefly indicated 
at the end of Section 4. 
Bos [2] obtains an estimate on &, namely /1,,< (‘“7 ‘). He shows that, 
as the number of variables increases, & -+ (‘“7 ‘). In this paper we study 
& as d -+ co with the number of variables fixed. 
J. C. Mason [S] has also studied Lebesgue constants and functions for a 
several variable polynomial interpolation process. The interpolation 
procedure he studies is not the one defined in 1.1. The procedure he studies 
is adapted to the case of product sets. 
The results of the paper form part of the announcement [l]. In that 
announcement Theorem 2.7 is incorrect as stated. Lemma 3.2 of this paper 
is the correct statement. 
2. THE SIMPLEX IN R2 
2.1. Let 
be the unit simplex in R*. 
The equally spaced points of degree d (d an integer 2 1) are the points of 
A with coordinates (n/d, m/d) where n and m are integers. Thus n +m,<d, 
n z 0, and m 3 0. There are precisely T(d, 2) such points and the con- 
siderations of Section 1 apply. For a simplex in general position, the 
equally spaced points may be defined by barycentric subdivision (see [2]). 
Let Ad0 for u = 1, . . . . T(d, 2) denote the equally spaced points of degree d. 
An explicit formula for the polynomials Z,, (see 1.2) has been given by Bos 
[2]. Namely 
where p and x3 are defined by 
x1+x,+x3=1 
Also 
and n+m+p=d (2.1.2) 
n-1 
LAxl?x2)= c (- 
x1 -fd) mfi1 ( x2-“) pfil (‘+‘+$) 
j=o @-J/d j=o m/d-J/d j=o 
(2.1.1) 
(2.1.3) 
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so that 
log lZ~“(X1,XZ)I = c log x -L -log E-L 
:I: ( I l ,il Id d/j 
+;z; (log I%-$1 -log / 
+I;; (log 1X3-$1 -log I$-$() (21.4) 
As usual, if n (or m or p) is equal to zero the corresponding portion of 
the product in (2.1.1) or (2.1.3) is equal to one and the ~orres~o~di~ 
portion of the sum in (2.1.4) is equal to zero. 
2.2. Now consider a sequence of points A,,, (of degree di respectively) 
and suppose they converge to a point (a, p) E A. That is A,, = (nJdi, mJd;) 
and lim,(rt,/d,) = tl, lim,(m,/d,) = /I. 
Furthermore we will suppose that 
Under these conditions we will calculate lilni (l/n,) log IEd,Jxl ) x1)/ (we 
will suppress the index i). 
We thus must estimate sums of the form (l/d) x;:J Bog /n/d--j/d1 an 
(l/d) C,“Zd log Ix - j/d1 . 
The first sum is essentially a Riemann sum of an integral and the limit is 
given in Lemma 2.3. The same is true of the second sum in the case of x > a 
and the limit is given in Lemma 2.5. The second sum, in t 
slightly more complicated and only an upper limit is given 
2.3. LEMMA. Let njd, converge to a E [0, 1] under the condition (22.1). 
Then 
= {’ log [a - tl dt. 
0 
Proof: The function log In/d - tl is negative and decreasing as a 
function of t on [O, n/d]. Thus, comparing the areas of rectangles with the 
area between a curve and the t-axis we conclude 
(23.1) 
342 
and 
THOMASBLOOM 
(2.3.2) 
Thus 
Lemma 2.3 now follows from the following lemma: 
2.4. LEMMA. Let 0 < a < b < 1. Suppose that la - bl 6 c/d where c is a 
constant > 0 and d an integer > 1. Then 
f’log lb-t1 dt-jOlog la-t1 dt=O 
0 0 
Prooj silog lb-t1 dt-J;log la--t1 dt=silogsds. If b,<2c/d this 
is O(log d/d). If not, a 3 c/d and 1s: log 3 &l < lb-al [logal which is 
O(log d/d). 
2.5. LEMMA. Suppose c1< x 6 1 and n,/d, converges to CI E [0, l] under 
condition (2.2.1). Then 
Frna i :f’ log x -6 = Ia log Ix - tl dt. 
J=O I .I 0 
ProoJ The proof is similar to Lemma 2.3 and we will not give details. 
2.6. LEMMA. Suppose a > 0, XE (0, or] and ni/di converges to CI under 
conditions (2.2.1). Then 
(i) lim(l/d) x;:J log Ix-j/d/ =j$ log Ix- tl dt and, in fact, 
(ii) (l/d) x;=d log Ix -j/d\ < s; log Ix - tJ dt + O(log d/d). 
ProoJ: First note that log lx - tl, as a function of t, is in L’[O, a] but is 
not bounded on [0, cr]. 
Let s be the integer such that Ix -j/d/ is a minimum for j= 0, 1, . . . . d. 
Suppose s/d d x. (The case s/d> x is handled in an analogous fashion). 
Then, comparing areas of rectangles with the area between a curve and the 
t-axis, we have 
ff loglx--idlg$ilog/xildt 
J=l 
(2.6.1) 
THE LEBESGUE CONSTANT 
(2.62) 
Thus, since x < 1, 
and statement (ii) of Lemma 2.6 follows, using Lemma 2.5. 
To prove (i) of Lemma 2.6 we must obtain lower bounds for 
?:d log 1x - j/d1 for infinitely many values of d. We have 
(26.4) 
and 
(2.6.5) 
j#s 
Now let Z,= (XE [0, 111 lx-j/d1 3 l/d3 for j=O, 1, . . . . d). If XE 
log lx--s/d1 3 -3logd, and using (2.6.6) we have 
and using Lemma 2.5 we have, for x E Z,, 
Conclusion (i) of Lemma (2.6) will now follow from (2.6.8), statement 
(ii), and Lemma 2.7 below 
2.7. LEMMA. For d> 2 
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ProojI Let 5 E ([0, l] - 2,) n ([0, l] - Zd+ i). Then we have, for some 
integer j,, 0 <j, < d, 
(2.7.1) 
and for some integer jr, 0 d j, < d + 1, 
I I 5-k y&j?. 
Equations (2.7.1) and (2.7.2) imply that 
j,(d+ l)-j,d 1 1 
d(d+ 1) <z+(d+1)3- 
(2.7.2) 
(2.7.3) 
Now j,(d+ 1) -jr d is an integer. If it is non-zero (2.7.3) is not satisfied for 
d 3 2. If it is zero, then j, =jr = 0 or j, = d and j, = d + 1 and this proves 
Lemma 2.7. 
Conclusion of proof of Lemma 2.6. Using Lemma 2.7 the only points 
x E [0, l] not in a set Z, for infinitely many values of d are x = 0 or x = 1. 
The case x = 0 is excluded by the hypothesis of Lemma 2.6. In case x = 1 
(and hence a = l), (i) of Lemma 2.6 is a special case of Lemma 2.3 (in fact 7. with lim rather than hm m the statement). 
2.8. We now introduce the function H(x, a) for XE [0, 11, a E [0, l] 
defined by 
H(x,~)=/*logIx-tldt-j=logtdt 
0 0 
= 
i 
xlog x - (X - Cx) log(x - a) - a log d, for x8a 
xlogx+(a-x)log(a-x)-aloga, for x<a. 
(2.8.1) 
Note that H(x, u) is continuous on [0, l] x [0, 1] and is differentiable 
on (0, 1)x(0,1) for x#a. 
2.9. THEOREM. Let Adivi= (n,/di, m,ld,) be a sequence of points (of 
degrees di) in A converging to (a, /?) E A. Suppose, furthermore that 
InJdi - ~11 = 0( l/di) and ImJdi - PI = 0( l/di). Let y and x3 be defined by 
a+p+y=1 and x,+x,+x3=1. 
Then, ifxi#O, for i= 1,2, 3 
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Proof. Let pi be defined by rnj + ni +pi = di. Then jpi/di - 3’1 = 0( I/di). 
Applying (2.3), (2.5), (2.6), the theorem follows. 
2.10. Remark. (i) If one of xi, x2,x3 =0 (say 2c1 = 0) we consider a 
sequence of the form 
and pi + mi = dj. 
Then lim( l/d) log II, 1 = H(x,, /I) + H(x,, y) since in the formula for 1, 
the product involving X, does not occur. 
(ii) If x1 = 0 and A,,, converges to (a, /I) E A with a > 0 then 1, z 0 
for d sufficiently large since, in this case, the expression for 1,(0, x2) given 
in (2.1.1) involves zero factors. (Note that n > 0 for d suffkiently large since 
lim(n,/d,) > 0.) 
3. LIMITING VALUES FOR THE LEBESGUE FIJNCTIONS AND 
LEBESGUE CONSTANTS 
3.1. We introduce the function 
4x1, x2) = ,,,y;z w W( x,,a)+H(X2,B)+1Y(x~,y)j, (3.1.1) 
where 
W=((cc,8,Y)Ia~O,p~O,y30,a+B+y=1) 
and x,+x,+x,=1 
(3.1.2) 
Note that since H is continuous then u is continuous. In Section 4 we 
will give an explicit expression for u. In this section we will show bow t 
limiting behaviour of the Lebesgue functions and Lebesgue constants can 
be given in terms of u(x,, x1). The reasoning used in this section is similar 
to that used by Siciak [S]. 
Recall that the Lebesgue function is given by 
T(d. 2) 
44X 12 52) = c IMxl; XZ~I. 
u=l 
We will denote by Int(d) the interior of the set A introduced in 2.1. That is 
Int(d)=((x,,x,)~R2~~,>0,.~~>0,~~+~2<1}. (3.1.3) 
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Note that if (x1, x2) E Int(d) then xLi > 0. Also we will denote by Bd(d) the 
boundary of d. That is 
Bd(d)={(x,,x,)~R*~~~=O, x2=0, or x,+x2=1}. 
3.2. LEMMA. For all (x1, x2) E Int(d) rhen 
lim flog &(x1, x2) = u(xr , x2). 
ProoJ: Fix (x,, x,)EInt(d). Suppose that (go, PO, yO) is a point at 
which the maximum in (3.1.1) is attained. That is 
4x1, x2) = fel, %) + H(x2, PO) + w3, Yd (3.2.1) 
Let A,,;= (n$d,, mi/di) be a sequence of points (of degrees di) in d such 
that 
iTfE; Ilog tf”(Xl> %)I = wx,, %) + m,, PO) + fe,, Yo). 
By Theorem 2.9 such a sequence always exists for (xr, x2) E Int(d). Thus 
7 
hm -$ log &(x1, x2) 2 u&x1, x2). (3.2.2) 
To prove the opposite inequality we note that it follows from the 
definition of i,(x,, x2) that 
&(x1, x2) G T(4 2) Max ILdxl, -4 tl 
(3.2.3) 
so that, using (2.6.3) and (2.3.3), we have 
(3.2.4) 
Since T(d, 2) = 0(d2) we conclude that 
7 
llm-$log&(xl,x2)Gl ~~w{H(~,,~)+H(~,,p)+H(~,,y)} a, , E 
= 4x1, x2) (3.2.5) 
and the proof of Lemma 3.2 is complete. 
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3.3. LEMMA. Let 
347 
(3.3.4) 
P~oojY The proof uses Remark 2.10 and the metho s of 3.2. We omit 
the details. The analogous results for Tim( l/d) log Ld in case xz = 0 or x3 = 0 
are valid. 
Now, after a simple change of variables, one sees that for x2 + x3 = 1 an 
b+y=l 
One deduces that for x2 # 0 
4% x3) = W,), 
where the function F is defined in (4.3.4). The maximum of F(x*) on [O, I ] 
we may conclude that 
lim$iogA~>log2 (3.3.3) 
if the limit exists. 
Essentially then, (3.3.3) is deduced by restricting to the one variable 
problem. 
3.4. COROLLARY. If (x1, x2) E Bd(d) then 
Proof 
4% x2)= py3y, (Hb, B) + Hh9 Y,> 
p 2 0; ;a 0 
and hence ~(0, x2) B v(x,, x3). 
The analogous statements for the other portions of 
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3.5. LEMMA. Let M=Max(,,,,,,., u(xr, x2). 
Then lim( l/d) log Ad = M. 
Proof. Recall that Ad= Max (x,,x2jEd &(x1, x2). For each integer d> 1 
let (x;‘, x$ be a point where the maximum of 1, over A is attained. Now, 
from (3.2.4) and (3.3), (3.4) we have 
Hence 
$ log I,(x;‘, x;, < u(x;I, xi) + 0 (3.51) 
E+ogA,<M. (3.5.2) 
To complete the proof of Lemma 3.5 we will show that 
lim(l/d)logA,>M--s for any ~90. 
We proceed as follows. Let (xy, xi) be a point of A where u assumes its 
maximum. That is u(xy , x8) = M. Given any E > 0 and for d suffkiently 
large there exists (xi, x;) close to (x:, x!j) such that 
U(X;,X;)>M-E (3.5.3) 
and xi xi, xi each belong to 2,. 
Let (cI’, p’, y’) be a point of W such that 
u(x;, xi) = qx;, a’) + H(x’,, p’) + fqx;, 7’). 
Using (2.6.8) and the proof of Lemma 2.3 we have for appropriate points 
A, that 
f Ilog b”( 4> &)I 2 H(x’, , cr’) + wx;, p’) -I- qx;, y’) + 0 1% ( “) 7 
. 
Since Ada \Zdv(xl, x1)1 for all points (x,, x2) E A we may conclude that 
and the lemma follows. 
4. EXPLICIT EXPRESSION FOR u(x,,x*) 
4.1. Formula (3.1.1) gives an expression for u(x,, x2) as a maximum over 
a parameter space. To find an explicit expression for u we must study the 
following maximum problem. 
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For x,, x2, x3 fixed, and (x1, x2) E Int(d), let 
s(a,B,~)=H(x,,a)+H(x,,8)+ (4.1.1 p
We want to find the maximum of g on the set 
W=((a,p,y)la~o,~~o,Y30,~+p+y=~$; (4.12) 
g is continuous on W but not differentiable on W. To find the maximum sf 
g on W we will use the standard techniques of differential calculus. First we 
define certain open subsets of W on which g is ~iffere~t~ab~e. Namely we 
define 
W~=((a,8,Y)EWIO<a<x,,O<B<~,,x,<y<l) 
w~={(a,p,Y)EWIX,<tl<l, X,<B<l, O<y<x,} (4.1.4) 
w; = ((cxJJ)E WlO<a<x,,x,<p< 1, O<y<x,), (4.15) 
where W.y, WC, W; are defined analogously. Hf xi = 0 or 1 for i = 1,2,3 
some of the above sets will be empty. 
First we look for critical points of g on each set W: a 
and find the values of g at those critical points. Then we c 
g on the boundaries of these open sets. Since W= iJ:= 1 
maximum of g on W will be found among the v ues of g at the critica 
points in each W,? , Wz: and the value of g on the oundaries of those sets. 
4.2. Using Lagrange multipliers, the critical points of g on Wz satisfy 
(4.24 ) 
Using (2.8.1) this becomes 
log(x, - a) - log a = log(x, -b) - log p = log(y -X3) - log y (4.229 
x1-a x2-p y-x, --=-=- 
a P Ye 
We let A denote the common value of the expression in (4.2.3). Note that 
.A # 0 and we have 
x,=ci+all 
x*=p+p2 (4.24) 
x,=y-yyl. 
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However, adding, we have 
Since A# 0 and CI + b + y = 1 it follows that 
a+p=y (4.2.5) 
and thus 
a+p=;, y = 4. (4.2.6) 
4.3. Equations (4.2.4) and (4.2.6) imply that x3 <f and xi +x,> 4. If 
these conditions are not satisfied, there will be no critical point in W:. 
Assuming there is a critical point, on substituting (4.2.4) into the 
expression for g we have that the value of g at the critical point is 
(~+~)((1+n)log(l+il)-llog~}+y{(l-~)log(l-~)+illog~}. 
(4.3.1) 
Using (4.2.6) this is equal to 
~{(l+~)log(l+~)+(l-I)log(l-1)). (4.3.2) 
From (4.2.4) we have 1= 1-2x, and substituting this into (4.3.2) we 
have that the value of g at the critical point is 
(1 - x3) log( 1 - X3) + x3 log Xg + log 2. (4.3.3) 
We introduce the function 
F(t) = t log t + (1 - t) log( 1 - t) + log 2. (4.3.4) 
The value of g at the critical point in W; is F(x3). An analogous 
calculation shows that the value of g at the critical point of Wl? or WL: is 
F(x,) for i= 1, 2, 3. 
We may thus conclude that 
Max Aa, P, Y) z MaxF’(x,), F(x,), f’(x3)). 
(ax. A v) E L-v 
(4.3.5) 
4.4. Remark. For 0 < t Q 1 it is is a simple exercise to see that 
0 < F(t) $ log 2. 
The maximum occurs when t = 0 or 1, the minimum when t = f. 
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4.5. THEOREM. For (x1, x2) E Int(d) then u(xr , x2) = ~ax(~(x~)~ F(x,), 
Fh)). 
Proof: We will prove that one has equality in (4.3.5) by showing t 
the values of g on the boundaries of WT , Wz: (i = I, 2, 3 ) are bounded by 
the right hand side of (4.3.5). 
We will examine the values of g on the boundary of W; . 
consider various cases. 
We note that H(x, a)rO for a=0 or 01=x and N(x, a)<Q for a>x. 
We first examine that portion of the boundary of WC where c( = x1 ~ It will 
be convenient to introduce the function 
We must maximize this (for x2, xg fixed) subject to /? >, 0, y > 0, 
p=y=x2+x3. 
Assume 0 <B < x2 and x3 <y < 1. Using Lagrange multipliers in a 
similar fashion to the computations of 4.2 and 4.3 we find the value of li/ at 
the critical point is 
(x2 i x3) log 2 -t x* log x1 + x3 log x3 - (X2 + x3) log(x, + X3) (4.4.2) 
and that 
x2 > x3. (4.4.3) 
Using one variable calculus one finds that the maximum of (44.2) con- 
sidered as a function of xZ for xj <x2 d 1 -x3 is F(x,), and this maximum 
occurs at x,=1-~,. If /3=x2 then y=x3 and $=O. If /3=0 t 
y = .x2 + x3 and $ = H(x,, x2 + xg) d 0. 
Next we examine that portion of the boundary where cx = 0. 
Assume 0 c ,5’ < x2. Now 
$ = log x2 - log(x, - p) 
2 
and thus 
SO ax, ' if p>O; 
I++ is therefore an increasing function of x2 and, since x2 < 1 - xg, we have 
$(x2, x3> P, Y) G tic1 --x3, x35 8, Y). (4.4.4’8 
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Alsoif~=Otheny=1and~=H(x,,1)~O.If~=x,theny=1-x,~x, 
and H(x,, 1 - x2) < 0. Thus using the calculations in the previous case 
Max $(x2, x3, B, Y) =f’W. (4.4.5) 
p+y=1 
B>O,y>O 
This completes the analysis of that portion of the boundary of W,+ where 
CI = 0. 
The portion of the boundary of W,+ where p =0 or p = x2 is handled 
analogously. Thus we see that 
Max 
(a, A Y) E q 
da, P, Y) = F(x3). 
The other sets W: , Wz: are handled in a similar manner. For example, one 
may show that g is bounded by Max(F(x,), F(x2)) on the boundary of 
w,- . 
This completes the proof of Theorem 4.5. 
4.6. THEOREM. lim d+ao(l/d)logA,=log2. 
ProoJ: This follows from Theorem 4.5 and Remark 4.4 and Lemma 3.5. 
4.7. THEOREM. For (xi, x2) E Int(d), then 
ii?nilog&(x,, x2) = Max(F(x,), F(x,), F(x,)). 
ProoJ: This follows from Theorem 4.5 and Lemma 2.3. 
4.8. Remark. Theorems 4.6 and 4.7 are valid in the case of k-variables. 
Specifically, let A = {x = (xi ,..., xk) E Rk 1 xi > 0 i,= 1, . . . . k and Cl”=, xi < 1 }. 
The points of A of degree d are points with coordinates (n,/d, . . . . n,/d) 
where iti are integers 20 and cl”= i n, = d. There are T(d, k) such points 
and the considerations of Section 1 apply. We have 
4.7(i). THEOREM. 
7 
For x E Int(A) then hm( l/d) log n,(x) = Max(F(x,), . . . . 
F(xJ)- 
4.6(i). THEOREM. lim,, m (l/d) log Ad = log 2. 
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