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The superlinear eigenvalue problems considered in this paper are of the form 
d(x) + Xa(x) zP(x) = 0, O<x<l, 
au(O) - ,b’(O) = 0, yu(1) + k’(l) = 0 
with P > 1. In this paper the existence of a positive solution (A, ZL) of the problem 
is shown by constructing an iterative sequence (As , uk} of solutions of a related 
linear eigenvalue problem. It is then shown that A, /: A and tlTc \ u uniformly 
on [0, 11. The assumptions are 
1. a(x) is positive and in C(0, 1) n L1(O, l), 
2. Yis + y= + as # 0, 
3. a. a, 8, Y, 6 > 0 or 
b. a>O,fl>0,6<0,O<y<--a8/(olfj3)or 
c. j3 < 0, y > 0, s > 0, 0 < 01 < -yfq(y + 6). 
1. INTRODUCTION 
In this paper we consider the problem of finding positive solutions (A, 24) of 
nonlinear eigenvalue problems of the form 
d -f ha(x) 24” = 0, o<x< 1, 
au(O) - pL’(O) = 0, yz4(1) + W(1) = 0, 
(1.1) 
where v > 1, a(x) is a positive continuous function on (0, 1) with 
s 
1 
a(x) ax < m 
0 
and, of course, (2 + /F) (y2 + a2) # 0. Since v > 1, the problem is superlinear. 
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Eigenvalue problems of the form (1.1) can arise in the consideration of boundary 
value problems for certain second order nonlinear differential equations. In 
particular, by the substitution y = hlI(y-l)~, the nonlinear boundary value 
problem 
ym + a(x) y” = 0, O<x<l 
q@) - Py'(0) = 0, w(1) + SY’(l) = 0 
(1.2) 
is transformed into an eigenvalue problem of the form (1.1). 
We note the (1.2) includes many problems of physical significance. Among 
these are the generalized Emden-Fowler equation which for v > 0 is used in 
the study of gas dynamics and Newtonian fluid mechanics [12], and for v < 0 
is used in the study of pseudoplastic non-Newtonian fluids [l]. 
A compilation of known results for various boundary value problems of the 
type (1.2) and an extensive bibliography for the generalized Emden-Fowler 
equation is contained in J. S. W. Wong’s survey article [12]. There is also a large 
body of literature on nonlinear Sturm-Liouville problems. See for example [7] 
through [ 111. 
R. Moore and 2. Nehari [6] have considered the problem (1.1). They used 
an iterative technique to establish the existence of a positive solution when 
v = 2n + 1, n a positive integer. They generate a sequence of eigenvalues and 
eigenfunctions of related linear Sturm-Liouville problems and prove that there 
exists a subsequence of this sequence which converges to a positive solution 
of (1.1). 
We also use an iterative approach based upon eigenfunctions and eigenvalues 
of related linear Sturm-Liouville problems to prove the existence of a positive 
solution to (1.1). The Sturm-Liouville problems utilized in our technique are 
not the same as those used by Moore and Nehari. 
For computational convenience we write (1.1) as 
U” + ha(x) U’lfl = 0, O<X<l, 
(1.3) 
m(O) - ,Bu’(O) = 0, yu(1) + SU’(1) = 0, 
where p > 0. The coefficients a, p, y and 6 will be assumed to satisfy yp + 
ya: + CX~ # 0 along with one of the following 
a) a3O,PBO,y>O,S30 
b) OL > 0, /3 > 0, 0 < y < -ills/(% + p), 6 < 0 
c) 0 ==I a < -yP/(r + S), B -c 0, y > 0,s 3 0. 
We note the assumptions of Moore and Nehari [6] fit into our cases. 
Our main result can be stated: 
(1.4) 
THEOREM. Let the assumptions on 01, & y, S, p and a(x) hold. With U,,(X) = 
SUPERLINEAR EIGENVALUE PROBLEMS 361 
j a.x + p 1, let jh, , ZC&?~~ be the sequence dejned inductively: h,, is the least positive 
eigenvalue a?zd u,< is the corresponding positive eigenfumtion of 
d + ha(x) z&,(.x)u = 0, 0 <x < 1, 
(1.5) 
au(O) - /h’(O) = 0, yu(1) + Su’(1) = 0 
normalized by /3uk(0) + c&.(O) = (sign ,f?)(~? + p”). There is a positive solution 
(X, u) of (1.3) such that (h,) converges to h and (uJ comwrges to u wtijbrm!y on 
[O, 11. Moreover the comergeme is monotone in that 
0 < A, < A, < .-* < A, < ..* < A, 
u&) > u&) > -** > Ilk(X) > ... > u(x) > 0, O<.x<l. 
(14 
Our result is stronger than that of Moore and Nehari in a minor respect in 
that we do not specify the exponent p to be integer, but, more significantly, we 
conclude that the entire sequence (z+J, not just a subsequence, converges to a 
solution of (1.1). Moreover this convergence is monotone. This is important 
in that not only is existence of a positive solution proven, but th.ere is also the 
posibility of numerical implementation of the iterative scheme. Results of 
computations based on this technique will be reported elswhere. 
In order to avoid as much confusion as possible, in sections 2-3 we prove our 
results for the case when a(x) is positive and continuous on [O, 11. In section 4 
we discuss why the results are valid when a(x) is continuous on (0, 1) and 
s 
1 
a(x) dx < co. 
0 
In section 2 we show that the sequence {(.& , uIz)> exists and we discuss the 
normalization. In section 3, we prove the theorem. 
2. PRELIMINARIES 
In this section we use a Green’s function K(x, t) to rewrite equations (1.3) 
and (1.5) in the form of equivalent integral equations. 
By means of direct calculation, the Green’s function for&r = u” with boundary 
conditions au(O) - @z’(O) = 0, ~(1) + &J(l) = 0 is found to be 
IQ, t) = I 
A-l(y + s - P>(@f + is), 0<t,(r, 
AWar + P>(r + s - 74, x<t<l, 
WI 
where A = $ + a~ + 016. As indicated in section I, we assume A 1,O. We 
comment later on the case A = 0. 
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Utilizing the Green’s function K(x, t), equation (1.3) is equivalent to the 
integral equation 
u(x) = h s’ K(x, t) a(t) w+l(t) dt 
0 
(2.2) 
and (1.5) is equivalent to the integral equation 
u(x) = X j-l K(x, t) u(t) z&(t) u(t) dt. 
0 
(2.3) 
We now consider (2.3) under the assumptions that uk&) is continuous 
on [0, l] and pointwise positive on (0, 1). Let Hk denote the Hilbert space of 
all real valued functions defined on (0, 1) such that the norm 
is finite. It is well known that the linear operator T,-, defined by 
(Tk-~u)(x) = j-’ u(t) u;-_,(t) K(.v, t) u(t) dt 
0 
is a self-adjoint Hilbert-Schmidt operator on H,.if and only if 
1 1 





The continuity of u(t) on [0, l] im pl ies the finiteness of the integral and so 
Tk-, is Hilbert-Schmidt on Hk . 
Now it is straightforward to show that K(x, tj is pointwise positive on (0, 1) x 
(0, 1) if and only if 01, /I, y, 6 satisfy one of the conditions (1.4). Thus we may 
apply theorem 17 of [5] and its consequences [5, pp. 929-9301 to assert that there 
exists a positive eigenvalue A such that XT,-,u = zl and the corresponding 
eigenfunction is positive on (0, 1). H ence we have the needed positive eigenpairs 
at each step of the iterative procedure. 
In the statement of the theorem, it was assumed that at each step of the iteration 
the eigenfunction Us is normalized by 
/3uR(0) + c&(O) = (sign P>(a" + P>, (2.7) 
where we use the convention sign /3 = + 1 if /? > 0 and sign /3 = - 1 if /3 < 0. 
We now verify that (2.7) is a valid normalization. We note that due to the restric- 
tions (1.4) on OL and p, uo(x) = 1 CY.X + p 1 is a linear function on [0, 11, and u. 
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satisfies (2.7). If (A,, k u ) is a positive solution of (1.5) then ,8~~(0) + x~f0) + 0 
for otherwise we would have 
@Lk(O) + ~24(0) = 0, 
(2.8) 
cmJ”(O) - /h;(o) = 0. 
Since a2 + 8” # 0, it would follow that ~~(0) = z&(O) = 0 and thus zlk(x) = 0, 
0 < x < 1, a contradiction. We now use the fact that (1.5) is a linear problem 
and thus at each step of the iteration, uk can be chosen to satisfy (2.7). 
The effect of the normalization (2.7) is to force each of the functions ZL~ ) 
K = 0, 1) 2 ,.=., to have the same initial value and the same initial slope. The 
validity of the argument does not depend upon any particular choice for the 
right hand side of the normalization. The right hand side in (2.7) was chosen 
strictly for computational convenience. 
To close this section, we show why we exclude the case d = 0. In this case 
the problem un = 0, au(O) - flu’(O) = 0, yu(f) + M(l) = 0 has a nontrivial 
solution U(X) = ti + /3. Thus the Green’s function in the ordinary sense does 
not exist. If we try to utilize the Green’s function in the generalized sense 
[2, pp. 356-3571, we see that each of the eigenfunctions ul; must satisfy the 
orthogonality condition 
f l UB(X)(ax + 8) dx = 0. (2.9) 0 
For the kernel K(x, t) to be pointwise positive we must have 0~: f ,B of one 
sign on (0, 1). Clearly ulc can not be positive and satisfy (2.9) at the same time. 
3. PROOF OF THE MAIN RESULT 
In this section we prove our theorem. We consider the sequence {(uk , A,)> of 
positive normalized eigenfunctions and corresponding positive eigenvalues 
defined by the iterative procedure applied to equation (1.5). We first state as a 
lemma a standard result from Sturm-Liouville theory. For a proof see [2., 
Theorem 7, p. 4411. 
Lmmu 1. If in the differential equation L(u) + hp(x)u = 0 the coejkient p 
vmies at every point in the same sense, then for every boundary condition the nth 
eigenvalue varies in the opposite sense. 
We now prove a technical lemma. Let A and pZ be continuous positivefunctions 
on (0, 1) satisfying pa(x) < pi(x), 0 < x < 1, lim,,,+ pI(x)/&x) = 1 and a/pa 
strictly increasing on (0, 1). 
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LEMMA 2. IfpL andp, are as above a?zd if(~~ , y,) and (K~ , y2) are, respectively, 
positive solutions of y” + Kp.i(x)y = 0, 0 < x < 1, i = 1, 2, satisfying the 
boundary conditions &y(O) - /3y’(O) = 0, yy(1) + Sy’(1) = 0 and the ~zo~nzaliza- 
tion py(O) + my’(O) = (sign 8) (c? + p) then 
(1) KI ( KS 
(2) yl/y2 is a strictly increasing function on (0, 1) 
(3) If w =Yl --Ye, then w”(x) > 0 for x near xel-o. Moreoau w”(x) = 0 
at most once interior to (0, 1). If zu”(xJ = 0, x0 E (0, 1) then w”(x) > 0,O < x < 
xoandw”(x)<O,xo<x<l. 
(4) w’(x) > 0 for x near zero. Moreover w’(x) = 0 at most once interior 
to (0, 1). If w’(x1) = 0, x, E (0, l), then w’(x) > 0, 0 < x < x1 , and w’(x) < 0, 
x,<x<l. 
(5) w(x) > 0, 0 < x < 1. 
Proof. From the normalization we have y,(O) = y,(O) = / p /, y;(O) = 
y;(O) = (sign /?)(a). K1 < KS follows from lemma 1 and the assumption 0 < 
pxx) < pZ(x), 0 < x < 1. To prove (2) we have 
( 1 y1’ = Y2Yi -YiY1 YS YZ2 
Let h(x) = y2(x) y;(x) - y;(x) yl(x). S ince y1 and yz satisfy the same boundary 
boundary conditions it follows h(0) = 0, h(1) = 0. We have 
(3.1) 
41~0 lim,,,+ (KZ - K1(pI(x)/p2(x))) = KS - K1 > 0, So h’(x) > 0 for X! near Zero. 
Since pl/pe is strictly increasing it follows that h’(x) = 0 at most once in (0, 1). 
Hence h(x) > 0 for 0 < x < 1 and yl/yZ is strictly increasing. 
To prove (3) one argues as for h’(x) using the fact that 
W”(X) = Pe(X) JJz(“) (K2 - K1 -# #). 
Part (4) follows immediately from part (3) since w’(0) = 0. 
To prove part (5), we have from part (3) and the normalization that there is 
an E > 0 such that w”(x) > 0, w’(x) > 0, W(X) > 0, 0 < x < E. If there is 
a E E (0, 1) such that w(t) = 0 then there must exist Q, 7% , 0 < q1 < q2 < t 
such that W”(Q) < 0, w’(?;rJ < 0. From part (3) and part (4) it follows that 
wO(x) < 0, w’(x) < 0, t < x < 1. Let g(X) = vu(x) + (y + S - Y;V) w’(x). 
From the boundary conditions we have g(l) = 0. If 6 > 0 then (r + 6 - yx) > 0 
and we conclude g(f) < 0, g’(t) < 0. If 6 < 0 then (1~ + 8 - YX) < 0 and we 
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conclude g(t) > 0, g’(f) > 0. In either case, in order to satisfy g(1) = 0, there 
must exist s E (E, 1) such that g’(x) = 0, that is w”(x) = 0, a contradiction. 
Proof. .u~(x) < 0, 0 < x < 1 and thus z+,(x) < &.(0)x +- ~~(0) - r&s), 
O<x<l. Also the function us is a solution of U”(X) = 0 with M.+,(O) -
@i(O) = 0. The argument of lemma 2, part (2) shows that u&.~. is strictly 
increasing. 1 
By utilizing a simple induction argument, we can now state as a direct con- 
sequence of lemma 2 and lemma 3, 
LEM~~A 4. For each k > 1, u~+~(x) < ZIP, 0 < x < 1, and A, ( hk,,, . 
Since p > 0, we have the sequences {u,& and (A,)& with Xk+i > X, and 
u~+~(x) < up(x) < U,,(X), 0 < x < 1, such that 
To complete the proof of the theorem, we need only show that there is a non- 
trivial function 21 such that uQ ---f u uniformly on [O, 1] and a real number X 
such that A/: + h. For then, by equation (3.2), we conclude (A, u} is a positive 
solution of the integral equation (2.2) which is equivalent to the boundary 
value problem (1.3). 
LEMibL4 5. TheFe is an M > 0 and a continuous function g(x) > 0, 
0 < x < 1, sucR that g is not identically zero and for each k = 1, 2,..., +(x) > 
g(x), 0 < x < 1 alzd A, < M. 
Proof. Since uk E Cl[O, 11, ~~(0) = / ,f3 ! >, 0, u,(x) > 0 and u;(x) < 0, 
0 < x < 1 it follows that 
u&4 > Ii fk. /L W) (3.3) 
where jj /IJ) is the supnorm on C[O, 1] and 
From (3.2) and (3.3) we have for each k > 1 
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Using (3.4) and the fact that +(x) < 1 tix + p 1 for all k it now follows that 
-u;(x) = &&z(x) ug&) L+(x) < 4.4 I 53 + P I 
1l.f: K(x, 4 4) T”+l(t) dt IL 
from which we conclude there is a C > 0 such that 
z&(x) 2 -Cu(x), O<x<l. 
By integrating twice and using the normalization on Us we have 
0 t 
uk(x) > 1 p 1 + (sign /3) 01x - C ss U(T) dT dt. 0 0 
For x near zero ] /3 1 + (sign 8) olx - C si si U(T) dT dt > 0 and thus there 
exists a continuous nonnegative function g(x), g not identically zero such that 
z+,.(x) > g(x), 0 < x < 1. From (3.4) it now foltows that the sequence {h,} is 
bounded above and hence convergent. 
Let h = lim X, . Using the boundedness of (X,) and (3.2) it is easily shown 
that the sequence {.Q) is equicontinuous and uniformly bounded on [0, 1] and 
and thus by Ascoli’s theorem there is a function u such that uk -+ u uniformly 
on [0, 11. Moreover, by lemma 5, u(x) is not identically zero. 
4. CONCLUDING REMARKS 
As indicated in section 1, for our results to be valid it is not necessary for u(x) 
to be continuous on the closed interval [0, 11. In fact, it is sufficient for a(x) to 
be positive and continuous on the open interval (0, 1) with fi u(x) dx < co. 
The only statements in the proof that need to be reaffirmed are that 
(i) The operator T,-, defined in (2.5) is still a Hilbert-Schmidt operator 
on&, 
(ii) The functions uk can be normalized, and 
(iii) The sequence {uR} is equicontinuous and uniformly bounded on 
LO, 11. 
From equations (2.5), (2.6) it is clear that (i) and (iii) are valid if $ a(x) dx < co). 
In order to normalize the functions zck we must have u,(O) < co and ~~(0) < a3. 
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From (3.2) and the definition of K(x, t) it follows that 
~~(0) = P&J3 s’ (r + 8 - yt) a(t) z&(t) uk(t) dt, 
0 
u;(o) = A-l&a 
s ’ (Y + 6 - ~44) &l(t) 4) dt, 0 
(4.1) 
which are clearly both finite if fi U(X) dx < CO. All other aspects of the proof 
carry through just as before. 
We thank the referee for his helpful suggestions and in particular his suggestion 
for improving the proof of lemma 5. 
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