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Recently, Bravyi and Ko¨nig have shown that there is a tradeoff between fault-tolerantly imple-
mentable logical gates and geometric locality of stabilizer codes. They consider locality-preserving
operations which are implemented by a constant depth geometrically local circuit and are thus
fault-tolerant by construction. In particular, they shown that, for local stabilizer codes in D spatial
dimensions, locality preserving gates are restricted to a set of unitary gates known as the D-th level
of the Clifford hierarchy. In this paper, we elaborate this idea and provide several extensions and
applications of their characterization in various directions.
First, we present a new no-go theorem for self-correcting quantum memory. Namely, we prove
that a three-dimensional stabilizer Hamiltonian with a locality-preserving implementation of a non-
Clifford gate cannot have a macroscopic energy barrier. This result implies that in Haah’s Cubic
code and Michnicki’s welded code non-Clifford gates do not admit such an implementation.
Second, we prove that the code distance of a D-dimensional local stabilizer code with non-trivial
locality-preserving m-th level Clifford logical gate is upper bounded by O(LD+1−m). For codes with
non-Clifford gates (m > 2), this improves the previous best bound by Bravyi and Terhal. Bombin’s
topological color codes saturate the bound for m = D.
Third we prove that a qubit loss threshold of codes with non-trivial transversal m-th level Clifford
logical gate is upper bounded by 1/m. As such, no family of fault-tolerant codes with transversal
gates in increasing level of the Clifford hierarchy may exist. This result applies to arbitrary stabilizer
and subsystem codes, and is not restricted to geometrically-local codes.
Fourth we extend the result of Bravyi and Ko¨nig to subsystem codes. A technical difficulty is
that, unlike stabilizer codes, the so-called union lemma does not apply to subsystem codes. This
problem is avoided by assuming the presence of error threshold in a subsystem code, and the same
conclusion as Bravyi-Ko¨nig is recovered.
I. INTRODUCTION
Quantum error-correcting codes constitute an indis-
pensable ingredient in the roadmap to fault-tolerant
quantum computation as they offer the framework of en-
abling imperfect quantum gates and resources to imple-
ment arbitrarily reliable quantum computation [1, 2]. An
essential feature for such codes is to admit a fault-tolerant
implementation of a universal gate-set where physical er-
rors should propagate in a benign and controlled man-
ner. A paragon for fault-tolerant implementation of log-
ical gates is provided by transversal unitary operations,
i.e. single qubit rotations acting independently on each
physical qubit.
However, Eastin and Knill have proved that the set
of transversal gates constitutes a finite group, and hence
is not universal for quantum computation [3], suggest-
ing a tension between computational power and fault-
tolerance. Recently, Bravyi and Ko¨nig have further
sharpened this tension for topological stabilizer codes
supported on a lattice with geometrically local genera-
tors [4]. By extending their consideration to logical gates
implemented by constant depth local quantum circuits
as feasible proxy, they have shown that, in D spatial
dimensions, fault-tolerantly implementable logical gates
are restricted to a set of unitary gates, known as the D-th
level of the Clifford hierarchy [5]. This result establishes
a connection between two seemingly unrelated notions;
fault-tolerance and geometric locality.
The result by Bravyi and Ko¨nig (BK) is motivated by
considerations of topological stabilizer codes, which are
also likely to suggest a host of future generalizations. In
this paper, we begin to address open questions posed by
the work of Bravyi and Ko¨nig.
A. Clifford hierarchy
As in BK [4], the tensor product Pauli operators on
n qubits (denoted by Pauli = 〈Xj , Yj , Zj〉j∈[1,n]) and the
corresponding Clifford hierarchy [5] will play a central
role. We provide a formal definition for the m-th level of
the Clifford hierarchy Pm.
Definition 1. We define the Clifford hierarchy as
P0 ≡ C (i.e. global complex phases), and then recur-
sively as
Pm+1 = {U : ∀P ∈ Pauli, UPU†P † ∈ Pm}. (1)
Note that despite using a commutator in place of con-
jugation, the above definition coincides with the usual
one for m ≥ 2 [4, 5]. (See appendix A for comparison).
P1 is a group of Pauli operators with global complex
phases. P2 coincides with the Clifford group and includes
the Hadamard gate H, pi/2 phase shift and the CNOT
gate. P3 includes some non-Clifford gates such as pi/4
phase shift and the Toffoli gate. pi/2m−1 phase shift be-
longs to Pm. Note that Pm is a set and is not a group
for m ≥ 3.
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2The Gottesman-Knill theorem assures that any quan-
tum circuit composed exclusively from Clifford gates in
P2, with computational basis preparation and measure-
ment, may be efficiently simulated by a classical com-
puter [6]. In contrast, incorporating any additional non-
Clifford gate to P2 results in a universal gate set. In
theory, gates in the Clifford group can be implemented
with arbitrarily high precision by using concatenated sta-
bilizer codes [7] or topological codes. Realistic systems
also offer decoherence-free implementation of some Clif-
ford gates. For instance, braiding of Ising anyons, that
are believed to exist in the fractional quantum Hall effect
state at filling fraction ν = 5/2, implements certain Clif-
ford gates with an estimated error-rate being 10−30 [8].
For this reason, it is important to fault-tolerantly per-
form non-Clifford logical gates outside of P2.
B. Summary of results
Let us now summarize the main contributions of this
work. We begin by providing a self-contained and ar-
guably simpler derivation of BK’s result. We then de-
rive a key technical lemma to assess fault-tolerant imple-
mentability of logical gates for both stabilizer and sub-
system error-correcting codes (lemma 5 in section II).
In addition, there are four main original contributions.
Below, we provide a preliminary statement of each, de-
ferring a more rigorous treatment to later sections.
1. No-go result for self-correction
First of all, we show that the property of self-correction
imposes a further restriction on logical gates imple-
mentable by constant depth local circuits. Namely, we
find that the assumption of having no string-like logical
operators reduces the level of the implementable Clifford
hierarchy by one with respect to BK’s result.
Theorem. [Self-correction] If a D-dimensional stabi-
lizer Hamiltonian, consisting of geometrically local terms
with bounded norms, has a macroscopic energy barrier,
the set of logical gates, admitting a locality-preserving im-
plementation, is restricted to PD−1.
This theorem allows us to obtain a new no-go result for
self-correcting quantum memory in three spatial dimen-
sions; a three-dimensional topological stabilizer Hamilto-
nian with a locality-preserving non-Clifford gate cannot
have a macroscopic energy barrier. The proof is pre-
sented in section V. The result establishes a somewhat
surprising connection between ground state properties
and excitation energy landscape. While technically sim-
ple, this observation is arguably the most interesting.
2. Upper bound on code distance
Our second result concerns a tradeoff between the code
distance and locality-preserving implementability of log-
ical gates. Namely, we find that implementability of logi-
cal gates from the higher-level Clifford hierarchy reduces
an upper bound on the code distance of a topological
stabilizer code.
Theorem. [Code distance] If a stabilizer code with
geometrically-local generators in D spatial dimensions
admits a locality-preserving implementation of a logical
gate U ∈ Pm for m ≥ 2 (but U 6∈ Pm−1), then its code
distance is upper bounded by d ≤ O(LD+1−m).
For a code with a non-Clifford gate (m > 2), this re-
sult improves the previous best bound d ≤ O(LD−1) for
topological stabilizer codes [9]. The bound is found to be
tight for m = D as Bombin’s topological color codes satu-
rates it [10, 11]. The proof is presented in section V. The
theorem also applies to a topological subsystem code if
its stabilizer subgroup admits a complete set of geomet-
rically local generators. Such subsystem codes include
Bombin’s topological gauge color code [11].
3. Loss threshold
Our third result relates the loss threshold in stabi-
lizer and subsystem error-correcting codes with the set
of transversally implementable logical gates.
Theorem. [Loss threshold] Suppose we have a fam-
ily of subsystem codes with a loss tolerance pl > 1/n for
some natural number n. Then, any transversally imple-
mentable logical gate must belong to Pn−1.
We would like to emphasize that the above theorem
does not assume geometric locality of generators or lat-
tice structures, and holds for arbitrary stabilizer and sub-
system codes. The proof is presented in section III.
4. Subsystem code and the Clifford hierarchy
Finally, the main technical result is to generalize BK’s
result to subsystem codes with local generators. A diffi-
culty is that the so-called union lemma does not apply to
a topological subsystem code [12, 13]. Minimal supple-
mentary assumptions, such as a finite loss threshold for
the code and a logarithmically increasing code distance,
are required in order to recover the same thesis as BK’s
for locality-preserving logical gates.
Theorem. [Subsystem code] Consider a family of
subsystem codes with geometrically local gauge generators
in D spatial dimensions such that the code has a constant
loss threshold and a code distance growing at least loga-
rithmically in the number of physical qubits. Then, any
locality-preserving logical unitary, fully supported on an
3m-dimensional region (m ≤ D), has a logical action in-
cluded in Pm.
The proof is presented in section IV. Supplementary
assumptions arise from considerations on fault-tolerance
of the code. A finite loss threshold is necessary for a finite
error threshold against depolarization. A logarithmically
increasing code distance is necessary for the recovery fail-
ure probability to vanish at least polynomially in the
number of physical qubits. Supplementary assumptions
are not required for subsystem codes with geometrically
local stabilizer generators as the union lemma holds for
such codes.
C. Organization of the paper
The paper is organized as follows. In section II, we
provide a definition of subsystem codes and derive a key
technical tool to study fault-tolerant implementability of
logical gates. We then provide a derivation of BK’s re-
sult. In section III, we derive a tradeoff between the
loss-tolerance and transversal implementability of logical
gates. In section IV, we generalize BK’s result to topolog-
ical subsystem codes. In section V, we find a restriction
on the set of logical gates admitting a locality-preserving
implementation arising from self-correction. We then de-
rive an upper bound on the code distance of topological
stabilizer codes. Section VI is devoted to summary and
discussion.
II. FAULT-TOLERANCE VERSUS LOCALITY
In this section, we review the framework of subsystem
error-correcting codes and derive a tool relating fault-
tolerant implementability of logical gates and locality (or
non-locality) of logical gates in multi-partitions. We also
present a qualitative derivation of BK’s result for topo-
logical stabilizer codes.
A. Fault-tolerant implementation of logical gates
Let us begin with a brief review of the stabilizer
formalism [14]. Given the Hilbert space of n qubits
H = (C2)⊗n, a Pauli stabilizer group S is an abelian
subgroup of the Pauli group on n qubits which does
not contain −1. The codeword space of the stabilizer
group S is defined to be the subspace C(S) ⊆ H of com-
mon +1 eigenvectors for stabilizers in S (i.e. C(S) =
{|ψ〉 ∈ H : ∀S ∈ S, S|ψ〉 = |ψ〉}). Topological stabilizer
codes are characterized by having their constituent phys-
ical qubits laid out on a D-dimensional lattice, in such
a way that the stabilizer group S admits a complete set
of geometrically local generators S = 〈S1, . . . , Sn−k〉 (i.e.
each generator Sj is supported on a ball of constant ra-
dius ξ). Here k is the number of logical qubits encoded in
the codeword space C(S) when Sj are independent gener-
ators. In the present paper, the word topological refers to
quantum error-correcting codes defined on a lattice with
geometrically local generators.
Ideally, one hopes a logical gate U to be implemented
by a transversal unitary operation (i.e. an operator with
a tensor product form U = ⊗nj=1Uj where Uj is a single
qubit rotation acting on j-th physical qubit) so that lo-
cal errors at physical qubits do not propagate to other
qubits. For fault-tolerant implementation, it is desirable
that a logical gate U admits an implementation by a
constant-depth quantum circuit in order to avoid uncon-
trolled error propagations. Ideally, the gates in such a cir-
cuit should additionally be geometrically local to simplify
their physical realization. For this reason, it is important
to classify logical gates of quantum error-correcting codes
admiting such an implementation. In the present paper,
the word locality-preserving refers to a logical unitary
operator that can be implemented by a constant-depth
geometrically-local circuit. Note that stabilizer codes ad-
mit transversal implementation of Pauli logical gates in
P1, and CSS stabilizer codes admit quasi-transverse [44]
implementations of certain CNOT gate in P2.
Bravyi and Ko¨nig[4] consider the set of logical gates
that may be realized on a topological stabilizer code with
a constant depth local quantum circuit. Their main re-
sult is stated as follows:
Theorem 1. [Bravyi and Ko¨nig] If U is a morphism
between D-dimensional topological stabilizer codes C1 and
C2, and U is implementable by a constant-depth quantum
circuit with short-range gates, then U is a PD-morphism
for all large enough L.
Note that the theorem by Bravyi and Ko¨nig deals with
code deformations [15] where logical transformations be-
tween two different codes C1 and C2 are also considered.
In the present paper, we do not deal with code deforma-
tions for simplicity of discussion by assuming C1 = C2.
Our arguments may be made applicable to the case for
C1 6= C2 with a little effort.
B. Gauge and logical qubits
One important aim of the present paper is to generalize
BK’s result to topological subsystem codes. In this work,
we will refer to subsystem codes to denote the Pauli sta-
bilizer formalism, which provide a generalization of sta-
bilizer QECCs to the context of operator quantum error
correction formalism [16–18]. Intuitively, a subsystem
code is a stabilizer code defined by S where we encode
quantum information into only a subset of the qubits in
the stabilized subspace. Encoded qubits in this subset
will be called logical qubit and the remaining qubits will
be called gauge qubits (i.e. the stabilized subspace may
be decomposed intoHlogical⊗Hgauge = C(S) as in Fig. 1).
A subsystem code is concisely defined by its gauge
group G ⊆ Pauli which may be non-abelian and contain
4−1 (in contrast to the stabilizer group S). The stabi-
lizer subgroup S consists of centers of the gauge group
G (i.e. elements of G that commute with all the ele-
ments in G), and is defined as S = Z(G)/C, where signs
are consistently chosen for the operators in the center
Z(G) = {z ∈ G : ∀g ∈ G, zg = gz} such that −1 is not
included in the group. This leaves some freedom for S as-
sociated to the signs of its generators. The codespace of a
subsystem code, denoted by C(S), is stabilized by S, and
logical qubits are encoded in a subsystem where gauge
operators act trivially. The case S = G corresponds to
the special case of stabilizer codes.
One merit of subsystem codes is that the error recovery
procedure may admit simpler realizations with measure-
ments on fewer-body Pauli operators since it is not nec-
essary to worry about errors affecting gauge qubits [19].
As such, one might expect that imposing locality on such
codes could be less restrictive than doing so on stabi-
lizer codes in terms of transversally implementable logi-
cal gates. However, the present work suggests that there
is no significant advantage for subsystem codes.
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I. LINEAR-DEPTH ENCODER FOR TWO-DIMENSIONAL LOCAL
STABILIZER CODE
We then move to studies of two-dimensional local stabilizer codes. We assume that a
stabilizer code is supported on an arbitrary two-dimensional graph so that each stabilizer
generator acts only on qubits in a geometrically localized region. We begin by coarse-
graining the lattice into hexagonal patches as in Fig. 3 so that sizes of each hexagonal
patches are larger than the range of stabilizer generators and local stabilizers act on at most
three patches simultaneously. Imagine a family of two-dimensional stabilizer codes with
increasing system sizes and code distances. Without loss of generality, one may assume that
there is no single, double or triple of qubits as they possess short-range entanglement only
which can be disentangled in a constant-depth quantum circuit. We are interested in the
following class of stabilizer codes:
Definition 1. A two-dimensional stabilizer codes is said to be coarse-grained and non-
trivial when it is coarse-grained into hexagonal patches, there is no single, double or triple
of qubits in each of neighboring three hexagonal patches and there is no logical operators
supported inside neighboring three hexagonal patches.
The main result of this paper is the following theorem.
Theorem 1. An arbitrary coarse-grained non-trivial two-dimensional stabilizer code always
has an encoder whose circuit depth is O(L) where L is the linear length of the lattice.
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II. TOPOLOGICALLY PROTECTED GATES IN
LOCAL STABILIZER CODES
Let us begin with a brief review of the stabilizer for-
malism and BK’s result. Given the Hilbert space of n
qubits H = ( 2)⌦n, a Pauli stabilizer group S is an
abelian subgroup of the usual Pauli group on n qubits
which does not contain   [10]. The codeword space
of a stabilizer group S is defined to be the subspace
C(S) ✓ H of common +1 eigenvectors for the operators in
S (i.e. C(S) = {| i 2 H : 8S 2 S, S| i = | i}). Topo-
logical stabilizer codes are characterized by having their
constituent physical qubits laid out on a D-dimensional
lattice ⇤, in such a way that the stabilizer group S
admits a complete set of geometrically local generators
S = hS1, . . . , Sn ki (i.e. each generator Sj is supported
on a ball of constant radius ⇠). Here k is the number
of logical qubits encoded in the codeword space C(S). In
the present paper, the word topological refers to quantum
error-correcting codes defined on a D-dimensional lattice
with geometrically local generators.
In [5], Bravyi and Ko¨nig consider the set of logical
gates that may be realized on a TSCs with a constant
depth local quantum circuit. Their main result is stated
as follows:
Theorem 1. If U is a morphism between D-dimension l
TSCs C1 and C2, and U is implementable by a constant-
depth quantum circuit with short-range gates, then U is
a PD-morphism for all large enough L.
One important aim of the present paper is to gener-
alize the above theorem to topological subsystem codes.
In this section, we review the framework of subsystem
quantum error-correcting codes. We then derive a key
technical tool concerning the relation between transver-
sal implementability of logical gates and cleanability of
logical operators in multi-partitions.
A. Subsystem code
In this work, we will refer to subsystem codes t de-
note the Pauli stabilizer formalism, which provide a gen-
eralization of stabilizer QECCs to the context of opera-
tor quantum error correction formali m [15, 17, 18]. In-
tuitively, a subsystem code is a stabilizer code defined
by S where we encode quantum information into only
a subset of the qubits in the stabilized subspace. E -
coded qubits in this subset will be called logical qubit
and the remaining qubits will be called gauge qubits
(i.e. the stabilized subspace may be decomposed into
Hlogical ⌦Hgauge = C(S) as in Fig. ??).
A subsystem code may be concisely defined by its
gauge group G ✓ Pauli which may be non-abelian and
contain  1 (in contrast to the stabilizer group S). The
stabilizer subgroup S(✓ G) consists of centers of the
gauge group G (i.e. elements of G that commute with
all the elements in G), and is defined as S = Z(G)/ ,
where signs are consistently chosen for the operators in
the center Z(G) = {z 2 G : 8g 2 G, zg = gz}. The
codespace of a subsystem code is stabilized by S, and
logical qubits are encoded in a subsystem where gauge
operators act trivially. The case S = G corresponds to
the special case of stabilizer codes..
One merit of subsystem codes is that the error recovery
procedure may admit simpler realizations with measure-
ments on fewer-body Pauli operators since it is not nec-
essary to worry about errors a↵ecting gauge qubits [2].
As such, one might expect that imposing locality on such
codes could be less restrictive than doing so on stabilizer
codes in terms of transversally (or lo ally) implementable
logical ates. However, t e present work suggests that
t ere is no significant advantage for subsystem codes.
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FIG. 1: T e algebraic structur of e gaug group G and the
stabilizer subgroup S in a subsystem code. The figure illus-
trates an example with n = 9 qubits, three gauge qubits and
two logical qubits. G/S is the full Pauli algebra for the gauge
qubits (red online). The stabilizer group S is generated by the
stabilized qubits (green online). The remaining qubits (blue
online) represent the algebra for logical qubits L. Generators
of each group are brought to a canonical form via an appro-
priate Cli↵ord transformation U such that Xj = UXjU
† and
Zj = UZjU
† for j = 1, · · · , n.
Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9
X1 X2 X3 X4 X5 X6 X7 X8 X9
B. Bare and dressed logical perators
Logical operators preserve the codespace C(S) and act
non-trivially on logical qubits. In a subsystem code,
there are two types of logical operators, called bare nd
dressed logical operators, depending on how they act on
gauge qubits. Given a decomposition of the codespace
as C(S) = Hlogical ⌦ Hgauge, bare logical operators act
exclusively on logical qubits and act trivially on gauge
qubits: Lbare = Ubare⌦Ilogical. Formally, bare Pauli log-
ical operators are the centralizers of the gauge group G
(i.e. Pauli operators that commute with all the elements
of G): Lbare = C(G) where C(A) = {z 2 Pauli : 8a 2
A, za = az} denotes the centralizer of A. Bare logical
operators are identified up to sta ilizer operators S since
stabilizers act trivially both on gauge and logical qubits.
The centralizer group C(G) consists only of bare Pauli
logical operators. Bare logical operators, beyond the
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coded qubits in this subset will be called logical qubit
and the remaining qubits will be called gauge qubits
(i.e. the stabilized subspace may be decomposed into
Hlogical ⌦Hgauge = C(S) s in Fig. ??).
A subsystem code may be concisely defined by its
gauge group G ✓ Pauli which may be non-abelian and
contain  1 (in contrast to the stabilizer group S). The
stabilizer subgroup S(✓ G) consists of centers of the
gauge group G (i.e. elements of G that commute with
all the elements in G), and is defined as S = Z(G)/ ,
where signs are consistently chosen for the operators in
the center Z(G) = {z 2 G : 8g 2 G, zg = gz}. The
codespace of a subsystem code is stabilized by S and
logical qubits are encod d in a subsystem where gauge
operators act trivially. The case S = G corresponds to
the s ecial case of stabilizer codes..
One merit of subsystem codes is that the error recovery
procedure may admit simpler realizations with measure-
ments on fewer-body Pauli operators since it is not nec-
essary to worry about errors a↵ecting gauge qubits [2].
As such, one might expect that imposing locality o su h
codes could be less restrictiv than do ng so on stabilizer
co es i t rm of transversally (or locally) impl mentable
logical gates. However, the present work suggests that
there is no significant advantage for subsystem codes.
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FIG. 1: The algebraic tructure of the gauge group G and the
stab liz r subgroup S in a subsy tem code. The figure illus-
trates an example with n = 9 qubits, three gauge qubits and
two logical qubits. G/S is the full Pauli algebra for the gauge
qubits (red online). The stabilizer group S is generated by the
stabilized qubits (green onl ne). The remaining qubits (blue
online) represent the algebra for logical qubits L. Generators
of each group are brought to a canonical form via an appro-
priate Cli↵ord transformation U such that Xj = UXjU
† and
Zj = UZjU
† for j = 1, · · · , n.
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B. Bare and dressed logical operators
Logical operators preserve the codespace C(S) and act
non-trivially on logical qubits. In a subsystem ode,
there re two types of logical perators, called bare and
dressed logical operators, d pending on how they act on
g uge qubi . G ven a decomposition of the cod space
as C(S) = Hlogical ⌦ Hgauge, bare logical operators act
exclusively on logical qubits and act trivially on gauge
qubits: Lbare = Ubare⌦Ilogical. Formally, bare Pauli log-
ical operators are the centralizers of the gauge group G
(i.e. Pauli operators that commute with all the elements
of G): Lbare = C(G) w e C(A) = {z 2 Pauli : 8a 2
A, za = az} denotes the centralizer of A. Bare logical
operators are identified up to stabilizer operators S since
stabilizers act trivially both on gauge and logical qubits.
The centralizer group C(G) consists only of bare Pauli
logical ope ators. B re logical operators, beyond the
stabilizer qubits
FIG. 1: The algebraic structure of the gauge group G and
the stabilizer subgroup S in a subsystem code. The figure
illustrates an example wit n = 9 qubits, thr e gauge qubits
and two logical qubits. G/S is the full Pauli algebra for the
gauge qubits (red online). The stabilizer group S is generated
by the Z operators on the stabilized qubits (green online).
The remaining qubits (blue online) represent the algebra for
logical qubits L. Generators of each group are brought to a
canonical form via an appropriate Clifford transformation U
such that Xj = UXjU
† and Zj = UZjU† for j = 1, . . . , n.
C. Bare and dressed logical operators
Logical op rators preserve the codespac C(S) and act
n n-trivially on logical qubits. In a subsystem code, there
are two types of logic l per tors, call d bare and dressed
logical operato s, depending on how hey act on gauge
qubits [13]. Given a decomposition of the codespace as
C(S) = Hlogical⊗Hgauge, bare logical operators act exclu-
sively on logic l qubits and act rivially on g uge qubits:
[Ubare] = [U ]L ⊗ [I]G where [U ]L represents a logical ac-
tion of Ubare on logical qubits, and [I]G represents a triv-
ial action on gauge qubits. Formally, bare Pauli logical
operators are the centralizers of the gauge group G (i.e.
Pauli operat rs that commute with all the elements of G):
Lbare = C(G) = {z ∈ Pauli : ∀g ∈ G, zg = gz} denotes
the centralizer of A. Bare logical operators are identified
up to stabilizer operators S since stabilizers act trivially
both on gauge and logical qubits.
The centralizer group C(G) consists only of bare Pauli
logical operators in P1. Bare logical operators, beyond
the Pauli group, are defined as follows:
Definition 2. A unitary operator U is a bare logical op-
erator of the subsystem code defined by the gauge group G
(with associated stabilizer subgroup S and projector onto
the code space PC(S)) iff
[U,PC(S)] = 0 and [U,G]PC(S) = 0 ∀G ∈ G. (2)
Dressed logical operators may act both on logical and
gauge qubits non-trivially. Formally, dressed Pauli logi-
cal operators are the centralizer of S: Ldressed = C(S):
and its logical action has a form of [Udressed] = [U ]L ⊗
[U ]G. Dressed logical operators are identified up to gauge
operators in G since gauge operators act trivially on logi-
cal qubits. Note that dressed Pauli operators decomposes
into unitary actions on the logical and gauge qubits and
have tensor product structures.
A caution is needed in dealing with dressed logical op-
erators beyond the Pauli group. We say an operator
is a dressed logical unitary when its action decomposes
into the logical and gauge qubits with tensor product
structures. Note that, there exist unitary operators that
preserve the stabilized subspace C(S), but do not have
tensor product structures over Hlogical ⊗Hgauge. We ex-
clude such unitary operators since the unitary action on
the logical qubits is dependent on the state of the gauge
qubits. The premise of a subsystem code is that one does
not worry about errors acting on gauge qubits, and thus
such operators cannot be used to transform encoded log-
ical states in a controlled way.
Formally, dressed logical operators, the ones with ten-
sor product structures in C(S) = Hlogical ⊗ Hgauge, are
defined as follows:
Definition 3. An operator U is a dressed logical unitary
on a subsystem code defined by the gauge group G and
associated stabilizer subgroup S if and only if
1
|G|
∑
G∈G
GUρU†G† =
1
|G|
∑
G∈G
UGρG†U†. (3)
for all ρ = PC(S)ρPC(S).
In oth r words, conjugation by U commutes with de-
polarization with respect to the gauge group. Intuitively,
the definition imposes that tracing out gauge qubits does
not affect the action on logical qubits.
These definitions of bare and dressed logical operators
beyond the Pauli group are indeed algebraically well de-
fined. For instance, a set of all the dressed logical oper-
ators form a closed group under multiplication. Further-
more, the set of bare logical operators is preserved under
conjugation by dressed logical operators:
5Lemma 1. Let Ud be a dressed logical operator and Ub
be a bare logical operator for a subsystem code. Then
UdUbU
†
d is also a bare logical operator.
Proof. Each of Ud and Ub preserves the codespace PC(S)
and so does their product. We will now prove that
UdUbU
†
d commutes with any gauge operator G0 ∈ G re-
stricted to PC(S).
UdUbU
†
dG0PC(S) = Ud
1
|G|
∑
G∈G
GG†UbPC(S)U
†
dG0
=
1
|G|
∑
G∈G
UdGUbPC(S)G†U
†
dG0
=
1
|G|
∑
G∈G
GUdUbPC(S)U
†
dG
†G0
=
1
|G|
∑
G∈G
G0GUdUbPC(S)U
†
dG
†
We have multiplied by an identity, used the commuta-
tion of PC(S) with all the operators. Then we use the
definition of Ud as a dressed logical operators. Finally
we use that G0G ∈ G to relabel the sum. We conclude
by reverting the previous steps, leaving G0 as the left-
most factor.
This lemma allows us to formally prove that dressed
logical operators may transform logical states of logical
qubits in a way independent of logical states of gauge
qubits.
Lemma 2. Let |ψ〉, |ψ′〉 be an arbitrary pair of states
in the codespace PC(S) such that 〈ψ|Ub|ψ〉 = 〈ψ′|Ub|ψ′〉
for all the bare logical operators Ub. Then, for any
dressed logical operator Ud, one has 〈ψ|UdUbU†d |ψ〉 =
〈ψ′|UdUbU†d |ψ′〉 for all Ub.
Proof. Lemma 1 implies that U ′b = UdUbU
†
d is a bare
logical operator. Then
〈ψ|UdUbU†d |ψ〉 =〈ψ|U ′b|ψ〉
=〈ψ′|U ′b|ψ′〉
=〈ψ′|UdUbU†d |ψ′〉.
D. Cleaning lemma
The notion of cleaning, initially introduced for stabi-
lizer codes [9] also arises for subsystem codes. Let us
begin by reviewing the cleaning procedure for stabilizer
codes. Consider a logical Pauli operator P ∈ L that has
non-trivial supports on some subset R of qubits. For-
mally, the cleaning of a logical operator P from the sub-
set R refers to a procedure of multiplying a logical Pauli
operator P by an operator S ∈ S to obtain an equivalent
logical operator PS that has a trivial action on R. The
cleaning is not always possible, and can be performed if
and only if there exists a stabilizer S whose action on R
is identical to the action of P on R: i.e. P |R = S|R up
to a complex phase where P |R, S|R represent restrictions
of P, S onto a subset R.
The cleaning lemma by Bravyi and Terhal states that,
if a subset R supports no logical operator (except the one
with trivial action), then any logical operator P can be
cleaned from R [9]. Namely, there exists a stabilizer S
such that PS is supported exclusively on qubits in the
complementary subset Rc. A result in [20] concisely re-
lates the set of independent logical operators supported
on a pair of complementary subsets of qubits. In par-
ticular, for any subset R of qubits, one may define l(R)
to be the number of independent Pauli logical operators
supported exclusively on R.
Lemma 3. Suppose a stabilizer code has k logical qubits.
Then l(R) + l(Rc) = 2k.
The cleaning lemma is recovered from this lemma by
imposing that there is no logical operator supported on
R: l(R) = 0 which leads to l(Rc) = 2k. Since there are 2k
independent Pauli logical operators for a stabilizer code
with k logical qubits, all the logical operators have rep-
resentations that are supported exclusively on Rc. Thus
the cleaning from the subset R is always possible.
In the case of subsystem codes, multiplication by an
element of S preserves bare logical operators, whereas
multiplication by an element of G preserves dressed log-
ical operators. A result due to Bravyi [13] generalizes
lemma 3 to relate the set of independent bare and dressed
logical operators supported on complementary regions.
In particular, we may define ldressed(R) and lbare(R) to
be the number of independent dressed and bare Pauli
logical operators supported on R.
Lemma 4. Suppose a subsystem code has k logical
qubits. Then ldressed(R) + lbare(R
c) = 2k.
This lemma implies that, if there are no non-trivial
dressed (bare) logical operators fully supported on R, all
the bare (dressed) logical operators can be cleaned from
a region R so that they are supported exclusively on Rc.
This leads to the following definition for bare (dressed)-
cleanable regions.
Definition 4. A region R is bare (dressed)-cleanable,
if it supports no non-trivial dressed (bare) logical opera-
tors.
Cleanability is closely related to coding properties of
the code. The code distance d for a subsystem code is
defined as the size of the smallest possible support for an
operator in Ldressed \ G (a dressed Pauli logical operator
having non-trivial action on Hlogical). Furthermore, a
subset R of qubits is correctable if and only if it supports
no dressed logical operator. In other words, a subset R
is correctable if and only if R is bare-cleanable.
6E. Fault-tolerant logical gate and cleanability
Let us now present a key technical lemma which plays a
central role in deriving all the main results in the present
paper.
Lemma 5. Let {Rj}j∈[0,m] be a set of regions where R0
is bare-cleanable and each of the regions {Rj}j∈[1,m] is
dressed-cleanable in a subsystem code. If a dressed logical
unitary U is supported on the union
⋃
j∈[0,m]Rj and is
transversal with respect to regions Rj, then the logical
action [U ]L of U on the logical qubits correspond to an
element of Pm (the m-th level of the Clifford hierarchy).
The above theorem does not require geometric locality
of the gauge or stabilizer generators, and thus applies to
arbitrary subsystem codes, nor does it require that the
support to be the full set of qubits.
Proof. The proof proceeds by induction. Assuming m =
0, the operator U is fully supported on a bare-cleanable
region R0. All the bare logical Pauli operators may be
supported on R0
c hence they must commute with U .
Thus, [U ]L must be a trivial logical operator in P0 (pro-
portional to identity).
Let us now prove the inductive step. We assume that
all the dressed transversal operators supported on the
union R0 ∪
⋃m
j=1Rj are in Pm. Consider a transversal
dressed logical operator U such that
supp(U) ⊆ R0 ∪
m+1⋃
j=1
Rj . (4)
By definition, the logical action of U has a tensor product
form [U ] = [U ]L ⊗ [U ]G where [U ]L, [U ]G denote the log-
ical actions on the logical and gauge qubits respectively.
Since Rm+1 is dressed-cleanable, all the dressed Pauli
operators may be supported on Rm+1
c, and their logical
actions [P ] = [P ]L ⊗ [P ]G have a tensor product form
due to lemma 2. Hence, the group commutator UPU†P †
is also a dressed logical operator with a tensor product
form with respect to the gauge and logical qubits. Fur-
thermore, transversality of U and P with respect to Rj
mandates
supp(UPU†P †) ⊆ R0 ∪
m⋃
j=1
Rj (5)
which implies [UPU†P †]L ∈ Pm. By definition of the
Clifford hierarchy, [U ]L ∈ Pm+1.
III. LOSS-TOLERANCE AND TRANSVERSAL
LOGICAL GATES
One implication that may be obtained at this point
is a tradeoff between particle loss threshold and the set
of achievable transversal gates. Indeed, we will see that
increasing the first comes at the expense of restricting
the second.
A highly desirable property for quantum error-
correcting codes is that they must, with high probabil-
ity, tolerate errors (such as depolarization) on a constant
fraction pe of randomly chosen physical qubits. Here,
pe is called an error threshold for a family of codes if,
the probability of correcting independent and identically
distributed errors, occurring with probability p < pe, ap-
proaches to unity for members of the family with increas-
ingly large number of physical qubits.
An important form of errors is erasure errors which
correspond to loss of physics qubits from the system. In
addition to the fact that loss errors are unavoidable in
realistic physical systems, the loss-tolerance is necessary
for quantum error-correcting codes to have a finite error
threshold. Namely, any form of depolarizing noise is more
severe than qubit loss since, in the latter, full information
on the location of errors is available. [45]
The following corollary elucidates the existing tension
between loss-threshold and the set of transversally im-
plementable gates.
Theorem 2. Suppose we have a family of subsystem
codes with a loss tolerance pl > 1/n for some natural
number n. Then, any transversally implementable logical
gate must belong to Pn−1.
Proof. Suppose pl > 1/n, and assign each qubit to one
of n regions {Rj}j∈[0,n−1] uniformly at random. Each
of the regions chosen this way will be correctable with a
probability which is arbitrarily close to unity as we take
larger codes from the family. Finally, we may conclude by
applying lemma 5 to the n correctable regions obtained in
this way, which are both bare and dressed cleanable.
The above result applies to arbitrary stabilizer and
subsystem codes, and is not restricted to codes with ge-
ometrically local generators.
Example 1. The toric code saturates the bound of the-
orem 2 in that it has a loss threshold of pl = 1/2 > 1/3
and can still transversely implement some logical opera-
tors in P2 (such as CNOT) [21].
Example 2. Reed-Muller code [[2m − 1, 1, 3]] admits
transversal implementation of pi/2m−1 phase shift which
belongs to Pm [6]. As a family of codes with increasing
m, it must have a zero loss threshold.
Example 3. D-dimensional topological color code ad-
mits transversal implementation of gates in PD but not of
gates in PD+1. Its loss threshold is hence upper bounded
by 1/D. This conclusion may likely be recovered by other
arguments related to percolation in D-dimensional lat-
tices.
7IV. CONSTANT DEPTH CIRCUITS AND
GEOMETRIC LOCALITY
Discussions so far do not rely on geometric locality of
required generators in the code, which is one of the most
important features to assess its experimental feasibility.
The underlying assumption of geometric locality is that
physical qubits are associated to particles on a regular
lattice and check operators involve only particles within
a constant sized neighborhood. More precisely, the gauge
group G may be generated by a set of Pauli operators,
each one having support restricted to a ball of diameter
ξ = O(1). In this section, we generalize BK’s result to
topological subsystem codes that are supported on a D-
dimensional lattice with geometrically local generators.
A. Union lemma
A challenge in generalizing BK’s result is that the so-
called union lemma does apply to topological subsystem
codes. The union lemma for a topological stabilizer code
states that the union of two spatially disjoint cleanable
regions is also cleanable. Here two regions are spatially
disjoint if local stabilizer generators overlap with at most
one of the regions.
Lemma 6. [Union lemma (stabilizer code)] For a
topological stabilizer code, let R1 and R2 be two spatially
disjoint regions such that there exists a complete set of
stabilizer group generators {Sj} each intersecting at most
one of {R1, R2}. If R1 and R2 are cleanable, then the
union R1 ∪R2 is also cleanable.
At this point, let us review the derivation of BK’s result
in order to illustrate the use of the union lemma. For a
topological stabilizer code with a growing code distance,
one is able to split the D-dimensional space into D + 1
regions Rm for m = 0, . . . , D where Rm consists of small
regions with constant size connected components which
are spatially disjoint. Let us demonstrate it for D = 2
(see Fig. 2). We first split the entire lattice into patches
of square tiles so that the diameter of local stabilizer
generators is much shorter than the spacing of tiles. This
square tiling has three geometric object; points, lines and
faces. First, we “fatten” points to create regions R0. We
then fatten lines and create regions R1. The remaining
regions are identified to be R2. Therefore Rm is the union
of fattened m-dimensional objects. For a D-dimensional
lattice, we start with a D-dimensional hyper-cubic tiling
and fatten m-dimensional objects to obtain Rm for m =
0, . . . , D.
Each of connected components in Rm is cleanable as
the code distance is growing with the system size n. Also
connected components in Rm are spatially disjoint. Due
to the union lemma, the union of spatially disjoint small
regions is correctable, and thus Rm is correctable. Then
lemma 5 implies that transversally implementable logical
gates are restricted to PD, recovering BK’s result (The-
orem 1).
FIG. 2: The partition of a two-dimensional lattice into three
regions R0, R1, R2 which consist of smaller regions that are
correctable and spatially disjoint.
For a topological subsystem code, two regions are said
to be spatially disjoint if local gauge generators may over-
lap with at most one of the regions. Unlike a topological
stabilizer code, however, geometric locality of stabilizer
generators is not always guaranteed since the stabilizer
subgroup S is defined to be the center of the gauge group
G, and generators of S are, in general, products of mul-
tiple local gauge generators. As such, the union lemma
holds only for dressed-cleanable regions as summarized
below.
Lemma 7. [Union lemma (subsystem code)] For a
topological subsystem code, let R1 and R2 be two spatially
disjoint regions such that there exists a complete set of
gauge group generators {Gj} each intersecting at most
one of {R1, R2}. If R1 and R2 are dressed-cleanable,
then the union R1 ∪R2 is also dressed-cleanable.
It is worth emphasizing that the union lemma for bare-
cleanable regions are recovered for a topological subsys-
tem code if its stabilizer subgroup admits a complete set
of geometrically local generators. This is the case for
Bombin’s gauge color code is a three-dimensional sub-
system code.
B. Fault-tolerance and non-local stabilizer
generators
In addition to the technical difficulty, the breakdown of
the union lemma seems to taint fault-tolerance of a sub-
system code. Emergence of geometrically non-local stabi-
lizer generators prevents us from having the union lemma
for bare-cleanable regions. Indeed, this is the case for two
and three-dimensional quantum compass models [19, 22].
We should yet mention that geometrically non-local sta-
bilizer generators are hard to measure reliably and hence
undesirable for physical realizations. Namely, when non-
local stabilizer generators are supported by a large num-
8ber of physical qubits, their measurements cannot be per-
formed fault-tolerantly.
Macroscopic code distance d is no doubt a necessary
requirement for a family of codes to provide reliable error-
correcting properties. Formally, it imposes that the code
distance d may be made arbitrarily large by increasing
the code block size n. Macroscopic code distance d is nec-
essary for the probability of failing the error-correcting
procedures to be small. Namely, the failure probability
is lower bounded by pfail ≥ O(pd) where p is the physical
error rate. In order for pfail to converge to zero for suffi-
ciently small but finite p, the distance d must be macro-
scopic. It is highly desirable to have a code with exponen-
tially vanishing pfail. Polynomially decaying pfail may be
still acceptable, which imposes that the distance d must
grow at least logarithmically. However, sub-polynomially
vanishing pfail would be impractical. As such we may as-
sume that a code distance grows at least logarithmically
in a fault-tolerant code.
Macroscopic code distance is necessary, but not suffi-
cient for a finite error threshold in the code. For a sta-
bilizer code with low-weight generators, a macroscopic
code distance guarantees a finite error threshold against
depolarization. Namely, if the code distance grows loga-
rithmically with n, a finite error threshold is guaranteed
as proven by Kovalev and Pryadko [23].
Theorem 3. [Error threshold [23]] Consider a family
of stabilizer codes whose stabilizer group generators have
constant weight. If the code distance grows logarithmi-
cally in the system size n, a finite error threshold always
exists such that the recovery failure probability pfail ap-
proaches to zero as n increases.
Yet this theorem does not apply to all subsystem
codes, and applies only to subsystem codes with low-
weight stabilizer generators. Indeed, two and three-
dimensional quantum compass models have a zero er-
ror threshold, and thus are not scalable quantum error-
correcting codes [24]. To our knowledge, there is no
known relation between the existence (or absence) of a
finite error threshold and locality (of non-locality) of sta-
bilizer generators. It seems plausible that such a relation
could exist.
BK’s derivation relies on a macroscopic code distance,
which is required for a finite error threshold. In the
present work, we use the fault-tolerance itself as the guid-
ing principle. Namely, we will assume that (i) the code
distance grows at least logarithmically, and (ii) the code
has a finite (loss) error threshold.
C. Bravyi-Ko¨nig for subsystem code
Let us now proceed to generalization of BK’s result
to a topological subsystem code. The distance d(, ) be-
tween particles on the lattice will be used to define the
r-neighborhood B(R, r) of a region R which includes re-
gion R and all particles within distance r to it. Fur-
thermore, we define the spread sU of a unitary as the
smallest possible distance such that ∀A : supp(UAU†) ⊆
B(supp(A), sU ). In particular, if U is implemented by a
constant depth circuits composed of geometrically local
gates, the spread sU will also be bounded by a constant.
A version of lemma 5 involving the lattice geometry
can now be stated.
Lemma 8. Let U be a dressed logical unitary operator
supported on the union of mutually non-intersecting re-
gions R0 and {Rj}j∈[1,m]. If R0 is bare-cleanable and
each R+j := B(Rj , 2
j−1sU ) is dressed-cleanable for j > 0,
then the logical unitary implemented by U belongs to Pm.
This means that when dealing with locality-preserving
circuits which implement logical unitary gates, it is suffi-
cient to use extended correctable regions such that they
overlap in a boundary of width 2m−1sU , where m is the
number of regions to be used. As such, much of discus-
sion dealing with transversal gates applies to finite depth
circuits. The proof is presented in appendix B.
With an assumption of macroscopic code distance
alone, one is able to obtain the following statement for
topological subsystem codes.
Corollary 1. Consider a family of subsystem codes with
increasing code distance defined by geometrically local
gauge generators of diameter bounded by ξ in D spatial
dimensions. Then the set of dressed logical unitary gates
implementable by constant depth circuits is included in
PD+1.
Proof. Since gauge generators are geometrically local
with diameter bounded by ξ, the union lemma (lemma 7)
applies to dressed cleanable regions that are separated by
a distance ξ or larger. Furthermore, any region with vol-
ume smaller than d is dressed-cleanable by the definition
of a code distance. Let sU be the spread of the circuit U .
One has d > (2DsU +ξ)
D for sufficiently large n since the
code has a macroscopic distance. Then the lattice may
be partitioned into D + 1 disjoint regions {Rj}j∈[1,D+1]
such that R+j := B(Rj , 2
j−1sU ) is dressed-cleanable for
all j > 0. For instance, we construct a D-dimensional
hyper-cubic tiling and fatten m-dimensional objects to
obtain Rm+1 for m = 0, . . . , D. By taking R0 to be an
empty set ∅, we conclude that the logical action of U is
included in PD+1.
Note that Rj are dressed-cleanable, but not necessarily
bare-cleanable since the union lemma does not hold for
bare-cleanable regions. Thus, we needed to take R0 to be
an empty set, which result in increasing the level of the
implementable Clifford hierarchy by one with respect to
BK’s result for topological stabilizer codes. An interest-
ing open problem is to find subsystem codes with growing
distance which achieve the bound stated in corollary 1. If
such subsystem codes exist, we believe that they would
be highly artificial and would possess highly non-local
stabilizer generators.
9We now further assume that the family of codes has
a non-zero loss threshold pl > 0 and that a code dis-
tance d grows at least logarithmically with the number
of particles n. Under these reasonable and perhaps in-
dispensable assumptions for fault-tolerance of the code,
we obtain the same thesis as BK’s result for topological
subsystem codes.
Theorem 4. Consider a family of subsystem codes with
geometrically local gauge generators in D spatial dimen-
sion with i) a loss threshold pl > 0 and ii) a code distance
d = Ω(log1−1/D(n)). Then any dressed logical unitary
that can be implemented by a constant depth geometri-
cally local circuit U must belong to PD.
As a side note, we remark that our proof technique
borrows an idea by Hastings which was used on a different
topic [25].
Proof. Let us assume for simplicity that U is transver-
sal. The argument leading to lemma 8 suffices to make
the current proof applicable to a constant depth geomet-
rically local circuit by taking care of some cumbersome
yet inessential caveats.
Imagine that some subset of qubits, denoted as Rloss,
is lost. This subset Rloss is chosen so that each site has
an independent probability p0 < pl of being included in
Rloss. By definition of loss error threshold, Rloss must be
correctable (in other words, bare-cleanable) with proba-
bility approaching to unity as the system size n grows.
The key idea is to make use of this randomly generated
bare-cleanable region Rloss to construct a bare-cleanable
region R0 which consists of spatially disjoint balls of con-
stant radius.
For any fixed region R, the probability that R is in-
cluded inRloss is given by Pr(R ⊆ Rloss) = p|R|0 . So, given
a ball of radius r  ξ, it is included in Rloss with some
constant probability independent of n. Let us now split
the full lattice into unit cells of volume vc = c log(n) as
in Fig. 3. Inside a given unit cell, the probability of hav-
ing no ball of radius r included in Rloss is O(1/ poly(n))
where the power of n can be made arbitrary large by
increasing a finite constant c. Hence, with probability
approaching to unity, Rloss includes at least one ball of
radius r in each unit cell. We choose one ball from each
unit cell so that they are spatially disjoint, and denote its
union as R0. Then a bare-correctable region R0 consists
of balls of diameter r that are spatially disjoint with at
most O(log(n)1/D) linear separation. Imagine a skewed
D-dimensional hyper-cubic tiling by drawing lines which
connect balls in R0 (see Fig. 3). We then fatten m-
dimensional objects to construct a covering of the full
lattice with Rm for m = 0, . . . , D.
It remains to prove that Rm for m > 0 are dressed-
cleanable. Any region with volume smaller than d =
Ω(log1−1/D(n)) is cleanable. For m < D, Rm con-
sists of connected components with volume at most
O(log1−1/D(n)), and hence are dressed-cleanable. For
RD, suppose that there exists a non-cleanable D-
dimensional connected component, denoted as R, with
volume O(log(n)). Then R must support at least one
bare logical Pauli operator Ubare. Yet, the disentangling
lemma [12] tells that Ubare can be supported by qubits
that live on the boundary of R, whose volume is at most
O(log1−1/D(n)), leading to a contradiction. Therefore,
RD is dressed-cleanable. Given a bare-cleanable region
R0 and dressed cleanable regions Rm for m = 1, . . . , D,
lemma 5 implies that transversally implementable U
must be included in PD.
FIG. 3: A construction of a bare-cleanable region R0. Circles
represent balls that are included in randomly generated subset
Rloss of qubits. Dotted lines mark unit cells with volume
O(log(n)).
A further observation is that constant depth circuits
supported on a string-like region must be Pauli oper-
ators, and in general, constant depth logical operators
supported on a m-dimensional region must be in Pm re-
gardless of the spatial dimension of the lattice D ≥ m.
V. NON-CLIFFORD GATE PROHIBITS
SELF-CORRECTION
The problem of self-correcting quantum memories
seeks to provide a Hamiltonian where the energy land-
scape prevents qubit errors at the physical level from
accumulating and irreversibly introducing a logical er-
ror in contact with a thermal environment [9, 26]. For-
mally, self-correcting quantum memory is defined as a
many-body quantum system where a logical qubit may
be encoded for a macroscopic time [27]. An important
question is whether such a system may exist in three
spatial dimensions. No-go results have ruled out most
two-dimensional systems and a certain class of three-
dimensional systems [9, 27–29], and no known three-
dimensional model has macroscopic quantum memory
time.
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In this section, we derive a new no-go result on three
dimensional self-correcting quantum memory that arises
from fault-tolerant implementability of a non-Clifford
gate. In particular, we show that a stabilizer Hamil-
tonian with a locality-preserving non-Clifford gate can-
not have a macroscopic energy barrier, and thus it is
not expected to provide a practical increase in memory
time in terms of the system size n. We then derive an
upper bound on the code distance of topological stabi-
lizer codes with locality-preserving logical gates from the
higher-level Clifford hierarchy.
A. Self-correction and fault-tolerance
For a topological stabilizer code, the stabilizer Hamil-
tonian is composed of geometrically local operators in
the stabilizer group: H = −∑j Sj where Sj ∈ S. A
non-rigorous yet commonly used proxy to assess whether
self-correction can be achieved is the presence of a macro-
scopic energy barrier that scale with the system size.
Macroscopic energy barrier seems to be a necessary yet
insufficient condition for the system to exhibit macro-
scopic memory time [46]. For stabilizer Hamiltonians,
the presence of string-like logical operators implies the
absence of a macroscopic energy barrier [47].
Here, we find a tradeoff on locality-preserving logical
gates arising from a macroscopic energy barrier in a sta-
bilizer Hamiltonian.
Theorem 5. If a stabilizer Hamiltonian in D spatial
dimensions has a macroscopic energy barrier, the set of
fault-tolerant logical gates is restricted to PD−1.
Proof. Let R0, R1, . . . , RD−1 be regions which jointly
cover the whole lattice. Each region is a collection of
disjoint parallel tubes with a fixed orientation (see Fig.
4). This covering can generically be achieved for a D-
dimensional lattice. The presence of a macroscopic en-
ergy barrier implies the absence of string-like logical op-
erators. Since there are no logical operators supported
on individual tubes, there are no logical operators sup-
ported on any of single regions Rj due to the union
lemma. In other words, regions Rj are cleanable. Ap-
plying lemma 8, we conclude that constant depth logical
gates should be restricted to PD−1.
Haah [30, 31] provided the first example of a three-
dimensional topological stabilizer code which is free from
of string-like logical operators. The code is defined on a
three dimensional L×L×L cubic lattice with an energy
barrier scaling as O(logL). There also exist a number of
three-dimensional translation symmetric stabilizer codes
which are free from string-like logical operators [32, 33].
By theorem 5, for D = 3, the presence of a macroscopic
energy barrier implies that the set of locality-preserving
logical gates is restricted to P2.
Corollary 2. Haah’s 3D stabilizer code [30] has no con-
stant depth logical gates outside of P2.
FIG. 4: The partition of the lattice into R0, R1, . . . , RD−1 for
D = 3.
A different approach to construct stabilizer codes with
a macroscopic energy barrier has been proposed by Mich-
nicki [34], who introduced the notion of code welding to
construct new codes by combining existing ones. The
welding technique leads to a construction of a topolog-
ical stabilizer code with a polynomially growing energy
barrier in three spatial dimensions. Our theorem 5 also
applies to this code.
Corollary 3. Michnicki’s 3D welded stabilizer code has
no constant depth logical gates outside of P2.
A model of a six-dimensional self-correcting quantum
memory with fault-tolerantly implementable non-Clifford
gates has been proposed [35]. An intriguing question is
whether such a code may exist in four (or five) spatial
dimensions or not.
We then move to discussion on topological subsystem
codes. A generic recipe to construct Hamiltonians for
topological subsystem codes is not known. A candidate
Hamiltonian, often discussed in the literature, is com-
posed of geometrically local terms in the gauge group:
H = −∑j Gj [48]. Regardless of the choice of the Hamil-
tonian, the presence of bare-logical operators with string-
like support implies the absence of an energy barrier as
long as terms in the Hamiltonian consist only of local
generators of the gauge group G.
For topological subsystem codes, we obtain a less re-
strictive tradeoff between fault-tolerant implementability
and geometric non-locality of logical gates.
Corollary 4. If a topological subsystem code in D spa-
tial dimensions has macroscopic energy barrier, the set
of transversal operators is restricted to PD.
The three-dimensional gauge color code has transver-
sal gates in P2 and do not have string-like bare logical
operators, and hence are not ruled out from having a
macroscopic energy barrier.
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B. Upper bound on code distance
Geometric non-locality of logical operators, such as
no-string hypothesis, imposes a restriction on fault-
tolerantly implementable gates in topological stabilizer
codes as in theorem 5. Reversing the argument, one
may observe that fault-tolerant implementability of logi-
cal gates from the higher-level Clifford hierarchy imposes
a restriction on geometric non-locality of logical opera-
tors.
Here we find a tradeoff between the code distance and
fault-tolerant implementability of logical gates.
Theorem 6. If a topological stabilizer code in D spatial
dimensions admits a locality preserving implementation
for a logical gate from Pm, but outside of Pm−1, its code
distance is upper bounded by d ≤ O(LD+1−m).
Proof. Let R0, R1, . . . , Rm−1 be regions which jointly
cover the whole lattice. Each region is a collection of
disjoint parallel D + 1 −m-dimensional objects (Fig. 4
corresponds to the case for D = 3 and m = 3). Sup-
pose that there is no logical operator supported on any
of single regions Rj . Applying lemma 5, implementable
logical operators are restricted to Pm−1, leading to a
contradiction. Thus, at least one region Rj supports a
logical operator. Due to the union lemma, such a log-
ical operator can be supported on a single D + 1 − m-
dimensional object whose volume is O(LD+1−m), which
implies d ≤ O(LD+1−m).
Bravyi and Terhal have derived an upper bound on
the code distance for topological stabilizer and subsystem
codes: d ≤ O(LD−1) [9]. Whether the Bravyi-Terhal
bound is tight for D ≥ 3 remains open. For m = 2, our
bound is reduced to the Bravyi-Terhal bound. Theorem 6
implies that locality-preserving implementations of non-
Clifford gates imposes a further restriction on the code
distance of topological stabilizer codes.
Topological color code, proposed in a seminal work by
Bombin [10, 11], is a D-dimensional topological stabilizer
code that admits transversal logical gates from the D-th
level of the Clifford hierarchy. The code has a string-like
logical operator, and thus d = O(L), implying that our
bound is tight for m = D.
Example 4. Bombin’s D-dimensional topological color
code saturates the bound in theorem 6.
It would be interesting if this hypothesis could be com-
bined with the code threshold hypothesis to strengthen
the conclusion.
VI. CONCLUSIONS
We have provided several extensions of BK’s char-
acterization of fault-tolerantly implementable logical
gates. Our results are summarized as follows: (i) A
three-dimensional stabilizer Hamiltonian with a fault-
tolerantly implementable non-Clifford gate is not self-
correcting. (ii) The code distance of a D-dimensional
topological stabilizer code with non-trivial m-th level
logical gate is upper bounded by O(LD+1−m). (iii) A
loss threshold of a subsystem code with non-trivial m-th
level transversal logical gate is upper bounded by 1/m.
(iv) Fault-tolerantly implementable logical gates in a D-
dimensional topological subsystem code belong to the D-
th level PD in the presence of a finite error threshold.
Open questions include the possibility of further gen-
eralizing the result of Bravyi and Ko¨nig to other fami-
lies of codes such as frustration-free commuting projector
codes. In an upcoming article, we will present a Bravyi
and Ko¨nig type characterization of logical operations im-
plementable by constant depth circuits in the context of
topological quantum field theories.
Another interesting direction to extend these results
concerns topological codes with non-geometrically-local
gates, and quantum LDPC codes. It has been recently
proven by the authors that, for families of the toric code
and color codes, local constant-depth gates (not neces-
sarily geometrically-local) do not increase the level of the
implementable Clifford hierarchy. Dissipative dynamics
may also be utilized for fault-tolerant logical implemen-
tation of topological codes [36].
The definition of quantum phases, widely accepted in
the literature, is that, two ground state wavefunctions
belong to different phases if there is no local unitary
transformation connecting them [37]. Yet even within
the ground space of a Hamiltonian, it is possible that
different ground states are in different “phases”. Per-
haps, Bravyi and Ko¨nig type characterization will give a
coherent insight on classification of ground state wave-
functions with long-range entanglement.
Fault-tolerant implementability of non-Clifford logical
gates is an important ingredient for magic state distil-
lation protocols [38]. An interesting future problem in-
cludes the asymptotic rate of the number of magic states
that can be distilled with a desired precision. Finally,
it may be interesting to study the gauge-fixing tech-
nique [11, 39] and code concatenation [40] from the view-
point of Bravyi and Ko¨nig type characterization.
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Appendix A: Observations on the Clifford hierarchy
In the present work, we have adopted a slightly differ-
ent definition for the Clifford hierarchy Pn with respect
to the one introduced by Gottesman and Chuang [5] and
used by Bravyi and Ko¨nig [4]. In this appendix, we
would like to justify that they are mostly equivalent yet
the alternate definition permits stating our results in a
more compact manner. Let us recall the usual definition.
Definition 5. The Clifford hierarchy is usually defined
as follows. The first level of the hierarchy is taken to
be equivalent to the Pauli group P1 ≡ Pauli. Successive
levels of the hierarchy are defined recursively as
Cliffordm+1 =
{
U : ∀P ∈ Pauli, UPU† ⊆ Cliffordm
}
.
(A1)
The following statement shows how our definition 1 is
equivalent to definition 5.
Lemma 9. P1 = C · Pauli and Pn = Cliffordn for n ≥ 2.
Proof. Let us first show that P1 = C · Pauli. Suppose
that U ∈ P1. By hypothesis, the group commutator
of U with any Pauli operator P ∈ P is trivial up to a
phase UPU†P † = eiθ. This phase must be ±1, since it
is an eigenvalue for the rank one superoperator resulting
from conjugation by a Pauli operator PU†P † = eiθU†.
Conversely, we may consider the rank one superoperator
U · U† for which the Pauli operators constitute a full set
of eigenoperators with eigenvalues ±1. This uniquely de-
termines U to be equivalent to a Pauli operator itself up
to a global phase. Here, we have crucially used that the
Pauli operators linearly span the full operator algebra.
We will now prove that U ∈ Pn ⇔ U ∈ Cliffordn by
induction for n ≥ 2. The proof relies on the observa-
tion that all the levels of the usual Clifford hierarchy
are closed under right multiplication by Pauli operators
Cliffordn = Cliffordn · Pauli which can be proven induc-
tively.
Suppose U ∈ Pn+1. Hence, for any P ∈ Pauli we have
that UPU†P † ∈ Pn and consequently UPU† ∈ Cliffordn.
This implies that U ∈ Cliffordn+1. The converse can be
proven identically.
The hierarchy is composed of increasingly larger sets
of gates, where Cliffordn ⊂ Cliffordn+1. These sets are
closed under group multiplication only for n ≤ 2. Fur-
thermore, Cliffordn/C are finite sets. For n > 2, Cliffordn
generate a dense subset of the full unitary group. A full
characterization of subgroups included in Pn remains an
interesting open problem.
Appendix B: Constant depth local circuits (proof of
lemma 8)
Proof. Let us assume that the unitary U preserves the
codespace and is implementable by a constant depth lo-
cal quantum circuit with the spread sU . The proof pro-
ceeds by induction. Assuming m = 0, the dressed logical
operator U is supported on a bare-cleanable region and
by definition 4 must be a trivial logical operator in P0.
Let us now assume that our statement is true up to m
and prove it for m + 1. Consider a unitary U with the
spread sU such that
supp(U) ⊆
m+1⋃
j=0
Rj . (B1)
Any logical Pauli operator [P ]L has a dressed incarnation
P fully supported on
(
R+1
)c
. Observe that
supp(UPU†P †) ⊆
m+1⋃
j=0
Rj
 ∩B((R+1 )c , sU ) (B2)
⊆ R0 ∪
m+1⋃
j=2
Rj . (B3)
Furthermore, we have that sUPU†P † ≤ 2sU . Hence, by
inductive hypothesis, [UPU†P †]L, which is also a dressed
logical operator, must belong to Pm when restricted to
the codespace. Thus, by definition of the Clifford hierar-
chy, [U ]L ∈ Pm+1.
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