Abstract. Accurate segmentations in medical images are the foundations for various clinical applications. Advances in machine learning-based techniques show great potential for automatic image segmentation, but these techniques usually require a huge amount of accurately annotated reference segmentations for training. The guiding hypothesis of this paper was that crowd-algorithm collaboration could evolve as a key technique in large-scale medical data annotation. As an initial step toward this goal, we evaluated the performance of untrained individuals to detect and correct errors made by three-dimensional (3-D) medical segmentation algorithms. To this end, we developed a multistage segmentation pipeline incorporating a hybrid crowd-algorithm 3-D segmentation algorithm integrated into a medical imaging platform. In a pilot study of liver segmentation using a publicly available dataset of computed tomography scans, we show that the crowd is able to detect and refine inaccurate organ contours with a quality similar to that of experts (engineers with domain knowledge, medical students, and radiologists). Although the crowds need significantly more time for the annotation of a slice, the annotation rate is extremely high. This could render crowdsourcing a key tool for cost-effective large-scale medical image annotation.
Large-scale medical image annotation with crowd-powered algorithms Eric 
Introduction
The accurate segmentation of organs in medical images is highly relevant for different clinical applications, e.g., radiation therapy, the planning of surgical interventions and follow-up of tumor diseases. In the clinical routine, a vast number of segmentations are still performed manually with interactive segmentation methods, which can be very time-consuming in the case of three-dimensional (3-D) medical image modalities, such as computed tomography (CT) scans. Recent advances of different automatic segmentation methods have shown great potential in this context. [1] [2] [3] [4] [5] [6] The major bottleneck of most of those techniques, especially with the rise of deep learning algorithms, is the accurate and cost-effective annotation of the often large amount of required training data. 7 Crowdsourcing has become popular in this context as it is based on outsourcing cognitive tasks to many anonymous, untrained individuals, so-called workers, from an online community. 8 It has proven itself a valuable tool for cost-effective large-scale image annotation, [9] [10] [11] in particular when the data cannot be processed by computers and is too large to be annotated by individuals. Today, crowdsourcing has been successfully applied to various problems from the field of medical research. 12 Especially in view of the lack of publicly available reference data in the field of medical image analysis, crowd-sourced annotation of radiological images could have a huge impact on the whole research field. 2 In contrast to the everyday images "recognizable by a 4-year-old" 11 that are typically annotated by crowdsourcing techniques, the accurate interpretation of radiological images may require trained medical experts with years of expertise. [13] [14] [15] The lack of medical expertise is normally compensated by pointing the workers to the structures of interest, 16 training the crowd workers, 17 and abstraction of the real data by different rendering techniques 18, 19 or a large number of redundant annotations. 18 This paper presents a hybrid crowd-algorithm-based annotation framework to address the problem of large-scale cost-effective organ segmentation in 3-D medical image volumes. The hypothesis of this work is that it is possible to create expertlevel organ segmentations in 3-D radiological image volumes with nonexpert online workers acquired through crowdsourcing at a fraction of the time required by medical experts. A validation study performed on publicly available dataset of abdominal CT scans addresses the following research questions: (1) Can anonymous nonexpert crowd workers without any previous medical education detect inaccurate organ segmentations in CT images? (2) Can crowdsourcing be used to correct inaccurate organ segmentations in CT images? (3) How well do the crowd workers perform in comparison with trained medical experts with a large amount of domain-specific knowledge?
Our hybrid crowd-algorithm approach, an initial version of which was presented (in German) at a recent conference, 20 was integrated into a medical imaging platform combining the best of both worlds: the reliability and processing speed of algorithms from the domain of medical image analysis, with the cognitive skills of humans acquired through crowdsourcing.
The paper is outlined as follows: previously published related work is presented in Sec. 2. Section 3 presents the proposed hybrid crowd-algorithm annotation framework for medical images. The design of the experiments for the performed validation study is presented in Sec. 4 followed by the results (Sec. 5) and the discussion (Sec. 6).
Related Work
The related work particularly relevant for the present paper was divided into the following three categories: approaches to annotation of two-dimensional (2-D) medical image data, approaches to annotation of 3-D medical image data, and the comparison of crowd-based annotations to those of medical experts.
Two-Dimensional Data Annotation
One of the first approaches to crowd-based medical image annotation was presented by Maier-Hein et al. 21 The approach to segmentation of surgical instruments in endoscopic video data involved a microtask-based concept, where multiple segmentations per image are acquired through the crowdsourcing platform Amazon Mechanical Turk (MTurk). Task instructions and examples of accurate and inaccurate segmentations are included in the task. Finally, to assure the segmentation quality, the segmentations of surgical instruments are created by merging multiple segmentations from different workers with a pixelwise majority voting approach. The authors 22 later on extended their work with a hybrid crowd-algorithm system to create segmentations of surgical instruments. It uses the concept of atlas forest 23 classifiers to create initial instrument segmentations. The segmented regions with high uncertainties are further refined with crowdsourcing and later on used to retrain and improve the classifier. A similar hybrid crowd-algorithm approach was applied by Albarqouni et al. 24 for breast cancer detection in pathological images. The approach involves training a convolutional neural network (CNN) that is steadily refined with crowd-sourced annotations in a multistage annotation pipeline. If a new image enters the pipeline it gets classified by the CNN. In the next step, the initial result created by the CNN is further refined by the crowd and then again used to train and further improve the CNN. Bittel et al. 25 used a hybrid crowd-algorithm approach to create today's largest publicly available annotated endoscopic dataset. The approach uses a CNN to create initial instrument segmentations that are then further refined with crowdsourcing. Gurari et al. 16 applied a similar approach for the segmentation of structures in a phase contrast microscopy, fluorescence microscopy, and single slices from small animal magnetic resonance imaging (MRI) images. They point the workers to the structure of interest by clamping the images using bounding boxes computed from the reference segmentations. Another commonly used technique to compensate the lack of medical expertise of crowd workers applied across various medical imaging modalities is to provide predefined selections the workers can choose from.
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Three-Dimensional Data Annotation
One of the earliest works in the context of crowdsourced 3-D medical image segmentation was proposed by Chávez-Aragón et al. 30 who introduced a crowdsourcing-based method for femur segmentation in MRI images. The crowdsourcing was performed with a small group of students from an engineering faculty and only selected 2-D slices were segmented, not full volumes. No experiments with untrained online workers were performed. Cheplygina et al. 31 proposed a method to create segmentations of airways in lung CT scans. They point the worker to the structure of interest by extracting 2-D images with a size of 50 × 50 pixels that include the airway to be segmented out of the volume. Approximately 30% of the crowd-sourced segmentation was unusable, but not created by spammers. They were traced back to annotations of incorrectly identified structures, such as blood vessels. Also here multiple segmentations per image were acquired in conjunction with majority voting to assure segmentation quality. Rajchl et al. 32 presented a method for liver segmentation in CT scans using different types of weak annotations. The basic idea behind the approach is to create segmentations of the liver in some slices of the CT volume that are used later on by an algorithm to compute the segmentation for the remaining slices of volume. However, the validation study was performed with simulated crowd annotations. No further experiments showed how the method would perform using online workers acquired through common crowdsourcing platforms. In addition to segmentation, crowdsourcing was applied for different classification tasks in 3-D radiological images, including colorectal polyp detection in CT scans 19 and the classification of different tissue types in CT scans of the lung. 
Comparison to Medical Experts
Generally, crowd-sourced annotations are evaluated against annotations created by medical experts. No further comparison with the medical experts is performed. Mavandadi et al. 34 pointed out that the crowd was able to identify false positive (FP) classifications in the reference data created by medical experts. Gurari et al. 16 compared the segmentations created by the crowd against a reference dataset and segmentations of single medical experts. However, they state that their validation study was biased toward the used annotation software. The medical experts were able to choose between three different professional segmentation tools, while a web-based annotation tool was provided to the crowd. Depending on the type of tool, the experts created significant differences in the segmentation quality. Furthermore, the medical experts were also the creators of the reference segmentations. Maier-Hein et al. 35 presented a crowdsourcing approach to find correspondences in endoscopic images. The crowd was evaluated against medical expert annotators using the same web-based annotation software. Further, a new concept to automatically detect false correspondence was proposed. However, the method is tailored to the task of correspondence search and cannot be readily applied for the evaluation of crowdsourced segmentations.
In conclusion, the authors are not aware of any prior work (1) on crowd-algorithm collaboration in 3-D medical image segmentation and (2) on systematically comparing 3-D image annotations from crowd workers to those created by medical domain experts.
Annotation Approach
This section gives a conceptual overview of the employed multistage segmentation pipeline (Sec. 3.1) and introduces the software architecture to acquire the crowd-sourced organ segmentations (Sec. 3.2). An automatic preprocessing step to create an initial segmentation and convert the medical images to formats suitable for online distribution is presented in Sec. 3.3. The crowdsourcing approach to detect and correct inaccurate segmentations is presented in Secs. 3.4 and 3.5, respectively. Finally, Sec. 3.6 presents the method used to merge annotations from different workers to further improve segmentation quality.
Annotation Concept Overview
The concept for the accurate segmentation of organs in 3-D medical image volumes using nonexpert annotators recruited through crowdsourcing incorporates a hybrid crowd-algorithm approach integrated into a multistage annotation pipeline. Figure 1 shows a schematic overview of the different steps applied in the proposed multistage annotation pipeline.
To gain access to a large-scale crowd of untrained nonexpert workers, the concept was implemented using a microtask-based annotation approach that can be used in conjunction with common crowdsourcing platforms. In a microtask-based crowdsourcing platform, 36 crowd workers can freely choose their task in an online market place and get a small monetary reward upon completing a task that typically takes several minutes. 37 The tasks are distributed with a web application over the market place that can be accessed by the crowd workers. Due to the 3-D nature of medical image volumes consisting of several successive image slices, the data require more hardware resources in terms of space, computation time, and network bandwidth than 2-D images do. Such volumes are, therefore, not well suited for online distribution compared with commonly used 2-D graphic formats specially designed for usage in the world wide web (WWW) like the portable network graphics (PNG) 38 format. Furthermore, 3-D medical image volumes require complex software platforms for visualization. [39] [40] [41] With the recent advances in web technologies, several highly specialized toolkits for the visualization of 3-D medical image volumes in web applications have emerged. [42] [43] [44] [45] Unfortunately, these toolkits have higher hardware requirements to render the data on the client side than common websites have. It should also be added that a large amount of workers in microtask-based crowdsourcing platforms reside in developing countries 46 and therefore might not have access to the same network infrastructure or computer hardware as workers from more developed countries have. To fully leverage the potential of the crowdsourcing platform, it is mandatory to keep the hardware requirements and network traffic low to reach as many crowd workers as possible. To achieve this goal, a 2-D slice-wise annotation concept is applied in this study. It consists of a four-stage hybrid crowd-algorithm annotation pipeline incorporating the following steps: (1) In the first step, the volume is preprocessed with an automatic segmentation algorithm to create an initial segmentation of the target organ, split into multiple slices, converted and prepared for online distribution (Sec. 3.3). (2) In the next step, the crowd workers detect inaccurate slice-wise segmentation outlines in the initial automatic segmentation (Sec. 47 enabling access to a variety of image processing tools from the field of medical image analysis. Implementation details as well as the employed software architecture are presented in Sec. 3.2.
Architecture for Crowd-Sourced Image Annotation
This section presents a prototype implementation of the annotation approach previously introduced in Sec. 3.1. Figure 3 shows a swim lane flowchart incorporating the different components used to implement the previously introduced annotation pipeline shown in Fig. 1 . It consists of a medical imaging platform, a web server including a database, and the crowdsourcing platform. The medical imaging platform communicates directly with the web server and the crowdsourcing platform through a web service. It is responsible for creating the crowdsourcing tasks, approving the results, paying the workers upon task completion, uploading the task data to the web server, and aggregating the results created by the crowd. The web server hosts an annotation software that is embedded into the crowdsourcing platform as an external web application. When a worker starts a new task, the crowdsourcing platform requests a new task in the annotation software hosted on the external web server. As soon as the worker completes the task, the results are transferred back to the web server where they can be accessed by the medical imaging platform. Through the integration into a medical imaging platform, it is possible to combine the crowdsourcing functionality with a variety of different algorithms from the domain of medical imaging. The presented architecture is designed to be open to the way the different components can be implemented. In this work, the following components are used to implement the proposed annotation pipeline. Segmentation pipeline for crowd-sourced organ segmentation. Initially, the input volume is segmented with an automatic segmentation method. In the next step, the segmentation is distributed between the crowd workers over the Internet. The workers detect inaccurate segmentations and refine them if required. In the last step, the final segmentation is created by merging the annotations from different crowd workers.
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Medical imaging platform
The medical imaging platform component is implemented with MITK. 47 The web service interface used to communicate with the crowdsourcing platform and the web server is based on the open-source python implementation of the Amazon web services (AWS) library 48 and integrated as a module within MITK using the available python wrapping interface. The module itself provides a cpp microservice 49 that is dynamically instantiated at runtime. Figure 2 shows the user interface of the annotation software embedded into the crowdsourcing platform. The annotation software is implemented as a web application with a classical three-tier architecture 50 using JavaScript and hypertext markup language (HTML) for the client side application, hypertext preprocessor (PHP) 51 for the application layer, and a MYSQL 52 database as a persistence layer.
Web server
Crowdsourcing platform
The prototype is implemented using the crowdsourcing platform MTurk. 53 MTurk enables the task provider to distribute microtasks-so-called human intelligence tasks (HIT)-to a crowd of untrained workers via an online market place. Furthermore, MTurk provides programmatic access to the crowdsourcing platform over a representational state transfer 54 application programming interface to customize and control the HITs. In addition to the programmatic access, MTurk provides a seamless integration of web-based applications for custom tasks hosted on external web servers.
Automatic Contour Initialization
Before the image volume is distributed to the crowd, several preprocessing steps are applied with MITK to assure that the images are displayed within their correct proportions in the web-based annotation software shown in Fig. 2 . The preprocessing steps consist of an initial automatic segmentation and the conversion of the medical data into formats suitable for online distribution over the WWW.
In the first step, an initial binary segmentation V of the target organ located in the volume A is created by applying the SSM approach presented by Heimann et al. 55 After the volume is segmented, a polygon model P is created from the binary segmentation V by applying the marching cubes algorithm. 56 Only those slices of the volume that contain parts of the segmentation are considered for further processing. Therefore, the subvolumê A ∈ A is created by reslicing the volume A in the longitudinal viewing direction (along the y-axis), extracting every slice a i ∈ A that intersects with the created binary segmentation a ∩ V. Afterward, a clipping plane is created for each slice to extract 2-D segmentation outlines from the polygon model. To speed up the data transfer to the web server and simplify the modification of the outlines for the crowd workers, the number of vertices in the extracted segmentation outlines is reduced with the Douglas-Peuker algorithm. 57 The algorithm successively removes vertices according to an error tolerance to preserve the original topology of the outline. To display the extracted 2-D slices matching their true proportions in the web application, the slices are resampled in terms of world coordinates and not index coordinates of the image grid to a unified spacing ofŝ ¼ ð1; 1; 1Þ millimeter per voxel and translated to the origin of the 3-D coordinate system ðx; y; zÞ ¼ ð0; 0; 0Þ by applying the operations described in Ref. 58 . After altering the slices, the vertices of the segmentation outlines are projected onto the resampled and translated image planes. Finally, the extracted images slices and their corresponding segmentation outlines are converted and exported to formats suitable for online distribution over the WWW. The segmentation outlines are exported as a set of successive points into JavaScript object notation files. To enhance the contrast of the target organ in the extracted CT slices, the gray values are modified by applying a level window according to the Hounsfield units of the tissue from the target organ, for example, the liver. [59] [60] [61] To convert the CT slices into the PNG format, the values of each pixel in the extracted slices have to be rescaled matching the value range of an unsigned byte (0 to 255). 
Detection of Inaccurate Segmentation Outlines
To detect inaccurate segmentations, the workers are asked to label accurate and inaccurate segmentations using the interface from the website shown in Fig. 2(a) . The task contains several successive slices of a CT volume incorporating the organ of interest with the corresponding outlines from the initial automatic segmentation. By clicking on an image, the worker can mark a segmentation as valid or invalid (Fig. 4) . Instructions with examples of accurate and inaccurate segmentation outlines are included in the website.
Refinement of Inaccurate Segmentation Outlines
For the refinement of inaccurate segmentations, one slice-wise initial segmentation of the CT volume is included in the webbased annotation tool [ Fig. 2(a) ]. The annotation tool to refine the segmentation outlines is based on the Leaflet 63 JavaScript library. As shown in Fig. 5 , the workers can refine the segmentation outlines by selecting and dragging vertices to the desired position. For further refinement, it is possible to remove vertices by a double click or add an additional vertex between two existing vertices by clicking on a grayed out suggested vertex. An integrated zoom function enables the workers to perform more detailed corrections. Additionally, the workers can keep track of the region of interest where the refinement is performed, by panning the image. Segmentation outlines that do not belong to the organ of interest can be removed by selecting them in the delete mode. Furthermore, it is possible to create custom freehand segmentations by switching into the polygon mode. When the polygon mode is enabled, clicks on the image are successively connected by lines, resulting in the final segmentation contour. If the created contour intersects with itself, a warning is displayed and the color changes. In this case the worker has to correct the outline, otherwise the contour cannot be created. For enhanced usability an undo function is included, enabling the workers to easily correct their mistakes.
Merging Multiple Crowd-Sourced Annotations
The refined slice-wise segmentation outlines from multiple crowd workers are merged to the final segmentation by applying the pixel-wise majority voting approach introduced in MaierHein et al.
21 Figure 6 shows a schematic overview of how majority voting is applied to the slice-wise segmentations refined by the crowd. To apply the pixel-wise majority voting, the refined segmentation outlines are converted back to binary image masks using a scan-line algorithm-based approach. 64 In the next step, the images are summed up into a frequency map. Every pixel in the frequency map that is included in the majority of the segmentations created by the crowd workers is considered as "organ" and added to the final binary segmentation mask.
Experiments
The proposed method was evaluated on the case study of liver segmentation in abdominal CT scans using a publicly available dataset. All experiments were performed on the training data of the MICCAI Liver Segmentation Competition 2007 (SLIVER07), 65 where the available reference segmentations of the training data served as a baseline to measure the performance of the acquired crowd-sourced segmentations. In the experiments, the results from nonexpert online workers acquired through the crowdsourcing platform MTurk were compared with three groups of medical experts familiar with medical CT scans and a high amount of knowledge about the morphology of the liver. The medical experts are divided into the following groups: a group of four radiologists. Four engineers that worked on algorithms for automatic liver segmentation in CT volumes. Finally, a group of five medical students completing their practical year in the department of general, visceral, and graft surgery of a surgical clinic. Fig. 4 Example of (a) an accurate and (b) inaccurate segmentation outline included in the detection task presented in Fig. 2(a) . As shown in (b), the state of a slice can be toggled to valid or invalid by clicking on the image. . 6 Schematic visualization how majority voting is applied to merge the slice-wise organ segmentations of multiple crowd workers. In the first step, the crowd segmentations of an organ are merged into a frequency map. Afterward, majority voting is applied to the frequency map. Every pixel that is contained in the segmentations from the majority of crowd workers is segmented as "organ" and added to the final segmentation.
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Crowd-Sourced Annotations
Detection of inaccurate segmentation outlines
The detection of inaccurate segmentations was performed with the web-based annotation software presented in Sec. 3.4. Initially, the liver was segmented in all CT volumes included in the SLIVER07 training dataset using the SSM segmentation approach presented by Heimann et al. 55 In the next step, the slice-wise segmentations were extracted from the segmented volumes, converted into data formats suitable for online distribution, uploaded to the web server and distributed as microtasks to the crowdsourcing marketplace (Sec. 3). Each HIT for the detection of inaccurate segmentation outlines contained 10 successive slice-wise segmentations from the same CT volume to give the worker an overview of the progression throughout the volume. The following configuration was chosen for the detection HITs in MTurk: reward: $0.02 US, maximum runtime per HIT: 10 min, and 10 assignments per HIT. To avoid spammers, the HITs were restricted to workers having 95% positive rating on their accomplished HITs. Based on the rating of different workers, a slice-wise segmentation was classified as inaccurate if the majority of m ≥ 6 workers with m ∈ f1; : : : ; 10g rated the segmentation as inaccurate.
Refinement of inaccurate segmentation outlines
The web-based annotation tool presented in Sec. 3.5 was used for the refinement of segmentation outlines. All slice-wise segmentations that were rated as inaccurate by m ≥ 6 crowd workers were refined in the correction step of the segmentation pipeline presented in Fig. 1 . Every HIT contained one slicewise segmentation for refinement. The following configuration was used for every correction HIT on MTurk: reward: 0.10 $ US, maximum runtime per HIT: 10 min, 10 assignments per HIT, and restricted to workers that accomplished 95% of their HITs with a positive rating. The final segmentation of a slice was created by applying the pixel-wise majority voting approach presented in Sec. 3.6 to the results of all assignments from one slice-wise segmentation. A pixel was segmented as "liver" when it was contained in the contours of at least k ≥ 6 workers. For further comparisons with the different groups of medical expert annotators, the simultaneous truth and performance-level estimation (STAPLE) algorithm, 66 that was designed to merge multiple segmentations of experts, was applied to merge the refined slice-wise segmentations.
Annotations from Medical Experts
The annotations from the different groups of medical experts were acquired with the same web-based annotation software used by the nonexpert crowd workers in Sec. 4.1. Instead of rolling out the HITs to a crowdsourcing market place, the expert annotators were granted direct access to the annotation software hosted on an external web server.
Detection of inaccurate segmentation outlines
The detection of inaccurate initial segmentations was carried out the same way as for the nonexpert crowd workers in Sec. 4.1. Each HIT contained 10 successive slices of the initial SSM segmentation. Every expert annotator had to rank all slices distributed to the crowd. A slice-wise segmentation was classified as inaccurate if the majority of m ≥ 3 annotators within an expert group ranked the segmentation as inaccurate.
To keep the workload feasible for the limited availability of the medical expert annotators, only a subset of the slice-wise segmentations refined by the crowd was distributed for refinement to the different groups of medical experts. The subset contained slice-wise segmentations with a different degree of difficulty, ranging from segmentations the crowd was not able to improve up to segmentations that were improved by the nonexpert crowd workers. To select the subset, all slicewise segmentations refined by the crowd were sorted by the absolute improvement achieved on the initial SSM segmentation after majority voting was applied. As a measure for segmentation quality, the DICE similarity coefficient (DSC) 67 was used, which is defined by comparing a segmentation V against its reference segmentation U [Eq. (1)] E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 5 7 6
Afterward, the sorted set of slice-wise segmentations was divided into 10 buckets and the segmentation at the median of each bucket was chosen for further refinement. This procedure resulted in the subset fS 1 ; : : : ; S 10 g ∈Â containing the 10 slicewise liver segmentations shown in Fig. 10 . In addition to the different degrees of difficulties, the subset included segmentations with the following properties: five slices contained an equal amount of contours in the initial SSM and the reference segmentation. Three slices contained less contours in the initial SSM than the reference segmentation. Two slices contained more contours in the initial SSM than the reference segmentation, where one slice had no contour in the reference segmentation. Each slice-wise segmentation included in the subset was refined once by each expert annotator. In each expert group, pixel-wise majority voting and the (STAPLE) algorithm were applied to merge the refined slice-wise segmentations and further improve segmentation quality.
Evaluation
The following aspects were investigated in the conducted experiments: (1) Can nonexpert online workers acquired through a microtask crowdsourcing platform detect and refine inaccurate segmentations in radiological images? (2) How well do the nonexpert online workers perform compared with trained medical experts with a vast amount of domain-specific knowledge?
Detection of inaccurate segmentations
The DSC of each slice-wise segmentation was used to assess the performance for the detection of inaccurate segmentation outlines in the four different annotator groups: radiologists, students, engineers, and crowd. Based on the DSC, a slice-wise segmentation was classified as inaccurate [ 
Refinement of segmentation outlines
The performance of the crowd was assessed by comparing the absolute improvement in the refined slice-wise segmentations created with pixel-wise majority voting against the initial SSM segmentation in terms of the DSC. Each expert group was compared against the initial SSM segmentation and the crowd segmentations created with pixel-wise majority voting. Furthermore, the raw segmentations without any further processing were used to assess the performance of the individual expert annotators. Finally, the performance of all four annotator groups consisting of radiologists, engineers, students, and the crowd was compared against each other using the slice-wise segmentations created with pixel-wise majority voting and the STAPLE algorithm.
Results
The results for the detection of inaccurate segmentation outlines are presented in Sec. 5.1 followed by the results for the refinement of inaccurate segmentation outlines in Sec. 5.2.
Detection of Inaccurate Segmentation Outlines
A total of 364 different slice-wise segmentations were used in the experiments for the detection of inaccurate segmentation outlines. With 10 assignments per HIT, this resulted in 3640 rated slice-wise segmentations by the crowd, 1820 rated slices by the group of medical students, and 1456 rated slices by the group of radiologists and engineers, respectively. All four annotator groups achieved similar results in the detection of inaccurate segmentation outlines (Fig. 7) . The annotators from the expert groups achieved a similar accuracy in detecting inaccurate segmentations, while there is a high variation in the accuracy of the different crowd workers [ Fig. 7(b) ]. Engineers, students and the crowd achieved approximately the same results, while the radiologists had a slightly higher amount of FP classifications. These FP votes are slice-wise segmentations with a DSC >0.95 that the radiologists rated as inaccurate. These FP classifications were traced back to a CT scan, where the radiologists criticized small inaccuracies of the segmentation outline at the lobus caudatus (Fig. 8) . Furthermore, this case had a questionable reference segmentation where the segmentation outline intersects with the vena cava inferior. In contrast to the other groups, the radiologists had the lowest rate of inaccurate segmentations classified as accurate segmentation outlines (FN votes). The detection of inaccurate segmentation outlines was performed by 49 different nonexpert workers acquired through crowdsourcing. They required 47 s on average to complete a HIT with a total elapsed time of 15 h, measured from distribution of the HITs to completion of the last HIT (Table 1) . Compared with the crowd, the radiologists required approximately the same amount of time to complete one HIT. In contrast to the radiologists, the students required only 47% and the engineers 62% of the time compared with the crowd, while achieving similar results. Despite the fast completion of a single HIT in the group of students and engineers, compared with the crowd, the elapsed time from distribution to completion of all Fig. 7 (a) Results for the detection of inaccurate segmentation outlines in each annotator group after majority voting was applied and (b) the detection accuracy of each worker. The distribution of correctly identified inaccurate segmentation outlines (TP), correctly identified accurate segmentations (TN), inaccurate segmentation outlines rated as accurate (FN), and accurate segmentation outlines rated as inaccurate (FP) are similar for all annotator groups. HITs was 26 to 30 times higher for the different groups of medical experts. Especially when considering the annotation rates in terms of rated slice-wise segmentations per hour (each HIT contains ten slice-wise segmentations), the crowd was able to achieve ∼41 to 81 times higher annotation rates compared with the different groups of medical experts.
Refinement of Inaccurate Segmentation Outlines
The mean, median [interquartile range (IQR)] DSC of the pool of initial slice-wise SSM segmentations refined by the crowd was improved from 0.84, 0.9 (IQR: 0.82, 0.96) to 0.88, 0.92 (IQR: 0.89, 0.95) (Fig. 9) . A paired t-test showed that the improvement in the refined segmentation outlines was statistically significant at a p-value of 0.004. A total of 193 different nonexpert online workers acquired through crowdsourcing refined the segmentation outlines. They required 159 s on average to refine one slice-wise segmentation (Table 2 ). It required 39 h from distribution to completion of all HITs. This resulted in an annotation rate of 35 annotations per hour. Compared with the crowd, the radiologists and the medical students required only two-thirds of the time for the refinement of one slicewise segmentation. Again, compared with the crowd the total time to process all HITs was way higher for the different groups of medical experts. Here, also, the crowd significantly outperformed the medical expert annotators with 233 to 350 times higher annotation rates. As illustrated in the frequency maps displayed in Fig. 10 , there is a high variability in the segmentation outlines refined by the crowd. In addition to the initial properties of the chosen validation subset (Sec. 4.2), the following different segmentation types were identified: multiple contours, low gradients, questionable reference segmentation, and single contours. Compared with the other annotator groups, the crowd is more error prone toward segmentations containing multiple contours, e.g., removing additional contours or creating new ones. Figure 11 shows the number of annotators that were not able to improve the initial SSM segmentation of the validation subset. Overall, the crowd includes higher amount of workers that are not able to improve the initial segmentations, whereas the medical experts only had problems to improve the segmentations of S 1 , S 2 , S 3 , and S 4 . It is worth noting that no annotator was able to correctly annotate the slice S 4 . Due to partial volume effects Table 1 Mean T , median (interquartile range)T ðIQRÞ, minimum T min and maximum T max time to process one detection HIT containing ten slicewise segmentations. The total elapsed time ΔT is measured from the distribution to completion of all HITs. Compared with the crowd, the different groups of medical expert achieved low annotation rates due to the low availability of the individual annotators. not even the radiologists correctly identified the segmentation outline that was not part of the liver. Slice S 3 is related to the same type of error caused by questionable reference segmentations that resulted in a higher amount of FP classifications in the group of radiologists (Sec. 5.1). All medical experts that did not improve the initial contour split the initial outline into two different outlines around the portal vein, whereas only one outline is included in the reference data (see Fig. 10 ). In contrast to the medical experts, the crowd workers from Fig. 11 did not split the outline of S 3 but extended the part of the segmentation outline that did not accurately enclose the liver and included a part of the colon into their segmentation. Specifically, the cases requiring multiple outlines (S 1 , S 5 , S 6 , and S 8 ) turned out to be more error prone for crowd workers, while all medical experts were able to improve this type of segmentation. Although it contained only a single outline, S 2 turned out to be a difficult case among all annotator groups. The slice is located at the border of the segmentations and due to low gradients the border to nearby structures is barely visible. The crowd performed especially well in cases with a single contour in regions with high gradients where the outline of the liver can clearly be distinguished from other organs (S 7 , S 9 , and S 10 ). With a few exceptions, all crowd workers were able to improve the DSC of those cases. Figure 12 shows selected examples demonstrating the lack of medical expertise from crowd workers that did not understand the task. The figure incorporates the slices S 1 , S 6 , and S 9 with the crowd segmentation, the corresponding initial SSM Fig. 10 Validation subset of slice-wise segmentations with their corresponding reference segmentation (green outline). The colored boxes highlight slices with the following properties: More contours in the SSM than the reference segmentation (red), equal amount of contours (blue), and more contours in the reference than the SSM segmentation (green). Each slice is further associated with a segmentation type that is displayed with its initial SSM segmentation, a frequency map of all crowd segmentations and the final result created with pixel-wise majority voting. As S 4 did not contain any reference segmentation, it cannot be associated to one of the error classes. Fig. 11 Number of annotators for each slice-wise segmentation were not able to improve the initial SSM segmentation. Due to partial volume effects, none of the annotators were able to identify and remove the wrong contour that was added by the SSM segmentation to S 4 .
Journal of Medical Imaging 034002-10 Jul-Sep 2018 • Vol. 5 (3) segmentation, and the reference segmentation. None of the crowd workers correctly identified and removed the wrong additional contour in the initial segmentation of S 1 . In contrast to the crowd, three out of four radiologists, three out of four engineers, and three out of five students correctly identified and removed the contour. The initial SSM segmentation of S 6 contained only one segmentation outline. Two of the radiologists, three of the engineers, none of the students, and none of the crowd workers split the initial outline of slice S 6 into two separate outlines.
For further statistical validation purposes, the slice S 4 was excluded from the pool of segmentations as no reference segmentation was available. As shown in Fig. 13 , all annotators except for one in the group of engineers were able to improve the mean, median (IQR) DSC from the subset of initial slicewise SSM segmentations introduced in Sec. 4.2. Some of the expert annotators create slightly more accurate segmentations than the crowd with pixel-wise majority voting. Further comparisons with multiple Wilcoxon signed-rank tests 68 and p-value correction with Bonferroni-Holm α adjustment 69 showed that compared with the crowd, none of the individual expert annotators were found to create statistically significant differences in the segmentation quality at a significance level of 0.05.
When merging multiple annotations with pixel-wise majority voting and the STAPLE algorithm, all groups of medical experts were able to slightly outperform the crowd in terms of the mean and median DSC achieved on the subset of initial SSM segmentations (Fig. 14) . In contrast to the individual expert annotators, comparisons with multiple Wilcoxon signed-rank tests and pvalue correction after Bonferroni-Holm α adjustment yielded in p-values for each expert group that were statistically significant at a significance level of 0.05.
Discussion
The key findings of this paper can be summarized as follows:
• Crowdsourcing can, in principle, be used for both, detecting and refining inaccurate organ segmentations. Problems occur mainly (1) at organ boundaries due to lack of 3-D context and/or the convexity of organs and (2) due to lack of training/unclear conventions (e.g., should the segmentation include the Vena Cava?). These challenges should be considered when transferring our approach to different anatomical targets.
• The quality of the annotations was not statistically significantly different in the four groups investigated (crowd after merging, engineers with domain knowledge, medical students, and radiologists). Yet, medical students were the fastest annotators, with the untrained crowd requiring much more time per slice (detection: 114%, refinement: 55% more on average). 12 Selected examples for the slices S 1 ; S 6 , and S 9 depicting the lack of medical expertise from nonexpert crowd workers. Red: initial SSM segmentation, green: reference segmentation, and cyan: segmentation from crowd workers with a low level of medical expertise.
The crowd worker did not remove the second (wrong) contour. S 6 and S 9 : instead of refining the suggested outline of the liver, the crowd worker created a segmentation of the abdomen. 
Discussion of Experiments
With pixel-wise majority voting, it was possible to create crowdsourced organ segmentations that match the quality of those created by individual medical experts. However, each group of medical experts was able to slightly outperform the crowd when segmentations from multiple expert annotators were merged. Especially in the case of segmentations incorporating multiple contours (e.g., Fig. 12, S 1 ) , none of the crowd workers were able to correctly identify which contour belonged to the liver. Due to prior anatomical knowledge, the majority of expert annotators correctly identified the additional wrong contour in S 1 and removed it. The missing medical expertise of the crowd is also displayed in the incorrect examples shown in Fig. 12 . Two different workers that did not understand the task segmented the whole abdomen instead of the liver. These workers cannot be considered as spammers that tried to cheat the system to maximize their monetary income as it most likely required more effort to create a segmentation of the abdomen than to refine the initial SSM outlines. Compared with the segmentations created by these workers, the initial contour in S 9 would only have required minor adjustments of two vertices to create an accurate segmentation. None of the annotator groups were able to correctly identify the additional contour in S 4 that was not part of the liver. However, the case might not have been identified due to missing 3-D context information. In radiological image viewers, the expert annotators would have probably been able to identify the additional outline by slicing through the 3-D volume and adjusting the gray values to their personal preferences. In our study, the same web-based annotation tool was provided to all annotator groups to exclude any bias resulting from different annotation tools providing different functionalities. Compared with the crowd, the radiologists required less time to complete contour refinement tasks. This might be related to their prior medical expertise and training, as these annotators already know what they have to pay attention to. Despite the fast accurate refinement of single slice-wise segmentations, all groups of medical experts required more than two weeks to complete the refinement of the selected subset that only consisted of 10 slice-wise segmentations. The crowd in contrast achieved high annotation rates and required <2 days to refine all of the available slice-wise segmentations, not only the subset. However, the low annotation rates might be related to the low availability of the individual expert annotators, as they were performing the annotations in addition to their daily job.
Future Work
Future research questions to reduce the annotation costs and further exploit the potential of crowdsourcing in the context of medical image segmentation include the following.
Crowd-algorithm collaboration
As the focus of this paper was on the performance of the crowd in detecting and refining inaccurate contours, we did not optimize the individual components of our hybrid crowd-algorithm framework (e.g., by using a deep learning approach to initialize the contour 70, 71 ). Future work, however, should be directed to exploiting the potential of the crowd along with the most recent algorithm developments to generate new tools that can be used for large-scale high-quality medical data annotation.
Annotation software
How can 3-D context information efficiently be integrated into a crowdsourcing task? At the cost of higher hardware requirements, radiological image volumes can be visualized in web applications, [42] [43] [44] providing the same functionalities as for radiological viewers. The functionalities of such radiological image viewing frameworks would clearly benefit the groups of medical experts. On the other hand, the complexity of such platforms and the hardware requirements might have the opposite effect on untrained non-expert online workers.
Training of crowd workers
Clear task instructions and training of crowd workers can increase the quality of crowdsourcing tasks. 17, 72 How can crowd workers be trained for the task of organ segmentation in medical image volumes? A possibility would be to include step wise tutorials, where the workers have to successfully solve one case order to proceed to the paid tasks.
In conclusion, the proposed hybrid crowd-algorithm framework demonstrates that crowdsourcing can be used to create accurate organ segmentations with a similar quality to those created by single medical expert annotators. The high annotation rate, scalability, 73, 74 and the ability to create segmentations that match the quality of those created by single medical experts makes crowdsourcing a valuable tool for large-scale segmentation of 3-D medical image volumes. Regarding the lack of reference data in the domain of medical image analysis, 2 crowdsourcing has high potential to evolve to a state-of-theart method to create reference segmentations in 3-D medical image volumes. Due to the nature of 3-D medical image volumes consisting of several successive slices, hybrid crowd-algorithm approaches are mandatory in the context of image segmentation as they can drastically reduce the amount of processed data and therefore the required time and related costs.
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