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Durant ces dernières années, la demande de trafic de données sans fil et le nombre
de périphériques connectés ont augmenté de façon exponentielle. Face à ce challenge, il
est pratique d’explorer des technologies innovantes qui permettrons l’augmentation des
capacités des canaux. Le MIMO (multi-input-multi-output) massif est une des technolo-
gies prometteuses pour les systèmes cellulaires de prochaine génération 5G. L’idée du
MIMO massif est de déployer un grand nombre d’antennes à la station de base pour ser-
vir simultanément plusieurs utilisateurs et fournir un gain de diversité élevé. Le MIMO
massif peut théoriquement atteindre une amélioration considérable de débit du système,
des degrés de liberté et de la fiabilité de la communication. Cependant, il existe plusieurs
défis pour la conception de systèmes ayant un grand réseau d’antennes, y compris le
traitement du signal à la réception et la gestion des interférences inter-cellulaires.
L’objectif de cette thèse est d’étudier et de proposer des schémas de réception dans
un système de communications MIMO massif en liaison montante. Dans ce contexte, le
récepteur qui minimise l’erreur quadratique moyenne suscite un grand intérêt puisqu’il
permet de réduire les effets des interférences et des évanouissements dus aux trajets
multiples. Toutefois, ce récepteur présente une complexité de calcul qui augmente avec
le nombre accru d’antennes. Pour pallier ce problème, nous proposons, dans un premier
temps, des techniques de détection basées sur le concept multi-couches afin de réduire
la complexité tout en limitant les dégradations en termes de performances. L’idée de
base des schémas proposés est de subdiviser la matrice d’antennes à grande échelle en
un ensemble de sous-groupes d’antennes. Ainsi, une comparaison entre les différentes
techniques est menée en termes de performance du taux d’erreur binaire et de complexité
pour différentes tailles de sous-groupe.
i
Ce travail présente, dans un second temps, une étude analytique des performances
du récepteur proposé s’appuyant sur le concept à deux couches dans un canal à éva-
nouissements de Rayleigh en présence d’interférences entre cellules. En effet, nous ana-
lysons le rapport signal-à-bruit-plus-interférence (RSBI) pour le récepteur proposé ainsi
que les récepteurs conventionnels, en prenant en compte la puissance des interférants.
Par ailleurs, nous étudions l’effet des évanouissements à grande échelle sur les puis-
sances d’interférences résiduelles à la sortie de la première couche de traitement. En se
basant sur la théorie des matrices aléatoires, nous dérivons des expressions de la distri-
bution du RSBI à la sortie de la première couche du récepteur proposé. En outre, des
expressions analytiques du RSBI moyen et de la capacité ergodique sont déterminées.




Over the last few years, the demand for wireless data traffic and the number of
connected devices have grown exponentially. In order to meet this demand, new tech-
nologies are required to improve spectral efficiency. Massive multiple-input multiple-
output (MIMO) is now considered as a key enabler for next generation cellular systems.
The idea of massive MIMO is to deploy an extensive number of antennas at the base sta-
tion (BS) to serve multiple users simultaneously. Massive MIMO provides a remarkable
improvement in system throughput, degrees of freedom, and communication reliability
compared to the contemporary cellular systems. However, there are several challenges
for designing large-scale antenna systems, including BS receiver signal processing com-
plexity and inter-cell interference in a multi-cell environment.
The aim of this thesis is to investigate and propose receiver processing schemes for
uplink massive MIMO communication systems. In this context, the MMSE receiver is of
great interest since it can mitigate co-channel interference (CCI) and multipath fading ef-
fects. However, this receiver processing implies a prohibitive computational complexity
to bear in a real-time massive MIMO scenario. To overcome this higher complexity, we
first propose detection techniques based on the multi-layer concept in order to reduce
complexity while limiting degradations in terms of performance. The basic idea of the
proposed schemes is to subdivide the large-scale antenna array into a number of subsets
of antennas. Therefore, a comparison between the different techniques based on various
subset sizes is carried out in terms of BER performance and complexity.
In a second step, the thesis presents an analytical study on the performance of the pro-
posed two-layer linear receiver over Rayleigh fading channels in the presence of inter-
cell interference. Taking into account the power received from the interferers, we analyze
the output signal-to-noise-and-interference ratio (SINR) for the proposed receiver as well
as conventional receivers. Furthermore, we investigate the effects of the shadowing on
the residual interference powers at the output of the first processing layer. Based on mul-
tivariate statistical theory, we also provide an entirely analytical derivation of the distri-
bution of the output SINR of first-layer processing. Furthermore, analytical expressions
on the average uplink SINR and ergodic capacity are derived.
Keywords : massive MIMO, interference, linear processing, MMSE, complexity, BER,
SINR, sum rate.
Remerciements
Ce travail s’inscrit dans le cadre d’une thèse en cotutelle internationale pour obtenir le
grade de docteur de l’Université de Sherbrooke délivré par la faculté de génie, spécialité
électrique et le grade de docteur de l’université de Tunis El Manar délivré par l’École
Nationale d’Ingénieurs de Tunis, spécialité systèmes de communications. Ce manuscrit
présente les travaux réalisés au sein du laboratoire de recherche Innov’COM et l’Institut
interdisciplinaire d’innovation technologique - 3IT.
Je tiens à exprimer ma reconnaissance à mes directeurs de recherche, M. Mohamed
Lassaad Ammari, professeur à l’ENISo et M. Sébastien Roy, professeur à la faculté de
génie, qui m’ont fait l’honneur d’accepter de diriger mes travaux de recherche. Je leur
exprime ma profonde gratitude pour leur disponibilité, leur expertise, leur soutien scien-
tifique et moral et la confiance qui m’ont accordée le long de mes études graduées.
Je remercie sincèrement Pr. Sébastien Roy pour son soutien financier permanent qui
m’ont permis de mener à bien cette thèse. Je remercie aussi le Ministère Tunisien de
l’Enseignement Supérieur pour son appui financier.
Je remercie également M. Ali Gharsallah, professeur à la Faculté des Sciences de Tu-
nis, qui m’a fait l’honneur d’accepter de présider le jury de thèse de doctorat.
Mes plus vifs remerciements s’adressent aussi aux membres du jury, Professeur Ridha
Bouallegue de l’École Nationale d’Ingénieurs de Tunis, Professeur Olivier Berder de
l’Université de Rennes I, Professeure Inès Kammoun de l’École Nationale d’Ingénieurs
de Sfax et Professeur Éric Plourde de l’Université de Sherbrooke. Leurs commentaires
et leurs suggestions sont très importants pour le développement de mon travail de re-
cherche. Je suis honorée d’avoir un jury d’un tel calibre.
v
J’adresse aussi mes chaleureux remerciements à mes chères amies : Olfa, Kalthoum et
Hejer pour leurs encouragements. Je souhaite également remercier toutes les personnes
que j’ai connues durant mon séjour au Canada. Merci pour toutes les discussions, les
blagues, les événements qu’on a faits ensemble. Cela me permet de garder de beaux
souvenirs sur cette période de ma vie.
Je dédie ce travail à mes chers parents, mes soeurs Rim et Inès et mes frères Walid,
Tarek et Nabil en témoignage de ma profonde reconnaissance pour leur confiance, leur





Table des figures xi
Liste des tableaux xiii
Liste des acronymes xiv
Liste des symboles xvi
I Introduction générale 1
1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
3 Objectifs et contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
4 Organisation de la thèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
II Revue des concepts de base et des travaux existants 6
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Le canal de propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1 Le canal à trajets multiples . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Évanouissements à grande échelle . . . . . . . . . . . . . . . . . . . 7
2.3 Évanouissements à petite échelle . . . . . . . . . . . . . . . . . . . . 8
vii
Table des matières
3 Systèmes de transmission multi-antennes . . . . . . . . . . . . . . . . . . . 9
3.1 Système MIMO multi-utilisateurs (MU-MIMO) . . . . . . . . . . . 9
3.2 Du MU-MIMO vers le MIMO massif . . . . . . . . . . . . . . . . . . 10
4 Caractéristiques générales d’un système MIMO massif . . . . . . . . . . . 11
4.1 Intérêt du MIMO massif . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.2 Quelques défis des transmissions MIMO massif . . . . . . . . . . . 11
4.3 Modèle matriciel d’un système MIMO massif . . . . . . . . . . . . 13
4.4 Capacité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5 Les techniques de réception : Revue de littérature . . . . . . . . . . . . . . 16
5.1 Diversité de réception . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5.1.1 Combinaison par rapport maximal . . . . . . . . . . . . . 17
5.1.2 Combinaison par sélection . . . . . . . . . . . . . . . . . . 17
5.1.3 Combinaison par minimisation de l’erreur quadratique moyenne 18
5.2 Techniques de détection MIMO . . . . . . . . . . . . . . . . . . . . . 18
5.2.1 Détection à maximum de vraisemblance . . . . . . . . . . 18
5.2.2 Détection linéaire . . . . . . . . . . . . . . . . . . . . . . . 19
5.3 Travaux antérieurs sur la détection dans les systèmes MIMO massif 21
6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
III Récepteur S-MMSE pour les systèmes MIMO massif 26
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2 Modèle du système . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3 Expression analytique du RSBI . . . . . . . . . . . . . . . . . . . . . . . . . 28
4 Analyse des performances . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1 Fonction de densité de probabilité de la borne inférieure du RSBI . 31
4.2 Analyse du taux d’erreur binaire (TEB) . . . . . . . . . . . . . . . . 37
5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
IV Schémas de réception proposés 42
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2 Formulation du problème . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.1 Modèle du système . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.2 Récepteurs conventionnels . . . . . . . . . . . . . . . . . . . . . . . 43
2.2.1 S-MMSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.2.2 M-MMSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3 Récepteur linéaire à 2 couches . . . . . . . . . . . . . . . . . . . . . . . . . . 45
viii
Table des matières
3.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 Algorithmes proposés : M-MMSE/MRC et M-MMSE/M-MMSE . 46
3.2.1 Première couche de traitement . . . . . . . . . . . . . . . . 46
3.2.2 Deuxième couche de traitement . . . . . . . . . . . . . . . 47
3.3 Analyse de complexité de calcul . . . . . . . . . . . . . . . . . . . . 50
3.4 Évaluation des performances . . . . . . . . . . . . . . . . . . . . . . 51
4 Récepteur linéaire à multi-couches . . . . . . . . . . . . . . . . . . . . . . . 55
4.1 Principe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Algorithme proposé : M-MMSE/M-MMSE/MRC . . . . . . . . . . 56
4.2.1 Première couche de traitement . . . . . . . . . . . . . . . . 56
4.2.2 Deuxième couche de traitement . . . . . . . . . . . . . . . 57
4.2.3 Troisième couche de traitement . . . . . . . . . . . . . . . 58
4.3 Analyse de complexité de calcul . . . . . . . . . . . . . . . . . . . . 58
4.4 Évaluation des performances . . . . . . . . . . . . . . . . . . . . . . 59
5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
V Analyse du RSBI et de l’effet des interférences sur le récepteur M-MMSE/MRC 62
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2 Modèle du système . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3 Analyse du RSBI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.1 RSBI du récepteur S-MMSE . . . . . . . . . . . . . . . . . . . . . . . 65
3.2 RSBI du récepteur M-MMSE . . . . . . . . . . . . . . . . . . . . . . 67
3.3 RSBI du récepteur M-MMSE/MRC . . . . . . . . . . . . . . . . . . 67
4 Interférences résiduelles à la sortie de la première couche . . . . . . . . . . 68
4.1 Interférence intra-cellulaire . . . . . . . . . . . . . . . . . . . . . . . 69
4.2 Interférence inter-cellulaire . . . . . . . . . . . . . . . . . . . . . . . 70
5 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.1 Effet des interférences intra- et inter-cellulaires . . . . . . . . . . . . 74
5.2 Effet des évanouissements à grande échelle . . . . . . . . . . . . . . 74
6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
VI Capacité du canal MIMO massif avec le récepteur M-MMSE/MRC 77
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
2 Description du système . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3 Analyse statistique du RSBI . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.1 Fonction de densité de probabilité du RSBI à la sortie du M-MMSE 80
ix
Table des matières
3.1.1 cas 1 : N > ds . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.1.2 cas 2 : N ≤ ds . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.2 RSBI moyen à la sortie du récepteur M-MMSE/MRC . . . . . . . . 86
4 Borne supérieure de la capacité ergodique . . . . . . . . . . . . . . . . . . . 87
5 Résultats de simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
VII Conclusion générale et perspectives 92
1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Annexes 95
A Calcul de la puissance des interférences intra-cellulaires résiduelles . . . . 95





II.1 Quelques configurations d’antenne possibles et des scénarios de déploie-
ment pour une station de base MIMO massif [15]. . . . . . . . . . . . . . . 12
II.2 Système multi-cellulaires et multi-utilisateurs . . . . . . . . . . . . . . . . . 13
II.3 Système MIMO massif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
II.4 Système MIMO massif en présence d’interférences . . . . . . . . . . . . . . 15
III.1 Densité de probabilité du RSBI en sortie du récepteur S-MMSE pour un
utilisateur m pour L = 32, M = I = 16 et P = 0.05. . . . . . . . . . . . . . . 35
III.2 Densité de probabilité du RSBI en sortie du récepteur S-MMSE pour un
utilisateur m pour L = 32, M = I = 16 et P = 0.3. . . . . . . . . . . . . . . 36
III.3 Densité de probabilité du RSBI en sortie du récepteur S-MMSE pour un
utilisateur m avec L = 64, M = 16, I = 32 et pour différentes valeurs du
P
σ2n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
III.4 Densité de probabilité du RSBI en sortie du récepteur S-MMSE pour un
utilisateur m pour différentes valeurs de L avec M = 16, I = 32, P = 0.5
et RSB= 0dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
III.5 TEB moyen en fonction du RSB pour un système MIMO massif modulé
en DPSK et utilisant le récepteur S-MMSE pour L = 64, M = 16, I = 32 et
différentes valeurs de P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
III.6 TEB moyen en fonction du RSB pour différents réseaux d’antennes L avec
M = 16, I = 32 et P = 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
IV.1 Schéma de traitement à deux couches à la station de base du système
MIMO massif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
xi
Table des figures
IV.2 TEB en fonction du RSB pour S-MMSE, M-MMSE et M-MMSE/MRC avec
L = 64, M = 8 et I = 16 : (a) CCI à faible puissance, Pi ∈ [0.05, 0.3] (b) CCI
à forte puissance Pi ∈ [0.3, 1]. . . . . . . . . . . . . . . . . . . . . . . . . . . 52
IV.3 TEB en fonction du RSB pour les récepteurs S-MMSE, M-MMSE, M-
MMSE/MRC et M-MMSE/M-MMSE pour L = 120, M = 12 et I = 24
avec P̄ = 0.55 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
IV.4 Comparaisons des performances en TEB et de la complexité de calcul en
fonction du nombre d’antennes L pour tous les récepteurs avec M = 10,
I = 20 et Pi = 0.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
IV.5 Schéma de traitement multi-couches à la BS du système MIMO massif . . 55
IV.6 TEB en fonction du RSB pour les récepteurs M-MMSE et M-MMSE/M-
MMSE/MRC avec L = 64, M = 4 et I = 8. . . . . . . . . . . . . . . . . . . 60
IV.7 TEB en fonction du nombre d’antennes à la BS L pour les récepteurs M-
MMSE et M-MMSE/M-MMSE/MRC pour M = 10, I = 20 avec Pi ∈
[−6,−3,−1, 0, 1, 3, 10, 20]dB et RSB =-10dB. . . . . . . . . . . . . . . . . . . 60
V.1 RSBI par simulation et expression analytique en fonction du nombre d’an-
tennes à la BS (M = 10, I = 20, RSB =10 dB, β̄m = 1 and P0 = PI = 10 dB) . 73
V.2 Puissance des interférences résiduelles simulée et analytique en fonction
de la taille du sous-groupe pour L = 48, M = 5 et I = 10 pour P0β̄m = 10,
PI β̄i = 0.5, σsh = 8 dB et Eb/N0 = 15 dB. . . . . . . . . . . . . . . . . . . . . 74
V.3 CDF de la puissance d’interférence (a) cas sans évanouissements à grande
échelle, (b) cas avec évanouissements à grande échelle . . . . . . . . . . . . 75
VI.1 FDP de γmk pour L = 48, M = 5, I = 15, β = 0.5 et RSB=10 dB pour
différentes valeurs de N = {8, 12, 16, 24}. . . . . . . . . . . . . . . . . . . . 89
VI.2 RSBI moyen en fonction du nombre d’antennes L pour M = 5, I = 15,
β = 0.5 et RSB=10 dB pour différentes valeurs de N . . . . . . . . . . . . . . 90
VI.3 Capacité en fonction du facteur d’interférence inter-cellulaires β pour L =
96, M = 10, I = 20 et RSB=15 dB. . . . . . . . . . . . . . . . . . . . . . . . . 90
xii
Liste des tableaux
II.1 Comparaison performance/complexité des différents récepteurs MIMO
massif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
IV.1 Complexité de calcul des différentes techniques de réception . . . . . . . . 51
IV.2 Complexité de calcul du récepteur M-MMSE/M-MMSE/MRC . . . . . . . 59
V.1 Paramètres des canaux simulés. . . . . . . . . . . . . . . . . . . . . . . . . . 71
xiii
Liste des acronymes
AWGN Additive White Gaussian Noise
BER Binary Error Rate
BS Base Station
CAGR Compound Annual Growth Rate
CCI Co-Channel Interference
CDF Cumulative Distribution Function
COI Cell of Interest
CSI Channel State Information
DPSK Differential Phase Shift Keying
EB Exabytes
FDP Fonction de Densité de Probabilité
IC Interference Cancellation
IES Interference Entre Symbole
i.i.d. Indépendants et Identiquement Distribués
LSAS Large Scale Antennas Systems
LTE Long Term Evolution
LTE-A Long Term Evolution Advanced
MAP Maximum a Posteriori
MC Monte-Carlo
MF Matched Filter
MIMO Multiple Input Multiple Output
ML Maximum Likelihood
MMSE Minimum Mean Square Error
M-MMSE Multi-cell MMSE
MRC Maximum Ratio Combining
MU-MIMO Multi-User Multiple Input Multiple Output
NCFSK Non Coherent Frequency Shift Keying
OC Optimum Combining
PDF Probability Density Function
xiv
Liste des acronymes






SDMA Space Division Multiple Access
SE Spectral Efficiency
SINR Signal-to-Interference-plus-Noise Ratio
S-MMSE Single Cell MMSE
SNR Signal-to-Noise Ratio
TDD Time Division Duplex
TEB Taux d’erreur binaire
WiFi Wireless Fidelity
ZF Zero Forcing
V-BLAST Vertical Bell Labs Layered Space-Time






[X]ij L’élément (i, j) de la matrice X
X∗ Matrice conjuguée de X
XT Matrice transposée de X
XH Matrice transposée conjuguée ou hermitienne de X
X−1 Matrice inverse de X
X† Matrice pseudo-inverse de X
|x| Module du vecteur x
‖x‖2 Norme euclidienne du vecteur x
‖X‖2F Norme de Froebenius de la matrice X
E{Y } Espérance mathématique de la variable aléatoire Y
EX{Y } Espérance mathématique de la variable aléatoire Y en considérant
seulement la variable X aléatoire
var(X) Variance de la variable aléatoire X : E|X − E(X)|
< x, y > Produit scalaire de x et y
IN Matrice identité de taille N ×N
N(µ, σ2) Loi normale de moyenne µ et de variance σ2
CWm(n,Σ) Loi de Wishart de degrés de liberté n et de matrice de covariance Σ
χ2n Loi du Chi-carré à n degrés de liberté
u(.) Fonction échelon de Heaviside
Γ(.) Fonction Gamma
B(x, y) Fonction bêta
Ψ (a, b; z) Fonction de Tricomi




B Nombre de celulles
L Nombre d’antennes à la BS
M Nombre d’utilisateurs actifs
Nt Nombre d’antennes à chaque terminal utilisateur
I Nombre d’utilisateurs inconnus (CCI interférence)
N Nombre d’antennes dans chaque sous-groupe
H Matrice de canal des M utilisateurs
H’ Matrice de canal des I interférants
W Matrice de filtre de réception
R Matrice de covariance
x Signal reçu par la BS
s Signal transmis
n Bruit AWGN
σ2n Variance du bruit
σ2s Variance de signal
P0 Puissance moyenne reçue de chaque utilisateur actif
Pi Puissance reçue du i-ème interférant
wi Coefficient de pondération
γc Rapport signal-à-bruit
hji Coefficient de canal
A La constellation
λ0 Longueur d’onde du signal
r Distance entre l’émetteur et le récepteur







Au cours de ces dernières années, le trafic de données multimédia transmis par les ré-
seaux mobiles mondiaux est en plein essor. En effet, la croissance du trafic est principale-
ment due à la prévalence des dispositifs de communication sans fil. Cela est marqué par
l’augmentation massive de l’utilisation des smartphones, des ordinateurs portables et
des tablettes, ainsi que par l’émergence de communications machine-to-machine (M2M).
En outre, la conception des systèmes de communication sans fil est fortement limitée par
le spectre radio, qui est fixé par une charte d’allocation de fréquence.
Malgré les innovations récentes des standards et des débits et la multitude des
systèmes de transmission multi-utilisateurs apportant des débits importants (e.g., 3G,
UMTS, 4G, LTE, LTE-A), l’étude de développement d’une nouvelle génération de com-
munication mobile, la cinquième génération (5G), est nécessaire pour répondre à l’aug-
mentation de la demande par une augmentation de capacité des réseaux sans fil. Le
5G devra fournir des débits supérieurs à 10 Gbit/s, des latences inférieures à une mil-
liseconde et une autonomie pouvant atteindre plusieurs jours. Concernant le trafic de
données, le débit (bits/s) est souvent considéré comme le principal indicateur de perfor-
mance d’une connexion au réseau internet.
Il est clair que pour améliorer le débit, certaines nouvelles technologies qui peuvent
augmenter la bande passante ou l’efficacité spectrale ou les deux devraient être exploi-
tées. Dans cette thèse, nous nous concentrons sur des techniques qui améliorent l’effi-
cacité spectrale. La technologie la plus probante pour augmenter l’efficacité spectrale
consiste à déployer des antennes multiples sur les émetteurs-récepteurs. La technolo-
gie multi-antennes est une solution ayant des impacts importants sur l’évolution des
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systèmes de communications à large bande sans fil. Ces systèmes MIMO ont déjà été
employés dans les standards existants comme LTE, LTE-A et IEEE 802.16m. Il a été dé-
montré que l’utilisation d’un grand nombre d’antennes à l’émission et à la réception
améliore significativement les performances du système en termes de débit de données
et de fiabilité de liaison.
2 Motivation
Durant ces dernières années, une idée consiste à étendre les avantages des systèmes
MIMO à des scénarios multi-antennes à grande échelle, également connue sous le nom
« MIMO massif », pour améliorer les performances des réseaux sans fil. Le MIMO mas-
sif repose sur l’usage des grands réseaux d’antennes sous la supposition que le nombre
d’antennes à la station de base (BS - base station) est très élevé par rapport au nombre
d’antennes des utilisateurs à servir simultanément. Cette approche, introduite par Mar-
zetta en 2010 [1], a depuis lors, reçu un grand intérêt de recherche et est considérée une
technologie caractéristique des systèmes cellulaires de la cinquième génération (5G). Les
systèmes MIMO massif permettent une rupture nette avec les approches de transmis-
sion actuelles grâce à l’exploitation d’un grand nombre d’antennes (quelques dizaines à
quelques centaines) et à la technique de duplex par séparation temporelle (TDD : Time-
Division Duplex). Ils présentent des avantages considérables par rapport aux systèmes
MIMO conventionnels : transmission ultra-directive, réduction des interférences, utili-
sation de composantes basses puissances. Toutefois, le prix à payer est une complexité
matérielle accrue (nombre d’amplificateurs radio fréquence (RF - radio frequency)), une
complexité numérique élevée (algorithmes de traitement du signal) et une grande consom-
mation énergétique.
Parmi les dispositifs des systèmes MIMO massif figurent les terminaux utilisateurs,
les tablettes et les stations de base qui pourraient être équipés d’un certain nombre d’an-
tennes avec un ordre de grandeur supérieur aux dispositifs actuels. Les réseaux MIMO
massif intègrent les éléments suivants : antennes, composants électroniques, architec-
tures réseau, protocoles et traitement du signal. Par conséquent, l’implémentation de sys-
tèmes MIMO à grande échelle dans des terminaux compacts fait face à un certain nombre
de défis techniques significatifs, y compris le traitement du signal reçu par la BS, la taille
du réseau d’antennes et la gestion des interférences dans un environnement multicel-
lulaire. Particulièrement, la complexité numérique et la faisabilité matérielle devraient
également être prises en compte dans la conception de ces nouvelles plates-formes.
2
I.3 Objectifs et contributions
3 Objectifs et contributions
Le sujet de thèse porte sur la conception et l’étude des techniques de réception adap-
tables au grand nombre d’antennes, efficaces et à faible complexité, en tenant compte du
fait que l’interférence multi-usilisateur est la principale limite à la capacité des systèmes
cellulaires. Notre objectif principal est de proposer des schémas de détection pour les sys-
tèmes MIMO massif permettant de réduire l’effet d’interférences inter-cellulaires. Nous
proposons aussi d’étudier les performances des méthodes proposées en termes du taux
d’erreur binaire (TEB ou BER - bit error rate), du rapport signal-à-bruit-plus-interférence
(RSBI ou SINR signal-to-interference plus-noise ratio) et de la capacité. L’analyse analy-
tique permettra de consolider les résultats obtenus par les simulations numériques. Étant
donné la taille du réseau d’antennes, l’étude détaillée de la performance d’un système de
communication MIMO massif en liaison montante (uplink) représente un défi important
qui souligne l’originalité de cette thèse.
Par ailleurs, les contributions de la thèse sont regroupées en trois grands axes :
— Schémas de réception adaptables au grand nombre d’antennes et atteignant le
compromis entre performance et complexité
Les architectures de réception s’appuyant sur le concept à deux couches ont été
étudiées seulement dans le contexte des systèmes MIMO classiques. L’idée de
ce travail consiste à adapter ces architectures aux systèmes MIMO massif. Nous
développons ainsi de nouvelles stratégies de traitement du signal à la réception
à complexité réduite. En effet, leur originalité réside dans l’implémentation des
techniques linéaires dans le schéma de réception s’appuyant sur le concept à
multi-couches.
— Performance du récepteur proposé en présence d’interférences
La gestion des interférences dans un environnement multi-cellulaire suscite un
intérêt particulier. En effet, les performances du système sont limitées par les in-
terférences inter-cellulaires. Nous proposons ainsi de combattre l’effet de ces in-
terférences en tenant compte des canaux d’interférants dans le calcul des vecteurs
de poids du filtre de réception. Nous étudions les performances des techniques
proposées dans des canaux MIMO massif à évanouissements à petite et à grande
échelle.
— Capacité du canal MIMO massif avec le récepteur proposé
La technologie MIMO massif implique des réseaux très larges en ce qui concerne
le nombre d’utilisateurs, le nombre de stations de base et le nombre d’antennes. La
plupart des outils analytiques utilisés aujourd’hui ont été développés à l’origine
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pour l’analyse des communications point à point ou pour des systèmes MIMO
conventionnels. Ce n’est donc pas surprenant que ces outils ne permettent pas
d’analyser un tel système MIMO massif. La détermination du RSBI et ses pro-
priétés statistiques semble être non-triviale. En effet, la difficulté des calculs ma-
thématiques est due au fait que les matrices de covariance des interférences sont
des matrices de Wishart singulières et que les théorèmes de la théorie des matrices
aléatoires ne sont plus applicables. Nous proposons ainsi des approximations ana-
lytiques et des bornes supérieures pour la fonction de densité de probabilité (FDP
ou PDF - probability density function) du RSBI à la sortie de la première couche.
Nous dérivons ensuite des expressions exactes du RSBI moyen et de la capacité.
4 Organisation de la thèse
Le présent chapitre consiste à introduire le projet de recherche en décrivant le contexte
général et la motivation et en déterminant l’objectif et les contributions ainsi que l’orga-
nisation du document.
Le deuxième chapitre introduit le cadre de référence en décrivant brièvement les no-
tions nécessaires au projet. Nous rappelons d’abord quelques notions sur le canal radio
mobile. Ensuite, nous nous intéressons aux systèmes de transmission multi-antennes en
mettant l’accent sur les avantages apportés en passant vers le scénario MIMO massif. Par
la suite, à travers une emphase sur des travaux et des références récentes, nous étudions
les techniques de détection dans les systèmes MIMO. Une attention particulière est por-
tée aux algorithmes applicables aux systèmes MIMO à grande échelle. Une comparaison
qualitative entre les différentes techniques de détection est fournie dans ce chapitre.
Le troisième chapitre est consacré à l’analyse des performances du récepteur S-MMSE
dans un canal MIMO massif de Rayleigh non corrélé en présence d’interférences inter-
cellulaires. Des expressions analytiques de la densité de probabilité du RSBI et de la
probabilité d’erreur moyenne ont été dérivées.
Le quatrième chapitre propose des techniques de détection pour les systèmes MIMO
massif permettant d’atteindre un compromis entre la complexité et la performance. Nous
exposons des algorithmes basés sur le concept à deux couches et à multi-couches. La
performance des systèmes MIMO massif dans un canal de Rayleigh en présence d’in-
terférences est mesurée en fonction du TEB par la méthode Monte-Carlo. Une analyse
de la complexité numérique des algorithmes proposés est fournie afin de montrer les
avantages de nos techniques.
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Le cinquième chapitre étudie, dans sa première partie, les performances en termes
du RSBI à la sortie du récepteur proposé s’appuyant sur le concept à deux couches.
Une comparaison entre les récepteurs conventionnels et le récepteur proposé est établie
selon différents scénarios en prenant en compte la puissance reçue des interférants des
autres cellules. Dans le deuxième volet, nous caractérisons les interférences résiduelles à
la sortie de la première couche du récepteur. Des expressions exactes des puissances des
interférences intra- et inter-cellulaires sont dérivées.
Le sixième chapitre est consacré à l’analyse analytique de la capacité ergodique du
canal MIMO massif. Nous étudions en détail les statistiques du RSBI, y compris sa fonc-
tion de densité de probabilité et le RSBI moyen en sortie du récepteur MMSE/MRC.
Nous étudions également les effets de l’augmentation du nombre d’antennes à la BS et
la taille du sous-groupe sur la capacité de système.
Nous clôturons ce mémoire par une conclusion générale et quelques perspectives.
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Chapitre II
Revue des concepts de base et des travaux
existants
1 Introduction
Ce chapitre présente une revue de littérature pertinente à notre recherche afin de com-
prendre l’intérêt porté au concept du MIMO massif et son impact dans les futurs réseaux
de 5e génération (5G). Tout d’abord, nous introduisons le cadre de référence en décrivant
brièvement les notions nécessaires au projet. Nous décrivons le canal radio mobile et les
différentes caractéristiques qui y sont associées. Nous nous intéressons également aux
systèmes de transmission multi-antennes ainsi qu’aux différents algorithmes de détec-
tion. Ensuite, nous mettons l’accent sur la détection dans les systèmes MIMO massif à
travers une synthèse des travaux récents.
2 Le canal de propagation
Le canal de propagation établit le lien entre l’émetteur et le récepteur pour permettre
le transfert de l’information entre les deux. La mobilité de l’émetteur-récepteur et la na-
ture du canal confèrent des limites aux performances d’un système de communication
radio, qui sont principalement dues aux facteurs physiques tels que le bruit et les éva-
nouissements causés par la propagation à trajets multiples [2, 3].
2.1 Le canal à trajets multiples
Dans les secteurs urbains, la propagation d’ondes électromagnétiques est sévèrement
obstruée par des bâtiments, des arbres, des véhicules, etc. Ainsi, il n’y a aucun trajet di-
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rect et la transmission d’un signal se fait généralement en empruntant d’autres trajets à
visibilité indirecte. L’onde relie les terminaux à la BS via plusieurs trajets dus aux princi-
paux phénomènes de propagation [4] :
— La réflexion : ce phénomène se produit lorsque l’onde rencontre une surface plane
dont la dimension ∆ est grande devant la longueur d’onde du signal λ0 , i.e.,
∆ >> λ0.
— La diffraction : ce phénomène se produit lorsque l’onde rencontre un objet de
forme aiguë (typiquement une arête ou une bordure) de dimension ∆ nettement
supérieure à la longueur d’onde λ0, i.e., ∆ ≈ λ0.
— La diffusion : l’onde est déviée dans diverses directions lorsqu’elle rencontre un
obstacle dont la surface n’est pas parfaitement lisse et la taille est inférieure ou
égale à sa longueur d’onde λ0, i.e., ∆ << λ0.
Le signal reçu est donc la superposition de plusieurs répliques de l’onde émise venues
de directions différentes. Dans certain cas où l’émetteur et le récepteur ne sont pas en
vue directe, la propagation par trajets multiples atténue le problème de la couverture
radio en assurant la continuité de la liaison. Cependant, cette propagation engendre des
difficultés au niveau du récepteur, étant donné que les signaux émis sont sujets à des
variations d’amplitude et de délai de propagation au cours du temps. Ceci se manifeste
par des variations de la puissance reçue et des évanouissements (fading) [2]. Les éva-
nouissements sont classifiés en deux types : les évanouissements à grande échelle et les
évanouissements à petite échelle.
2.2 Évanouissements à grande échelle
Les évanouissements à grande échelle se traduisent par l’atténuation de la puissance
moyenne du signal reçu sur un intervalle de temps suffisamment grand. Cette atténua-
tion inclut l’affaiblissement de parcours et l’effet de masque.
Affaiblissement de parcours (path loss) : Cet effet correspond à l’affaiblissement de
la puissance de l’onde électromagnétique dû à sa propagation en espace libre et la dis-
persion de l’énergie transmise. Cet affaiblissement augmente en fonction de la distance
entre l’émetteur et le récepteur (notée r) et peut donc être mesuré (en dB) en utilisant le
modèle log-distance [2, 5] :





, r > r0 (II.1)
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où r0 est la distance de référence, ν est l’exposant d’affaiblissement et PL0 désigne l’at-
ténuation dû à l’affaiblissement à la distance r0.
Effet de masque (shadowing) : L’effet de masque est un phénomène d’atténuation de
la puissance reçue à cause des obstacles rencontrés. Le modèle log-distance pour la perte
de puissance, décrit par l’équation (II.1), ne tient pas compte du fait que pour une même
distance r, les effets de l’environnement peuvent changer d’un endroit à l’autre. Des
mesures ont permis de modéliser l’affaiblissement à une distance r comme une variable
aléatoire (v.a.) de distribution log-normale comme suit [2, 6] :





+Xσ, r > r0 (II.2)
où Xσ est une v.a. reflétant la nature aléatoire de l’effet de masque. Cette variable est
distribuée selon une loi normale de moyenne nulle et d’écart type σ en dB, résultant en
une distribution log-normale de la puissance reçue en Watt.
2.3 Évanouissements à petite échelle
Ces évanouissements se caractérisent par les fluctuations rapides de l’amplitude et de
la phase du signal reçu sur un court intervalle de temps ou sur un court déplacement, où
les évanouissements à grande échelle peuvent être négligés. Ces fluctuations résultent
des délais de propagation par trajets multiples. En particulier, ces délais provoquent la
dispersion en temps du signal reçu. Aussi, en raison du déplacement des objets envi-
ronnants, le signal reçu subit une variation de la fréquence par l’effet Doppler résultant
en un canal sélectif en temps [6]. Mathématiquement, ce canal peut par exemple être
modélisé par un canal stochastique suivant une distribution de Rayleigh.
Canal de Rayleigh : Ce canal théorique est un modèle statistique souvent utilisé en
milieux urbains denses où il n’existe pas de trajet direct entre l’émetteur et le récepteur.
Chaque trajet l se caractérise par les coefficients complexes du canal donnés par hl =
αl exp(jθl), avec αl = |hl| et θl sont respectivement les coefficients d’atténuation et la
phase du trajet d’indice l. La phase θl est une v.a. uniformément distribuée sur [0, 2π],
tandis que le module αl suit généralement une loi de Rayleigh de paramètre σ dont
chaque coefficient du canal est indépendant et identiquement distribué (i.i.d.). Sa densité
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, αl ≥ 0. (II.3)
3 Systèmes de transmission multi-antennes
3.1 Système MIMO multi-utilisateurs (MU-MIMO)
La technologie MIMO repose sur l’utilisation des antennes multiples pour trans-
mettre simultanément de multiples flux de données dans des systèmes de communi-
cation sans fil [7, 8]. Cette technique consiste à exploiter la dimension spatiale et à ex-
ploiter les trajets multiples plutôt que les supprimer afin d’améliorer les performances
et/ou le débit de transmission. En effet, il peut y avoir simultanément gain de diversité
et gain de multiplexage spatial. Sachant que la maximisation de l’un n’implique pas la
maximisation de l’autre, un compromis doit être établi entre les deux [9]. En effet, grâce à
l’apport de la diversité spatiale, les systèmes MIMO permettent d’améliorer la qualité du
lien en s’affranchissant des évanouissements des canaux. Le gain en diversité améliore
la performance en probabilité d’erreur. D’autre part, grâce au multiplexage spatial, les
systèmes MIMO permettent d’augmenter le débit sans augmenter la bande passante ou
la puissance d’émission. Le gain en multiplexage améliore linéairement la capacité. En
outre, la technique de beamforming, qui consiste à orienter un signal vers une direction
spécifique, permet d’envoyer un signal de meilleure qualité au récepteur et de réduire
les interférences entre utilisateurs.
Lorsque les techniques MIMO sont utilisées pour communiquer avec plusieurs termi-
naux en même temps, on parle alors de MU-MIMO, comme multi-user MIMO [10]. Les
utilisateurs sont servis simultanément par la BS en utilisant la technique SDMA (space-
division multiple access). Du coup, des équipements coûteux ne sont nécessaires qu’à la
BS. Par contre, les terminaux utilisateurs peuvent être équipés d’une seule antenne peu
coûteuse. Dans les systèmes cellulaires, le MU-MIMO apporte des améliorations :
— Augmentation des débits des données : étant donné le nombre important d’antennes,
plus de flux de données indépendants peuvent être envoyés et donc plus de ter-
minaux peuvent être servis simultanément.
— Une meilleure fiabilité : étant donné le plus grand nombre d’antennes, le signal radio
peut se propager via plus de trajets distincts.
— Amélioration de l’efficacité énergétique : parce que la BS peut focaliser l’énergie émise
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dans des directions spatiales où elle sait que les terminaux sont situées.
— Réduction des interférences : la BS peut éviter à dessein de transmettre dans des
directions où la propagation des interférences serait néfaste.
Toutes les améliorations ne peuvent être atteintes simultanément. Il y a des exigences sur
les conditions de propagation.
3.2 Du MU-MIMO vers le MIMO massif
La technologie MU-MIMO est en pleine évolution et a été incorporée dans les normes
récentes Wi-Fi haut débit comme le 4G LTE et LTE-Advanced (LTE-A) [11]. Afin de
faire face à cette évolution des systèmes de communication, une nouvelle technologie
radio, telle que les réseaux massifs d’antennes, émerge comme une technologie promet-
teuse pour la 5G. L’idée est l’exploitation de la dimension spatiale, introduisant ainsi un
plus grand degré de liberté et stimulant le principe de la transmission simultanée par
multiplexage spatial. Utiliser des grands réseaux d’antennes sous la supposition que le
nombre d’antennes à la BS est très élevé par rapport au nombre d’utilisateurs à servir
simultanément, peut être considéré comme un concept-clé pour la transmission MIMO
massif.
L’idée des transmissions MIMO massif (massive MIMO en anglais, aussi connues
sous les appellations "LS-MIMO comme large-scale MIMO" ou "LSAS comme large scale
antennas systems") a été introduite par T. L. Marzetta dans [1]. Le MIMO massif est consi-
déré comme l’une des technologies clés dans la communication 5G, qui fait une rupture
nette avec les technologies courantes par l’utilisation d’un large excès d’antennes à la
BS dans le but d’améliorer les performances en capacité, en particulier pour les normes
futures TDD.
Grâce au MIMO massif, le système multi-cellulaire peut équiper des réseaux avec des
centaines d’antennes à chaque BS et servant simultanément des dizaines de terminaux
dans les mêmes ressources temps/fréquence [1, 12]. Vu qu’un système MIMO massif
s’appuie sur la technique de multiplexage spatial, il est nécessaire d’avoir une bonne
connaissance du canal, sur les liaisons montante et descendante. Le mode de transmis-
sion en TDD est donc préférable, afin d’exploiter l’hypothèse de la réciprocité du canal.
Plus précisément, dans la transmission en liaison montante, les terminaux utilisateurs
transmettent des séquences pilotes orthogonales et ensuite la BS estime la réponse du
canal et conçoit la matrice de précodage qui sera utile pour la transmission en liaison
descendante [13].
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4 Caractéristiques générales d’un système MIMO massif
4.1 Intérêt du MIMO massif
Il est nécessaire de noter que les avantages du MIMO massif viennent du fait que
le nombre d’antennes à la BS est beaucoup plus élevé que l’ensemble des antennes
des utilisateurs d’intérêt [14–17]. Les antennes supplémentaires apportent des amélio-
rations considérables au niveau du débit et de l’efficacité énergétique rayonnée, grâce
à la concentration de l’énergie sur des régions plus petites. De plus, l’augmentation du
nombre d’antennes introduit un plus grand degré de liberté et offre plus de possibilités
de réduire les perturbations liées aux bruits et aux interférences dans un canal radio. Les
autres avantages du MIMO massif incluent :
— l’utilisation de composantes basses puissances et peu coûteuses : Le MIMO mas-
sif repose sur l’utilisation des centaines d’amplificateurs à faible consommation
ayant une puissance en sortie de quelques milliwatts. Par conséquent, les connec-
teurs d’alimentation tels que les câbles coaxiaux, utilisés dans la BS et ayant plus
de quatre centimètres de diamètre, peuvent être éliminés. De plus, le MIMO mas-
sif réduit les contraintes de précision et de linéarité de chaque amplificateur et de
chaque chaîne RF [15].
— une latence réduite : dans une communication sans fil, à cause de la propagation
multi-trajets, l’évanouissement se traduit par une variation de la puissance reçue
en fonction de la distance parcourue, ce qui introduit un temps de latence et donc
dégrade les performances du système. En MIMO massif, l’application de la loi
forte des grands nombres montre que les perturbations dues à l’évanouissement
peuvent être éliminées [1], de sorte que l’évanouissement n’affecte plus la latence
[15].
Toutefois, le MIMO massif suscite un fort intérêt pour le développement des réseaux à
haut débit (fixes et mobiles) qui seront sécurisés, robustes, ayant une meilleure effica-
cité énergétique et utilisant le spectre radio de façon efficace. La figure II.1 illustre des
nombreuses configurations différentes et des scénarios de déploiement pour les réseaux
d’antennes actuels utilisés par un système MIMO massif.
4.2 Quelques défis des transmissions MIMO massif
•Contamination de pilotes : Dans les systèmes multi-cellulaires, il est nécessaire de
réutiliser les mêmes séquences pilotes orthogonales dans les cellules adjacentes, étant
donné la limitation de l’intervalle de cohérence du canal. Par conséquent, le canal estimé
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FIGURE II.1 – Quelques configurations d’antenne possibles et des scénarios de déploiement pour
une station de base MIMO massif [15].
par la BS dans la cellule d’intérêt (COI - cell of interest) est contaminé par des séquences
pilotes identiques provenant d’autres utilisateurs d’autres cellules. Ce phénomène ap-
pelé contamination de pilotes devient problématique en MIMO massif et réduit sensi-
blement les performances du système. En effet, étant donné que la BS dans la COI reçoit
une somme des séquences pilotes identique, la focalisation du faisceau vers l’utilisateur
ciblé sur la liaison descendante entraîne une perte d’énergie et la création d’interférences
au niveau d’autres utilisateurs hors cellule. Ceci est dû au fait que la BS perçoit l’utilisa-
teur comme étant à plusieurs endroits et répartit ensuite l’énergie vers l’ensemble. Par
conséquent, l’utilisation d’un très grand nombre d’antennes à la BS permet d’introduire
plus d’interférences [12, 15].
Dans ce contexte, on trouve plusieurs travaux permettant d’atténuer l’effet de ce phé-
nomène. La décontamination de pilotes, ainsi que les méthodes de précodage adaptées
à la structure des cellules sont proposées dans [18, 19].
•Conditions favorables de propagation : Le MIMO massif repose notamment sur la
propriété de l’environnement radio appelée "condition favorable de propagation" [1, 12].
Autrement dit, les réponses des canaux de propagation de la BS destinées aux terminaux
utilisateurs sont suffisamment différentes ente elles pour être séparables. Cependant, en
réalité, le canal rencontré est différent du canal estimé à cause de la mobilité des termi-
naux ou encore le changement des caractéristiques du canal de transmission, comme
l’entrée d’un nouvel obstacle dans l’environnement. Dans ces conditions, les interfé-
rences inter-utilisateurs persistent et peuvent affecter dramatiquement la transmission.
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D’autres problématiques sont liées à cette technologie innovante, notamment les di-
vers scénarios d’implémentation pratique, la complexité matérielle et le coût du traite-
ment de signal. Les défis posés par les systèmes MIMO massif et qui nécessitent une
attention particulière sont :
— la conception de modulation à faible complexité ;
— la conception de pré-codage pratique ;
— la conception d’algorithmes de détection efficaces et à faible complexité ;
— l’atténuation de la contamination par pilote pour les systèmes multi-cellulaires ;
— la conception de systèmes MIMO massif distribués ;
— le développent de méthodologies d’évaluation de performances.
Par conséquent, des nouvelles normes sont nécessaires pour la mise en oeuvre de la
technologie MIMO massif, prometteuse pour la "5G". Ceci nécessite un énorme effort
de la part des universités ainsi que des industries. Un grand intérêt a été accordé à la
conception des algorithmes de réception à faible coût/complexité matérielle. C’est dans
ce cadre que s’inscrit ce présent sujet de recherche.
4.3 Modèle matriciel d’un système MIMO massif
•Scénario sans interférences : Nous considérons un système multi-cellulaires et multi-
utilisateurs constitué de B cellules, de M utilisateurs et de Nt antennes par utilisateur.
Chaque station de base MIMO massif est équipée de L antennes avec (L >> MNt) (voir
figure II.2).
FIGURE II.2 – Système multi-cellulaires et multi-utilisateurs





Hk sk + n, (II.4)
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FIGURE II.3 – Système MIMO massif
où Hk représente la matrice de canal de taille L × Nt, définie par l’ensemble des coeffi-
cients d’évanouissements hlnt :
Hk =

h11 · · · h1nt
... · · · ...
hl1 · · · hlnt
 , (II.5)
et
sk = [s1, ..., sNt ]
T ∈ CNt×1, (II.6)
x = [x1, ..., xL]T ∈ CL×1, (II.7)
n = [n1, ..., nL]T ∈ CL×1, (II.8)
où {sk} et n représentent respectivement les vecteurs des symboles transmis par les M
usagers et le vecteur de bruit blanc additif gaussien (AWGN - additive white noise gaus-
sien), n ∼ N(0, σ2n IL).
Considérons le schéma, illustré par la figure II.3, composé d’une seule cellule B =
1, où chaque utilisateur est équipé d’une seule antenne, i.e. Nt = 1. Le canal MIMO
massif est constitué deM×L sous canaux SISO indépendants non sélectifs en fréquence.
Chaque trajet entre une antenne émettrice m et une antenne réceptrice l est modélisé
par un gain hlm représentant le coefficient d’évanouissement de Rayleigh. La matrice
de canal des M utilisateurs est alors donnée par H ∈ CL×M et l’equation (II.4) peut se
réécrire comme suit :
x = Hs + n. (II.9)
•Scénario d’interférences : Dans les systèmes multi-cellulaires, la contamination pro-
voquée par la réutilisation des séquences pilotes identiques dans les cellules adjacentes
génère des scénarios d’interférences inter-cellules. Le schéma, illustré par la figure II.4,
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FIGURE II.4 – Système MIMO massif en présence d’interférences
comporte une BS équipée deL antennes pour servirM utilisateurs d’intérêt avecLM ,
en présence de I utilisateurs provenant d’autres cellules. Le vecteur reçu par la BS s’écrit
alors comme suit :
x = Hs + H′s′ + n, (II.10)
où H′ ∈ CL×I désigne la matrice de canal des I interférants et s′ ∈ CI×1 le vecteur des
symboles transmis par les utilisateurs non désirés.
4.4 Capacité
En considérant toujours l’hypothèse LM , la capacité ergodique d’un canal MIMO










où (.)H désigne l’opérateur de la transposée hermitienne. En plus, Γe = E[xxH ] repré-
sente la matrice de covariance du signal d’entrée comprenant éventuellement une étape
d’allocation de puissance et R désigne la matrice de covariance des interférences plus
bruit. Il est également possible d’exprimer la capacité ergodique du canal en liaison mon-
tante de l’utilisateur m telle que :
Cm = E {log2 (1 + γm)} , (bits/s/Hz) (II.12)
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où γm représente le RSBI de l’utilisateur m. Il s’ensuit que la capacité totale du canal est





La capacité du canal dans une transmission MIMO massif idéale en liaison montante
peut atteindre sa valeur maximale en supposant des conditions favorables de propaga-
tion [20, 21]. En d’autres termes, les canaux en liaisons montante et descendante sont
supposés indépendants à évanouissements de Rayleigh et la connaissance de l’état du
canal (CSI - channel state information) est requise seulement à la réception. En effet,
dans le cas d’une transmission MIMO massif, la BS peut mesurer la CSI à l’émetteur via
la réciprocité du canal en TDD incluant une phase de calibration [22, 23], ainsi seule la
BS requiert une connaissance du canal.
5 Les techniques de réception : Revue de littérature
Nous nous intéressons dans cette section à une revue de littérature sur les techniques
de réception. Pour ce faire, nous commençons par réviser le concept de la diversité de
réception, par le biais d’une brève description des techniques pour combiner les signaux.
Ensuite, une revue des méthodes de détection MIMO inventées aux cours des dernières
années sera présentée. Finalement, une attention particulière sera portée aux algorithmes
de détection applicables aux systèmes MIMO à grande échelle.
5.1 Diversité de réception
Dans les communications sans fil, les techniques de diversité sont largement utilisées
pour réduire les effets des évanouissements dus aux trajets multiples et améliorer la
fiabilité de la transmission sans augmenter la puissance transmise ou exploiter la largeur
de bande.
Le principe de base de la diversité est que le récepteur dispose de plusieurs versions
du signal transmis, reçues sur des canaux indépendants. Les copies du signal obtenues
par diversité doivent ensuite être combinées en un seul signal résultant. Dans ce qui
suit, nous présenterons donc les méthodes de combinaison suivantes : combinaison par
rapport maximal, par sélection et par minimisation de l’erreur quadratique moyenne.
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5.1.1 Combinaison par rapport maximal
Le MRC (maximum ratio combining) est une technique de combinaison linéaire.
L’idée de base est de générer le signal à la sortie du combinateur comme étant une com-
binaison linéaire du signal reçu des différentes L branches de diversité de telle sorte que
le rapport signal-à-bruit (RSB ou SNR signal-to-noise ratio) du signal combiné est maxi-
misé. Ainsi, pour maximiser le signal à la sortie du MRC, un coefficient de pondération
wi est appliqué sur chaque branche avant que tous les signaux ne soient combinés. Par





où xi, i = 1, 2, · · ·L est le signal reçu à l’antenne réceptrice i et wi est le coefficient de pon-
dération appliqué à la branche i. Les coefficients de pondération optimaux wi devraient
être proportionnels au conjugué complexe du gain de canal de la i-ème branche. Le RSB





où γi représente le RSB à la i-ème branche.
Il est à noter qu’en l’absence d’interférence, la technique MRC est optimale vis-à-vis
du bruit AWGN dans le cas où un seul utilisateur est actif. Cependant, dans le contexte
multi-utilisateurs, l’apparition d’interférence dégrade fortement les performances de cette
technique.
5.1.2 Combinaison par sélection
Le SC (selection combining) est une technique de combinaison parmi les plus simples,
ce qui se traduit par une faible complexité de réalisation. Elle consiste à choisir le signal
ayant la puissance maximale ou le meilleur RSB parmi tous les signaux indépendants
arrivant aux récepteurs. Par conséquent, le RSB à la sortie du combinateur est donné par
[7] :
γc = max {γ1, γ2, · · ·, γL} . (II.16)
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5.1.3 Combinaison par minimisation de l’erreur quadratique moyenne
Afin de maximiser le RSBI, les signaux reçus sont pondérés et combinés selon une
technique appelée combinaison par minimisation de l’erreur quadratique moyenne
(MMSE combining ou OC comme optimum combining) [24]. Le OC traite les problèmes
des évanouissements multi-trajets du signal désiré et des interférences. Par conséquent,
OC fournit une amélioration remarquable de la performance en présence d’interférences
par rapport à celle du combinateur MRC. Le calcul du vecteur de poids optimal selon le
critère OC pour l’utilisateur m est alors donné par [5] :








où Rm est la matrice de covariance des signaux reçus, Hm = [h1, · · · ,hm−1,hm+1, · · · ,hM ]
et hm est le vecteur canal de l’usager désiré. On remarque à partir de l’équation (II.17)
que la complexité de traitement associée au récepteur OC est déterminée par l’inversion
de la matrice, qui devient problématique pour un nombreL grand. La complexité globale
du calcul pour détecter tous les signaux désirés est de l’ordre O(L3).
5.2 Techniques de détection MIMO
Lors d’une transmission multi-antennes, la dispersivité temporelle engendre de l’in-
terférence entre symboles (IES). Donc, des techniques de réception doivent être mises
en places pour combattre ces IES et garantir la fiabilité de transmission. De nombreuses
méthodes ont été proposées pour répondre aux exigences imposées par une multitude
d’applications [25]. Le choix d’une technique de détection repose sur deux critères : les
performances en terme du TEB et la complexité de sa mise en oeuvre.
5.2.1 Détection à maximum de vraisemblance
Le critère de décision optimal est le critère maximum à posteriori (MAP) qui consiste
à minimiser la probabilité d’erreur étant reçue l’observation x appartenant à une constel-
lation A. Ce critère est formulé comme suit :
ŝMAP = ŝ = arg min
s∈AMN
Pr(s|x). (II.18)
Le critère MAP peut être simplifié lorsque toutes les probabilités a priori sont égales
(équiprobables). Le détecteur MAP devient équivalent au détecteur à maximum de vrai-
semblance (ML), qui consiste à déterminer la séquence ŝML la plus proche de la séquence
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transmise s à partir de l’observation x. C’est le critère qui minimise la distance eucli-
dienne et se traduit par la condition suivante [26] :
ŝML = ŝMAP = arg min
s∈AMN
Pr(x|s) = arg min
s∈AMN
‖x−Hs‖2. (II.19)
Le détecteur ML est optimal au sens de la minimisation du taux d’erreur. Cepen-
dant, cette technique engendre une complexité de calcul exponentiellement croissante en
fonction de la taille de la constellation et du nombre de flux de données, i.e. O(|A|MN),
et donc, du nombre d’antennes. Notons que |A| représente la taille de la constellation.
Cette énorme complexité de calcul a motivé le développement de stratégies alternatives
pour la detection MIMO. Ces méthodes sont basées sur le calcul de filtres de réception
et les stratégies d’annulation des interférences. Du coup, leur avantage est que le coût ne
dépend pas généralement de la modulation et les filtres de réception sont calculés une
seule fois par paquet de données.
5.2.2 Détection linéaire
Les récepteurs linéaires MIMO sont basés sur une transformation linéaire du vec-
teur de signal de sortie x. En général, leur intérêt réside dans leur complexité attrayante,
mais ils souffrent d’une perte en performance par rapport au récepteur ML. Plus explici-
tement, la stratégie de décision des détecteurs linéaires peut être exprimée comme suit :
ŝ = Wx, (II.20)
où W est la matrice de transformation linéaire à concevoir en utilisant divers critères.
• MF : Le détecteur MF (Matched Filter) a la plus faible complexité de calcul parmi
tous les détecteurs MIMO et sa matrice de transformation linéaire est donnée par :
WMF = HH . (II.21)
Étant donné (II.9), il s’ensuit que le vecteur de symboles estimés est donné par :
ŝ = WMF x = HHH s + HHn. (II.22)
Le détecteur MF est connu comme le filtre linéaire optimal conçu pour maximiser le
RSB en sortie en présence de bruit blanc additif seulement (un seul signal désiré).
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Il est à noter que le traitement du MRC est considéré similaire à celui du MF. Par
conséquent, il n’appartient pas à la famille des récepteurs MIMO basée sur la détec-
tion conjointe, et généralement il présente une mauvaise performance dans les systèmes
MIMO limités par les interférences. Cependant, dans certains contextes MIMO massif
lorsque le nombre d’antennes à la station de base est beaucoup plus grande que l’en-
semble des antennes des usagers, L  MN [12],[13], le détecteur MF est capable d’ap-
procher les performances du détecteur ML optimal, ceci sera discuté plus en détail dans
la section 5.3.
•ZF : Le récepteur ZF cherche à compenser les distorsions apportées par le canal de
telle sorte que le signal en sortie de l’égaliseur ne contienne pratiquement plus d’inter-
férence entre symboles. C’est une technique de détection qui inverse tout simplement la
matrice H du canal de transmission. Par la suite, un simple détecteur de symbole (com-
parateur à seuil) appliqué en sortie de l’égaliseur permet d’estimer les bits émis sans
aucune perte d’information. Le vecteur de symboles estimés de taille M × 1 est alors
donné par [8] :









où (.)† désigne l’opérateur pseudo inverse. Ses principaux avantages sont sa simplicité, la
non-nécessité d’estimer le RSB et la suppression des IES. Cependant le ZF amplifie aussi
le niveau du bruit pour des faibles RSB ce qui dégrade sérieusement les performances.
•MMSE : L’égaliseur ZF supprime complètement les IES mais il ne prend pas
en compte le bruit AWGN. Le récepteur qui minimise l’erreur quadratique moyenne
(MMSE - minimum mean square error) constitue une excellente alternative. Lorsque le
canal est bruité, le critère MMSE permet d’atteindre un compromis entre l’élimination
des IES et la réduction du bruit. La matrice d’égalisation optimale est bien connue dans
la littérature [5] et dans ce cas, on estime les symboles s grâce à la relation :









où E[n nH ] = σ2nIL ,E[s sH ] = σ2sIM et ρ =
σ2s
σ2n
est le RSB moyen par antenne de réception.
En présence de bruit (σ2n > 0), la matrice à inverser est strictement définie positive, donc
elle est toujours inversible. Il s’ensuit que le récepteur MMSE est moins sensible au bruit
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que le ZF, mais il ne sépare pas parfaitement les sous-canaux. À haut RSB, le récepteur
MMSE tend vers le récepteur ZF.
5.3 Travaux antérieurs sur la détection dans les systèmes MIMO mas-
sif
Comme indiqué dans la section précédente, la principale motivation d’étudier le
problème de détection MIMO fondamental est que la complexité et le coût de la dé-
tection optimale ML/MAP augmentent exponentiellement avec la taille du système. À
cet égard, le problème de détection dans les systèmes LS-MIMO, où des centaines d’an-
tennes peuvent être invoquées, n’est pas tellement nouveau [1, 12, 13]. Par contre, leur
mise en oeuvre pratique n’est plus une tâche triviale, précisément à cause de la com-
plexité accrue de la détection et de l’implémentation matérielle associée. Dans ce qui
suit, nous présentons un aperçu des travaux récents dans ce cadre de détection, dont
quelques travaux étudiant l’applicabilité des algorithmes de détection MIMO existants
dans le contexte LS-MIMO [27].
• Des solutions alternatives ont été proposées visant à réduire la complexité tout en
préservant une performance optimale. Parmi ces solutions, mentionnons le décodeur
par sphère (SD), qui consiste à chercher parmi les points de la lattice (réseaux de points)
les points qui se trouvent à l’intérieur d’une sphère de rayon bien défini centré sur le
point reçu y (le vecteur du signal reçu) [28, 29]. Toutefois, il a récemment été démontré
dans [30, 31] que le SD présente également une complexité de calcul variable qui dépend
fortement de la région RSB (la variance du bruit), du nombre de flux de données à dé-
tecter, de la constellation du signal et de l’initialisation du rayon de la sphère. L’ordre
de complexité de calcul a été délimité (limite supérieure) par O(|A|βM), où β ∈ (0, 1] dé-
pend de la valeur du RSB et de l’initialisation du rayon de la sphère, |A| est la taille de la
constellation et M est la dimension du signal à détecter. Cependant, cette solution quasi-
optimale a toujours une complexité de calcul élevée qui ne facilite pas l’implémentation
pratique.
• Chockalingam et al. ont également contribué de manière significative au problème
de détection LS-MIMO en utilisant une variété d’algorithmes de recherche locale [32, 33],
tels que la famille des détecteurs LAS (Likelihood Ascent Search) et RTS (Reactive Tabu
Search). Le détecteur LAS, proposé dans [32] pour les systèmes LS-MIMO, repose sur
la recherche successive du voisinage local. Les résultats dans [34, 35] montrent que le
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détecteur LAS présente des performances proches de celle d’un système SISO en pré-
sence du AWGN, en particulier lorsque des centaines d’antennes sont utilisées, avec une
complexité moyenne de l’ordre de O(M3). Les détecteurs LAS ont été généralisés pour
des ordres de modulation 1 plus élevés ; cependant, ils subissent toujours une dégrada-
tion des performances en augmentant l’ordre de modulation. Ils nécessitent également
un très grand nombre d’antennes, de l’ordre de centaines, pour atteindre des perfor-
mances considérable. Ce nombre augmente proportionnellement avec l’ordre de modu-
lation [35]. L’algorithme RTS a été également proposé pour les systèmes MIMO à grande
échelle avec diverses modulations d’amplitude en quadrature (QAM - quadrature ampli-
tude modulation) [33, 36]. C’est une technique d’optimisation combinatoire qui utilise la
recherche avec tabous des solutions du voisinage, puis le choix de la solution ML parmi
celles-ci. Elle atteint des performances proches de celle du ML avec une complexité plus
faible par rapport à ML et SD, plus particulièrement avec un ordre de modulation re-
lativement faible. Cependant, sa complexité de calcul augmente considérablement avec
l’augmentation des niveaux de modulation QAM accompagnée d’une dégradation de la
performance.
• Parmi les différentes techniques de détection multi-usagers mentionnons V-BLAST
(vertical Bell labs layered space time), qui se base sur un algorithme itératif pour détecter
tour à tour chacun des M signaux reçus et éliminer successivement les interférences [37].
Lors de la détection d’un signal, un traitement linéaire (algorithme d’annulation) est
utilisé pour annuler les autres signaux non détectés. La plupart des travaux sur le V-
BLAST traditionnel utilisent les détecteurs ZF et MMSE et considèrent rarement le MRC
[38]. Cette technique améliore le gain de diversité dans la région où le RSB est faible et
moyen. Cependant, on trouve peu de travaux sur la détection V-BLAST dans un contexte
MIMO massif [39, 40]. Ceci est probablement en raison de la complexité du V-BLAST qui
s’accroît avec un grand nombre d’antennes et qui est supérieure à celle des détecteurs
linéaires (ZF et MMSE).
• Les récepteurs linéaires, comme le MRC, ZF et MMSE, ont été largement étudiés dans
les communications sans fil et sont privilégiés en MIMO massif étant donné leur faible
complexité. Ils sont donc candidats à l’implémentation pratique des systèmes MIMO
massif. Ils peuvent atteindre asymptotiquement une capacité considérable lorsque le
nombre d’antennes à la BS est assez grand par rapport au nombre d’utilisateurs actifs
1. L’ordre de modulation d’un schéma de communication numérique est déterminé par le nombre de
symboles différents pouvant être transmis.
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et les vecteurs de canaux de différents utilisateurs sont indépendants [1, 12]. Par consé-
quent, plusieurs études ont été effectuées portant sur la réception linéaire et l’analyse de
performance des systèmes MIMO massif selon différentes perspectives [14, 41, 42].
Si le nombre d’antennes réceptrices augmente théoriquement jusqu’à l’infini, le tra-
vail cité dans [1] montre que les effets de l’interférence intra-cellulaire et du bruit dispa-
raissent en utilisant un simple traitement linéaire cohérent, tel que MRC / eigenbeamfor-
ming. Cependant, en pratique, ceci n’est pas assez simple puisqu’un nombre quasi infini
d’antennes demande un nombre quasi infini de chaînes RF. Il a été démontré dans [13]
que les récepteurs ZF et MMSE peuvent atteindre les mêmes performances que celles
du récepteur MRC avec un nombre inférieur d’antennes, ce qui rend l’analyse du ZF et
MMSE dans un tel scénario MIMO massif encore plus intéressante.
• La performance des systèmes MIMO massif est limitée par les interférences prove-
nant d’autres cellules, qui provoquent la contamination de pilotes [1]. Comme men-
tionné précédemment, il existe plusieurs techniques pour combattre les interférences
inter-cellulaires, tels que la détection ML, la suppression successive des interférence et
le MIMO coopératif [43], ce qui rajoute une complexité significative, en particulier pour
un grand nombre d’antennes. Par ailleurs, bien que les récepteurs linéaires comme le
ZF ou le MMSE classique fournissent une réduction de l’interférence intra-cellulaire au
prix d’un grand nombre d’antennes à la BS, il a été montré dans [42, 44], qu’à des RSB
élevés, les interférences entre les cellules ne disparaissent pas en fixant le rapport entre
le nombre d’antennes à la BS et le nombre d’utilisateurs.
• Dans la littérature, le récepteur MMSE est très étudié dans les systèmes multi-antennes
selon deux formulations. Tout d’abord, il y a le MMSE typique basé sur la formulation
MIMO qui est représenté par l’equation II.24, lequel s’appuie sur toutes les estimations
de canal pour détecter conjointement les signaux désirés et ignore ou traite l’interférence
inter-cellulaire comme un bruit non corrélé dans le calcul des vecteurs de poids du filtre
de réception. D’autre part, le OC, basé sur la formulation classique, s’appuie sur l’esti-
mation du canal de l’usager désiré et la matrice de covariance des signaux reçus (Voir
l’équation II.17). OC, qui maximise le RSBI, est la solution la plus efficace pour les sys-
tèmes multi-utilisateurs [24].
Cependant, le calcul des vecteurs de poids selon le critère OC implique une énorme
complexité qui augmente de manière polynômiale avec la taille du réseau d’antennes
[24]. Dans ce qui suit, nous fournissons une comparaison qualitative de performance et
de complexité des détecteurs MIMO massif, qui est résumée au tableau II.1.
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Récepteur Ordre de diversité Pénalité en RSB Ordre de complexité
de réception de calcul
À RSB élevé (le pire des cas)
ZF L-M+1 [45] Élevé O(M3)
MMSE/OC L-M+1 [45] Plus bas que celle de ZF O(M3) ou O(L3)
V-BLAST L-M+1 [38] Plus bas que celle de ZF
ou MMSE
Entre O(M3) et O(M4)
SD L [46] Peut être zéro en général O(|A|βM ), où β ∈ (0, 1] [30]
MAP/ML L [47] Zéro O(|A|M )
|A| la taille de constellation
TABLEAU II.1 – Comparaison performance/complexité des différents récepteurs MIMO massif
• À cet égard, on peut déduire que la plupart des méthodes de réception (ZF, MMSE, V-
BLAST, OC, etc.), nécessitent l’opération d’inversion de matrice de tailleM×M ou L×L
dans le calcul des vecteurs/matrice de poids et deviennent particulièrement difficiles à
implémenter dans un scénario MIMO massif. Bien qu’il ait été montré dans [1, 12, 13]
que lorsque le nombre d’antennes à la BS est supposé infini, cette opération d’inversion
se réduira à une inversion simple des éléments diagonaux de la matrice, cette inversion
simplifiée peut ne pas être précise dans le cas d’un nombre fini d’antennes à la BS et elle
peut aussi dégrader les performances du système.
6 Conclusion
Dans ce chapitre, nous avons présenté les différents concepts de base. Nous avons
commencé par décrire le canal de propagation en communication numérique. Ensuite,
les avantages de la technologie MIMO en mode conventionnel point à point et en mode
multi-utilisateur ont été décrits. La technologie MIMO massif est une technologie émer-
gente pour les nouveaux systèmes de communication qui permet d’augmenter le débit,
entre autres avantages. Nous avons ainsi donné les caractéristiques fondamentales des
systèmes MIMO massif et les avantages du passage vers le scénario MIMO massif.
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Par ailleurs, nous avons exposé une revue de littérature sur les algorithmes de détec-
tion MIMO en étudiant leur applicabilité dans le contexte LS-MIMO. Dans ce contexte, la
solution optimale à base de ML est non envisageable vu sa complexité et nous nous inté-




Récepteur S-MMSE pour les systèmes
MIMO massif
1 Introduction
Comme nous avons mentionné dans le chapitre précédent, les récepteurs linéaires
ont suscité un intérêt particulier dans les systèmes de transmission multi-antennes. No-
tamment, le récepteur MMSE est très étudié grâce à sa capacité de combattre l’effet d’in-
terférences et de satisfaire un bon compromis performances / complexité.
Dans ce chapitre, nous étudions le récepteur MMSE typique basé sur la formulation
classique et ne tenant pas compte d’interférences provenant d’autres cellules dans le
calcul du vecteur de poids, connu récemment dans la littérature sous le nom single-cell
MMSE (S-MMSE) [48, 49]. Il a été démontré dans [13, 50] que le récepteur S-MMSE est
optimal en supposant une connaissance parfaite du canal et que les symboles suivent
une distribution Gaussienne.
Nous nous intéressons particulièrement à l’analyse des performances du récepteur
S-MMSE dans un tel scénario MIMO massif en présence d’interférences inter-cellulaires.
En effet, nous étudions les statistiques du RSBI en sortie du récepteur S-MMSE pour un
utilisateur désiré. Une borne inférieure simple du RSBI est également proposée afin de
simplifier l’analyse théorique. Par la suite, en se basant sur cette borne obtenue, nous
dérivons évidement des expressions analytiques de la densité de probabilité du RSBI et
du TEB d’un signal à modulation non-cohérente dans un canal MIMO massif subissant
des évanouissements de Rayleigh. Nous évaluons ainsi les résultats théoriques obtenus
et nous les comparons avec ceux obtenus par la méthode de simulation Monte-Carlo.
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2 Modèle du système
Nous considérons un système MIMO massif en liaison montante lorsque M utilisa-
teurs équipés chacun d’une seule antenne se connectent simultanément à une BS ayant
L antennes en présence de I interférants. Le nombre d’utilisateurs par cellule est infé-
rieur au nombre d’antennes de réception, i.e. L  M . En outre, les signaux interférants
provenant d’autres cellules adjacentes ont une puissance identique. Supposons que les
signaux désirés et interférants subissent des évanouissements de Rayleigh non corrélés.
Le signal reçu s’écrit alors comme suit :
x = H s +
√
P H′ s′ + n, (III.1)
où H ∈ CL×M et H′ ∈ CL×I sont respectivement les matrices de canal des M utilisateurs
désirés et des I interférants. Les matrices H et H′ sont indépendantes avec des entrées
i.i.d gaussiennes de moyenne nulle et de variance unitaire. En outre, s ∈ CM×1 et s′ ∈
CI×1 désignent respectivement les vecteurs transmis par les M utilisateurs désirés et les
I interférants. Nous supposons que la puissance reçue de chaque utilisateur actif est
unitaire et que chaque interférant a une puissance reçue P . Le vecteur n ∈ CL×1 désigne
le bruit AWGN de moyenne nulle et de variance σ2n. Tous les signaux désirés ont donc
un RSB de 1
σ2n
.
Ayant une connaissance parfaite du canal à la BS, le vecteur de poids selon le critère
S-MMSE pour l’utilisateur m est donné par :
w S-MMSE,m = wm =
(
H HH + σ2nIL
)−1
hm, (III.2)
où hm représente le vecteur canal de l’utilisateur m. Il est important de signaler que le
récepteur S-MMSE ne tient pas compte de l’effet des interférences inter-cellulaires dans
le calcul du vecteur de poids. Étant donné (III.1), il s’ensuit que le symbole estimé zm est
donné par :
zm = wHm x,












= wHm xd,m + wHm xI+N,m, (III.3)
où xd,m est la composante désirée du signal reçu. Les autres composantes, regroupées
dans xI+N,m, représentent les signaux interférants et le bruit.
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3 Expression analytique du RSBI
Le RSBI en sortie du récepteur S-MMSE pour un utilisateurm peut être calculé comme
suit :






















où < x, y > désigne le produit scalaire de x et y et Hm est la matrice obtenue en sup-
primant la mième colonne de H. Soit Ri+N = Hm H
H
m + σ2nIL la matrice de covariance
d’interférence plus bruit. En utilisant le lemme d’inversion matricielle [51, Ch.4.11], le








1 + hHm R−1I+N hm
)−1




1 + hHm R−1i+N hm
. (III.9)
En remplaçant l’expression de wm dans l’équation (III.6), le RSBI pour l’utilisateur m





hHm R−1i+N ( Ri+N + P R
′
I ) R−1i+N hm
. (III.10)
Il est à noter que R′I = H
′ H′H désigne la matrice de covariance des I interférants. Afin
de simplifier l’expression du RSBI, il convient de calculer son inverse, le rapport bruit
















III.3 Expression analytique du RSBI
Soit dHm = hHm R−1i+N et eHm = hHm R
−1/2















Pour simplifier l’écriture de l’équation (III.12), nous utilisons la notation suivante :

















(1 + P b c) . (III.16)
Ainsi, le RSBI γm est donné par :
γm =
a
1 + P b c = a υ, (III.17)
où υ = (1 + P b c)−1. Il est intéressant de noter que le terme a peut être interprété comme
étant le RSBI en absence d’interférences, tandis que le terme υ correspond aux effets de
bruits et d’interférences sur la performance du système.














Afin de prouver la proposition, il suffira de prouver que le terme c défini par l’équa-
tion (III.15) est borné par 1
σ2n
. D’abord, rappelons que dans un contexte MIMO massif, le
nombre d’antennes à la BS est assez grand par rapport au nombre d’utilisateurs actifs,
i.e. LM . Le produit Ri = HmH
H
m ∈ CL est alors une matrice hermitienne semi-définie
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positive de rang M − 1. D’après la décomposition en valeurs singulières, la matrice de
covariance Ri peut être diagonalisée au moyen d’une matrice unitaire U telle que :
Ri = HmH
H
m , UΛUH , (III.20)




λ1, · · · , λM−1,
L−M+1︷ ︸︸ ︷
0, · · · , 0
)
, (III.21)
où λk sont les valeurs propres positives de la matrice de covariance Ri pour tout 1 ≤ k ≤
M − 1. Il s’ensuit que R−1i+N se réécrit comme suit :
R−1i+N =
(























De plus, on a
R−2i+N = U
(
Λ + σ2n IL
)−2
UH . (III.24)










En utilisant l’équation (III.22), le dénominateur de l’expression précédente peut être re-
présenté de la manière suivante :
hHmR−1i+Nhm = hHmU
(
































h̄m,1, · · · , h̄m,L
]T
. Il convient de noter que puisque U est une matrice uni-
taire, hm et UHhm ont les mêmes propriétés statistiques.
30
III.4 Analyse des performances



















































Par conséquent, cela implique l’inégalité suivante :





= a ν̆. (III.28)






ce qui implique que γlm − γm−−−−−→
RSB→∞
0, et permet donc de clore la démonstration.
4 Analyse des performances
Dans cette section, nous allons analyser les performances du récepteur S-MMSE en
terme du TEB. Dans un premier temps, nous allons proposer une borne inférieure sur
le RSBI en sortie du récepteur S-MMSE dans un canal de Rayleigh. Grâce au résultat
obtenu, une borne supérieure du TEB est également dérivée. Ensuite, nous évaluons les
résultats théoriques obtenus et nous les comparons avec ceux obtenus par la méthode de
Monte-Carlo, en considérant différents scénarios de simulation MIMO massif.
4.1 Fonction de densité de probabilité de la borne inférieure du RSBI
Étant donné que les deux termes a et ῠ = 11+ P
σ2n
b
sont indépendants, la distribution de
la borne inférieure du RSBI est exprimée par le produit de convolution de deux distribu-
tions comme suit :
fγlm(x) = fa(x) ∗ fῠ(x). (III.30)
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Dans ce qui suit, nous présentons les expressions des densités de probabilité de deux
variables a et ῠ afin de déterminer une expression explicite de la densité de la borne
inférieure du RSBI.
Tout d’abord, nous rappelons qu’en général, lorsqu’on a une matrice Y de taille (n,m)
dont toutes les lignes sont des vecteurs aléatoires indépendants qui suivent la même loi
normale, la matrice X = YHY ∈ Cm×m suit la loi de Wishart caractérisée par sa densité
de probabilité lorsque n > m. La loi de Wishart à n degrés de liberté et de matrice de
covariance Σ est notée par CWm(n,Σ) [52]. Si n < m , la loi de Wishart n’a plus de densité,
mais devient une loi singulière. Par ailleurs, les travaux de Srivastava et Khatri [53–
55] ont démontré que la densité d’une matrice de Wishart singulière avec une matrice
de covariance inversible peut être dérivée mais il est difficile d’obtenir une expression
explicite de cette densité.
Dans notre cas où L  I et L  M − 1, les produits Ri = HmH
H
m ∈ CL×L et R
′
I =
H′ H′H ∈ CL×L sont respectivement des matrices hermitiennes de rang M − 1 et I . Les
matrices RI et R
′
I sont alors des matrices de Wishart complexes et singulières, notées par
Ri ∼ CWL(M − 1, IL) et R
′
I ∼ CWL(I, IL).
Dans ce travail, nous nous intéressons particulièrement à la caractérisation des ma-
trices de loi de Wishart par les formes quadratiques. Le terme b défini par l’équation
(III.14) représente une forme quadratique normalisée. D’après le résultat obtenu dans
[56], la variable aléatoire (v.a.) b suit une distribution Chi-carré à 2I degrés de liberté,
i.e. b ∼ χ22I , et elle est indépendante du vecteur dm. En outre, nous remarquons que la
matrice de la forme quadratique Ri+N = Hm H
H
m + σ2nIL, définie par l’équation (III.13),
est une matrice inversible. Ainsi, Ri+N n’est pas une matrice distribuée selon une loi de
Wishart. La forme quadratique a, décrivant le RSBI en sortie en absence d’interférences















S + S h
H
m hmS












. Notons que l’étape (b) est obtenue en appliquant le lemme
d’inversion matricielle [51, Ch.4.11]. Ensuite, en utilisant le même lemme et la propriété
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mathématique (AB)−1 = B−1A−1, l’expression hHm S hm peut être exprimée de la manière
suivante :







































où Γ(.) représente la fonction Gamma définie par Γ(z) =
∫∞
0 e
−ttz−1 dt. Sous l’hypothèse
que les canaux sont non-corrélés, les paramètres de la distribution Gamma sont donnés
par :
αm =
(L−M + 1 + (M − 1)µ)2




L−M + 1 + (M − 1)κ
L−M + 1 + (M − 1)µ, (III.36)
où les paramètres µ et κ sont obtenus en résolvant les équations suivantes [58] :
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où τ , L
σ2n
. Dans ce qui suit, l’indicem de αm et de θm est omis pour simplifier la notation.





I−1 e−x u(x), (III.39)
où u(.) représente la fonction échelon de Heaviside. En appliquant la loi d’une transfor-










































































































Γ(I) Γ(α) θα xI+1
∫ ∞
0








En appliquant la formule du binôme de Newton sur le polynôme (s+ x)α, l’expression
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k! (ᾱ−k)! sont les coefficients
binomiaux. En plus, nous notons que l’intégrale correspond à la définition de la fonction
Gamma. Après quelques manipulations, l’expression de la FDP de la borne inférieure du























Afin de valider le résultat obtenu, nous proposons de le comparer avec la méthode
de simulation de MC. Dans les figures III.1 et III.2, nous avons tracé la FDP du RSBI en
considérant un système MIMO massif avec L = 32, M = I = 16 et pour différentes va-
leurs du RSB={0, 5, 10, 15 } dB. En effet, nous considérons deux différents cas où chaque
interférant a une puissance P = 0.05 (-13 dB) et P = 0.3 (-5 dB). Nous signalons que les
courbes pleines sont obtenues par simulation de MC et les traits en pointillés sont obte-
nus par l’expression de la borne inférieure de densité de probabilité du γm donnée par
l’equation (III.45). Les figures montrent que les résultats théoriques sont conformes avec
les résultats de simulations. Lorsque le RSB augmente, les bornes analytiques deviennent
plus précises et cela montre la validité de l’analyse proposée.







FIGURE III.1 – Densité de probabilité du RSBI en sortie du récepteur S-MMSE pour un utilisateur
m pour L = 32, M = I = 16 et P = 0.05.
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La figure III.1 illustre le cas où la puissance de chaque signal interférant est faible.
Dans ce cas, nous observons que les distributions se translatent vers la droite en aug-
mentant le RSB, ce qui se traduit par une amélioration considérable des performances. À
moyen et à fort RSB, le RSBI en sortie peut dépasser 13 dB. Notons évidemment qu’une
meilleure performance du système est définie par le fait que la probabilité d’avoir le plus
grand RSBI en sortie est élevée. À faible RSB, une dégradation des performances est pré-
sente à cause de la dépendance au bruit, mais le RSBI peut dépasser 10 dB. Cela montre
que le récepteur S-MMSE présente de bonnes performances grâce à sa robustesse face
aux interférences à faible puissance.











FIGURE III.2 – Densité de probabilité du RSBI en sortie du récepteur S-MMSE pour un utilisateur
m pour L = 32, M = I = 16 et P = 0.3.
Par ailleurs, lorsque les interférences inter-cellulaires ont une puissance plus forte,
tel qu’illustré par la figure III.2, nous remarquons une dégradation des performances
en comparant avec la figure précédente. En outre, en augmentant le RSB de 0 à 15 dB,
une légère différence entre les courbes est constatée. Cela montre que la performance du
récepteur S-MMSE est limitée par l’effet d’interférences.
La figure III.3 montre un scénario différent avec L = 64, M = 16, I = 32 et en fai-
sant varier le rapport P
σ2n
entre 0.01 et 1. Nous signalons ici que le nombre d’interférants
provenant d’autres cellules est beaucoup plus grand que le nombre d’utilisateurs dési-
rés. C’est le scénario le plus souvent adopté en MIMO massif. Nous remarquons que
lorsque l’écart entre la puissance du bruit et la puissance d’interférence inter-cellulaire
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FIGURE III.3 – Densité de probabilité du RSBI en sortie du récepteur S-MMSE pour un utilisateur
m avec L = 64, M = 16, I = 32 et pour différentes valeurs du Pσ2n .
augmente, les performances se dégradent. Ceci est justifié par l’insuffisance de degrés de
liberté afin de combattre les effets d’interférences et d’évanouissements, surtout dans le
régime à fortes interférences inter-cellulaires.
La figure III.4 présente le même scénario que la figure III.3, mais pour des réseaux
d’antennes différents L = {64, 96, 128} et en fixant P à 0.5. Nous observons qu’en aug-
mentant le nombre d’antennes à la BS, les performances du systèmes sont relativement
meilleures. En effet, en comparant les courbes correspondant aux cas L = 64 et L = 128,
le gain en RSBI apporté est d’environ 3 dB. Toutefois, cette augmentation importante du
nombre d’antennes engendre une complexité matérielle accrue.
4.2 Analyse du taux d’erreur binaire (TEB)
Dans cette section, nous allons déterminer l’expression analytique du TEB du récep-
teur linéaire S-MMSE dans un canal de Rayleigh MIMO massif en présence des signaux
interférants des autres cellules ayant une puissance identique.
Pour les modulations par déplacement de fréquence non cohérentes (NCFSK - non-
coherent-frequency-shift keying) ou les modulations par déplacement de phase différen-
tiel (DPSK - differential-phase-shift keying), la probabilité d’erreur moyenne est définie
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FIGURE III.4 – Densité de probabilité du RSBI en sortie du récepteur S-MMSE pour un utilisateur
m pour différentes valeurs de L avec M = 16, I = 32, P = 0.5 et RSB= 0dB.






e−ξγ fγ S-MMSE,m(γ) dγ. (III.46)
ξ =
 1, pour DBPSK,1
2 , pour BFSK.
(III.47)
En se basant sur la borne inférieure du RSBI obtenue à la section précédente, nous dé-
rivons une expression de la borne supérieure de la probabilité d’erreur binaire, notée
simplement par P̂e. En utilisant (III.39), l’expression de la probabilité P̂e peut être calcu-
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σ2n θ
)I+k dγ,
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où l’étape (a) est obtenue en faisant le changement de variable s = P γ
σ2n θ
. Ensuite, l’inté-
grale peur être évaluée en utilisant [60, eq.9.211-4] et l’expression de la borne supérieure

























où Ψ (a, b; z) représente la fonction hypergéométrique confluente du second ordre (ou
fonction de Tricomi).
La figure III.5 illustre l’effet des interférences inter-cellulaires sur les performances
d’un récepteur S-MMSE pour un système MIMO massif modulé en DPSK et ce, en terme
du TEB versus le RSB. Nous considérons les paramètres de simulation suivants : L =
64, M = 16, I = 32 et P = {0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 1}. Les courbes en pointillés sont
obtenues par la simulation de MC, alors que les points de marqueurs correspondent à
l’expression analytique donnée par l’équation (III.49). Aussi, la courbe pleine correspond
au cas d’absence d’interférences inter-cellulaires (I = 0), qui sert comme référence. Il est
clair que les résultats théoriques sont conformes avec les résultats de simulations.
Il ressort en outre des simulations que les performances se dégradent lorsque la puis-
sance de chaque interférant augmente. En effet, nous observons que pour atteindre un
TEB de l’ordre de 10−3, la puissance P doit être inférieure à 0.2 pour un RSB de 2 dB.






FIGURE III.5 – TEB moyen en fonction du RSB pour un système MIMO massif modulé en DPSK et
utilisant le récepteur S-MMSE pour L = 64, M = 16, I = 32 et différentes valeurs de P .
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FIGURE III.6 – TEB moyen en fonction du RSB pour différents réseaux d’antennes L avec M = 16,
I = 32 et P = 0.5.
D’autre part, lorsque les signaux interférants sont à forte puissance, l’erreur résiduelle
est forte et les courbes de performance demeurent quasi constantes. Cette erreur dépend
principalement de la disponibilité des degrés de liberté. Ceci justifie l’insuffisance de la
technique S-MMSE dans un régime à fortes interférences.
La figure III.6 montre l’effet de l’augmentation du nombre d’antennes sur les perfor-
mances du récepteur S-MMSE dans un régime à fortes interférences (P = 0.5). Nous
observons une légère amélioration des performances en termes du TEB lorsque L aug-
mente. À titre d’exemple, en comparant les deux courbes correspondant aux cas L = 64
et L = 96, le gain apporté est d’environ 10−1. Toutefois, le gain est moins important par
rapport au coût en complexité engendré. En outre, pour L = 128, un TEB de l’ordre de
10−3 est atteint à un RSB de 0 dB. Néanmoins, quand le RSB augmente, l’erreur due aux
interférences résiduelles irréductibles persiste.
5 Conclusion
Dans ce chapitre, nous avons étudié analytiquement les performances du récepteur S-
MMSE dans un canal MIMO massif de Rayleigh non corrélé en présence d’interférences
inter-cellulaires. Pour ce faire, nous avons proposé une borne pour le RSBI en sortie. Par
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la suite, nous avons dérivé des expressions analytiques de la densité de probabilité du
RSBI et de la probabilité d’erreur moyenne. Les résultats des simulations ont confirmé la
validité et la précision des expressions analytiques.
Il ressort en outre des simulations que le récepteur S-MMSE offre de bonnes perfor-
mances dans le régime à faibles interférences. Par contre, dans le régime à fortes inter-
férences, le récepteur S-MMSE présente une dégradation significative des performances.
Néanmoins, une augmentation de la taille du réseau d’antennes permet d’améliorer lé-




Schémas de réception proposés
1 Introduction
Pour un système MIMO massif multi-cellulaires, les performances sont limitées par
les interférences provenant d’autres cellules, qui provoquent la contamination de pilote
[1]. Les résultats du chapitre précédant ont montré que le récepteur S-MMSE ne garantit
pas la réduction de ces interférences.
Toutefois, d’autres travaux ont récemment introduit le récepteur multi-cell MMSE
(M-MMSE) pour des scénarios multi-cellulaires [20, 49, 50, 61], qui exploite les réalisa-
tions des canaux de tous les utilisateurs désirés et interférants. Ces travaux montrent
que les interférences intra- et inter-cellules ainsi que le bruit thermique peuvent être
complètement éliminés par le récepteur M-MMSE, à condition qu’il ait une parfaite CSI
au récepteur. En outre, il a été démontré dans [50], que pour des scénarios multicellu-
laires, les canaux d’interférences inter-cellulaires peuvent être estimés sans ajouter des
pilotes supplémentaires. Le récepteur M-MMSE permet une amélioration tangible des
performances par rapport au récepteur S-MMSE. Cependant, cette technique nécessite
une énorme complexité de calcul qui augmente de manière polynômiale d’ordre cubique
avec la taille du réseau d’antennes.
Par ailleurs, les récepteurs s’appuyant sur le concept à 2 couches ont reçu récem-
ment plus d’attention dans la littérature [62–64]. Bien que les schémas à combinaison
hiérarchiques soient sous-optimaux, ils sont plus économes et beaucoup plus simples en
terme d’implémentation. Par conséquent, étant donné un grand réseau d’antennes, l’at-
teinte d’un certain compromis entre la performance du système et la complexité suscite
un grand intérêt.
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Dans ce chapitre, nous proposons, dans un premier temps, un récepteur linéaire en
s’appuyant sur le concept à 2 couches qui présente moins de complexité que le récepteur
M-MMSE. Ensuite, les performances du schéma proposé sont évaluées par simulation
et comparées avec celles obtenues par les techniques de réception conventionnelles S-
MMSE et M-MMSE. Par la suite, nous proposons également un deuxième schéma de
traitement du signal en s’appuyant sur le concept multi-couches. Nous examinons aussi
la complexité de calcul des algorithmes proposés.
2 Formulation du problème
2.1 Modèle du système
Considérons un système MIMO massif composé de M utilisateurs désirés et de I
interférants. Chaque BS MIMO massif est équipée de L antennes avec LM . Le signal
x reçu par la BS est donné par :
x =
√
P0 H s + H
′ P
1
2 s′ + n, (IV.1)
où H ∈ CL×M , H′ ∈ CL×I , s ∈ CM×1, s′ ∈ CI×1 et n ∈ CL×1 ont les mêmes propriétés que
celles définies à la section 2 du chapitre précédent. Nous supposons ici que la puissance
moyenne reçue de chaque utilisateur actif est P0. Aussi, P est une matrice diagonale
définie par [P]ii = Pi où Pi est la puissance reçue du i-ème interférant. Tous les signaux
désirés ont donc un RSB de P0
σ2n
.
Dans un environnement multi-cellulaires en liaison montante, le contrôle de puis-
sance permet à la BS de recevoir les signaux d’une même cellule avec une puissance
constante et homogène. Par contre, le contrôle de puissance ajuste les puissances des si-
gnaux provenant d’autres cellules adjacentes par d’autre BS. De ce fait, les interférences
inter-cellulaires ont des puissances inégales.
2.2 Récepteurs conventionnels
Avec un CSI parfait, le vecteur de symboles estimés est donné par :
z = W x, (IV.2)
où W ∈ CM×L est la matrice de poids du filtre de réception. Notons wm la m-ème ligne
de W, laquelle représente le vecteur de poids associé à un utilisateur m. Ainsi, le m-ème
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élément de z, qui est l’estimation de sm, est donné par :
zm = wm x
=
√






















Le récepteur S-MMSE minimise l’erreur quadratique moyenne en supposant que la
BS n’a connaissance que de la matrice de canal des M utilisateurs désirés. Le récepteur
S-MMSE traite alors le terme d’interférence inter-cellulaire comme un bruit non corrélé
dans le calcul des vecteurs de poids, lequel est donné par :
WHS-MMSE =
(
P0HHH + Ri + σ2n IL
)−1√
P0 H, (IV.4)





= ∑Ii=1 Pi IL. Le récepteur S-MMSE nécessite l’opération d’inversion
de matrice de taille L × L, mais cette dimension peut être réduite en appliquant le
lemme d’inversion matricielle [51, Ch.4.11]. Alors, nous obtenons une forme alternative










P0 HH . (IV.5)
Par conséquent, la complexité de calcul est cubique en M , i.e. O(M3).
2.2.2 M-MMSE
Le récepteur M-MMSE tient en compte explicitement les canaux désirés à partir de la
cellule d’intérêt (où il y a un CSI parfait) et les canaux des interférants (hors cellule). Le
vecteur de poids correspondant pour un utilisateur m s’écrit alors comme suit [48, 50] :
wM-MMSE,m =
(
P0 H HH + H





P0 R−1x hm, (IV.6)
où Rx , E{xxH} représente la matrice de covariance du signal reçu. Bien que cette
formulation ne requiert pas l’estimation des canaux des I interférants, une opération
d’inversion de matrice de taille L× L est nécessaire dans le calcul des vecteurs de poids
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du filtre de réception et il s’ensuit que la complexité de calcul devient énorme dans un
scénario MIMO massif.
Il est primordial de souligner que dans [65, 66], nous avons adopté la notation OC
pour décrire le récepteur décrit par l’équation (IV.6). En effet, il a été démontré dans
[24] que les récepteurs MMSE et OC sont équivalents avec un choix arbitraire du facteur
d’échelle.
3 Récepteur linéaire à 2 couches
Étant donné un grand réseau d’antennes, il est intéressant de développer des algo-
rithmes de réception qui présentent moins de complexité que le récepteur M-MMSE et
plus de performance que le récepteur S-MMSE. Afin de bénéficier de la robustesse du
récepteur M-MMSE face aux interférences inter-cellulaires tout en maintenant une com-
plexité raisonnable, une modification du schéma de réception est alors proposée dans ce
travail.
3.1 Principe
Le schéma de réception proposé s’appuyant sur le concept à 2 couches est décrit dans
la figure IV.1. En effet, il comprend deux étapes de base :
1. subdiviser la matrice d’antennes à grande échelle H de taille L×M en un ensemble
de sous-groupes d’antennes. Donc le réseau de taille L sera décomposé en K sous-
groupes de N antennes, où L = KN . Par la suite, il suffit d’appliquer le récepteur
M-MMSE au niveau de chaque sous-groupe (première couche de traitement) ;
2. combiner les sorties résultantes du premier niveau à l’aide du combinateur MRC
ou du récepteur M-MMSE (deuxième couche de traitement).
Il est important de noter que selon cette architecture, toutes les antennes sont équipées
d’un frontal RF et la première couche de traitement dans chaque sous-groupe est ef-
fectuée dans le domaine numérique. En outre, les schémas de réception proposés sont
désignés par M-MMSE/MRC et M-MMSE/M-MMSE selon le traitement appliqué à la
deuxième couche. Il est à noter que la subdivision de la matrice d’antennes est représen-
tée par L = K × N . Aussi, l’indice k ∈ [1 · · ·K] indique le sous-groupe correspondant.
Dans ce qui suit, nous décrivons en détail les algorithmes de réception proposés.
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L = KN︷ ︸︸ ︷
N︷ ︸︸ ︷ N︷ ︸︸ ︷ N︷ ︸︸ ︷
M­MMSEM­MMSE M­MMSE








FIGURE IV.1 – Schéma de traitement à deux couches à la station de base du système MIMO massif
3.2 Algorithmes proposés : M-MMSE/MRC et M-MMSE/M-MMSE
3.2.1 Première couche de traitement
Afin de réduire les interférences inter-cellulaires, la première couche de traitement
implémente le récepteur M-MMSE à chaque sous-groupe. Ainsi, les signaux en sortie de
la première couche de traitement pour les M utilisateurs sont calculés comme suit :
yk = Wk xk, pour k = 1, . . . , K (IV.7)
où yk = [y1k, y2k, . . . , yMk]T , xk ∈ CN×1 et Wk ∈ CM×N sont respectivement les portions
du vecteur signal reçu x et la matrice de poids correspondant au k-ème sous-groupe.
Notons Rxk la matrice de covariance de xk, laquelle est donnée par :





H + σ2nIN , (IV.8)
où Hk ∈ CN×M et H
′
k ∈ CN×I sont respectivement les portions des matrices H et H
′ cor-
respondant au k-ème sous-groupe. La m-ème ligne de Wk, notée wmk, peut être calculée
comme suit :
wmk = wHM-MMSE,mk =
√
P0 hHmk R−1xk , (IV.9)
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où hmk est la m-ème colonne de Hk et représente le vecteur de canal correspondant à
l’utilisateur m et au sous-groupe k. En se basant sur les équations (IV.7) et (IV.9), la sortie

















i + wmk nk, (IV.10)
où le premier terme, noté yd,mk, est la partie désirée de la sortie de la première couche de
traitement, tandis que les termes restants, désignés par yI +N,mk, représentent la contribu-
tion d’interférence et du bruit.
3.2.2 Deuxième couche de traitement
La deuxième couche de traitement implémente le combinateur MRC ou le récepteur
M-MMSE, selon le choix de la taille du sous-groupe N par rapport au nombre d’utilisa-
teurs désirés et interférants. De ce fait, nous pouvons distinguer trois cas :
1. Cas 1 : N ≤M , i.e., la taille du sous-groupe est inférieure au nombre des signaux
désirés. Dans ce cas, puisque plusieurs signaux sont pris en compte lors du calcul
des poids M-MMSE, aucun degré de liberté ne reste au niveau de chaque sous-
groupe pour réduire les interférences et les évanouissements multi-trajets. En effet,
il reste une certaine interférence résiduelle à la sortie de la première couche. De
plus, l’interférence intra-cellulaire est la partie la plus dominante de l’interférence
totale car sa puissance est du même ordre que le signal désiré.
2. Cas 2 : M ≤ N ≤M + I , i.e., la taille du sous-groupe est supérieure au nombre des
signaux désirés et inférieure au nombre total d’utilisateurs. Dans ce cas, la puis-
sance d’interférence intra-cellulaire est considérablement réduite, même s’il existe
aussi des interférences résiduelles provenant d’autres cellules ayant une puissance
plus faible. Ainsi, la performance du système est meilleure que celle du premier
cas.
3. Cas 3 : M + I ≤ N , i.e., la taille du sous-groupe est supérieure au nombre total
d’utilisateurs. Dans ce cas, plus de degrés de liberté sont disponibles et l’interfé-
rence résiduelle à la sortie de la première couche est considérablement réduite.
Par conséquent, le combinateur MRC appliqué à la deuxième couche de traitement
est efficace pour atteindre une performance sous-optimale. Nous proposons ici de
combiner les K sorties résultantes en utilisant le MRC.
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Pour les autres cas où les performances du récepteur sont limitées par les interfé-
rences, il sera plus efficace d’appliquer le récepteur M-MMSE à la deuxième couche puis-
qu’il permet une suppression plus efficace des interférences intra- et inter-cellulaires.
Dans la suite, nous allons calculer les poids à appliquer à la deuxième couche en se
basant sur la sortie de la première couche de traitement. Nous notons vm le vecteur de
poids pour l’utilisateur m. Le signal en entrée à la deuxième couche de traitement est
exprimé tel que :
ym =
[
ym1 ym2 . . . ymK
]T
= [ymk]Tk=1···K , (IV.11)
où ymk est donnée par l’équation (IV.10). Par conséquent, la sortie combinée à la deuxième
couche pour l’utilisateur m est calculée comme suit :
zm = vHm ym. (IV.12)
Dans le cas où le combinateur MRC est appliqué à la deuxième couche de traitement, le







v∗mk yI +N,mk, (IV.13)
où vmk est le poids optimal appliqué au sous-groupe k. Par conséquent, le RSBI en sortie




















où RI +N,k est la matrice de covariance des interférences plus bruit pour le signal désiré,
qui peut être exprimée en utilisant (IV.8) comme suit :
RI +N ,k = Rxk − P0hmkhHmk. (IV.16)
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Afin de maximiser le RSBI en sortie, nous cherchons souvent les zéros de sa dérivée. En






















∣∣∣∣∣ = 0. (IV.18)











De plus, les deux membres sont égaux lorsque v∗mk = α
√
ρmk, pour α 6= 0. Par conséquent,
le poids optimal du combinateur MRC est alors :
v∗MRC,mk = v∗mk =
√
hHmk R−1xk hmk. (IV.20)
Dans le cas où le récepteur M-MMSE est appliqué à la deuxième couche de traitement,
le vecteur de poids optimal pour l’utilisateur m est donné par :
vM-MMSE,mk = R−1ym dm, (IV.21)
où Rym , E[ymyHm] ∈ CK×K est la matrice de covariance du signal résultant du traitement
de la première couche. Notons que Rxnxp , E{xnxHp }, pour n, p = 1, · · · , K. La matrice
Rym est calculée comme suit :
Rym =











P0 hHm2 R−1x2 Rx2x1R
−1
x1 hm1 P0 h
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· · · . . . · · · · · ·
P0 hHmK R−1xKRxKx1R
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De plus, en utilisant (IV.9) et (IV.10), le vecteur de canal dm pour l’utilisateur m est ex-








Par conséquent, il s’ensuit que la sortie du récepteur à deux couches pour les M utilisa-
teurs désirés est donnée par :
z =
[

















vHM-MMSE,m = dHmR−1ym , pour M-MMSE.
(IV.25)
3.3 Analyse de complexité de calcul
Nous analysons la complexité de calcul en termes de nombre des opérations arith-
métiques complexes nécessaires pour calculer tous les vecteurs de poids. Le tableau IV.1
compare la complexité des récepteurs conventionnels avec les schémas de réception pro-
posés. À partir des équations (IV.5), (IV.6), (IV.9) et (IV.25), le calcul des poids nécessite
l’opération d’inversion de matrice. Étant donné M  L = K × N , nous constatons que
les complexités asymptotiques pour les récepteurs S-MMSE et M-MMSE valent respec-
tivement O(LM2) et O(L3). Ainsi, il est clair que le récepteur S-MMSE a une complexité
de calcul inférieure à celle du récepteur M-MMSE, mais il n’est pas robuste face aux CCI.
En outre, nous constatons que le récepteur proposé à deux couches M-MMSE/MRC
a une complexité réduite par rapport à celle du récepteur M-MMSE. La complexité est ré-
duite de O(L3) à O(KN3). Afin d’améliorer les performances du récepteur M-MMSE/MRC
lorsque la taille du sous-groupe N est inférieure au nombre total d’utilisateurs, i.e. N <
M + I , nous proposons d’appliquer le récepteur M-MMSE à la deuxième couche. Ceci
requiert une complexité supplémentaire, qui vaut O(MK3). Par conséquent, nous pou-
vons conclure que la complexité de calcul des récepteurs proposés est considérablement
réduite, en particulier lorsque la taille du sous-groupe N est petite.
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Technique Complexité de calcul
S-MMSE M3 + (3L+ 52)M
2 + (L+ 12)M + I + 3
M-MMSE L3 + (3M + I + 3)L2 + (I +M)L+ 2
M-MMSE/MRC K
[










K3 + (N2 + N2 +
5
2)K




TABLEAU IV.1 – Complexité de calcul des différentes techniques de réception
3.4 Évaluation des performances
Dans cette section, nous évaluons les performances du système MIMO massif en
terme de TEB par simulation de Monte-Carlo. Il est à noter que les résultats sont obtenus
pour une modulation QAM. Nous supposons que le nombre de signaux interférants est
deux fois plus élevé que le nombre de signaux désirés, i.e. I = 2M . Nous supposons
aussi que les signaux désirés ont une puissance unitaire, et que les interférants inter-
cellulaires peuvent transmettre vers la BS d’intérêt avec une puissance proche de celle
du signal désiré, Pi ∈ [0, 1]. Ceci est dû à l’effet de masque et au contrôle de puissance.
La figure IV.2 compare les performances en TEB du schéma proposé à deux couches
M-MMSE/MRC avec celles obtenues pour les récepteurs conventionnels S-MMSE et M-
MMSE. Les paramètres du système simulé sont L = 64,M = 8 et I = 16 et en considérant
deux régimes à faibles et à fortes interférences. En effet, nous considérons deux instances
correspondant aux cas où la taille de sous-groupe N est 16 et 32. La courbe en trait poin-
tillé montre les performances en absence de CCI (I = 0), qui sert comme référence.
Dans la figure IV.2a, la puissance de CCI varie entre 0.05 (13 dB plus faible que la
puissance du signal désiré) et 0.3 (-5 dB). Il est clair que le récepteur M-MMSE apporte la
performance optimale au prix d’une complexité élevée de O(643). Par contre, cette com-
plexité peut être réduite à O(4× 163) pour le schéma proposé. En outre, nous observons
que le récepteur S-MMSE peut atteindre des performances proches de celles du récepteur
M-MMSE, avec une complexité de calcul de O(64 × 82). Par conséquent, nous pouvons
conclure que le récepteur S-MMSE est efficace pour maintenir de bonnes performances
dans un régime à faibles CCI.
Dans la figure IV.2b, nous considérons le cas où les interférences inter-cellulaires ont
une forte puissance, tel que le cas d’un scénario MIMO massif typique. La puissance de
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FIGURE IV.2 – TEB en fonction du RSB pour S-MMSE, M-MMSE et M-MMSE/MRC avec L = 64,
M = 8 et I = 16 : (a) CCI à faible puissance, Pi ∈ [0.05, 0.3] (b) CCI à forte puissance Pi ∈ [0.3, 1].
CCI varie entre 0.3 (-5 dB) et 1 (0 dB). D’abord, nous observons que les performances du
récepteur S-MMSE se dégradent lorsque le RSB augmente. Nous remarquons aussi une
saturation de TEB à une erreur non nulle due aux effets de CCI.
Étant donné que les canaux des interférants ont été explicitement pris en compte lors
de la conception du récepteur proposé M-MMSE/MRC, l’effet de CCI à forte puissance
peut être considérablement atténué, en particulier lorsque la taille du sous-groupe N est
supérieure au nombre total d’utilisateurs, i.e. N > M + I . En effet, lorsque le réseau
d’antennes de taille 64 est divisé en deux sous-groupes de 32 antennes, la complexité est
réduite d’un facteur de 23/2 = 4, pour une pénalité de performance de 2 dB (à un TEB
de 10−3). Tandis que pour une subdivision en 4 sous-groupes de 16 antennes, la pénalité
de performance s’élève à 8 dB, mais avec une complexité beaucoup plus réduite d’un
facteur de (43/4 = 16). Dans ce dernier scénario, la performance présente une erreur de
saturation due aux interférences résiduelles à la sortie de la première couche.
La figure IV.3 illustre un scénario de simulation différent avec M = 12, I = 24 et le
nombre d’antennes à la BS est augmenté à L = 120. La puissance des signaux CCI est
fixée à P̄ = 1
I
∑I
i=1 Pi = 0, 55. Il est clair que le récepteur S-MMSE présente une erreur
de saturation forte, même avec un grand réseau d’antennes. Cependant, le récepteur
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FIGURE IV.3 – TEB en fonction du RSB pour les récepteurs S-MMSE, M-MMSE, M-MMSE/MRC et
M-MMSE/M-MMSE pour L = 120, M = 12 et I = 24 avec P̄ = 0.55
M-MMSE offre la meilleure performance avec une énorme complexité d’ordre O(1203).
Nous avons tracé les performances des schémas proposés en s’appuyant sur le concept
à deux couches avec différentes tailles de sous-groupes N = {10, 24, 30, 40}. D’abord,
pour N = 40 > M + I , le récepteur M-MMSE/MRC apporte de bonnes performances
proches de celles du récepteur M-MMSE, en réduisant la complexité de calcul de O(1203)
à O(3× 403) par un facteur de 33/3 = 9. Cela est dû à la disponibilité de degrés de liberté
à la première couche de traitement permettant une réduction significative des interfé-
rences intra- et inter-cellulaires. Ensuite, lorsqueM < N = {24, 30} < M+I , les schémas
proposés permettent une amélioration significative des performances par rapport au ré-
cepteur S-MMSE. En comparant les deux courbes du récepteur M-MMSE/MRC corres-
pondant aux 5 × 24 et 3 × 40 à un TEB de 10−3, la pénalité de performance est de 4 dB
tandis que la complexité est considérablement réduite de O(3× 403) à O(5× 243).
Par ailleurs, pour N = 10, qui représente le pire scénario, les performances du récep-
teur M-MMSE/MRC sont médiocres à cause de l’insuffisance des degrés de liberté pour
combattre les interférences. Néanmoins, en appliquant M-MMSE à la deuxième couche
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de traitement, le récepteur M-MMSE/M-MMSE permet d’affaiblir l’erreur de saturation
d’un facteur 10. De plus, nous observons que la courbe correspondant au récepteur M-
MMSE/MRC avec L = 120 = 4 × 30 atteint un TEB de 10−4 à un RSB de −7 dB avec
une complexité de calcul de O(4 × 303). Le même niveau de performance peut être at-
teint avec le récepteur M-MMSE/M-MMSE à un RSB de−4 dB avec un sous-groupe plus
petit (N = 24) et évidemment une complexité plus réduite de O(243) + O(12 × 53). Par
conséquent, il est intéressant de souligner que l’implémentation du récepteur M-MMSE
à la deuxième couche permet de garantir de bonnes performances tout en réduisant la
complexité par rapport au scénario lorsque N est suffisamment large.

























FIGURE IV.4 – Comparaisons des performances en TEB et de la complexité de calcul en fonction du
nombre d’antennes L pour tous les récepteurs avec M = 10, I = 20 et Pi = 0.3.
La figure IV.4 montre le compromis entre la performance en TEB et la complexité de
calcul des récepteurs étudiés pour un nombre d’antennes à la BS variant de 20 à 200.
Nous observons que le récepteur M-MMSE engendre une complexité énorme. Par contre,
les méthodes de réception proposées permettent de réduire considérablement cette com-
plexité, tout en garantissant de bonnes performances. En comparant les deux figures
IV.4a et IV.4b, nous pouvons conclure qu’un bon compromis entre la complexité et la
performance est atteint lorsque le choix du N est supérieur au nombre de signaux CCI,
i.e. N > I .
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4 Récepteur linéaire à multi-couches
En se basant sur les résultats précédents, l’idée est d’étendre l’approche proposée
en s’appuyant sur le concept multi-couches afin de réduire davantage la complexité de
calcul du récepteur. Dans cette section, nous proposons le récepteur linéaire à 3 couches,
tel que présenté dans la figure IV.5.
4.1 Principe
Le schéma de réception proposé, décrit dans la figure IV.5, comprend trois étapes :
1. subdiviser la matrice d’antennes à grande échelle H de taille L × M en K sous-
groupes d’antennes, où la taille du sous-groupe N est supérieure à M + I . Puis
en divisant chaque sous-groupe N en Q sous-groupes (N = Q × P ), nous pro-
posons d’appliquer le récepteur M-MMSE au niveau de chaque sous-groupe (pre-
mière couche de traitement) ;
2. combiner lesQ sorties en utilisant le récepteur M-MMSE dans le k-ème sous-groupe,
où k = 1, · · · , K (deuxième couche de traitement) ;







L = KN︷ ︸︸ ︷
N = QP︷ ︸︸ ︷ · · ·
N = QP︷ ︸︸ ︷




· · · · · · · · · · · ·
· · · · · ·


















FIGURE IV.5 – Schéma de traitement multi-couches à la BS du système MIMO massif
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Par la suite, nous désignons le récepteur à 3 couches par M-MMSE/M-MMSE/MRC et
les subdivisions de la matrice d’antennes sont exprimées en L = K ×Q× P .
Il est intéressant de noter que nous considérons ici le cas d’interférences inter-cellulaires
à forte puissance, qui représente une configuration MIMO massif typique. Ainsi, les per-
formances du système sont considérablement dégradées. Il convient donc de choisir le
nombre d’antennes dans chaque sous-groupe supérieur aux M utilisateurs désirés et in-
férieur au nombre total d’utilisateurs, i.e., M ≤ P ≤ M + I . Dans ce cas, l’interférence
intra-cellulaire peut être réduite, mais il reste une certaine interférence résiduelle do-
minée par les signaux CCI. Selon cette architecture, appliquer le récepteur M-MMSE à
la première et à la deuxième couche permet de bénéficier de sa capacité à atténuer les
interférences. Dans ce qui suit, nous décrivons en détail le schéma de détection de base.
4.2 Algorithme proposé : M-MMSE/M-MMSE/MRC
4.2.1 Première couche de traitement
Suite à la subdivision du réseau d’antennes décrite précédemment, nous avons KQ
sous-groupes. Pour simplifier la notation, nous utilisons les indices k et q pour indiquer
le sous-groupe correspondant avec k ∈ [1 · · ·K] et q ∈ [1 · · ·Q].
La première couche de traitement implémente le récepteur M-MMSE à chaque sous-




q x(k)q , pour q = 1, . . . , Q (IV.26)
k = 1, . . . , K




2q , . . . , y
′(k)
Mq ]T , x(k)q ∈ CP×1, et W
′(k)
q ∈ CM×P sont respectivement les
portions du vecteur reçu x et de la matrice de poids appliquée à la première couche W′ ,
correspondant aux q-ème et k-ème sous-groupes. Nous désignons par R(k)xq la matrice de












q + σ2nIP ,
où les matrices H(k)q ∈ CP×M et H
′(k)
q ∈ CN×I représentent respectivement les portions
des matrices H et H′ correspondant aux q-ème et k-ème sous-groupes. Notons w′(k)mq la
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où h(k)mq est la m-ème colonne de H(k)q qui représente le vecteur de canal correspondant à
l’utilisateur m et le sous-groupe q. Étant donné (IV.26) et (IV.28), la sortie de la première


























où le premier terme de l’équation (IV.29), noté par y′(k)d,mq, est la partie désirée du signal
en sortie de la première couche, tandis que les termes restants, notés par y′(k)I +N,mq, repré-
sentent les interférences et le bruit.
4.2.2 Deuxième couche de traitement
La deuxième couche de traitement implémente le récepteur M-MMSE. En se basant
sur le signal en sortie de la première couche, nous allons trouver les poids du filtre de
réception M-MMSE. Le signal en entrée à la deuxième couche de traitement pour l’utili-



















où y′(k)mq est donné par (IV.29). Par conséquent, la sortie combinée à la deuxième couche















. Le vecteur w′′(k)m ∈ C1×Q est le poids optimal pour l’utilisateur m et













m ] ∈ CQ×Q représente la matrice de covariance des sorties résul-
tantes de la première couche de traitement, qui est calculée tel que :
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De plus, le vecteur de canal d(k)m pour l’utilisateur m et correspondant au k-ème sous-


















4.2.3 Troisième couche de traitement
Puisque l’interférence résiduelle à la sortie de la deuxième couche est considérable-
ment réduite, nous proposons ici de combiner les K signaux résultants en utilisant le



















Soit vm le vecteur de poids MRC optimal pour l’utilisateur m. Il s’ensuit alors que la





























4.3 Analyse de complexité de calcul
La complexité de calcul de poids est évaluée en termes du nombre d’opérations arith-
métiques complexes, telle que présentée dans le tableau IV.2. En effet, la complexité de
calcul des équations (IV.28) et (IV.32) nécessite respectivement l’opération d’inversion de
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matrice de taille P × P et Q × Q. Nous pouvons conclure que la complexité asympto-
tique du récepteur M-MMSE/M-MMSE/MRC est O(KQP 3) +O(KQ3). Par conséquent,
la complexité est considérablement réduite par rapport au récepteur M-MMSE, en parti-
culier lorsque la taille du sous-groupe P est petite.
Technique Complexité
M-MMSE L3 + (3M + I + 1)L2 + (2I + 3M)L−M + 2
M-MMSE/M-MMSE/MRC KQ
[




Q3 + (32P + 2)Q
2 + (32P − 1)Q
]
TABLEAU IV.2 – Complexité de calcul du récepteur M-MMSE/M-MMSE/MRC
4.4 Évaluation des performances
Dans cette section, nous évaluons les performances en terme de TEB du récepteur
proposé à 3 couches en présence des signaux CCI ayant des puissances inégales. Le phé-
nomène de contrôle de puissance ajuste les puissances d’utilisateurs provenant d’autres
cellules. De ce fait, les signaux CCI peuvent être reçus à la BS d’intérêt avec une forte
puissance, qui peut parfois dépasser la puissance du signal désiré.
La figure IV.6 compare les performances du récepteur M-MMSE/M-MMSE/MRC
avec le récepteur optimal M-MMSE pour L = 64, M = 4 et I = 8. Nous considérons
deux cas où les puissances des signaux interférants sont choisies respectivement telles
que Pi ∈ [0.3, 0.75, 0.9, 0.5, 0.35, 0.6, 0.45, 0.8] et Pi ∈ [100, 20, 1, 4, 0.8, 0.5, 0.25, 1].
Nous observons que le récepteur M-MMSE donne la meilleure performance au prix
d’une complexité de calcul de O(643). Par ailleurs, nous comparons la courbe de perfor-
mance du récepteur M-MMSE avec celle obtenue pour le récepteur proposé lorsque la
matrice d’antennes est divisée en 4 sous-groupes et chacun est divisé en 2 sous-groupes
de 8 antennes (L = 64 = 4× 2× 8). Pour le cas 1 et à un TEB de 10−3, la pénalité de per-
formance est de 4 dB , tandis que la complexité de calcul est considérablement réduite
de O(643) = 262144 flops à O(8× 83) + O(4× 23) = 4128 flops.
Dans la figure IV.7, nous avons tracé les performances en TEB du récepteur proposé
en fonction du nombre d’antennes avec M = 10, I = 20, en considérant différentes
tailles de sous-groupes P = {16, 20, 24}. Nous remarquons que les performances sont
meilleures quand la taille du réseau d’antennes L ou/et la taille du sous-groupe P aug-
mente.
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FIGURE IV.6 – TEB en fonction du RSB pour les récepteurs M-MMSE et M-MMSE/M-MMSE/MRC
avec L = 64, M = 4 et I = 8.







FIGURE IV.7 – TEB en fonction du nombre d’antennes à la BS L pour les récepteurs M-MMSE et M-
MMSE/M-MMSE/MRC pour M = 10, I = 20 avec Pi ∈ [−6,−3,−1, 0, 1, 3, 10, 20]dB et RSB =-10dB.
Nous observons que le récepteur M-MMSE atteint un TEB de 10−3 lorsque L = 55
et la complexité relative est de O(553) = 166375 flops. Aussi, le récepteur M-MMSE/M-
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MMSE/MRC atteint le même niveau de performance lorsque L = 160 et P = 16, en
réduisant la complexité à O(10× 163) + O(5× 23)= 41000 flops.
5 Conclusion
Dans ce chapitre, nous avons proposé des schémas de réception linéaires en s’ap-
puyant sur le concept multi-couches en présence des signaux CCI à puissances inégales.
Nous avons présenté en détail les algorithmes de détection proposés M-MMSE/MRC,
M-MMSE/M-MMSE et M-MMSE/M-MMSE/MRC.
Les résultats des simulations ont prouvé que, lorsque les signaux interférants sont à
faible puissance, les performances du récepteur S-MMSE ne sont pas fortement affectées.
Nous nous sommes intéressés en particulier au cas d’interférences à forte puissance.
Il ressort en outre des simulations que les schémas de réception proposés peuvent
atteindre un bon compromis entre la performance et la complexité. Dans un tel scénario
MIMO massif, les récepteurs proposés surpassent le récepteur S-MMSE et sont capables
d’approcher les performances du récepteur M-MMSE optimales, avec une complexité de
calcul considérablement réduite. Nous pouvons conclure que la taille du sous-groupe est
un paramètre clé pour atteindre le compromis performance / complexité désiré.
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Chapitre V
Analyse du RSBI et de l’effet des
interférences sur le récepteur
M-MMSE/MRC
1 Introduction
Dans ce chapitre, nous nous concentrons sur la technique de détection en s’appuyant
sur le concept à deux couches. Dans un contexte réaliste, nous analysons le rapport RSBI
pour le récepteur proposé ainsi que les récepteurs conventionnels S-MMSE et M-MMSE.
En outre, nous analysons les puissances des interférences résiduelles à la sortie de la pre-
mière couche du récepteur. Nous étudions l’efficacité du récepteur proposé à combattre
les effets des interférences, y compris les interférences intra- et inter-cellulaires. En par-
ticulier, nous étudions les performances dans un canal MIMO massif à évanouissements
de Rayleigh et en présence des évanouissements à grande échelle.
2 Modèle du système
Nous considérons le modèle du système MIMO massif, décrit au chapitre précédent,
à L antennes réceptrices et M utilisateurs désirés, en présence de bruit AWGN et de I






′s′ + n, (V.1)
où s ∈ CM×1 et
√
PIs
′ ∈ CI×1 sont respectivement les symboles transmis par les M utili-
sateurs et les I interférants. Les puissances moyennes transmises par chaque utilisateur
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désiré et interférant sont respectivement P0 et PI . Les matrices H = [h1, · · · ,hM ] ∈ CL×M
et H′ = [h′1, · · · ,h
′
I ] ∈ CL×I désignent respectivement les matrices de canal des M utili-
sateurs actifs et des I interférants. De plus, n ∼ CN (0, σ2nIL). Le modèle du canal inclut
les évanouissements à petite et à grande échelles, qui est défini par le modèle suivant :
H = UD1/2, (V.2)
où chaque élément de la matrice U ∈ CL×M , i.e. ulm , [U]lm , représente l’évanouis-
sement rapide de Rayleigh entre l’antenne réceptrice l et l’utilisateur m. Par ailleurs, la
matrice diagonale D = diag{[β1 · · · βM ]} ∈ RM×M décrit les atténuations dues aux ef-
fets de l’affaiblissement de parcours et de l’effet de masque. Il s’ensuit que le RSB pour
l’utilisateur m est de P0 βm
σ2n
.
Il a été démontré dans [12] que des mesures récentes sur des canaux MIMO massif
ont prouvé que le modèle de propagation décrit par l’équation (V.2) est une bonne ap-
proximation de la réalité. De même, la matrice de canal des I interférants est modélisée
comme suit :
H′ = U′D′1/2 , (V.3)
où U′ est une matrice de taille L × I décrivant les évanouissements à petite échelle des
I signaux interférants, i.e., u′li , [U
′ ]li. Aussi, D
′ est une matrice diagonale de taille




′ ]ii. Les éléments des matrices U et U
′ sont supposés i.i.d complexes et suivent
une distribution Gaussienne, i.e. ulm ∼ CN (0, 1) and u
′
li ∼ CN (0, 1).
Typiquement, la distance entre la BS et l’utilisateur désiré est beaucoup plus grande
que la distance entre les antennes à la BS. Pour cette raison, l’hypothèse standard est que
les coefficients d’évanouissement à grande échelle ne dépendent pas de l’indice d’an-
tenne l d’une BS donnée et restent constants pendant un certain nombre d’intervalles de
cohérence [67]. En particulier, l’évanouissement à grande échelle des signaux désirés et
interférants peut être modélisé via :
β̃k = ηk (rk/r0)−ν , (V.4)
où ν est l’exposant de l’affaiblissement de parcours, r0 représente la distance de réfé-
rence, rk est la distance entre le k-ème utilisateur et la BS et ηk désigne le coefficient
de l’effet de masque suivant une distribution log-normale avec un écart-type σ, i.e.,
ηk ∼ LogNormal(0, σ2sh).
63
Chapitre V. Analyse du RSBI et de l’effet des interférences sur le récepteur
M-MMSE/MRC
Soit W ∈ CM×L la matrice de poids du filtre de réception linéaire dont la m-ème
ligne est notée par wm. En supposant un CSI parfait à la réception, l’estimation du signal
désiré zm est donnée par :






















+ wm n︸ ︷︷ ︸
bruit
. (V.5)
3 Analyse du RSBI
Dans cette section, nous analysons les RSBIs pour le récepteur proposé à deux couches
M-MMSE/MRC ainsi que pour les récepteurs conventionnels. Il est à noter que ces ré-
cepteurs sont décrits en détail dans le chapitre précédent. À partir de l’équation (V.5), le




wm RI +N wHm
, (V.6)







= Rx − P0hmhHm, (V.7)
où Hm est la matrice obtenue en supprimant la m-ème colonne de H. Dans la suite, nous
dérivons les expressions du RSBI pour l’utilisateur m avec les récepteurs S-MMSE, M-
MMSE et M-MMSE/MRC. Pour ce faire, nous rappelons d’abord un résultat bien connu
de la théorie des matrices [13, 49], qui sera utile pour dériver les expressions des RSBIs.
Lemme 3.1 [13, Lem. 4.ii] Étant donné une matrice Z de taille N ×N déterministe et de rayon
spectral uniformément borné pour tout N , soit h = 1√
N
[h1 h2 · · · hN ]T où les coefficients {hi}
sont des variables aléatoires complexes i.i.d de moyenne nulle et de variance unitaire, on a :
hHZ h→ 1
N
trace {Z} , (V.8)
avec convergence presque sûre pour N →∞.
Il est important de souligner que le lemme 3.1 s’applique sous condition que la matrice
Z et le vecteur h soient indépendants.
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3.1 RSBI du récepteur S-MMSE
Le vecteur de poids du récepteur S-MMSE pour l’utilisateur m est donné par :





















P0 hHm S−1x , (V.9)









i IL est la matrice de covariance des interférences






hHm S−1x RI +N S−1x hHm
. (V.10)
Afin de simplifier l’expression précédente, nous débutons par le calcul de son inverse,
le rapport interférence plus bruit sur signal. Avec quelques manipulations, l’inverse du

































Soient T1 = hHmS−1x hm, T2 = hHmS−2x hm et T3 = hHmS−1x H
′H′HS−1x hm. Étant donné que la
matrice S−1x hmhHmS
−1
x est indépendante du vecteur h
′
i, nous appliquons le lemme 3.1 sur
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= aHa. La conver-
gence presque sûre est notée par p.s.−−→ . Ensuite, en remplaçant l’expression de T3 obtenu




≈ P0 T11− P0 T1
= γ̃m. (V.13)




I− P0 hm hHm S−1x





























































où (λ1, · · · , λM) sont les valeurs propres non nulles du produit H HH . Aussi, la fonction
Cond
F




1 + P0 η1
. (V.18)
Il s’ensuit que le RSBI du récepteur S-MMSE pour l’utilisateur m converge vers :
γ̃m = P0 η1. (V.19)
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3.2 RSBI du récepteur M-MMSE
Nous rappelons que le vecteur de poids du récepteur M-MMSE pour l’utilisateur m
est donné par :
wm = wHM-MMSE,m =
√
P0 hHm R−1x . (V.20)
Le RSBI pour l’utilisateur m peut être exprimé de la manière suivante :
γm =
P0 hHm R−1x hm
1− P0hHm R−1x hm
. (V.21)
Ensuite, d’après l’équation (V.7), la matrice R−1x peut être exprimée en utilisant le lemme
d’inversion matricielle telle que :
R−1x = R−1I +N
(
I− P0 hm h
H
m R−1I +N
1 + P0 hHm R−1I +N hm
)
, (V.22)
L’expression du RSBI est alors simplifiée comme suit :
γm = P0 hHm R−1I +N hm. (V.23)
Notons que la matrice R−1I +N est de rayon spectral uniformément borné par 1/σ2n. Ensuite,
en appliquant le lemme 3.1, nous obtenons
























où (λ′1, · · · , λ
′
I) sont les valeurs propres non nulles du produit H
′H′H . Par conséquent, le
RSBI du récepteur M-MMSE pour l’utilisateur m converge vers
γ̃m = P0 η2. (V.26)
3.3 RSBI du récepteur M-MMSE/MRC
Soit γmk le RSBI à la sortie de la première couche du récepteur M-MMSE/MRC cor-
respondant à l’utilisateur m et au k-ème sous-groupe. La première couche implémente le
traitement M-MMSE à chaque sous-groupe. Donc, en utilisant le résultat précédent, γmk
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converge vers







































sont respectivement les valeurs propres non





À la deuxième couche de traitement, les K sorties résultantes sont combinées avec le
récepteur MRC. Cela implique que le RSBI à la sortie du récepteur M-MMSE/MRC est










Nous pouvons conclure que les expressions dérivées des RSBIs dépendent essentielle-
ment de l’architecture des différents récepteurs, en particulier de la manière de traiter les
interférences inter-cellulaires.
4 Interférences résiduelles à la sortie de la première couche
Dans cette section, nous caractérisons les composantes d’interférences en séparant
les termes d’interférences intra-cellulaire et inter-cellulaire. En appliquant le récepteur
M-MMSE à la première couche de traitement, le RSBI pour l’utilisateur m et le k-ème
sous-groupe est alors donné par :
γmk =
P signal(wmk)
P intra(wmk) + P inter(wmk) + P noise(wmk)
, (V.31)
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où Psignal(wmk), Pintra(wmk), Pinter(wmk) et Pnoise(wmk) désignent respectivement la puis-
sance du signal désiré, la puissance des interférences intra-cellulaires, la puissance des
interférences inter-cellulaires et la puissance du bruit. Rappelons que le vecteur de poids




Il s’ensuit que :
P signal(wmk) = P0
∣∣∣wmkhmk∣∣∣2, (V.33)








P noise(wmk) = σ2n
∥∥∥wmk∥∥∥2. (V.36)
Nous nous concentrons ici sur le régime à interférence limitée, et nous ignorons l’effet du
bruit afin de simplifier l’analyse. Ensuite, nous évaluons la puissance d’interférence rési-
duelle à la sortie de la première couche de traitement M-MMSE, y compris l’interférence
intra-cellulaire et inter-cellulaire.
4.1 Interférence intra-cellulaire
Proposition 4.1 La puissance des interférences intra-cellulaires résiduelles à la sortie de la pre-
















































































k , Rn pour tout
1 ≤ i ≤ N . La matrice Rn est définie telle que Rn = RI +N, k − P0hnkhHnk.
Démonstration Voir Annexe A.
4.2 Interférence inter-cellulaire
Proposition 4.2 La puissance des interférences inter-cellulaires résiduelles à la sortie de la pre-
























et la convergence presque sûre pour N →∞ où θ′i, δ
′




















































Nous rappelons que ϕm, λi, λ
′
i, λ̄i sont définis à la Proposition 4.1.
Démonstration Voir Annexe B.
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5 Résultats de simulation
Dans cette section, nous évaluons les performances des récepteurs étudiés. En plus,
nous analysons l’effet des interférences résiduelles à la sortie de la première couche du
récepteur linéaire proposé M-MMSE/MRC. Tous les résultats sont obtenus pour une
modulation 4-QAM. Il est à noter que le schéma de réception proposé peut être appliqué
indépendamment de la taille des constellations.
Nous considérons un système MIMO massif composé de 3 cellules hexagonales, qui
ont un rayon relativement petit R = 500 m. Tous les canaux à évanouissement à grande
échelle sont modélisés et simulés en utilisant le modèle décrit à la section 2. Tous les uti-
lisateurs sont localisés de manière aléatoire et uniformément répartis sur chaque cellule,
en considérant que la distance entre un utilisateur et la BS d’intérêt est de r0 = 100 m.
De plus, nous supposons que l’exposant de l’affaiblissement de parcours est de 3.8 et
nous choisissons deux différentes valeurs de l’écart type des évanouissements à grande
échelle (shadowing) tel que σsh = 0 dB et σsh = 8 dB. La puissance de transmission al-
louée pour chaque utilisateur est choisie telle que P0 = PI = 10 dB. Les paramètres de
simulation sont résumés dans le tableau V.1.
L’effet des interférences provenant d’autres cellules peut être considéré comme un
facteur d’interférence inter-cellulaire, noté β̄i. Pour un tel scénario réaliste, nous calcu-
lons le facteur β̄i tel que E{β
′
i/βm} pour m ∈ [1,M ] et i ∈ [1, I]. Notons que βm et β
′
i mo-
délisent respectivement l’évanouissement à grande échelle de l’utilisateur m et de l’utili-
sateur i. Par simulation, différentes réalisations d’évanouissements à grande échelle sont
choisies et nous obtenons différentes valeurs de β̄i entre 0.001 et 0.1. Pour simplifier la
notation, nous désignons par P0 β̄m = P0 1M
∑M





moyenne reçue des signaux désirés et la puissance moyenne reçue des signaux interfé-
rants, respectivement.
Paramètres Valeur
Rayon de la cellule R 500 m
Distance de référence r0 100 m
Affaiblissement de parcours 128.1 + 38 log10(rk)
Écart-type de l’effet de masque σsh 0 dB∼ 8 dB
Puissance d’émission 10 dB
Constellation 4-QAM
TABLEAU V.1 – Paramètres des canaux simulés.
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Dans les figures V.1a et V.1b, nous avons tracé les performances en RSBI en fonc-
tion du nombre d’antennes à la BS L pour les récepteurs S-MMSE, M-MMSE et M-
MMSE/MRC. Les paramètres du système MIMO massif simulé sont M = 10, I = 20
et RSB = 10 dB. Nous choisissons deux cas où les puissances reçues des interférences
provenant d’autres cellules PI β̄i = 0, 1 (10 dB plus faible que la puissance reçue du si-
gnal désiré) et PI β̄i = 0, 5 (-3 dB).
Les deux figures confirment clairement la correspondance entre les résultats analy-
tiques et simulés. Cela vérifie l’exactitude de l’approximation s’appuyant sur le lemme
de trace présenté à la section 3. En fait, sa précision ne dépend pas du niveau d’interfé-
rence inter-cellulaire mais de la dimension du réseau d’antennes.
Nous observons que plus le nombre d’antennes à la BS augmente, plus les perfor-
mances s’améliorent nettement. Le récepteur M-MMSE offre les meilleures performances
mais avec une énorme complexité de calcul. Pour la réception S-MMSE, les performances
en RSBI se dégradent lorsque la puissance des signaux interférants devient plus forte. À
titre d’exemple, le RSBI à la sortie du récepteur S-MMSE vaut 29 dB lorsque PI β̄i = 0, 1 et
L=100. Mais, lorsque PI β̄i = 0, 5, le RSBI est réduit à 23.5 dB. Nous observons également
que l’augmentation du facteur d’interférence inter-cellulaire tend à amplifier l’écart entre
les récepteurs S-MMSE et M-MMSE. Pour L=100 et PI β̄i = 0, 1, l’écart entre les courbes
correspondant aux récepteurs S-MMSE et M-MMSE est de 4 dB, qui croît à 10 db lorsque
le facteur β̄i augmente. Cela confirme que le récepteur S-MMSE est moins résistant aux
interférences inter-cellulaires.
Il ressort en outre des simulations que les performances du récepteur MMMSE/MRC
surpassent celles du récepteur S-MMSE, en particulier dans le régime des interférences
à forte puissance. Nous constatons que lorsque la taille du sous-groupe N augmente,
les performances en RSBI sont améliorées et s’approchent de celles du récepteur M-
MMSE. En comparant la courbe de performance correspondant au récepteur M-MMSE
avec celle obtenue avec le récepteur M-MMSE/MRC lorsque la taille du sous-groupe est
N = 32 > M + I et L = 100, la pénalité en performance est de 2 dB. Cela découle princi-
palement de la disponibilité de degrés de liberté permettant de combattre l’effet des in-
terférences. De plus, lorsque N = 16, qui est inférieur au nombre total d’utilisateurs, les
performances du M-MMSE/MRC sont conformes à celles du récepteur S-MMSE lorsque
les signaux interférants sont faibles, alors que lorsque le facteur β̄i augmente, le récepteur
M-MMSE/MRC surpasse S-MMSE, et cela est dû à la capacité du récepteur M-MMSE à
réduire l’effet des interférences au niveau de la première couche.
72
V.5 Résultats de simulation






















FIGURE V.1 – RSBI par simulation et expression analytique en fonction du nombre d’antennes à la
BS (M = 10, I = 20, RSB =10 dB, β̄m = 1 and P0 = PI = 10 dB)
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FIGURE V.2 – Puissance des interférences résiduelles simulée et analytique en fonction de la taille
du sous-groupe pour L = 48, M = 5 et I = 10 pour P0β̄m = 10, PI β̄i = 0.5, σsh = 8 dB et Eb/N0 = 15
dB.
5.1 Effet des interférences intra- et inter-cellulaires
La figure V.2 présente les puissances des interférences résiduelles, y compris les inter-
férants intra- et inter-cellulaires, en fonction de la taille du sous-groupe N . Les courbes
analytiques (approximation) sont tracées en utilisant la proposition 4.1 et la proposition
4.2. La cohésion entre les résultats analytiques et les simulations valide l’approximation
de trace, qui devient plus précise lorsque N augmente.
Nous observons que l’interférence inter-cellulaire est la partie la plus dominante de
l’interférence résiduelle à la sortie de la première couche. Lorsque N = {4, 6, 8} < M +
I , les deux types d’interférences ont un niveau de puissance supérieur à 10 dBm. De
plus, l’écart entre l’interférence intra-cellulaire et inter-cellulaire vaut 3 dBm. Cet écart
augmente quand N croît. Dans le cas où N = {16, 24} > M + I , le récepteur M-MMSE
permet une réduction significative des interférences.
5.2 Effet des évanouissements à grande échelle
Les figures V.3a et V.3a illustrent l’effet des évanouissements à grande échelle sur les
puissances des interférences résiduelles à la sortie de la première couche de traitement.
En effet, nous considérons deux différents cas des évanouissements à grande échelle où
σsh = 0 dB et σsh = 8 dB. De plus, nous choisissons un scénario différent avec M = 10
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FIGURE V.3 – CDF de la puissance d’interférence (a) cas sans évanouissements à grande échelle, (b)
cas avec évanouissements à grande échelle
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signaux désirés, I = 20 signaux interférants et une matrice d’antennes de taille L = 96
pour Eb/N0 = 15 dB.
Les courbes illustrent les fonctions de répartition cumulative (CDF- cumulative dis-
tribution function) de la puissance des interférences inter- et intra-cellulaire pour N =
{12, 24, 32}. En absence des évanouissements à grande échelle, la figure V.3a montre que
l’écart entre les interférences inter-cellulaires et intra-cellulaires est faible. Cela signi-
fie que le récepteur M-MMSE permet une réduction importante des interférences. Par
exemple, pour N = 24 < M + I , nous observons que la puissance d’interférence au
niveau 50% du CDF est d’environ -31.5 dB.
En comparant les figures V.3a et V.3a, nous observons que la puissance des interfé-
rences est amplifiée dans le régime à fort évanouissement à grande échelle. Par exemple,
pour N = 12, les puissances des interférences intra- et inter-cellulaires augmentent res-
pectivement à 12 dBm et 15 dBm (à un niveau de 50% de CDF). Nous remarquons aussi
que l’écart entre les deux classes d’interférence devient plus important lorsque la taille
du sous-groupe augmente. Cela montre la prédominance de l’interférence résiduelle
inter-cellulaire sur l’interférence résiduelle intra-cellulaire. Par conséquent, il sera plus
efficace d’appliquer la détection M-MMSE à la deuxième couche dans ce cas.
6 Conclusion
Nous avons étudié les performances en terme du RSBI des systèmes MIMO massif en
présence des signaux interférants ayant des puissances inégales. En se basant sur l’ap-
proximation de trace, des expressions du RSBI sont dérivées pour les récepteurs conven-
tionnels et le récepteur proposé M-MMSE/MRC. Les simulations ont prouvé également
la validité des résultats théoriques.
De plus, nous avons analysé les interférences résiduelles intra- et inter-cellulaire à
la sortie de la première couche de traitement, en tenant compte des évanouissements à
grande échelle. Nous pouvons conclure que l’interférence inter-cellulaire est la partie do-
minante, en particulier dans le régime à fort évanouissement à grande échelle ou lorsque
le nombre de signaux CCI dépasse la taille du sous-groupe N .
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Capacité du canal MIMO massif avec le
récepteur M-MMSE/MRC
1 Introduction
La capacité des systèmes MIMO massif en liaison montante a été étudiée pour dif-
férentes techniques de détection, tel que le récepteur MMSE. Le récepteur MMSE pour
le contexte monocellulaire (S-MMSE) a été étudié dans [12, 13, 49], où la BS utilise uni-
quement les estimations de canal dans la cellule d’intérêt. Des travaux étendus pour la
combinaison MMSE multi-cellulaire (M-MMSE) ont été effectués dans [48, 50], où la BS
calcule les estimations des canaux pour les utilisateurs provenant de toutes les cellules.
Il a été démontré dans [50] que les deux schémas présentent une limite de capacité finie
lorsque le nombre d’antennes tend vers l’infini, en supposant des canaux à évanouisse-
ments de Rayleigh non corrélés. De plus, il a été démontré que le schéma de détection
M-MMSE fournit des gains en efficacité spectrale (SE- spectral efficiency) importants par
rapport au récepteur S-MMSE, tandis que ce dernier a une complexité de calcul plus
réduite. Dans [20, 68, 69], les auteurs ont montré qu’en présence de contamination de
pilotes, la capacité du schéma M-MMSE croît sans limite en exploitant la corrélation des
canaux spatiaux. Cependant, le prix à payer est une complexité de calcul élevée lorsque
la matrice d’antennes est de grande dimension.
Dans ce chapitre, nous proposons d’analyser théoriquement les performances du
récepteur proposé M-MMSE/MRC en termes du RSBI et de la capacité. Nous suppo-
sons que les canaux sont non-corrélés. Il convient de mentionner que plusieurs travaux
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étudiant l’analyse des performances du récepteur MMSE reposent essentiellement sur
la théorie des matrices aléatoires et les propriétés des matrices complexes de Wishart
[38, 61, 70]. Étant donné un grand réseau d’antennes, les matrices de canaux deviennent
singulières et leur distribution devient plus difficile à exprimer. Ainsi, l’analyse du ré-
cepteur MMSE est non-triviale et dans une certaine mesure, mathématiquement intrac-
table. Néanmoins, nous montrons que le RSBI et les expressions de la capacité peuvent
être obtenus grâce à la théorie des matrices aléatoires et aux statistiques multivariées
[52, 71, 72].
Nous examinons la distribution du RSBI à la sortie de la première couche en présence
d’interférants à puissance égale. Nous considérons également les deux cas, soit la taille
du sous-groupe dépasse le nombre total de signaux ; la taille du sous-groupe est infé-
rieure au nombre total de signaux. Ensuite, nous dérivons des expressions analytiques
pour le RSBI moyen et la capacité ergodique. À la lumière des résultats analytiques, nous
étudions en outre les effets des interférences inter-cellulaires, la taille du sous-groupe et
le nombre d’antennes à la BS sur les performances du récepteur M-MMSE/MRC.
2 Description du système
Nous considérons le système MIMO massif décrit dans le chapitre précédent par
l’équation (V.1), en employant le récepteur M-MMSE/MRC proposé pour la détection
du signal transmis. L’algorithme de détection proposé pour un utilisateur m donné peut
être résumé en pseudo-code et est ainsi présenté à Algorithme 1.
Afin de simplifier l’analyse théorique, nous supposons que l’effet des évanouisse-
ments à grande échelle est constant. En fait, nous allons supposer que les coefficients
{βm} valent 1 pour tous les utilisateurs désirés et que les coefficients {β
′
i} sont consi-
dérés constants pour tous les interférants provenant d’autes cellules, i.e., β ′i = β pour
i ∈ [1, I]. Tous les signaux désirés ont donc un RSB de P0
σ2n
.
3 Analyse statistique du RSBI
Étant donné le signal à la sortie de la première couche de traitement ymk correspon-




wmk RI +N,k wHmk
, (VI.1)
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Algorithme 1 Récepteur linéaire à deux couches M-MMSE/MRC
Entrées : P0, PI , H, H
′ , s, s′ , n, N et L
Sorties : zm
1: K = L
N
, n = kN −N + 1, p = kN
2: x =
√
P0 H s +
√
PI H
′ s′ + n
3: pour k = 1 jusqu’à K faire
4: xk = [xl]l=n···p
5: Hk = [hlm]l=n···p,m=1···M
6: H′k = [h
′
li]l=n···p,i=1···I
7: hmk = [hlm]l=n···p,m∈{1···M}






9: wmk = wHM-MMSE,mk =
√
P0 hHmk R−1xk










où RI +N,k est la matrice de covariance de la contribution des interférences plus bruit
correspondant au k-ème sous-groupe, qui est exprimée tel que :






k + σ2nIN , (VI.2)
= Rxk − P0hmkhHmk, (VI.3)
où Hk est la matrice obtenue en supprimant la m-ème colonne de Hk. En remplaçant
l’expression de wmk dans l’équation (VI.1), nous avons :
γmk =
P0hHmk R−1xk hmk
1− P0hHmk R−1xk hmk
. (VI.4)
Ensuite, en appliquant le lemme d’inversion de matrice, l’expression du RSBI est réduite
à :
γmk = P0 hHmk R−1I +N,k hmk. (VI.5)
Les K sorties résultantes sont combinées à la deuxième couche en utilisant le combi-
nateur MRC. Cela implique que le RSBI à la sortie finale est égal à la somme des RSBIs
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Dans la suite de cette section, nous présentons des expressions analytiques pour la FDP
du RSBI à la sortie de la première couche, le RSBI moyen et le débit du système.
3.1 Fonction de densité de probabilité du RSBI à la sortie du M-MMSE
En utilisant (VI.2), le RSBI à la sortie du k-ème sous-groupe pour l’utilisateur m est
donné par :











Il est à noter que la taille du sous-groupe est choisie telle que N > M où N > I . Dans






k sont respectivement des ma-
trices distribuées selon une distribution de Wishart complexe et singulière, telles que
CWN(M−1, IN) et CWN(I, βIN) [55]. Trouver la distribution exacte de la combinaison li-
néaire des matrices de Wishart ayant des matrices de covariance non identiques présente
des défis mathématiques dans la communication sans fil [73]. Un résultat important ob-
tenu dans [71] peut être utilisé pour approximer la somme de matrices de Wishart non
identiquement distribuées. Cependant, cette approximation n’est pas valable pour tous
les cas. En particulier, cette approximation ne peut pas être appliquée lorsque les ma-
trices de Wishart sont singulières. En sa basant sur [71], nous proposons d’approximer







k ≈ αsSk, (VI.8)
où le nombre de degrés de liberté de la somme des matrices de Wishart est approximé
tel que ds = M + I − 1 et
αs =
P0(M − 1) + PIβI
ds
− ε, (VI.9)
ε = (P0 − PIβ) (M − 1)
ds
. (VI.10)
Nous notons que ε correspond à l’erreur d’approximation entre la somme exacte et l’ap-
proximation présentée dans [71]. En fait, nous avons dérivé empiriquement une forme
mathématique de ε en considérant différents scénarios de simulation. Soit Hs une ma-
trice aléatoire de taille N × ds où les ds vecteurs colonnes représentent les canaux de
tous les interférants (intra- et inter-cellulaire). La matrice Sk peut être exprimée telle que
Sk = HsHHs , qui est indépendante de hmk [71]. Ensuite, en utilisant cette approximation,
80
VI.3 Analyse statistique du RSBI
le RSBI γmk dans l’équation (VI.7) peut être approximé comme suit :











Dans ce qui suit, nous examinons d’abord la distribution du RSBI lorsque le nombre
d’antennes dans chaque sous-goupe N est supérieur au nombre total d’interférants, i.e.
N > ds. Ensuite, nous analysons le cas où N < ds.
3.1.1 cas 1 : N > ds
En appliquant la décomposition spectrale des matrices, la matrice Sk est exprimée
telle que UHΛkU, où U est une matrice unitaire et la matrice diagonale Λk contient les
valeurs propres de Sk. En utilisant une approche similaire à celle de [74], le RSBI donné















|umk,i|2 = S1 + S2, (VI.12)
où {λik} sont les valeurs propres non nulles de Sk pour tout 1 ≤ i ≤ ds. Le vecteur umk =
Uhmk = [umk,1, · · · , umk,ds ]T suit la même distribution que hmk. Le premier et le deuxième
terme de l’équation (VI.12) sont désignés respectivement par S1 et S2. Puisque ces deux
termes sont indépendants, la FDP de γ̃mk est calculée par le produit de convolution des
densités de S1 et S2 comme suit :
fγ̃mk(x) = fS1(x)⊗ fS2(x). (VI.13)












où |umk,i|2 suit une distribution Chi-carré avec deux degrés de liberté. Étant donné que
|umk,i| et λik sont des v.a. indépendantes pour 1 ≤ i ≤ ds, nous pouvons exprimer la FDP
de S1 sous forme intégrale. Cependant, cela nécessite l’évaluation de ds intégrales et par
la suite l’expression de la FPD sera difficile à obtenir pour une grande valeur de ds. Nous
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allons présenter dans ce travail une expression plus simple pour la distribution de γ̃mk.
Il est clair que la matrice HHs Hs est une matrice de Wishart non singulière, dont les va-
leurs propres sont les mêmes que les valeurs propres non nulles de Sk. Nous définissons











où cmk est un vecteur gaussien complexe de moyenne nulle et de variance unitaire. Il est
à noter que V a une décomposition spectrale similaire à celle de S1. Par conséquent, S1
et V suivent la même distribution.
Dans ce travail, nous considérons le régime limité par les interférences, et nous igno-
rons l’effet du bruit thermique pour simplifier l’analyse. La variable V peut être alors








Étant donné que le vecteur cmk ∼ CN (0, I) est distribué indépendamment de la matrice











où u(x) est la fonction échelon de Heaviside et B(x, y) est la fonction Beta. Le deuxième
terme S2 dans (VI.12) est la somme des distributions exponentielles multipliée par P0σ2n .
Par conséquent, il suit une distribution centrale du Khi-carré de 2(N − ds) degrés de















Il s’ensuit que la FDP de γ̃mk peut être calculée par le produit de convolution de fS1(x) et




fS1(t) fS2(x− t) dt. (VI.19)
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)N+1 (x− t)N−ds−1 eσ2nP0 t dt.
(VI.20)
Ensuite, en appliquant la formule du binôme de Newton sur le polynôme (x− t)N−ds−1
nous obtenons :
fγ̃mk(x) =































)N+1 eσ2nP0 t dt. (VI.22)
Ensuite, l’intégrale I est encore développée en utilisant la représentation en série entière




























ds + i+ j 2
F1
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où l’intégrale est résolue à l’étape (a) en utilisant [60, eq. 3.194-1]. Nous notons aussi que
2F1 (a, b; c; z) est la fonction hypergéométrique de Gauss. Par conséquent, en remplaçant

























ds + i+ j 2
F1
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3.1.2 cas 2 : N ≤ ds
Examinons le cas où le nombre total d’interférants dépasse la taille du sous-groupe.
Nous rappelons que le RSBI à la sortie du k-ème sous-groupe pour l’utilisateur m est
approximé par l’équation (VI.11). Étant donné N ≤ ds, la matrice Sk est une matrice de
Wishart non-singulière (de rang plein), i.e. Sk ∼ CWN(ds, IN), par opposition au cas 1.














où h̃mk = hmk/‖hmk‖. Examinons le dénominateur de l’expression précédente, noté D.
En utilisant la factorisation QR, le vecteur h̃mk peut être exprimé tel que h̃Hmk = eHQ , où





































où A = QHsHHs QH , a11, a12, a21 et A22 sont des matrices par blocs où a11 est de taille
1× 1. L’expression précédente est obtenue en utilisant la formule d’inversion matricielle
par blocs. En outre, le dénominateur D peut être borné inférieurement comme suit :




Étant donné que a11−a12A−122 a21 = [(A−1)11]
−1, le RSBI γ̃mk dans (VI.25) est ensuite borné
supérieurement comme suit :
γ̃mk ≤
P0 hHmkhmk
αs [(A−1)11]−1 + σ2n
= P0 µ




où γumk désigne la borne supérieure de γ̃mk. Il est évident que µ = hHmkhmk suit une dis-
tribution de Khi-carré de 2N degrés de liberté. De plus, la matrice A = QHsHHs QH a
la même distribution que HsHHs , i.e. CWN(ds, IN). En appliquant les propriétés des ma-
trices de Wishart [52], ν = [(A−1)11]−1 suit une distribution centrale du Khi-carré de
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N−1 e−x u(x), (VI.29)
fν(x) =
1
Γ(ds −N + 1)
xds−N e−x u(x). (VI.30)




xN−1 e−x/P0 u(x). (VI.31)
De plus, la v.a. b = αs ν + σ2n est une variable Khi-carré multipliée par αs et à laquelle
s’ajoute la constante σ2n. Ainsi, nous avons :
fb(x) =
(x− σ2n)ds−N




αs u(x− σ2n). (VI.32)


















Étant donné que γumk, qui est donné par l’équation (VI.29), est le produit de deux va-
riables aléatoires indépendantes, la FDP est alors donnée par le produit de convolution
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où l’intégrale correspond à la définition de la fonction Gamma en faisant le changement































3.2 RSBI moyen à la sortie du récepteur M-MMSE/MRC
Nous analysons le RSBI moyen à la sortie finale du récepteur à deux couches en consi-
dérant les cas N > ds et N ≤ ds. Étand donné l’équation (VI.6), le RSBI à la sortie est la
somme des RSBI combinés dans chaque sous-groupe. En supposant que tous les sous-
groupes ont le même RSBI moyen, le RSBI moyen à la sortie pour l’utilisateur m, noté
par γ̄m, peut être calculé comme suit :
γ̄m = K E {γmk} = K Γ, (VI.39)
où Γ est le RSBI moyen dans un sous-groupe donné.
Lorsque N > ds, l’approximation du RSBI γ̃mk donnée par (VI.12) est exprimée par la
somme de deux termes S1 et S2. Ainsi, la moyenne de γ̃mk, notée par Γ̃, peut être calculée
comme suit :
Γ̃ = E{γ̃mk} = E{S1}+ E{S2}. (VI.40)



























VI.4 Borne supérieure de la capacité ergodique
où la première intégrale est résolue en vertu de [60, eq. 3.194-3] et la deuxième intégrale





(N − ds) . (VI.42)
Lorsque N ≤ ds, nous avons dérivé une borne supérieure de γ̃mk donnée par l’équa-
tion (VI.28). Par conséquent, la moyenne Γ est bornée tel que :
Γ ≤ E {γumk} = Γu, (VI.43)
où Γu désigne la borne supérieure de Γ. En utilisant (VI.38), nous avons :








































où Ψ(a; b; z) est la fonction de Tricomi. Par conséquent, le RSBI moyen à la sortie du
récepteur M-MMSE/MRC pour l’utilisateur m est alors donné par :
γ̄m ≈ KΓ̃ pour N > ds, (VI.46)
γ̄m ≤ KΓu pour N ≤ ds . (VI.47)
4 Borne supérieure de la capacité ergodique
En se basant sur les résultats obtenus, nous calculons dans cette section le débit du
système en liaison montante pour le récepteur à deux couches proposé. Étant donné
(VI.6), le débit réalisable (ou la capacité ergodique) pour un utilisateur m peut être ex-
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primé en bits/secondes/Hertz tel que :
Rm = E
{
log2 (1 + γm)
}
. (VI.48)




1 + E {γm}
)
= Rum, (VI.49)
où Rum désigne la borne supérieure du Rm. En utilisant les résultats analytiques obtenus












, pour N ≤ ds,
(VI.50)
où Γ̃ et Γu sont dérivés respectivement dans (VI.42) et (VI.45). Par conséquent, le débit




Rm ≤M Rum. (VI.51)
5 Résultats de simulation
Dans cette section, nous allons présenter des simulations pour valider les expressions
développées ainsi que pour étudier les effets des interférences inter-cellulaires et la taille
du sous-groupe sur les performances du récepteur à deux couches M-MMSE/MRC en
termes du RSBI et de capacité ergodique dans un canal MIMO massif. Nous supposons
que βm = 1 et β
′
i = β pour i ∈ [1, I]. Le facteur d’interférence inter-cellulaires β est
choisi tel que β ∈ [0.1, 1]. De plus, nous choisissons les puissances transmises telles que
P0 = PI = 10 dB.
Dans la figure VI.1, nous avons tracé la FDP du RSBI à la sortie de la première couche
de traitement lorsque L = 48, M = 5 et I = 15 pour différentes valeurs de N . D’après
l’approximation utilisée dans (VI.8), nous avons ici ds = M + I − 1 = 19. La légende,
Analytique, indique l’approximation obtenue dans (VI.24) pour N > ds et la borne supé-
rieure obtenue dans (VI.38) pour N ≤ ds.
À un RSB = 10dB, nous observons que les résultats analytiques coïncident parfaitement
avec les simulations Monte-Carlo et la borne devient plus précise lorsque N augmente.
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FIGURE VI.1 – FDP de γmk pour L = 48, M = 5, I = 15, β = 0.5 et RSB=10 dB pour différentes
valeurs de N = {8, 12, 16, 24}.
De plus, nous remarquons que lorsque N augmente, les distributions deviennent plus
étroites et sont translatées vers la droite. En particulier, le comportement de la FDP au-
tour de zéro perd son importance, ce qui se traduit par une amélioration des perfor-
mances du système.
La figure VI.2 illustre le RSBI moyen à la sortie finale du récepteur proposé pour
l’utilisateur m, en considérant le même scénario que dans la figure VI.1 avec des va-
leurs différentes de L. Nous constatons que les courbes analytiques sont précises. Nous
observons également que le RSBI moyen augmente lorsque la taille du sous-groupe N
augmente. Les meilleures performances sont obtenues lorsque N = 24 > ds. En effet, le
récepteur M-MMSE à la première couche permet une réduction significative des inter-
férences. Lorsque N = {8, 12, 16} < ds, nous constatons une perte de performances par
rapport à celles obtenues lorsque N = 24. Dans ces cas, les performances peuvent être
améliorées en augmentant la taille du réseau d’antennes. Il est intéressant de signaler
qu’à un RSBI moyen fixe (γ̄m ' 12 dB), la complexité de calcul peut être réduite lorsque
N décroît.
La figure VI.3 illustre l’effet des interférences inter-cellulaires sur le débit réalisable en
liaison montante du récepteur M-MMSE/MRC avec L = 96, M = 10 et I = 20. La cohé-
sion entre les résultats analytiques et les simulations valide la précision de notre analyse
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FIGURE VI.2 – RSBI moyen en fonction du nombre d’antennes L pour M = 5, I = 15, β = 0.5 et
RSB=10 dB pour différentes valeurs de N .










FIGURE VI.3 – Capacité en fonction du facteur d’interférence inter-cellulaires β pour L = 96, M =
10, I = 20 et RSB=15 dB.
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dans le régime à RSB élevé. Lorsque N = 32 > ds, le débit réalisable est important, soit
plus que 80 bits/s/Hz. De plus, ce débit demeure constant en augmentant le facteur
d’interférence β. D’autre part, lorsque N < ds, les débits réalisables diminuent considé-
rablement quand β augmente. Nous pouvons conclure que le récepteur M-MMSE/MRC
garantit de bonnes performances lorsque N > I .
6 Conclusion
Dans ce chapitre, nous avons présenté une étude analytique des performances du
récepteur M-MMSE/MRC proposé. L’analyse est établie dans les deux cas où la taille
du sous-groupe est inférieure ou supérieure au nombre total d’interférants. Á fort RSB,
nous avons dérivé des bornes et des approximations pour la FDP du RSBI à la sortie de
la première couche, le RSBI moyen à la sortie finale et le débit réalisable. La validité des
résultats théoriques est confirmée par des simulations Monte-Carlo. De plus, bien que
les expressions analytiques impliquent des fonctions hypergéométriques, elles peuvent
être plus simples à implémenter que les simulations Monte-Carlo.
Nous avons prouvé que le récepteur M-MMSE/MRC fournit des gains en débit im-
portants lorsque N > ds. Cependant, lorsque la taille du sous-groupe B devient plus
petite, la complexité de calcul est réduite, mais il y a une dégradation notable des per-




Conclusion générale et perspectives
1 Conclusion
Le MIMO massif est une technologie de pointe pour les futurs réseaux de communi-
cation sans fil. En effet, l’utilisation d’un grand nombre d’antennes à la réception dans
un mode multi-utilisateur permet d’atteindre une amélioration considérable de débit du
système, des degrés de liberté et de la fiabilité de communication. Toutefois, il existe un
certain nombre de défis à relever. Cela inclut notamment le traitement du signal reçu par
la BS et la gestion des interférences inter-cellulaires.
L’objectif principal de ce travail était la réduction de la complexité numérique du trai-
tement du signal à la BS tout en maintenant de bonnes performances dans un contexte
MIMO massif en présence d’interférences. Pour ce faire, nous avons proposé des sché-
mas de détection considérant des traitements linéaires.
Dans un premier temps, nous avons proposé une approche s’appuyant sur le concept
à deux couches, qui consiste à subdiviser la matrice d’antennes à grande échelle en un
ensemble de sous-groupes d’antennes. Il suffit d’appliquer le récepteur M-MMSE au ni-
veau de chaque sous-groupe (la première couche de traitement), pour ensuite combiner
les sorties résultant du premier niveau à l’aide du combinateur MRC ou du récepteur
M-MMSE (deuxième couche de traitement). Il est à noter que le traitement à la deuxième
couche dépend pratiquement du choix de la taille de sous-groupe par rapport au nombre
total d’utilisateurs. Dans le cas où la taille de sous-groupe dépasse le nombre total des si-
gnaux désirés et interférants, le combinateur MRC est efficace pour atteindre de bonnes
performances. Dans le cas contraire, les degrés de liberté sont insuffisants pour com-
battre l’effet d’interférences, et par conséquent le récepteur M-MMSE devient plus effi-
cace. Les récepteurs proposés sont dénotés M-MMSE/MRC et M-MMSE/M-MMSE.
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Dans un second temps, nous avons proposé une deuxième approche s’appuyant sur
le concept à multi-couches. Ce schéma consiste à subdiviser autant de fois la matrice
d’antennes, appliquer le récepteur M-MMSE au niveau de chaque sous-groupe et com-
biner les sorties résultantes à l’aide du MRC à la dernière couche. Dans ce travail, nous
avons présenté le récepteur à 3 couches noté M-MMSE/M-MMSE/MRC. Les résultats
obtenus par la simulation Monte-Carlo montrent que les méthodes proposées présentent
moins de complexité que le récepteur M-MMSE et peuvent atteindre des performances
quasi optimales.
Une étude analytique des performances du récepteur proposé M-MMSE/MRC en
présence d’interférences entre cellules est fournie. En effet, nous avons analysé le rapport
RSBI pour le récepteur proposé ainsi que les récepteurs conventionnels, en prenant en
compte la puissance reçue des interférants. Par ailleurs, nous avons étudié l’effet d’éva-
nouissement à petite et à grande échelle sur les puissances d’interférences résiduelles
à la sortie de la première couche de traitement. Nous avons constaté que l’interférence
entre les cellules est prédominante, surtout lorsque le shadowing est fort ou lorsque la
taille du sous-groupe est comparable au nombre total d’utilisateurs. Cependant, appli-
quer le récepteur M-MMSE au niveau de la deuxième couche de traitement offre des
gains considérables dans ce contexte.
En se basant sur la théorie des matrices aléatoires, nous avons dérivé aussi des expres-
sions de la distribution du RSBI à la sortie de la première couche du récepteur proposé.
En outre, des expressions analytiques du RSBI moyen et de la capacité ergodique sont
déterminées. La validité des résultats théoriques est confirmée par des simulations de
Monte-Carlo pour différentes configurations du système. De plus, bien que les expres-
sions analytiques impliquent des fonctions hypergéométriques, elles sont plus faciles à
implémenter que les simulations Monte-Carlo.
2 Perspectives
Nous souhaitons que notre travail de recherche ouvre de nouvelles perspectives dans
le domaine de la communication numérique. Les réponses qu’il a données ont certes per-
mis de combler certaines interrogations. Toutefois, d’autres questionnements peuvent
faire surface et donner lieu à des pistes de recherches intéressantes.
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Tout d’abord, nous avons élaboré notre recherche dans le but d’atteindre un com-
promis entre performance et complexité de calcul. Il est très intéressant d’atteindre une
réduction au niveau de la complexité matérielle, soit le nombre de chaînes RF associé
au nombre accru d’antennes. En s’appuyant sur le concept à 2 couches, nous proposons
d’appliquer SC au lieu de M-MMSE à la première couche de traitement puis le MMSE à
la deuxième couche de traitement. Le SC consiste à choisir le signal ayant la puissance
maximale ou le meilleur RSB parmi tous les signaux reçus, le SC choisit un ou deux an-
tennes parmi les N antennes dans chaque sous groupe. Du coup, on peut atteindre une
réduction au niveau de nombre de chaînes RF et bien évidemment une réduction de la
complexité du modèle matériel à développer.
Ensuite, nous estimons qu’il serait opportun d’étudier l’impact de l’estimation de
canal et la corrélation sur la performance du récepteur MIMO massif proposé.
Enfin, des recherches futures peuvent envisager l’utilisation de notre récepteur pour




A Calcul de la puissance des interférences intra-cellulaires
résiduelles
Nous présentons dans cette annexe la démonstration de la proposition 4.1 donnée au






Remplaçons l’expression de wmk donnée par (V.32) dans (A.1), et en simplifiant, nous
obtenons :
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)2 , (A.3)
où l’équation (A.3) est dérivée en utilisant le lemme d’inversion matricielle comme suit :
R−1xk =
(











À partir de l’équation (A.3), nous définissons : Z = R−1I +N,k
M∑
n 6=m
hnkhHnkR−1I +N,k. Il est
à noter que le rayon spectral de R−1I +N,k est uniformément borné par 1/σ2n et hmk est




P intra(wmk), où P intra(wmk) est donné par :
P intra(wmk) =
P 20 βm trace {Z}(




Dans ce qui suit, nous calculons séparément les termes de numérateur et dénomina-






































Ensuite l’expression trace {Z} dans l’équation (A.5) peut être développée comme suit :











































































































































































où l’égalité à l’étape (c) est obtenue en utilisant le fait que pour toute matrice aléa-
toire A de dimension N , avec les valeurs propres aléatoires λA,1, · · ·λA,N , nous avons
trace {A2} = (trace {A})2 − 2
∑
i<j
λA,iλA,j . Par conséquent, en remplaçant les équations




B Calcul de la puissance des interférences inter-cellulaires
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