Because indoor navigation is difficult for people with visual impairment, there is a need for the development of assistive technology. Indoor location sensing, the ability to identify a pedestrian's location and orientation, is a key component of such technology. We tested the accuracy of a potential crowdsourcing-based indoor location sensing method. Normally sighted subjects were asked to identify the location and facing direction of photos taken by a pedestrian in a building. The subjects had available a floor plan and a small number of representative photos from key locations within the floor plan. Subjects were able to provide accurate location estimates (median location accuracy 3.87ft). This finding indicates that normally sighted subjects, with minimal training, using a simple graphical representation of a floor plan, can provide accurate location estimates based on a single, suitable photo taken by a pedestrian. We conclude that indoor localization is possible using remote, crowdsourced, human assistance. This method has the potential to be used for the location-sensing component of an indoor navigation aid for people with visual impairment.
INTRODUCTION
Pedestrian mobility has two major components. Obstacle avoidance is the ability to safely move through a space without running into objects. Dog guides and white canes are often used by visually impaired pedestrians for obstacle avoidance. The second component is wayfinding, also called spatial navigation. Wayfinding is the ability to plan and execute a route to a desired destination, which requires learning building layouts and updating one's location along a route. This article is concerned with assistive technology for indoor wayfinding.
A variety of assistive technologies have been developed for visually impaired wayfinding (for a review, see Giudice and Legge [2008] ). In particular, GPS technology has been exploited for speech-based navigation for visually impaired wayfinding outdoors. Roentgen et al. [2011] provided an evaluation of four commercially available systems. More recently, iPhone apps, designed specifically for visually impaired users-such as Ariadne GPS [2017] , Seeing Eye GPS [2017] , and BlindSquare [2017] -have proven to be quite successful.
But indoors, away from windows, GPS signals are not reliable, nor do they provide adequate spatial resolution for finding rooms and other key locations. A survey of electronic travel aids for the blind identified nine commercially available navigational aids, but none were designed for indoor usage [Roentgen et al. 2009] . A subsequent review confirmed that a viable indoor navigation system for people with visual impairments has not yet been developed [Gallagher et al. 2012] . One reason is the difficulty of locating pedestrians indoors. Many attempts have been made to create successful indoor location-sensing methods, but to our knowledge none have reached the convenience and accessibility needed for widespread use by visually impaired pedestrians. For discussion of the limitations of other indoor location-sensing systems, see Legge et al. [2013] .
An indoor navigation system typically has three components: a method of pedestrian location sensing, a digital map, and an interface passing information to the pedestrian. Location sensing involves identifying the current location and heading of a pedestrian. A digital map ties a pedestrian's location and orientation information to functionally significant points of interest in the layout. Finally, an interface communicates meaningful information to the pedestrian, such as route directions, in an accessible format. This article proposes a method of indoor location sensing that could potentially take advantage of crowdsourcing.
Crowdsourcing refers to many people, working individually and remotely, performing a specific task. Crowdsourcing has already been used in assistive technology for visually impaired users. One application for crowdsourcing is smartphone apps for object recognition. VizWiz [2017] and TapTapSee [2017] are two examples. VizWiz allows a visually impaired person to take a picture of any object, ask a question about the picture (e.g., "What does this sign say?"), and have one of many "web workers" describe the object [Bigham et al. 2010] . TapTapSee has the user take a picture of an object, which the app identifies out loud to the user [Holton 2013] . With the app BeMyEyes, a remote sighted volunteer is shown a view from a visually impaired user's iPhone camera and answers questions via audio about objects in the camera's field of view [Be My Eyes 2017] .
Successful use of crowdsourcing for object recognition prompted us to ask whether crowdsourcing could be used for accurate, indoor location sensing of visually impaired pedestrians. We conceive of a system in which a visually impaired pedestrian inside a building would take a picture of his/her surroundings using a cellphone app. The image would be transmitted to the "crowd" where a web worker would receive the pedestrian's image and use it along with a floor plan and set of sample images to identify the pedestrian's location and orientation. This information would be sent back to the pedestrian and used in conjunction with a digital map of the space and an accessible interface (e.g., synthetic speech) to provide the user with information about nearby points of interest or route instructions. For example, Legge et al. [2013] showed that blind and low-vision subjects could find nearby points of interest (such as a room on the same corridor) and navigate to remote locations in the floor plan with the use of a tablet-based digital map and synthetic-speech interface.
Our goal is to determine whether accurate location estimates can be obtained from a single picture taken by a visually impaired pedestrian.
To evaluate this idea, we tested normally sighted subjects playing the role of an off-site "web worker". The subjects attempted to identify a remote pedestrian's location and orientation from a single image sent from the pedestrian's smartphone camera. The subject had access to an interface composed of a floor plan and a set of sample camera images from the same floor plan (Figure 1 ). Our primary question was to ask how accurately subjects could determine the pedestrian's location and heading. Secondary questions included the time required for subjects to make location-sensing judgments, and the effect of the content of the images transmitted by the pedestrian.
In the first of two experiments, normally sighted subjects were shown forty test images one at a time from two floors in our campus building. The subject indicated the camera's location by clicking the mouse on a screen rendering of the floor plan. The forty images were taken by one of the authors to explore the impact of specific camera locations and facing directions.
The promising results of the first experiment prompted a follow-up. The second experiment was similar to the first except the test photos were taken by ten visually impaired pedestrians. The goal of the second experiment was to determine whether the visually impaired pedestrians could take camera photos of sufficient quality and content for good crowdsourced location sensing.
This article does not provide the specifics for the development of an entire indoor navigation aid. Our goal was to determine whether indoor localization is possible using a single user image and crowdsourced, human assistance.
METHODS
2.1 Materials and Apparatus 2.1.1 Interface for Locating a Pedestrian. Our interface design is composed of a floor plan showing room numbers and a set of representative images. Figure 1 shows a sample interface display. Representative images were taken at hallway intersections with one photo facing down each connecting hallway. Therefore, an L-junction has two representative images; a T-junction has three, and so on. Dead ends were included and had one representative image. Table I shows the number of representative images of each type for each floor. Hallway intersections were chosen as representative image locations because such pictures give information about hallway length and often the geometry of an adjacent hallway intersection. This, combined with geometrical information provided by the floor plan has been shown to be predictive of a person's ability to make judgments about a building's layout [Legge 19:4 • P. Rafian and G. E. Legge The coordinates (x, y) of a subject's location estimate on the PowerPoint slide of the floor plan were captured using the following method. To make a location estimate, the subject activated a pen tool by pressing control-p. After marking a location on the floor plan, the subject exited PowerPoint's presentation mode by pressing the escape key. The coordinates of this location (measured in inches from the top left corner of the slide) were then obtained by right-clicking on the pen marking and selecting "position" and then "size and position" from the context menu.
A subject's location response was converted from inches on the interface to feet in the real world by measuring a distance of 10 feet in the building and associating this distance with interface coordinates for the corresponding locations.
The subject also estimated the facing direction of the camera view by manually indicating on the interface the predicted facing direction of the pedestrian along the hallway.
The number of representative images for each interface display. Due to the close proximity of two junctions on the third-floor interface display, one T-junction representative image was not included.
Test Images.
In Experiment 1, four types of test images were used to identify whether certain image categories yielded better location sensing performance than others ( Figure 2 ). Test images were photos taken by a normally sighted researcher using a Nikon D80 camera with 18-135mm lens (1514 × 1013 resolution). Similar locations on each floor were chosen for test image locations in order to keep the difficulty of test images between floors as similar as possible. The location of each test image was recorded for future comparison with subject location responses.
The four types of test images were:
(1) Junction Corridor. Photo taken at a hallway intersection facing straight down a connecting hallway. That is, similar to the representative images on the interface. (2) Junction Featural. Photo taken at a hallway intersection pointing at an object such as a door sign, a change in floor material, unique wall color, or other stable feature in the surroundings that might facilitate location sensing. (3) Non-junction Corridor. Photo taken anywhere between two hallway intersections facing straight down the hallway. (4) Non-junction Featural. Photo taken anywhere between two hallway intersections pointing at an informative object. . For all junction corridor test images and many junction featural test images, it cannot be determined from the image alone that it was taken at a junction. In this figure, however, the junction featural test image can be identified as having been taken at a junction.
Twenty test images (five of each of the four types) were collected from each of the second and third floors. Test images from each floor were tested in separate blocks. Each image was inserted into a PowerPoint presentation corresponding to the floor on which it was taken. Test images were pseudorandomized so that the four types of test images were evenly spread throughout the PowerPoint presentation. The result was a pseudo-randomized PowerPoint presentation containing twenty images from each floor. We called these presentations test image configurations.
In Experiment 2, ten visually impaired participants (five blind and five with low vision) took ten pictures from each of the same two floors used in the first experiment. Photos from an eleventh subject were excluded because the subject's finger covered the camera's lens for the majority of the images. Figure 4 shows a sample of six images taken by visually impaired subjects. Images were selected to illustrate variations in quality and informativeness of the features in all pictures taken by visually impaired subjects. Five of the subjects took pictures with their own iPhones, and five subjects used one of two Android cellphone cameras of 13 or 16 megapixels provided by an experimenter. Half of the images from each floor were taken at hallway intersections and the other half were taken at locations between hallway intersections. Subjects were instructed to hold the cellphone at eye level, take pictures only containing aspects of the hallways, and avoid temporary hallway features. A temporary feature of the building is any part that is not likely to be stable over time (e.g., a chair outside an office door or another pedestrian). Subjects were also told to take pictures that they thought might help a normally sighted web worker perform location sensing, such as door signs. The cell phones automatically 19:6
• P. Rafian and G. E. Legge adjusted for variances in lighting. Pictures were taken in either landscape or portrait orientation depending on what was most comfortable for the subject. These images were compiled into four configurations of 50 images each. Of the 50 images in each configuration, 25 were junction pictures and 25 were non-junction pictures. The number of images of each type (junction or non-junction) was split as equally as possible between low-vision and blind subjects. Configurations were pseudo-randomized so pictures taken by a particular subject and the location of images in the building were spread throughout the configurations.
2.1.3 Subjects. Twenty-four normally sighted young adults (13 females and 11 males) participated as subjects in Experiment 1. All subjects self-reported normal vision or corrected to normal vision. A few subjects had visited the building before, and three said they had previously visited at least one of the floors used for testing.
In the second experiment, ten visually impaired subjects (five blind and five with low vision) were recruited to take photos. For the purpose of this study, blind subjects were people lacking any visual information for navigation. Low-vision subjects were able to obtain some visual information to aid in navigation, but none had sufficient acuity to read building signage except at extremely close distances. The acuities of the five low-vision subjects ranged from 20/250 to less than 20/1000 with an average of 20/582. Six normally sighted subjects who had taken part in the first experiment were recruited to perform the same location-sensing task in Experiment 2 using the images taken by the visually impaired pedestrians.
All subjects read and signed consent forms (consent forms were read to subjects with visual impairment) and were compensated for their participation. The research procedures and informed consent were approved by the University of Minnesota's IRB.
EXPERIMENTS

Experiment 1
Twenty-four normally sighted subjects identified the location and facing direction of a series of camera images from two floors of a campus building. Testing lasted 1-1/2 to 3 hours. Informed consent was administered and subjects were told of the study's purpose. Subjects were given an explanation of the interface's features and used the practice interface display to perform five practice trials with the same procedure used for testing. After each practice trial, subjects were told the correct response and how, using the interface, the correct response could be determined. For actual testing, subjects performed location sensing for each test image of the second and third floor. Figure 3 shows the subject's view during testing. At the conclusion of testing, the subject went through an informal debriefing. Four subjects did not complete testing due to time constraints, but their data are included in our analysis.
The twenty test images from the second and third floors were tested in separate blocks, with the order of floors alternating across subjects. For each floor, the test images were sequenced from 1 to 20. To reduce order effects, consecutive subjects began testing on the first, fifth, tenth, or fifteenth image and then proceeded through the sequence. Before starting each floor, subjects were given up to 5 minutes to explore the interface display for that floor. Most subjects used this time to study the floor plan and use the zoom feature to view each representative image.
Subjects communicated a location and orientation judgment using the method described in Section 2.1.1. The experimenter recorded the location coordinates and orientation associated with the subject's response.
A stopwatch was used to measure the time from the onset of the test image to the subject's report on the test image's orientation, which we refer to as response time. This response time included the time for the subject to mark the judged location on the slide with the pen tool. Fig. 3 . A subject's view during testing. Two displays screens were used. One display showed an interface corresponding to one floor (15.6in HD LED screen with 1366 × 768 resolution). The other display showed a test image from that floor (23in and 1920 × 1080 resolution). The subject was able to continuously refer to both the test image and the interface during testing. The subject's task was to determine the camera location and facing direction of the test image.
Experiment 2
The six normally sighted subjects were asked to identify the location and orientation of fifty images taken by low-vision and blind subjects. Testing lasted about 2 hours. Subjects gave informed consent and then performed the same five practice trials as in Experiment 1. Before testing on each floor, subjects were given up to 5 minutes to reacquaint themselves with the interface display. During testing, subjects made location and orientation responses for each image in one of the four configurations described in Section 2.1.2, and response time was collected as it was in Experiment 1. In the informal debriefing at the end of testing, subjects were asked to compare their experiences in Experiments 1 and 2.
RESULTS
Experiment 1
4.1.1 Location Accuracy. Our main goal was to determine whether crowdsourcing could be used for accurate location sensing of pedestrians in indoor spaces. A subject's location response was considered correct if the location fell within the same hallway as the actual test image, and the subject correctly identified the facing direction of the test image. The 24 subjects in Experiment 1 gave correct location responses on 97.07% of the trials (894 of 921) and correct orientation responses on 92.18% of trials (849 of 921). Considering only correct location responses, median subject location accuracy was 3.87ft (IQR from 1.64 to 7.74).
Adopting a more stringent definition for a correct location response (that the response must be within 10ft of the actual test image location), 80.24% (739 of 921) of location responses and 78.18% (720 of 921) of orientation responses were correct.
Response Time.
A secondary goal was to determine the time required by a subject to locate a pedestrian based on the single test image. The median response time for correct trials was 49.88 seconds (IQR from 29.19 to 87). Response times improve during testing. For the first floor in which subjects were tested, the median time per trial was 55.01 seconds. On the second tested floor, the median time per trial was 44.45 seconds. Complexity also affected response time. Median response time on the more complex floor was 52.37 seconds compared to 45.16 seconds on the less complex floor. For each type of test image, the percent of subject responses with correct location judgments, the median location accuracy, and the median response time are shown. Images taken at hallway junctions had better median location accuracy and response time than non-junction images. Ranges in brackets are the upper and lower bounds of the IQR.
Effect of the Type of Test Image.
A third goal of this study was to identify the type of test image that yields the best performance for location sensing. Table II shows results of location-sensing accuracy and response time for each test image type. Results were only calculated with trials that had correct location responses.
The percent of trials with correct location responses was greater than 94% for all image types. Images taken at hallway junctions yielded more accurate location estimates than those taken mid-hallway, with median location accuracies of 2.36ft and 2.08ft for junction corridor and junction featural test images, respectively. Response times were also faster for the junction images, with median response times of 43.52 seconds for junction corridor images and 36.63 seconds for junction featural images.
In post-testing debriefing, all subjects reported that test images containing doors signs, such as the non-junction featural test image in Figure 3 , were easiest for location identification. Considering only test images containing readable door signs, 98% (196 of 200) of location responses were correct and 95% (190 of 200) of location responses were within ten feet of the actual test image location. These test images also had a median trial duration of 27.37 seconds (IQR from 19.5 to 39.91) and a median location accuracy of 2.09ft (IQR from 1.22 to 4.01).
Finally, we note that there were substantial individual differences in performance across our 24 subjects. Percent of correct judgments ranged from 80% to 100% across subjects. Median location accuracies ranged from 2.09ft to 7.34ft and median response times ranged from 30.84 seconds to 97.50 seconds. There was no correlation between response time and location accuracy.
Experiment 2
In Experiment 2, six of the subjects from Experiment 1 returned and made location estimates based on the photos taken by the ten visually impaired subjects.
4.2.1 Location Accuracy. Subjects gave correct location responses 91% of trials (273 of 300) and correct orientation responses on 86.33% of trials (259 of 300 trials). One subject identified the correct location on 80% of trials (40 of 50) and correct orientation on only 58% of trials (29 of 50). Ranges for the other five subjects were 86% to 98% for location accuracy and 92% to 98% for orientation accuracy. Median location accuracy for the six subjects in Experiment 2 was 3.56ft (IQR from 1.69 to 6.85), compared with their median accuracy in Experiment 1 of 3.77ft (IQR from 1.73 to 7.5). Median location accuracy for images taken by blind subjects was 3.65ft (IQR from 1.64 to 8.78) and 3.32ft (IQR from 1.8 to 6.44) for images taken by low vision subjects. . Six sample images taken by visually impaired subjects. The top three images were taken by subjects with low vision. The bottom three were taken by blind subjects. Images were selected to represent the range in quality and inclusion of informative features in all pictures taken by visually impaired subjects. Images regress in quality and usefulness from left to right. A few images were either extremely blurry or did not contain any informative features (e.g., blank, white wall).
Image Type.
Images taken at hallway junctions had a median location accuracy of 3.32ft (IQR from 1.22 to 5.71). Non-junction images had a median location accuracy of 3.66ft (IQR from 1.93 to 9.76). The median response time was 23.37 seconds (IQR from 16.06 to 42.85) for junction images and 27.41 seconds (IQR from 15.76 to 45.5) for non-junction images.
Similar to Experiment 1, test images from corridor junctions yielded faster responses with greater spatial accuracy.
DISCUSSION
Our primary goal was to determine the accuracy of indoor location sensing based on single test images taken with a camera from within a building. We tested normally sighted subjects as surrogates for a pool of web workers in a potential crowd-sourced application. These subjects had available to them an interface showing a conventional floor plan and a set of representative camera images taken in the corresponding building.
In the first experiment, the test images were collected by a normally sighted researcher. The subjects had a median location accuracy of less than four feet for correct location responses. In the second experiment, the test images were photos taken by ten visually impaired pedestrians. Subjects in Experiment 2 were even more accurate with median location responses of just over 3.5ft. In both experiments, the error in location estimates was less than the distance between doors in most buildings.
Coupled with suitable route instructions from a speech interface, this level of accuracy would usually be adequate to guide a visually impaired pedestrian to a destination room door in an office building.
We also wanted to know how quickly subjects could perform location sensing. The median time per trial in Experiment 1 of just under 50 seconds should be considered an upper bound. Improvements to the interface should significantly lower this figure. For example, implementing a zoom feature that is activated by hovering over a representative image would allow subjects to scan representative images more quickly. Also, the time taken by subjects to mark a location estimate with the procedure described in Section 2.1.1 is included in the response time. From informal observation, this part of the data collection procedure added about 5 seconds per trial. An automated system for recording location estimates on the interface could eliminate this overhead time. Though our response-time measurements did not account for the time required to send location information to the user, the object recognition app TapTapSee is advertised as being able to provide its service to users in about 7 to 10 seconds [TapTapSee 2017] . Taking into account the time required to perform the object recognition task, this suggests that transmission time to and from the user is not a limiting factor.
We also expect that providing web workers with training and additional practice would yield faster response times. Evidence for this was the improvement in median response times during testing in Experiment 1 (55.01 seconds on the first tested floor to 44.45 seconds on the second tested floor). Despite these improvements, a response time of 44.45 seconds is probably too slow for practical application as a location sensing method. But in Experiment 2, where the images were provided by visually impaired pedestrians, the response time dropped to 25.12 seconds. The improvement in response time from the first to the second experiment likely occurred because visually impaired subjects were told to take pictures of informative features of the building while the collection of test images in Experiment 1 aimed to capture a wide range of images, some of which turned out to be difficult for location sensing. Additionally, subjects participating in Experiment 2 were familiar with both the set-up of the experiment (e.g., interface design) and the layout of the floors from participation in Experiment 1.
In one experiment, over a one-day period, web workers responded to 15 VizWiz user images in an average of 27.0 seconds [Bigham et al. 2010] . A response time close to this value would be more acceptable for an indoor location sensing system. In Experiment 2, the median response time was 25.12 seconds (down from 49.88 seconds in Experiment 1), which suggests that location sensing with this method can be fast enough for practical use and that more experience with the location sensing task may result in significant improvements in median response time. Still, we do acknowledge that this median response time was reached only when subjects had previous familiarity with the floor plan. Training of paid or volunteer web workers may be necessary to obtain response times near this level. Floorplan complexity also affected response time, and it's likely that the nature and distribution of distinctive features would as well.
In addition to individual improvement through testing, there was substantial individual variability in performance among the twenty-four subjects in Experiment 1. Median response times ranged from 30.85 to 97.50 seconds, and median location accuracy ranged from 2.09 to 7.34ft. These variations may indicate that certain individuals have inherently better spatial abilities in performing our task. The differences might also be due to differences in task strategy. Subjects that had high location accuracy as well as short response times were able to quickly verify their location judgments. Less successful subjects either did not spend enough time verifying their responses and made many mistakes or spent too long and had high response times. For example, one subject with a median location accuracy of 2.92ft and a median response time of 97.5 seconds quickly narrowed an image location to a short stretch of hallway, but often spent over a minute deciding on the exact location. Higher performing subjects seemed to be able to place little weight on temporary aspects of the building when making location estimates while subjects with higher median response times were delayed by small details in the building that had changed between the time when representative images and test images were taken. Again, there was no correlation between response time and location accuracy.
A third goal of this research was to identify the type of pedestrian image that resulted in the highest location accuracy and shortest time required for location sensing. In both experiments, junction test images yielded better location accuracy and shorter response times than photos taken in mid-hallway locations. While pictures taken anywhere might prove useful, visually impaired pedestrians could be told that photos taken at intersections are likely to yield better performance. It should be noted, however, that this finding may be related to our use of intersection photos as the representative images used by our subjects. Had we also included mid-hallway representative photos, the performance difference between the two types of images might have disappeared. Overall, the median location accuracy of images from both experiments did fall within the 10-foot benchmark described in Section 4.1.1. This level of accuracy among all test image types allows for flexibility in the type of pictures that can be taken by pedestrians.
The key question in Experiment 2 was to determine if the pictures taken by visually impaired pedestrians would have adequate quality to yield the high performance levels observed with the test images in Experiment 1. Recall that the test images in Experiment 1 were photos taken by a normally sighted experimenter. The six subjects who participated in Experiments 1 and 2 commented informally that both groups of images were similar in quality (e.g., levels of blurriness). They also noted that visually impaired pedestrians were able to capture informative aspects of the building in their camera images. Only rarely was there a complete lack of useful information (e.g., an image containing only a white wall). The cellphones used functioned adequately across the range of lighting conditions in the test spaces. Among pictures taken by visually impaired pedestrians, there was only a small difference in median location error (3.32ft for low vision and 3.65ft for blind) suggesting this location-sensing method would be useful to users with no vision. The location accuracy of the six subjects in Experiment 2 was slightly better than their performance in Experiment 1. As with response time, this was likely due to a combination of practice, increased familiarity with the interface, and experience with both floor layouts. Also, visually impaired pedestrians were able to provide photos with enough informative features to allow for good location sensing.
If this method of location sensing were to be implemented using crowdsourcing, it could likely be done at a low cost to the user as demonstrated by the VizWiz object recognition app (about $0.07 per question) [Bigham et al. 2010] . Also, web workers who participate in social service related crowdsourcing work have been shown to have altruistic rather than monetary motivations [Takagi et al. 2013] . This may allow for a consistent population of web workers. Encouragement comes from the BeMyEyes app, which hasn't had difficulty maintaining unpaid web workers. The app has a large ratio of signedup web workers to visually impaired users at over 13:1. But reliance on a base of remote volunteers could be limited by (1) round-the-clock availability of volunteers, and (2) the spatial skill or training level of the volunteers. If a consistent, high-performing population of volunteers were to be impractical, web workers would need to be paid. This adds an ongoing cost that is not present in other indoor localization methods.
Implementation of this method for location-sensing also relies on the availability of floor plans linked to suitable representative images. Collection of these images and rendering the floor plans would require significant overhead effort and periodic updating.
There is also the technical problem of making sure a web worker receives the correct floor and interface information associated with a pedestrian's current location. Even if web workers can effectively locate a pedestrian, we must figure out how location and orientation information can be sent back to the pedestrian in a useful format. In the case of an indoor navigation system, users would likely receive route instructions through synthetic speech (i.e., "walk 10 steps then turn right") similar to the system proposed by Legge et al. [2013] who showed that given a known location, subjects can use a digital map and properly structured verbal instructions to locate nearby points of interest or follow a series of waypoints to a remote destination in the floor plan. In the event that a user is provided an inaccurate location, the user would submit another photo after realizing the error. Web workers would also be trained to provide a location only when they are highly confident the location is accurate. Otherwise, the user would be instructed to take another photo (e.g., "location not found, please send a more informative photo").
A variant of the method described here would be fully automated location sensing using computer image matching [Kawaji et al. 2010; Liu et al. 2010; Tomasi et al. 2013; Hile and Borriello 2008] . Given a sufficiently large number of representative images of an indoor layout, it is likely that a computer algorithm could achieve location sensing approaching the accuracy of our human subjects. In a hybrid system, a computer could sift through a set of representative images and provide a human web worker with a small number of possible matches for an incoming test image. A similar model combining the skills of humans and computers is that of the image description service WebInSight. WebInSight gives descriptions of web-based images for people with visual impairment from an existing database or calculates a description when one is not present using web context analysis and enhanced optical character recognition (OCR). If a description is not sufficient or if alternative text is not able to be automatically calculated, users can request an additional description from a web worker. This feature allows for lower costs as web workers are only used when necessary [Bigham et al. 2006] . Similarly, web workers may only be called upon to perform location sensing when the image matching system is unsure of the pedestrian's location.
The 20 indoor positioning systems reviewed by Liu et al. [2007] though not designed specifically for visually impaired users provide a comparison of location accuracy between our method and others. Mulloni et al. [2009] used camera phones and fiduciary markers to determine indoor localization. Localization accuracy could not be found for this method. One drawback of this system is that finding the fiduciary markers may be difficult for visually impaired users. Dutoit et al. [2016] were able to provide position and facing direction of a user in real-time using 3D mapping and inertial measurements. Speed for this method was high with localization updates made in an average of 214ms. Several fully automated image-matching localization systems have also been developed. Liu et al. [2010] created a system that compares image frames from user-captured video with those of a reference video of the indoor space. Results from testing showed that 90% of frames from the user video had median localization error of 1.0 meter. This system would require substantial user investment since a special camera is used as well as a backpack to carry the computer that performs localization. Tomasi et al. [2013] matched features from two user images to features from 360
• panoramic images taken of the building. Thorough testing of localization ability has not been done, but performing a comparison with two user images reduced incorrect localizations significantly. Hile and Borriello [2008] were able to obtain localizations to 30cm within several seconds by matching pre-marked features from a floor plan with features extracted from a user image. Features, in this case, are corners of walls and doorway locations. Difficulties with this system occur on floors not consisting of just hallways and in cases where corners of walls cannot be distinguished. Benefits of image matching (especially speed) could be exploited in a system that couples our method with image matching.
Among systems specifically designed for location sensing of visually impaired pedestrians, Ran et al. [2004] were able to provide a location accuracy within 22cm by installing pilots (devices that transmit ultrasound signals) to receivers placed on each shoulder of the user. The flight time difference between ultrasound signals sent from two pilots is used to find the distance between the user and the pilots. However, Reflection and blockage of ultrasound signals resulted in dead-spots and installation of pilots is required. The San Francisco Airport has implemented a prototype indoor navigation aid for the visually impaired using Bluetooth beacons with a reported location accuracy of within 5 meters, but it required installation of over 300 Bluetooth beacons [Iozzio 2014 ]. The required location accuracy will depend on the task in question; finding a room in an office building would usually require greater accuracy than finding a departure gate at an airport.
We have shown that a scheme relying on remote sighted assistance can provide accurate estimates of indoor spatial location and orientation to pedestrians. Improvements to the interface and training of subjects will likely reduce response times and improve location accuracy. We have also shown that pictures taken at hallway intersections facilitate location sensing. Finally, we have shown that visually impaired pedestrians are able to take cellphone pictures of sufficient quality to permit good localization judgments by remote sighted subjects. Our findings show the feasibility of crowdsourcing for indoor location-sensing and implementation in an indoor navigation system for visually impaired pedestrians.
