In this paper, we consider maximum likelihood estimation of the degree of freedom parameter ν, the location paramter µ and the scatter matrix Σ of the multivariate Student-t distribution. In particular, we are interested in approximating the degree of freedom parameter ν that determines the tails of the corresponding probability density function. We prove that under certain assumptions a minimizer of the likelihood function exists, where we have to take special care of the case ν → ∞, for which the Studentt distribution approaches the Gaussian distribution. As alternatives to the classical EM algorithm we propose three other algorithms which cannot be interpreted as EM algorithm. For fixed ν, the first algorithm is an accelerated EM algorithm known from the literature. However, since we do not fix ν, we cannot apply standard convergence results for the EM algorithm. The other two algorithms differ from this algorithm in the iteration step for ν. We show how the objective function behaves for the different updates of ν and prove for all three algorithms that it decreases in each iteration step. We compare the algorithms by numerical examples and apply one of these algorithms for estimating the degree of freedom parameter in images corrupted by Student-t noise.
Introduction
The motivation for this work arises from certain tasks in image processing, where the robustness of methods plays an important role. In this context, the Student-t distribution and the closely related Student-t mixture models became popular in various image processing tasks. In [24] it has been shown that Student-t mixture models are superior to Gaussian mixture models for modeling image patches and the authors proposed an application in image compression. Image denoising based on Student-t models was addressed in [13] and image deblurring in [5, 26] . Further applications include robust image segmentation [3, 18, 22] as well as robust registration [6, 27] .
In one dimension d = 1 and for ν = 1 the Student-t distribution coincides with the onedimensional Cauchy distribution. One of the first papers which suggested a variational approach for denoising of images corrupted by Cauchy noise was [2] . A variational method consisting of a data term that resembles the noise statistics and a total variation regularization term was proposed in [16, 21] . Based on a ML approach the authors of [12] introduced a so-called generalized myriad filter which estimates both the location and the scale parameter of the Cauchy distribution. They used the filter in a nonlocal denoising approach, where for each pixel of the image they chose as samples of the distribution those pixels having a similar neighborhood and replaced the initial pixel by its filtered version. We also want to mention that a unified framework for images corrupted by white noise that can handle (range constrained) Cauchy noise as well was suggested in [10] .
In contrast to the above pixelwise replacement, the state-of-the-art algorithm of Lebrun et al. [14] for denoising images corrupted by white Gaussian noise restores the image patchwise based on a maximum a posteriori approach. In the Gaussian setting, their approach is equivalent to minimum mean square error estimation, and more general, the resulting estimator can be seen as a particular instance of a best linear unbiased estimator (BLUE).
For denoising images corrupted by additive Cauchy noise, a similar approach was addressed in [13] based on ML estimation for the family of Student-t distributions, of which the Cauchy distribution forms a special case. The authors call this approach generalized multivariate myriad filter.
However, all these approaches assume that the degree of freedom parameter ν of the Student-t distribution is known which might not be the case in practice. In this paper we consider the estimation of the degree of freedom parameter based on an ML approach. In contrast to maximum likelihood estimators of the location and/or scatter parameter(s) µ and Σ, to the best of our knowledge the question of existence of a joint maximum likelihood estimator has not been analyzed before and in this paper we provide first results in this direction. Usually the likelihood function of the Student-t distributions and mixture models are minimized using the EM algorithm derived e.g. in [15, 19] . For fixed ν there exists an accelerated EM algorithm [9, 17, 25] which appears to be more efficient than the classical one for smaller parameters ν. We examine the convergence of the accelerated version if also the degree of freedom parameter ν has to be estimated. Further, we propose two modifications of the ν iteration step which lead to efficient algorithms for a wide range of parameters ν.
The paper is organized as follows: In Section 2 we introduce the Student-t distribution, the negative log-likelihood function L and their derivatives. The question of the existence of a minimizer of L is addressed in Section 3. Section 4 deals with the solution of the equation arising when setting the gradient of L with respect to ν to zero. The results of this section will be important for the convergence consideration of our algorithms in the Section 5. We propose three alternatives of the classical EM algorithm and prove that the objective function L decreases for the iterates produced by these algorithms. Finally, we provide two kinds of numerical results in Section 5. First, we compare the different algorithms by numerical examples which indicate that the our new ν iterations are are very efficient for estimating ν of different magnitudes. Second, we come back to the original motivation of this paper and estimate the degree of freedom parameter ν from images corrupted by one-dimensional Student-t noise.
Likelihood of the Multivariate Student-t Distribution
The density function of the d-dimensional Student-t distribution T ν (µ, Σ) with ν > 0 degrees of freedom, location paramter µ ∈ R d and symmetric, positive definite scatter matrix Σ ∈ SPD(d) is given by
The expectation of the Student-t distribution is E(X) = µ for ν > 1 and the covariance matrix is given by Cov(X) = ν ν−2 Σ for ν > 2, otherwise the quantities are undefined. The smaller the value of ν, the heavier are the tails of the T ν (µ, Σ) distribution. For ν → ∞, the Student-t distribution T ν (µ, Σ) converges to the normal distribution N (µ, Σ) and for ν → 0 it is related to the projected normal distribution. As the normal distribution, the d-dimensional Student-t distribution belongs to the class of elliptically symmetric distributions. These distributions are stable under linear transforms in the following sense: Let X ∼ T ν (µ, Σ) and A ∈ R d×d be an invertible matrix and let
In the following, we are interested in the negative log-likelihood function, which up to the factor 2 n and weights w i = 1 n reads as
In this paper, we allow for arbitrary weights from the open probability simplex∆ n := w = (w 1 , . . . , w n ) ∈ R n >0 : n i=1 w i = 1 . In this way, multiple data points may be incorporated and we have might express different levels of confidence in the single samples. [20] , the derivatives of L with respect to µ, Σ and ν are given by
x > 0 and the digamma function
Setting the derivatives to zero results in the equations
Computing the trace of both sides of (3) and using the linearity and permutation invariance of the trace operator we obtain
, which yields
.
We are interested in critical points of the negative log-likelihood function L, i.e. in solutions (µ, Σ, ν) of (2) -(4), and in particular in minimizers of L.
Existence of Critical Points
In this section, we examine if the negative log-likelihood function L has a minimizer. We restrict our attention to the case µ = 0. For an approach how to extend the results to arbitrary µ for fixed ν we refer to [13] . For fixed ν > 0, it is known that there exists a unique solution of (3) and for ν = 0 that there exists solutions of (3) which differ only by a multiplicative positive constant, see, e.g. [13] . In contrast, if we do not fix ν, we have roughly to distinguish between the two cases that the samples tend to come from a Gaussian distribution or not. The results are presented in Theorem 3.2.
We make the following general assumption:
. . , n} is linearly independent and max{w i : i = 1, . . . , n} < 1 d . For µ = 0, the negative log-likelihood function becomes
Further, for a fixed ν > 0, set
To prove the next existence theorem we will need two lemmas, whose proofs are given in the appendix. Proof. Case 1: Assume that there exists a minimizing sequence (ν r , Σ r ) r of L, such that (ν r ) r has a bounded subsequence. In particular, using Lemma A.1, we have that (ν r ) r has a cluster point ν * > 0 and a subsequence (ν r k ) k converging to ν * . Clearly, the sequence (ν r k , Σ r k ) k is again a minimizing sequence so that we skip the second index in the following.
By Lemma A.2, the set {Σ r : r ∈ N} is a compact subset of SPD(d). Therefore there exists a subsequence (Σ r k ) k which converges to some Σ * ∈ SPD(d). Now we have by continuity of
Case 2: Assume that for every minimizing sequence (ν r , Σ r ) r it holds that ν r → ∞ as r → ∞. We rewrite the likelihood function as
Next we show by contradiction that {Σ r : r ∈ N} is in SPD(d) and bounded: Denote the eigenvalues of Σ r by λ r1 ≥ · · · ≥ λ rd . Assume that either {λ r1 : r ∈ N} is unbounded or that {λ rd : r ∈ N} has zero as a cluster point. Then, we know by [13, Theorem 4.3 ] that there exists a subsequence of (Σ r ) r , which we again denote by (Σ r ) r , such that for any fixed ν > 0 it holds lim r→∞ L ν (Σ r ) = ∞.
Since k → 1 + k x k is monotone increasing, for ν r ≥ d + 1 we have
This contradicts the assumption that (ν r , Σ r ) r is a minimizing sequence of L. Hence {Σ r : r ∈ N} is a bounded subset of SPD(d).
Finally, we show that any subsequence of (Σ r ) r has a subsequence which converges tô
Then the whole sequence (Σ r ) r converges toΣ. Let (Σ r k ) k be a subsequence of (Σ r ) r . Since it is bounded, it has a convergent subsequence (Σ r k l ) l which converges to someΣ ∈ {Σ r : r ∈ N} ⊂ SPD(d). For simplicity, we denote (Σ r k l ) l again by (Σ r ) r . Since (Σ r ) r is converges, we know that also (x T i Σ −1 r x i ) r converges and is bounded. By lim r→∞ ν r = ∞ we know that the functions x → 1 + x νr νr converge locally uniformly to x → exp(x) as r → ∞. Thus we obtain
By taking the derivative with respect to Σ we see that the right-hand side is minimal if and
On the other hand, by similar computations as above we get
so thatΣ =Σ. This finishes the proof.
Zeros of F
In this section, we are interested in the existence of solutions of (4), i.e., in zeros of F for arbitrary fixed µ and Σ. Setting x := ν 2 > 0, t := d 2 and
we rewrite the function F in (4) as
and
The digamma function ψ and φ = ψ − log(·) are well examined in the literature, see [1] . The
and it is well-known that −φ is completely monotone. This implies that the negative of A is also completely monotone, i.e. for all x > 0 and m ∈ N 0 we have
On the other hand, we have that B(x) ≡ 0 if s = t in which case F s = A < 0 and has therefore no zero. If s = t, then B s is completely monotone, i.e., for all x > 0 and m ∈ N 0 ,
Thus we would expect that for samples x i from such a random variable X the corresponding values (
These considerations are reflected in the following theorem and corollary.
Theorem 4.1. For F s : R >0 → R given by (7) the following relations hold true:
, then there exists x + such that F s (x) > 0 for all
x ≥ x + . In particular, F s has a zero.
Proof. We have
We want to sandwich F s between two rational functions P s and P s + Q which zeros can be easily described.
Since the trigamma function ψ has the series representation
For x > 0, we have
Let R(x) and T (x) denote the rectangular and trapezoidal rule, respectively, for computing the integral with step size 1. Then we verify
By considering the first and second derivative of g we see the integrand in I(x) is strictly decreasing and strictly convex. Thus,
We have
Thus, for s ∈ [t − √ t, t + √ t], by the sign rule of Descartes, p s (x) has no positive zero which
Hence, the continuous function F s is monotone increasing and by (10) 
By
and Euler's summation formula, we obtain
Therefore, we conclude
The main coefficient of
, then there exists x + large enough such that the numerator becomes smaller than zero for all
. By (10), we conclude that F s has a zero.
The following corollary states that F s has exactly one zero if s > t + √ t. Unfortunately we do not have such a results for s < t − √ t.
Corollary 4.2. Let F s : R >0 → R be given by (7) . If s > t + √ t, t ≥ 1, then F s has exactly one zero.
Proof. By Theorem 4.1ii) and since lim x→0 F s (x) = −∞ and lim x→∞ = 0 + , it remains to prove that F s has at most one zero. Let x 0 > 0 be the smallest number such that F s (x 0 ) = 0.
We prove that F s (x) < 0 for all x > x 0 . To this end, we show that h s (
is strictly decreasing. By (11) we have
and for s > t further
where I(x) is the integral and R(x) the corresponding rectangular rule with step size 1 of the function g := g 1 + g 2 defined as
We show that R(x) − I(x) < 0 for all x > 0. Let T (x), T i (x) be the trapezoidal rules with step size 1 corresponding to I(x) and
Since g 2 is a decreasing, concave function, we conclude T 2 (x) − I 2 (x) < 0. Using Euler's summation formula in (13) for g 1 , we get
Since g (4) 1 is a positive function, we can write
All coefficients of x are smaller or equal than zero for t ≥ 1 which implies that h s is strictly decreasing.
Theorem 4.1 implies the following corollary.
the following relations hold true: 
Since lim x→0 F (x) = −∞ this implies that F has a zero.
Algorithms
In this section, we propose an alternative of the classical EM algorithm for computing the parameters of the Student-t distribution along with convergence results. In particular, we are interested in estimating the degree of freedom parameter ν, where the function F is of particular interest.
Algorithm 1 with weights w i = 1 n , i = 1, . . . , n, is the classical EM algorithm. Note that the function in the third M-Step
cr has a unique zero since by (8) the function φ < 0 is monotone increasing with lim x→∞ φ(x) = 0 − and c r > 0. Concerning the convergence of the EM algorithm it is known that the values of the objective function L(ν r , µ r , Σ r ) are monotone decreasing in r and that a subsequence of the iterates converges to a critical point of L(ν, µ, Σ) if such a point exists, see [4] .
Algorithm 1 EM Algorithm (EM)
Input:
Algorithm 2 distinguishes from the EM algorithm in the iteration of Σ, where the factor
is incorporated now. The computation of this factor requires no additional computational effort, but speeds up the performance in particular for smaller ν. Such kind of acceleration was suggested in [9, 17] . For fixed ν ≥ 1, it was shown in [25] that this algorithm is indeed an EM algorithm arising from another choice of the hidden variable than used in the standard approach, see also [11] . Thus, it follows for fixed ν ≥ 1 that the sequence L(ν, µ r , Σ r ) is monotone decreasing. However, we also iterate over ν. In contrast to the EM Algorithm 1 our ν iteration step depends on µ r+1 and Σ r+1 instead of µ r and Σ r . This is important for our convergence results. Note that for both cases, the accelerated algorithm can no longer be interpreted as an EM algorithm, so that the convergence results of the classical EM approach are no longer available.
Let us mention that a Jacobi variant of Algorithm 2 for fixed ν i.e.
with µ r instead of µ r+1 including a convergence proof was suggested in [13] . The main reason for this index choice was that we were able to prove monotone convergence of a simplified version of the algorithm for estimating the location and scale of Cauchy noise (d = 1, ν = 1) which could be not achieved with the variant incorporating µ r+1 , see [12] . This simplified version is known as myriad filter in image processing. In this paper, we keep the original variant from the EM algorithm (14) since we are mainly interested in the computation of ν.
Instead of the above algorithms we suggest to take the critical point equation (4) more directly into account in the next two algorithms.
Algorithm 2 Accelerated EM-like Algorithm (aEM) Same as Algorithm 1 except for
This function has a unique zero since by (9) 
Finally, Algorithm 4 computes the update of ν by directly finding a zero of the whole function F in (4) given µ r and Σ r . The existence of such a zero was discussed in the previous section. The zero computation is done by an inner loop which iterates the update step of ν from Algorithm 3. We will see that the iteration converge indeed to a zero of F .
Algorithm 4 General Multivariate Myriad Filter (GMMF) Same as Algorithm 2 except for
In the rest of this section, we prove that the sequence (L(ν r , µ, r, Σ r )) r generated by Algorithm 2 and 3 decreases in each iteration step and that there exists a subsequence of the iterates which converges to a critical point.
We will need the following auxiliary lemma.
where F a be strictly increasing and F b be strictly decreasing. Define F := F a + F b . For any initial value x 0 > 0 assume that the sequence generated by
is uniquely determined, i.e., the functions on the right-hand side have a unique zero and
Then it holds
Furthormore, assume that there exists x − > 0 with F (x) < 0 for all x < x − and x + > 0 with F (x) > 0 for all x > x + . Then, the sequence (x l ) l converges to a zero x * of F .
Proof. We consider the case i) that F (x 0 ) < 0. Case ii) follows in a similar way. We show by induction that F (x l ) < 0 and that x l+1 > x l for all l ∈ N. Then it holds for all
and F a is strictly increasing, we have x l+1 > x l . Using that F b is strictly decreasing, we get
Assume now that F (x) > 0 for all x > x + . Since the sequence (x l ) l is strictly increasing and F (x l ) < 0 it must be bounded from above by x + . Therefore it converges to some x * ∈ R >0 . Now, it holds by the continuity of F a and F b that
Hence x * is a zero of F .
For the setting in Algorithm 4, Lemma 5.1 implies the following corollary.
Then, the sequence (ν r,l ) l generated by the r-th inner loop of Algorithm 4 converges to a zero of F .
Note that by Corollary 4.3 the above condition on F is fulfilled in each iteration step, e.g. if
2d] for i = 1, . . . , n and r ∈ N 0 .
Proof. From the previous section we know that F a is strictly increasing and F b is strictly decreasing. Both functions are continuous. If F (ν r ) < 0, then we know from Lemma 5.1 that (ν r,l ) l is increasing and converges to a zero ν * r of F . If F (ν r ) > 0, then we know from Lemma 5.1 that (ν r,l ) l is decreasing. The condition that
Hence, by Lemma 5.1, the sequence converges to a zero ν * r of F .
To prove that the objective function decreases in each step of the Algorithms 2 -4 we need the following lemma. For an arbitrary x 0 > 0, let (x l ) l be the sequence generated by
Then the following holds true:
i) The sequence (G(x l )) l is monotone decreasing with G(x l ) = G(x l+1 ) if and only if x 0 is a critical point of G. If (x l ) l converges, then the limit x * fulfills
with equality if and only if x 0 is a critical point of G.
ii) Let F =F a +F b be another splitting of F with continuous functionsF a ,F b , where the first one is strictly increasing and the second one strictly decreasing. Assume thatF a (x) > F a (x) for all x > 0. Then holds for
Proof. i) If F (x 0 ) = 0, then x 0 is a critical point of G.
Let F (x 0 ) < 0. By Lemma 5.1 we know that (x l ) l is strictly increasing and that F (x) < 0 for x ∈ [x r , x r+1 ], r ∈ N 0 . By the Fundamental Theorem of calculus it holds
Let F (x 0 ) > 0. By Lemma 5.1 we know that (x l ) l is strictly decreasing and that F (x) > 0
implies G(x l+1 ) < G(x l ). Now, the rest of assertion i) follows immediately.
ii) It remains to show that G(x 1 ) ≤ G(y 1 ). Let F (x 0 ) < 0. Then we have y 1 ≥ x 0 and x 1 ≥ x 0 . By the Fundamental Theorem of calculus we obtain
This yields 
by Algorithm 2, 3 and 4, respectively. For the GMMF algorithm assume that the inner loop converges. Then it holds
Equality holds true if and only if d dν L(ν r , µ r+1 , Σ r+1 ) = 0 and in this case
We use the splitting
By the considerations in the previous section we know that F a ,F a are strictly increasing and F b ,F b are strictly decreasing. Moreover, since φ > 0 we haveF a > F a . Hence it follows from
Concerning the convergence of the three algorithms we have the following result.
Theorem 5.5. Let (ν r , µ r , Σ r ) r be sequence generated by Algorithm 2, 3 or 4, respectively starting with arbitrary initial values ν 0 > 0, µ 0 ∈ R d , Σ 0 ∈ SPD(d). For the GMMF algorithm we assume that in each step the inner loop converges. Then it holds for all r ∈ N 0 that
with equality if and only if (ν r , µ r , Σ r ) = (ν r+1 , µ r+1 , Σ r+1 ).
Proof. By the general convergence results of the accelerated EM algorithm for fixed ν, see also [13] , it holds
with equality if and only if (µ r , Σ r ) = (µ r+1 , Σ r+1 ). By Corollary 5.4 it holds
with equality if and only if ν r = ν r+1 . The combination of both results proves the claim.
be the operator of one iteration step of Algorithm 2 (or 3). Then T is continuous.
Proof. We show the statement for Algorithm 3. For Algorithm 2 it can be shown analogously.
Clearly the mapping (T 2 , T 3 )(ν, µ, Σ) is continuous. Since
It is sufficient to show that the zero of Ψ depends continuously on ν, T 2 and T 3 . Now the continuously differentiable function Ψ is strictly increasing in x, so that ∂ ∂x Ψ(x, ν, T 2 Thus the zero of Ψ depends continuously on ν, T 2 and T 3 .
This implies the following theorem. 
Numerical Results
In this section we give two numerical examples of the developed theory. First, we compare the four different algorithms in Subsection 6.1. Then, in Subsection 6.2, we provide an application in image analysis by determing the degree of freedom parameter in images corrupted by Student-t noise.
Comparison of Algorithms
In this section, we compare the numerical performance of the classical EM algorithm 1 and the proposed Algorithms 2, 3 and 4. To this aim, we did the following Monte Carlo simulation:
Based on the stochastic representation of the Student-t distribution, see equation (1), we draw n = 1000 i.i.d. realizations of the T ν (µ, Σ) distribution with location parameter µ = 0 and different scatter matrices Σ and degrees of freedom paramters ν. Then, we used Algorithms 2, 3 and 4 to compute the ML-estimator (ν,μ,Σ).
We initialize all algorithms with the sample mean for µ and the sample covariance matrix for Σ. Furthermore, we set ν = 3 and in all algorithms the zero of the respective function is computed by Newtons Method. As a stopping criterion we use the following relative distance:
We take the logarithm of ν in the stopping criterion, because T ν (µ, Σ) converges to the normal distribution as ν → ∞ and therefore the difference between T ν (µ, Σ) and T ν+1 (µ, Σ) becomes small for large ν.
To quantify the performance of the algorithms, we count the number of iterations until the stopping criterion is reached. Since the inner loop of the GMMF is potentially time consuming we additionally measure the execution time until the stopping criterion is reached. This experiment is repeated N = 10.000 times for different values of ν ∈ {1, 2, 5, 10}. Afterward we calculate the average number of iterations and the average execution times. The results are given in Table 1 . We observe that the performance of the algorithms depends on Σ.
Further we see, that the performance of the aEM algorithm is always better than those of the classical EM algorithm. Further all algorithms need a longer time to estimate large ν.
This seems to be natural since the likelihood function becomes very flat for large ν. Further, the GMMF needs the lowest number of iterations. But for small ν the execution time of the GMMF is larger than those of the aEM algorithm. This can be explained by the fact, that the ν step has a smaller relevance for small ν but is still time consuming in the GMMF. The GMM needs slightly more iterations than the GMMF but if ν is not extremely large the execution time is smaller than for the GMMF and for the aEM algorithm. In summary, the MMF algorithm is proposed as algorithm of choice.
In Figure 2 we exemplarily show the functional values L(ν r , µ r , Σ r ) of the four algorithms and samples generated for different values of ν and Σ = I. Note that the x-axis of the plots is in log-scale. We see that the convergence speed (in terms of number of iterations) of the EM algorithm is much slower than those of the MMF/GMMF. For small ν the convergence speed of the aEM algorithm is close to the GMMF/MMF, but for large ν it is close to the EM algorithm.
In Figure 3 we show the histograms of the ν-output of 1000 runs for different values of ν and Σ = I. Since the ν-outputs of all algorithms are very close together we only plot the output of the MMF. Only for ν = 100 the ν-outputs of the GMMF and MMF differ from the outputs of the aEM algorithm. Here, we give the histograms for both cases. We see that the ν r of the GMMF and MMF are greater in the case that a minimum of L does not exist.
Unsupervised Estimation of Noise Parameters
Next, we provide an application in image analysis. To this aim, we consider images corrupted by one-dimensional Student-t noise with µ = 0 and unknown Σ ≡ σ 2 and ν. We provide a method that allows to estimate ν and σ in an unsupervised way. The basic idea is to consider constant areas of an image, where the signal to noise ratio is weak and differences between pixel values are solely caused by the noise.
Constant area detection:
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0.011177 ± 0.00320 0.004496 ± 0.00135 0.004472 ± 0.00137 0.006245 ± 0.00198 2 0.007527 ± 0.00251 0.004726 ± 0.00159 0.004100 ± 0.00143 0.004935 ± 0.00180 5 0.008771 ± 0.00330 0.009387 ± 0.00322 0.005291 ± 0.00181 0.004426 ± 0.00167 10 0.021643 ± 0.00908 0.022709 ± 0.00961 0.008608 ± 0.00265 0.007719 ± 0.00242 100 0.869910 ± 0.77962 0.926510 ± 0.82809 0.102000 ± 0.20195 0.068415 ± 0.17330 Table 1 : Average number of iterations (top) and execution times (bottom) and the corresponding standard deviations of the different algorithms. correlation, and the associated z-score, see [7, 8] . In the following, we briefly summarize the main ideas behind this approach. For finding constant regions we proceed as follows: First, the image grid G is partitioned into K small, non-overlapping regions G = K k=1 R k , and for each region we consider the hypothesis testing problem
To decide whether to reject H 0 or not, we observe the following: correlated, since in this case there has to be some structure in the image region R k and it cannot be constant. Now, in order to quantify the correlation, we adopt an idea presented in [23] and make use of Kendall's τ -coefficient, which is a measure of rank correlation, and the associated z-score, see [7, 8] . The key idea is to focus on the rank (i.e., on the relative order) of the values rather than on the values themselves. In this vein, a block is considered homogeneous if the ranking of the pixel values is uniformly distributed, regardless of the spatial arrangement of the pixels. In the following, we assume that we have extracted two disjoint subsequences x = u I and y = u J from a region R k with I and J as above. Let (x i , y i ) and (x j , y j ) be two pairs of observations. Then, the pairs are said to be
concordant if x i < x j and y i < y j or x i > x j and y i > y j , discordant if x i < x j and y i > y j or x i > x j and y i < y j ,
Next, let x, y ∈ R n be two sequences without tied pairs and let n c and n d be the number of concordant and discordant pairs, respectively. Then, Kendall's τ coefficient [7] is defined as
From this definition we see that if the agreement between the two rankings is perfect, i.e. the two rankings are the same, then the coefficient attains its maximal value 1. On the other extreme, if the disagreement between the two rankings is perfect, that is, one ranking is the reverse of the other, then the coefficient has value -1. If the sequences x and y are uncorrelated, we expect the coefficient to be approximately zero. Denoting with X and Y the underlying random variables that generated the sequences x and y, we have the following result, whose proof can be found in [7] . Theorem 6.1. Let X and Y be two arbitrary sequences under H 0 without tied pairs. Then, the random variable τ (X, Y ) has an expected value of 0 and a variance of 2(2n+5) 9n(n−1) . Moreover, for n → ∞, the associated z-score z : R n × R n → R, z(x, y) = 3 n(n − 1)
is asymptotically standard normal distributed,
With slight adaption, Kendall's τ coefficient can be generalized to sequences with tied pairs, see [8] . As a consequence of Theorem 6.1, for a given significance level α ∈ (0, 1), we can use the quantiles of the standard normal distribution to decide whether to reject H 0 or not. In practice, we cannot test any kind of region and any kind of disjoint sequences. As in [23] , we restrict our attention to quadratic regions and pairwise comparisons of neighboring pixels.
We use four kinds of neighboring relations (horizontal, vertical and two diagonal neighbors) thus perform in total four tests. We reject the hypothesis H 0 that the region is constant as soon as one of the four tests rejects it. Note that by doing so, the final significance level is smaller than the initially chosen one. We start with blocks of size 64 × 64 whose side-length is incrementally decreased until enough constant areas are found. (d) Noisy image with detected homogeneous areas. A further example is given in Figure 5 . where
Then it holds lim ν→0 g(ν) = ∞. Hence it is sufficient to show that (ν r , Σ r ) r has a subsequence (ν r k , Σ r k ) such that L νr k (Σ r k ) r is bounded from below. Denote by λ r1 ≥ ... ≥ λ rd the eigenvalues of Σ r . 
Note that Assumption 3.1 ensures x i = 0 and x T i x i > 0 for i = 1, . . . , n. Then we get lim inf r→∞ L νr (Σ r ) = lim inf
Hence (L νr (Σ r )) r is bounded from below and (ν r , Σ r ) cannot be a minimizing sequence. ii) There exists a subsequence (P r k ) k of (P r ) r which converges to some P ∈ ∂ SPD(d).
Case 2i) Let c > 0 with p r,d ≥ c for all r ∈ N. Then lim inf r→∞ log |P r | ≥ log(c d ) = cd and lim inf
By (15) Hence (L νr (Σ r )) r is bounded from below and (ν r , Σ r ) cannot be a minimizing sequence.
Case 2ii)
We use similar arguments as in the proof of [13, Theorem 4.3] . Let (P r k ) k be a subsequence of (P r ) r which converges to some P ∈ ∂ SPD(d). For simplicity we denote (P r k ) k again by (P r ) r . Let p 1 ≥ . . . ≥ p d ≥ 0 be the eigenvalues of P . Since P F = lim r→∞ P r F = 1 it holds p 1 > 0. Let q ∈ 1, . . . , d − 1 such that p 1 ≥ . . . ≥ p q > p q+1 = . . . = p d = 0. By e r,1 , . . . , e ,rd we denote the orthonormal eigenvectors corresponding to p r,1 , . . . , p r,d . Since (S d ) d is compact we can assume (by going over to a subsequence) that (e r,1 , . . . , e r,d ) r converges to orthonormal vectors (e 1 , . . . , e d ). Define Since for k ∈ {1, . . . , d} and i ∈ I k ,
x T i P −1 r x i = d j=1 1 p r,j x i , e r,j 2 ≥ 1 p r,k
x i , e rk 2 , and lim r→∞ x i , e rk = x i , e k = 0, we obtain lim inf r→∞ p r,k x T i P r x i ≥ lim inf r→∞ y, e r,k ≥ y, e k 2 > 0.
Hence it holds for j ≥ q + 1 that 
We prove for k ≥ q + 1 by induction that for sufficiently large r ∈ N it holds
