Multivariate methods have the potential to better capture complex relationships that may exist between different biological levels. Multiple Factor Analysis (MFA) is one of the most popular methods to obtain factor scores and measures of discrepancy between data sets. However, singular value decomposition in MFA is based on PCA, which is adequate only if the data is normally distributed, linear or stationary. In addition, including strongly correlated variables can overemphasize the contribution of the estimated components. In this work, we introduced a novel method referred as Independent Multifactorial Analysis (ICA-MFA) to derive relevant features from multiscale data. This method is an extended implementation of MFA, where the component value decomposition is based on Independent Component Analysis. In addition, ICA-MFA incorporates a predictive step based on an Independent Component Regression. We evaluated and compared the performance of ICA-MFA with both, the MFA method and traditional univariate analyses, in a simulation study. We showed how ICA-MFA explained up to 10-fold more variance than MFA and univariate methods. We applied the proposed algorithm in a study of 4057 individuals belonging to the population-based Rotterdam Study with available genetic and neuroimaging data, as well as information about executive cognitive functioning. Specifically, we used ICA-MFA to detect relevant genetic features related to structural brain regions, which in turn were involved, in the mechanisms of executive cognitive function. The proposed strategy makes it possible to determine the degree to which the whole set of genetic and/or neuroimaging markers contribute to the variability of the symptomatology jointly, rather than individually. While univariate results and MFA combinations only explained a limited proportion of variance (less than 2%), our method increased the explained variance (10%) and allowed the identification of significant components that maximize the variance explained in the model. The potential application of the ICA-MFA algorithm constitutes an important aspect of integrating multivariate multiscale data, specifically in the field of Neurogenetics.
Introduction
Current biomedical research increasingly combines highthroughput data. For instance, sequencing technologies produces omics data at different levels of cellular components. In addition, magnetic resonance imaging produces vast amounts of data (e.g. structural, functional and connectivity) with even more complex features and broader dimensions (Luo et al. 2016) . The analysis of this type of data presents different challenges, even more so if we consider the combined analysis of both sources, field referred as imaging genetics.
A common strategy to investigate potential associations between neuroimaging features and genetic data is based on performing massive marginal linear models in which extensive pair-wise correlations are computed (Hoogman et al. 2014 ). However, this strategy has important limitations such as (i) the inability to exploit the multidimensionality of data and synergistic effects between variables and (ii) the requirement of a large number of subjects for well-powered inferences.
Joint multivariate methods have the potential to better capture the complex relationships that may exist between different biological levels and significantly reduce the number of statistical tests, accounting for the multiple testing correction problems (Liu and Calhoun 2014) . Multiblock methods are an alternative to address problems regarding marginal analyses (Kawaguchi et al. 2017) .
Multiple Factor Analysis (MFA) is one of the most popular methods for analyzing multiple sets of variables measured on the same observations (Husson et al. 2011) . MFA aims to provide common factor scores and measures of discrepancy between blocks of variables (Abdi et al. 2013 ). However, singular value decomposition in MFA is based on PCA, which is adequate only if the data is normally distributed, linear or stationary. Also, including strongly correlated variables can overemphasize the contribution of the estimated principal components (Lever et al. 2017) . To overcome these problems, we propose a novel method called Independent MFA. This method is an extended implementation of MFA, where the component value decomposition is based on Independent Component Analysis (ICA) that does not assume multivariate normality and linearity (Hyvärinen 2013) .
The main advantages of the proposed method are that (1) it is applicable if there is correlation between variables within structures, (2) it increases the variability explained by the data components and, (3) it performs a feature selection considering the correlation data structure of variables.
This article is organized as follows. In section 2, we propose an extension of MFA, referred to as Independent Multiple Factor Analysis (ICA-MFA). ICA-MFA incorporates ICA as a generalization of PCA decomposition. ICA-MFA also incorporates a feature selection based on a meaningful independent component regression (ICR). In section 3, we explore the performance of the algorithm. We evaluate and compare the performance of ICA-MFA with both the MFA method and traditional univariate analyses in a simulation study. In section 4, we applied and compare ICA-MFA, MFA and univariate analysis in an imaging genetics study using data from the Rotterdam Study (Ikram et al. 2017) . The main results of simulations and real data analyses are discussed in the final section of the paper.
Method
MFA is a multivariate version of Factorial Analysis (FA) and an extension of PCA used to integrate m different sets of variables (in a matrix format), X 1, ...,X m on the same set of observations. MFA is mainly comprised of three steps:
First, a PCA of each data set is performed via single value decomposition (SVD). The SVD of a given IxJ rectangular data matrix X is its factorization into three matrices
where U is a IxL matrix of the normalized left singular vectors, V is a JxL matrix of the normalized right singular vectors and is the LxL diagnal matrix of the L singular values, L being the rank of the decomposed matrix X, and U and V being orthonormal matrices. Second, data sets are normalized by dividing all the elements of each table X i by the corresponding explained variance of the first singular vector, given by the inverse of the first squared singular value i, (1, 1) .
Finally, the normalized data sets are concatenated into a unique data set and a PCA is computed on the general data set to evaluate how much the whole set of variables contribute to the inertia extracted by a component.
To address problems related with the single value decomposition in PCA (orthogonality assumption and multivariate normal distribution of the variables in each dataset), we present a statistical methodology based on an extension of MFA, referred as ICA-MFA. This approach is designed to evaluate potential relationships between sources of data based on ICA decomposition and ICR that is used to link MFA results with an outcome of interest.
Independent Component Analysis (ICA)
ICA aims to find a linear representation of non-Gaussian vectors such that the estimated vectors are statistically independent (Comon 1994) . ICA decomposition is similar to PCA model, but while the PCA identifies linear combinations of the original variables such that the covariance between the derived variables is zero, ICA identifies statistically independent variables. The PCA identifies linear combinations of the original variables such that the covariance between the derived variables is zero. As independence implies null covariance and not vice versa, it is a stronger condition that can better reflect the intrinsic properties of mixed signals.
The ICA decomposition of X is given by
where S and A are matrix of independent components and mixture matrix, respectively. Independent component regression (ICR) is similar to Principal Component regression (PCReg), with the difference that ICR uses independent components S, and the coefficient matrix, A, obtained by ICA in the regression analysis instead of the principal components and matrix of scores obtained by PCA decomposition. Hence, since X can be described by its coefficient matrix, A, the multiple linear regression equation between A and the matrix of components, can be defined as in PCReg (Bair et al. 2006 ).
Independent Multifactorial Analysis (ICA-MFA)
We propose a multiblock framework to evaluate relationships between two rectangular data matrices collected on the same set of observations. Although the method is described considering two data sets (genetic data and imaging features), the procedure can be extended to K matrices. Consider an imaging genetics study where N n, k and G n, p denotes blocks of neuroimaging and genetic data, where n is the number of individuals, k is the number of neuroimaging-based features (i.e. brain volumes, …) and p denotes the number of genetic variants (i.e., SNPs, genetic scores, structural variants, …). The proposed algorithm comprises five steps ( Fig. 1): Step 1. Computing ICA decomposition on each block of variables: An ICA decomposition of each block of variables is performed in order to search linear combinations of variables that optimize statistical independence. Let us assume c independent componentsΦ 1 , … , Φ c . Therefore, by definition, the joint probability density function (pdf) is factorizable as the joint product of c terms. Then, we obtain a set of observation signals for each dataset respectively, X N j ; X G z , j = 1,…,k and z = 1,…p, that are mixtures of the original variables. Then, we can model the mixing process decomposing into a linear mixture x 1 , … , x c , of c independent components for each dataset,
where A, B are the associated mixing matrices. Notice that x vectors are understood as column vectors; thus the transpose of x (x T ), is a row vector. Then, after estimating the matrices A, B, we can compute its inverse, W N , W G and obtain the independent components simply by:
Step 2. Normalization of each data table: data sets are scaled by dividing all of its elements by the square root of the first independent component from those obtained in step 1, following the same strategy as in MFA.
Step 3. Concatenation of data sets: The normalized datasets, Z N and Z G are concatenated into a complete dataset denoted by C.
Step 4. Compute an ICA on the generalized dataset C: ICA decomposition is performed on the concatenated Table C to extract a vector of i (i = 1, … , C),independent imaging genetic components, Φ i ,
where Σ is the associated mixing matrix with elements σ yt .
Step 5. Feature Selection: Finally, an ICR through a holdout validation is computed to determine relevant features related to our outcome of interest (dichotomous or quantitative trait), Y, and the total amount of variability explained for those features,
where j denotes the j-th sample (j = 1, … , N), i the number of components (i = 1, … , C), β the effect of each independent component, and Φ T denotes the transpose, so what Φ T j β is the inner product between vectors Φ j and β. In particular,Φ j0 = 1, and the corresponding element, β 0 ,is the intercept.PC.
Selection of A Priori Independent Components
Given a set of candidate number of independent components, c = {c 1 , c 2 , … , c l }, we compute l-times an ICA, specifying a different number of a priori components in each computation. For each pair of components, we calculate the log likelihood ratio representing the relative likelihood of a correlation between both independent components. The number of selected components is the value, which minimizes the mean log likelihood of components relatedness.
Simulation Study

Simulation Design
We performed a simulation study to compare the variability explained by ICA-MFA, MFA, and univariate linear regression models for a quantitative trait. We use the PhenotypeSimulator package from G itHub (https://github.com/cran/ PhenotypeSimulator). PhenotypeSimulator functions fit a linear model with the genotype as the explanatory variable and the phenotype as the response variable, including the effect of additional covariates and random noise.
We simulated datasets with different sample sizes N, (N = 1000, 3000), a quantitative outcome Y mimicking disease score, n SNPs variables representing the genotypes of a set of Single Nucleotide Polymorphisms (SNPs) (n SNPs =10, 100, 1000), a set of causal SNPs in each simulated set of genetic variants (nc SNPs =10, 100, 1000), and n b =15 image variables representing different brain structures. Genetic effects were simulated as the matrix product of genotype matrix, N × nc SNPs , and effect size matrix n SNPs × n b , assuming a Linkage Disequilibrium (LD) structure, an additive genetic model and allele frequencies of 5, 10, 30 and 40%. Allele frequencies were uniformly sampled and used to simulate individual genotypes by drawing values from a binomial distribution with 2 trials. Information was summarized using non-standardized allele codes (i.e; 0, 1, 2). Brain structure effects were simulated as quantitative variables following a multivariate normal distribution. From realistic data (McCarthy et al. 2015 ; Table 2 ) we extracted the mean modulate values, μ n b , and standard deviations, σ n b ; of 15 scanner-specific cortical thickness values for brain structures. Each source of data was scaled to explain a certain proportion of the entire outcome variance. We assumed that the proportion of variance explained by brain structure components was 30%, the total genetic variance 40%, and the proportion of variance of fixed genetic effects 2.5%. Moreover, single SNP effects were assumed of 1% of the total phenotypic variance.
In addition, to illustrate the general n < <p case (in our context N < < n SNPs ), we included scenarios with sample sizes N = 50, 100, 500, n SNPs =1000, and n b =15.
In total, we simulated 9 different scenarios assuming combinations of the considered parameters. The information is summarized in Table 1 .
Simulation Evaluation Performance
We compared the performance of each method by computing the variability of the outcome (Y). The variability of Y was
Step 0. Consider an imaging genetics study where N and G denotes blocks of neuroimaging and genetic data, respectively.
Step 1. Computing ICA decomposition on each block of variables.
Step 2. Normalization of each data table.
Step 3. Concatenation of normalized datasets.
Step 4. Computing ICA on the generalized dataset.
Step 5. Selection of original features correlated with significant independent components through independent component regression. calculated as the explained sums of squares (ESS) due to holdout validation (caret R-package) through an independent component regression (ICR) for the ICA-MFA method. For the MFA method we used principal component regression (PCReg), and for univariate models, we used a linear regression. The ESS is defined as the sum of the squares of the differences of the predicted values and the mean value of the response value:
We additionally compared the goodness of fit for the different models based on an analysis of deviance with the inclusion of the latent components. We compared each model with models that do not include any component through Akaike criteria information. Notice that lower numerical values of AIC statistic indicate a better fit of the model to the observed data (Akaike 1998 ). Moreover, we tested whether the extracted principal and independent components were significantly associated with Y.
Simulation Results
Results of the simulation studies are summarized in Tables 2  and 3 . We observed that in all scenarios, ICA-MFA outperforms both MFA and univariate regression approaches in terms of variability explained. Specifically, ICA-MFA provided an increase of~10% of variance explained in all scenarios. We also observed that the magnitude of variability explained does not depend on the sample size or the number of imaging genetic covariates included in the models (Table 2) .
Moreover, ICA-MFA can handle scenarios where the number of features is smaller than the number of samples. Again, in these scenarios, ICA-MFA outperformed the MFA method and the univariate regression approach while maintaining the percentages of variability obtained for the previous scenarios (Table 3) . Moreover, in all scenarios, independent components obtained from ICA-MFA provides a better goodness of fit based on the Akaike information criterion (AIC), and a better performance of prediction compared with components obtained from MFA (Figs. 2 and 3) .
For reproducibility purposes, the data sets and scripts supporting the results of these simulation studies can be found at https://github.com/natvt8/ICA-MFA.
Application to Real Dataset: Executive Cognitive Function
We applied ICA-MFA and MFA methods on a subset of imaging genetics data from the Rotterdam Study (Ikram et al. 2017) .
Study Population
The Rotterdam study is a prospective population-based cohort study comprising of 14,926 middle aged and elderly individuals, investigating the determinants and consequences of agerelated diseases in older adults. Genotyping was performed on 11,496 individuals and 5691 unique participants underwent brain magnetic resonance imaging (MRI).
From the total of 14,926 participants in the Rotterdam Study, genotypic, neuroimaging data and executive function Fig. 1 Steps of Independent Multiple Factor Analysis (ICA-MFA) method. Legend: N n, k = matrix of neuroimaging data; G n, p =matrix of genetic data; ϕ N = first independent component from N n, k ; ϕ G = first independent component from G n, p ; Z N = normalized N n, k ; Z G = normalized G n, p ; C = concatenation of normalized datasets; Φ i = matrix of independent imaging genetic components; Y = outcome of interest; β= effects of independent imaging genetic components; ϵ = error terms were available for 4057 individuals (mean age 64.7). (Fischl et al. 2004 ) to obtain segmentations and volumetric summaries of subcortical structures and thickness of the cerebral cortex. This procedure automatically assigns a neuroanatomical label to each voxel in an MRI volume based on probabilistic information obtained from a manually labeled training set. This yielded intracranial volume (ICV) and gray and white matter volumes for cerebellum and cerebrum. Further details of the MRI protocol can be found in (Ikram et al. (2015) . For the purpose of this study, we included all subcortical structures pre-processed using Freesurfer, excluding those labels that correspond to nonbrain regions. In addition to the subcortical volumes of each hemisphere (right/left), we have included the total volume of the structure (being the sum of the volume of the region in Table S1 ].
Genotyping Acquisition and Genetic Variant Selection
The Rotterdam Study consist on three subcohorts, which were genotyped with the 550 K (cohort 1), 550 K duo (cohort 2) and 610 K (cohort 3) Illumina arrays. Samples with a call rate below 97.5%, gender mismatch, excess autosomal heterozygosity (>0.336), duplicates or family relations and ethnic outliers were excluded. Genetic variants were filtered by HardyWeinberg equilibrium (P<10
), allele frequency (excluding minor allele frequency (MAF < 0.001)) and SNP call rate with a minimum of 98%. Genotypes were imputed using MACH/ minimac software to the 1000 Genomes phase I version 3 reference panel (all populations). Among the variants imputed, a total of 9 loci recently associated with Attention-Deficit/ Hyperactivity Disorder (ADHD) in an independent metaanalysis from Demontis et al. (2018) , at a genome-wide threshold of significance (P<10 −8 ) were pre-selected [Table S2 ]. Moreover, we constructed a genetic risk score (GRS) by multiplying the number of risk alleles by their reported odds ratio (after natural logarithm transformation) for the disease, and summing this weighted allele score of each variant up into a disease risk score for ADHD.
Results
Variability Explained by each Component
ICA-MFA identified three independent components (Φ) that pass significance criteria Φ 1 (P = 2.22E-94); Φ 2 (P = 9.03E-08); Φ 3 (P = 2.71E-88), explaining approximately 18% of the global variance of executive function, while the first three principal components (PCs) from MFA were only able to detect 1% (Table 4) . Specifically, we show how the increment in the variability explained for executive function varies by only 1% when going from incorporating a main component to three main components in the MFA procedure. For ICA-MFA, the amount of variability explained is around 9% considering one IC, increases to 10% when considering two components, and reaches 18% when including all three components. It seems then that the first and third components would be the most representative in the quantification of the total variability of executive function.
Contribution of Variables to each Dimension
Figures from S2 to S4 show those variables contributing the most to the definition of the three dimensions of ICA-MFA.
Variables that contribute the most to the first dimension are lateral ventricle volumes, cerebellar cortex, cerebellum, white matter, and hippocampus volumes. Variables that contribute to the second dimension are white matter and gray matter volumes, and also cerebellar cortex. Finally, variables that contribute to the third dimension are gray matter, cerebellar cortex, lateral ventricles and corpus callosum volumes. For this third dimension we additionally appreciate the contribution of three genetic components, rs1427829 (DUSP6/POC1B), rs4858241 (Intergenic) and rs9677504 (SPAG16). Moreover, none of the dimensions of ICA-MFA are characterized by the influence of the genetic risk score.
Discussion
The aim in the field of imaging genetics is to find relations between genetic data and imaging phenotypes using large datasets; these relations often have a small effect size (AbiDargham and Horga 2016; Medland et al. 2014) . In order to increase statistical power, new methods and technologies for data reduction are being considered. We developed a new method, referred to as ICA-MFA, which better explains variability in multifactorial analyses than conventional methods. Our method incorporates independent component decomposition instead of the more common principal component analysis. Decomposing the data into its most important sources of variation holds the potential to discover unanticipated sources of signals with biological meaning, and generate new hypotheses. The proposed multifactorial method derives an integrated picture of the observations and the relationships between the groups of variables. This strategy takes into account the structure of the genetic data and imaging markers, reduces the computational burden posed by large amounts of data, and handles the case in which the number of features is smaller than the number of samples (not common in other IG strategies). Furthermore, most variants identified confer relatively small risk increments, and the amount of variability that is explained by these genetic components, expected for traits showing a polygenic architecture, is relatively small (Manolio et al. 2009 ). By taking advantage of the independent component decomposition, the proposed method outperforms multifactorial analysis and univariate regressions in a simulation study. Moreover, in a real life proof of principle study, the explained variability accounted for by our proposed method is higher, demonstrating the potential of the algorithm. We explored the performance of the proposed algorithm on a subset of imaging genetics data from the population-based Rotterdam Study, in which we explored genetics and imaging features in relation to executive cognitive function in an adult population sample. Instead of independently performing univariate regressions, or applying MFA, we integrated the multimodal feature datasets applying independent component decomposition. The proposed strategy makes it possible to determine the degree to which the whole set of genetic and/or neuroimaging markers contribute to the variability of the symptomatology jointly, rather than individually. While univariate results and multimodal MFA combinations only explained a limited proportion of variability (less than 2%), the proposed ICA-MFA increased the explained variability (9%) and allowed the identification of significant independent components that maximize the variability explained. Though meant primarily as a proof of principle example, from a biological perspective, the results obtained in this real data sample provide new views of research on the characterization of the cognitive processes that underlie more complex symptoms such as ADHD (Curatolo et al. 2010; Purper-Ouakil et al. 2011) . Moreover, results obtained could suggest an approximation of the joint affectation of genetic profiles and changes at the level of brain structure on executive cognitive function (Mueller and Tomblin 2012; Willcutt et al. 2005 ).
The potential application of the ICA-MFA algorithm on imaging genetics studies constitutes an important aspect of integrating imaging genetics data, especially in relation to neurodevelopment domains due to the small number of studies and inconsistency of the results (Durston 2010; VilorTejedor et al. 2016) .
In addition, notice that the presented method, like most common multivariate methods used in imaging genetic studies, is based on PCA-based dimensionality reduction techniques (Pearson 1901) , which are often a good strategy to deal with high-dimensional data (Liu and Calhoun 2014; Sui et al. 2012; Vilor-Tejedor et al. 2018) . In these methods, data are replaced by a summary that still captures as much information as possible from the original data. The information is captured in principal components that summarize the data. The amount of information explained may vary through the principal components. The main differences among these methods are the assumptions held and the dimension of the data space. PCA relies on the assumption that the obtained components (PCs) are linear combinations of the original variables, independent, and continuous (multidimensional normality). The PCs are, in addition, orthogonal to each other, which allows effectively explaining variation of original variables and may have a much lower dimensionality. However, while PCA deals with only one data space, X (where it identifies directions of high variance), canonical correlation analysis (CCA, Härdle and Simar 2007) proposes a way for dimensionality reduction by taking into account relations between samples coming from two spaces, X and Y. The assumption is that the observations from these two spaces contain some joint information that is reflected in correlations between them. Directions showing high correlations are thus assumed to be relevant. PCA and CCA are also closely related to partial least squares regression (PLS, Rosipal and Krämer 2005) because both methods aim to define a linear relationship between a dependent variable/set of variables, Y, and predictor variables, X. Hence, the goal is to determine which aspects of a set of observations (e.g., imaging data) are related directly to another set of data (e.g., genetic data, phenotypic data). PLS maximizes the covariance between latent variables of the two modalities, while CCA maximizes the correlation between them. Hence, PLS is a way to model multivariate responses and multiple features. Following this strategy, the reduced-rank regression (sRRR, Chen and Huang 2012) method takes a more general formation based on a multivariate linear regression from X to Y. It reduces the rank of the project matrix, which facilitates an efficient search of multiple markers that are highly predictive of multiple phenotypes. However, notice that the core computations of PLS, CCA and RRR all involve single value decomposition so that the latent variables or projection vectors within one modality (genetic or imaging) are orthogonal to each other. In contrast, ICA emphasizes that latent variables (components) are maximally independent from each other, which can be optimized through many forms of statistical measures, including minimization of mutual information and maximization of non-Gaussianity. One extension of ICA methods applied to imaging genetics is parallel ICA, which simultaneously maximizes both the independence of components and the correlations between projection vectors of the two modalities (Liu et al. 2008b) . Following this strategy, our proposed method, ICA-MFA, allows accounting for the independence of components and for the relations between projection vectors of n spaces. Moreover, ICA-MFA allows integrating both numerical and categorical groups of variables and including supplementary groups of the data that need to be added to the analysis (e.g., integration of multi-omics data). However, when data are scarce as compared to the dimensionality of the problem, it is important to regularize the problem to avoid overfitting. This is provided, for instance, in the regularized CCA (RCCA, Cruz-Cano and Lee 2014) algorithm, and it is a possible potential extension to our methodological proposal. Hence, further research may greatly benefit from the development of multivariate approaches which represent a potential form to increase the statistical power to detect significant causal factors in multiblock data analysis (MeyerLindenberg 2012).
Information Sharing Statement
The latest version of our algorithm ICA-MFA can be accessed over GitHub: github.com/natvt8/ICA-MFA. Scripts for the simulation study are as well maintained on GitHub: github.com/natvt8/ICA-MFA. Moreover, the used dataset in this paper came from the Rotterdam Study project.
