Our estimation strategy uses sequences of conditional probability functions, similar to those used in discrete time hazard rate analyses, to construct a discrete approximation to the density function of an outcome of interest conditional on exogenous explanatory variables. Once the conditional density function has been constructed, we can examine expectations of arbitrary functions of the outcome of interest and evaluate how these expectations vary with observed exogenous covariates. We demonstrate the features and precision of the conditional density estimation method (and compare it to other commonly used methods) through Monte Carlo experiments and an application to health expenditures using the RAND Health Insurance Experiment data. Overall, we find that the approximate conditional density estimator provides accurate and precise estimates of derivatives of expected outcomes for a wide range of types of explanatory variables.
Introduction
Health economists and other empirical researchers often debate the advantages and disadvantages of various functional forms used in regression analyses. Researchers frequently 392 D.B. Gilleskie, T.A. Mroz / Journal of Health Economics 23 (2004) use, for example, logarithmic transformations of the dependent variable when the variable exhibits significant skewness. Often, however, it is the level of the dependent variable that is of interest in the analysis, and one must retransform the estimated predictions in order to interpret the results. Recently, health economists have explored the gamma, log-link version of the generalized linear model (GLM) to avoid these transformations and corresponding retransformations.
Many health outcomes are also characterized by a significant point mass at zero. It has become common among health economists to use a two-part model even though the outcome of interest is typically the unconditional outcome that includes the zero values. Examples of health outcomes exhibiting skewness and point mass at zero include: health care expenditures, number of doctor visits, and duration of hospital stay.
Several recent papers have addressed these modeling issues from a variety of points of view (e.g., Mullahy, 1998; Manning, 1998; Blough et al., 1999; Angrist, 2001; Manning and Mullahy, 2001 ). To our knowledge, there is no general empirical approach that simultaneously "makes irrelevant" the decision to transform or not and the choice of two-part versus one-part modeling while also allowing for possibly complex interactions of explanatory variables on the outcome of interest. Our goal in this paper is to provide such an approach.
In this paper, we describe a relatively simple estimation approach that "solves" the transformation problem while incorporating explicitly the potential confounding effects of two-part models. Our estimation strategy uses sequences of conditional probability functions, similar to those used in discrete time hazard rate analyses, to construct a discrete approximation to the density function of the outcome of interest conditional on exogenous explanatory variables. Once we have constructed the conditional density function, it is straightforward to examine expectations of arbitrary functions of the outcome of interest and to evaluate how these expectations vary with observed exogenous covariates. Our implementations of the approach use flexible functional forms when defining the sequences of conditional probabilities. This means that we have flexible representations of the conditional density functions, and consequently flexible representations for regression functions such as the expected value of the outcome conditional on exogenous covariates.
In our formulation, we construct the sequences of conditional probabilities using standard logit models, but any binary outcome model could be used. We allow the arguments of these conditional probability functions to be loosely-specified polynomial functions of covariates. These models can then be estimated using standard computer packages such as SAS and Stata. In fact, we used Stata for all of the Monte Carlo experiments and real application estimates reported in this paper. It is simple for researchers to implement our approach in practice.
The approach we use naturally admits variations in covariate effects over particular ranges of the outcome of interest. It might be the case, for example, that particular variables have no impacts on an outcome after the outcome exceeds some cutoff level. Characteristics of one's health insurance contract (e.g., the deductible, the coinsurance rate after exceeding the deductible, and the maximum out-of-pocket expenditure) are obvious examples in the health insurance literature where the economic impacts of these covariates vary over the range of the dependent variable. One could, in principle, model directly how such features affect the budget constraint and then solve for the correct demand function to use in a least squares estimation. The resulting functional form for the regression model would almost always be quite nonlinear, and it would depend crucially upon arbitrary distributional and functional form assumptions. The approach we examine here incorporates such effects with almost no modification. 1 Discrete conditional density estimation can be applied directly to a wide range of situations where researchers have relied upon restrictive functional forms and distributional assumptions. It is straightforward to apply the approaches we describe to: discrete time hazard rate models (Allison, 1984) ; ordered data models, where researchers almost always assume either an ordered logit or an ordered probit model with covariate-invariant cutoff points (Maddala, 1983) ; count data models, where most researchers use a Poisson model or parametrically restrictive modifications of the Poisson such as the negative binomial model or the zero-inflated Poisson model (Cameron and Trivedi, 1998) ; and multinomial models with mutually exclusive outcomes, where researchers have relied almost exclusively on multivariate probit or logit models (Maddala, 1983) . In addition to this wide application of the conditional density estimation technique, the use of a maximum likelihood framework provides the foundation for more complex modeling of selection, endogeneity, and unobserved heterogeneity.
Using Monte Carlo experiments and our health economics application, we examine the performance of these discrete, conditional density approximations when the outcome of interest is a positively-skewed continuous variable with mass at zero. We find that the discrete approximation works quite well with these outcomes. This suggests that the approach may be useful when a researcher is interested in estimating the expected impact of exogenous covariates on particular functions of the outcome variable, regardless of whether the outcomes of interest are discrete, continuous, or mixed.
Description of the estimation procedure
The conditional density estimation approach we propose in this paper closely resembles the approaches used by Efron (1988) and Donald et al. (2001) . The Efron model, like that proposed here, approximates the distribution of a continuous outcome by a discrete distribution function. He proposes that one estimate the statistical approximation to the distribution function by a sequence of logit hazard rates, which is precisely the modeling approach we adopt. The main difference between our approach and Efron's is that we examine distributions conditional on observed covariates, while Efron models only the unconditional distribution. An important result from Efron's analysis concerns the fact that the efficiency loss due to discretization can be quite small. For a true underlying continuous Poisson process, for example, he finds that information loss quickly goes to zero as the number of discrete intervals gets large. Donald et al. (2001) propose an estimator quite similar to the one we describe further. The primary difference between their estimator and ours is that they use a continuous distribution with discrete structural shifts to approximate the underlying distribution, as in Meyer's 394 D.B. Gilleskie, T.A. Mroz / Journal of Health Economics 23 (2004) (1990) approach to estimating hazard models. To allow for effects of covariates that vary over the support of the outcome, they rely on separate, discontinuous "proportional hazard" effects for various ranges of the outcome variable. Our approach, on the other hand, allows the impacts of covariates to vary smoothly over the entire range of the support of the outcome of interest, except possibly at particular points or regions where the researcher has an a priori notion that behavior might be discontinuous. The complexity of the estimated distribution and its dependence upon covariates is pre-specified in the Donald et al.'s approach, while the estimator we propose allows the data to determine the number of terms and breakpoints used to approximate the conditional distribution function. Eastwood and Gallant (1991) , for example, find that data dependent rules for choosing the number of terms in an expansion often yields less bias than using fixed rules. A final advantage of our approach is that estimating the smoothed conditional density function only requires the use of simple logit models. All of the differences we mention are quite minor, and the choice of which of these two approaches would be better depends upon whether one believes that the distribution of the outcome of interest has many interesting and important, discontinuous segments. Gilleskie, T.A. Mroz / Journal of Health Economics 23 (2004) 391-418 395 The probability that the random variable Y falls in the first interval is given by
Discretizing the support of the dependent variable
where λ(1, x) is that function of x that gives this probability in interval k = 1. Note that λ(1, x) is implicitly a function of the choice of partition for the support of Y, but this dependence on the partition is captured entirely though the values y 0 and y 1 . 2 The probability that the random variable Y falls in the kth interval is given by
and the conditional probability that the random variable falls in the kth interval given that it did not fall in one of the first (k − 1) intervals is
The functions λ(k, x) define the "discrete time hazard" function representation for the chosen partition, k, of the support of Y and its dependence on covariates x. By the properties of hazard functions, the probability that the random variable Y falls in the kth interval is given by
The hazard rate decomposition implies, by definition, a conditional independence between the events {y k−1 ≤ Y < y k |x, ≥ y k−1 } and {y j−1 ≤ Y < y j |x, Y ≥ y j−1 }, ∀j = k. If a researcher imposes a functional form for f(y|x) or λ(k, x), however, the potential for unobserved heterogeneity exists and the conditional independence can break down (Heckman and Singer, 1984) . This happens because the same unobservable, say µ, influences all of the events represented in Eq. (4). This, however, is only an issue for the hazard function that is constructed by conditioning on the unobserved heterogeneity. All decompositions of this type permit one to make precise structural statements about the impact of the covariates x on the expectation of any function of y that does not condition on particular ranges for the random variable. It is straightforward, for example, to calculate how the mean and the variance of the random variable Y, or the mean and variance of functions of the random variable Y, vary with changes in the exogenous covariates x.
Approximating the expectation
The true expectation of a function h(·) of a random variable Y, given x, is
396 D.B. Gilleskie, T.A. Mroz / Journal of Health Economics 23 (2004) 
where each h * (k|K) is an approximation to h(y) in the kth interval (corresponding to interval [y k−1 , y k )). The approximation we use treats the h * (k|K) as fixed for all values of x within the kth interval. For smooth and continuous functions h(Y), this approximation to the expectation will converge to the true expectation as the widths of the intervals shrink towards zero. The empirical question, then, is how well this approximation can work in practice, and we use Monte Carlo experiments to explore this question.
Implementing the approximation empirically
Before one can apply this approximation in practice, several decisions need to be made regarding implementation. The five decisions at the discretion of the researcher are to:
1. choose the number of intervals to use (K); 2. specify boundaries of the intervals (i.e., the values of y 1 , y 2 , . . . , y K−1 ); 3. pick a set of constants h * (1|K), h * (2|K), . . . , h * (K|K) to use in the approximation to the integral; 4. decide how to approximate the conditional density functions; 5. calculate derivatives of the expectation of the function of the outcome of interest.
For each of the five decisions we use empirical analogues to guide our choices.
Choosing widths of the intervals
First, consider the choice of the boundaries of the intervals. Suppose that one has already chosen K intervals. For the most part, in our Monte Carlo experiments and empirical example we choose as boundary points values that place an equal number of observations in each interval (i.e., 1/Kth of the sample of Y falls within each interval). If we chose 10 intervals (K = 10), for example, then y 1 is the 10th percentile of the observed outcome Y, y 2 is the 20th percentile of the observed outcome Y, and y K−1 is the 90th percentile of Y. Boundaries chosen in this fashion are equivalent for monotonic transformations of the random variable Y. In those instances where there are significant point masses in the observed distribution of Y, one can allow each mass point or groups of point masses to define a single interval. In the work we report here, we examine annual health care expenses. We allow zero expenditures to be a single interval and choose boundary points such that there are an equal number of observed positive expenditures in each of the remaining intervals. 3
Selecting the number of intervals
Next, consider the question of how many intervals to use for the discrete distribution. In practice we address this question empirically. We choose as the number of points of support that number which maximizes the goodness of fit of the model given the four additional decisions being discussed. To do this, consider having already chosen K intervals with each interval containing N/K observations where N is the number of observations (i) that are not at a place of significant point mass. 4 Estimate the discrete distribution function and construct the value of the log-likelihood for this choice of K intervals as
Next, consider taking each of the K intervals (each with an equal number of observed Y per interval) and breaking each one into R sub-intervals with an equal number of observed values of Y in each interval. Each of the new intervals contains N/(K R) observations. Let the estimated probability of an observation being in the kth of the original K intervals be p (k, x(i) , K 0 ). Now, allocate this probability equally (uniformly) among each of the R sub-intervals that comprise this kth interval. Under this allocation rule for distributing the estimated probability, the probability that an observation falls in one of these R sub-intervals is given by
This is the adjusted probability that an observation falls in the rth sub-interval of the original kth interval. All we have done is distributed the estimated probabilities equally over the finer partition.
Since (1/R) of the observations that originally fell in the kth interval fall in each of these R new, smaller intervals, it is straightforward to calculate the sample log-likelihood when one uses these equal allocation probabilities. This adjusted log-likelihood is given by
For each observation, the log-likelihood value is reduced by ln(R). This reflects the fact that it is "harder" to predict exactly which interval an observation falls into when one allows for more intervals. This adjusted likelihood function value reflects changes in the log-likelihood value associated with expanding the number of intervals and not re-estimating the model. Now, consider estimating a model containing R × K intervals. A reasonable criterion to use to decide whether one should use the estimates from the model with K intervals or those from the model with R × K intervals in whether or not the new log-likelihood function value, L(Y |R × K ), exceeds the original log-likelihood function value for K intervals adjusted for the finer partition, L * (Y |K , R × K ). If by choosing a finer partition we fit the data worse than we did by using a model with fewer intervals (and an equal allocation of 398 D.B. Gilleskie, T.A. Mroz / Journal of Health Economics 23 (2004) probability within each interval), then we would choose the model with a fewer number of intervals. The usefulness of this criterion comes from the fact that our estimators of λ(k, x) smooth across regions of the support of y. If one were more nonparametric and allowed for completely separate functions λ(k, x) across intervals, then following this criterion would always select the model with the most partitions.
To implement this in practice, consider comparing each choice of R to a model with only one partition. 5 The adjusted log-likelihood function value with one partition is
This tells us how much better a model with R intervals fits the data than a model with only one interval and an equal allocation of probabilities across the R intervals. We choose as the number of intervals, K, that value of R which maximizes the above adjusted log-likelihood function value. In our Monte Carlo experiments and real example, we examine sample sizes from 1000 to 5000. We found that one did not need to examine more than 50 partitions; typically 10-20 intervals were sufficient.
Evaluating expectations of the outcome
Next, consider how one should choose the evaluation point within each interval for the desired function of the outcome variable (i.e., the h * (k|K)). For most applications, each interval will contain many observed values of the outcomes. In the Monte Carlo experiments and example reported here, we evaluate the function h(·) at each observed value within the interval and take a simple arithmetic average
It is important to note that this might be an extremely important assumption in small samples for the approach that we use. In particular, the derivative of the expected value of the function h(Y) with respect to covariate x is
given our assumption that h * (k|K) does not vary with x. A better approximation might be to recognize that the average of the function h(Y) within the kth interval would vary with changes in the covariates; this would happen because the distribution of y within the interval would vary with changes in x. The actual derivative of the conditional expected value would be
where h * * (k|K, x) is the average value of Y in the kth interval as a function of the explanatory variables (as opposed to h * (k|K) in Eq. (12)). A comparison of Eqs. (12) and (13) reveals that the approach we use ignores the second term in the formulation of the derivative. Note that one could run a regression of the outcomes in each interval on the covariates and use that regression to calculate the average of the derivative within each interval. For smooth and continuous functions h(·) with finite expected value, the second term in the above derivative expression could be asymptotically negligible compared to the first term in the sum (i.e., as the number of partitions grows large, the limit of the ratio of the first term in the sum to the total sum is one), but we have not yet shown this for general cases. This is clearly a topic that deserves additional attention. It is important to note that the Monte Carlo experiments presented here indicate that ignoring the second term in this sum appears to introduce little bias in the estimated derivatives.
One place where this simplification might be of particular concern is in the extreme right tail of the outcome distribution as captured by the rightmost interval. In most regression models, the extreme values of the outcomes in this interval would be influential in the sense of having important impacts on the derivative estimates. This suggests, for this rightmost interval, it might be important to incorporate the ignored, second term in Eq. (13) to obtain more reliable estimates. One way to approximate this term would be to run a regression of the outcomes in the last interval on the explanatory variables, calculate the derivative with respect to an explanatory variable from this regression, and weight the derivative by the probability of falling into this interval.
Note, however, that the approach we recommend for choosing the number of intervals should minimize the likelihood that such a supplemental regression would have much explanatory power. To see this, suppose that the supplemental regression function did have important explanatory power. Then it would necessarily be the case that the explanatory variables can predict in which partition of the rightmost interval (e.g., sub-interval) an observation would lie. In this instance the criterion we recommend for choosing the number of intervals-being based on whether explanatory variables do a better job of predicting observations falling into sub-intervals than a non-informative uniform assumption-should have implied that the researcher use a finer partition of the outcome space. Of course the recommended choice of the number of intervals relies on a global comparison of likelihoods, and not just the likelihood in the upper tail of the distribution. Consequently, it might be worthwhile to explore whether including approximations to the second term in Eq. (13) do help researchers estimate more reliable and accurate derivatives. This would especially be the case if one did not rely on a goodness-of-fit criterion for selecting the number of intervals to use in the approximation and just arbitrarily picked a value for K.
Estimating the conditional multinomial probabilities
Our final specification of the approximation to the expected conditional value concerns the approximation to the density function p[y k−1 ≤ Y < y k |x]. We approximate this density using the hazard rate decomposition discussed earlier. In particular, we specify a logit function for the probability of an outcome falling in the kth interval given that it was not in one of the lower (k − 1) intervals. In practice, one could estimate a separate logit model for each "hazard" of falling within each interval. This, however, would introduce a large number of parameters in most realistic-sized problems, and it could lead to quite inefficient estimators. Instead, we estimate one logit probability using polynomials in functions of the covariates and the interval number.
Suppose one chooses to use K partitions. By using partitions containing an equal number of observations, the unconditional probability (not conditional on x) of an observation being in the kth interval given that it was not in one of the lower (k − 1) intervals is 1/K − (k − 1).
If one estimated a single logit function for all of the (K − 1) hazard rates with α k as the only covariate in the logit function, then the fit of the unconditional discrete distribution function would be "perfect"; the predicted probabilities of the outcome falling in each of the intervals is identical to what one would obtain by estimating a logit hazard model with dummy variables for each interval, or a separate logit model for each event of an observation falling into each of the intervals. By using α k as the only covariate in a logit formulation of the hazard function, we are guaranteed to fit exactly the discretized marginal distribution of y given the choice of K intervals. In our estimation of the "hazard" functions that condition on covariates, we follow a similar strategy and estimate a single logit model for all hazard rates. We include polynomials in α k in addition to polynomials in the observed covariates as linear arguments to the logit function. We also include interactions among the covariate polynomials and the α k . This provides a flexible way to smooth the hazard rate decomposition of the conditional density function. Note that this approach is analogous to using a separate logit model for each interval if the order of the α k polynomial is K − 1 and this polynomial is interacted with all covariate terms. When we have an outcome with substantively and quantitatively interesting point masses, as we do at zero expenditures in our analysis of health care expenses, we estimate a separate logit model with polynomials in the covariates and without the α k polynomials.
We use downwards testing to guide the selection of the degree of the polynomial to use in the logit model of the hazard functions. 6 In particular, the most complex model we consider includes a fourth degree polynomial in α k and all fourth-order terms in the covariates, their interactions, and the covariate polynomials (including their interactions) interacted with the α k polynomial. We then reduce the order by one for the covariate polynomials, their interactions, and their interactions with the shape parameter α k , but retain fourth-order polynomials in α k . We test whether the additional coefficients as a group are significant with a Wald test at the five percent level. 7 If the higher-order terms are significant, then we keep the unrestricted specification. If not significant, we reduce the polynomials and interactions by an additional order. We then use another Wald test at the five percent level 6 Fenton and Gallant (1996) , in a study of semi-nonparametric density estimation, find that the Akaike information criterion almost always chooses models that fail to add sufficient numbers of expansion terms. Mroz (1999) similarly finds that the AIC does not allow a sufficient number of expansion terms. To guard against choosing too simple a model, we use the Wald tests described here. The Monte Carlo evidence reported below for the GLM model also indicates that the AIC chooses models that fail to fit the data.
7 While the hazard formulation implies theoretically that there is independence between the events defined by the hazard rates, we recognize that the approximation we use may not be perfect. We use standard error estimators (Eicher-Huber-White) that allow for correlation among the conditional events for each observed outcome in the Wald tests.
to test whether this reduced specification provides a better fit than the less restricted model. If we do not find a significant improvement with the higher-order terms, we reduce the specification further by eliminating all third-order polynomials, third-order interactions of the covariates with themselves and with α k , and fourth-order polynomials in α k . Again, we test at the five percent level whether the additional terms improve the goodness of fit. The simplest model we consider includes α k , the square of α k , and first-order terms in the covariates. In our Monte Carlo work, we find that this procedure almost always selected the most complex set of interactions in the logit hazard function. 8
Calculating derivatives
Of paramount interest to researchers and policy makers is the amount by which an expected or average outcome varies with changes in explanatory variables. An important dimension in which to evaluate the success of the conditional density estimator is its ability to capture these derivatives accurately. While the expectation of any function of the outcome can be predicted given the estimated density, it is almost always the derivative of the expectation that we seek to understand. When calculating derivatives of the expectation of any function of the outcome of interest, we hold constant the approximation to the function within each interval (the h * (k|K)'s) as mentioned earlier, differentiate the approximating density function for each interval with respect to a set of covariates, and then sum the products of the h * (k|K) and the derivatives of the density function, as described in Eq. (12). To do this, in practice, we evaluate the conditional expected value at various values of the explanatory variables and calculate the "arc" derivatives. The population average derivative is the average of these arc derivatives across observations where we deviate the covariate for each observation from its observed value. This most closely corresponds to the average impact in the population of a one unit change in a covariate. 9 Clearly, one could chose a wide variety of ways to calculate derivatives of the expected value with respect to particular covariates and to specify how these derivatives vary with values of the other covariates. 10
Summary of the estimation procedure
First, split the sample into K intervals. Estimate the approximation to the conditional density function using all of the possible polynomial specifications, and test downwards from the most complex model to simpler models. Select the model that first indicates that the additional coefficients are statistically significant. Repeat this procedure for a wide range of K values for the number of intervals. Next, select the value of K that maximizes the likelihood function value adjusted to reflect the differences in the number of intervals. This procedure yields the estimator of the density function. One can then calculate the derivatives using the finite difference procedure described earlier. When we examine the data from the RAND Health Insurance Experiment (RHIE), we bootstrap this entire procedure to obtain estimators of the standard errors. This means that the standard errors we report control for all of the pre-testing we do with respect to the degree of the polynomial and the selection of the number of intervals. These standard errors also correct for any clustering in the sample.
Specification of the Monte Carlo experiments
In order to evaluate the performance of the conditional density estimator, we estimate the model using simulated data from data generating processes we constructed to capture various levels of complexity. In the Monte Carlo experiments, we focus on five specifications of the data generating process. For each model we use data from the National Medical Expenditure Survey (NMES) from 1987 to set coefficients and to define the joint distribution of the explanatory variables. For the most part, we ran simple regressions of health care expenditures on age, household income, coinsurance rate, deductible amount, and demographic controls to define the parameters determining the continuous outcome in each data generating process (DGP). We used probit models, in which the dependent variable is whether an individual had any medical expenditures in the NMES data, to calibrate those DGPs that use a "two-part" approach. We used the same explanatory variables in the probit equation as in the conditional expenditures equation along with an indicator of whether an individual had a regular health care provider. For each replication within each DGP, we draw samples of the explanatory variables, with replacement, from a set of 1219 individuals in the NMES dataset. We focus on sample size 5000 in our discussion.
The first DGP we examine is a single equation ordinary least squares (OLS) model where the outcome is a simple linear function of the (first-order) covariates. This model has normal disturbances, and OLS is the best unbiased estimator (efficient). We use this DGP to examine whether the complex estimation model we use can replicate well a simple process and to uncover how much efficiency might be lost because we allow for extremely flexible functional forms and distributions.
The second DGP we examine is a two-part model. In the first part, a probit model with normal errors, calibrated with the NMES data, determines whether or not an individual has positive expenditures. If the outcome generated by the DGP indicates that the individual had positive expenditures, then a simple linear regression function with an independent normal error (mean zero, constant variance) determines the natural logarithm of the expenditure for the individual.
The third DGP is similar to the second DGP. It only differs by allowing the error variance in the second part to be proportional to the expected value of the logarithm of the dependent variable. The fourth DGP adds additional heterogeneity and heteroscedasticity. In particular, it specifies a random parameter model in the second stage regression function for the logarithmic expenditures. The final DGP we consider is a mixture model. Here, there is a distribution of individuals, and each type has a different propensity to have positive expenditures and a different expected level of logged expenditures given that they have some positive expenditures. The error terms in the two parts are clearly related.
We compare the conditional density approximation estimators (CDE) of the derivatives of expected expenditures to several estimators. These include OLS estimators and generalized linear model estimators. 11 Each OLS estimator regresses observed expenditures (including the zero values) on a set of covariates; these are not two-part models. 12 Because we use level expenditures as the dependent variable in the OLS regressions, we need not consider issues related to how one can translate from regressions of the outcome estimated in logarithms to levels. The GLM estimators use a two-part model with a probit for any expenditures and, for positive expenditures, a quasi-likelihood defined by g(E(y|y > 0)) = xβ, y ∼ F where g(·) is the natural log-link function and F is gamma distributed. This estimator has been suggested in recent work in the health economics literature (Manning, 1998; Blough et al., 1999; Manning and Mullahy, 2001) . With each estimation method we consider up to fourth-order polynomials in the levels (for OLS) and logs (for GLM and CDE) of the explanatory variables where the forms of the covariate polynomial interactions are the same as those used in the CDE procedure. 13 A list of the full set of expansion terms used in estimation are provided in Table A .1 in Appendix A. The frequency of selection of the order of polynomial expansion (in the Monte Carlo replications that produce average derivative effects and standard deviations) is provided in Table A .2 in Appendix A for each estimator and DGP combination.
In Table 1 , we report the derivative of expected expenditures with respect to the insurance deductible amount from several estimation models for each DGP in the Monte Carlo experiments. The deductible is that amount of health expenditure dollars that a consumer pays before the insurance company begins sharing the costs. The five panels of Table 1 contain Monte Carlo evidence from each of the five different DGPs. The table rows report the numerical derivative at each chosen evaluation point and the average derivative calculated by numerically differentiating at every observed value in the data. The table columns report the "true" derivative and the derivatives from the CDE, GLM, and OLS estimators as described in Section 2.4.
For the first DGP that we examine (first panel of Table 1 ), ordinary least squares is the efficient estimator. As expected, OLS almost perfectly captures the mean derivative for this DGP. The conditional density estimator does a good job of capturing this everywhere constant derivative, except at the lowest level of the deductible where the derivative is 11 We attempted to use standard two-part models with heteroscedastic smearing retransformation in our comparisons of different models (as do Manning et al., 1987 and others) . Unfortunately, we could not find an automatic (i.e., easily programmed) approach for carrying out the smearing transformations with arbitrary, data-determined heteroscedasticity controls. The approaches we tried yielded unstable derivative estimates in several of the Monte Carlo datasets. Finding better ways to permit loosely-specified forms of heteroscedasticity when one allows for flexible forms of the regression functions is a topic for future research. 12 Since
is a function of x only. The one-part models that we estimate are approximations to the expected value function R(x), where Y i = R(x i ) + η i and E(η i |x i ) = 0. 13 We found that polynomials in the logarithms of the covariates seemed to provide somewhat more stable estimates than polynomials in the levels of the variables. Except for the dummy variables we use as explanatory variables, we add a constant to each covariate to ensure that the minimum value is positive and then construct polynomials in the logarithms of the normalized covariates. quite inaccurately estimated. The two GLM models capture the constant derivative over the entire range of the explanatory variable that we examined. The OLS model with polynomials performs identically to the simple OLS; indeed, downward testing using a 5% Wald criterion selected a first-order specification for each Monte Carlo replication of the data. We also examined the derivatives with respect to the other covariates in the DGP and found similar comparisons of the estimators. The mean estimate of the derivative from the conditional density estimator has a standard deviation three times as large as that of the efficient OLS estimator, suggesting that the CDE estimator is quite inaccurate. Nearly all of this inaccuracy, however, is due to the fact that the CDE, unlike the OLS estimator, permits the value of the derivative to be a function of the values of the explanatory variables. To put the CDE on a more equal footing with the OLS estimator in this instance, one can solve for the weighted average of the seven reported CDE point estimates that minimizes the variance of the weighted mean. Note that this does not impose all of the restrictions that the OLS estimator uses, as it ignores the fact that these derivatives do not vary by the levels of any of the explanatory variables. Solving for this linear combination yields a point estimate of −0.372, which is only 7% different from the true derivative. Most importantly, the standard deviation of this weighted average is 0.061 which is only 7% higher than the 0.057 standard deviation of the efficient OLS estimator. Apparently, nearly all of the efficiency gains from using OLS come from the fact that, in this instance, the true DGP has covariate derivatives that do not vary by the point of evaluation and that OLS implicitly imposes this restriction.
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The different DGPs examined in the other panels of Table 1 introduce increasingly more heterogeneity and variability into the data generating process. Besides allowing for two-part DGPs, heteroscedasticity, and mixture distributions, we also re-specify the continuous explanatory variables to be measured in logarithms (income, deductible, coinsurance rate, and age) so that none of the estimators we consider can capture perfectly the true form of the DGP. The CDE model only misses the unweighted average of the derivatives by 4-16% in these four models, and in only 5 out of the 28 separate point estimates in these tables is it off by more than 30%. In no instance does a pointwise derivative fall more than one standard deviation from the true point derivative.
All of the other estimation procedures perform much worse in these more realistic settings. As expected, as we investigate more complex DGPs the performance of the simple linear OLS estimator deteriorates. For each of the four DGPs examined in the last four panels of Table 1 , OLS with only linear covariates underestimates the true average derivative by 45-52%, with some point derivative estimates being off by more than 80-90%; in a couple instances t-statistics exceed 20 for tests of whether the estimated derivative equals their true values. The GLM model using the Akaike information criterion (AIC) to select the degree of the polynomial approximation also performs quite poorly. In each of the last four specifications, it underestimates the true derivative by 42-65%; this is due to the fact that only in the last DGP (fifth panel of Table 1 ) does the AIC admit more than first-degree polynomials in the explanatory variables (see Table A .2 in Appendix A).
Using the less stringent 5% Wald test for deciding whether to admit higher-order polynomials in the explanatory variables for the GLM helps the GLM procedure to estimate better the derivatives. Even so, the GLM estimator's bias for the average derivative exceeds that of the CDE estimator for three of the four DGPs, and one often would reject null hypotheses that the estimated point derivative equals its true value. The OLS estimator that allows the data to determine the degree of polynomial approximation though a 5% Wald test appears to do a marginally better job of approximating the derivatives than the GLM 5% Wald model, though even this estimator does reject the true value of the point derivative in a few instances.
In tables not reported here, the same general picture emerged when we examined derivatives associated with other covariates. The CDE almost always provides point and average derivatives close to the truth. The first-order OLS estimator and the GLM estimator using AIC for selecting the model perform quite poorly, while the GLM and the OLS estimators using a 5% Wald test for adding expansion terms only perform marginally worse than the CDE. The picture that emerges from these examinations reveals that the CDE can readily capture fairly complex DGPs while the other estimators examined here can often provide misleading information about the impacts of covariates.
An application: annual medical expenses
To demonstrate the flexibility and comparative advantages of the conditional density estimation procedure we use data from the RAND Health Insurance Experiment to explain annual medical expenses. The RHIE randomly assigned health insurance to participating individuals with the hope of overcoming adverse selection issues associated with the purchase of health insurance when examining the impacts of health insurance on medical care expenditures. While the data were collected some time ago (between 1974 and 1981) , this dataset is useful for our purposes because results from the experiment are widely known among health economists and we should not need to model endogeneity of insurance characteristics due to the exogenous assignment of health insurance plans.
Individuals from six sites in different regions of the country participated in the RHIE which randomly assigned households to 1 of the 19 different health insurance plans. Because dental and mental health expenses were compensated differently by many plans we restrict our attention to physician and hospital expenses. We analyze expenses of individuals randomized to the following plans: (1) free health care; or (2) plans with a positive coinsurance rate (25, 50 or 95%). The latter plans have an upper limit on out-of-pocket expenditures. We do not consider Health Maintenance Organization (HMO) plans or plans with an initial deductible before insurance kicks in. We restrict our attention to individuals between the ages of 14 and 62 years. We drop individuals in Dayton, Ohio because it was a site that was atypical with regard to the experiment. We consider the expenses of each individual in every full year of participation (for a total of 1-5 years) unless attrition was the result of death. In this case, we retain the part year observation because expenditures prior to death are likely to be influenced by health insurance. In order to keep the sample size as large as possible we impute values of missing variables such as income, the General Health Index (GHI), and the number of diseases using data on individuals with complete records. All dollar values are in 1999 US$. Table 2 lists summary statistics and definitions for variables used in our analysis. 14 A list of the full set of expansion terms used in the estimations are provided in 408 D.B. Gilleskie, T.A. Mroz / Journal of Health Economics 23 (2004) Table A .3 in Appendix A. Except for the dummy variables we use as explanatory variables, we add a constant to each covariate to ensure that the minimum value is positive and then construct polynomials in the logarithms of the normalized covariates. Table 3 displays average derivatives at a variety of evaluation points for several of the main covariates. Standard errors for all estimation procedures come from the standard deviation of 1000 bootstrap replications where we allow for dependence within households at each point in time and across time periods. That is, we assume independence across families in the RHIE sample and use the family as our unit of observation (cluster) in selection of the bootstrapped samples. The standard errors can reflect correlations within a family at a point in time as well as correlation across family members in different time periods. All derivatives are calculated by taking finite differences as discussed earlier. For all estimation models, downwards testing for the appropriate level of expansion almost always selected the fourth order with these real data.
Let us first consider the effects of the coinsurance rate, or the percent paid out-of-pocket by the individual, on health expenditures. 15 The CDE technique significantly predicts A 5% Wald criterion retained fourth-order polynomials in each replication using CDE, fourth order in 70% and third order in 30% using GLM, and fourth order in 81% and third order in 19% using OLS. a p-value for Hotelling's t-squared test (and test statistic) reported.
The MDE is that level of out-of-pocket expenditures after which additional medical care is free, regardless of the assigned coinsurance rate. The free plan (0% coinsurance rate) has associated with it, by definition, a US$ 0 MDE. In calculation of the impact on expenditures of changes in the coinsurance rate, it would be incorrect to simply vary the coinsurance rate for all observations. More specifically, we need to move individuals with the free plan to a plan with some out-of-pocket responsibility. Such a move requires that we assign an MDE at the evaluation of a non-zero coinsurance rate. We set the new MDE to 10% of family income or US$ 2200 (1999 US$), whichever is less. The RHIE assigned MDEs as 5, 10, and 15% of income or US$ 1000 (current year dollars), whichever was less. Our reassignment of originally free plans to paying plans is considerably different from simply increasing the percentage paid by the individuals who faced some out-of-pocket responsibility originally.
that movement from a free plan to a 25% plan (with an MDE equal to min(US$ 2200, 0.10(income i ))) results in a US$ 10.40 reduction in total health care expenditures per coinsurance percentage point increase (i.e., a US$ 260 decrease in expenditures with movement from a free plan to the 25% plan). Changes in behavior associated with movement from a 25% plan to a 50% plan are less precise (across all models) because few individuals in the RHIE were randomized to the 50% plan (about 5% of our sample). In fact, the point estimate at 25% coinsurance is positive for each estimation procedure. 16 On average, across all coinsurance rates, a one percentage point increase in the fraction of expenditures the individual pays results in a US$ 6.40 decrease in overall health expenditures. This is a substantial coinsurance effect; it indicates a one third drop in expenditures for a 50 percentage point increase in the coinsurance rate, evaluated at the mean expenditure. As indicated in the table, p-values from Hotelling's t-squared test suggest that the derivatives are all significantly different from zero and, also important, are significantly different from each other. The second column in Table 3 reports results using a two-part model with a probit for any expenditures in the first part and a GLM log-link, gamma distribution estimator in the second part. The Monte Carlo results indicate that one should use a liberal criterion for choosing the number of polynomial expansion terms to add to the empirical model. We use the 5% Wald tests with downwards testing as suggested by the Monte Carlo experiments to select the degree of the polynomial approximation instead of an Akaike criterion. The third column in Table 3 presents average derivatives from a one-part OLS estimation with polynomials in the covariates (not simply levels), also selected by a 5% downwards-testing Wald test. Recall that these one-part models combine those having zero expenditures with those having positive expenditures in the estimation. All of these reported derivatives, like those for the CDE model in column 1, are numerical "derivatives" obtained by setting covariates at particular values, deviating a single covariate for each observation, and averaging the per unit change in predicted values across observations.
For variations in the coinsurance rate, both the GLM and the OLS polynomial estimation approaches provide estimates of the average effect of increasing the coinsurance rate, as well as point derivatives, that are similar to that from the CDE. The standard errors from the GLM and OLS polynomial models are much larger than those calculated for the CDE model, and are up to 66% higher for the derivative evaluated at a zero coinsurance rate.
Each of the three estimation procedures reveals a sharp drop in the impact of income on expenditures as income rises. An additional US$ 1000 in income at US$ 10,000 produces an US$ 18-24 increase in health expenditures. As income rises the income effect diminishes. The income effect actually turns negative at moderate income levels for all three estimation procedures, perhaps indicating that the income measure, which includes labor earnings, might be endogenous. The income effects again become positive at higher income levels for the CDE but the magnitude is quite small. On average across individuals at their observed income levels, an additional US$ 1000 in income increases annual medical care expenses by US$ 1.
Improvements in health, as measured by increases in the General Health Index, result in important declines in health expenditures. At low levels of health (GHI = 30) the derivative is three to five times larger in absolute value than it is at high levels of health (GHI = 70). On average each single point improvement in the General Health Index is associated with US$ 10-15 lower health expenditures. The CDE approach yields the smallest estimated bootstrap standard errors at all evaluation points, although its standard error for the "average" impact is larger.
Each of the three estimators reveals that women spend significantly more than men. There is, however, disagreement between the CDE estimator's estimate of the difference in expenditures between Whites and non-Whites and the estimates provided by the GLM and OLS polynomial estimators. Given the evidence in the Monte Carlo experiments on the CDE's ability to better fit unknown functional forms than the other procedures, we are inclined to think that the smaller race difference indicated by the CDE estimates should be more reliable. The discussion of Table 4 suggests that the smaller race effects found by the CDE model could be due to the fact that income derivatives are quite different across racial groups.
We next explore how some of the average effects described in Table 3 vary across subsets of individuals. To do this, we take each person-year in the RHIE dataset, change two or three characteristics of the explanatory variables at a time, and examine how predicted health expenditures vary for each characteristic. The changes correspond directly to some of those in Table 3 , except that the impacts can vary by health and demographic characteristics. Because all the evidence from the Monte Carlo experiments and from Table 3 indicate that the CDE model provides accurate estimates, we only present these multidimensional derivatives as calculated from the CDE model. Bootstrapped standard errors are in parentheses.
The first panel in Table 4 displays how age effects vary by gender. The p-values for the tests of equality of derivatives indicate significant age variation. At an age of 20 years, for example, men appear to increase health expenditures by US$ 5.91 for each year they age. By the age of 30 years, health expenditures of men increase by US$ 13.54 for every year they get older, and at an age of 40 years and later expenditures are increasing, on average, by more than US$ 16.00 per year. Expenditures of women follow a much different pattern. During their teens and 20s, young women's health expenditures, on average, rise rapidly. This is likely due to pregnancy and childbirth costs. Linear interpolation of the age effects implies that women's average health expenditures do not return to their average age 20 level until they are 45 years old.
The second panel of Table 4 explores how the income effects vary by race and gender. For each of the four groups, there are significant variations in the income effect across income levels. Additional income tends to have its largest impact on health expenditures at the lowest income levels. At income level US$ 10,000, for example, an additional US$ 1000 in income increases health expenditures by US$ 13.55 for non-White males and by US$ 19.21 for White females. For non-Whites, the point estimates indicate that additional income always increases health expenditures at higher income levels, while for White men and White women higher income appears associated with lower health expenditures at most high income levels. The hypothesis that these derivatives are all equal to zero and the hypothesis that the derivatives are all the same is rejected in each race and gender categorization. There appear to be important differences in income effects between Whites and non-Whites. Tests of significance rejecting no difference in income derivatives have p-values of 0.000 for all comparisons across race and gender (but are not reported in the table). Gilleskie, T.A. Mroz / Journal of Health Economics 23 (2004) 391-418 The second panel in Table 4 also contains how the effects of changing the coinsurance rate vary by race and gender. Except for non-White males, the largest reduction in health expenditures occurs when the coinsurance rate is raised from zero. Presumably, even a small copayment can reduce substantively average health expenditures for many individuals. For non-White women, raising the coinsurance rate from 0 to 25% would yield a US$ 210 (=25 × −8.399) decrease in health care expenditures, while non-White men would reduce health care expenditures only by US$ 14 (=25 × −0.568).
The third panel of Table 4 examines the coinsurance and health effects on expenditures as a function on income level. Somewhat surprisingly, a rise in the coinsurance rate from zero reduces health expenditures more for those with average incomes (US$ 30,000) than for those with quite low incomes (US$ 10,000). Given the low levels of expenditures at very low incomes, this might simply reflect the fact that the poor have very little in the way of "discretionary" health expenditures.
The health index expenditure derivatives at the bottom of panel 3 indicate that individuals with higher incomes reduce their health expenditures less as their health improves than those with lower incomes. This could indicate that higher levels of preventive care for those with higher incomes might substitute for some acute care.
The differences in response to variation in coinsurance rates by health status displayed in panel 4 indicate that less healthy individuals appear to be somewhat more responsive to increases in coinsurance rates. The magnitudes of these differences, however, are quite small, and they are dwarfed by the large impacts of health on expenditures as displayed in Table 3 . The final panel of Table 4 indicates that both White and non-White women spend more than men of the same race, holding constant the distribution of all other characteristics in the sample.
Conclusion
Our analysis yields several important results. First, the conditional density estimator we propose appears to perform quite well under a wide range of data generating processes. Since it is a maximum likelihood procedure, it can be adapted for situations where endogeneity and sample selection might be important issues. Estimating the entire distribution, as opposed to simply explaining the first moment, has the added feature of allowing effects of covariates to be different at different points of support in the distribution of the outcome. It will also be useful in structural models where theory suggests that the distribution of health expenditures, and not simply the expected value, is important. Second, two-part modeling using GLM procedures with a log-link and a gamma distributional assumption do not perform well if one relies upon the Akaike information criterion to select the degree of flexibility of the explanatory variables. Less restrictive criteria for increasing the complexity of the model within this GLM procedure perform much better. Third, a simple, one-part OLS model with interacted polynomials in the explanatory variables performs better than the GLM procedures and almost as well as the conditional density estimator for the range of data generating processes we consider. It is, however, imperative that one use generously specified functions of and interactions among the explanatory variables in the OLS regression. In fact, a generous specification of covariates was instrumental in the performance of each of the estimators considered. 
