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Deformations of Asymptotically Conical G2 Instantons
Joe Driscoll
Abstract
We develop the deformation theory of instantons on asymptotically conical G2 manifolds, where
an asymptotic connection at infinity is fixed. A spinorial approach is adopted to relate the space of
deformations to the kernel of a twisted Dirac operator on the G2 manifold and to the eigenvalues of
a twisted Dirac operator on the nearly Kähler link. As an application, we use this framework to the
calculate the infinitesimal deformations of the instanton of Günaydin-Nicolai which lives on R7. We
identify all of the deformations and show that the moduli space is a smooth manifold. Finally, we prove
that connections in the moduli space are G2-invariant and by classifying such connections we prove a
uniqueness result for this instanton.
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1 Introduction
Instantons are connections whose curvature satisfies a certain algebraic equation. In this article we study
the deformation theory of instanton connections on manifolds with holonomy G2 which asymptote to a cone.
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The physical motivation for studying instantons on G2 manifolds stems from the fact that such connections
automatically satisfy the Yang-Mills equation. Furthermore on a compact manifold G2 instantons are ab-
solute minima of the Yang-Mills energy functional. Interest in these connections has grown significantly in
recent years since the suggestion of Donaldson-Thomas [9] and Donaldson-Segal [8] that it may be possible
to define invariants from their moduli spaces.
The first example of a G2 instanton was constructed on the principal G2 bundle over R
7 by Günaydin-
Nicolai in 1995 [18] and we shall refer to this example as the standard G2 instanton. Other examples of
instantons on non-compact manifolds have been found in more recent years. Firstly, Clarke [7] found a
family of instanton connections on the manifold /S(S3) which was shown by Bryant-Salamon to carry a G2
metric [4]. The other G2 manifolds constructed by Bryant-Salamon are Λ
2
−(S
4) and Λ2−(CP
2) and examples
of instantons have been constructed on these spaces by Oliveira [30]. Recently Lotay-Olivera [24] studied the
moduli spaces of instantons on non-compact G2 manifolds where the connections are required to be invariant
under a group action. In particular, they found a limiting connection of Clarke’s family of instantons. The
important observation here is that all of these examples are defined on asymptotically conical manifolds and
the G2 instantons converge to instanton connections on the nearly Kähler 6-manifold at infinity.
Since the deformation space is the kernel of an elliptic operator we can develop a deformation theory
that relies on the framework for analysis for asymptotically conical manifolds that has been developed by
Lockhart-McOwen [23] and Marshall [27]. These tools enable one to determine when elliptic operators on
non-compact manifolds are Fredholm, and hence a Kuranishi model is applicable to study the moduli space of
solutions. In the holonomy G2 setting, this framework has been used to study the moduli space of associative
and coassociative submanifolds by Lotay [25][26] and the moduli space of G2 structures by Karigiannis-Lotay
[20]. In the gauge theory setting Nakajima [29] has used a similar analysis to study the moduli space of ASD
instantons on asymptotically locally Euclidean manifolds where a flat connection at infinity is fixed.
Since the asymptotic connection in our setting is a nearly Kähler instanton it is interesting to compare
deformations of the G2 instanton with deformations of this asymptotic connection. In particular there is a
projection between the moduli spaces of these two instantons and one can try to understand the properties of
this map. The deformation theory of nearly Kähler instantons has been developed by Charbonneau-Harland
[5] and we use many of the ideas and techniques they develop to analyse the asymptotic connection.
This paper studies the deformation theory of G2 instantons on asymptotically conical manifolds by
prescribing a fixed rate of decay at infinity. We take a spinorial approach and relate deformations of the
instanton to the kernel of a Dirac operator on a Hilbert space of spinors with fixed decay rate. In contrast
to the compact case the index of the Dirac operator controlling the deformation theory is not expected to
be 0. This can be seen in Section 4 where we show that the dimension of the space of solutions to the
linearised G2 instanton equation is determined by the spectrum of a twisted Dirac operator on a nearly
Kähler 6-manifold and apply the implicit function theorem to show the moduli space is a smooth manifold
when the deformation theory is unobstructed.
In Section 5 we study the particular example of the standard instanton on R7. To determine the relevant
eigenvalues of the Dirac operator on the homogeneous space S6 = G2/SU(3), we write the operator as a
sum of Casimir operators and use representation theoretic techniques to calculate the first few eigenvalues
explicitly. The main result of this section is Theorem 75 which establishes that the only solutions to the
linearised equations are determined by dilation (scaling in the radial direction) and translations. Thus, there
are no other distinct connections nearby in the moduli space.
In Section 6 we apply Theorem 75 to prove that connections in the moduli space are in fact G2-invariant.
To prove global uniqueness, i.e that the standard instanton is the only G2 instanton with our specified decay
condition, we show that the work of Harland et al. [19] proves that the standard instanton is the only
invariant connection on the given bundle. This leads to our main result Theorem 83– that the standard
instanton is globally unique. This result can be compared with the work of Karigiannis-Lotay [20] who prove
uniqueness of the G2 structures on the Bryant-Salamon manifolds.
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2 Preliminaries
2.1 G2 Manifolds
A G2 structure on a 7-manifold is a choice of 3-form ϕ that at each point can be identified with the standard
positive 3-form ϕ0 on R
7 which we take to be
ϕ0 = dx
127 + dx347 + dx567 + dx145 + dx136 + dx235 − dx246 (1)
where dxijk = dxi ∧ dxj ∧ dxk.
Such a 3-form ϕ determines an orientation Vol7 and hence a metric g = gϕ via the formula (ιuϕ)∧(ιvϕ)∧
ϕ = 6g(u, v)Vol7. This allows us to define a 4-form ψ := ∗ϕϕ.
Definition 1. A G2 manifold is a 7-manifold M together with a G2 structure ϕ such that ∇ϕ = 0, where
∇ is the Levi-Civita connection of the metric determined by ϕ. Such a G2 structure is called torsion free.
The following result of Fernandez-Gray [12] gives an alternate characterisation of G2 manifolds:
Theorem 2. Let (M,ϕ) be a G2 structure manifold. Then the following are equivalent:
1. ∇ϕ = 0
2. Hol(gϕ) ⊆ G2
3. dϕ = dψ = 0.
On any manifold with a G2 structure there is a decomposition of the exterior bundles determined by the
irreducible representations of the group G2. We denote this splitting Λ
k(T ∗M) =
⊕
d Λ
k
d where Λ
k
d(T
∗M)
is a rank d vector bundle, fiberwise isomorphic to an irreducible representation of G2 of dimension d. The
splitting is
Λ1(T ∗M) = Λ17
Λ2(T ∗M) = Λ27 ⊕ Λ214
Λ3(T ∗M) = 〈ϕ〉R ⊕ Λ37 ⊕ Λ323.
Furthermore, the Hodge star operator yields isomorphic splittings Λ7−k(T ∗M) =
⊕
d ∗
(
Λkd(T
∗M)
)
. We
have explicit models for these spaces as follows:
Λ27 = {uyϕ ; u ∈ Λ1(T ∗M)} (2)
Λ214 = {α ∈ Λ2(T ∗M) ; α ∧ ψ = 0} = {α ∈ Λ2(T ∗M) ; ∗(α ∧ ϕ) = −α} (3)
Λ37 = {uyψ ; u ∈ Λ1(T ∗M)} (4)
Λ323 = {η ∈ Λ3(T ∗M) ; η ∧ ϕ = η ∧ ψ = 0}. (5)
We call the seven dimensional irreducible representation the standard representation and denote it V. The 14-
dimensional irreducible representation is isomorphic to the adjoint representation g2 and the 23-dimensional
representation is isomorphic to Sym20(V ).
Since G2 is simply connected, manifolds with a G2 structure are spin. The spin bundle is constructed
from an irreducible representation of Spin(7) arising by restricting a representation of the Clifford algebra
Cl(R7) ∼= R(8) ⊕ R(8). There are two choices of representation W+ and W−,they are both 8 dimensional
and distinguished by the fact that the volume form Vol7 acts as ±1 on W±. The resulting spin bundle is
independent of this choice [22]. We make that choice that the volume form acts as +1, this will ensure our
formula for Clifford multiplication is the standard one in the literature. Since G2 manifolds are Ricci flat,
they come with a parallel spinor which we denote s7. The stabiliser of s7 is G2 and this leads to another
description
Λ214 = {α ∈ Λ2(T ∗M) ; α · s7 = 0}.
The map Λ0 ⊕ Λ1 → /S(M), (f + v) 7→ (f + v) · ψ is an isometry, and therefore an isomorphism since the
spinor bundle has rank 8.
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Lemma 3. The 3-form ϕ and 4-form ψ act with the following eigenvalues on the subspaces of /S(M) as
follows
Λ0 Λ1
ϕ -7 1
ψ -7 1
.
Proof. Since ϕ is G2 equivariant Schur’s lemma says that it preserves this decomposition since Λ
0 and Λ1
are irreducible representations of G2. Furthermore it must act as a constant on each space and the action is
traceless. A direct calculation shows that ϕ · ψ = 7Vol− 6φ and therefore, if ϕ · s7 = λs7 then
ϕ · ψ · s7 = ϕ2 · Vol7 · s7 = λ2s7
= (7Vol7 − 6ϕ) · s7 = (7 − 6λ)s7.
Therefore λ = −7 or λ = 1. The eigenvalues of ϕ acting on Λ1 satisfy the same equation and since ϕ is
traceless we see that λ = −7.
Remark 4. Had we instead chosen Vol7 to act as -1, the eigenvalues of ϕ would differ from those above by
a minus sign, while the eigenvalues of ψ are independent of this choice.
An argument similar to those of [26] and [5] yields the following corollary:
Corollary 5. Let α ∈ Ω2(M), then
α · s7 = ∗(α ∧ ψ) · s7.
Proof. Since the Λ214 component of α annihilates s7 we have that
α · s7 = π7(α) · s7.
Now π7(α) = vyϕ for some v ∈ Ω1(M) so Lemma 3 says
α · s7 = (vyϕ) · s7 = −1
2
{v, ϕ} · s7
= 3v · s7.
To find v, we note that
∗(α ∧ ψ) = ∗(π7(α) ∧ ψ) = ∗((vyϕ) ∧ ψ)
= ∗(3 ∗ v) = 3v
so that v = 13 ∗ (α ∧ ψ) and the result follows.
Corollary 6. Let f ∈ Ω0(M) and u, v ∈ Ω1(M). Then Clifford multiplication of the spinor (f + v) · s7 by
u is
u · (f + v) · s7 = (−〈u, v〉+ fu+ ∗(u ∧ v ∧ ψ)) · s7.
Recall the Dirac operator D : Γ(/S(M)) → Γ(/S(M)) is given in a local orthonormal frame ei of T ∗M by
the formula D(s) = ei · ∇is. It is easily verified that
D((f + v) · s) = (d∗v + df + ∗(dv ∧ ψ)) · s7
so we can write the Dirac operator as the 2× 2 matrix
D =
(
0 d∗
d ∗(ψ ∧ d ·)
)
. (6)
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2.2 Nearly Kähler Manifolds
Let (Σ, g) be a Riemannian spin manifold and let /S(Σ) denote the real spinor bundle associated to Σ. A
spinor s ∈ Γ(/S(Σ)) is called a real Killing spinor if there exists a non-zero real constant λ such that
∇Xs = λX · s (7)
for all X ∈ Γ(TΣ) and where ∇ is the Levi-Civita connection acting on the spin bundle.
Definition 7. A 6-manifold (Σ, g) together with a real Killing spinor s6 ∈ Γ(/S(Σ)) is called a nearly Kähler
6-manifold.
By scaling the metric, we can also scale the constant λ. In order that the Killing spinor lifts to a parallel
spinor on the cone we shall fix
λ =
1
2
.
Such a manifold is Einstein with Ric = 5g. The group fixing a Killing spinor on a 6-manifold is SU(3),
furthermore the spinor defines an SU(3) structure on Σ as described in [5]. Thus we have a holomorphic
(3, 0)-form Ω and an almost complex structure J which allows us to define a fundamental 2-form ω = g(J ·, ·).
In a suitable local orthonormal frame these take the form
Ω = (e1 + ie2) ∧ (e3 + ie4) ∧ (e5 + ie6)
ω = e12 + e34 + e56.
On a nearly Kähler manifold ω is not closed but the following equations are satisfied:
dω = 3ImΩ, dReΩ = 2ω2. (8)
In fact, a 6-manifold is nearly Kähler if and only if it is an SU(3) structure manifold such that (8) holds [15].
The SU(3) structure is torsionful and therefore the holonomy group of the Levi-Civita connection ∇ need
not be an SU(3) subgroup. There is however a distinguished connection on the tangent bundle with skew
parallel torsion and holonomy SU(3). This connection is known as the canonical connection and is defined
via the formula
g(∇canX , Y, Z) = g(∇XY, Z) +
1
2
ReΩ(X,Y, Z) (9)
for all X,Y, Z ∈ Γ(TΣ). It proves useful to define a one parameter family of connection interpolating between
the Levi-Civita connection and the canonical connection by setting
g(∇tXY, Z) = g(∇XY, Z) +
t
2
ReΩ(X,Y, Z) (10)
for t ∈ R. The torsion tensor T t of the connection ∇t is
g(X,T t(Y, Z)) = tReΩ(X,Y, Z).
The fact that the holonomy group of the canonical connection ∇can = ∇1 is a subgroup of SU(3) follows
from the equation
∇tXs6 =
1− t
2
X · s6.
For the purpose of this article, the most important examples of nearly Kähler manifolds will be the homo-
geneous ones. There are precisely four such manifolds
S6 = G2/SU(3), S
3 × S3 = SU(2)3/SU(2)
CP 3 = Sp(2)/Sp(1)× U(1), F1,2,3 = SU(3)/U(1)2.
In each case the homogeneous space G/H is reductive, meaning there is a splitting g = h⊕m with m closed
under the adjoint action of H. These coset spaces are called 3-symmetric since in each case the subgroup
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H is fixed by an automorphism s of G satisfying s3 = Id. The induced Lie algebra automorphism S also
satisfies S3 = Id. This acts trivially on h and non-trivially on m; one defines a almost complex structure
J : m→ m via
S|m = −1
2
+
√
3
2
J. (11)
The Riemannian metric on each space is determined by the Killing form on g. In [28] it is shown that − 112
is the normalisation that yields λ = 12 in the Killing spinor equation (7). So the metric is induced from the
bilinear form
B(X,Y ) = − 1
12
Trg2(ad(X)ad(Y )) ∀X,Y ∈ g2.
Reductive homogeneous spaces come with a distinguished connection, also called the canonical connection,
on the principal H bundle G → G/H whose horizontal distribution is given by left translation of m. The
tangent bundle T (G/H) associated to G → G/H via the representation m of H. The canonical connection
coming from the reductive homogeneous structure therefore defines a connection on T (G/H) and this agrees
with the connection (9), justifying the nomenclature.
Analogously to the G2 case the exterior bundles split according to how the fibres split as representations
of SU(3). The splitting Λk(T ∗M) =
⊕
d Λ
k
d, where Λ
k
d has fibre dimension d, is as follows:
Λ1(T ∗Σ) = Λ16 (12)
Λ2(T ∗Σ) = 〈ω〉R ⊕ Λ26 ⊕ Λ28 (13)
Λ3(T ∗Σ) = 〈ReΩ〉R ⊕ 〈ImΩ〉R ⊕ Λ36 ⊕ Λ312 (14)
and there are isometric splittings Λ6−k =
⊕
d ∗(Λkd). These spaces are modelled as follows:
(15)
Λ26 = Re
(
Λ2,0 ⊕ Λ0,2) = {vyRe(Ω) ; v ∈ Λ1} (16)
Λ28 = {α ∈ Λ2 ; ∗(α ∧ ω) = −α} (17)
Λ36 = {v ∧ ω ; v ∈ Λ1} (18)
Λ312 = Re{γ ∈ Λ2,1 ⊕ Λ1,2 ; γ ∧ ω = 0}. (19)
The bundle Λ28 has fibres isomorphic to su(3). Since the action of the group SU(3) fixes the Killing spinor
it is clear that the Lie algebra action annihilates it, hence we have α · s6 = 0 for any α ∈ Λ28. The Killing
spinor s6 determines a bundle map from Λ
0(T ∗Σ)⊕Λ1(T ∗Σ)⊕Λ6(T ∗M) to /S(Σ), defined by η 7→ η · s6 and
Charbonneau-Harland [5] note this is an isomorphism:
/S(Σ) ∼= Λ0(T ∗Σ)⊕ Λ1(T ∗Σ)⊕ Λ6(T ∗M). (20)
The almost complex structure can be constructed from this splitting; let Vol6 be the volume element of the
Clifford algebra, then one defines Vol6 · v · s6 = Jv · s6 for any v ∈ Λ1. The forms ReΩ and ∗ω act as scalar
multiples on the summands of this splitting:
Lemma 8 ([5, Lemma 2]). The subspaces of /S(Σ) isomorphic to Λ0,Λ1 and Λ6 are eigenspaces of the
operations of Clifford multiplication by ReΩ and ∗ω with the following eigenvalues
Λ0 Λ1 Λ6
ReΩ 4 0 -4
∗ω -3 1 -3.
We would like to understand Clifford multiplication by 1-forms under this splitting of the spin bundle.
We begin with a lemma:
Lemma 9. For any α ∈ Ω2(Σ) we have that
α · s6 = ((αyω)Vol6 − αyReΩ) · s6. (21)
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Proof. Let πd denote projection from Λ
2 to the subspace Λ2d. The description (17) shows that π8(α) · s6 = 0,
so that
α · s6 = (π1(α) + π6(α)) · s6.
The π1 component of α is a multiple of ω so we calculate
ω · s6 = Vol6 · ∗ω · s = 3Vol6 · s6
by Lemma 8. Since |ω|2 = 3 we see that π1(α) = 13 (αyω)ω and thus
π1(α) · s6 = (αyω)Vol6 · s6.
By (16) we write π6(α) = vyReΩ for a unique v ∈ Λ1 and that
vyReΩ · s6 = −1
2
{v,ReΩ} · s6 = −2v · s6
again by Lemma 8. An application of Schur’s lemma shows that v = 12αyReΩ. Therefore
π6(α) · s6 = −(αyReΩ) · s6.
Overall we see that
α · s6 = ((αyω)Vol6 − (αyReΩ)) · s6.
Corollary 10. Clifford multiplication of a spinor (f + v + hVol6) · s6 by a 1-form u ∈ Ω1(Σ) is given by
u · (f + v + hVol6) · s6 = (−〈u, v〉+ fu− hJu− (u ∧ v)yReΩ+ 〈u ∧ v〉Vol6) · s6. (22)
Proof. Since the volume form anti-commutes with 1-forms we have that
u · (f + v + hVol) · s6 = (fu+ u ∧ v − 〈u, v〉 − hJu) · s6
and the term (u ∧ v) · s6 is handled using the previous lemma.
We can apply these results to understand the Dirac operator on a nearly Kähler manifold. Let Dt =
cl ◦ ∇t : Γ(/S(Σ)) → Γ(/S(Σ)) be the Dirac operator constructed from the connection ∇t acting on the spin
bundle. Charbonneau-Harland [5] show that these operators differ by a multiple of the action of ReΩ on the
spin bundle:
Dt = D0 +
3t
4
ReΩ (23)
where D0 is the Levi-Civita Dirac operator. Note this family of operators have the same action on 1-forms,
namely
Dt(v · s6) = (dv + d∗v + 2v) · s6.
Corollary 11. Under the splitting /S(Σ) ∼= Λ0 ⊕ Λ1 ⊕ Λ6 the Dirac operator is
Dt =
−3 + 3t d∗ 0d 2− (d ·)yReΩ J d∗
0 ∗〈d ·, ω〉 3− 3t
 . (24)
3 Asymptotically Conical G2 Manifolds
The link between Nearly Kähler and G2 geometry is via the cone construction, which we now describe:
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Definition 12. Let (Σ6, g6) be nearly Kähler. The G2 cone of Σ is C(Σ) = (0,∞) × Σ together with the
torsion-free G2 structure (C(Σ), ϕC) defined by
ϕC = r
2ω ∧ dr + r3ImΩ
where r is the coordinate on (0,∞). The metric determined by ϕC is the cone metric dr2 + r2g6. We choose
the orientation such that dr∧ r6V6 is the volume form on C. We call C a G2 cone and Σ the link of the cone.
Finally, we denote the natural projection map π : C(Σ)→ Σ.
A G2 cone is of course not complete, but we will consider complete G2 manifolds whose geometry is
asymptotically that of a G2 cone. The next definition makes this notion precise.
Definition 13. Let (M, g, ϕ) be a non-compact G2 manifold. We call M an asymptotically conical (AC)
G2 manifold with rate µ < 0 if there exists a compact subset K ⊂ M, a compact, connected nearly Kähler
6-manifold Σ, a constant R > 1 and a diffeomorphism
h : (R,∞)× Σ→M \K
such that
|∇jC
(
h∗(ϕ|M\K)− ϕC
) |(r, σ) = O(rµ−j) as r →∞ (25)
for each σ ∈ Σ, for j = 0, 1, 2, . . . , where ∇C is the Levi-Civita connection for the cone metric gC on C(Σ),
ϕC is the G2 structure on the cone and | · | is calculated using gC . We call M \K the end of M and Σ the
asymptotic link of M .
Remark 14. We shall often drop the notation showing the dependence of a norm of the form in (25) on a
point in Σ. Such a norm is always to be understood pointwise in Σ.
It follows from Taylor’s theorem that the metric g = gϕ and ψ = ∗ϕϕ satisfy the same asymptotic
condition
|∇jC
(
h∗(g|M\K)− gC
) | = O(rµ−j) as r→∞ (26)
|∇jC
(
h∗(ψ|M\K)− ψC
) | = O(rµ−j) as r→∞. (27)
Example 15. 1. (R7, ϕ0) is clearly an AC G2 manifold with any rate µ < 0 since C(S
6) = R7 \ {0}. In
our convention ϕC = ϕ0 and the induced metric is the Euclidean metric.
2. The total space of /S(S3), the spin bundle of S3, carries a metric of G2 holonomy. This was the first
non-trivial complete example of a G2 manifold to be found and is due to the work of Bryant and
Salamon in 1989 [3]. This example has cohomegeneity one, i.e there’s a group acting isometrically
with generic orbits of codimension one. This symmetry allows one to reduce the problem of finding a
torsion free G2 structure to solving an ODE. Furthermore the G2 structure can be shown to be AC
with asymptotic link Σ = S3 × S3 and rate -3. Bryant-Salamon also find G2 holonomy metrics on
Λ2−S
4 and Λ2−CP
2 using this method. Here the asymptotic links are CP3 and F1,2,3 respectively and
the rate of converge is -4 in both cases.
3. Foscolo, Haskins and Nordström find in [13] infinitely many new diffeomorphism types of AC G2
manifold with asymptotic link (a quotient of) S3 × S3.
3.1 Analysis on AC Manifolds
For the remainder of this article, unless stated otherwise, M will be an AC G2 manifold with asymptotic
link Σ and h the diffeomorphism identifying the end of M with the cone on Σ. Weighted Sobolev spaces
provide a natural setting for analysis on AC manifolds. Let us denote by Mt for any t > R the subspace of
M given by h((t,∞)× Σ).
Definition 16. A radius function ρ on M is a smooth function on M that satisfies the following conditions.
On the compact subset K of M , we define ρ = 1. Let x be a point in M2R, then h
−1(x) = (r, y) for some
r ∈ (2R,∞) and we define ρ(x) = r for such a point. Finally, in the region h((R, 2R) × Σ), the function
ρ is defined by interpolating smoothly between its definition near infinity and its definition in the compact
subset K, in a decreasing fashion.
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Given a principal G bundle P →M we denote by AdP the adjoint bundle of P , this is the vector bundle
associated to P via the adjoint representation of G (hence the fibers are copies of the Lie algebra which we
denote g). We assume that G is compact and semi-simple and define a metric −〈, 〉g on the fibers using the
negative of the Killing form on g. Furthermore a choice of connection A on P gives rise to a linear connection
acting on sections of AdP which we shall denote ∇A. This is extended in the usual way to Ω∗(M,AdP ) and
for a section f ∈ Γ(AdP ) we use the notation ∇Af = dAf interchangeably.
We need to construct spaces of sections suitable for our purposes. For this let E →M be a vector bundle
with a bundle metric and denote by the subscript loc the space of sections η such that fη lie in the desired
space for all compactly supported functions f on M. For example, Ckloc(E) denotes the space of sections that
in this sense lie in Ck(E).
Definition 17. Let p ≥ 1, k ∈ N ∪ {0} and µ ∈ R. Let (M,ϕ) be an AC G2 manifold and fix a radius
function ρ. Let P → M be a principal bundle with connection A and let T be either a tensor or spinor
bundle, so that T inherits a metric and Levi-Civita connection. Define a norm ‖·‖Lp
k,µ
on Lpk,loc sections η
of T ⊗AdP by defining
‖η‖Lp
k,µ
=
 k∑
j=0
∫
M
∣∣ρj−µ∇jη∣∣p ρ−ndVg
 1p
where | · | is calculated using a combination of g and 〈, 〉g and ∇ = ∇LC ⊗∇A is the tensor product of the
Levi-Civita connection on T and the connection ∇A on AdP. We let Lpk,µ(T ⊗AdP ) denote the completion
under this norm.
The weighted Sobolev spaces are Banach spaces and, when p = 2, Hilbert spaces. An element η ∈ Lpk,µ(E)
can be thought of as a section that is k times weakly differentiable such that the derivative ∇jη is growing
at most like rµ−j on the end of M. Indeed if |η| = O(ρµ) on the end of M then η ∈ Lp0,µ+ǫ(E) for any ǫ > 0.
Denote Lpµ = L
p
0,µ, then we have a weighted Hölder inequality [1]
‖ξ ⊗ η‖Lpµ+ν ≤ ‖ξ‖Lqµ‖η‖Lq′ν
where 1
p
= 1
q
+ 1
q′
. As in the familiar Lp case, this gives a duality pairing provided we use the correct weight
(Lpµ(E))
∗ ∼= Lq−n−µ(E) where 1p + 1q = 1. We will mostly work with the Hilbert spaces L2k,µ(E). For such
spaces one has that
(
L2k,µ(E)
)∗ ∼= L2−k,−n−µ(E), but in practice we will only ever be interested in the kernel
of an operator with regularity properties that ensure the kernel is in fact independent of k. In this way we
can always work with Sobolev spaces with a positive degree of differentiability.
We will also require weighted Ck and C∞ spaces.
Definition 18. Let µ ∈ R and let k ∈ N ∪ {0}. The weighted Ck space Ckµ(E) is the subspace of Ckloc(E)
such that the norm
‖η‖Ckµ =
k∑
j=0
sup
M
|ρj−µ∇jη|
is finite. We also define C∞µ (E) = ∩k≥0Ckµ(E). The spaces Ckµ are Banach spaces but C∞µ need not be.
The usual embedding theorems for Sobolev spaces can be adapted to the weighted case, we state here
only the results needed for the purposes of this article. The theorem is stated using µ-weighted Hölder spaces
Cl,αµ (E), where α ∈ (0, 1) is the Hölder exponent. These are spaces of sections with l continuous derivatives
and controlled growth on the end of M . The precise definition of a weighted Hölder space can be found in
[27].
Theorem 19 (Weighted Sobolev Embedding Theorem). Let k, l ≥ 0 and let α ∈ (0, 1).
1. If k − n
p
≥ l + α then there is a continuous embedding Lpk,µ(E) →֒ Cl,αµ (E).
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2. If k ≥ l ≥ 0 and k − n
p
≥ l − n
q
, p ≤ q and µ ≤ ν then there is a continuous embedding Lpk,µ(E) →֒
Lql,ν(E).
Throughout this article we choose to work with the spaces L2k,µ for k ≥ 4 so that the sections we consider
are continuous. We can use the weighted embedding theorem to form a multiplication theorem, adapting
the argument of [6] to the weighted setting.
Theorem 20 (Weighted Sobolev Multiplication Theorem). Let ξ ∈ L2k,µ(E), η ∈ L2l,ν(F ) and suppose l ≥ k.
If k > n2 then multiplication L
2
k,µ(E) × L2l,ν(F ) →֒ L2k,µ+ν(E ⊗ F ) is bounded, i.e there exists a constant
C > 0 such that
‖ξ ⊗ η‖k,µ+ν ≤ C‖ξ‖k,µ‖η‖l,ν .
For convenience we shall adopt the following notation:
Ωmµ (M) := C
∞
µ (Λ
mT ∗M), Ωmk,µ(M) := L
2
k,µ(Λ
mT ∗M)
Ωmµ (M,AdP ) := C
∞
µ (T
∗M ⊗AdP ), Ωmk,µ(M,AdP ) := L2k,µ(ΛmT ∗M ⊗AdP ).
4 Gauge Theory On AC G2 Manifolds
In this section we show that the basic setup of gauge theory familiar from the compact case follows through
to the case of weighted spaces.
Let (Xn, g) be an n dimensional Riemannaian manifold and let P → X be a principal bundle. The bundle
P comes with a gauge group G = {principal bundle isomorphisms : P → P covering the identity}. The gauge
group acts on the space of connections A and one may form the space of connections modulo gauge, A /G .
The space of connections is an affine space identified with Ω1(X,AdP ) since any two connections differ by
a section in this space.
When X is equipped with an (n− 4) form α we may define an operator on 2-forms by
Tα : Ω
2(M)→ Ω2(M)
Tα(η) = ∗(α ∧ η).
Given such a set-up we seek connections A whose curvature FA satisfies Tα(FA) = λFA for a specified λ ∈ R.
This mimics the ASD instanton equation on a 4 manifold, where α = 1 and λ = −1. We have two cases of
interest:
1. When X = Σ is a nearly-Kähler 6-manifold we take α = ω and λ = −1. The equation to be solved is
∗(ω ∧ FA) = −FA (28)
which is called the nearly Kähler instanton equation. A connection whose curvature solves this equation
is called a nearly Kähler instanton (or sometimes a pseudo Hermitian-Yang-Mills connection). It is
a non-trivial fact that solutions are Yang-Mills, as noted in [32]. By (17) a nearly Kähler instanton
is a connection whose curvature has 2-form component lying in Λ28. Furthermore the nearly Kähler
instanton equation is equivalent to
FA · s6 = 0. (29)
The most important example of a nearly Kähler instanton is the canonical connection, seen as living
on the bundle G→ G/H or a bundle associated to this via some action of H .
2. In the case when X = M is a G2 manifold we take α = ϕ and λ = −1, thus we look to solve
∗(ϕ ∧ FA) = −FA (30)
which is called the G2 instanton equation. A connection A whose curvature solves this equation is
called a G2 instanton. Since ϕ is closed it is not hard to see that such connections are automatically
Yang-Mills, dA ∗FA = 0. By (3) a G2 instanton is a connection whose curvature has 2-form component
lying in Λ214. It follows that the G2 instanton equation is equivalent to either of the equations
FA ∧ ψ = 0 (31)
FA · s7 = 0. (32)
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For the remainder of this article we denote by A∞ a connection on a bundle Q → Σ and AC := π∗(A∞)
denotes the pullback connection on π∗Q→ C(Σ). It is easily verified that A∞ is a nearly Kähler instanton
if and only if AC is a G2 instanton. Furthermore examples of G2 instantons on AC G2 manifolds have been
observed to decay to nearly Kähler instantons on the asymptotic link:
Example 21. • In [18] an instanton Astd on the trivial G2 bundle over R7 in constructed. This example
decays to the canonical connection living on the trivial G2 bundle over S
6. We refer to this as the
“standard” instanton. This example will be covered in more detail in Section 5.
• Nearly Kähler instantons have been constructed on the Bryant-Salamon manifolds by Clarke [7],
Oliveira [30] and Lotay-Oliveira [24]. All such examples decay to the canonical connection living
on an appropriate bundle. In particular, a limiting connection of the family of Clarke’s instantons was
constructed in [24] and it is interesting to note that this connection actually decays faster than Clarke’s
examples.
We now make precise the concept of a G2 instanton decaying to a nearly Kähler instanton. To do so we
first specify the class of principal bundles we work with:
Definition 22. Let M be an asymptotically conical manifold G2, with asymptotic cone Σ, and let P →M
be a principal bundle over M . We call P asymptotically framed if there exists a principal bundle Q → Σ
such that
h∗P ∼= π∗Q
where π : C(Σ)→ Σ is the natural projection map.
Remark 23. This is the slightly more general than the setup of Taubes in [31] where it is assumed that Q
is trivial. When this is the case Taubes notes that if G is simple and simply connected then P must also be
trivial.
It will now be assumed that the principal G-bundle P has G semisimple and that an invariant metric is
fixed on the fibers of AdP.
Definition 24. Let M be an asymptotically conical manifold. A connection A on an asymptotically framed
bundle P →M is called asymptotically conical with rate µ if there exists a connection A∞ on Q→ Σ such
that, denoting AC = π
∗(A∞) we have
|∇jC(h∗(A|M∞)−AC)|C = O(rµ−1−j) (33)
for all non-negative integers j, for some µ < 0 and where ∇C is a combination of the Levi-Civita connection
on the cone metric and AC . Here | · |C is the norm induced by the cone metric and the metric on g.
It is natural to introduce Sobolev spaces of connections. Recall the space of connections is an affine
space, a choice of reference connection A identifies the space of connections A with Ω1(M,AdP ), since other
connection B is B = A+ a where a is a uniquely determined Lie algebra valued 1-form. We let
Ak,µ−1 =
{
A+ a ; a ∈ Ω1k,µ−1(M,AdP )
}
be the space of L2k,µ−1 connections and Aµ−1 = ∩k≥0Ak,µ−1 the space of C∞µ−1 connections.
We also need to introduce gauge transformations with specified decay properties. Recall a gauge transfor-
mation g is an automorphism of the principal bundle that covers the identity and that g acts on a connection
A via the formula g · A = gAg−1 − dgg−1. Following the setup of Nakajima in [29] suppose P → M is a
principal G bundle, pick a faithful representation G→ GL(V ) and form the associated bundle End(V ). We
define
Gk+1,µ := {g ∈ C0(End(V )) ; ‖Id− g‖k+1,µ <∞, g ∈ G a.e}. (34)
Furthermore we define Gµ :=
⋂
l≥0 Gl,µ. The main difference between our setup and that of [29] is that we
shall consider varying the weight µ. As in the compact case one can check directly that the exponential map
provides the (weighted) gauge group with charts making them into manifolds and that the action on the
space of connections is smooth. See [14] for details on this construction.
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Lemma 25. The sets Gk+1,µ are Hilbert Lie groups with Lie algebra Ω0k+1,µ(M,AdP ) for k ≥ 3. The group
Gk+1,µ acts smoothly on Ak,µ−1 via gauge transformations when k ≥ 4.
With this in hand we can define our main object of study:
Definition 26. LetM be an ACG2 manifold with asymptotic link Σ. Let P →M be a bundle asymptotically
framed by Q → Σ and let A∞ be a nearly Kähler instanton on Q. The moduli space of G2 instantons
asymptotic to A∞ with rate µ is
M(A∞, µ) = {G2 instantons A on P satisfying (33)}/Gµ. (35)
Remark 27. It follows from [30, Proposition 3] that an asymptotically conical G2-instanton A must have
connection at infinity A∞ a nearly-Kähler instanton.
To begin studying this moduli space we first try to understand it as the zero set of a (non-linear)
elliptic operator. Pick a reference connection A and write any other connection B as B − A = a where
a ∈ Ω1(M,AdP ). The relationship between the curvatures is FB − FA = dAa + a ∧ a and hence the G2
instanton equation for B becomes the non-linear equation ψ∧(dAa+a∧a) = 0. From an analytic perspective
it is advantageous to work instead with the G2 monopole equation
dAf + ∗ (ψ ∧ (dAa+ a ∧ a)) = 0 (36)
for some f ∈ Ω0(M,AdP ). This is because adding the gauge fixing condition d∗Aa = 0 to (36) yields an
elliptic equation. Solutions of this equation are precisely elements of the zero set of the non-linear operator
DA : Γ((Λ0 ⊕ Λ1)⊗Ad(P ))→ Γ((Λ0 ⊕ Λ1)⊗Ad(P )) given by
DA =
(
0 d∗A
dA ∗(ψ ∧ (dA ·+ · ∧ · ))
)
. (37)
To see that the linearisation of DA is elliptic we compare the expression for the Dirac operator (6) and
conclude the linearisation is the twisted Dirac operator DA where
DA =
(
0 d∗A
dA ∗(ψ ∧ dA ·)
)
. (38)
Nothing is lost in moving to this setup for if (f,A) satisfies the G2 monopole equation (with a decay condition)
then f = 0. Thus the zero set of DA consists of solutions B to the G2 instanton equation together with the
gauge fixing condition d∗A(B −A) = 0. Similarly if (f, a) satisfies the linearised G2 monopole equation then
f = 0. We delay the proof of these facts until later in this section.
Being a twisted Dirac operator, DA is first order elliptic and formally self adjoint. The kernel of DA
consists of gauge fixed solutions to the linearised G2 monopole equation. In studying the behaviour of this
operator we are lead to consider various other Dirac operators, so we briefly list those operators we will
require. If A is an asymptotically conical connection then there is a connection A∞ on Q→ Σ and we define
AC = π
∗A∞ as in (33). Hence we have operators
Operator Bundle Formula
DA /S(M)⊗AdP cl ◦ ∇LC ⊗∇A
DAC /S(C) ⊗Ad(π∗Q) cl ◦ ∇LC ⊗∇π
∗A∞
DtA∞ /S(Σ)⊗AdQ cl ◦ ∇t ⊗∇A∞
The operatorDA fits into the analytic framework for operators on AC manifolds which has been developed
by Lockhart-McOwen in [23] and by Marshall in [27], whose work we now adapt to our setting. Suppose (M, g)
is asymptotically conical and ρ is a radius function, then gAcyl := ρ
−2g is asymptotically cylindrical. Let E
be a vector bundle with fibre metric induced from the Riemannian metric and let TE : (E, g)→ (E, gAcyl) be
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the natural isometry from the conformal change of AC to Acyl metrics. Let E and F be two such bundles
over M . We will call an operator P : Γ(E)→ Γ(F ) asymptotically conical with rate ν if
ρν(TF )
−1P TE
is asymptotic to an operator P∞ that is invariant under the R+ action on M∞ = h((R,∞) × Σ). More
details of this construction can be found in [27]. An important fact is that an AC rate ν order l operator
P : Γ(E)→ Γ(F ) admits a bounded extension P : L2k+l,µ(E)→ L2k,µ−ν(F ). Our main cases of interest are:
• E = F = /S(M)⊗Ad(P ) ∼= (Λ0 ⊕ Λ1)⊗Ad(P ) and TE =
(
1 0
0 ρ
)
. The asymptotic conditions on the
G2 structure and the connection A ensure the operator DA is asymptotically conical with rate 1.
• E = F = Ad(P ) and TE = Id. Here the asymptotic conditions on the metric and the connection ensure
the coupled Laplace operator d∗A dA is asymptotically conical with rate 2.
Furthermore the above operators are uniformly elliptic- near infinity they approach the elliptic operators
DAC and (dAC )
∗ dAC which are built from the connection AC living on the cone. Such operators come with
estimates that ensure desirable regularity properties analogous to the situation on a compact manifold.
Theorem 28. Suppose P : C∞c (E)→ C∞c (F ) is a smooth uniformly elliptic, asymptotically conical operator
of rate γ and order l ≥ 1. Suppose that η ∈ L1
loc
(F ) and ξ ∈ L1
loc
(E) is a weak solution of Pξ = η.
If ξ ∈ Lp0,β+γ(E) and η ∈ Lpk,β(F ) then ξ ∈ Lpk+l,β+γ(E) with
‖ξ‖Lp
k+l,β+γ(E)
≤ C
(
‖η‖Lp
k,β
(F ) + ‖ξ‖Lp0,β+γ(E)
)
where the constant C > 0 is independent of ξ.
Thus the kernel of an order l AC uniformly elliptic rate ν operator P : L2k+l,µ → L2k,µ−ν is independent of
k, we therefore denote the kernel simply by KerPµ := KerP : L
2
k+l,µ → L2k,µ−ν . Using this Sobolev estimate
together with the weighted Sobolev embedding theorem we find that the kernel of an AC uniformly elliptic
operator has the desirable property of consisting of smooth sections. To study the kernel of our operators
we will need to determine the set of critical weights which are determined by the asymptotic operators.
Definition 29. Let C be a G2 cone with asymptotic link Σ and AC = π
∗(AΣ). Let PC be either the twisted
Dirac operator DAC or the coupled Laplace operator d
∗
AC
dAC acting on sections of E = /S(C)⊗Ad(π∗(Q))
and E = Ad(π∗(Q)) respectively. The set Wcrit(PC) of critical weights of the operator PC is
Wcrit(PC) = {λ ∈ R ; ∃ a non-zero homogeneous order λ section η of E with PC(η) = 0} . (39)
In the case of a twisted spinor, a section η is homogeneous of order λ if η = (f + v) · sC (here SC denotes
the parallel spinor on the cone) with f = rλπ∗(fΣ) and v = rλ+1π∗(vΣ), where fΣ, vΣ are sections of the
appropriate bundles over Σ (equivalently η = rµsΣ where sΣ is a spinor on Σ lifted to the cone). In general
one has to allow for complex exceptional weights but the formal self-adjoint property of the above operators
in question ensures all such weights are real. The setWcrit(PC) is countable and discrete. Recall an operator
between Banach spaces is called Fredholm if it has finite dimensional kernel and cokernel. An operator
whose range admits a finite dimensional complementary subspace automatically has closed range, so this is
in particular true of Fredholm operators.
Theorem 30. Let E and P be as above. Then the extension P : Lpk+l,µ(E) → Lpk,µ−ν(F ) is Fredholm
whenever µ ∈ R\Wcrit(PC). Furthermore if [µ, µ′] ∩Wcrit(PC) = ∅, then
KerPµ = KerPµ′ .
Thus the kernel of P is independent of the weight provided we do not pass through any critical weights.
For any k ≥ 4 and µ < 0 we define:
(d∗A dA)k,µ := d
∗
A dA : Ω
0
k+2,µ(M,AdP )→ Ω0k,µ−2(M,AdP ) (40)
(DA)k,µ := DA : L
2
k+1,µ(/S(M)⊗AdP )→ L2k,µ−1(/S(M)⊗AdP ). (41)
The last result we shall require is a Fredholm alternative for AC manifolds.
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Theorem 31. Let P be an AC uniformly elliptic order l and rate ν operator and suppose that µ 6∈ Wcrit(PC)
so that the extension
P : L2k+l,µ(E)→ L2k,µ−ν(F )
is Fredholm. Then
1. There exists a finite dimensional subspace Oµ−ν of L2k,µ−ν such that
L2k,µ−ν(F ) = P (L
2
k+l,µ(E))⊕Oµ−ν (42)
and
Oµ−ν ∼= KerP ∗−7−µ+ν . (43)
2. If µ > − 72 + ν then we can take Oµ−ν = KerP ∗−7−µ+ν .
3. The image of the extension P is the space
P (L2k+l,µ(E)) =
{
η ∈ L2k,µ−ν(F ) ; 〈η, κ〉L2(F ) = 0 for all κ ∈ Ker(P ∗)−7−µ+ν
}
. (44)
4.1 The Space of Connections Modulo Gauge
The aim of this subsection is to give a description of the space of connections modulo gauge. Given a reference
connection A we may view the gauge orbit Gk+1,µ ·A as a subset of Ω1k,µ−1(M,AdP ). The infinitesimal action
of the µ-weighted gauge group is − dA : Ω0k+1,µ(M,AdP ) → Ω1k,µ−1(M,AdP ) and our strategy is to show
this image is closed and hence admits a complement. We aim to find a particular complement for this image,
which is called a “slice” of the action and as usual is given by the Coulomb gauge fixing condition. Such
a splitting of Ω1k,µ−1(M,AdP ) shows the quotient space is a smooth Hilbert manifold if the action is free.
As in the case of a compact manifold the Coulomb gauge fixing condition may not pick out a unique class
representative globally, so we also give a sufficient condition for this property to hold. Our strategy for this
task is to develop the Fredholm theory of the coupled Laplacian d∗A dA.
To learn when d∗A dA is Fredholm Theorem 30 tells us to look for homogeneous order λ elements of the
kernel of d∗AC dAC . Such a solution looks like f = r
λξ for some ξ ∈ Ω0(Σ,AdP ) and we calculate
d∗AC dACf = r
λ−2 (d∗A∞ dA∞ξ − λ(λ + 5)ξ)
so such a solution exists if and only if λ(λ+5) is an eigenvalue of d∗A∞ dA∞ . Given that the coupled Laplace
operator is positive, we find that there are no exceptional weights in the range (−5, 0). Therefore:
Proposition 32. Let A be an asymptotically conical G2 instanton. If µ ∈ (−5, 0) then the coupled Laplacian
d∗A dA : Ω
0
k+2,µ(M,AdP )→ Ω0k,µ−2(M,AdP ) is Fredholm.
Remark 33. All known examples of AC G2 instantons converge at a rate in this interval.
The next lemma is a gauged version of integration by parts on AC manifolds, the proof goes through
identically to [20, Lemma 4.16].
Lemma 34. Let ξ ∈ Ωm−1k,µ (M,AdP ) and η ∈ Ωml,ν(M,AdP ). If k, l ≥ 4 and µ+ ν < −6 then
〈dAξ, η〉L2 = 〈ξ, d∗Aη〉L2 .
Corollary 35. Let f ∈ Ker(d∗A dA)µ. If µ < 0 then dAf = 0.
Proof. We have seen that there are no critical weights of d∗A dA in the region (−5, 0), so d∗A dAf = 0 and
µ < 0 then f ∈ Ω0(M,AdP )k+2,−3 for all k. It follows that dAf ∈ Ω1k+1,−4 and hence we can integrate by
parts to see
‖dAf‖L2 = 〈d∗A dAf, f〉L2 = 0.
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The following useful lemma is due to Marshall [27], it is a straightforward application of the maximum
principle. We denote by ∆ = d∗ d the usual Laplacian on functions.
Lemma 36. Let (M, g) be an asymptotically conical manifold. If µ < 0 then Ker(∆)µ = {0}.
As an immediate corollary we find that harmonic sections of the adjoint bundle must vanish:
Corollary 37. Let f ∈ Ker(d∗A dA)µ. If µ < 0 then f = 0.
Proof. Since f ∈ Ker(d∗A dA)µ we know by Corollary 35 that dAf = 0 and hence we calculate
∆|f |2 = 2d∗〈dAf, f〉 = 0.
So |f |2 is a harmonic function and hence zero.
Pausing for a moment we can finally justify our switch from the G2 instanton equation (31) to the G2
monopole equation (36).
Corollary 38. If µ < 0 and (f,A) ∈ Ω0k+1,µ(M,AdP )⊕A satisfies the G2 monopole equation
dAf + ∗(ψ ∧ FA) = 0
then f = 0.
Proof. We apply d∗A to the G2 monopole equation dAf + ∗(ψ ∧ FA) = 0 and use that ψ is closed together
with the Bianchi identity to find that d∗A dAf = 0 and hence Corollary 37 is applicable.
Corollary 39. Let A be an asymptotically conical G2 instanton. If µ < 0 and (f, a) ∈ L2k+1,µ((Λ0 ⊕ Λ1)⊗
AdP ) satisfies the linearised G2 monopole equation
dAf + ∗(ψ ∧ dAa) = 0
then f = 0.
Proof. Again we apply d∗A any observe that
d∗A dAf + ∗(ψ ∧ d2Aa) = 0
and since A is a G2 instanton ψ ∧ d2Aa = ψ ∧ [FA, a] = 0 so we may appeal to Corollary 37.
We return our attention to splitting the space of 1-forms. It is sufficient for our purpose to work in the
regime where −5 < µ < 0. Note from (40) that (d∗A dA)k,µ has trivial cokernel, since the adjoint maps from
the space with weight −5− µ < 0. The bounded inverse theorem then yields:
Lemma 40. Let (M, g) be an asymptotically conical G2 manifold and let A be an asymptotically conical
connection on a principal bundle P →M. If −5 < µ < 0 then
d∗A dA : Ω
0
k+2,µ(M,AdP )→ Ω0k,µ−2(M,AdP )
is an isomorphism of topological vector spaces.
This allows us to split the space of 1-forms, heuristically Ω1l,µ−1(M,AdP ) = Im dA⊕Kerd∗A. Note however
that the splitting may not be orthogonal, since the weights we require need not be in the L2 integrable regime.
Instead we make use of the following basic lemma from Banach space theory:
Lemma 41. Suppose T : X → Y is a bounded linear operator between Banach spaces, so that the kernel
KerT is closed and admits a closed complement. A closed subspace X0 ⊂ X is a complement to KerT if and
only if
1. T |X0 is injective
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2. T (X) = T (X0).
Wewould like to apply the above lemma withX = Ω1k+1,µ−1(M,AdP ), T = d
∗
A andX0 = dA(Ω
0
k+2,µ(M,AdP )),
thus we must first establish that the image of dA is closed.
Lemma 42. The operator dA : Ω
0
k+2,µ(M,AdP )→ Ω1k+1,µ−1(M,Ad) has closed image.
Proof. Let {dAfn}∞n=1 be a sequence in dA(Ω0k+2,µ(M,AdP )), and let a ∈ Ω1k+1,µ−1(M,AdP ) be such that
‖dAfn − a‖k+1,µ−1 → 0.
Applying the bounded operator d∗A we see that d
∗
A dAfn converges to d
∗
Aa in Ω
0
k,µ−1(M,AdP ). Since d
∗
A dA
admits a bounded inverse we find that fn converges to f := (d
∗
A dA)
−1 d∗Aa in Ω
0
k+2,µ(M,AdP ). Finally we
apply the bounded operator dA and see that
‖dAfn − dAf‖k+1,µ−1 → 0.
So a = dAf by uniqueness of limits and hence Im dA is closed.
Theorem 43 (Slice Theorem). Let −5 < µ < 0 then
Ω1k+1,µ−1(M,AdP ) = Ker(d
∗
A : Ω
1
k+1,µ−1(M,AdP )→ Ω0k,µ−2(M,AdP ))⊕ dA(Ω0k+2,µ(M,AdP )). (45)
Proof. We apply Lemma 41 to the operator d∗A : Ω
1
k+1,µ−1(M,AdP ) → Ω0k,µ−2(M,AdP ). Since d∗A is AC
this extension is bounded and hence the kernel is a closed subspace. We claim that dA(Ω
0
k+2,µ(M,AdP ))
satisfies the hypothesis of Lemma 41. Firstly, as noted above this is a closed subspace.
Claim 1: d∗A is injective when restricted to dA(Ω
0
k+2,µ(M,AdP )).
To see this suppose that d∗A dAf = d
∗
A dAg for f, g ∈ Ω0k+2,µ(M,AdP ). Then f − g is harmonic and hence 0,
so certainly dAf − dAg = 0.
Claim 2: d∗A dA(Ω
0
k+2,µ(M,AdP )) = d
∗
A(Ω
1
k+1,µ−1(M,AdP )).
This follows from Lemma 40.
The importance of this result is that it gives us a local description of the space Bk+1,µ = Ak+1,µ−1/Gk+2,µ
of connections modulo gauge. The infinitesimal action of the gauge group Gk+2,µ is− dA : Ω0k+2,µ(M,AdP )→
Ω1k+1,µ−1(M,AdP ), so we can interpret Theorem 43 as a so called “slice” theorem– we have found comple-
ments for the action of the gauge group. If the action is free, it will follow from general theory that the
quotient space is a smooth manifold.
To see that the action is free set ΓA,µ = {g ∈ Gk,µ ; g ·A = A}. Then by a standard argument ΓA,µ is Lie
group whose sections are covariantly closed gauge transformations. Recall G is assumed to be semi-simple
and the inner product on the representation V defined in (34) is assumed to be invariant. The connection
A has Hol(A) ⊂ G so it preserves the inner product on V and thus also preserves the induced inner product
on End(V ) = V ⊗ V ∗. Thus, regarding gauge transformations as sections of End(V ) as in (34), if g ∈ ΓA,µ
then |g − Id| ∈ Ω0k+2,µ(M,AdP ) and ∆|g − Id|2 = 2d∗〈dA(g − Id), g − Id〉 = 0. We have seen that such a
function must vanish, so that ΓA,µ = Id. This is in contrast to the case when M is compact since, in the AC
case, reducible connections (those with Hol(A) a proper subgroup of G) do not lead to singularities in the
space of connections modulo gauge. As a consequence, if we set
TA,µ,ǫ = {a ∈ Kerd∗A : Ω1k+1,µ−1(M,AdP )→ Ω0k,µ−2(M,AdP ) ; ‖a‖k,µ−1 < ǫ}. (46)
then TA,ǫ models a local neighbourhood of A in Bk+1,µ. We summarise this in the following corollary:
Corollary 44. Let P → M be a principal G-bundle with G semisimple. If −5 < µ < 0 then the moduli
space Bk+1,µ = Ak+1,µ−1/Gk+2,µ is a smooth manifold and the sets TA,µ,ǫ provide charts near [A].
Working with the local models TA,µ,ǫ amounts to solving Coulomb gauge condition d
∗
Aa = 0. This con-
dition picks out a unique gauge equivalence class locally but may not do so sufficiently far away from A.
The failure of a global gauge fixing is a reflection of the rich topology of B [11]. Using the surjectivity of
the coupled Laplacian one can prove a weighted version of [10, Proposition 2.3.4] which gives a sufficient
condition for solving the Coulomb gauge condition:
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Proposition 45. Let P → M be a principal G-bundle with G a compact Lie group. Let A be an L2k+1,µ−1
connection on P for µ ∈ (−5, 0). There is a constant c(A) > 0 such that if B is another L2k+1,µ−1 connection
on P and a = B −A satisfies
‖a‖L24,µ−1 < c(A)
then there is a gauge transformation g ∈ Gk+2,µ such that u(B) is in Coulomb gauge relative to A.
4.2 A Regularity Result
We observed that elements of the zero set of the operator DA from (37) consists of (smooth) G2 instantons
B together with the Coulomb gauge condition d∗A(B − A) = 0 which fixes a gauge near to A. The decay
condition (33) we impose on connections in the moduli space M(A∞, µ)k, that a neighbourhood of 0 in the
zero set of DA : C∞µ−1 → C∞µ−2 is homeomorphic to a neighbourhood of [A] in M(A∞, µ). We now show that
we may instead study the moduli space using the weighted Sobolev spaces; this is advantageous since these
spaces are the natural setting for studying elliptic operators on AC manifolds. Let us denote byM(A∞, µ)k
the space of L2k,µ−1 connections by L
2
k+1,µ gauge transformations. Note that the Sobolev multiplication
theorem (Theorem 20) ensures DA : L2k+1,µ−1(/S(M)⊗AdP )→ L2k,µ−1(/S(M)⊗AdP ) is bounded if k ≥ 3.
We use the regularity of uniformly elliptic, asymptotically conical operators to obtain a result comparable
to Donaldson and Kronheimer [10, Proposition 4.2.16].
Proposition 46. Let k ≥ 4 and −5 < µ < 0. Then the natural inclusion M(A∞, µ)k+1 →֒ M(A∞, µ)k is a
homeomorphism.
Proof. Suppose A is an asymptotically conical G2 instanton of rate µ and class L
2
k,µ−1., we will show that
there exists a gauge transform g such that g(A) is in L2k+1,µ−1. Firstly we know by Proposition 45 there is
an ε > 0 such that any L2k,µ−1 connection B with ‖A−B‖L2
k,µ−1
< ε can be gauge transformed into Coulomb
gauge relative to A. Since C∞µ−1 lies densely in L
2
k,µ−1 we may pick a smooth connection B satisfying this
condition, then we know there exists a g in L2k+1,µ with
d∗A(g
−1(B)−A) = 0.
The Coulomb gauge condition is symmetric, so that A is also in Coulomb gauge relative to g−1(B), i.e
d∗g−1(B)(A− g−1(B)) = 0. (47)
Let us denote g(A) = B + a, then we can apply g to (47) deduce
d∗Ba = 0.
Furthermore we have the relation
∗(ψ ∧ dBa) = − ∗ (ψ ∧ FB)− ∗(ψ ∧ a ∧ a).
Now the weighted multiplication theorem Theorem 20 ensures that a ∧ a ∈ L2k,2(µ−1) and the curvature of
B lies in C∞µ−2. Thus DB(a) ∈ L2k,µ−2 and the asymptotically conical uniformly elliptic estimates for the
smooth operator DB allow us deduce that a ∈ L2k+1,µ−1. That is, we have bootstraped to gain a degree of
differentiability. This establishes the surjectivity of the inclusion.
The map is clearly injective and continuous; to see it is a homeomorphism we show that the two spaces
have the same convergent sequences with their induced topologies. Let {an}∞n=1 be a sequence inM(A∞, µ)
which is convergent in the L2k,µ−1 norm, i.e there is some a∞ ∈ M(A∞, µ) with ‖an − a∞‖kµ−1 → 0 as
n→∞. To see that {an}∞n=1 also converges in the L2k+1,µ norm we observe that
‖an − a∞‖k+1,µ−1 ≤ C(‖DB(an − a∞)‖k,µ−2 + ‖an − a∞‖0,µ−1)
= C(‖an ∧ an − a∞ ∧ a∞‖k,µ−2 + ‖an − a∞‖0,µ−1)
≤ C′(‖an‖k,−1‖an − a∞‖k,µ−1 + ‖a∞‖k,−1‖an − a∞‖k,µ−1 + ‖an − a∞‖0,µ−1)
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with the constants C,C′ > 0 coming from the elliptic estimate for the smooth operator DB and the
weighted Sobolev multiplication Theorem 20. Now since {an}∞n=1 converges in L2k,µ−1 and there is a con-
tinuous embedding L2k,µ−1 →֒ L2k,−1, the sequence ‖an‖k,−1 is bounded independent of n and therefore
‖an − a∞‖k+1,µ−1 → 0. Since spaces M(A∞, µ)k and M(A∞, µ)k+1 have the same convergent sequences,
the inclusion is a homeomorphism.
Note the weighted Sobolev embedding theorem ensures the spacesM(A∞, µ) consists of smooth connec-
tions. This yields the following important corollary; the moduli space near [A] is modelled on a neighbourhood
of 0 in the zero set of the non-linear elliptic operator DA in any Sobolev extension.
Corollary 47. Let A be an AC G2 instanton, asymptotic to A∞ with rate µ where −5 < µ < 0. The zero
set of the operator DA : L2k+1,µ−1(/S(M) ⊗ AdP ) → L2k,µ−2(/S(M) ⊗ AdP ) is independent of k ≥ 3 and a
neighbourhood of A in M(A∞, µ) is homeomorphic to a neighbourhood of 0 in (DA)−1µ−1(0).
4.3 Fredholm and Index Theory of the Twisted Dirac Operator
Recall that the operator (DA)µ−1 is Fredholm when there are no non-zero solutions to
DAC (r
µ−1sΣ) = 0
where sΣ is a spinor on /S(Σ), lifted to /S(C). We will find an expression for the Dirac operator on the cone
in terms of the operator on the link Σ to determine the solutions to this equation.
We begin by comparing the Dirac operators on the link Σ and the cone C. Let Σ a nearly Kähler 6-
manifold and (C, gC) = (Σ × R>0, dr2 + r2g) be the cone on Σ. We consider first the case of the ordinary
Dirac operators
D0 : Γ(/S(Σ))→ Γ(/S(Σ))
DC : Γ(/S(C))→ Γ(/S(C))
arising from the Levi-Civita connection acting on the spin bundle.
Let ei be a local orthonormal frame for T ∗Σ, then E0 = dr, Ei = rei forms a local orthonormal frame
for T ∗C. We use the convention that an index of µ or ν runs from 0 to 6 whilst an index of i, j or k runs
from 1 to 6. Denote by ∂i differentiation with respect to the vector field dual to e
i using the metric g and
denote by Di differentiation with respect to the vector field dual to E
i with respect to the metric gC . We
write ∇C for the Levi-Civita connection on the cone and ∇ for the Levi-Civita connection on Σ, similarly
we write dC , d for the exterior derivatives on the cone and Σ respectively.
The connection one form of the Levi-Civita connection on the cone should be metric compatible and
torsion free, which here means that dC = ∇C ∧ . Let ωij be the connection one form of the Levi-Civita
connection on T ∗Σ, so that ∇ei = −ωijej in this frame. Then ωij = −ωji and
dei + ωij ∧ ej = 0 (48)
(this is equivalent to d = ∇∧).
On the cone we let Ωµν = −Ωνµ be the Levi-Civita form, then testing that (48) holds we first note that
dE0 = d2r = 0 so that Ω0i ∧Ei = 0, and testing when i ≥ 0 we find
dCE
i = −Ωiµ ∧Eµ
= −Ωij ∧ rej − Ωi0 ∧ dr
and also
dCE
i = dr ∧ ei + r dei
= dr ∧ ei − ωij ∧ ej .
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Since we know (48) holds we conclude that
Ωij = ω
i
j , Ω
i
0 = e
i.
The connection acts on one forms as
∇Cvµeµ =
(
dCvµ − vνΩνµ
)⊗ eµ.
Let Γµσν be the Christoffel symbols of the Levi-Civita connection on the cone, so that
EσΓµσν = Ω
µ
ν
and γikj be the Christoffel symbols on the Levi-Civita connection on Σ so that
ekγikj = ω
i
j.
Note that Γµ0ν = 0 and Γ
i
k0 =
1
r
δik. We take the natural Clifford algebra embedding of Cln into Cl
even
n+1
given by ei 7→ EiE0. The action of the Dirac operator on Σ is
D0s = EiE0
(
∂is+
1
4
γkijE
0EjE0Eks
)
. (49)
The operator on the cone acts as
DC(s) = E0∇0s+ Ei
(
Dis+
1
4
ΓνiµE
µEνs
)
= E0
∂s
∂r
+ Ei
(
Dis+
1
4
(
Γji0E
0Ejs+ Γ0ijE
jE0s+ ΓkijE
jEks
))
= E0
∂s
∂r
+ Ei
(
1
r
∂is+
1
4r
(
δijE
0Ejs− δijEjE0s+ γkijEjEks
))
= E0
∂s
∂r
− 1
2r
EiEiE0s+
1
r
Ei
(
∂is+
1
4
γkijE
0EjE0Eks
)
.
Thus we have that
DC = E0
∂s
∂r
+
3
r
E0s+
1
r
Ei
(
∂is+
1
4
γkijE
0EjE0Eks
)
and comparing to (49) one finds
DC = E0 ·
(
∂
∂r
+
1
r
(
3 +D0
))
. (50)
Remark 48. The above calculation generalises easily to the case of (Xn, g) an n-dimensional Riemanninan
manifold and (C(X), dr2 + r2g) the (n+ 1)-dimensional cone of X.
We would like to generalise this to the case of twisted spinors and twisted Dirac operators. Recall the
notation AC = π
∗A∞ and consider the operators
D0A∞ : Γ(/S(Σ)⊗AdQ)→ Γ(/S(Σ)⊗AdQ)
DAC : Γ(/S(C)⊗Adπ∗Q)→ Γ(/S(C)⊗Adπ∗Q).
These operators factor as follows:
D0A∞ = cl6 ◦ (∇⊗ 1 + 1⊗∇A∞) = D0 ⊗ 1 + cl6 ◦ (1 ⊗∇A∞)
DAC = cl7 ◦ (∇C ⊗ 1 + 1⊗∇AC ) = DC ⊗ 1 + cl7 ◦ (1 ⊗∇π
∗A∞)
it suffices consider the terms cl6(1⊗∇A∞) and cl7(1⊗∇AC ). We choose a local frame {va} of AdQ and let
ω˜ba = e
iγ˜bia the the connection 1-form of ∇A and let Ω˜ba = EiΓ˜bia be the connection 1-form of ∇π
∗A. Then
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π∗ω˜ = Ω˜ and we can apply a similar analysis to before. Let sA be a local frame for the spin bundle. One
finds
D0A∞(fAasA ⊗ va) = D0(fAasA)⊗ va + EiE0fAasA ⊗ γ˜biavb
whilst
DAC (fAasA ⊗ va) = E0 ·
(
∂
∂r
fAasA +
1
r
(3 +D0)(fAasA)
)
⊗ va + (EifAasA)⊗ Γ˜biavb
= E0 ·
(
∂
∂r
fAasA +
1
r
(3 +D0)(fAasA)
)
⊗ va + 1
r
(EifAasA)⊗ γ˜biavb
= E0 ·
(
∂
∂r
+
1
r
(
3 +D0A∞
))
(fAasA ⊗ va).
So the twisted Dirac operators satisfy the same relation as in the case of the ordinary spin bundle.
A simple calculation shows that the volume form Vol6 anti-commutes with the Dirac operator, so the
spectrum is symmetric about 0 and hence Wcrit(DAC ) is symmetric about −3. Furthermore the spectrum of
a Dirac operator is unbounded and discrete.
Proposition 49. The set of critical weights for the twisted Dirac operator DA is Wcrit(DAC ) = {µ ∈
R : µ + 3 ∈ SpecD0A∞} where D0A∞ is the Dirac operator on the link twisted by the asymptotic connection
A∞. Furthermore this set is discrete, unbounded and symmetric about −3. The operator (DA)µ is therefore
Fredholm whenever µ+ 3 ∈ R \ SpecD0A∞ .
Recall that in studying the deformation theory of M(A∞, µ) we are lead to work with the operator
(DA)µ−1 on a µ − 1 weighted Sobolev space, since the kernel of this operator consists solutions to the
linearised G2 instanton equation converging with rate µ. Therefore let us set
W := {µ ∈ R ; µ+ 2 ∈ Spec(D0A∞)}, (51)
so that (DA)µ−1 is Fredholm whenever µ ∈ R \W and W is symmetric about −2.
Remark 50. In [5] Charbonneau and Harland show that the linearised nearly Kähler instanton equation
on the link Σ is solved by one forms a satisfying DA∞(a · s) = 2a · s . Therefore we may think of rate 0
deformations on cone C(Σ) as being deformations of the nearly Kähler instanton A∞.
Recall the index of a Fredholm operator P is the quantity indP = dim(kerP )−dim(cokerP ). The Lockhart
McOwen theory provides an index change formula that describes how the index varies as we vary the weight
of the Sobolev space.
Definition 51. Let µ ∈ R and define
K(µ) =
ηC ∈ KerDAC ; ηC(r, σ) = rµ−1
m∑
j=0
(log r)jηj(σ) each ηj is a section of /S(Σ)⊗AdQ
 .
That is, K(µ) consists of sections in the kernel of DAC which are polynomials in log r whose coefficients are
homogeneous order µ spinors.
The importance of these spaces is that they describe the change in index as the weight varies. We let
k(µ) be the dimension of the dimension of the space K(µ) in Definition 51.
Theorem 52. Let indµ denote the index of DA : L
2
k+1,µ−1(/S(M) ⊗ AdP ) → L2k,µ−2(/S(M) ⊗ AdP ). If
µ, µ′ ∈ R \W are such that µ ≤ µ′, then
indµ′DA − indµDA =
∑
ν∈W∩(µ,µ′)
k(ν).
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Remark 53. Being self adjoint the operator (DA)−2 has index zero, since the dual of the target space has
the same weight as the domain. It follows that when D0A∞ has non-trivial kernel we have ind(DA)−2+ǫ =
1
2 (dim KerD
0
A∞) for ǫ sufficiently small that [−2,−2+ ǫ) contains no other critical weights. Observe that in
this situation the expected dimension is negative for all rates µ < −2.
In analogy with the results of [27] we show that being self adjoint ensures that elements of K(µ) have no
polynomial terms.
Proposition 54. Suppose
DAC
rµ−1 m∑
j=0
(log r)jvj(σ)
 = 0.
Then m = 0.
Proof. Let vC ∈ K(µ), then we may write
vC(r, σ) = r
µ−1
m∑
j=0
(log r)jvj(σ).
Suppose for a contradiction that m > 0. Thinking of DACvC as a polynomial in log r we first compare
coefficients of (log r)m to find
D0A∞vm = −(µ+ 2)vm.
Now comparing coefficients of (log r)m−1 we find
(µ+ 2)vm−1 +mvm +D0A∞vm−1 = 0
and we us the self-adjointness of D0A∞v to compute
m〈vm, vm〉L2(Σ) = −〈D0A∞vm−1, vm〉L2(Σ) − (µ+ 2)〈vm−1, vm〉L2(Σ)
= −〈vm−1, D0A∞vm〉L2(Σ) − (µ+ 2)〈vm−1, vm〉L2(Σ)
= −〈vm−1,−(µ+ 2)vm〉L2(Σ) − (µ+ 2)〈vm−1, vm〉L2(Σ) = 0.
Thus vm = 0 which yields our contradiction.
This proposition shows that K(µ) is simply the −(µ+2) eigenspace for the operator D0A∞ . The dimension
of these spaces therefore determines how indµDA varies as we change the weight µ.
4.4 Structure of the Moduli Space
Suppose we work in a small enough neighbourhood of A in the space of L2k,µ−1 connections so that we may
solve the Coulomb gauge condition. Then we have seen that the the zero set of (DA)µ−1 consists of smooth
sections and that its linearisation is Fredholm whenever (µ+ 2) 6∈ SpecD0A∞ .
Definition 55. For a given weight µ < 0 we define the rate µ infinitesimal deformation space to be
I(A, µ) := {(f, a) ∈ Ω0k+1,µ−1(M,AdP )⊕ Ω1k+1,µ−1(M,AdP ) ; DA(f, a) = 0} .
By AC uniform elliptic regularity this is independent of k and is finite dimensional.
When (DA)k+1,µ−1 is Fredholm it has closed range and finite dimensional kernel, furthermore we can
choose a finite dimensional subspace O(A, µ) of Ω0k,µ−2(M,AdP )⊕ Ω1k,µ−2(M,AdP ), called the obstruction
space, such that
Ω0k,µ−2(M,AdP )⊕ Ω1k,µ−2(M,AdP ) = DA
(
Ω0k+1,µ−1(M,AdP )⊕ Ω1k+1,µ−1(M,AdP )
)⊕O(A, µ).
Again by elliptic regularity we have that O(A, µ) is isomorphic to the kernel of the adjoint map ( /D7A)l+1,−5−µ
for any l ∈ N . If − 52 < µ < 0 then the kernel of the adjoint is contained in the target space and we may
choose O(A, µ) = ker(DA)∗.
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Remark 56. One can also describe the framework for study deformations of G2 instantons in the form of
an elliptic complex. In this weighted setting, the complex takes the form
Ω0µ(M,AdP ) Ω
1
µ−1(M,AdP )
dA
Ω6µ−2(M,AdP )
ψ ∧ dA
Ω7µ−3(M,AdP ).
dA
Denote the cohomology groups of this complex by HkA,µ. We have already noted that the zeroth
cohomology group is trivial H0A,µ = {0}, whilst H1A,µ ∼= I(A, µ) and H2A,µ ∼= O(A, µ) provided −5 < µ < 0.
With this in hand we can apply the implicit function theorem to integrate our infinitesimal deformation
theory. We state here the version of the implicit function theorem we shall apply.
Theorem 57. Let X and Y be Banach spaces and let U ⊂ X be an open neighbourhood of 0. Let F : U → Y
be a Ck map, for some k ≥ 1, with F(0) = 0. Suppose dF|0 : X → Y is surjective with kernel K such that
X = K ⊕Z for some closed subspace Z.
Then there exists open sets V ⊂ K and W ⊂ Z both containing 0, with V ×W ⊂ U and a unique Ck map
G : V → W such that
F−1(0) ∩ (V ×W) = {(x,G(x)) : x ∈ V}.
Theorem 58. Let A∞ be a nearly Kähler instanton and let A be an AC G2 instanton converging to A∞.
Suppose that µ ∈ (R\W )∩(−5, 0). There exists a smooth manifold Mˆ(A, µ), which is an open neighbourhood
of 0 in I(A, µ), and a smooth map π : Mˆ(A, µ)→ O(A, µ), with π(0) = 0, such that an open neighbourhood
of 0 in π−1(0) is homeomorphic to a neighbourhood of A in M(AΣ, µ). Thus, the expected dimension of the
moduli space is dimI(A, µ)− dimO(A, µ) and M(A∞, µ) is smooth if O(A, µ) = {0}.
Proof. For k ≥ 5 let
X = (Ω0k+1,µ−1(M,AdP )⊕ Ω1k+1,µ−1(M,AdP ))×O(A, µ)
and let
Y = Ω0k,µ−2(M,AdP )⊕ Ω1k,µ−2(M,AdP ).
Pick a sufficiently small neighbourhood of A so that we may solve the Coulomb gauge condition. This in
turn gives an open neighbourhood U of (0, 0) in Ω0k,µ−1(M,AdP )⊕ Ω1k,µ−1(M,AdP ).
We define a map of Banach spaces F : X → Y by
F(v, w) = DA(v) + w
and note F(0, 0) = 0. The differential of F at 0 acts as
dF|(0,0) : X → Y
(v, w) 7→ DAv + w.
By the definition of the obstruction space dF|(0,0) is surjective and dF|(0,0)(v, w) = 0 if and only if (DAv, w) =
(0, 0). Thus kerdF|(0,0) = K = I(A, µ) × {0} is finite dimensional and splits X . That is, there exists a
closed Z ⊂ X such that K ⊕ Z = X and we can moreover write Z = Z1 × O(A, µ) for some closed
Z1 ⊂ Ω0k+1,µ−1(M,AdP ) ⊕ Ω1k+1,µ−1(M,AdP ). We are now in a position to apply the implicit function
theorem– we deduce that there are open sets
V ⊂ I(A, µ)
W1 ⊂ Z1
W2 ⊂ O(A, µ)
and smooth maps Gj : V → Wj for j = 1, 2 such that
F−1(0) ∩ ((V ×W1)×W2) = {((v,G1(v)) ,G2(v)) : v ∈ V}
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in X = (I(A, µ) ⊕Z1)×O(A, µ). Therefore the kernel of F near (0, 0) is diffeomorphic to an open subset of
I(A, µ) containing 0.
Define Mˆ(A, µ) = V and π : Mˆ(A, µ) → O(A, µ) by π(v) = G2(v). Then an open neighbourhood of
0 in (DA)−1(0) is homeomorphic to an open neighbourhood of 0 in π−1(0). Finally, Corollary 47 says a
neighbourhood of 0 in the zero set of DA is homeomorphic to a neighbourhood of A in the moduli space.
Remark 59. When µ ∈ W or when O(A, µ) 6= {0} the moduli space may not be smooth, or may have
larger than expected dimension.
5 Deformations of the Standard Instanton
5.1 The Standard Instanton
Throughout this section we work with the ACG2 manifoldM = R
7 whose asymptotic link is the homogeneous
nearly Kähler manifold Σ = S6. There is a well known example of a G2 instanton on R
7 constructed by
Günaydin and Nicolai [18]. This example was recovered by Harland et al [19] via a different construction
method, namely they considered the instanton equation on the cylinder over the nearly Kähler 6-sphere
(which is conformally equivalent to R7 \ {0}). This viewpoint makes it easier to understand the asymptotics
of the connection, in particular one easily observes that it is AC to the canonical connection. We give here
a very brief overview of the construction before revisiting it in more detail in 6. The important fact we shall
need here is the rate at which the instanton converges.
Form a bundle Q over S6 via
Q = G2 ×(SU(3),ι) G2
where ι : SU(3) →֒ G2 is the inclusion homomorphism. Other than the canonical connection Acan there is
another G2-invariant connection which is in fact flat. We denote this Aflat = Acan+a. Consider P = R
7×G2
so that P |R7\{0} = π∗Q, the pullback of Q to the cone. Let (r, σ) ∈ (0,∞)× S6 and make the G2 invariant
ansatz
A(r, σ) = Acan(σ) + f(r)a(σ)
where f is a function on R7 depending only on the radial coordinate r. It is shown in [19] that
f(r) =
1
Cr2 + 1
(52)
with C > 0 a constant yields a G2 instanton which extends over the origin in R
7. For any such f we define
Astd = Acan + fa
and call this the standard G2 instanton. It is clear from (52) that Astd aymptotes to the canonical connection
with all rates greater than −2.
In the notation of the previous section we set A = Astd and therefore A∞ = Acan. The fastest rate at
which Astd converges is −2, so we will consider the family of moduli spaces M(Acan, µ) for µ ∈ (−2, 0). In
the case at hand we expect that {−2,−1} ⊂ W for the following reason: The deformation defined by the
dilation (the R+ action on the end of M) is ιρ ∂
∂ρ
FAstd and this is added with rate −2. The deformations
determined by translation in R7 are ι ∂
∂xi
FAstd and these are added with rate −1, therefore we expect the +1
eigenspace of D0Acan has dimension at least 7.
5.2 The Dirac Operator on G2/SU(3)
We begin by giving an explicit description of the embedding g2 →֒ so(7) ∼= Λ2(R7)∗ in term of the subalgebra
su(3). Recall so(7) ∼= Λ2(R7)∗ splits as into irreducible representations of G2 as Λ2(R7)∗ = Λ214 ⊕ Λ27 where
the subscript denotes the dimension of the irreducible component. We pick an orthonormal basis e1, . . . , e7
of (R7)∗ ∼= (R6)∗ ⊕R∗ so that the summand R∗ is identified with 〈e7〉. Under the splitting R7 = R6 ⊕R the
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action of SU(3) is the obvious one. The image of the embedding g2 →֒ Λ2(R7)∗ is the space of 2-forms α
satisfying α ∧ ψ0 = 0. We decompose the 2-forms on R7 as SU(3) modules:
Λ2(R7)∗ ∼= Λ2(R6)∗ ⊕ ((R6)∗ ∧ e7)
∼= Λ28 ⊕ Λ26 ⊕ 〈ω〉R ⊕
(
(R6)∗ ∧ e7) .
Recall the Lie algebra g2 is reductive with respect to the subalgebra su(3). This means there is a splitting
g2 = su(3) ⊕ m and the component m is closed under the adjoint action of su(3). Furthermore, m is the
orthogonal complement of su(3) with respect to the Killing form on g2. We see that
m ⊂ Re (Λ2,0(R6)∗)⊕ 〈ω〉 ⊕ ((R6)∗ ∧ e7) .
The space m is a 6-dimensional space such that ψ0 ∧ η = 0 for all η ∈ m . A direct calculation shows
ψ0 ∧ ω = 3Vol6
ψ0 ∧
(
ei ∧ e7 + 1
2
eiyReΩ
)
= 0.
This yields the following lemma:
Lemma 60. Consider the Lie algebra g2 as a subspace of Λ
2(R7)∗ via the standard embedding. Then there
is a splitting g2 = su(3)⊕m where su(3) is the space of ω anti-self-dual 2-forms on R6 and
m ∼= span
{
ea ∧ e7 + 1
2
eayReΩ ; i = 1, . . . , 6
}
.
Furthermore m is closed under the adjoint action of SU(3) and this splitting is orthogonal with respect to
the Killing form on g2.
The statements of orthogonality and closure under the adjoint action can be checked by working explicitly
in a basis and using the structure constants found in [17] for example. We shall denote by F the map that
embeds Λ1(R6)∗ into m ⊂ Λ2(R7)∗, explicitly this is the map
F : Λ1(R6)∗ → Λ2(R7)∗ (53)
F (u) = u ∧ e7 + 1
2
uyReΩ. (54)
The tangent bundle, spinor bundle and twisted spinor bundle of S6 are all associated via some repre-
sentation of SU(3) and can be understood using homogeneous space techniques which we now outline. Let
Σ = G/H be any homogeneous space and denote by EΣ = G×(H,ρE)E → G/H any vector bundle associated
via some representation (E, ρE) of H . Denote by ρR the right regular representation acting on L
2(G,E) via
ρR(g
′)f(g) = f(gg′).
Then there is a standard association of sections of EΣ and H-equivariant functions G→ E given by
L2(EΣ) ∼= L2(G,E)H = {f ∈ L2(G,E) ; ρR(h)f = ρE(h)−1f for allh ∈ H}.
We also denote the induced Lie algebra action by ρ, thus L2(G,E)H also has the description
L2(G,E)H = {f ∈ L2(G,E) ; ρR(X)f + ρE(X)f = 0 for allX ∈ h}.
To see how this association works we consider the particular case of the tangent bundle of Σ. This is
associated via the adjoint action of H on m:
TΣ = G×(H,Ad) m.
The association
Γ(TΣ) ∼= {X : G→ m ; X(gh) = Ad(h)−1X(g)∀g ∈ G, h ∈ H}
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works as follows: If f ∈ L2(G,m)H note that Xf ([g]) = [g, f(g)] is a well-defined section of L2(G×(H,Ad)m).
Conversely if X ∈ L2(G×(H,Ad) m) then for each g ∈ G there is a unique vg such that X([g]) = [g, vg]. The
map fX : G→ m, g 7→ vg is H equivariant and hence defines an element of L2(G,m)H . Furthermore, the two
maps X 7→ fX and f 7→ Xf are inverse to each other. The construction works similarly for any associated
bundle and more details can be found in [2].
The canonical connection can be understood in this formalism. Being a connection on G → G/H the
canonical connection defines a linear connection on any associated vector bundle. It is a standard result
that the covariant derivative of the canonical connection differs from the right regular Lie algebra action by
a minus sign: Viewing a section of a bundle associated via a representation E as an element f ∈ L2(G,E)H
and vector fields as elements X of L2(G,m)H we have
∇canX f(g) = −ρR(X)f(g) =
d
dt
f(ge−X(g)t).
Returning to the case where G = G2, H = SU(3) and Σ = S
6 we now aim to understand Clifford
multiplication by viewing vector fields as elements of L2(G2,m)SU(3).We choose to work on the complexified
spin bundle
/SC(Σ) ∼= Λ0C(Σ)⊕ Λ1C(Σ)⊕ Λ6C(Σ).
This is associated via the representation
S = Λ(0,0)(R6)∗ ⊕ Λ(1,0)(R6)∗ ⊕ Λ(0,1)(R6)∗ ⊕ Λ(3,3)(R6)∗ (55)
where SU(3) acts on each component in the standard way. The spinor space S can be extended to a
representation of G2 by identifying (Λ
0
C
(R6)⊕ Λ1
C
(R6)) with C7 and Λ6
C
(R6) with the trivial representation.
Regarding an element η of g2 as a self-dual 2-form the standard action of η on a 1-form v ∈ (R7)∗ ⊗ C is
η · v = vyη.
Now let α ∈ m we have α = F (u) for some u ∈ (R6)∗ ⊗ C and
F (u) · v = (vyu) ∧ e7 + 1
2
(u ∧ v)yReΩ− (vye7)u.
In this manner we obtain a representation ((Λ0
C
(R6)∗ ⊕ Λ1
C
(R6)∗)⊕ Λ6
C
(R6)∗, ρS) of G2 which satisfies
ρS(F (u))(f, v, gVol) =
(
〈u, v〉,−fu+ 1
2
(u ∧ v)yReΩ, 0
)
(56)
for any u ∈ (R6)∗. Furthermore we obtain another natural representation of G2 on the spinor space given by
ρS˜(X) = Vol
−1 · ρS(X) ·Vol and the next lemma allows us to relate these actions to Clifford multiplication.
Lemma 61. Let (Σ,Ω, ω, J) be a nearly Kähler 6-manifold. Then the following identities hold
J ((u ∧ Jv)yReΩ) = (u ∧ v)yReΩ (57)
〈u, Jv〉 = −〈u ∧ v, ω〉 (58)
for all u, v ∈ Λ1(T ∗Σ).
Corollary 62. After associating spinor fields with elements of L2(G2, S)SU(3) and vector fields with elements
of L2(G2,m)SU(3), Clifford multiplication of a spinor s by a tangent vector u takes the form
u · s = − (ρS(F (u))s− ρS˜(F (u))s) (59)
where ρS is the natural representation (56) of g2 on S and ρS˜ = Vol
−1 · ρ · Vol.
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Recall the operatorsDt are built from the modified connections∇t and that∇1 is the canonical connection
arising from the reductive homogeneous structure. Let us fix bases {Ia}6a=1 for m and {Ii}14i=7 for h which
are orthonormal with respect to − 112 of the Killing form of g2.
Corollary 63. After associating spinor fields with elements of L2(G2, S)SU(3) and vector fields with elements
of L2(G2,m)SU(3), the Dirac operator of the canonical connection D
1 : Γ(/SC(Σ))→ Γ(/SC(Σ)) is
D1 = (ρS(Ia)− ρ˜S(Ia))ρR(Ia)s.
Let us therefore define operators
Dρ : Γ(/SC(Σ))→ Γ(/SC(Σ)) D˜ρ : Γ(/SC(Σ))→ Γ(/SC(Σ))
Dρ = ρS(Ia)ρR(Ia) D˜ρ = ρS˜(Ia)ρR(Ia)
so that D1 = Dρ − D˜ρ. We now explain how to view these operators as Casimir operators:
Any representation (V, ρ) of a Lie algebra g, equipped with an invariant inner product B, yields a quadratic
Casimir operator ρ(Casg) defined as ρ(Casg)v = ρ(IA)ρ(IA)v for any v ∈ V and where IA is an orthonormal
basis for g. The metric on g2 is B(X,Y ) = − 112Trg2(ad(X)ad(Y )) and the metrics on m and su(3) are
the restrictions of B. We use the notation of Fulton and Harris in [16] and denote a complex irreducible
representation of G2 by (V(i,j), ρ(i,j)), so that V(0,0) is the trivial representation, V(1,0) = C
7 is the standard
representation and V(0,1) = (g2)C is the adjoint representation. Similarly we denote complex irreducible
representations of SU(3) by (W(i,j), ρ(i,j)) so that W(1,0) = C
3 and W(0,1) = (C
3)∗. Since the Casimir
operators commute with the group action they act as multiples of the identity on irreducible representations
and so we can write
ρ(i,j)(Casg2) = c
g2
(i,j)Id
ρ(i,j)(Cassu(3)) = c
su(3)
(i,j) Id.
The eigenvalues are calculated in [5] to be
cg2(i,j) = −(i2 + 3j2 + 3ij + 5i+ 9j) (60)
c
su(3)
(i,j) = −(i2 + j2 + ij + 3i+ 3j). (61)
Let us turn our attention back to the operator Dρ = ρS(Ia)ρR(Ia). For i 6= j we set [[W(i,j)]] = W(i,j) ⊕
W(j,i). The isomorphism class of the SU(3) representation S is
S = W(0,0) ⊕ [[W(1,0)]]⊕W(0,0).
One can show that the actions ρS and ρR commute and this observation allows us to rewrite D
ρ as:
Dρ =
1
2
(ρS⊗R(Casm)− ρS(Casm)− ρR(Casm))
where a representation of G2 defines a representation of SU(3) by restriction and ρ(Casm) := ρ(Casg2) −
ρ(Cassu(3)). Similarly the expression for D˜ρ is
D˜ρ =
1
2
(
ρS˜⊗R(Casm)− ρS˜(Casm)− ρR(Casm)
)
and in fact D˜ρ = Vol−1DρVol. Combining this with (23) yields a representation theoretic formula for the
Levi-Civita Dirac operator:
D0 = Dρ − (Vol−1DρVol)− 3
4
ReΩ. (62)
This discussion generalises easily to the case of twisted spin bundles. To study the standard G2 in-
stanton we would like to form a similar representation-theoretic formula for the twisted Dirac operator
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D0Acan : Γ(/S(Σ)⊗ g2)→ Γ(/S(Σ) ⊗ g2). Let us fix (E, ρE) = (S ⊗ (g2)C, ρS ⊗ Ad). As a representation of G2
this twisted spinor space is
E = (V(1,0) ⊕ V(0,0))⊗ V(0,1)
= V(1,1) ⊕ V(2,0) ⊕ V(0,1) ⊕ V(1,0).
The adjoint representation splits (g2)C =W(1,1)⊕[[W(1,0)]] as a representation of SU(3), so as a representation
of SU(3) the twisted spinor space is
E = ([[W(1,0)]⊕ 2W(0,0))⊗ (W(1,1) ⊕ [[W(1,0)]])
= [[W(2,1)]]⊕ 2[[W(2,0)]]⊕ 4W(1,1) ⊕ 4[[W(1,0)]]⊕ 2W(0,0).
In terms of the Lie algebra action the space of sections of the twisted spin bundle is
L2(G2, E)SU(3) = {f ∈ L2(G2, E) ; ρR(X)f + ρE(X)f = 0 for all X ∈ su(3)}. (63)
Consider the operator D1Acan acting on sections of E, this takes the form
D1Acan = cl ◦ ∇1,Acan .
Note that the connection ∇1,Acan is simply the canonical connection acting on sections of G×H E, associated
via the representation E. Thus ∇1,canX f = −ρR(X)f for f ∈ L2(G2, E)SU(3) and X ∈ Γ(TΣ). An analysis
identical to the case of D1 yields a representation theoretic formula for the twisted operator D1Acan .
Proposition 64. Let DρAcan : L
2(G2, E)SU(3) → L2(G2, E)SU(3) be the operator
DρAcan =
1
2
(ρS⊗R(Casm)− ρS(Casm)− ρR(Casm)) .
Under the association Γ(/S(Σ)⊗AdP ) ∼= L2(G2, E)SU(3) the twisted Levi-Civita Dirac operator D0Acan is
D0Acan = D
ρ
Acan
− Vol−1DρAcanVol−
3
4
ReΩ. (64)
5.3 Frobenius Reciprocity
To calculate eigenvalues explicitly we utilise results from harmonic analysis. The main tool we shall require is
the Frobenius reciprocity theorem which generalises the classical Peter-Weyl theorem to the space of sections
of an associated vector bundle.
Consider a homogeneous space Σ = G/H, let (E, ρE) be a representation of H and consider the space
L2(G,E)H . The left action of G on this space gives a representation which is said to be induced by the
representation ρE and which is denoted Ind
G
H(E). Suppose we have an irreducible representation Vγ of G
and a non-trivial element Φ of Hom(Vγ , E)H . Here Hom(Vγ , E)H denotes the space of H-equivariant maps
Vγ → E
Hom(Vγ , E)H = {Φ ∈ Hom(Vγ , E) ; Φ ◦ ρVγ (h) = ρE(h) ◦ Φ for all h ∈ H}.
Then for any v ∈ Vγ we have a map
Vγ → L2(G,E)H , v 7→ (g 7→ Φ(ρVγ (g−1)v)).
Frobenius reciprocity uses this construction to show that an irreducible representation Vγ is contained in the
induced representation if and only if Hom(Vγ , E)H 6= {0} and the multiplicity of Vγ in the induced repre-
sentation is dim(Hom(Vγ , E)H). Thus if we denote by Res
G
H(Vγ) the restriction of (ργ , Vγ) to the subgroup
H , we have
mult(Vγ , Ind
G
H(E)) = mult(Res
G
H(Vγ), E).
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It follows that the space of sections of G×H E decomposes as an orthogonal Hilbert sum
L2(G,E)H ∼=
⊕
γ∈Ĝ
Hom(Vγ , E)H ⊗ Vγ (65)
where Ĝ denotes the set of isomorphism classes of unitary irreducible representations and Vγ is any class rep-
resentative (note G is assumed to be compact and hence any such representation must be finite dimensional).
Furthermore, each summand in the above Hilbert space sum in fact lies in C∞(G,E)H .
Returning to the case where Σ = G2/SU(3) and E = S ⊗ (g2)C we can apply this machinery to the
twisted spin bundle:
Lemma 65. For any γ ∈ Ĝ2, the operator DρAcan leaves invariant the space Hom(Vγ , E)SU(3) ⊗ Vγ and
DρAcan |Hom(Vγ ,E)SU(3)⊗Vγ = (D
ρ
Acan
)γ ⊗ Id where (DρAcan)γ : Hom(Vγ , E)SU(3) → Hom(Vγ , E)SU(3) is the oper-
ator
(DρAcan)γΦ = −ρS(Ia) ◦ Φ ◦ ρVγ (Ia)
=
1
2
(
ρS⊗V ∗γ (Casm)− ρS(Casm)− ρV ∗γ (Casm)
)
Φ. (66)
Proof. This is a simple consequence of the Frobenius reciprocity theorem, which enables us to determine
how the Lie-Algebra representation ρR acts under the decomposition
L2(G2, E)SU(3) ∼=
⊕
γ∈Ĝ2
Hom(Vγ , E)SU(3) ⊗ Vγ .
By the Peter-Weyl and Frobenius reciprocity theorems, the element of L2(G,E)H corresponding to Φ⊗ v ∈
Hom(Vγ , E)SU(3) ⊗ Vγ is the map
F γΦ,v(g) = Φ(ρVγ (g
−1)v).
Thinking of vector fields as SU(3) equivariant maps G → m, we let X ∈ L2(G2,m)SU(3) be a vector field
and calculate
(ρR(X)F
γ
Φ,v)(g) =
d
dt
∣∣∣∣
t=0
F γΦ,v(ge
tX)
=
d
dt
∣∣∣∣
t=0
Φ(ρVγ (e
−tXg−1)v)
=
d
dt
∣∣∣∣
t=0
Φ(ρVγ (e
−tX) ◦ ρVγ (g−1)v)
= −(Φ ◦ ρVγ (X)) ◦ (ρVγ (g−1)v).
Therefore we find that
ρR(X)(Φ⊗ v) = −(Φ ◦ ρVγ (X))⊗ v
and the result follows.
Clearly the operator Vol−1DAcanVol also preserves the decomposition into homomorphism spaces, as does
the action of ReΩ on the spin bundle, and therefore the family of operators
DtAcan = D
ρ
Acan
−Vol−1DρAcanVol+
3(1− t)
4
ReΩ
preserve the decomposition.
Corollary 66. The spectrum of D0Acan is
Spec(D0Acan) =
⋃
γ∈Gˆ
Spec(D0Acan)γ
where
(D0Acan)γ = (D
ρ
Acan
)γ −Vol−1(DρAcan)γVol−
3
4
ReΩ. (67)
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5.4 Eigenvalue Bounds
Recall that the standard G2 instanton Astd has rate −2 and so we shall consider a family of moduli spaces
M(Acan, µ) for µ ∈ (−2, 0). We have seen that the expected dimension of these moduli spaces varies as we
pass through values λk which are in Spec(D
0
Acan
)∩ [0, 2) so we are lead to study the spectrum of this twisted
Dirac operator in this interval. Our method is to use a representation-theoretic Lichnerowicz type formula
to bound the eigenvalues of (D0Acan)γ away from this interval for irreducible representations Vγ of sufficiently
large dimension.
The relevant Lichnerowicz type formula is calculated in [5], we combine this with the results of [28] and
attain the following lemma:
Lemma 67. Let G/H be a homogeneous nearly Kähler manifold. Let FΣ be the vector bundle the vector
bundle obtained from G→ G/H through some representation F of H. Let Acan be the canonical connection
on P and let t ∈ R. Then (D 13Acan)2 preserves the decomposition Γ(/S(Σ) ⊗ FΣ) = Γ(Λ0 ⊗ FΣ) ⊕ Γ(Λ1 ⊗
FΣ)⊕ Γ(Λ6 ⊗ FΣ) and
(D
1
3
Acan
)2η = (−ρL(Casg)η + ρF (Cash)η + 4η) (68)
for any η ∈ Γ(S ⊗ FΣ).
Proof. The formula is calculated for sections of Λ1 ⊗ FΣ in [5, Proposition 8], where it is also shown that
(D
1
3
Acan
)2κ = (∇1,Acan )∗∇1,Acanκ+ 4κ
for κ ∈ Γ((Λ0⊕Λ6)⊗FΣ). By a standard argument, see [28] for example, the rough Laplacian (∇1,Acan)∗∇1,Acan
is identified with the action of a Casimir operator
(∇1,Acan)∗∇1,Acan = −ρR(Casm)
on L2(G, (Λ0 ⊕ Λ6)⊗ FΣ)H . Note if κ ∈ L2(G2, (Λ0 ⊕ Λ6)⊗ FΣ)SU(3) then we have ρR(X)κ+ ρF (X)κ = 0
for any X ∈ h and therefore ρR(Cash) = ρF (Cash). Combining this with the fact that ρL(Casg) = ρR(Casg)
yields the result.
In the case of interest F = (g2)C in the above notation. Under the decomposition (65) we have that
(D
1
3
Acan
)2|Hom(Vγ ,E)SU(3)⊗Vγ = (D
1
3
Acan
)2γ ⊗ Id
where the operator (D
1
3
Acan
)2γ is given by the formula
(D
1
3
Acan
)2γ = −ρVγ (Casg2) + ρ(g2)C(Cassu(3)) + 4. (69)
A consequence of (60) is that the eigenvalues of −ρVγ (Casg2) increase as the dimension of Vγ increases,
meanwhile the set of possible eigenvalues for ρg2(Cassu(3))+4 is {−5, 0}.We need a basic lemma to compare
the eigenvalues of the matrices −ρVγ (Casg2) and ρg2(Cassu(3)) + 4.
Lemma 68. Let X and Y be n × n Hermitian matrices with eigenvalues {λX1 , . . . , λXn } and {λY1 , . . . , λYn }
respectively. Let {λX+Y1 , . . . λX+Yn } be the set of eigenvalues of X + Y. Then
min{|λX+Y1 |, . . . , |λX+Yn |} ≥
∣∣min{|λX1 |, . . . , |λXn |} −max{|λY1 |, . . . , |λYn |}∣∣ .
This allows us to compare the eigenvalues of D
1
3
Acan
and D0Acan , which differ by the action of
1
4ReΩ. The
result is the following theorem:
Theorem 69. If V(i,j) is not one of the following irreducible representations of G2, then the operator
(D0Acan)γ , acting on Hom(V(i,j), E)SU(3), has no eigenvalues in the range [0, 2]:
1. V(0,0), the trivial representation
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2. V(1,0), the standard representation
3. V(0,1), the adjoint representation.
Proof. Let us fix Vγ = V(i,j). Equation (69) tells us how (D
1
3
Acan
)2 acts on Hom(Vγ , E)SU(3) and (61) shows
that the possible eigenvalues of ρg2(Cassu(3)) + 4 are {0,−5}. Therefore if
√
cg2(i,j) ≥ 5 we get a non-trivial
lower bound on the eigenvalues of (D
1
3
Acan
)2γ . Furthermore since Spec(D
1
3
Acan
)γ ⊂ {±
√
λ ; λ ∈ Spec(D 13Acan)2γ}
so we have also obtained a lower bound on the smallest non-negative eigenvalue of (D
1
3
Acan
)γ . Now observe
that
D0Acan = D
1
3
Acan
− 1
4
ReΩ
and the possible eigenvalues of − 14ReΩ are {−1, 0, 1} so we may appeal to Lemma 68 to attain a lower bound
on the smallest non-negative eigenvalue of (D0Acan)γ as long as
√
cg2(i,j) − 5 − 1 > 0. To bound the smallest
non-negative eigenvalue away from the interval [0, 2] the requirement is that
√
cg2(i,j) − 5− 1 > 2. Using (60)
one can check this condition is satisfied for every representation other than V(0,0), V(1,0) and V(0,1).
For the three representations in the above list we now compute the matrix of the Dirac operator and the
set of eigenvalues explicitly. We briefly outline a few conventions used throughout the calculations:
Firstly Hom(Vγ , S ⊗ (g2)C)SU(3) ∼= Hom(S ⊗ Vγ , (g2)C)SU(3) and it will prove more convenient to view
the homomorphism space from the latter viewpoint when constructing basis vectors. Furthermore since
S = V(1,0) ⊕ V(0,0) as a representation of G2 it will prove convenient to decompose
Hom(S ⊗ Vγ , (g2)C)SU(3) ∼= Hom(V(1,0) ⊗ Vγ , (g2)C)SU(3) ⊕Hom(V(0,0) ⊗ Vγ , (g2)C)SU(3)
as G2 modules. Recall we have the following models for irreducible representations of G2 :
• V(1,0) = C7
• V(0,1) = (g2)C = {α ∈ C⊗ Λ2(R7)∗ ; α ∧ ψ0 = 0}
• V(2,0) = {η ∈ C⊗ Λ3(R7)∗ ; η ∧ ϕ0 = η ∧ ψ0 = 0}.
For irreducible representations of SU(3) we model
• W(1,0) = Λ(1,0)(R6)∗
• W(0,1) = Λ(0,1)(R6)∗
• W(1,1) = su(3) = {α ∈ Λ2(C6)∗ ; ∗(α ∧ ω) = 0}
where ω is the standard Kähler form on R6. Note that W(1,1) embeds into V(0,1) by inclusion and the
embedding of W(1,0) into V(0,1) is given by the restriction of the embedding F of (R
6)∗ ⊗ C into (g2)C
F (v) = v ∧ dt+ 1
2
v yReΩ.
5.5 Eigenvalues from the Trivial Representation
Let Vγ = V(0,0) be the trivial representation ofG2. Then Schur’s lemma tells us that Hom(C, S⊗(g2)C)SU(3) ∼=
Hom(S, (g2)C)SU(3) is two-dimensional. From (55) we see that a basis for this space is given by the maps
that factor through projections
π
(1,0)
(1,0) : S →W(1,0) → (g2)C
π
(0,1)
(0,1) : S →W(0,1) → (g2)C.
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When Vγ is the trivial representation the operators
(
ρS⊗V ∗γ (Casm)− ρS(Casm)
)
and ρV ∗γ (Casm) both
vanish. From (66) we know that (DρAcan)γ is built from precisely these operators and hence vanishes. Note
also that Lemma 8 ensures that ReΩ acts as 0 on this space since π
(1,0)
(1,0) and π
(0,1)
(0,1) factor through Λ
1 ⊂ S.
Overall then (D0Acan)γ vanishes identically on this space.
Proposition 70. Let Vγ = V(0,0), then the unique eigenvalue of (D
0
Acan
)γ is 0 and has multiplicity 2.
5.6 Eigenvalues from the Standard Representation
Now let Vγ = V(1,0) be the standard representation of G2. The space Hom(S ⊗ V(1,0), (g2)C)SU(3) is ten
dimensional. It is convenient to split this space as
Hom(S ⊗ V(1,0), (g2)C)SU(3) ∼= Hom(V(1,0) ⊗ V(1,0), (g2)C)SU(3) ⊕Hom(C⊗ V(1,0), (g2)C)SU(3)
where V(1,0) is modelled as Λ
0 ⊕ Λ1 ⊂ S. The matrix of (DAcan)γ will be block diagonal with respect to this
splitting, and the part acting on Hom(C⊗ V(1,0), (g2)C)SU(3) is 0 by the previous calculation.
It remains to calculate (DAcan)γ on Hom(V(1,0)⊗V(1,0), (g2)C)SU(3).Notice ρS⊗V ∗(1,0)(Cassu(3)) = ρ(g2)C(Cassu(3))
on Hom(S ⊗ V(1,0), (g2)C)SU(3) so we can write the operator (DρAcan)γ as
(DρAcan)γ =
1
2
(ρS⊗V ∗
(1,0)
(Casg2)− ρ(g2)C(Cassu(3))− ρS(Casm)− ρV ∗(1,0)(Casm)). (70)
Our strategy for calculating the eigenvalues of this operator is:
• Find a basis diagonalising ρ(g2)C(Cassu(3)) + ρS(Casm) + ρV ∗(1,0)(Casm)
• Find a basis diagonalising ρS⊗V ∗
(1,0)
• Calculate the change of basis matrix and hence find the matrix of (D0Acan)γ .
• Calculate the eigenvalues of (D0Acan)γ .
To begin this task we construct a basis of Hom(V(1,0) ⊗ V(1,0), (g2)C)SU(3) by finding non-zero SU(3)-
equivariant maps
q
(i,j)(k,l)
(m,n) : V(1,0) ⊗ V(1,0) →W(i,j) ⊗W(k,l) →W(m,n) → g2
and observe that on this space:
• q(i,j)(k,l)(m,n) are eigenvectors of ρS(Casm) with eigenvalue cg2(1,0) − csu(3)(i,j)
• q(i,j)(k,l)(m,n) are eigenvectors of ρV ∗(1,0)(Casm) with eigenvalue c
g2
(1,0) − csu(3)(k,l)
• q(i,j)(k,l)(m,n) are eigenvectors of ρ(g2)C(Cassu(3)) with eigenvalue csu(3)(m,n).
These maps are constructed from the following projection maps:
• V(1,0) →W(0,0), (u + adt) 7→ adt
• V(1,0) →W(1,0), (u + adt) 7→ 12 (1 + iJ)u
• V(1,0) →W(0,1), (u + adt) 7→ 12 (1− iJ)u
• Λ1,1(R6)→W(1,1), α 7→ α− 13 〈α, ω〉ω.
The basis of Hom(V(1,0) ⊗ V(1,0), (g2)C)SU(3) that we get is
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Map Factorisation and Formula
q1 = q
(0,0)(1,0)
(1,0) V(1,0) ⊗ V(1,0) →W(0,0) ⊗W(1,0) →W(1,0) → (g2)C
(u+ adt)⊗ (v + bdt) 7→ adt⊗ 12 (1 + iJ)v 7→ 12a(1 + iJ)v 7→ F (12a(1 + iJ)v)
q2 = q
(0,0)(0,1)
(0,1) V(1,0) ⊗ V(1,0) →W(0,0) ⊗W(0,1) →W(0,1) → (g2)C
(u+ adt)⊗ (v + bdt) 7→ adt⊗ 12 (1− iJ)v 7→ 12a(1 − iJ)v 7→ F (12a(1− iJ)v)
q3 = q
(1,0)(0,0)
(1,0) V(1,0) ⊗ V(1,0) →W(1,0) ⊗W(0,0) →W(1,0) → (g2)C
(u+ adt)⊗ (v + bdt) 7→ 12 (1 + iJ)u⊗ bdt 7→ 12 b(1 + iJ)u 7→ F (12b(1 + iJ)u)
q4 = q
(0,1)(0,0)
(0,1) V(1,0) ⊗ V(1,0) →W(0,1) ⊗W(0,0) →W(0,1) → (g2)C
(u+ adt)⊗ (v + bdt) 7→ 12 (1 − iJ)u⊗ bdt 7→ 12 b(1− iJ)u 7→ F (12b(1− iJ)u)
q5 = q
(1,0)(1,0)
(0,1) V(1,0) ⊗ V(1,0) →W(1,0) ⊗W(1,0) →W(0,1) → (g2)C
(u + adt) ⊗ (v + bdt) 7→ 12 (1 + iJ)u ⊗ 12 (1 + iJ)v 7→ 14 [((1 + iJ)u) ∧ ((1 + iJ)v)]yΩ 7→
F (14 [((1 + iJ)u) ∧ ((1 + iJ)v)]yΩ)
q6 = q
(0,1)(0,1)
(1,0) V(1,0) ⊗ V(1,0) →W(0,1) ⊗W(0,1) →W(1,0) → (g2)C
(u + adt) ⊗ (v + bdt) 7→ 12 (1 − iJ)u ⊗ 12 (1 − iJ)v 7→ 14 [((1 − iJ)u) ∧ ((1 − iJ)v)]yΩ 7→
F (14 [((1 − iJ)u) ∧ ((1− iJ)v)]yΩ)
q7 = q
(1,0)(0,1)
(1,1) V(1,0) ⊗ V(1,0) →W(1,0) ⊗W(0,1) →W(1,1) → (g2)C
(u + adt) ⊗ (v + bdt) 7→ 12 (1 + iJ)u ⊗ 12 (1 − iJ)v → 14 [((1 + iJ)u) ∧ ((1 − iJ)v) − 13 〈((1 +
iJ)u) ∧ ((1− iJ)v), ω〉ω]
q8 = q
(0,1)(1,0)
(1,1) V(1,0) ⊗ V(1,0) →W(0,1) ⊗W(1,0) →W(1,1) → (g2)C
(u + adt) ⊗ (v + bdt) 7→ 12 (1 − iJ)u ⊗ 12 (1 + iJ)v → 14 [((1 − iJ)u) ∧ ((1 + iJ)v) − 13 〈((1 −
iJ)u) ∧ ((1 + iJ)v), ω〉ω]
Furthermore we can extend this to a basis of Hom(S ⊗ V(1,0), (g2)C)SU(3) by adding the maps q9 = Vol ·
q
(0,0)(1,0)
(1,0) and q10 = Vol · q
(0,0)(0,1)
(0,1) .
The only term of the decomposition (70) of (DρAcan)γ that this basis does not diagonalise is ρS⊗V ∗(1,0)(Casg2).
We choose a basis diagonalising this operator by considering projections through the splitting of V(1,0)⊗V(1,0)
into irreducible representations of G2:
p
(i,j)
(k,l) : V(1,0) ⊗ V(1,0) → V(i,j) → W(k,l) → g2,
these maps are eigenvectors of ρS⊗V ∗
(1,0)
(Casg2) with eigenvalue c
g2
(i,j). To relate the two bases it is necessary
to understand each of the projection maps involved in the above construction, then by composition we will
be able to understand how they are on an element of V ⊗ V(1,0).
Recall V(1,0) is the +2 eigenspace and V(0,1) the −1 eigenspace of the operator ∗7(ϕ0 ∧ · ) on Λ2(R7)∗.
We have equivariant maps:
• V(1,0) ⊗ V(1,0) → V(1,0), u⊗ v 7→ (u ∧ v)yφ
• V(1,0) ⊗ V(1,0) → V(0,1), u⊗ v 7→ 23 (u ∧ v)− 13 ∗7 (φ ∧ u ∧ v)
• V(1,0) ⊗ V(1,0) → V(2,0), u⊗ v 7→ ∗7((uyφ) ∧ (vyφ))− 67 〈u, v〉φ.
We also use the following projections
• Λ2(R7)∗ → W(1,0), v ∧ dt+ α 7→ 12 (1 + iJ)v
• Λ2(R7)∗ → W(0,1), v ∧ dt+ α 7→ 12 (1− iJ)v
• V(0,1) →W(1,1), v ∧ dt+ α 7→ 12α− 12 ∗6 (ω ∧ α)
• V(2,0) →W(1,0), α ∧ dt+ β 7→ 12 (1 + iJ) [(∗6β)xω]
• V(2,0) →W(0,1), α ∧ dt+ β 7→ 12 (1− iJ) [(∗6β)xω]
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• V(2,0) →W(1,1), α ∧ dt+ β 7→ 13α− 12 ∗6 (ω ∧ α) + 16 ∗6 (ω ∧ ∗6(ω ∧ α)).
The overall maps are then
Map Factorisation and Formula
p1 = p
(1,0)
(1,0) V(1,0) ⊗ V(1,0) → V(1,0) →W(1,0) → (g2)C
(u+ adt)⊗ (v + bdt) 7→ F ( 12 (1 + iJ) [(u ∧ v)yImΩ + bJu− aJv])
p2 = p
(1,0)
(0,1) V(1,0) ⊗ V(1,0) → V(1,0) →W(0,1) → (g2)C
(u+ adt)⊗ (v + bdt) 7→ F ( 12 (1− iJ) [(u ∧ v)yImΩ + bJu− aJv])
p3 = p
(0,1)
(1,0) V(1,0) ⊗ V(1,0) → V(0,1) →W(1,0) → (g2)C
(u+ adt)⊗ (v + bdt) 7→ F ( 12 (1 + iJ) [ 23 (bu− av)− 13 [(u ∧ v)yReΩ]])
p4 = p
(0,1)
(0,1) V(1,0) ⊗ V(1,0) → V(0,1) →W(0,1) → (g2)C
(u+ adt)⊗ (v + bdt) 7→ F ( 12 (1− iJ) [ 23 (bu− av)− 13 [(u ∧ v)yReΩ]])
p5 = p
(0,1)
(1,1) V(1,0) ⊗ V(1,0) → V(0,1) →W(1,1) → (g2)C
(u+ adt)⊗ (v + bdt) 7→ 13u ∧ v − 12 ∗6 (ω ∧ u ∧ v) + 16 ∗6 (ω ∧ ∗6(ω ∧ u ∧ v))
p6 = p
(2,0)
(1,0) V(1,0) ⊗ V(1,0) → V(2,0) →W(1,0) → (g2)C
(u+ adt)⊗ (v + bdt) 7→ F ( 12 (1 + iJ) [Ju ∧ bω + aω ∧ Jv] xω)
p7 = p
(2,0)
(0,1) V(1,0) ⊗ V(1,0) → V(2,0) →W(0,1) → (g2)C
(u+ adt)⊗ (v + bdt) 7→ F ( 12 (1− iJ) [Ju ∧ bω + aω ∧ Jv] xω)
p8 = p
(2,0)
(1,1) V(1,0) ⊗ V(1,0) → V(2,0) →W(1,1) → (g2)C
(u+ adt)⊗ (v + bdt) 7→ ∗6((uyImΩ) ∧ (vyImΩ))− 13 〈∗6(uyImΩ) ∧ (vyImΩ), ω〉ω
Each map p
(i,j)
(k,l) is an eigenvector of ρS⊗V ∗(1,0)(Casg2) with eigenvalue c
g2
(i,j).
Lemma 71. Let u, v ∈ Λ1(R6)∗. The following identities hold:
i(1 + iJ) [(u ∧ v)yImΩ] = 1
4
[((1 − iJ)u) ∧ ((1− iJ)v)]yΩ (71)
−i(1− iJ) [(u ∧ v)yImΩ] = 1
4
[((1 + iJ)u) ∧ ((1 + iJ)v)]yΩ (72)
(1 + iJ) [(u ∧ v)yReΩ] = 1
4
[((1 − iJ)u) ∧ ((1− iJ)v)]yΩ (73)
(1 − iJ) [(u ∧ v)yReΩ] = 1
4
[((1 + iJ)u) ∧ ((1 + iJ)v)]yΩ (74)
u ∧ Jv − Ju ∧ v = ∗6((uyImΩ) ∧ (vyImΩ)) (75)
(u ∧ ω)xω = 2u. (76)
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Combining all of these facts one finds that the bases p
(i,j)
(k,l) and q
(i,j)(k,l)
(m,n) are related as follows:
p1 = iq1 − iq3 − i
2
q6
p2 = −iq2 + iq4 + i
2
q5
p3 = −2
3
q1 +
2
3
q3 − 1
6
q6
p4 = −2
3
q2 +
2
3
q4 − 1
6
q5
p5 =
1
2
q7 +
1
2
q8
p6 = 2iq1 + 2iq3
p7 = −2iq2 − 2iq4
p8 =
1
2
iq7 − 1
2
iq8.
Recall the maps p
(i,j)
(k,l) are eigenvectors of ρS⊗V ∗(0,1)(Casg2) with eigenvalue c
g2
(i,j) so that in the basis
p1, · · · , p8 we have
ρS⊗V ∗
(0,1)
(Casg2) = diag(−6,−6,−12,−12,−12,−14,−14,−14).
We have seen that the maps q
(i,j)(k,l)
(m,n) are eigenvectors of −ρ(g2)C(Cassu(3)) − ρS(Casm) − ρV ∗γ (Casm) with
eigenvalue c
su(3)
(i,j) + c
su(3)
(k,l) − csu(3)(m,n) − 2cg2(1,0). In the basis q1, . . . q8 we find
−ρg2(Cassu(3))− ρS(Casm)− ρV ∗γ (Casm) = diag(12, 12, 12, 12, 8, 8, 13, 13)
and (70) says that (DρAcan)γ is the sum of these two operators.
Furthermore ReΩ acts in the basis q1, . . . , q10 as the matrix diag(4, 4, 0, 0, 0, 0, 0, 0,−4,−4) and hence we
obtain via (67) the matrix of the twisted Levi-Civita Dirac operator in this basis:
(D0Acan)γ =

−3 0 −1 0 0 −4 0 0 0 0
0 −3 0 −1 −4 0 0 0 0 0
−1 0 0 0 0 8 0 0 −i 0
0 −1 0 0 8 0 0 0 0 i
0 − 14 0 12 0 0 0 0 0 − i4
− 14 0 12 0 0 0 0 0 i4 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0 0
0 0 i 0 0 −4i 0 0 3 0
0 0 0 −i 4i 0 0 0 0 3

. (77)
A consistency check is obtained by observing that (69) ensures the basis q1, · · · q10 diagonalises (D
1
3
Acan
)2γ
and
(D
1
3
Acan
)2γq
(i,j)(k,l)
(m,n) =
(
−cg2(1,0) + c
su(3)
(m,n) + 4
)
q
(i,j)(k,l)
(m,n) .
Since (D
1
3
Acan
)γ = (D
0
Acan
)γ +
1
4ReΩ we use the matrix (77) to calculate
(D
1
3
Acan
)2γ = diag(6, 6, 6, 6, 6, 6, 1, 1, 6, 6)
as expected. By calculating the eigenvalues of (77) we obtain the following proposition:
Proposition 72. Let Vγ = V(1,0), the eigenvalues of ( /D
0
Acan
)γ are symmetric about 0, the ±λ eigenspaces
are isomorphic and the non-negative eigenvalues and multiplicities are:
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Eigenvalue Multiplicity
1 1
− 12 +
√
33
2 2
1
2 +
√
33
2 2
5.7 Eigenvalues from the Adjoint Representation
We now consider the case when Vγ = V(0,1) is the adjoint representation. We work on the space Hom(S ⊗
V(0,1), (g2)C)SU(3). We have V(1,0) ⊗ V(0,1) = V(1,1) ⊕ V(2,0) ⊕ V(1,0) and the summands split as reps of SU(3)
as follows:
V(1,1) = [[W(2,1)]]⊕ [[W(2,0)]]⊕ 2W(1,1) ⊕ [[W(1,0)]]
V(2,0) = [[W(2,0)]]⊕W(1,1) ⊕ [[W(1,0)]]⊕W(0,0)
V(1,0) = [[W(1,0)]]⊕W(0,0).
We therefore see that Hom(S⊗V(0,1), (g2)C)SU(3) has dimension 12. As before we split Hom(S⊗V(0,1), (g2)C)SU(3) ∼=
Hom(V(1,0) ⊗ V(0,1), (g2)C)SU(3) ⊕ Hom(C ⊗ V(0,1), g2)SU(3) so that the operator (DρAcan)γ is block diagonal
and its action on Hom(C⊗ V(0,1), (g2)C)SU(3) is 0.
To calculate the action of the operator on Hom(V(1,0) ⊗ V(0,1), (g2)C)SU(3) we again pick two bases for
this space which diagonalise the various Casimir operators from which (70) tells us (DρAcan)γ is constructed.
As before we first pick a basis consisting of maps that factor as follows:
q
(i,j)(k,l)
(m,n) : V ⊗ V(0,1) →W(i,j) ⊗W(k,l) →W(m,n) → (g2)C.
This time these maps are eigenvectors of the operator−ρg2(Cassu(3))−ρS(Casm)−ρV ∗γ (Casm) with eigenvalue
c
su(3)
(i,j) + c
su(3)
(k,l) − csu(3)(m,n) − cg2(1,0) − cg2(0,1).
These maps are constructed from the projection maps from V to its subspaces as before and, writing an
element of V(0,1) as α+ F (v) for α ∈ Λ28 and v ∈ Λ1, the maps
• V(0,1) →W(1,0), α+ v ∧ dt+ 12vyReΩ 7→ 12 (1 + iJ)v
• V(0,1) →W(0,1), α+ v ∧ dt+ 12vyReΩ 7→ 12 (1− iJ)v
• V(0,1) →W(1,1), α+ v ∧ dt+ 12vyReΩ 7→ α.
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q1 = q
(0,0)(1,0)
(1,0) V(1,0) ⊗ V(0,1) →W(0,0) ⊗W(1,0) →W(1,0) → (g2)C
(u+ adt)⊗ (α+ v ∧ dt+ 12vyReΩ) 7→ F
(
a 12 (1 + iJ)v
)
q2 = q
(0,0)(0,1)
(0,1) V(1,0) ⊗ V(0,1) →W(0,0) ⊗W(0,1) →W(0,1) → (g2)C
(u+ adt)⊗ (α+ v ∧ dt+ 12vyReΩ) 7→ F
(
a 12 (1− iJ)v
)
q3 = q
(0,0)(1,1)
(1,1) V(1,0) ⊗ V(0,1) →W(0,0) ⊗W(1,1) →W(1,1) → (g2)C
(u+ adt)⊗ (α+ v ∧ dt+ 12vyReΩ) 7→ aα
q4 = q
(1,0)(1,1)
(1,0) V(1,0) ⊗ V(0,1) →W(1,0) ⊗W(1,1) →W(1,0) → (g2)C
(u+ adt)⊗ (α+ v ∧ dt+ 12vyReΩ) 7→ F
(
(12 (1 + iJ)u)yα
)
q5 = q
(0,1)(1,1)
(0,1) V(1,0) ⊗ V(0,1) →W(0,1) ⊗W(1,1) →W(0,1) → (g2)C
(u+ adt)⊗ (α+ v ∧ dt+ 12vyReΩ) 7→ F
(
(12 (1− iJ)u)yα
)
q6 = q
(1,0)(0,1)
(1,1) V(1,0) ⊗ V(0,1) →W(1,0) ⊗W(0,1) →W(1,1) → (g2)C
(u+adt)⊗(α+v∧dt+ 12vyReΩ) 7→ 14 [((1+iJ)u)∧((1−iJ)v)− 13 〈((1+iJ)u)∧((1−iJ)v), ω〉ω]
q7 = q
(0,1)(0,1)
(1,0) V(1,0) ⊗ V(0,1) →W(0,1) ⊗W(0,1) →W(1,0) → (g2)C
(u+ adt)⊗ (α+ v ∧ dt+ 12vyReΩ) 7→ F
(
1
4 [((1 − iJ)u) ∧ ((1− iJ)v)]yΩ
)
q8 = q
(1,0)(1,0)
(0,1) V(1,0) ⊗ V(0,1) →W(1,0) ⊗W(1,0) →W(0,1) → (g2)C
(u+ adt)⊗ (α+ v ∧ dt+ 12vyReΩ) 7→ F
(
1
4 [((1 + iJ)u) ∧ ((1 + iJ)v)]yΩ
)
q9 = q
(0,1)(1,0)
(1,1) V(1,0) ⊗ V(0,1) →W(0,1) ⊗W(1,0) →W(1,1) → (g2)C
(u+adt)⊗(α+v∧dt+ 12vyReΩ) 7→ 14 [((1−iJ)u)∧((1+iJ)v)− 13 〈((1−iJ)u)∧((1+iJ)v), ω〉ω].
We extend this set to a basis of Hom(S ⊗ V(0,1), (g2)C)SU(3) by adding the three maps
q10 = Vol · q(0,0)(1,0)(1,0)
q11 = Vol · q(0,0)(0,1)(0,1)
q12 = Vol · q(0,0)(1,1)(1,1) .
To diagonalise the operator ρS⊗V ∗γ (Casg2) we choose maps that factor as follows:
p
(i,j)
(k,l) : V(1,0) ⊗ V(0,1) → V(i,j) →W(k,l) → (g2)C.
These maps are eigenvectors of ρS⊗V ∗γ (Casg2) with eigenvalue c
g2
(i,j).
Let w ∈ V and β ∈ V(0,1), applying Schur’s lemma where necessary gives the required projection maps
to be:
• V(1,0) ⊗ V(0,1) → V(2,0), w ⊗ α 7→ ∧β − 14 (wyβ)yψ
• V(1,0) ⊗ V(0,1) → V(1,0), w ⊗ β 7→ wyβ
• V(2,0) →W(0,1), dt ∧ κ+ η 7→ 12 (1 + iJ)(κyReΩ)
• V(2,0) →W(1,1), dt ∧ κ+ η 7→ 13κ− 12 ∗6 (ω ∧ κ) + 16 ∗6 (ω ∧ ∗6(ω ∧ κ))
• V(1,0) →W(1,0), u+ adt 7→ 12 (1 + iJ)u
The difficulty in working with this basis is that the space V(1,1) cannot be modelled as a subspace of
Λ∗(R7)∗. Instead we work with maps that factor through V(1,1) by noticing that they must be orthogonal
with respect to the natural inner product on the space given by 〈X,Y 〉 = Trace(X∗Y ), since they factor
through orthogonal subspaces. We can therefore find expressions for the maps p
(1,1)
(i,j) by ensuring the basis
vectors are mutually orthogonal. The basis vectors can be described as follows:
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p1 = p
(1,0)
(1,0) V(1,0) ⊗ V(0,1) → V(1,0) →W(1,0) → (g2)C
(u+ adt)⊗ (α+ v ∧ dt+ 12vyReΩ) 7→ 12 (1 + iJ)[uyα− 12 (u ∧ v)yReΩ− av]
p2 = p
(2,0)
(1,0) V(1,0) ⊗ V(0,1) → V(2,0) →W(1,0) → (g2)C
(u+ adt)⊗ (α+ v ∧ dt+ 12vyReΩ) 7→ 12 (1 + iJ)[u ∧ v + aα− 14 (−(uyα)yReΩ + avyReΩ)]
p3 = p
(1,1)
(1,0) V(1,0) ⊗ V(0,1) → V(1,1) →W(1,0) → (g2)C
orthogonal to p1 and p2
p4 = p
(1,0)
(0,1) V(1,0) ⊗ V(0,1) → V(1,0) →W(0,1) → (g2)C
(u+ adt)⊗ (α+ v ∧ dt+ 12vyReΩ) 7→ 12 (1− iJ)[uyα− 12 (u ∧ v)yReΩ− av]
p5 = p
(2,0)
(0,1) V(1,0) ⊗ V(0,1) → V(2,0) →W(0,1) → (g2)C
(u+ adt)⊗ (α+ v ∧ dt+ 12vyReΩ) 7→ 12 (1− iJ)[u ∧ v + aα− 14 (−(uyα)yReΩ + avyReΩ)]
p6 = p
(1,1)
(0,1) V(1,0) ⊗ V(0,1) → V(1,1) →W(0,1) → (g2)C
orthogonal to p4 and p5
p7 = p
(2,0)
(1,1) V(1,0) ⊗ V(0,1) → V(2,0) →W(1,1) → (g2)C
(u+adt)⊗ (α+ v∧dt+ 12vyReΩ) 7→ aα+ 13 (u∧v)− 12 ∗6 (ω∧u∧v)+ 16 ∗6 (ω∧∗6(ω∧u∧v))
p8 = p
(1,1)
(1,1) V(1,0) ⊗ V(0,1) → V(1,1) →W(1,1) → (g2)C
orthogonal to p7 and p9
p9 = p˜
(1,1)
(1,1) V(1,0) ⊗ V(0,1) → V(1,1) →W(1,1) → (g2)C
orthogonal to p7 and p8
Here p
(1,1)
(1,1) and p˜
(1,1)
(1,1) factor through two different copies of W(1,1) contained in V(1,1).
For the maps p
(i,j)
(k,l) with (i, j) 6= (1, 1) we can determine their expression in terms of qi as before. The result
is the following:
• p1 = −q1 + q4 − 14q7
• p2 = 12q1 + 12q4 + 3q7
• p4 = −q2 + q5 − 14q8
• p5 = 12q2 + 12q5 + 38q8
• p7 = q3 + q6 + q9.
By explicitly computing the matrices of the maps q
(i,j)(k,l)
(m,n) we are able to calculate the norm of each map.
They are as follows:
Lemma 73. Let ‖q‖2 := Trace(q†q), then the basis q(ij)(kl)(mn) is orthogonal and
• ‖q(0,0)(1,0)(1,0) ‖2 = 3
• ‖q(0,1)(0,1)(1,0) ‖2 = ‖q
(1,0)(1,0)
(1,0) ‖2 = 48
• ‖q(1,0)(1,1)(1,0) ‖2 = ‖q(0,1)(1,1)(0,1) ‖2 = 12
• ‖q(0,0)(1,1)(1,1) ‖2 = 8
• ‖q(1,0)(0,1)(1,1) ‖2 = ‖q(0,1)(1,0)(1,1) ‖ = 163 .
By ensuring the maps p
(1,1)
(k,l) are orthogonal to the other basis maps, we obtain the following :
• p3 = −8q1 − q4 + q7
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• p6 = −8q2 − q5 + q8
• p8 = q6 − q9
• p9 = − 43q3 + q6 + q9.
We calculate the matrix of (D0Acan)γ in the basis q1, · · · , q12 in the same way as we have done for the standard
representation and find
(D0Acan)γ =

−3 0 0 −4 0 0 8 0 0 0 0 0
0 −3 0 0 −4 0 0 8 0 0 0 0
0 0 −3 0 0 1 0 0 1 0 0 0
−1 0 0 0 0 0 −4 0 0 −i 0 0
0 −1 0 0 0 0 0 −4 0 0 i 0
0 0 32 0 0 0 0 0 2 0 0
3i
2
1
2 0 0 −1 0 0 0 0 0 − i2 0 0
0 12 0 0 −1 0 0 0 0 0 i2 0
0 0 32 0 0 2 0 0 0 0 0 − 3i2
0 0 0 4i 0 0 8i 0 0 3 0 0
0 0 0 0 −4i 0 0 −8i 0 0 3 0
0 0 0 0 0 −i 0 0 i 0 0 3

.
Again it is a useful consistency check to calculate the matrix of (D
1
3
Acan
)2γ = ((D
0
Acan
)γ +
1
4ReΩ)
2 and
compare to (69), we find that
(D
1
3
Acan
)2γ = diag(12, 12, 7, 12, 12, 7, 12, 12, 7, 12, 12, 7)
as expected.
Proposition 74. Let Vγ = V(0,1), the eigenvalues of (D
0
Acan
)γ are symmetric about 0, the ±λ eigenspaces
are isomorphic and the non-negative eigenvalues and multiplicities are:
Eigenvalue Multiplicity
1
2 +
√
57
2 2
− 12 +
√
57
2 2
1
2 +
√
37
2 1
− 12 +
√
37
2 1
5.8 Local Uniqueness of the Standard Instanton
Observe that the only eigenvalues in the range [0, 2] are 0 and 1 and that these eigenvalues are determined
by dilation and translations. In other words there are no other instantons nearby in the moduli space.
Furthermore the fact that these linear deformations are genuine deformations of the connection ensures that
the operator controlling the deformation theory is surjective. In other words, the deformation theory is
unobstructed and the moduli space is in fact a smooth manifold.
Theorem 75. The standard instanton Astd on R
7 is locally unique. That is, the only linear deformations
of Astd are those determined by dilation and translation. Since all of solutions of the linear equation are
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genuine, extending to solutions of every order, the deformation theory is unobstructed and M(Acan, µ) is a
smooth manifold for µ ∈ (−2,−1) ∪ (−1, 0). The dimension of the moduli space is
dimM(Acan, µ) =
{
1 if µ ∈ (−2,−1)
8 if µ ∈ (−1, 0).
Notice also that we have shown 2 is not an eigenvalue of D0Acan . The work of Charbonneau-Harland [5]
shows that deformations of Acan as a nearly Kähler instanton correspond to 1-forms v ∈ Ω1(Σ,AdP ) such
that D0Acan(v · s6) = 2v · s6.
Corollary 76. The canonical connection on the principal bundle G2 × S6 → S6 is rigid.
This can be compared with [5, Theorem 3] which establishes the rigidity of the canonical connection on
G2 → G2/SU(3).
6 Applications of the Deformation Theory
This section proves that the standard instanton is the unique G2 instanton on P = G2 × R7 → R7 which is
asymptotic to Acan. Our strategy is to show that connections in the moduli space must be invariant under
a natural left action of G2 on the bundle P. With this in hand we classify connections invariant under
this action, showing that the standard instanton is the only connection in the moduli space of G2-invariant
instantons.
6.1 Invariance of AC Instantons
Let A be an AC G2 instanton on P = G2 × R7 → R7, converging to Acan. Recall we may study the
deformations of A in terms an elliptic complex. The cohomology group
H1A,µ =
Ker
(
ψ ∧ dA : Ω1µ−1(M,AdP )→ Ω6µ−2(M,AdP )
)
dA(Ω0µ(M,AdP ))
satisfies H1A,µ
∼= I(A, µ) so we know from Theorem 75 that the dimension of these vector spaces are
dimH1A,µ =
{
1 if µ ∈ (−2,−1)
8 if µ ∈ (−1, 0).
Furthermore we know by [5, Proposition 9] that these deformations are given by the cohomology classes[
ι ∂
∂xi
FA
]
=
[
L ∂
∂xi
A
]
[
ιr ∂
∂r
FA
]
=
[
Lr ∂
∂r
A
]
where ∂
∂xi
, for i = 1, . . . , 7, are coordinate vector fields and r2 = xixi. In fact any Killing field determines
a deformation of A and one can ask which Killing fields actually preserve the connection. Here we think of
Killing fields X as elements of Lie(G2 ⋉R
7) and define a map
L : Lie(G2 ⋉R
7)→ H1
A,− 12
L(X) = [LXA] .
Before investigating the properties of this map we pause to collect some facts about the Lie group G2⋉R
7,
the group generated by translations and rotation by a G2 matrix. More precisely an element of G2 ⋉ R
7
consists of a pair (g, v) where g is an element of G2 and v ∈ R7. Denote by R the standard representation of
G2, then the action of (g, v) on a point p ∈ R7 is
(g, v) · p = R(g)p+ v.
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Acting with two elements gives the composition formula
(g′, v′) · (g, v) = (g′g,R(g′)v + v′).
Denote by (G2)p the elements of G2 ⋉R
7 that fix a point p ∈ R7. Then (G2)p = {(g, p−R(g)p) ; g ∈ G2} is
a subgroup of G2 ⋉R
7 isomorphic to G2. Other connected subgroups are of the form H ⋉U for H a proper
subgroup of G2 and U ⊂ R7 a vector subspace, or Hp the isotropy subgroup of H fixing p. If a subgroup
H ⋉ U ⊂ G2 ⋉ R7 does not fix a point in R7 then U is a vector space of positive dimension and it follows
that the subgroups of G2 ⋉R
7 that are isomorphic to G2 are precisely the groups (G2)p for some p ∈ R7.
The set of connected proper Lie subgroups of G2 is
{SU(3), U(2), SU(2)× U(1), SU(2), SO(3), U(1)2, U(1)} (78)
and we can use this to understand the kernel of the map L.
Proposition 77. The kernel of the map L is a Lie subalgebra of Lie(G2 ⋉R
7) isomorphic to g2.
Proof. First we show that KerL is a Lie subalgebra of Lie(G2 ⋉R
7). Suppose that X,Y ∈ KerL, then there
are fX , fY ∈ Ω0(M,AdP ) with L(X) = dAfX and L(Y ) = dAfY . Observe that
LX(dAfY ) = {ιX , d}(dfY + [A, fY ])
= [{ιX , d}A, fY ] + d{ιX , d}fY + [A, {ιX , d}fY ]
= [LXA, fY ] + dA(LXfY ).
Therefore we find
L([X,Y ]) = LXLYA− LY LXA
= dA(LXfY − LY fX) + [LXA, fY ]− [LY A, fX ]
= dA((LXfY − LY fX + [fX , fY ])
so L([X,Y ]) is in the trivial cohomology class. Since L maps from a 21 dimensional vector space to an 8
dimensional vector space KerL must have dimension at least 13. Looking through the list (78) of subgroups
of G2 we observe that the only possibilities are
1. KerL = Lie(SU(3)⋉R6) where SU(3) acts in the obvious way
2. KerL = Lie(SU(3)⋉ (R6 ⊕ R)) where SU(3) acts on R6 in the obvious way and trivially on R
3. KerL = Lie(G2 ⋉R
n) for 1 ≤ n ≤ 7 where G2 acts trivially
4. KerL = Lie(G2)p for some p ∈ R7.
If any of the cases 1− 3 were to hold then A would have translational symmetries, so we must rule this out.
Suppose for a contradiction that A has translational symmetries, then A is a (globally defined) 1-form
such that LXA = 0, where X is the vector field generating the translations under which A is invariant, thus
X = ci
∂
∂xi
where ci are constants and
∂
∂xi
are the coordinate vector fields on R7. Note that LXA = 0 implies
LXF = 0 and one can check that if F = Fij dxi ∧ dxj is any 2-form on Rn then LXF = 0 if and only if
X(Fij) = 0 for all i, j. It follows that
X(|F |2) = X(FijFij) = 2FijX(Fij) = 0
so |F | is constant in the direction X. Pick p ∈ S6 such that {tp ; t ∈ R} is the line through the origin
generated by X , then
|FA|(tp) = c(A)
where c(A) ≥ 0 is a constant depending only on A.
Since A is asymptotically conical (up to gauge) there is a gauge transformation g such that g · A =
gAg−1 − dgg−1 satisfies
|g · A−AC | = |a| = O(rµ−1)
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where AC = π
∗Acan and a is defined as the difference of g ·A and AC . Observe that
|Fg·A − FAC | = | dAa+ a ∧ a| = O(rµ−2),
in other words r2−µ|Fg·A − FAC | is a bounded function of r for some R > 0 and where r ∈ [R,∞). Recall
that FAC = π
∗(FAcan) and therefore r
2|FAC |(rp) = c(AC) where c(AC) = |FAcan |ground > 0 is a constant
independent of both r and p. We calculate
r2−µ|Fg·A − FAC |(rp) ≥ r2−µ||Fg·A| − |FAC ||(rp)
= r−µ|r2|FA| − r2|FAC ||)(rp)
= r−µ|r2c(A)− c(AC)|.
However −µ > 0 and c(AC) > 0 ensures r−µ|r2c(A) − c(AC)| is an unbounded function of r, which yields
our contradiction.
This proves the G2 invariance of connections in the moduli space:
Proposition 78. Let A be an AC G2 instanton on P, converging to Acan. Then A is invariant under the
action of (G2)p for some p ∈ R7.
6.2 Uniqueness of the Standard Instanton
The constructions covered in this section come from [19]. Here we review their construction using the
framework of Wang’s theorem, as has been done to study the moduli space of invariant instantons on the
Bryant-Salamon manifolds Λ2−(S
4) and Λ2−(CP
2) in [30].
We begin by covering the necessary material on homogeneous bundles and invariant connections. The
reader can find these constructions covered in more detail in [30, Section 3]. Let G be a connected Lie group
with closed subgroup H and form the homogeneous space G/H. Furthermore suppose this space is reductive
so that g = h ⊕ m and this splitting is respected by the adjoint action of H . Let P → G/H be a principal
K-bundle, so that K acts on the right on P. The bundle P is called homogeneous if there is a lift of the
natural left action of G on G/H to the total space P which commutes with the right action of K. According
to [21], such bundles are determined by homomorphisms Λ: H → K (called isotropy homomorphisms) via
the formula
Q = G×(H,Λ) K.
Let Q be such a bundle and consider gauge transformations of Q as sections of c(Q) = Q ×(K,c) K where
c(k1)k2 = k1k2k
−1
1 . Using the isomorphism c(Q) = G×(H,c◦Λ) we can define a G-invariant section of c(Q)
from an element k of the centraliser of Λ(H) via the map
[g]→ [g, k].
If Q is a K-homogeneous bundle we say a connection A is G-invariant if its connection 1-form A ∈ Ω1(Q, k) is
left invariant. Recall the canonical connection Acan lives on any bundle associated to G→ G/H and defines
an invariant connection. Wang’s theorem gives an algebraic description of G-invariant connections on such
a bundle.
Theorem 79 (Wang). Let Q = G ×(H,Λ) K be a principal homogeneous K-bundle. Then G-invariant
connections on P are in one-to-one correspondence with morphisms Φ of H representations
Φ: (m,Ad)→ (k,Ad ◦ Λ).
The connection AΦ that corresponds to such a morphism Φ satisfies (AΦ −Acan)([1]) = Φ where we identify
linear maps m→ k with elements of (T ∗(G/H)⊗AdQ)[1].
If Q → G/H is a homogeneous bundle and G/H is a nearly Kähler 6-manifold we shall use Wang’s
theorem to study
Minv(G/H,Q)
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the space of G-invariant nearly Kähler instantons modulo invariant gauge transformations. Consider the
case when G = G2 and H = SU(3) so that S
6 = G2/SU(3). In this case principal homogeneous G2
bundles (K = G2 in the above setup) are determined by homomorphisms Λ: SU(3) → G2. Such a group
homomorphism induces a Lie algebra homomorpshim λ : su(3)→ g2 (in fact since SU(3) is simply-connected
the correspondence between Lie group and Lie algebra homomorphisms is one-to-one). In other words
λ : (su(3), ad)→ (g2, ad ◦ λ)
is su(3)-equivariant, hence by Schur’s lemma either zero or an isomorphism. It follows that there are exactly
two equivalence classes of principal homogeneous G2 bundles over S
6.
In the first case, when Λ(h) = 1 for all h ∈ SU(3), Wang’s theorem says to look for morphisms of SU(3)
representations
Φ: (m,Ad)→ R14
where R14 denotes 14 copies on the trivial representation. Since there are no such non-zero maps the only
invariant connection corresponds to Φ = 0 and this yields the flat connection.
The other case to be considered is when Λ is the inclusion map ι : SU(3) → G2 and we denote the
associated bundle
Q = G2 ×(SU(3),ι) G2. (79)
In this case, Wang’s theorem instructs us to look for morphism of SU(3) representations
Φ: (m,Ad)→ (g2,Ad).
Working with complexified representations we see that a basis for Hom(mC, (g2)C)SU(3) is given by the set
{Id, J}. If we identify such a map a = xId+ yJ , where x, y ∈ R, with the complex number z = x+ iy, then
the G2 invariant connection with
A([1]) = Acan([1]) + a (80)
is a nearly Kähler instanton precisely when z2 − z = 0 [19]. Other than the canonical connection z = 0 the
solutions to this equation are precisely the cube roots of unity. Let us write A0, A1, A2 for the connections
obtained from the solutions exp(2nπi3 ) for n = 0, 1, 2. These connections are in fact flat and and since S
6
is simply connected these connections must be gauge equivalent. In fact, a little thought shows that these
connections are equivalent through the invariant gauge transformations.
Now let π : C(Σ) → Σ denote projection from the cone to Σ. The action of G2 on Q := G2 ×(H,ι) G2
lifts to an action on P = R7 ×G2 → R7 since the usual action of G2 on R7 preserves length. We shall call
A invariant if its connection 1-form A ∈ Ω1(P, g2) is left invariant under this action. It suffices to consider
only connections A on P which are in radial gauge, i.e dryA = 0, since such a gauge may always be chosen.
Then an invariant connection is determined as before in (80) but now we identify f1(r)Id+ f2(r)J with the
complex valued function f(r) = f1(r) + if2(r). As demonstrated in [19] such a connection is a G2 instanton
if and only if f satisfies the differential equation
rf ′(r) = 2
(
f¯2(r)− f(r)) . (81)
Remark 80. The coefficient of 2 in (81) differs from the one found in [19], this is a consequence of the
normalisations we have chosen. Namely the metric on g2 is − 112 th of the Killing form and our SU(3)
structure satisfies dω = 3ImΩ.
This construction yields a connection A on π∗(Q) = (R7 \{0})×G2. To get a connection on P we require
A to extend over the origin. For this to happen it is necessary and sufficient that the curvature be bounded
at r = 0. The curvature of the connection satisfies
|FA|2(σ, r) = c1
r2
(|f¯2 − f |2 + |f¯f − 1|2) + c2
r
|f ′|
with constants c1, c2 > 0. Thus f is required to satisfy
• |f¯2 − f | = O(r) as r → 0
• |f¯f − 1| = O(r) as r → 0
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• |f ′| = O(r) as r → 0.
As in the previous section we ask the connection we obtain decays to the canonical connection, in other
words we also impose the boundary condition
lim
r→∞
f(r) = 0.
The space of invariant connections can therefore be identified with the space of solutions to (81) satisfying
the above boundary conditions. Real valued solutions to this system are of the form
f0(r) =
1
Cr2 + 1
with C ∈ R+, and the other solutions are obtain by applying the 3-symmetry: f1(r) = exp(2πi3 )f0(r) and
f2(r) = exp(
4πi
3 )f0(r).
Remark 81. The constant C can be interpreted as the “size” of the instanton and is related to the conformal
invariance of the G2-instanton equation [5].
Let the G2 instantons defined by the functions fi be denoted A˜i, then the invariant gauge transformations
that related the connections Ai lift to the cone to relate the connections A˜i. In [19] it is shown that (81) is
the gradient flow equation of a certain “superpotential”. This fact ensures the uniqueness of these solutions
given the boundary data. Viewing S6 = G2/SU(3) we write a point p ∈ R7 \ {0} as p = r[g], for some r > 0
and g ∈ G2, and define the standard instanton to be the G2-invariant instanton with
Astd(r[1]) = Acan([1]) + f0(r)Id.
This discussion ensures the invariant moduli space is determined precisely by the paramater C:
Proposition 82. Let A be a G2-instanton on the homogeneous principal bundle P which decays to the
canonical connection of the nearly-Kähler S6 at infinity. If A is invariant under the action of G2 on P , then
A = Astd is the standard G2-instanton.
The importance of this result is that is can be combined with the results of the previous subsection to
prove a global uniqueness result. Namely, Proposition 78 says that any instanton on P , AC to Acan, must be
invariant under the action of G2 on R
7 which fixes some point, so uniqueness follows from the above result.
Theorem 83. The standard G2 instanton Astd is the unique G2 instanton on G2 × R7 → R7 which is
asymptotically conical, converging to the canonical connection of the nearly-Kähler S6 at infinity.
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