Using the polynomial algorithm given in 4] a k-connected undirected graph G = (V; E ) can be made (k + 1)-connected by adding at most k ? 2 surplus edges over (a lower bound of) the optimum. Here we introduce two new lower bounds and show that in fact the size of the solution given by (a slightly modi ed version of) the algorithm of 4] di ers from the optimum by at most d(k ? 1)=2e.
Introduction
A graph G = (V; E) is called k-connected if jV j k + 1 and the deletion of any k ? 1 or fewer vertices leaves a connected graph. Given a graph G = (V; E) and an integer l, the connectivity augmentation problem is to nd a smallest set F of new edges for which G 0 = (V; E F) is l-connected. The complexity of this problem is still an exciting open question, even if the graph G to be augmented is k-connected and l = k + 1. (For l 4 the problem is known to be polynomially solvable. See 2] for a survey of this area.)
In 4] a polynomial algorithm was given which makes a k-connected graph (k + 1)-connected by adding at most k ? 2 edges over (a lower bound of) the optimum. The goal of this note is to introduce two new lower bounds on the size of an optimal augmentation and to prove that (a slightly modi ed version of) our algorithm from 4] produces a solution of size at most d(k ?1)=2e more than the improved lower bound. Our new gap d(k ?1)=2e
is sharp in the sense that for every k 3 there exists an in nite family of graphs for which the gap between the optimum value and the size of the solution is d(k ? 1)=2e. Moreover, there exists an in nite family for which the gap between the optimum and the lower bound is b(k ? 1) =2c.
In the rest of the introduction we introduce the necessary de nitions and brie y summarize the results from 4] we shall rely on in this paper. Let ?(X) denote the set of The maximum number of pairwise disjoint tight sets in G is denoted by t(G): We say that S V is a tight-set cover of G if S \P 6 = ; for every tight set P. Let t (G) denote the size of a smallest tight-set cover of G. M(G) denotes the number maxfb(G) ? 1; dt(G)=2eg:
Suppose that the (for inclusion) minimal tight sets of G are pairwise disjoint. Then for a minimal tight set D i (1 i t(G)) we de ne S i to be the union of those tight sets which include D i but which are disjoint from every other minimal tight set D j (i 6 = j), see also are not used in the proof elsewhere, we obtain the following result. Theorem 1.3b. Let G = (V; E) be a k-connected graph with t(G) k + 3 such that there exists no saturating edge for G. Then for any two sets S i ; S j 1 i 6 = j t(G) either 
The new lower bounds and the algorithm
Let t (G) denote the number of minimal tight sets in the k-connected graph G = (V; E). Let S V be a minimal tight-set cover.
Lemma 2.1 t(G) jSj t (G) and for t(G
Proof: The inequality t(G) jSj is obvious. The minimality of S implies that for any s i 2 S there exists a minimal tight set P i for which P i \ S = fs i g. Therefore jSj t (G). , is contained by X and y 0 belongs to V ? X ? ?(X). Thus our assumption implies that there exists an edge e = xy 2 F such that in G F the vertex y is a new neighbour of (at least) two di erent minimal tight sets P 1 and P 2 of G. More precisely, x 2 P 1 \ P 2 and y 2 V ? (P 1 P 2 ?(P 1 P 2 )) hold. This implies that ?(P 1 P 2 ) separates y from the set P 1 P 2 . By the k-connectivity of G this gives j?(P 1 P 2 )j k. Applying (1) we obtain k + k = j?(P 1 )j + j?(P 2 )j j?(P 1 \ P 2 )j + j?(P 1 P 2 )j k + k; from which we conclude that equality holds everywhere. Thus P 1 \ P 2 is also tight, contradicting the minimality of P 1 .
. Note, that t (G) need not be computed during the algorithm { although it can be computed in polynomial time by max-ow calculations.
Remarks
Observe the slight di erence between the gap guaranteed by Theorem 2.3 and the gap of the example graph H r k . The sharp value seems to be b(k ? 1)=2c. This would follow if Theorem 1.1 and 1.3b were valid for t(G) = k + 2, as well. This looks true for k 2.
The graphs H r k can be modi ed to show that the algorithm may add d(k?1)=2e surplus edges over the optimum in some cases. For this let r be su ciently large and attach 2k ?1 vertices of degree k to the copy of K r in such a way that their sets of neighbours are pairwise di erent.
Recently Cheriyan and Thurimella 1] gave a more e cient algorithm with running time O(min(k; n 1=2 )k 2 n 2 + (log n)kn 2 ) for computing an augmentation of size at most m(G) + k ? 2. Using their method, the smaller gap described here can also be achieved in a more e cient way.
Another idea is to de ne an even stronger lower bound as follows. Replace every edge of G by two oppositely directed edges and let m( 
