Abstract: In this paper we construct the principal vertex operators and super Hirota bilinear equations for a non-simply laced affine Kac-Moody algebra C 
Introduction
Date et al (see [1] , [2] , [3] , [4] ), using Boson-Fermion correspondence in 2-dimensional Q.F.T., developed a connection between soliton theory and classical affine Lie algebras. In Jimbo and Miwa [5] , a detailed account of KP hierarchy and the corresponding Lie algebra gl(∞) was given and therein it was also shown how various types of soliton equations could be generated by considering suitable subalgebras of gl(∞) and their basic representations. In Frenkel and Kac [6] , basic representations of affine Lie algebras were described. These basic representations can be constructed explicitly in terms of differential operators called vertex operators in infinitely many indeterminates. The vertex operator construction for A (1) 1 was discovered by Lepowsky and Wilson [14] . This construction was generalized to affine Lie algebras of type X (r) n (r = 1, 2, 3), where X N = A, D, E, in principal picture, see Kac et al [8] .
In the same paper, the algebras B (1) n , C (1) n , F (1) 4 , and G (1) 2 were realized as algebras of differential operators but without describing the basic modules in each case explicitly. The vertex operators with an additional fermionic field for B
(1) l in principal picture, using Z-algebras, were constructed in Mandia [15] . In Misra [16], explicit constructions of all level one standard modules of C (1) n , in particular, of C were given. In Peterson and Kac [17] , the orbit of the highest weight vector in an integrable highest weight module of a group associated to a Lie algebra was described. This principle was used in Kac and Wakimoto [11] to develop a hierarchy of Hirota bilinear equations corresponding to an element τ of an integrable representation of an affine algebra with symmetric Cartan matrix. In Kac and Wakimoto [11] , it was also shown that a vertex operator construction in the principal picture of the basic representation of B (1) l involves an additional fermionic field and the corresponding system of Hirota equations turns out to be a hierarchy of super Hirota bilinear equations.
In Lepowsky and Primc [13] , the basic modules for B considering it as a subalgebra of D (1) 4 were explicitly written using Kac et al [8] , Mandia [15] and the corresponding hierarchy of super Hirota bilinear equations were constructed.
In this paper using Kac et al [8] and Misra [16] , the principal vertex operators for C were constructed by taking C 2 as a subalgebra of fixed points of an automorphism of A 3 and finally super Hirota bilinear equations for C (1) 2 were also constructed.
Preliminaries
Let g be a finite dimensional Lie algebra of type A 3 . Let (x|y) = 1 2 tr(xy) be a nondegenerate symmetric bilinear form defined on g.
Let e 0 = e 41 , e 1 = e 12 , e 2 = e 23 , e 3 = e 34 , f 0 = e 14 , f 1 = e 21 , f 2 = e 32 , f 3 = e 43 , h 0 = e 44 − e 11 , h 1 = e 11 − e 22 , h 2 = e 22 − e 33 and h 3 = e 33 − e 44 be a set of canonical generators for g.
Let h = span{h i , 1 ≤ i ≤ 3} be a Cartan subalgebra of g, ∆ a simple root system. The bilinear form (·|·) is normalized so that (α|α) = 2 for all α ∈ ∆. Let Π = {α 1 , α 2 , α 3 } be a basis of ∆.
Let θ be the Dynkin diagram automorphism of order 2 given by θ(α 1 ) = α 3 , θ(α 2 ) = α 2 and θ(α 3 ) = α 1 . The automorphism θ is extended to g by defining θ(x α ) = x θ(α) for all α ∈ ∆.
Hence we have the following decomposition of g with respect to θ:
, where g [j] = {x ∈ g | θ(x) = ǫ j x} with ǫ = e πI , I = √ −1.
We have ⊕C(h 1 + h 3 ) ⊕ Ch 2 ⊕ C(e 13 − e 24 ) ⊕ C(e 31 − e 42 ) and
⊕C(e 13 + e 24 ) ⊕ C(e 31 + e 42 ).
The proof of the following proposition is similar to the result in Lepowsky and Primc [13] .
is of the type C 2 and h [0] is a Cartan subalgebra of g [0] .
ii) The set α+θα 2 ; α ∈ ∆ is a root system with respect to h [0] with basis
The corresponding generating elements of
In order to construct principal vertex operators for C 2 , we consider C 2 as the subalgebra of fixed points of the automorphism θ of A 3 .
Let E = e 0 + 3 i=1 e i , where e 0 is the lowest root vector of A 3 with respect to h. Then E = e 41 + e 12 + e 23 + e 34 is the cyclic element of A 3 . Let a = {x ∈ g | [x, E] = 0}. Then a is the principal Cartan subalgebra of A 3 . The basis elements of a are E = e 41 + e 12 + e 23 + e 34 , F = e 14 + e 21 + e 32 + e 43 and G = e 13 + e 24 + e 31 + e 42 , with a = CE ⊕ CF ⊕ CG. The lowest root of C 2 with respect to h [0] is −(α 1 + α 2 + α 3 ). The corresponding root vector is E 0 = e 41 . Then E 0 + E 1 + E 2 is the cyclic element of g [0] .
A basis of η is {E, F }. We omit the proof of following proposition which can be easily proved. It is clear that Coxeter number in Kostant [12] of C 2 and A 3 is 4. Let ν : A 3 → A 3 be the principal automorphism defined by . Then g = A 3 is decomposed with respect to this automorphism. This is called the principal gradation of g.
We have the following decomposition of g, with respect to the principal grada-tion:
g j , where g j = {x ∈ g | νx = ǫ j x}, ǫ = e 2πI/4 and j = 0, 1, 2, 3, The principal Cartan subalgebra a of A 3 is also graded with respect to the principal gradation as
where a 0 = {0}, a 1 = CE, a 2 = CG and a 3 = CF .
is the principal automorphism of C 2 .
We have the decomposition of
as follows:
The principal Cartan subalgebra η of C 2 is also graded with respect to the principal gradation:
Let ∆ a be the set of roots for A 3 with respect to a.
The following result, similar to one in Mandia [15] , is also easy to be verified. Theorem 2.3. The set ∆ η of roots of C 2 with respect to η is
We also omit the proof of the following proposition which can be directly established: Proposition 2.4. Let {γ 1 , γ 2 , γ 3 } be the set of simple roots of A 3 with respect to ∆ a such that 
Here 
Principal Vertex Operators for C (1) 2
Decomposing X γ i ∈ g, (1 ≤ i ≤ 3) with respect to the principal gradation, we get,
form a basis of A 3 . Now the corresponding affine algebra is defined byĝ ′ = j∈Z t j ⊗ g jmod4 ⊕ CK, where K is the canonical central element and the generators for A
3 are given bŷ
Here j ∈ {1, 2, 3} and θ ∨ is the coroot corresponding to the highest root θ of A 3 .
The Lie bracket inĝ ′ is given by
Explicitly,
The principal Cartan subalgebra a of g has {E, F, G} as basis elements. Let us rename these basis elements as E 1 , E 2 , E 3 , where
This is the principal Heisenberg-Cartan subalgebra ofĝ ′ and we observe that E + = {n ∈ Z + | n = 0 mod4} = {1, 2, 3, 5, 6, 7, 9, 10 · · · } is the set of exponents of A (1) 3 . Its principal subalgebra a has basis elements K,
The principal Cartan subalgebra of C 2 is η with {E, F } as a basis. Let us rename the basis elements of η as E 1 , E 3 , where
Let γ i (1 ≤ i ≤ 3) be the simple roots of A 3 with respect to a. The root system of C 2 with respect to the Cartan subalgebra η of C 2 is
with (∆ η ) + l = {2γ 1 +γ 2 ,γ 2 } as the simple root of the system of long roots, and (∆ η ) + s = {γ 1 ,γ 1 +γ 2 } as the simple root of the system of short roots.
are the simple roots and Xγ i are the corresponding root vectors of C 2 and they are found out by using the relations
The corresponding root vectors satisfy the following relations:
Decomposing Xγ i ∈ g, (1 ≤ i ≤ 2) with respect to the principal gradation of C 2 , we get,
) j . We observe that the elements {E i , Xγ i ,j , 1 ≤ i ≤ 2; 0 ≤ j ≤ 3} form a basis of C 2 . The corresponding affine algebra is given by,ĝ
Letĝ =ĝ ′ ⊕ j∈Z Cd j and u(j) = u ⊗ t j f or u ∈ g with brackets defined by
j∈Z Cd j with brackets defined as above.
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Let us consider the principal Cartan subalgebra η of C 2 and its basis {E 1 , E 3 }.
Let η = ⊕ j∈Z (t j ⊗ η jmod4 ) ⊕ CK. This is the principal subalgebra ofĝ
.
Here we observe that Z odd + is the set of exponents for C
2 , which we denote by E + . We also note that E + ⊂ E + . It can also be proved that η = {x ∈ a | θx = x }. Let us consider the space C[x i ; i ∈ Z +odd ] and consider it as an η module on which p i acts as
, q i acts as multiplication by ix i and K acts as Id. Let us takeγ 1 ∈ ∆ η . Then
Using Kac et al [8] , Kac [9] , the principal vertex operator corresponding to the rootγ 1 is
Similarly, we can have the vertex operator expressions for all the rootsγ ∈ (∆ η ).
Let us consider the fermionic oscillators ψ n satisfying the following anticommutation relation: [ψ m , ψ n ] + = ψ m ψ n + ψ n ψ m = δ m,−n (m, n ∈ δ + Z), where either δ = 0 (or) δ = 1 2 so ψ 2 0 = 1 2 . Denote by A δ the algebra generated by {ψ n |n ∈ δ + Z}. Consider the space
, where ∧ means the exterior algebra generated by ξ j .
The algebra A δ can be represented in V δ by
The proof of the following proposition is in Kac and Raina [10] .
where
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Here l 0 =
1−2δ
16 + j>0 jψ −j ψ j the summation is over j ∈ δ + Z and [ψ m , l k ] = (m + k 2 )ψ m+k , for m ∈ Z. The operators l n , n ∈ Z along with the identity operator form a Virasoro algebra V ir with central charge 1 2 in Goddard and Olive [7] , Wakimoto [20] , and Kac et al [8] .
The subspaces V + δ and V − δ of even and odd elements respectively are sub representations of V δ . If c is the central charge and k is the eigen value of the energy operator in Kac [9] , Kac and Raina [10] , then the corresponding Virasoro module can be denoted by V (c, k). Using this notation we can write: V
Here h is the coxeter number of C (1) 2 . Using the construction given in Goddard and Olive [7] , and also using Kac [9] and Kac and Raina [10] one can directly prove the following theorem (we omit the proof) which gives the coset Virasaro algebra representation of C (1) 2 : Theorem 3.2. The representation ofĝ
can be given by:
and
Super Hirota Bilinear Equations for C (1) 2
Now we use the method followed in Kac and Wakimoto [11] , to write down the Hirota bilinear equations for C 
Thus we conclude, using the above theorem and the Taylor's expansion for the g module L(Λ) that the element τ of L(Λ) lies in the orbit G.1 if and only if, S(τ ⊗ τ ) = 0, where:
see Kac and Wakimoto [11] .
Let us find S(τ ⊗ τ ) for C
2 . We choose dual bases for C
2 as follows:
The operator S acts on the module
Here ′ and ′′ denote the operators acting on the first and second factors of the tensor product respectively. Hence,
Hereγ 1 is a short root andγ 2 is a long root. Therefore:
We note that ψ 1/2 (−z) = − ψ 1/2 (z). Therefore we have
, k ∈ E + be the Schur polynomials defined as follows:
As in Kac [9] , let us change the variables ξ ′ , ξ ′′ into ξ, η by using Let us consider some particular coefficients from the above hierarchy:
Coeff. of ξ j η k : 
