The many-body localized (MBL) phase is characterized by a complete set of quasi-local integrals of motion and area-law entanglement of excited eigenstates. We study the effect of non-Abelian continuous symmetries on MBL, considering the case of SU (2) symmetric disordered spin chains. The SU (2) symmetry imposes strong constraints on the entanglement structure of the eigenstates, precluding conventional MBL. We construct a fixed-point Hamiltonian, which realizes a non-ergodic (but non-MBL) phase characterized by eigenstates having logarithmic scaling of entanglement with the system size, as well as an incomplete set of quasi-local integrals of motion. We study the response of such a phase to local symmetric perturbations, finding that even weak perturbations induce multi-spin resonances. We conclude that the non-ergodic phase is generally unstable and that SU (2) symmetry implies thermalization. The approach introduced in this work can be used to study dynamics in disordered systems with non-Abelian symmetries, and provides a starting point for searching non-ergodic phases beyond conventional MBL. Introduction. Over the past several years, the phenomenon of many-body localization (MBL) has been attracting significant interest, both theoretically [1-17] and experimentally [18][19][20]. Many-body localization occurs in strongly disordered systems and is driven by a mechanism similar to the (single-particle) Anderson localization in the many-body Hilbert space. Isolated many-body localized systems exhibit zero conductivity and avoid thermalization, and therefore provide the only known, generic example of ergodicity breaking in many-body systems.
The many-body localized (MBL) phase is characterized by a complete set of quasi-local integrals of motion and area-law entanglement of excited eigenstates. We study the effect of non-Abelian continuous symmetries on MBL, considering the case of SU (2) symmetric disordered spin chains. The SU (2) symmetry imposes strong constraints on the entanglement structure of the eigenstates, precluding conventional MBL. We construct a fixed-point Hamiltonian, which realizes a non-ergodic (but non-MBL) phase characterized by eigenstates having logarithmic scaling of entanglement with the system size, as well as an incomplete set of quasi-local integrals of motion. We study the response of such a phase to local symmetric perturbations, finding that even weak perturbations induce multi-spin resonances. We conclude that the non-ergodic phase is generally unstable and that SU (2) symmetry implies thermalization. The approach introduced in this work can be used to study dynamics in disordered systems with non-Abelian symmetries, and provides a starting point for searching non-ergodic phases beyond conventional MBL. Introduction. Over the past several years, the phenomenon of many-body localization (MBL) has been attracting significant interest, both theoretically [1-17] and experimentally [18] [19] [20] . Many-body localization occurs in strongly disordered systems and is driven by a mechanism similar to the (single-particle) Anderson localization in the many-body Hilbert space. Isolated many-body localized systems exhibit zero conductivity and avoid thermalization, and therefore provide the only known, generic example of ergodicity breaking in many-body systems.
MBL eigenstates have low, area-law entanglement entropy [8, 21] , in contrast to the excited eigenstates of ergodic systems, which have thermal, volume-law entanglement. The systems in which all states are manybody localized exhibit a new kind of robust integrability: a complete set of quasi-local integrals of motion (LIOMs) emerges [8, 9 ] (see also [22] [23] [24] ). Apart from providing a simple physical intuition for the ergodicity breaking in MBL phase, LIOM theory has been used to explain dynamical properties of MBL eigenstates, including logarithmic entanglement growth in a quantum quench setup [7] [8] [9] , as well as power-law decay [25] and revivals [26] of local observables, which can be tested in cold atoms experiments.
A natural question concerns the role of various symmetries on MBL and thermalization. Previous works focused mostly on MBL in the presence of discrete symmetries, such as Z 2 symmetry. It was shown [13, 27, 28] that in this case two distinct MBL phases are possible, one of which locally preserves Z 2 symmetry, while the other phase locally breaks that symmetry. It was also argued that MBL can protect topological [21, 27] and symmetry-protected topological [29] order at finite temperatures. Ref. [30] considered the effect of a particular non-Abelian discrete symmetry on MBL.
The goal of this paper is to study disordered systems with continuous non-Abelian symmetries. We focus on the simplest and experimentally relevant example of such a symmetry -SU (2) spin rotation symmetry -which is realized in the random Heisenberg spin-1/2 chain:
where coupling J i are randomly drawn from some distribution, and s i = (s x i , s y i , s z i ) are the Pauli operators. SU (2) symmetry puts severe constraints on the entanglement structure of the eigenstates and on the locality properties of the integrals of motion in a possible nonergodic phase. Generally, in the presence of SU (2) symmetry, it is impossible to have eigenstates with area-law entanglement, and therefore conventional MBL cannot occur [29, 31] . As we will argue below, the symmetry does allow eigenstates with entanglement that grows logarithmically with the system size. Simultaneously, at least some integrals of motion must become non-local. The key question then is whether such a non-ergodic (but non-MBL) phase may be stable. Below, we will perform the stability analysis, finding that in general such an entanglement structure is unstable, in the sense that in a sufficiently large system, an arbitrarily weak perturbation of the Hamiltonian inevitably strongly mixes eigenstates, leading to delocalization. We will discuss the delocalization mechanism, finding that, although inevitable, thermalization can be parametrically slow at strong disorder. Our analysis therefore indicates that SU (2) symmetry is inconsistent with non-ergodicity, and implies thermalization. We expect that the approach introduced below can be used in future studies of ergodicity breaking beyond conventional MBL. s2  s3  s4  s5  s6  s7  s8  s9  s10  s11  s12  s13  s14 s15 s16 Figure 1 . The simplest possible tree-structure and corresponding LIOMs.
where couplings J ij..k decay exponentially with distance. The Hamiltonian (2) is often viewed as a "fixed-point" Hamiltonian of the MBL phase. Importantly, integrability is robust: if a weak perturbation which is a sum of local, but otherwise arbitrary terms is added to it, a new set of quasi-local integrals of motion can be defined.
In what follows, we will show that the presence of SU (2) symmetry significantly modifies the possible structures of integrals of motion and of the fixed-point Hamiltonian. SU(2) symmetry implies non-local integrals of motion. Let us now discuss the possible structure of the nonergodic phase in an SU (2) symmetric spin chain (1). First, we argue that the eigenstates cannot be area-law entangled. Consider two initially disconnected systems, L and R. The symmetry dictates that each eigenstate |α L of L belongs to a multiplet m L with some total spin S L and degeneracy 2S L + 1. Similarly, an eigenstate |β R of R belongs to a (2S R + 1)-degenerate multiplet m R with spin S R . When we couple the two systems, even a very weak coupling will force the eigenstates of the L + R system to transform as an irreducible representation of the SU(2) symmetry acting on the combined system. The least entangled (and therefore most nonergodic) states correspond to the scenario when different multiplets (which are eigenstates of disconnected L and R systems) do not strongly hybridize once the systems are joined. Assuming that this holds, the eigenstates of the whole system are obtained by adding together a single multiplet m L with spin S L and a single multiplet m R with spin S L to to form larger multiplets, whose spin can take values
. . , S L + S R . Such states have entanglement entropy which is typically of the order S ent ∼ ln(min(S R , S L )). Since the total spin of each subsystem grows extensively with its size, we conclude that if a non-ergodic phase exists in the presence of SU (2) symmetry, the eigenstates cannot be area-law entangled, as in the MBL phase. Further, as the system size is increased, spins of different subsystems ("blocks") have to be added up, such that larger and larger spins are formed [29] . Depending on the strength of the coupling between different spins (which are disordered) a spin of a given block should be first added with the spin of the block to the left or to the right of it. Graphically, we can denote adding two spins by connecting corresponding blocks; then, a treelike structure, an example of which is shown in Fig. 1 emerges. An eigenstate is uniquely specified by the spin values at every leaf of the tree. Such a plausible structure of the eigenstates, described by a tree tensor network, corresponds to logarithmic scaling of entanglement entropy with the system size, S ent ∼ ln L. Such entanglement scaling is non-MBL, but also strongly sub-thermal, and therefore describes non-ergodic eigenstates.
The picture described above corresponds to an incomplete set of quasi-local integrals of motion: a total spin at every step is approximately conserved; it becomes a precise IOM if we deform it by a quasi-local unitary operator, which accounts for perturbative mixing between different multiplets. It is instructive to write down a complete set of integrals of motion for the case of a regular tree structure, illustrated in Fig. 1 . There, at the first step, spins 2i − 1 and 2i are added to form a (possibly larger) spin S 1 i , then at the second step spins S
are added to form spin S (2) i , etc., until we get just one large spin describing a multiplet of the whole system. In this case, the complete set of IOMs is given by:
where L is the total number of spins 1/2 in the chain. The
become less and less local as k is increased:
they act on 2 k spin-1/2s. This should be contrasted with the conventional MBL phase characterized by a complete set of quasi-local IOMs. We note that since the order in which blocks should be merged depends on the value of the total spin of the resulting block, the integrals of motion would have a different structure for different states. However, for strong disorder such an ambiguity in the block merging only arises when the spin of the resulting block is chosen to be small. As the block merging progresses, such a situation becomes less and less probable. We can therefore assume that, at least starting from some high enough level of our hierarchical construction, the order of merging is fixed and does not depend on the state.
Fixed-point Hamiltonian. It is possible to construct a quasi-local "fixed-point" Hamiltonian, for which operators (3) are exact IOMs (note that there is a whole family of such fixed-point Hamiltonians):
where the couplings J are random, and in order for the Hamiltonian to be quasi-local, they should decay exponentially, J
. (In)stability of the non-ergodic phase. The Hamiltonian (4) has eigenstates which are minimally entangled, given the symmetry constraints. The key question is whether such eigenstates are stable with respect to small, but finite, SU (2)-symmetric perturbations of the fixedpoint Hamiltonian (4). Or, equivalently, whether such a structure of eigenstates can naturally arise starting from a generic local Hamiltonian (1).
To answer this question, we study the stability of the eigenstates described by a tree tensor network with respect to local perturbations of the Hamiltonian, thereby extending the approach of Ref. [34] . We choose an SU (2)-symmetric perturbation which couples the ends of the spin chain:V
Such a perturbation describes changing the boundary condition from open to periodic. The problem of finding the eigenstates of H FP +V can be formulated as a hopping problem on a lattice, where sites are eigenstates |α of H FP . Each state |α is uniquely specified by choosing values of the total spins for each node of the tree, as well as the total z-projection of the spin at the last node. Each site |α has on-site energy E α = α|H FP |α , and hopping between sites is set by the matrix elements of the perturbation: In order to analyze the statistics of matrix elements, we first note that due to global SU (2) symmetry the perturbation does not change the value of the total spin. Further, the symmetry imposes stringent selection rules on the matrix elements, see Fig. 2 . The spins on the branches of the tree not involving spin s 1 are not affected by operator s 1 . Moreover, it is possible to show [36] that s 1 can change any spin on the branch of the tree which involves spin s 1 by ±1, or leave it unchanged. Noting that there are log 2 L nodes in this branch, as well as the fact thatV can also change the spins on the branch involving s n , we obtain that the operator (5) couples a given base state to
other states [37] . Another important ingredient is the level spacing for the hopping problem. We note that in a system with a quasi-local Hamiltonian, a local perturbation can only significantly couple eigenstates with energy difference of order J (where J is the typical interaction scale of the Hamiltonian). Thus, the level spacing in the manifold of states to which a given state is coupled, can be estimated
Matrix elements. Matrix elements connecting a given base state to the ones allowed by the selection rules can be decomposed in terms of Clebsch-Gordan coefficients [39] , and are readily accessible for numerical simulations. In Fig. 3 we show the distribution of the quantity ζ = log 2 |V /δJ| for several randomly chosen base states in systems of size L = 2 9 , 2 14 and 2 19 . We observe that for each of the bases states the distribution of ζ is well behaved and can be characterized by the mean ζ and standard deviation σ (depending on both the system size and particular base state chosen). Moreover, the inset in Fig. 3 shows that, after shifting by respective ζ and scaling by the corresponding σ, all those distributions collapse into a single, which is approximately Gaussian:
The meanζ and standard deviation σ in Eq. (8) are random quantities which depend on the base state. We were able to analyze their statistics in the limit of large L. We computed the average ofζ [39] , finding that it grows linearly with log L:
while the standard deviation ofζ and the average of σ obey
The constant C is of order one [39] . Instability with respect to local perturbation. Next, we use the scalings of the level spacing and typical matrix element, Eqs. (7) and (8), (9),(10) to estimate the probability of finding a (long-range) resonance induced by a local perturbation. To that end, we consider a ratio g = V ∆(L) , which can be viewed as the Thouless parameter. Neglecting the fluctuations in the level spacing, the probability of finding a resonance is given by:
. (11) Furthermore, for fixedζ and σ, this probability can be transformed as follows:
where erfc(x) is the complementary error function. Using the above results (7), (9), we obtain that the asymptotic behavior of the expression in the r.-h.s. of the above equation is given by:
where C is the proportionality constant of order 1 in Eq.(10). Interestingly, we find that the parameter γ = α − β ≈ 10 −4 is positive, but extremely small. The above expression approaches zero beyond length scale L c given by equation
When L > L c , the Thouless parameter becomes g ≈ 1/2, which signals instability of tree-like eigenstates and delocalization, for arbitrarily small δJ. This implies that the new eigenstates will have volume-law entanglement entropy, indicating that the non-ergodic phase described above is intrinsically unstable. However, since not all states are resonant with its nearest neighbours, we expect that the system will show non-trivial, and possibly glassy dynamics.
[40]
Relation to RSRG-X. Previous studies by Vasseur et al. [32] and Agarwal et al.
[33] employed real-space renormalization group procedure (RSRG-X) to analyze the eigenstates of SU (2)-symmetric spin chains. In this procedure, strongly coupled pairs of spins are identified, and their spins are added. Such a procedure naturally gives rise to a tree-like structure of the eigenstates described above. We note that Refs. [32, 33] used different RG rules, and seemingly arrived at opposite conclusions: the former study found that the RSRG-X procedure breaks down for SU (2) chains, and based on that concluded that thermalization was inevitable, while the latter one claimed that the procedure remains well-defined.
We emphasize that our approach allows us to analyze multi-spin processes. Conventional RSRG, in contrast, only allows one to analyze short-range resonances, which involve a finite number of nearby spins. Our results show that, even if the RSRG-X procedure for SU (2)-symmetric systems remains well-defined as one increases the system size, delocalization occurs due to multi-spin processes which are not accounted for by RSRG-X. We therefore expect that a proper analysis of dynamics in disordered SU (2) spin chains should involve a combination of RSRG-X and the approach introduced in this paper. The role of the perturbation introduced by hand above will be played by smaller terms which are neglected in the RSRG-X approach.
Summary. We have studied the effect of SU (2) symmetry on MBL. We argued that, in contrast to conventional systems where MBL occurs, such symmetry dictates that the eigenstates have larger than area-law entanglement, and some integrals of motion must become non-local. We have introduced a fixed-point Hamiltonian which gives rise to non-ergodic eigenstates with S ent ∼ ln L entanglement. Further, we showed that a weak, local perturbation inevitably introduces resonances between the eigenstates in a sufficiently large system, leading to delocalization. Our results indicate that SU (2) symmetry necessarily implies delocalization; while proving thermalization is a difficult (if not impossible) task, we expect that SU (2)-symmetric systems thermalize.
We expect that our approach can be extended to other systems to analyze the consistency of the RSRG-X procedure. We also expect that the approach described here can be useful in analyzing the effect of other non-Abelian symmetries (both continuous and discrete), and, more generally, in searching for non-ergodic phases that have a richer entanglement structure than the conventional MBL systems with area-law entanglement.
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. We see that in order for this term to decay with k, condition γ > 2 must hold.
[36] In the language of group theory operators s x,y,z 1 organize spin 1 representation of SU (2). Correspondingly, the matrix elements of s1 between two states of the system with total spin S and S can be non-zero only if the product of the S, S and spin-1 representations contains trivial representation as a direct summand. This is only the case for S − S = 0, ±1.
[37] In addition to the matrix elements ruled out by the selection rules stated in the text there are other zero V αβ , see also Ref.
[39] for more details. However, for a typical state these exceptions do not influence the scaling of connectivity with the system size.
[38] If the couplings J k i decay as 2 −γk with γ 1 the in the fixed-point Hamiltonian (4) dictates the scaling of the minimal level spacing ∆min ∝ L −γ+1/2 . For γ < 2 log 2 3+ 1/2 we however expect the level spacing to obey Eq. (7).
[39] "Supplemental online material,".
[40] We also note that in the limit δJ → 0, the delocalization occurs at the lengthscale L * ≈ Supplemental Material to "The effect of SU (2) symmetry on many-body localization and thermalization"
S-A. INTRODUCTION
In this supplemental material we derive the scaling of a typical matrix element V = α|O|β of the operator O = s 1 · s L between two tree-like states |α , |β presented in the main text. Figure S1 depicts the scenario considered, and we elaborate on the notation used below.
S-A1. Notations
We consider two states of a length L = 2 K−1 spin chain given by two trees of depth K, and will henceforth use the term 'state' and 'tree' interchangeably. We denote by S 
(a) (b) Figure S1 . Two states of the system connected by an operator s1 · sL and right-most branches of one tree, respectively. We count the level i of a tree from the top and in our notations
We also introduce the notationsS We denote the spin at the top of both trees by S 0 (this has to be the same in order for there to be a non-trivial matrix element). In most of this supplemental material we set S 0 = 0, implying that S 
S-A2. Structure and summary of supplemental material
This supplemental material is organzied as follows: in Sec. S-B we derive recursion relations that allow us to compute the matrix element for any given pair of states; in Sec. S-C we convert those into recursion relations for the distribution function of the matrix elements connecting a given base state to other states allowed by the selection rules; in Sec. S-D we analyze the statistics of the random quantities ζ and σ in the large-L limit within the sector of the theory with S 0 = 0 and show that the typical matrix element possesses the scaling
Finally, in Sec.
S-E we demonstrate that our results for the asymptotic scaling of the matrix elements hold for arbitrary values of S 0 .
S-B. MATRIX ELEMENT FOR A GIVEN PAIR OF STATES S-B1. Preliminary symmetry considerations
Let us first consider a system of spins (1, 2, · · · , L − 1, L) interacting via rotationally invariant interactions, that is, we consider a system with SU (2) symmetry, and derive certain constraints on matrix elements of eigenstates due solely to symmetry considerations. This scenario encompasses the tree-like states that we have considered, but is more general than that.
Due to the SU (2) symmetry, the eigenstates of the system form multiplets
labeled by the spin S. Next we consider two such multiplets and construct a matrix is invariant under simultaneous rotations of all the three components of the triplet, i.e. it transforms trivially under the SU (2) group, the only way for this matrix element to be potentially non-trivial is such that the tensor product of the different representationsS ⊗ S ⊗ (s = 1) contains the trivial representation 0 as a direct summand. Exploiting the rules for angular momentum addition, we see that this can happen only for the cases |S −S| ≤ 1 and min(S,S) > 0.
We now proceed to determine the form of the matrix g are the spin operators in the spin-S representation. Introducing g ± = g x ± ig y we write explicitly
and we have also introduced a convenient normalization factor
γ(S, S −S = 0) = 2S(S + 1). (S-B.7)
ξ is a numerical coefficient that depends on the precise internal structure of the states in the multiplets and is where the physics lies (i.e. details not able to be determined by only symmetry considerations). Different structures give different numerical values; our aim in the supplemental material, which is to understand the scaling of the typical matrix element V , thus amounts to understanding ξ for the tree-like states we are considering. The case of |S −S| = 1 is slightly less obvious. However one can employ the Wigner-Eckart theorem [S1] to find (we assume S =S + 1; the case S =S − 1 is related to the present one by the Hermitian conjugation and the interchange of S andS) 
S-B2. Recursion relations

Top level
The symmetry considerations of the previous section allow one to establish recursion relations for the determination of the matrix element. Let us consider first the top level of our two trees. We have for the matrix element
Here C(s 1 , m 1 , s 2 , m 2 , S, M ) are the Clebsch-Gordan coefficients. We now use the decomposition of the matrix elements given in the previous section and write
where we have defined g to be a 'normalized' g, i.e. g is given by Eqs. (S-B.5) and (S-B.8) with ξ = 1. Using the explicit expressions for g together with the explicit expressions for the Clebsch-Gordan coefficients, we can perform the summation in Eq. (S-B.14) and reduce the evaluation of the matrix element to the evaluation of the two factors ξ η 1 , η = L, R. After long, tedious algebra, we find
We explain the notation of the previous line. For a tree with some (S 
Equation (S-B.15) takes an especially simple form for the case S 0 = 0 where S L = S R and ∆S L = ∆S R . In this limit (which we are going to focus on in the following) we find
The factor ξ
In the previous section, we reduced the problem to the evaluation of the two factors ξ L 1 and ξ R 1 coming from the left-most and right-most branches of a tree. They can be computed independently and in this section we focus on ξ L 1 omitting the superscript L.
To establish the recursion relations let us consider the first level of the tree (just below the top node). We have
Now, knowledge of g allows us to perform the summation explicitly and find the recursion relation for the factor ξ (while we are currently working on the first level of the tree; it is obvious that the same procedure can be pushed further down the tree) and we have stored the information in a 3 × 3 matrix f ∆S1,∆S2 :
with
Equations (S-B.20) and (S-B.18) together with Eqs. (S-B.21), (S-B.22) and (S-B.23) constitute the main result of this section. They can be used for efficient numerical evaluation of the matrix elements.
In the limit of large system size and for the situation when the level considered is not too close to the bottom of the tree, all spins involved are large and differ significantly one from another, one can significantly simplify the recursion relations. One finds
We will employ Eqs. (S-B.24) and (S-B.25) in our asymptotic analysis of the matrix elements for large systems. Before closing this section let us draw the attention of the reader to the fact that according to Eq. (S-B.22), matrix elements can still vanish despite being allowed by the selection rules . It is easy to see that the factor ξ vanishes for the transitions with ∆S k−1 = ∆S k = 0 provided that the three spins S K−1 , S k and J k form a right-angled triangle
However, these vanishing matrix elements do not influence the scaling of the connectivity with the system size presented in the main text, because the density of the configurations satisfying Eq. (S-B.26) vanishes in the limit of large system size.
S-C. STATISTICS OVER A FIXED BASE STATE
. Let us now suppose that we choose randomly a a tree-like state (with top spin zero) and consider the distribution of non-zero matrix elements connecting this states to its neighbors. More precisely we are interested in the distribution function ζ = log 2 |V | In this section we show how this distribution can be computed.
S-C1. Top level
We describe the states connected to the fixed base state by the set of ∆S 
Here K is the number of states connected to the fixed base state, ω η 1 = log 2 |ξ η 1 | and we have used Eq. (S-B.18). The summation goes over all the states for which the base state has non-zero matrix element with. This condition is local in ∆S in the sense that it can be expressed by an indicator function
where the Kronecker symbol is due to the fact that we are considering trees with zero spin on top and the function ψ J2,S2,S1 (∆S 1 , ∆S 2 ) is only non-zero if the following conditions are fulfilled simultaneously
Note further that ω η 1 is a function of the corresponding ∆S η only. Thus we can rewrite Eq. (S-C.27) as
(S-C.30)
S-C2. Recursion relations
The functions F R(L) ω introduced in the previous section satisfy recursion relations that we are going to derive now. We omit the irrelevant superscript η and rephrase the recursion relation (S-B.20) in terms of ω = log 2 |ξ|
We immediately get
(S-C.32)
S-C3. Mean and dispersion
The random process (S-C.31) can be regarded as a kind of random walk with short-range correlations. Therefore, we can expect the probability distribution for the variable ω to approach a Gaussian form in the large-L limit. This expectation is also supported by numerical simulations described in the main text. Thus, instead of analyzing the full generating functions F η ω and F ζ [see Eq. (S-C.29)] we can limit ourself to the consideration of the mean value ζ and dispersion σ of the variable ζ.
To that end, we introduce the power series expansion of the functions
The recursion relations for F η,(i) ω1 (∆S) can be read off from Eq. (S-C.32)
ω2 (∆S 2 ) + 2F
(1)
Here we suppress the superscript η and use the shorthand notation r(∆S 1 , ∆S 2 ) ≡ r S1,S2,J2 (∆S 1 , ∆S 2 ). Equations (S-C.34), (S-C.35) and (S-C.36) together with (S-C.37), (S-C.38) and (S-C.39) constitute the main result of this section. They are exact and we have tested them against direct numerical simulations. In the next section we will specialize to the case of large system sizes.
S-C4. Large-L limit
In the large-L limit constraints imposed by the indicator functions ψ(∆S 1 , ∆S 2 ) are irrelevant. Equation (S-C.37) implies then that F (0) ω1 is independent of ∆S and satisfies
which with together with Eq. (S-C.34) leads to the scaling of the connectivity
It is convenient to introduce
ω1 , i = 1, 2. The recursion relations (S-C.38) and (S-C.39) now acquire the form
It proves useful to introduce
satisfying recursion relations
Expressions (S-C.35) and (S-C.36) for the mean and dispersion can now also be simplified. We get after straightforward but lengthy algebra
(S-C.50)
S-D. STATISTICS OF ζ AND σ
In this section we turn to the main subject of this Supplemental Material. In Sec. S-C we have characterized the distribution of the matrix elements connecting fixed tree-like state to other states by the ζ and σ, the mean and the standard deviation of the logarith of the matrix element. Given different base states the quantities ζ and σ are themselves random variables. We would like to characterize their statistics by computing the averages ξ and σ with respect to the chosen base state as well as the "mesoscopic fluctuations" of ζ, (δζ) 2 .
S-D1. Averaging of ζ
Recursion relations in large-L limit.
We start with the computation of ζ . We limit ourself to the analysis in the large-L limit where, according to Eq.
The quantity E L ω1 satisfies the recursion relation (as usual we omit the superscript and restore the dependence on the spins in the base state, suppressed previously) 
Let us introduce the number of trees of depth k with spin S on top, N k (S). Simple combinatorics gives
Here L k = 2 k−1 is the number of spins underlying a tree of depth k. For the average we are interested in we can now write
(S-D.55)
Here the summation goes over all consistent sets of S k=1,...K−1 and J k=2,...K−1 . We introduce now
and rewrite (S-D.55) as
In Eq. (S-D.56) the summation runs over all consistent sets of S i=k,...K−1 and J i=k+1,...K−1 . The function R ω1 (S) satisfies the recursion relations that can be read off Eq. (S-D.52)
We are now in position to formulate the final set of equations describing E ω1 in the large-L limit. To achieve this goal we switch to a continuum description of the spins. In the continuum limit the function N k (S k ) is given by
We thus introduce the continuum variables
and switch from summation to integration in Eq. (S-D.58). The result reads
Here (see Eq. (S-D.53))
Finally, in the continuum limit Eq. (S-D.57) takes the form
Equations (S-D.65) and (S-D.62) constitute the main result of this section. We use them below to derive the asymptotic behavior of the average ζ .
Asymptotic behavior of ζ
To find the asymptotic behavior ofR ω1 (S) we need here several properties of the kernelD in Eq. (S-D.62). It is easy to check that the function n(S), Eq. (S-D.60), is an eigenfunction ofD with eigenvalue 1. Moreover, one can show that all other eigenvalues are smaller than 1 and the corresponding eigenfunctions ψ 2n+1 can be expressed in terms of the Hermite polynomials ζ ≈ 2 3 E ω1 , (S-E.93)
(S-E.94)
In the continuum limit we thus get (with s 0 = S 0 / √ L) E ω1 = e In a similar manner one can show that the scaling laws for the the average dispersion σ 2 and mesoscopic fluctuations (δζ) 2 remain unchanged in the case of arbitrary spin S 0 σ 2 ∼ ζ ∼ log 2 L.
(S-E.98)
