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Abstract 
Several constructions of Laplace operators for the canonical realization of the orthogonal Lie 
algebra are discussed. All of them are related with the Capelli-type determinant of a matrix 
formed by the generators of this Lie algebra. Combinatorial properties of the projection map 
~N ---+ ~N--I used in the definition of the Capelli-type determinant are studied. It is proved that 
the fibers of this projection form a partition of the Bruhat order on ~N into Boolean intervals 
such that the number of intervals with 2 k elements is the Stirling number of the first kind 
c(N-  1,k). 
AMS classifications." 05A18; 06F15; 17B35 
I .  Introduction 
Let A =(Ai j)  be an N × N matrix over a ring. One can define its determinant by 
detA= ~ sgn(p)Apo),l "''Ap(N),N. (1.1) 
pE~N 
For any fixed map p H p' of the symmetric group ~N into itself one can also write 
a more general expression: 
detA= ~ sgrt(pp')Ap(1),p,(l)...Ap(N),p,(N ). (1.2) 
pE ~x 
If  the ring is commutative and the map p~__~p(p,)-I is a bijection, formulae (1.1) 
and (1.2) define the usual determinant of  A, and so, both of them can be regarded as 
noncommutative generalizations of determinant. 
The Capelli determinant det[fiij + Eij/(u - i + 1 )] is one of  the important examples 
of  noncommutative determinants of  type (1.1). Here the Eij, i , j=  1 , . . . ,N  are the 
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standard generators of the general linear Lie algebra 91(N) and u is a formal variable. 
This determinant is a formal power series in u -1 with coefficients from the universal 
enveloping algebra U(gl(N)). One can prove directly (see [4]) that all the coefficients 
of this series belong to the center of U(gI(N)). Another proof can be obtained by 
using properties of the Yangian Y(gl(N)) of the Lie algebra gl(N); see, e.g. [10, 11]. 
The Yangian Y(gI(N)) is a canonical deformation of U(gI(N)[x]) in the class of Hopf 
algebras. The center of Y(gI(N)) is generated by the coefficients of a formal power 
series in u -1 called the quantum determinant and the Capelli determinant is the image 
of the quantum determinant under a natural epimorphism Y(gI(N))~ U(gI(N)). 
Analogues of the Yangian for the orthogonal and symplectic Lie algebras called 
twisted Yangians were introduced by Olshanskii [13]. The center of each of these al- 
gebras is generated by the coefficients of the Sklyanin determinant, which is a 'twisted' 
analogue of the quantum determinant. An explicit formula for the Sklyanin determinant 
was found in [6]. That expression turns out to be of type (1.2) with a special map 
7~N:~N "'~N whose image is contained in the subgroup ~N-I (see (2.1) below). 
As in the case of ~I(N), there is a natural epimorphism of the twisted Yangian to the 
corresponding universal enveloping algebra, so that the image of the Sklyanin determi- 
nant under this epimorphism is a formal series whose coefficients are central elements. 
We call this series the Capelli-type determinant, which is again of type (1.2) with the 
same projection ~Zu; see (2.3). A special 'induction' property of 7~ u enables one to 
find immediately the image of the Capelli-type determinant under the Harish-Chandra 
isomorphism (see [6]) and thus, to establish its relations with other families of central 
elements. 
In the first part of the paper (Sections 2-5) we study the Capelli-type determinant for 
the orthogonal Lie algebra o(N). Some results regarding the properties of the Capelli- 
type determinant for the 'root' realization of o(N) can be found in [6-9]. This real- 
ization is convenient for studying highest weight representations, the Harish-Chandra 
isomorphism, etc.; however, it is not compatible with the inclusions o(k)C o(k + 1). 
Here we consider a distinguished 'canonical' realization of o(N) such that its ele- 
ments are identified with skew-symmetric matrices with the natural commutation law 
[A,B] =AB-BA.  The advantage of this realization is that the 'odd' and 'even' Lie 
algebras o(2n + 1) and o(2n) belonging to the different series Bn and Dn of simple Lie 
algebras, respectively, can be treated simultaneously. In particular, one has the chain 
of natural subalgebras 
0(2) C 0(3) C . . .  C o(N), (1.3) 
which makes many considerations analogous to the gI(N)-case. 
First, we give a new proof of the formula which connects the Gelfand invariants with 
the Capelli-type determinant (Section 3). As a corollary, one obtains the Perelomov- 
Popov formulae for the eigenvalues of the Gelfand invariants in highest-weight repre- 
sentations. 
Further, we show that the Capelli-type determinant can be decomposed into a prod- 
uct of the Gelfand-Retakh quasi-determinants; u ing this decomposition, we construct 
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Laplace operators by using a graphical interpretation of the quasi-determinants 
(Section 4). These arguments follow those in [1] where the case of the Lie alge- 
bra gl(N) was considered. Our approach uses the chain of subalgebras (1.3) which 
does not have a natural counterpart in the root realization of o(N), so our results here 
are different from those announced in [7]. 
Finally, we prove that the Capelli-type determinant can be decomposed into a sum 
of rational functions with coefficients being Pfaffian-type Laplace operators for the Lie 
algebra o(N) (Section 5). For the root realization of o(N) analogous decomposition was 
obtained in [9] with the use of an analogue of the Capelli identity for o(N). We give 
here a direct proof based on R-matrix calculations and some special properties of the 
canonical realization of o(N). 
The second part of this paper (Sections 6 and 7) is devoted to the further in- 
vestigation of the combinatorial properties of the projection nN. In his letter to the 
author Lascoux conjectured a simple description of the fibers of this projection: they 
are Boolean intervals with respect o the Bruhat order. We prove this conjecture in 
Section 7. In particular, each fiber contains 2 k elements for some k E {1 . . . . .  N -  1}. 
Moreover, the number of fibers containing 2 k elements coincides with the signless 
Stirling number of the first kind c(N-  1,k). We also find a simpler partition of ~U 
which admits the same properties as the one formed by the fibers of this projection 
(Section 6). 
2. Definition and R-matrix interpretation of the Capelli-type determinant 
We start with defining the projection map 
7~N:~N----+~N_I, pHp'  (2.1) 
that was mentioned in the Introduction. It will be convenient to realize ~N as the group 
of permutations of the indices o91 . . . . .  OgN, where the o9i are some positive integers and 
('o1 < .. .  < CON. We regard ~U-I as the natural subgroup of ~U. For N=2 we take 
as the projection g2 the only map G2- -~1.  For N>2 we define 7~ u inductively. 
First define a map from the set of all ordered pairs (o9k, ogl), kS  l, into itself by the 
following rule: 
(ogk, ogt) ~--~ (o9l, ogk), k,l<N, 
(Ogk, OgN)I-'-~'(OgN--I,Ogk), k <N-  1, 
(OgN, Ogk)I--+(Ogk, OgN-I), k <N-  1, (2.2) 
(('ON--l, OgN) H (O9N--1, O9N--2), 
((-ON, O9N--I ) H (OgN--1, O9N--2)" 
Further, if P=(Pl , . . . ,PN) is a permutation of the indices o91 . . . . .  O9N, its image 
q = 7zN(p) is defined as follows. We take as (ql, qN-t ) the image of the ordered pair 
(Pl, PN) under map (2.2). Assuming that the projection ~U-2 has been already defined, 
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we take as  (q2  . . . . .  qN-2)  the image of (P2,... ,  PN--I) with respect o this projection, 
where (p2 .. . . .  PN-1 ) is regarded as a permutation of the family of the indices obtained 
from {e01,...,OOX} by removing Pl and PN. 
Let {Eij} be the standard basis of the general inear Lie algebra gl(N). Introduce 
the matrix F=(F / j )  where Fi j=Eij  -E j i .  The orthogonal Lie algebra o(N) can be 
realized as the Lie subalgebra in gI(N) spanned by the elements F/j. We set n := [N/2] 
as before and introduce the diagonal matrix p = diag(pl . . . . .  PN), by setting 
N/2 - i for i ~n,  
Pi = N/2 - i + 1 for i > n. 
The Capelli-type determinant is a formal power series in u -1 with coefficients from 
the universal enveloping algebra U(o(N)),  given by the formula 
det 1+ = Z sgn(pp') l+u_~pl  (l)p,0) 
pG~N 
• ..(l q-u~------PN)p(N),p,(N), (2.3) 
where p' is the image of p under the projection (2.1). Then 
C(u):=(u 2-p2)...(u2-p2)d~ 1+~ (2.4) 
is an even polynomial in u of the form 
C( u ) = u 2n -~- u2n- 2 c 2 -'}-"" -~- C2n, 
and all the coefficients C2k are contained in the center of U(a(N)). Furthermore, the 
eigenvalue of ( -  1 )kC2k in a highest-weight representation L(2), 2 = ()q . . . . .  2n), of the 
Lie algebra o(N) is the elementary symmetric function of degree k in the variables 
l 2 . . . . .  l 2, where li = 2i + Pi. 
Remark. Details can be found in [6]. In that paper a specific root realization of the 
Lie algebra o(N) was used. However, it is not difficult to reformulate those arguments 
for an arbitrary realization of o(N). The same remark concerns the papers [10,13] cited 
below. 
We introduce now some notation which will be used in subsequent sections. For 
m >/1, we shall consider the algebras of the form 
qlm = U(o(N))  ® End(C N ) @.. .  ® End(C N) (2.5) 
(m copies of End(CN)). The matrix F can be regarded as an element of the algebra qll 
F = ~ Fij ® Eij E U(o(N))  ® End(C N ), 
t,J 
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where we identify the Eij with the matrix units. For 1 <~ k ~< m we denote 
(Eij)k = l®(k-1)@EijQl®(m-k). 
Moreover, for X = ~ Xij ® Eij E ~1 we set Xk = ~ Xij ® (Eij )k E :lira. Similarly, if 
X= ~'~.XabcdEab®Ecd is an element of End(CN)®End(CN) ,  then for l~<k, l<~m, 
k ¢ l we set 
Ykl = ~-~Xabcd l ® (Eab )k( Ecd )l E fill m. 
We denote by t the usual matrix transposition. 
Introduce the following elements of the algebra End(C N) ® End(CN): 
P = ~ Eij ® E/i and Q= ~ Eij ® Eij. 
t,J 1,J 
For a formal variable u denote R(u)= 1 - Pu -1 and S(u)= 1 - Qu -1. We also set 
1 --1 F(  u ) = 1 + F (  u + 3 ) . One can prove (see [13]) that F(  u ) satisfies the identities 
R(u - v )F l (u )S ( -u  - v )F2(v )=Fz(v )S( -u  - v)F l (u)R(u - v) (2.6) 
and 
2u 1 F (u )  = F( -u ) .  (2.7) 
2u C 1Ft(u)  2U~ 
Given parameters ul . . . .  ,urn introduce the following rational function in ul . . . . .  Um 
with coefficients from the algebra q/m: 
R(Ul . . . . .  Urn ) = (RI2'"" RIm)(R23 " " " R2m)"  " (Rm-l,m), (2.8) 
where Riy =Ri j (u i -  uj). Relation (2.6) implies the fundamenta l  identity [13]: 
R(  Ul . . . . .  um )Fl ( Ul )S12 ' " '  SImFZ( u2 )S23 "'" S2m " " Fro(urn) 
= Fm(um ) ' . "  S2m''" S23F2(uz )S lm'"  S12Fl (u l )R(ul  . . . . .  Um ), (2.9) 
where Sij = S i j ( -u i  - uj). 
Denote by Am the image in End(CN) ®m of the normalized antisymmetrizer 
(m! ) - ly -~.pc~, , sgn(p)p  under the natural action of ~m. It is known that if 
u i -  ui+j = 1 for i=  1 . . . . .  m-  1, then 
R(uI . . . . .  U m) = m!Am (2.10) 
(see e.g. [10]). Consider now the algebra q/U and take ui = u-  i+  1 in (2.9). Then by 
(2.10) we get the identity 
ANFl(u)S12 . . . SINFz(u - 1)$23 • • • SZN " " " FN(U -- N + 1) 
= FN(U -- N + 1) . . .  S2x""  S23F2(u - 1 )S IN ' ' "  Sl2F1 (U)AN. (2.11 ) 
Since AN is a one-dimensional projection, both sides of this identity are equal to AN 
times an element of U(o(N)) [ [u- l ] ] ,  which we denote here by f (u )  (see [13]). All 
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coefficients of f(u) belong to the center Z(o(N)) of the universal enveloping algebra 
U(o(N)), and this element is related to the Capelli-type determinant by the following 
formula [6]: 
F f(u + N/2-1)=det (l + -~-~). (2.12) 
3. Gelfand invariants 
Define the series z(u)¢ U(o(N))[[u-l]] by 
1 {(  2u-NfF t ( _u)+ 1 ) ) 
z (u)=~tr  \2u -N+ 2u-N+l  F( -u )  F(u-N) - I  " (3.1) 
Theorem 3.1. The following identity holds: 
f(u) 
z(u) = f(u - 1--------~" (3.2) 
This theorem was proved in [10] using an analogue of (3.2) for the case of the Lie 
algebra gl(N) (see [11]). Here we outline a more direct proof. 
Proof (sketch). Let us introduce the matrix ` i(u) by 
`i(u) = f(u)F(u - N + 1) -1. (3.3) 
Since both sides of (2.11) are equal to Auf(u) we can equivalently define F(u) by 
the formula 
ANF 1 (u )S l2  • • • 81NF2(u - -  1 )823" ' '  82N' ' "  FN-1 (U -- N + 2 )SN_ I,N = ANFN(U) • 
(3.4) 
Rewrite (3.1) in the form 
1 {(  2u-N  Ft(-u) 
z(u)= ~tr  2u~N+l  
1 ) } 
+2u-N+ 1F(-u)  F (u -  1 ) . f (u -  1)  -1  . (3.5) 
Clearly, for any matrices A and B one has trAtB t=trAB. So, (3.5) can be rewritten as 
1 { ( 2u -N  ` i t (u- l )  
z(u) N f (u -1 )  tr F(-u) 2u- N + l 
1 l~(U_ 1)) }. (3.6) -4 2u-N+ 
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It can be proved that the matrix F*(u)=~ff(-u + N/2-  1) satisfies relations (2.6) and 
(2.7). (This is deduced from the fact that the map F(u)~-+F*(u) can be lifted to an 
automorphism of the corresponding twisted Yangian; see [13]). So, we have 
2u-N 1/~t(u - 1 )+ 1 i f (u -  1 )=/~( -u+N-  1). 
2u-S- N ]r 2u - N + 1 
Thus, 
z(u) -- 1 t r (F ( -u )F ( -u  +N - 1)) 
N f (u  - l) 
1 f (u )  
-- N f (u  -1 )  t r ( f ( -u  + N -1 )  l )-- f (u  - l~ 
We have used the relation f (u )=f ( -u  + N-  1), which is a consequence of 
(2.12). [] 
Identity (3.2) and relation (2.12) imply the following formula which connects the 
Gelfand invariants trF k and the polynomial C(u). 
Coro l la ry  3.2. In the case of N = 2n: 
u -  g trF k C(u-  1) 
1 (u + Pl)k+l -- C(u) (3 .7 )  
U k=0 
To get the corresponding formula for the case N = 2n + 1, one shouM multiply the 
right-hand side of(3.7) by the factor (u-1) /u and leave the left-hand side unchanged. 
The eigenvalue of C(u) in L(2) is given by 
C(u)_...~(u 2 12).. (U 2 2 - • - l . ) ,  (3 .8 )  
(see Section 2). Hence, formula (3.7) allows one to find the eigenvalues of the central 
elements trF k in L(2) which gives another proof of the Perelomov-Popov formu- 
lae [15]. For an analogue of (3.2) in the symplectic ase see [8]. 
4. Quas i -determinants  
Let X be a square matrix over a ring with the unity and suppose that there exists the 
matrix X - l  and its jith entry (X -1 )ji is invertible. Then the ijth quasi-determinant of 
X is defined by the following formula [2,3]: 
[xl,j := ( (x  -1 )ji) -1. 
For m~N,  denote by F ('n) the submatrix of F with the entries Fij, where i,j = 
1 . . . . .  m. The span of the entries of the matrix F (m) form a Lie subalgebra in o(N) 
isomorphic to o(m). One has the following decomposition of the polynomial 
C(t) :=t2nc(t-1)= 1 + C2t 2 + ' "  + C2nt 2n. 
288 A.I. Molev/Discrete Mathematics 180 (1998) 281-300 
Theorem 4.1. In the alyebra U(o(N))[[t]], 
N 
C(t)---- ]-] I1 + (F  (m) + N/2 - m + 1)tl,nm. (4.1) 
m=2 
Moreover, for any m the coefficients of  the series I1 + (F (m) + N/2 - m + 1)t[mm 
commute with each other and the set of  these coefficients for all m = 2 . . . . .  N 9enerates 
a commutative subalgebra in U(o(N)). 
Proof. Taking the NNth entry in both sides of relation (3.3) we get 
F(U)N N ~- f (u )  (F(u - N + 1 )-I )NN. 
On the other hand, let us compare the diagonal matrix elements of both sides of (3.4) 
on the vector v - -e l®. . "  ®eN E (cN) ®N. In the left-hand side we move the elements 
SiN to the right and note that SIN' '"  SN--1,NV = V. NOW the matrix elements are easily 
calculated and we find that 
F(U)N N ----- f (N -  I)(U), 
where f('n)(u) denotes the element f (u )  corresponding to the Lie algebra o(m). There- 
fore, 
f (u )  : f (N - - I ) (u ) [F (u  - N + I)]NN. (4.2) 
Using the same argument for the subalgebras o(N - 1 ), o (N-  2), etc. we arrive at the 
decomposition 
N 
f (u )  : 1-] IF{m)( u - m + 1)lmm , 
m=2 
where F(m)(u) : 1 + F(m)(u + ½)-1. Using now (2.12) and replacing u with t -1 we 
get (4.1). 
Furthermore, since the coefficients of f(m)(u) belong to Z(o(m)), we conclude from 
(4.2) that all the coefficients of the decomposition of [F(u-N + 1)INN into a series in 
u -1 are contained in the commutative subalgebra of U(o(N)) generated by the centers 
Z(o(N))  and Z(o(N-  1)). An obvious induction argument completes the proof. [] 
Let us introduce the elements 4~ m) of U(o(N)) by the formula 
~4~ ,n)tk_l d log l l _ (F (m)+N/2_m+l ) t lmm.  dt k=l 
They can be interpreted graphically in the following way (see [1]). Let ,~(m) denote the 
complete oriented graph with the vertices {1,...,m}, the arrow from i to j is labeled 
by the ijth matrix element of the matrix F (m) + N/2 - m + 1. Every path in this graph 
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defines a monomial in the matrix elements in a natural way. Then 
~m) is the sum of all monomials labeling paths in if(m) of length k going from 
m to m, the coefficient of each monomial being the length of the first return to m; 
and also 
~m) is the sum of those monomials with the coefficients equal to the ratio of k to 
the number of returns to m. 
Define now the elements ~k by setting 
d log C(t). (4.3) , kt : _ 
dt k=l 
Due to decomposition (4.1), they can be calculated by the formula 
~k = ~2) +. . .  _}_ ~N). 
Theorem 4.2. One has ~2k-l =0 while the (l)2k are  nonzero elements of Z(o(N)). 
Moreover, the eigenvalue of q~2k/2 in L(2) is l~ k +. . .  + l 2k. 
Proof. The first part of the theorem follows from (4.3) and the fact that C(t) is an 
even polynomial in t with coefficients from Z(o(N)). To find the eigenvalues of ~2k 
we use (3.8). [] 
Analogous graphical interpretation can be obtained for the coefficients Cak of the 
polynomial C(u) as well as for the central elements whose eigenvalues in L(2) are 
the complete symmetric functions in l 2 . . . . .  12; cf. [7]. The corresponding results for 
the symplectic Lie algebra can be also found in that paper. They were inspired by the 
paper [1] where analogues of Theorems 4.1 and 4.2 for the Lie algebra gl(N) are 
contained (see also [5]). 
5. Pfaffian-type elements 
Let us suppose first that N is even, N = 2n. One can define the 'noncommutative 
Pfaffian' Pf F of the skew-symmetric matrix F by the usual formula 
2"n!Pf F = ~ sgn(a)F~0),~2 ) • .. Fa(2n-1),a(2n). 
~TE ~2n 
Note that though the entries of the matrix F do not commute with each other they 
are permutable in the right-hand side of this formula, so that the expression for Pf F 
has the same form as the Pfaffian of a numerical 2n × 2n skew-symmetric matrix. For 
example, for N =4 we have P fF  = F12F34 --F13F24 + F14F23. 
It is well known (see e.g. [17]) that the element P fF  belongs to Z(o(2n)). More- 
over, it can be derived from [6] that (P fF )  2 coincides with the constant erm of the 
polynomial C(u). More explicitly, C(0) can be written as 
det(F + p):= ~ sgn(pp')(F + Pl)p(1),p'(l)''" (F + P2n)p(2n),p'(2n), 
pE ~2,, 
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where p ~-* p' is the projection (2.1). Then 
de't(F + p) = (Pf F )  2, (5.1) 
which can be regarded as a noncommutative analogue of the formula detA = (PfA)  2 
for a numerical skew-symmetric 2n × 2n matrix A. 
We shall suppose again that N is an arbitrary integer, N/> 2. 
For a subset I=  {il . . . . .  ira} in {1,. . . ,N}, (ia <ia+l) denote by F 1 the submatrix of 
F whose rows and columns are enumerated by elements of the set I. Note that the 
entries of the matrix F 1 span the Lie subalgebra in o(N) isomorphic to o(m). Set 
ck := ~ (p fF  1)2. 
1,1II =2k 
Theorem 5.1. One has the decomposition of the Capelli-type determinant 
det l+u- -+p =l+Z(u  2_p~) . . . (u  2_p~)"  
k=l  
In particular, all the elements ck belon9 to Z(o(N)). 
Proof. Let us introduce the following elements of U(o(N))[[u-1]]: 
q)m(U) = trAmFl (u)$12"" SlmF2(u - - 1 )S23 • • • Szm'"  Fm(u - m + 1), (5.2) 
where the trace is taken with respect o all m factors End(C N) of the algebra q/m; see 
(2.5). Formula (5.2) implies that On(U) can be written in the form 
q~m(u)= ~ f l (u) ,  (5.3) 
LIII=m 
where f t (u )  is the element f (u )  corresponding to the subalgebra spanned by the entries 
of the submatrix F I. In particular, q~N(U)= f (u) .  
We prove now the identity 
(u - -2q-~)  (u- -~)  q)m(U)-- ( u 2 ~) (u - -m+l )  q)m(u-') 
(m) 
= (N - m + 1) u - -~ ~Om-l(U - -  1). (5.4) 
By (5.3), we may only consider the case m=N.  We use formula (5.2). It can be 
verified with the use of (2.7) that 
ANF1(u)S12 . . . SiN = ANFl(U -- 1). (5.5) 
So, we may write 
q~N(U)=trANFI(U-- 1)F2(u -- 1)$23 " 'S2NF3(u - -2 ) ' "FN(u - -N+ 1). (5.6) 
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On the other hand, replacing u with u -  1 in (5.2) and renumerating the tensor factors 
in ~/N we obtain that 
q~N(U -- 1) = trANF2(u - -  1 )823"'' 82NF3(u - -  2) . . .  FN(U -- N + 1) 
× $21""" SNIFI(U - N) ,  (5.7) 
where Sij = S i j ( -2u+i+j -2 )  as before, while Sil = S i l ( -2u+i+N-1  ). We transform 
this formula in the following way. First, applying (2.11) we present it as 
qgN(U -- 1) = trFl (u -- N)SNI  " " S21FN(U - N + 1 ) . . .  F3(u - 2)82N • • • 823 
× F2(u - 1)AN. (5.8) 
Denote by zt(2) the normalized antisymmetrizer corresponding to the subgroup 
~N-1C~N of permutations of the indices {2 . . . . .  N}. Replace AN with 
A~2)~ in (5.8) and use the following consequence of the fundamental identity (2.9) N -'aN 
and formula (2.10): 
FN(U -- N q- 1).. .F3(u - 2)$2N.' "S23F2(u - 1)A(N 2) 
= A(2N)Fz(u - 1)$23 • • • SzNF3(u -- 2). - .  FN(U -- N + 1). 
Finally, applying the identity 
SN~ "6 A~2~ A~2~ "SN~ . . . o21za  N zg ' l  N ,921 . .  
(see e.g. [6, Proposition 4.2]) and the cyclic property of trace we rewrite (5.8) in the 
form 
fpN(U-  1)= t rANF l (u -  N)S21.. "-SNIF2(u- 1)$23-- .82NF3(u -  2) 
• " "FN(U -N  + 1). 
Note now that F(u -  N) can be represented as 
u - N/2 + 1 N/2  
F (u -U) - -  u----N-~-~- F (u -N /2)  u -N+½ 
(5.9) 
It is easy to check that ANSi j  =AN for any i , j .  Therefore, applying (5.5) with u replaced 
with u-  N/2 we get 
u -N /Z+ 1 
(ON(U- 1) -- u----N~ f t rANF l (U -N/2  - 1)F2(u-  1)$23...S2NF3(u- 2) 
N/2 
I t rANF2(u - 1)$23".. SzNF3(u - 2) • . . FN(u -N+I )  u -N+5 
• . . FN(U-N+ 1). (5.10) 
Now, the required identity (5.4) for m=N follows from formulae (5.6), (5.10) and 
the obvious relation 
(u - ½ )F (u  - 1) - (u - N/2 - ½ )F (u  - N /2  - 1) = N/2.  
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It follows from (5.3) and (2.12) that for l=  [m/2] 
c(m)(u ) := (u 2 - (m/2 - 1)2) . . .  (u 2 - (m/2 - l)2)qgm(U + m/2 -- ½) 
is an even polynomial in u of degree 2l. In particular, c(N) (u )= C(u); see 
Identity (5.4) rewritten in terms of the polynomials c(m)(u) takes the form 
1)C(21-1) (u  __ 1 )  C(20(u) -C(20(u -  1 )=(N-2 l+ 1) (u -  
and 
(2.4). 
(5.11) 
uC(2 l+ l ) (u )  - (u  - 1)C(21+l) (u  - 1)=(N - 21)c(Zl)(u - ½). (5.12) 
These identities imply the formula 
'( -2l+2k  c(,n)(u) = ~ N 
k=o N - m J (u2 - (m/2 - •)2) 
• ' '  (U  2 - -  (m/2 - l + k - 1 )2 )C(21-2k) (0 ) .  (5.13) 
Indeed, it suffices to check that the polynomials in the left- and right-hand sides take 
the same values at l + 1 distinct nonnegative values of u. We take the values u = i and 
u = i + ½ with i = O, 1,. . . ,  l for m = 2l and m = 21 + 1, respectively, and use induction 
on i and m. We get from (5.11) and (5.12) that 
c(2l)(i) = C(2t)(i - 1) + (N - 2l + 1)(i - ½)c(Zt-l)(i - ½) 
and 
(i + ½)C(2t+l)(i + ½)=( i  - ½)C(2t+x)(i - ½) + (N - 2l)C(2t)(i). 
Both summands on the right-hand sides of these formulae can be calculated by (5.13) 
by the induction hypothesis. It is easy to check that the resulting expression for the 
left-hand sides have the required form. 
Taking m = N in (5.13) and dividing both sides by the product (u 2 -  p2) . . .  (u 2 _p2)  
we obtain the decomposition 
( F ) ~-~. c(2k)(o) 
det l+u- -  ~ =k=, (u2-p-~-7" : : -~2-p2)"  
Finally, (5.1) and (5.3) imply that 
c(2k)(0) --- ~ (PfF1) 2 
L l l l=2k 
which completes the proof of the theorem. [] 
Theorem 5.1 implies the following. 
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Corollary 5.2. The eigenvalue of ck in L(2) /s given by the formula 
(_ l )k  ~ (l 2 2 . . l  2 2 .( l  2 p2). (5.14) 
- -  f l i t+k-1)~ i2 -- P i2+k-2) ' "  
l ~il <...<ik <~n 
Remark. (1) The eigenvalues (5.14) are symmetric polynomials in l 2 . . . . .  l 2 which are 
analogues of the factorial elementary symmetric functions (see e.g. [14]). 
(2) A different proof of Theorem 5.l for the root realizations of the orthogonal 
and symplectic Lie algebras is contained in [9]. In that paper formula (5.14) for the 
eigenvalue of Ck was proved with the use of Capelli-type identities for o(N) and ~p(N) 
and Theorem 5.1 was obtained as its corollary. In the symplectic ase, Hafnian-type 
Laplace operators are used instead of the elements ck. 
(3) The elements ~pm(U) can be 'lifted' to the corresponding twisted Yangian. It 
was proved in [12] in a more general context hat the coefficients of those series form 
a maximal commutative subalgebra in the twisted Yangian. 
(4) It was proved in [4] that all the coefficients of the polynomial 
sgn(p)(u -k- F )p ( l ) , l  " ' '  (u  - N + 1 q-F)p(N),N 
pE ~.v 
belong to the center of U(o(N)). It would be interesting to find out the connection 
between these coefficients and the elements discussed above. 
6. Stirling partitions of ~N 
Let N and k be positive integers. The signless Stirling number of the first kind 
c(N, k) is defined as the number of elements of the symmetric group ~N with exactly 
k cycles (see e.g. [16]). One has the following formula which can be regarded as an 
equivalent definition of c(N,k) [16]: for a formal variable x 
N 
c(N,k)x k=x(x ÷ 1)-. .  (x ÷N-  1). (6.1) 
k-1 
We shall also use the following property of the numbers c(N,k) below [16]. I f  p= 
(P l  . . . . .  PN) is a sequence of distinct positive integers, an element Pi is called a left- 
to-right maximum of p, if pj < Pi for every j < i. Then the number of permutations 
p E ~N with k left-to-right maxima is c(N,k). 
We need a few definitions from the theory of partially ordered sets (see e.g. [16]). 
I f  (P, ~< ) is a partially ordered set, for any two elements x, y E P such that x ~< y one 
defines the interval [x,y]={zEPIx<~z<~y}. One says that y covers x, if x<y and 
Ix, y] = {x, y}. 
We shall consider the following two examples of partially ordered sets. The first is 
the Boolean set Bn consisting of 2 n subsets of the set {1,2 ....  , n}. One defines S ~< T, 
if S c_ T as sets. 
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The second example is the symmetric group ~N with the Bruhat order which is 
defined as follows (see e.g. [16]). If q=(ql  . . . . .  qN)@ ~U, then a reduction of q is 
a permutation obtained from q by interchanging two elements qi and q j, where i< j  
and qi > qj. One says that p ~< q with respect o the Bruhat order, if p can be obtained 
from q by a sequence of reductions. 
An interval [p, q] in ~U will be called Boolean if it is isomorphic to Bk for some k. 
Let us call a partition of ~N into Boolean intervals Stirlin9 if for any k the number 
of intervals isomorphic to Bk equals the signless Stirling number of the first kind 
c(N-  1,k). In particular, the total number of intervals equals 
e(N-  1, 1 )+. . .  + c(N-  1 ,N-  1)=(N-  1)! 
Since [Bk] = 2 k, each Stirling partition of ~N yields an interpretation f identity (6.1) 
with x = 2: 
2c(N-  1, 1)+ 22c(N-  1 ,2 )+. . .  + 2N- lc (N- -  1,N-  1 )=N!  
Here the left-hand side counts the cardinality of ~N taking into account he partition 
of ~O into intervals. 
One has 4 Stirling partitions of ~3: 
321 321 
.(2. .0. 
\o/ \o/ 
132 213 
132 
231 
123 
312 231 
Q 321 Q 321 
123 123 
Let l(p)=(Oq,...,O~N_l) denote the inversion table of a permutation pC~N 
(see e.g. [16]); that is, ~i is the number of entries j of p to the left of i such 
that j> i .  Set Ik = {0, 1 . . . . .  k} for k---1 . . . . .  N -  1. Then one can easily see that the 
map 
I : ~N -~']N--1 X ' ' '  >( 11 C Z N-l,  p ~ I (p)  
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is a bijection [16]. Denote by 6i the element of  7~N-I whose ith coordinate is 1, the 
others are zero. We shall use below the following sufficient condition for an interval 
in ~U being Boolean. 
Proposition 6.1. Let p and q be elements of  ~N such that I (q ) - I (p )= 6i, + ' "  +6i~ 
for some 1 <~il < ""  <ie <N. Then p<~q and the interval [p,q] is isomorphic to Be. 
Proof. Since the map I is a bijection, there exists a sequence of permutations 
p = p(0), pO),. . . ,  p(k-l), p¢k) = q such that l (p  (a)) - I (p  (a-I)) = 6io for a = 1 . . . . .  k. 
Hence, to prove that p ~< q it suffices to consider the case k = 1. It follows from the 
definition of  the map I that the relation I (q ) - I (p )  = fig implies that p can be obtained 
from q by transposing the entry i and the nearest entry to the left from i which is 
greater than i. This means that p ~< q. 
Let us prove now that the interval [p, q] is isomorphic to Bk. The above argument 
shows that if for a permutation r one has 
I ( r ) - - I (p)=~Sio+.. .+6io, , ,  for a subset {al . . . . .  am}C{1, . . . , k}  (6.2) 
then rE  [p,q]. We prove, that conversely, if r E [p,q] then condition (6.2) holds. 
Suppose that s and t are elements of @U such that t covers s. Then s can be obtained 
from t by transposing two entries ti and tj, where i < j  and ti > tj. Moreover, each of 
the entries ti+l . . . . .  t j_!  is either less than tj, or greater than ti. Denote by l the number 
of those entries among ti+l . . . . .  tj-1 which are greater than ti. Then one can easily see 
that 
I ( t)  - I ( s )=(  l + 1)fit, - l(~t~. (6.3) 
Now, if rE [p ,q]  then we can construct a chain p=p~O)<p~l)< . . .  <p~k-1)< 
p~k)=q such that p(a) covers p(a-l) for a=l , . . . , k  and r=p ~b) for some b. We 
have 
k 
I (q)  - I (p )  = ~ { l (p  (a)) -- I (p (a -1 ) )} .  
a=l 
By the assumption, I (q)  - I (p )= 6i, + . . .  + 6ik, hence, each difference I (p  (a)) - 
I (p  (a-l)) must have the form (6.3) with l=0 ,  that is, I (p  (a)) - I (p (a -1 ) )=6 i ,  for 
some c E {1,. . . ,k}.  This implies (6.2). The bijection [p,q]--~Bk is given now by the 
formula 
r ~ {al, . . . ,am}. (6.4) 
It is clear from the above proof that this bijection is an isomorphism of partially ordered 
sets. The proposition is proved. [] 
We construct now a Stirling partition of  ~N for arbitrary N. 
Let us fix a permutation q=(q l  . . . . .  qN- l )E  ~N-1 and let qi, <qi2 < "'" <qik be the 
left-to-right maxima of q. Consider the permutation Pmax = (IV, ql . . . . .  qN-1 )E ~U and 
296 A.~ Molev/Discrete Mathematics 180 (1998) 281~00 
denote by Pmin the permutation which is obtained from Pmax by replacing the subse- 
quence (N ,q  6 . . . .  ,qi~) with the subsequence (qi . . . . . .  qik,N) and leaving the remaining 
entries of Pmax unchanged. 
Theorem 6.2. The set o f  intervals [Pmin, Pmax], where q runs over the set ~N- l , fo rms 
a Stirling partition o f  ~U. 
Proof. The images of the permutations Pmax under the map I can be characterized 
as those elements of IN-1 × "'" × I1 which have no zero coordinates. It follows from 
the definition of pmin and Pmax that if the permutation q has the left-to-right maxima 
qi, < "'" <qik then a coordinate of I(Pmax) is equal to 1 if and only if it is enumerated 
by qi~, for some l E {1 . . . . .  k}; moreover, l(Pmin) is obtained from I(Pmax) by replacing 
each of the coordinates equal to 1 with 0. Hence, by Proposition 6.1, the interval 
[Pmin, Pmax] is isomorphic to Bk. It is clear that every permutation from ~N is contained 
in exactly one of these intervals. Finally, the number of intervals isomorphic to Bk is 
equal to the number of the permutations q with k left-to-right maxima. This proves 
that the partition is Stifling. [] 
Remark. Some other constructions of Stirling partitions of @N can be obtained by 
variations of this one (see e.g., Section 7). However, I do not know the way to find 
all of them or to calculate their number. 
7. Projection nN 
Here we study the properties of the projection map 7~N:~ N "-+ ~N-- I  which was 
defined in Section 2; see (2.1). 
To describe its fibers we introduce the following definition. If  p = (Pl . . . .  , PN)E  ~X,  
we call the transposition of two entries Pi and pj admissible if either 
(i) Pi and pj are the two largest elements cf the set {Pk . . . . .  Pu-k+l } for some k <N-  
k+l ,  or 
(ii) i< j<N - i + 1 and Pi, Pj and Px-i+l are the three largest elements of the set 
{Pi . . . . .  PN-i+I }. 
Proposition 7.1. Two permutations p and ~ have the same image under the pro- 
jection 7~ x i f  and only i f  fi can be obtaine3 f rom p by a sequence of  admissible 
transpositions. 
Proofl Let us denote q = 7~N(p) , q'= ~N(P). To prove the ' i f '  part of the proposition, 
suppose first that the permutation fi is obtained from p by an admissible transposition 
of the type (i). We use induction on N. Clearly, we may assume that either Pl, or PN 
equals 09N. 
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Suppose first that pl and PN are the two largest elements of the set {Pl . . . . .  PN}, 
that is, {Pl,PN} = {CON-I,CON). Then the ordered pairs (Pl, PN) and (pN, Pl) have 
the same image (CON-l, CON--2) under map (2.2), and hence, q = q'. 
Further, let pi-~CON_I for some I< i<N.  If  Pl =CON then we see that the pairs 
(CON, PN) and (CON-l, PN) have the same image under map (2.2). Similarly, if PN -= tON, 
the pairs (Pl,CON) and (PhcoN-I)  have the same image too. So, we have ql =q l  
and qN--I =qN--I in both the cases. Moreover, one can easily see from the definition 
of 7~ N that q does not depend on the largest index CON. Since CON-I is the largest 
element of the set {P2 . . . . .  PN-1}, replacing CON-1 with o) N does not change the image 
;gN-2(P2  . . . .  ,PN-I) and we have q=~ in this case too. 
Now let f is obtained from p by an admissible transposition of the type (ii). 
As in the previous case, we can suppose that i = 1. Moreover, applying transposi- 
tions of the type (i) if necessary, we see that it suffices to consider the case when 
Pl  = CON--l, P j  = CON--2, and PN = CON. However, the pairs (COu-l, CON) and (O.)N_2, CON) 
have the same image under map (2.2), and since CON-2 is the largest element of 
the set {P2,...,PN-1} then replacing CON-2 with COzv-I does not change the image 
7ZN-2(P2  . . . . .  PN--I ) which implies that again q =q'. 
Let us prove now the 'only if '  part of the proposition. We use induction on N again. 
Suppose that 7Zx(p)= 7ZN(f)= q. The proof breaks into the following four cases: 
Case 1:q l ,qx-1 <O)U-l. We see that the preimage of the pair (ql,qN-l) under 
map (2.2) consists of the one pair (qU-l,ql) and so, Pl =P l  =qu-1, PN =pin =ql .  
By the induction hypothesis, the permutation (P2 . . . . .  fU-1)  can be obtained from 
(P2 . . . . .  PN-1 ) by a sequence of admissible transpositions, which completes the proof 
in this case. 
Case 2: ql =CON-I and qu-1 <CON--2. The preimage of the pair (ql,qU-1) under 
map (2.2) consists of the two pairs (qN-I,CON-I) and (qN-I,CON). Hence, each of the 
entries PN and PN must be equal to CON-i or CON. However, CON-! and ~ are the 
two largest elements of the set {Pl . . . . .  pN}. So, applying an admissible transposition 
of the type (i) to the permutation p if necessary, we get another permutation p~ such 
that p~ = f~ and P~v = PN" Using the induction hypothesis, we complete the proof in 
this case too. 
Case 3: ql <CON-1 and qN-I = CON--1. Here the same argument as in Case 2 works 
as well. 
Case 4: ql =COU-i and qu-! =CON--2. The preimage of the pair (ql,qN-l) un- 
der map (2.2) consists of the four pairs (CON--Z, CON--1), (CON--2, CON), (CON--I,CON) and 
(C0N,CON-1). By definition of 7ZN, each of the pairs (Pl,PN) and (Pl, fN)  must coin- 
cide with one of these pairs. It is easy to check that applying admissible transpositions 
of the types (i) or (ii) to the permutation p we can get a permutation p~ such that 
/ __ P l -  f l  and p~ = PIN" Using the induction hypothesis, we prove the assertion in this 
case and complete the proof of the proposition. [] 
Our aim now is to prove that the fibers of the projection nN forIn a Stirling parti- 
tion of ~N. For every q E ~N-1 we construct two elements Pmin, Pmax C 7ZNI(q) in the 
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following way. First we suppose that N is odd, N=2n + 1. Let q=(q l  . . . . .  q2n) be an 
element of ~2n. Introduce another permutation ~'= (qn+t, q,, qn÷2, qn--! . . . . .  q2n, ql ) and 
let M = {qi, . . . . .  qik } be the set of left-to-right maxima in ~. It follows from the defi- 
nition of rCN that the element ff = (q2n . . . .  , qn+l, CON, q, . . . .  , q~ ) is contained in the fiber 
over q. Consider the subsequence of ff which has the form (coN, qi., . . . . .  qio, ), where 
qi~,, . . . .  , qi,, are those elements among {q, . . . . .  q~ } which are contained in the set M. 
Then Pmin is obtained from ~ by replacing this subsequence with the subsequence 
(qi,q . . . . .  qi,,,  CON), while the rest of ~ remains unchanged. 
Similarly, to get Pmax, we consider the subsequence of ff of the form (qib I . . . . .  qih,, 
CON), where qibt . . . . .  qib, are those elements among {q2n . . . . .  qn+l } which are contained 
in the set M, and replace it with the subsequence (CON, qih, . . . . .  qih~ ), leaving the rest 
of ~ unchanged. 
For example, let N = 9 and q = (3, 2, 7, 6, 5, 1, 8, 4) (we take coi = i).  Then 
~'= (5, 6, 1,7, 8, 2, 4, 3), 
M = {5,6,7,8}, 
~ = (4, 8, 1, 5, 9, 6, 7, 2,3), 
Pmin =(4,8, 1, 5, 6, 7, 9, 2, 3), 
Pmax =(4,9, 1,8,5,6,7,2,3). 
Note, that Pmax is obtained from ~ by the sequence of transpositions of CON with the 
entries qib~ . . . . .  qihl. However, the transposition of CON with each of the qibl is admissible 
of the type (ii) or (i), depending on either qN--ihj+l is contained in the set M or not. 
Hence, by Proposition 7.1, Pmax E gN l(q). Analogously, Pmin C gNl(q)" 
If N=2n we define for q=(q l  . . . .  ,q2n-l)C~2~-I the permutation 0"E ~2n-1 by 
q= (qn, qn+l, qn-l ,  qn+2, qn-2 . . . . .  q2,-  l, q t ) and let M = {q i l , . . . ,  qik } be the set of left- 
to-right maxima in ~'. As in the previous case, it can be easily seen that the element 
--fi= (q2n-1 . . . . .  qn, coN, qn- l , . . . ,q l  ) is contained in the fiber over q. The permutations 
Pmin, Pmax E gNl(q) are obtained from ~ by the same rule as in the case o fN  = 2n+ 1. 
Theorem 7.2. The f iber o f  the projection rCN over a permutat ion q C ~N-1  is the 
interval [Pmin, Pmax] in ~N with respect to the Bruhat order. Moreover, these intervals 
fo rm a Stirling partition o f  ~N. 
Proof. One can easily see from the definition of the permutations Pmin and Pmax 
that I (Pmax)-  I (Pmin)=6qq + ' ' "  q-bqi~, and so, by Proposition 6.1, the interval 
[Pmin, pmax] is isomorphic to Bk. Let us prove now that this interval is contained 
in the fiber of the projection 7rN over the permutation q. It follows from the proof 
of Proposition 6.1 that if p E [Pmin, Pmax] then I(Pmax) -- I (p )  = bq,c+. . ,  q- 6q~ .... for 
some subset {c! .... ,Cm} C {1 . . . . .  k}. This means, that the permutation p can be ob- 
tained from Pmax by a sequence of transpositions of the following form. Assuming that 
ic, > . . .  >ic,, we transpose ach entry qic,, l = 1 , . . . ,m with the nearest entry from the 
left which is greater than qi~t. It can be easily seen, that each of these transpositions 
is admissible of the type (i) or (ii). So, by Proposition 7.1, p E ~Nl(q). 
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Since I[Pmin, Pmax]l = IB~I = 2 k, to prove that [Pmin, Pmax] = 7tNl(q) it suffices to ver- 
ify that I~NL(q)I =2 .  Consider the permutation ff and count the number of permuta- 
tions which can be obtained from ff by applying admissible transpositions of the type 
(i) or (ii). We use induction on N. Denote by ~" the subsequence of ~ which consists 
of the first N - 2 entries of ~-. 
If the number of left-to-right maxima in ~-i equals k then each admissible transpo- 
sition leaves the entries Pl =qN-1 and PN = ql of the permutation T unchanged. So, 
by the induction hypothesis, I~Nl(q)l = 2 k. 
Suppose now that ~'1 has k -  1 left-to-right maxima. Then either ql, or qN-I belongs 
to M. By the induction hypothesis, the number of permutations p, which are contained 
in 7tNl(q) and such that Pt =qN-1 and pu=ql ,  equals 2 k-l. The transposition i  
P=(qN-1  . . . . .  09N,. . . ,q l)  of the entry 09N with that of the two entries ql and qN-1, 
which is contained in M, is clearly admissible. Hence, the total number of permutations 
from Ztul(q) is 2. 2 k-1 =2 k. 
Finally, let ~-t have k -  2 left-to-right maxima. Then both ql and qN-1 belong 
to M. By the induction hypothesis, in this case the number of permutations p, which 
are contained in nul (q)  and such that Pl =qN-1 and pN=ql ,  equals 2 k-2. Apply- 
ing admissible transpositions of the types (i) or (ii) to each permutation of the form 
P = (qN- 1 . . . . .  ( 'ON . . . . .  ql ) we can get three more permutations: (09N . . . .  , qN-- ! . . . . .  ql ), 
(qN- l , . . . ,q l  . . . . .  CON) and (ql . . . . .  qN-l  . . . . .  09N). So, the total number of permutations 
from 7tNl(q) is 4 .2 k-2 =2 k. 
Thus, we have proved that every fiber ~Z~vl(q) coincides with the corresponding 
Boolean interval [Prnin, Pmax], and so, these intervals form a partition of ~N. Since 
the number of permutations q E ~N-1 such that ~" has k left-to-right maxima equals 
c(N-  1,k), this partition is Stirling. The theorem is proved. [] 
Example. Here is the partition of 64 formed by the fibers of the projection g4. 
4213 
1432 2431 
1342 2341 
2134 
1423 4312 4321 
.0. .0 .0 
\o/ \o/ \o/ 
1234 3142 3241 
31 
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