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I. INTRODUCTION
atty Liver Disease (FLD) or hepatic steatosis is a condition which is characterized by the presence of vacuoles of triglyceride fat in liver cells. This accumulation of fat happens through a process called steatosis in which there is abnormal retention of lipids in the cells. Some of the key causes of FLD are chronic alcohol consumption, obesity due to insulin resistance, and metabolic syndrome [1, 2] . There are two major types of FLD based on the contribution of alcohol, namely alcoholic steatosis and Non-Alcoholic Fatty Liver Disease (NAFLD). NAFLD is progressively prevalent in Western countries and affects people of all ages and ethnicities [3, 4] . Both alcoholic and non-alcoholic FLD, if left undetected and untreated, will progress to advanced liver diseases like inflammation (steatohepatitis), cirrhosis, and liver cancer. However, if found and treated early, FLD may be reversible. Therefore, early detection is of utmost importance in order to save patients from unwanted anxiety and also to reduce costs associated with providing treatments for advanced liver diseases. Liver biopsy is currently the standard for the assessment of steatosis. It is, however, invasive, uncomfortable, and prone to sampling errors [5] [6] [7] . The noninvasive techniques include ultrasound, Computed Tomography (CT), and Magnetic Resonance Imaging (MRI). Even though these methods have shown promise in detecting fatty infiltration in the liver, they are insensitive in detecting steatosis of less than 25% to 30% [8] . In the case of ultrasound, FLD causes increased echogenicity on ultrasound causing the liver to appear brighter than the cortex of the ipsilateral kidney [9] . Ultrasound has a sensitivity of around 82% to 94% and specificity greater than 82% for detecting a fatty liver [10] [11] [12] [13] . Even though ultrasound is more sensitive than CT [14] , it is less specific and also has poor visualization in obese patients.
In the case of CT imaging, hepatic steatosis produces an attenuation that is lower for the hepatic parenchyma than for the surrounding blood vessels, spleen and the kidneys, thereby enabling the visualization of the presence of the steatotic liver. CT is limited by the calibrations required for different scanners and inter-observer variabilities. MRI presents anatomical information of the imaged liver and Magnetic Resonance Spectroscopy (MRS) provides a biochemical component [15] . MR has demonstrated that it can detect small fat fractions of less than 33% [16] .
However, MR techniques, especially MRS, can be technically challenging. A good MRS of the liver requires good spatial resolution, high SNR, and adequate compensation for or elimination of patient motion.
Among all these modalities, ultrasound is the most commonly used modality due to its widespread availability in current clinical practice. In order to improve the specificity of ultrasound and also to address the inter-observer variability issue that is common in medical image interpretation, Computer Aided Diagnostic (CAD) or data mining techniques can be developed to more objectively and accurately detect the presence or absence of FLD in ultrasound images of liver. These techniques use the acquired ultrasound images to extract meaningful and discriminative features that are capable of adequately distinguishing a normal liver from an abnormal liver that is affected by FLD.
These features are fed to supervised-learning based classifiers to train the classifiers to enable them to learn the parameters that effectively differentiate the patterns belonging to either of the classes. Thereafter, these learned parameters are used to classify new liver images into normal and abnormal categories. FLD affects the entire liver or F > REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 3 3 a lobe of the liver, and hence, causes changes in the texture of the liver in the B-mode US images. As indicated earlier, due to failure in fat metabolism, there is an increase in the deposition of fat in the liver which in turn gives rise to an increased brightness in the ultrasound and results in changes in the image texture [2] . Therefore, texture of the image has been studied as one of the key distinguishing features in this work. We have also extracted Higher Order Spectral (HOS) features that characterize the non-linearity in the images and Discrete Wavelet Transform (DWT) based features that quantify the changes occurring in the time-frequency domain of the images.
The block diagram of the proposed Symtosis technique is shown in Fig.1 . In the offline training system, the acquired ultrasound liver images in the training set are pre-processed by computing the three set of features: HOS, Texture and DWT. In order to reduce the dimensionality of the extracted feature set and to select only unique and highly discriminating features, the extracted features are subjected to the Student"s t-test and only significant features are selected to form the final feature set. The significant feature set and the ground truth of whether the images belong to normal or abnormal cases (as predicted by doctors or by lab results) are used as inputs to several supervised-learning based classifiers in order to train them to determine appropriate parameters for differentiating both classes based on the features. In the online real-time system, the test images are pre-processed and significant features (similar to offline) are determined. The training parameters from the offline system are used on the features to determine the class of the images. The resultant class labels are used to determine five performance measures, namely, accuracy, sensitivity, specificity, and Positive Predictive Value (PPV), and Area under the Receiver Operating Characteristic curve (AUC). The paper is organized as follows. In Section II, we describe the data, extracted features, statistical techniques, and the classifiers. In Section III, we present the significant features and classification results, and propose the novel integrated index and show its range for both the normal and abnormal classes. Section IV summarizes key findings in related studies in literature and compares and discusses the results obtained in this work. We conclude the paper in Section V. 
II. MATERIALS AND METHODS
In this section, we describe the data used in this work, and present brief descriptions of the features extracted, statistical techniques used, and the classifiers evaluated.
A. Patient Data
Thirty five ultrasound liver images were used for classifier development and evaluation in this work. Among these 35 cases, 20 were abnormal (affected by FLD) and 15 were normal images. The ultrasound images were acquired by expert operators in a hospital facility, where one image was extracted from the hepatic parenchyma from each patient and stored in DICOM format. The ground truth as to whether each image was normal or abnormal was determined manually by the operators and confirmed by indicators obtained from laboratory analysis. Typical images of normal and abnormal liver are shown in Fig. 2 . 
B. Feature Extraction Higher Order Spectra (HOS)-based features
Higher Order Spectra based features quantify the nonlinear behavior of a process [17] . Higher order statistics deal with higher order moments (order greater than two) and nonlinear combinations of these higher order moments, called the higher order cumulants. The bispectrum, which is the spectrum of the third order cumulants, is one of the most commonly used HOS features. Prior to the calculation of the bispectrum, the pre-processed images were first subjected to Radon transform [18] . This transform determines the line integrals along many parallel paths in the image from different angles θ by rotating the image around its centre. Hence, the intensities of the pixels along these lines are projected into points in the resultant transformed signal. Thus, the Radon transform converts a 2D image into a 1D signal at various angles. This 1D signal is then used to determined the bispectrum, which is a complex valued function of two frequencies given by
where X(f) is the Fourier transform of the signal studied. As per the equation, the bispectrum is the product of the three Fourier coefficients. The function exhibits symmetry, and is computed in the non-redundant/ principal domain region Ω as shown in Fig. 3 . The bispectrum phase entropy [19] [20] [21] obtained from the bispectrum is used as one of the features in this work.
This bispectrum phase entropy is defined as
where L is the number of points within the region Ω, is the phase angle of the bispectrum, and l(.) is an indicator function which gives a value of 1 when the phase angle is within the range depicted by n in equation (4).
In this work, we calculated the Radon transformed signals for every 1º step size and then determined the phase entropy of these signals.
Texture-based features
In most images processing applications, assumptions are made regarding the uniformity of gray-level intensity values in the image. In real applications, most images have a variation in gray levels which are repetitive and these variations are characterized as the texture of the image [22] . The most commonly used texture matrices are the Gray Level Co-occurrence Matrix (GLCM) and the run length matrix. We have calculated one homogeneity feature from the GLCM [23] and three features from the run length matrix [24] . These features are described briefly below.
Homogeneity
The gray level co occurrence matrix defined as follows
where (p, q), (p+Δx, q+Δy) belong to m x n, d = (Δx, Δy) and |...| denotes the set cardinality. The probability of a pixel with a gray level intensity value i having a pixel with a gray level intensity value j at a distance (Δx, Δy) away in an image is defined as
The homogeneity of the image is now defined as
The homogeneity measures the closeness of the distribution of the co-occurrence matrix elements to the main diagonal. A homogenous image will give rise to a P d (i,j) clustered around the main diagonal. In other words, the similarity between two pixels that are (Δx, Δy) apart is measured by the homogeneity feature.
Run Percentage (TexRL)
The run percentage is a texture property derived from the run length matrix of an image. The run length matrix P θ contains all the elements where the gray level value i has the run length j continuous in direction θ [24] . Often the direction θ is set as 0 0 , 45 0 , 90 0 , or 135 0 . The run percentage is defined as the total number of runs in the image divided by the total number of pixels in the image as depicted in equation (8) .
Run percentage has the lowest value for images with the most linear structure. Here P θ (i,j) is the element of the run length matrix, N p is the total number of pixels in the image, N g is the number of gray levels in the image, and N r is the number of different run lengths that occur.
Short Run Emphasis (SRE)
Based on the run length matrix, the short run emphasis is defined as (9) where the index i runs over the gray level values in the image and the index j runs over the run length. Higher values of j i.e. long run lengths will contribute less to the sum in equation (9) and consequently higher sum emphasizes short runs.
Gray Level Non Uniformity (GLNU)
The gray level non uniformity is defined as 8 The gray level non uniformity squares the run lengths for each gray value. Hence, longer run lengths will make significant contributions to the summation i.e. uniform images will have higher values of this sum as compared to images that are non-uniform in their gray levels.
DWT-based features
A wavelet transform is the representation of a function by wavelets, which are scaled and translated copies of a basic wavelet shape called the "mother wavelet". Mother wavelets are functions that are localized in both time and An illustration of DWT is given in Fig. 4 . The rows of the image I are convolved using a LPF and the columns of the convolved output are down-sampled i.e., only the even indexed columns are retained for further filtering. Next, the down-sampled columns are passed through another LPF, the output of which is again sampled to keep the even indexed rows alone. These are the approximation coefficients cA 1 at level 1. Similarly, the down-sampled columns are passed through a HPF, sampled to retain the even indexed rows alone to get the horizontal detail coefficients cH 1 . In a similar fashion, the rows of the image I are high passed filtered and processed through a set of low pass and high pass filters to get the vertical detail coefficients cV 1 and diagonal detail coefficients cD 1 , respectively. In our work, we calculated the averages of each set of coefficients cA 1 , cH 1 , cV 1 and cD 1 at level 1, and again found the average of these individual averages. This overall average value was used as a feature. 
C. Classifiers k-Nearest Neighbour (KNN)
The KNN classifier, one of the simplest classifiers, is based on determining the minimum distance from a test sample to the training samples. The k-nearest neighbours are first determined using this method. After determining these k-nearest neighbours, the test sample is assigned to the class that is most common amongst its k-nearest neighbors [25] .
Radial Basis Probabilistic Neural Network (PNN)
PNN is a specific type of two layer radial basis network. The first layer of neurons has radial basis activation functions. When a test sample is presented, this layer computes the distance vector by calculating the distances between the sample and training vectors. The output of this layer will be a vector whose elements indicate how close the sample is to a training input. The second layer (competitive layer) sums the contributions of these vectors for each input classes and produces a vector of probabilities as its output. The so called compete transfer function, at the output of the second layer, selects the maximum of these probabilities and assigns a 1 for the selected class and a 0 for all other classes [26] .
Gaussian Mixture Model (GMM)
In the GMM classifier, the conditional Probability Density Functions (PDF) of the feature vector with respect to the different classes is modeled as a linear mixture of multivariate Gaussian PDFs. The training data is used to determine the parameters of the GMM for each class, generally using Expectation Maximization algorithm [27] 
Naive Bayes Classifier (NBC)
NBC is a simple probabilistic supervised learning based classifier that is based on Bayes theorem. Since this classifier strongly assumes that the features are independent random variables, it is easier to compute probabilities required by the Bayes formula from even a small training data [28] .
D. Statistical Analysis
In order to select unique and highly discriminating features, the Student"s t-test was used to select the features that were significantly different between the normal and abnormal cases. In this test, initially, for each feature, the null hypothesis is assumed to consider that the mean of the feature from the normal class is equal to the mean of the feature from the abnormal class. Subsequently, the t-statistic, which is the ratio of difference between the means of two classes to the standard error between class means, and the corresponding p-value are calculated. The p-value is the probability of rejecting the null hypothesis given that the null hypothesis is true. A low p-value (less than 0.01 or 0.05) indicates rejection of null hypothesis, which implies that the means are not equal in both classes and are significantly different, and hence, the feature is significant. Sensitivity, specificity, positive predictive value, and accuracy were calculated to evaluate the performance of the classifiers. Another important performance measure is the Area under the Receiver Operating Characteristic (ROC) curve, called AUC. The ROC curve is obtained by calculating the sensitivity and specificity of a classifier at different cut-off values and plotting sensitivity vs. (1-specificity) [29] . (1-specificity) is called the False Positive Rate (FPR). A classifier that perfectly discriminates between the two classes would yield a curve that coincides with the left and top sides of the plot. This means that sensitivity is high and the FPR is low. A classifier that is completely useless would give a straight line that follows a diagonal path from the bottom left corner to the top right corner. Generally, the curve will lie somewhere between these extremes because of the overlap of the values in the two classes. The goodness of a classifier is assessed by determining the Area under the ROC curve (AUC). For an ideal test, the AUC would be 1. For a useless classifier, which follows the diagonal ROC curve, the AUC would be 0.5 which is equivalent to having sensitivity and specificity of 0.5 (50%). Hence, in practice, the closer the AUC is to 1.0, the better the classifier is, and the closer the AUC is to 0.5, the worse the classifier is [30] .
III. RESULTS

A. Significant Features
As shown in Table I , all the three selected features had statistically significant differences between the abnormal and normal classes, as indicated by the low p-value (< 0.01). The table also presents the mean and standard deviation of all the features. In the case of HOS-based features, one phase entropy based feature obtained for Radon transform angle θ = 93 0 , denoted in Table I as ePRes (93 0 ), was found to be significant. In the case of texture features, only the Short Run Emphasis (SRE) was found to be significant. To obtain the DWT features, around 54 mother wavelets were studied to find the mean value of the level 1 coefficients. Among them, the mean of the coefficients obtained at 11 level one of decomposition using the sym4 mother wavelet was found to be significantly different between the two classes. In the case of abnormal images, both the SRE and DWT feature (DWTMean1 sym4 ) have registered lower values compared to that of the normal cases. Moreover, in the case of phase entropy (ePRes(93 0 )), the abnormal cases have higher values than normal cases. This higher value is due to the fact that in abnormal images, the variation among pixel intensities is higher, and hence the entropy is higher due to the complex texture of the images. 
B. Classification Results
In view of the low sample size, three-fold stratified cross validation was employed to obtain robust classifiers. In this resampling technique, the entire dataset is split into three equal parts, each part containing the same proportion of samples from both the classes. In the first fold, two parts of the data are used for training the classifier, and the remaining one part is used for testing the trained classifier and to obtain the performance measures. This procedure is repeated twice, using a new test set each time. The average of the performance measures obtained during each fold is taken to be the final values of the performance measures. To be specific, approximately four normal and six or seven abnormal cases are used in each fold. Classification accuracy, sensitivity, specificity, PPV, and AUC were used as the performance measures to select the optimal classifier for this work. 
VALUES ARE AVERAGE OF VALUES OBTAINED IN THE THREE FOLDS) TN-TRUE NEGATIVES, FN -FALSE NEGATIVES, TP -TRUE POSITIVES, FP -FALSE POSITIVES, A -ACCURACY, PPV -POSITIVE PREDICTIVE VALUE, SN -
SENSITIVITY, SP -SPECIFICITY
The maximum accuracy that could be achieved using all the features except the HOS feature (ePRes(93 0 )) was only 80% using the KNN and PNN classifiers (Table II) . This accuracy substantially improved to 93.3% on including the HOS feature for training and testing the classifiers KNN and PNN (Table III) Even though achieving a 100% value for these measures is highly difficult, both these measures must at least be high 
C. Integrated Index
It is difficult to monitor and interpret the variations in each individual feature listed in Table I . Therefore, we have attempted to formulate a novel index, called the SteatosisClassificationIndex (SCI) , that integrates all the three significant features into one function (shown in equation (11)), such that the combination of these features results in an almost unique range for both the classes. Such indices were earlier developed for various medical issues [31, 32] .
In equation (11), =20, and =10.
where ePRes93 DWTMean1 sym4 (12) This integrated index is a single-valued index that can be used to more objectively, quickly, and efficiently detect the normal and abnormal cases. Another key advantage of this index is that it can be easily incorporated into even commonly available software like Microsoft Excel, and the physicians would just have to input the values of the three features in order to calculate the index. Thus, it can be used to quickly give a second opinion to the physician.
The ranges of this index summarized in Table IV show significant statistical differences between the normal and abnormal cases. This difference is also depicted in Fig. 6 . It is evident from Table IV and Fig. 6 that the normal class 14 has higher value for this index than the abnormal images. The reason for this difference may be attributed to that fact that the SRE feature has a higher value for the normal class as SRE is generally high for images with fine texture like the normal B-mode images. 
IV. DISCUSSION
Very few studies have been carried out to automatically classify diffuse liver diseases [33, 34] . Kadah et al. [33] performed a study where they evaluated the relative performance of several classifiers in classifying normal, fatty, and cirrhotic liver conditions. They concluded that KNN classifier and functional link networks showed the best results. The study was done on a large patient population (120 cases) with equal prevalence of diseased (fatty and cirrhotic) and normal livers. Moreover, they analyzed a three-class problem, while in this work we focused on a twoclass problem. Ribeiro et al. [34] used acoustic attenuation coefficients, wavelet coefficients and AR model coefficients as features in a Bayes classifier for classifying steatosis and normal livers. Their data set comprised of 44 ultrasound liver images obtained from 22 patients. Among them, 12 had steatotic liver and 10 had normal liver.
Using all the features, they obtained very high sensitivity (~95%), specificity (~95%), and accuracy (~95%). Using only the AR model coefficients, the accuracy, sensitivity, and specificity dropped to 90%, 87%, and 95%, respectively. Using the same features, the KNN classifier showed poor results compared to the Bayes classifier. All the texture features in this case were derived from the speckle image obtained from envelope RF images, whereas in our work we used the B-mode ultrasound images directly for feature extraction. This reduces the computational complexity of the algorithm. In [35] , three types of liver images, namely, normal, hepatoma, and cirrhosis, were classified using fractal feature vector based on M-band wavelet transform. Having tested their methodology using various classifiers, they observed that a hierarchical classifier was least 96.7% accurate in the classifying normal and abnormal liver images. The limitation of this work is that prior to the image analysis, the region of interest covering the liver parenchyma without major blood vessels, acoustic shadowing, or any type of distortion was chosen manually by a physician. Hence, the process is not completely automated.
In our work, on using all the features including the HOS features, the KNN and PNN classifiers registered similar accuracies of 93.3% and balanced sensitivity (94.4%) and specificity (91.7%) values. The classification results indicate that the classification accuracy is influenced not only by the choice of features (number and type) but also on the choice of the classifier. We believe that by adding more relevant features we can improve the overall performance of our classifier. Our study is also limited by the small number of samples used for classifier development and evaluation. The separation index ranges for both the classes have a slight overlap primarily because of the less number of images used to develop the index. In future, a larger dataset from a multi-ethnic population would be studied. We also intend to incorporate, in future, the information about the aggressiveness of the disease in the abnormal cases in order to more clearly understand how the features discriminate the normal and abnormal cases. We plan to use the speckle images obtained from the envelope Radio Frequency (RF) images to extract the features to investigate if the accuracy may be improved further at the expense of a slighter higher computational cost.
In spite of these limitations, the following are the key features of the proposed Symtosis -a CAD-based technique:
(a) The technique is fully automated and does not require any segmentation to select the region of interest.
Traditional ultrasound liver images are the only input required, (b) This is the first study that has exploited the HOS features for FLD detection. We have demonstrated the utility and power of these features by evaluating the performance of the classifiers by training them without (Table II) and with (Table III) This emphasizes the discriminating capability of the significant features used. To account for the small sample size,
we have employed the cross-validation data resampling technique in order to build robust classifiers, (d) The high classification accuracy has been achieved using only three features, making the entire process computationally less complex and cost-effective, (e) No additional cost is needed to incorporate the built classifier into a physician"s
computer. An executable software can be written and it can be downloaded from the internet easily, (f) No expert training is necessary to operate the software. The user has to only input the acquired liver ultrasound image, and the software will output the class label, and (g) The proposed SteatosisClassificationIndex also has the same advantages:
easy implementation, no cost, objective results, faster diagnosis, and no pre-requisite expert knowledge.
V. CONCLUSION
In this paper, we explored the possibility of a CAD based technique (Symtosis -Global Biomedical Technologies
Inc., CA, USA) for the classification of normal and liver affected by fatty liver disease (abnormal cases). Several features that were based on the image texture, Higher Order Spectra, and Wavelet Packet Decomposition were extracted from the speckle images of the liver ultrasound images. Among the extracted features, highly discriminatory significant features alone were used to train and build several supervised learning based classifiers.
Using only three features, the KNN, and PNN classifiers presented a high accuracy of 93.3%. They recorded almost similar values for both sensitivity and specificity (94.4% and 91.7%, respectively). All these classifiers have given significant performance measures using a small dataset. We believe that with the inclusion of more representative features, and study of other classifiers using a larger dataset, it should be possible to improve the current accuracy of the technique. Since it is fully automated and highly user friendly, the technique can be easily used in clinical practice once larger dataset is evaluated. We have also proposed a novel SteatosisClassificationIndex that has almost unique ranges for both the normal and abnormal cases, and therefore, it can be easily used by physicians for a second opinion on the patient condition at no extra cost.
