We present a new Doppler-imaging inversion code that uses quasi-optimal filtering of the object's principal components of a Fisher information matrix. The new code allows one to perform the reconstruction of stellar surface temperature maps using molecular features like TiO, CO, OH, CN etc. which are numerous in spectra of late-type dwarfs. It is possible to use atomic and molecular features simultaneously in the restoration. Our tests verify the robustness of OPC but also emphasize its dependency on the various atomic and molecular line lists. Without inclusion of molecules, Doppler imaging of stars with photospheric temperatures below ≈4250 K (K7-M0) remains unreliable.
Introduction
With the advent of 8-10 m-class telescopes and powerful new spectrographs, it is possible to extend Doppler-imaging to the cool (and faint) end of the main sequence. At a spectral type of ≈M 2, stars are thought to become fully convective and cannot possess an overshoot layer between a radiative core and a convective envelope that, as in the case of the Sun and similar stars, likely harbors the dynamo. Therefore, one could expect a fundamentally different magnetic field topology than on the Sun and thus a qualitatively different surface temperature distribution with new, hitherto unknown, magnetic activity phenomena.
Unfortunately, atomic lines of cooler stars become progressively harder to observe because the thermal energy is too small to populate the higher atomic levels and also because more atoms are being bound in molecules and are missing from the atomic line formation. Stars cooler than M 2 can only be mapped by considering the many molecular bands, mostly TiO, OH and CO. Spectrum synthesis of the optical TiO bandheads at 705.5 nm and 886.0 nm by, e.g., O'Neal et al. (1998 O'Neal et al. ( , 2005 already emphasized their sensitivity to surface temperature inhomogeneities. Furthermore, large starspots with temperatures up to 2000 K below the photospheric temperature will contribute a spectrum that is qualitatively different to the photospheric one and is partially dominated by molecules rather than atomic transitions (see, e.g., the NSO atlas of the Appendix A is only available in electronic form at http://www.edpsciences.org umbral sunspot spectrum; e.g. Wallace et al. 1999) . Therefore, one needs to include molecules in the Doppler imaging process of very cool stars (Berdyugina 2002) .
The Doppler imaging technique is one of the most powerful tools for the investigation of stellar surface structure and its associated magnetic fields. Vogt et al. (1987) were the first to apply the inverse technique to high-resolution spectra of cool stars. Numerous subsequent contributions were made by many authors, see the review by, e.g., Collier Cameron (2001) . At present, different surface imaging techniques have been applied to ≈65 active late-type stars with the total number of Doppler images reaching 245 (Strassmeier 2002 and references therein). The discovery of polar starspots and anti-solar differential surface rotation was among the surprising results.
Currently, Doppler imaging procedures differ mostly by the applied minimization techniques and the various inputs for the line profile calculations. A recent review of codes developed for these purposes, including magnetic Doppler imaging, can be found in Rice (2002) . Most of the unpolarized-light image restorations of active stars are made with four codes; the  code (e.g. Rice & Strassmeier 2000) employing either the maximum entropy method or the Tikhonov method as the imaging technique, the code by Collier Cameron (1992) and Donati & Brown (1997) , both also employing the maximum entropy method, and the code by Berdyugina (1998) involving the Occamian approach and the mean information principle. Among these codes only the one by Berdyugina (1998) includes calculation of opacities and intensities of atomic and molecular lines.
In the this paper, a new approach based on the analysis of eigenvectors of the Fisher information matrix filtered with a nonlinear filter of the Kolmogorov-Wiener type is applied to the surface imaging problem. Our new code, the OPC (object principal components) inversion code, makes it possible to reconstruct temperature maps using local line profiles with molecular features from TiO, CO, OH, CN etc. which are quite numerous in spectra of late-type stars. We study the robustness and limitations of the new code, apply it to artificial data with atomic and molecular features and carry out a large number of numerical experiments.
Description of the code

The inverse problem with OPC
Recently, Terebizh (2004) proposed a completely new way of constructing a nonlinear filter similar to the optimal Kolmogorov-Wiener filter within the statistical approach to inverse problems. According to this approach the linear Dopplerimaging transformation is a matrix problem of the form
where the n × 1-vector x 0 is an unknown object (in our case the distribution of the n parameters over the stellar surface), the m × n-matrix H is the point spread function (PSF), ξ is random noise, and the m × 1-vector y 0 is the observed image (in our case a set of profiles of a spectral line observed throughout the rotational period with m data points). In the statistical approach to the inverse problems by Terebizh (1995) the unknown solution x is considered as a statistical estimate of the object x 0 , given its image, a PSF and the properties of the noise. The presentation of the linear form of the Dopplerimaging problem was discussed in numerous papers (e.g. Vogt et al. 1987; Collier Cameron 1992; Donati & Brown 1997; Berdyugina 1998; Collier Cameron 2001) . In order to reduce the number m of dimension of the vector that describes the misfit between the observed image and its estimate to number n, a simple procedure based on singular value decomposition is used, i.e., H = U∆V T (Press et al. 1992) . We can define a vector p 0 of the object principal components
With
we then obtain the final representation of the linear model:
The advantages of the use of the refined image φ of length n are especially appreciable when m n. Like the familiar Fourier coefficients the principal components are often easier to recover than the object itself.
We can also define the least square estimate x of the unknown object and its principal components p (Terbizh 2004)
By introducing the appropriate set of weights w k , which constitutes W = diag(w k ), into Eq. (5) we obtain
The squared error of the filtered estimate x w − x 0 2 can be minimized by the set of weights
which constitutes the optimal Wiener filter. The solution p of the system
allow us then to find the quasi-optimal estimates of the object and its principal components (α is the adopted significance level for the reconstruction, t q is the quantile of order q).
With the quasi-optimal filtering procedure we can reduce the influence of the small eigenvalues of the Fisher matrix
which defines the "feasible region" consisting of all the object estimates that have images with appropriate deviation from the observed image y 0 in the statistical sense. It is important that usually only a part of the principal components completely contain the information about the unknown object x 0 . The ratio of the largest to the smallest eigenvalues of the Fisher matrix I is many orders for typical inverse problems (in our case it is near 10 8 −10 10 , which points out the strong instability of the problem). The idea of the objects principal components is not a new one (e.g. Hotelling 1933 ). Since that time many implementations of the principal components approach have been published and can be found in the current literature.
Further details of the approach can be found in the original papers by Terebizh (1995 Terebizh ( , 2004 . Our consideration of the Fisher informational matrix gives us the possibility to estimate the errors of the solution and to obtain an indication which features of the image are significant.
Local line profiles
The astrophysical input includes a set of synthetic spectra at various aspect angles. The temperature range is usually 3500−6000 K and synthetic spectra are computed for nine angular points on the stellar disk. The radiative-transfer equations are solved with atmospheric models from the grid ap00k2odfnew (Kurucz 2000) using the spectrum codes of Tsymbal (1996) and Gray (2000) . Both codes compute the electron number density and the number densities of important species, their ions and the relevant diatomic molecules. Specifically, the code of Gray (2000) solves a system of 7 non-linear equilibrium equations to determine the number densities and then proceeds with detailed opacity and optical depth computations. For further technical details see to the Spectrum V2.66 homepage 1 . The input list of atomic parameters was obtained from the VALD database (Piskunov et al. 1995; Kupka et al. 1999) . We use different inputs to the molecular line list, as was discussed in detail in Savanov (2005b) . It includes the SCAN line list for the CH and CN red systems, Kurucz's CDs for the violet system CN and OH, NH, SiO, SiH, MgH, C 2 and CO, and the data by Plez (1998) for TiO. Figure 1 compares a number of synthetic spectra used in our inversions and provides a rough estimate of the influence of parameters like effective temperature, gravity, microturbulence and chemical abundances for the reconstructions. A more detailed discussion follows in Appendix A.
Improvements and limitations
Instead of only atomic lines, as in codes like  and INVERS7 (see Piskunov & Rice 1993) , our input line list consists additionally to several hundreds of atomic lines of thousands of molecular lines (for a wavelength coverage of only ≈50 Å as for the tests in this paper). All of these lines are used in the inversion simultaneously. Note that the code can be expanded to an arbitrary number of wavelength regions and thereby combines, e.g., particular infrared OH and CO bands and optical TiO bandheads with specific optical regions containing major atomic lines. Limits are solely set by the completeness (and reliability) of the line lists invoked and by the computational power available. In principle, the simultaneous treatment of atomic and molecular species can lead to an unstable solution due to the different sensitivities of the solution to changes in temperature or input parameters in the presence of noise. One must also keep in mind the different origins of spectral details associated with atomic and molecular features. While most of the atomic lines originate from the entire stellar surface, its "bumps" are produced only by spots with temperatures lower than the quiet photosphere. At the same time, the TiO bands are formed solely in compact low-temperature spots. Another crucial difference between atomic and molecular species is connected to the fact that the molecular component of a single spatial element (pixel) on the stellar surface contributes to a broad spectral range whereas an atomic line contributes just inside its intrinsic (thermal and turbulent broadened) line profile.
No photometric input is currently possible. Results based on inversions of observed light curves will be discussed in a separate paper (Savanov & Strassmeier, in prep.) .
Our approach has the advantage, as does the Occamian approach of Terebizh & Biryukov (1994) as exploited by Berdyugina (1998) , that the eigenvectors of the Fisher matrix define the principal axes of the error ellipsoid in image space and allow an estimate of the error bars of the reconstructed image.
Numerical simulations
Forward computations and assumptions
The forward computations in this paper are done in a selfconsisted manner with the same routines that are used in the corresponding parts of the inverse code.
We consider two hypothetical K2V stars for the robustness tests of various line-profile reconstructions and another hypothetical, cooler, ≈K7/M0 star to show the improvements by including molecules. The relevant stellar parameters for these test stars are listed in Table 1 . For each case, we compute spectral line profiles from the test image of the stars in Fig. 2 . Twenty equidistant rotational phases are considered. The product of all wavelength points at all rotational phases, a total number of over ≈5000 data points for each set, comprises the onedimensional image vector y 0 in Eq. (1). We then compare the results from the inversion with the original image from Fig. 2 and tabulate the results in the appendix in Table A .1.
The number of excitation and vibrational transitions makes it impossible to test the impact of detailed changes that one could introduce into the line list, e.g., altering transition probabilities for each of the atomic lines or the wavelengths for the many molecular lines. Such changes are not considered in the tests in this paper. Before the application to real stellar data the line lists must be verified by comparing the synthetic spectra to high-quality observation of the Sun and other standard stars. This has been common practice, see e.g. Valenti et al. (1998) , Berdyugina et al. (1998) , Strassmeier et al. (1999) , Hackman et al. (2001) . However, once molecular line lists are involved, we need more than just one standard star with known atmospheric parameters and chemical abundances to cover the full temperature range between 3500 K to 6000 K.
In all our tests a grid of 6
• × 6
• cells on the stellar surface was used. With the adopted values of the inclination of the rotational axis, the visible stellar image consists of n = 1500 elements for Star 1 and 3 and n = 1200 elements for Star 2. We have adopted a surface grid of 15
• ×15
• as well as 5
• ×5
• for two test runs with S1 and found no basic differences in the restorations other than the lowered and increased resolution, respectively. CPU time is prohibitively longer for any other (higher) surface resolution.
With or without molecules?
Figure 3 is an example of a reconstruction when we ignored any molecular contribution. The forward computation was done with the full atomic and molecular line list, as in all the following tests, but the reconstruction ignored all molecules together (their line intensities were simply set to zero). For case 1 (Fig. 3a) OPC reconstructed the correct spot temperature but made the spot shape rather elongated and fuzzy. The spot size at T spot = 3500 K decreased by 10% for the equatorial spots and by over 50% for the high-latitude spot. On the contrary, the spot size at 4000 K increased by ≈20% for all latitudes. Additionally, the polar regions are recovered with a temperature cooler by ≈200 K than the input model. Warmer regions of up to ∆T ≈ 200 K appeared in between the cool spots at roughly the sub-observer latitude. These changes are due to the fact that the code has to compensate for the missing blanketing due to the many molecular lines.
For the low-inclination case, Star 2 ( Fig. 3b) , it is easier for OPC to reconstruct the true spot size-temperature ratio but it still underestimated the true spot model. The ideal Each panel shows spectra for 11 values of T phot from 3500 to 6000 K from bottom to top (thin full lines). Gravity was set to log g = 3.5. These spectra were computed at zero aspect angle and with zero microturbulence, the classical values for the damping constants, and were convolved with an instrumental profile corresponding to a spectral resolution of R = 60 000. Each thick line in the figure shows the synthetic spectrum altering one astrophysical parameter at a time, i.e., a) with gravity changed by 0.5 dex to log g = 4.0, b) microturbulence changed to 2.0 km s −1 , c) abundances of Ca and Fe reduced by 0.2 dex and, d), abundance of oxygen reduced by 0.2 dex. • , respectively. Star 3 has two spots of different sizes centered at latitudes of 50
• and 60
• and longitudes of 50
• and 256
• , respectively. The spot's temperature is always set to 3500 K. reconstruction in Fig. A .1 (appendix Test 5, S/N = 500), i.e. with molecules, is only marginally different. From this comparison, we conclude that molecules play no dominant role at the photospheric temperature of 5000 K and that our method is limited to a temperature recovery of approximately ±100 K.
The synthetic spectra in Fig. 1 show that most molecular contributions become only dramatically different for models cooler than about 4250 K. Therefore, we performed a test with a much cooler star of T phot = 4250 K, corresponding to K7-M0 (Fig. 4) . Only the more critical test case Star 1 was used. At that temperature, the many molecular lines depress the continuum level of the forward spectra by 10% (cf. top panels in Fig. 4 ). Note that this is a factor of 10 larger than what we assumed for the trial reconstructions in Test 23−26 in Fig. A.3 Test reconstructions neglecting molecular lines. Test stars a) S1 and b) S2 were used with log g = 4.5 to mimic a true K2 mainsequence star. The forward computations were done with the full atomic and molecular line lists but the recovery is without molecular lines. All three wavelength regions were inverted simultaneously. The images for case S1 in a) show overally larger and less cooler spots compared to the input image, while the images for case S2 in b) recover nearly the correct temperature distribution with just a few lowcontrast artifacts.
recovered with an artificial penumbra-like structure and their average temperature is about 120 K warmer than the input model spot. The high-latitude spot is again the least well recovered and appears warmer by ≈300 K with respect to the model spot. Otherwise, the position and relative size of the features is well reconstructed.
More trial inversions of the K7/M0 test, but with effective temperatures of 4750 K and 4500 K, also did not lead to convergence at the 97.5% probability although a formal solution was obtainable at 4750 K for both stellar cases (and also for 4500 K for case S2 but not S1). Any OPC inversion that completely neglects the existence of molecules at an effective temperature of ≈4250 K does not lead to a realistic solution. Notice the strong continuum depression due to molecules in the top panels, e.g., the 6393-Å region appears with a depression of 10%. 
Systematic parameter tests
The input parameters of more systematic tests are summarized in Table 2 . For the first six tests, the default is Star 1 in Table 1 but with log g = 3.5 and with values of v sin i of 24, 36 and 50 km s −1 . The cooler Star 3 model (T phot = 4250 K) with log g = 4.5 was used in Tests 7 and 8. The resulting images and fits to the simulated spectra are shown in Figs. 5 and 6.
For the first two runs, synthetic spectra were calculated in the wavelength region 6410−6445 Å containing Fe  and Ca  lines which are often used for the surface imaging of cool stars. For the reconstruction, we worked with "data" of signal-to-noise ratio of 200:1 and from twenty equally spaced phases. The result of this basic reconstruction is presented in Fig. 5 Plez (1998) , which can be found at ftp.astro.uu.se.
Comparing the maps in Fig. 5 , we find in general good agreement with the input image except that the spot at longitude 115
• was reconstructed with a temperature difference of 1200 K instead of 1500 K. Note that more quantitative comparisons are given for a large number of detailed tests in the Appendix in Table A .1. For the reconstruction in Test 4, we adopt solely the spectral region 7049−7059 Å, dominated by the TiO γ (0, 0)R 3 band head. Again, the agreement between simulated and restored spectra is very good but more artifacts at the ∆T ≈ 200 K level appear.
According to the investigations by Berdyugina et al. (1998) , Saar & Osten (1996) and Strassmeier & Rice (1998) the 6160 Å spectral region with various temperature sensitive lines of Fe , Ni  and V  can be effectively used for the image restoration.
Tests 5 and 6 were performed for several lines from this region, taking into account many blends from atomic and molecular lines. The reconstruction in Test 5 appears to be very similar to the one in Test 2 from the 6410−6445 region, its overall error budget does not exceed ≈300−400 K (see also Fig. 7 ). From Test 6 one can conclude that the spots and the spot locations are well determined even in the case of S/N as low as 50:1, despite the many artifacts.
Two further tests (Test 7 and 8) were performed for the infrared OH and CO lines which, like the TiO lines, can improve the diagnostic capability of atomic lines. The input image has now a photospheric temperature of 4250 K, i.e. a K7/M0 spectral type. Additionally, the three-spot model was replaced with the two-spot spot model of Star 3 with areas larger by a factor of two in order to produce more significant variations in the broadened line profiles. The input map is shown in Fig. 6 . We simulated data in the 15 567−15 574 Å region with the OH first-overtone vibration-rotation band. Molecular data are from Goldman et al. (1998) with the dissociation energy being D 0 = 4.392 eV (Huber & Herzberg 1979) . Second, we calculated spectra for the 23 404−23 411 Å region which includes many lines of the CO first-overtone vibrationrotation bands. The wavelengths, excitation potentials and g f -values for CO were published by Goorvitch (1994). Table 2 . Maps are shown in the left panels. Its top row is the artificial input map, the bottom row its reconstruction. Simulated "observed" data are shown in the right panels by thin lines, while thick lines are the calculated line profiles based on the reconstructed image. Individual spectra are shifted in the vertical direction; phase is increasing from top to bottom; wavelengths are indicated. Test 1 and 2 are mainly based on three atomic lines. Test 3 on one atomic and the TiO γ (0, 0)R 3 band head, and Test 4 only on the TiO band head. The color/grey scale of Fig. 2 (top) applies to all images.
The CO dissociation energy was taken as 11.090 eV. Both wavelength regions produced a satisfactory reconstruction of the spots in the input image but with the addition of an artificial equatorial band of ∆T ≈ 150 K.
Results and discussion
Assuming that the stellar parameters are known precisely, the number of free parameters has to be of the order of the number of stellar surface grid points. In most of our numerical verifications, an inversion grid of 6
• on the stellar surface with n = 1500 pixels was used. In the general case the solution is constrained by the number m of input data points and this can lead to an under-determined situation. On the contrary, for the approach developed by Terebizh (2004) as well as in the Occamian approach (Terebizh 1995; Berdyugina 1998) , only a part of the principal components p j , j = 1 . . . r, with r < n, completely describes the object x 0 (our Eqs. (1) and (3)).
Principal components p j with r < j < n, contain no significant information but only noise. These can be excluded from the transformation in Eq. (3) by zero padding (Press et al. 1992; Berdyugina 1998) or by applying corresponding Table 2 . Tests 5 and 6 are mainly based on three atomic-line regions (Test 6 with S/N = 50:1), Test 7 on the OH first-overtone vibration-rotation band, and Test 8 on the appropriate CO-band lines. Note that for the images in Test 7 and 8, the color/grey scale of Star 3 in Fig. 2 applies. filtering (Eq. (4)). Depending upon the model case the number of "effective" p j in our tests is in the range of 600−900, while the total number points in the data vector y 0 is usually several times larger than this. Reduction of the signal to noise ratio from 200:1 to 50:1 leads to the result that the restored image becomes significantly blurred and the contrast reduced, but the position of the spots can be determined very well. Rice & Strassmeier (2000) noted that the case of S/N less than 75:1 has never been used for real applications as long as least-squares deconvolution was implemented to boost S/N ratios from 45 to 1000 (e.g. Barnes et al. 1998) . We suppose that for low values of S/N, surface imaging based on co-added line profiles can be supplemented by our restoration using the principal component analysis from even broader spectral regions including many spectral features simultaneously.
Our consideration of the Fisher information matrix gives us the possibility to estimate the lower limit of the variance matrix of the solution x. Terebizh (1995) showed that in this case the variances of the solution can be found as
We calculated the inverted information matrix for all our numerical verification tests but present graphics of the error distributions only for Tests 2, 5 and 6 in Fig. 7 . For all cases, the error distribution σ (x) is found to be a function of latitude and is dominated by the pole-to-equator distribution. It has minimum values in the region close to the sub-observer latitude on the stellar surface. For example, in Test 1 the area with the estimation of σ (x) > = 150−300 K extends to the latitudes between 0
• and +60
• , while for the polar region and latitudes less than −30
• the errors are quite large (from 350−400 K up to 1500 K). Similar behavior of the error distribution was also found by Piskunov & Kochukhov (2002) who obtained it from the main diagonal of the inverse of the curvature matrix while, according to the results obtained by Berdyugina (1998) , their minima are located on the visible rotational pole. We confirmed the results for the error distribution in Test 2 with the corresponding analysis for Test 5, which differs only in the spectral region used for the restoration. Reduction of the S/N ratio from 200:1 to 50:1 strongly affects the level of variance, as seen in Test 6. Our formal error estimates are determined mostly by the amount of information contained in the set of line profiles as well as by the degree of linear dependency of the parameters. If, e.g., T phot is only known with some uncertainty, the real errors would be larger.
Conclusions
Several characteristics of the new OPC approach by Terebizh (2004) significantly influence our Doppler imaging procedure. In detail, we conclude the following.
1. The method of quasi-optimal filtering of principal components produces stable and efficient solutions by relying only on the internal resources of the inverse theory, namely on the assumption about the structure of the optimal estimate. 2. Non-monotonic behavior of the quasi-optimal filter is different from the one for the truncated estimate (Press et al. 1992; Berdyugina 1998) . The quasi-optimal filter leaves in the object's estimate only those principal components that have the highest accuracy of restoration. 3. Use of the refined image φ of length n instead of an initial dataset y 0 of size m, with m > n, allows us to reduce the amount of computations. 4. Simulations in which the stellar parameters are supposed to be known precisely indicate that our "formal" error estimates are determined mostly by the amount of information contained in the set of line profiles and by the degree of linear dependency of the parameter(s). The errors quoted are not errors in the usual sense but describe the inherent information content of the reconstructed image. 5. Molecular input is important for stars with cool spots with temperatures below 4000 K and becomes mandatory for stars with effective temperatures of and below 4250 K. Even for the unspotted photosphere of 5000 K precise line profile calculations should take into account the absorption from CN, CH, etc. 6. The inverse problem is nonlinear for many parameters.
Ideally, the simultaneously inverted spectral lines should show the same sensitivity to such nonlinearities, then we would get the most stable solution. 7. Calculations of opacities and intensities of atomic and molecular lines are included in our code but must rely on the correctness of its values. 8. We have not dealt with the uncertainties on the real values of atomic and molecular input parameters. Analyzing real observations, such uncertainties may produce significant errors in the restored images. Our strategy of using a wide range of spectral regions with thousands of blends does not allow us to discuss the influence of errors of transition probabilities or damping constants for a certain molecular or atomic line, or the main contributor to a particular blend, as was done previously in works by Rice & Strassmeier (2000) . Therefore, the current line lists are to be verified against high-quality spectra of standard stars with well established atmospheric parameters and normal chemical composition. Figure A. 1 additionally shows the error estimates as an average value in the longitudinal direction. These error graphs are omitted in the other figures but Table A .1 lists the average values for three representative latitudes. All OPC results are in good agreement with those discussed by Piskunov & Rice (1993) , Berdyugina (1998) and Rice & Strassmeier (2000) and complement their results.
A.1. Test 1-6: signal-to-noise ratio Figure A .1 shows the first three tests from spectra with different signal-to-noise ratios (S/N equal to 200:1, 500:1 and 60:1). The high inclination case (Star 1) was found to be more stable to the S/N changes than the low inclination case (Star 2). However, the level of average errors for the regions close to the sub-observer point are only slightly better for Star 1 than for Star 2. We find deviations of 60−100 K for the S/N = 200 cases (for S1 and S2) and 10−60 K (S1) and 20−80 K (S2) for the S/N = 500 case. Average errors are shown in the right panels of Fig. A.1 . Because the σ(x) deviations contain mostly latitude dependency (examples of deviation maps can be found in Fig. 7 ) we averaged them in the longitudinal direction and estimated the scatter within latitude belts by computing standard deviations for each belt (as did, e.g., Piskunov & Kochukhov 2002) .
The restored image for the case S2 for S/N = 200 becomes slightly more blurred than in the S1 case. We emphasize this test, as the case of S/N ratio of 200:1 represents the most typical situation of current observational data. S/N ratios equal to 500:1 and above are mostly left to future observations of bright stars with large telescopes, e.g., with PEPSI at the LBT. Restoration for the low S/N ratio of 60:1, so far never used in practice except in combination with least-squares deconvolution techniques, is possible and also turned out to be better for the high-inclination case than for the low-inclination case. For the S2 test, the restored image is more blurred, although in both cases the position and the contrast of the spots is well determined. The absolute error level is quite large, ∆T of order 500−900 K. Its latitudinal dependency is slightly different for S1 and S2 though. We can conclude that, even for the case of low values of S/N of the order of 50−70, our restoration procedure using principal component analysis can be used for the determination of the geometrical position of the spots.
Because the σ(x) error deviations have minimum values in the regions close to the sub-observer latitude, we do not present additional plots of the σ(x) with latitude but characterize their distribution by just three typical values: one that represents the sub-observer latitude and the other two are for belts with latitudes centered at +81
• and −51 • (−21
• for the low-inclination S2 case). These estimates, together with their standard deviations, are listed in Table A.1.
A.2. Test 7-14: rotational velocity and inclination
Figure A.2 compares reconstructions for S1 and S2 when either the projected rotational velocity, v sin i, or the inclination of the rotational axis, i, was altered with respect to the input data (see also Rice 2002) . Changes of the rotational velocity of ±2 km s −1 , i.e. 8% of the nominal value in Table A .1 for case S1 and 4% for case S2, led to the appearance of a polar cap or an equatorial belt. A too low a v sin i for S1 causes a polar cap cooler by 400 K than the photospheric temperature while too high a value causes a polar cap warmer by 350 K. As expected, the same is true for the low-inclination case S2 but that the comparable temperature differences are smaller; 100−200 K when v sin i is too low, and 250 K when v sin i is too high. Spot locations are always well determined, especially in case S2.
Changes of the inclination angle by ±12
• (for S1) and ±6
• (for S2) also led to well defined spots but, in the S1 case for
• , the spot contrast appeared reduced by 400−500 K. On the other hand, the images for the lowinclination case (S2) suffer from a number of spurious smallscale spots while the spot contrast was correctly reconstructed. This is especially true for the i S2 = i nominal + 6
• = 36
• image in Fig. A.2. 
A.3. Test 15-18: photospheric temperature
Our tests indicate that an error of ±100 K in T phot can significantly affect the solution for case S1, where the position of spots in latitudinal direction becomes poorly determined and smeared towards the stellar equator. This was also noticed by Strassmeier et al. (2003) for the tests with  for HD 31993 and was attributed to the non-linear dependency on various other spectrum parameters that are kept constant during the inversion. For the case S2, the contrast of spots appears reduced but its latitudinal extent is more-or-less correctly reconstructed. We can also see that an underestimation of T phot by 100 K leads to a weak polar cap with ∆T ≈ 50−60 K, while overestimation leads to a warm cap with ∆T ≈ 200 K, possibly with a very weak cool equatorial belt. All these artifacts, except perhaps the latitudinal smearing, would probably go undetected in real data.
A.4. Test 19-22: phase coverage
Our nominal restorations were performed with optimal phase coverage, i.e. 20 data sets equidistantly distributed over the rotational period. We remove six successive phases (from 0.7 to 0.95). This corresponds to a phase gap of 0.3 periods or ≈110
• in observations, clearly an exaggerated situation. For the high-inclination S1 case it obviously leads to a lowercontrast reconstruction of the spot that falls into the phase gap (Fig. A.3 ). For the low-inclination S2 case, a better restoration of the spots was achieved but a number of weak artificial spots appeared.
A worst case scenario was assumed for the next test when we consider only 6 randomly distributed observations over the entire period, i.e. spectra at phases 0. 0, 0.26, 0.39, 0.63, 0.77 and 0.86 . Clearly, this test demonstrates that restoration for both models is possible but with higher surface "noise" in the final image in case S2 than for S1, and also with respect to the previous test #20.
A.5. Test 23-26: continuum misfits
The effects of a systematic misfit of the continuum during the reduction procedure are shown in Fig. A.3 , as was already demonstrated by Rice & Strassmeier (2000) for the  code. The common definition of the continuum as a fit to the upper envelope of the absorption line spectrum is valid only for spectra that are not overcrowded with numerous atomic and molecular line features. For example for the spectra of the stars with T phot below 4750−4500 K no points of the actual continuum can be found for the spectral regions considered. Severe blending as well as other effects like convolution with instrumental profile, rotational broadening, etc. leads to an underestimation of the true continuum level. Another source of a possible systematic misfit of the continuum is related to the reduction procedures itself. The various astronomical data reduction packages (e.g. IRAF, MIDAS a.o.) offer different ways for continuum fitting both for the single-order coudé spectra and two-dimensional echelle spectra. Our two test cases were reproduced with an artificial continuum offset of ±1% (the positive value corresponds to higher continuum level and deeper line depths). We find that a reasonably correct recovery of the images can be obtained for both cases although in the case of positive offset the average temperature of the map is slightly lower by 150−200 K and vice versa for the negative offset. This is in agreement with the findings of Rice & Strassmeier (2000) for , despite the much more complicated surface structure of their artificial star. • , 2: sub-observer point, 3: -51
• for S1 and -21
• for S2).
A.8. Test 33-40: gravity and microturbulence
Local line profiles are strongly dependent on the atomic and model input parameters. The sensitivity of the theoretical spectra to changes in these parameters is well established from numerous spectroscopic investigations (e.g. Gray 1992) . It is well known that, in general, the formation of lines of neutral elements is sensitive to changes in effective temperature while lines of ionized elements are sensitive to changes in gravity. Weak lines are practically insensitive to changes of, what we still call, the parameter of microturbulence while the equivalent width of strong lines should vary significantly with microturbulence. Changes of the transition probabilities (log g f values) are linearly proportional to the changes of abundances (see, again, Rice & Strassmeier 2000) . Detailed treatment of the radiative transfer problem leads to the conclusion that each of these relations is valid within certain ranges of temperatures and gravities or, equivalently, to limited ranges of these parameters. For example, the strength of a line is proportional to the abundance in a curve-of-growth style and shows linear changes only for the weak lines.
The influence of uncertainties of this kind on our image restoration problem can only be understood if we supplement it by the analysis of changes in the local line profiles. This is shown in Fig. 1 . In this figure, initial synthetic spectra are shown by thin lines while thick lines represent the calculated line profiles with some specific parameter changed.
The parameters are gravity, microturbulence, Ca and Fe abundance and O abundance. We compare calculations in two wavelength regions containing Fe  6411 Å (left column in Fig. 1 ) and Ca  6439 Å (right column), that belong to the lines widely used for image reconstruction. The nominal synthetic spectra are always calculated for 11 values of T phot , from 3500 to 6000 K in steps of 250 K, zero microturbulence, the classical values for the damping constants and convolved with an instrumental profile corresponding to a resolution of ∆λ/λ = 60 000. Gravity log g was adopted to be 3.5.
The figure demonstrates the influence of molecular intensities (mainly TiO) for temperatures below 4500−4250 K. The first row in Fig. 1 illustrates the sensitivity to changes of the surface gravity (∆ log g = 0.5) although both lines, Fe  6411 Å and the Ca  6439 Å, are neutral and should mainly reflect only changes in temperature. In case of the Ca  6439-Å line, which is stronger than the Fe  line and is formed in a saturated regime of the curve-of-growth, we can notice a broadening of its line profile for the temperatures between 4000−4500 K, typical spot temperatures. Note though that the non-monotonic behavior of the combined changes of the Ca  line and the TiO band intensities is due to the gravity change.
The second row in Fig. 1 shows the intensity variations due to the changes in microturbulent velocity from 0 km s −1 to 2 km s −1 . For the weak lines the changes are negligible while, as the lines become stronger, the influence on its intensities grows (as expected).
Finally, the tests 33−36 in Fig. A.4 show the influences of the parameter log g for the image reconstruction. The values listed in Table 1 were used for the forward calculations. Input atmospheres were taken from grids of models with log g = 4.5 and 3.5 instead of 4.0 for the forward calculations. The result is that the photospheric temperature is lowered most at and near the rotational pole for the overestimated case (4.5) while it is lowered most at or near the equator for the underestimated case (log g = 3.5). The code copes with this redistribution problem slightly differently for the high-inclination and the lowinclination cases (Fig. A.4) .
The forward calculations were made with the microturbulence parameter ξ t set to 0.0 km s −1 while the tests 37−40 assumed ξ t = 1.0 km s −1 . As well as the often-used Dopplerimaging line Ca  6439 Å in tests 39 and 40 in Fig. A.4 , the Fe  line at 6393 Å was used for tests 37 and 38. The latter line was chosen because we would like to perform a reconstruction from two lines with approximately similar sensitivity to certain parameters but from different chemical species.
The high-inclination case S1 turned out to be more sensitive to the artificial microturbulence than the low-inclination case, independent of the spectral line. Although the spot locations are correctly reproduced, their size and shape is significantly blurred (tests 37 and 39). The average surface temperature is underestimated by ∆T ≈ 300 K. The low-inclination case S2 is comparably less sensitive to micoturbulence although its average temperature is overestimated by ∆T ≈ 300 K. Here, the Fe  line shows a better behavior than the Ca  line.
A.9. Test 41-46: abundances of Fe, Ca, O and C
The last tests are related to the changes of abundances. Several common features can characterize the results from these tests. For the high-inclination S1 cases, the restorations result in an overall cooler surface as well as in an enlargement of spots in the latitude direction together with a poorer reconstruction of the equatorial spot compared to the high-latitude spots. For the low-inclination S2 cases, the restorations result in a reduction of size and contrast of the spots. All our test were performed with solar abundances as input for the forward calculations. Synthetic spectra were computed with the abundances of Ca and Fe reduced by 0.2 dex relative to the solar values 2 . These spectra are shown for 11 temperatures in Fig. 1c . Note again the differences in the behavior of the lines. The Fe  6411-Å line, which is on the so-called flat part of the curve-of-growth, is practically unchanging in strength, while the strongly saturated Ca  6439-Å line is changing the broad damping wings.
The last two panels in Fig. 1 show theoretical spectra computed with an oxygen abundance reduced by 0.2 dex relative to the solar value. Models with effective temperatures below ≈4250 K strongly depend on the correct oxygen abundance due to the changes in TiO molecular intensities. Therefore, an incorrect oxygen abundance can influence the restoration for the cases with spots of temperatures below 4250 K. Although no atomic lines of elements like C and N are present in the spectral region 6400−6440 Å, we noticed the importance of having a good estimate for the abundances of the CNO elements (which also characterize the evolutionary status of the investigated object). This is because a change in carbon abundance influences the molecular equilibrium calculations via CO molecular formation. At the same time many spectral regions are strongly contaminated by CN absorption (e.g. the often-used Li  6708-Å region).
