ABSTRACT
INTRODUCTION
Accurate and efficient prediction of the unsteady nature of time-periodic flows is essential to improving the performance of multi-stage turbomachines. Steady mixing-plane simulation methods have been widely used to analyze turbomachinery flows. However, the actual flow through blade rows is inherently unsteady. To further improve predictive capabilities, the influence of unsteady flows on loss production caused by wake interaction, shock wave interaction, potential flow interaction, and secondary flow interaction must be better understood. Both experimental [1] [2] [3] and numerical [4] [5] [6] studies have emphasized the importance of modeling such unsteady effects.
Harmonic Balance
Unsteady flows in turbomachinery have traditionally been modeled either by nonlinear time domain methods [7] or by frequency domain or time-linearized theories [8, 9] . In the time domain approach, the governing equations are discretized on a computational mesh using conventional CFD methods, and the nonlinear unsteady flow is evolved in time by time-accurately advancing the solution from one time instant to the next. While nonlinear disturbances are captured by this approach, stability and accuracy considerations require the use of small time steps. As a result, the computational cost associated with time domain methods is often quite large, especially for multi-row turbomachines.
In the so-called "time-linearized" (frequency-domain) approach, the time-mean or steady flow is first computed by solving the steady flow equations within the computational domain. Then, the unsteady flow equations are linearized about this mean, assuming that the unsteadiness is small and harmonic in time [8] .
A recent survey of frequency domain approaches has been reported by He [10] . Other transformation and scaling methods that attempt to reduce the size of the computational domain modeled have also been reported in the literature [11] .
The harmonic balance method developed by Hall, et al. [12] , is a mixed time domain and frequency domain approach. This method is a computationally efficient way of solving nonlinear, unsteady, periodic flows containing arbitrarily large disturbances, in multi-stage machines with unequal blade counts. In this approach, each blade row is modeled using a computational grid that spans only one blade passage, regardless of the interblade phase angle. This is made possible by using phase-lagged periodic boundary conditions. Within each blade row, the flow solution is stored at several time-levels within one temporal period. Thus, the solution is periodic by construction. These time level solutions are coupled to each other at the periodic boundaries through the application of complex periodicity conditions; at the far field, through the application of nonreflecting boundary conditions; at the inter-row interfaces; and in the flow field itself, through the use of a pseudo-spectral time derivative operator.
Several variants and extensions of the harmonic balance method have been developed by Gopinath and Jameson [13] , McMullen, et al. [14] , Nadarajah, et al. [15] , and others [16] . Recently, Dufour, et al. [17] have reported comparisons of the timelinearized methods and the harmonic balance method. While initial implementation of the harmonic balance approach used explicit time marching solvers like Lax Wendroff or RungeKutta schemes, recent implementations of the harmonic balance method have made use of implicit solvers to provide better numerical stability and faster convergence rates [18, 19] . This paper uses the implementation of the implicitly coupled harmonic balance approach described by Weiss, et al. [20] .
Aachen Turbine
The Aachen turbine is a 1.5 stage cold flow turbine housed at the Institute of Jet Propulsion and Turbomachinery at RWTH Aachen, Germany. The machine has a constant hub radius of 145 mm and a constant shroud radius of 300 mm. The upstream and downstream vanes are geometrically identical and are constructed from an untwisted Traupel profile stacked at the trailing edge. The second vane row can be clocked relative to the first vane row. The rotor consists of an untwisted, modified VKI profile stacked at the center of gravity. There is a 15 mm axial gap between each of the blades.
Steady and unsteady data has been obtained at various locations within the machine. Using this data, flow structures such as blade tip vortices have been observed and characterized [21, 22] . The influence of rotor tip clearance on the unsteady flow structures has been studied [23] . Additionally, blade row interaction has been studied with a focus on how vane clocking affects unsteady flow [24] .
Simulation methods have also been applied to the geometry. For instance, the influence of blade fillets on aerodynamic performance has been investigated [25] . Additionally, CFD solvers have been validated against the Aachen test data [26, 27] .
Steady and unsteady data is available for two test configurations. The first configuration corresponds to a mass flow rate of about 7 kg/s with vane row 2 clocked 3 degrees in the direction of rotation. The second configuration is for a mass flow rate of about 8 kg/s and a vane 2 clocking of 2 degrees opposite the direction of rotation. The 8 kg/s mass flow rate is considered here. The rotation rate for this configuration is 3500 rpm, which results in a Mach number of about 0.49 at the axial plane between the upstream vane and the rotor. Numerous experimental trials were run at these conditions to obtain data at each of the axial plane test sections. The mass flow rate observed during these trials ranged from 7.75 kg/s to 8.02 kg/s.
COMPUTATIONAL METHOD
The unsteady flow field in a turbomachine blade passage is governed by the Navier-Stokes equations, shown here in integral form for a rigid, arbitrary control volume V with differential surface area d A in a relative frame of reference rotating steadily with angular velocity Ω:
where W = [ρ, ρu, ρE] T is the solution vector of conservation variables, F and G are the standard inviscid and viscous flux vectors, and
T is the source term due to rotation. Density, absolute velocity, total enthalpy, and pressure are represented by ρ, u, E, and p, respectively.
Flow Field Kinematics
The frequencies and wavelengths of disturbances within the rows of a multistage machine are determined by the blade counts in the individual blade rows and the rotation rate of the rotor. Consider, for example, a three-row section of a turbine comprised of a vane/rotor/vane with respective blade counts B 1 , B 2 , and B 3 . Disturbances in the three blade rows will have circumferential waves numbers (nodal diameters) equal to
where m 1 , m 2 , and m 3 can take on all integer values. The frequency in the stationary frame of reference is given by
In the rotor frame of reference, the frequencies are given by
As a practical matter and as will be shown, we need to retain only a handful of the infinite set of potential nodal diameters and frequencies in the harmonic balance analysis to obtain accurate unsteady flow solutions. Regardless, the selection of the set of integers n 1 , n 2 , and n 3 determines the unique frequencies in the harmonic balance analysis.
Harmonic Balance Equations
Since the solution W is periodic in time, it can be represented by the Fourier series: (5) where ω is the fundamental frequency of the disturbance, M is the number of harmonics retained in the solution, andŴ m are the Fourier coefficients. The coefficientsŴ m can be uniquely determined from the discrete Fourier transform:
where W * are a set of N = 2M +1 solutions at discrete time levels t n = nT /N distributed throughout one period of unsteadiness, T . 
where D is the N × N pseudo-spectral matrix operator, and the flux and source vectors F * , G * , and S * are evaluated using the corresponding time level solution.
Solution Procedure
The harmonic balance equations of Eqn. (7) are discretized by means of a cell-centered, polyhedral-based, finite-volume scheme having second order spatial accuracy. The convective fluxes are evaluated by a standard upwind, flux-difference splitting and the diffusive fluxes by a second-order central difference. A pseudo-time derivative is introduced into the discretized equations to facilitate solution of the steady, harmonic balance equations by means of a time marching procedure. An Euler implicit discretization in pseudo-time is applied to yield a coupled, linear system containing equations from all time levels linked at every point in the domain by the pseudo-spectral operator D. Approximate factorization is employed to effectively decouple the time levels, and an algebraic multigrid (AMG) method is used to solve the linear system associated with each time level. Further details of the solution methodology can be found in reference [20] .
Boundary Conditions
Periodic Boundaries. At each iteration of the harmonic balance solver, complex periodicity conditions are applied at the periodic boundaries in the rotational direction to reduce the computational domain to a single passage in each row. The process is as follows. First, the solution (which is stored at a discrete set of time levels) is Fourier transformed in time to obtain the temporal Fourier coefficients of the flow along the boundaries. Then, for each Fourier coefficient, we apply the complex boundary conditionŴ
whereŴ m (r, θ , z) andŴ m (r, θ + G, z) are the mth Fourier coefficient of the solution on the lower and upper periodic boundaries, respectively. Finally, the solution is inverse Fourier transformed to obtain the solution at the discrete time levels over one period.
Far Field Boundaries.
After each iteration of the flow solver, non-reflecting, far field boundary conditions are applied at the inflow and outflow boundaries of the domain to prevent spurious unsteady numerical disturbances from reflecting back into the computational domain. This permits the use of truncated computational domains, with boundaries positioned near to the leading and trailing edges of the outermost blade rows. In the far field, the solution may be thought of as comprised of upstream and downstream moving waves. The frequency and nodal diameter of these waves are described in the "Flow Field Kinematics" section. At each radial station along the far field, we apply twodimensional nonreflecting boundary conditions.
The procedure begins by computing the temporal Fourier coefficients at all points along the boundary. Next, these temporal Fourier coefficients are Fourier transformed in the circumferential direction. The result of this double Fourier transform is five coefficients at each radial station for each kinematic mode, one for each primitive variable (pressure; temperature; and axial, radial, and circumferential velocities.)
Next, except for the zero nodal diameter steady mode, a fiveby-five eigenanalysis is then performed to identify the magnitude of incoming and outgoing wave components. The outgoing waves are left unmodified, and the incoming waves are zeroed out. For the zero nodal diameter steady modes, traditional steady inflow or outflow boundary conditions are applied. Total pressure, total temperature, and flow angle of the mean flow are specified at the inflow boundary, and the static pressure of the mean flow is specified at the outflow boundary.
Finally, having modified the far field spinning modes, the mode coefficients are inverse Fourier transformed in space and time to obtain the time level solutions along the far field boundary.
Inter-Row Boundaries. The inter-row boundary conditions, which connect the solutions in neighboring blade rows, are applied after each iteration of the flow solver. This procedure follows closely that described above for far field boundaries. The solutions along the interface boundaries between two blade rows are Fourier transformed in space and time at each radial station to obtain the coefficients of the spinning modes. If a given spinning mode exists in both blade rows, the mode coefficients on either side of the interface are set equal to one another (the average of the coefficients). If a given spinning mode exists on only one side, nonreflecting boundary conditions are applied as described in the previous section. Finally, the modified Fourier coefficients are inverse transformed in time and space to yield updated solutions on the inter-row boundaries.
COMPUTATIONAL RESULTS
The nonlinear harmonic balance (HB) method implemented within STAR-CCM+ is validated against solutions obtained using traditional time marching techniques. Additionally, results obtained using the HB method are correlated to experimental data obtained at RWTH for the Aachen turbine.
Because there is a prime number of rotor blades, it would be necessary to model the entire machine using traditional time marching methods. As will be shown in the coming sections, this would result in prohibitive computational cost. As an alternative, by increasing the number of rotor blades by one, to 42, it is possible to model one sixth of the wheel. For the purposes of comparing the HB solution to that of the time domain solver, solutions will be calculated for the case with 36 upstream and downstream vanes and 42 rotor blades. It will be shown that this configuration is cut-on, meaning that disturbances propagate unattenuated and hence reflect back into the domain from the far field boundary. Next, a cut-off case in which propagating disturbances decay exponentially is created and analyzed by increasing the rotor blade count to 52 to show the effect of mitigated reflections from the far field boundary. Once it is shown that the HB method correlates well with the time domain solution using these modified cases, the HB method will be used to simulate the actual geometry of 36 upstream and downstream vanes and 41 rotor blades.
Modified Aachen Turbine (36 Vanes, 42 Blades, 36 Vanes)
Harmonic Balance Solution. The harmonic balance method requires only a single blade passage be meshed. A structured HOH mesh is generated for each of the three blade rows, as shown in Figure 1 . The inlet and exit grid planes for each of the blade rows correspond to the axial planes where test data is available. The blade passage mesh is made up of 1.0 million cells with a near wall spacing of 0.01 mm. Eight cells are used to resolve the 0.4 mm rotor tip gap.
Time averaged experimental values obtained along the span of the machine are used for inlet and exit boundary conditions. Total pressure and temperature is specified as a function of radius at the inlet while static pressure as a function of radius is set at the exit. The test conditions for the case correspond to an inlet total pressure of about 169,000 Pa and an exit static pressure of about 110,000 Pa. With the Harmonic Balance method, non-reflecting treatment is enabled on the inlet and exit as well as the inter-row interfaces.
To provide a good initial condition to the HB solver, grid sequencing initialization is used. This procedure solves the steady Euler equations on progressively finer grids. Once the initial condition is obtained, the HB solver is invoked and simply run to convergence. The HB solver models the fluid as an ideal gas with turbulence closure provided by the Spalart-Allmaras turbulence model. The solver is run with a CFL number of 5.0, and separate trials are conducted retaining one, three, and five modes. Because the discrete time-level solutions can be readily converted to the frequency domain, time mean and higher modal content of monitored variables can be monitored directly. The residual plot shown in Figure 2 corresponds to a trial run in single precision with three modes retained in each of the blade rows. This shows that the solver has converged to a periodic, unsteady solution within 5000 iterations.
Time Domain Solution. The mesh used for the time domain trials is created by duplicating the blade passage mesh to generate one sixth of the wheel. Additionally, as shown in Figure 3 , the vane 2 exit is extruded in the axial direction to mitigate the possibility of numerical reflections from the far field bound- ary.
As with the harmonic balance solution procedure, first an initial condition is obtained using grid sequencing initialization. Once the initial condition is obtained, the unsteady Reynoldsaveraged Navier-Stokes solver is initiated. The time domain solver is based on a dual time-stepping scheme, which integrates the governing equations in time by sub-iterating at each time step. A time step corresponding to 101 steps per vane passing is used with 20 sub-iterations per time step.
Convergence of the time domain solver is judged by monitoring the unsteady pressure at a mid-span point between the rotor trailing edge and the downstream vane leading edge, as shown in Figure 3 . The time history of pressure at this point is then subjected to a windowed discrete Fourier transform algorithm. This algorithm first resamples the data at equally spaced points in time within one rotor passing using a simple linear interpolation. This interpolated data is then pre-multiplied by the discrete Fourier transform matrix using a moving window technique. The modal content of the pressure at the point probe is shown as a function of CPU-time for both the time domain and harmonic balance methods in Figure 4 . This figure shows that after about 7000 CPU-hours, the time domain solver has converged to a reasonable level. This corresponds to 48 rotor periods.
Once periodic convergence is achieved, modal content of surface pressure is obtained. Mid-span vane and blade unsteady pressure data is extracted and transformed into the frequency domain. The resulting modal pressure content is then compared to solutions obtained using the harmonic balance solver.
Results. Figures 5, 6 , and 7 display the zeroth and first mode of unsteady pressure at mid-span of vane 1, the rotor, and vane 2, respectively. These figures show that as few as three harmonics are needed to accurately model the time mean and unsteady surface pressure. This finding is further confirmed by the results from the time domain solution as shown in Figure 8 , which plots the modal content of the unsteady pressure at the point probe, and indicates that unsteady pressure amplitudes in the higher modes are negligible.
The computational cost associated with the harmonic balance solver is dramatically lower than that of the time domain solver. As shown in Figure 4 , the frequency domain solution converges in about one-tenth the time required for the time domain simulation. Furthermore, more noise is present in the time domain solution than in the HB solution.
The harmonic balance computational cost depends on the mesh and the modal content of the system, but not the number of vanes or rotor blades. The computational cost of solving for the actual Aachen geometry containing 41 blades is identical to that of this system containing 42 blades.
However, the cost of the time domain solver is determined by the highest frequency present in the domain, the duration of the time transient, and the relative blade count of each row. Sufficiently small time steps must be taken to accurately capture the time history of the flow field. This time marching must then continue for a sufficient number of steps until periodic convergence is achieved. Finally, since the periodic angle of the mesh in each blade row must be equal, the ratio of blades to vanes plays a large role in determining the computational cost. By modifying the rotor blade count, these simulations can be run on one-sixth of the annulus. However, the cost associated with running the actual geometry would increase by a factor of six since the entire wheel must be meshed.
The time domain unsteady solution slightly deviates from the solutions calculated using the harmonic balance method, particularly at the vane 1 leading edge. This is because this case is "cut-on" meaning that a pressure wave propagates upstream unattenuated. The harmonic balance solver uses non-reflecting boundary conditions at the inlet, which allows this disturbance to exit the domain, as shown in Figure 10(a) . However, the time domain solver simply applies the prescribed inlet total pressure and temperature, and circumferential velocity. Fixing these inlet quantities produces a reflection of the outgoing pressure wave, producing an incoming pressure wave, and corrupting the solution upstream of the vane, as shown in Figure 10(b) . As a result the surface pressures calculated using the time domain solver differ from surface pressures calculated using the HB solver. We show in the coming section that this discrepancy can be attributed to the reflecting boundary condition applied in the unsteady time domain simulation. 
Modified Aachen Turbine (36 Vanes, 54 Blades, 36 Vanes)
The unsteady flow field within the duct regions of the turbine can be decomposed into waves [28] . In general, for axially subsonic flow, there will be a family of radial eigenmodes (waves) for each spinning mode. For each radial mode family, there will be one downstream moving entropy wave, two downstream moving vorticity waves, and one upstream and one downstream moving pressure wave for each spinning mode. The pressure waves are said to be cut-on if they propagate unattenuated, and cut-off otherwise. Whether a wave is cut-on or cut-off depends on the axial wave number, k z . For the simplest case of annular flow without swirl, the radial mode shapes are described by Bessel functions.
Consider the simpler case of flow in a thin annular duct. In this case, the axial wave numbers of the pressure waves are given by
whereω = ω/a, a is the speed of sound, and β is the circumferential wave number of the spinning mode given by N/R, where N is the number of nodal diameters of the spinning mode, and R is the radius. Also, M is the Mach number of the mean flow, and M z and M θ are the Mach numbers in the axial and circumferential directions, respectively. If the term under the radical in Eqn. (9) is real, then the wave numbers are real, and the pressure waves will propagate unattenuated. On the other hand, if the term under the radical is negative, then the wave numbers are complex, and the pressure waves decay exponentially in the direction of travel. Thus, whether a wave is cut-on or cut-off depends on the mean flow conditions, and the frequency and number of nodal diameters of a given spinning mode. For the case considered in the previous section, spinning modes have cut-on pressure waves, and thus any reflection at the far field computational boundary will produce errors in the computed solution.
Because the time domain solver uses reflecting boundary conditions when solving unsteady flows, results produced with the HB solver and the time domain solver for cases with cut-on waves will differ. To demonstrate this, we next consider a case for which the dominant long wavelength, low frequency modes are cut-off. Thus, provided the computational domain extends a sufficient distance upstream and downstream, the dominant unsteady disturbances will decay, and the influence of the reflecting boundary conditions in the time domain analysis will be minimized. In the interest of reducing the size of the computational domain and the attendant computational cost, we consider in this section a thin, annular slice at the mid-span of the original geometry. Using Eqns. (2)- (4) and Eqn. (9), we find that by increasing the rotor blade count to 54, the primary upstream running wave will be cut-off.
A slice 5 mm in radial thickness is generated. The computational domain extends roughly 5 vane chords in the upstream and downstream direction so that unsteady disturbances decay before reaching the extents of the domain. A mesh containing 44,000 cells is generated for the harmonic balance trial, as shown in Figure 10 . As outlined in the previous section, the time domain mesh is generated by duplicating the vane and rotor passage grids to achieve periodicity. For the 54 rotor case only two vane passages and three rotor passages are required.
The inlet total pressure is set to a constant value of 169,600 Pa, and the exit static pressure is set at a constant value of 110,400 Pa. The hub and shroud are treated as symmetry surfaces. As shown by Figure 11(a) , the upstream running disturbances decay before reaching the inlet, leading to a constant value inlet boundary condition being valid. Meanwhile, Figure 11(b) indicates that the downstream running disturbances have not had a chance to decay before reaching the exit. However, the amplitude of the unsteady pressure reflected from the exit downstream of vane 2 is rather small, and as such has a minimal impact on the calculated unsteady surface pressure.
As is described for the 36-42-36 trial, the time domain solver is marched until periodic convergence is achieved. Convergence is judged by monitoring unsteady forces on the blades, as well as mass flow through the system. Two full revolutions is sufficient to drive out physical and numerical transients.
Figures 12, 13, and 14 display the time averaged and first mode unsteady pressure calculated using the harmonic balance and time domain solvers. Consistent with previous results, it is clear that three modes is sufficient to accurately capture the zeroth and first mode unsteady pressure. Furthermore, the time domain and harmonic balance results correlate well for this cut-off case. Recall that for the (cut-on) 36-42-36 geometry, a difference in the vane 1 surface pressure was observed between solution methods. The (cut-off) 36-54-36 geometry shows good agreement between the time domain and HB solvers.
In addition to validating the solutions obtained with the HB solver using the 36-54-36 case, this exercise also illustrates the importance of non-reflecting boundary conditions. For cases where there are cut-on modes, disturbances will propagate unattenuated. If a constant value boundary condition is applied, even far upstream of the geometry, reflections will influence the solution. This reflection impacts not only the upstream flow domain, but the surface loading of the upstream vane as well.
Original Aachen Turbine (36 Vanes, 41 Blades, 36
Vanes)
The previous sections illustrate that results produced with the harmonic balance method correlate well with time domain results. The present section uses the HB method to analyze the actual blade count geometry and correlates simulation results to experimental data.
The mesh used for this case is identical to that of the 36-42-36 geometry except for the rotor pitch. The mesh is again made up of 1.0 million cells with the same distribution as shown in Figure 1 . Likewise the same table of boundary conditions is used. The inlet total pressure varies as a function of radius, with a mean value near 169,000 Pa. The exit static pressure is also specified as a function of radius, with values near 110,000 Pa. Harmonic convergence is verified by running trials with one, three, and five modes retained. All observed surface pressure values for the three and five mode trials are virtually identical, indicating modal convergence.
Experimental data is collected at various axial locations. Correlations will be made at the axial plane 8.8 mm behind the trailing edge of the rotor. Unsteady data is available at eight instances in time and is gathered using hot wire probes [21] . The sample plane extends from 9% to 91% of span in the radial direction and 12 degrees in the circumferential direction. The sample matrix contains 20 points in the radial direction and 17 points in the circumferential direction. Figure 15 shows the velocity magnitude on the axial plane at eight instances in time equally spaced within one vane passing. The left panel displays the simulation results, and the right panel displays the experimental data. For visual clarity the hub and shroud lines are shown in the experimental data plots. Also, lines showing the 9% and 91% span locations (the extents of the experimental sample matrix) are included in the simulation plots.
While only qualitative comparisons can be made between the simulation and experimental data, interesting flow features observed in the experimental data are captured by the simulation. The tip clearance vortex appears as a low velocity region moving from right to left as time progresses. Low velocity bands are visible near the circumferential extents of the scene. These bands correspond to the leading edges of the downstream vanes. The velocity magnitude observed in these bands modulates as the ro- tor passes. This is apparent in both simulation and experimental data and is particularly noticeable near the hub and shroud.
CONCLUSIONS
An implicitly coupled nonlinear harmonic balance method implemented within STAR-CCM+ has been used to investigate unsteady flow features of the 1.5 stage Aachen turbine. Because there is a prime number of rotor blades, traditional time domain methods require the entire annulus be meshed. For this reason solutions produced with the HB method are first correlated to time domain results on a one sixth geometry where the blade count is modified to 36 vanes in each vane row and 42 rotor blades. As few as three harmonics are required to capture the time mean and first harmonic of unsteady pressure.
A modest discrepancy is observed in the vane 1 surface pressure calculated with the time domain solver when compared to the solution calculated with the HB method. It is shown that a cut-on pressure wave propagates upstream for this configuration. Since the unsteady time domain solver applies a reflecting stagnation pressure inlet condition, reflections corrupt the upstream pressure field. By constructing a cut-off case using 54 rotor blades, the unsteady surface pressures calculated using the HB and time domain solvers correlate well. This not only serves as a validation for the implementation of the HB method, but also illustrates the importance of using a non-reflecting boundary treatment.
The HB method is then used to model the unsteady flow of the actual 36 vane, 41 blade geometry. The calculated velocity magnitude at the axial plane between the rotor trailing edge and the vane 2 leading edge is compared with experimental data at various instances in time. Unsteady flow features observed in experiment are captured by the simulation method.
It is shown that for the one sixth wheel geometry the harmonic balance method converges to the unsteady solution in about one tenth the CPU time required for the time domain solution. The time domain computational cost for the 41 rotor blade case would increase by a factor of six, further extending the cost benefit of the HB method.
There are many factors that determine the computational cost of both the HB and time domain simulations. The major factors affecting the cost of the time domain simulation are the time step size, the length of the physical transient, and the geometry. The time step is determined by both mesh resolution and the highest frequency present in the flow field. A sufficiently small time step is required to accurately capture the highest unsteady frequency. The time marching procedure must then be continued until the system converges to a periodic solution. Finally, the portion of the machine that must be modeled is dictated by the ratio of blades in each blade row.
The computational cost associated with the harmonic balance method is primarily determined by the modal content of the system. A sufficient number of higher harmonics must be retained to accurately capture the unsteady flow field. Highly nonlinear systems will require more modes be retained, whereas fairly linear cases, such as the Aachen turbine, require fewer modes. Note that the harmonic balance method requires only a single passage be meshed regardless of the blade count ratios.
