This paper explores the determinants of carbon emissions in France by accounting for the significant role played by foreign direct investment (FDI), financial development, economic growth, energy consumption and energy research innovations in influencing CO2 emissions function. In this endeavour, we employ the novel SOR (Shahbaz et al. 2017) unit root test on French time series data over the period 1955-2016 to examine the order of integration in the presence of sharp and smooth structural breaks in the variables. We also apply the bootstrapping bounds testing approach, recently developed by McNown et al. (2018) , to investigate the presence of cointegration and the empirical findings underscore the presence of cointegration among the time series. Moreover, we find that FDI has a positive impact, while energy research innovations have a negative impact, on French carbon emissions. Financial development lowers carbon emissions, thereby improving the French environmental quality. FDI degrades the environment, and thus supports the pollution-haven hypothesis in France. Similarly, financial development suggests that financial stability is a required condition for improving environmental quality, so are energy research innovations. Contrarily, energy consumption is positively linked with carbon emissions. However, the relationship between economic growth and CO2 emissions is an inverted-U, which is a validation of the environmental Kuznets curve (EKC).
Introduction
The US withdrawal from the Paris Agreement (i.e., Conference of the Paris or COP: 21) has created grave economic and ecological consequences 2 , such as a backlash for the US and global leadership who desire to tackle the environmental challenges and issues surrounding climate change (Leiserowitz et al., 2016; Hultman, 2017; Saha and Muro, 2017) . On a positive note and in response to the US withdrawal, the European Union (EU) and China have announced they will strengthen their collaboration and step-up their efforts to deal with climate change (Financial Times, 2017) . Additionally, in response to the Lima Call for Climate Action, the EU and its member states have committed to a target of a 40% domestic reduction in greenhouse gas emissions by 2030, compared to the 1990 levels (United Nations Framework Convention on Climate Change, 2018). Perhaps, the country showing the most remarkable leadership in response to the US withdrawal is France, which announced the continuation of efforts to tackle this issue (Reuters, 2017) . In her efforts to address climate change, France hosted the "One Planet Summit" two years after the Paris agreement was held in December 2015. 3 In order to match ambitions with reality, it is necessary to take into account the crucial factors which cause environmental degradation in this country. Furthermore, it is also vital to contextualise the economic realities and challenges faced by the French economy which can have profound implications for her ability to deliver on the promises and plans for dealing with environmental challenges.
As it stands, economic growth in France has been anemic since the 2008-2009 global financial crisis (GFC), which was followed by the European sovereign debt crisis. The youth unemployment in this country is around 24%, and public debt has reached a very high level that is in excess of 90%, compared to the annual national income (Kottasová, 2017) . Keeping that in context, France needs structural reforms of its economy, aiming in particular at the liberalisation of the labour market and the regulatory regime, as well as a massive boost of investment (See the detailed report of the OECD, 2014). Consequently, France is committed to encouraging foreign direct investments (FDI) as a way to create jobs and stimulate economic examine the stationary properties of the variables. (iv) It applies the bootstrapping boundstesting approach that was recently developed by McNown et al. (2018) in order to examine the cointegration between carbon emissions and its determinists. The ARDL bounds testing approach has been subject to a number of developments since its inception by Pesaran et al. (2001) . For instance, among most remarkable contributors, Li and Lee (2011) introduced single ARDL test, Shin et al. (2014) accounted for the nonlinearities which named as Nonlinear-ARDL test, Li (2017) introduced a System ARDL test. In the recent developments using bootstrap techniques, McNown et al. (2018) have presented a bootstrap-ARDL bounds test which has a number of unique features giving it a competitive edge over its predecessors. For instance, the bootstrap approach has the ability to eradicate the likelihood of drawing inconclusive inferences. The second advantage of this approach which has also been supported by the evidence is that the endogeneity issue either does not arise or have very negligible effects on the properties (size and power) when the asymptotic critical values from the Monte Carlo simulations are employed. It's worth noting that the asymptotic test in the ARDL bounds test based on size and power properties is outperformed by bootstrap test, once we appropriately apply the resampling procedure. Lastly, considering the fact that we have critical values generated by the bootstrap procedure which used to present an extension of the ARDL bounds testing framework for the alternative degenerate case, a better insight is gained into the cointegration status of the series in the model by using the bootstrap ARDL test. (v) It investigates the causal relationship between carbon emissions and their determinants by applying the bootstrapping ARDL-based Granger causality test. Our key empirical findings suggest the presence of cointegration between the variables. The results also indicate that FDI has a positive and significant effect on carbon emissions. The relationship between economic growth and CO2 emissions is an inverted-U (i.e., validation of the environmental Kuznets curve). On the other hand, it shows that financial development improves environmental quality by lowering carbon emissions. Similarly, the relationship between research and development expenditures on energy innovation and carbon emissions is negative. Energy consumption is positively linked with carbon emissions. The causality analysis reveals that there a feedback effect between FDI and carbon emissions. Economic growth positively causes carbon emissions and in response, carbon emissions negatively cause economic growth. Financial development positively affects carbon emissions, but a similar relationship is not true from the opposite side.
The relationship between research & development expenditures and carbon emission is bidirectional but negative. Our findings shed light on economic realities and important factors which can influence environmental degradation in France. Hence, they have profound implications for economic and environmental policy formulation to achieve sustainable economic growth and emissions targets in general, and particularly in France.
The remainder of the paper proceeds as follows: Section 2 reviews the existing evidence of the subject. Section 3 details the model construction and data collection; Section 4 presents the methodological strategy. Section 5 discusses the empirical findings, and Section 6 presents the conclusion with policy implications.
Literature Review
This paper explores the relationship between FDI, economic growth, financial development, energy innovations and carbon emissions. For coherence, we divide the literature review into four segments. These segments are the FDI-emissions nexus, the nexus between economic growth and carbon emissions, the financial development-carbon emission nexus, and the relationship between energy innovations and carbon emissions. In the following lines, we will reflect on each nexus by drawing on the existing and relevant evidence.
FDI-Emissions Nexus
The importance of FDI to economic growth, particularly in countries like France with unmet investment needs, is undoubtedly paramount. However, it is important to consider the literature that addresses the FDI environmental consequences. Theoretically, FDI can have positive as well as negative effects on the environment, depending on which channel or dimension is dominant. As discussed earlier in the introduction, there are three dimensions to this relationship: the pollution-haven hypothesis, the pollution-halo hypothesis, and the scale effects hypothesis (Pao and Tsai, 2011 (2012) and Lau et al. (2014) report that although FDI promotes higher economic growth, it also leads to higher environmental degradation. Tang and Tan (2015) report that income and FDI are the main determinants of increasing CO2 emissions in Vietnam. In case of the ASEAN-5 countries, Chandran and Tang (2013) Abdouli and Hammami (2017) indicate the occurrence of unidirectional causality running from FDI stocks to CO2 emissions in MENA countries, although there were country-level differences. However, Kivyiro and Arminen (2014) show mixed empirical results in six sub-Saharan countries, but in the case of Ghana, Solarin et al. (2017) indicate that FDI has a positive effect on CO2 emissions.
These mixed results signify the importance of considering country-level idiosyncrasies, which is the rationale to focus on France. Perhaps, the level of a country's development may play an important role in the subject nexus, which will then imply heterogeneity between the developed and developing economies. For instance, while analysing developing countries, Mielnik and Goldemberg (2002) report that FDI leads to a decrease in energy intensity, which made them argue that it "might" be associated with the new technologies FDI brings. However, Lee (2013) could not find a significant impact of FDI on CO2 emissions in the G-20 countries.
Similarly, focusing on high, middle and low-income countries, Shahbaz et al. (2015) show that FDI increases environmental degradation, confirming the pollution haven-hypothesis (PHH).
Their empirical evidence also shows the presence of a feedback effect between FDI and CO2 emissions, while the findings are sensitive to different income groups and regional effects. In a sectoral level (fishing and agriculture) analysis on OECD countries, Pazienza (2015) indicates that FDI has a negative effect on CO2 emissions. On contrary, in a comprehensive analysis which involved data on 54 countries, 5 Omri et al. (2014) highlight the existence of a feedback effect between FDI and CO2 emissions, except in Europe and North Asia. Their findings strongly imply that one shall consider the regional-level and country-level heterogeneities, while analysing the nexus between FDI and emissions.
Economic Growth-Carbon Emissions Nexus
Economic growth, often measured as the change in gross domestic product (GDP), has been the most crucial objective of macroeconomic policymaking, particularly in the post-WWII capitalist economies (Raworth, 2017) for interesting insight. As consistent growth in GDP is a desirable objective, a frequently raised question is: at what cost? More specifically, what environmental and ecological costs will be paid for economic growth is a concern. A number of studies have endeavoured to answer this question, and one of the most important aspects of the association between economic growth and environmental degradation is the environmental is less than one, it implies that even if the shape of the EKC does not follow an inverted-U, it shows a decreasing growth path, pointing to the prospective turning point. On the other hand, Sephton and Mann (2013) reveal that there is a long-run non-linear attractor that draws per capita income and CO2 emissions levels together, with asymmetric adjustment in Spain. In contrasting evidence from India, Ghosh (2010) fails to establish a long-run equilibrium relationship and long-run causality between economic growth and carbon emissions, but in the short-run, a feedback effect exists between the variables. Similarly, Tiwari et al. (2013) underline the presence of EKC in the long run as well as in the short run. However, the recent evidence from India and China by Pal and Mitra (2017) shows an N-shaped relationship between economic activity and CO2 emissions, which is a departure from the EKC hypothesis.
In the case of France, Ang (2007) underlines the positive effect of economic growth on energy usage and CO2 emissions. However, he did not look at the inverting relation (as just employed the VECM model), which is an important factor to take into account. The consideration of long-run consequences and the choice of an appropriate methodological approach is also vital in this context. Fosten et al. (2015) analyze the UK economy 8 , and their findings show that not only does the inverted-U shaped hold between CO2 (and SO2) emissions per capita and GDP per capita, but they also find that the temporary disequilibrium resulting from the long-run EKC is corrected in an asymmetric fashion. They argue that it could be associated with the historical pressure of environmental regulations in the UK to reduce emissions that are higher than permitted. Therefore, their analysis suggests that the technological change can also partially account for the asymmetric adjustment, which is also an aspect considered in this study.
Financial Development-Carbon Emissions Nexus
A vibrant financial sector is important for economic growth and development of a country; however, it is also important to take into account the environmental and ecological implications of financial development. A financial sector which enhances economic growth can intuitively lead to an increase in energy consumption (Sadorsky 2009 (Sadorsky , 2011 Shahbaz et al. 2013; Islam et al. 2013; Shahbaz et al. 2017 among others) . However, the evidence concerning the nexus between financial development and carbon emissions is mixed and can be easily categorised into the following strands. The first strand of the literature suggests a negative impact of financial development on environmental degradation, mainly CO2 emissions. One of the pioneering studies (Tamazian et al., 2009) For instance, Çoban and Topcu (2013) analyze the relationship between financial development and carbon emissions in the EU-27 countries. They report a neutral relationship between financial development and energy consumption. Specifically, while using the bank index, their results suggest that the impact of financial development displays an inverted-U shaped pattern between the variables, while no significant relationship is detected once it is measured using the stock index. They imply that while the measurement is important, there are also significant country-level heterogeneities in the effects of financial development.
Energy Research Innovations and Carbon Emissions Nexus
The importance of technological innovations is paramount to the production process as well as to economic growth (Andersson et al., 2011; Çalışkan, 2015) . Technological innovations have considerable effects on the association among economic entities. This is manifested in Schumpeter (1942) 's notion of "Creative Destruction", which is an evolutionary process involving the destruction of the inefficient and weak sectors of the economy as well as development of new technologies and new industries (see Çalışkan, 2015 for discussion). By the same token, technological innovations have environmental consequences. It is logical to argue that a technological innovation leading to structural changes in production process shall also influence the environment. According to Grossman and Krueger, (1991) , technology is an important channel through which economic growth impacts environmental degradation. Due to this impact, a number of studies have urged employing technologies which can improve environmental quality (Dinda, 2004; Brock and Taylor, 2005) . Progress leads to the creation of cleaner and ecologically sustainable technologies (Hussen, 2005) . This profound importance of the technological process is manifested in the Balsalobre-Lorente (2018, P. 358) argument which states "When the total effect of the relationship between economic growth and environmental pollution is dissected, the technical effect is the main factor in environmental pollution reduction".
Motivated by the importance of technology in environmental degradation a number of empirical studies analyze the nexus between the two factors. For instance, a study by Tang and Tan (2013) reports a significant relationship between electricity consumption, economic growth, and technological innovations. 9 It led them to infer that technological innovations play an important role in mitigating the use of fossil fuels. Their findings are complemented by a later study by Fei et al. (2014) , which also confirms the importance of technological innovation to environmental degradation in New Zealand and Norway. In a similar vein, a number of other studies also reflect the importance of technology in mitigating environmental degradation and ecological challenges (see, for instance, Arrow et al., 1996; Torras and Boyce, 1998; Andreoni and Levinson, 2001; Lorente and ÁlvarezHerránz, 2016; and Álvarez-Herránz et al., 2017) .
The importance of technological factors in mitigating environmental degradation also implies that efforts shall be made to avoid the obsolescence of technology, which is very often done via regulation of technological development (Bruvoll et al., 2003; Turner and Hanley, 2011; and Álvarez-Herránz et al., 2017) . However, one under-appreciated aspect of this which has profound implications for policy-making is investment in energy innovations. It is intuitively acknowledged and evident by earlier cited studies that innovations, in general, are important for environmental degradation, and therefore, innovations in the energy sector would have rather direct implications.
Empirical Model
This study examines the relationship between FDI and CO2 emissions while incorporating economic growth, financial development and energy research innovations in a French carbon emissions function. The existing evidence suggests that FDI may affect carbon emissions via scale, technique, and composition effects. The scale effect states that foreign direct investment may increase CO2 emissions via influence on economic activity as a result of economic liberalization. Economic liberalization leads to more production, which increases energy consumption and, hence, affects environmental quality by increasing carbon emissions (Stern, 2004; Pazienza, 2015) . Shahbaz et al. (2015) argue that the relationship between FDI and carbon emissions depends upon the association between FDI and economic growth. (Pazienza, 2015b) . The composition effect is related to the structural shift of an economy from agriculture to industrial and from industrial to services sectors. The former (industrial) consumes more energy compared to the latter. The impact of the composition effect depends upon the competitive advantages and productive specialization of the economy (Cole and Elliott, 2003) .
Financial development may affect carbon emissions via consumer, business, and wealth effects. A sound financial system benefits consumers by providing them access to loans for buying big-ticket items, such as houses, automobiles, refrigerators, air conditioners, and washing machines, which of course affects energy demand and, hence, impacts environmental quality (Chang, 2015; Mahalik et al., 2017) . The business effect demonstrates that the financial system channels financial resources to their destinations by offering loans to firms at a lower interest rate, boosting investment opportunities. The financial development also helps firms enhance their existing and new investment endeavours, which increases energy demand and impedes environmental quality by raising carbon emissions (Mahalik et al., 2017) . Growth effect indicates that financial development boosts economic activity by encouraging investment activities, which increases per capita income, resulting in a higher energy consumption and carbon emissions as well (Chang, 2015; Mahalik et al., 2017) . Research and development expenditures in the energy sector induce energy innovations, which lowers energy intensity and improves environmental quality by lowering carbon emissions (Komen et al. 1997; Balsalobre-Lorente et al., 2018) .
Following the above theoretical background, we model the general carbon emissions function as: The log-linear empirical model provides direct estimates of elasticities since they are the coefficient of explanatory variables. The log-linear specification of carbon emissions function is modelled as follows:
where the variables are the natural logs of those in Eq. (1) and the error term is assumed to be normally distributed.
We also investigate whether the relationship between FDI per capita and carbon emissions per capita has an inverted-U shaped or a U-shaped following Shahbaz et al. (2015) .
In doing so, we include a squared term of FDI per capita into the carbon emissions function.
Similarly, we also include squared terms of real GDP per capita and domestic credit to the private sector into the carbon emissions function to examine whether the relationship between carbon emissions per capita and economic growth and between carbon emissions per capita and financial development is inverted-U shaped or U-shaped. The augmented carbon emissions function with the squared terms of FDI per capita, economic growth and financial development are modelled as following: 
Data
In this study, we employ the time-series data spanning over 62 years from 1955-2016. The data on CO2 emissions per capita (metric ton), real GDP per capita (constant local currency), real FDI per capita (constant local currency), energy consumption (kg of oil equivalent) and real domestic credit to private sector (constant local currency) are collected from the World Development Indicators (2018) . The data on public budget in energy research and development expenditures (constant local currency) are collected from the European Commission's database. 10 The data on total population collected from the World Development Indicators (CD-ROM, 2018) are used to convert all the variables into per capita units. This has benefits in terms of standardisation as well as ease of comparison (unit of measurement) and latter discussion and drawl of inferences. We also used real estimated i.e. adjusted for inflation.
Methodological Framework

SOR Unit Root Test with Sharp & Smooth Breaks
In order to examine the integrating properties of the variables, we apply the sharp and smooth structural breaks unit root test developed by Shahbaz, Omay and Roubaud (hereafter SOR, 2017) . The novelty of SOR unit root test is that it is nonlinear-unit root test, which accounts for sharp and smooth structural breaks in the time series. It is very important to account for the structural break as a unit root test ignores the structural break can yield the biased estimates (Nasir et al. 2017) . For instance, classical unit root tests such as Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) overlook the presence of nonlinearity and structural breaks in the series which may be potential cause of unit root problem. These unit root tests accept null hypothesis when it is false and vice versa due to their low explanatory power and present ambiguous results. In such circumstances, SOR unit root test is suitable test compared to ADF and PP tests which solves the issue of nonlinearity with sharp and smooth structural breaks in the series and provides consistent and reliable empirical results. Following the empirical foundations laid by Leybourne et al. (1998) , the SOR test entails a two-step approach which is as follows:
Step 1. The constrained nonlinear optimization algorithm via Genetic is used. 11 Thereafter, the deterministic component of the preferred model is estimated, and its residuals are computed by using model A, B and C as given in the following model 4, 5 and 6:
Step 2. This step involves computing the Enders and Lee test statistic, hereafter, the EL (2012) test statistic, which is actually the t-ratio associated with φ in the ordinary least squares regression:
where ( ) d t is a deterministic function of t , and υ t is a stationary disturbance with variance 2 σ . A point to note here is that t ε is weakly dependent, and the initial value is assumed to be fixed.
It is possible to estimate Equation (7) directly and to test the null hypothesis of a unit root (i.e. 1 1 φ = ) if the functional form of ( ) d t is known. However, we do not know the form of ( ) d t ; in that case, any testing could be problematic for 1 1 φ = if ( ) d t is mis-specified. Yet, the approach chosen in this study is based on the theory that it is conventionality possible to approximate ( ) d t using the Fourier expansion:
where the number of cumulative frequencies contained in the approximation are represented by n , k depicts a specific frequency, and the number of observations are presented by T . In this case, we don't have a nonlinear trend for all the values of 0 k k α β = = , hence, the LNV (1998) specification becomes a special case. It will not be advisable to use a large value of n for a number of good reasons. We will demonstrate this phenomenon; however, the main issue is that it can lead to a problem of over-fitting, as the presence of many frequency components consumes the degrees of freedom.
A number of remarkable studies, for instance, Gallant (1981) , Davies (1987) , Gallant and Souza (1991) , and Bierens (1997) , empirically show that with a small number of frequency components, we can often capture the essential characteristics of an unknown functional form smooth break while employing the Fourier approximation. Furthermore, as it is vital to accommodate the evolution of the nonlinear trend to be gradual, hence, n should be small. 12
Nonetheless, the notion that the series may revert to an arbitrarily evolving mean does not hold much water. Finally, the testing equation can be presented in the following form:
To account for any stationary dynamics in ε t , it is a common practice to augment the on is whether a small number of frequency components would be able to replicate the types of breaks often observed in economic data. In order to keep track of this aspect, we started with a Fourier approximation employing a single frequency component so that the single frequency selected for the approximation is depicted by k, while the amplitude and displacement of the sinusoidal component of the deterministic term is measured by k α and k β . Therefore, we are able to allow for multiple smooth breaks even with a single frequency k 1 = .
We can state the hypotheses of unit root testing based on models A, B, and C with the Fourier transformation in the following form: To test the hypothesis against the critical values, we will draw on critical values of the SOR unit root test for Model A* provided by Shahbaz et al. (2017) 13 .
The Bootstrapping ARDL Bounds Testing Approach to Cointegration
In order to analyze the cointegration relationship between the variables, we consider the bootstrapping ARDL cointegration approach recently introduced by McNown et al. (2018) . The novelty of the bootstrapping ARDL approach is that it addresses the issue of weak size and power properties encountered in the conventional ARDL approach developed by Pesaran and Shin (1999) and, later on, Pesaran et al. (2001) . Furthermore, in order to increase the power of the t-test and the F-test, this approach has the ability to integrate a new test to draw on and add to the conventional ARDL bounds testing approach framework.
In order to decide the existence of cointegration between the variables without using the Pesaran et al. (2001) approach, we need to do three tests. Pesaran et al. (2001) only require two conditions for the identification of cointegration: a) the coefficients of the error-correction terms are required to be statistically significant and b) the coefficients of the lagged explanatory variables are also required to be statistically significant (Pesaran et al. 2001 ). However, the first condition only holds when the lagged dependent variable is statistically significant in the errorcorrection term, yet the second condition only holds if the lagged explanatory variables are statistically significant. In his seminal work, Pesaran et al. (2001) suggest that at this juncture, one shall use the critical bounds (upper and lower bounds) for the second case, yet for the first case, there is no bound test or critical bounds. In the first scenario, if the coefficients of the error-correction terms are statistically significant, the test can be used if all the variables in the model first are differenced stationary, i.e. integrated of order 1. However, one important factor to consider is that the conventional unit root tests could be problematic due to the low explanatory and power properties they possess (see Goh et al., 2017 A novelty of the bootstrapping ARDL bounds testing approach is that it is not sensitive to the order of integration properties of the variables and is also suitable for dynamic time-series models, small sample data (Goh et al., 2017) . Concomitantly, one of the significant features of this approach is that it conveniently handles the issue of inconclusive cases, which may arise while using the conventional ARDL bounds testing approach (McNown et al., 2018) . 14 Nonetheless, given the fact that upper and lower critical bounds defined in the conventional ARDL bounds test approach are based on the data-generating process if all the regressors are integrated at I(0) or I(1). Further, critical bounds tabulated by Pesaran et al. (2001) , which are appropriate for long span data samples, could lead to an inconclusive outcome (Narayan, 2005) .
On the other hand, critical values are generated in the bootstrap ARDL testing procedure by eliminating the possibility of indecision cases, which occur in the traditional bounds testing approach.
Another benefit of employing bootstrapping ARDL bounds testing is that it is useful for dynamic models with more than one explanatory variable. Seemingly trivial, an important factor to consider is that the critical value bounds proposed by Pesaran et al. (2001) 
where i, j, k, and l denote the lags (i = 1, 2… p; j = 0, 1, 2, …, q; k = 0, 1, 2,…r; l = 0, 1, 2,…s; and t represents the time, is the response variable, and and are the explanatory variables. , is the dummy variable, and represent the coefficients of the lagged explanatory variables, and is the coefficient of dummy variable. Finally, represents the error-term with zero mean and finite variance. This same model can be specified in an error correction form as follows:
In Equation (12), = ∑ , = ∑ , and = ∑ . At this point, ! , " , # , and % account for the associated functions in Equation (1). By transforming the vector autoregression in the levels into its error-correction form, the derivation of Equation (11) from Equation (12) is estimated. Whereas Equation (11) can be estimated by using the constant term (') in the unconditional model that can be specified as:
It requires the rejection of all three null hypothesis to confirm the cointegration among the variables , , and .
The hypothesis can be stated as:
i) The F1 test which is based on all of the relevant error-correction terms (H0: = = = 0 against H1: any of , , are different from zero),
ii) The F2 test which is based on all of the explanatory variables terms (H0: = = 0 against H1: either or is different from zero),
iii) The t-test which is based on the lagged dependent variable (H0: = 0 against H1: is different from zero).
A point to note here is that only the critical values of the bounds test for the F1 and ttests are generated in the traditional ARDL approach, yet it ignores the test statistic for the F2 test on the lagged explanatory variables. However, employing the bootstrapping ARDL approach proposed by McNown et al. (2018) can provide the critical values for all three tests.
Concurrently, in our endeavor to provide the empirically robust results, in this study we employed the critical values tabulated by McNown et al. (2018) .
Empirical Findings and Discussion
To begin, we perform the descriptive statics and the pair-wise correlation, and the results are presented in Table- 1. Table-1 shows that CO2 emissions are less volatile than economic growth.
The volatility in energy consumption is higher compared to CO2 emissions, but lower than economic growth. FDI is highly volatile compared to financial development. The volatility in public budget in energy research and development expenditures is higher compared to CO2 emissions, energy consumption, and economic growth, but less than FDI and financial development.
The correlation analysis reveals a positive correlation between economic growth and In order to examine the unit root properties of the variables, we have applied the augmented Dickey-Fuller (ADF) unit root test without and with structural breaks in the series.
The results are reported in Table- 2. We note that carbon emissions, FDI, economic growth, energy consumption, financial development and research and development expenditures show a presence of stochastic unit root process in the level with intercept and trend. All the variables are found stationary after first difference. This shows that all the variables are integrated of I(1).
The ADF unit root test is a traditional test which has some criticisms. For instance, this test may produce vague empirical results as it is unable to capture the information for unknown structural breaks that are embodied in the series. The presence of structural breaks may be a cause of the unit root problem in time series. Due to this problem, the ADF unit root test may reject the null hypothesis when it is true, and vice-versa. This issue is solved by applying the ADF test that considers structural breaks in the series, which is developed by Kim and Perron (2009) . The results are shown in Table- 2. We note that carbon emissions, FDI, economic growth and energy consumption have a unit root in the presence of structural breaks in the series, but financial development and research and development expenditures are found stationary in the level.
These structural breaks seem to be the outcome of structural reforms such as economic, energy, environmental, and financial reforms implemented over the study period to improve sustainable environmental quality in order to achieve long-run economic development. The break years are 1979, 1986, 2008, 1968, and 2014 -5.415, -4.740 and -4.408, respectively. In order to test the robustness of the unit root analysis, we have also applied the SOR (2017) unit root test which accounts for the sharp and smooth breaks. The empirical results of the SOR (forthcoming) unit root are reported in the lower segment of Table-2. The results noted in Table- 2 reveal that the null hypothesis of the unit root may not be rejected for financial development and public budget in energy research and development expenditures, as the calculated t-statistics are less than the critical t-values generated by Shahbaz et al. (2017) . 2, 1, 2, 1, 2 1979 17 25.362* -11.579** 6.893* 0.8493 9.983 0.9184 0.2446 2, 1, 1, 2, 2 1986 10.956* -3.801** -3.108* 0.7604 7.2482 1.8650 0.3744 2, 2, 1, 1, 2, 2, 2, 2 1979 24.032* -10.170*** 6.903* 0.8390 9.9032 0.9080 0.2006
, 2, 2, 1, 1, 2, 2, 2, 1 1986 9.916* -3.008** -3.112* 0.7004 6.2181 1.8053 0.3042
, 2, 2, 1, 1, 2, 2, 2, 1 1986 10.050* -3.611** -3.220* 0.7042 7.2103 1.8502 0.3140 1, 2, 2, 2, 1, 2, 2, 1 1968 80.810* -4.805* -2.846** 0.6470 10.9191 2.8034 1.2892 1, 2, 2, 2, 1, 2, 2, 1 1968 78.010* -4.830* -2.850** 0.6469 11.0092 2.8452 1.2908 2, 2, 1, 1, 2, 2, 1 1, 1, 1, 2, 2, 2, 1, 1 2014 25.440* -6.405* -6.985* 0.8057 8.0018 4.6006 1.9876
Note: The asterisks * and ** denote significance at the 1% and 5% levels, respectively, based on the critical values generated by the bootstrap procedure. The optimal lag length is determined by AIC. FPSS is the F-statistic based on the asymptotic critical bounds, which is generated from the bootstrap method. TDV is the t-statistic for the dependent variable, TIV is the t-statistic for the independent variables, LM is the Langrage Multiplier test and JB is the Jarque-Bera test.
In order to examine the cointegration between the variables, after noting that they have a mixed order of integration, we have applied the bootstrapping ARDL bounds testing approach in order to test whether cointegration is present. The bootstrapping ARDL bounds testing approach performs better than the traditional ARDL. This approach considers the joint F-test on all lagged level variables, the T-test on the lagged level of the dependent variable and the Ttest (new test) on the lagged level of the regressors in order to make a decision regarding cointegration between the variables. Due to these tests, the bootstrapping ARDL test is superior to the simple ARDL bounds testing approach for cointegration.
In bootstrapping ARDL cointegration framework, the T-value and F-value have bootstrapped for examining cointegration between the variables. We report the results of the bootstrapping ARDL bounds testing approach in Table- . It opines that the variables have the same population provided by the standard variance analysis, thus confirming the normal distribution of data. 18 The empirical results indicate that serial correlation is not present in the empirical models. It means that each variable has an independent observation (Pesaran et al. 2001) . The normal distribution of data is also confirmed by the Jarque-Bera test. Note: The asterisks * and ** denote significance at the 1% and 5% levels, respectively.
The long-run results are reported in Table- 4. We find that the linear and squared terms of real GDP per capita (i.e. the measure of economic growth) have a positive and negative effect on CO2 emissions at the 1% and 5% significance levels, respectively. This underscores an inverted U-shape relationship between economic growth and carbon emissions, validating the presence of environmental Kuznets curve (EKC). The theory of EKC indicates that carbon emissions per capita are positively linked with real GDP per capita initially but start to decline after a threshold level of real GDP per capita at later stages of economic development. This empirical finding is consistent with studies, for instance, Esteve and Tamarit (2012) and Sephton and Mann (2013) on Spain, Tiwari et al. (2013) on India, Fosten et al. (2015) on UK.
In specific to France, Itawa et al. (2010) , Shahbaz et al. (2017a) , and Can and Gozgor (2017) , which validate the presence of the EKC in the French economy. On contrary, studies for instance, Ghosh (2010) on India or more specifically, Mutascu et al. (2016) (2014) show that financial development increases carbon emissions which degrade environmental quality. Whereas, Ozturk and Acaravci (2013) and Dogan and Turkekul (2016) argue that financial development affects carbon emissions insignificantly. The subject study adds to the existing contrasting evidence by providing a very significant evidence on the role of financial development in environmental improvements.
FDI affects carbon emissions positively and significantly. It implies that FDI impedes environmental quality by increasing carbon emissions. If all else is the same, a 1% increase in FDI leads to an increase in carbon emissions by 0.0764%. This empirical evidence is similar to Shahbaz et al. (2015) , who reported that FDI increases CO2 emissions in developed countries like France. On a broader note, this finding is in line with those reported by Ren et al. (2014) on China, Hitam and Borhan (2012) The short-run results are reported in Table- 5. We find that in short run, FDI is positively and significantly linked with CO2 emissions, which validates the presence of the pollution- ECM are -0.1352 and -0.0816, respectively. We note that the short run deviations towards long run are corrected by 13.52% and 8.16%, respectively. It will take 7 years and 9 months (and 12 years and 3 months) for reaching to long-run equilibrium path.
The short run empirical models are significant at the 1% and 5% levels. The empirical models are well described by the independent variables i.e. R 2 is 0.7270 and 0.7307. The autocorrelation between carbon emission and the residual term is not validated. The diagnostic analysis shows the normal distribution of error term. The empirical confirmation is also valid for the absence of serial correlation. The absence of white heteroscedasticity, as well as autoconditional heteroscedasticity is also confirmed. The Ramsey reset test confirms the wellspecification of the short-run empirical model. The empirical results by the CUSUM and the CUSUMsq tests also validate the reliability of the short-run estimates. 19 
Conclusion and Policy Implications
In the context of the French efforts and commitment to deal with environmental and ecological issues as well the intention to restructure its economy, this study investigates the effects of relevant contributory economic factors on the environmental degradation. In so doing, we focus on the impact of foreign direct investment on CO2 emissions and also incorporate financial development and public expenditure on energy sector research & development in the carbon emissions function for the French economy for the period 1955-2016.
For the empirical purpose, our intention was to apply the most recent and novel set of techniques with a number of benefits which we discussed at length in the methodology section of this treatise. Specifically, we have applied the ADF and SOR structural break unit root tests in order to examine the order of integration of the underlying data series. Furthermore, we analyzed and tested for the presence of cointegration between carbon emissions and their determinants by employing the bootstrapping ARDL cointegration approach. In the final part of the analysis and in order to examine the causal relationship among the underlying variables of interest, we applied the bootstrapping ARDL-based Granger causality.
In the light of our empirical results, we can hereby conclude the existence of cointegration between carbon emissions and their underlying determinants. More specifically, we conclude that in France, an increase in foreign direct investment worsens the environmental quality by increasing carbon emissions. This is a prima facie manifestation of the Pollution-Heaven Hypothesis. The results also lead us to conclude that the relationship between economic growth and carbon emissions has an inverted-U shaped, which supports the EKC hypothesis.
Energy consumption was also found to be an important factor in boosting carbon emissions. On In term of economic and ecological policy formulation, our findings have profound implications for an economy intended to balance between economic development and environmental sustainability in general and for France in particular. Considering the French economic outlook, which is on one hand starving for capital investment (specifically FDI) and
on the other hand a French global leadership and commitment to deal with the climate challenges which requires to be an example for others, it appears that there is a crucial tradeoff the French policymakers may face. In the light of analysis and findings of this study for which we drew on more than half a century data of the French economy, it is evident that FDI has been a contributory factor in increasing environmental degradation. Hence, on one hand, FDI is required to boost economic growth and tackle with domestic socio-economic challenges, and on the other hand, in the light of historical results, FDI can impede environmental quality and efforts to deal with the climate issues. Concomitantly, this would imply that in future policy formulation and while encouraging FDI, France should consider the environmental aspect of it and urge investments in the environmentally more sustainable sectors.
The relationship between the economic growth and environmental degradation was inverted-U shaped, which supports the EKC hypothesis. In terms of policy implication, it may suggest that the successful efforts to increase growth may result in an increase in environmental degradation only in the short-term. Hence, one may argue that for the sake of long-term economic interest, these effects might be condoned in the policy formulation. However, when compared with the ecological realities and commitments (including the Paris Agreement), this line of reasoning is fundamentally flawed. Specifically, as the commitments have been made to decrease carbon emissions in the form of Nationally Determined Contributions (NDCs),
including the EU and its member states has expressed a "binding target of an at least 40% domestic reduction in greenhouse gas emissions by 2030 compared to 1990". Concomitantly, any negative gesture or ecologically unsustainable policy stance, particularly by a country like France, will have detrimental effects on the global efforts to deal with environmental challenges. Hence, it is vital that even the short-term negative impacts of growth on environmental degradation must be taken into account and economic and environmental policy formulation.
The importance of the financial sector and financial stability for real economy is paramount and a widely-discussed and debated subject in economics. However, our results suggest that there is also an important dimension of financial and ecological stability for the environment. Our results suggest that financial development leads to a decline in carbon emissions and environmental degradation. Hence, we conclude that the "financial stability and environmental sustainability are two sides of a coin". This has an important financial policy implication as the French financial sector can play a vital role in tackling environmental challenges. Particularly, if we put this together with the earlier discussed implication of FDI. A sustainable financial intermediation can play an important part dealing with the environmental degradation. Nonetheless, the energy innovation can also complement the financial sector positive role and endeavour to improve environmental quality.
In the light of our results, it is evident that there is a strong negative relationship between research and development expenditures in energy innovation and carbon emissions in
France. This implies that research and development expenditures in energy innovation is a crucial factor to consider in policy formulation, as it significantly improves environmental quality by lowering carbon emissions. Concurrently, it is intuitive to suggest that in the future the policy formulation role of financial development and research and development in the energy innovation should be categorically considered. This will help France address the environmental challenges and honour its commitments. Indeed on the French part, it would be leading from the front and by example!
