Classi ication of Electrocardiogram (ECG) signals plays a signi icant role in the identi ication of the functioning of the heart. This work pertains with the ECG signals, where the classi ier is developed for identi ication of normal or abnormal conditions of the heart. The raw ECG signals are collected from an online database (www.physioNet.org) for classi ication. The raw ECG signal is pre-processed for noise removal, and the frequency spectrum is analysed to compare raw and denoised ECG signal. Attributes (P, Q, R, S, T time intervals) from denoised ECG signal is analysed and classi ied using Convolution Neural Network (CNN). The paper reports a classi ication technique to differentiate ECG signals from the MIT-BIH database (arrhythmia database, arrhythmia pwave annotations, atrial ibrillation). The CNN analyses the deviation between nominal ranges of attributes (amplitude and time interval) and classi ies between the abnormality and normal ECG wave. This work provides a simple method for interpreting ECG related condition for the clinician and helps medical practitioners to make diagnostic decisions.
INTRODUCTION
Many heart diseases are diagnosed through realtime monitoring of the ECG signal. It is essential to know that only experienced and the professionally trained cardiologist can be able to identify the abnormality from ECG waveforms. It is dif icult for medical practitioners to predict the abnormal conditions as it is a complex task that requires experience and knowledge in interpretation. To make the identi ication process simpler through engineering tools, a convolution neural based classi ier is developed for identi ication of heart condition.
Classi ication of ECG becomes dif icult due to the difference in morphological characteristics of basic ECG patterns of various patients (Zubair et al., 2016) . The ECG waveforms are also similar for multiple patients having different heart beats and should show a difference, especially between things that should be the same for the identical patient at different time. Heart rate variability is an additional problem involved within the classi ication of ECG signals, and it depends on the physiological and mental conditions like stress, excitement, exercise and should cause variations in ECG options like RR, PR and ST intervals (Oh et al., 2018) .
Feature extraction is used to extract more useful or prominent information hidden in the signals by avoiding unnecessary or redundant information. The ilter removes unwanted features or components such as noise from the signal. The signal is pre-processed to remove noise and interfaces before performing feature extraction. After features are extracted, classi ication is performed based on the selected features. In order to design an ef icient system for identi ication of arrhythmia from ECG signals, it is necessary to extract appropriate features of these signals at irst. ECG signals have PQRST com-ponents, and each component have their own amplitude and time interval for a healthy heart. In feature extraction, the change in time interval and amplitude of attributes are taken to distinguish between normal and abnormal ECG signal.
Windowing could be a method used whenever an index restricted sequence has most of its energy targeted in a very inite frequency interval. This could be extended to N-dimension wherever the Ndimension window has limited support and most concentration of energy in a very severable or nonseparable N-D passband. It differs from standard neural systems regarding the progression of the signal between neurons. Neural systems, as its name proposes, it is an Arti icial Intelligence (AI) procedure, which is designed according to human brain structure (Vornicu and Goras, 2011) . Convolution Neural Network (CNN) has concealed layer comprising of a few different layers which complete element extraction. There are four layers in a Convolution Neural Network (CNN). They are the convolution layer, SoftMax output layer, Pooling layer and Fully connected layer. 
MATERIALS AND METHODS
Irregular Heartbeat or the change in the rhythm of the heartbeat is termed as arrhythmia, which can be classi ied by their origin and heart rate changes. Some of the arrhythmia are Premature Atrial Contraction (PAC), Premature Ventricular Contraction (PVC), and Atrial Fibrillation. In PVC, QRS duration is prolonged, and the T wave is inverted. In atrial ibrillation R-R interval is irregular, Atria does not beat, and P wave is not distinguishable (Yao et al., 2017) . In PAC R-R interval is irregular, and the P wave is typical. In the proposed method, the input ECG signal is taken from three different MIT-BIH database, (1.MIT-BIH arrhythmia database, 2.MIT-BIH arrhythmia p-wave annotations, 3.MIT-BIH atrial ibrillation) for classi ication using CNN.
The proposed system consists of three stages (I)Preprocessing, (II)Feature extraction, (III)Convolution Neural Network training. The pre-processing of the raw ECG signal involves noise removal from the signal and gives the fre-quency spectrum for the denoised ECG signal. Different ilters are used for different noise removal technique, and Noise Removal can be done in Time and Frequency Domain methods (Ebrahimzadeh et al., 2015) .
The time-domain representation gives the amplitudes of the signal at the instants of time during where it is sampled (Priya and Singh, 2015) . The approached method in this system uses a Fast Fourier Transform (FFT) ilter that is based on frequency domain iltering.
The Fourier transform (FT) of the function f(x) is the function F(ω), where:
The Fourier transform can process out random artefacts and uncover the frequencies.
From the signal, the baseline drift (low frequency of 0.1Hz) and power line frequency (high frequency of 50Hz) is removed for the detection of attributes from the ECG signal. The windowing technique is incorporated for their analytic expression in the frequency domain, and they guarantee zero at the edges of the window.
II)Feature extraction:
Feature extraction is the key for ECG classi ication (Todd and Andrews, 1999) . This stage involves the measurement of peak amplitudes and intervals between the ECG signal with respect to time. The attributes were taken according to the different needs and application (Alickovic and Subasi, 2015) . This stage also measures the time duration of the intervals from the input signal. R peak is the tallest among other peaks, and it is easy to detect R peaks and to calculate R-R time interval.
The widely used Windowing technique in signal processing is used for the detection of peaks and the intervals from the ECG signal. Since the developed system is incorporated with the frequency domain, i-window function is used to detect the state of attributes from the ECG signal. The proposed system displays all the detected peak amplitudes and time intervals between the attributes in the command window screen of MATLAB.
(III) Convolution Neural Network
Convolution Neural Network is a deep class neural network. The developed classi ier system is robust, where three different ECG databases are classi ied, and the classi ier system also identi ies a normal ECG signal. CNNs has higher consideration than other ECG classi ication like fuzzy, ANN (Arti icial Neural Network) these have become the traditional way of classi ication (Hannun et al., 2019) . Comparatively, the CNNs are non-hand crafted, and no manual element is given to the system. Basically, CNN is also known as self-learning network.
Convolution neural networks are of two parts. The irst part is feature extraction which automatically extracts the features from raw input signal while the second part is a fully connected multi-layer perceptron (MLP) which performs classi ication based on the learned features from the irst part (Zubair et al., 2016) . The developed system consists of seven layers, including an input layer. The seven layers are: an Input layer, Convolutional 2D layer, Maxpooling 2D layer, Fully Connected layer, Relu layer, SoftMax layer, Classi ication layer.
The input layer is where the input neurons that are the features extracted in (II) is given. Convolutional 2D layer learns the features given as input to the network. Maxpooling layer will perform the down sampling of the matrix dimensions. Usually, the Maxpooling layer and Fully Connected layer are stacked in the layer formation in all Neural Networks (Acharya et al., 2017) . The RELU layer is the "activation function" in the CNN. The SoftMax layer is implemented for the classi ication of ECG signals. Finally, the classi ication layer which gives the output as classi ied ECG signal from the MIT-BIH database.
Thirty-six records from the databases of Arrhythmia, P-Wave Annotation and Atrial ibrillation were trained and tested. The training and testing process helps the classi ier to perform the self-learning process using Convolutional Neural Network to identify the type of arrhythmia.
RESULTS AND DISCUSSION
The proposed classi ier network is trained and tested with ECG signals from three different MIT-BIH database. The classi ication system is highly eficient for the trained and tested ECG signals. Due to the maximum number of layer formation while using ECG signals taken from the database the accuracy of the proposed system is 96% compared to the methods in (Acharya et al., 2017) .CNN was trained by using a 9-layer deep convolutional neural network and achieved an accuracy of 94.03% and 93.47% (Acharya et al., 2017) .
1. The Arrhythmia was identi ied by using 1000 ECG signals from the MIT-BIH database and de-signed a complete end-to-end structure instead of feature extraction and achieved an accuracy level of 91.33% (While comparing these papers, this proposed system has a high accuracy of 96 %. Figure 6 shows the results of record "100" from the MIT-BIH Arrhythmia database. The duration of the collected ECG signals is 10 seconds. Figure 4 is the plot of the raw ECG signal (100.m). Figure 5 is the stage I & II of the proposed system where the iltering of the raw ECG signal is done, and Figure 6 shows the frequency spectrum for the de-noised ECG signal.
The Figure 7and Figure 8 are the outputs from the developed CNN classi ier. Figure 7 is the short training table which will be displayed in the command window of MATLAB after the testing and training The commonly used learning rate in CNNs lies in the range of 0-1. The initial learning rate in the developed CNN is 0.0025 as the system is trained with less training data.
Since the developed system is trained for three different MIT-BIH databases, in future the testing and training datasets can be increased, and the initial learning rate can be reduced or increased according to the number of training data.
CONCLUSION
This paper is useful as the developed CNN classi ier is trained for MIT-BIH arrhythmia database, MIT-BIH arrhythmia p-wave annotations, MIT-BIH atrial ibrillation database to identify the arrhythmic signals and classi ication is done among the databases. The standard ECG signal is also trained in this system to show the difference between the healthy heart signal and unhealthy heart signal. The developed system can also be enhanced to be digital cardiologist for identi ication of heart conditions.
