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Introduction
Cluster analysis, also known as unsupervised classification or exploratory data analysis, pursues the automatic partition of a data set into a finite number of natural structures, or clusters [1, 2, 3] . The goal of any clustering algorithm is to divide the data into different groups or categories, generally searching for homogeneity within each cluster and heterogeneity among different clusters, according to some similarity measure. That is, elements inside a cluster must be similar, while elements belonging to different clusters must not. Clustering algorithms are usually divided into crisp and fuzzy methods. In crisp clustering, each data point is uniquely assigned to a single cluster. On the contrary, fuzzy clustering allows each point to belong to any of the clusters with a certain degree of membership.
A common problem to both approaches is the lack of a general framework to measure the validity of the outcomes of a particular clustering method. Note that in cluster analysis the data have no labels which can guide the algorithms or inform about the reliability of the final results and, in general, different algorithms provide quite different results when applied to the same data set. Even worse, the same method may provide different data partitions depending on the initialization conditions, the data presentation order or the parameter values. Determining whether a certain partition is better or worse than another is not an easy task, and so the development of techniques that allow to assign a validity measure to the outcomes of clustering algorithms, known as cluster validation [4] , has become a central issue in the field. The objective of cluster validation is to provide a quality measure, or validity index, that allows to evaluate the results obtained by a clustering algorithm. There is a large literature that deals with cluster validation from different approaches [5, 6, 7, 8, 9, 10, 11, 12] , both for crisp and fuzzy clustering.
In this paper we deal with cluster validation for crisp clustering. In this context, validity indices are generally based on some measure that relates the cluster diameters to the inter-cluster distances [13, 14, 15, 16] . The data set is assumed to be well-partitioned if the former are small compared to the latter. This kind of criteria can give a general impression of the separation among clusters, but they ignore much of the information regarding how the data are distributed. Implicitly, these distance based criteria assume that the clusters are (hyper-)spheres, and so they can lead to error when the data distributions are very elongated (see Fig. 1 ). A few recent works take into account the cluster shape [17, 18, 19, 20] , in general searching for normally distributed clusters. Most of these works assume a Gaussian Mixture Model to describe the data. Validation, and in particular inference of the number of clusters in Gaussian mixtures has been the subject of much research [21, 22, 23, 24, 25, 26] . Nevertheless, Gaussian mixtures assume a probabilistic (fuzzy) model for the data, and so these approaches can not be directly applied to the validation of a crisp partition. Finally, some recent techniques based on stability criteria measure the reproducibility of clustering solutions on a second sample [27, 28, 29] . They have been applied to cluster validation mainly for gene expression data sets. We believe that, even in the case of crisp clustering, the normal distribution is optimal as a cluster's shape. First, human vision tends to associate single clusters to Gaussian structures. When the data is described by no more than three attributes, no artificial clustering algorithm appears to perform better than visual inspection. This human ability is exploited in projection pursuit techniques [30, 31, 32] , whose aim is to find "interesting" projections of the data onto a low dimensional space, such that a human analyst can visually determine the data intrinsic structure. In this context, the normal distribution is generally considered to be the least interesting, because it provides no information about possible hidden sub-structures (note that multimodal distributions showing some clustering structure are far from normality). Second, from an information theoretic point of view, the normal distribution is the one with largest entropy for a given covariance matrix [33] , and so the less structured (more uncertain) one. This means that a normally distributed cluster can not be expected to contain additional sub-structures. Both points of view emphasize the relation between a cluster and a normally distributed set.
We propose a new validity index for crisp clustering that is based on the average normality of the clusters. In this case the main difficulty is the evaluation of the normality of a distribution in a multi-dimensional space. Many tests for multivariate normality have been proposed in the literature [34, 35, 36, 37] . They are mainly based on the multivariate generalization of skewness and kurtosis [38, 39] , on the empirical characteristic function [40, 41] , or on estimations of the sample entropy [42, 43] . The sample entropy has been widely used to measure normality in the context of projection pursuit and independent component analysis [31, 32, 44] . It is known that, among all the distributions with the same covariance matrix, the Gaussian is the one with the largest entropy [33] . This fact is used to test the normality of any given distribution by comparing its differential entropy to that of a normal distribution with the same covariance matrix. The difference between both quantities, known as the negentropy, is an accepted measure of distance to normality [44, 45] . The negentropy of a probability distribution is always positive, and vanishes if and only if the distribution is Gaussian.
So we hereby use the negentropy to measure the normality of the clusters. Given two partitions of a data set, we will prefer the one whose clusters have lower negentropy on average. The negentropy is difficult to estimate, as it involves the computation of the differential entropy. Some approximations have been suggested, which include the use of cumulant based approximations [32] , the maximum entropy principle [44] , or the Edgeworth expansion [46] . Here we avoid the computation of differential entropies by considering only measures of negentropy relative to the initial distribution. We show that, by subtracting the negentropy of the initial distribution from the average negentropy of a given partition, we obtain a normality index that has all the advantages of the negentropy but avoids the explicit computation of differential entropies. We call this index the negentropy increment associated to the partition.
To test the negentropy increment as a cluster validity index, we have used it as the fitness function of a genetic algorithm that searches the partitions space. We have applied this method to an extensive set of synthetic clustering problems, as well as to data sets from public databases, comparing our results with those obtained by other crisp validity indices in the literature. For most of the problems considered the negentropy increment outperforms the other indices, both with respect to the prediction of the number of clusters and to the similarity among the real clusters and those inferred.
The negentropy increment as a measure of cluster validity
Our goal is to find a cluster validity index that is based on the average normality of the clusters. We consider that a normally distributed cluster is optimal, in the sense that it seems unnatural to our visual perception to perform additional partitions on it. From a more theoretical point of view, a normally distributed cluster is the most uncertain, or less structured, one for a given covariance matrix, which suggests that no additional structures can be found on it. So we will focus on finding data partitions for which the resulting clusters are as normal as possible. Note that all the partitions considered throughout this paper are crisp partitions, that is, each data point can belong only to one of the partition regions. The normality based validation of a crisp partition summarizes into the following assumption:
Assumption 1. Let A and B be two partitions of a given data set. The partition A is better than the partition B if and only if the average normality of the clusters in A is higher than the average normality of the clusters in B.
The negentropy of a probability distribution is a well accepted measure of distance to normality [44, 45] . For a random variable x with probability density function f (x), the negentropy is given by:
whereĤ(x) is the differential entropy of a normal distribution with the same covariance matrix as x, and H(x) is the differential entropy of x:
The negentropy of a probability distribution is always equal to or greater than 0, with equality holding if and only if the distribution is Gaussian. The lower J(x), the more Gaussian the distribution is. So our previous assumption can be rewritten as: We will use this assumption to derive our cluster validity measure as follows. Imagine that some clustering algorithm provides a crisp partition of the space into a set of k non overlapping regions {Ω 1 , Ω 2 , ..., Ω k } (see Fig. 2 ). We will use the region Ω 0 to refer to the original space with no partitions. We can use the average negentropy over all the regions, which we callJ (x), as the validity index for the partition:
where p i is the a-priori probability of x falling into the region Ω i , and
is the negentropy of x in the region Ω i . The expression in (3) is the formalization of assumption 2. The lowerJ(x), the better (more Gaussian on average) the partition is. We can add any constant toJ(x) without affecting this result so, instead of (3), we will consider the index:
where J 0 (x) is the negentropy of x if one single region Ω 0 is considered, which is a constant for the problem. We call this index the negentropy increment after the partition. It measures the change in negentropy when we make a partition on the data set. If ∆J < 0 then we are gaining normality (losing negentropy) with the partition, while if ∆J > 0 we are losing normality (gaining negentropy). Given two different partitions of a data set, we will select the one for which ∆J is lower.
As an example, let us consider the data shown in Fig. 3 . Panel A shows a data set consisting of 250 normally distributed points in two dimensions. We have performed different partitions of this data set by using vertical separators, at positions x c , that divide the plane into the two nonoverlapping regions {x < x c } and {x ≥ x c }. For each of these partitions we have computed the negentropy increment ∆J, which is plotted in panel B versus x c . Note that ∆J is positive or zero for all the considered partitions, which indicates that none of them contributes any gain in normality. So, according to the negentropy increment criterion, it is better to consider one single cluster for this data set. In panel C we show a second data set that consists of two different groups of 250 normally distributed points each. We have performed the same kind of partitions by vertical separators, and computed the negentropy increment as before. The resulting plot of ∆J vs x c is shown in panel D. Now the negentropy increment takes negative values for some partitions, which are then preferred, in terms of normality, to the initial situation with no partition. Note that the minimum value of ∆J (maximum gain in normality) corresponds to partitions that separate between the two original clusters.
The results obtained using the negentropy validity index are in accordance with the observation of one single cluster in Fig. 3A and two different clusters in Fig. 3C . The measure appears as a good candidate index of cluster validity. There is only a technical issue left, related to the calculation of the differential entropy, which we tackle in the next section. 
Computation of the negentropy increment
The computation of the negentropy in (1) requires the evaluation of the differential entropy H(x). The precise evaluation of H(x) is in general a difficult task, as it needs the estimation of probability distributions. As soon as the dimension increases, the estimation of a probability distribution becomes impossible unless we have an infinite amount of data (curse of dimensionality). To overcome this problem some approximations to the negentropy have been proposed [32, 44, 46] in the context of projection pursuit and independent component analysis.
Here we follow a different approach, which avoids the explicit computation of the differential entropy by using a validity measure that discounts the negentropy of the original data set from the average negentropy of the partition being evaluated (∆J index in (4)). When we expand the expression for ∆J all the differential entropies, except those for normal distributions, cancel out. For a crisp partition, the negentropy increment can then be expressed as:
whereĤ i is the entropy of a normal distribution with the same covariance matrix as x in the region Ω i . A full derivation of this expression can be found in appendix A. Note that it is not an approximation, but the exact expression for the negentropy increment of a crisp partition. As shown in (5), the negentropy increment is a contribution of three terms. First, the average differential entropy of x over all the regions generated by the partition, assuming normality. Second, the negative of the differential entropy of x considering one single region Ω 0 , and also assuming normality. And third, the discrete entropy that is introduced as a consequence of the partition. It can be shown that, under the assumption of normality for x, the previous expression is equivalent to the overall increment in entropy after the partition. So, the validity condition ∆J < 0 favours partitions which decrease the overall entropy of the system, thus introducing some kind of order. This is in apparent contradiction with the physical intuition that the entropy can never decrease. However, under the normality assumption, there is no contradiction: the normal distribution that explains the data in the original space can have larger entropy than the set of normal distributions that explain the data in each of the regions after performing the partition.
The entropy of a normal distribution has a closed expression in terms of the covariance matrix. This allows to rewrite (5) as:
where Σ i is the covariance matrix of x in the region Ω i . Note that to evaluate this final expression we only need to compute the determinants of the covariance matrices for each region. Additionally, the prior probabilities p i are approximated by the fraction of points that fall into each region. This index can be applied as a general tool to validate the outcome of any crisp clustering algorithm, and also to compare solutions provided by different algorithms for a single problem. The rest of the paper is dedicated to show the performance of ∆J, in comparison with other cluster validity measures, on a variety of test data sets. A brief analysis of the behavior of the new index in cases of noise and reduced number of data points is provided in appendix B.
Clustering algorithm
We want to test the ∆J cluster validity measure against other crisp validity indices that are frequently used in the literature. In particular, we consider the Davies-Bouldin (DB) index [14] , the Dunn index [13, 15] , the PBM index [16] and the SIL index [47] . The DB and the Dunn indices were found among the best in a study that compared 23 validity indices on 12 data sets that consisted of bivariate Gaussian mixtures [48] . On the other hand, the PBM index was shown to outperform the other two in [16] . The SIL index is qualitatively different from the others and is included here as an additional reference. We use a genetic algorithm to search for the partition Γ that optimizes a particular validity index I(Γ) for the problem being solved. The partitions we consider consist of convex non overlapping regions delimited by linear separators, such as those sketched in Fig. 2 . The outline of the genetic algorithm follows (details on the implementation, including a comparison of the execution times for the different indices, can be found in appendix C).
Let us consider a clustering problem in d dimensions, and a partition of the parameter space into k non overlapping regions, Γ = {Ω 1 , Ω 2 , ..., Ω k }. We will consider only partitions that can be seen as a d-dimensional Voronoi diagram around k centers. That is, any partition is fully characterized by the set of centers {p 1 , p 2 , ..., p k }, and the region Ω i consists of all the points that are closer to p i than to any other center. In the genetic algorithm implementation we codify each region center as a set of 10 × d bits (10 bits per coordinate), and so the full partition can be coded as a binary string of length 10 × d × k. We use the PGAPack genetic algorithm library [49] with the default mutation and crossover operators. In all the trials performed the population size is set to 500 individuals, each one representing a different partition, which are randomly initialized. The evaluation of any partition Γ is done by using the validity index I(Γ) as fitness function. The algorithm is run for 250 iterations, and the best partition at the end is used as the solution for a particular run. In general (unless otherwise specified) we make 20 different runs for each k, and select the solution that provides the best index value.
The following validity indices are considered:
Davies-Bouldin (DB) index
The Davies-Bouldin index measures the relation between within-cluster scatter and inter-cluster separation [14] . Let k be the number of clusters, |C i | the number of samples in cluster C i and p i the center of cluster C i . The scatter is defined, for each cluster, as:
It represents the average euclidean distance to the cluster center. For each cluster, a measure of the overlap with other clusters is also defined as:
where d ij is the euclidean distance between the cluster centers, d ij = ||p i − p j ||. The Davies-Bouldin index is defined in terms of R i as:
The best partition is the one that minimizes DB. Note that, as far as we use euclidean distances, this index is assuming that all the clusters are spherical. This assumption may lead to poor results when the clusters are very elongated (recall Fig. 1 ).
Dunn index
The Dunn index is defined as a ratio between minimum inter-cluster distance and maximum cluster diameter [15] :
where δ(C i , C j ) is the distance between clusters C i and C j and ∆ i is the diameter of cluster C i . There are a variety of Dunn's indices depending on how these quantities are defined [13] . We consider here the V 33 index, where the cluster diameter is defined as:
and the inter-cluster distance is defined as:
The best partition is the one that maximizes the index. Note that, as before, the use of euclidean distances implies the same assumption about sphericity.
PBM index
The Pakhira-Bandyopadhyay-Maulik index [16] is constructed to ensure the formation of a small number of compact clusters with a large separation between at least two of them. It is defined as:
The variable E measures the total within-cluster scatter:
where S i is the scatter for cluster C i as defined in (7). The variable E 0 is the total scatter considering all the samples belonging to one single cluster:
where p is the average of all x. Finally, D is the maximum distance between cluster centers:
This index is maximized in order to find the best partition. An important difference with the previous indices is that the PBM index uses the maximum inter-cluster separation. Once a partition into compact and well separated clusters has been found, D remains almost constant with further partitioning while the quotient E 0 /E can increase. This makes necessary the introduction of the factor 1/k to compensate for this growth in the index. Overall, the three factors compete with each other critically. The PBM index also assumes that the clusters are spherical.
SIL index
The Silhouette index [47] is based on the concept of silhouette width, which measures the confidence on the membership of each single data point with respect to its cluster. The silhouette width for the data point x is defined as:
where a(x) is the average distance between x and the rest of points within its cluster, and b(x) is the minimum (across clusters) average distance between x and all the points belonging to any of the other clusters. The silhouette width is close to 1 when the point is well clustered, it is about 0 when the point lies in between two clusters, and it is almost −1 when the point is assigned to a wrong cluster.
By averaging the silhouette width over the whole data set, we obtain the SIL validity index as:
where n x is the number of points in the data set. The best clustering partition is selected by maximizing the SIL index.
Negentropy index
The last validity index we consider is the negentropy increment ∆J, as defined in (6).
Test data sets
We have performed different experiments on both synthetic and real data sets. The synthetic examples are composed of randomly generated Gaussian clusters in two and three dimensions. The real data correspond to three well known machine learning problems from the UCI database [50] . In the following we include a brief description of each problem.
Gaussians 2D
As a first test we consider a set of 500 randomly generated problems in 2 dimensions. In every problem the number of clusters, n, is between 1 and 5, each cluster consisting of 200 points randomly extracted from a normal distribution whose parameters are also randomly selected. The set of points (x, y) belonging to a particular cluster are generated as follows. First, two random numbers, µ x and µ y , are extracted from a uniform distribution in the interval (0, 10), and other two, σ x and σ y , are extracted from a uniform distribution in the interval (0, 1). Then x is extracted from the normal distribution N(µ x , σ x ) and y is extracted from N(µ y , σ y ). Finally a rotation by an angle θ, with center at (µ x , µ y ), is applied to the points (x, y). The angle θ is randomly selected from a uniform distribution in (0, 2π). There are 100 data sets for each value of n. Fig. 4 shows some of the data sets for n = 3, n = 4 and n = 5. Note that, as the number of clusters increases, the overlap among them is higher in general. This fact makes the problems more difficult for higher n. Some examples of the 2D data sets generated to test the cluster validity measure. The top row shows some sets with tree clusters (n = 3). The middle row shows sets consisting of four clusters (n = 4). The bottom row shows data sets with five clusters (n = 5). The clusters have been randomly generated and present different shapes, sizes and orientations. Note that in some cases two or more clusters can overlap, which increases the difficulty of the problem.
Gaussians 3D
The second group of artificial data sets is an extension of the previous one, which increases the difficulty of the problems in the following terms. First, the dimension is increased to three. Second, the data sets can be made of up to 8 clusters. And third, the number of points per cluster is reduced to 100. The reduction in the number of points, together with the dimension increase, makes the estimation of normality a more difficult task. On the other hand, by increasing the number of clusters we increase the overlap among them, which also increments the problem complexity. The number of clusters, n, in each of the data sets is between 2 and 8, and each cluster contains 100 points. As before, the coordinates x, y and z of the points belonging to a cluster are extracted from a normal distribution whose parameters are randomly chosen in the following ranges: µ ∈ (0, 10), σ ∈ (0.5, 1). To provide an arbitrary orientation for the clusters, a random rotation is applied to each of them, as for the 2D case. We have generated 20 different sets for each n, which makes 140 data sets in total.
UCI database problems
The three real data sets we consider are the Iris data set [51] , the Wisconsin Breast Cancer data set [52] , and the Wine data set [53] . Although they are essentially supervised classification problems, we will use them here in an unsupervised manner (no information about the classes is available to the clustering algorithm). In order to test the quality of our results on these problems, the real classes will be considered as the best possible clustering partition.
Iris
The Iris data set consists of 150 points in a 4-dimensional attribute space. The four attributes are real-valued, and represent the petal and sepal lengths and widths of iris plants belonging to three different species. There are 50 instances of each class. It is known that one of the classes is linearly separable from the other two, which are not linearly separable from each other.
Wisconsin Breast Cancer
This data set consists of 699 samples of cytological analysis of breast tumors belonging to two classes, benign or malignant. Each sample is characterized by a set of 9 integer attributes that describe different cell properties. We consider here only the 683 patterns without missing values. Of these, 444 are of class benign and 239 are of class malignant. We have reduced the dimension of the problem by using only the first 4 principal components, which account for the 85.27% of the total variance.
Wine
The last data set we consider contains data from chemical analyses of wines from three different classes. There are 178 samples characterized by 13 continuous attributes that represent the quantities of different constituents found in the wines. There are 59 samples of the first class, 71 samples of the second class, and 48 samples of the third class. We have performed a PCA transformation in order to reduce the dimension to the first 6 principal components, which account for the 85.10% of the total variance.
Results
We have run several trials of the clustering algorithm for each of the problems and each of the validity indices. The results are evaluated using two different error measures. First, we compare the actual number of clusters in the problem with the number of regions in the best partition provided by the algorithm. For the problems that consist of a collection of data sets (Gaussian data in 2D and 3D), we also compute the percentage of sets for which the algorithm obtains the correct number of regions. A good result in this sense does, however, not guarantee a good correspondence between the partition and the real clusters. So we use as a second error measure the discrepancy between the real clusters and the predicted regions, given by the entropy distance [54] :
This distance is computed as a sum of two entropies. The first one measures the uncertainty in the cluster given the region. The second one measures the uncertainty in the region given the cluster. Both of them are sources of error and should be minimized in any good partition. Note that, when there is a perfect correspondence between clusters and regions, the entropy distance D H is 0. The steps we follow and the kind of tests we perform are essentially the same for all the problems considered. So we will provide a full description only for the Gaussian data in 2D, and we will summarize the results for the rest of data sets. We describe in detail the analysis for the ∆J validity index. Equivalent analyses are performed for the rest of indices.
Gaussians 2D
For each of the 500 data sets, we have performed 20 different runs of the algorithm for each value of k, ranging between 1 and 9 regions. In Fig. 5A we show the results for a particular data set with 4 clusters. The graphic plots the value of ∆J versus the number of regions k. Every point in the plot represents the best (minimum) value obtained over 20 runs of the genetic algorithm. The optimal number of regions is selected as that which minimizes ∆J. For this particular example, k opt = k min = 4 is obtained. In Fig. 5B we show the corresponding partition. If we perform the same analysis for all the data sets, selecting for each one the partition with minimum ∆J, we can compute on average the predicted number of regions, k min , given the real number of clusters, n. This is shown in Fig. 5C , where each point has been calculated as the average over the 100 data sets with the same n. Note that the number of regions slightly overestimates the number of clusters, more clearly as this number increases. Fig. 5D provides a hint to understand why this overestimation is produced and how to avoid it. It plots ∆J versus k for a different data set, for which the algorithm fails to find the correct number of regions. The data set presents 5 clusters, but the algorithm detects 8 regions. Note, however, that the graphic presents an elbow at k between 4 and 5, which could be used to predict the correct number of regions with more accuracy. By choosing k close to this elbow, we can get almost the same ∆J with a simpler partition. We do this by selecting k opt as the minimum number of regions for which ∆J lies within a 95% of the absolute minimum. In Fig. 5D , the point marked as k min corresponds to the minimum of ∆J, which gives rise to 8 regions. The point marked as k opt corresponds to the simpler partition with ∆J within the 95% of the minimum, which gives rise to 5 regions. In Fig. 5E we show this partition (solid line), which is seen to detect quite accurately the clusters in the data set. For the sake of comparison, the figure also shows the partition into k min = 8 regions (dotted line). In Fig. 5F we plot again the average number of regions versus the number of clusters, with the previous correction. Now the prediction is more accurate, and the number of clusters is no longer overestimated. In fact there is a slight underestimation as n grows, but this can be expected because more clusters imply more overlap. For the rest of the paper we will use this method to select the optimal number of regions, k opt . In Fig. 6 we show the selected partitions for all the data sets shown in Fig. 4 . Note that the algorithm performs quite well even in cases where two clusters are partially overlapping. The same kind of analysis has been performed for the rest of validity indices. In Fig. 7 we show the number of regions, k opt , versus the actual number of clusters, n, for each of them. The following conclusions can be extracted from this figure:
• Our index is the only one which provides the correct partition for data sets with one single cluster. All the other methods tend to generate two or more regions, inventing artificial clusters.
• For data sets with two clusters all the methods, except the PBM, produce a satisfactory solution. This could be expected, as there is in general enough space not to have much overlap (so the problems are quite easy to solve). However the PBM index fails, tending to pro- duce on average more than two regions. The reason may be that for such a small number of clusters the factor 1/k can not compensate the increase in the index produced by making an additional partition.
• For data sets with 3, 4 and 5 clusters all the methods tend to underestimate the number of clusters. This is due to a higher overlap, which increases with the number of clusters. The indices PBM and ∆J behave similarly and beat the others for these problems.
• Our index is the only one that shows a good performance for the full range of n.
To quantify these observations we have computed, for each index and each number of clusters n, the percentage R of data sets for which the algorithm predicts the correct number of clusters (k opt = n). The results are summarized in table 1 (left side). Our validity index provides the best results for all the cases except n = 2, for which the SIL index obtains the highest score (98%). Note, however, that in this case the ∆J, DB and Dunn indices also reach values over 90%. The high accuracy of the indices for n = 2 was previously observed in Fig. 7 , and is presumably due to the low overlap. Also note that the ∆J index finds the correct solution for 98% of the problems with one single cluster, while the other indices always produce partitions into two or more regions. Finally, in order to measure the discrepancy between the real clusters and the predicted regions, we have computed the entropy distance D H (19) between regions and clusters. In Fig. 8A we plot the average D H versus the number of clusters n for each of the validity indices. Each point in the plot is an average over 100 data sets. The ∆J index shows the lowest values for the full range of n. Note that this is true even for the case (n = 2) where other indices provided a higher accuracy predicting the correct number of clusters. We may conclude that the proposed cluster validity index not only predicts the number of clusters with high accuracy, but also the regions it produces are more similar to the real clusters than those generated by any other of the considered indices.
Gaussians 3D
For this set of problems we have performed 10 runs of the genetic algorithm for each data set, each validity index (except the SIL index 1 ), and each k. We consider k values ranging from 1 to 9. The procedure for selecting Table 1 : Percentage of data sets for which the number of clusters is correctly predicted by the algorithm, using the different validity indices. Left side: Gaussian data in 2D, each value is calculated using 100 data sets. Right side: Gaussian data in 3D, each value is calculated using 20 data sets. Values in bold are the best results for a given n.
Gaussians 2D
Gaussians 3D
the number of regions k opt and evaluating the different indices was described before for the 2D case. The results are summarized in table 1 (right side) and Fig. 8B . We have not evaluated the indices on single cluster problems (n = 1) because, as shown for the 2D case, only the ∆J index can deal with them. In table 1 (right side) we show the values of R obtained with the four considered indices for each of the different problems. The ∆J index shows the best performance for data sets with up to 4 clusters, and the P BM index is the best for problems with more than 4 clusters. If we look at the similarity between clusters and partitions, however, our validity index slightly outperforms the P BM. Fig. 8B plots D H versus n for the 4 validity indices. We observe that the ∆J and the P BM indices behave similarly, displaying the lowest values for all n. As before, our validity index provides the best results for most of the data sets, both with respect to the number of clusters and to the similarity between clusters and regions. However in this case the results provided by the PBM index are comparable, and in some cases even better. It seems that the dimension increase and the reduction in the number of points per cluster affect the ∆J index more dramatically than the others. 
UCI database problems
Finally we present the results for the Iris, the Wisconsin Breast Cancer and the Wine problems. For all of them we consider partitions with k ranging from 1 to 9, and run the genetic algorithm 20 times for each k and each validity index. The selection of the optimal partition is done as before. The selected partitions are evaluated by comparing with the real classes in terms of number of regions and entropy distance. Table 2 summarizes the results. Note that the ∆J index is the only one which predicts the correct number of regions for the three problems. Additionally, it provides the lowest D H in all the cases, which implies a higher correlation between the real classes and the predicted regions.
To add some visual intuition to the results regarding D H , we show in figures 9, 10 and 11 the class distributions for each region in the optimal partition obtained with each of the indices. For the Iris problem (Fig. 9) only the ∆J and the PBM indices predict the correct number of regions (k opt = 3). Both of them find one region that completely corresponds to one of the classes (the one which is linearly separable from the other two). However the other two regions are better related to the real classes for the ∆J index. For the Wisconsin Breast Cancer problem (Fig. 10) , all the indices except the DB find the correct number of regions (k opt = 2). In all the cases the two regions mix samples from both classes (note that the problem is not linearly separable), but the partitions derived from ∆J and PBM appear to be better in terms of D H . Finally, we show in Fig. 11 the class distributions for the Wine problem. Now they are the ∆J, DB, Dunn and SIL indices which predict the correct number of regions (k opt = 3). The partition derived from ∆J is the only one for which all the regions mix samples belonging to two different classes only, and this gives the highest correlation with the real classes according to D H . 
Discussion
In this paper we have introduced a new crisp cluster validity index that is based on the average normality of the clusters. The normality of a cluster is measured by means of its negentropy, i.e., the difference between the cluster's entropy and the entropy of a normal distribution with the same covariance matrix. To avoid the explicit calculation of differential entropies, we subtract the negentropy of the original data distribution, where all the points are assumed to belong to the same cluster. We show that, for crisp partitions (no overlap among clusters), the final form of the validity index only requires the computation of the determinants of the covariance matrices and the prior probabilities for each partition region. Application of the index to an extensive set of artificial and real problems shows that it provides in general better results than other frequently used crisp cluster validity measures, both with respect to the prediction of the number of clusters and to the similarity among the real clusters and the partition regions. In the artificial problems, when the number of clusters increases and the available space is kept constant, the performance of all the indices decreases. This is due mainly to a higher overlap, and not just because of the larger number of clusters. The ∆J index seems to be less sensitive than the others. In particular, the results regarding the entropy distance between the real and the predicted clusters show that the clusters assessed by the new index are more closely related to the real ones than those obtained by any of the other indices.
The idea of using normality as a measure of a cluster's quality underlies the Gaussian Mixture Model, where many studies address the problem of cluster validation, in particular the assessment of the number of clusters [21, 22, 23, 24, 25, 26] . In general these approaches use validity indices that combine the log-likelihood with some measure that penalizes the model complexity. Unfortunately, due to their probabilistic nature, these validity indices can not be easily applied to crisp partitions.
The use of the negentropy for cluster validation has been explored in some recent works. For example, Geva et al. [18] used a cluster validity index based on the negentropy calculated along single dimensions; and Ciaramella et al. [19] calculate the negentropy along Fisher's projection to determine whether two clusters must be merged. A similar normality measure, based on multivariate skewness and kurtosis, has been used by Song and Wang [20] to discover cluster pairs that can be combined into a less complex normal cluster. Note that all these works avoid the direct estimation of normality via the negentropy, either by reducing the problem to one single dimension or by using less precise estimators such as the skewness and the kurtosis. Our contribution directly tackles the problem, and solves it by considering the difference in negentropy between two different partitions. As we have shown, the terms which involve differential entropies cancel out and only covariance matrices need to be computed.
One frequent deficiency of crisp validity indices is that they are not applicable to single clusters. As they are usually based on inter-cluster distances, they need the presence of at least two clusters to be evaluated. The negentropy increment index does not present this problem. By discounting the negentropy of the initial data distribution (all the points belong to the same cluster), we are setting the zero of the measure at the single cluster solution. Then only partitions with a negative value of the index are preferred to the trivial single cluster case.
Although here we have restricted our analysis to crisp clustering, it is possible in principle to extend the results to fuzzy clustering. In this case, a new term measuring the uncertainty in the cluster given the data appears in the expression of ∆J. Work in progress deals with the extension of the negentropy increment validity index in this direction, as well as with the sensitivity analysis on how the performance of the index degrades with the variation of parameters such as the number of clusters, the overlap among them, or the dimension. The analysis of the behavior of the new index in problems where more than one clustering partition is compatible with the data will also be addressed in future research.
A. Derivation of the expression for ∆J
Let us consider the random variable x with pdf f (x) in the space Ω 0 , and a crisp partition of Ω 0 into k nonoverlapping regions {Ω 1 , Ω 2 , ..., Ω k } (Fig.  2) . The differential entropy of x in Ω 0 is:
The differential entropy of x in the region Ω i , i = 0, is:
where p i is the normalization constant:
The negentropy of x in Ω 0 is:
And the negentropy of x restricted to the region Ω i , i = 0, is:
whereĤ i (x), i = 0, 1, ..., k, is the differential entropy of a normal distribution with the same covariance matrix as x in the region Ω i . We can rearrange the last expression as:
If we compute the negentropy increment ∆J as defined in (4), the integrals in (23) and (25) cancel out, and we obtain:
Finally, we can substitute in (26) the expression for the entropy of the normal distribution:Ĥ (x) = 1 2 log |Σ| + d 2 log 2πe (27) where d is the dimension of x and |Σ| is the determinant of its covariance matrix. We get:
where Σ i , i = 0, 1, ..., k, is the covariance matrix of x in the region Ω i . This is the expression that appears in (6).
B. Behavior of ∆J in cases of noise and reduced number of data points
We include in this appendix a set of additional tests that were performed in order to evaluate the robustness of the new index in problems with noise and unbalanced clusters. First, to check the behavior of ∆J when the number of data points in one of the clusters is reduced, we run the following experiments. Figure 12: Average number of predicted clusters versus inter-center distance l. Two spherical clusters with n 1 and n 2 points and centered at (0, 0) and (l, 0) respectively are partitioned by a vertical separator at x = l/2, and the partition is evaluated using ∆J to determine whether one or two clusters should be considered. Each point in the plots is an average over 500 different datasets generated for a given triplet {n 1 , n 2 , l}.
We generate two spherical clusters in 2D. The data points in each cluster follow normal distributions with covariance matrices equal to the identity matrix. The first cluster is centered at (0, 0), and the second one at (l, 0). Both the number of points in each cluster, n 1 and n 2 , and the inter-center distance, l, are varied across the experiments. For any data set we consider the crisp partition resulting from application of a vertical separator at x = l/2, and compare it in terms of ∆J with the case of no partition performed.
We expect that for large l the partition into two clusters is preferred, while one single cluster results for small l. The number of points in each cluster is selected from the set {10, 20, 40, 80}, and the inter-center distance is varied in the range [0, 6] . Then, for each triplet {n 1 , n 2 , l} a total of 500 different data sets are generated, and the number of sets for which the ∆J index indicates one and two clusters are computed. The average number of resulting clusters is plotted versus the inter-center distance in Fig. 12 . Note that, when one of the clusters has a sufficient number of points (80), reduction of the number of points in the second cluster does not noticeably affect the results. Only when the number of points in both clusters is reduced, the ∆J index tends to prefer partitions into two clusters even in cases of large overlap. Figure 13: Average number of predicted clusters versus inter-center distance l. Two spherical clusters with 80 points each, centered at (0, 0) and (l, 0) respectively and subject to different noise level p, are partitioned by a vertical separator at x = l/2. The partition is evaluated using ∆J to determine whether one or two clusters should be considered. Each point in the plot is an average over 500 different datasets generated for a given pair {p, l}.
bustness of the new index in the presence of noise. We used the same kind of experiments as before, but with a fixed number of points in each cluster, n 1 = n 2 = 80. For any given problem, we introduce noise in the following way. With probability p, we replace each point in the data set by a new point randomly drawn from a uniform distribution in the rectangular area given by the opposite vertices (−2, −2) and (l + 2, 2) (note that the standard deviation of the cluster distributions is 1 both in x and y). As before, we perform the partition by a vertical separator at x = l/2 and compare it in terms of ∆J with the single cluster case. The results are shown in Fig. 13 , where each point is an average over 500 repetitions of the experiment for a given pair {p, l}. Note that for a noise level of up to 0.25 there is no noticeable change with respect to p = 0. When the noise level increases from this point, the algorithm starts to fail even in the limit cases of small and large l. Finally, when the noise level is 1, the algorithm provides always the same results regardless of l. The top panel in the figure shows an example of the data sets for each one of the 5 noise levels considered, for l = 6. The rectangular area shown in these plots represents the domain of the uniform distribution used to generate the noise.
C. Details on the genetic algorithm implementation and execution times
In this appendix we give a complete description of the genetic algorithm used to search for the clustering partitions that optimize any of the validity indices. We also include a comparison of the execution times for each index. Let d be the dimension of the data space, and k the number of regions or clusters in the partition. The genetic algorithm searches for partitions that can be expressed as a d-dimensional Voronoi diagram around k centers. That is, any partition is fully characterized by the set of cluster centers {p 1 , p 2 , ..., p k }, and the region Ω i consists of all the points that are closer to p i than to any other center.
Each individual in the GA population consists of a binary string that codes the position of each of the cluster centers for a given partition. We use b bits to code each coordinate of each cluster center, so the full string consists of b × d × k bits. Fig. 14 illustrates this coding scheme for a simple case with d = 2, k = 2 and b = 3. Note that the domain of each coordinate is discretized into 2 b bins, so that each b bits of the binary string represent the bin associated to a given coordinate of a given cluster center. Cluster centers are always located in the middle of the bins. We used the value b = 10 in all the GA implementations of this paper. Note that this space discretization is used only to code the cluster centers, but the points in any of the data sets are generated continuously. In all the trials performed the population size is set to 500 individuals, each one representing a different partition as shown before. The fitness function is given by one of the validity indices described in section 4. The binary strings are randomly initialized, each bit being set to 1 with a probability of 0.5. Then the GA is run for 250 iterations, and the best partition at the end is used as the solution for a particular run. At each iteration, a new population is generated from the old one according to the following steps:
1. Population replacement: The 90% of the individuals with highest fitness function are copied to the new population without changes. Only 10% of the new strings are generated by recombination of the old ones.
Selection:
The strings that will undergo reproduction by recombination are selected on the basis of their fitness using binary tournament selection. 3. Crossover: The two parents are crossed using 2-point crossover with a rate of 0.85. 4. Mutation: Only in the cases where crossover was not performed, each bit is inverted with a mutation rate which is the reciprocal of the string length. That is, on average only one bit per string is changed.
The scheme described above was applied to all the validity indices, changing only the fitness function. Note that our objective is not to provide a GA based clustering algorithm, but to illustrate the ability of the different indices (in particular ∆J) to evaluate the quality of a clustering partition.
The execution times varied considerably depending on the validity index used as fitness function. In Fig. 15 we show, for each validity index, the total time necessary to run the 250 iterations of the GA for the Gaussians 2D problems in a AMD Opteron Dual Core NetPro 64 processor at 2,6 GHz. The x-axis represents the number of real clusters in the data set, that is the size of the problem. The y-axis shows the execution time in seconds. In all the cases the GA is searching for a partition into 4 regions. All the points shown in the plots are averages over 2000 trials (100 different problems and 20 executions of the GA for each problem). The PBM, ∆J and DB indices display a similar behavior, with execution times that grow linearly with the problem size. The execution times for the SIL and Dunn indices grow faster than linearly. In particular, for the SIL index the time diverges very fast, which makes it inappropriate for some of the problems presented in this paper. 
