Mean flow anisotropy without waves in rotating turbulence by Brons, J. A. et al.
ar
X
iv
:1
90
2.
07
98
4v
1 
 [p
hy
sic
s.f
lu-
dy
n]
  2
1 F
eb
 20
19
Mean flow anisotropy without waves in rotating turbulence
Jonathan A. Brons1,2, Peter J.Thomas1 and Alban Pothe´rat2
1Fluid Dynamics Research Centre, School of Engineering, University of Warwick
2Centre for Fluid and Complex Systems, Coventry University
(Dated: February 21th, 2019)
We tackle the question of how anisotropy develops in flows subject to background rotation, espe-
cially turbulent ones. Inertial waves are generally accepted as the most efficient mechanism to trans-
port energy anisotropically. They have been shown to transfer energy to large anisotropic, columnar
structures. Nevertheless, they cannot account for the formation of simpler steady anisotropic phe-
nomena such as Taylor columns. Here, we experimentally show that more than one mechanism
involving the Coriolis force may promote anisotropy. In particular, in the limit of fast rotation, that
is low Rossby number, the anisotropy of the average of a turbulent rotating flow develops neither
as the result of inertial waves nor following the same mechanism as in Taylor columns, but from an
interplay between the Coriolis force and average advection.
Subjecting a flow to background rotation tends to
eliminate variations of velocity along the axis of rotation.
The effect, first noticed by Lord Kelvin [1], was famously
illustrated when Taylor observed that a fluid column
exactly followed the motion of a coin placed at the
bottom of a rotating tank [2]. The question of the
anisotropic mechanism underlying the development of
these columnar structures is, however, still open and is
the focus of this work.
The anisotropy of rotating flows is most commonly stud-
ied in the context of turbulence in fast rotating systems
such as planetary cores, atmospheres and astrophysical
systems, where its origin is attributed to the propagation
of inertial waves [3, 4]. Two main theories account for
the spontaneous formation of large structures in these
systems: one invokes nonlinear triadic interactions
between inertial waves [5, 6]. The existence of such
triads is supported by numerical simulations and by
strong experimental [7–9] and numerical [10, 11] evidence
of an inverse energy cascade, capable of transferring
energy from small and medium scales to large quasi-two
dimensional ones. The other theory argues that linear
inertial waves account for most of the energy transport
in rotating turbulence [12]. This was demonstrated
numerically and experimentally in the context of the
propagation of transient rotating turbulence [13–15].
None of these theories, however, satisfactorily account
for the formation of the steady columns that Taylor
observed. Indeed, the analytical solution for these
columns [17] is entirely steady and neglects non-rotating
inertia, thus excluding inertial waves. We therefore
suggest that more than a single mechanism may exist to
promote anisotropy of rotating flows and set out to de-
termine conditions in which the best known mechanisms
involving inertial waves may not be dominant. Beyond
simple steady flows, we seek evidence of such alternative
mechanism not involving inertial waves in the average
components of turbulent flows, on the grounds these are
both steady in nature and subject to the presence of
inertial waves inherent to rotating turbulence. As such,
they provide the ideal battleground for mechanisms with
and without waves to compete.
We first derive scalings characterising anisotropy in
steady and turbulent flows. Consider an incompressible
flow of Newtonian fluid in a frame of reference rotating at
constant angular velocity Ωez. The effect of the Coriolis
force on a structure of size lz along the axis of rotation,
l⊥ in the directions perpendicular to it and velocity U is
readily seen from the z−component of the vorticity equa-
tion governing the velocity and vorticity fields u and ω:
(
d
dt
− ν∆
)
ωz = ω · ∇uz + 2Ω∂zuz, (1)
where, d/dt = ∂t +u · ∇. In the limit Ω→∞ the flow is
columnar, with ∂zuz = 0, which implies −∇⊥ · u⊥ = 0.
For finite rotation, a horizontally divergent flow exists
and the Coriolis force associated to it must be balanced
either by inertial or viscous forces [18]. The divergent
flow is estimated by means of the z-component and the
divergence of the momentum equation.(
d
dt
− ν∆
)
uz = −∂z
p
ρ
, (2)
∇ · (u · ∇u) = 2Ωωz −∆
p
ρ
. (3)
In both Taylor’s experiment [2] and Moore & Saffman’s
analytical solution [17], inertia is neglected. In this
limit (3) implies that the pressure is geostrophic p =
2ρΩ∆−1ωz, where the inverse of the Laplacian ∆
−1 is
defined with boundary conditions prescribed by the ge-
ometry. The rotational part of the Coriolis force can thus
be expressed by virtue of (2) as [31]
2Ω∂zuz = 4
Ω2
ν
∂2zz∆
−2ωz. (4)
An almost identical mathematical form exists for the
Lorentz force in electrically conducting fluids pervaded
by an imposed magnetic field Bez, where it expresses
that the Lorentz force diffuses momentum along ez [19].
This finding was experimentally verified, establishing
that the diffusive nature of the Lorentz force persists both
in viscous and inertial regimes, albeit with different char-
acteristic diffusion lengthscales [19–21]. In rotating flows
explored here, the Coriolis force is of diffusive nature in
the inertialess limit. Its diffusion lengthscale along ez fol-
lows from introducing (4) into (1) and applying scaling
arguments [31]:
lνz (l⊥) ∼ l⊥
2Ωl2
⊥
ν
= l⊥
l2
⊥
H2
E−1, (5)
where the Ekman number E = ν/2ΩH2 represents the
ratio of Coriolis to viscous forces, based on the domain
height H (cf. fig.1). This lengthscale recovers the colum-
nar lengthscale implied in Ref. [17]’s analytical solution.
lνz can be interpreted as the distance needed for viscous
effects to exhaust the horizontally divergent flow that
drives the column.
In contrast to Taylor’s flow [2], inertia dominates in tur-
bulent flows and balances the Coriolis force associated to
the horizontally divergent flow in (1). Using this assump-
tion and a similar derivation as for lνz leads to an inertial
scaling for lz:
lIz(l⊥) ∼
2Ωl2
⊥
U
= l⊥Ro(l⊥)
−1, (6)
where the Rossby number Ro(l⊥) = U/2Ωl⊥ represents
the ratio of inertial to Coriolis forces at the scale of the
structure considered.
To isolate the mechanisms controlling anisotropy, we con-
sider a forced, anisotropic turbulent flow with non-zero
average flow at large Reynolds number. A benefit of
this choice of flow is that mechanisms controlling the
anisotropy of the average flow that do not involve waves,
as in Taylor columns, can be captured by simple event-
averaging. At the same time, since turbulent fluctua-
tions under strong rotation support inertial waves, these
can potentially affect the anisotropy of the average flow.
For these reasons, a turbulent flow with an average flow
component offers a good testing ground to identify the
conditions in which either propagative or wave-free mech-
anisms drive anisotropy. We start by deriving the equa-
tions for the average quantities: decomposing all quanti-
ties into their average and fluctuations, e.g. u = 〈u〉+u′.
Taking the average of (1)-(3), neglecting viscous friction
yields:
〈u〉 · ∇〈ωz〉 = 〈ω〉 · ∇〈uz〉+ 2Ω∂z〈uz〉
+〈ω′ · ∇u′z〉 − 〈u
′.∇ω′z〉, (7)
〈u〉 · ∇〈uz〉 = ∂z
〈p〉
ρ
− 〈u′.∇u′z〉, (8)
∆
〈p〉
ρ
= 2Ω〈ωz〉 − ∇ · 〈u · ∇u〉. (9)
In (9), |∇ · 〈u · ∇u〉|/|Ω〈ωz〉| = O(Ro), so for fast rotat-
ing turbulence (Ro ≪ 1), the average pressure is mostly
governed by a geostrophic balance
〈p〉
ρ
= 2Ω∆−1〈ωz〉+O(U
2Ro). (10)
Scaling arguments do not permit us to further simplify
(8),(7). The reason is that since columnar structures are
far longer than wide (lIz ≫ l⊥),z−derivatives can be ap-
proximated as ∂z ∼ (l
I
z)
−1, implying that all terms in (8)
are O(U2/l⊥) and all terms in (7) are O(U
2/l2
⊥
). The
potential influence of fluctuations on the anisotropy of
the average flow can, however, be analysed by experi-
mentally evaluating the magnitude of all the terms in (7)
and (8). Of particular interest are the last two terms
in (7) and the last term in (8) as fluctuations and thus
inertial waves, can only affect the average flow through
them.
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FIG. 1. Sketch of experimental setup. Green regions and lines
show areas and positions of PIV planes used during measure-
ments.
The experimental setup consists of a rectangular tank
(600 mm×320 mm×320 mm) fitted at the centre of a
rotating turntable. The flow is forced by injecting and
subtracting fluid through four holes (diameter d = 1
mm) located at the corners of a L =53 mm square in
the bottom wall of the tank (Fig. 1). All holes are
connected to a peristaltic pump simultaneously injecting
fluid through holes along one diagonal of the square and
sucking fluid through the others, at the same constant
flowrate Q through each hole. A cylinder (height 400
mm, ∅ 300 mm) closed by a top transparent lid placed
inside the tank prevents free surface deformation and
provides a viewing window for the optical measure-
ments. The setup is spun up into solid body rotation at
a rotation speed Ω, before the pump is initiated. Prior
to measurements, the flow is left to settle to ensure
a statistically steady state. Statistical steadiness was
ensured through convergence of statistical quantities
around 1%.
The governing parameters are the Ekman num-
ber E = ν/2ΩH2 and a forcing-based Reynolds
number, ReQ = 4Q/piνd. They are independently
controlled by Ω and Q. The flow intensity is mea-
sured a posteriori by means an average-based and a
fluctuations-based Rossby number Ro = 〈|u|〉xt/2ΩL
and Ro′ = 〈|u′2|〉
1/2
xt /2ΩL, built on time and space
averages 〈·〉xt over the horizontal visualisation plane at
z = 0.75H . Experiments are performed over a range of
parameters spanning E = {4.25, 5.67, 8.59, 17, 34}×10−5
and 3 × 102 ≤ ReQ ≤ 1.5 × 10
4. In this range, the jets
penetrating the flow are always turbulent [22]. Velocity
fields are measured with a 2D-PIV system: a laser sheet
illuminates horizontal planes (HP) at z = 0.38H or
z = 0.75H , or a vertical plane (VP) aligned on a injec-
tion/subtraction pair. For visualisations in the HP, a
1.3MP CMOS camera records a 150 mm × 150 mm area
centred on the tank at 30 fps. For the VP experiments,
two cameras record an area of 400 mm ×150 mm at 60
fps along the tank. The smallest resolvable lengthscale
is 2.1 mm in all planes.
Evaluating 〈ω′ · ∇u′z〉, 〈u
′ · ∇ω′z〉 and 〈u
′ · ∇u′z〉, re-
quires calculating expressions such as ∂zωz that are not
all directly accessible from 2D-PIV data. However, the
symmetry of the forcing and the geometry allows us to
assume identical statistical properties in the x and y di-
rections, so that |〈u′ ·∇u′z〉| ≃ 2|〈u
′
x∂xu
′
z〉| = |〈u
′ ·∇u′z〉|
e
[31]. With the additional use of classical inequalities,
an upper bound estimate is obtained for |〈ω′ · ∇u′z〉| ≤
2〈|ω′y|
2〉1/2〈|∂xu
′
z|〉
1/2 + 〈|ω′z|
2〉1/2〈|∂zu
′
z|
2〉1/2 = |〈ω′ ·
∇u′z〉|
e. All terms are evaluated from VP-PIV ex-
cept 〈|ω′z|
2|〉1/2, obtained from HP-PIV. Similarly, |〈u′ ·
∇ω′z〉| ≤ |〈u
′
x∂xω
′
z〉+〈u
′
y∂yω
′
z〉|+〈|u
′
z|
2〉1/2〈|∂zω
′
z|
2〉1/2 =
|〈u′ · ∇ω′z〉|
e.
Additionally, contributions from inertial waves to
these terms are estimated by filtering out velocity
and vorticity components whose frequency exceeds the
maximum possible frequency of inertial waves, 2Ω [23].
An upper bound for the contribution of inertial waves
is obtained by assuming that all remaining fluctuations
in terms filtered in this way result from inertial waves
(subscript IW). This assumption makes it possible to
evaluate 〈|∂zω
′
z|
2〉1/2, replacing ∂z by an upper estimate
VI(H)∂t, where VI(H) is the fastest inertial wave group
velocity, i.e. that associated to the largest possible scale
in the vessel, H .
For the range of parameters we consider, turbulent
jets form above the two injection/subtraction points and
feed a small turbulent patch dominated by inertia rather
than by the Coriolis force. This patch extends to a crit-
ical height hp such that the local Rossby number at hp
reaches unity. A similar patch exists in turbulent con-
vective plumes under the effect of rotation [24]. Colum-
nar structures develop above the patch where z > hp.
Vertical lengthscales lz and l
′
z, associated to their aver-
age and velocity fluctuations are obtained from VP ex-
periments using two-point velocity correlations Cux(δz)
and Cu′
x
(δz) respectively calculated from the full veloc-
ity field ux or its fluctuating part u
′
x [25], where δz is
the separation between two points along the z−axis. In
practice, neither Cux(δz) nor Cu′x(δz) fully decorrelate
over hp ≤ z ≤ H . Hence, following [14], lz and l
′
z are
defined at an arbitrary value β = 0.5 of the correlations,
rather than 0. From Figure 2, both lz and l
′
z follow the
lz ∼ LRo
−1 scaling (6). This confirms that columns
above the turbulent patch form under the combined in-
fluence of the Coriolis forces and inertia. Inertia may
however be associated to the average flow or to fluctu-
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FIG. 2. Columnar structure length lz based on ux and l
′
z
based on u′z normalised by L. Ro based on |u| and |u
′| re-
spectively. Solid and dashed black line show a fit of lz and l
′
z
data respectively.
ations, which in turn may be either random or driven
by inertial waves. Evaluating the relative importance of
the terms in equations (7−9) shall therefore highlight the
flow regimes where either inertial waves or static forces
are active. For this, we first need to distinguish random
turbulent fluctuations from inertial waves.
In the limit of fast rotation (Ro→ 0), inertial waves carry
a significant share of the overall turbulent kinetic energy
[26, 27]. To quantify this share, we split the turbulent
energy spectrum into fluctuations of frequency f greater
than the maximum frequency of inertial waves 2Ω [23],
and fluctuations of frequency f < 2Ω, which may result
from inertial waves or from random turbulence. The ratio
of the total energy contained in the lower part of the spec-
trum E′
IW
to the total energyE′ provides an upper bound
for the fraction of the turbulent kinetic energy carried by
inertial waves. Though global, this approach is similar
to [28]’s scale-dependent disentanglement method.
Figure 3 shows that most of the fluctuations’ kinetic
energy lies within the spectral range of inertial waves
provided Ro & 10−2 and ReQ < 4000. The sharp
drop of energy in the spectra precisely at f = 2Ω
(Fig. 4a) suggests that the ratio E′
IW
/E′ indeed reflects
the relative importance of inertial waves. The lower
limit (Ro < 10−2) coincides with a regime of weaker
turbulence, dominated by 4 robust columnar structures
sitting above the turbulent patch and aligned with the 4
injection/subtraction holes.
For 10−2 ≤ Ro ≤ 10−1, the angle of propagation θ of
waves radiated from the turbulent patch is isolated by
filtering u′ at a specific frequency f < 2Ω (Fig.4b,c)
following [29]. The relation between f and θ on Fig.
4c precisely follows the dispersion relation of inertial
waves f/2Ω = cos θ [23], thus confirming that they
account for most of the f < 2Ω part of the turbulent
spectrum. The absence of inertial waves in the higher
range of either Ro or ReQ, reflects their disruption by
random turbulence. In freely decaying turbulence, this
phenomenon is controlled by the ratio between inertia
and the Coriolis force, and takes place at Ro′ & 0.4 [14].
Here, inertial waves vanish for ReQ & 10
4, independently
of the intensity of the Coriolis force, most likely on the
grounds that both the inertial waves and the inertia that
disrupt them are driven by fluctuations in the turbulence
patch whose intensity is entirely controlled by inertia.
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We are now in a position to estimate the nature and the
magnitude of the contribution to anisotropy due to fluc-
tuations arising from inertial waves in (7-9). From, figure
5a, the ratio |〈u′·∇u′z〉|
e
IW
/|〈u〉·∇〈uz〉| scales as Ro
2 both
in the lower (z = 0.38H) and upper (z = 0.75H) parts of
the flow for Ro . 0.15. For Ro & 2 × 10−2, fluctuations
due to inertial waves are greater than inertia due to the
average flow and therefore balance the pressure gradient
in (8). For Ro . 2×10−2, by contrast, this ratio becomes
lower than unity and in the limit Ro → 0, fluctuations
due to inertial waves play no part in determining 〈uz〉.
It follows from (8) and (10) that in this limit,
〈u〉 · ∇〈uz〉 = 2Ω∆
−1∂z〈ωz〉+ FT +O(Ro), (11)
a)
b)
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where FT stands for any term involving fluctuations
not due to inertial waves. Consequently, if inertial waves
are to influence the anisotropy of the mean flow, they can
only do so through the last two terms of (7).
Their part in this process is measured by the ratio
of their contribution to inertial terms |〈u′ · ∇ω′z〉| and
|〈ω′ · ∇u′z〉| (whose estimates are denoted |〈u
′ · ∇ω′z〉|
e
IW
and |〈ω′ ·∇u′z〉|
e
IW
) to the Coriolis term |2Ω∂z〈uz〉|. From
figure 5b, the variations of these ratios with Ro exhibit
the same two regimes singled out in the analysis of (8).
For Ro & 2 × 10−2, they are greater than unity and
grow until they saturate at values between 10 and 102.
The saturation coincides with the regimes where iner-
tial waves are superseded by random fluctuations (see
figure 3), and marks the end of the rotation-dominated
turbulent regime. For Ro > 0.1 and below the satu-
ration, on the other hand, inertial waves dominate and
(7) chiefly expresses a transfer of energy between them
and the mean flow. For Ro . 2 × 10−2 and in the limit
Ro → 0, the mean Coriolis term dominates in (7) and
from (11), it directly determines the flow anisotropy ac-
cording to
(〈u〉 · ∇)2 〈ωz〉 − 〈u〉 · ∇ (〈ω〉 · ∇〈uz〉) ≃
4Ω2∂2zz∆
−1〈ωz〉 − 2Ω∂z〈u〉 · ∇〈uz〉+ FT. (12)
Eq.(12) establishes our main result: in the limit Ro→ 0,
time-dependent inertial waves are not part of the mecha-
nism driving the anisotropy of the average turbulent flow
in background rotation. The actual mechanism involves
a balance between advection of the average flow and the
Coriolis force. From this point of view, it also differs from
the diffusive process underpinning the formation of Tay-
lor columns. In both cases, however, anisotropy is ma-
terialised by a horizontally divergent flow either driven
by inertia (turbulent flows) or by viscous friction (Taylor
columns). It is also noteworthy that in the limit Ro→ 0,
lIz(l⊥)/h → ∞ for all scales l⊥, and the flow becomes
quasi-two dimensional. Hence, our main results also im-
plies that inertial waves are not responsible for the two-
dimensionalisation of the average flow either.
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