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The research presented is concerned with the planning component of ser-
vice management and describes the use of a multiobjective evolutionary 
heuristic to optimize the productivity of service projects. Adequate plan-
ning assures the effective and efficient use of resources, customer satis-
faction and the attainment of service objectives in an acceptable period of 
time. In order to achieve improved service productivity, the concepts for 
planning are reviewed and an optimization algorithm for a resource con-
strained service model is introduced. Thereby, our vision is a supporting 
system for planers using a multi-criteria optimization algorithm (SMS-
EMOA) to reduce the risk of service development. Therefore, our ap-
proach integrates the bounded rational decision making of actors and 
leads to a priori optimal adjustment of relevant factors like the interaction 
between customers and the service provider. 
1. Introduction 
Several theories of service management have been published. While relevant au-
thors fail to agree on a single theory of developing optimal service processes, six 
facts in terms of service processes are generally regarded as important:  
 Uncertainties regarding the duration of activities are a typical characteristic. 
 Predecessor constraints of activities are not strictly specified and are therefore 
often refined with respect to the situation and the person.  
 The assignment of persons and resources (tools, facilities) to tasks has to consid-
er different skills of the workforce and a level of ability and characteristic for each 
of these skills. 
 Iterations are a characteristic of complex services as well as a major source of 
unexpected rework and budget overruns. 
 The dynamic of a service process results from the bounded rational decision mak-
ing of actors and the follow-up actions. This covers communication and coopera-
tion processes between service providers and customers. 
 The characteristic of a service process directly determines the productivity of a 
service. 
We assume that a systematic planning can improve service processes. Therefore, a 
prospective correct description (plan) of an optimal service provision is an important 
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contribution to enhancing service productivity. Only a few detailed models can be 
found in literature that explain the complexity and multidimensionality of service 
productivity (Grönroos; Ojasalo, 2004; Lasshof, 2006). However, all these models are 
very generic and limited with regard to their applicability by service managers. Thus, 
methods for an optimal scheduling of service processes and their application to real 
service processes are missing. Real-world scheduling problems during the develop-
ment of services are generally complex, large scale, constrained, and multiobjective. 
Classical operational research techniques are often inadequate if complex aspects of 
a work organization are considered. With the new research on Multi Objective Evolu-
tionary Algorithms (Tan et al., 2005; Zitzler et al., 2004; Dahal et al., 2007) there are 
new heuristics available to solve detailed work process models. These MOEAs are 
inspired from biological concepts and are highly scalable and flexible in terms of con-
sidering model constraints and multiple objectives.  
2. Developing plans for services to improve 
productivity 
We focus on a simulation based approach to measure and improve key figures of 
service productivity during the planning phase of a service. The approach has to be 
suitable for the decision support in the context of service design and should consider 
the main aspects of services: immateriality and interactivity. The analysis of relevant 
literature shows that there are many theoretical accounts of planning in the broad 
field of psychology. Miller et al. (1960) define planning as an execution of a behavior 
that matches a scheme, whereas Hayes-Roth and Hayes-Roth (1979) include antici-
pating a course of action as well. Funke and Glodowski (1990) define planning as the 
design of a sequence of actions, which can be regarded on different levels of resolu-
tion, while taking into account restricting constraints. Funke’s and Glodowski’s (1990) 
nomenclature serves here as the theoretical basis of a decision-support method for 
the development of a service plan. The authors distinguish between plan establish-
ment and plan execution and identify several basic competencies for both phases. In 
order to realize the objective of a more efficient solution of a Resource Constraint 
Service Scheduling Problem (RCSSP) only the outcome of the plan establishment 
phase is of interest. The plan establishment contains the anticipatory ordering of par-
tial steps that lie in the future, while taking into account constraints and involving 
memory contents. Funke and Glodowski define five competencies required for estab-
lishing a plan (Funke; Glodowski, 1990): 
 identifying temporal sequences of subtasks, 
 identifying spatial, temporal, material and logical conditions, 
 determining subgoals: ability to divide the whole plan into several parts 
 access to alternatives: planners should, if necessary, be able to generate alterna-
tive solutions, 
 appropriateness of the plan: subgoals should be generated in a real-world-
manageable manner. 
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Therefore, a method for the plan establishment phase has to support these five com-
petencies. To evaluate the quality of a developed service organization, it is suitable 
to analyze the result of the planning phase (plan) instead of the underlying planning 
process. We define the dimensions of plan efficiency and plan effectiveness to 
measure the quality of a service plan. Plan efficiency describes the extent to which 
the planning objectives of a specific service planning task are met if the plan is exact-
ly executed. We assume that an improved service productivity can be achieved 
through plan effectiveness and efficiency. Therefore, an evolutionary multiobjective 
algorithm is developed which is desirable to optimize the factors of plan effectiveness 
and efficiency. The concept of plan effectiveness measures the four aspects:  
 correct depiction of activity durations,  
 correct depiction of activity costs,  
 correct predecessor-successor relations, and  
 respecting time-, skill and resource constraints.  
3. Basic principles of evolutionary optimization 
Developing a detailed plan for a service provision involves an arbitrary optimization 
problem with k objectives which are all to be minimized and equally important. There-
fore, every objective of a plan can be transferred to a minimization problem. Such an 
optimization problem is described by a decision vector ሺݔଵ, 	ݔଶ, … , ݔ௡ሻ in a decision 
space X and an objective vector ሺݕଵ, 	ݕଶ, … , ݕ௡ሻ in the objective space Y. The entries 
of the decision vector comprise the factors which define and parameterize a service 
process. A function ݂: ܺ → ܻ evaluates the solution generated by a specific decision 
vector regarding the different objectives (fitness) of planning (Zitzler et al., 2004). 
The evaluation function for the considered planning problem with multiple objectives 
is complex. Based on the well-known concept of Pareto dominance, an objective vec-
tor ݕሺଵሻ dominates another vector ݕሺଶሻ if no component of ݕሺଵሻ is greater than the cor-
responding component of ݕሺଶሻ and at least one value of ݕሺଵሻ is smaller: ൫ݕሺଵሻ ≻ ݕሺଶሻ൯. 
The same also applies for the decision space ൫ݔሺଵሻ ≻ ݔሺଶሻ൯, ݔሺଵሻ leads to a higher 
quality and therefore ݔሺଵሻ dominates ݔሺଶሻ, if ݂൫ݔሺଵሻ൯ dominates ݂൫ݔሺଶሻ൯ (Zitzler et al., 
2004). For a service planning problem there may exist several optimal objective vec-
tors representing different trade-offs between objectives. The set of optimal decision 
vectors is in general named as the Pareto set ܺ∗ ⊆ ܺ. The image of all vectors in ܺ∗is 
the Pareto front ܻ∗ ൌ ݂ሺܺ∗ሻ ⊆ ܻ. Every vector in ܺ∗ describes an optimal plan for the 
scheduling problem. Thereby, several optimal (non-dominated) plans can exist due to 
conflicting objectives. All these plans are elements of the best front (cf. Fig. 1). By 
analogy to natural evolution, one solution (e.g. a plan for a service provision) is called 
an individual and the set of individuals is called population. 
Although there are several approaches to solve a multiobjective optimization prob-
lem, e.g. by aggregating the different objectives into a single one, most work in 
MOEAs is focused on the approximation of the Pareto front (Zitzler et al., 2004). We 
assume that the identification of all non-dominated solutions is the most promising 
approach for the service-based scheduling problem. 
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Fig. 1: Multiobjective optimization problem (Zitzler et al., 2004) 
MOEAs for the approximation of the Pareto front use a stochastic search procedure. 
They do not guarantee the identification of all non-dominated solutions but such an 
algorithm try to identify a good approximation, i.e., a set of solutions whose objective 
vectors are (hopefully) not too far away from the optimal objective vectors.  
A flowchart of a general MOEA based on the work by Tan et al. (Tan et al., 2005) is 
illustrated in Fig. 2. At the start, a population of solutions (individuals) is initialized 
and evaluated according to the user-defined objective vector ሺݕଵ, 	ݕଶ, … , ݕ௡ሻ. Based 
on these objectives, the individuals are evaluated according to dominance relations. 
The quality of a solution is further refined by techniques to evaluate the density rela-
tions of the identified solutions in order to distribute the non-dominated solutions uni-
formly along the Pareto-front. Until the quality of the solutions is insufficient and the 
stopping criterion is not met, genetic operations like recombination and mutation 
modifies the decision vector variables of selected individuals. The recombination op-
erator stochastically selects a certain number of individuals and creates a predefined 
number of new individuals by combining parts of the selected solutions. By contrast, 
the mutation operator modifies individuals by stochastically changing a few decision 
variables of an individual. In literature there are several techniques for selection, mu-
tation and recombination mentioned and evaluated regarding their performance (Mu-
rata et al., 1996). These techniques can be adapted to the specific evolutionary en-
coding of a service based scheduling problem.The genetic operators generate 
solutions for a new population (new generation t+1). The newly evolved population is 
combined with the non-dominated individuals preserved from the previous generation 
t. The combined population is evaluated according to dominance relations. If the pre-
defined population size is exceeded by the number of non-dominated individuals, 
solutions are discarded which are in crowded areas of the Pareto-front. This allows a 
distribution of the individuals uniformly along the discovered front. Otherwise, non-
dominated solutions are transferred to the population of t+1according to their rank. All 
other solutions are deleted. The remaining non-dominated and dominated solutions 
form the new population of generation t+1 and the evolutionary cycle is repeated until 
the stopping criterion is met. 
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Fig. 2: Flowchart of a Multiobjective Evolutionary Algorithm (MOEA) 
4. Semi formal and mathematical model of a service  
4.1. Semi formal model 
The prospective optimization of a service process has to be suitable for service man-
agers. Therefore, work organizations and service processes should be easily and 
quickly modeled. To realize a service model with appropriate and adequate infor-
mation the C3 modeling method for weakly structured and domain-spanning work-
flows has been extended. C3 is based on activity diagrams of the Unified Modeling 
Language (UML) and is tailored towards special requirements of service managers 
(Killich et al., 1999). The term “C3” is derived from the initial letters in the words co-
operation, coordination and communication – the core elements of distributed service 
processes. Due to its semi-formal semantics, C3 is particularly suited for the analysis 
of creative processes that are associated with uncertainty and iterations. To point out 
the level of detail of a service model used by the developed MOEA a C3 model with 
the extended notation is shown in Fig. 7.  
The service organization (Fig. 7) is characterized by a high degree of freedom re-
garding predecessor constraints of activities, the assignment of actors to activities 
and alternative routing. In order to complete an activity, it has to be processed by at 
least one person of the corresponding organizational unit which fulfils the skill re-
quirements. Furthermore one task may lead to different valid activity characteristics 
(modes). The different modes can result from heterogeneous skill levels of the staff 
which have an impact on the processing strategy, the makespan or the iteration 
probability. The predecessor relations between activities are expressed by a down-
stream edge (control flow). Thereby, the maximum permitted overlapping is given by 
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a value labeling the control flow. Iterations are described by a rear-oriented control 
flow with a given stochastic value (Activity 2: 80%, Activity 3 and 4 to Activity 2: 
80%). The effort for a re-execution may differ from the first execution and is given as 
a percentage value of the original estimated makespan (Activity 2: 50% = 90 min. for 
the first iteration of A). After processing tasks anew, the probability of a further itera-
tive execution is reduced by the value given in the tables for A and B. Due to the ap-
pearance of nested iterations (B) the triggering event is considered during the calcu-
lation of the appearance of iteration A and B as well as the duration of activity 2. The 
elements for the parameterization of an activity, such as minimum requirements con-
cerning persons, resources and information as well as the estimated effort, are es-
sential sub-elements of a C3 model. The introduced notation elements allow a holis-
tic semi-formal description of the relations between elements and are specified by the 
following connectors: 
 Control flow: Predetermined predecessor – successor restrictions of activities 
 Information flow: The flow of information describes the emitter, the receiver and 
the type of information.  
 Synchronization node (Branch, Merge): The Branch node describes the branching 
of activity sequences, which can be executed simultaneously. All activities up-
stream by a merge node have to be sufficiently executed (meeting the overlap-
ping restrictions) to generate the feasibility of their successors. 
 Decision node (Branch, Merge): The Branch node represents the selection of k 
activities among n activities. A XOR logic is used in general and describes the se-
lection of only one successor activity or one path of activities. Therefore, only one 
predecessor of a merge node has to be sufficiently executed to start the succes-
sors of the node. 
Service models are developed with the help of the software system C3 editor. A 
saved C3-model is used as input of the MOEA. 
4.2. Formal Model 
In the following sections we focus on a mathematical description of the dynamic of a 
service process. We assume that the dynamic of a service provision results from the 
decision making of the involved actors. As a consequence, the formal description of 
an actor, an activity and an activity net is presented. The formal specification of an 
activity as well as the relation between activities can be achieved by the Petri net no-
tation (Winkelmann; Luczak, 2006).  
4.2.1. Actor 
We assume that a set ܣܲ ൌ ሼ1,… , ݌ሽ of persons to perform the activities is given. 
Every person has at least one qualification ݍ ∈ ܳ and one skill ݇ ∈ ܭ: 
෍ݍݎ௣௤
ொ
௤ୀଵ
൒ 1					∀	݌ ∈ ܣܲ, ݍ ∈ ܳ 
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෍ݍݎ௣௞
௄
௞ୀଵ
൒ 1					∀	݌ ∈ ܣܲ, ݇ ∈ ܭ 
If a person ݌ ∈ ܣܲ has the qualification ݍ ∈ ܳ the binary variable qrpq is “1”. The same 
also applies to ݍݎ௣௞. The skills of a person are expressed with skill vectors and skill 
matrices (Firat; Hurkens, 2010). The entries of the vector describe the skill level of a 
person. Skill matrix entries specify the relation between a particular skill domain and 
a skill level of a person. As a consequence, if a person has an entry in the matrix, 
then the person is also qualified at lower levels in the same skill: 
 
ܵ ௣ܸ ∈ ሼ0, 1, … |ॷ|ሽॶ 
ܵܯ௣ሺ௟,௞ሻ ൌ ቊ1,															݂݅	݈ ൑ 	 ܵ ௣ܸ
ሺ௞ሻ
0,																	݋ݐ݄݁ݎݓ݅ݏ݁ ,									ܵܯ௣ ∈ ሼ0,1ሽ
ॷൈॶ		∀	݇ ∈ ܭ 
A person p with the skill vector ܵ ௣ܸ ൌ ሺ2,0,1ሻ has the following matrix SM: 
ܵܯ௣ ൌ ൭
1 0 1
1 0 0
0 0 0
൱ 
If an activity execution requires more than one person the matrices of the persons 
are added to describe the common skill level. For example, ܵ ௣ܸ ൌ ሺ2,0,1ሻ, ܵ ௠ܸ ൌ
ሺ2,1,2ሻ result in: 
ܵܯ௣ା௠ ൌ ൭
1 1 1
1 0 1
0 0 0
൱ 
The working time of a person is defined as follows: 
ܽ݌௣,ௗ௔௬ሺݐሻ ൌ ൝
1, ݂݅	ݐ஺஺ ൑ ݐ	 ൑ 	 ݐ௉஺
	1,									݂݅	ݐ௉ா ൑ ݐ	 ൑ 	 ݐ஺ா	
											0,			݋ݐ݄݁ݎݓ݅ݏ݁																													
 
A person can only execute an activity between the start of a work day ݐ஺஺ and 
lunchtime ݐ௉஺ as well as between the end of the break ݐ௉ா and the start of the leisure-
time ݐ஺ா.  
A task is assigned to a person when the conditions of a sufficient execution of the 
predecessor activities are fully met. Afterwards, the task is shown up in the task pool 
of this person. As a result a person’s task pool can contain a number of tasks with 
varying processing statuses due to overlapping and uncoupled activities. Also the 
model takes into consideration that a person can interrupt the execution of an activity 
and start another one. But a person can only execute one activity at the same time. If 
several tasks in the pool, the person has to organize them. 
Thereby, a person does not always make rational decisions. Persons are prone to 
seeing short-term tasks as more important than long-term ones due to the operation-
al day-to-day business in an organization. A higher priority results only when the time 
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frame until desired task completion continues to greatly decrease. This behavior is 
referred to in literature as bounded rational behavior. In order to take this behavior 
into consideration, the time factor must be included in a prioritization algorithm. The 
Temporal Motivational Theory (TMT) of Steel and König (Steel; Koenig, 2006) man-
ages to do so. The prioritization algorithm of the service model is based on the find-
ings of TMT. The priority that a person assigns to a task consists of several aspects.  
First, each task receives a value for “importance” that results from the significance of 
the task in question for the particular service (Is), the project’s contribution to the or-
ganization’s success (Ic) and the importance for the worker doing the processing (Iw). 
The importance of the task is represented by the positive effect of a task selection. At 
the same time, the temporal aspect during the priority calculation is also considered. 
The positive effect of task preparation is realized when the activity necessary for 
solving the task is carried out by the task’s particular deadline tdead, at the latest. In 
addition to the time span until the deadline, the makespan still needed for the task 
must also be considered since the urgency of a task is significantly determined by the 
task’s already attained degree of processing. The urgency of a task or activity at time 
t results from the quotients of the work time that must still be invested and the time 
remaining until the deadline. The remaining processing time can then be calculated 
by the expected activity duration dAi, and ߜ௖௜, the already reached degree of pro-
cessing: 
ܷݎ݃݁݊ݕ ൌ ݀஺௜ሺ1 െ ߜ௖௜ሻ1 ൅ Γାሺݐௗ௘௔ௗ െ ݐሻ 
The negative aspect of a task selection exists in the necessary familiarization (nec-
essary training period) with the task. This negative utility is determined through a 
specified familiarization, dSTi, and the person’s level of familiarization, ߜௌ்௜. The level 
of familiarization increases during the execution of activities and then decreases 
again during the processing breaks. This is because familiarization with the task is 
once again necessary for the processing of a new activity, depending on the length of 
the processing break. Therefore, the priority of a task in this context can be calculat-
ed as follows: 
ܲݎ݅݋ݎ݅ݐݕ ൌ 	 ܫ௪ܭ௪ ൅	ܫ௖ܭ௖ ൅	ܫ௦ܭ௦
1 ൅	߁ା ൬ ௗܶ௘௔ௗ െ ݐ݀஺௜ሺ1 െ ߜ௖௜ሻ൰
െ	ሺ݇ଵሺ1 െ ߜௌ்௜ሻ݀ௌ்௜ܭௌ் ൅ ݇ଶܭ௄஽ܦ௄஽ሻ 
The individual weighting of the single factors is described by the values Ks, Kc, Ka and 
KST. Γ + represents the weighting of a positive yields through the person. k1 and k2 
define the weighting of the portion of costs. The person-specific definition of decision 
preferences is described by the individual weighting factors of the subaspects con-
tained in the priority calculation. 
4.2.2. Activity 
Many previous studies have pointed out that a service process entails heterogeneous 
activities with complex relations. Some studies have classified the relations types of 
services. However, there is a limitation of a mathematical description of the relations 
types to identify the decision vector ሺݔଵ, 	ݔଶ, … , ݔ௡ሻ of a service model. Furthermore, a 
systematic classification of the relations between activities is missing. To cope with 
these limitations, we classify the relation types of a service process according to: de-
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pendency, structure of activity execution, relation cardinality, overlapping, routing and 
routing characteristic and synchronization (cf. Fig. 3). 
 
Fig. 3: Relations of activities in a service process 
The central part of the model is the formal description of an activity execution. The 
Petri net notation offers us the opportunity to take the dynamic of such processes into 
account (Girault; Valk, 2003). 
 
Fig. 4: Petri net of an activity 
Without considering persons and resources an activity is defined as: 
PN = (P, T, F, V, L, M0,G); P = (p1, p2, p3); T = T‘ = (D1, Ai) 
The network comprises the connecting edges V( ) and the deceleration edges L( ): 
V(p1, D1) = 1; V(D1, p2) = 1; V(p2, Ai) = 1; V(Ai, p3) = 1 
L(p2, D1) = 1; L(p3, D1) = 1 
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M0 is a marking of PN and describes the initializing time point: M0 = (1,0,0) 
In the initial state M0 is a token (marker) in the place p1 which activates the transition 
D1 and triggers the decrement of a timer value. This time value determines the firing 
of the transition D1 and therefore the starting point of an activity. A token is set in p2 
and due to the backward oriented arc L(p2, D1) a re-firing of the activity (activation of 
D1) is disabled until the token in p2 is removed. Furthermore, the token in place p2 
leads to an activation of the transition Ai. The time of the activation of Ai corresponds 
to the execution time of the activity. After expiration of the activity duration dAi the 
transition fires and a token appears in p3.  
M0 = (1,0,0),  M1 = (0,1,0),  M2 = (0,0,1). 
The amount of all activated transitions T(M) within the marker M and the valid timer 
C(M) are defined as: 
T(M0) = D1,  T(M1) = {Ai},  T(M2) = ∅, 
C(M0) = {D1, Ai} = C(M1) = C(M2) 
The execution of an activity is specified by the firing of a transition and a state 
change of markers M → M’. Therefore the state change M0 → M1 and all new acti-
vated transitions at M1 and M2 are defined as: 
N(M1; M0, ෠ܶ = D1) = (T(M1)\T(M0)\ ෠ܶ)) ∩ C(M1) 
= ({Ai}\ ({D1}\{D1})) ∩ {D1,Ai} 
= {Ai} 
N(M2; M1, ෠ܶ = Ai) = ∅ 
The amount of active transitions at M1 which were also active at M0 is described by: 
O(M1; M0, ෠ܶ = D1) = (T(M1) ∩ (T(M0)\	 ෠ܶ)) ∩ ( ෠ܶ\C(M1)) 
= ({Ai} ∩ ({D1}\D1)) ∩ ∅ = ∅ 
O(M2; M1, ෠ܶ, = Ai) = ∅, 
Os(M1; M0; ෠ܶ, = D1)= Os(M2, M1,Ai) = ∅. 
The duration between activation and firing represents the starting time (transition D1) 
and the makespan of an activity (transition Ai). It can therefore be deduced that the 
decision variables of an activity are only the activation times ݀஽೔ and ݀஺೔ which have 
to be optimally adjusted by a MOEA. Precedence relations between activities enforce 
that all predecessors must be sufficiently completed before an activity can start. This 
restriction is represented by setting valid values for ݀஽೔ of all successors of an activi-
ty. For all relation types in Fig. 4 Petri net models are defined in the same way (cf. 
Fig. 5). This allows the derivation of the decision variables which specifies the struc-
ture of a service process. 
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Fig. 5: Petri net models of activity relations 
An activity requires for processing at least one qualification and one specific skill of a 
person. The requirements are specified as number of persons, necessary qualifica-
tions and skill characteristics. The degree of expertise is represented by skill levels. 
The qualifications and skills required to perform an activity are expressed by matrices 
८ ൈ ℚ, ॷ ൈ ॶ:  
ܴܳ௣௥ ൌ ൭
1 0 0
1 0 0
0 3 1
൱      ܴܭଷ ൌ ൭
0 0 0
3 0 2
0 1 1
൱ 
For example, an activity has a qualification requirement ܴܳ௣௥ሺଷ,ଶሻ ൌ 2 and a skill re-
quirement of ܴܭଷሺଵ,ଶሻ ൌ 3. The second column of ܴܳ௣௥ represents the need for three 
persons with qualification Q2 (column) for activity 3 (line). ܴܭଷሺଶ,ଵሻ ൌ 3 means that ac-
tivity 3 requires at least 3 persons that have the skill 1 (column) of level 2 (line) or 
higher. In a feasible schedule the following conditions must hold: 
 
෍ ݍݎ௣௤ܽ݌௜௣ ൌ ܴܳሺ௜,௤ሻ,						∀		݌ ∈ ܣܲ, ሺ݅, ݍሻ 	∈ ८ ൈ ℚ
௣∈஺௉
 
෍ ܵܯ௣ሺ௟,௞ሻܽ݌௜௣ ൒ ܴܭ௜ሺ௟,௞ሻ,						∀	ሺ݈, ݇ሻ 	∈ ॷ ൈ ॶ
௣∈஺௉
 
apip: Binary variable apip is “1” if a person ݌ ∈ AP is assigned to the activity i, other-
wise 0. 
qrpq: Binary variable qrpq is “1” if a person ݌ ∈ AP has the qualification q, otherwise 0. 
The inclusion of persons and ressources leads to an extension of the Petri net to a 
Couloured Petri net. Thereby, different colours of tokens represent the qualification 
and skills of a person. 
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Based on the Petri-net models three classes of decision variables of a service orient-
ed optimization problem can be derived: “activity configuration”, “decision configura-
tion” and “iteration configuration”: 
 Activity configuration: For each activity to be performed an activity configuration is 
defined. The configuration consists of: 
o Starting time ti: The value defines the starting time of activity i in relation 
to the degree of completion of the predecessor activities j of i (activation 
time of transition ݀஽೔). Within a predetermined valid range a value zi is 
randomly selected during the optimization process: 
-  zi < 1; Overlapping of activities i and j, 
- zi = 1; Starting time of activity i is end time of activity j,  
-  zi > 1 Break between end of activity j and start of activity i. 
o Duration of Activity di: The parameter describes the amount of work 
necessary for a full implementation of activity i. The stochastic parame-
ters (variance of estimation errors) and deterministic parameters (mode 
of execution, skill level of person) are considered. 
o Number of Actors APAn: The parameter defines the number of person 
for the activity execution. The value will always range from a minimum 
to a maximum value. 
o Actor-Constellation APK: The value references to the characteristic of at 
least one actor who has to execute the activity. Thereby, the assigned 
actors fulfil the formal qualifications and the competence levels re-
quired. 
o Importance Iw: Importance of an activity which is communicated to the 
persons of the actor-constellation APK.  
o Importance Is: Importance of the service process, all activities of a ser-
vice process has the same value. 
o Deadline tdead: The value of tdead is used to calculate the urgency of an 
activity execution. 
 Decision configuration: A decision configuration defines the result of an OR re-
spectively XOR decision. Every OR and XOR relation of a service model posses a 
specific decision configuration. The configuration is equivalent to the result of 
competing transitions for firing in the corresponding Petri net model of a decision 
(cf. Fig. 5). 
 Iteration configuration: The iteration configuration determines the occurrence of 
an iterative execution of one or more activities as well as the characteristic of the 
iteration loop. For each iteration node of a C3 model an individual value of the it-
eration configuration is defined (cf. Fig. 5).  
The parameters of each class are specified and modified during an optimization pro-
cess to identify the Pareto set ܺ∗ ⊆ ܺ. Based on a complete set of decision variables 
and under consideration of the non-variable parameters of the service model (re-
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strictions of the planning problem) a valid plan is developed. Thereby a specific set of 
configurations of a service model must always lead to the same plan characteristic to 
ensure reproducibility of plan quality.  
5. Software System 
Due to the genetic coding a transformation of all activity-, decision-, and iteration con-
figurations (GP-Mapping) to a detailed service process is needed. Therefore, we de-
veloped five operations "definition of configurations" "generation of flowchart", "re-
design flowchart", "developing service plan" and "multiobjective evaluation" (cf. Fig. 
6). The interaction of the operations describes the evolutionary process based on 
stochastic modification, decoding and evaluation. The components of the introduced 
general MOEA algorithm are small parts in these operations. 
 
Fig. 6: Software Concept for a MOEA to optimize actor-oriented service modells 
To introduce the main operations, "definition of configurations" "generation of 
flowchart", and "developing service plan" the semi-formal service process model in 
Fig. 7 is considered. The process structure is derived from a real-world service pro-
cess. 
5.1. Definition of configuration  
The implemented module defines all activity, decision and iteration configurations 
based on the XML-file of the service process (semi-formal C3 model). Thereby, a 
Depth-First Search algorithm is used to develop a graph. The graph depicts all valid 
combinations of routing characteristics for the service process and describes all pos-
sible sequences of activities. We distinguish between a complete graph which in-
cludes all variants of decision and iterations and a sub-graph which describes only 
one valid service process characteristic. For the latter the decision about the occur-
rence of an iteration or the characteristic of a XOR/OR element in the process is al-
ready made. A graph consists of arcs, which represents activities, decision nodes E, 
iteration nodes I, synchronisation nodes N and branching elements V. Activities with 
a simple predecessor relation (one predecessor and one successor) are labeled on 
one arc. A complete graph for the service process is presented in Fig. 8 (left). It con-
sists of a set of activity, decision and iteration configurations. 
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Fig. 7: C3 model of a service process 
During the initiation phase of the MOEA all configurations of one graph are parame-
terized and a configuration bank is set up. A fully parameterized graph represents a 
valid individual. Therefore, the process is repeated until the pre-defined population 
size is reached. Thereby, the structure of the complete graph is identified at the be-
ginning and afterwards only the configuration bank is modified. Storing information in 
a bank guarantees that a specific parameter of an activity i (e.g. duration of activity i) 
is at the identical bank position for each individual of the population. This characteris-
tic is especially important, because mutation and recombination operators use the 
values of the bank to generate new solutions. With a fixed position it is guaranteed 
that only valid parameter characteristics are defined. Thereby, the configuration pa-
rameters are probability values representing a specific solution. Probability values 
are chosen to make recombination and mutation much easier. 
5.2. Generation of flowchart 
The module generates a flowchart of the corresponding service process originating 
from one specific set of configuration (individual) (cf. Fig. 8 right). The (abstract) 
schedule includes only those activities that are in accordance with the characteristic 
of the activity, decision and iteration configurations. Thus, only sequences and pa-
rameters of activities are displayed which are part of this specific service scenario, 
derived from the selected configuration. Furthermore, the final characteristics of the 
activities to be executed are defined based on the entries of the configuration bank. 
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Due to the interrelations between parameters (e.g. skill of person determines the ex-
penditure of work) the values are calculated and assigned to each activity. It has to 
be taken into account, however, that the generated flow chart is not a detailed plan of 
a service process. For example, information about the absolute start point of an activ-
ity as well as the effects of the behavior of persons and their working time is missing. 
 
Fig. 8: Graph of service process structure (left) and flowchart (right) 
5.3. Service plan development 
The transformation of a flowchart into a detailed plan of a service process requires 
the identification of status changes within the process caused by persons. Therefore, 
the concept of an event queue was developed and implemented. The occurrence of 
an event always results in an organization of tasks (activities) by a person. At the 
time all predecessors of an activity are fulfilled, the task shows up in the task pool of 
the person listed in the activity configuration. As a result, a task pool of a person can 
contain a number of tasks with varying processing statuses due to interruption. If 
there is the choice between several tasks, the person organizes his or her task pool 
using the introduced priorization algorithm. The result determines the activity se-
quence. Three types of tasks are distinguished: 1) Task unprocessed: remaining ef-
fort = 100%; 2) Task interrupted: remaining effort < 100%) 3) Task active: The task is 
currently processed. 
The organization of a task pool by a person is initiated by occurring events. We dis-
tinguish between various types of events: 
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 New activity in pool: The predecessors of an activity are sufficiently executed 
and the feasibility of the inserted activity is given. 
 Complete execution: The execution of an activity leads to a remaining effort of 
0. 
 Request for a cooperative activity execution: Another person starts a request 
regarding a cooperative activity execution (defined in the activity configura-
tion). Both persons negotiate a cooperative execution (passive negotiation). 
Only if both persons assign the highest priority to this specific task, the activity 
will be executed. 
 Start of working time: At the beginning of a work day or after the daily break 
the person organizes the task pool. 
 Termination of cooperative activity: If a cooperative activity is currently pro-
cessed and one person stops the execution, all involved persons have to re-
organize their task pools. 
 Period of time: Without any other event, the person organizes the task pool af-
ter the expiration of a defined time. 
The event based organization of a task pool leads to the continuation of the current 
activity or the initial start or restart of another activity. During a service provision sev-
eral persons organize their task pools at different times. Due to the degree of com-
plexity and uncertainty an activity can only be placed in the plan after a new event for 
a person occurred and the execution of the current activity is interrupted (cf. Fig. 9). 
Thus, the availability of persons and their behavior to organize the work determine 
the execution times of an activity and therefore the exact placement in the plan. We 
would like to underline that based on the decision variables of the MOEA the dynam-
ics of the modeled service provision results of the simulated behavior of persons. 
5.4. Plan evaluation and details of MOEA components 
Our aim was to develop and to use a MOEA that fairly evaluates the non-dominated 
and dominated solutions with a limited number of points on each front. Furthermore, 
we wanted to diminish the parameterization of a fitness evaluation technique. There-
fore we use the SMS-EMOA developed by Emmerich et al. (2005) which combines 
ideas of the NSGA-II (Deb et al., 2002) and archiving strategies (Zitzler et al., 2001). 
The SMS-EMOA is a steady-state evolutionary algorithm with constant population 
size that uses non-dominated sorting for ranking individuals and a hypervolume value 
for environmental selection (removing of the worst solution). A steady-state scheme 
seems to be well suited for a service based scheduling problem, since it can achieve 
a high diversity of the solutions on a front and it allows a graphical description of the 
fitness value (Emmerich et al. 2005). The basic algorithm of the SMS-EMOA is de-
scribed in Emmerich et al. (2005). Starting with an initial population of μ individuals, 
every individual represents a valid set of activity, decision and iteration configuration. 
A new set of configuration for one individual is generated by SBX recombination and 
Polynominal mutation operators. To ensure the generation of valid solutions the ge-
netic operators were modified for the scheduling problem. A new (modified) individual 
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enters the population of the next generation t+1 if it dominates another solution or if it 
increases the hypervolume value covered by all individuals of the population. 
 
Fig. 9: Sub-Algorithm of the Planer – organization of the task pool of a person 
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The population of the implemented SMS-EMOA keeps dominated and non-
dominated individuals without a separate archive. The population size is kept con-
stant. Therefore, a rule-based selection algorithm is implemented to decide which 
individual is eliminated. First, the fronts of a solution for the population of size μ+1 are 
computed using the non-dominated sort algorithm (Deb et al., 2002). The first front 
contains all non-dominated individuals. Afterwards the individual on the last front 
ܨ௞ ൌ ሼݏଵ, … , ݏ௞ሽ (highest value) with the lowest hypervolume value Δݏ is deleted (Em-
merich et al., 2005). For a two dimensional objective vector ݕ ൌ ሺݕଵ, 	ݕଶሻ, (e. g. ser-
vice cost and service time) the individuals of the last front are sorted according to the 
first value ݕଵ and due to the non-dominated relations on a front the solutions are 
sorted in descending order concerning ݕଶ.For the two dimensional case Δݏ is calcu-
lated as follows: 
Δݏሺݏ, ܨ௞ሻ ≔ ൫ ଵ݂ሺݏ௜ାଵሻ െ ଵ݂ሺݏ௜ሻ൯൫ ଶ݂ሺݏ௜ିଵሻ െ ଶ݂ሺݏ௜ሻ൯ 
6. Results of an optimization study 
First, we investigated the progression of service cost and service-time over recent 
generations. The population size was set to 100 individuals. The analysis of the non-
dominated solutions indicates a positive correlation between the number of genera-
tions and the achieved plan quality (cf. Fig. 10). Thereby, a front contains all non-
dominated solutions of a population. It should be further noted that the global opti-
mum for the fitness value does not appear until several generations. The stopping 
criterion was set to 2000 generations. Nevertheless, the fitness values are in line with 
the expected results, that activity sequence A1→A5→A6 represents the global opti-
mum (cf. Fig. 11). 
The behavior of persons incorporated in the service model has an impact on the ac-
tivity sequence. Fig. 12 shows the difference between a non- and a dominated solu-
tion due to different decision variables and a derived working strategy of the persons. 
 
Fig. 10: Non-dominated solutions (Pareto-front) of different generations 
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Fig. 11: Optimal plans of a service provision 
A service process without iterative activity processing must be considered as a base-
line schedule. In reality, some tasks may be forced to be repeated due to changes in 
the outcome of upstream tasks. In order to accommodate this problem, the charac-
teristic of the iteration configurations of one individual is calculated from the probabil-
ity distribution of each iteration loop. It is considered in the approach that the proba-
bility of a feedback loop can decrease or increase during multiple executions of 
iterations. Also the workload needed to iteratively execute an activity is varied. Two 
iteration configurations (IA, IB) are part of the service process model (Fig. 7). For the 
given parameterization the following activity sequences for A2, A3 and A4 are valid: 1) 
A2→A3&A4; 2) A2→A2A→A3&A4; 3) A2→A2A→ A2AA→A3&A4; 4) A2→A3& 
A4→A2B→A3B& A4B; 4) A2→A2A→A3& A4→A2B→A3B& A4B; 5) A2→A2A→A2AA→A3& 
A4→A2B→A3B& A4B; 6) A2→A3& A4→A2B→A2BA→A3B& A4B; 7) A2→A2A→A3& 
A4→A2B→A2BA→A3B& A4B 8) A2→A2A→ A2AA→A3& A4→A2B→A2BA→A3B& A4B. 
 
Fig. 12: Effects of bounded decision behavior on the processing of activities 
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In our view, the fitness values (quality of a plan) of different service scenarios with 
stochastic iterations are incomparable. To overcome the problem that solutions with 
iterations are deleted from the population due to poor values for the objectives “ser-
vice cost“ and “service time” we use the island concept of parallel evolutionary multi-
objective optimization (pMOEA) (Coello Coello et al., 2007). Thereby, every island 
contains all individuals with a specific iteration characteristic. The relative quantity of 
individuals on an island compared to the population is determined by the likelihood of 
their occurrence of this specific scenario. In accordance with the pMOEA concept an 
autarkic evolutionary process can be set up on each island. The same or different 
parameterized MOEA algorithms try to identify the non-dominated individuals on 
each island. This ensures, that our approach guarantees the parallel optimization of 
all valid service scenarios. By meeting the stopping criteria, the non-dominated plans 
for each scenario are presented and the service manager can choose a plan based 
on his or her risk preference. The non-dominated solutions (Pareto-front) of each is-
land after 2000 generations are presented in Fig. 13. 
 
Fig. 13: Non-dominated individuals (Pareto-fronts) of valid iteration characteristics  
7. Conclusion and Future Work 
In the previous sections, a MOEA was introduced to solve the Resource Constraint 
Service Scheduling Problem. Determining the sequence of activities with given and 
indefinite predecessor constraints as well as uncertainty regarding the time-on-task is 
a NP-hard scheduling problem. The objective was to minimize the service lead-time 
and costs through the improvement of activity sequences, assignment of persons, 
under certain constraints (availability; qualification, skills, decision behavior of actors 
etc.). The developed methods enabled us to identify and evaluate optimal service 
processes under uncertainty. The algorithm was heavily influenced by the findings of 
Deb et al. (2002) Emmerich et al. (2005) and Zitzler et al. (2004) in the multiobjective 
optimization domain. The introduced MOEA offers a novel concept that is able to en-
code random performance fluctuations and unpredictable behavior of persons as a 
genetic code. Finally, a validation study was carried out for a small service project. 
Due to an existing documentation about the service process, detailed information 
about the task processing and the amount of work was able to be acquired. It was 
shown that the approach offers managers of service organizations a suitable tech-
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nique for the quantitative comparison of alternative service scenarios at an early 
planning stage. An additional comparison of computed service processes with those 
created by humans demonstrated moreover that it is difficult for managers to evalu-
ate all valid solutions of a complex service planning problem (Tackenberg et al., 
2010). In future papers we will present more details about the planer (GP mapping). 
Furthermore, additional optimization studies of more complex service processes with 
a larger number of coupled activities and more persons will be carried out. Thereby, 
the influence of different skill levels on the duration of a service activity will be inves-
tigated in empirical studies to validate the model. In addition, further key figures of 
service productivity will be identified and integrated into the service model. 
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