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Motivated by asymptotic problems in the theory of empirical processes, and speciﬁcally by tests of
independence, we study the law of quadratic functionals of the (weighted) Brownian sheet and of
the bivariate Brownian bridge on ½0; 12. In particular: (i) we use Fubini-type techniques to
establish identities in law with quadratic functionals of other Gaussian processes, (ii) we explicitly
calculate the Laplace transform of such functionals by means of Karhunen–Loe`ve expansions,
(iii) we prove central and non-central limit theorems in the spirit of Peccati and Yor [Four limit
theorems involving quadratic functionals of Brownian motion and Brownian bridge, Asymptotic
Methods in Stochastics, American Mathematical Society, Fields Institute Communication Series,
2004, pp. 75–87] and Nualart and Peccati [Central limit theorems for sequences of multiple stochastic
integrals, Ann. Probab. 33(1) (2005) 177–193]. Our results extend some classical computations due to
Le´vy [Wiener’s random function and other Laplacian random functions, in: Second Berkeley
Symposium in Probability and Statistics, 1950, pp. 171–186], as well as the formulae recently
obtained by Deheuvels and Martynov [Karhunen–Loe`ve expansions for weighted Wiener processes
and Brownian bridges via Bessel functions, Progress in Probability, vol. 55, Birkha¨user Verlag, Basel,
2003, pp. 57–93].
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1.1. Introduction
In this paper, we study quadratic functionals of Gaussian processes related to the multi-
parameter Wiener process. In the one-parameter case, the study of such functionals goes
back to [4,46], and has been further developed, e.g., in [37,47] for purely mathematical
purposes. For applications to polymer theory, see [67,30,7]. For some early studies in the
multi-parameter case, see, e.g., [13,27–29]. One of the motivations of our study is the
investigation of Crame´r–von Mises-type independence tests, where such quadratic
functionals turn out to play a crucial role. This problem is investigated in Section 1.2,
where we concentrate on bivariate distributions. It will become obvious later on that our
results can be written in the more general framework of Rd-valued random vectors for an
arbitrary dX2, at the price of minor additional technicalities. The choice of d ¼ 2 turns
out, however, to be of particular interest, ﬁrst, because of the speciﬁc tools available in this
case (refer to [6,5]), and second, because of the fact that it is the most useful for statistical
applications. Our work is closely related to the study of copula functions, which has
received considerable attention in the recent literature (see, e.g., [48] and the references
therein).
1.2. Preliminaries on bivariate tests of independence
Let fðX n; Y nÞ : nX1g be independent replicæ of a random vector ðX ; Y Þ with distribution
function [df] F ðx; yÞ ¼ PðXpx; YpyÞ. We assume that the corresponding marginal df’s
GðxÞ ¼ PðXpxÞ and HðyÞ ¼ PðYpyÞ are continuous. The quantile functions pertaining
to GðÞ and HðÞ are denoted, respectively, by GinvðsÞ ¼ inffx : GðxÞXsg and H invðtÞ ¼
inffy : HðyÞXtg, for 0os; to1. Throughout the sequel, we will set Un ¼ GðX nÞ and
Vn ¼ HðY nÞ, together with U ¼ GðX Þ and V ¼ HðY Þ, and keep in mind that these
random variables are uniformly distributed on ð0; 1Þ. The copula function (see, e.g., [60,57])
of F ð; Þ is deﬁned as the distribution function Cðu; vÞ ¼ PðUpu; VpvÞ of the random
vector ðU ; V Þ ¼ ðGðX Þ; HðY ÞÞ. This function satisﬁes the identity
Cðs; tÞ ¼ F ðGinvðsÞ; H invðtÞÞ for 0os; to1,
¼ s ^ t when either s _ t ¼ 1 or s ^ t ¼ 0 with 0ps; tp1. ð1:1Þ
The empirical counterparts of F ð; Þ, GðÞ and HðÞ, based upon ðX 1; Y 1Þ; . . . ; ðX n; Y nÞ, are
given, respectively, for each nX1 and x; y 2 R, by
F nðx; yÞ ¼ n1
Xn
i¼1








Let Ginvn ðsÞ ¼ inffx : GnðxÞXsg and H invn ðtÞ ¼ inffy : HnðyÞXtg, for 0ps; tp1 and nX1,
denote the empirical quantile functions of Fn and Gn. By a straightforward analogue
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Cnðs; tÞ ¼ FnðGinvn ðsÞ; H invn ðtÞÞ for 0os; to1,
¼ s ^ t when either s _ t ¼ 1 or s ^ t ¼ 0 with 0ps; tp1. ð1:3Þ
Remark 1.1. (a) The empirical copula function Cnð; Þ is distribution-free, in the sense that
it is invariant with respect to changes of ðX n; Y nÞ into ðfðX nÞ;cðY nÞÞ, n ¼ 1; 2; . . . ; where
fðÞ and cðÞ are arbitrary one-to-one continuous and non-decreasing mappings of R
onto itself. An application of this property entails that the empirical copula functions
based, respectively, upon ðX 1; Y 1Þ; . . . ; ðX n; Y nÞ and ðU1 ¼ GðX 1Þ; V1 ¼ HðY 1ÞÞ; . . . ; ðUn ¼
GðX nÞ; V n ¼ HðY nÞÞ, are identical.
(b) As follows from (1.1), the copula function Cðs; tÞ is the df of a bivariate random
vector with uniform ð0; 1Þ marginals. This property is not shared by the empirical copula
function Cnðs; tÞ in (1.3). The latter is, conditionally upon the sample ðX 1; Y 1Þ; . . . ;
ðX n; Y nÞ, the df of a bivariate random vector with marginals uniformly distributed on the
discrete set f0; 1=n; . . . ; ðn  1Þ=ng.
One may check (refer to Theorem 3.1 in [17]) that there exists a constant k (depending








jCnðu; vÞ  Cðu; vÞj ¼ ko1. (1.4)
In particular, k ¼ 1
4
in the independence case, where Cðu; vÞ ¼ uv, and k ¼ 0 in the totally
dependent case, where either Cðu; vÞ ¼ u ^ v, or Cðu; vÞ ¼ fu þ v  1g _ 0 (see, e.g., (2.42),
and Remark 2.1 in the sequel). By introducing the empirical copula process
Gnðu; vÞ ¼ n1=2ðCnðu; vÞ  Cðu; vÞÞ for 0pu; vp1, (1.5)
one may show further (see, e.g., [62, p. 389]) that, for each speciﬁed pair of constants a and
b with 0oaobo1, fGnðu; vÞ : apu; vpbg converges weakly to a centered Gaussian process
fGðu; vÞ : apu; vpbg. For a general Cð; Þ, this property is not necessarily true when a ¼ 0
and b ¼ 1, and some additional regularity assumptions on Cð; Þ are required for its
validity. For example, Fermanian et al. [34], show that the weak convergence of Gnð; Þ to
Gð; Þ holds on ½0; 12 when Cð; Þ has continuous partial derivatives on ½0; 12. In
particular, these conditions are satisﬁed under the independence assumption of X and Y,
which corresponds to the case where
Cðu; vÞ ¼ uv for 0pu; vp1. (1.6)
The fact that, under the independence assumption (1.6), fGnðu; vÞ : 0pu; vp1g converges
weakly to a centered Gaussian process fGnðu; vÞ : 0pu; vp1g can be proved by arguments
speciﬁc to this case (see, e.g., [17], Theorem 1 in [18], and the forthcoming Section 2.1). The
limiting Gaussian process Gðu; vÞ then reduces to a tied-down two-parameter Brownian
bridge Bð; Þ (see, e.g., Section 2.1). This property motivates the idea of testing the







fFnðx; yÞ  GnðxÞHnðyÞg2 dFnðx; yÞ, (1.7)
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fCnðu; vÞ  uvg2 dudv. (1.9)
The best-known among the above three statistics, namely O2n;BKR, is due to Blum et al. [3],
and has been investigated by several authors among whom we may cite Cso¨rg +o [14,15], and
Cotterill and Cso¨rg +o [11,12]. The statistic O2n;H, due to Hoeffding [39], is less popular than
O2n;BKR, since it requires the summation of n
2 terms instead of n for O2n;BKR. The statistic
O2n;C is a variant of the preceding two statistics, and was partly investigated by Deheuvels






fFnðx; yÞ  GnðxÞHnðyÞg2 dGðxÞdHðyÞ. (1.10)




n;C, the random variable O
2
n;T, as deﬁned in (1.10),
is not a statistic in the strict sense, given that it depends upon the unknown marginal df’s
GðÞ and HðÞ.
Under the independence assumption (1.6), each one of the above random variables





where Bð; Þ is a bivariate tied-down Brownian bridge (see Section 2.1). On the other
hand, for ﬁnite n, these statistics behave somewhat differently. It is beyond the scope of
this paper to investigate this general problem, and we will rather, in the forthcoming
Section 2, concentrate on the study of O2n;C. In particular, we will show in this section that




n;H. Moreover, it remains
asymptotically very close to the random variable O2n;T (we denote this property by
O2n;C ’ O2n;T). Namely, we will show in the forthcoming Corollary 2.2 that, under (1.6), as
n !1,
jO2n;C  O2n;Tj ¼ Oðn1=4ðlog nÞ1=2ðlog log nÞ3=4Þ a.s. (1.12)
In spite of the above-mentioned fact that O2n;T is not determined only by the sample
observations, this random quantity should appear as a more natural discrepancy measure
than O2n;BKR and O
2
n;H, to test the independence assumption. This is due to the fact that O
2
n;T
does not weigh the square deviation fF nðx; yÞ  GnðxÞHnðyÞg2 with a random measure, such
as dF nðx; yÞ or dGnðxÞdHnðyÞ, but rather, with the exact underlying (deterministic)
distribution dGðxÞdF ðyÞ. For this reason, one should expect some advantages in the




n;C. This question will be
investigated elsewhere.
Among other results, we will also establish in the sequel (see, e.g., (2.44)) that, on a
suitable probability space, there exists a sequence Bn;ð; Þ of bivariate tied-down Brownian






B2n;ðu; vÞdudv þOðn1=4ðlog nÞ1=2ðlog log nÞ3=4Þ. (1.13)
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also [10] for some related convergence results).1.3. Weighted bivariate tests of independence
Motivated by these preliminaries, we are led to introduce weighted bivariate tests of
























GðxÞ2gHðyÞ2dfFnðx; yÞ  GnðxÞHnðyÞg2 dGðxÞdHðyÞ. (1.17)
A detailed investigation of the properties of O2n;BKR;g;d and O
2
n;H;g;d will be undertaken
elsewhere, and here we will limit ourselves to the study of O2n;C;g;d and O
2
n;T;g;d. In particular,
we will show that, under (1.6) and appropriate conditions on g; d 2 R, these two statistics
converge in distribution to the limiting random variable (with Bð; Þ denoting a bivariate





This leads us to a general study of quadratic functionals of bivariate Brownian bridges.
Starting from Section 3, we will concentrate on this problem, by largely extending results
of the kind obtained in the univariate framework by Le´vy [46] and Deheuvels and
Martynov [20]. In Section 2, we provide some empirical process arguments oriented
towards the proof of the just-mentioned limiting results.1.4. Organization of the paper
The remainder of the paper is organized as follows. In Section 2, the statistical
discussion of Sections 1.1–1.3 is developed in detail. In Section 3, we establish in the multi-
parameter case a series of Fubini–Wiener-type identities in law between quadratic
functionals of Gaussian processes, whose univariate versions have been previously
obtained by various arguments (see, e.g., [20,22,24,68]). In Section 4, we use the
Karhunen–Loe`ve expansion of the previously considered Gaussian processes to derive the
Laplace transform of quadratic functionals of the form (1.18). In Section 5, we provide
weak convergence results involving the same kind of quadratic functionals for bivariate
Gaussian processes.
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2.1. Strong approximation results
In this section, we will work in the setup of Section 1.2. Namely, we assume that X and Y
are mutually independent with continuous distribution functions GðÞ and HðÞ, so that
F ðx; yÞ ¼ GðxÞHðyÞ for x; y 2 R and Cðu; vÞ ¼ uv for 0pu; vp1. Thus, U1 ¼ GðX 1Þ; U2 ¼
GðX 2Þ; . . . and V 1 ¼ HðY 1Þ; V 2 ¼ HðY 2Þ; . . . ; are two independent sequences of indepen-
dent and identically distributed uniform ð0; 1Þ random variables. The following notation






IfUipu;V ipvg ¼ FnðGinvðuÞ; H invðvÞÞ, (2.1)





IfUipug ¼ GnðGinvðuÞÞ, (2.2)





IfV jpvg ¼ HnðH invðvÞÞ. (2.3)
The empirical quantile functions of UnðÞ and VnðÞ are given, for 0pu; vp1, by
Uinvn ðuÞ ¼ inffsX0 : UnðsÞXug ¼ GðGinvn ðuÞÞ, (2.4)
Vinvn ðvÞ ¼ infftX0 : VnðtÞXvg ¼ HðH invn ðvÞÞ. (2.5)
Consider the empirical processes deﬁned, respectively, for nX1 and 0pu; vp1, by
anðu; vÞ ¼ n1=2fTnðu; vÞ  uvg, (2.6)
an;UðuÞ ¼ anðu; 1Þ ¼ n1=2fUnðuÞ  ug, (2.7)
an;VðvÞ ¼ anð1; vÞ ¼ n1=2fVnðvÞ  vg, (2.8)
bn;UðuÞ ¼ n1=2fUinvn ðuÞ  ug, (2.9)
bn;VðvÞ ¼ n1=2fVinvn ðvÞ  vg. (2.10)
Set further, in view of (1.3)–(1.5) and (2.6)–(2.10),
an;0ðu; vÞ ¼ n1=2fTnðu; vÞ  uVnðvÞ  vUnðuÞ þ uvg
¼ anðu; vÞ  uanð1; vÞ  vanðu; 1Þ
¼ anðu; vÞ  uan;VðvÞ  van;UðuÞ, ð2:11Þ
an;1ðu; vÞ ¼ n1=2fTnðu; vÞ UnðuÞVnðvÞg
¼ an;0ðu; vÞ  n1=2anðu; 1Þanð1; vÞ
¼ an;0ðu; vÞ  n1=2an;UðuÞan;VðvÞ ð2:12Þ
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¼ Gnðu; vÞ ¼ n1=2fCnðu; vÞ  uvg
¼ anðu þ n1=2bn;UðuÞ; v þ n1=2bn;VðvÞÞ
þ ubn;VðvÞ þ vbn;UðuÞ þ n1=2bn;UðuÞbn;VðvÞ. ð2:13Þ
Below, fWðs; tÞ : sX0; tX0g will denote a (standard) bivariate Wiener process (or Brownian
sheet), namely, a centered Gaussian process with continuous paths and covariance
function given by
EðWðs0; t0ÞWðs00; t00ÞÞ ¼ ðs0 ^ s00Þðt0 ^ t00Þ for s0; s00; t0; t00X0. (2.14)
A bivariate Brownian bridge is deﬁned, in terms of Wð; Þ, via
Bðs; tÞ ¼ Wðs; tÞ  stWð1; 1Þ for 0ps; tp1. (2.15)
A tied-down Brownian bridge is, in turn, deﬁned, in terms of Bð; Þ and Wð; Þ, via
Bðs; tÞ ¼ Bðs; tÞ  sBð1; tÞ  tBðs; 1Þ
¼ Wðs; tÞ  sWð1; tÞ  tWðs; 1Þ þ stWð1; 1Þ for 0ps; tp1. ð2:16Þ
The processes Bð; Þ and Bð; Þ are both Gaussian, with continuous sample paths and
covariance functions given by, for 0ps0; t0; s00; t00p1,
EðBðs0; t0ÞBðs00; t00ÞÞ ¼ ðs0 ^ s00Þðt0 ^ t00Þ  s0s00t0t00, (2.17)
EðBðs0; t0ÞBðs00; t00ÞÞ ¼ ðs0 ^ s00  s0s00Þðt0 ^ t00  t0t00Þ. (2.18)
The following fact is of particular interest in the present framework (see, e.g., [21]).
Consider the (univariate) Brownian bridges deﬁned by
BUðuÞ ¼ Bðu; 1Þ and BVðvÞ ¼ Bð1; vÞ. (2.19)
Fact 2.1. The processes Bð; Þ, BUðÞ and BVðÞ are independent.
For convenience, we will denote the sup-norm of a bounded function f , deﬁned on
J ¼ ½0; 1 or J ¼ ½0; 12, by kf k ¼ supx2J jf ðxÞj, and set IðxÞ ¼ x for the identity. The next
fact, due to Castelle (see, e.g., [5]) and Bonvalot and Castelle (see, e.g., [6]) provides a
strong approximation result appropriate for our needs.
Fact 2.2. On a suitable probability space, it is possible to define fanðu; vÞ : 0pu; vp1g, jointly
with a sequence of bivariate Brownian bridges fBnðu; vÞ : 0pu; vp1g, n ¼ 1; 2; . . . ; in such a
way that, with probability 1 as n !1,
kan  Bnk ¼ Oðn1=2ðlog nÞ2Þ. (2.20)
Below, unless otherwise speciﬁed, we will work on the probability space of Fact 2.2, and
deﬁne sequences of tied-down bivariate Brownian bridges Bn;ð; Þ and univariate
Brownian bridges Bn;UðÞ, Bn;VðÞ (with, via Fact 2.2, Bn;ð; Þ, Bn;UðÞ, Bn;VðÞ independent
for each nX1), by setting, for n ¼ 1; 2; . . . ;
Bn;ðu; vÞ ¼ Bnðu; vÞ  uBnð1; vÞ  vBnðu; 1Þ
¼ Bnðu; vÞ  uBn;VðvÞ  vBn;UðuÞ, ð2:21Þ
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Bn;UðuÞ ¼ Bnðu; 1Þ and Bn;VðvÞ ¼ Bnð1; vÞ for 0pu; vp1. (2.22)
The next fact follows from (2.20) and a result of Chung (see, e.g., [9]).
Fact 2.3. We have, as n !1
kank ¼ OPð1Þ and kan;kk ¼ OPð1Þ for k ¼ 0; 1; 2, (2.23)
kan;Uk ¼ kbn;Uk ¼ OPð1Þ and kan;Vk ¼ kbn;Vk ¼ OPð1Þ. (2.24)
Moreover, with probability 1,
lim sup
n!1
ð2 log log nÞ1=2kan;Uk ¼ lim sup
n!1
ð2 log log nÞ1=2kbn;Uk ¼ 12, (2.25)
lim sup
n!1
ð2 log log nÞ1=2kan;Vk ¼ lim sup
n!1
ð2 log log nÞ1=2kbn;Vk ¼ 12. (2.26)
Remark 2.1. When U ¼ V (resp. U ¼ V ), X and Y are dependent through a
deterministic relation, and Cðu; vÞ ¼ u ^ v (resp. Cðu; vÞ ¼ fu þ v  1g _ 0) for 0pu; vp1.
In either case, it is readily checked that, with probability 1,
sup
0pu;vp1
jCnðu; vÞ  Cðu; vÞj ¼ 1=n, (2.27)
which, in turn, entails that k ¼ 0 in (1.4).
The next proposition collects some easy consequences of the above deﬁnitions and facts.
Proposition 2.1. We have, with probability 1 as n !1,
kan;0  Bn;k ¼ Oðn1=2ðlog nÞ2Þ and kan;1  Bn;k ¼ Oðn1=2ðlog nÞ2Þ, (2.28)
kan;U  Bn;Uk ¼ Oðn1=2ðlog nÞ2Þ and kan;V  Bn;Vk ¼ Oðn1=2ðlog nÞ2Þ. (2.29)
Moreover, we have
kan;0  an;1k ¼ Oðn1=2ðlog log nÞ2Þ. (2.30)
Proof. Combine (2.20) with (2.11)–(2.13). &
Proposition 2.2. We have, with probability 1,
lim sup
n!1
ð2 log log nÞ1=2kank ¼ 12, (2.31)
lim sup
n!1
ð2 log log nÞ1=2kan;0k ¼ 14. (2.32)
Proof. This non-trivial result turns out to follow from classical arguments, based upon
some well-known facts collected from the literature. We limit ourselves to establish (2.32),
the proof of (2.31) being similar, and therefore, omitted. Recall (2.6) and (2.11). As follows
from Re´ve´sz [56], in combination with (2.11) and (2.16), there exists (on a suitable
probability space) a sequence eBn;ð; Þ, n ¼ 1; 2; . . . ; of independent tied-down bivariate
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 ¼ Oðn1=6ðlog nÞ3=2Þ. (2.33)
In spite of the fact that the rate in (2.33) is sub-optimal (see, e.g., [6,5] and the references
therein), it is sufﬁcient for our needs. We next apply a result of Lai [44] to show that the
sequence




is almost surely relatively compact in the space Cð½0; 12Þ of continuous functions on ½0; 12,
endowed with the uniform topology. The corresponding limit set is the unit ball K0 of the
reproducing kernel Hilbert space pertaining to the tied-down Brownian bridge Bð; Þ
(as deﬁned in (2.16)). This, when combined with (2.33), entails that the sequence
ð2 log log nÞ1=2an;0 is almost surely relatively compact in the space Bð½0; 12Þ of bounded
functions on ½0; 12, with limit set K0. In view of (2.18), we combine this last result with an
argument in Section 4 of Lai [44], to show that, almost surely,
lim sup
n!1
ð2 log log nÞ1=2kan;0k ¼ lim sup
n!1





fVarðBðu; uÞÞg1=2 ¼ sup
0pup1
fu  u2g ¼ 1
4
.
We so obtain (2.32), as sought. &
The next fact is due to Kiefer [43] (see, e.g., [21]). Recall the deﬁnitions (2.7)–(2.10).
Fact 2.4. We have, almost surely,
lim sup
n!1
n1=4ðlog nÞ1=2ðlog log nÞ1=4kan;U þ bn;Uk ¼ 21=4, (2.35)
lim sup
n!1
n1=4ðlog nÞ1=2ðlog log nÞ1=4kan;V þ bn;Vk ¼ 21=4. (2.36)
For our needs, it will be convenient to denote, for each measurable subset R of ½0; 12, the
empirical measure of R by TnðRÞ ¼ n1#fðUi; ViÞ 2 R : 1pipng. The corresponding set-
indexed empirical process is given likewise by
anðRÞ ¼ n1=2fTnðRÞ  jRjg, (2.37)
where jRj stands for the Lebesgue measure of R. In view of the (2.1), it is noteworthy that,
for every 0pu; vp1, Tnðu; vÞ ¼ Tnð½0; u  ½0; vÞ. We will consider especially the class R of
closed rectangles, of the form ½a; b  ½c; d, for 0papbp1 and 0pcpdp1. Following the




We will make use of the following fact due to Einmahl (see [31, Theorem 5.3, p.75, 32]).
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nan= log n !1 and ðlogð1=anÞÞ= log log n !1. Then, with probability 1,
lim
n!1
ð2an logð1=anÞÞ1=2onðanÞ ¼ 1. (2.39)
We are now equipped to prove the next proposition. Recall the deﬁnitions (2.11)–(2.13)
of an;0 and an;2.
Proposition 2.3. We have, almost surely,
lim sup
n!1
n1=4ðlog nÞ1=2ðlog log nÞ1=4kan;2  an;0kp5 21=4. (2.40)
Proof. Recalling (2.6), we will make use of the straightforward inequality, for
0pu0; v0; u00; v00p1
janðu0; v0Þ  anðu00; v00Þjponðju0  u00jÞ þ onðjv0  v00jÞ þ onðju0  u00j  jv0  v00jÞ
p3onðju0  u00j _ jv0  v00jÞ. ð2:41Þ
Fix any 40, and set an ¼ ð1þ Þ21=2n1=2ðlog log nÞ1=2. By combining (2.25)–(2.26) with
(2.41) and the triangle inequality, we get that, with probability 1 for all n sufﬁciently large,
sup
0pu;vp1
janðu þ n1=2bn;UðuÞ; v þ n1=2bn;VðvÞÞ  anðu; vÞjp3onðanÞ,
whence, by (2.35), almost surely,
lim sup
n!1
n1=4ðlog nÞ1=2ðlog log nÞ1=4
 sup
0pu;vp1
janðu þ n1=2bn;UðuÞ; v þ n1=2bn;VðvÞÞ  anðu; vÞj
p3 lim sup
n!1





Observe that 40 may be chosen as small as desired in this last expression. Therefore, by




n1=4ðlog nÞ1=2ðlog log nÞ1=4kan;0  an;2kp3 21=4
þ lim sup
n!1
n1=4ðlog nÞ1=2ðlog log nÞ1=4fkan;U þ bn;Uk þ kan;V þ bn;Vkg
p21=4f3þ 2g ¼ 5 21=4,
where the last inequality follows from (2.35) to (2.36). We so obtain (2.40), as sought. &
The following corollary is a straightforward consequence of Propositions 2.1–2.3.
Corollary 2.1. We have, with probability 1,
lim sup
n!1
ð2 log log nÞ1=2kan;1k ¼ lim sup
n!1
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lim sup
n!1
n1=4ðlog nÞ1=2ðlog nÞ1=2ðlog log nÞ1=4kan;2  Bn;kp5 21=4. (2.43)
Proof. The proof of (2.42) is achieved by combining (2.30), (2.32) and (2.40). In the same
spirit, we infer readily (2.43) from (2.28) and (2.40). &2.2. Application to tests of independence
Corollary 2.2 below is a natural consequence of Proposition 2.1 and Corollary 2.1, when
combined with the deﬁnitions (1.9) and (1.10) of O2n;C and O
2
n;T. In the sequel, we assume,
unless otherwise speciﬁed, that our random observations are deﬁned on the probability
space of Fact 2.2.
Corollary 2.2. We have, almost surely,
lim sup
n!1



























a2n;2ðu; vÞdu dv. (2.46)







 pkan;2  Bn;k  kan;2 þ Bn;k
pkan;2  Bn;k  f2kan;2k þ kan;2  Bn;kg.
This, when combined with (2.42) and (2.43) readily yields (2.44).














 pkan;1  Bn;k  kan;1 þ Bn;k
pkan;1  Bn;k  f2kan;1k þ kan;1  Bn;kg.
By combining this last inequality with (2.28) and (2.42), we conclude that (2.45) holds. &
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the following more or less straightforward result, given the arguments above.











  ¼ Oðn1=4ðlog nÞ1=2ðlog log nÞ3=4Þ. (2.48)
Moreover, (2.48) also holds with O2n;T;g;d replacing O
2
n;C;g;d.
Proof. The proof is essentially identical to the proof of Corollary 2.2, with the added

















is still deﬁned for g4 1 and d4 1, the conditions of Corollary 2.3 turn out to be sharp.
This follows from the observation that, with positive probability, Cnðu; vÞ ¼ 1=n for
0ou; vp1=n. Therefore O2n;C;g;d is possibly not deﬁned when either 1ogp 1=2 or
1odp 1=2. In Section 5, we will provide further related details on this problem by
investigating the asymptotic behavior of the r.v. Xðg; dÞ, when g; d # 1.
These results motivate a systematic study of the laws of weighted quadratic forms of the
type (2.49). In Section 3 below, we will start by establishing some useful distributional
identities between quadratic functionals of Gaussian processes. The results of Sections 2
and 3 will be further developed in Section 4, where the study of such functionals as (2.49) is
performed by means of Karhunen–Loe`ve expansions.
3. Distributional identities via stochastic Fubini theorems
3.1. Weighted processes
Let fW ðtÞ : tX0g denote a (standard) Wiener process, and let BðtÞ ¼ W ðtÞ  tW ð1Þ
denote a (standard) Brownian bridge for 0ptp1. For each g4 1, consider the weighted
processes
W g ¼ fW gðtÞ ¼ tgW ðtÞ : 0otp1g (3.1)
and
Bg ¼ fBgðtÞ ¼ tgBðtÞ ¼ tgW ðtÞ  tgþ1W ð1Þ : 0otp1g, (3.2)
with W gð0Þ ¼ Bgð0Þ:¼0. The Karhunen–Loe`ve expansions of these processes have been
given in [20], in terms of Bessel functions. One of the purposes of the present paper is to
extend the results of [20] to the multivariate case. Towards this aim, we shall make use of
the following notation.
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(restriction to ½0; 12 of the) weighted process ðs; tÞ7!sgtdWðs; tÞ, where Wð; Þ denotes,
as in (2.14), a (standard) bivariate Wiener process (or Brownian sheet) on ½0;1Þ2. For
convenience, we set Wðg;dÞðs; tÞ ¼ 0, whenever s ^ t ¼ 0, and we drop the indices to write
Wð0;0Þ ¼W when g ¼ d ¼ 0. We denote further, respectively, by
Bðg;dÞ ¼ fBðg;dÞðs; tÞ : 0ps; tp1g, (3.3)
Bðg;dÞ ¼ fBðg;dÞ ðs; tÞ : 0ps; tp1g, (3.4)
B
ðg;dÞ
A ¼ fBðg;dÞA ðs; tÞ : 0ps; tp1g. (3.5)
a weighted bivariate Brownian bridge, a weighted bivariate tied-down Brownian bridge
and a weighted asymmetric bivariate Brownian bridge, or weighted Kiefer process
(see Remark 3.1). Namely, in agreement with the (2.15)–(2.16), we set, for 0os; tp1,
Bðg;dÞðs; tÞ ¼ sgtdWðs; tÞ  sgþ1tdþ1Wð1; 1Þ
¼ sgtdfWðs; tÞ  stWð1; 1Þg ¼ sgtdBðs; tÞ, ð3:6Þ
Bðg;dÞ ðs; tÞ ¼ sgtdWðs; tÞ  sgþ1tdWð1; tÞ  sgtdþ1Wðs; 1Þ þ sgþ1tdþ1Wð1; 1Þ
¼ sgtdfWðs; tÞ  sWð1; tÞ  tWðs; 1Þ þ stWð1; 1Þg ¼ sgtdBðs; tÞ, ð3:7Þ
B
ðg;dÞ
A ðs; tÞ ¼ sgtdWðs; tÞ  sgþ1tdWð1; tÞ
¼ sgtd½Wðs; tÞ  sWð1; tÞ, ð3:8Þ
and we deﬁne Bðg;dÞðs; tÞ ¼ Bðg;dÞ ðs; tÞ ¼ Bðg;dÞA ðs; tÞ ¼ 0 whenever s ^ t ¼ 0. In view of
(2.15)–(2.16), we set Bð0;0Þ ¼ B, Bð0;0Þ ¼ B, Bð0;0ÞA ¼ BA.Remark 3.1. The just-deﬁned process BAðs; tÞ is known in the literature under the name of
Kiefer process (see, e.g., [59, Section 3.5]), and usually denoted by Kðs; tÞ. Our notation is











It is readily checked that, for g; d4 1
2
, the distributional identity between processeseWðg;dÞðs; tÞ ¼lawWð1 s2gþ1; 1 t2dþ1Þ=fð2gþ 1Þð2dþ 1Þg (3.11)
holds globally on ½0; 12.
3.2. Main distributional identities
The aim of this subsection is to prove some useful distributional identities, stated in
Theorems 3.1 and 3.2. In the ﬁrst of these two theorems, we establish identities in law
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ðg;dÞ
A , for g4 12 and d4 12 (the role
played by this assumption will be clariﬁed in Section 3.3). In the second theorem,
distributional identities are established for three different realizations of the path-variance
of the bivariate process Wðg;dÞ. As a corollary, for the case g ¼ d ¼ 0 we obtain a
generalization of some known results of the kind holding in the univariate case. For our
needs, the following notation will turn out to be convenient. Given two centered, real-
valued Gaussian processes Z1 ¼ fZ1ðtÞ : t 2 ½0; 1dg and Z2 ¼ fZ2ðtÞ : t 2 ½0; 1dg, deﬁned
on ½0; 1d , we write (with ‘‘Quad’’ for ‘‘Quadratic’’)
Z1 QuadZ2, (3.12)







To introduce our forthcoming theorems, we recall the following non-trivial example of
distributional identity of the form (3.13) for d ¼ 1 (see, e.g., [22,20]). In view of the
notation (3.1)–(3.2), we ﬁx an arbitrary g 2 ð1; 1
2
Þ, and deﬁne
RðgÞ:¼ 1 gþ 1
2gþ 1 , (3.14)






We refer to [20, Section 1.7] for a proof and discussion of relation (3.15) based on
Karhunen–Loe`ve expansions.
The following two theorems give examples of distributional identities of the form (3.13)
for d ¼ 2.




the following relations hold:















ð1 uÞ2g=ð2gþ1Þð1 vÞ2d=ð2dþ1ÞWðu; vÞ






Quad eWðg;dÞðs; tÞ  Z 1
0








eWðg;dÞðu; vÞdudv : ðs; tÞ 2 ½0; 12 ð3:18Þ
ARTICLE IN PRESS
P. Deheuvels et al. / Stochastic Processes and their Applications 116 (2006) 493–538 507Quad ð1 sÞ
g=ð2gþ1Þð1 tÞd=ð2dþ1Þ
ð2gþ 1Þ3=2ð2dþ 1Þ3=2
















ð1 uÞ2g=ð2gþ1Þð1 vÞ2d=ð2dþ1ÞWðu; vÞdudv







Quad eWðg;dÞðs; tÞ  Z 1
0












: ðs; tÞ 2 ½0; 12
)
. ð3:21Þ










Wðg;dÞðu; vÞdudv : ðs; tÞ 2 ½0; 12
 
















Wðg;dÞðu; vÞdudv : ðs; tÞ 2 ½0; 12





















Wðg;dÞðu; tÞdu : ðs; tÞ 2 ½0; 12
 




vdWð1;dvÞ : ðs; tÞ 2 ½0; 12
 
. ð3:24Þ
By specializing Theorems 3.1 and 3.2 to the case where g ¼ d ¼ 0, we obtain the
following corollary.
Corollary 3.1. Under the above assumptions and notation,






















Wðu; vÞdudv : ðs; tÞ 2 ½0; 12

, ð3:26Þ
BA Quad Wðs; tÞ 
Z 1
0
Wðu; tÞdu : ðs; tÞ 2 ½0; 12
 
. (3.27)
Remark 3.2. (a) Conditionally on the event fWð1; lÞ ¼Wðl; 1Þ ¼ 0; 8l 2 ½0; 1g, the
process eWðg;dÞ has the same distribution as the (unconditioned) process










ugWðdu; 1Þ þ ð1 s
gþ1Þð1 tdþ1Þ
ðgþ 1Þðdþ 1Þ Wð1; 1Þ. ð3:28Þ
(b) Conditionally on the event fWð1; 1Þ ¼ 0g, the process eWðg;dÞ has the same distribution
as the (unconditioned) process
ðs; tÞ7! eWðg;dÞðs; tÞ  ð1 sgþ1Þð1 tdþ1Þðgþ 1Þðdþ 1Þ Wð1; 1Þ. (3.29)
(c) Conditionally on the event fWð1; lÞ ¼ 0; 8l 2 ½0; 1g, the process eWðg;dÞ has the same
distribution as the (unconditioned) process





The proofs of Theorems 3.1 and 3.2 require some reﬁnement of the techniques
discussed in [22] to the case of a general Gaussian measure. The corresponding arguments
are given in the next section. The reader is referred to [54] for further results concerning
quadratic functionals of bivariate Gaussian processes, and to [55,58,63] for a discussion of
some related identities in law involving quadratic functionals of (univariate) Brownian
bridges.3.3. Generalized Fubini– Wiener techniques
3.3.1. A general Fubini theorem
Let ðA;A;mÞ and ðB;B; nÞ be two measurable spaces, with m and n denoting positive and
s-ﬁnite measures. Consider two isonormal Gaussian processes (or Gaussian measures, see
e.g. [25])
fGmðhÞ : h 2 L2ðA;A;mÞg and fGnðpÞ : p 2 L2ðB;B; nÞg. (3.31)
Namely, Gm and Gn are two centered Gaussian processes, indexed respectively by functions




hðaÞkðaÞmðdaÞ 8h; k 2 L2ðA;A;mÞ, (3.32)
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Z
B
pðbÞqðbÞnðdbÞ 8p; q 2 L2ðB;B; nÞ. (3.33)
The key of the subsequent discussion is stated in the following theorem.
Theorem 3.3 (Fubini Theorem for Gaussian measures). Under the above assumptions and
notation, for every f 2 L2ðA  B;AB;m nÞ there exist two measurable random
functionsZ
B





fða; bÞGmðdaÞ : b 2 B
 
, (3.34)














Proof. The ﬁrst part of the statement follows from standard Fubini arguments. As for
the second part, without loss of generality, we can and do assume in our proof




























From the equality in (3.36) we infer, in view of (3.32)–(3.33), that, for every u 2 R,









































from where (3.35) is straightforward. &
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Let m ¼ n be the Lebesgue measure on A ¼ B ¼ ½0; 1n for some nX1, so that
ðA;A;mÞ ¼ ðB;B; nÞ ¼ ð½0; 1n;Bð½0; 1nÞ; dt1 . . . dtnÞ. (3.38)
Then, in view of the notation (3.31), the processes Gm and Gn are equal in distribution, and
coincide with the Gaussian measure generated by an n-variate Wiener process (or
Brownian sheet)Wðt1; . . . ; tnÞ. Recall (2.14). Here, by an n-variate Wiener process is meant
a centered Gaussian process
fWðt1; . . . ; tnÞ : t1; . . . ; tnX0g,
with continuous sample paths and covariance function satisfying
EðWðt01; . . . ; t0nÞWðt001 ; . . . ; t00nÞÞ ¼
Yn
j¼1
ðt0j ^ t00j Þ. (3.39)
Consider now a function fðs1; . . . ; sn; t1; . . . ; tnÞ 2 L2ð½0; 12n; ds1 . . . dsn dt1 . . . dtnÞ fulﬁlling
the conditions of Theorem 3.3. According to the ﬁrst part of Theorem 3.3, the following
random variables are well deﬁned:
Z1ðs1; . . . ; snÞ ¼
Z
½0;1n
fðs1; . . . ; sn; t1; . . . ; tnÞWðdt1; . . . ; dtnÞ, (3.40)
Z2ðt1; . . . ; tnÞ ¼
Z
½0;1n
fðs1; . . . ; sn; t1; . . . ; tnÞWðds1; . . . ;dsnÞ. (3.41)
In this special setup, the conclusion (3.35) of Theorem 3.3 may then be rewritten asZ
½0;1n




Z22ðt1; . . . ; tnÞdt1 . . . dtn. (3.42)
For suitable choices of f (assuming, for example, that it is continuous), formula (3.42) may
be established through Karhunen–Loe`ve (KL) expansions. We refer to [1] and to the
discussion in the forthcoming section for details, and limit ourselves presently to the
following fact concerning these expansions. Under the assumptions above, for k ¼ 1; 2,
there exist sequences l1;kXl2;kX   40, k ¼ 1; 2, of positive constants, together with
independent standard normal Nð0; 1Þ random variables o1;o2; . . . ; such thatZ
½0;1n





For k ¼ 1; 2, the coefﬁcients l1;kXl2;kX   40 are the eigenvalues l of the Hilbert–
Schmidt operator, from L2ð½0; 1n; ds1 . . . dsnÞ onto itself, associated to the covariance func-
tion of Zk. Each l 2 flj;k : jX1g corresponds to an eigenfunction f, in such a way that
lf ðt1; . . . ; tnÞ ¼
Z
½0;1n
f ðs1; . . . ; snÞEðZkðs1; . . . ; snÞZkðt1; . . . ; tnÞÞds1 . . . dsn. (3.44)
In the present setup, it can be checked (for instance, by an appropriate use of the results
stated in [38, pp. 246–248]) that the eigenvalues of the two operators are identical for
k ¼ 1; 2. This property provides readily an alternate proof of Theorem 3.3.
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Theorem 3.3 turns out to have a series of applications of independent interest. Here, we
present two examples yielding integration by parts formulae which follow from this result.
The ﬁrst one was previously given on p. 22 of [68], whereas the second one is new (see, e.g.,
the related work of [24]) and will be used later on, and in particular at the end of Section 5.
The reader is also referred to [35] for some related results.
Example 3.1. Select x and y in such a way that 0pxoyo1 and choose two positive
continuous functions f ðÞ and gðÞ, with f non-increasing, and g non-decreasing. Let us now
choose A ¼ B in Theorem 3.3 as the closed bounded interval A ¼ B ¼ ½x; y. Denoting, in
general, by dz the Dirac measure at z 2 R, we deﬁne the measures m and n in Section 3.3 by
mðdaÞ ¼ df ðaÞ þ dyðdaÞf ðyÞ and nðdbÞ ¼ dxðdbÞgðxÞ þ dgðbÞ. (3.45)
Then, we set
GmðhÞ ¼ hðyÞW 1ðf ðyÞÞ 
Z y
x
hðaÞdW 1ðf ðaÞÞ; h 2 L2ðA;A; mÞ, (3.46)
GnðkÞ ¼ kðxÞW 2ðgðxÞÞ þ
Z y
x
kðbÞdW 2ðgðbÞÞ; k 2 L2ðB;B; nÞ, (3.47)
where W 1 and W 2 denote two independent standard Wiener processes on Rþ ¼ ½0;1Þ,
and the stochastic integrals with respect to the processes fW 1ðf ðaÞÞ : a 2 ½x; yg is deﬁned by














W 22ðgðaÞÞdf ðaÞ þ f ðyÞW 22ðgðyÞÞ, ð3:48Þ









fdxðdbÞgðxÞ þ dgðbÞgW 21ðf ðbÞÞ
¼ gðxÞW 21ðf ðxÞÞ þ
Z y
x
W 21ðf ðbÞÞdgðbÞ. ð3:49Þ





W 2ðgðaÞÞdf ðaÞ þ f ðyÞW 2ðgðyÞÞ ¼law gðxÞW 2ðf ðxÞÞ þ
Z y
x
W 2ðf ðbÞÞdgðbÞ. (3.50)
where, again, W denotes the restriction of a standard Wiener process to ½0; 1.
Example 3.2. Choose A ¼ B ¼ ½x; y  ½w; z in Theorem 3.3, with x; y; w; z such that
0px; woy; zo1. Select four positive and continuous functions f 1, f 2, g1, g2 such that f 1
and f 2 are non-increasing and g1 and g2 are non-decreasing. Set further, as in Theorem 3.3,
mðda1; da2Þ ¼ fdf 1ða1Þ þ dyðda1Þf 1ðyÞgfdf 2ða2Þ þ dzðda2Þf 2ðzÞg, (3.51)
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and deﬁne fWiðs; tÞ : ðs; tÞ 2 R2þg i ¼ 1; 2 to be a pair of independent standard bivariate














hða1; zÞda1W1ðf 1ða1Þ; f 2ðzÞÞ
þ hðy; zÞW1ðf 1ðyÞ; f 2ðzÞÞ; h 2 L2ðA;A; mÞ, ð3:53Þ
where the stochastic integration is again performed by means of a time reversal, and du















þ kðx; wÞW2ðg1ðxÞ; g2ðwÞÞ; k 2 L2ðB;B; nÞ, ð3:54Þ
where the stochastic integration is taken in the usual sense. Then, by setting
fða1; a2; b1; b2Þ ¼ Ifa14b1gIfa24b2g,
























df 1ða1ÞW22ðg1ða1Þ; g2ðzÞÞ þ f 1ðyÞf 2ðzÞW22ðg1ðyÞ; g2ðzÞÞ. ð3:55Þ
















dg1ðb1Þdg2ðb2ÞW21ðf 1ðb1Þ; f 2ðb2ÞÞ
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Z z
w




dg1ðb1ÞW21ðf 1ðb1Þ; f 2ðwÞÞ þ g1ðxÞg2ðwÞW21ðf 1ðxÞ; f 2ðwÞÞ. ð3:56Þ

















dg1ðb1Þdg2ðb2ÞW2ðf 1ðb1Þ; f 2ðb2ÞÞ þ g1ðxÞ
Z z
w




dg1ðb1ÞW2ðf 1ðb1Þ; f 2ðwÞÞ þ g1ðxÞg2ðwÞW2ðf 1ðxÞ; f 2ðwÞÞ. ð3:57Þ










W2ðf 1ðb1Þ; f 2ðb2ÞÞdg1ðb1Þdg2ðb2Þ. ð3:58Þ
A special case of (3.58) is obtained by taking x ¼ w ¼ 0, y ¼ z ¼ 1, g1ðaÞ ¼ g2ðaÞ ¼ a2 and





p Wðs2; t2Þ : ðs; tÞ 2 ½0; 12
 






: ðs; tÞ 2 ½0; 12
 
,
where we make use of the notation (3.12).
In the next subsection, we make use of Theorem 3.3 to prove Theorems 3.1 and 3.2.3.4. Proofs of Theorems 3.1 and 3.2, via a projection principle
We keep the notation and assumptions of Section 3.3. Consider a measurable space
ðA;A;mÞ, where m is positive and s-ﬁnite. For every closed subspace H  L2ðA;A;mÞ, we
deﬁne p½hðÞ; Hða1Þ to be the canonical projection operator (see [26]), mapping h 2
L2ðA;A; mÞ into p½hðÞ; HðÞ 2 H. For every h2ða1; a2Þ 2 L2ðA2;A2; m mÞ, we write
p1½h2; Hða1; a2Þ ¼ p½h2ð; a2Þ; Hða1Þ, (3.59)
p2½h2; Hða1; a2Þ ¼ p½h2ða1; Þ; Hða2Þ. (3.60)
Then, with the notation of Section 3.3, we may apply Theorem 3.3, in the case where







































Denote by H? the orthogonal space of H in L2ðA;A;mÞ. We note that the formula (3.61)





















mðdaÞkðaÞp½h2ða1; Þ; HðaÞ ¼ 0. ð3:63Þ
Since a1 and a2 play a symmetric role in (3.61) we have just proved the following
proposition.




































We now select a real-valued kernel fKðs; t; a; bÞ : ðs; t; a; bÞ 2 ½0; 14g, satisfyingZ
½0;14
Kðs; t; a; bÞ2 dsdtdadbo1, (3.66)
and we consider a bivariate Wiener process (or Brownian sheet)Wð; Þ on ½0; 12. Thanks to
Theorem 3.3, and for K as above, we may deﬁne two Volterra sheets (that is, bivariate
generalizations of Volterra processes, see, e.g., [16]) V K and eVK by setting





Kðs; t; a; bÞWðda;dbÞ; ðs; tÞ 2 ½0; 12, (3.67)
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Kða; b; s; tÞWðda;dbÞ; ðs; tÞ 2 ½0; 12. (3.68)




, then the kernel
Kðs; t; a; bÞ ¼ sgtdIfapsgIfbptg
satisﬁes (3.66). Moreover, in this case and with the notation of Section 3.1, the Volterra
sheets (3.67)–(3.68) reduce to VK ¼ Wðg;dÞ and eVK ¼ eWðg;dÞ.
The following technical consequence of Proposition 3.1 turns out to give a key argument
for the proofs of Theorems 3.1 and 3.2. Its proof is straightforward and therefore omitted.
Proposition 3.2. Under the above notation and assumptions, let K satisfy (3.66). Then, for
every closed linear subspace H of L2ð½0; 12;Bð½0; 12Þ;dsdtÞ, and for every u 2 R,








 	 WðhÞ ¼ 0; h 2 H?







ðp½ eVK ; Hðs; tÞÞ2 	dsdt , ð3:69Þ
where p½ eVK ; Hðs; tÞ denotes the orthogonal projection on H of the random function
ðs; tÞ7! eV K ðs; tÞ.
Proof of Theorem 3.1. We apply Proposition 3.2 to the special case where
Kðs; t; a; bÞ ¼ sgtdIfapsgIfbptg,
and g; d4 1
2
. In this case, via Remark 3.3, the Volterra sheet VK coincides with W
ðg;dÞ,
whereas the second Volterra sheet eV K coincides with eWðg;dÞ. We next consider the Hilbert
subspaces H1; H2 and H3, of L:¼L2ð½0; 12;Bð½0; 12Þ;dsdtÞ, deﬁned by





hðx; yÞdxdy ¼ 0
 
, (3.70)



















hðx; yÞdxdy ¼ 0; 8l 2 ½0; 1
 
. (3.72)
Obviously, H2  H3  H1. It is easily seen that, for every real u 2 R,








 	 WðhÞ ¼ 0; h 2 H?1 



















 	 WðhÞ ¼ 0; h 2 H?2 







Bðg;dÞ ðs; tÞ2 dsdt
 	 
,








 	 WðhÞ ¼ 0; h 2 H?3 







A ðs; tÞ2 dsdt
 	 
.
Since for every k 2 L,






















we see that the conclusions (3.16)–(3.21) of Theorem 3.1 follow readily from Proposition 3.2,
when combined with (3.11), and making use of the change of variables x ¼ 1 s2gþ1,
y ¼ 1 t2dþ1. &
Proof of Theorem 3.2. The result follows from an application of Proposition 3.2 to the
kernel





. In view of Remark 3.3, V K and eV K coincide in this case witheWðg;dÞ and Wðg;dÞ, respectively. In particular, as already pointed out, we get







eWðg;dÞðs; tÞ2 dsdt 	 WðhÞ ¼ 0; h 2 H?1 


















eWðg;dÞðs; tÞ2 dsdt 	 WðhÞ ¼ 0; h 2 H?2 


















sgWðds; 1Þ þ ð1 a
gþ1Þð1 bdþ1Þ












eWðg;dÞðs; tÞ2 dsdt 	 WðhÞ ¼ 0; h 2 H?3 
















for each u 2 R, and the conclusion is straightforward. &
Remark 3.4 (A counter-example). It is natural to ask whether different representations of
the same Gaussian process may lead to different distributional equalities of the form
(3.35). The following example gives a positive answer to this question. Let W denote a
standard Wiener process on ½0; 1. Now, observe that the following distributional equality
holds between processes on ½0; 1:
W ðtÞ ¼law W ð1ÞðtÞ:¼W ðtÞ 
Z t
0
W ð1Þ  W ðaÞ













































































ds½W ð1ÞðsÞ  2ðW ðsÞ  sW ð1ÞÞ2.
To conclude, we observe that the process
CðsÞ:¼W ð1ÞðsÞ  2ðW ðsÞ  sW ð1ÞÞ; s 2 ½0; 1 (3.74)
is obviously not a Brownian bridge (it satisﬁes Cð0Þ ¼ 0, but Cð1Þ ¼ W ð1Þð1Þa0, a.s.).
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4.1. Statement of the main results
The aim of this section is to evaluate explicit expressions for the Laplace transform of
quadratic functionals of the weighted processes Wðg;dÞ, Bðg;dÞ, Bðg;dÞ and the weighted Kiefer
process B
ðg;dÞ
A ¼:Kðg;dÞ, as deﬁned in Section 3.1 for g4 1 and d4 1. In particular, we
will extend some related results obtained, in the univariate case by [46] when g ¼ d ¼ 0,
and by [20] for arbitrary g4 1 and d4 1. We will ﬁrst state our main theorems, and
the remainder of the section will be devoted to their formal proofs. Our main argument will
be based upon the classical technique of KL expansions (see, e.g., [42, Chapter 1]). See also
[35,36,33,8], and the references therein, for applications of KL techniques to small ball
probabilities of norms of Gaussian processes.
It is convenient to make use of the notation of [20]. For each n4 1, we denote by JnðÞ








Gðnþ k þ 1ÞGðk þ 1Þ . (4.1)
Let 0ozn;1ozn;2o    denote the ordered sequence of positive zeros of Jn. Fix an arbitrary






















; t 2 ð0; 1. (4.3)
Let now Wðg;dÞ, Bðg;dÞ and B
ðg;dÞ
A be deﬁned as in Section 3.1. Then, we have the following
generalization of the calculations contained in [20].
Theorem 4.1. Whenever g4 1 and d4 1, the following result holds:(i) the KL expansions of Wðg;dÞ, Bðg;dÞ and B
ðg;dÞ








ej;gðsÞek;dðtÞ; 0os; tp1, (4.4)







hj;gðsÞhk;dðtÞ; 0os; tp1, (4.5)
B
ðg;dÞ







hj;gðsÞek;dðtÞ; 0os; tp1, (4.6)
where foj;k : j; kX1g (resp. fyj;k : j; kX1g, fxj;k : j; kX1g) denotes an array of independent
standard Gaussian Nð0; 1Þ random variables.
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hj;gðsÞek;dðtÞhl;gðsÞem;dðtÞdtds ¼ dj;l  dk;m, ð4:7Þ
where d is the Kronecker symbol.
When applied to the case g ¼ d ¼ 0, the above results give some interesting extensions of
classical computations due to Paul Le´vy (see [46,37,64]). To this end, introduce, the
following remarkable set of functions, deﬁned for every a 2 C,1. CðaÞ ¼Q1j¼1 coshð ajpÞ;Q
2. CoddðaÞ ¼ 1j¼0 cosh½ að2jþ1Þp;
3. CevenðaÞ ¼
Q1
j¼1 cosh½ a2jp ¼ Cða2Þ;Q4. SðaÞ ¼ 1j¼1½pj sinhð apjÞ=a;Q
5. SevenðaÞ ¼ 1j¼1½p2j sinhð ap2jÞ=a ¼ Sða=2Þ;Q














;7. TðaÞ ¼P1j¼0ftanhð 2að2jþ1ÞpÞ½ð2j þ 1Þp1g.


















The following result provides an exhaustive description of the distributional properties
of Wðg;dÞ, when g ¼ d ¼ 0. Below, to simplify notation, we will write ej;0 ¼ ej and hk;0 ¼ hk
for every j; kX1. Recall that, for arbitrary g4 1 and d4 1, the ek;g and hk;g,
k ¼ 1; 2; . . . ; are deﬁned through (4.2) and (4.3).
Theorem 4.2. Let Wð; Þ be a standard bivariate Wiener process (or Brownian sheet). Then,(i) For each a 2 R







¼ fCoddð2aÞg1=2.(ii) For every x 2 R and a 2 R




























.(iii) For every continuous (deterministic) function yðs; tÞ on ½0; 12, and for every a 2 R,






 	Wð1; Þ ¼ yð1; Þ;Wð; 1Þ ¼ yð; 1Þ 









where yðs; tÞ:¼syð1; tÞ þ tyðs; 1Þ  styð1; 1Þ, by definition.
(iv) For every deterministic and square integrable function f on ½0; 1, and for every a 2 R,






 	Wð; 1Þ ¼ fðÞ 














.Remark 4.3. Observe that Point (ii) of Theorem 4.2 gives the analogue, in the case of a
Brownian sheet, of the well-known formula due to Le´vy (see [2,19,23,46,65,66]): for every a 2 R
















ða coth a  1Þ
 
, (4.10)
where x 2 R, and fW ðtÞ : tX0g is a standard, real-valued Brownian motion.
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Proposition 4.1. For every u 2 R,(i) E½expð u2
2
R
½0;12 Bðs; tÞ2dsdtÞ ¼ ðCoddð2uÞ 4TðuÞu Þ1=2;(ii) E½expð u2
2
R
½0;12 Bðs; tÞ2 dsdtÞ ¼ fSðuÞg1=2;(iii) E½expð u2
2
R
½0;12 BAðs; tÞ2 dsdtÞ ¼ fSoddð2uÞg1=2.We now use the same notation as in Section 2.2. In particular, one immediate
consequence of Corollaries 2.2 and 2.3, as well as of Theorem 4.1 and Proposition 4.1 is a
precise description of the limiting distribution of some of the statistics introduced in
Sections 1 and 2.





















E½expðuO2n;CÞ ¼ limn!1 E½expðuO
2




Þg1=2.4.2. KL expansions and proof of Theorem 4.1
The reader is referred to [1, Chapter III or 42, Chapter 1] for any deﬁnition or proof
concerning KL expansions.
To prove Theorem 4.1, we shall use once again, for every g4 1, the two processes
W gðtÞ ¼ tgW ðtÞ; t 2 ð0; 1; W gð0Þ ¼ 0, (4.12)
BgðtÞ ¼ tgBðtÞ; t 2 ð0; 1; Bgð0Þ ¼ 0, (4.13)
as deﬁned in (3.1) and (3.2). We recall the following result, due to Deheuvels and
Martynov (see [20, Theorems 1.3 and 1.4]). For g4 1, set n ¼ 1=ð2ðgþ 1ÞÞ, and deﬁne the
sequences flk;g : kX1g, fek;g : kX1g, fzk;g : kX1g and fhk;g : kX1g as in (4.2) and (4.3).
Proposition 4.3. For g4 1, let the processes W g and Bg be defined as above. Then, the KL

















hk;gðtÞ; t 2 ½0; 1, (4.15)
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Nð0; 1Þ random variables.







where d is the Kronecker symbol.
It turns out that the proof of Theorem 4.1 can be easily deduced from Proposition 4.3,
by using an elementary result about KL expansions of bivariate processes. To this end, let
X ‘ ¼ fX ‘ðtÞ : t 2 ½0; 1g, ‘ ¼ 1; 2, be two centered Gaussian processes, and suppose
moreover that the covariance functions
ðs; tÞ7!R‘ðs; tÞ ¼ E½X ‘ðsÞX ‘ðtÞ; ðs; tÞ 2 ½0; 12, (4.16)








ei;‘ðtÞ; t 2 ½0; 1, (4.17)
where, for ‘ ¼ 1; 2, fxi;‘ : iX1g is a sequence of independent standard Gaussian random
variables, and fli;‘ : iX1g and fei;‘ : iX1g denote, respectively, the eigenvalues and




Lemma 4.1. Let the process Y ¼ fY ðs; tÞ : ðs; tÞ 2 ½0; 12g be Gaussian, centered and such that
E½Y ðs; tÞY ðu; vÞ ¼ R1ðs; uÞ  R2ðt; vÞ, (4.18)
for every ðs; t; u; vÞ 2 ½0; 14, where R1 and R2 are defined in (4.16). Then, the KL expansion of
Y is given by









ei;1ðsÞej;2ðtÞ for ðs; tÞ 2 ½0; 12, (4.19)
where fxi;j : i; jX1g is a doubly indexed sequence of independent, standard Gaussian random
variables, and the sequences fli;‘ : iX1g and fei;‘ : iX1g, ‘ ¼ 1; 2, are defined as in (4.17).
Remark 4.5. Lemma 4.1 can be proved by a straightforward application of the results
contained in [1, Chapter III]. Obviously, it can be extended to n-variate processes for an
arbitrary nX2. We will limit ourselves here to the statement of the corresponding results
for bivariate processes, and leave it to the reader to write the corresponding variants
for nX3.
Completion of the Proof of Theorem 4.1: Recall from (3.6) to (3.8) the covariance func-
tions of Wðg;dÞ, Bðg;dÞ , and the weighted Kiefer process B
ðg;dÞ
A ¼ Kðg;dÞ, given, for g; d4 1,
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E Wðg;dÞðs; tÞWðg;dÞðu; vÞ  ¼ ðsuÞgðs ^ uÞðtvÞdðt ^ vÞ
¼ E ðsuÞgW ðsÞW ðuÞ½ E ðtvÞdW ðtÞW ðvÞ ,
E Bðg;dÞ ðs; tÞBðg;dÞ ðu; vÞ
  ¼ ðsuÞgðs ^ u  suÞðtvÞdðt ^ v  tvÞ




A ðs; tÞBðg;dÞA ðu; vÞ
h i
¼ ðsuÞgðs ^ u  suÞðtvÞdðt ^ vÞ
¼ E ðsuÞgBðsÞBðuÞ½ E ðtvÞdW ðtÞW ðvÞ .
Here, as usual, fW ðtÞ : tX0g and fBðtÞ : 0ptp1g denote, respectively, a standard
(univariate) Wiener process, and a standard (univariate) Brownian bridge. The ﬁrst part
of Theorem 4.1 can now be immediately deduced from Proposition 4.3 and Lemma 4.1 in
the special cases: (a) R1ðs; tÞ ¼ R2ðs; tÞ ¼ ðs ^ tÞ, (b) R1ðs; tÞ ¼ R2ðs; tÞ ¼ ½ðs ^ tÞ  st, and
(c) R1ðs; tÞ ¼ ½ðs ^ tÞ  st and R2ðs; tÞ ¼ ðs ^ tÞ. Point (ii) of Theorem 4.1 follows, in turn,
from (4.4) to (4.6) and routine calculations.
Remark 4.6. (a) In the previous discussion, the explicit form of the functions sg and td is
immaterial. We may therefore, without loss of generality, replace these functions by








tð1 tÞfðtÞ2 dto1 and
Z 1
0
tð1 tÞcðtÞ2 dto1. (4.21)


















where flj;f : jX1g (resp. flk;c : kX1g) denotes the ordered sequence of eigenvalues




Kðs; Þf ðsÞds, (4.23)
with kernel Kðs; tÞ ¼ fðsÞfðtÞðs ^ tÞ (resp. Kðs; tÞ ¼ cðsÞcðtÞðs ^ tÞ). Likewise, whenever f

















where fgj;f : jX1g (resp. fgk;c : kX1g) denotes the ordered sequence of eigenvalues
associated to the Hilbert–Schmidt operator on L2ð½0; 1; tð1 tÞdtÞ, with kernel Kðs; tÞ ¼
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for the weighted Kiefer process.


















Here, fW jðtÞ : tX0g, j ¼ 1; 2; . . . ; denotes a sequence of independent standard Wiener
processes, and we have made use of the notation in (4.22). Similarly, when (4.21) is


















Here, fBjðtÞ : 0ptp1g, j ¼ 1; 2; . . . ; denotes a sequence of independent standard Brownian
bridges on ½0; 1. Moreover, since the above formulae hold for f ¼ c satisfying either
(4.20) or (4.21), a Laplace transform argument yields immediatelyZ 1
0















gj;fðBjðtÞÞ2 : t 2 ½0; 1
( )
, (4.28)
where (4.27) holds for all f 2 L2ð½0; 1; sdsÞ, and (4.28), for all f 2 L2ð½0; 1; sð1 sÞdsÞ.
4.3. Proof of Theorem 4.2
In what follows, we denote by flk : kX1g and fek : kX1g, respectively, the ordered
sequence of eigenvalues and the corresponding sequence of eigenfunctions, associated to
the Hilbert–Schmidt operator (4.23) with kernel Kðs; tÞ ¼ s ^ t. In agreement with the
notation in (4.2), for every kX1, we have lk ¼ lk;0 and ek ¼ ek;0. In particular (see, e.g,
[1, p. 77]), for k ¼ 1; 2; . . . ;






Þpt; t 2 ½0; 1.
Proof of Theorem 4.2(i). We apply for instance (4.25) in the case f ¼ c ¼ 1 to obtain that
for every a 2 R
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on Rþ. Now, it is well known (see for instance [46,20]) that for any standard Wiener
process fW ðtÞ : tX0g



































Proof of Theorem 4.2(ii). According to Theorem 4.1(i), there exists an i.i.d. array foi;j :



















ejðtÞ; t 2 ½0; 1, (4.29)
and observe that the sequence fW iðÞ : iX1g is composed of independent, standard Wiener
processes on ½0; 1. In particular, we infer from the above representation of W thatZ
½0;12



































Now, the above formulae yield, for any a; b 2 R





















































cothða ﬃﬃﬃﬃlip Þ  1Þ for iX1. Since, for every integer iX1,

















one deduces from the deﬁnition of the mi, i ¼ 1; 2 that



























































































cothða ﬃﬃﬃﬃlip Þ  1Þ,
i ¼ 1; 2; . . . ; by their explicit values, we obtain the desired conclusion. &
Throughout the sequel, we will denote, respectively, by fgk : kX1g and fhk : kX1g, the
ordered sequence of eigenvalues, and the corresponding sequence of eigenfunctions,
associated to the operator (4.23) with kernel Kðs; tÞ ¼ s ^ t  st. In particular, in agreement
with the (4.2), for each integer kX1, we have gk ¼ zk;0 and hk ¼ hk;0. We get therefore (see
e.g. [59, pp. 213–214])
gk ¼ zk;0 ¼
1
k2p2
; k ¼ 1; 2; . . . ,




sinðkptÞ; t 2 ð0; 1; k ¼ 1; 2; . . . .
Proof of Theorem 4.2(iii). Given a function yðs; tÞ, continuous on ½0; 12, the law of W,
conditioned on the event that W ¼ y on q½0; 12:¼fðs; tÞ : s _ t ¼ 1g, coincides with the law
of the process







yi;j þ hy; hihjiL2ð½0;12Þ
h i
hiðsÞhjðtÞ; ðs; tÞ 2 ½0; 12,
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Nð0; 1Þ random variables. This implies in particular that, for any real a 2 R,






 	 Wð1; Þ ¼ yð1; Þ;Wð; 1Þ ¼ yð; 1Þ










E exp  a
2
2
½ ﬃﬃﬃﬃﬃﬃﬃﬃgkgjp yk;j þ hy; hkhji2 	 .
Now ﬁx kX1 and jX1. Routine computations yield the formula
E exp  a
2
2
½ ﬃﬃﬃﬃﬃﬃﬃﬃgkgjp yk;j þ hy; hkhji2 	 























































the conclusion is straightforward. &
Proof of Theorem 4.2(iv). To prove this part of the theorem, we shall use the sequence of
independent standard Wiener processes fW iðÞ : iX1g introduced in (4.29). We start by
observing that
sfWðs; 1Þ : s 2 ½0; 1g ¼ sfW ið1Þ : iX1g,

























; i ¼ 1; 2; . . . .
ARTICLE IN PRESS
P. Deheuvels et al. / Stochastic Processes and their Applications 116 (2006) 493–538528We can therefore make a direct use of (4.10), to obtain that for any a 2 R






 	 sfWðs; 1Þ : s 2 ½0; 1g















































ð2j  1Þp sinhð2a½ð2j  1Þp1Þ
 	1=2













from where the conclusion follows, by using (4.30). &
4.4. Applications: the laws of some double stochastic integrals
In this section, we use Theorem 4.2 and Proposition 4.1 to evaluate the laws of some
double stochastic integrals involving two independent, bivariate and centered Gaussian
processes. It will become obvious later on that our results extend and generalize some well-
known computations due to Julia` and Nualart (in [41], but see also [49] for some related
computations).
4.4.1. The law of a double stochastic integral involving two independent Brownian sheets
Consider two independent, standard Brownian sheets
fW1ðs; tÞ : ðs; tÞ 2 ½0; 12g and fW2ðs; tÞ : ðs; tÞ 2 ½0; 12g.





is given by the formula, for l 2 R
E½expðilX Þ ¼ fCoddð2lÞg1=2.
An easy derivation of this result can be obtained by means of the identities in law discussed
in the previous section. As a matter of fact, a standard conditioning argument, when
combined with Theorem 4.2(i), yields, for l 2 R,









P. Deheuvels et al. / Stochastic Processes and their Applications 116 (2006) 493–538 5294.4.2. The law of a double stochastic integral involving a Brownian sheet and an independent
bivariate Brownian bridge
Consider a Brownian sheet fWðs; tÞ : ðs; tÞ 2 ½0; 12g, jointly deﬁned with an independent













where W ¼ R½0;12 Wðu; vÞdudv. Relation (3.25) yields that for every l 2 R












ðWðs; tÞ WÞ2 dsdt
 	 
¼ E½expðilUÞ,
thus implying that T and U are equal in distribution. Moreover, by Proposition 4.1(i), for
every l 2 R,





4.4.3. The law of a double stochastic integral involving a Brownian sheet and an independent
tied-down bivariate Brownian bridge
Denote, respectively, by fWðs; tÞ : ðs; tÞ 2 ½0; 12g and fBðs; tÞ : ðs; tÞ 2 ½0; 12g a standard
Brownian sheet and an independent tied-down bivariate Brownian bridge, as deﬁned























are identically distributed, and compute their common characteristic function. Indeed,
from (3.26) we deduce that for every l 2 R
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E½expðilY Þ ¼ E½expðilZÞ ¼ fSðlÞg1=2. (4.33)
4.4.4. The law of a double stochastic integral involving a Brownian sheet and an independent
Kiefer process
Let fWðs; tÞ : ðs; tÞ 2 ½0; 12g and fBAðs; tÞ : ðs; tÞ 2 ½0; 12g denote, respectively, a standard












ðWðs; tÞ  bWðtÞÞBAðds; dtÞ,
where bWðtÞ ¼ R 10 Wðu; tÞdu for t 2 ½0; 1. We infer from (3.27) that for every l 2 R












ðWðs; tÞ  bWðtÞÞ2 dsdt 	  ¼ E½expðilJÞ,
which, in turn, implies that Q and J have the same law. Eventually, Proposition 4.1(iii)
yields
E½expðilQÞ ¼ E½expðilJÞ ¼ fSoddð2lÞg1=2. (4.34)
5. Weak limit laws
5.1. Preliminaries




Wðg;dÞðs; tÞ2 dsdt; Xðg; dÞ ¼
Z
½0;12









A ðs; tÞ2 dsdt. (5.2)
Standard arguments (see e.g. [40, Lemma 1, p. 44]) yield that, with probability 1,
lim
g;d#1
Xðg; dÞ ¼ lim
g;d#1
Xðg; dÞ ¼ lim
g;d#1
X1ðg; dÞ ¼ lim
g;d#1




Xðg; dÞ ¼ lim
g;d!1
Xðg; dÞ ¼ lim
g;d!1
X1ðg; dÞ ¼ lim
g;d!1
XAðg; dÞ ¼ 0.
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diverge to inﬁnity and converge to zero. Our main results are stated in the following
theorem.
Theorem 5.1. Let Nð0; 1Þ denote a standard Gaussian random variable independent of W.



















p ;Wg!lawfNð0; 1Þ;Wg.A partial description of the asymptotic behavior of the above quadratic functionals,
when g; d!1, is the following non-central limit theorem.
Theorem 5.2. Let the above notation prevail, and let eW denote a standard Brownian sheet
independent of B. Then, as g; d!1







eWðs; tÞ2;B . (5.3)
The proofs of Theorems 5.1 and 5.2 are given in the forthcoming two subsections.5.2. Asymptotic study as g; d # 1, and Proof of Theorem 5.1
In this subsection, we use the apparatus of the Malliavin calculus, and we refer the
reader, e.g., to [50] for any unexplained notion or deﬁnition concerning this topic. We also
use some standard convention, by denoting by fW t : t 2 ½0; 1g a standard Brownian
motion, and by fWðs; tÞ : ðs; tÞ 2 ½0; 12g, a standard Brownian sheet. For any h1; h2 2













Our proof of Theorem 5.1 relies on the following consequence of Theorem 1 in [51] (see
also [52]).
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m1e ðdsÞm2e ðdtÞ½Wðf1I½0;s;f2I½0;tÞ2, (5.5)
and assume that, for i ¼ 1; 2, as e! 0,
Y ie  EðY ieÞ
VarðYieÞ1=2
!law Nð0; 1Þ, (5.6)
where Nð0; 1Þ is a standard Gaussian random variable. Then, as e! 0,
Ze  EðZeÞ
VarðZeÞ1=2
!law Nð0; 1Þ. (5.7)
Moreover, as e! 0,
VarðZeÞ1=2 ¼ ð1þ oð1ÞÞVarðY 1e Þ1=2  VarðY 2e Þ1=2. (5.8)
Proof. A standard application of Stroock’s formula (see [61]) gives the Wiener chaos
expansion of Y ie, for every e40 and i ¼ 1; 2. We obtain namely that, for every e40 and













where IW2 indicates a double Wiener stochastic integral with respect to W , and, for every
f 2 L2ð½0; 1; dtÞ, ðf Þ0 stands for the element of L2ð½0; 12; dsdtÞ given by f ðsÞf ðtÞ. More-
over, the isometric properties of multiple stochastic integrals imply that





























h i2 , (5.9)
converges to zero, as e goes to zero. On the other hand, the chaotic decomposition of Ze,







dxdyðf1I½0;sðxÞf2I½0;tðyÞÞ2 þ IW2 ½Ceð; Þ,
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functions Ce are symmetric on ½0; 12  ½0; 12 and given by

































C1e ðx; y; a; bÞ ¼
Z
½0;12
Ceðx; y; u; zÞCeða; b; u; zÞdudz,
as usual. Now, routine computations imply that
kC1e k2L2ð½0;14Þ ¼ K1;e  K2;e,
















and kCek4L2ð½0;14Þ ¼ VarðZeÞ
2. This, in turn, sufﬁces for (5.11), since the sequence in (5.9)
converges to zero. The last assertion in the statement follows immediately from (5.10). &
Proof of Theorem 5.1. We denote, as usual, by fW t : tX0g a standard Brownian motion,
and fBt : t 2 ½0; 1g a standard Brownian bridge of length 1, from 0 to 0. We start by
observing that Proposition 3.2 in [53] implies the following asymptotic relations, for
g!1:
2ðgþ 1Þ R 1
0










Formula (5.12) yields immediately Part (i) of Theorem 5.1, thanks to Lemma 5.1 taken in
the special case where f1 ¼ f2 ¼ I (the identity function), and
m1gþ1ðdsÞ ¼ 2ðgþ 1Þs2g ds,
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Part (ii) follows likewise from (5.12) and Lemma 5.1, taken in the case where




and with m1gþ1 and m
2
dþ1 deﬁned as in (5.13). Part (iii) is a consequence of the identity in law
fBðs; tÞ : ðs; tÞ 2 ½0; 12g ¼lawfWðs; tÞ  stWð1; 1Þ : ðs; tÞ 2 ½0; 12g.
Finally, Part (iv) of Theorem 5.1 follows directly from (5.12) and Lemma 5.1, taken with
f1f ðxÞ ¼ f ðxÞ 
Z 1
0
f ðaÞda; f2 ¼ I,
and with m1gþ1 and m
2
dþ1 taken as in (5.13). The asymptotic independence is an immediate
consequence of Theorem 1 in [52]. This concludes the proof of Theorem 5.1. &5.3. Limit laws when g; d " 1
We start by proving a useful analogue of Lemma 2.1 in [53].
Proposition 5.1. Let W ¼ fWðs; tÞ : ðs; tÞ 2 R2þg be a standard Brownian sheet, and let B
be the tied down bivariate Brownian bridge, as defined above. We write eW ¼ f eWðs; tÞ :
ðs; tÞ 2 R2þg to indicate a standard Brownian sheet independent of W and B. Then, as g and d





½Wðeu=g; ev=dÞ Wðeu=g; 1Þ Wð1; ev=dÞ þWð1; 1Þ : ðu; vÞ 2 R2þ;Wg,
converges in distribution to
f eWðu; vÞ : ðu; vÞ 2 R2þ;Wg;





½Wðeu=g; 1 ev=dÞ Wð1; 1 ev=dÞ : ðu; vÞ 2 R2þ; Wg,
converges in distribution to
f eWðu; vÞ : ðu; vÞ 2 R2þ;Wg;





Bðeu=g; ev=dÞ : ðs; tÞ 2 R2þ;Bg,
converges in distribution to
f eWðu; vÞ : ðu; vÞ 2 R2þ;Bg.
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p bWð1 eu=g; 1 ev=dÞ : ðu; vÞ 2 R2þ; bWðs; tÞ : ðs; tÞ 2 ½0; 12g,
converges in distribution to
f eWðu; vÞ : ðu; vÞ 2 R2þ; bWg,
where eW is another standard Brownian sheet independent of bW. Now write
Wðeu=g; ev=dÞ Wðeu=g; 1Þ Wð1; ev=dÞ þWð1; 1Þ ¼ bWð1 eu=g; 1 ev=dÞ,
wherebWðs; tÞ ¼Wð1 s; 1 tÞ Wð1 s; 1Þ Wð1; 1 tÞ þWð1; 1Þ,
to obtain Part (i). To prove Part (ii) it is sufﬁcient to write
Wðeu=g; 1 ev=dÞ Wð1; 1 ev=dÞ ¼ bWð1 eu=g; 1 ev=dÞ,
for bWðs; tÞ ¼Wð1 s; tÞ Wð1; tÞ.
To deal with Part (iii), we use the identity in law (for the processes taken as a whole)
Bðs; tÞ ¼lawWðs; tÞ  tWðs; 1Þ  sWð1; tÞ þ stWð1; 1Þ,
together with the easily proven fact that the processﬃﬃﬃﬃﬃ
gd
p
½Wðeu=g; ev=dÞ Wðeu=g; 1Þ Wð1; ev=dÞ þWð1; 1Þ














½Wðeu=g; 1Þ Wð1; 1Þð1 ev=dÞ,
trivially converges in distribution to the zero process, as d; g " 1. &Proof of Theorem 5.2. Standard changes of variables yield






exp x 2gþ 1
2g




so that we can apply directly Proposition 5.1 to the left side of this expression to
obtain that
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Section 3, yieldingZ
R2þ















The proof of the Theorem is now completed. &
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