Abstract-The local linearization algorithm is presented as a possible numerical integration scheme to be used in real-time simulation. A second-order nonlinear example problem is solved using different methods. The local linearization approach is shown to require less computing time and give significant improvement in accuracy over the classical second-order integration methods.
I. INTRODUCTION T HERE have been extensive studies made to obtain more accurate less time-consuming techniques for approximately transforming continuous systems to discrete systems. This area is especially important for real-time simulation applications.
Selection of a particular method would depend on the specific simulation problem. It is a general rule, however, that there is a trade off between speed and accuracy. In other words, a more accurate discretization method is in general more time-consuming. For example, integration by a RungeKutta (RK) method, which is obtained by truncating a Taylor series expansion of the function, can provide an approximation which closely matches the ideal integration when a small step size T is used. The fourth-order Runge-Kutta method (RK-4) truncates the expansion after the term proportional to T Therefore the truncation error in this case is proportional to T5. This method requires four evaluations of the system equations at each sample point, however, and so is generally too time-consuming for many real-time applications.
In the search for a fast and accurate discrete-time simulation method a general algorithm, based on a local linearization procedure, has been developed. This algorithm is extremely simple and thus relatively fast. In the proceeding sections this algorithm will be developed and then applied to an example problem. Comparisons made with other numerical methods regarding speed and accuracy indicate that this is a very promising algorithm. III. COMPUTATIONAL CONSIDERATIONS The most time-consuming calculation for the local linearization algorithm is the updating of the integral of the matrix exponential T f exp (Ar) dr = IT + AT2/2! +A2T3/3! + ---
For convergence one should take enough terms (N) in this series such that Xmax T/N<< 1
where Xmax is the magnitude of that eigenvalue of A with greatest magnitude. Choosing N in this manner guarantees that the last term retained in the series (10) will be small compared to the previous term.
Defining T1 as the interval between updates of (10), this calculation requires n3N multiplications and n3N additions every T1 seconds. We shall assume that multiplication requires two units of computing time and addition one unit. Thus calculation of (10) (17) and (19) indicate that unless RK-4 can utilize a step-size four times as great as AB-2 it will be more time consuming than AB-2. Experience has indicated that RK-4 cannot use a step size four times greater than AB-2. Therefore, RK-4 can also be eliminated in the competition for real-time simulation methods.
The next section will compare the remaining two integration methods, local linearization and AB-2, via an example problem. RK-4 will be used with a very small integration interval to establish a standard for comparison. Table I shows the various combinations of T and T1 studied which require 3000 computation units per second and the resulting mean-squared error. This is the kind of information one would like in order to optimize a simulation for a given Conversely one could have a mean-squared error specification and wish to achieve this performance with a minimum computing capability. Table II In addition to illustrating the behavior of the local linearization method, Fig. 1 also shows the performance versus computation requirements ,for the AB-2 method. The AB-2 method required a value for NAB or 32/T computing units per second. Although this method is very simple to use and is definitely a fine method, the local linearization method outperforms it for this particular example. It is interesting to note that the AB-2 method experiences an extremum in mean-squared error. This is due to growth of the round off error caused by the large number of steps required as T becomes small. This minimum occurs at 4444 computation units per second which corresponds to T= 0.0072 s.
For the local linearization method, values for T this small were not used. No doubt there does exist a point of diminishing returns for the local linearization method just as for any other numerical integration method.
V. CONCLUSION A local linearization method for discrete-time simulation of nonlinear time-invariant systems has been presented and tested. Computational considerations have been treated. Comparisons with other well-known methods indicate that this is a very promising method, and depending on the problem under consideration may be the best approach to use.
