While it is relatively easy to imitate and evolve natural swarm behavior in simulations, less is known about the social characteristics of simulated, evolved swarms, such as the optimal (evolutionary) group size, why individuals in a swarm perform certain actions, and how behavior would change in swarms of di erent sizes. To address these questions, we used a genetic algorithm to evolve animats equipped with Markov Brains in a spatial navigation task that facilitates swarm behavior. The animats' goal was to frequently cross between two rooms without colliding with other animats. Animats were evolved in swarms of various sizes. We then evaluated the task performance and social behavior of the nal generation from each evolution when placed with swarms of di erent sizes in order to evaluate their generalizability across conditions. According to our experiments, we nd that swarm size during evolution matters: animats evolved in a balanced swarm developed more exible behavior, higher tness across conditions, and, in addition, higher brain complexity.
INTRODUCTION
When watching swarms in real life people often assume a global intelligence behind the swarm behavior, e.g. a ying mock of birds ACM acknowledges that this contribution was authored or co-authored by an employee, contractor or a liate of a national government. As such, the Government retains a nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to do so, for Government purposes only. GECCO '18, July [15] [16] [17] [18] [19] 2018 may seem to behave like a single organism [10] . However, we now know that individuals in a swarm often act based on local rules to achieve global goals [23] . This principle underlies the development of dedicated algorithms to solve single and multi-objective optimization problems, like Particle Swarm Optimization (PSO) or Ant Colony Optimization (ACO). Again, from the outside perspective, the abstract and virtual organisms seem to have swarm behavior, but their most basic rules are prede ned by the optimization algorithms, e.g. in ACO all actions are prede ned by the algorithm and its parameters [4] . The observed complexity of swarm intelligence is then a result of the optimization process through interaction with the environment [13] . Using machine learning approaches, it is also possible to evolve such swarm behavior without the need of a prede ned algorithm that controls the organism, which means that the hard-wired decision rules of the earlier mentioned algorithms are now replaced by unsupervised learning techniques [15, 19, 24] .
Being able to evolve swarm behavior brings up new questions, e.g. about the e ects of swarm size on evolution and how swarm size during evolution in uences the organisms' decision rules. While in the scope of biology there are several studies on group size e ects in swarms and optimal group size for di erent species [2, 22] , it is hardly feasible to conduct studies spanning evolutionary time-scales. Here, computational approaches using Evolutionary Algorithms (EA) resembling evolution in nature provide new tools to address these questions. However, since the cognitive decision rules of adaptive arti cial organisms are not hard-wired, but evolved over time they are readily observable but often hard to interpret.
In this study, we want to advance on these open questions by evolving animats 1 with swarm behavior and analyzing their internal 'brain' states and decisions. We hypothesized that swarm size could have a great impact on the evolution and social interactions of the animats. For this reason, we designed a virtual experiment to test the e ect of swarm size on the animats' evolution and, moreover, assess the generalizability of their evolved behavior when performing in swarms of di erent sizes. In particular, we simulated and evolved groups of animats equipped with Markov Brains (MB) [12] in a novel spatial-navigation task environment that facilitated swarm behavior. As observed in previous work [5, 25] , we found that the nal environmental task tness during evolution depended negatively on swarm size: task di culty increased with swarm size as the 2-dimensional task environment became more crowded. In addition, however, the evolved animats showed signi cant di erences (p < 0.05 for 9 out of 10 tests) in generalizability regarding their tness when placed in di erent-sized swarms, which peaked for animats evolved in swarms of medium size. Interestingly, animats evolved in swarms of medium sizes also evolved more complex, integrated brain structures, which was evaluated by measuring the largest strongly connected network component in their MBs.
RELATED WORK
Adaptive animats equipped with MBs were rst introduced by Edlund et al. [6] . In several works, Olson et al. used these animats to investigate the evolution of swarm behavior in a predator-prey (co-)evolution environment [19] [20] [21] . By contrast, swarm behavior in the present study emerged directly as a result of the implemented selection rule (see below). The cognitive setup of animats used here to study group evolution and behavior most closely resembled the MBs described by Marstaller et al. [16] , which could move left or right and were evolved to solve a temporal-spatial integration task. The same type of task and animats were also used later by Albantakis et al. [1] , who evolved single animats in environments that required di erent degrees of context-dependent behavior and memory to investigate the evolution of integrated information [18] , a measure of brain complexity developed with the objective to capture the quality and quantity of consciousness in organisms.
A di erent approach to the evolution of arti cial swarm behavior is the neuroevolving robotic operatives (NERO) video game combined with real-time neuroevolution of augmenting topologies (rtNEAT) [14, 17, 24] . Similar to Olson et al. [21] , they also evolved swarm behavior in a predator-prey scenario, but with a learning technology based on arti cial neural networks (ANN). Miikkulainen et al. [17] reviewed the work around neuroevolution and discussed future research topics in this eld. They concluded that cooperative multiagent systems are the next frontier of neuroevolution and that research in this eld is still in an early stage. Another alternative to animats equipped with MBs, could be Intelligent Distribution Agents (IDA) [7] or, if adding the self-learning component, Learning IDA (LIDA) [8, 9] . The goal using this architecture was to develop a model of human cognition to investigate answers about the human brain and to apply the agents in real-life communications with humans.
Hamann [11] showed that swarm behavior in general and the type of swarm behavior in particular is dependent on the density of the swarm. In his work he used a one dimensional changing environment to in uence the evolution. The tness values are not comparable, since he rated the predictability of future states, not the behavior. Dorigo et al. implemented the evolution of self-organizing swarmbots and also investigated changing group size [5] . They showed that it is easier for smaller groups to organize themselves as for larger groups. An earlier work considered di erent numbers of agents in the environment [25] and also demonstrated that tness decreases with increasing group size in a similar task of self-organization.
Apart from the above research on arti cial systems, several studies investigated the subject of di erent swarm sizes in biological systems. Pacala et al. [22] argue, on the example of ants foraging on food sources or nest maintenance, that a variation in swarm size implies that the organisms transfer di erent information and perform di erent tasks. It is mentioned that larger swarms can be more e cient than smaller ones, but very large swarm sizes can also be of disadvantage. In general, swarm behavior is the result of individual interaction with the environment combined with social interaction. Earlier, Brown [2] presented work on the threshold of sociality, the willingness of an organism to join a swarm depending on the environmental qualities and swarm density. Here, optimal swarm size is expressed as a compromise between advantages gained by sharing costs and disadvantages arising from the faster loss of resources.
METHODS
In order to design an environment in which the animats are able to evolve swarm behavior and allow for e cient analysis of their behavior and internal states, we have identi ed the following constraints to frame our model: (1) Animats must be able to co-exist (multiple organisms in one environment). (2) Respecting other animats (non-egoistic behavior) should help to gain higher tness. (3) The task should be simple enough to be solved by animats with only a small number of sensors, motors and hidden nodes.
In this section, we describe the three main simulation components: (1) the animat design, (2) the 2-dimensional, grid-based environment design, and (3) the EA's tness function. The EA was con gured using the MABE (Modular Agent-Based Evolver) framework 2 [3] for digital evolution. If not speci ed otherwise, we used MABE's default parameters throughout, which can be reviewed in supplementary material A.1.
Animat Design
Each animat used in this simulation contains a set of 2 sensors (one for walls, one to detect other animats), 2 motors, and 4 hidden memory nodes. Figure 1 shows a schematic of the animats' architecture. Each animat has two kinds of sensors: one sensor detecting obstacles, here the walls, (green triangle) and one sensor detecting other animats (green circle). Both types of sensors have a range of 1 unit directly in front of the animat. Animats are built with feedback motors. The motor elements can thus also act as memory just as the hidden nodes, which means that the current motor state at t can be causal for the future 'brain' state t + 1 (this is easily observable in the example wiring diagram below, Figure Designing the animats with limited sensors and motors increases relative task di culty, which has to be compensated by more complex internal states [1] and, for the same reason, should also facilitate the evolution of cooperation. Using the sensor data as the environment's representation, an animat has an internal representation stored in its arti cial brain. There are several common types of such models: the brain could simply be a manually coded function, an ANN [24] , a simple nite state machine [15] , or a MB [6] . In our case, the focus is on elucidating the animat's behavior while observing its internal and external states. Therefore, a simple and representable cognitive system was required. This is why we chose to implement MBs. Moreover, MBs emulate principles of neocortical function due to their strong embodiment of neuronal cognitive processes [16] . Future work should also consider other methods like ANN and Finite State Machines.
A MB is composed of a set of nodes with a nite set of states, which have temporal dependencies. The nodes' state-dependent update rules are implemented with the support of Hidden Markov Gates (HMG), which indirectly connect the di erent nodes in the MB. Figure 2 shows an example architecture of a 4-node MB with one HMG. Each node can have a state (e.g. 1 or 0). A set of input nodes is connected to a HMG. Inside the HMG there could be a lookup table, or any other mechanism, transforming the inputs at t into an output at t +1. The HMG's output is written to a set of output nodes, which could determine a motor state and/or be used as memory in the next time step. In this study, we exclusively used deterministic lookup tables to specify the HMGs' input-output functions. The HMG's input-output functions and their inputs and outputs are encoded via a genome consisting of a string of integer values. At every generation, each locus in the genome has a probability of mutation; small sections of the genome also have a probability of being deleted or duplicated [6, 12] (all parameters as in [3] , see also supplementary material A.1).
Note that there is no active communication between the animats in this study. This means that the agents do not share information between each other, as, for instance, two organisms having a dialog. Animats can only sense whether another animat is directly in front of their position (or not).
Grid-Based Environment and the Challenge to Move Through the Gate
In this work, we were interested in swarms and the evolution of swarm behavior, not just single animats as in [1, 6, 16] . Accordingly, multiple animats were placed in the environment simultaneously.
Here, a swarm contained only clones, meaning each animat had the same genome and thus MB. Swarm size stayed constant across generations during each evolution. 5 di erent swarm sizes were tested. This made it possible to investigate dependencies between swarm size and the animats' (swarm) behavior. We distributed the swarm sizes uniformly up to a maximum of 72 animats, corresponding to all prede ned starting positions in the task environment (see below):
(1) G 1.00 : 72 animats, the total number of available starting positions (constrained by the environment design). The grid-based, 2-dimensional environment is designed to have 32 × 32 units (Figure 3 ). At initiation, the animats were placed randomly without overlap on 72 prede ned starting positions as marked in Figure 3 by gray triangles. The environment was partitioned into two rooms connected only by a narrow gate, which the animats were supposed to cross frequently as part of their task. The design was inspired by the work of Koenig et al. [15] .
The task environment is designed to pose a multi-objective problem. On the one hand, an animat receives reward if it is able to travel through the gate. On the other hand, it gets a penalty if it collides with other animats (occupying the same location). In this paper, we select a tailored weighted sum approach to solve the multi-objective problem. In order to select the weights, we consider the following feature. Since collisions between two animats are much more likely than crossing the gate, the collision penalty is set to a lower value than the reward for traveling through the gate, while still allowing for optimal behavior (0.075 compared to 1). If the penalty is chosen too low, all animats would learn to center around the gate area, colliding with each other all the time. If the penalty is too high, all animats would adapt to not move at all (data not shown). Additionally, since it is not desirable for animats to crowd around the gate area, a timeout of 100 time steps is implemented until an animat can receive further rewards after crossing the gate once. Each trial had a total duration T of 500 time steps 4 . This time-out period could be interpreted as simulating a requirement to make the way back to the organism's nest and also promotes the evolution of uni ed behavior.
Setup of the Genetic Algorithm
In the following we de ne the mathematical notation and equations for the tness function. Table 1 lists all parameters and variables. In Equation (1) the tness for a single animat in the environment is dened. Equation (2) speci es the overall tness of the genome, or MB, which is also used for the selection process in the genetic algorithm (GA) of MABE. At each generation, we tested the swarm's genome 30 times in the environment (|R|= 30), with di erent random starting parameters (starting position and orientation) to obtain robust tness values for each genome. In each of these 30 trials, we randomly picked a single animat out of the swarm 5 and averaged across their tness values to obtain the overall tness assigned to the genome.
(1)
1 (a, t, t + 1) = 1 and (a, t − 100, t) = 0 0 otherwise
With less time steps, early generations would hardly encounter the gate, impeding evolution. 5 This was done in order to maintain the same sample size across conditions with di erent swarm sizes. In this way, we avoided any bias in the tness evolution merely due to di erences in the variability of the tness values across generations. Averaging across the entire swarm in condition G 1.00 , for example, would eliminate any variability in tness due to the random starting positions. The set of all animats a in a trial, i.e. a swarm R The set of all trials R i an animat is tested in f (a)
The tness of a single animat a F (A, R)
The average tness of a genome across all trials R randA(A, R i ) Picks a random animat a from the swarm A depending on the trial R i (a, t a , t b ) Returns the count of gate-crossings between time t a and time t b for a single animat a c(x, , t)
Returns the count of animats at a speci c position (x, ) at time t t A single time step t, where t ∈ T and t ∈ N T Trial duration, i.e. the number of all time steps t in a trial x(a), (a)
Returns the x and position of animat a A single evolution experiment was run for 10,000 generations. At each generation, a population of 100 genomes was evaluated, encoding the animats' MBs. After each generation, a set of 100 genomes was selected (with the possibility for duplicates) to enter the next generation based on their tness values and the selection rules of the GA. These genomes were then mutated according to the probabilities speci ed in A.1 [3] . Note that the genome population should not be confused with the swarm size: a swarm is a set of clones with identical genomes and thus MBs. The population of genomes corresponds to the pool for selection. For each of the 5 G i conditions we ran 30 evolution experiments with di erent random seeds.
Statistical di erences were evaluated using a Kruskal-Wallis test, the non-parametric equivalent of a one-way ANOVA. Di erences between pairs of task conditions reported in the results section were assessed by post-hoc Mann-Whitney U tests. See supplementary material A.2 for detailed comparisons.
RESULTS
To address our research questions, we performed a multi-level analysis to evaluate the evolved genomes resulting from the GA. First, we compared the average tness evolution of the 30 evolution experiments per condition of the di erent swarm sizes G i . Second, we investigated the movement patterns of all agents in a swarm to answer whether the animats evolved swarm behavior. Third, we evaluated the animats' generalizability across swarm sizes. An animat is generalizable if it performs at high tness when tested with di erent swarm sizes as it was trained in. We also report qualitative observations about behavioral di erences between the various swarm sizes G i . Finally, we applied a simple graph-theoretical measure to the animats' MBs as a proxy for brain complexity.
Evolution of Fitness
First, we analyzed the evolution of tness across all test groups G i . As it can be observed in Figure 4 , task tness is strongly dependent on swarm size: the smaller the swarm the steeper the curve and the higher the nal evolved task tness. All groups di ered signi cantly (p < 0.05) from each other in their nal tness (see A.2 for details). This result shows that the task, in general, can be solved without any cooperation and actually becomes more di cult for larger swarm sizes since colliding with other animats results in penalty (ref. section 3.2). 
Observation of Swarm Behavior
Secondly, we tested if the animats developed swarm behavior or only independent movements. For this purpose, we generated heatmaps highlighting the movement patterns of the animats during their trial. Figure 5 shows the 5 heat-maps of the best genomes for each swarm size condition at the nal generation in the GA (G 10k i ). We also generated and inspected animations of the swarm's evolved behavior ( nal generation) for each of the 30 evolutions per condition. The most common movement patterns t a 'stop-andgo' wall-following strategy, as in the study by Koenig et al. [15] . According to Pacala et al. [22] , such a strategy quali es as swarm behavior as it is a result of social interactions and interaction with the environment. This would mean that also the interaction with the wall is part of the swarm-behavior. For example, organisms in G 10k
sin l e tended to receive less stimuli from the wall as shown below in Figure 8 .
Most swarms with good tness evolved such a wall-following strategy, but diversity in the movement patterns was also observed, particularly for animats with a lower nal tness. Nevertheless, only animats in G sin l e evolved high tness using qualitatively di erent strategies. By distinguishing between (dark) red and yellow/white cells it is possible to observe whether the swarm is moving steadily or not. As the examples in Figure 5 show, big swarms moved slower along the walls, while smaller swarms only exhibited a few halting or turning points, particularly in the corners. . Color indicates occupation density during the duration of one trial. Black areas were never visited, while red to white areas mark low to high density. Yellow/white cells and areas indicate spots where the animats turned or stalled frequently. This 'stop-and-go' behavior was more common for animats evolved in large swarms.
Generalizability of Animats
To test the generalizability of the evolved animats, we tested the nal generation of animats of all conditions (G 10k i ) in swarm sizes other than the one they evolved to, speci cally, at [100%, 95%, ..., 10%, 5%, single] of the maximal swarm size of 72 individuals. We then compared the robustness of their performance across swarm sizes to observe their generalizability ( Figure 6 ). 
While G 10k
sin l e animats failed to maintain their tness within a swarm, all animats that were evolved in an actual swarm demonstrated a fair amount of generalizability. We quanti ed the tness robustness of the di erent animat conditions G 10k i by calculating the Area under the curve (AUC), which is largest for the animats in G 10k 0.50 , followed by G 10k 0.25 . All conditions except for G 10k 0.50 and G 10k 0. 25 (p = 0.1548) di er signi cantly (p < 0.05) from each other (see A.2 for details). Note also, that G 10k 0.50 showed comparable tness values to all other conditions except G 10k
sin l e in their original evolutionary swarm size. This suggests that adapting to intermediate swarm sizes may provide an advantage under changing environmental conditions, such as variation in swarm size due to rare environmental events. Our ndings are also in line with Brown [2] that too low and too high swarm density is negative for the overall swarm performance and respectively for the individual organism as well.
The Cognitive Processes of the Animats
To identify regularities regarding the decision-rules in the respective swarm size conditions G i we evaluated the animats' cognitive processes while performing the task. First, we evaluated the frequency of the animats' various motor states (Figure 7) of all nal animats G 10k i while performing the task in di erent swarm sizes (same data as in Figure 6 ). Here, variation across conditions indicates cognitive exibility. What is more, these data also allowed us to di erentiate whether being part of the swarm made the animats act in a certain way, or if, in turn, the swarm is merely the result of individual reactions. For G 10k sin l e it should be obvious that individual animats were not in uenced by the swarm and if seeming swarm behavior was observable it was not due to interactions with other animats. This is also supported by the data: G 10k sin l e shows no variation in its motor responses across conditions. By contrast, animats evolved in swarms adapted their behavior dependent on the swarm size they were placed in. In particular conditions G 10k 0.50 , which demonstrated the greatest generalizability ( Figure 6 ), also had the most dynamic reaction to the di erent swarm sizes. Second, we measured how often speci c sensory-motor state transitions could be observed (Figure 8 ). Speci cally, we recorded which actions at t + 1 followed a particular input at t x . This corresponds to a complete external representation of the animats, i.e. their input-output behavior. Having two sensors and two motors, there are 2 4 possible external states. These were condensed to 4 bits in order to capture the following information: (1) The animat senses a wall, (2) the animat senses another animat, (3) the animat turns left or right, and (4) the animat moves forward (2 motors active). Note that, because of the nature of the task environment, instances such as sensing a wall and an animat at the same time or turning and moving forward at the same time are impossible and thus not considered, leaving 9 di erent state transitions to be evaluated. As an example, 0101 indicates that an animat sees another animat at t and moves forward at t x +i . Figure 8 shows the cumulative state transition count during a trial, averaged across the 30 evolutions for each G 10k
i . Since the rst-order statistics of sensor and motor states depend on the size of the swarm during a trial, each animat evolved in a particular G i was tested on each swarm size in the interval of [100%, 75%, 50%, 25%, sin le] of the environment's maximal capacity (72 animats). This means that we counted all occurred transitions in 5 di erent trials of di erent swarm size. Moving forward without previously spotting another animat is by far the most frequent action in all conditions. It can also be observed that animats in G 10k
sin l e simply ignore other animats colliding with them despite the penalty (0101), while the others instead evolved to turn (0110) in such a situation. Finally, animats in G 10k
sin l e seem to rely less on sensing the wall for guidance (1010), which could mean that they overall react less to their environment but rather use memory to solve the task (see also the heatmap example in Figure 5 ). i . The tuple is coded as (wall sensed, animat sensed, turn, move forward). Black bars mark the bootstrapped con dence intervals of the number of observations across evolutions.
To observe more detailed di erences between the respective conditions than in Figure 8 , we took one time step more into account and considered inputs at t, the reactions at t + 1, the new inputs at t + 1 and the corresponding reactions at t + 2. To visualize the data we generated a transition probability matrix (TPM) (Figure 9 ). For the sake of readability, we limited the labels in the plot and will thus describe them here. On the x-axis there are all inputs/reactions at t/(t + 1), on the y-axis there are all inputs/reactions at (t + 1)/(t + 2). In the 9 × 9 matrix one tile visualizes the scaled probabilities per 3-time-step transition and G 10k
i . Since we were more interested in di erences across conditions than the absolute number of transitions, we scaled the bars according to their maximum and minimum values over all swarm conditions G 10k i , to better spot possible differences. Furthermore, values were averaged over all 30 di erent evolutions per condition, tested, as above, in 5 trials with di erent swarm sizes. i . The values of each single tile are scaled between 1 and 0, where 1 is the maximum probability to enter that transition and 0 simply the zero probability across conditions G 10k i .
Animats in G 10k 0.50 stand out regarding their generalizability. Reviewing the TPM one can observe that such animats stayed static more often as the average, especially when spotting an animat or a wall, and also remained static in the following time step. G 10k 0.75 , who would be static more often, rather stays static when sensing nothing at all. This also supports our conclusion from Figure 7 that the behavior of animats in G 10k 0.50 was in uenced most by sensing other animats and the environment. While it is observable that animats in G 10k sin l e always tried to move forward (spotting an animat or not), which had no negative e ect in their original evolution environment, we observed that animats in G 10k 1.00 turned more often, even if they have no speci c input.
Brain Complexity
The results presented above indicate that G 0.50 animats evolved the most generalizable behavior. Apart from the animats' externally observable input-output behavior, we also wanted to take their internal structure into account. The node connectivity in a MB can be modeled as a directed graph. As a simple graph theoretical measure of brain complexity, we thus used the Largest Strongly Connected Component (LSCC), which is also a simple measure of a graph's integration 6 . Additionally, we would take the LSCC or similar metrics into account to determine, which parts of the MB in uences the future brain states most. As shown in Figure 10 , animats acting alone or in large groups tend to evolve signi cantly 6 Other, less signi cant, graph theoretic measures, which show the same trend, can be found in the supplementary material A.3.
(p < 0.05) less complex brains even at high levels of tness (see supplementary material A.3). Our assumption is that for G sin l e the environment was comparatively simple and rules to achieve high tness were easier to nd. Animats evolved with G 1.00 could rely on sensing other animats with a high probability, which could serve as an orientation. G 0.50 evolved the most complex brain structures, which relates to our previous observations of the comparatively high behavioral complexity and generalizability of this group. 
FUTURE WORK
The present results were obtained from one particular task environment. To build empirical strength, implementing more di cult and diverse tasks will be required, e.g., the predator-prey scenario used in earlier works by Olson et al. and Miikkulainen et al. [17, 21] . Additionally, it is important to investigate variations in the animats' design to determine how the kind and number of sensors in uence their behavior. In this work, animats were evolved and tested in an isolated manner. This means that a swarm only contained clones of one animat genome, which was necessary to make a rst, speci c evaluation. For future work, the e ect of diverse swarms should be considered, which might increase the computational performance and make the simulated experiment more realistic. Finally, the development of more rigorous statistical analyses of the animats' external and internal state transitions is current work in progress.
CONCLUSION
Evaluating the detailed behavior and interactions of organisms in a simulated swarm is an open eld of research. In this work, we addressed the e ect of swarm size during evolution in a 2-dimensional spatial navigation task in a framework in which animats with Markov Brains were trained using a Genetic Algorithm. We, moreover, evaluated to what extent the resulting animats would be generalizable (testing animats in swarm sizes di erent from the one they evolved in). Furthermore, we focused on the evaluation of the animats' swarm behavior and its exibility when faced with swarms of di erent sizes. We found that swarm size matters in the evolution of swarm behavior. Even if the task did not require cooperation, animats reacted to other animats non-egoistically in their decisions and formed swarm behavior. Our observation is that animats evolved in very large or very small swarms were less generalizable to other swarm sizes and showed less exibility in their behavior. We assume that individuals in large swarms primarily acted to avoid collisions and the associated penalty, while animats in small swarms had less incentive to develop proper reactions to encountering other animats. Overall, our results suggest that animats evolved at intermediate swarm sizes may have adaptive advantages due to their more generalizable and exible behavior, which is also re ected in their higher relative brain complexity.
