The L2-structures of standard and switching-regime GARCH models  by Francq, Christian & Zakoı¨an, Jean-Michel
ARTICLE IN PRESSStochastic Processes and their Applications 115 (2005) 1557–15820304-4149/$ -
doi:10.1016/j
Correspo
E-mail adwww.elsevier.com/locate/spaThe L2-structures of standard and
switching-regime GARCH models
Christian Francqa, Jean-Michel Zakoı¨anb,
aGREMARS, Universite´ Lille 3, Domaine du Pont de bois, BP 60149,
59653 Villeneuve d’Ascq Cedex, France
bGREMARS Universite´ Lille 3 and CREST, 3 Avenue P. Larousse, 92245 Malakoff Cedex, France
Received 17 March 2004; received in revised form 21 March 2005; accepted 15 April 2005
Available online 17 May 2005Abstract
This paper analyzes the probabilistic structure of Markov-switching GARCH(p; q) models,
in which the volatility process is driven by a ﬁnite state-space Markov chain. We give
necessary and sufﬁcient conditions for the existence of moments of any order. We ﬁnd that the
squares and higher order powers of the process have the L2 structures of ARMA processes,
and hence admit ARMA representations. These results are applicable to standard GARCH
models and have statistical implications in terms of order identiﬁcation and parameter
estimation.
r 2005 Elsevier B.V. All rights reserved.
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In the statistical analysis of returns on ﬁnancial assets, one is confronted with the
task of modeling time series with a very complicated structure. This structure is
characterized by a set of empirical features that are common to many ﬁnancial data,see front matter r 2005 Elsevier B.V. All rights reserved.
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serial correlation, heavy-tailed marginal distributions, volatility clustering (large and
small observations tend to appear in clusters), and slow decrease of the sample
autocorrelations of the squares (or absolute values) of the data. These properties
make standard time series models, such as ARMA processes, inappropriate for such
series.
The most popular class of volatility models is the autoregressive conditional
heteroskedasticity (ARCH) speciﬁcation introduced by Engle [11] and generalized
(GARCH) by Bollerslev [5]. There is a still growing literature on GARCH and
related models (see e.g. [2,3,16,21,23] for recent references; see [27] for a
comprehensive review on GARCH and stochastic volatility processes). These
models have the form t ¼
ﬃﬃﬃﬃ
ht
p
Zt, where ðhtÞ is a positive stochastic process, called
volatility, and ðZtÞ is an iid centered sequence, with ht independent of Zt. Under
moment conditions ðtÞ is an uncorrelated sequence. In the standard model, ht is
speciﬁed as a linear function of past values of 2t and ht. GARCH models gained
popularity among practitioners, and in the econometric literature, because they often
give a sensible ﬁt to many types of ﬁnancial data of moderate sample size. However,
empirical work has shown that these models have failed to ﬁt the data very well over
a long period of time: parameters change, requiring the practitioners to reestimate
them.
This observation leads to Markov-switching (MS) GARCH models: GARCH
models in which the volatility parameters are assumed to depend on a Markov chain.
The MS GARCHðp; qÞ model we consider is deﬁned by
t ¼
ﬃﬃﬃﬃ
ht
p
Zt,
ht ¼ oðDtÞ þ
Xq
i¼1
aiðDtÞ2ti þ
Xp
j¼1
bjðDtÞhtj, ð1Þ
where the parameters are functions of a ﬁnite state ergodic Markov chain, denoted
by ðDtÞ, which is independent of the centered iid sequence ðZtÞ. Precise deﬁnitions
and assumptions are given in Section 2. MS GARCH models generate series with
a much more ﬂexible dependence structure than in standard GARCH speciﬁ-
cations. Since the seminal paper by Hamilton [18], the use of Markov-Switching
Models has become increasingly popular in econometrics. GARCH models of the
type (1), with Markov-switching coefﬁcients, have already been discussed by,
for example, Hamilton and Susmel [19], Cai [9], Gray [17], Dueker [10], Francq
et al. [12]. A particular case of interest is when ðDtÞ is an independent process
(see [30]).
The purpose of this paper is to investigate the L2 structure of the MS GARCH
processes and their even powers. This is a substantial mathematical problem due to
the presence of a latent process in the volatility equation. We ﬁnd that, under
existence conditions, the L2 structure of ð2mt Þ, for any nonnegative integer m, is that
of a ﬁnite ARMA model. This is in particular the case for standard GARCH models.
To our knowledge this result was known only for standard GARCH and m ¼ 1. We
are able to characterize the orders of this ARMA in terms of the MS GARCH
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ﬁnd applications in other contexts.
The L2-structure results presented here relate to a literature dealing with MS
ARMA models. Francq and Zakoı¨an [13] establish necessary and sufﬁcient
conditions for the existence of strict and second-order stationary solutions to MS
ARMA models. Karlsen [22], Poskitt and Chung [29], and Zhang and Stine [31],
obtain ARMA representations for autoregressive processes governed by a Markov
chain. However, these results do not apply to our framework for the following
reason. Although a squared standard GARCH process follows an ARMA model, a
squared MS GARCH process does not in general follow a MS ARMA model.
The results in the present paper can be applied to identify the orders and to
estimate the parameters of model (1). Given the untractability of the likelihood in
this framework, it is extremely important to develop alternative methods. In Francq
and Zakoı¨an [14], motivated by the structural results of the present paper, we
investigate an estimation method. The idea is to select the MS model that better
matches the second-order behavior of the observed series and its powers.
The article is organized as follows. Section 2 introduces the main assumptions on
the model and derives necessary and sufﬁcient conditions for the existence of
moments. Section 3 deals with the autocovariance structure of ð2t Þ. The existence of
an ARMA representation is proved and its orders are explicitly given. Section 4
extends these results to the powers of ð2t Þ. We establish the existence of an ARMA
representation for ð2mt Þ and characterize the orders and parameters of this
representation.2. Assumptions and moment conditions
Throughout this paper we make the following standard assumption.
Assumption A. The processes ðZtÞ and ðDtÞ are independent; ðZtÞ is a sequence of iid
random variables with zero mean and unit variance; ðDtÞ is a homogeneous,
stationary, irreducible, and aperiodic Markov chain with ﬁnite state-space
E ¼ f1; 2; . . . ; dg; the coefﬁcients satisfy the constraints oðkÞ40; aiðkÞX0; and
bjðkÞX0 for k 2 E; i 2 f1; . . . ; qg; j 2 f1; . . . ; pg.
The stationary probabilities of ðDtÞ are denoted by pðkÞ:¼PðD1 ¼ kÞ and are
positive under Assumption A, the transition probabilities are denoted by
pðk; ‘Þ:¼PðDt ¼ ‘jDt1 ¼ kÞ, and the i-step transition probabilities by pðiÞðk; ‘Þ ¼
PðDt ¼ ‘jDti ¼ kÞ for k; ‘ 2 E and iX1.
Consider the matrices
P
ðiÞ
f ¼
pðiÞð1; 1Þf ð1Þ    pðiÞðd; 1Þf ð1Þ
..
. ..
.
pðiÞð1; dÞf ðdÞ    pðiÞðd; dÞf ðdÞ
0BB@
1CCA and Pf ¼
pð1Þf ð1Þ
..
.
pðdÞf ðdÞ
0BB@
1CCA (2)
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n0 ðRÞ, whereMnn0 ðRÞ denotes the space of real n  n0
matrices, and any positive integers i; n and n0. When i ¼ 1 we simply use Pf to signify
P
ð1Þ
f , and when f  1 we use P:¼P1 ¼ ðpð‘; kÞÞ to denote the transpose of the
transition matrix. Note that when n ¼ n0, Pf ¼ PfPIn , where In is the n  n identity
matrix. Note also that
when n ¼ n0 ¼ 1; detfPðiÞf g ¼ fdetPgi
Yd
k¼1
f ðkÞ (3)
and that, still when n ¼ n0 ¼ 1
when
Yd
k¼1
f ðkÞa0; rankfPðiÞf g ¼ rankðPiÞ for any iX1. (4)
We now derive necessary and sufﬁcient conditions for the existence of a strictly
stationary solution to model (1) with a ﬁnite 2mth order moment, for m ¼ 1; 2; . . . .
Along the lines of the work done by Bougerol and Picard [7] for standard GARCH
models, we consider the model
zt ¼ bt þ Ctzt1, (5)
where bt ¼ ðoðDtÞZ2t ; 0; . . . ; 0;oðDtÞ; 0; . . . ; 0Þ0 2 Rpþq; zt 2 Rpþq; and
Ct ¼
a1:q1ðDtÞZ2t aqðDtÞZ2t b1:p1ðDtÞZ2t bpðDtÞZ2t
Iq1 0 0 0
a1:q1ðDtÞ aqðDtÞ b1:p1ðDtÞ bpðDtÞ
0 0 Ip1 0
0BBBB@
1CCCCA
where a1:q1ðDtÞ ¼ ða1ðDtÞ; . . . ; aq1ðDtÞÞ, b1:p1ðDtÞ ¼ ðb1ðDtÞ; . . . ;bp1ðDtÞÞ. When
p ¼ 0 or q ¼ 0 obvious modiﬁcations have to be done in the deﬁnitions of bt and
Ct. There is a one-to-one correspondence between the solutions ðtÞ of (1) and the
positive solutions ðztÞ of (5). If ðtÞ is solution to (1), take zt ¼ ð2t ; . . . ; 2tqþ1;
ht; . . . ; htpþ1Þ0. Conversely, if ðztÞ is a solution of (5) with positive components, take
t equal to the square root of the ﬁrst component multiplied by the sign of Zt.
Before stating the main result of this section we need some further notation.
Denote by rðAÞ the spectral radius of any square matrix A. Let  denote the
Kronecker product and, for any matrix A, let Am ¼ A      A. A square positive
matrix A is called irreducible if for all i; j there exists a positive integer n such that
AðnÞði; jÞ40, where AðnÞði; jÞ denotes the generic element of An. A process ðX tÞ is called
nonanticipative if, for all t, X t is measurable with respect to the s-ﬁeld generated by
fDu; Zu; uptg. In the statement of the results we will index the expectations by the
processes involved, when necessary to avoid ambiguity.
We begin by stating a preliminary result which can be easily proved.
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nðRÞ and g : E!Mnn0 ðRÞ. Then, for k40, and h4k,
Eff ðDtÞf ðDt1Þ . . . f ðDtkþ1ÞgðDtkÞ j Dthg ¼ IPkf PðhkÞg ðeDth  In0 Þ,
Eff ðDtÞf ðDt1Þ . . . f ðDtkþ1ÞgðDtkÞg ¼ IPkfPg,
where I ¼ ðIn; . . . ; InÞ is a n  nd matrix and ðeiÞ denotes the canonical basis of Rd .
We are now ready to state the following theorem.
Theorem 1. Suppose that EðZ2mt Þo1 and
rfPCðmÞ go1, (6)
where CðmÞðÞ ¼ EZðCmt jDt ¼ Þ and m is a strictly positive integer. Then (1) has a
unique nonanticipative and strictly stationary solution ðtÞ. This solution is also ergodic
and satisfies Eð2mt Þo1.
Conversely, if PCðmÞ is irreducible and rfPCðmÞ gX1, then there is no strictly stationary
solution ðtÞ to model (1) such that Eð2mt Þo1.
Proof. First note that there exists a solution ðtÞ of (1) belonging to L2m if and only if
there exists a solution zt of (5) belonging to L
m. The proof is divided in three steps:
(i) We show that (6) is a sufﬁcient condition for the existence of a solution of (5)
belonging to Lm. The vector
zt ¼ bt þ
X1
k¼1
CtCt1   Ctkþ1btk (7)
is well-deﬁned (its components belong to Rþ [ fþ1g with probability one, because
the components of bt and CtCt1   Ctkþ1btk are nonnegative). For the series in
(7) to belong to Lm, it sufﬁces that
zt;k:¼CtCt1   Ctkþ1btk
(with zt;0 ¼ bt) converges to zero in Lm (endowed with any matrix norm) at an
exponential rate, as k goes to inﬁnity. For any vector X such that AX is well deﬁned,
we have ðAX Þm ¼ AmXm. It readily follows that
zmt;k ¼ Cmt Cmt1   Cmtkþ1bmtk. (8)
Thus we may write, in view of the independence of the matrices and vector
Ct; . . . ; Ctkþ1; btk conditional on Dt,
Eðzmt;k Þ ¼ EfEðCmt Cmt1   Cmtkþ1bmtkjDt; . . . ;DtkÞg
¼ EfCðmÞðDtÞ . . . CðmÞðDtkþ1ÞbðmÞðDtkÞg
where CðmÞðDtÞ ¼ EðCmt jDtÞ and bðmÞðDtÞ ¼ Eðbmt jDtÞ. Applying Lemma 1 with
n ¼ ðp þ qÞm, we obtain
Eðzmt;k Þ ¼ IfPCðmÞ gkPbðmÞ , (9)
Consider the matrix norm deﬁned by kAk ¼Pi;j jAði; jÞj, where Aði; jÞ denotes
the generic element of some matrix A. Using the elementary equalities
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Ekzmt;k k ¼ kEðzmt;k Þk because EkXk ¼ kEðX Þk for any vector with positive compo-
nents. In view of (9), we thus have
Ekzt;kkm ¼ kIfPCðmÞ gkPbðmÞ k. (10)
The matrix norm being multiplicative, we have
kzt;kkLm ¼ kIfPCðmÞ gkPbðmÞ k1=mpkIk1=mkfPCðmÞ gkk1=mkPbðmÞ k1=m.
If (6) holds, it follows from the Jordan decomposition that kPk
CðmÞ k converges to zero
at an exponential rate as k goes to inﬁnity. Hence,
PK
k¼0 zt;k converges to z

t deﬁned
by (7), both in Lm and almost surely, for ﬁxed t, as K !1. For each K, ðPKk¼0 zt;kÞ
is a measurable function of ðDt; Zt; . . . ;DtK ; ZtK Þ. Hence the limit ðzt Þ is a
measurable function of the strictly stationary process ðDt; ZtÞ. From Billingsley [4,
Theorem 36.4] it follows that ðzt Þ is strictly stationary. It is clear that
zt ¼ bt þ Ctzt1.Therefore, (5) admits a nonanticipative strictly stationary solution
belonging to Lm. Moreover, this solution is ergodic because ðDt; ZtÞ is an ergodic
stationary process.
(ii) Now assume that another strictly stationary solution of (1) exists, or equivalently
that there is another strictly stationary solution ð~ztÞ of (5). Then for any nX0
k~zt  zt k ¼ kCtð~zt1  zt1Þk ¼   pkCt . . . Ctnk k~ztn1  ztn1k.
By assumption Pðk~zt  zt ka0Þ40. But we know that kCt . . . Ctnk ! 0 a.s.
when n !1 since the sum in (7) converges. It follows that Pðlimn!1k~ztn1
ztn1k ¼ 1Þ40, which entails that either lim supn!1k~ztn1k ¼ 1 or
lim supn!1kztn1k ¼ 1 with a positive probability. This is absurd since the
sequences ð~ztÞt and ðzt Þt are stationary.The uniqueness of ðzt Þt is thus established.
(iii) We now prove the necessary part. For two matrices A and B of same size, we
use the notation AkB (resp. A  B) to indicate that the (real) components of A  B
are nonnegative (resp. strictly positive). In view of (5), for any k
zt ¼ zt;0 þ    þ zt;k þ Ct . . . Ctkztk1k
Xk
‘¼0
zt;‘
because the matrices Ct and the vectors zt have nonnegative components. Hence
ztk
P1
‘¼0 zt;‘ and
Eðzmt ÞkE
X1
‘¼0
zt;‘
 !m
k
X1
‘¼0
Eðzmt;‘ Þ ¼
X1
‘¼0
IfPCðmÞ g‘PbðmÞ (11)
using (9). For any irreducible n  n matrix Ak0, we have ðI þ AÞn1  0 (see [25,
p. 533]). In addition, the elementary relations kIAk ¼ kAk, kAkXrðAÞ, rðAnÞ ¼
frðAÞgn, n!ðI þ    þ AnÞkðI þ AÞn and kA þ Bk ¼ kAk þ kBk hold, for any matrices
Ak0 and Bk0 of appropriate dimensions. Moreover, kP1‘¼0 A‘k ¼P1‘¼0 kA‘k for
any sequence of matrices A‘k0 of the same dimension, by continuity of the norm.
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kEðzmt ÞkX
X1
‘¼0
IfPCðmÞ g‘PbðmÞ




¼
X1
‘¼0
kIfPCðmÞ g‘PbðmÞ k
¼
X1
‘¼0
kfPCðmÞ g‘dðpþqÞ
mfI þ PCðmÞ þ    þ PdðpþqÞ
m1
CðmÞ
gPbðmÞ k
X
1
fdðp þ qÞm  1g!
X1
‘¼0
kfPCðmÞ g‘dðpþqÞ
mfI þ PCðmÞ gdðpþqÞ
m1PbðmÞ k
X
c
fdðp þ qÞm  1g!
X1
‘¼0
frfPCðmÞ gg‘dðpþqÞ
m
, ð12Þ
where c40 is the smallest element of fI þ PCðmÞ gdðpþqÞ
m1PbðmÞ . Hence, because ðtÞ
belongs to L2m, the left-hand side of (12) is ﬁnite. Therefore, (6) must hold. &
Remark 1. Instead of using (5), one could consider a recursive system with smaller
dimension, ht ¼ ot þ Atht1, involving only ht ¼ ðht; . . . ; htrþ1Þ with r ¼ maxfp; qg.
The latter system was used by Francq et al. [12] to obtain the strict stationarity
condition. However, in this representation the matrices At are dependent conditional
on Dt, unless if p ¼ q ¼ 1 (At is in fact a function of ðDt; Zt1; . . . ; ZtrÞ). For the
moment existence, the fact that the matrices Ct are independent conditional on Dt is
crucial (see the argument after (8)). For this reason we used the representation on zt
(see however the proof of Corollary 2 below for the case p ¼ q ¼ 1).
In some special cases the condition for Eð2mt Þo1 can be simpliﬁed.
Corollary 1. When either (i) the functions aiðÞ and bjðÞ are constant for all i and j (but
not necessarily the intercept oðÞ), or (ii) ðDtÞ is an independent process, (6) can be
replaced by
rfEZ;DðCmt Þgo1. (13)
Remark 2. In case (i), considered by Hamilton and Susmel [19] and Cai [9], Cmt
depends on Zt only, whereas it depends on Zt and Dt in the independent-switching
model. Hence, though this condition is apparently the same for the two cases, it does
not imply the same restriction on the parameters. Considering the sub-case where the
intercept is constant, this corollary applies to the standard GARCHðp; qÞ. In this
case, Ling and McAleer [26] have shown that (13) is also necessary.
Proof. Case (i) is easily proved, noting that Ct does not depend on Dt. Consider case
(ii). Using (8) and the independence of the matrices Cmt , we obtain
Ekzt;kkm ¼ kEzmt;k k ¼ kfEðCmt ÞgkEfbðmÞðDtÞgk.
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for the existence of a strictly stationary solution with a ﬁnite 2mth order moment. &
Corollary 2. When p ¼ q ¼ 1, a necessary and sufficient condition for the existence of
E2mt is
r½PEZfa1ðÞZ2tþb1ðÞgm o1. (14)
Moreover, if ðDtÞ is independent this condition takes the form
EZ;Dfa1ðDtÞZ2t þ b1ðDtÞgmo1. (15)
Remark 3. When b1ðÞ ¼ 0, (15) reduces to Efa1ðDtÞgmEðZ2mt Þo1. This condition was
obtained by Wong and Li [30, Theorem 3] for m ¼ 2.
Proof. Instead of applying Theorem 1, we give a self-contained proof of Corollary 2.
When p ¼ q ¼ 1, the vector equation (5) is equivalent to the one-dimensional
equation: ht ¼ bt þ ctht1; with bt ¼ oðDtÞ and ct ¼ a1ðDtÞZ2t1 þ b1ðDtÞ. Therefore,
the theorem applies with PCðmÞ replaced by PcðmÞ :¼PEfa1ðÞZ2tþb1ðÞgm . In the proof of the
necessary part, the analogous of (11) is given by
Ehmt X
X1
‘¼0
IfPcðmÞ g‘PbðmÞ .
Because PbðmÞ ¼ PfoðÞgm  0, the arguments given to show (12) lead to the conclusion
that, in the MS GARCH(1,1) case, (6) is also necessary.
When ðDtÞ is independent, for any non null function f : E! R, the rank of Pf is 1.
Thus, rfPf g ¼ TrfPf g ¼ Ef ðDtÞ; where TrðÞ denotes the trace of a square matrix.
The last part of the proof follows. &
Remark 4. In the case p ¼ q ¼ 1, (14) is equivalent to (6). Indeed the ði; jÞth block of
the matrix PCðmÞ is pðj; iÞEðZ
2
t
1
Þmða1ðiÞ;b1ðiÞÞm. It follows that the blocks of PCðmÞ are
diagonalized by the same eigenvectors matrix, so that we can write PCðmÞ ¼
MPDðmÞM
1, for some nonsingular matrix M, and where for any k, DðmÞðkÞ is
diagonal of rank 1, with non-zero term equal to Efa1ðkÞZ2t þ b1ðkÞgm. The
equivalence between the conditions (14) and (6) easily follows. This gives an
alternative proof for the sufﬁcient part of Corollary 2.
We now turn to the autocovariance structure of ð2mt Þ. We will ﬁrst establish the
existence of an ARMA representation for ð2t Þ, which can be done in a more
straightforward way than for higher powers. The representation will also be more
explicit in that particular case.3. Autocovariance structure of ðe2t Þ
That ð2t Þ has the autocorrelation structure of an ARMAðmaxfp; qg; pÞ is a well-
known feature of standard GARCHðp; qÞ processes. This was ﬁrst proved by Milhøj
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section, we show that this feature still holds when the GARCH parameters are
allowed to switch in regime.
An approach for deriving ARMA representations of MS models is to ﬁnd a state-
space representation in which the state equation is a Vector AR(1) (see [24]). This
method was used for models of the form X t ¼ mðDtÞ þ Zt by Poskitt and Chung [29].
Unfortunately, this method does not seem to apply to our general model (1).
We start by describing an alternative approach for characterizing the existence of
ARMA models.3.1. Preliminary result
A useful result for deriving ARMA representations is the following. Recall that
a second-order stationary process ðX tÞ is called purely nondeterministic ifT1
1HnðX Þ ¼ f0g, where HnðX Þ is the Hilbert space spanned by the X t, tpn
(see [20, p. 137]).
Lemma 2. Let ðX tÞ be a real-valued second-order stationary process, with
autocovariance function gðÞ. Suppose that for some ‘0 2 f0; 1; . . .g
gð‘Þ ¼ d0W ð‘Þ; 8‘,
W ð‘Þ ¼ AW ð‘  1Þ; 8‘4‘0, ð16Þ
where the W ð‘Þ and d are column-vectors of size n and A is a n  n matrix. Let P
denote any real polynomial of degree n such that d0PðAÞ ¼ 0. Write
PðxÞ ¼ xn0P1ðxÞP2ðxÞ; n0X0,
where P1 is a polynomial of degree n1 whose roots are of modulus 1, and P2 has no
root of modulus 1 or equal to 0. Then ðX tÞ admits an ARMAðn  n0; n þ ‘0  1Þ
representation, with AR polynomial xnPðx1Þ.
Moreover if ðX tÞ is purely nondeterministic, it admits an ARMAðn  n0  n1;
n þ ‘0  1 n1Þ representation, with AR polynomial xnn0n1P2ðx1Þ.
Proof. First note that the existence of P is guaranteed by the fact that the
characteristic polynomial of A cancels when applied to A, by the Cayley–Hamilton
theorem. However, we do not assume that P is the characteristic polynomial of A. It
is not restrictive to assume that PðxÞ ¼ anxn þ an1xn1 þ    þ an0xn0 with an ¼ 1.
Since W ð‘Þ ¼ A‘‘0W ð‘0Þ; ‘X‘0, we ﬁnd, for all ‘4n þ ‘0  1;Xnn0
i¼0
anigð‘  iÞ ¼ d0
Xnn0
i¼0
aniA‘‘0iW ð‘0Þ ¼ d0PðAÞA‘‘0nW ð‘0Þ ¼ 0.
In view of the standard result characterizing the existence of an ARMA
representation through the autocovariance function (see e.g. [8, Proposition 3.2.1
and Remark, p. 90]), we conclude that ðX tÞ admits an ARMAðn  n0; n þ ‘0  1)
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i¼0
anixi ¼ xnPðx1Þ:¼xnn0n1P1ðxÞP2ðx1Þ,
where P1ðxÞ ¼ xn1P1ðx1Þ is a polynomial with all its roots on the unit circle. By
Azencott and Dacunha-Castelle [1, Theorem 2.3], when ðX tÞ is purely nondetermi-
nistic we have that(i) the MA polynomial Q can be factorized as QðxÞ ¼ Q1ðxÞP1ðxÞ, and
(ii) the common roots of modulus 1 in the AR and MA polynomials can be
cancelled.It follows that ðX tÞ admits an ARMA representation with AR polynomial
xnn0n1P2ðx1Þ; and MA polynomial Q1ðxÞ. The conclusion follows. &
Remark 5. It is important to note that the ARMA representation of the theorem is
not necessarily the canonical ARMA representation, i.e. the AR and MA
polynomials may have common roots, or roots inside the unit disk. The canonical
representation can be straightforwardly deduced by cancelling the common roots
and by inverting the roots of modulus smaller than 1 (see e.g. [8, Remark 1(a), p. 86
and Proposition 3.5.1]).
Remark 6. The reciprocal of this result is trivial: if ðX tÞ is a second-order stationary
ARMAðp; q) process, then a representation of the form (16) exists, with
W ð‘Þ ¼ ðgð‘Þ; . . . ; gð‘  p þ 1ÞÞ0, d ¼ ð1; 0; . . . ; 0Þ, and ‘0 ¼ q. To apply the lemma,
the difﬁculty is to ﬁnd W ð‘Þ, d and A for which a relation of the form (16) can be
exhibited. This will be illustrated below.
3.2. ARMA representation for ð2t Þ
In this section we will show that the square of any second-order stationary
solution of model (1) admits an ARMA representation. Let r ¼ maxðp; qÞ, for all ipr
xiðÞ ¼ aiðÞ þ biðÞ (17)
with by convention aiðÞ ¼ 0 (resp. biðÞ ¼ 0) when i4q (resp. i4p). Recall that oðÞ
plays the role of an intercept in model (1). Let the dðr þ 1Þ  dðr þ 1Þ matrix
A ¼
P
ð1Þ
x1
      PðrÞxr Po
Id 0       0
..
. . .
. ..
.
0    Id 0 0
0    0 0 P
0BBBBBBB@
1CCCCCCCA
. (18)
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and t, any process ðX tÞ and any function f deﬁned on the integers set). Denote by
gX ð:Þ the autocovariance function of any stationary process X ¼ ðX tÞ. Let n0ðMÞ
denote the algebraic multiplicity of the zero eigenvalue of any square matrix M.
Let n1ðMÞ be the sum of the algebraic multiplicities of the eigenvalues of M of
modulus 1.
Theorem 2. Suppose that (6) holds with m ¼ 1; 2, and let ðtÞ be the nonanticipative
fourth-order stationary solution of model (1).
Then ð2t Þ is an ARMA process, with AR order N:¼dðr þ 1Þ  n0ðAÞ  n1ðAÞ, where
r ¼ maxðp; qÞX1, and MA order N when pXq, MA order N  1 when poq.
Remark 7. As will be seen in the proof, the AR polynomial can be deduced from the
characteristic polynomial of A. First note that n1ðAÞX1, because 1 is an eigenvalue
of P, and that
detðAÞ ¼ ð1Þdðr1Þ detðPÞ detðPðrÞxr Þ ¼ ð1Þ
dðr1ÞfdetðPÞgrþ1
Yd
k¼1
xrðkÞ
in view of (3). Moreover it can be seen, using (4), that rankðAÞ ¼ ðr  1Þd þ
rankfPðrÞxr g þ rankðPÞ; i.e.
n0ðAÞ ¼ n0fPðrÞxr g þ n0ðPÞ. (19)
The characteristic polynomial of A, deﬁned by detðxI  AÞ, is therefore of the
form
PAðxÞ ¼ xn0ðAÞ
Yn1ðAÞ
i¼1
ðx  liÞP2ðxÞ; P2ð0Þa0, (20)
where the li are the eigenvalues of modulus 1 of A, and P2 is a polynomial. We will
see in the proof below that the roots of P2 are inside the unit circle. It will be
also shown that the AR polynomial of the ARMA model is Ldðrþ1Þn0fP
ðrÞ
xr
g
n0ðPÞ  n1ðAÞP2ðL1Þ.
Remark 8. The orders given by the theorem are only maximal ones. However, the
only possibility to reduce the AR order occurs when there is a common root of
modulus greater than 1 in the AR and MA parts. In any case, the order of the AR
part is therefore, after reduction, greater than (or equal to) that of the MA part. This
deserves being stressed since it generalizes a standard GARCH property. In other
words, if the AR and MA parts have no common root, then the AR order given by
the theorem is minimal.
To establish the theorem, the following basic lemma will be used. We give the
proof for the sake of completeness.
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generated by fts; sXig where ðtÞ is a nonanticipative solution of model (1). Then
pðkÞE½X tijDt ¼ k ¼
Xd
j¼1
E½X tijDt1 ¼ jpðj; kÞpðjÞ
¼
Xd
j¼1
E½X tijDti ¼ jpðiÞðj; kÞpðjÞ.
Proof. First, note that for any measurable partition ðOjÞ of O, the expectation of any
integrable variable can be decomposed as EðX Þ ¼Pj EðX jOjÞPðOjÞ (see e.g. [4, 3.4.1
and 3.4.2]). Hence we deduce that
E½X tijDt ¼ k ¼
Xd
j¼1
E½X tijDt ¼ k;Dt1 ¼ jP½Dt1 ¼ jjDt ¼ k.
Now observe that for all j’s such that P½Dt ¼ k;Dt1 ¼ j40, and for all x
P½X tioxjDt ¼ k;Dt1 ¼ j
¼ P½Dt ¼ kjDt1 ¼ j; X tioxP½X tiox;Dt1 ¼ j
P½Dt ¼ k;Dt1 ¼ j
¼ P½Dt ¼ kjDt1 ¼ jP½X tioxjDt1 ¼ jP½Dt1 ¼ j
P½Dt ¼ k;Dt1 ¼ j
¼ P½X tioxjDt1 ¼ j.
Hence E½X tijDt ¼ k;Dt1 ¼ j ¼ E½X tijDt1 ¼ j. In view of P½Dt1 ¼ jjDt ¼
kpðkÞ ¼ P½Dt ¼ kjDt1 ¼ jpðjÞ; the ﬁrst equality follows. The second equality can
be shown similarly. &
Proof (Proof of Theorem 2). The proof is split into three steps:
(i) We proceed by evaluating the expectation of 2t 
2
t‘ conditional to the regime of
Dt. For ‘40 and k 2 E we have
E½2t 2t‘jDt ¼ k ¼ E½ht2t‘jDt ¼ k
¼ oðkÞE½2t‘jDt ¼ k þ
Xq
i¼1
aiðkÞE½2ti2t‘jDt ¼ k
þ
Xp
j¼1
bjðkÞE½htj2t‘jDt ¼ k.
Moreover, for ‘4j we have E½2tj2t‘jDt ¼ k ¼ E½htj2t‘jDt ¼ k; so that
E½2t 2t‘jDt ¼ k ¼ oðkÞE½2t‘jDt ¼ k þ
Xr
i¼1
xiðkÞE½2ti2t‘jDt ¼ k; ‘4p.
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pðkÞE½2t 2t‘jDt ¼ k ¼ pðkÞoðkÞE½2t‘jDt ¼ k
þ
Xr
i¼1
Xd
j¼1
E½2ti2t‘jDti ¼ jxiðkÞpðiÞðj; kÞpðjÞ
which, by the notations in (2), can be written in vector form as
PE½2t 2t‘ jDt¼ ¼ PoðÞE½2t‘ jDt¼ þ
Xr
i¼1
P
ðiÞ
xi
PE½2t 2t‘þi jDt¼; ‘Xmaxfp þ 1; qg. (21)
Further we have, using Lemma 3
pðkÞE½2t‘jDt ¼ k ¼
Xd
j¼1
E½2t‘jDt1 ¼ jpðj; kÞpðjÞ; ‘40
or equivalently
PE½2
t‘ jDt¼ ¼ PPE½2t‘þ1jDt¼; ‘40. (22)
Similarly
PoðÞE½2
t‘ jDt¼ ¼ PoPE½2t‘þ1jDt¼; ‘40. (23)
This leads us to introduce the dðr þ 1Þ  1 vector
W ð‘Þ:¼
PE½2t 2t‘ jDt¼
PE½2t 2t‘þ1jDt¼
..
.
PE½2t 2t‘þr1jDt¼
PE½2
t‘ jDt¼
0BBBBBBBB@
1CCCCCCCCA
; ‘ ¼ 0;1; . . . .
From (21)–(23) we have
W ð‘Þ ¼ AW ð‘  1Þ; 8‘4maxfp þ 1; qg  1. (24)
It should be noted that, because the components of W ð‘Þ are positive, and bounded
when ‘ increases by stationarity of ð2t Þ, (24) implies that rðAÞp1. The auto-
covariance function of ð2t Þ is given by
g2 ð‘Þ ¼
Xd
k¼1
E½2t 2t‘jDt ¼ kpðkÞ  g2 ð0Þ,
where gð0Þ ¼ Eð2t Þ. In this equality, the right-hand terms can be expressed as
gð0Þ ¼ 10dPE½2t‘rþ1jDt¼ and
Xd
k¼1
E½2t 2t‘jDt ¼ kpðkÞ ¼ 10dPE½2t 2t‘ jDt¼,
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view of (24)
g2 ð‘Þ ¼ d0W ð‘ þ r  1Þ; 8‘,
W ð‘ þ r  1Þ ¼ AW ð‘ þ r  2Þ; 8‘4maxfp þ 1; qg  r ð25Þ
with d0 ¼ ð0; . . . ; 0; 10d ;10dgð0ÞÞ. By the ﬁrst part of Lemma 2 with n0 ¼ n0ðAÞ;
n ¼ dðr þ 1Þ and P ¼ PA, we ﬁnd that ð2t Þ admits an ARMA representation, with
orders (dðr þ 1Þ  n0ðAÞ; dðr þ 1Þ) when pXq, and (dðr þ 1Þ  n0ðAÞ; dðr þ 1Þ  1)
when poq.
(ii) To reduce the ARMA orders, in view of the second part of Lemma 2, we now
show that X t:¼2t  Eð2t Þ is purely nondeterministic. It is sufﬁcient to show that
EjX t  PHthðX ÞX tj2 ! EX 2t when h !1,
where PHnðX Þ denotes the projection mapping ontoHnðX Þ. This amounts to showing
that VarðPHthðX ÞX tÞ tends to zero as h !1. From
VarðX tÞ ¼ VarðPHthðX ÞX tÞ þ VarðX t  PHthðX ÞX tÞ
¼ VarfEðX tjX ts; sXhÞg þ VarfX t  EðX tjX ts; sXhÞg
we deduce that VarfEðX tjX ts; sXhÞgXVarðPHthðX ÞX tÞ. By the same argument we
have VarfEðX tjDts; Zts; sXhÞgXVarfEðX tjX ts; sXhÞg. It is therefore sufﬁcient to
show that kVarfEðzt jDts; Zts; sXhÞgk tends to zero as h !1, where zt is deﬁned in
(7). Using Lemma 1, we obtain
Eðzt jDts; Zts; sXhÞ ¼ IPðhÞbð1ÞeDth þ
Xh1
k¼1
IPk
Cð1ÞP
ðhkÞ
bð1Þ
eDth
þ
X1
k¼h
IPh
Cð1Þ feDth  IpþqgCth   Ctkþ1btk,
where I ¼ 1d  Ipþq. Using the Minkovski inequality, kPhCð1Þ k ! 0 and
P
ðhÞ
bð1Þ
ei ! Pbð1Þ as h !1; for all i ¼ 1; . . . ; d
it is easy to show that kEðzt jDts; Zts; sXhÞ  Eðzt Þk2 ! 0, as h !1. We conclude
that ðX tÞ is purely nondeterministic. Applying the second part of Lemma 2, we ﬁnd
that 2t has an ARMA representation, with orders (N; dðr þ 1Þ  n1ðAÞ) when pXq,
and (N ; dðr þ 1Þ  n1ðAÞ  1) when poq. The AR order is the announced result.
When n0ðAÞ ¼ 0 we get the desired MA order.
(iii) The MA order can be further reduced when n0ðAÞa0. We will show that (24)
and (25) hold, where W ðÞ, d and A are replaced by matrices of smaller sizes, ~W ðÞ, ~d
and ~A, with ~A non-singular. There exist a full rank matrix P, obtained by cancelling
n0ðPÞ redundant columns of P, and a full rank fd  n0ðPÞg  d matrix LP such
that P ¼ PLP. Because oðÞ40 we also have Po ¼ PoLP for some full rank
matrix Po. We similarly introduce a full rank matrix P
ðrÞ and a full rank
fd  n0ðPðrÞxr Þg  d matrix LPðrÞ such that P
ðrÞ
xr
¼ PðrÞLPðrÞ . Now deﬁne the block-
diagonal fdðr þ 1Þ  n0ðAÞg  dðr þ 1Þ matrix LA ¼ diagðIdðr1Þ;LPðrÞ ;LPÞ, and let
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Remark that A; LA and ~A are full-rank matrices, and that the square matrices A
and ~A have the same rank (when n0ðAÞ40, A is not full-rank of course). We have
by (25)
~W ð‘ þ r  1Þ:¼LAW ð‘ þ r  1Þ ¼ ~A ~W ð‘ þ r  2Þ; 8‘4maxfp þ 1; qg  r.
Note that 10d ¼ 10dP ¼ 10dPLP ¼ 10dn0ðPÞLP ¼ 10dn0ðPðrÞxr ÞLPðrÞ . Thus d
0 ¼ ~d0LA with
~d
0 ¼ ð0; . . . ; 0; 10
dn0ðPðrÞxr Þ
;10dn0ðPÞgð0ÞÞ. Hence g2 ð‘Þ ¼ ~d
0 ~W ð‘ þ r  1Þ. Applying
Lemma 2, with n0 ¼ 0 (because ~A has full rank), n ¼ dðr þ 1Þ  n0ðAÞ and
P ¼ P ~A (the characteristic polynomial of ~A), we ﬁnd that ð2t Þ admits an ARMA
representation, with orders (dðr þ 1Þ  n0ðAÞ; dðr þ 1Þ  n0ðAÞ) when pXq, and
(dðr þ 1Þ  n0ðAÞ; dðr þ 1Þ  n0ðAÞ  1) when poq. It is easy to show that A and ~A
have the same non-zero eigenvalues. By cancelling the roots of modulus 1, as in step
(ii), we obtain the result of the theorem and the conclusion of Remark 7. &
Illustrations of this theorem, as well as of Theorem 3 below, are provided in an
extended version of this paper [15].4. Autocovariance structure of ðe2mt Þ
In this section we extend the results of the previous section to powers of ð2t Þ. For
statistical purposes, such as identiﬁcation, considering only the ARMA representa-
tion for 2t will not sufﬁce. Indeed, two different models of the form (1) may lead to
the same ARMA representation for the squares, but, in general, higher powers will
have different representations.
We will establish that for any positive integer m, the process ð2mt Þ is, under mild
assumptions, an ARMA. This result is much harder to prove than for ð2t Þ.
Before dealing with the general case, we proceed with the case p ¼ q ¼ 1, which
can be handled in a simpler way and provides sharper results as far as the ARMA
orders are concerned. The 2mth order moment of the iid process is denoted by
m2m ¼ EðZ2mt Þ.4.1. The case p ¼ q ¼ 1
Let
xm1;m2 ðÞ ¼
m1
m2
 !
foðÞgm1m2EZ½aðÞZ2t1 þ bðÞm2
m2m1
m2m2
. (26)
Note that x1;1ðÞ ¼ xðÞ, as deﬁned in (17). This notation is introduced to establish
formulas of the form E½2m1t jDt ¼
Pm1
m2¼0xm1;m2ðDtÞE½
2m2
t1 jDt; for m1p2m. Let
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Am ¼
Pxm;m Pxm;m1       Pxm;0
0 Pxm1;m1       Pxm1;0
..
. . .
. . .
. ..
.
0    0 Px1;1 Px1;0
0    0 0 P
0BBBBBBB@
1CCCCCCCA
.
Theorem 3. Let p ¼ q ¼ 1 and suppose aðÞ þ bðÞ40. Suppose that r½Px2m;2m o1 and
let ðtÞ be the nonanticipative 4mth-order stationary solution of model (1). Then ð2mt Þ is
an ARMAðN1; N1) process, with N1:¼ðm þ 1Þfd  n0ðPÞg  n1ðAmÞ.
Remark 9. Recall that by Corollary 2, r½Px2m;2m o1 is a necessary and sufﬁcient
condition for the existence of E4mt . In view of (3) we have
detðAmÞ ¼ fdetðPÞgmþ1
Ym
m1¼1
Yd
k¼1
xm1;m1ðkÞ; with xm1;m1ðÞ ¼ EZfaðÞZ2t1 þ bðÞgm1 .
(27)
Notice that, since xm1;m1 ðÞ40, we have n0ðAmÞ ¼ ðm þ 1Þn0ðPÞ. The characteristic
polynomial of Am is therefore of the form
PAm ðxÞ ¼ xðmþ1Þn0ðPÞ
Yn1ðAmÞ
i¼1
ðx  liÞP2ðxÞ; P2ð0Þa0, (28)
where the li are the eigenvalues of modulus 1 of Am, and P2 is a polynomial whose
roots are inside the unit circle. It will be shown below that the AR polynomial of the
ARMA model is Lðmþ1Þfdn0ðPÞgn1ðAmÞP2ðL1Þ.
Remark 10. In the special case when d ¼ 1 we have aðÞ ¼ a, bðÞ ¼ b, P ¼ 1 and
n1ðAmÞ ¼ 1. Therefore we ﬁnd that for the standard GARCHð1; 1Þ model, the
process ð2mt Þ is an ARMAðm; mÞ. This result is well-known when m ¼ 1 and, to our
knowledge, had not been proved for higher exponents m. There is an important
difference, however, between the case m ¼ 1 and the general case. When m ¼ 1, the
ARMA representation is a strong one in the sense that the noise is a martingale
difference. This will generally not be the case for higher exponents m.
Remark 11. The AR polynomial of the ARMA representation for ð2mt Þ is the
product of the AR polynomial of the ARMA representation for ð2ðm1Þt Þ, and a
polynomial obtained from the matrix Pxm;m . In particular, the AR part of the
representation does not depend on oðÞ, because xm1;m1 ðkÞ ¼ EfaðkÞZ2t1 þ bðkÞgm1 ,
and hence the block-diagonal terms of Am, are independent of oðÞ. Note also that
Remark 8 remains valid.
Before proving the theorem, we will establish a basic result we will use to
investigate the autocovariance structure of ð2mt Þ.
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m1 2 f0; 1; . . . ; mg
E½2m1tj X tijDt ¼ k ¼ m2m1E½hm1tjX tijDt ¼ k
and, for nonnegative integers m1 and m2 such that m1 þ m2pm
E½2m1tj hm2tjX tijDt ¼ k ¼
m2m1
m2ðm1þm2Þ
E½2ðm1þm2Þtj X tijDt ¼ k.
Proof. The ﬁrst statement is a trivial consequence of the equality tj ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
htj
p
Ztj
and the independence between Ztj and all other variables involved in the condi-
tional expectation. To prove the second statement, write E½2m1tj hm2tjX tijDt ¼ k ¼
E½Z2m1tj hm1þm2tj X tijDt ¼ k ¼ m2m1E½hm1þm2tj X tijDt ¼ k and use the ﬁrst part of the
lemma. &
Proof (Proof of Theorem 3). Observe that for ‘40, and for m1 2 f0; 1; . . . ; mg, k 2 E
E½2m1t 2mt‘jDt ¼ k
¼ m2m1
Xm1
m2¼0
m1
m2
 !
E½foðDtÞgm1m2faðDtÞ2t1 þ bðDtÞht1gm22mt‘jDt ¼ k. ð29Þ
Moreover, for ‘41
E½faðDtÞ2t1 þ bðDtÞht1gm22mt‘jDt ¼ k
¼ E½faðDtÞZ2t1 þ bðDtÞgm2hm2t12mt‘jDt ¼ k
¼ EfaðkÞZ2t1 þ bðkÞgm2E½hm2t12mt‘jDt ¼ k
¼ EfaðkÞZ2t1 þ bðkÞgm2
1
m2m2
E½2m2t12mt‘jDt ¼ k
by Lemma 4. Hence, in view of (29) and Lemma 3, we have for ‘41
pðkÞE½2m1t 2mt‘jDt ¼ k ¼ pðkÞ
Xm1
m2¼0
xm1;m2 ðkÞE½2m2t12mt‘jDt ¼ k
¼
Xm1
m2¼0
Xd
j¼1
xm1;m2ðkÞE½2m2t12mt‘jDt1 ¼ jpðj; kÞpðjÞ ð30Þ
which can be written in vector form as
P
E½2m1t 2mt‘ jDt¼
¼
Xm1
m2¼0
Pxm1 ;m2PE½2m2t 2mt‘þ1jDt¼
for all ‘41. (31)
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W mð‘Þ ¼ AmW mð‘  1Þ where W mð‘Þ ¼
PE½2mt 2mt‘ jDt¼
P
E½2ðm1Þt 2mt‘ jDt¼
..
.
..
.
PE½2m
t‘ jDt¼
0BBBBBBBBB@
1CCCCCCCCCA
.
Moreover,
g2m ð‘Þ ¼ 10dPE½2mt 2mt‘ jDt¼  Eð
2m
t Þ10dPE½2mt‘ jDt¼ ¼ n
0W mð‘Þ (32)
with n0 ¼ ð10d ; 0; . . . ; 0;Eð2mt Þ10dÞ.
Hence, by Lemma 2, with n0 ¼ n0ðAmÞ; ‘0 ¼ 1; n ¼ dðm þ 1Þ and P ¼ PAm , we
ﬁnd that ð2mt Þ admits an ARMAðdðm þ 1Þ  n0ðAmÞ; dðm þ 1Þ) representation.
With the notations of the proof of Theorem 2, we introduce the full-rank block-
diagonal ðm þ 1Þfd  n0ðPÞg  dðm þ 1Þ matrix LAm ¼ diagðLP; . . . ;LPÞ, and the
matrices Am and ~Am such that Am ¼ AmLAm , and ~Am ¼ LAm Am is a non singular
ðm þ 1Þfd  n0ðPÞg  ðm þ 1Þfd  n0ðPÞg matrix. We have
~W mð‘Þ:¼LAm W mð‘Þ ¼ ~Am ~W mð‘  1Þ; 8‘41.
Thus n0 ¼ ~n0LAm with ~n0 ¼ ð10dn0ðPÞ; 0; . . . ; 0;Eð2mt Þ10dn0ðPÞÞ. Hence g2mð‘Þ ¼ ~n0 ~W mð‘Þ.
Applying the ﬁrst part of Lemma 2, with n ¼ ðm þ 1Þfd  n0ðPÞg, n0ð ~AmÞ ¼ 0, ‘0 ¼ 1,
we may conclude that 2mt is an ARMAððm þ 1Þfd  n0ðPÞg; ðm þ 1Þfd  n0ðPÞgÞ
process.
An argument similar to that used in Step (ii) of the proof of Theorem 2 shows that
2mt  Eð2mt Þ is purely nondeterministic. The proof is completed by applying the
second part of Lemma 2. &
4.2. The general case
We start this section by brieﬂy describing the scheme of proof and by introducing
some new notation. For ease of presentation we ﬁrst assume that p41 and q41 but
the theorem of this section will be stated for pX1; qX1. Appropriate extensions of
the notations will be given in Remark 14 below.
Proceeding as in Section 4.1, we will compute moments of the process ðtÞ
conditional on the Markov chain. However, instead of moments of variables of the
form 2m1t 
2m
t‘ as in the case p ¼ q ¼ 1, it will be necessary to consider variables of the
form Utðm0Þ2mt‘ where Utðm0Þ is deﬁned by
Utðm0Þ ¼ 2m0t . . . 
2mq1
tqþ1h
n1
t1 . . . h
np1
tpþ1,
for m0 ¼ ðm0; . . . ; mq1; n1; . . . ; np1Þ 2 Npþq1. ð33Þ
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C. Francq, J.-M. Zakoı¨an / Stochastic Processes and their Applications 115 (2005) 1557–1582 1575To compute the expectation of Utðm0Þ2mt‘ conditional on Dt ¼ k, we will replace 2t by
htZ2t and apply the multinomial formula to h
m0
t ; with ht expressed in function of the
2ti and htj. It will therefore be convenient to introduce the real numbers
xm0;lðkÞ ¼
m0!
Ppþqj¼0 lj!
oðkÞl0a1ðkÞl1 . . . aqðkÞlqb1ðkÞlqþ1 . . . bpðkÞlpþq
m2m0m2ðl1þm1Þ
m2ðl1þm1þlqþ1þn1Þ
deﬁned for any k 2 E, l ¼ ðl0; . . . ; lpþqÞ 2 Npþqþ1 and m0; m1 2 N. Thus we will
obtain a formula relying on the expectation of Utðm0Þ2mt‘ conditional on Dt ¼ k, and
the expectations, conditional on Dt1 ¼ j, of terms of the form

2ðl1þm1þlqþ1þn1Þ
t1 . . . 
2ðlqþmqÞ
tq h
lqþ2þn2
t2 . . . h
lpþqþnp
tp 
2m
t‘:¼Ut1ðm0% lÞ2mt‘ (34)
with for notational convenience mq ¼ np ¼ 0. This formula involves an operator, %,
from Npþq1 Npþqþ1 to Npþq1 deﬁned, for pX2 and qX2, by
m0% l ¼ ðl1 þ m1 þ lqþ1 þ n1; l2 þ m2; . . . ; lq þ mq; lqþ2 þ n2; . . . ; lpþq þ npÞ,
where m0 is deﬁned as above and l ¼ ðl0; l1; . . . ; lpþqÞ. For convenience, the operation
carried out by % is displayed in Fig. 1.
Because we are interested in the autocovariance structure of 2mt , we will focus on
variables Utðm0Þ2mt‘ such that the sum of the exponents in the right-hand side of (33)
is less than or equal to 2m. Similarly, having applied the multinomial formula to hm0t ;
the sum of the elements of l in (34) is equal to m0. We will therefore introduce
simplexes on Npþq1 and Npþqþ1 deﬁned, for m0pm by
Rm0 ¼ fm0 2 Npþq1 j m0 þ    þ mq1 þ n1 þ    þ np1 ¼ m0g
with by convention n1 þ    þ np1 ¼ 0 if p ¼ 1, and for any positive integer
m0pm, by
Sm0 ¼ fl ¼ ðl0; . . . ; lpþqÞ 2 Npþqþ1 j l0 þ    þ lpþq ¼ m0g.
ARTICLE IN PRESS
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say that m04m00; for the elements of Rm0 we take the so-called lexicographical order.
Let tðm0Þ denote the rank of any element m0 in eRm.For instance tðm; 0; . . . ; 0Þ ¼ jeRmj,
where jAj denotes the cardinal of any ﬁnite set A, and tð0; . . . ; 0Þ ¼ 1. Let
Am ¼
A11 A12    A
1jeRmj
A21 A22    A
2jeRmj
..
. . .
. ..
.
AjeRmj1;1    AjeRmj1;jeRmj
0    0 P
0BBBBBBBB@
1CCCCCCCCA
, (35)
where
Aij ¼
X
l2Li;j
Px
t1fjeRm jiþ1g;l ¼ PPl2Li;j xt1fjeRm jiþ1g;l
and Li;j ¼ fl 2S
m0ft1ðjeRmjiþ1Þg j tft1ðjeRmj  i þ 1Þ% lg ¼ jeRmj  j þ 1g.
Remark 12. It can be seen that the sum of the elements of m0% l is always less than
that of the elements of m0 when l 2Sm0ðm0Þ. So Aij ¼ 0 if i4jRmj þ    þ jRmkj and
jpjRmj þ    þ jRmkj, for any kX0. The matrix Am is therefore upper block-
triangular, with blocks of size djRmj; . . . ; djR1j and djR0j ¼ d on the diagonal.
Remark 13. From nðkÞ ¼ nðn  1Þ . . . ðn  k þ 1Þ and the formula PNn¼k nðkÞ ¼
ðNþ1Þðkþ1Þ
kþ1 we have
jeRmj ¼ Xm
m0¼0
jRm0 j ¼
Xm
m0¼0
ðm0 þ p þ q  2Þðpþq2Þ
ðp þ q  2Þ!
¼ ðm þ p þ q  1Þ
ðpþq1Þ
ðp þ q  1Þ! ¼
m þ p þ q  1
p þ q  1
 !
.
Remark 14. The previous notations can be extended as follows to the case p ¼ 1 or
q ¼ 1. The deﬁnition of Utðm0Þ in (33) remains valid for q ¼ 1, and it can be extended
to the case p ¼ 1 with the following convention, which we will use throughout:
X a11 . . . X
an
n ¼ 1 if no1. For instance, if p ¼ q ¼ 1 we have Rm0 ¼ fm0g and
Utðm0Þ ¼ Utðm0Þ ¼ 2m0t . The deﬁnition of the operator % is extended as follows, for
p ¼ 1 and qX2, m0% l :¼ðl1 þ m1 þ lqþ1; l2 þ m2; . . . ; lq þ mqÞ 2 Nq; for pX2 and
q ¼ 1, m0% l :¼ðl1 þ l2 þ n1; l3 þ n2; . . . ; lpþ1 þ npÞ 2 Np; for p ¼ 1 and q ¼ 1,
m0% l ¼ l1 þ l2.
To illustrate these notations, consider the following example.
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ð0; 2Þ4ð1; 0Þ4ð0; 1Þ4ð0; 0Þ. Hence tð0; 0Þ¼1; tð0; 1Þ¼2; tð1; 0Þ¼3; tð0; 2Þ¼4; tð1; 1Þ¼
5; tð2; 0Þ ¼ 6. For instance, let us compute A11. We have
m0ft1ð6Þg ¼ m0fð2; 0Þg ¼ 2; S2 ¼ fð2; 0; 0; 0Þ; ð0; 2; 0; 0Þ; . . . ; ð0; 0; 1; 1Þg.
Moreover, ð2; 0Þ%ðl0; l1; l2; l3Þ ¼ ðl1 þ l3; l2Þ. Hence
L1;1 ¼ fl 2S2jtfðl1 þ l3; l2Þg ¼ 6g ¼ fð0; 2; 0; 0Þ; ð0; 0; 0; 2Þ; ð0; 1; 0; 1Þg.
Therefore, we compute
xð2;0Þ;ð0;2;0;0ÞðÞ ¼ m4a21ðÞ; xð2;0Þ;ð0;0;0;2ÞðÞ ¼ b21ðÞ; xð2;0Þ;ð0;1;0;1ÞðÞ ¼ 2a1ðÞb1ðÞ.
Thus A11 ¼ Pa2
1
m4þ2a1b1þb21 . Proceeding in the same way for the other matrices Aij
we ﬁnd
A2 ¼
Pa2
1
m4þ2a1b1þb21 P2a2ða1þb1Þm4 Pa22m4 P2oða1þb1Þm4 P2oa2m4 Po2m4
P
a1þb1m4
Pa2 0 Po 0 0
P 0 0 0 0 0
0 0 0 Pa1þb1 Pa2 Po
0 0 0 P 0 0
0 0 0 0 0 P
0BBBBBBBBB@
1CCCCCCCCCA
.
(36)
Similarly, when p ¼ 2, q ¼ 1 and m ¼ 2, we obtain
A2 ¼
Pa2
1
m4þ2a1b1þb21 P2b2ða1þb1Þm4 Pb22m4 P2oða1þb1Þm4 P2ob2m4 Po2m4
Pa1þb1
m4
Pb2 0 Po 0 0
P 1
m4
0 0 0 0 0
0 0 0 Pa1þb1 Pb2 Po
0 0 0 P 0 0
0 0 0 0 0 P
0BBBBBBBBBB@
1CCCCCCCCCCA
.
We are now in position to state the following result.
Theorem 4. Let p; qX1 and suppose rfP
Cðm
0 Þ go1 for all m0p2m, where Cðm0ÞðÞ is
defined in Theorem 1. Let ðtÞ be the nonanticipative 4mth-order stationary solution of
model (1). Then ð2mt Þ is an ARMAðN2; N2) process, with
N2:¼
m þ p þ q  1
p þ q  1
 !
fd  n0ðPÞg  n1ðAmÞ.
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Am ¼ Am, where Am is the dðm þ 1Þ  dðm þ 1Þ matrix of Section 4.1. Thus the
results of Theorems 3 and 4 are the same in this special case.
Remark 16. Deﬁne f ij such that Aij ¼ Pf ij for i; j ¼ 1; . . . ; jeRmj and let
Dij ¼ diagðf ijð1Þ; . . . ; f ijðdÞÞ. Then we have
Am ¼
D11 D12    D
1jeRmj
D21 D22    D
2jeRmj
..
. . .
. ..
.
DjeRmj1;1    DjeRmj1;jeRmj
0    0 Id
0BBBBBBBBB@
1CCCCCCCCCA
P 0    0
0 P    0
..
. . .
. ..
.
0    P 0
0    0 P
0BBBBBB@
1CCCCCCA. (37)
It follows that
detðAmÞ ¼ fdetðPÞgjeRmjYd
k¼1
det f ðkÞ, (38)
where f ð:Þ is the ðjeRmj  1Þ  ðjeRmj  1Þ matrix with ði; jÞth element f ijð:Þ, and that
n0ðAmÞXjeRmjn0ðPÞ; with equality if and only if det f ðÞa0.
Proof. Again, the proof is divided into three steps:
(i) We ﬁrst derive the autocovariance function g2m ð‘Þ of 2m.
For ‘41, p41 and q41 we have, by Lemmas 3 and 4
pðkÞE½Utðm0Þ2mt‘jDt ¼ k
¼ m2m0E½hm0t 2m1t1 . . . 
2mq1
tqþ1h
n1
t1 . . . h
np1
tpþ1
2m
t‘jDt ¼ kpðkÞ
¼ m2m0
X
l2Sm0
m0!
Ppþqj¼0 lj !
E½oðDtÞl0a1ðDtÞl1 . . . aqðDtÞlqb1ðDtÞlqþ1 . . . bpðDtÞlpþq
2ðl1þm1Þt1 2ðl2þm2Þt2 . . . 
2ðlq1þmq1Þ
tqþ1 
2lq
tq
hlqþ1þn1t1 . . . h
lpþq1þnp1
tpþ1 h
lpþq
tp
2m
t‘jDt ¼ kpðkÞ
¼
X
l2Sm0
xm0;lðkÞ
Xd
j¼1
E½2ðl1þm1Þt1 . . . 
2ðlqþmqÞ
tq 
2ðlqþ1þn1Þ
t1
hlqþ2þn2t2 . . . h
lpþqþnp
tp 
2m
t‘jDt1 ¼ jpðj; kÞpðjÞ ð39Þ
with mq ¼ np ¼ 0. It can be seen that, in view of Remark 14, (39) remains
valid for pX1 and qX1. Hence (39) generalizes (30), obtained for p ¼ q ¼ 1. Note
that
2ðl1þm1Þt1 . . . 
2ðlqþmqÞ
tq 
2ðlqþ1þn1Þ
t1 h
lqþ2þn2
t2 . . . h
lpþqþnp
tp ¼ Ut1ðm0% lÞ
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be written as
E½Utðm0Þ2mt‘jDt ¼ kpðkÞ ¼
X
l2Sm0
xm0 ;lðkÞ
Xd
j¼1
E½Ut1ðm0% lÞ2mt‘jDt1 ¼ jpðj; kÞpðjÞ
or, in vector form, as
PE½Utðm0Þ2mt‘ jDt¼ ¼
X
l2Sm0
Pxm0 ;lPE½Utðm0% lÞ2mt‘þ1jDt¼ for all ‘41. (40)
Note that this formula is analogous to (31), obtained for p ¼ q ¼ 1. In view of (40)
we have, for ‘41
Wmð‘Þ:¼
P
E½Utft1ðjeRmjÞg2mt‘ jDt¼
P
E½Utft1ðjeRmj1Þg2mt‘ jDt¼
..
.
PE½Utft1ð1Þg2mt‘ jDt¼
0BBBBBBBB@
1CCCCCCCCA
¼AmWmð‘  1Þ. ð41Þ
Now remark that
P
E½Utft1ðjeRmjÞg2mt‘ jDt¼ ¼ PE½2mt 2mt‘ jDt¼; PE½Utft1ð1Þg2mt‘ jDt¼ ¼ PE½2mt‘ jDt¼.
Hence, g2mð‘Þ ¼ u0Wmð‘Þ; with u0 ¼ ð10d ; 0; . . . ; 0;Eð2mt Þ10d Þ.
(ii) By Lemma 2, with n0 ¼ n0ðAmÞ, ‘0 ¼ 1, n ¼ djeRmj and P ¼ PAm , we ﬁnd that
ð2mt Þ admits an ARMA representation, whose orders are (djeRmj  n0ðAmÞ
n1ðAmÞ; djeRmj  n1ðAmÞ) after cancellation of the roots of modulus 1 (it can be
shown as in Step (ii) of the Proof of Theorem 2 that 2mt  Eð2mt Þ is purely
nondeterministic). When n0ðPÞ ¼ 0, we get the announced result (with an over-
identiﬁcation of the AR order, as given in the theorem, if det f ðkÞ ¼ 0 for some
integers k. See Remark 16).
(iii) Now suppose n0ðPÞa0. With the notations of the Proof of Theorem 2, we
introduce the block-diagonal jeRmjfd  n0ðPÞg  djeRmj matrix LAm ¼ diagðLP; . . . ;
LPÞ, and the matrices Am and ~Am such that Am ¼AmLAm , ~Am ¼ LAmAm.
We have
~Wmð‘Þ:¼LAmWmð‘Þ ¼ ~Am ~Wmð‘  1Þ; 8‘41.
Thus u0¼ ~u0LAm with ~u0 ¼ ð10dn0ðPÞ; 0; . . . ; 0;Eð2mt Þ10dn0ðPÞÞ. Hence g2mð‘Þ ¼ ~u0 ~Wmð‘Þ.
The proof is completed as that of Theorem 2 by applying Lemma 2. &
Example 4.1 (continued). When p ¼ 1, q ¼ 2 and m ¼ 2, the quantities introduced in
the proof take the form
Utðm0Þ ¼ 2m0t 2m1t1 ,
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C. Francq, J.-M. Zakoı¨an / Stochastic Processes and their Applications 115 (2005) 1557–15821580m0 ¼ ðm0; m1Þ 2 eR2 ¼ fð2; 0Þ; ð1; 1Þ; ð0; 2Þ; ð1; 0Þ; ð0; 1Þ; ð0; 0Þg,
Wmð‘Þ ¼ ðPE½4t 2mt‘ jDt¼;PE½2t 2t12mt‘ jDt¼;PE½4t12mt‘ jDt¼,
PE½2t 2mt‘ jDt¼;PE½2t12mt‘ jDt¼;PE½2mt‘ jDt¼Þ
0.
Moreover, we have by (38), detA2 ¼ ðdetPÞ6
Qd
k¼1a
4
2ðkÞm4. Thus the process ð4t Þ is
solution of an ARMA½6fd  n0ðPÞg  n1ðA2Þ; 6fd  n0ðPÞg  n1ðA2Þ equation. If
a2ðkÞ ¼ 0 for some k, the AR order can be reduced.
To be more speciﬁc suppose that d ¼ 1 and take a1 ¼ b1 ¼ 0. Then the
model under consideration is the standard ARCH(2) model of the form : t ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
oþ a22t2
q
Zt. We have, by (36),
A2 ¼
0 0 a22m4 0 2oa2m4 o
2m4
0 a2 0 o 0 0
1 0 0 0 0 0
0 0 0 0 a2 o
0 0 0 1 0 0
0 0 0 0 0 1
0BBBBBBBB@
1CCCCCCCCA
so that
PA2ðxÞ ¼ ðx2  a2Þðx  a2Þðx2  a22m4Þðx  1Þ.
Applying Theorem 4 we therefore obtain an ARMA(5,5) model for ð4t Þ, with AR
polynomial: ð1 a2L2Þð1 a2LÞð1 a22m4L2Þ. Direct calculations conﬁrm these results
and allow to reduce the ARMA orders. We have 2t ¼ oþ a22t2 þ htðZ2t  1Þ. Hence
ð1 a2L2Þ2t ¼ oþ ut, (42)
where ut ¼ htðZ2t  1Þ. Moreover, from 4t ¼ fo2 þ a224t2 þ 2oa22t2gm4 þ h2t ðZ4t  m4Þ
we get ð1 a22m4L2Þ4t ¼ fo2 þ 2oa22t2gm4 þ vt, where vt ¼ h2t ðZ4t  m4Þ, and thus
by (42)
ð1 a22m4L2Þð1 a2L2Þ4t ¼ o2m4ð1þ a2Þ þ ð1 a2L2Þvt þ 2oa2m4ut2.
It is straightforward to show that ð1 a2L2Þvt þ 2oa2m4ut2 is a MA(2) pro-
cess. Finally, ð4t Þ is the solution of an ARMA(4,2) equation. The MA part can be
obtained numerically from the ﬁrst autocovariances of ð4t Þ, for given values of a2
and m4.
To conclude, it should be noted that Theorem 4 is of invaluable help for more
complex models or higher powers than those of this example. In such cases the direct
method for determining the ARMA orders and AR polynomial cannot be applied.
In general, when d42, the ARMA representations involve high orders and deriving
the ARMA coefﬁcients cannot be done by hand. A method for computing the
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the GARCH(1,1) case are proposed in Francq and Zakoı¨an [15].Acknowledgements
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