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Résumé
Aﬁn d'étudier la faisabilité de la technologie ADS ( Accelerator Driven System ) pour la
transmutation des déchets hautement radiotoxiques le projet MYRRHA ( Multi-purpose hYbrid
Research Reactor for High-tech Applications ) a pour objectif la construction d'un démonstrateur
de réacteur hybride (50 à 100 MWth). Pour cela le réacteur sous-critique nécessite un accélérateur
de forte puissance délivrant un faisceau continu de protons (600 MeV, 4 mA), avec une exigence de
ﬁabilité très élevée. La solution de référence retenue pour cette machine est un accélérateur linéaire
supraconducteur. Ce mémoire de thèse décrit le travail de recherche - entrepris depuis octobre 2008
à l'IPN d'Orsay - portant sur la conception et la mise au point d'un module supraconducteur
et des systèmes de régulation associés à sa cavité accélératrice, pour la partie haute énergie de
l'accélérateur. Dans un premier temps, le design et l'optimisation de cavités accélératrices 5-cellules
(β=0,65), fonctionnant à la fréquence de 704,4 MHz, sont présentés. Ensuite, la partie expérimentale
se concentre sur l'étude de ﬁabilité du  cryomodule  prototype accueillant une cavité elliptique 5-
cellules (β=0,47). Au cours de cette étude on s'est notamment attaché à mesurer et à caractériser
le comportement dynamique du système d'accord. Les problématiques de maintient du  plat de
champ  dans les cavités multi-cellules  bas béta  ont aussi été mises en évidence. Enﬁn, une analyse
sur la tolérance aux pannes de l'accélérateur linéaire a été menée. Dans ce but, une modélisation de
la cavité, de sa boucle de régulation RF (radiofréquence) et de la boucle de contrôle de son système
d'accord, a été développée aﬁn d'étudier les comportements transitoires de cet ensemble. Cette étude
a permis de chiﬀrer les besoins en puissance RF, les performances requises du système d'accord et
de démontrer la faisabilité d'un réglage rapides des cavités supraconductrices aﬁn de minimiser le
nombre d'arrêts faisceau dans le linac de MYRRHA.
Mots-Clés : Cavité accélératrice - Supraconductivité - Hyperfréquence - Accélérateur linéaire
à protons - Réacteur hybride - Fiabilité - Tolérance aux pannes - régulation des systèmes asservis -
Bas niveau RF - Système d'accord
Abstract
The MYRRHA (Multi-purpose hYbrid Research Reactor for High-tech Applications) project
aims at constructing an accelerator driven system (ADS) demonstrator (from 50 to 100 MWth)
to explore the feasibility of nuclear waste transmutation. Such a subcritical reactor requires an
extremely reliable accelerator which delivers a CW high power proton beam (600 MeV, 4 mA). The
reference solution for this machine is a superconducting linear accelerator. This thesis presents the
work - undertaken at IPN Orsay in October 2008 - on the study of a prototypical superconducting
module and the feedback control systems of its cavity for the high energy part of the MYRRHA
linac. First, the design optimization of 5-cell elliptical cavities (β=0.65), operating at 704.4 MHz, are
presented. Then, the experimental work focuses on a reliability oriented study of the  cryomodule 
which hold a prototypical 5-cell cavity (β=0.47). During this study the dynamic behavior of the
fast tuning system of the cavity was measured and characterised. The  ﬁeld ﬂatness  issue in
 low beta  multi-cell cavity was also brought to light. Finally, a fault-tolerance analysis of the
linac was carried out. Toward this goal, a model of the cavity, its RF feedback loop system and its
tuning system feedback loop was developed. This study enabled to determine the RF power needs,
the tuning system requirements and to demonstrate the feasibility of fast fault-recovery scenarios to
minimise the number of beam interruptions in the MYRRHA linac.
Keywords : Accelerating cavity - Superconductivity - Microwave frequency - Proton linear
accelerator - Accelerator Driven System - Reliability - Fault-tolerance - Low Level RF - Tuning
System
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Introduction
L'un des principaux axes de recherche associé à l'énergie nucléaire concerne la gestion
des déchets radioactifs. Dans ce contexte, des voies innovantes sont explorées aﬁn de fournir
des solutions pour réduire de manière signiﬁcative les quantités des déchets radiotoxiques à
longue durée de vie. Un concept novateur pour transmuter ces déchets est celui du Réacteur
Hybride (ou ADS, pour  Accelerator Driven System ), où un accélérateur de protons permet
de piloter la réaction en chaîne dans un massif sous-critique. Aﬁn d'atteindre les objectifs de
transmutation requis, l'accélérateur doit fournir un faisceau continu de très haute puissance
de l'ordre de 20 MW (∼1 GeV, ∼20 mA) pour une application industrielle. L'accélération de
ces faisceaux, à la fois très intenses et de fort cycle utile, est devenue possible grâce à l'arrivée
des technologies supraconductrices.
C'est au milieu des années 60, que l'intérêt de la supraconductivité a été réellement
démontré par la première accélération d'un faisceau d'électrons au HEPL ( Hansen Experi-
mental Physics Laboratory ) de Standford. Par la suite, c'est grâce aux progrès réalisés dans
la production de matériaux supraconducteurs, de plus en plus purs, et aux développements
des procédés de traitement de surfaces, que le plus haut gradient jamais atteint dans une
cavité supraconductrice s'élève maintenant à ∼53,5 MV/m [1]. Bien que cette technologie
permette d'atteindre de hauts gradients, son intérêt majeur réside surtout dans sa grande
eﬃcacité d'accélération. En eﬀet, contrairement aux  cavités normales , les pertes par dis-
sipations sont négligeables dans un supraconducteur. Ceci permet d'optimiser le rendement
de l'accélérateur, car la quasi-intégralité de la puissance RF (radiofréquence) est transmise
au faisceau. On s'aﬀranchit alors des limitations inhérentes aux cavités en cuivre en fonction-
nement continu (le champ accélérateur est très limité par les pertes par eﬀet Joule)
Pour assurer le bon fonctionnement d'un ADS, la disponibilité du faisceau doit être quasi-
permanente. En eﬀet, des interruptions trop longues et trop fréquentes peuvent induire des
contraintes thermiques sur la cible de spallation ou le c÷ur du réacteur, et par conséquent
endommager les structures. Autrement dit, l'accélérateur doit être robuste, suﬃsamment
ﬂexible et modulaire pour être en mesure de compenser les possibles pannes des éléments
d'accélération, sans pour autant que le faisceau soit déﬁnitivement interrompu.
La solution de référence pour l'accélérateur de type ADS est ainsi un linac supraconduc-
teur dont les cavités sont pilotées de façons indépendantes et regroupées dans des modules
refroidis à très basse température, que l'on nomme cryomodules. Ces instruments, ainsi que
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leurs systèmes de régulation, doivent être conçus pour garantir des conditions de fonctionne-
ment les plus stables possibles, aﬁn que le contrôle de l'amplitude et de la phase du champ
accélérateur se fasse avec la plus grande précision.
Aﬁn d'étudier la faisabilité de la technologie ADS pour la transmutation des déchets
hautement radiotoxiques le projet MYRRHA ( Multi-purpose hYbrid Research Reactor for
High-tech Applications ) vise la construction d'un démonstrateur de réacteur hybride (50
à 100 MWth) à neutrons rapides. Les neutrons de spallation, qui permettent d'entretenir la
réaction en chaîne, seront produits grâce à un linac supraconducteur fournissant un faisceau
de 2,4 MW (600 MeV, 4 mA). Ce manuscrit décrit le travail de recherche, entrepris depuis
octobre 2008 à l'IPN d'Orsay, portant sur la conception et la mise au point d'un module
supraconducteur pour l'accélérateur linéaire de MYRRHA et des systèmes de régulation as-
sociés aux cavités accélératrices.
• Dans le premier chapitre on a choisi d'introduire le projet MYRRHA en exposant les
principaux enjeux qui motivent la construction d'un démonstrateur d'ADS et on justiﬁera
notamment le choix d'un accélérateur linéaire supraconducteur pour le piloter.
• Le second chapitre est dédié à l'introduction du principe de fonctionnement d'un réso-
nateur RF et aux notions nécessaires à la compréhension du phénomène de supraconductivité
pour une application aux cavités accélératrices.
• Le troisième chapitre présente les résultats et travaux eﬀectués pour le design de cavités
elliptiques, il permettra aussi de mettre en avant les points critiques pour assurer le bon
fonctionnement d'une cavité supraconductrice multi-cellules.
Les deux derniers chapitres représentent le c÷ur du travail eﬀectué durant ces trois an-
nées dans le cadre de la problématique de ﬁabilité du linac destiné à piloter l'ADS MYRRHA.
• Le chapitre 4 est dédié à l'étude d'un cryomodule prototype, récemment installé à l'IPN
d'Orsay et destiné à devenir un banc de test de référence pour l'étude de la ﬁabilité et de la
tolérance aux pannes du linac supraconducteur de MYRRHA. Dans ce chapitre on prendra
le temps de détailler l'ensemble des éléments qui le composent ainsi que sa chaîne de puis-
sance RF. Puis on présentera les problématiques rencontrées, ainsi que leurs analyses, lors
des premiers tests menés sur ce cryomodule prototype.
• Enﬁn, le dernier chapitre du manuscrit est dédié à une étude théorique sur la tolérance
aux pannes du linac. En se basant notamment sur les premières mesures eﬀectuées sur le
cryomodule prototype, on a développé un modèle décrivant le comportement d'une cavité
accélératrice et de ses systèmes de régulation. Ces systèmes permettent de contrôler le champ
accélérateur, en amplitude et phase, ainsi que la fréquence de résonance de la cavité par
l'intermédiaire d'un système d'accord mécanique. Le modèle a ensuite été utilisé pour l'étude
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de scénarii  accidentels  aﬁn de conclure sur la faisabilité des procédés garantissant la
tolérance aux fautes de l'accélérateur de MYRRHA.
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Chapitre 1
Transmutation des déchets nucléaires
assistée par accélérateur
Piscine de stockage des déchets nucléaires à La Hague.
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1.1 Problématique d'incinération des déchets nucléaires
Depuis le début des années 30, et la découverte du phénomène de ﬁssion, les technologies
usant de l'énergie nucléaire connaissent un essor considérable. Elle a notamment contribué à
des progrès signiﬁcatifs dans le domaine médical, mais c'est pour la production d'électricité
qu'elle a connu sa plus grande expansion. En eﬀet, les réactions de ﬁssion de noyaux d'atomes
comme l'uranium 235 ou le plutonium 239, traditionnellement utilisées dans les centrales nu-
cléaires, sont extrêmement caloriﬁques et sans rejet direct de dioxyde de carbone : l'énergie
produite par la ﬁssion d'un gramme d'235U équivaut à la combustion de 2,4 tonnes de charbon
ou de 1,6 tonnes de pétrole [2].
Cette énergie fossile présente aussi un coût attractif , et c'est donc pendant le choc pétro-
lier des années 70 que le parc nucléaire français s'est développé. Aujourd'hui, les 58 réacteurs
industriels en fonctionnement représentent environ 75% de la production électrique de l'hexa-
gone. En Europe, ce sont 143 tranches qui fournissent 25% de l'électricité consommée sur le
continent [3]. Néanmoins, même si une partie des combustibles brûlés est recyclée, l'activité
nucléaire génère des déchets hautement radioactifs. Et, depuis plusieurs dizaines d'années, la
problématique de gestion de ces déchets est au centre de nombreuses controverses qui seg-
mentent l'opinion publique.
Du fait de leur relativement faible volume, en comparaison de la totalité du combustible,
la question des déchets radioactifs a longtemps été considérée comme secondaire par les pro-
moteurs de l'industrie nucléaire. Ces déchets contiennent pourtant des corps radiotoxiques,
dont les périodes de décroissance sont bien au-delà des durées que connaissent les sociétés hu-
maines. L'accroissement de l'activité électronucléaire dans le monde 1 et l'accumulation des
déchets soulèvent des questions déontologiques, politiques et sécuritaires. Il apparait donc
crucial de disposer de solutions techniques ﬁables et sociologiquement acceptables pour gérer
ces déchets à très long terme et limiter leur prolifération. Aujourd'hui le stockage géologique
profond s'avère être la solution technique la mieux maîtrisée bien que quelques interrogations
subsistent sur l'évolution, à longue échéance, des sites d'enfouissement.
Dans cette partie on exposera brièvement les mécanismes de formation des produits ra-
diotoxiques à vie longue en s'appuyant sur quelques chiﬀres d'actualité. Puis, on introduira
le principe de transmutation, qui présenterait une solution complémentaire au stockage géo-
logique profond, et sa mise en ÷uvre par le biais du concept de réacteur hybride piloté par
un accélérateur de protons.
1. On peut toutefois nuancer ce propos en remarquant que depuis l'accident de la centrale de Fukushima
suite au tsunami du 11 mars 2011, les programmes de développement de l'énergie électronucléaire dans le
monde semblent être revus à la baisse.
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1.1.1 Déchets radioactifs, situation actuelle
L'utilisation des propriétés de la radioactivité dans de nombreux secteurs engendre chaque
année des déchets radioactifs. Ces déchets, que l'on trouve sous forme gazeuse, liquide ou
solide, peuvent s'avérer nocifs pour l'Homme et l'Environnement. L'Agence de L'Energie
Nucléaire de L'OCDE ( l'Organisation de Coopération et de Développements Economiques),
en a donné une déﬁnition communément adoptée :
 Toute matière contenant des radionucléides en concentration supérieure aux valeurs que
les autorités compétentes considèrent comme admissibles dans les matériaux propres à une
utilisation sans contrôle et pour laquelle aucun usage n'est prévu 
Les déchets radioactifs proviennent essentiellement de l'activité électronucléaire (cf. Fi-
gure 1.1). En France, on estime qu'environ 2 kg de déchets nucléaires sont produits par an
et par habitant, contre 360 kg/an/hab de déchets ménagers [4].
Figure 1.1  Estimation de la répartition des déchets radioactifs, par secteur économique,
existant à la ﬁn 2007 en France [4].
Ces déchets sont classés selon leur niveau d'activité 2 massique, généralement exprimé en
Becquerels par kilogramme. En France, on les classe en quatre catégories : haute activité
(HA), moyenne activité (MA), faible activité (FA) et très faible activité (TFA). Ils sont aussi
caractérisés par leur période radioactive 3, et leur classiﬁcation est résumée par le Tableau 1.1.
A la ﬁn de l'année 2007, on estimait que le volume total de déchets radioactifs était d'envi-
ron 1 153 000 m3. On remarque que plus de la moitié de ces déchets radioactifs sont de faible
et moyenne activité à vie courte (FMA-VC), ils sont essentiellement liés à la maintenance
(vêtements, outils, ﬁltres...) et au fonctionnement des installations nucléaires (traitements
d'euents liquides ou ﬁltration des euents gazeux). Ils peuvent également provenir d'opé-
rations d'assainissement et de démantèlement. Les produits de faible et moyenne activité à
2. L'activité représente le nombre de désintégrations par seconde au sein d'une matière radioactive ; elle
se mesure en Becquerel (1Bq = 1 désintégration/s) ou en Curie (1 Ci=3,7.1010Bq).
3. La Période Radioactive s'exprime en années, jours, minutes ou secondes. Egalement appelée demi-vie,
elle quantiﬁe le temps au bout duquel l'activité initiale d'un radionucléide est divisée par deux. On distingue
les déchets dont les principaux radionucléides ont une période courte (inférieure ou égale à 31 ans) et ceux
de période longue (supérieure à 31 ans). On considère généralement pour les premiers que la radioactivité est
très fortement atténuée au bout de 10 périodes, soit près de 300 ans.
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TABLEAU 1.1  Classiﬁcation des déchets radioactifs et répartition (en %) du volume, en
2007 [4].
vie longue (FA-VL et MA-VL) proviennent en majeure partie des structures qui entourent
les combustibles usés et les produits issus du traitement des minerais pour la fabrication
des combustibles. Les déchets de très faible activité (TFA) proviennent essentiellement du
démantèlement des installations nucléaires ou d'industries classiques utilisant des matériaux
naturellement radioactifs. Ils se présentent généralement sous forme de déchets inertes (béton,
gravats, terres).
Enﬁn, ceux de haute activité (HA) sont les déchets ultimes issus directement des com-
bustibles usés. Ils ne représentent que 0,2 % des résidus nucléaires, mais presque 95 % de la
radiocativité totale générée par les déchets [4]. Parmi ces résidus HA, on distingue notam-
ment des éléments dont les durées de vie sont extrêmement longues (106 à 1011 années). Ce
sont ces corps à vie longue qui complexiﬁent le traitement des déchets nucléaires du fait de
leur très haute radiotoxicité.
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1.1.2 Formation des corps à vie longue et risques induits
Combustible usé et Radiotoxicité
Les noyaux radioactifs formés à l'intérieur du combustible peuvent être distingués en trois
grandes familles :
 Les produits d'activation (PA), principalement issus des structures d'assemblage du
c÷ur du réacteur. Ce sont généralement des déchets de catégories FA et MA.
 Les produits de ﬁssion (PF), qui résultent en majeure partie de la ﬁssion directe de
l'uranium et du plutonium.
 Les noyaux lourds, qui englobent l'uranium et le plutonium non consommés ainsi que
les noyaux formés par captures successives et appelés transuraniens.
Ces diﬀérents résidus, d'activité nucléaire très variable, présentent des risques radiolo-
giques, c'est à dire des risques biologiques liés à leur rayonnement radioactif. L'impact de
ces risques sur l'homme, par ingestion ou inhalation d'un radionucléide, est caractérisé par
la Radiotoxicité R. Elle se mesure en Sievert 4 (Sv), et elle quantiﬁe l'inﬂuence de l'activité
A d'un élément sur les tissus, pondérée par un facteur de dose Fd (en Sv/Bq), dont la valeur
dépend de la forme chimique, du métabolisme, de la nature et de l'énergie des rayonnements.
La Figure 1.2 illustre l'évolution dans le temps de la radiotoxicté totale (Sv/tonnes) de
ces résidus nucléaires (pour un taux de combustion thermique 5 donné). On constate que la
radiotoxicité des produits d'activation est moins importante que celle des autres déchets ; au
déchargement elle est déjà inférieure à celle du combustible. La contribution des produits
de ﬁssion est dominante durant les premiers siècles puis elle décroît fortement. Cette chute,
autour du millier d'années, est dû au fait que les produits issus de la ﬁssion directe de l'ura-
nium et du plutonium sont pour la plupart à période courte. Le terme produit de ﬁssion
englobe aussi les éléments résultant de la désintégration spontanée ou du changement de
nature sous ﬂux neutronique des PF directs. La Figure 1.3 représente l'évolution de l'activité
de ces PF, et on peut constater qu'après une décroissance brutale, en raison de la présence
du césium 137, il faut ensuite attendre le million d'années avant de recouvrer un niveau de
radioactivité naturelle de référence.
4. le Sievert est l'unité de mesure d'une dose équivalente, elle prend en compte le type de radiation sur
les tissus vivants. Elle pondère la dose absorbée, qui donne une mesure de la quantité de radiation absorbée
par la matière, en Gray (1 Gray = 1 Joule absorbé par kilogramme de matière). A titre indicatif les limites
de doses annuelles sont de 50 mSv/an pour les travailleurs du nucléaire et de 1 mSv/an pour le public ; en
France l'irradiation naturelle est comprise entre 0,2 et 0,4 mSv/an.
5. Le taux de combustion thermique (TCT), ou  burn-up , est l'énergie thermique produite par les
ﬁssions nucléaires dans une unité de masse de combustible. Il est mesuré en gigawatt ou mégawatt par jour
par tonne de combustible (MWj/t). Au sens propre, il correspond au pourcentage d'atomes lourds (uranium
et plutonium) ayant subi la ﬁssion pendant une période donnée. Par exemple, pour un REP 900, de façon
classique son  burn-up  est calculé en considérant qu'il fonctionne à 80% sur les 365 jours de 3 années
successives, où il fournira 900 MWe´ avec un rendement de 33 % et un poid d'uranium d'environ 72 tonnes :
TCTREP900 = 3× 365× 0, 8× 900× 1/0, 33× 1/72 ≈ 33 GWj/t.
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Figure 1.2  Evolution de la Radiotoxicité totale (Sv/t) de combustible usé (UOX enrichi à
3,7 %, retiré du réacteur à un taux de combustion thermique de 45 GWj/t et refroidi pendant
5 ans) [5].
On s'aperçoit que ce sont les noyaux lourds issus de la famille des actinides 6 (ﬁlière
uranium-plutonium) qui dominent, à long terme, la radiotoxicité du combustible usé. On les
classe généralement en deux catégories :
 les actinides majeurs ; l'uranium (U) et le plutonium (Pu)
 les actinidesmineurs ; en particulier les isotopes du neptunium (Np), de l'américium (Am)
et du curium (Cm).
Cette distinction entre actinides se justiﬁe par les quantités bien plus importantes pour
les actinides majeurs au déchargement et le caractère ﬁssile de certains d'entre eux (cas du
Pu), alors que les actinides mineurs sont considérés comme des déchets.
Les actinides majeurs
Les combustibles nucléaires sont généralement élaborés sur une base d'oxyde d'uranium
(UOX). Ce combustible est enrichi à une teneur en uranium 235 de l'ordre de 3,5 %, le reste
est essentiellement composé d'uranium 238. C'est l'235U qui donne lieu à la réaction de ﬁssion
et engendre le dégagement de chaleur nécessaire à la production d'énergie. Toutefois, il n'est
pas consommé entièrement, on estime qu'au déchargement du combustible usé la teneur en
235U a diminué d'un facteur trois à quatre. Les procédés de retraitement du combustible
irradié permettent de récupérer l'excédent non brûlé, pour le recycler en combustible neuf.
L'238U qui représente la majeure partie du combustible au déchargement est lui aussi re-
cyclé. Cependant, au cours de l'irradiation il s'est partiellement transformé, par capture d'un
6. La série des actinides comprend les éléments chimiques du tableau périodique se situant entre l'actinium
et le lawrencium, possédant donc un numéro atomique (Z) entre 89 et 103 inclus. A l'état naturel on trouve de
façon relativement abondante l'uranium (Z = 92) et le thorium (Z = 90). Les éléments de numéro atomique
Z > 92 sont artiﬁciels et issus de capture nucléaires dans les c÷urs de réacteurs.
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Figure 1.3  Evolution de l'activité (en Curie/t) des actinides et des produits de ﬁssion
après déchargement [6].
neutron thermique, en uranium 239 instable qui donne par émission β du neptunium 239 de
période très courte (2,35 jours) et qui par le même processus se transforme en plutonium 239.
Celui-ci peut capturer à son tour un neutron thermique, et ainsi de suite (cf. Figure 1.4).
Plusieurs isotopes du plutonium coexistent au ﬁnal, l'isotope 239 restant le plus abondant.
Le plutonium domine à long terme la radiotoxicité des combustibles usés, et ceci bien
après la décroissance des produits de ﬁssion. Mais c'est une matière ﬁssile à haut potentiel
énergétique ; la ﬁssion du 239Pu est considérée comme plus rentable en terme de neutrons que
celle de 235U . Ainsi, il convient de s'interroger sur la stratégie à adopter pour le traitement
de cet élément. Sa réutilisation comme nouveau combustible engendre de nouveaux déchets
à vie longue. Mais en le considérant lui aussi comme un déchet, et en le stockant, on s'expose
à des risques de migration (bien que calculés comme très minimes) ou pis à des scénarii acci-
dentels tel que l'intrusion humaine dans un site de stockage géologique dont on aurait perdu
la mémoire.
A l'heure actuelle deux modes de gestion sont appliqués (ou envisagés). Le premier consiste
à ne pas le retraiter et à le stocker déﬁnitivement en couches géologiques profondes, après
une période prolongée d'entreposage en piscine. Les motifs de ce choix sont divers, aux États-
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Unis par exemple ils sont justiﬁés par une politique sécuritaire de non-prolifération et par
l'absence d'intérêt des industriels.
La seconde stratégie adoptée est une gestion mixte : une partie du combustible est recyclée
et une autre est entreposée en attente d'enfouissement ou d'un possible retraitement. C'est
notamment le cas de la France, dont, initialement, le plutonium séparé devait servir comme
combustible pour les réacteurs à neutrons rapides. Mais, en l'absence de programme signi-
ﬁcatif jusqu'à présent 7, cette possibilité fut abandonnée et le plutonium est utilisé comme
base du combustible MOX (Mélange d'OXydes) dans certains réacteurs à eau pressurisée.
Ce recyclage permet d'économiser l'uranium, mais il s'essoue sur plusieurs cycles, car
seul les isotopes impairs du Pu sont ﬁssiles. De plus, la production d'actinides mineurs est
fortement accrue. Ceci est illustré par le Tableau 1.2 qui fait le bilan avant et après déchar-
gement des actinides pour diﬀérents types de réacteurs ; on constate que la production des
américiums et des curiums est multipliée par 10 dans le cas des réacteurs fonctionnant avec
un combustible MOX.
TABLEAU 1.2  Les actinides présents au déchargement. Les bilans sur quatre types de réac-
teurs sont proposés, avec leur combustible et leur taux de combustion thermique (TCT). [7]
7. Les RNR correspondent à trois des six types de réacteurs nucléaires envisagés pour la génération IV.
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Les actinides mineurs et autres produits
Les actinides mineurs, les produits de ﬁssion et d'activation sont unanimement considérés
comme des déchets nucléaires, car ils ne peuvent être réutilisés dans les réacteurs actuels.
Les actinides mineurs sont créés par captures et désintégration de l'uranium 238 (cf. Fi-
gure 1.4), c'est le cas du neptunium 237, de période radioactive de 2,14 millions d'années.
Son activité est néanmoins plus faible que les isotopes de l'américium. Les 241Am et 243Am,
dont les périodes radioactives sont respectivement 430 ans et 7400 ans (cf. Figure 1.3), sont
issus des chaînes de formations du 241Pu et 242Pu d'où leur forte production dans les combus-
tibles MOX. Ce sont eux les principaux responsables de la radiotoxicité à très long terme des
déchets. Le curium pose moins de problèmes, car ses isotopes sont à vie courte, sauf le 245Cm
(8500 ans), mais il est produit en faible quantité par rapport aux autres actinides mineurs.
Enﬁn, les produits de ﬁssion et d'activation viennent s'ajouter à la liste des déchets
ultimes, à haute activité. Les plus nuisibles sont les isotopes du césium (135 et 137), le tech-
nétium 99 et le zirconium 93 : leur période de désintégration varie de deux cent milles à deux
millions d'années.
En 2007, le volume de déchets HA, stockés en France, s'élevait à 2293 m3 [4] (0,2 % du
stock total), on estime que leur production est de l'ordre de 5 tonnes/an, et que leur volume
atteindrait les 3679 m3 à l'horizon 2020.
Bilan et solutions
La question de la gestion des déchets s'avère donc vitale pour l'activité électronucléaire
mondiale, d'autant plus que ce secteur énergétique reste en pleine expansion. En France, pour
tenter de résoudre ce problème, des programmes de recherche s'appuient sur la loi du 28 juin
2006 (consolidée en décembre 2010) qui remplace et modiﬁe celle du 30 décembre 1991. Dans
son article 3, il est déclaré que les réﬂexions autour des problématiques de gestion s'organi-
seront autour de trois axes complémentaires [9] :
 1 er Axe -  La séparation et la transmutation des éléments radioactifs à vie longue.
Les études et recherches correspondantes sont conduites en relation avec celles menées
sur les nouvelles générations de réacteurs (...) ainsi que sur les réacteurs pilotés par
accélérateur dédiés à la transmutation des déchets, aﬁn de disposer, en 2012, d'une
évaluation des perspectives industrielles de ces ﬁlières et de mettre en exploitation un
prototype d'installation avant le 31 décembre 2020 .
 2 e`me Axe -  Le stockage réversible en couche géologique profonde. Les études et re-
cherches correspondantes sont conduites en vue de choisir un site et de concevoir un
centre de stockage de sorte que, au vu des résultats des études conduites, la demande de
son autorisation (...) puisse être instruite en 2015 et, sous réserve de cette autorisation,
le centre mis en exploitation en 2025 .
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Figure 1.4  Chaînes de formation des noyaux lourds dans le cas des ﬁlières uranium-
plutonium [8].
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 3 e`me Axe -  L'entreposage. Les études et les recherches correspondantes sont conduites
en vue, au plus tard en 2015, de créer de nouvelles installations d'entreposage ou de
modiﬁer des installations existantes (...) .
Le stockage en couche géologique profonde apparait comme la solution privilégiée, ou
du moins comme la plus avancée. En 2005, L'ANDRA (Agence Nationale pour la Gestion
des Déchets Radioactifs) a conclu sur sa faisabilité et prévoie sa mise en service en 2015.
Toujours est-il que le choix du site n'est pas fait ; un débat public doit être organisé en
2013. Cette solution soulève aussi une question  d'ordre moral , car les sources d'accident
sont nombreuses : oublis, phénomènes naturels diﬃcilement prévisibles. C'est pourquoi il est
précisé que les sites de stockage doivent être réversibles, contrairement à ce qui était envisagé
par la loi  Bataille  de 1991.
Figure 1.5  Inﬂuence de la transmutation sur la radiotoxicité. [10]
De plus, les déchets hautement radioactifs dégagent énormément de chaleur. Ceci a un
impact direct sur la taille des sites de stockage, car la densité maximum de déchets que l'on
peut enfouir dans un site est essentiellement limitée par la charge thermique que les couches
géologiques peuvent supporter. Ainsi, des études montrent que si l'on est capable de recycler
le plutonium et de changer la nature des déchets Am, Cm, Cs and Sr, il est alors possible de
repousser les capacités de stockage d'un site par un facteur compris entre 40 et 91 [11].
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L'option de réversibilité prend son sens si l'on considère les travaux démontrant la pos-
sibilité de transformer artiﬁciellement des éléments fortement radioactifs en noyaux moins
radioactifs ou de courte période [12], par des réactions nucléaires adéquates. La transmu-
tation (cf. partie 1.1.3) des actinides mineurs et des PF, a été fortement étudiée ces vingt
dernières années. Ces études montrent, comme l'illustre la Figure 1.5, qu'il serait alors pos-
sible de réduire considérablement la radiotoxicité (1 à 3 ordres de grandeurs) des déchets en
transmutant au minimum 90% des PF et des actinides mineurs.
De telles prévisions encouragent la communauté scientiﬁque à multiplier les études expé-
rimentales aﬁn de démontrer la faisabilité d'un tel procédé. Les progrès rapides des sciences
techniques poussent l'optimisme des experts quand à la fabrication de grands instruments
incinérateurs. Des machines prototypes existent, ou sont envisagées pour la construction, aﬁn
d'étudier la transmutation  à grande échelle  pour une possible application industrielle [13].
1.1.3 Principe de transmutation et incinération
On dit d'un élément chimique qu'il transmute lorsqu'il se transforme en un autre élément
par modiﬁcation de la structure de son noyau (modiﬁcation de son nombre de nucléons). En
pratique, il n'est pas possible de modiﬁer les constantes de décroissance des corps émetteurs
α ou β, tels que les actinides mineurs ou les PFVL (produits de ﬁssion à vie longue). Une
solution pour réduire leur toxicité serait donc de les transmuter en des éléments plus stables
ou plus facilement ﬁssiles.
Diﬀérents types de particules (hadrons, photons) ont été considérés pour réaliser la trans-
mutation artiﬁcielle des noyaux , mais c'est avec le neutron qu'on obtient le meilleur rende-
ment (discuté dans [14]).
La représentation simpliﬁée d'un tel mécanisme est donnée en Figure 1.6 pour le téchné-
tium 99 ; par capture et désintégration il transmute en ruthénium 100 qui est un noyau stable.
De même, par le biais de plusieurs captures, le neptunium 237 est transformé en plutonium
239 ﬁssile ; ainsi il devient combustible.
Figure 1.6  Mécanisme de transmutation du 99Tc et d'incinération du 237Np.
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L'incinération des actinides mineurs par ﬁssion présente deux avantages majeurs ; d'une
part les résidus issus de leur ﬁssion sont généralement à vie plus courte et par conséquent
moins radiotoxiques, et d'autres part cette ﬁssion engendre des neutrons qui permettent de
transmuter d'autres déchets, ou d'entretenir une réaction en chaîne pour une possible pro-
duction d'énergie. En eﬀet, si l'on souhaite les incinérer en grande quantité, il faut prévoir
une irradiation continue pendant plusieurs années [14]. La transmutation est un phénomène
lent et les actinides mineurs peuvent se montrer très  gourmands  en neutrons. La seule
option pour les transformer eﬃcacement est donc de les soumettre à un haut ﬂux de neutrons
rapides que l'on rencontre seulement dans (ou en bordure) des c÷urs de certains types de
réacteurs.
Figure 1.7  Sections eﬃcaces de capture (en bleu) et de ﬁssion (en rouge) sur 241Am en
fonction de l'énergie des neutrons. Ces valeurs, sont extraites de la base de données européenne
JEFF-3.0, elles sont en barns (10−24 cm2).
La probabilité de ﬁssion d'un élément varie en fonction de l'énergie des neutrons. Au de-
meurant, elle est toujours en compétition avec d'autres réactions et notamment le phénomène
de capture d'un neutron. La Figure 1.7 donne, à titre d'exemple, les sections eﬃcaces 8 de
l'américium 241. Pour un neutron d'énergie inférieure à 1 eV (domaine des neutrons ther-
miques), la section eﬃcace de capture est prédominante ; la capture est environ cent fois
plus probable que la ﬁssion. C'est également le cas pour une énergie allant de 1 eV à 1 MeV
8. La section eﬃcace est une grandeur physique reliée à la probabilité d'interaction d'une particule pour
une réaction donnée. L'unité de section eﬃcace est une unité de surface ; on utilise traditionnellement le
barn (b) : 1b = 10−24 cm2, soit la surface d'un carré de dix femtomètres de côté (c'est-à-dire l'ordre de
grandeur du diamètre d'un noyau atomique).
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(domaine des neutrons épithermiques où les captures ou ﬁssions se produisent à des niveaux
précis d'énergies, expliquant les oscillations). Au-delà de 1 MeV (domaine des neutrons ra-
pides), les ﬁssions deviennent plus probables que les captures.
L'introduction d'actinides mineurs ou de PFVL dans un réacteur a donc une inﬂuence
sur la réactivité du c÷ur, qui est quantiﬁée par le facteur de multiplication k :
k =
Nombre de neutrons produits
Nombre de neutrons absorbés
(1.1)
Ce coeﬃcient caractérise le nombre de ﬁssions générées à partir d'une ﬁssion initiale ; sa
valeur donne l'évolution de la population des neutrons, pour un ﬂux d'énergie donnée :
 si k > 1, la population de neutrons augmente (lors du démarrage d'un réacteur sa
valeurs est légèrement au dessus de 1),
 si k = 1, la population reste stable (cas critique, réacteur en fonctionnement normal),
 si k < 1, la population de neutrons décline et tend à s'éteindre (cas sous-critique).
L'introduction d'un noyau dans un champ neutronique constant a une inﬂuence sur l'évo-
lution de k, ou sur l'économie de neutrons, qui s'exprime comme la diﬀérence,D, entre le
nombre de neutrons consommés et le nombre de neutrons produits par noyau détruit. Elle
s'écrit en fonction des sections eﬃcaces d'absorption σc, de ﬁssion σf et le nombre moyen de
neutrons produits par ﬁssion ν :
D = σc − νσf (1.2)
Enﬁn les données référencées dans les Tableaux 1.3 et 1.4, montrent que pour transmuter
des déchets nucléaires tels que les actinides mineurs, l'utilisation d'un spectre de neutrons
thermique est plutôt défavorable. En eﬀet, avec un spectre thermique la capture est favorisée,
et les déchets que l'on souhaite brûler deviennent trop demandeurs en neutrons. Avec un
spectre rapide, l'équilibre est bien plus marqué et certains noyaux, comme le 237Np, 241Am
peuvent être incinérés par ﬁssion et ainsi fournir des neutrons à la réaction en chaîne.
TABLEAU 1.3  Sections eﬃcaces de capture et de ﬁssion en barns, ainsi que leur ratio, pour
les actinides mineurs [15].
Isotope
Réacteur thermique Réacteur rapide
σf σc σc/σf σf σc σc/σf
237 Np 0,52 0,33 63 0,32 1,7 5,3
241 Am 1,1 110 100 0,27 2,0 7,4
243 Am 0,44 49 111 0,21 1,8 8,6
242 Cm 1,14 4,5 3,9 0,58 1,0 1,7
243 Cm 88 14 0,16 7,2 1,0 0,14
244 Cm 1,0 16 16 0,42 0,6 1,4
245 Cm 116 17 0,15 5,1 0,9 0,18
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TABLEAU 1.4  Consommation de neutrons pour certains nucléides à incinérer. Une valeur
de 1 signiﬁe la capture d'un neutron et les valeurs supérieures indiquent qu'il y a capture
des noyaux ﬁls du radionucléide. Une valeur négative indique que la ﬁssion prédomine pour
le radionucléide et qu'il y a génération de neutrons. [15].
Radionucléide Spectre thermique Spectre Rapide
237 Np 0,9 -0,6
241 Am 0,1 -0,6
245 Cm -2,3 -2,7
79 Se 2,1 2,1
99 Tc 1 1,1
126 Sn 1,1 1,2
129 I 1 1
135 Cs 1 1
Exposer les déchets à un spectre rapide, est très clairement la meilleure solution pour
pouvoir espérer les incinérer. Néanmoins, ces ﬂux rapides rendent les réacteurs plus nerveux
et leur réactivité est plus diﬃcile à contrôler, et garantir la sûreté d'un système critique de-
vient plus compliquée. En eﬀet, il est diﬃcile d'introduire des proportions élevées d'actinides
mineurs dans le combustible des réacteurs critiques, pour des raisons de neutronique liées
à la faible proportion de neutrons retardés et au peu d'eﬀet Doppler associé à ces isotopes.
De plus, même si certains produits incinérés fournissent des neutrons, ils sont globalement
consommateurs pour la transmutation. Un surplus de neutrons doit donc être fourni par un
combustible  classique , qui, comme on a vu précédemment, génère lui aussi des déchets.
Ceci mis à part, l'eﬃcacité de la transmutation repose aussi sur le rendement des méthodes
de séparation des radioéléments. Certains procédés sont d'ores et déjà au point et bien mai-
trisés, en particulier le procédé PUREX qui permet de séparer l'uranium, le plutonium, mais
aussi le neptunium, le technétium et l'iode. La séparation des autres actinides mineurs et
PFVL nocifs (américium, curium et césium), s'avère plus délicate. Cependant, les progrès
réalisés à l'installation ATALANTE du CEA Marcoule, ont permis d'obtenir des rendements
de séparation des actinides mineurs de plus de 99%, par des méthodes complémentaires aux
procédés classiques.
Utiliser les réacteurs du parc actuel comme incinérateurs demande de trouver un compro-
mis, qui peut s'avérer délicat, entre eﬃcacité d'incinération et sûreté. De plus, on accroît les
risques de prolifération car les déchets sont alors dispersés sur diﬀérents sites. Une alterna-
tive pour concentrer et brûler les déchets eﬃcacement en grande quantité serait d'utiliser un
réacteur dit hybride, volontairement sous-critique, mais auquel on ajoute une source externe
de neutrons qui permet d'entretenir la réaction en chaîne.
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1.1.4 Réacteur hybride
Principe
Le réacteur hybride, plus communément appelé ADS ( Accelerator Driven system ) est
un réacteur nucléaire piloté par un accélérateur à protons qui permettrait l'injection conti-
nue de neutrons aﬁn d'entretenir une chaîne de multiplication sous-critique. Initialement
développée par le souhait de rendre les systèmes nucléaires résistants à la prolifération (aux
Etats-Unis, dans les années 70), cette idée est maintenant fortement envisagée pour la trans-
mutation des déchets à vie longue. C'est dans ce contexte, que depuis la ﬁn des années 80,
ont été proposés au Japon (projet OMEGA), aux Etats-Unis (Brookhaven, Los Alamos) et
plus récemment au CERN [16] des concepts de systèmes hybrides pour la destruction des
déchets, mais aussi capables de produire de l'énergie électrique.
Dans sa plus grande généralité un ADS est composé de trois principaux éléments (cf.
Figure 1.8) :
 un réacteur sous-critique, au sein duquel sont placés les déchets à incinérer ou à trans-
muter,
 une cible, qui, percutée par des protons, permet de générer un ﬂux de neutrons par
spallation,
 un accélérateur de protons de forte intensité.
Figure 1.8  Schéma de principe d'un réacteur hybride [17].
Cible de spallation
L'interaction d'un proton de haute énergie (au moins plusieurs centaines de MeV) avec
une cible épaisse conduit à une émission importante de neutrons. Son énergie étant supérieure
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à la barrière coulombienne des noyaux de la cible, il provoque par diﬀusion élastique  intra-
nucléaire  l'éjection de nucléons et l'excitation des noyaux, qui se désexcitent soit par ﬁssion
soit par de nouvelles émissions de nucléons.
Les noyaux excités peuvent aussi interagir avec d'autres noyaux de la cible, et ainsi pro-
voquer une réaction en cascade  inter-nucléaire . Ces chaînes de réactions provoquent aussi
des émissions de nucléons.
Globalement, l'ensemble de ces interactions est largement dominé par l'émission de neu-
trons. La production de neutrons est d'autant plus eﬃcace que les noyaux sont lourds et
l'énergie incidente des protons est grande (cf. Figure 1.9).
Figure 1.9  Dépendance en énergie du nombre de neutrons généré par spallation [18].
Accélérateur à protons de haute intensité
Aﬁn de maintenir la réaction en chaîne dans le c÷ur sous-critique, l'accélérateur doit
fournir un faisceau de protons continu. Cet accélérateur aura surtout la particularité de ne
tolérer que très peu d'interruptions faisceau plus longues que la seconde. En eﬀet, des inter-
ruptions trop longues et trop fréquentes pourraient induire un stress thermique sur la cible
de spallation ou le c÷ur du réacteur, et par conséquent endommager leur structure.
La ﬁabilité de l'accélérateur, et de son système de contrôle, émerge comme le déﬁ tech-
nologique majeur pour une application aux réacteurs hybrides. La tâche est rendue d'autant
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plus ardue que le faisceau de protons doit être de forte puissance. Aﬁn d'estimer un ordre de
grandeur de cette puissance, il est possible d'évaluer l'intensité du faisceau requise pour faire
fonctionner un réacteur sous-critique fournissant une puissance thermique donnée [14]. Cette
Puissance Pth (MW) dépend de l'énergie dégagée par une ﬁssion (Ef (MeV)) et du nombre
de ﬁssions. Ce nombre n'est autre que le produit entre le nombre de protons incidents sur la
cible, caractérisé par l'intensité du faisceau I(A), et le nombre de ﬁssions induites en moyenne
par chaque proton Nf :
Pth = Ef I Nf (1.3)
Aﬁn d'expliciter Nf , considérons tout d'abord que les νs neutrons de spallation injectés
par proton incident, sont successivement multiplié par k (déﬁni par 1.1) : les neutrons issus de
la cible donnent lieu à des réactions de ﬁssions et de captures, leur nombre est donc multiplié
par k, puis ces nouveaux neutrons donnent lieu à de nouvelles réactions et leur nombre est
donc multiplié par k de nouveau, et ainsi de suite.
Par conséquent, dans le c÷ur sous-critique, le nombre total de neutrons par proton inci-
dent est égal à :
Nt = νs
+∞∑
i=0
ki =
νs
1− k avec, 0 ≤ k < 1 (1.4)
Parmi les Nt neutrons, Nt − νs sont produits par ﬁssion et comme chaque ﬁssion produit
ν neutrons, le nombre total de ﬁssions par proton incident s'écrit :
Nf =
Nt − νs
ν
=
νs
ν
k
1− k (1.5)
Et ﬁnalement, avec 1.3, on obtient :
I =
Pth
Ef
ν
νs
1− k
k
(1.6)
Envisager une application industrielle pour les ADS revient à considérer qu'ils pourraient
fonctionner à une puissance similaire à celle des réacteurs actuels, Pth ≈ 3 GWth ; des calculs
neutronique sont d'ailleurs menés avec un tel ordre de grandeur [19]. Dans ces calculs, la sous-
criticité du réacteur est envisagée tel que k=0,98. Les cibles de spallation sont généralement
en alliage de plomb-bismuth, avec un rendement de spallation de νs ≈ 30 pour un proton
incident de 1 GeV ; énergie à partir de laquelle le nombre de neutrons/proton incident/GeV
commence à plafonner.
Enﬁn, classiquement, l'énergie dégagée par une ﬁssion est de l'ordre de 200 MeV et en
moyenne 2,5 neutrons sont produits. Pour un tel ADS, le courant du faisceau de protons
serait alors de l'ordre de :
I =
3000
200
2, 5
30
1− 0, 98
0, 98
= 25 mA (1.7)
Ce calcul relativement optimiste, puisqu'il ne donne qu'une vision simpliﬁée de la neu-
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tronique du réacteur, permet de se rendre compte que, pour une application industrielle
d'un tel incinérateur (et ampliﬁcateur d'énergie), l'accélérateur devra être très performant
(Pfaisceau = 1 GeV × 25 mA = 25 MW, en continu), en plus d'être extrêmement ﬁable.
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1.2 Les accélérateurs de particules pour piloter la trans-
mutation
1.2.1 Principe accélérateur et évolution technologique
Introduction
L'une des grandes réussites de la physique des particules du siècle dernier est sans nul
doute la nouvelle description du  modèle standard .
Au début des années 30, il était établi que la matière était composée d'atomes et que
ces mêmes atomes étaient composés d'un noyau de neutrons et de protons entouré d'un
nuage d'électrons. Ces trois entités étaient considérées comme les particules élémentaires de
la matière, mais l'organisation des nucléons dans les noyaux d'atomes demeurait mystérieuse.
L'approfondissement de ce modèle est en partie due au travaux de John Cockcroft et Ernest
Walton, qui réussirent, en 1932, la mise en ÷uvre d'un accélérateur capable de fournir suf-
ﬁsamment d'énergie à des protons pour provoquer des transmutations (déjà démontré par
Rutherford) et des désintégrations nucléaires lors de leur impact sur une cible. Ainsi, ces
découvertes marquèrent l'importance de ces grands instruments que sont les accélérateurs de
particules pour l'exploration de la matière et la compréhension de  l'inﬁniment petit .
Les développements des techniques d'accélération ont permis de multiplier les observations
de désintégrations nucléaires, et dans les années 60, l'idée qu'il existe des composantes de la
matière bien plus  petites  que les nucléons commence à germer.
Développée au début des années 70, la théorie quantique des champs, qui est compa-
tible avec les principes de la mécanique quantique et de la relativité, fait germer l'idée d'un
nouveau modèle standard. Ce modèle théorique décrit les interactions forte, faible et électro-
magnétique, ainsi que l'ensemble des particules élémentaires (6 leptons, 6 quarks et 4 bosons
de jauge) qui constitueraient la matière. Aﬁn d'obtenir des éléments de validation d'un tel
modèle, de nombreuses technologies et techniques accélératrices ont été développées.
On peut notamment citer le LEP ( Large Electron-Positron Collider ), au CERN, qui a,
entre autre, permis de mesurer avec précision les bosons W± et Z0 (porteurs de l'interaction
faible) et d'apercevoir une possible trace du boson de Higgs [20]. La quête de connaissance
et la soif de découverte des nouveaux mystères cachés du modèle standard, ont maintenant
abouti à la construction et la mise en fonctionnement du LHC ( Large Hadron Collider ).
Ce collisionneur, dernier bijou technologique à la disposition des physiciens des particules,
regroupant plusieurs types d'accélérateurs, vise la collision de protons portés à des énergies
de 7 TeV (cf. Figure 1.10).
Mais les applications des accélérateurs de particules ne se réduisent pas simplement à la
recherche en physique fondamentale. En 2002 on recensait environ 15 000 accélérateurs dans
le monde et dans des domaines d'application très diﬀérents [21]. On les retrouve aussi bien
dans l'industrie (stérilisation, emballage sous-vide) que dans le domaine médical, comme
générateur de rayonnements X ou pour l'hadronthérapie dans les traitements de tumeurs
cancéreuses.
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Figure 1.10  A gauche : le diagramme de Livingston. A droite : vue aérienne du LHC et
ses 27 km de circonférence.
Vide poussé, cryogénie, hyperfréquence de puissance, système numérique de traitement du
signal ultra-rapide, aimant fournissant des champs de plusieurs Teslas, les accélérateurs sont
l'amalgame de technologies aussi diverses que variées et sont sources d'innovations constantes.
On est aujourd'hui bien loin des premières expériences qui ont permis la découverte de l'élec-
tron.
Principe et accélération électrostatique
En 1897, J.J. Thompson découvrit l'existence de l'électron. Dans un tube, où un gaz à
faible pression est excité à l'aide de deux électrodes situées à ses extrémités, il montra qu'un
faisceau de corpuscules était émis par l'électrode négative. Il remarqua que la trajectoire
de ce faisceau était déviée par un champ électromagnétique, autrement dit il observa le
mouvement dans le vide d'une particule chargée soumise aux forces de Lorentz, décrit par le
principe fondamental de la dynamique :
d~p
dt
= q
(
~E + ~v ∧ ~B
)
(1.8)
Avec,
~v : la vitesse de la particule (m/s)
~p = m~v : la quantité de mouvement (kg.m/s)
m : la masse au repos (kg)
q : la charge de la particule (C)
~E : le champ électrique (V/m)
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~B : l'induction magnétique (T)
Sachant que pour une particule relativiste, on peut écrire son énergie totale (Etot), en
fonction de sa quantité de mouvement :
E2tot = p
2c2 +m2c4 (1.9)
Il est alors possible de montrer que le gain en énergie d'une particule est seulement dû
au champ électrique, en projetant cette équation dans la direction du vecteur quantité de
mouvement :
~p.
d~p
dt
=
1
2
d~p2
dt
=
1
2c2
d ~E2tot
dt
= qm~v.
(
~E + ~v ∧ ~B
)
⇒ d
~Etot
dt
= q ~E.~v (1.10)
Ainsi, un gradient électrique parallèle à la vitesse permet une accélération optimale de la
particule.
C'est sur ce principe qu'est basée l'accélération électrostatique. Un jeu d'électrodes dont
les tensions sont de plus en plus élevées sont placées le long de l'accélérateur, un gradient
électrique constant est donc créé entre chacune d'entre elles. Ces accélérateurs se déclinent
sous plusieurs types de machines telles que les Cockcroft-Walton [22], les Van de Graaﬀ [23]
(du nom de leur créateur, cf. Figure 1.11) et leurs descendants les Tandems. Le gain en énergie
du faisceau est directement proportionnel à la tension entre les électrodes. Cette tension est
limitée par le phénomène de claquage, qui intervient dans le meilleur des cas aux alentours
de la dizaine de mégavolts.
Ces instruments sont généralement dédiés à l'accélération d'ions de très faible énergie ou
utilisés comme injecteur dans les accélérateurs électromagnétiques, ils fournissent un ﬂux de
particules ininterrompu ( Direct Courant , DC).
Accélération électromagnétique
L'idée de l'accélération électromagnétique fut émise pour la première fois par G. Ising
en 1924 [24], en évoquant le fait qu'il serait préférable de communiquer l'énergie désirée aux
particules non pas en une seule fois, mais par de nombreuses accélérations plus modestes.
Le principe est de disposer le long du parcours des particules des zones où est appliquée
une tension radiofréquence variable, en s'assurant de bien synchroniser les oscillations de
cette tension avec le passage des paquets de particules ( bunch ) de façon à ce que ceux-
ci rencontrent toujours un champ accélérateur. L'application de ce concept est réussie par
Wideröe en 1928 : il applique à un tube de glissement ( drift tube ) une tension alternative
de 25 kV (cf. Figure 1.12 a)), et en le plaçant entre deux tubes à la masse, il parvient à
accélérer des électrons à 50 keV [25]. Le concept de l'accélérateur de Wideröe est toutefois
rapidement limité en énergie. En eﬀet, au fur et à mesure que les particules sont accélérées,
les tubes doivent être de plus en plus courts, à moins que l'on augmente la fréquence de la
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Figure 1.11  Accélérateur de Van de Graaﬀ.
tension d'accélération. Mais à haute fréquence, le système a un comportement capacitif, il
va engendrer de fortes pertes radiatives. Si l'on considère les extrémités des tubes comme les
plaques d'un condensateur, on peut écrire l'intensité des courants de déplacement aux travers
des tubes comme :
I = ωCV (1.11)
où V est l'amplitude de la tension d'accélération, ω sa pulsation et C la capacité du gap
accélérateur.
A haute fréquence la puissance radiative émise par l'accélérateur est alors extrêmement
élevée (P = IV = ωCV 2). On peut alors entourer l'espace entre les tubes d'une cavité, qui
permet de  contenir  l'énergie électromagnétique rayonnée (cf. Chapitre 2 Partie 2.1.1 ). Plu-
sieurs de ces cavités  mono-gap  peuvent être accolées, comme illustré sur la Figure 1.12 b).
Dans le cas où les ondes électromagnétiques, dans deux cavités adjacentes, sont en phase
( mode 2pi ), le courant dans la paroi qui les sépare s'annule. Il est alors possible de placer
des  drift tubes  dans une seule enceinte résonante, de façon à ce que le champ accéléra-
teur ait la même phase dans tous les  gaps  (cf. Figure 1.12 c)). Une telle structure a été
inventée par Alvarez en 1945, et la construction d'un premier accélérateur de ce type permit
d'accélérer des protons jusqu'à 32 MeV [26].
C'est sur ce principe de structure résonante qu'est basée la grande majorité des accélé-
rateurs actuels, car c'est de loin la méthode la plus eﬃcace pour atteindre les très hautes
énergies. Les accélérateurs électromagnétiques se présentent sous forme linéaire ou circulaire
et on peut les regrouper en trois principales catégories :
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Figure 1.12  a) Principe du Linac RF [27] à tubes de glissement de Wideröe. Lorsque les
particules pénètrent dans le  gap  accélérateur elles voient un champ accélérateur dans
le bon sens (selon leur charge) pour être accélérées. Leur temps de parcours dans les tubes
doit correspondre à la demi-période de l'onde électromagnétique accélératrice pour garder
le synchronisme. La vitesse des particules augmente, les tubes sont donc de plus en plus
longs. b) Cavités  mono-gap  adjacentes. c) Principe de la structure d'Alvarez ; les ﬂèches
représentent le ﬂux de courant dans la structure à un instant donné.
 les accélérateurs linéaires (ou linacs), dont le principe est basé sur celui des  drift
tubes  , sont capables de fournir des faisceaux de forte intensité et à haut cycle utile.
Les particules sont accélérées de façon rectiligne, l'accélérateur est donc limité par son
encombrement, ce qui est le principal facteur limitant du gain en énergie de cet instru-
ment. Ils sont souvent utilisés comme premier moyen d'accélération après la source, et
jouent ainsi le rôle d'injecteur pour les synchrotrons.
Ils fonctionnent généralement en mode pulsé, aﬁn de limiter les dissipations ohmiques
dans les structures accélératrices. Cependant, avec l'arrivée des cavités accélératrices
supraconductrices, il devient possible d'atteindre des hauts gradients accélérateurs tout
en minimisant les pertes RF, à fort cycle utile (cf. Partie 2.3.1 ). Il est alors possible
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d'envisager un fonctionnement en mode continu (CW), à forte puissance, tout en ren-
dant l'installation plus compacte qu'avec un linac  chaud . De nombreux projets
s'orientent vers cette technologie supraconductrice pour l'accélération de faisceaux de
hadrons de forte puissance (SNS, ESS, SPIRAL 2).
 les cyclotrons, utilisent l'inﬂuence d'un champ magnétique constant appliqué ortho-
gonalement à la vitesse de propagation des particules, ce qui permet de courber la
trajectoire du faisceau. Leur principe, décrit par la Figure 1.13, fut introduit et démon-
tré par E. O Lawrence et M.S. Livingstone en 1930 [28]. A chaque passage entre les
deux électrodes les particules sont accélérées et le rayon de courbure de la trajectoire
augmente. Les particules adoptent donc une trajectoire en forme de spirale jusqu'à at-
teindre la fenêtre d'extraction. Contrairement aux accélérateurs linéaires les cyclotrons
ont l'avantage d'être plus compacts. Cette technologie, bien maîtrisée et ﬁable, est in-
dustrialisée notamment dans le secteur médical pour la proton-thérapie. Les cyclotrons
permettent de générer des faisceaux continus (CW) de protons atteignant plusieurs
milliampères. Toutefois, le synchronisme de ces machines est un facteur limitant pour
atteindre les hautes énergies et l'extraction du faisceau induit souvent des pertes.
Figure 1.13  Principe du cyclotron et son premier spécimen, présenté par Lawrence en
1930 (11 cm de diamètre pour 80 keV).
 Les accélérateurs circulaires, comme les synchrotrons, permettent de garder (ou d'accu-
muler) les particules dans une trajectoire circulaire en augmentant le champ magnétique
au fur et à mesure de l'accélération. Une seule  station accélératrice  suﬃt pour ac-
célérer la même particule autant de fois que l'on veut. C'est ce type d'accélérateur qui
permet d'atteindre les énergies les plus élevées avec des faisceaux intenses. Ils fonc-
tionnent en régime pulsé par cycle d'accélération et leur circonférence est directement
reliée à l'énergie, au type de particule, et au champ des dipôles magnétiques utilisés
pour courber le faisceau (Bρ = p/q).
A ces trois grandes familles on peut rajouter les synchro-cyclotrons [29], et les FFAG
(pour  Fixed-Field Alternating Gradient ) [30], des technologies hybrides de synchrotron
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Figure 1.14  Principe de fonctionnement de l'accélérateur circulaire.
et de cyclotron. Ces technologies sont surtout utilisées ou envisagées pour des applications
médicales, mais pour l'accélération de faisceau de protons continu à haute puissance elles sont
relativement inadaptées. Les synchro-cyclotrons, de part leur principe ne peuvent fonctionner
qu'en mode pulsé et les FFAG souﬀrent de la complexité du design des aimants et leur capacité
est encore peu expérimentée. Au demeurant, on peut constater sur la Figure 1.15 que pour
les accélérateurs à protons de forte intensité, le choix s'oriente plutôt vers les cyclotrons ou
les linacs.
Figure 1.15  Performances des accélérateurs de protons dans le monde. [31]
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1.2.2 Le choix d'un accélérateur linéaire supraconducteur
Besoins et critères de choix pour un démonstrateur d'ADS
Le panel des technologies d'accélération est donc très diversiﬁé, et chacune des options
répond à des besoins et des contraintes bien déﬁnies. Dans le cas d'un ADS industriel, la puis-
sance du faisceau doit atteindre quelques dizaines de mégawatt. Outre cet aspect, d'autres
critères de choix, tel que la ﬁabilité du système, revêtent une importance particulière. Pour
le projet MYRRHA (cf. Partie 1.3), qui vise la construction d'un démonstrateur de réacteur
hybride, les critères requis pour l'accélérateur de protons se divisent en quatre thèmes :
 L'énergie des protons ; ﬁxée pour le démonstrateur à 600 MeV, elle dépend du ren-
dement en neutrons de la cible de spallation, de son épaisseur, et du spectre énergétique
des neutrons que l'on souhaite obtenir. Bien sûr, ce critère intervient directement dans
la taille et donc dans le coût de l'accélérateur. Son choix est donc une aﬀaire de com-
promis.
 Le courant ; pour une énergie de faisceau donnée, sa valeur est directement proportion-
nelle au rendement de spallation. Cette valeur dépend donc du matériau de la cible, mais
aussi du type de combustible, et par conséquent du ﬂux de neutrons. Pour la machine
MYRRHA, la valeur maximale est ﬁxée à 4 mA. Pour garantir le bon fonctionnement
de l'ADS le faisceau doit avoir un structure temporelle CW avec des interruptions, peu
fréquentes, d'une durée de 200 µs, aﬁn de contrôler et surveiller la sous-criticité du
réacteur.
 La silhouette du faisceau ; est déﬁnie pour optimiser le rendement de spallation tout
en préservant l'intégrité de la cible et de son environnement. C'est le design de la ligne
d'accélération et les diagnostics faisceau qui permettent d'obtenir le résultat escompté.
 la disponibilité du faisceau ; c'est certainement le critère le plus important que doit
remplir l'accélérateur. Le retour d'expérience, lors de la maintenance du réacteur à
neutrons rapide PHENIX, a montré que certains éléments, tels que les échangeurs, sup-
portent très mal les transitoires thermiques rapides. Aﬁn de limiter ce  stress  sur les
éléments du réacteur, il est indispensable de minimiser les arrêts inopinés. D'ailleurs,
si l'on se base sur les spéciﬁcations de PHENIX, un ADS ne pourrait tolérer plus de
10 interruptions faisceaux supérieures à 3 secondes par cycle opératoire de 3 mois 9.
Cette spéciﬁcité est typiquement de un à deux ordres de grandeur en dessous de ce
qu'accordent les accélérateurs de protons actuels (cf. Figure 1.16).
9. Des études de simulations montreraient que le nombre d'arrêts faisceau compris entre 1 s et 10 s pourrait
être plutôt de l'ordre de 1000/an [32]. Toutefois, ce critère est encore en discussion et on préfère se baser sur
le retour d'expérience de PHENIX.
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Figure 1.16  Fréquence des arrêts faisceau en fonction de leur durée pour les accélérateurs
à protons de haute intensité [33].
Pour répondre à une telle exigence sur la disponibilité du faisceau, il est nécessaire de s'as-
surer de la robustesse de tous les composants de l'accélérateur. La redondance des éléments
critiques apparaît comme vitale pour renforcer la ﬁabilité du système. Enﬁn, l'accélérateur
doit être tolérant aux fautes. En d'autres termes il faut garantir un fonctionnement quasi-
permanent de la machine et ceci même si un des éléments accélérateurs de la ligne vient à
tomber en panne. Ceci implique que les réserves de puissance sur les autres éléments soient
suﬃsamment importantes, que les systèmes de contrôle et commande soit suﬃsamment ra-
pides pour re-régler la machine, et si possible que la réparation de l'élément défaillant puisse
être accomplie pendant le fonctionnement. L'ensemble de ces critères nécessaires pour assurer
la ﬁabilité de la machine jouent donc un rôle déterminant dans le choix du type d'accélérateur.
Linac supraconducteur ou Cyclotron
Parmi l'ensemble des technologies décrites précédemment seuls les cyclotrons et les accé-
lérateurs linéaires répondraient aux exigences d'un ADS.
Parmi l'ensemble de ces machines actuellement en fonctionnement, on peut citer deux
exemples typiques pour l'accélération de protons à haute puissance : le cyclotron à secteurs
séparés de l'Institut Paul Scherrer (PSI, à Villigen) et le linac pour la source de neutrons de
spallations (SNS) de l' Oak Ridge National Laboratory  (ORNL) aux États-Unis.
Le linac supraconducteur de SNS fonctionne en mode pulsé, avec un taux de répétition
de 60 Hz, il délivre un faisceau de protons de 930 MeV (1 GeV visé), avec une intensité
d'environ 40 mA durant des impulsions de 1 ms [34]. De par leur fonctionnement, qui impose
une forte focalisation du faisceau, les accélérateurs linéaires sont capables de fournir des
faisceaux de protons hautement intenses. Aﬁn d'illustrer cela, on peut aussi citer comme
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exemple l'injecteur de 50 MeV du CERN, LINAC-2, qui fournit un faisceau d'une intensité
de 170 mA pour des pulsations d'une durée de 150 µs [35].
En ce qui concerne les cyclotrons, l'accélération de protons à une énergie de 600 MeV est
démontrée par la machine de PSI. En 2009, le cyclotron délivrait un faisceau CW de plus de
2 mA et il est prévu d'atteindre 3 mA dans les prochaines années [36]. Il est aussi pressenti
par la communauté que l'obtention d'un faisceau de 5 mA est un objectif raisonnablement
atteignable [37].
Toutefois, en vue d'une application à un ADS industriel, l'obtention de faisceau de protons
de 10 mA (et au delà) demeure fortement discutable et n'est pour l'instant pas considérée.
De plus, pour des énergies proches de 1 GeV, lorsque les protons deviennent relativistes, on
commence à atteindre les limites intrinsèques au principe de fonctionnement des cyclotrons :
lorsque la vitesse des particules augmente, le gain relatif en énergie par tour devient de plus en
plus faible. La séparation des orbites étant moins marquée l'extraction d'un faisceau  mono-
énergétique  s'avère alors de plus en plus complexe. Les linacs, quant à eux, ne sont pas
limités en énergie, si ce n'est par leur longueur, et l'expérience montre qu'ils peuvent fournir
des faisceaux de plus de 100 mA.
Pour la radioprotection, et aﬁn d'optimiser les périodes de maintenance, il est aussi pri-
mordial de minimiser l'activation de la structure accélératrice : généralement préconisée in-
férieure à 1 W/m. De ce point de vue, il faut remarquer que l'extraction de faisceau de
forte intensité dans les cyclotrons peut engendrer des pertes dépassant ce seuil limite [38].
De plus, d'après l'expérience de PSI, les systèmes électrostatiques d'extraction et d'injection
sont sujets à des phénomènes de claquages en présence d'un faisceau de protons de haute
puissance. Ceci se produit de façon aléatoire, de 25 à 50 fois par jour [39]. Le fonctionnement
de l'accélérateur est alors interrompu pendant une trentaine de secondes, car le courant du
faisceau doit être augmenté progressivement lors du redémarrage. Ceci aﬀecte donc fortement
la disponibilité du faisceau et la ﬁabilité de la machine qui est le critère majeur, et le plus
restrictif, pour garantir le bon le fonctionnement d'un ADS. Les solutions pour compenser de
telles pannes s'avèrent alors relativement complexes car les cyclotrons sont peu modulaires
et la redondance des éléments critiques semble diﬃcilement envisageable.
Les linacs, bien qu'assez encombrants, oﬀrent plus de modularité. Ils sont construits
comme une séquence de structures (ou cavités) RF indépendantes. La ligne peut donc être
rallongée selon l'espace disponible aﬁn d'augmenter l'énergie du faisceau. La redondance
semble plus facilement envisageable : plusieurs lignes peuvent être installées en parallèles. La
tolérance aux erreurs apparaît aussi comme meilleure : la panne d'une structure accélératrice
serait compensée par les structures adjacentes.
Le choix du linac semble donc plus judicieux pour le pilotage d'un ADS. D'autre part,
l'utilisation de cavités accélératrices supraconductrices autorise un fonctionnement CW de
l'accélérateur garantissant, pour ce type de fonctionnement, des gradients plus élevés qu'avec
un linac  chaud  ; la longueur de la structure est ainsi diminuée. Avec cette technologie les
pertes par dissipations ohmiques sont presque nulles, le rendement et le coût de fonctionne-
ment de la machine sont améliorés, et ceci bien que qu'une usine cryogénique soit nécessaire.
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De plus, l'utilisation de ces éléments supraconducteurs permet de réduire considérable-
ment les risques de pertes des particules. Contrairement aux cavités classiques en cuivre les
diamètres des tubes faisceau peuvent être très larges sans induire de pertes RF excessives. Les
risques d'interception du halo du faisceau par la structure accélératrice sont donc minimisés.
Le problème de l'activation des structures devient ainsi moins critique, d'où une ﬁabilité ac-
crue [40] . La grande ouverture des tubes faisceau permet aussi de rendre moins dangereuse
l'excitation des modes supérieurs parasites [17].
Enﬁn, les cavités accélératrices sont des éléments  ﬂexibles , ce qui garantit une grande
acceptante de l'accélérateur : la puissance du faisceau pourra être modiﬁée sans réel impact
sur le rendement de la machine.
En conclusion, c'est donc pour l'ensemble de ces raisons, que le choix de l'accélérateur
pour le projet MYRRHA a convergé vers un linac supraconducteur.
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1.3 Le projet MYRRHA
1.3.1 Un démonstrateur d'ADS
Le projet MYRRHA (pour,  Multi-purpose hYbrid Research Reactor for High-tech Ap-
plications ) [41] vise la construction d'un réacteur de recherche (50 à 100 MWth) à neu-
trons rapides, conçu sous forme d'ADS, et capable de fonctionner en mode sous-critique (ou
critique). Cette infrastructure sera installée en Belgique, au Centre d'étude de l'Energie Nu-
cléaire (SCK-CEN) à Mol et remplacera l'ancien réacteur de recherche BR2, en place depuis
1962. Il est envisagé que l'installation soit complètement opérationnelle en 2023, et permette
ainsi de mener des recherches sur diﬀérentes thématiques des sciences nucléaires :
 L'étude de faisabilité de la technologie ADS pour la transmutation des déchets haute-
ment radiotoxiques ; c'est l'application principale de ce démonstrateur. Le but est d'étu-
dier la faisabilité de la transmutation à moyenne échelle avant d'envisager la conception
d'un ampliﬁcateur d'énergie de taille industrielle [13].
 L'étude de la tenue des matériaux irradiés sous ﬂux neutronique rapide et le test de
nouveaux combustibles pour les réacteurs de génération IV.
 La production de radio-isotopes pour la médecine.
 L'irradiation du silicone par neutrons rapides pour le dopage des semi-conducteurs uti-
lisés pour le développement des énergies renouvelables.
 La recherche fondamentale ; l'accélérateur de protons pourra être utilisé seul, découplé
du réacteur pour des expériences de type ISOL [42].
Le réacteur sous-critique (k = 0, 95) de MYRRHA (cf. Figure 1.17), sera composé d'un
combustible MOX, dont la forte teneur en plutonium favorise le fonctionnement en neutrons
rapides, au sein duquel seront placées des cellules tests d'irradiation, comme par exemple des
actinides mineurs.
La cible de spallation est placée au centre du c÷ur, c'est un eutectique de plomb-bismuth,
choisi d'une part pour le haut rendement de spallation de ces deux composés et aussi car
sa texture liquide permet une bonne évacuation des calories par convection forcée ; le métal
liquide mis en circulation par un système de pompage viendrait se refroidir dans la piscine qui
entoure le c÷ur. Cette méthode permettrait de s'aﬀranchir d'une fenêtre, séparation physique
entre la cible et la ﬁn de la ligne accélératrice, et d'évacuer de façon un peu plus eﬃcace le
sur-échauﬀement induit par le faisceau de proton qui peut atteindre une puissance 2,4 MW.
Cependant, cette solution est plus encombrante car elle nécessite une boucle dédiée pour la
circulation du Pb-Bi. Elle semble aussi techniquement complexe à réaliser, en particulier en
ce qui concerne le pompage pour assurer le vide dans la zone d'interaction où la vaporisation
de l'eutectique est probable et où la migration des produits de spallation doit être contrôlée.
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La solution avec fenêtre, bien qu'il y ait le risque que celle-ci casse, semble plus simple
à réaliser, car la cible de plomb-bismuth fait partie intégrante du coeur du réacteur, de plus
elle est refroidie en même temps que le reste du combustible. Le choix technologique n'est
pas encore déﬁnit, mais, pour l'instant, il penche plutôt vers la solution avec une fenêtre de
séparation.
Figure 1.17  Schéma conceptuel de la machine MYRRHA.
L'aboutissement à un design conceptuel de la machine MYRRHA est le fruit d'études
qui ont commencé en 1998 et se sont poursuivies au travers de diﬀérents projets engageant
de nombreux partenaires européens : les plus récents, le projet PDS-XADS (2002-2004) et le
projet IP-EUROTRANS (2005-2010).
Le forum stratégique européen sur les infrastructures de recherche (ESFRI) a identiﬁé
50 projets à réaliser aﬁn que l'Europe puisse rester à la pointe de la recherche dans les 10
à 20 prochaines années. Parmi ces 50 infrastructures, ﬁgure le projet MYRRHA . Dans ce
contexte, trois programmes de recherche, ﬁnancés par le 7e`me Programme Cadre de Recherche
et Développement, englobent les problématiques scientiﬁques pour la construction d'un ADS.
Le premier projet, FREYA (Fast Reactor Experiments for hYbrid Applications), se concentre
sur l'étude empirique d'un ADS à puissance très réduite, par le biais de l'expérience GUINE-
VERE [43]. Le second, CDT (Central Design Team) se focalise sur l'ensemble des probléma-
tiques liées au design du réacteur et de la cible. Enﬁn, le troisième, le projet MAX [44], pour
 MYRRHA Accelerator eXperiment research and developement programme , poursuit le
développement de l'accélérateur de protons et de son design de référence.
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1.3.2 L'accélérateur supraconducteur
L'accélérateur linéaire du projet MAX, dont le schéma générique est présenté en Fi-
gure 1.18, doit fournir un faisceau de protons de plus de 2 MW (cf. Tableau 1.5). Long
d'environ 250 mètres, il sera divisé en deux parties : l'injecteur pour une pré-accélération des
particules et le linac supraconducteur pour l'accélération à haute énergie.
Figure 1.18  Schéma du design de référence de l'accélérateur pour la machine MYRRHA.
L'injecteur comportera en fait deux branches jumelles ; en fonctionnement, une seule de
ces branches sera utilisée, l'autre est une solution palliative à une possible défaillance de
la première. Ce choix de redondance repose sur l'expérience accumulée par les diﬀérentes
installations d'accélérateurs dans le monde [45] et la récente mise en service de SNS [46].
Les statistiques recueillies montrent que les éléments des branches d'injection sont à l'origine
de nombreux arrêts faisceau impromptus, entrainant parfois de longues interruptions dans le
fonctionnement des machines. Doubler les éléments de cette branche apparaît donc comme
indispensable pour répondre au besoin de ﬁabilité.
Pour l'injecteur, une source ECR (Electron Cyclotron Resonance) produira un faisceau
de l'ordre de 50 keV. Sa technologie est basée sur la source SILHI (Source d'Ions Légers à
Haute Intensité), en fonctionnement depuis 10 ans au CEA saclay [47].
Il est prévu que la ﬁn de la ligne d'injection soit composée de cavités CH-DTL en cuivre
puis supraconductrices, aﬁn d'assurer un gain d'énergie des particules jusqu'à 17 MeV. Un
prototype novateur de ce type de cavité supraconductrice à été développé et testé à faible
puissance avec succés à l'IAP ( Instituts für Angewandte Physik ) de Francfort. En amont
de ces cavités, un RFQ (Radio-Frequency Quadrupole) permet de convertir le ﬂux continu
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de particules issu de la source en paquets, avec un cycle de répétition égal 352,2 MHz ou
176,1 MHz (cette valeur n'est pas encore déterminée).
TABLEAU 1.5  Caractéristiques du linac supraconducteur [48].
Propriétés du faisceau de Proton Spéciﬁcations
Courant 2,5 mA - 4 mA
Energie 600 MeV
Structure temporelle CW à 352,2 MHz ou 176,1 MHz (à
déﬁnir), avec interruptions peu fré-
quentes durant 200 µs pour le suivi
de la sous-criticité
Limites d'interruption faisceau
≥ 3 sec., moins de 10 par trimestre
opératoire
< 3 sec., illimités
Stabilité Energie : ± 1 %, Intensité : ± 1 %,
Taille : ± 10 %
Empreinte sur la cible circulaire en forme de  doughnut ,
Φint = 50 mm et Φext = 100 mm
Injection dans le coeur vertical, par le haut
Sections de la partie haute énergie 1 2 3
Eentre´e (MeV) 17,0 86,4 186,2
Esortie (MeV) 86,4 186,2 605,3
Type de cavité Spoke Elliptique 5 cellules
Fréquence cavité 352,2 MHz 704,4 MHz
βgeom 0,35 0,47 0,65
Eacc nominal ( à βopt avec Lacc = Ncelβoptλ/2) 5,3 MV/m 8,5 MV/m 10,3 MV/m
Phase synchrone -40o à -18o -36o à -15o
Gain en puissance par cavité (pour un fais-
ceau de 5 mA)
1 à 8 kW 3 à 22 kW 17 à 38 kW
nombre 63 30 64
Longueur de la section 63,2 m 52,5 m 100,8 m
Depuis l'injecteur, le faisceau pénètrera dans le linac supraconducteur, composé de trois
familles de cavités accélératrices supraconductrices. Leurs principales caractéristiques sont
regroupées dans le Tableau 1.5. La section moyenne énergie du linac supraconducteur sera
composée de résonateurs simples ou doubles  Spokes  dont la fréquence de fonctionnement
de 352, 2 MHz correspond au taux de répétition du faisceau CW (ou au double si la fréquence
du RFQ est ﬁnalement choisie à 176,1 MHz). Le faisceau pénètrera ensuite dans la partie
haute énergie de l'accélérateur, comportant deux familles de cavités elliptiques 5-cellules
fonctionnant à 704,4 MHz.
Les protons atteindront la cible de spallation à une énergie de 600 MeV avec un courant
maximum de 4 mA. Des aimants quadripôles, placés le long de la ligne entre les éléments
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d'accélération, assureront la focalisation du faisceau tandis qu'un jeu de dipôles permettra
de le dévier en bout de ligne, aﬁn qu'il pénètre par le haut du réacteur. Un dernier dipôle,
alimenté en courant alternatif, assurera un balayage circulaire de la cible (empreinte en forme
de  doghnut ) aﬁn d'homogénéiser les échauﬀements et le ﬂux de neutrons produit par spal-
lation [49].
La réalisation d'un tel accélérateur demeure un véritable challenge, d'abord pour sa puis-
sance (cf. Figure 1.15), mais surtout pour le niveau de ﬁabilité qu'il doit atteindre. Justement,
aﬁn de rendre la ligne supraconductrice de l'accélérateur MYRRHA tolérante aux pannes, là
aussi, la redondance des fonctions est envisagée. En eﬀet, lorsque l'accélérateur sera dans un
mode opératoire nominal, les cavités supraconductrices ne fonctionneront pas au maximum
de leur capacité. Ainsi, si l'une d'entre elles vient à tomber en panne, ses voisines pourront
compenser son absence grâce à la réserve de puissance dont chacune dispose. Aﬁn de garantir
cette marge sur les performances maximale, il faut, en premier lieu, accorder une attention
particulière à la conception et au design des cavités (cf. Chapitre 3). Mais c'est surtout
l'étude expérimentale des cavités et de leur module cryogénique qui permet de s'assurer de
leur bonne performance et de la robustesse de ces éléments d'accélération. Dans le chapitre 4,
on reviendra notamment sur les problématiques rencontrées lors des expériences menées sur
un nouveau prototype de cryomodule dédié à l'étude, en  conﬁguration machine , des cavités
elliptiques de la section β = 0,47 du linac pour MYRRHA.
Enﬁn, pour assurer la tolérance aux fautes du linac supraconducteur, il est indispensable
que les points de fonctionnement (tension accélératrice et phase) des cavités puissent être
re-réglées en moins de 3 secondes, aﬁn de compenser la panne de l'une d'entre elles sans
pour autant que cela gêne la neutronique du réacteur. Dans le chapitre 5 de ce manuscrit, on
présentera les résultats obtenus pour l'étude de la faisabilité de telles procédures. Pour cela
on a modélisé le comportement RF d'une cavité, le comportement de son système d'accord
(qui permet de régler sa fréquence de résonance) et leur boucle de régulation.
Mais avant toute chose, attardons-nous, dans le chapitre suivant, sur les quelques notions
nécessaires pour appréhender le fonctionnement de ces cavités accélératrices supraconduc-
trices.
40
Chapitre 2
Cavité résonante et supraconductivité
pour l'accélération de particules
Psyché, la cavité multi-cellules (704, 4 MHz ; βg = 0, 47) destinée au banc de test pour l'étude de la
 tolérance aux fautes  d'un module accélérateur supraconducteur.
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Le rôle majeur des cavités résonantes, dans l'accélérateur, est de fournir une puissance
radiofréquence au faisceau, aﬁn d'assurer le gain en énergie des particules. Une cavité se
présente comme un volume diélectrique borné, dans lequel il est possible d'injecter des ondes
électromagnétiques. Pour une onde électromagnétique de fréquence donnée, un régime quasi-
stationnaire s'établit, la cavité emmagasine de l'énergie, et ainsi elle  résonne .
Pendant la résonance, le champ électromagnétique de l'onde adopte une conﬁguration spa-
tiale qui dépend de la géométrie de la cavité. Il devient alors possible d'obtenir des modes de
résonance dont le champ électrique axial est confondu avec l'axe de propagation du faisceau.
L'énergie transmise au faisceau, dépend ensuite de la puissance RF que l'on peut stocker
dans l'enceinte de la cavité. Celle-ci est limitée par les dissipations de l'onde dans les parois.
L'exploitation du phénomène de supraconductivité, permet de limiter fortement ces dissipa-
tions et ainsi d'augmenter le rendement des cavités.
Dans ce chapitre on s'attardera, dans un premier temps, sur le principe de fonctionnement
des cavités accélératrices et sur la description de leurs principales caractéristiques. Ensuite,
on introduira les quelques notions nécessaires à la compréhension du phénomène de supra-
conductivité. Enﬁn, dans une troisième partie, on exposera l'application de ce phénomène
aux technologies accélératrices hyperfréquences.
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2.1 Cavités accélératrices
2.1.1 Principe
Les cavités accélératrices permettent de conﬁner une onde électromagnétique, par réﬂexion
de cette onde sur ses parois. La propagation d'une onde électromagnétique dans un milieu
diélectrique est régie par les équations de Maxwell. On se propose, dans un premier temps
de rappeler leurs écritures avant de se pencher sur l'étude du phénomène de résonance.
Equations de Maxwell
Dans le cas des cavités accélératrices le milieu diélectrique est le vide, les équations de
Maxwell s'écrivent alors, sous forme locale et intégrale, comme :
 Equation de Maxwell-Gauss
div( ~E) = 0 ⇔
{
S
~E.d~S = 0 (2.1)
 Equation de Maxwell-Thomson
div( ~B) = 0 ⇔
{
S
~B.d~S = 0 (2.2)
 Equation de Maxwell-Faraday
~rot( ~E) = −∂
~B
∂t
⇔
∮
l
~E.d~l = − ∂
∂t
{
S
~B.d~S (2.3)
 Equation de Maxwell-Ampère
~rot( ~B) = µ00
∂ ~E
∂t
⇔
∮
l
~B.d~l = µ00
∂
∂t
{
S
~E.d~S (2.4)
Avec,
µ0 : la perméabilité du vide (kg.m/s
2/A2)
0 : la permittivité du vide (A
2.s4/kg/m3)
c = 1√µ00 : la célérité de la lumière dans le vide (m/s)
Compréhension de la résonance
Une particule chargée est accélérée par un champ électrique. Appliquer une diﬀérence de
potentiel entre deux plaques d'un condensateur permet de créer un tel gradient accélérateur.
Toutefois, dans le premier chapitre (cf. Partie 1.2.1 ) on a évoqué le fait que l'accélération
électrostatique a une portée limitée, en raison des phénomènes de claquage, et qu'il est dans
ce cas plus intéressant d'utiliser un gradient alternatif.
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Mais alors, que se passe-t-il lorsqu'on applique une tension alternative aux bornes d'un
tel condensateur ? Pour répondre à cette question on se propose de résumer le raisonnement
suivi dans [50].
Figure 2.1  Champs électrique et magnétique entre deux plaques circulaires d'un conden-
sateur [50].
Pour cela, on considère un condensateur géométriquement idéal, illustré en Figure 2.1.
Comme la tension varie à ses bornes, le champ électrique oscille à la pulsation ω. L'évolution
de son amplitude (avec E0 sa valeur maximum) dans le temps s'écrit alors comme :
E = E0 e
iωt (2.5)
Or, comme l'indique l'équation de Maxwell-Ampère, là où il y a une variation du ﬂux
électrique dans le temps, il y a création de lignes de ﬂux magnétique. Donc, avec l'équation
intégrale 2.4, et en considérant le ﬂux électrique à travers la surface délimitée par la courbe
Γ1 de rayon r, on peut écrire :
c2 B 2pir = pir2
∂
∂t
E (2.6)
Et avec 2.5 on obtient, la valeur du champ magnétique :
B =
iωr
2c2
E0e
iωt (2.7)
Ainsi le champ magnétique oscille et son amplitude est proportionnelle à r. Mais, si le
ﬂux magnétique varie, d'après l'équation de Maxwell-Faraday, il induit un champ électrique :
le condensateur a, pour ainsi dire, un comportement inductif. Ce champ électrique, E2, vient
donc s'ajouter à notre champ électrique uniforme de départ, que l'on nommera maintenant
E1. En utilisant l'équations 2.3, et en considérant le ﬂux magnétique à travers la surface
délimitée par le contour Γ2 (cf. Figure 2.1 (b)) on obtient, avec le gap h :
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−E2(r).h = ∂
∂t
∫
B(r)hdr (2.8)
Ce qui donne, en utilisant l'équation 2.7 :
E2(r) =
∂
∂t
(
iωr2
4c2
E0e
iωt
)
= −ω
2r2
4c2
E0e
iωt (2.9)
Le champ électrique total devient alors :
E = E1 + E2 = (1− 1
4
ω2r2
c2
)E0e
iωt (2.10)
Ainsi, on remarque que l'amplitude du champ électrique diminue lorsqu'on s'éloigne du
centre du condensateur. De plus, ses variations engendrent un nouveau champ magnétique,
que l'on peut calculer en suivant le même raisonnement que précédemment, avec l'équation
de Maxwell-Ampère et le résultat de 2.9 :
B2(r) = −iω
3r3
16c4
E0e
iωt (2.11)
Ainsi, B2 vient corriger la valeur du champ magnétique B et elle s'ajoute à celle trouvée
en 2.7. Une fois encore, on constate que B2 varie dans le temps, cela signiﬁe donc qu'il induit
un champ électrique E3, qui lui même, par ses variations, crée un champ magnétique B3.
Il est alors possible de répéter ce raisonnement inﬁniment et de corriger petit à petit les
expressions des champs électromagnétiques.
Au ﬁnal, l'écriture complète du champ électromagnétique est donnée par : E = E0e
iωt
[
1− 1
(1!)2
(
ωr
2c
)2
+ 1
(2!)2
(
ωr
2c
)4 − 1
(3!)2
(
ωr
2c
)6
+ ...
]
B = E0e
iωt iωr
2c
[
1− 1
1!2!
(
ωr
2c
)2
+ 1
2!3!
(
ωr
2c
)4
+ 1
3!4!
(
ωr
2c
)6
+ ...
] (2.12)
Maintenant, si on pose x = ωr/2c, on constate que E et B s'écrivent selon les deux
premières fonctions de Bessel de première espèce J0(x) et J1(x) ; tracées sur la Figure 2.2.{
E = E0e
iωt J0(x)
B = E0e
iωt J1(x)
(2.13)
Le champ électrique peut donc adopter une inﬁnité de conﬁgurations entre les deux
plaques circulaires du condensateur. Pour un rayon donné, r, plus la fréquence sera grande,
plus x sera grand, et donc, plus le nombre d'oscillations du champ sera grand lorsqu'on se
déplacera du centre vers le bord des plaques. Remarquons aussi, que son amplitude ne dépend
pas de l'écart entre les deux plaques. Autour de ce champ électrique vient se mêler un champ
magnétique qui indique que le condensateur n'a plus seulement un comportement capacitif
mais aussi inductif. Et ce sont ces deux contre-réactions qui entretiennent les oscillations du
signal à une fréquence donnée.
On obtient ici un premier résonateur, dont on pourrait utiliser le champ électrique pour ac-
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Figure 2.2  Les deux premières fonctions de Bessel.
célérer un faisceau de particules le long de son axe central ; là où il est maximum. Cependant,
l'accélération de particules ne peut se faire que dans un environnement clos. Que se passe-t-il
alors lorsqu'on veut fermer le volume délimité par les deux plaques du condensateur ?
Le modèle de la cavité  pill-box 
On souhaite maintenant fermer le volume diélectrique sous forme d'un cylindre comme
illustré par la Figure 2.3 aﬁn de conﬁner l'onde électromagnétique. Pour cela, il est alors
inévitable de court-circuiter les bords des deux électrodes de la capacité. Si le champ électrique
est nul à l'extrémité de ces électrodes, il n'y a pas de diﬀérence de potentiel, aucun courant ne
se crée dans la paroi, les champs électrique et magnétique peuvent continuer leurs oscillations
sans que le résonateur n'ait plus aucune connexion vers l'extérieur.
Autrement dit, il y a résonance dans cette cavité en forme de  boîte de conserve  (ou
 pill-box ) lorsque le rapport (ωr/c) est égal à un  zéro  de la fonction de Bessel J0(x).
La condition qui lie le rayon de la cavité r à la pulsation de résonance ω pour le premier
mode (le plus intéressant pour l'accélération, car on ne piège que la première  arche  de la
fonction J0) est donc :
ω0 = 2, 405
c
r
(2.14)
Sous cette condition , le champ électrique oscille, avec une amplitude maximale au centre
de la cavité, et il est nul sur les bords. Par contre, l'amplitude du champ magnétique qui os-
cille autour du champ électrique (orienté selon le vecteur ~uθ de la Figure 2.3) n'est pas nulle le
long des parois. En eﬀet, pour x = 2,405, la fonction J1(x = 2,405) = 0,77. Les oscillations du
champ magnétique induisent en fait des courants de surface, qui entraînent la dissipation de
l'onde électromagnétique dans les parois du résonateur. En pratique, la résonance doit donc
être excitée de façon permanente si l'on veut éviter que l'onde électromagnétique s'évanouisse.
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Figure 2.3  Représentation schématique d'une cavité  pill-box .
Pour une cavité de rayon donné, les résonances se produiraient donc pour des valeurs de
fréquences discrètes correspondant aux zéros de la fonction J0, qui caractérisent le nombre
de fois où E change de signe le long de la composante radiale. De ce fait, le second mode de
résonance interviendrait donc à la fréquence f = 5,52 c/(2pir).
Mais, en réalité, il existe beaucoup plus de modes intermédiaires. En eﬀet, dans le chemi-
nement que l'on vient de suivre on a un peu  triché  car on a simplement pris en compte les
oscillations des champs dans un seul plan (O, ~ur, ~uz) en considérant une symétrie de révolu-
tion autour de l'axe ~Z. Or, tout comme dans la direction radiale, les champs peuvent adopter
diﬀérentes structures périodiques dans la direction azimutale (en fonction de θ) et dans la
direction longitudinale (en fonction de z). Ceci se démontre lorsqu'on résout les équations
d'ondes, issues de la combinaison des quatre équations de Maxwell pour des champs oscillant
à une pulsation ω (en eiωt) :
∆ ~E +
(ω
c
)2
~E = 0 ∆ ~B +
(ω
c
)2
~B = 0 (2.15)
Appliquées à chaque composante des champs en coordonnées cylindriques ( ~uz, ~ur, ~uθ),
en précisant les conditions aux limites sur les parois métalliques de la cavité (~n. ~E = 0 et
~n ∧ ~B = 0, avec ~n le vecteur normal aux parois), on en déduit toutes les possibilités pour
qu'une onde stationnaire s'établisse dans la cavité [51]. Ces ondes existent sous deux grandes
familles :
 Les ondes transverses électriques (TE), pour lesquelles le champ électrique dans la
direction longitudinale est nul (Ez = 0).
 Les ondes transverses magnétiques (TM), pour lesquelles le champ magnétique dans la
direction longitudinale est nul (Bz = 0).
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Pour un type d'onde donné, le système d'équations est vériﬁé par des fréquences bien
particulières fmnp correspondant à un mode TEmnp ou TMmnp. Les indices m,netp, prennent
des valeurs entières, et décrivent la périodicité des champs dans les trois directions du système
de coordonnées cylindriques :
 m, indique le nombre exact de périodes des oscillations des champs dans la direction
azimutale (lorsqu'on eﬀectue un tour complet sur une section transversale de la cavité,
θ variant de 0 à 2pi). Du fait de leur conﬁguration spatiale on parlera dans le cas où
m=0, de modes monopôlaires ; pour m=1, il s'agira de modes dipôlaires, pour m=2, de
modes quadripôlaires, etc..
 n, indique le nombre exact de fois où les champs s'annulent dans la direction radiale (r
variant de 0 à R).
 p, indique le nombre exact de demi-périodes des champs dans la direction longitudinale
(z variant de 0 à L). A noter que pour les modes TE, le cas p = 0 n'existe pas, cela
signiﬁerait que les champs sont nuls en tout point.
Le premier mode de résonance, appelé mode fondamental, est le mode TM010, c'est le
mode que l'on a évoqué précédemment qui correspond au premier zéro de J0. C'est donc ce
mode, de fréquence de résonance f0 = 2piω0, qui est le plus souvent utilisé pour l'accélération
des particules.
Tous les autres modes, appelés modes supérieurs, sont indésirables pour l'accélération,
car la conﬁguration de leur champ électromagnétique risque de perturber le faisceau et de
provoquer des pertes. Les modes supérieurs les plus perturbants sont ceux qui présentent
une composante électrique parallèle à l'axe faisceau (TM0np) et les modes dipôlaires qui
produisent une composante perpendiculaire à l'axe ~Z. Aﬁn d'illustrer ceci, on a représenté
les premiers modes d'une cavité  pill-box  en Figure 2.4. On remarquera que le mode
TM020, qui correspondait au deuxième mode de résonance dans notre première approche du
condensateur 1, est en réalité le neuvième.
Cavité et tubes faisceau
La cavité  pill-box  est donc le modèle idéal sur lequel est basé le fonctionnement des
cavités accélératrices. En pratique, pour que le faisceau pénètre dans la cavité, il convient
 d'ouvrir  ce résonateur, par le biais de tubes. En général, c'est sur ces tubes faisceau que
l'on vient placer un coupleur de puissance, c'est à dire une antenne qui permet d'amener le
signal RF dans la cavité. Les tubes jouent alors un rôle de guide d'ondes.
Tout comme il y a des modes résonants dans une cavité, on peut montrer que dans un
1. où seules les variations selon r étaient prises en compte.
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Figure 2.4  Répartition des champs électrique (E) et magnétique (H) pour quelques modes
résonant d'une cavité  pill-box . Les trois premiers modes sont représentés ainsi que le
neuvième, qui est le deuxième mode apériodique dans les directions azimutale et longitudinale,
après le fondamental.
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Figure 2.5  Représentation schématique d'une cavité accélératrice.
tube les ondes électromagnétiques ne peuvent se propager que sous certaines conditions en
adoptant des conﬁgurations spatiales bien déﬁnies. Les fréquences de coupure de ces modes,
c'est-à-dire les valeurs de fréquences en dessous desquelles les modes ne peuvent se propager,
sont inversement proportionnelles au rayon des tubes [52].
Généralement, les premiers modes de propagation permettent de coupler le mode de
résonance dans la cavité. Il faut alors s'assurer que les rayons de ces tubes faisceau ne sont
pas trop grands pour que la fréquence du mode accélérateur ne soit pas supérieure aux
fréquences de coupure des tubes. Les deux premiers modes progressifs qui permettent de
coupler la plupart des modes résonants présents dans la cavité sont les modes TM01 et TE11.
Leur fréquence de coupure s'écrit, pour un tube de rayon Rb :
fc(TM01) =
2, 405 c
2pi Rb
fc(TE11) =
1, 841 c
2pi Rb
(2.16)
Ainsi, pour un fonctionnement à 704,4 MHz, il faut que Rb < 124,7 mm aﬁn d'éviter tout
risque de propagation du mode fondamental vers l'extérieur de la cavité.
La Figure 2.5 schématise une cavité accélératrice avec ses tubes faisceau et ses deux an-
tennes. La première (Qi) permet de coupler la cavité pour y amener l'onde électromagnétique,
c'est le coupleur de puissance. L'autre, plus petite (Qt), permet, en pratique, d'extraire une
inﬁme partie du signal RF, aﬁn de mesurer l'image du champ accélérateur présent dans la
cavité.
Sur cette ﬁgure, le champ électrique du mode accélérateur est aussi représenté. La fré-
quence de résonance de la cavité est inférieure aux fréquences de coupure des premiers modes
de propagation dans les tubes faisceau, ainsi le champ électrique se propage à peine dans ces
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tubes et reste globalement piégé dans la cavité.
2.1.2 Grandeurs caractéristiques
Principe d'accélération et condition de synchronisme
L'accélération de particules dans une structure résonante n'est pas aussi aisée qu'avec un
générateur électrostatique. En eﬀet, le passage des particules doit être synchronisé avec les
oscillations du champ électrique sur l'axe faisceau.
Le faisceau se présente sous forme de paquets de particules, l'étalement de ces paquets
dans la direction longitudinale caractérise la dispersion en phase des particules qui le compose.
Aﬁn de garantir la cohésion du paquet tout au long de l'accélération, il est préférable que
son passage dans la cavité se fasse pendant la phase montante du champ RF. Ce cas est
représenté par la Figure 2.6 : une particule du paquet arrivant un peu trop tôt (M1) sera
moins accélérée et aura tendance à  attendre  les particules en queue de paquet (M2), qui
verront un champ accélérateur plus élevé. A l'inverse, un paquet pénétrant dans la cavité
lorsque le champ RF diminue aura tendance à s'étirer de plus en plus et à éclater (N , N1,
N2).
Figure 2.6  Champ accélérateur et stabilité en phase.
Par convention, on considère au centre du paquet une particule (ﬁctive) qui pénètre
ni trop en avance ni trop en retard dans la cavité. Cette particule de référence, appelée
particule synchrone, permet de déﬁnir la phase idéale pour garantir le synchronisme entre
l'onde accélératrice et le paquet de particules. Cette phase, appelée phase synchrone et notée
φs, est en fait la valeur moyenne de la phase entre l'onde RF et le paquet de particules
pendant son accélération dans la cavité. En conséquence, la tension accélératrice vue par le
paquet peut donc s'écrire comme :
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Vacc = Vcav cos(φs) (2.17)
Et si l'on prend en compte la charge q des particules, on peut en déduire le gain en énergie
apporté par la cavité :
∆W = q Vacc = q Vcav cos(φs) (2.18)
Ainsi, le faisceau ne voit pas forcément la tension accélératrice maximale oﬀerte par la
cavité, et, le gain d'énergie est pondéré par la valeur de φs. Le choix de cette phase est dicté
par les études de dynamique du faisceau. Il est notamment ﬁxé par l'acceptante longitudinale
de l'accélérateur et par la dispersion en phase du paquet.
Champ accélérateur
On vient de l'évoquer, l'accélération se fait sous certaines conditions de synchronisme,
où signal RF et particules ne sont pas forcément en phase. Qu'en est-il alors du champ
accélérateur réellement perçu par les particules ?
Pour comprendre ce mécanisme, intéressons-nous à un paquet qui pénètre dans une cavité
de pulsation de résonance ω0, au temps t0. Il parcourt la longueur totale Ltot de la cavité (cf.
Figure 2.5) et ressort au temps t1. Le gain en énergie du paquet durant son trajet est donc :
∆W =
∫ t1
t0
q ~E.~vdt (2.19)
où q est la charge des particules et v = βc la vitesse du paquet. ~E correspond au champ
électrique développé dans la cavité le long de l'axe faisceau. Le proﬁl du champ le long de
cet axe Ez(z, r = 0) dépend la position z. Il est maximum au milieu de la cavité et s'atténue
dans les tubes faisceau, de plus il oscille à la fréquence de résonance de la cavité f0. Le gain
complexe en énergie d'un paquet, pénétrant dans la cavité avec un déphasage ϕ par rapport
à l'onde RF, s'écrit alors :
∆˜W = q
∫ t1
t0
Ez(z, r = 0) e
j(ω0t+ϕ).vdt (2.20)
Sur une seule cavité, on peut en général supposer que ce gain d'énergie est faible par
rapport à l'énergie cinétique des particules. On peut ainsi faire l'approximation que v est
constante pendant le temps d'accélération. L'équation 2.20 se réécrit donc, comme :
∆˜W = q
∫ Ltot
0
Ez(z, r = 0) e
j(
ω0z
βc
+ϕ)dz (2.21)
Et le gain en énergie réel est :
∆W = Re
(
∆˜W
)
=
∣∣∣∆˜W ∣∣∣ cos(Arg (∆˜W)) (2.22)
Par identiﬁcation avec l'équation 2.18, on en déduit alors l'expression de la tension cavité
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Vcav et de la phase synchrone φs :
Vcav =
∣∣∣∆˜W ∣∣∣
q
=
∣∣∣∣∫ Ltot
0
Ez(z, r = 0)e
j
ω0z
βc dz
∣∣∣∣ (2.23)
φs = arctan
(∫ Ltot
0
Ez(z, r = 0) sin(
ω0z
βc
+ ϕ)dz∫ Ltot
0
Ez(z, r = 0) cos(
ω0z
βc
+ ϕ)dz
)
(2.24)
Enﬁn, pour une cavité accélératrice, on déﬁnit conventionnellement le champ accélérateur
comme :
Eacc =
Vcav
Lacc
=
1
Lacc
∣∣∣∣∫ Ltot
0
Ez(z, r = 0) e
j
ω0z
βc dz
∣∣∣∣ (2.25)
Par cette déﬁnition on peut noter plusieurs propriétés de Eacc :
 Il est calculé sur la longueur totale de la cavité Ltot mais normalisé par rapport à la
longueur accélératrice Lacc.
 Il dépend de la vitesse réduite β des particules.
 Il est déﬁni comme le module d'un nombre complexe et ne tient pas rigueur d'un éven-
tuel déphasage. En fait, il représente le champ accélérateur maximum envisageable.
Le champ accélérateur réel vu par le paquet de particules s'écrit, après sa traversée de la
cavité, en fonction de la tension accélératrice Vacc :
Evraiacc =
Vacc
Lacc
= Eacc cos (φs) (2.26)
Facteur de temps de transit
Il est d'usage de déﬁnir le facteur de temps de transit T (β) (pour  transit time factor )
comme le rapport entre la tension accélératrice maximum Vcav(β), vue par les particules de
vitesse β, et la tension maximale disponible dans la cavité Vmax :
T (β) =
Vacc
Vmax
(2.27)
Avec,
Vmax =
∫ Ltot
0
|Ez(z, r = 0)| dz (2.28)
Le facteur de temps de transit s'écrit alors comme :
T (β) =
∣∣∣∫ Ltot0 Ez(z, r = 0) ej ω0zβc dz∣∣∣∫ Ltot
0
|Ez(z, r = 0)| dz
≤ 1 (2.29)
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Il caractérise la façon dont les particules perçoivent l'onde RF, qui oscille à la fréquence
f0, pendant leur temps de vol dans la cavité. Autrement dit, pour une vitesse donnée du
paquet de particules à l'entrée de la cavité il permet de quantiﬁer la qualité de l'accélération.
 Bêta géométrique  et  bêta optimal 
On vient de voir que le facteur de temps de transit, T (β), est déﬁni pour un β donné.
Pour chaque type de cavité, on peut montrer qu'il existe une valeur optimale de la vitesse
réduite, βopt, pour laquelle T (β) est maximal. Cette valeur optimale dépend, bien sûr, de
l'allure du champ électrique sur l'axe faisceau, de la fréquence de fonctionnement de la cavité
et aussi de sa longueur.
En eﬀet, pour le mode accélérateur TM010, la cavité fonctionne en  mode pi , c'est-à-dire
que la longueur de la cellule accélératrice est égale à la demi-longueur d'onde (λ/2) du champ
résonant.
Lcell =
λ
2
(2.30)
Or pour que l'accélération se fasse eﬃcacement, il faut que les particules parcourent la
cellule dans un temps maximum correspondant à une demi-période RF. Ainsi, le champ
électrique ne change pas de signe pendant le temps de la traversé et s'inverse seulement au
moment où les particules quittent la cellule. En d'autres termes, la vitesse des particules doit
être égale à la vitesse de phase de l'onde. Il est alors possible de montrer [53] que pour un
 mode pi , on a :
Lcell =
βc
2f0
(2.31)
Cette étroite relation, entre vitesse de particule et longueur de cellule accélératrice, a pour
conséquence que l'on déﬁnit conventionnellement la longueur d'une cavité par son  bêta
géométrique , donné par :
βg =
2f0Lcell
c
(2.32)
Dans le cas des cavités  pill-box  (sans tube faisceau), on a exactement βg = βopt. Pour
des cavités aux géométries plus complexes, ces deux facteurs diﬀèrent sensiblement. Il est
cependant d'usage de désigner une cavité par son  bêta géométrique .
Cette diﬀérence s'explique par le changement d'allure du champ électrique, induit par la
présence des tubes faisceau mais aussi par la forme des cavités. Généralement, et notamment
dans le cas des cavités supraconductrices, on s'applique à leur donner des géométries qui
permettent de limiter les champs électromagnétiques de surface et les pertes.
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Facteur de qualité
La valeur du champ accélérateur est déﬁnie en fonction de la vitesse des particules que
l'on souhaite accélérer. Mais elle dépend surtout de la puissance RF stockée dans la cavité.
La puissance maximum que l'on pourra stocker dépend des pertes engendrées par la présence
des champs magnétiques de surface. Ces pertes sont quantiﬁées par le facteur de qualité
Q0, déﬁni pour un mode de résonance de pulsation ω0, comme le rapport entre l'énergie RF
stockée W (en Joules) et la puissance RF dissipée Pcav (en Watts) :
Q0 = 2pi
Energie stocke´e dans la cavite´
Energie dissipe´e par cycle RF
= ω0
W
Pcav
(2.33)
Les cavités accélératrices travaillent avec un vide poussé, les pertes dans le volume di-
électrique sont donc négligeables et seules les dissipations RF sur les parois métalliques de
la cavité ont une inﬂuence sur Pcav. Ces dissipations sont essentiellement dues aux courants
créés sur la surface interne S de la cavité par le champ magnétique H, qui entraînent des
dissipations par eﬀet Joule proportionnelles à la résistance de surface RS du matériau :
Pcav =
1
2
∫
S
RS |H|2 dS (2.34)
L'énergie RF stockée s'écrit, elle, comme :
W =
1
2
µ0
∫
V
|H|2 dV = 1
2
0
∫
V
|E|2 dV (2.35)
Le facteur de qualité s'écrit alors comme :
Q0 = ω0
µ0
∫
V
|H|2 dV∫
S
RS |H|2 dS
(2.36)
Et, si l'on considère que la résistance de surface est uniforme sur les parois internes de la
cavité, il est alors possible de déﬁnir le facteur G comme :
G = ω0µ0
∫
V
|H|2 dV∫
S
|H|2 dS = RS Q0 (2.37)
G s'exprime en Ohms et il est appelé  facteur géométrique  car il a l'avantage de ne
pas dépendre de la résistance de surface du matériau, mais simplement de la géométrie de la
cavité. Il est ainsi très utile pour comparer diﬀérentes formes de cavités accélératrices sans
tenir compte du matériau qui les compose.
Lors du design et de la conception d'une cavité on cherchera toujours à maximiser cette
grandeur, car pour une valeur de RS donnée, G est directement proportionnel à Q0, et plus
Q0 est grand, moins les pertes RF sont importantes.
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Impédance shunt et (r/Q)
Une autre grandeur importante utilisée pour caractériser les pertes d'une cavité est  l'im-
pédance shunt . Par analogie avec un circuit électrique, on déﬁnit la puissance dissipée Pcav
dans les parois de la cavité, en considérant celle-ci comme une impédance, rshunt, soumise à
une tension qui n'est autre que la tension cavité :
rshunt =
V 2cav
2Pcav
=
(EaccLacc)
2
2Pcav
(2.38)
Cette impédance, aussi exprimée en Ohms, prendra des valeurs d'autant plus grandes que
les pertes RF seront faibles. Tout comme le facteur de qualité, rshunt permet de quantiﬁer les
pertes RF. Il est notamment intéressant de relier ces deux grandeurs et en particulier d'en
exprimer le rapport que l'on écrit (r/Q) :(
r
Q
)
=
(EaccLacc)
2
2ω0W
(2.39)
Notons que, comme G, le (r/Q) ne dépend pas de la résistance de surface, mais seulement
de la géométrie de la cavité. Ainsi, pour une valeur donnée d'énergie stockée dans la cavité,
plus le (r/Q) sera grand, plus le champ accélérateur sera important.
Contrairement à G, qui ne dépend que de la forme de la cavité et donc du βg, le rapport
(r/Q) est relié au champ accélérateur et il dépend donc de la vitesse (βc) des particules
accélérées.
2.1.3 Modélisation d'une cavité et de son environnement
Introduction des principaux paramètres et analogie entre déﬁnitions  électrique 
et  énergétique 
Une cavité accélératrice, de part sa géométrie permet de stocker une onde électroma-
gnétique qui résonne à une fréquence bien précise. En fait, elle agit comme un résonateur
passe-bande, et par conséquent, on peut la modéliser comme un circuit parallèle RLC. La
Figure 2.7 donne une vision schématique d'une cavité, traversée par un faisceau, et de son
environnement. Une source RF, reliée à une ligne de transmission d'impédance Z0, permet
d'acheminer le signal jusqu'au coupleur de puissance représenté par un transformateur idéal
(1 : N) (une spire côté générateur et N spires côté cavité). Un circulateur est inséré dans la
ligne aﬁn de protéger le générateur d'un quelconque signal réﬂéchi. Comme on le verra par
la suite, pour la cavité, le faisceau peut être assimilé à un générateur de courant.
Regardons dans un premier temps la cavité seule, modélisée comme un circuit RLC aux
bornes duquel se trouve une tension Vcav. La résistance R modélise, en quelque sorte, la
résistance de surface du matériau qui compose les parois de la cavité et dans lesquelles une
partie de la puissance RF, Pcav, est dissipée.
Pcav =
1
2
V 2cav
R
(2.40)
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Figure 2.7  Vision schématique d'une cavité traversée par un faisceau, et couplée à un
générateur de puissance RF par l'intermédiaire d'un coupleur et d'une ligne de transmission.
L'énergie stockée dans la cavité est, elle, équivalente à l'énergie emmagasinée par le
condensateur C. On peut donc écrire :
W =
1
2
C V 2cav =
1
2
V 2cav
ω20L
(2.41)
Sachant que pour un circuit RLC, ω0 = 1√LC , et en utilisant les équations 2.33, 2.40 et
2.41, il est donc possible de déduire les relations qui lient Q0, ω0, R,L et C.
Q0 = ω0 R C =
R
Lω0
(2.42)
Toutefois, l'onde RF issue du générateur, n'est pas uniquement dissipée dans la cavité,
mais aussi dans le coupleur ou encore dans la ligne de transmission, autrement dit dans tout
l'environnement externe à la cavité. On peut donc déﬁnir un facteur de qualité externe (ou
couplage externe) qui prend en compte la puissance de dissipation Pext dans les systèmes
autres que la cavité.
Qext = 2pi
Energie stocke´e dans la cavite´
Energie dissipe´e dans l′appareillage externe par cycle RF
= ω0
W
Pext
(2.43)
De même, il est alors possible de déﬁnir le facteur de qualité en charge (ou couplage en
charge), QL, de la cavité, qui caractérise l'ensemble des dissipations dans l'installation (cavité
+ lignes de transmission).
QL = 2pi
Energie stocke´e dans la cavite´
Energie totale dissipe´e par cycle RF
= ω0
W
Pcav + Pext
= ω0
W
Ptot
(2.44)
Et donc en utilisant 2.33, 2.43 et 2.44, il est possible de déduire la relation qui caractérise
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le couplage de la cavité :
1
QL
=
1
Q0
+
1
Qext
(2.45)
De plus, en posant :
Pext =
1
2
V 20
Zext
et Ptotale =
1
2
V 20
RL
(2.46)
Où, Zext est la charge externe vue par la cavité (c'est-à-dire le coupleur plus les lignes de
transmission) et RL la charge totale du système, on peut en déduire la relation qui lie ces
impédances.
1
RL
=
1
R
+
1
Zext
(2.47)
Enﬁn, il est intéressant de remarquer que :
Q0 Pcav = Qext Pext = QL Ptotale (2.48)
Ce qui nous conduit, en utilisant 2.46 et 2.40 aux relations entre les rapports  impédance
sur couplage  :
R
Q0
=
Zext
Qext
=
RL
QL
=
√
L
C
(2.49)
Remarquons maintenant que le rapport R
Q0
(ou RL
QL
) ne dépend que de L et C . Autrement
dit, il est indépendant de la résistance de surface, et caractérise donc la géométrie de la
cavité. Il est possible de relier ce rapport, qui découle d'une analyse  électrique  de la
cavité (modélisation comme un circuit RLC), au rapport (r/Q) déﬁni d'un point de vue
 énergétique , en utilisant la relation 2.39.(
r
Q
)
=
V 2cav
2ω0
1
2
C V 2cav
=
1
ω0 C
(2.50)
Ce qui, avec 2.42, conduit à la simple égalité :(
r
Q
)
=
R
Q0
(2.51)
Maintenant que les relations de couplages sont établies, ainsi que le lien entre les grandeurs
qui caractérisent une cavité, comme son Q0 ou le (r/Q), avec les paramètres R, L et C du
modèle électrique, il est intéressant de se pencher sur les comportements des sources de
courant. Ces deux sources caractérisent, d'une part le générateur RF et, d'autre part le
faisceau de particules accéléré.
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La source Hyperfréquence, un générateur de courant
Dans cette partie on s'attardera sur la modélisation du générateur RF et on explicitera
comment la cavité perçoit Ig, le courant produit par le générateur.
On se place tout d'abord du côté du générateur, ou plus précisément du point de vue
de la ligne de transmission, entre le circulateur et le coupleur de puissance (décrit par la
Figure 2.8).
Figure 2.8  Schéma équivalent en se plaçant du point de vue de la ligne de transmission
RF, avant le coupleur de puissance et après le circulateur.
Les grandeurs notées d'une apostrophe,  ' , indiquent qu'on se place du côté des guides
d'onde. De ce point de vue, une partie du signal incident venant du générateur (V
′
inc) pénètre
dans la cavité, tandis qu'une autre partie du signal est réﬂéchie (V
′
ref ) en direction du circu-
lateur. Dans ce cas, la tension et le courant cavité (V
′
cav,I
′
cav) peuvent donc être exprimés en
fonction des signaux transmis, réﬂéchis et du courant faisceau (I
′
b).
V
′
cav = V
′
inc + V
′
ref (2.52)
et,
I
′
cav = I
′
inc + I
′
ref + I
′
b (2.53)
En remarquant que V
′
inc = Z0 I
′
inc et que V
′
ref = −Z0 I ′ref , puis en éliminant V ′ref dans 2.52
grâce à 2.53 on obtient l'expression suivante :
I
′
cav =
V
′
inc
Z0
− V
′
cav − V ′inc
Z0
+ I
′
b (2.54)
Par application de la loi d'Ohm, il est alors possible d'exprimer la tension cavité en
fonction du courant incident et du courant faisceau :
V
′
cav =
Z
′
cavZ0
Z0 + Z
′
cav
(
2I
′
inc + I
′
b
)
(2.55)
Nous avons donc la relation qui lie les courants à la tension cavité du point de vue des
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guides d'onde. Mais, dans la réalité, on est intéressé par les valeurs au sein de la cavité (ce qui
est vraiment ressenti par le faisceau). On souhaite donc maintenant se placer du point de vue
de la cavité. Pour cela, on rappelle qu'avec les relations de passage pour un transformateur
parfait, on a :
Côté guide d'onde Côté cavité
V
′ −→ V = NV ′
I
′ −→ I = I′
N
De ces lois de transformations on peut en déduire les relations d'impédances de la cavité
et de la ligne de transmission :
Z
′
cav =
Zcav
N2
(2.56)
Zext = Z0N
2 (2.57)
En appliquant maintenant ces lois de transformation, en utilisant 2.56 et en remarquant
que le courant transmis I
′
inc n'est autre que le courant générateur Ig, et que I
′
b = Ib (car le
couplage est direct, il n'y a pas d'élément intermédiaire entre le faisceau et la cavité), on peut
écrire l'expression de la tension Vcav :
Vcav =
N2ZcavZ0
N2Z0 + Zcav
(2Ig + Ib) (2.58)
Reprenons maintenant le même raisonnement mais en se plaçant directement du point
de vue de la cavité. Le schéma équivalent de cette situation est donné par la Figure 2.9, où
le faisceau est toujours vu comme la même source de courant, tandis que la ligne RF et le
coupleur sont vus comme une charge globale d'impédance Zext. Le courant générateur perçu
par la cavité est noté IRF . Ici, c'est en fait la relation entre Ig et IRF que l'on cherche à
établir.
Figure 2.9  Schéma équivalent en se plaçant du point de vue de la cavité.
Au regard du schéma de la Figure 2.9, la tension cavité peut alors s'exprimer directement
comme :
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Vcav =
ZcavZext
Zcav + Zext
(IRF + Ib) (2.59)
Avec 2.57, cette relation devient :
Vcav =
N2ZcavZ0
N2Z0 + Zcav
(IRF + Ib) (2.60)
Enﬁn, par identiﬁcation entre 2.58 et 2.60, on en déduit que le courant perçu par la cavité
est égal au double du courant délivré par le générateur.
IRF = 2 Ig (2.61)
Le faisceau, un autre générateur de courant
Dans ce modèle équivalent RLC, le faisceau est représenté comme une source de courant
alternatif, cependant, à l'origine, il a plutôt une structure  hachée . Cette structure peut
être décomposée dans le temps, comme une succession de  bunchs  gaussiens, d'écarts types
σt et espacés d'une période T (cf. Figure 2.10).
Figure 2.10  Structure temporelle du courant faisceau composé d'une succession de
 bunchs  gaussiens
Le courant délivré par un seul  bunch  de charge totale q s'exprime donc de la façon
suivante :
I (t) =
q√
2piσt
e
− t2
2σ2t = Imax e
− t2
2σ2t (2.62)
Aﬁn d'identiﬁer les harmoniques de cette fonction périodique, regardons sa décomposition
en série de Fourier sur l'intervalle [−T/2;T/2]. En notant Ω la pulsation de passage des
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paquets de particules dans la cavité et en remarquant que I (t) est une fonction paire, on
peut donc écrire :
I (t) =
a0
2
+
+∞∑
n=1
an cos (nΩt) + bn sin (nΩt) (2.63)
Avec, 
Ω = (2pi/T )
a0 = (2q/T )
an = (2q/T ) e
− (nΩσt)2
2
bn = 0
(2.64)
Les valeurs des coeﬃcients de Fourier résultent, entre autres, du calcul de l'intégrale de
Gauss ; une méthode de résolution est proposée dans l'Annexe A. Le courant du faisceau, sur
une période T , est déﬁni comme :
Ib0 =
q
T
(2.65)
Ce qui conduit à écrire les coeﬃcients pairs de la série de Fourier comme :
an = 2 Ib0 e
− (nΩσt)2
2 (2.66)
De façon générale, pour les paquets de particules où la dispersion en énergie est faible,
σt << T ; ce qui est le cas pour les cavités de la ligne supraconductrice de l'accélérateur à
protons pour MYRRHA.
Dans le cas de l'accélérateur de MYRRHA le taux de répétition sera de 352,2 MHz (ou
176,1 MHz), soit T ≈ 2,8 ns (soit T ≈ 5,6 ns) , tandis que σt ≈ 10 ps.
Par conséquent, pour des valeurs de n telles que n << T
σt
nous avons :
an (Ω) ≈ 2 Ib0 (2.67)
Enﬁn, comme on le verra par la suite, les cavités accélératrices ont une bande passante
très étroite. Autrement dit, du point de vue de la cavité, seul l'harmonique du faisceau qui
correspond à sa pulsation de résonance 2 ω0 = nΩ est perçu. Finalement, le faisceau est bien
vu comme un générateur de courant alternatif où :
Ib (t) = 2 Ib0 cos (ω0 t) (2.68)
2. Selon le type de cavité et leur position dans un accélérateur, la fréquence de résonance d'une cavité
peut être supérieure au taux de répétition du faisceau. Dans ce cas, cette pulsation de résonance est choisie
pour être un multiple entier du taux de répétition.
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La cavité, un résonateur passe-bande
Maintenant que nous avons identiﬁé le comportement des deux générateurs de courant,
replaçons nous déﬁnitivement du côté de la cavité. Celle-ci est donc modélisée comme un
circuit résonant RLC et son comportement en charge peut être explicité en utilisant tout
d'abord la loi de Kirchoﬀ (cf. Figure 2.9).
IRF + Ib = 2Ig + Ib = I = IC + IRL + IL (2.69)
De cette expression on en déduit l'équation diﬀérentielle qui relie courants et tensions
dans le circuit RLC :
dI(t)
dt
= C
d2Vcav(t)
dt2
+
1
RL
dVcav(t)
dt
+
1
L
Vcav(t) (2.70)
Aﬁn de résoudre cette équation, on considère le courant sous sa forme complexe I˜(t) =
I0 e
jωt. Une solution pour la tension cavité sera donc de la forme V˜cav(t) = Vcav ej(ωt+ψ), où
ψ est le déphasage, induit par le système RLC, entre la consigne de courant et la réponse en
tension Vcav. Après résolution, cette tension s'exprime alors en fonction du courant comme :
V˜cav =
RL
1 + jRL(ωC − 1ωL)
I˜ (2.71)
En utilisant les relations 2.42 et 2.49, l'égalité précédente s'exprime en fonction du facteur
de qualité en charge, QL, de la cavité et de sa pulsation de résonance comme :
V˜cav =
RL
1− jQL(ω0ω − ωω0 )
I˜ (2.72)
Et le déphasage ψ entre la tension et le courant s'exprime donc comme :
ψ = Arg
(
V˜cav
)
⇐⇒ tan(ψ) = QL(ω0
ω
− ω
ω0
) (2.73)
Dans le cas où la pulsation du générateur, ω, est très proche de la pulsation propre de
résonance de la cavité, ω0, nous avons : ω0 ≈ ω et ∆ω = ω0 − ω. Ce qui conduit vers :
tan(ψ) = QL
(
ω20 − ω2
ωω0
)
⇒ tan(ψ) ≈ QL(2ω∆ω
ω2
)
⇒ tan(ψ) ≈ 2QL∆ω
ω
= 2QL
∆f
f
(2.74)
Par conséquent, l'amplitude de la tension cavité (cf. Figure 2.11) peut s'écrire comme :
Vcav(ω) =
RL√
1 + (tan(ψ))2
I0 (2.75)
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Figure 2.11  Diagramme de Bode de la cavité
La bande passante est déﬁnie comme la bande de fréquence où la puissance dans la cavité
chute de moitié (-3 dB), c'est-à-dire lorsque la tension cavité diminue d'un facteur 1/
√
2. Et
la condition pour ψ s'écrit alors (cf. Figure 2.11) :
V (ω) =
Vmax√
2
⇔ |tan(ψ)| = 1 ⇔ ψ = ± pi
4
(2.76)
Puis, avec 2.74, on constate ﬁnalement que la bande passante de la cavité dépend de sa
fréquence de résonance et de son couplage en charge :
BPω ≈ ω0
QL
⇐⇒ BPf ≈ f0
QL
(2.77)
2.1.4 Notion de couplage
Cavité dans une conﬁguration de test
Dans cette partie, on souhaite approfondir les notions de couplage introduites précédem-
ment, et ceci, aﬁn de bien identiﬁer les grandeurs mises en jeu dans le cas particulier d'un
test de cavité (sans faisceau).
Lors d'une mesure HF de cavité, on utilise deux antennes distinctes (illustré par la Fi-
gure 2.5) :
 La première, l'antenne incidente permet d'amener la puissance RF dans le résonateur
en provenance du générateur, Pi ; c'est aussi par celle-ci qu'une partie de la puissance
est réﬂéchie, Pr, vers le circulateur.
 La seconde permet de prélever un échantillon de la puissance stockée dans la cavité pour
notamment en déduire la valeur du champ accélérateur ; cette puissance ainsi prélevée
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est appelée puissance transmise Pt.
Par conséquent la charge externe, Zext, vue par la cavité est la somme de deux charges
en parallèle qui correspondent à la ligne incidente Zi et à la ligne du transmis Zt :
1
Zext
=
1
Zi
+
1
Zt
⇐⇒ 1
Qext
=
1
Qi
+
1
Qt
(2.78)
Et, pour les deux antennes, il est d'usage de déﬁnir les coeﬃcients de couplage, βi et βt,
comme :
βi =
Q0
Qi
et βt =
Q0
Qt
(2.79)
Par conséquent le couplage en charge dans la cavité s'écrit comme :
1
QL
=
1
Q0
+
1
Qi
+
1
Qt
=
1
Q0
(1 + βi + βt) (2.80)
Ainsi, déterminer le facteur de qualité, Q0, d'une cavité revient à mesurer les diﬀérents
couplages. Ceux-ci sont obtenus par la mesure des diﬀérentes puissances mises en jeux lors
d'un test.
Bilan de Puissance
Puissances et couplages sont liés (cf. équation 2.48), ainsi, faire un bilan de ces puissances
aide à déterminer les valeurs des couplages.
Pour cela, explicitons les quatre puissances intervenant dans le bilan en fonction de la
tension cavité Vcav : la puissance délivrée par le générateur, ou puissance incidente (Pg = Pi),
la puissance réﬂéchie Pr, la puissance stockée dans la cavité Pcav et la puissance transmise
Pt. Dans une telle conﬁguration de test, il n'y a pas de faisceau, donc Ib = 0, et la puissance
Pb n'intervient donc pas dans le bilan 3.
 En appliquant la loi d'Ohm, puis avec 2.49 et 2.51, Pi s'écrit comme :
Pi =
Zi |Ig|2
2
=
(r/Q)Qi
8
∣∣∣I˜RF ∣∣∣2 (2.81)
L'étude se fait à la résonance de la cavité, c'est-à-dire pour ψ = 0. En conséquence,
avec l'aide de 2.75, l'expression de la puissance devient :
Pi =
Qi
8(r/Q)Q2L
V 2cav (2.82)
3. Le cas général, dans une  conﬁguration accélérateur , est traité dans le chapitre 5
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 La puissance stockée dans la cavité s'exprime, avec sa déﬁnition 2.40, comme :
Pcav =
1
2(r/Q)Q0
V 2cav (2.83)
 Avec 2.48, 2.49 et 2.51, Pt s'exprime en fonction de Pcav ou de Vcav comme :
Pt =
Q0
Qt
Pcav =
1
2(r/Q)Qt
V 2cav (2.84)
 Enﬁn, la puissance réﬂéchie vériﬁe l'égalité suivante :
Pr = Pi − Pcav − Pt (2.85)
D'où son expression :
Pr =
(
Qi
4Q2L
− 1
Q0
− 1
Qt
)
V 2cav
2(r/Q)
=
(
Qi
4Q2L
+
1
Qi
− 1
QL
)
V 2cav
2(r/Q)
(2.86)
Ainsi, on peut exprimer les rapports des puissances comme :

Pr
Pi
=
(
2
QL
Qi
− 1
)2
Pt
Pi
= 4
Q2L
QiQt
Pcav
Pi
= 4
Q2L
QiQ0
(2.87)
Lors d'un test il est relativement aisé de mesurer Pi, Pr et Pt, donc, pour obtenir les
couplages Qi et Qt il faut aussi évaluer QL.
Mesure du couplage en charge QL
Le couplage en charge d'une cavité est directement relié à sa fréquence de résonance et à
sa bande passante. Cependant, dans certains cas (en particulier celui d'une cavité supracon-
ductrice), QL est si élevé qu'il est très diﬃcile de mesurer la bande passante par une méthode
classique (par simple mesure du spectre fréquentiel).
Une méthode de mesure indirecte, par une analyse du comportement transitoire du sys-
tème, permet cependant de déterminer QL. Intéressons-nous alors au cas où le générateur est
brutalement coupé, où l'équation 2.70 devient :
0 =
d2Vcav(t)
dt2
+
ω0
QL
dVcav(t)
dt
+ ω20Vcav(t) (2.88)
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On peut montrer que la solution de cette équation linéaire du second ordre est :
Vcav(t) = Vcav0 e
−t/τcav cos
(
ω0
2QL
(
√
4Q2L − 1) t+ ϕ
)
(2.89)
où, ϕ est la phase du signal à t = 0, et τcav le temps de décroissance de l'enveloppe de la
tension dans la cavité, que l'on peut mesurer, et qui s'exprime comme :
τcav =
2QL
ω0
⇐⇒ QL = ω0τcav
2
(2.90)
Discussion de la notion de couplage critique
Connaissant la valeur du couplage QL, les couplage Qi et Qt se déduisent du système
d'équations 2.87 :
Qi =
2QL
1±√Pr/Pi (2.91)
Qt = 4QL
Pi
Pt
1±√Pr/Pi
2
(2.92)
On remarque que, pour chacun de ces facteurs , il existe deux solutions qui dépendent du
couplage incident sur la cavité. Le signe +  est utilisé lorsque la cavité est dite sur-couplée,
tandis que le signe  −  correspond au cas où la cavité est dite sous-couplée. Pour ex-
pliquer cela intéressons nous au cas frontière ou la cavité n'est ni sur-couplée, ni sous-couplée.
Généralement, lors d'une mesure, le point délicat est de déterminer dans quel cas de
ﬁgure on se trouve. Pour cela, intéressons-nous au point frontière entre sous-couplage et sur-
couplage, appelé couplage critique, où la puissance réﬂéchie est nulle lorsque le système
alimenté a atteint son équilibre (cavité chargée, P charge´er = 0). D'après 2.87, la relation entre
Pr et Pi s'écrit :
P charge´er = Pi
(
2
QL
Qi
− 1
)2
= Pi
(
βi − βt − 1
βi + βt + 1
)2
(2.93)
Le couplage critique est donc atteint lorsque :
βcriti = 1 + βt (2.94)
Puis si la source RF est brutalement coupée, la cavité se décharge et avec 2.48, 2.79 et
2.80, on en déduit l'expression de la puissance réﬂéchie dans ce cas de ﬁgure :
P de´charger = βiPcav = P
charge´e
i
4β2i
(βi + βt + 1)
2 (2.95)
Donc, si le couplage est critique, cette puissance réﬂéchie sera exactement égale à la puis-
sance incidente juste avant le début de la décharge P de´charger = P
charge´e
i .
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La cavité est dite sur-couplée lorsque P de´charger > P
charge´e
i , c'est-à-dire pour βi > β
crit
i ,
soit Qi < 2QL (ce qui correspond au cas où l'on prend les signes  +  dans les formules 2.91
et 2.92).
Par opposition la cavité est dite sous-couplée lorsque P de´charger < P
charge´e
i , c'est-à-dire
pour βi < βcriti , soit Qi > 2QL (ce qui correspond au cas où l'on prend les signes  −  dans
les formules 2.91 et 2.92).
Aﬁn d'illustrer ceci, en Figure 2.12, on a représenté la réponse impulsionnelle d'une cavité
en se basant sur la résolution de l'équation 2.70 et un bilan de puissance dans le domaine
transitoire. Sur cette ﬁgure, les puissances réﬂéchie et transmise sont représentées dans les
trois cas de couplage (critique, sur-couplé, sous-couplé). On met ici en évidence une méthode,
pour déterminer le type de couplage de la cavité, qui consiste à regarder l'allure de Pr lors
des charge et décharge de la cavité. Une autre méthode serait d'utiliser l'abaque de Smith en
réﬂexion avec un analyseur de réseau.
Mesure de Q0(Eacc)
Tester une cavité revient à mesurer son facteur de qualité Q0 à diﬀérents points de fonc-
tionnement (diﬀérents Eacc) et pour cela on souhaite le faire avec un maximum de précision
possible. On peut montrer que les erreurs de mesure son minimisées lorsque le couplage est
critique sur le port incident de la cavité [54].
Dans ce but, le choix de la forme (en particulier de la longueur) de l'antenne sur le port
incident est établi pour être le plus proche possible du couplage critique ; on reviendra sur la
méthode pour déterminer sa longueur dans le chapitre 4.
Généralement, le couplage Qt est, lui, choisi de façon à ce qu'on ne prélève qu'une très
petite partie du signal dans la cavité, il est donc choisi très grand par rapport auQ0 (βt << 1).
Par conséquent, on considère le plus souvent, dans ce type de mesures en  couplage critique ,
que l'on souhaite se rapprocher du cas :
βcriti ≈ 1 (2.96)
C'est à dire qu'on se place dans le cas :
Qi ≈ 2QL ≈ Q0 (2.97)
Une fois que Qi et Qt ont été choisis puis re-mesurés en début d'expérience en se basant
sur la méthode précédemment décrite, il est alors possible de mesurer le Q0.
La procédure de test consiste ensuite à augmenter progressivement la puissance du géné-
rateur, et par conséquent l'énergie stockée dans la cavité. A chaque palier de Pi, on peut, par
un bilan sur les puissances mesurées (Pi, Pr, Pt) (cf. équation 2.85), déduire Pcav, puis avec
2.48, on obtient la valeur du facteur de qualité :
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Figure 2.12  Réponse impulsionnelle d'une cavité dans les trois gammes de couplages
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Q0 =
QtPt
Pcav
(2.98)
Enﬁn, avec 2.40, le champ accélérateur associé au facteur de qualité s'écrit :
Eacc =
√
2(r/Q)
Lacc
√
Q0Pcav =
√
2(r/Q)
Lacc
√
QtPt (2.99)
Connaître l'évolution du facteur de qualité en fonction de la puissance qui est injectée
dans la cavité, et donc du champ accélérateur, est primordial dans la conception d'une ligne
accélératrice RF, car il faut s'assurer que les cavités sont de performances acceptables autour
du point de fonctionnement souhaité.
De plus, une telle étude expérimentale permet de déterminer le point de  rupture RF 
d'une cavité, c'est-à-dire la valeur maximale du gradient accélérateur qu'elle peut fournir.
Dans le cas des cavités supraconductrices, cette limite est caractérisée par le phénomène de
 quench  qui traduit la perte de l'état supraconducteur du matériau. Les causes et raisons
qui engendrent un  quench  d'une cavité sont généralement liées soit à des phénomènes
thermiques, soit à des phénomènes magnétiques. Depuis maintenant un siècle et la découverte
du phénomène de supraconductivité, on dispose de nombreuses notions théoriques qui per-
mettent de comprendre et d'anticiper la dégradation de l'état supraconducteur d'un matériau
soumis à un champ RF.
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2.2 Phénomène de supraconductivité
La découverte du phénomène de supraconductivité est relativement jeune puisqu'il a été
mis en évidence pour la première fois au début du XXe`me siècle par K.Onnes. Cet état de
la matière présente de nombreux avantages et de plus en plus d'applications y trouvent un
intérêt, ce qui est notamment le cas des cavités accélératrices.
Aﬁn de le comprendre, on a donc souhaité synthétiser, dans cette partie, les propriétés
fondamentales qui caractérisent l'état d'un supraconducteur. On reviendra donc sur les dif-
férentes théories qui ont permis d'expliquer ce phénomène, et d'en comprendre les limites
dans son application au conﬁnement de champ électromagnétique RF pour l'accélération de
particules.
2.2.1 Approche phénoménologique
Disparition de l'état résistif
Figure 2.13  A gauche : H.K. Onnes (à droite) et G.J. Flim (à gauche), chef du laboratoire
de cryogénie, devant le liquéfacteur d'hélium à l'université de Leyde en 1908. A droite :
mesures eﬀectuées par K. Onnes et G. Hosts de l'évolution de la résistance en Ohms d'un
échantillon de mercure en fonction de la température, en Kelvin. [55]
En 1911, alors qu'il menait des recherches sur l'état de la matière à très basse température,
K. Onnes constate que la résistivité d'un échantillon de mercure chute brusquement lorsqu'il
est porté aux alentours de la température de l'hélium liquide, 4,2 K (cf. Figure 2.13). Il met
ainsi en évidence qu'en dessous d'une certaine température, appelée température critique Tc,
la résistivité ρ devient tellement faible qu'elle ne semble plus mesurable. Ce n'est que plus
tard, en maintenant un courant persistant dans une boucle faite de matériau supraconducteur,
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qu'il a été établi que la limite la plus haute de la résistivité d'un supraconducteur ρs, s'exprime
en fonction de sa résistivité dans son état normal ρn tel que [56] :
ρs < 10
−12ρn (2.100)
Il est maintenant considéré que cette résistivité est strictement nulle pour un courant
continu, cependant, pour un courant alternatif il a été montré que cette résistance devient
très faible mais ne s'annule pas. Cette propriété, cruciale dans le fonctionnement des cavités
RF, sera approfondie dans les pages suivantes.
Eﬀet Meissner et les trois grandeurs critiques
Après cette première  trouvaille  il a fallu une vingtaine d'années pour que W. Meissner
et R. Oschenfeld fassent la découverte, en 1933, de l'étonnante capacité des supraconducteurs
à expulser un ﬂux magnétique constant.
Ce comportement diamagnétique parfait s'explique par le fait que lors de la transition
dans l'état supraconducteur, des courants de surface sont créés et jouent le rôle d'écran
(Hypothèse de London) pour le champ magnétique qui devient nul à l'intérieur du supra-
conducteur. Cet eﬀet, nommé  Eﬀet Meissner , est à l'origine de l'expérience de l'aimant
ﬂottant qui, déposé sur un supraconducteur porté en dessous de sa température critique, se
met à léviter. Et ceci, jusqu'à ce que le supraconducteur se réchauﬀe (cf. Figure 2.14).
Figure 2.14  Eﬀet Meissner.
La température critique des matériaux identiﬁés comme supraconducteurs est en général
très faible (. 25 K ). Ceci explique notamment que ce phénomène qui est loin d'être rare
(de nombreux éléments simples, métalliques et organiques sont supraconducteurs), n'ait été
réellement étudié que tardivement. L'inconvénient des très basses températures à atteindre,
a été partiellement repoussé à partir de 1986 avec la découverte de matériaux céramiques,
à base d'oxyde de cuivre, dont les températures critiques sont aux alentours de 100 K. Ces
matériaux  synthétiques  sont, cependant, de structure relativement fragile et la quête du
matériau idéal, résistant, mécaniquement polyvalent et de température critique encore plus
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proche de l'ambiant, reste ouverte.
L'existence de l'état supraconducteur n'est pas seulement conditionnée par la tempéra-
ture. En eﬀet, pour une température donnée T < Tc, il existe une valeur du champ magnétique
appliqué au-dessus de laquelle le matériau redevient normal : c'est le champ magnétique cri-
tique Hc. De plus, le champ magnétique induit des courants à la surface du supraconducteur
et s'il existe un Hc, il existe aussi une densité de courant critique Jc directement reliée à la
notion de champ critique.
En conséquence, l'état supraconducteur ne peut subsister que dans un domaine limité par
trois grandeurs critiques : température, champ magnétique, et densité de courant critiques.
Si les trois grandeurs T , H et J auxquelles est soumis le matériau sont inférieures aux
grandeurs critiques, celui-ci est dans l'état supraconducteur, non résistif et diamagnétique
(cf. Figure 2.15). Si l'une des grandeurs dépasse la valeur critique, il est dans l'état normal
(non supraconducteur), résistif et amagnétique.
Figure 2.15  Surface critique de quelques supraconducteurs [57].
Les deux types de supraconducteurs
En réalité on recense deux types de supraconducteurs : types I et II. Cette diﬀérence
s'explique par leurs comportements en présence d'un champ magnétique extérieur.
Les supraconducteurs de type I se comportent comme des éléments diamagnétiques par-
faits en dessous de leur température critique Tc et de leur champ critique Hc. Un supra-
conducteur (SC) de type I, soumis à un champ magnétique externe H, verra une induction
magnétique nulle en son sein tant que H < Hc. Si le champ augmente et atteint cette valeur
critique, il passe dans l'état normal. Il est intéressant de noter que la valeur du champ critique
dépend de la température à laquelle est soumis le supraconducteur (cf. Figure 2.16). Cette
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dépendance est bien décrite par la loi empirique 2.101. Ainsi, une fois l'état supraconducteur
atteint, plus la température est basse, plus la limite du champ critique est repoussée.
Hc(T ) = Hc(0K)
[
1−
(
T
Tc
)2]
(2.101)
Figure 2.16  Diagrammes de phases pour les deux types de supraconducteurs : évolution
des champs magnétiques critiques en fonction de la température.
Un supraconducteur de type II, a lui, la particularité de posséder deux champs critiques
communément notés HC1 et HC2 (cf. Figure 2.16) :
 Si H < HC1 ; il se comporte comme un SC I, il est totalement imperméable au champ
magnétique externe.
 Si HC1 < H < HC2 ; lorsque le champ magnétique externe dépasse le premier champ
critique HC1, le supraconducteur rentre dans un  état mixte . Une partie du ﬂux
magnétique pénètre dans le supraconducteur par le biais de  vortex . Ces  vortex 
(cf. Figure 2.17) se présentent sous la forme de tubes, parallèles à la direction de propa-
gation du champ magnétique, traversant de part en part le matériau, et dans lesquels
l'état normal de la matière est établi. Le champ qui pénètre dans ces tubes induit des
courants d'écrantages, qui circulent autour des tubes et empêchent la propagation de
l'induction magnétique vers les zones restées supraconductrices.
 Si H > HC2 ; au fur et à mesure que le champ magnétique continue d'augmenter les
vortex prennent de plus en plus de place, et lorsqu'il atteint HC2 la supraconductivité
disparait.
L'état supraconducteur se manifeste donc diﬀéremment selon la nature des matériaux.
Les élément simples (Al, Pb, W) seront plutôt de type I, sauf le niobium et le vanadium,
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Figure 2.17  A gauche : formation de vortex dans un supraconducteur de type II [58]. A
droite : image d'un réseau de vortex dans un supraconducteur de type II [59].
tandis que les alliages métalliques sont plutôt de type II. Les supraconducteurs à haute tem-
pérature critique (>100 K) connus et fabriqués, sont de type II et se présentent sous la forme
de céramiques d'oxyde de cuivre (ex : YBaCuO).
Les mécanismes qui régissent les comportement des supraconducteurs classiques sont,
aujourd'hui, identiﬁés, notamment grâce à la  Théorie BCS , datant de 1957, basée sur
les états quantiques de la matière. Au préalable, il avait pourtant fallu attendre vingt-trois
années après la découverte de la supraconductivité, pour que les frères London en proposent
les premières explications.
2.2.2 Théorie de London
La première tentative d'explication du phénomène de supraconductivité vient de F. et
H. London. En 1934, ils proposèrent un raisonnement basé sur un modèle à deux ﬂuides, en fai-
sant l'hypothèse que la population totale d'électrons N , responsable du transport électrique,
peut se décomposer comme la somme des électrons supraconducteurs ns et des électrons
normaux nn. Cette hypothèse mène à considérer que la population totale d'électrons dépend
des proportions d'électrons normaux et supraconducteurs qui évoluent selon la température,
N(T ) = ns(T ) + nn(T ). A partir de ce postulat, et d'un calcul d'électrodynamique basé sur
les équations de Maxwell, il est possible de mettre en évidence, les deux équations de London
permettant de donner les premiers indices dans la compréhension de l'état supraconducteur.
Les deux équations de London
Ce modèle fait l'hypothèse que les électrons supraconducteurs se comportent  anorma-
lement , et qu'en présence d'un champ électrique statique, ils sont les seuls responsables
du transport du courant induit dans le matériau. En d'autres termes ils court-circuitent les
électrons normaux. Ainsi l'équation du mouvement d'une population ns d'électrons supra-
conducteurs, de masse me, de vitesse ~vs soumis à un champ électrique ~E s'écrit :
76
2.2 Phénomène de supraconductivité
me
∂ ~vs
∂t
= −e ~E (2.102)
La densité de courant portée par ces électrons s'écrit :
~Js = −nse~vs (2.103)
En remplaçant ~vs dans l'équation 2.102 , on obtient la première équation de London :
∂ ~Js
∂t
=
nse
2
me
~E (2.104)
On a toutefois observé que le phénomène de supraconductivité s'illustre surtout en pré-
sence d'un champ magnétique. Pour mettre cela en évidence, on considère l'équation de
Maxwell-Ampère, qui relie le rotationnel du champ électrique aux variations temporelles de
l'induction magnétique ~B, que l'on applique à la première équation de London.
∂
∂t
(
~rot(~Js) +
nse
2
me
~B
)
= 0 (2.105)
Ensuite, en considérant toujours un champ électrique statique (courant de déplacement
nul), l'équation de Maxwell-Ampère s'écrit :
~rot( ~B) = µ0 ~Js (2.106)
En remplaçant ~Js, dans l'équation 2.105, et sachant que ~rot( ~rot( ~B)) = ~grad( ~div( ~B)) −
∆ ~B = −∆ ~B, car ~div( ~B) = 0, avec l'équation de Maxwell-Thomson, on aboutit à :
∂
∂t
(
∆ ~B − e
2nsµ0
me
~B
)
= 0 (2.107)
Enﬁn, la deuxième équation de London fait l'hypothèse que le ﬂux magnétique est homo-
gène dans le supraconducteur, c'est-à-dire qu'elle s'écrit comme :
∆ ~B −
~B
λ2L
= 0 (2.108)
Avec λL, la profondeur de pénétration du champ magnétique à l'intérieur du matériau :
λL =
√
me
e2nsµ0
(2.109)
Interprétation de la seconde équation de London et Eﬀet Meissner
Pour un conducteur normal, l'épaisseur de peau δ, c'est-à-dire la profondeur de péné-
tration d'une onde électromagnétique dans le matériau, dépend de sa conductivité σn, mais
aussi de la pulsation ω de l'onde :
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δ =
√
2
µ0σnω
(2.110)
Or, pour un supraconducteur, d'après la seconde équation de London, λL ne dépend pas
de la fréquence de l'onde électromagnétique. Ceci explique qu'un supraconducteur se com-
porte comme un élément diamagnétique, et donc l'eﬀet de lévitation découvert par Meissner.
La longueur de pénétration de London ne dépend ﬁnalement que du nombre d'électrons su-
praconducteurs et par conséquent que de la température. Une loi empirique montre d'ailleurs
que λL varie en fonction de la température comme :
λL(T ) =
λL(T = 0)√
1−
(
T
Tc
)4 (2.111)
Ce résultat montre aussi les limites de la théorie de London car les λL(T = 0) mesurés
sont toujours supérieurs aux longueurs calculées avec la formule 2.109 de London [60].
Interprétation de la première équation de London et résistance de surface
Revenons maintenant à la première équation de London 2.104. Si l'on considère que le
supraconducteur est soumis à un champ électrique sinusoïdal de la forme E = E0eiωt on
obtient :
~Js(t) = −iσs ~E(t) (2.112)
Où σs représente la conductance des électrons supraconducteurs :
σs =
nse
2
meω
(2.113)
Pour un conducteur normal, la conductance σn s'écrit :
~Jn(t) = σn ~E(t) =
nne
2`
mevF
~E(t) (2.114)
Où ` est le libre parcours moyen des électrons allant à la vitesse vF , la vitesse de Fermi
(cf. Partie 2.2.4 ).
D'après l'hypothèse du modèle à deux ﬂuides, le courant total d'électrons dans un supra-
conducteur s'écrit ~J = ~Jn + ~Js et la conductance totale σ d'un supraconducteur s'écrit telle
que :
~J(t) = σ ~E(t) = (σn + iσs) ~E(t) (2.115)
On cherche maintenant à établir la résistance de surface d'un supraconducteur lorsqu'on
applique un champ électromagnétique de pulsation ω à son voisinage. La seconde équation
de London nous dit que la composante du champ magnétique (Hz), parallèle à la surface,
pénètre dans le métal et induit un champ électrique perpendiculaire(Ey), et par conséquent
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une densité de courant (Jy) parallèle au champ électrique (cf. Figure 2.18).
Figure 2.18  Représentation des champs de surface pour un supraconducteur soumis à une
onde électromagnétique.
On déﬁnit alors la résistance de surface comme :
Rs = Re
(
Ey(x = 0)∫∞
0
Jy(x)dx
)
(2.116)
La résolution de l'équation de propagation (issue des équations de Maxwell) avec un
champ sinusoïdal E = E0eiωt dans un milieu de conductance σ :
∆Ey − µ0σ∂Ey
∂t
= 0 (2.117)
montre que le champ s'atténue exponentiellement dans le supraconducteur et avec 2.115
on obtient l'expression de la résistance de surface :
Rs = Re
 jµ0ωλL0√
Ψ + iω `
vF
(1 + Ψ)
 (2.118)
où λL0 est l'épaisseur de peau du matériau s'il était complètement supraconducteur, et
Ψ, le paramètre d'ordre supraconducteur, déﬁni comme :
λL0 =
√
me
Ne2µ0
(2.119)
Ψ =
ns
N
(2.120)
Lorsque la température du supraconducteur n'est pas trop proche de Tc, il est possible de
considérer que les électrons supraconducteurs dominent la population totale N , autrement
dit on a Ψ ≈ 1. Sous cette condition la relation 2.118 se simpliﬁe et on peut montrer que :
Rs =
1
2
µ20ω
2λ3Lσn (2.121)
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Cette relation montre que la résistance de surface dépend quadratiquement de la fré-
quence de l'onde électromagnétique. On peut aussi remarquer que pour un champ magné-
tique constant, cette résistance de surface est nulle, ce qui est en accord avec les premières
observations de K. Onnes lors de sa découverte du phénomène.
Cette formule, met aussi en évidence que la résistance de surface dépend de la conduc-
tance du matériau dans son état normal. Ainsi plus σn est grand, plus Rs sera grand, ce qui
mène à constater que les métaux SC ont une résistance de surface plus élevée que d'autres
supraconducteurs non-métalliques (vériﬁé expérimentalement).
Bien que la théorie de London donne une explication à l'eﬀet Meissner et au phénomène de
disparition de la résistivité, elle ne permet pas d'aborder complètement les notions de champs
critiques ni d'élucider les mécanismes mis en jeu dans les SC II. De plus, l'expression de la
résistance de surface connait ses limites : elle est seulement valide pour des valeurs faibles du
champ magnétique. En eﬀet, sa dépendance linéaire au libre parcours moyen (dépendance
linéaire en σn) n'est pas vériﬁée expérimentalement, car comme on le verra par la suite, cette
formulation ne tient pas forcément compte de la température et surtout de la pureté des
matériaux.
2.2.3 Approche thermodynamique, théorie de Ginzburg-Landau
La théorie introduite en 1950 par V. Ginzburg et L. Landau, permet de décrire le compor-
tement d'un supraconducteur dans une zone de champ magnétique élevé. Bien qu'elle fasse
intervenir la mécanique quantique, elle est établie sur des postulats phénoménologiques et
traite le problème d'un point de vue macroscopique tout comme la théorie de London.
L'approche est énergétique et part du constat que la transition entre l'état normal et
l'état supraconducteur apparaît comme thermodynamiquement réversible. Il est donc possible
d'appliquer à cette transition les équations de la Thermodynamique et notamment le second
principe qui déﬁnit l'énergie libre F d'un système en fonction de son énergie interne U et de
son entropie S comme :
F = U − T S (2.122)
L'énergie libre d'un système dans son état supraconducteur (Fs) est plus faible que celle
dans son état normal Fn, car son entropie est plus basse (plus la température est basse,
moins le  désordre  est important). Lorsque le système supraconducteur est exposé à un
champ magnétique, il existe une valeur Hc pour laquelle il y a transition dans l'état normal.
Il est possible de montrer [56] que cet équilibre, à la transition, s'écrit, avec Vs le volume du
supraconducteur, comme :
Fs = Fn − µ0VsH
2
c
2
(2.123)
Sur ce principe, Ginzburg et Landau (GL) menèrent un étude plus approfondie, en par-
ticulier sur l'évolution de l'entropie, et ils établirent la relation qui, lors du changement de
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phase, donne l'évolution de Fs en fonction de T . En l'absence de champ magnétique, elle
s'écrit de façon simpliﬁée comme :
Fs = Fn +
∫
dV
[
α(T ) |Ψ|2 + η
2
|Ψ|4
]
(2.124)
Avec
α(T ) = α0
T − Tc
T
(2.125)
Où η et α0 sont des grandeurs phénoménologiques strictement positives. Cette expression
valable seulement autour de la transition, c'est-à-dire pour T ≈ Tc fait intervenir un para-
mètre complexe d'ordre supraconducteur,Ψ, qui caractérise la population d'électrons ns. Il
est nul dans l'état normal.
Dans le cas où T > Tc, d'après 2.124, Fs > Fn, ce qui va à l'encontre du second principe
de la Thermodynamique, la phase supraconductrice ne peut donc pas exister.
Dans le cas contraire où T < Tc, il existe une valeur de Ψ pour laquelle l'énergie libre
est minimale. On peut montrer [61] qu'un supraconducteur stable, aura toujours son énergie
libre la plus faible possible, pour laquelle le paramètre d'ordre s'écrit :
Ψ0(T ) =
√
|α(T )|
η
(2.126)
Et l'énergie libre proche de la transition s'écrit :
Fs = Fn +
α(T )2
2η
Vs (2.127)
En partant de cette expression, on considère que l'on augmente le champ magnétique
externe au supraconducteur jusqu'à atteindre le champ critique Hc. Sous cette condition, on
peut combiner les deux expressions de l'énergie libre à la transition, 2.123 et 2.127, on obtient
ainsi la dépendance en température du champ critique :
Hc(T ) =
α0√
ηµ0
Tc − T
Tc
(2.128)
Cette formule, qui découle de la théorie de GL, met en évidence qu'il existe bien un champ
critique pour lequel la supraconductivité est brisée, et que sa valeur dépend bien de la tem-
pérature. D'ailleurs, autour de la température critique (T ≈ Tc) sa valeur est en concordance
avec la formule empirique 2.101 évoquée précédemment.
La théorie de Ginzburg-Landau introduit aussi trois paramètres qui permettent d'expli-
quer l'existence des deux types de supraconducteurs :
 L'épaisseur de peau, λ(T ), équivalente au λL de la théorie de London, c'est la longueur
caractéristique de pénétration du champ magnétique dans le supraconducteur.
 La longueur de cohérence ξ(T ), longueur qui caractérise la distance dans le matériau, où
la population d'électrons supraconducteurs varie (une zone intermédiaire entre partie
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supraconductrice et partie normale).
 Le paramètre de Ginzburg-Landau κ est intéressant car il est indépendant de la tem-
pérature, il est déﬁni comme le rapport :
κ =
λ(T )
ξ(T )
(2.129)
Figure 2.19  Interface entre zone normale et zone supraconductrice [62].
Aﬁn de distinguer les deux types de supraconducteurs il faut maintenant raisonner sur le
changement de phase lorsque le champ magnétique atteint sa valeur critique. Le passage de
l'état supraconducteur à l'état normal ne se fait pas de façon nette dans le matériau. Il existe
une zone mixte, décrite par la Figure 2.19, où phase normale et phase supraconductrice  co-
habitent . Cette zone d'échange s'étend sur une certaine profondeur qui dépend des valeurs
de λ et de ξ. Il est alors possible de déﬁnir une énergie d'échange Eech entre phase normale
et phase supraconductrice telle que Fn − Fs = Eech.
Par un raisonnement énergétique on distingue deux comportements :
 Si κ > 1/
√
2, l'énergie d'échange dans la zone mixte est positive, ceci implique Fs > Fn,
ce qui n'est pas possible. En conséquence l'état supraconducteur ne peut subsister et
lorsque H = Hc, le système transite dans son état normal. C'est le cas des supracon-
ducteur de type I.
 Si κ < 1/
√
2, l'énergie d'échange est négative, Fs < Fn, les deux états peuvent co-
exister. C'est le cas des supraconducteurs de type II. Ainsi lorsque H = HC1, le ﬂux
magnétique pénètre dans la zone supraconductrice et des vortex apparaissent (cf. Fi-
gure 2.17). Ces vortex ont un rayon de l'ordre de ξ, car c'est sur cette distance que la den-
sité d'électrons ns diminue. Ils s'étendent dans le matériau sur une distance λ et le ﬂux
magnétique qui les traverse s'écrit comme Φ0 = h/2e = 2, 0710−15 T.m−2. Enﬁn, plus le
champ magnétique augmente, plus l'induction magnétique B dans le supraconducteur
augmente (cf. Figure 2.20) et plus la distance entre les vortex diminue(d ∝ √Φ0/B),
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jusqu'à ce que le supraconducteur transite dans sont état normal à HC2.
Ces deux champs critiques sont déﬁnis comme :
HC1 ≈ Φ0
µ0piλ2
et HC2 ≈ Φ0
µ0piξ2
(2.130)
Figure 2.20  Evolution de l'induction magnétique dans les deux types de supraconducteurs
en fonction du champ magnétique externe [56].
En réalité, le phénomène s'avère plus complexe. Il est possible de montrer que les supra-
conducteurs de type I possèdent aussi plusieurs champs critiques, en particulier dans le cas
où le supraconducteur est refroidi en présence d'un champ magnétique (notion de champ de
 supercooling ). De plus, la concordance entre champs critiques théoriques et l'expérience
n'est pas toujours exacte, car le changement de phase est un phénomène complexe qui dépend
de la pureté du matériau, de la nature ondulatoire des champs et de leur fréquence.
On retiendra donc ﬁnalement ici, que pour tous les types de SC, on peut déﬁnir un champ
limite Hc, dit champ critique thermodynamique qui correspond au champ magnétique pour
lequel Fn = Fs (cf. equation 2.123). Pour les SC I, il correspond au champ de transition
précedemment décrit par la formule 2.128, et pour les SC II il est déﬁni comme :
Hc =
√
Hc1Hc2 (2.131)
Le mécanisme, que l'on vient de discuter succinctement, décrit le changement de phase des
supraconducteurs soumis à un champ statique. Pour un champ RF il a été montré, et com-
munément adopté, que le champ limite Hsh (champ de  superheating ) thermodynamique
dépend de la valeur de κ et il se déduit selon les relations suivantes [56] :
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
Hsh ≈ 0, 89√
κ
Hc pour κ << 1
Hsh ≈ 1, 2Hc pour κ ≈ 1
Hsh ≈ 0, 75Hc pour κ >> 1
(2.132)
Les notions de champs limite et critique ont eu un impact direct dans le choix du maté-
riau pour les cavités accélératrices supraconductrices. Un autre paramètre primordial est la
résistance de surface qui caractérise les pertes. Il est donc indispensable de connaitre l'évo-
lution de cette résistance lorsque le supraconducteur est soumis à des champs RF de grande
amplitude. Pour cela la théorie BCS en donne la meilleure description.
2.2.4 Approche quantique, théorie BCS
Publiée en 1957, la théorie BCS du nom de ses trois auteurs, J. Bardeen, L.Cooper et
R. Schrieﬀer, est basée sur une approche quantique de l'organisation de la matière. Cette
théorie met en évidence que la superﬂuidité des électrons est liée au réseau cristallin. En
eﬀet, un métal peut être assimilé à un réseau régulier constitué d'ions chargés. A la tempéra-
ture T = 0 K, obéissant au principe de Pauli, les couches électroniques sont successivement
remplies, jusqu'à atteindre le niveau correspondant à l'énergie de Fermi F :
F =
~2(3pi2N)2/3
2me
(2.133)
où N est la densité électronique et ~ la constante de Planck.
Lorsque la température est supérieure à 0 K, les électrons des couches externes du cortège
électronique (électrons de valence) atteignent des énergies supérieures à F . Très peu liés aux
ions, ils ont alors la capacité de se mouvoir dans le réseau cristallin. Ils se déplacent alors à
une vitesse proche de celle de Fermi (v ≈ vF =
√
2F/me) et ce sont leurs interactions avec
le réseau cristallin qui sont responsables de l'aspect résistif du matériau. Ces interactions se
manifestent sous deux formes :
 A T 6= 0 K, le réseau cristallin vibre, ces vibrations sont modélisées par des pseudo-
particules appelées  phonons . Il a été montré que l'interaction entre les électrons de
conduction et les phonons sont responsables de la dissipation car ils freinent la course
des électrons.
 La seconde cause de dissipation est liée aux collisions entre les électrons de Fermi et les
impuretés ou les imperfections du réseau.
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Paires de Cooper
En 1950, Frölich suggéra que sous certaines conditions, les phonons peuvent aussi être
responsables d'un phénomène d'attraction entre les électrons. De ce postulat Cooper démon-
tra que deux électrons de spin opposés peuvent eﬀectivement former un système lié appelé
 paires de Cooper . Ce mécanisme est décrit par la Figure 2.21, où lorsqu'un électron par-
court le métal il attire les ions sur son passage, le réseau cristallin se déforme et engendre
une concentration de charges positives supérieure à la normale qui attire un second électron.
Le second électron est donc mis en mouvement par une vibration du réseau, c'est-à-dire par
un phonon créé par le premier électron. Par ce phénomène d'absorption de phonon, le second
électron se retrouve, en quelque sorte,  tracté par le premier sans fournir aucun eﬀort .
Figure 2.21  Schématisation du mécanisme de formation des paires de Cooper.
De façon intuitive, on peut comprendre que, pour qu'il y ait échange d'un  phonon su-
praconducteur , il ne faut pas que celui-ci soit perturbé par la présence d'autres phonons
issus de l'agitation thermique du matériaux. Ceci explique que, pour les supraconducteurs
classiques, le phénomène de supraconductivité n'apparaît qu'à basse température.
La théorie BCS a aussi mis en évidence le fait que l'énergie de liaison ∆ des paires de
Cooper est très faible devant l'énergie de Fermi. Ainsi, seuls les électrons ayant une énergie
réduite  peuvent s'apparier, telle que :
 < |F −∆| (2.134)
Il se crée alors une bande d'énergie, de part et d'autre de l'énergie de Fermi, interdite aux
électrons normaux, où seuls les électrons supraconducteurs existent et forment des paires de
Cooper. En dessous de cette bande se trouvent les électrons de Valence, au-dessus, se sont
des électrons de conduction normaux.
La largeur de cette  bande interdite  est donc directement liée à l'énergie de liaison ∆.
La théorie BCS prédit que cette énergie d'appariement à T = 0 K dépend de la température
critique Tc du matériau et de la constante qui relie la température d'un système à son énergie
thermique, la constante de Boltzmann kb :
∆(0) = 1, 76 kb Tc (2.135)
Pour une température supérieure au zéro absolu, cette énergie d'appariement décroît au
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fur et à mesure que la température se rapproche de Tc. Une bonne approximation de sa
décroissance est donnée par la formule [56] :
∆(T ) = ∆(0)
√√√√cos(pi
2
(
T
Tc
)2)
(2.136)
Résistance de surface
La résistance de surface d'un supraconducteur parfait dépend de la fréquence du champ
électromagnétique comme l'avait pressenti la théorie de London, mais aussi des propriétés
intrinsèques du matériau, avec la présence de λL et σn dans l'équation 2.121. Cependant,
ces paramètres sont fortement dépendant de la température et il est très délicat d'évaluer la
résistance de surface d'un supraconducteur dans tous les cas de ﬁgure.
Ainsi, en se basant sur la théorie BCS, D.C. Mattis et J. Bardeen [63] dans un pre-
mier temps, puis A.A. Abrikosov, L.P. Gor'kov et I.M. Khalatnikov [64], ont obtenu des
expressions intégrales complexes donnant l'évolution, en fonction de la température, de la
résistance de surface d'un supraconducteur soumis a un champ RF important. Le calcul nu-
mérique de ces expressions intégrales a permis à Turneaure [65] et Halbritter [66], de déduire
une expression semi-empirique simpliﬁée de la résistance de surface RBCS :
RBCS = A(λL, ξ, `, vF )
4pif 2
T
exp
(
−∆(0)
kbT
)
pour T <
Tc
2
(2.137)
Cette formule, où RBCS est exprimée en Ohms, tient notamment compte des propriétés
quantiques du supraconducteur par le biais d'une constante A(λL, ξ, `, vF ). On peut aussi re-
marquer la présence d'une dépendance quadratique en fréquence, tout comme dans la théorie
de London.
Le terme exponentiel provient, lui, de la dépendance en température de la densité d'élec-
trons supraconducteurs ns. Au zéro absolu, on peut considérer que tous les électrons de
conduction appartiennent à une paire de Cooper. Lorsque la température n'est pas nulle,
la probabilité pour qu'une paire soit brisée, s'exprime comme le rapport entre nn et ns qui
résulte d'une statistique de Maxwell-Boltzmann :
nn
ns
=
1
1 + exp
(
∆(T )
kbT
) ≈ exp(−∆(T )
kbT
)
(2.138)
Enﬁn, on remarque que dans l'équation 2.138, ∆ dépend de T , alors que dans l'expression
2.137, c'est sa valeur au zéro absolu qui apparait ∆(0). Ceci explique la restriction de cette
formule au domaine T < Tc/2, intervalle pour lequel ∆(T ) ≈ ∆(0), d'après 2.136.
Jusqu'à présent c'est la théorie BCS qui donne la description la plus aboutie de l'évolution
de la résistance de surface théorique d'un supraconducteur. Les connaissances sur l'évolution
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de cette résistance de surface en présence d'un champ électromagnétique hyperfréquence
ont été primordiales dans le choix du matériau supraconducteur pour l'application de ce
phénomène aux cavités accélératrices. Par ailleurs, comme on le verra dans la partie suivante,
cette valeur théorique corrigée par des données empiriques, permet d'anticiper, en partie, le
comportement d'une cavité supraconductrice.
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2.3 Cavités accélératrices supraconductrices
L'utilisation de la supraconductivité présente un avantage certain pour une application
aux cavités résonantes accélératrices. Bien que nous l'ayons déjà évoqué dans le premier
chapitre, dans cette partie nous en préciserons les raisons et on donnera les motivations qui
ont orienté le choix du niobium comme matériau de construction.
Enﬁn, on décrira les principales spéciﬁcités et limites de ce type de cavités accélératrices
qu'il est nécessaire de connaître pour une étude de conception, mais aussi pour garantir leur
fonctionnement en toute ﬁabilité.
2.3.1 Intérêt des supraconducteurs pour un résonateur RF
Lorsqu'on applique un champ électromagnétique radiofréquence au voisinage d'une plaque
de métal, une partie de ce champ pénètre dans le matériau ; sur une ﬁne épaisseur. Par
conséquent, une partie de l'énergie transportée par l'onde électromagnétique se dissipe dans le
métal et entraine un échauﬀement de la paroi. Comme évoqué précédemment avec la formule
2.34, la puissance dissipée dans le matériau est essentiellement due au champ magnétique de
l'onde. En considérant un champ de surface magnétique moyen Hs (sur une surface S), la
résistance de surface, Rs, s'exprime en fonction de la puissance RF dissipée Pdiss, simplement
comme :
Rs = 2
Pdiss
H2sS
(2.139)
En d'autres termes, pour un champ magnétique RF donné, plus la résistance de surface
du métal sera faible, moins les dissipations seront importantes. Pour une cavité résonante,
où l'on souhaite conﬁner au mieux une onde électromagnétique, il est primordial de limiter
ces pertes. La résistance de surface est donc un critère important dans le choix du matériau
de conception, en particulier pour les accélérateurs à fort cycle utile.
Résistance de surface d'un conducteur normal
Pour un métal normal, la profondeur de pénétration du champ magnétique est caractérisée
par l'épaisseur de peau δ :
δ =
√
2ρ
µω
(2.140)
Avec ρ la résistivité du métal, µ sa perméabilité magnétique et ω la pulsation de l'onde
RF.
La résistance de surface d'un métal normal à température ambiante s'écrit classiquement :
Rs =
ρ
δ
=
√
µωρ
2
(2.141)
Les cavités dites  chaudes , fonctionnant à température ambiante et n'utilisant pas la
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supraconductivité, sont généralement conçues en cuivre.
A une température de 300K, un cuivre recuit aura une résistivité de l'ordre de 17 nΩ.m.
Soumis à une onde électromagnétique de fréquence 700 MHz, l'épaisseur de peau sera elle de
l'ordre de δ ≈ 2,48 µm (avec µcu ≈ µ0). Ainsi, la résistance de surface du cuivre à 700 MHz
est de l'ordre de : Rs ≈ 6,8 mΩ.
Résistance de surface réelle d'un supraconducteur
Dans la Partie 2.2.4, on a abordé le fait que grâce à la théorie BCS, il a été possible
d'évaluer une formule semi-empirique de la résistance de surface théorique notée RBCS d'un
matériau supraconducteur (cf. équation 2.137). Cette, formulation (simpliﬁée, et donc ap-
proximative) est en bon accord avec les mesures expérimentales de résistance de surface de
supraconducteur. Un exemple d'une telle mesure pour le niobium est donné Figure 2.22, où
l'on peut constater que la théorie BCS concorde avec l'expérience jusqu'à une certaine tem-
pérature. En dessous de celle-ci, il apparaît que la résistance de surface cesse de décroître
et reste supérieure à RBCS. Ainsi, il est possible de déﬁnir la résistance de surface réelle Rs
d'un supraconducteur comme la somme de RBCS corrigée d'un terme Rres, appelé résistance
de surface résiduelle du matériau.
Figure 2.22  Evolution de la résistance de surface du niobium en fonction de la température
(f = 1, 3GHz). [67]
Cette résistance résiduelle Rres est généralement indépendante de la température et rend
compte de toutes les dissipations, non comprises dans RBCS, dues à la structure du matériau
et à son état de  propreté . Pour le niobium, qui est le matériau principalement utilisé pour
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les cavités accélératrices supraconductrices (cf. paragraphe suivant), les principaux phéno-
mènes, identiﬁés comme inﬂuant sur la valeur de Rres, sont les suivants :
 la structure du matériau : les défauts locaux dus à la fabrication, la métallurgie ou
encore des imperfections structurales (lacunes, dislocations, joints de grains...) ont un
impact direct sur les dissipations. Lorsque le matériau est supraconducteur, les électrons
de Cooper ne sont plus sujets aux interactions avec les phonons dus à l'agitation ther-
mique du réseau ionique, seul les défauts structurels peuvent empêcher leur progression.
 l'état de surface : la présence d'impuretés, de poussières où d'irrégularités à la surface
du matériau peut engendrer des phénomènes d'absorption de l'énergie RF stockée dans
la cavité. De plus, les phénomènes d'oxydation semblent avoir une inﬂuence notable sur
l'augmentation de Rres car ils favoriseraient  l'eﬀet 100 K .
  l'eﬀet 100 K  : propre au niobium, il apparaît à des températures à peu près comprises
entre 70 K et 170 K [68] où l'hydrogène présent dans le niobium a tendance à préci-
piter sous forme d'hydrures qui altèrent sensiblement les propriétés supraconductrices
du niobium [69]. Ce phénomène impose un refroidissement rapide (< 1 à 2 heures)
de la cavité. Si ce n'est pas le cas et que le phénomène apparaît, un réchauﬀage de la
cavité au delà de 170 K permet de re-dissoudre les précipités d'hydrures. Toutefois, la
meilleure solution pour limiter cet eﬀet, est de favoriser le dégazage de l'hydrogène par
un recuit autour de 800oC.
Enﬁn, il convient d'ajouter un dernier terme correctif à l'expression de la résistance de sur-
face, qui caractérise le piégeage d'un hypothétique champ magnétique lors du refroidissement
et donc du changement de phase du supraconducteur.
En eﬀet, un supraconducteur dans sont état normal, soumis à un champ magnétique,
piègera ce ﬂux magnétique lors de son changement de phase. Ceci peut se comprendre avec la
seconde équation de London 2.107 qui tient compte des variations temporelles de l'induction
magnétique. En considérant le problème dans une seule direction, ~x, une solution de cette
équation peut alors s'écrire :
∂B(x)
∂t
=
∂B0
∂t
e−x/λL (2.142)
Ainsi ∂B(x)
∂t
décroît exponentiellement dans le matériau supraconducteur jusqu'à une cer-
taine distance, où ∂B(x)
∂t
≈ 0 et donc B(x) est constant. La valeur de l'induction magnétique
dépend alors des conditions initiales à t = 0. Si le champ magnétique externe n'était pas nul
lors du changement de phase, alors B(x) 6= 0. Le champ magnétique se retrouve alors piégé
dans le supraconducteur, comme illustré par la Figure 2.23.
Ce phénomène a pour eﬀet de modiﬁer la résistance de surface du matériau. Il a été
estimé que, pour le type de niobium utilisé pour les cavité SC 4, cette contribution peut
4. Niobium de haute pureté, RRR ≈ 300 (cf. Partie 2.3.2 )
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Figure 2.23  Mécanisme de piégeage d'un champ magnétique par un supraconducteur.
s'écrire comme [70] :
Rmag = 3[nΩ] 〈Bext[µT ]〉
√
f [GHz] (2.143)
où 〈Bext〉 représente le champ magnétique moyen auquel est soumis le supraconducteur
avant transition. Cette contribution à la résistance de surface est en général uniquement due
au champ magnétique terrestre (∼ 47 µT au centre de la France). Expérimentalement, on
s'en aﬀranchit en plaçant un blindage magnétique autour de la cavité aﬁn de réduire cette
valeur au dessous de ∼0,1µT.
Finallment, on peut considérer que la résistance de surface du niobium s'écrit :
Rs = Rres +RBCS +Rmag (2.144)
Le choix du niobium supraconducteur
Le choix d'un supraconducteur pour une application à l'accélération de particules repose
sur des critères liés aux propriétés physiques et mécaniques du matériau.
Les principales propriétés physiques sont : le champ critique, la température de transition
ainsi que la résistance de surface.
Le critère du champ critique est déjà très restrictif, car on souhaite utiliser un matériau le
plus  imperméable  possible au champ magnétique. C'est pour cela qu'on ne considère que
des matériaux avec un HC1 élevé, champ critique à partir duquel se forment les premiers vor-
tex qui commenceront à dégrader la résistance de surface et occasionneront de plus en plus de
pertes au fur et à mesure que le champ augmentera [71]. Dans la mesure du possible, on sou-
haite que la température critique Tc soit, elle aussi, la plus élevée possible, aﬁn de limiter les
problématiques liées aux technologies cryogéniques. Enﬁn, comme on vient de l'évoquer dans
les paragraphes précédents, on souhaite que la résistance de surface soit la plus faible possible
pour limiter les dissipations RF. Le Tableau 2.1 fait l'inventaire des principaux matériaux
pouvant répondre à ces critères. On peut alors remarquer que certains supraconducteurs tels
que l'YBaCuO, NbTi ou NbN, ont des propriétés physiques extrêmement intéressantes, avec
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TABLEAU 2.1  Principaux matériaux supraconducteurs ; inventaire réalisé dans [54].
Matériau µ0Hc (en
mT à 0 K)
µ0Hc1 (en
mT à 0 K)
Epaisseur
de peau (en
nm à 0 K)
Tc (en K) Rs (en nΩ
à 4,2 K et à
500 MHz)
Etain / / / 3,72 /
Mercure / / / 4,15 /
Plomb 80 / 48 7,2 222
Niobium 200 170 40 9,2 ∼ 30
Nb3Sn 540 50 85 18 ∼ 0,4
MgB2 430 30 140 40 2, 4−5
NbN 230 20 200 16,2 ∼ 5
NbTi 370 10 300 9,5 ∼ /
YBaCuO 1400 10 150 93,4 ∼ 0,4
des champs critiques et des températures critiques relativement élevés. Remarquons aussi que
c'est le niobium qui a le HC1 le plus élevé.
Mais ﬁnalement, parmi ces matériaux, le critère qui prévaut est lié à ses propriétés méca-
niques. En eﬀet, les cavités accélératrices sont de forme complexe ce qui impose l'utilisation
d'un matériau malléable, suﬃsamment ductile mais aussi usinable et soudable. Il apparait
très clairement que le métal proposant le meilleur compromis entre tous ces critères est, à
l'heure actuelle, le niobium. De plus, la conductivité thermique du niobium est assez élevée
(53,7 W/m/K) ce qui permet une bonne évacuation de la chaleur dissipée par l'onde RF dans
la cavité.
Le niobium est ainsi utilisé depuis plusieurs décennies pour le développement des cavités
accélératrices supraconductrices. Aﬁn d'appuyer le propos sur l'intérêt des cavités en niobium,
on se propose de comparer brièvement, les propriétés d'une cavité en cuivre et celles d'une
cavité supraconductrice, pour une application à la partie très haute énergie de l'accélérateur
MYRRHA.
Dans ce but revenons sur l'expression de la résistance de surface du niobium, en particulier
surRBCS qui, selon les sources, peut être très variable. Cependant, une expression très souvent
adoptée pour exprimer la résistance de surface est 5 :
Rs ≈ 9.10−5 1
T
f 2 exp
(
−1, 83Tc
T
)
+Rres (2.145)
La fréquence f est ici exprimée en GHz, et les températures en K avec Tc = 9,2K. Le
niobium, utilisé pour les cavités est le plus pur possible et on fait subir aux cavités diﬀérents
traitements chimiques et nettoyages. La résistance résiduelle est en général de quelques nΩ.
5. Ici on suppose que l'on s'est aﬀranchi des champs magnétiques parasites comme c'est toujours le cas
lors des tests de cavités ou de leur installation sur un accélérateur Rmag = 0
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Pour une application numérique, on considère que Rres = 5 nΩ, ainsi à 4,2 K, tempé-
rature d'un bain d'hélium liquide, la résistance de surface du niobium soumis à une onde
électromagnétique de 700 MHz est de : RNbs (4,2 K, 700 MHz) ≈ 195 nΩ. Et pour, une tem-
pérature de 2 K, température autour de laquelle l'hélium est dans son état superﬂuide, on a
RNbs (2K, 700 MHz) ≈ 10 nΩ.
L'accélérateur d'un ADS doit fournir un faisceau de haute intensité continu (CW), ce qui
implique que la puissance RF soit fournie de façon continue aux cavités accélératrices. Pour
ce mode de fonctionnement, le Tableau 2.2 compare les performances de deux cavités réson-
nantes à 700 MHz, l'une en cuivre, l'autre en niobium SC ayant des géométries similaires et
donc un G et un (r/Q) du même ordre de grandeur : G ≈ 150 Ω, (r/Q) ≈ 80 Ω. On prend
aussi comme valeur Lacc =0,5 m, pour un faisceau de 25 mA à 1 GeV.
TABLEAU 2.2  Comparaison entre cavité en cuivre et cavité supraconductrice en niobium
dans le cas d'un accélérateur CW de haute intensité.
cavité Nb cavité Cu
Température de travail ∼2 K ∼300 K
Résistance de surface, Rs ∼10 nΩ ∼7 mΩ
facteur de Qualité, Q0 = G/Rs ∼1,5.1010 ∼2.104
Champ accélérateur envisagé, Eacc 8, 5 MV/m 1, 5 MV/m
Puissance dissipée, Pcav = EaccLacc2(r/Q)Q0 ∼7,5 W ∼175 kW
Puissance fournie au faisceau, Pb = EaccLacc.Ib ∼106 kW ∼19 kW
Rendement de la cavité, ζcav = Pb/(Pb + Pcav) 99, 99% ∼ 10%
Rendement estimé de la source RF, ζRF ∼ 60% ∼ 60%
Rendement total, ζtot = ζRF
Pb
(Pb+Pcav)+Pcav/ηcryo
(avec le rendement cryogénique ηcryo ≈ 0, 2% )
∼ 57% ∼ 6%
L'avantage des cavités supraconductrices prend ici son sens pour les accélérateurs fonction-
nant avec un cycle utile important. En eﬀet dans le cas des cavités  chaudes , il faudrait
un circuit de refroidissement capable d'évacuer 200 kW (pour un gradient accélérateur de
seulement 1,5 MV/m), ce qui n'est pas forcément évident. De plus, même si le rendement,
ηcryo
6, du cycle cryogénique nécessaire pour refroidir la cavité est très faible, l'eﬃcacité glo-
bale demeure meilleure pour une cavité supraconductrice, car le rendement ζcav est très élevé.
Il faut enﬁn ajouter, que dans ce cas de ﬁgure (fonctionnement CW) les gradients accéléra-
teurs fournis par les technologies supraconductrices seront plus élevés qu'avec des cavités en
cuivre, ce qui aura pour conséquence de rendre l'accélérateur plus compact.
6. Le rendement cryogénique peut être estimé en se basant sur le rendement du cycle de Carnot d'une
machine frigoriﬁque ηcarnot =
Tfroid
Tchaud−Tfroid , pondéré par le rendement de l'usine cryogénique et de l'ensemble
des technologies qui la composent, ηusine = 1/3. Le rendement cryogénique s'écrit alors ηcryo = ηcarnot.ηusine.
Donc pour maintenir une cavité à 2 K on a ηcryo ≈ 2300 . 13 ∼ 1500
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Il faut cependant noter, que pour des accélérateurs fonctionnant en mode pulsé, avec des
cycles utiles très faibles (< 2%), il peut être préférable d'utiliser des cavités en cuivre. En
eﬀet, dans ces modes de fonctionnement, les pertes ohmiques sont considérablement réduites,
et leur utilisation est tout de même moins fastidieuse. Elles peuvent ainsi fournir des gradients
accélérateurs supérieurs aux cavités  froides . En guise d'exemple on peut citer les cavités de
CLIC pour lesquelles des gradients accélérateur de ∼100 MV/m ont été obtenus [72]. En eﬀet,
les cavités supraconductrices ne remplacent pas dans tous les cas de ﬁgure les technologies
 chaudes  car leurs performances sont limitées par des phénomènes propres à leur nature
que l'on se propose de détailler dans les paragraphes suivants.
2.3.2 Performances et Fiabilité des cavités supraconductrices
Avoir une connaissance de l'évolution du facteur de qualité en fonction du champ ac-
célérateur permet de jauger les performances d'une cavité et d'identiﬁer ses limites. Sur la
Figure 2.24, est schématisée une courbe typique de cette évolution, où apparaissent les dif-
férents phénomènes limitant la montée du gradient dans une cavité supraconductrice. Ces
phénomènes sont de plusieurs origines et interviennent donc à des niveaux de puissance dif-
férents lorsqu'on augmente le champ accélérateur dans la cavité.
Figure 2.24  Schématisation des limites en performance d'une cavité supraconductrice.
Les pertes RF
La résistance de surface non nulle en régime RF entraine des pertes par eﬀet Joule dans
les parois de la cavité. Même si la dissipation est faible pour les cavités supraconductrices, elle
a une inﬂuence sur le facteur de qualité et donc sur le rendement global de l'accélérateur 7. Le
7. Avec un rendement cryogénique, ηcryo ≈ 0, 2%, 1 W dissipé à 2K  coûte  environ 500 W à 300 K.
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ﬂux de chaleur créé est évacué par conduction thermique dans le niobium puis dans le bain
d'hélium liquide. L'augmentation de température en surface dépend donc de la conductivité
thermique du niobium, c'est-à-dire de son aptitude à évacuer le ﬂux thermique.
Une augmentation de température a pour conséquence d'augmenter les pertes, puisque
la résistance de surface croît avec T (à travers RBCS). Cependant, le facteur de qualité n'est
aﬀecté que lorsque le champ accélérateur est élevé. Ainsi, la résistance de surface du niobium
est le premier paramètre limitant pour le facteur de qualité d'une cavité et conditionne ainsi
la valeur maximum du Q0 (plateau à bas champ sur la Figure 2.24)
Stabilité thermique et  quenchs 
Le niobium est un supraconducteur de type II, on sait que selon la température à laquelle
est portée le niobium et la fréquence de l'onde électromagnétique stockée dans la cavité, il
existe un champ critique Hsh à partir duquel l'état supraconducteur est déﬁnitivement brisé.
Lorsque le champ accélérateur est tel que le champ magnétique de surfaceHs dépasse la valeur
de ce champ magnétique critique, la cavité transite brutalement de l'état supraconducteur à
l'état normal. Le Q0 est divisé par un facteur ∼ 105. Les pertes sont alors multipliées par un
facteur du même ordre de grandeur, et la cavité monte soudainement en température. Cette
transition brutale de l'état supraconducteur vers l'état normal est appelé  quench .
Dans le cas de la cavité sans défaut de surface, on parle de  quench magnétique  puisque
la transition vers l'état normal est provoquée par un dépassement du champ critique. Toute-
fois, le cas d'un métal supraconducteur parfaitement pur n'est pas réaliste. Il est eﬀectivement
impossible de le produire avec les procédés métallurgiques actuels. Les impuretés sont tou-
jours présentes, en plus ou moins grandes quantités, selon les traitements appliqués au métal.
Les défauts de surface provoquent une augmentation locale de Rs, les dissipations par ces
défauts sont beaucoup plus importantes et elles entraînent un échauﬀement local sur la paroi
de la cavité. Dès que la température au voisinage du défaut dépasse une température limite
(quelques kelvins au dessus de la température du bain), le système diverge et on assiste alors
à un emballement. Ainsi, de proche en proche, toute une région de la cavité transite vers
l'état résistif normal. Ici on parle de  quench thermique  car c'est l'élévation locale de la
température qui provoque le changement d'état du niobium.
Aﬁn de repousser au maximum cette limite, il est donc souhaitable d'utiliser, du niobium
relativement pur. Un paramètre permet de quantiﬁer la teneur en impuretés d'un métal :
le RRR (Residual Resistivity Ratio), rapport entre la résistivité électrique ρ à température
ambiante et celle à 4,2 K.
RRR =
ρ(300 K)
ρ(4,2 K)
=
ρphonons + ρde´fauts
ρde´fauts
(2.146)
En eﬀet, à basse température, la résistivité électrique d'un métal est dominée par la dif-
fusion des électrons de conduction sur les impuretés (puisque la densité de phonons devient
négligeable lorsqu'on s'approche du zéro absolu). Ce rapport permet donc de quantiﬁer les
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défauts et les impuretés dans le métal. Ainsi, plus le RRR est important, plus le taux d'im-
puretés est faible. Généralement, le niobium utilisé est de RRR >250, et la cavité est ensuite
traitée par des méthodes thermiques et chimiques de polissage.
Le  multipacting 
Le multipacting est un phénomène résonnant où de nombreux électrons parasites in-
terviennent. Il est particulièrement critique dans le cas d'une cavité accélératrice, car ces
électrons parasites peuvent entièrement absorber l'énergie RF fournie à la cavité ; il devient
alors impossible d'augmenter le champ accélérateur.
L'ampleur de ce phénomène dépend en fait de la capacité d'une surface à ré-émettre des
électrons, dits secondaires, lorsque celle-ci est frappée par un électron primaire. Ce méca-
nisme peut être décrit de la façon suivante : un électron primaire est accéléré par le champ
électrique présent dans la cavité, il heurte alors la surface de la cavité et donne naissance à
un ou plusieurs nouveaux électrons secondaires, qui eux-mêmes réagissent de la même façon,
créant ainsi une réaction en chaîne.
Ce phénomène nécessite des conditions bien précises pour être établi. Tout d'abord il faut
que le coeﬃcient d'émission secondaire 8 de la surface soit au moins supérieur à 1. Pour le
niobium, il apparaît que ce coeﬃcient est supérieur à 1 pour des électrons d'énergies com-
prises entre ∼100 eV et ∼1 keV. Ceci qui explique que le phénomène intervient généralement
pour des champs accélérateurs faibles (jusqu'à ∼1 MV/m).
Le développement éventuel d'un multipacting est également en étroite relation avec la
géométrie de la structure RF. Il aurait notamment tendance à se développer entre des surfaces
faiblement espacées, c'est-à-dire dans les parties anguleuses de la cavité. Aﬁn de minimiser
les risques, il est apparu [73] que la meilleure solution consiste à arrondir les parois de la
cavité aﬁn de former une cavité à proﬁl sphérique ou elliptique. Cette géométrie de cavité
elliptique, a depuis été communément adoptée, et développée pour divers accélérateurs. Parmi
les développements les plus récents, on peut citer l'accélérateur de SNS qui fonctionne avec des
cavités elliptiques 5-cellules (à 700MHz), ou encore le projet X-FEL qui prévoit l'installation
de plusieurs centaines de cavités 9-cellules 1,3 GHz pour l'accélération linéaire d'électrons.
L'émission de champ
Lorsqu'une surface conductrice est exposée à un champ électrique intense, celle-ci peut
émettre des électrons par  eﬀet tunnel . Ce phénomène, modélisable à partir des équa-
tions de Fowler-Nordheim [74], doit être évité dans les cavités supraconductrices car il s'ac-
compagne d'une consommation indésirable de puissance RF. De plus, les électrons arrachés
viennent frapper localement la paroi qui s'échauﬀe, dégradant ainsi la stabilité thermique de
8. c'est à dire le coeﬃcient qui caractérise le nombre d'électrons ré-émis après impact, sur la surface, d'un
électron primaire d'énergie donnée.
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la cavité, et augmentant le risque de quench. Le courant électronique créé par ce phénomène
d'émission, augmente de façon exponentielle avec le champ dans la cavité ; il se traduit ainsi
par une forte pente sur la courbe Q0 (cf. Figure 2.24).
Une autre conséquence de l'émission de champ est la production de rayons X. En eﬀet, les
électrons arrachés par émission de champ impactent sur les parois de la cavité et interagissent
avec les atomes de niobium.
Il peuvent en fait ioniser ces atomes de niobium, ce qui est à l'origine de l'élévation de
température. Mais ces électrons peuvent aussi être simplement freinés par les atomes de
niobium ce qui cette fois engendre des émissions de photons. Les rayons X ainsi produits ont
un aspect contraignant car ils imposent l'installation de dispositif de radioprotection. Ces
rayonnements peuvent néanmoins être exploités comme outil pour diagnostiquer la présence
d'émission de champ, et ainsi réaliser une mesure indirecte du champ accélérateur.
Champs pics de surface et enjeux de conception
Les considérations précédentes nous permettent de comprendre qu'il faut accorder une
attention toute particulière aux champs de surface lors de la conception et de l'optimisation
de la géométrie d'une cavité.
Il est en eﬀet primordial de connaitre, les maximas du champ magnétique de surface car
il a un impact direct sur le phénomène de quench ; phénomène dont on essaye toujours de
repousser les limites.
Un champ électrique de surface trop important accroît, quant à lui, les risques d'émission
de champ.
Il est alors d'usage de déﬁnir les rapports entre le champ accélérateur Eacc et les champs
pics de surfaces Epeak et Bpeak.
Epeak
Eacc
[Sans dimension] (2.147)
Bpeak
Eacc
[en mT/(MV/m)] (2.148)
Ces rapports dépendent bien sûr de la vitesse des particules et il convient de préciser pour
quel β ils ont été calculés (généralement on travaille à βopt ou βg).
Un des principaux objectifs, lors de l'optimisation du design d'une cavité, consiste donc à
minimiser ces deux rapports aﬁn de bénéﬁcier de marges suﬃsantes pour un fonctionnement
routinier de cette cavité dans l'accélérateur.
Généralement, lors du design, les valeurs limites des champs de surface que l'on se ﬁxe
sont aux alentours de : Epeakmax ≈ 50 MV/m et Bpeakmax ≈ 80 mT. Ces références sont
déterminées d'une part par la théorie (par exemple, pour le niobium, HC1 = 170 mT à 0 K),
mais surtout par l'expérience accumulée de part les développements et les tests de nombreuses
cavités.
Ainsi, les valeurs limites des rapports  champs pics sur Eacc  dépendent selon le type de
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cavité, de la nature des particules que l'on souhaite accélérer, de la température et du point
de fonctionnement (Q0,Eacc) visé.
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Au travers de ce chapitre on a abordé le fonctionnement global d'une cavité accélératrice.
On a surtout démontré l'intérêt des technologies supraconductrices RF, pour une application
à un accélérateur de haute puissance, à fort cycle utile, et de ﬁabilité extrême, destiné au
pilotage d'un ADS. Bien sûr, les cavités supraconductrices possèdent des limites, que l'on est
capable d'identiﬁer et qu'il faut anticiper.
On peut alors ici comprendre qu'il est primordial d'accorder une attention toute particu-
lière aux études de  design RF  de ces cavités. Dans le chapitre suivant (Chapitre 3) on
présente les travaux réalisés pour le design d'une cavité elliptique 704,4 MHz comportant 5
cellules, pour un βg = 0, 65. Cette étude a été réalisée dans le cadre du développement de
l'accélérateur SPL ( Superconducting Proton Linac ), un nouvel injecteur de proton pour
le LHC du CERN. Le résultat proposé dans ce chapitre peut aussi présenter une alternative
au premier design [17] des cavités βg = 0, 65 de la partie haute énergie de l'accélérateur de
MYRRHA.
Justement, dans le cadre du projet MAX, l'IPN d'Orsay dispose depuis peu d'un proto-
type de cavité 5-cellules (βg = 0, 47), développé à l'INFN de Milan et destiné à être monté
dans son cryomodule, pour l'étude de la ﬁabilité d'un tel instrument en  conﬁguration ma-
chine . Dans ce but, une nouvelle zone expérimentale a été développée, permettant la mise
en place du  Cryomodule 700 MHz . Dans le quatrième chapitre, on présentera donc une
étude expérimentale de la cavité, de son système d'accord mécanique nécessaire pour son
réglage en fréquence (statique et dynamique). On présentera donc les problématiques aux-
quelles on a pu se confronter, durant cette thèse, lors des premiers tests cryogéniques de ce
module accélérateur prototype.
La sûreté d'un accélérateur dépend bien évidemment de la ﬁabilité de l'ensemble des tech-
nologies qui le composent, mais aussi de son aspect modulaire et de sa tolérance aux pannes.
On a déjà abordé ce point dans la ﬁn du premier chapitre : l'accélérateur de la machine
MYRRHA devra être tolérant aux fautes, ceci implique que les cavités de la ligne haute
énergie, dans leur régime de fonctionnement nominal, ne seront pas au maximum de leur ca-
pacité. Ainsi, lorsque que l'une d'entre elles connaîtra une défaillance, les cavités adjacentes
auront les ressources pour compenser ce manquement. Mais, pour cela, il faut s'assurer que
les systèmes de contrôle soient assez performants, et adaptés, pour permettre un re-réglage
des cavités dans un court laps de temps (moins de 3 secondes), aﬁn que cet événement soit
transparent du point de vue du réacteur nucléaire.
Dans cette optique , une étude a été menée pour envisager de tels scénarii, aﬁn de pro-
poser des solutions permettant de garantir le bon contrôle d'un module accélérateur. Une
modélisation du comportement électrique et mécanique de la cavité, ainsi que de sa boucle
de régulation RF, a donc été entreprise .
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Dans le dernier chapitre de ce manuscrit, on présentera cette modélisation ainsi que l'étude
qui en découle ; où l'on s'est notamment concentré sur le contrôle individuel des cavités
dans le cas d'une panne de source RF. Le but ﬁnal de cette étude est de déﬁnir une ligne
directrice pour la continuation des tests du cryomodule prototype de l'IPN et les améliorations
technologiques à apporter pour obtenir un module accélérateur supraconducteur ﬁable.
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Etude RF d'une cavité elliptique
βg = 0, 65
Amplitudes des champs électriques dans le plan médian d'une cavité elliptique 5-cellules βg = 0, 65, pour
une énergie RF stockée de 1 Joule. (Résultats obtenus avec CST Microwave Studio®)
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Avant de rentrer en détails dans l'étude expérimentale du cryomodule 700 MHz prototype
et dans l'analyse de ﬁabilité d'une cavité accélératrice supraconductrice en  conﬁguration
machine , on s'attardera dans ce chapitre sur l'étude et le design d'un résonateur elliptique
 bêta 0,65 .
Cette étude électromagnétique permettra aussi d'introduire les principaux paramètres
auxquels il faut prêter attention lors du design d'une cavité elliptique, et notamment la no-
tion de  plat de champ  pour les cavités multi-cellules (ou  multi-gaps ).
Dans ce troisième chapitre, on présentera tout d'abord les raisons qui ont motivé ce travail,
puis on détaillera les étapes successives qui ont permis de ﬁger l'enveloppe interne de la cavité
(deux designs diﬀérents seront présentés). Enﬁn, on s'intéressera à la mise en place du port
de puissance et au calcul du couplage externe avant de présenter le design mécanique ﬁnal
d'un futur prototype.
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3.1.1 Motivations et performances exigées
Dans ce chapitre, on sort un petit peu du cadre du projet MAX, car le design de cette
cavité 0,65 est motivé par le projet SPL ( Superconducting Proton Linac ) qui vise le
développement et la construction d'un nouveau Linac injecteur au CERN [75].
Le linac SPL, placé à la suite de Linac 4 [76], permettrait d'amener l'énergie cinétique des
protons de 160 MeV jusqu'à 5 GeV, dans sa conﬁguration ﬁnale. L'accélérateur sera composé
de deux familles de cavités supraconductrices : βg = 0, 65 et βg = 1. Le développement de
cet accélérateur regroupe de nombreux partenaires internationaux [77] et dans le cadre du
projet européen EUCARD [78], l'IPN d'Orsay est impliqué dans le design et la conception
d'un prototype de cavité accélératrice  bêta 0,65 .
C'est donc dans ce cadre, que les travaux présentés dans ce troisième chapitre ont été
réalisés, mais ces résultats proposent aussi une solution alternative au design établi dans [17],
pour les cavités de la section βg = 0, 65 de l'accélérateur de MYRRHA.
Au cours de cette étude deux designs de cavité  bêta 0,65  ont été établis. On exposera
par la suite les raisons qui nous ont poussés vers la modiﬁcation du premier design. Toute-
fois, ces deux cavités ont été optimisées pour répondre, du mieux possible, aux besoins de
la machine SPL. Les critères, qui caractérisent les performances souhaitées pour la cavité
βg = 0,65, sont résumés dans le Tableau 3.1.
TABLEAU 3.1  Paramètres RF pour le design de la cavité SPL [79].
fréquence, f0 704, 4 MHz
βg 0, 65
Q0 @ 2K ≥ 1010
Eacc (βg) 19 MV/m
EpeakMax 50 MV/m
Epeak/Eacc ≤ 2,63
BpeakMax 100 mT
Bpeak/Eacc ≤ 5,2 mT/(MV/m)
(r/Q) 145 Ω
nombre de cellules 5
facteur de couplage, K 1,5 %
Ces critères ont été établis lors de l'étude conceptuelle du SPL [79]. Les choix ambitieux
des champs maximums de surfaces, EpeakMax = 50 MV/m et BpeakMax = 100 mT (pour
Eacc(βg) = 19 MV/m) sont en grande partie conditionnés par l'expérience accumulée au sein
de la communauté lors du développement de structures supraconductrices. Ainsi, la limite
pour Epeak est choisie de façon à limiter les phénomènes d'émission de champ au très haut
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gradient accélérateur nominal (19 MV/m) visé. La limite sur Bpeak est elle ﬁxée aﬁn de limiter
l'eﬀet du champ magnétique sur l'état supraconducteur du niobium de la cavité.
Ces valeurs déﬁnissent les limites à ne pas dépasser sur les ratios Epeak/Eacc et Bpeak/Eacc.
Dans ce but, on cherche à minimiser le plus possible ces deux rapports en agissant sur les
diﬀérents paramètres géométriques de la cavités.
3.1.2 Géométrie de la cavité
Pour atteindre de telles performances, la géométrie de la cavité a donc une grande im-
portance. En eﬀet, la fréquence d'une cavité est liée à son volume de résonance. Et le choix
de cette fréquence de résonance dépend en grande partie de l'énergie des particules que l'on
souhaite accélérer. En eﬀet, si l'on reprend la formule 2.19, pour un gain d'énergie cinétique
dW , on peut écrire la durée du trajet des particules, dt, comme :
dt =
dW
qE(ω0t) βc
(3.1)
En conséquence, dans une cavité de champ E donné, il faut, pour gagner une énergie
donnée dW , que la particule y fasse un trajet de durée dt d'autant plus long que sa vitesse
est faible (dt ∝ 1/β). Pour cela il faut que la variation de E dans le temps ne soit pas trop
rapide.
En d'autres termes, il est préférable de travailler à basse fréquence en début d'accélération
pour compenser ces faibles vitesses et limiter les pertes ; ceci est d'autant plus vrai que la
masse des particules est importante. Ainsi, la nature d'une cavité diﬀère selon sa position
dans l'accélérateur et le type de particule que l'on souhaite accélérer.
Comme l'illustre la Figure 3.1, on peut distinguer quatre  familles  de cavités supracon-
ductrices qui permettent d'accélérer des particules dont la vitesse est supérieure à β = 0, 1 :
 En début d'accélération jusqu'à β ∼ 0, 15, on préfèrera les cavités quart d'onde. Ces
cavités sont compactes, modulaires et leurs méthodes de fabrication sont connues ce
qui les rend relativement peu onéreuses. Elles permettent d'atteindre de haut gradients
 à bas β  [54]. Cependant, leur structure non symétrique par rapport à l'axe faisceau
les rend sensibles au phénomène de  steering  [80].
 Les cavités demi-ondes, de part leur structure symétrique, sont peu sensibles à cet eﬀet.
De plus, elle permettent de diminuer les valeurs des champs électriques de surface.
Toutefois, leur fabrication est compliquée et leur réglage en fréquence est très diﬃcile
en raison de leur structure mécanique rigide, ce qui les rend ﬁnalement peu accessibles.
 Les cavités Spoke sont apparues pour la première fois au début des années 90 [81]. Avec
leur structure  multi-gaps  et leur fréquence de fonctionnement pouvant atteindre
∼800 MHz, il est possible d'envisager l'accélération de particules au delà de β = 0,5.
Elles sont compactes et bien plus stables mécaniquement que les cavités elliptiques. De
plus, les récents résultats obtenus lors de tests en cryostat vertical tendent à montrer
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Figure 3.1  Les principales familles de cavités supraconductrices pour l'accélération de
particule au-delà de β = 0, 1.
qu'elles peuvent être d'une très grande eﬃcacité et ceci sur une gamme d'énergie assez
large (0, 15 ≤ β ≤ 0, 65) [82]. Toutefois leur fabrication est assez complexe et onéreuse et
leurs performances sont peu connues dans une conﬁguration accélérateur (avec coupleur
de puissance).
 Au delà de β = 0, 5, les cavités elliptiques, sont elles moins rigides, ce qui les rend plus
sensibles aux vibrations mécaniques, mais elles demeurent la technologie la plus eﬃcace
pour l'accélération de particules à haute énergie. De part leur structure mécanique, il
est aussi beaucoup plus facile de régler leur fréquence de résonance. Leur forme leur
permet de limiter les eﬀets de multipacting et les valeurs des champs de surface. Pour
l'accélération à très haut gradient cela reste la technologie supraconductrice la mieux
maîtrisée et la plus eﬃcace, notamment à haut β [83].
Dans le cas de SPL, la première section du linac doit accélérer des protons dont les éner-
gies cinétiques sont comprises entre 160 MeV (β = 0, 52) et 730 MeV(β = 0, 83). De plus, la
fréquence du faisceau est de 352,2 MHz, le choix pour les structures accélératrice s'est donc
tourné vers des cavités elliptiques qui opéreront à une fréquence deux fois supérieure à celle
du faisceau, c'est à dire à f0 = 704, 4 MHz.
Il a été choisi (et donc imposé pour notre étude), que ces cavités seront composées de
cinq cellules. Ce choix repose sur un compromis entre eﬃcacité d'accélération d'une part et
l'encombrement de la cavité d'autre part, ce deuxième critère ayant notamment un impact
direct sur le coût de développement du linac. Plus de détails sont donnés sur ce choix dans
107
Chapitre 3 : Etude RF d'une cavité elliptique βg = 0, 65
l'Annexe B.
Notons tout de même que le nombre de cellules a un fort impact sur l'acceptance en énergie
de la cavité 1, c'est-à-dire sur la plage d'énergie pour laquelle les protons sont correctement
accélérés : plus le nombre de cellules est grand plus l'acceptante est petite (cf. Figure 3.2).
Cependant, augmenter le nombre de cellules permet de rendre l'accélérateur plus compact
(cf. Annexe B).
Figure 3.2  Champ accélérateur dans une cavité multi-cellules en fonction de l'énergie
cinétique des protons accélérés. Les champs Eacc(βg) sont normalisés à Bpeak = 100 mT.
En plus de réduire l'acceptance en énergie, le choix d'une cavité multi-cellules aura statisti-
quement tendance à amoindrir ses performances en termes de champ accélérateur maximum.
En eﬀet, une cavité N-cellules a une surface intérieure environ N fois plus grande que celle
d'une cavité mono-cellule. En conséquence, plus le nombre de cellules est important, et plus
le risque de trouver des défauts de surface à l'intérieur de la cavité augmente. Le risque de
quench précoce est donc statistiquement accru.
La géométrie des cellules et leur assemblage auront alors une importance toute particu-
lière. En eﬀet, il est préférable que les champ électromagnétiques soient équi-répartis entre les
cellules de la cavité pour limiter la concentration des champs dans une seule des cinq cellules,
ce qui aurait tendance à augmenter le risque de quench tout en diminuant les performances de
la cavité. Pour cela, lors du design et de la conception, il faudra veiller à la bonne répartition
des champs électromagnétiques dans la cavité, pour le mode accélérateur TM010.
Aﬁn de comprendre ce que cela implique sur le design d'une cavité elliptique, détaillons
maintenant le fonctionnement d'un résonateur multi-cellules.
1. il est d'usage de déﬁnir l'acceptance en énergie d'une cavité, A, comme la plage d'énergie pour laquelle
un proton subit un champ accélérateur optimal, compris entre 80 % de EaccMAX et EaccMAX .
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Jusqu'à présent, et en particulier dans le Chapitre 2, on a considéré les cavités sans prendre
en compte le fait qu'elle peuvent être composées de plusieurs  gaps  accélérateurs. Pour-
tant, comme on vient de l'évoquer, elles sont généralement composées de plusieurs cellules
aﬁn d'optimiser les rapports entre eﬃcacité d'accélération, longueur et coût d'un linac.
Une cavité accélératrice N-cellules est en fait une succession de résonateurs RF excités
au mode TM010, reliés les uns aux autres par des ouvertures appelées  iris . Les couplages
électromagnétiques entre les cellules peuvent alors être assimilés à un système mécanique
comportant plusieurs pendules faiblement couplés entre eux (cf. Figure 3.3).
Figure 3.3  Résonateur RF multi-cellules et analogie mécanique avec un système de pen-
dules couplés.
Chacune des N cellules a sa propre fréquence de résonances au mode TM010, mais une
fois assemblées, on peut alors montrer que la cavité entière va résonner sur le mode TM010
de N façons diﬀérentes. A chacune de ces résonances il correspond une fréquence spéciﬁque
qui dépend des fréquences de résonances propres des cellules et des facteurs de couplages
entres ces cellules. Pour comprendre cela, regardons la cavité multi-cellules comme une série
de circuits résonants couplés les uns aux autres.
3.2.1 Matrice d'une cavité 5-cellules
Le circuit équivalent d'une cavité 5-cellules résonant sur le mode TM010 est représenté
par la Figure 3.4. Le comportement RF de chacune des cellules est décrit par un circuit
résonant LiCi, où l'on néglige les résistances Ri du fait de leur facteur de qualité très élevé,
Q0 >> 1. Les interfaces entre les cellules (les iris) sont symbolisées par des capacités Ck que
l'on considère identiques pour chacune des cellules, sauf pour les cellules externes où les eﬀets
capacitifs des tubes faisceau sont symbolisés par Cb1 et Cb2.
En appliquant la loi de Kirchhoﬀ aux diﬀérentes mailles de ce circuit équivalent, à la
pulsation de résonance globale de la cavité Ω, on en déduit le système d'équations suivant :
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Figure 3.4  Circuit équivalent d'un résonateur 5-cellules.

−L1Ω2I1 + ( 1
Cb1
+
1
C1
+
1
Ck
)I1 − 1
Ck
I2 = 0
−L1Ω2I1 + ( 1
Cn
+
2
Ck
)In − 1
Ck
In+1 − 1
Ck
In−1 = 0 pour n = 2, 3, 4
−L5Ω2I5 + ( 1
Cb2
+
1
C5
+
1
Ck
)I5 − 1
Ck
I4 = 0
(3.2)
Aﬁn de clariﬁer ce système, on pose alors :
ki =
Ci
Ck
et ωi =
1√
LiCi
pour i = 1...5
γ1 =
C1
Cb1
et γ2 =
C5
Cb2
avec {ki, ωi, γ1, γ2} ∈ R+
Les coeﬃcients ki représentent les couplages entre les  demi-cellules  internes de la
cavité. Les coeﬃcients γ1 et γ2 représentent les couplages entre les tubes faisceaux et les
demi-cellules externes de la cavité. Les ωi représentent les pulsations de résonance des cel-
lules dans le cas où elles sont prises individuellement, découplées les unes des autres 2.
Avec ces coeﬃcients le système 3.2 se réécrit sous la forme matricielle comme :

ω21(1 + k1 + γ1) −k1ω21 0 0 0
−k2ω22 ω22(1 + 2k2) −k2ω22 0 0
0 −k3ω23 ω23(1 + 2k3) −k3ω23 0
0 0 −k4ω24 ω24(1 + 2k4) −k4ω24
0 0 0 −k5ω25 ω25(1 + k5 + γ2)

~I = Ω2~I (3.3)
On obtient alors la matrice qui caractérise le comportement RF d'une cavité 5-cellules
2. A noter que ces pulsations sont des grandeurs théoriques qui ne correspondent pas à un cas réel me-
surable. En eﬀet une cellule n'est jamais assimilable au circuit équivalent LiCi, elle est toujours couplée au
niveau de son iris (capacité Ck/2) à une autre cellules, à un tube faisceau, ou terminée par une bride.
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dans le mode de résonance TM010, avec ~I = [I1, I2, I3, I4, I5]
T un vecteur qui regroupe les
amplitudes des courants dans chacune des boucles du circuit équivalent lorsque la cavité
résonne à la pulsation Ω. Ces courants sont les images des tensions accélératrices dans chacune
des cellules et donc des champ accélérateurs fournis par chacune de ces cellules.
Autrement dit, les cinq coeﬃcients, des vecteurs propres ~I (associés aux valeurs propres
Ω2) de la matrice , caractérisent les amplitudes des champs électriques, Ez, au centre de cha-
cune des cellules. De manière générale, pour cette matrice 5×5, il existe 5 vecteurs propres et
5 valeurs propres distinctes. Cela signiﬁe que pour une cavité 5-cellules le mode de résonance
TM010 se décline de 5 façons diﬀérentes (  5 sous-modes ).
Aﬁn d'illustrer notre propos, regardons à présent le cas particulier, où l'on souhaite avoir
une répartition homogène du champ accélérateur dans la cavité, et observons ce que cela
implique sur le design des cellules.
3.2.2 Obtention du  plat de champ 
Pour accélérer correctement les particules, il faut assurer le synchronisme entre le passage
de ces particules et les oscillations des champs accélérateurs dans les cellules. Ceci signiﬁe que
les amplitudes des champs électriques dans deux cellules successives doivent être de signes
opposés. Ainsi, pendant que les particules sont accélérées dans la première cellule, le champ
électrique a le temps d'osciller pour qu'au moment ou les particules pénètrent dans la seconde
cellule, elles voient un gradient accélérateur et non décélérateur.
De plus, on a évoqué à la ﬁn de la Partie 3.1, la nécessité d'homogénéiser la répartition
des champs dans l'ensemble de la cavité aﬁn de minimiser les risques de quench précoces. Il
est donc souhaitable que l'amplitude du champ accélérateurs soit la même pour chacune des
cellules. On dit alors, dans ces conditions, qu'on a un  plat de champ  dans la cavité.
Dans notre cas, on souhaite donc que le champ électrique sur l'axe faisceau soit équi-
réparti dans les cinq cellules et que l'amplitude du champ d'une cellule à l'autre soit de signe
opposé ; et ceci pour un mode de résonance dont on notera sa pulsation Ωpi.
Autrement dit, il faut que Ω2pi soit une valeur propre de la matrice de la cavité avec comme
vecteur propre associé [1,−1, 1,−1, 1]T . On peut alors écrire :

ω21(1 + k1 + γ1) −k1ω21 0 0 0
−k2ω22 ω22(1 + 2k2) −k2ω22 0 0
0 −k3ω23 ω23(1 + 2k3) −k3ω23 0
0 0 −k4ω24 ω24(1 + 2k4) −k4ω24
0 0 0 −k5ω25 ω25(1 + k5 + γ2)


1
−1
1
−1
1

= Ω2pi

1
−1
1
−1
1

(3.4)
on obtient donc une première condition :
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
ω21(1 + 2k1 + γ1) = Ω
2
pi
ω2n(1 + 4kn) = Ω
2
pi pour n = 2, 3 et 4
ω25(1 + 2k5 + γ2) = Ω
2
pi
(3.5)
Cette condition montre que pour obtenir le  plat de champ  dans la cavité, il faut que
chaque cellule résonne individuellement à la pulsation Ωpi. Elles peuvent, cependant, avoir
des formes diﬀérentes tant que leur paramètres ωi, ki et γ1,2 remplissent le critère imposé par
le système 3.5.
Toutefois, aﬁn de faciliter le design géométrique de la cavité et sa fabrication, on impose
une seconde hypothèse : toutes les demi-cellules internes de la cavité sont de géométries
identiques 3. Ceci impose en fait que :{
L1 = L2 = L3 = L4 = L5
C1 = C2 = C3 = C4 = C5
=⇒
{
k1 = k2 = k3 = k4 = k5 = k
ω1 = ω2 = ω3 = ω4 = ω5 = ω0cell
Le système 3.4 se réécrit alors :

ω20cell(1 + k + γ1) −kω20cell 0 0 0
−kω20cell ω20cell(1 + 2k) −kω20cell 0 0
0 −kω20cell ω20cell(1 + 2k) −kω20cell 0
0 0 −kω20cell ω20cell(1 + 2k) −kω20cell
0 0 0 −kω20cell ω20cell(1 + k + γ2)


1
−1
1
−1
1

= Ω2pi

1
−1
1
−1
1

(3.6)
Et en développant les deux premières lignes et la dernière ligne de ce nouveau système on
obtient : 
1 + 2k + γ1 =
(
Ωpi
ω0
)2
−1− 4k = −
(
Ωpi
ω0
)2
...
1 + 2k + γ2 =
(
Ωpi
ω0
)2 =⇒ γ1 = 2k = γ2 (3.7)
Finalement, la matrice d'une cavité 5-cellules avec  le plat de champ  sur le mode
accélérateur et dont la géométrie est quasi-symétrique (sauf au niveau des tubes faisceau où
il faudra ajuster la forme des cellules externes pour garantir γ1,2 = 2k) s'écrit :
3. Comme on le verra par la suite, lorsqu'on optimise la forme d'une cellule, on cherche aussi à optimiser
les valeurs de Epeak/Eacc, Bpeak/Eacc, (r/Q) et G. Le compromis entre l'ensemble des paramètres ne se
trouve généralement que dans une seule géométrie de cellule.
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
ω20cell(1 + 3k) −kω20cell 0 0 0
−kω20cell ω20cell(1 + 2k) −kω20cell 0 0
0 −kω20cell ω20cell(1 + 2k) −kω20cell 0
0 0 −kω20cell ω20cell(1 + 2k) −kω20cell
0 0 0 −kω20cell ω20cell(1 + 3k)

(3.8)
Il est alors possible de montrer que cette matrice possède 5 valeurs propres qui corres-
pondent aux 5 résonances sous lesquelles se déclinent le mode TM010. Par conséquent, les 5
pulsations correspondant aux valeurs propres (Ω2qpi/5) de la matrice s'écrivent telles que :
Ωqpi/5 = ω0cell
√
1 +K
[
1− cos(qpi
5
)
]
avec q = 1...5 (3.9)
On retrouve ici, le facteur de couplage K = 2k, donné dans le Tableau 3.1, qui caracté-
rise le couplage entre les cellules de la cavité. En regardant l'équation de dispersion 3.9, on
constate que plus ce facteur sera élevé plus l'écart entre les modes TM010−qpi/5 sera grand.
D'autre part, plus K sera grand plus le transfert d'énergie RF de cellule à cellule sera rapide.
Ce point est important pour un fonctionnement en régime pulsé, mais il devient secondaire
en régime continu.
Figure 3.5  Distributions des champs pour les 5 modes d'une cavité 5-cellules [56].
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Les vecteurs propres associés donnent la répartition des champ Ez pour chaque résonance,
ils sont représentés par la Figure 3.5. Pour le mode TM010−qpi/5 dans la ie`me cellule, l'amplitude
de Ez est telle que :
Ezα sin
(
qpi(
2i− 1
10
)
)
(3.10)
3.2.3 Enjeux de conception
Dans cette partie on a présenté le fait qu'assembler plusieurs cellules qui résonnent sur
le mode TM010 résulte en une cavité, dont les résonances associées, à ce mode (TM010), se
déclinent en autant de  sous-modes  qu'il y a de cellules. Pour une cavité N-cellules, on
note TM010−qpi/N le qe`me de ces modes.
Dans notre casN = 5, les répartitions des champs électriques pour les 5 modes TM010−qpi/N
sont illustrées par la Figure 3.6. Le cinquième de ces modes,  le mode pi , est le mode
accélérateur. Aﬁn d'assurer le  plat de champ  sur ce mode, il faut que toutes les cellules
prises individuellement résonnent à la même fréquence, en  mode pi  :
 Pour les cellules internes : ωpicell = ω0cell
√
1 + 4k = Ωpi
 Pour les cellules externes : ωpicell = ω0cell
√
1 + 2k + γ = Ωpi
En conclusion, pour obtenir  le plat de champ , il est commode de choisir un design
de demi-cellule et de le dupliquer, pour obtenir le nombre de cellules souhaité. Toutefois,
les deux demi-cellules externes sont reliées aux tubes faisceaux dont l'ouverture est variable.
Comme on va le voir par la suite, les formes de ces demi-cellules doivent être adaptées aﬁn
d'assurer la condition γ1,2 = 2k.
Concernant le calcul des paramètres caractéristiques le traitement de la cavité multi-
cellules se fait exactement de la même façon que celui d'une cavité avec un seul  gap 
accélérateur.
Toutefois, les attributs d'une cavité mono-cellule ou multi-cellules diﬀèrent en certains
points. Dans le cas d'une cavité N-cellules, la longueur accélératrice est N fois plus grande,
ainsi que l'énergie stockée, W , et la puissance dissipée dans les parois, Pcav, pour atteindre
le même champ accélérateur que dans une mono-cellule. D'ailleurs, on a vu sur la Figure 3.2
que le champ accélérateur n'évolue pas de la même manière en fonction de β que ce soit pour
une cavité mono-cellule ou une multi-cellules : l'acceptance en énergie est réduite en même
temps que le nombre de cellules augmente.
Par contre, d'après 2.33, le facteur de qualité Q0 ne dépend pas du nombre de cellules, tan-
dis que le (r/Q) sera lui N fois plus élevé (d'après sa déﬁnition en 2.39). Ainsi dans notre cas où
l'on souhaite (r/Q) = 145 à βg, il faudra pour chacune des cellules que (r/Q)cell ≈ 145/5 = 29.
C'est donc en tenant compte de toutes ces données que l'on a établi la géométrie des
cellules internes de la cavité, ainsi que celles des deux demi-cellules externes, et ceci pour
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Figure 3.6  Allures des champs électriques pour les cinq premiers modes de résonance d'une
cavité 5-cellules.
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répondre aux besoins énoncés dans le Tableau 3.1.
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3.3 Etude RF et optimisation des cellules
Dans les paragraphes suivants, on présentera la méthode utilisée pour l'optimisation de la
cavité. Cette étude menée, et achevée au cours de l'année 2010, a été eﬀectuée au sein d'un
travail d'équipe pour aboutir à un design mécanique de la cavité.
Le travail réalisé au cours de cette thèse a porté sur l'étude de la géométrie de l'enveloppe
interne de la cavité et de son inﬂuence sur les paramètres RF. On expliquera donc comment on
a optimisé les paramètres HF des cellules internes et des demi-cellules externes, en utilisant le
logiciel de calcul 2D SUPERFISH [84], pour aboutir à un premier design de cavité 5-cellules
βg = 0, 65.
3.3.1 Design des cellules internes
Paramétrisation de la géométrie
La géométrie d'une cavité elliptique peut être déﬁnie par de très nombreux paramètres,
qui peuvent s'inﬂuencer les uns par rapport aux autres. Il convient alors de choisir une para-
métrisation eﬃcace aﬁn d'aboutir, de la façon la plus méthodique, à un design optimum des
cellules.
Les cavités elliptiques sont des éléments très répandus et l'étude de leur design n'est pas
nouveau. Pour notre étude, on a donc adopté une paramétrisation  classique , présentée par
la Figure 3.7, faisant intervenir sept grandeurs. Sur cette ﬁgure on ne fait apparaitre qu'une
demi-cellule, la cellule entière est obtenue par symétrie.
Les paramètres qui déﬁnissent de façon unique la géométrie de la demi-cellule sont :
 L, la longueur de la cellule accélératrice.
 Rb, le rayon d'ouverture de la cellule au niveau de l'iris.
 α, l'angle qui caractérise l'inclinaison de la paroi de la cellule.
 Q1 = B/A, le rapport entre les deux rayons de l'ellipse qui déﬁnit l'équateur de la cellule.
 q2 = b/a, le rapport entre les deux rayons de l'ellipse qui déﬁnit l'iris de la cellule.
 d, qui déﬁnit la position selon l'axe z de la paroi de la cellule. Ce paramètre inﬂue
notamment sur les points de tangence de la paroi par rapport aux deux ellipses.
 R, le rayon de la cavité.
Ce sont ces sept grandeurs que l'on a ajusté aﬁn d'optimiser les paramètres électroma-
gnétiques que sont le (r/Q), Bpeak/Eacc, Epeak/Eacc, K et G tout en s'assurant que la cellule
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aura une rigidité mécanique acceptable (angle α pas trop faible) et que cette cellule résonne
bien, en  mode pi , à 704,4 MHz 4.
Figure 3.7  Paramétrisation géométrique d'une demi-cellule.
Méthode, code de calcul et maillage
La méthode employée pour l'optimisation de la cavité est une méthode itérative qui vise à
ajuster chacun des paramètres géométriques, à tour de rôle, jusqu'à obtenir les performances
HF souhaitées. La modiﬁcation d'une des grandeurs géométriques induit automatiquement
un changement de la fréquence de résonance. On a donc utilisé le rayon de la cellule, R,
comme  paramètre libre  aﬁn de réajuster à chaque fois la fréquence de résonance.
Par exemple, on souhaite étudier l'inﬂuence de Rb. On change donc le rayon de l'iris de
1 mm, la fréquence de résonance f0 est donc modiﬁée. On réajuste la valeur de R aﬁn de
ramener cette valeur à 704,4 MHz et ensuite on regarde les valeurs de (r/Q), Bpeak/Eacc,
4. Cette fréquence de résonance est établie dans la cas où l'on considère que la cellule est couplée à deux
autres cellules, ce qui est modélisé sur la Figure 3.4 par des capacités Ck/2. Dans le cas d'une simulation
électromagnétique cela revient à imposer une  condition magnétique  : la composante tangentielle du champ
magnétique est nulle au niveau de l'iris, Ht = 0.
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Epeak/Eacc, K et G. Ainsi on fait varier la valeur de Rb, jusqu'à ce qu'on trouve le meilleur
compromis pour les paramètres RF. Puis on modiﬁe une autre grandeur géométrique, et ainsi
de suite.
Justement, aﬁn de calculer les paramètres RF, il faut déterminer la répartition des champs
électromagnétiques dans l'enceinte de la cavité pour le mode TM010−pi. Ceci n'est pas calcu-
lable analytiquement pour une cavité elliptique, comme dans le cas d'une cavité  pill-box ,
l'utilisation de code de calcul s'avère donc indispensable. Pour cela on a utilisé le code SUPER-
FISH [84] qui résout les équations de Maxwell dans le domaine fréquentiel, par la méthode
des diﬀérences ﬁnies. SUPERFISH est un code à deux dimensions qui permet seulement de
traiter des cavités qui possèdent une symétrie de révolution (cf. Figure 3.8) .
Figure 3.8  Allure du maillage, du champ électrique et du champ magnétique dans une
demi-cellule, avec SUPERFISH (pour le mode TM010−pi).
A partir d'un contour de cavité donné, le code génère un maillage triangulaire. Plus ce
maillages est dense plus le temps de calcul est long, ce qui n'est plus vraiment gênant de
nos jours pour les codes 2D. Par contre pour les codes 3D qui demandent beaucoup plus de
ressources informatiques ceci peut s'avérer un facteur limitant lorsqu'on souhaite notamment
une bonne précision sur le calcul de la fréquence (cf. Partie 3.4.2 ).
Comme on le verra un peu plus loin, on a aussi utilisé le code 3D CST Microwave Studio®,
qui nous a permis de vériﬁer la validité des calculs réalisés avec SUPERFISH ainsi que d'étu-
dier le couplage externe. En eﬀet, lorsqu'on met en place le port coupleur sur la cavité, la
symétrie de révolution est brisée et on n'a pas d'autre choix que d'utiliser un code tridimen-
sionnel.
Toutefois pour l'étude géométrique sans port coupleur, SUPERFISH suﬃt et son utilisa-
tion a été rendue d'autant plus conviviale que l'on a utilisé le programme Build Cavity  [85],
développé à l'INFN Milano, qui permet de générer facilement certains ﬁchiers de calculs et
automatise une partie des routines d'optimisation.
Mais avant de se lancer dans ces calculs d'optimisation, il faut choisir judicieusement la
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taille moyenne des mailles élémentaires utilisée pour discrétiser la structure, et ceci aﬁn d'as-
surer une bonne cohérence des résultats.
Pour cela on a pris comme référence à notre étude une cellule interne de la cavité  bêta
0,65  dont le design de référence a été eﬀectué dans [86]. Cette cellule, nous a non seule-
ment servi de point de départ pour l'étude des caractéristiques RF, mais elle a d'abord été
utilisée pour déterminer la taille du maillage triangulaire. Pour cela on a fait varier la taille
moyenne des mailles élémentaires tout en observant la convergence des diﬀérents paramètres
HF, comme l'illustre la Figure 3.9.
Figure 3.9  Evolutions des paramètres RF en fonction du maillage.
On constate donc qu'au fur et à mesure que la taille des mailles diminue, les valeurs des
diﬀérents paramètres RF convergent. Il faut aussi noter que plus le maillage est ﬁn, plus le
calcul est long. Cependant, avec les machines actuelles, le temps de calcul reste raisonnable :
pour une maille de 0,2 mm le calcul dure environ 3 minutes. Mais comme on peut le constater
sur la Figure 3.9 une maille de 1 mm suﬃt, et le temps de calcul est considérablement réduit
(quelques secondes), ce qui permet de rendre le travail plus eﬃcace, tout en gardant un calcul
cohérent.
Aﬁn d'optimiser les diﬀérents paramètres géométriques, on a donc réalisé une succession
de simulations électromagnétiques sur une demi-cellule, avec un maillage de 1 mm. Les pa-
ramètres géométriques agissent diﬀéremment et parfois même de manière antagoniste sur les
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caractéristiques RF. Le choix de la géométrie de la cellule est donc une aﬀaire de compromis,
comme nous allons le résumer dans les paragraphes suivants .
Longueur de cellule, L
La longueur d'une cellule accélératrice est dictée par la gamme d'énergie des particules
qu'elle doit accélérer. Comme présenté dans le Chapitre 2, cette longueur est ainsi ﬁxée par
la formule 2.32, ce qui pour une cellule où l'on souhaite avoir un βg = 0, 65 donne :
L = 138 mm
Rayon d'ouverture de l'iris, Rb
Figure 3.10  Evolutions de K, Epeak/Eacc, Bpeak/Eacc, (r/Q) en fonction de L (pour une
cellule où βg = 0, 65 et f0 = 704,4 MHz avec L = 138 mm, α = 6o, d = 12 mm, Q1 = 0, 95,
q2 = 1, 65).
Comme on peut le constater sur la Figure 3.10, une augmentation du rayon de l'iris induit
une dégradation des performances RF de la cellule. En particulier, on remarque que plus Rb
est grand et plus le (r/Q) diminue en même temps que Epeak/Eacc et Bpeak/Eacc augmentent
dangereusement. Ajoutons, qu'ici le facteur géométrique G n'est que très peu inﬂuencé par
les variations de Rb (non représenté sur la Figure 3.10).
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Ainsi, aﬁn de ne pas trop dégrader les performances de la cellule pour le mode accélérateur
il convient de minimiser la taille du rayon de l'iris. Toutefois, on ne peut le choisir trop faible
pour plusieurs raisons :
 la première, certainement la plus importante dans notre cas, est la valeur du facteur
de couplage K. La condition requise est qu'il se trouve à une valeur d'environ 1, 5%.
Ceci facilite les procédures de réglage de  plat de champ , réduit le temps de charge
de la cavité et garantit un bon isolement des modes. En eﬀet, on voit avec la formule
3.9 que plus K est grand plus l'écart entres les modes est important. Néanmoins, cet
aspect ne devrait pas poser de problème car le couplage pour SPL est de l'ordre de
1.106 et la largeur de bande du mode TM010−pi sera alors de l'ordre de 600 Hz, ce qui
est largement inférieur à l'écart entre les modes TM010−4pi/5 et TM010−pi : ∼ 1MHz.
 Une valeur de Rb élevée permet aussi de favoriser l'extraction des modes supérieurs
et de minimiser le risque de les exciter, qui est d'autant plus grand que le (r/Q) est
élevé. Dans le cas du SPL, où le fonctionnement est pulsé cet argument est important,
alors que pour une machine CW, comme le linac de MYRRHA, ce point est de moindre
importance car le risque de HOM est faible [17] [87].
 Enﬁn, il faut remarquer qu'une valeur trop faible de Rb accroît les risques d'activation
de la structure par le halo du faisceau. Une telle activation peut notamment engendrer
des eﬀets d'émission de champs néfaste qui peuvent fortement dégrader les perfor-
mances supraconductrices de la cavité, ce qui aura un impact direct sur la ﬁabilité de
l'accélérateur.
C'est donc en tenant compte de l'ensemble de ces considérations que l'on a choisi une
ouverture d'iris relativement importante :
Rb = 48 mm
Inclinaison de la paroi, α
Sur la Figure 3.11 on remarque qu'une augmentation de l'angle de la paroi, α, implique :
 une diminution du facteur de couplage K,
 une dégradation du (r/Q),
 une amélioration de Epeak/Eacc qui s'oppose à une nette augmentation du rapport
Bpeak/Eacc.
En termes de performances RF, il faut donc trouver un compromis. On possède une
certaine marge sur la valeur de Bpeak/Eacc ((Bpeak/Eacc)MAX = 5, 2 mT/MV/m), et donc,
aﬁn de minimiser encore un peu plus Epeak/Eacc, la tendance aurait été d'augmenter α. Mais
en augmentant α, on dégrade trop le (r/Q).
A ce compromis, il faut aussi ajouter quelques considérations mécaniques. En eﬀet, il
apparait que plus l'angle α est faible, moins la stabilité mécanique est bonne. Dans cette
étude qui visait surtout l'optimisation des paramètres RF de la cavité, on a simplement veillé
à ne pas prendre une paroi de cavité trop inclinée. D'après l'expérience, cette valeur limite
se situe autour de 5o, elle permet de garantir une bonne eﬃcacité du traitement chimique et
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du rinçage haute pression de la cavité.
Toutefois, il est possible de rigidiﬁer la cavité à l'aide d'anneaux de renforts [88], ce qui
rend encore moins sensible le choix du paramètre α. Et ﬁnalement, au regard de tous ces
éléments, une valeur acceptable pour l'inclinaison de la paroi est :
α = 6o
Figure 3.11  Evolutions de K, Epeak/Eacc, Bpeak/Eacc, (r/Q) en fonction de α (pour une
cellule où βg = 0, 65 et f0 = 704,4 MHz avec L = 138 mm, Rb = 48 mm, d = 12mm,
Q1 = 0, 95, q2 = 1, 65).
Distance de la paroi, d
Tout comme pour l'angle d'inclinaison de la paroi α, le choix de d est une aﬀaire de
compromis. En eﬀet, comme le montre la Figure 3.12, plus on augmente la valeur de d, plus
le couplage inter-cellule K diminue, ce que l'on ne souhaite pas. On remarque aussi que le
facteur géométrique G et Bpeak/Eacc évoluent dans le mauvais sens.
Par opposition, lorsque d augmente, le rapport Epeak/Eacc s'améliore. Notons qu'il existe
une valeur critique qui marque un changement de pente dans cette évolution et en dessous
de laquelle le rapport Epeak/Eacc se dégrade signiﬁcativement.
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En ce qui concerne le (r/Q), les variations sont très faibles et on a remarqué la présence
d'un optimum très peu marqué (à d = 10 mm).
Au regard de ces résultats on a choisi une valeur de d de manière à garder une bonne
marge sur les valeurs des champs  pics  de surface caractérisés par Epeak/Eacc et Bpeak/Eacc,
au détriment de la valeur de K, plus faible que 1, 5%, et de la position du maximum sur le
(r/Q) :
d = 12 mm
Figure 3.12  Evolutions de K, Epeak/Eacc, Bpeak/Eacc, (r/Q) et G en fonction de d (pour
une cellule où βg = 0, 65 et f0 = 704,4 MHz avec L = 138 mm, Rb = 48 mm, α = 6o,
Q1 = 0, 95, q2 = 1, 65).
Rapports des rayons des ellipses Q1 et q2
Les rapports des ellipses Q1 et q2 n'ont pas une très grande inﬂuence sur les performances
de la cellule accélératrice.
Le rapport des rayons de l'ellipse à l'équateur, Q1 = B/A, n'a quasiment aucune inﬂuence
sur le facteur K ainsi que sur la valeur de Epeak/Eacc.
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Lorsque Q1 augmente on constate une faible amélioration du rapport Bpeak/Eacc ainsi
qu'une très légère décroissance du (r/Q). On note, toutefois, qu'il semble exister un optimum
pour la valeur de G, bien que les variations ne soient que très peu marquées (cf. Figure 3.13).
En réalité, pour le choix de ce rapport, ce ne sont pas les critères liés aux performances
RF qui dominent (excepté l'optimum sur G). Mais des études expérimentales on notamment
permis de dégager une tendance : plus le rapport Q1 est proche de 1, moins la cavité est
sensible au multipacting dans la zone équatoriale [17]. On aura donc plutôt tendance à choi-
sir un proﬁl circulaire ou quasi circulaire et ceci bien que les études mécaniques montrent
une meilleure répartition des contraintes lorsque le proﬁl est fortement elliptique, tel que
Q1 > 1, 5.
Figure 3.13  Evolutions de K, Epeak/Eacc, Bpeak/Eaccet (r/Q) en fonction de Q1 (pour une
cellule où βg = 0, 65 et f0 = 704,4 MHz avec L = 138 mm, Rb = 48 mm, α = 6o, d = 12 mm,
q2 = 1, 65).
Le rapport des rayons de l'ellipse au niveau de l'iris, q2 = b/a, n'a lui aussi que peu
d'inﬂuence sur les caractéristiques HF. Les variations de q2 n'ont d'ailleurs aucune inﬂuence
sur le paramètre géométrique G de la cellule. On remarque tout de même, que lorsqu'on joue
avec la forme de la cellule à proximité de l'iris, on change le couplage K, ainsi que la répar-
tition des champs de surface. Sur la Figure 3.14, on peut constater une faible variation de
Bpeak/Eacc en fonction de q2, et surtout la présence d'un optimum sur la valeur de Epeak/Eacc
(ce qui n'est pas forcément étonnant car c'est dans la zone proche de l'iris que se trouvent
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les champs électriques de surface les plus élevés).
En conclusion, c'est donc en prenant en compte les diﬀérentes caractéristiques présentées
sur les Figures 3.13 et 3.14 que l'on a choisit les valeurs des rapports des rayons des ellipses,
telles que :
Q1 = 0, 95
q2 = 1, 65
Figure 3.14  Evolutions de K, Epeak/Eacc, Bpeak/Eacc et (r/Q) en fonction de q2 (pour une
cellule où βg = 0, 65 et f0 = 704,4 MHz avec L = 138 mm, Rb = 48 mm, α = 6o, d = 12 mm,
Q1 = 0, 95).
Bilan sur l'optimisation des cellules internes
Le Tableau 3.2 fait le bilan sur le design des cellules internes de la cavité. Dans ce tableau
on fait apparaitre les rayons des grands axes (b,B) et des petits axes (a,A) des ellipses. Ces
rayons se calculent à l'aide d'un peu de géométrie euclidienne en fonction des sept paramètres
géométriques de référence.
On compare ici la géométrie que l'on a utilisée comme point de départ pour l'étude, qui
est en fait le design de référence pour les cavités  bêta 0, 65  de l'accélérateur MYRRHA,
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au design auquel on a abouti au cours de l'optimisation pour les cavités de SPL. On constate
alors que pour augmenter le couplage inter-cellulesK, il a fallu augmenter le rayon de l'iris Rb.
Ceci a pour conséquence de diminuer le (r/Q) et d'augmenter les champs de surface. Au cours
de l'étude on a choisi de garder une certaine marge par rapports aux limites sur les champs
de surface. En eﬀet, le souhait de fonctionner à 19 MV/m (βg = 0, 65) est assez ambitieux
au regard des performances connues sur les cavités elliptiques utilisées pour l'accélération
de protons (cf. Figure 5.3). Ainsi, en minimisant notamment la valeur EpeakMax, on espère
limiter les phénomènes d'émissions de champs pour pouvoir atteindre de très hauts gradients
accélérateur.
La valeur de Epeak/Eacc est, en eﬀet, diﬃcilement minimisable à l'aide d'autres paramètres
géométriques que Rb. On a donc fait le choix de ne pas trop ouvrir l'iris, et c'est pour cela que
l'on a abouti à une valeur K inférieur à 1,5 %. Puis lorsqu'on a fait varier les autres grandeurs
géométriques, on a toujours pris garde à ne pas augmenter ce rapports (Epeak/Eacc), ainsi
que Bpeak/Eacc, ce qui s'est fait au détriment de la valeur du (r/Q).
TABLEAU 3.2  Caractéristiques des cellules internes : le design de départ correspond à celui
établit dans [17] pour les cavités de l'accélérateur de MYRRHA et le design optimisé est celui
auquel on a abouti pour répondre aux critères de SPL.
Paramètres géométriques Design de départ Design optimisé
βg 0, 658 0, 65
Longueur, L (mm) 140 138
Rayon iris, Rb (mm) 45 48
Inclinaison paroi, α (o) 8, 5 6
Position paroi, d (mm) 10 12
Ellipse équateur, Q1 = B/A 1 0, 95
A (mm) 45, 1 47, 1
B (mm) 45, 1 44, 75
Ellipse iris, q2 = b/a 1, 3 1, 65
a (mm) 12, 1 14, 3
b (mm) 15, 8 23, 5
Rayon cellule, R (mm) 186, 4 184, 7
Caractéristiques RF @ β = βg Reine Reine
Epeak/Eacc 2, 53 2, 54
Bpeak/Eacc (mT/MV/m) 4, 78 4, 92
K (%) 1, 10 1, 42
(r/Q) (Ω) 32, 75 30, 05
G (Ω) 188, 6 192, 5
Fréquence calculée f0 (MHz) 704, 410 704, 400
En conclusion, on peut constater que pour une cavité multi-cellules elliptique, plus on
augmente le couplage K, moins les autres caractéristiques RF seront bonnes. Dans notre
cas, on a souhaité minimiser au mieux la valeur de Epeak/Eacc, sachant que pour les cellules
externes cette caractéristique risque de se dégrader car l'ouverture de l'iris pour la connexion
au tube faisceau doit être agrandie (en particulier du côté du coupleur de puissance).
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3.3.2 Demi-cellules externes et cavité complète
Design des cellules externes
TABLEAU 3.3  Caractéristiques des demi-cellules externes de la cavité.
Paramètres Demi-cellule externe gauche Demi-cellule externe droite
Longueur, L (mm) 138 138
Rayon iris, Rb (mm) 40 60
Inclinaison paroi, α (o) 8, 1 3, 75
Position paroi, d (mm) 1, 2 1, 0
Ellipse équateur, Q1 = B/A 0, 95 1, 05
A (mm) 41, 62 54, 46
B (mm) 39, 53 57, 18
Ellipse iris, q2 = b/a 1, 65 1, 65
a (mm) 15, 15 11, 14
b (mm) 25, 0 18, 38
Rayon cellule, R (mm) 184, 7 184, 7
Longueur tube (mm) 150 170
Fréquence calculée f0 (MHz) 704, 395 704, 399
Une fois que l'on a choisi la forme des huit demi-cellules internes de la cavité, il faut ﬁxer la
forme des deux demi-cellules externes sur lesquelles viennent se raccorder les tubes faisceau.
Ceci imposent généralement une ouverture d'iris diﬀérente de celle des cellules internes. De
plus, la forme des tubes impose un eﬀet capacitif supplémentaire sur la cellule externe, ce
qui change sa fréquence de résonance.
Comme on l'a exposé dans la Partie 3.2.2, il est indispensable que chaque cellule résonne
à la même fréquence aﬁn que  le plat de champ  soit garanti dans la cavité. Pour cela la
géométrie des cellules externes a été légèrement modiﬁée et ceci en faisant attention à ne pas
trop accroitre les rapports Epeak/Eacc et Bpeak/Eacc. Les caractéristiques géométriques de ces
demi-cellules externes sont regroupées dans le Tableau 3.3 : la demi-cellule externe droite
correspond au coté où se trouve le coupleur de puissance, tandis que celle de gauche sera
seulement équipée d'un port plus petit ( pick-up ) pour la mesure de Pt.
Demi-cellule externe gauche : Pour cette demi-cellule, le diamètre du tube faisceau a
été choisi pour répondre à un besoin lié à la fabrication de la cavité. En eﬀet, aﬁn de relier les
cavités les unes aux autres dans l'accélérateur, il est nécessaire que celles-ci soit équipées de
brides au bout des tubes faisceau. Il a été choisi et imposé que ces brides seront en  niobium-
titane  au diamètre interne normalisé de 80 mm (du type XFEL). En conséquence on a
proposé, pour ce design, de ﬁxer le rayon de l'iris à 40 mm, ce qui permet notamment de
minimiser les champs de surface.
La longueur du tube faisceau a été ﬁxée à 150 mm, pour des raisons d'encombrement :
il faut un espace suﬃsant pour souder le tank hélium sur le tube, mais il faut aussi prévoir
suﬃsamment de place pour le port  pick-up  et l'ajout d'un port supplémentaire pour le
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coupleur HOM 5.
Si l'on se contente de reprendre la forme de la cellule interne en diminuant le rayon de
l'iris on se rend compte que la fréquence de résonance de la cellule baisse à une valeur de
699,6 MHz. Pour compenser cette diminution de fréquence, on a joué sur l'angle d'inclinaison
α de la paroi, aﬁn de diminuer le volume  magnétique  de la cavité. En eﬀet, d'après
le théorème de Slater [89], on constate bien qu'une augmentation du volume de la cavité,
δV , dans une zone de champ magnétique entraine une diminution, δf , de sa fréquence de
résonance f :
δf
f
=
1
W
∫
δV
(
0E
2 − µ0H2
)
dV (3.11)
Pour cela on a augmenté l'angle d'inclinaison de la paroi jusqu'à une valeur de 8,1o, ce
qui permet notamment d'améliorer la stabilité mécanique de cette cellule bien que le (r/Q)
soit un peu diminué.
Demi-cellule externe droite : Pour la demi-cellule qui se trouve du coté du coupleur
de puissance, il a fallu augmenter le diamètre de l'iris. On reviendra un peu plus loin dans
ce chapitre sur l'étude du couplage (Partie 3.4.2 ), mais on retiendra qu'une étude électro-
magnétique a permis de ﬁxer le diamètre du tube à une valeur de 120 mm, soit Rb = 60
mm. Ce choix a notamment été dicté par la taille du port coupleur, de diamètre 100 mm et
aussi par le souhait de limiter la pénétration de l'antenne (conducteur interne du coupleur
coaxial) dans la cavité pour éviter toute interaction avec le halo du faisceau. La longueur
du tube a été ﬁxée pour les même raisons d'encombrement que précédemment (tank hélium,
positionnement du port de puissance et d'un port HOM) à une valeur de 170 mm avant
rétrécissement à un diamètre de 80 mm : soit une longueur totale de 190 mm.
L'optimisation de la cellule externe droite est réalisée sur la même base que pour la cellule
de gauche. Cette fois-ci, en agrandissant le rayon de l'iris on a constaté que la fréquence de
la cellule a augmenté : il faut donc diminuer le volume magnétique. On a donc été obligé
de choisir une angle α plus abrupte. Aﬁn de limiter le rapport Epeak/Eacc, il a aussi fallu
augmenter le rapport d'ellipse à l'équateur, Q1, et modiﬁer la position de la paroi, d.
Une fois la géométrie de cette dernière demi-cellule établie, l'ensemble des cellules qui
composent la cavité ont été réunies aﬁn de vériﬁer le  plat de champ  et d'évaluer les
performances RF globales.
5. Un coupleur HOM est un coupleur qui permet d'extraire les modes de résonances intervenant à des
fréquences supérieurs au mode TM010. Ces modes supérieurs ou HOM (pour  Higher Order Modes ) sont
susceptibles d'être excités par le passage du faisceau dans la cavité etils peuvent engendrer des instabilités
dans l'accélérateur.
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Performance de la cavité optimisée
Le Tableau 3.4 et la Figure 3.15 récapitulent les résultats obtenus durant l'étude d'opti-
misation des caractéristiques RF de la cavité 5-cellules  bêta 0,65 .
TABLEAU 3.4  Caractéristiques RF de la cavité 5-cellules βg = 0, 65 (1er Design).
Caractéristiques RF Pour, β = βg = 0, 65
Fréquence calculée, fpi (MHz) 704, 408
Epeak/Eacc 2, 56
Bpeak/Eacc (mT/MV/m) 4, 95
(r/Q) (Ω) 149, 5
G (Ω) 194
T (βg) 0, 695
K (%) 1, 44
Plat de champ (%) ∼ 3
Tous les paramètres RF sont donnés pour une vitesse des particules de référence égales
à βg = 0, 65. En comparaison des résultats obtenus pour la cellule interne de référence, on
remarque que les valeurs des champs de surface augmentent très peu et ceci malgré une ou-
verture plus grande au niveau de l'iris coté coupleur. La valeur du (r/Q) répond, elle aussi,
aux spéciﬁcations requises pour la cavité.
Pour le calcul du  plat de champ  on utilise la déﬁnition suivante :
Plat de champ =
EcellMAX − EcellMIN
1
N
5∑
i=1
Ecelli
× 100% (3.12)
où EcellMAX représente l'amplitude maximum de Ez développée par une des cellules et
EcellMIN représente l'amplitude minimum de Ez développée par une autre des cellules. L'écart
entre ces deux valeurs est alors comparé à la valeur moyenne sur les cinq amplitudes, Ecelli ,
développées dans chacune des cinq cellules.
Les fréquences de toutes les cellules étant très proches les unes des autres on obtient un
 plat de champ  de ∼ 3%.
Pour le calcul du facteur de couplage K, on a utilisé la formule de dispersion 3.9 avec les
fréquences des 5 modes de résonances calculées par SUPERFISH :
 TM010−pi/5 : f010−pi/5 = 695, 4415 MHz
 TM010−2pi/5 : f010−2pi/5 = 697, 935 MHz
 TM010−3pi/5 : f010−3pi/5 = 701, 002 MHz
 TM010−4pi/5 : f010−4pi/5 = 703, 4695 MHz
 TM010−pi : f010−pi = 704, 408 MHz
130
3.3 Etude RF et optimisation des cellules
Figure 3.15  Champs générés dans la cavité par le mode accélérateur TM010−pi : a) Réparti-
tion des champs dans la cavité symbolisés par les  isolignes  r.Hθ ; b) Champ électrique sur
l'axe faisceau Ez normalisé à sa valeur maximum ; c) Champ électrique de surface normalisé
au champ accélérateur ; d) Champ magnétique de surface normalisé au champ accélérateur.
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Nous avons ici ﬁgé un premier Design de la cavité qui répond aux critères du Tableau 3.1.
Lors de cette étude, on a notamment souhaité minimiser au maximum les champs  pics 
de surface car la performance souhaitée, en terme de gradient accélérateur, est très ambitieuse.
Toutefois, ce Design n'a pas été retenu pour la réalisation d'un prototype. En eﬀet, en
parallèle de l'étude menée sur les cavité  bêta 0,65  à l'IPNO, une étude similaire a été
menée au CEA Saclay pour les cavités de la section accélératrice β = 1 de SPL.
Les deux prototypes de cavités fabriqués à partir de ces designs sont destinés à être testés
dans le cryomodule de l'installation CRYHOLAB [90] au CEA Saclay. Il a donc été décidé
d'uniformiser les design au niveau des tubes faisceau aﬁn que le même coupleur de puissance
[91] soit montable et utilisable sur les deux types de cavités. Ceci permet aussi d'uniformiser
le design du tank hélium pour les deux cavités, et ainsi (pour la cavité βg = 0,65) d'inclure
le port coupleur à l'intérieur du Tank. L'insertion et le montage dans CRYHOLAB seront
aussi fortement facilités.
Comme l'illustre la Figure 3.16, le design que l'on vient de proposer pour la cavité βg =
0,65 ne permet pas son intégration mécanique dans le tank de la cavité β = 1. Pour cela, il
a été choisi que la cavité  bêta 0,65  aura les même terminaisons (longueurs et diamètres
des tubes faisceau) que celles de la cavité  bêta 1 . En conséquence, ce choix nous a poussé
à modiﬁer le premier design de la cavité et à ré-optimiser les deux demi-cellules externes.
Figure 3.16  Illustration montrant l'insertion de la cavité βg = 0, 65 dans le tank de la
cavité β = 1. On constate qu'il est nécessaire de changer toute l'interface au niveau des tubes
faisceau sinon le montage dans le tank est impossible. Le tank de la cavité 0,65 doit aussi
être raccourci (à droite). (Source : Sébastien Rousselot, IPNO)
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3.4 Second design et calcul du couplage
3.4.1 Résultats obtenus pour le 2nd design
Pour ce second design, les ouvertures des iris aux niveaux des tubes faisceau ont donc été
agrandies, de chaque côté de la cavité.
Du coté gauche le rayon Rb passe d'une valeur de 40 mm à 60 mm, tandis que du côté
du coupleur, Rb est agrandi de 10 mm. La géométrie des cellules externes a été modiﬁée en
conséquence.
Leurs paramètres géométriques sont résumés dans le Tableau 3.5. En ce qui concerne
les cellules internes, la géométrie a été conservée aﬁn de maintenir le même couplage inter-
cellules : K ≈ 1, 45%.
TABLEAU 3.5  Géométries des cellules pour le deuxième design de la cavité.
Paramètres cellule
externe
gauche
cellules
internes
cellule
externe
droite
Longueur, L (mm) 138 138 138
Rayon iris, Rb (mm) 65 48 70
Inclinaison paroi, α (o) 5, 6 6 5, 1
Position paroi, d (mm) 9 12 9
Ellipse équateur, Q1 = B/A 0, 8 0, 95 0, 7
A (mm) 52, 2 47, 1 53, 0
B (mm) 41, 8 44, 75 37, 1
Ellipse iris, q2 = b/a 1, 8 1, 65 2, 0
a (mm) 10, 7 14, 3 10, 7
b (mm) 19, 3 23, 5 21, 5
Rayon cellule R (mm) 184, 7 184, 7 184, 7
Longueur tube avant réduction (mm) 105 157
Longueur totale tube (mm) 155 213
Fréquence calculée f0 (MHz) 704, 398 704, 400 704, 399
L'ouverture des iris au niveau des tubes a un impact direct sur les performances RF de la
cavité. Malgré la ré-optimisation de la forme des cellules externes le rapport Epeak/Eacc n'a
pu être minimisé qu'à une valeur de 2,63 et ceci au détriment de Bpeak/Eacc et du (r/Q). Les
caractéristiques HF de la cavité sont répertoriées dans le Tableau 3.6 et les répartitions des
champs électromagnétiques de surface et du champ électrique sur l'axe faisceau sont données
par la Figure 3.17.
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Figure 3.17  Champs générés dans la cavité par le mode accélérateur TM010−pi : a) Réparti-
tion des champs dans la cavité symbolisés par les  isolignes  r.Hθ ; b) Champ électrique sur
l'axe faisceau Ez normalisé à sa valeur maximum ; c) Champ électrique de surface normalisé
au champ accélérateur ; d) Champ magnétique de surface normalisé au champ accélérateur.
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Le  plat de champ  est calculé de la même façon que précédemment, ainsi que le
paramètre K, en utilisant les nouveaux modes de résonances associés au mode TM010 :
 TM010−pi/5 : f010−pi/5 = 695, 485 MHz
 TM010−2pi/5 : f010−2pi/5 = 698, 051 MHz
 TM010−3pi/5 : f010−3pi/5 = 701, 116 MHz
 TM010−4pi/5 : f010−4pi/5 = 703, 507 MHz
 TM010−pi : f010−pi = 704, 398 MHz
TABLEAU 3.6  Caractéristiques RF de la cavité 5-cellules βg = 0, 65 (2nd Design).
Caractéristiques RF Pour, β = βg = 0, 65
Fréquence calculée fpi (MHz) 704, 398
Epeak/Eacc 2, 63
Bpeak/Eacc (mT/MV/m) 5, 08
(r/Q) (Ω) 137, 5
G (Ω) 197
T (βg) 0, 652
K (%) 1, 43
Plat de champ (%) ∼ 2
Une fois ce second design établi à l'aide du code de calcul 2D, une nouvelle étude por-
tant sur le couplage de la cavité a été menée. La méthode employée est résumée dans les
paragraphes suivants.
3.4.2 Calcul du couplage
Pour le bon fonctionnement d'une cavité il est nécessaire de prévoir des interfaces qui
permettent d'établir la liaison HF vers les systèmes de régulation et les ampliﬁcateurs. On l'a
déjà évoqué précédemment, une cavité dispose en général de trois types de ports de couplage :
 Le premier, le plus fondamental, est le port de puissance, sur lequel vient se ﬁxer le
coupleur de puissance qui permet l'amenée de la puissance HF dans la cavité.
 Le second, généralement appelé port  pick-up , permet de prélever une partie du
signal stocké dans la cavité pour fournir le signal de retour vers la boucle de régulation.
 Enﬁn, les  ports HOM  sont destinés à accueillir des coupleurs qui permettent d'éva-
cuer la puissance générée par l'excitation des modes supérieurs lors du passage du fais-
ceau. Ces ports sont généralement au nombre de deux, ils sont placés de chaque côté
de la cavité et orientés de 120o aﬁn de coupler tous les modes dipolaires. Ils accueillent
des coupleurs qui agissent comme des ﬁltres réjecteurs pour le mode fondamental [92].
Dans cette partie on présentera les résultats de l'étude, concernant le port de puissance
pour le second design de la cavité, qui visait essentiellement à calculer la longueur de péné-
tration, dans le tube faisceau, de l'antenne du coupleur.
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Spéciﬁcations pour le couplage incident
Aﬁn d'optimiser le fonctionnement de la cavité, c'est à dire pour transmettre au mieux la
puissance RF vers le faisceau, on peut montrer (cf. Chapitre 5, Partie 5.2.2 ) qu'il existe une
valeur optimale du couplage externe sur la cavité. Pour une cavité supraconductrice, celui-ci
est largement dominé par le couplage incidentQi, c'est à dire par le couplage au niveau du port
de puissance. Cette valeur optimale s'écrit alors en fonction du champ accélérateur auquel
on souhaite travailler, Eacc, de la longueur accélératrice, Lacc, mais aussi des caractéristiques
du faisceau, tel que son courant, Ib0, sa phase synchrone, φs, et d'un paramètre intrinsèque
à la cavité, son (r/Q) :
Qextopt = Qiopt =
EaccLacc
2(r/Q) Ib0 cos(φs)
(3.13)
Au regard de cette formule il faut tout de même noter que les valeurs de Eacc, (r/Q) et
φs dépendent de la vitesse des particules et donc de la position de la cavité dans le linac.
Ceci signiﬁe que toutes les cavités de l'accélérateur ont un couplage optimal diﬀérent, ce
qui impliquerait que chaque cavité ait sa propre interface coupleur/port de puissance (ou
un coupleur variable). Ceci n'est toutefois pas envisageable et une étude, similaire à celle
présentée dans l'Annexe D, doit être menée aﬁn de ﬁxer une valeur unique de couplage pour
toutes les cavités de la section accélératrice.
Néanmoins, en première approximation, on peut se placer à β = βg = 0, 65, ce qui donne
généralement une bonne idée de la valeur autour de laquelle devra se trouver Qext. Dans le
cas de SPL, pour un courant faisceau de I0 = 40 mA, on obtient 6 :
 Qext ≈ 1, 2.106 , avec Lacc = 0, 69 m, Eacc = 19 MV/m, (r/Q) ≈ 137, 5 Ω et φs = −15o.
Aﬁn d'atteindre un tel couplage, on peut jouer sur diﬀérents paramètres géométriques.
En particulier, comme l'illustre la Figure 3.18, le rayon du tube faisceau, la position du port
coupleur par rapport à la dernière cellule, le diamètre du port, le diamètre de l'antenne et la
longueur de pénétration de cette antenne dans le tube faisceau.
Evaluer le couplage externe en faisant varier ces diﬀérents paramètres géométriques revient
en fait à quantiﬁer la puissance dissipée, Pant, sur l'antenne du coupleur par le mode TM010−pi
en fonction de l'énergie stockée dans la cavité, W :
Qext =
ω0W
Pant
(3.14)
Le coupleur de puissance a une conﬁguration coaxiale, et estimer la valeur de Pant est
équivalent à estimer la puissance d'échange au niveau de la transition entre le guide coaxiale
6. Pour les cavités de la section  bêta 0,65  de la machine MYRRHA cette valeur sera plutôt de
Qext ≈ 5, 6.106 avec Lacc = 0, 7 m, Eacc = 10 MV/m, (r/Q) ≈ 160 Ω, Ib0 = 4 mA et φs = −20o.
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Figure 3.18  Paramètres géométriques entrant en jeu pour la mise en place du port de
puissance et de l'antenne du coupleur.
ou circule une onde TEM et la cavité où résonne l'onde TM. Cette puissance peut se calculer
grâce au model du générateur équivalent, et dans le cas où l'on a une parfaite adaptation
d'impédance entre la ligne coaxiale et le générateur ont peut écrire [93] :
Pant =
1
2
ZcI
2
ant =
1
2
Zc ω
2
0 
2
0
(∫
Sant
~E.d~S
)2
(3.15)
Iant, représente le courant induit sur la surface d'échange de l'antenne Sant par le champ
électrique E . Zc est l'impédance de la ligne coaxiale qui s'exprime comme :
Zc =
1
2pi
√
µ0
0
ln
(
∅port
∅ant
)
(3.16)
Dans notre cas, Zc est choisie à la valeur standard de 50 Ω. De plus, il est prévu d'utiliser
un coupleur similaire à ceux développés sur l'expérience CRYHOLAB [91], ce qui impose un
diamètre ∅port = 100 mm, et par conséquent ∅ant = 43, 48 mm.
En étudiant la décroissance des champs dans le tube faisceau il est aussi possible d'estimer
en première approche, la position du port coupleur et le rayon du tube faisceau Rb. Toutefois,
dans notre cas, ces valeurs sont imposées par le fait que l'on souhaite avoir la même interface
pour les cavités  bêta 0,65  et  bêta 1  (Lpos = 97, 5mm et Rb = 70 mm). Le seul
paramètre libre pour l'étude du couplage reste donc la longueur de l'antenne.
Il est généralement compliqué de calculer analytiquement l'inﬂuence de la géométrie de
l'antenne du coupleur. Il est toutefois possible, en utilisant un code 3D, de résoudre numéri-
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quement les équations de Maxwell au niveau du port de couplage et d'en déduire la valeur de
Qext. Pour cela, diﬀérentes méthodes, qui utilisaient notamment le code de calcul MAFIA,
ont été développées et validées pour réaliser de tels calculs [94] [95]. A présent, le logiciel
CST Microwave Studio® (CST MS) propose, lui aussi, un module de calcul pour évaluer le
Qext sur des structures résonantes. Et, c'est avec cet outil que l'on a étudié l'inﬂuence de Lant
sur le couplage Qext, pour le second design de la cavité βg = 0, 65.
Méthode, code de calcul 3D et maillage
Aﬁn d'évaluer le couplage externe de l'antenne du coupleur de puissance sur la cavité, la
géométrie de la cavité avec son port coupleur a été reproduite dans CST Microwave studio®.
Pour cette étude, on a utilisé le  solver   Eigenmode  qui permet la résolution de problèmes
électromagnétiques dans une structure résonante. Le maillage utilisé est parallélépipédique.
Tout comme pour l'étude 2D, on a commencé par regarder l'inﬂuence de ce maillage sur les
diﬀérents paramètres RF. La Figure 3.19 illustre l'évolution des principaux paramètres HF
en fonction de la taille des mailles.
Figure 3.19  Evolutions des principaux paramètres RF en fonction du maillage.
A partir de cette pré-étude on peut tout d'abord remarquer que l'on retrouve une va-
leur du (r/Q) tout à fait semblable aux résultats obtenus lors des calculs 2D. Les valeurs
de Epeak/Eacc et Bpeak/Eacc convergent , elles aussi, vers des valeurs similaires aux résultats
des calculs 2D. A noter que ces résultats sont donnés avec des barres d'erreurs, car il est
diﬃcile de faire une lecture précise des champs de surface maximums donnés par Microwave
Studio®. En eﬀet, les cartes de champs, obtenues après calcul, présentent, aux abords de la
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surface de la cavité, quelques  aberrations numériques  : les valeurs de Epeak et de Bpeak
sont alors diﬃciles à évaluer.
Enﬁn, on peut remarquer que la fréquence de résonance de la cavité est le paramètre qui
converge le moins facilement en fonction du maillage. Il était cependant diﬃcile d'obtenir un
maillage plus ﬁn. Comme le montre la courbe de la Figure 3.20 le nombre de mailles et le
temps de calcul augmentent très rapidement en fonction de la ﬁnesse du maillage. Aﬁn de
limiter ces temps de calcul, on a donc choisi un maillage pour lequel les valeurs des champs
électromagnétiques ne sont plus aﬀectées, sachant que la fréquence calculée n'est pas une
valeur  convergée .
Figure 3.20  Nombre de mailles et temps de calcul en fonction de la taille des mailles
élémentaires.
La  zone de travail  a aussi été choisie de façon à ce que la taille du maillage n'aﬀecte
plus la valeur calculée du Qext. Ensuite, ce type de calcul a été reproduit pour diﬀérentes
longueur Lant aﬁn d'évaluer son inﬂuence sur le couplage.
Résultats de l'étude
La Figure 3.21 donne les résultats de l'étude 3D, où l'on a tracé les variations de Qext
en fonction de Lant. On constate que pour obtenir un couplage de l'ordre de 1,2.106 il faut
que l'antenne pénètre de 8,3 mm dans le tube. On constate aussi qu'une erreur de 2 mm sur
la longueur de l'antenne change le couplage d'environ 15% ce qui est généralement la limite
acceptable (cf. Annexe D).
Il faut aussi noter, que lors de cette étude paramétrique, les valeurs de couplage sont
automatiquement calculées par le  Solver  Eigenmode  de Microwave Studio®. Cette
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fonction apparait donc comme une  boîte noire  pour l'utilisateur du logiciel quant à la
méthode utilisée pour réaliser ce calcul.
Toutefois, les résultats de la Figure 3.21 ont été vériﬁés par une autre méthode, basée
sur un calcul des eﬀets transitoires dans la cavité. Le principe de ce calcul est présenté
en Annexe C. Les résultats obtenus montrent une très bonne concordance avec les valeurs
calculées  automatiquement  par le logiciel.
Figure 3.21  Evolution du couplage incident sur la cavité en fonction de l'écart entre le
bout de l'antenne et l'axe faisceau.
Enﬁn, comme le récapitule le Tableau 3.7 , on a pu constater une bonne corrélation des
résultats entre cette étude 3D et les calculs menés avec SUPERFISH. On constate notamment
que l'ajout du port de puissance ne semble pas perturber signiﬁcativement les paramètres
RF de la cavité.
Ainsi, la pertinence des résultats obtenus à l'aide de deux logiciels qui utilisent des
maillages diﬀérents, et des méthodes de calcul diﬀérentes, a permis de conﬁrmer le design RF
de la cavité tout en calculant le couplage externe Qext.
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TABLEAU 3.7  Comparaison des résultats obtenus entre étude 2D (SUPERFISH) et étude
3D (CST MS). Ces résultats concernent le 2nd Design de la cavité et il sont donnés pour
β = βg = 0, 65.
Caractéristiques RF Etude 2D (sans
coupleur)
Etude 3D (avec
coupleur)
Remarques concernant les calculs
avec CST MS
Fréquence calculée fpi (MHz) 704, 398 ∼ 704, 5 Diﬃcile à calculer car très sensible
au maillage.
Epeak/Eacc 2, 63 2, 5 ≤ ... ≤ 2, 7 Champs de surface peu précis avec
code 3D.
Bpeak/Eacc (mT/MV/m) 5, 08 5, 0 ≤ ... ≤ 5, 2 Champs de surface peu précis avec
code 3D.
(r/Q) (Ω) 137, 5 138 /
G (Ω) 197 203 /
T (βg) 0, 652 0, 66 /
K (%) 1, 43 1, 44 Cette valeur converge en même
temps que les fréquences des 5
modes TM010−qpi/5, mais elle change
peu pour des mailles < 4 mm.
Plat de champ (%) ∼ 2 ∼ 3 /
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3.5 Conclusion du chapitre et réalisation d'un prototype
3.5.1 Conclusion sur les deux designs RF
Dans ce chapitre on a présenté la méthode utilisée pour optimiser le forme d'une cavité
elliptique 5-cellules et son couplage externe. Deux designs ont donc été proposés durant cette
étude. La Figure 3.22 montre l'évolution des paramètres RF en fonction de l'énergie des
protons accélérés pour ces deux cavités.
Il est alors intéressant de remarquer que les cavités atteignent leur performance optimale
pour des vitesses de protons telles que β > βg. Pour le premier design on a alors βopt = 0, 69
alors que pour le second design βopt = 0, 705.
Figure 3.22  Evolutions, pour les deux cavités  bêta 0,65 , des paramètres (r/Q),
Epeak/Eacc et Bpeak/Eacc en fonction de l'énergie des protons incidents.
On constate aussi que le premier design est celui qui atteint les meilleures performances
RF ((r/Q) le plus élevé et Epeak/Eacc et Bpeak/Eacc les plus faibles). Ceci est dû au fait que
les ouvertures au niveau des tubes faisceau ont volontairement été choisies les plus faibles
possibles aﬁn d'optimiser ces paramètres à β = βg.
Le second design a, lui, des ouvertures plus grandes pour répondre aux contraintes d'en-
combrement mécanique imposées par l'uniformisation des designs des tanks hélium et ports
coupleur entre cavité  bêta 1  et  bêta 0,65 .
Toutefois, on peut remarquer qu'au delà d'une certaine énergie cinétique des protons,
c'est le second design de cavité qui devient le plus performant. C'est d'ailleurs ce design qui
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a été choisi pour la fabrication d'un prototype.
3.5.2 Vers la réalisation d'une cavité prototype
Parallèlement à l'optimisation des paramètres RF de la cavité, l'étude de son comporte-
ment mécanique constitue une étape essentielle de sa réalisation. En eﬀet, il est primordial
d'assurer une bonne tenue mécanique de la cavité aﬁn d'éviter toute déformation plastique, ce
qui aurait un impact direct sur sa fréquence de résonance et ses performances d'accélération 7.
Les cavités accélératrices supraconductrices sont faites en niobium dont la limite élas-
tique 8 dépend fortement de l'histoire et de la pureté du matériau. Pour les niobiums de
haute pureté (RRR>250), cette limite est d'environ 70 MPa et elle peut même chuter jus-
qu'à 30 MPa après un recuit de puriﬁcation à 1200oC 9.
Il est donc essentiel, aﬁn d'éviter toute déformation irréversible, que durant tout le fonc-
tionnement de la cavité, la contrainte mécanique exercée sur le niobium ne dépasse jamais la
limite d'élasticité.
Les principales sources de déformations et contraintes susceptible de perturber fortement
la mécanique de la cavité et voir même d'atteindre la limite élastique sont :
 La pression exercée sur toute la surface externe de la cavité quand on fait le vide à
l'intérieur : ∆P ∼ 1 atm ∼ 1 bar.
 La pression exercée par le bain d'hélium dans lequel baignent les cavités. Les cavités
étant sous vide, cette pression est de ∼ 1 bar pour un bain d'hélium à 4,2 K et à
une pression plus faible pour des bains en dessous de 1,8 K dans le cas de l'hélium
superﬂuide (∼ 16 mbar). Toutefois il faut noter que lors de la mise en froid il n'est
pas rare d'observer des surpressions de quelques centaines de millibars dues au mélange
liquide/gaz dans le tank de la cavité. Lors de mises en froid rapides, pour limiter au
maximum  l'eﬀet 100 K , de fortes surpression de 1 bar (soit un ∆P = 2 bars sur la
cavité) ont même été observées.
 Enﬁn une troisième source de perturbation mécanique importante est  la pression de
radiation  due aux forces de Lorentz. Dans une cavité résonante, l'interaction entre
les champs électromagnétiques et les courants de surface donne naissance à une force
de Lorentz exercée sur la paroi intérieure de la cavité, et orientée perpendiculairement
à celle-ci. Cette force est qualiﬁée par une pression appelée  pression de radiation ,
qui s'exprime comme :
Prad =
1
4
(
µ0H
2
s − 0E2s
)
(3.17)
7. Dans le chapitre 4, on reviendra notamment sur l'inﬂuence de ces déformations plastiques en ce qui
concerne le  plat de champ  d'une cavité elliptique 5-cellules.
8. La limite d'élasticité est la contrainte à partir de laquelle un matériau commence à se déformer de
manière irréversible.
9. Il faut tout de même noter que la limite d'élasticité s'améliore sensiblement lorsque le niobium est porté
aux températures cryogéniques (aux alentours 4K et en dessous) [96].
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où Es etHs représentent les champs de surface à l'endroit où s'exerce cette pression. Prad
implique des contraintes mécaniques très faibles sur les parois de la cavité (de l'ordre
de quelques MPa) qui ne sont pas en mesure de déformer plastiquement la cavité.
Néanmoins, la déformation associée implique une variation de fréquence, ∆fL, de la
cavité qui peut s'exprimer, d'après le théorème de Slater (cf. équation 3.11) comme :
∆fL
f
=
1
4W
∫
δV
(
0E
2 − µ0H2
)
dV (3.18)
Il apparait qu'il existe une relation de proportionnalité entre ∆fL et le carré du champ
accélérateur développé par la cavité E2acc. Cette relation permet de caractériser le désac-
cord en fréquence par le coeﬃcient de Lorentz, kL (en Hz/(MV/m)2) :
∆fL = −kL.E2acc (3.19)
Les cavités supraconductrices, de part leur facteur de qualité élevé, ont une bande pas-
sante très étroite ce qui les rend fortement sensibles à ce type de perturbation. Comme
on le discutera dans le chapitre 5, de tels désaccords sur la fréquence de résonance
de la cavité peuvent engendrer de fortes surconsommations de puissance, et même la
saturation des ampliﬁcateurs RF ce qui peut fortement altérer le fonctionnement de
l'accélérateur.
 Comme autre source de déformation plastique, il ne faut pas oublier toutes les mani-
pulations auxquelles est soumise la cavité : préhension verticale lors des HPR et des
traitements chimiques, procédure de soudure du tank, mise en place dans un cryomo-
dule, réglage des systèmes d'accords, etc... Les contraintes auxquelles est soumise une
cavité lors de ces manipulations sont assez aléatoires. Toutefois, il faut que la cavité
soit suﬃsamment robuste pour résister à ces contraintes aléatoires. Notons que géné-
ralement, durant ce type de procédures, on prête attention à limiter les eﬀorts sur les
cavités, en particulier pour les cavités elliptiques qui sont relativement sensibles aux
déformations avec leur structure  accordéon .
En connaissance de ces principaux points, et aﬁn de s'assurer que la cavité restera toujours
dans son régime élastique, on se ﬁxe comme limite que les contraintes ne devront pas dépasser
50 MPa lorsque les parois externes du résonateur sont soumise à une pression de 1,5 bars
(pour du Niobium à 300K). De plus, on essayera dans la mesure du possible de minimiser le
coeﬃcient kL, aﬁn de réduire au maximum l'impact des forces de Lorentz.
Pour cela on joue sur l'épaisseur des parois en niobium de la cavité et l'on ajoute des
systèmes de rigidiﬁcation.
Une étude mécanique a donc été menée à l'IPN d'Orsay [97]. Elle a permis de déterminer
qu'une épaisseur des parois de 4 mm est nécessaire aﬁn de limiter les contraintes sur la cavité,
de plus des anneaux de rigidiﬁcation doivent être ajoutés entre chaque cellules. La position
par rapport à l'axe faisceau de ces anneaux de renforts a été ajustée aﬁn de minimiser le
coeﬃcient de Lorentz à une valeur optimale de kL = -1,6 Hz/(MV/m)2.
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Une fois ces paramètres mécaniques ﬁxés, la mise en plan et le design mécanique complet
de la cavité (cf. Figure 3.23) a été réalisé en vue de lancer la fabrication de ce prototype dans
le courant de l'année 2011.
Figure 3.23  Design ﬁnal de la cavité  bêta 0,65 , vue en coupe et en perspective de la
cavité équipée de son tank hélium et de ses anneaux de renfort (Source : Sébastien Rousselot,
IPN Orsay).
3.5.3 Considérations ﬁnales
Dans ce chapitre on a discuté les diﬀérentes étapes qui conduisent à la fabrication d'une
cavité accélératrice, en présentant l'étude d'optimisation des paramètres RF d'une cavité el-
liptique 5-cellules. On a ainsi mis en évidences les enjeux et compromis qu'il faut faire pour
déﬁnir l'enveloppe interne d'une telle cavité. Dans cette conclusion, on a aussi brièvement
abordé les points cruciaux intervenant dans le design mécanique de la cavité.
Toutefois de nombreuses autres études RF, mécaniques et cryogéniques sont nécessaires
dans la mise au point d'un module accélérateur complet. En eﬀet, pour garantir son bon
fonctionnement, une cavité supraconductrice requière de nombreux autres éléments, en par-
ticulier :
 Le tank hélium entourant la cavité, qui est destiné à contenir l'hélium liquide nécessaire
au refroidissement pour atteindre l'état supraconducteur.
 Le système d'accord, qui doit permettre d'ajuster la fréquence de résonance de la ca-
vité de façon statique sur une centaine de kHz, mais aussi sa régulation dynamique
à quelques Hz près aﬁn de compenser les vibrations mécaniques néfastes, ainsi que le
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désaccord en fréquence dû aux forces de Lorentz.
 La conception du coupleur de puissance, qui est très délicate, car cet élément doit assu-
rer l'étanchéité entre l'air et le vide de la cavité tout en permettant le bon acheminement
de la puissance RF dans le résonateur. Aﬁn de conserver les propriétés supraconduc-
trices de la cavité et de limiter la consommation d'hélium, il faut aussi que la charge
thermique apportée par le coupleur soit la plus faible possible.
 La conception du cryomodule, qui outre les questions d'encombrement, d'isolement
thermique, d'étanchéité, ou d'alignement, doit aussi limiter les vibrations mécaniques
de la cavité qui peuvent perturber signiﬁcativement sa fréquence de résonance RF.
Dans le cas de MYRRHA, ces éléments doivent être les plus robustes possible aﬁn de
minimiser les risques de panne de l'accélérateur. Pour cela la conception d'un cryomodule
prototype a été entrepris aﬁn d'étudier ses performances et sa ﬁabilité. Dans le chapitre
suivant, on présentera les diﬀérentes étapes de l'études et de la conception de ce cryomodules
700 MHz qui accueille une cavité elliptique 5-cellules βg = 0, 47, équipée de son tank hélium
et de son système d'accord.
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700 MHz pour l'accélérateur de
MYRRHA
Le Cryomodule installé dans la fosse expérimentale à l'IPNO, lors de son premier test.
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Bien que les caractéristiques requises pour l'accélérateur de MYRRHA soient très exi-
geantes (atteindre 600 MeV pour un faisceau de 4 mA), sa ﬁabilité demeure l'enjeu principal.
Aﬁn de répondre à ce critère, il est impératif de s'assurer que les éléments d'accélération
supraconducteurs soient suﬃsamment robustes.
Une partie de cette robustesse repose sur le fait que l'on dispose de cavités accélératrices
performantes, que l'on n'utilise pas forcément au maximum de leur capacité, aﬁn de garder
une marge de sécurité. Dans le chapitre précédent, on a mis en avant les principaux critères
auxquels il faut prêter attention lors de la conception d'une cavité elliptique, aﬁn d'optimi-
ser ses performances. Une fois la cavité conçue, il est aussi indispensable de s'assurer de ses
bonnes performances par le biais de tests expérimentaux.
Par ailleurs, la ﬁabilité de fonctionnement d'une cavité supraconductrice repose aussi sur
la robustesse des éléments qui l'entourent et en particulier sur celle de son coupleur de puis-
sance, de son système d'accord, de son enceinte cryogénique et de la source RF qui l'alimente.
Aﬁn d'étudier la ﬁabilité d'un tel instrument, un cryomodule prototype, destiné à accueillir
une cavité elliptique 5-cellules  bêta 0,47  , a été fabriqué et installé au cours de l'année
2010 à l'IPN d'Orsay.
Ce dispositif expérimental a pour but de servir de banc de test pour la ﬁabilité d'un
module accélérateur supraconducteur. Ce prototype a été réalisé aﬁn de vériﬁer le bon fonc-
tionnement d'une cavité elliptique dans  une conﬁguration machine , mais son but ﬁnal est
de servir d'instrument de référence pour le test des procédures de réglage rapide des cavités
lors de la compensation d'une panne dans l'accélérateur de MYRRHA 1.
Dans ce chapitre, on commencera par décrire les diﬀérents éléments qui composent le
cryomodule prototype ainsi que les principaux instruments qui composeront la chaîne de
puissance RF dans sa conﬁguration ﬁnale. On présentera ensuite les premiers tests expé-
rimentaux menés pour la mise en service du cryomodule. On évoquera ainsi les problèmes
techniques auxquels on a pu se heurter durant ces premières campagnes de tests qui visaient
essentiellement à mesurer les performances RF de la cavité (Q0 = f(Eacc)) seule (sans son
coupleur de puissance) et à évaluer le comportement du système d'accord. On se focalisera,
dans la dernière partie de ce chapitre, sur l'étude de ce système d'accord et sur la modéli-
sation de son comportement. Au préalable, on présentera l'étude et les mesures qui ont mis
en évidence un déséquilibre sur le  plat de champ  de la cavité. La méthode mise en place
pour déterminer l'inﬂuence de chacune des cellules sur ce déséquilibre sera aussi décrite.
1. Une étude théorique de tels scénarii est détaillée dans le chapitre 5.
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4.1 Présentation du cryomodule et de ses systèmes associés
4.1 Présentation du cryomodule et de ses systèmes asso-
ciés
Le cryomodule 700 MHz a été développé et construit en tant que prototype de référence
pour l'étude de la ﬁabilité des modules accélérateurs de la section βg = 0, 47 du linac de
MYRRHA. Dans le cadre du projet EUROTRANS, puis du projet MAX, la conception et
le développement de l'enceinte cryogénique ont été menés à l'INFN de Milan au laboratoire
LASA ( Laboratorio Acceleratori e Superconduttività Applicata ). Le module a été fabri-
qué par la compagnie Simic S.p.A et livré à l'IPN d'Orsay en milieu d'année 2010. La boîte
à vannes a été développée à l'IPN d'Orsay.
Ce module accueillera une cavité 5-cellules βg = 0, 47 équipée de son tank hélium et de son
système d'accord. Un coupleur de puissance permettra l'amenée du signal RF dans la cavité,
avec un couplage Qi = 1.107. Un IOT ( Inductive Output Tube ) permettra d'ampliﬁer le
signal RF jusqu'à une puissance de 80 kW.
Dans cette première Partie 4.1, on présentera les diﬀérents éléments qui composent la
chaîne de puissance RF et le cryomodule tel qu'il est prévu dans sa conﬁguration ﬁnale.
Puis, en tenant compte de l'état de développement de chacun de ces éléments, on donnera
les objectifs ﬁxés durant la thèse avant d'aborder les premiers tests expérimentaux de ce
cryomodule.
4.1.1 Boîte à vannes et enceinte cryogénique
La boîte à vannes
Aﬁn de proﬁter au mieux des propriétés supraconductrices du niobium de la cavité, celle-ci
doit être refroidie à la température de l'hélium liquide dans son état superﬂuide à une pression
absolue de ∼17 mbar, c'est-à-dire à une température de ∼1,8 K. La gestion d'alimentation
des ﬂuides cryogéniques est donc assurée par une boîte à vannes. Dans l'accélérateur, ces
boîtes à vannes permettent d'isoler un cryomodule du reste de la ligne de refroidissement de
l'accélérateur si celui-ci doit être réchauﬀé. Elles permettent surtout de gérer la mise en froid
rapide de la cavité, aﬁn de limiter les phénomènes susceptibles de dégrader les performances
accélératrices ( eﬀet 100 K ).
La boîte à vannes (cf. Figure 4.1) du cryomodule prototype gère l'approvisionnement, en
parallèle, des deux circuits de refroidissement du cryostat.
Le circuit dit secondaire, dans lequel circule de l'azote liquide à 77 K pressurisé à ∼1 bar,
permet d'intercepter le ﬂux thermique provenant de l'interface entre le cryomodule et la boîte
à vannes. Il permet aussi de capter le rayonnement thermique provenant des surfaces du mo-
dule à température ambiante et la charge par conduction des diﬀérents éléments en contact
avec la cavité (essentiellement des  tirants  mécaniques qui servent à son maintien). Ce
circuit, qui joue le rôle d'écran thermique  80 K  pour la cavité, permet ainsi de réduire
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de façon notable la consommation d'hélium liquide.
Le circuit primaire est celui dans lequel circule l'hélium liquide. Il doit maintenir la cavité
à 1,8 K (ou à 4,2 K) 2 tout en assurant une pression stable du bain d'hélium, et ceci pour
des puissances maximales dissipées dans la cavité de l'ordre d'une vingtaine de Watts. Ceci
implique notamment une régulation ﬁne de la pression du bain (±1 mbar) pour des variations
qui peuvent être rapides (quelques secondes) ou des dérives lentes (plusieurs minutes).
En plus de permettre ces régulations de pression, la boîte à vannes permet le pompage sur
le bain d'hélium aﬁn d'assurer la dépression nécessaire pour obtenir de l'hélium superﬂuide
en dessous de 2 K. Pour cela elle assure aussi un sous-refroidissement de l'hélium liquide
qui se trouve initialement à une température de 4,2 K dans les bouteilles de stockage qui
l'alimente.
Figure 4.1  L'intérieur de la boite à vannes.
2. Le cryomodule a été conçu pour permettre le refroidissement des cavités à une température inférieure
à 2 K. Ce refroidissement se fait en réalité par création d'une dépression (pompage) sur le bain d'hélium, qui
se trouve initialement à la pression atmosphérique à une température de 4,2 K. Le fonctionnement à 4,2 K
est en fait une étape obligatoire dans les procédures de descente en température de la cavité. Le module
permet d'ailleurs de fonctionner soit à 1,8 K, soit à 4,2 K. Dans la suite de ce chapitre on verra que seul le
fonctionnement à 4,2 K a été testé pour l'instant.
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Le cryostat
Le cryostat, connecté à la boîte à vannes, est placé en dessous de celle-ci aﬁn de favoriser
l'écoulement des ﬂuides cryogéniques par gravité dans les deux circuits du cryomodule.
Le circuit secondaire refroidit l'écran thermique 80 K, qui permet l'interception du rayon-
nement à 300 K. Cet écran en aluminium est refroidi par conduction grâce à un pot que l'on
remplit d'azote liquide (cf. Figure 4.2). La régulation de la température de l'écran, et donc
du remplissage de ce pot, est assurée grâce à la boîte à vannes. Des éléments de thermalisa-
tion (tresses de cuivre), relient le circuit secondaire aux éléments susceptibles de former un
pont thermique entre les zones à 300 K et la cavité à 1,8 K (ou à 4,2 K selon le mode de
fonctionnement). Ceci permet d'intercepter au maximum ce ﬂux  chaud  sans pour autant
ajouter un ﬂux vers la cavité.
Le circuit primaire à l'intérieur du module (cf. Figure 4.2 b) ) est composé, dans le sens
de circulation de l'hélium, d'un réservoir tampon (A), de deux voies de remplissage (B et C)
et du réservoir entourant la cavité, appelée aussi  tank hélium  (D). Une mesure de niveau
du réservoir tampon est possible grâce à une sonde supraconductrice insérée dans celui-ci.
Lors de la mise en froid de la cavité, le remplissage du tank se fait par la voie B. En fonc-
tionnement normal lorsque le tank (D) et le réservoir tampon (A) sont pleins, l'alimentation
du tank en hélium se fait via la voie C. La régulation du niveau d'hélium liquide dans le
réservoir A est réalisée à l'aide d'une sonde supraconductrice. L'évacuation des gaz froids se
fait par le piquage supérieur du tank hélium (E), vers l'extérieur du cryomodule via la boîte
à vannes. Pour le fonctionnement à 1,8 K, le pompage sur le bain d'hélium est eﬀectué par
le haut du réservoir tampon A (par l'intermédiaire de la boîte à vanne).
Aﬁn de réduire les pertes par rayonnement, plusieurs couches de super-isolation sont dis-
posées autour de l'écran thermique en aluminium et du circuit primaire. Les pertes statiques
du cryomodule et de la boîte à vanne ont été calculées dans cette conﬁguration à environ 8 W
pour le circuit primaire, et 70 W pour le secondaire en considérant les pertes par conduction
et rayonnement [98]. Les pertes par convection sont négligeables, car un vide d'isolement de
10−6 mbar dans l'enceinte cryogénique est assuré par une pompe à vis, associée à une pompe
turbo-moléculaire.
L'insertion de la cavité dans le cryostat est facilitée par un système de berceau posé sur
des rails, qu'il est possible de guider en dehors du cryomodule (cf. Figure 4.14). L'écran
thermique 80 K est lui aussi à l'intérieur du berceau. La cavité est suspendue au milieu de
cet écran par le biais de 8 tirants mécaniques qui traversent l'écran azote pour se ﬁxer sur
les arceaux du berceau (cf. Figure 4.14 a)). L'arrêt en translation, dans la direction de l'axe
faisceau de la cavité, est assuré par un système de barreaux reliés au berceau à l'aide de
tringles en epoxy, ce qui permet notamment de limiter les phénomènes de conduction sur le
tank hélium.
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Figure 4.2  Le cryomodule prototype pour le banc de test 700 MHz. a) Ecran thermique
et circuit de refroidissement hélium. b) Le circuit de refroidissement primaire hélium. c) Vue
en perspective du module complet avec la cavité. d) Le module assemblé et fermé en ﬁn de
fabrication, avant son envoi à l'IPNO.
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4.1.2 La cavité et son tank hélium
La cavité destinée à être testée dans ce module est l'une des deux cavités prototypes
fabriquées dans le cadre du programme TRASCO [99] (cf. Figure en page de garde du
chapitre 2). Cette cavité elliptique 5-cellules βg = 0, 47, baptisée  Z501  (et re-baptisé
 Psyché  après son arrivée à l'IPNO) a notamment été testée en cryostat vertical en 2002
à TJNAF (Thomas Jeﬀerson National Accelerator Facility). Les résultats de ces tests, tirés
de [100], sont donnés par la Figure 4.3. Ils montrent notamment que les critères souhaités
en terme de performance RF sont atteints lors d'un test en cryostat vertical. La mesure du
changement de fréquence de résonance en fonction du carré du champ accélérateur a montré
que ce type de cavité elliptique est très sensible au forces de Lorentz dans le cas où aucune
précontrainte ne lui est appliquée.
Figure 4.3  A gauche : Les résultats des mesures de Q0 = f(Eacc ) pour la cavité Z501 [100].
A droite : les mesures des coeﬃcients de Lorentz pour la cavité Z501 [100] et pour la cavité
jumelle Z502 testée au CEA Saclay [101].
Ces tests de qualiﬁcation réalisés, il a été décidé que le prototype Z501 sera utilisé pour
des tests dans le cryomodule 700 MHz aﬁn de fournir une référence pour l'étude des perfor-
mances des cavités de la section βg = 0, 47 de l'accélérateur de MYRRHA en  conﬁguration
machine .
Pour cela la cavité a été équipée d'un tank hélium et d'un blindage magnétique qui
permet d'intercepter le champ magnétique terrestre aﬁn de minimiser la résistance de surface
résiduelle du niobium lorsque celui-ci transite vers son état supraconducteur. En eﬀet, lorsque
le niobium transite vers son état supraconduteur en présence d'un champ magnétique, il piège
ce ﬂux magnétique, ce qui dégrade sensiblement la valeur de sa résistance de surface.
Pour donner un ordre de grandeur de l'inﬂuence du champ magnétique terrestre (∼ 40
µT) sur la dégradation du facteur de qualité de la cavité, on peut estimer sa contribution
sur la résistance de surface du niobium avec la formule 2.143 : Rmag ≈ 118 nΩ. Sachant
que pour RBCS(2K) = 3,2 nΩ, que Rres a été estimée à environ 7 nΩ [70] et que le facteur
géométrique de la cavité est de ∼ 160, on obtient alors Q0(Bext = 47µT ) = 1,2.109 soit un
ordre de grandeur en dessous du Q0 visé.
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Aﬁn de minimiser l'encombrement, il a été choisi de placer le blindage magnétique à
l'intérieur du tank hélium de la cavité. Il se compose de plaques de Cryoperm® d'épaisseur de
1 mm. Le Cryoperm® est un matériau dont la perméabilité magnétique relative,µr, augmente
en même temps que la température décroît. A température ambiante, µr ∼ 15000, et aux
alentours de 2 K, µr > 50000. Ce blindage est composé de plusieurs éléments qui viennent
entourer la cavité (cf. Figure 4.4). Ces éléments sont perforés aﬁn de laisser circuler l'hélium
liquide jusqu'aux parois de la cavité. Cet assemblage n'est pas solidaire de la cavité, ce qui
permet d'ajuster la longueur du résonateur dans la direction longitudinale pour son réglage
en fréquence.
Figure 4.4  Vue éclatée du blindage magnétique placé dans le tank hélium et positionnement
de l'écran durant son assemblage autour de la cavité.
Des mesures réalisées à température ambiante montrent que le champ magnétique, perçu
au niveau des surfaces externes de la cavité, est de l'ordre de 3,7 µT [70]. Cela garantit un
Q0 ∼ 1010 lorsque la cavité sera portée à 2 K. Ce blindage magnétique passif est monté de
façon à ce qu'il n'entre pas en contact avec les parois de la cavité, et sa forme a été optimisée
aﬁn qu'il se trouve à une distance raisonnable des zones de soudure du tank hélium.
Le tank est un réservoir d'hélium qui se présente sous la forme d'un cylindre soudé autour
de la cavité et du blindage magnétique (cf. Figure 4.5), par l'intermédiaire de deux brides
circulaires, préalablement soudées sur les tubes faisceau de la cavité. L'ensemble du tank est
en titane car ce matériau a l'avantage de posséder un coeﬃcient de contraction thermique
similaire à celui du niobium, ce qui permet de limiter les contraintes sur la cavité lors de la
mise en froid de l'ensemble.
Les procédures de soudage pour fermer le tank sont délicates (cf. Figure 4.5), car le titane
fondu réagit facilement avec l'oxygène, l'azote et l'hydrogène contenus dans l'air ou dans les
contaminants de surface. Des précautions doivent être prises au cours de la soudure pour
éviter de détériorer les propriétés du titane. Pour permettre l'ajustement de la longueur
du tank par rapport à celle de la cavité, le dernier cordon de soudure sur la seconde bride
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circulaire de la cavité est réalisé par un procédé TIG 3. Ce procédé est assez délicat car il
faut veiller à assurer une bonne protection gazeuse autour du point de soudure grâce à un
gaz inerte, tel que l'argon.
Figure 4.5  a) La cavité Psyché équipée de son tank hélium composé de deux parties reliées
par un souet. b) et c) Détails de la procédure de soudage du tank en titane.
Finalement l'ensemble de la cavité, à l'exception des tubes faisceau, est enfermé dans
dans son réservoir cryogénique. Ce tank est en réalité composé de deux parties cylindriques
reliées par un souet (cf. Figure 4.5 a)). Ceci lui confère une certaine souplesse aﬁn que le
système d'accord puisse agir sur sa longueur, et par conséquent déformer légèrement la cavité
pour ajuster sa fréquence de résonance. Cet ensemble (système d'accord + tank), permet de
rigidiﬁer la cavité vis-à-vis des forces de Lorentz. Le coeﬃcient de Lorentz kL attendu sera
alors bien moindre par rapport à celui mesuré lors des tests en cryostats verticaux où la
cavité était complètement  nue  [100]. Les principaux paramètres, caractérisant la cavité
 habillée , sont résumés dans le Tableau 4.1.
TABLEAU 4.1  Principaux paramètres de la cavité Psyché (Z501) habillée de son tank et de
son système d'accord.
fréquence théorique (MHz) 704, 4
βg 0, 47
Epeak/Eacc 3, 57
Bpeak/Eacc (mT/MV/m) 5, 88
(r/Q) (Ω) 90
G (Ω) 160
K 1, 34%
kL attendu (Hz/(MV/m)
2) ∼ −4
3. Soudage TIG (Tungsten Inert Gas) : procédé de soudage à l'arc avec apport de matière et une électrode
non fusible.
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4.1.3 Le système d'accord
Le système d'accord est un élément primordial pour assurer une eﬃcacité optimale du
fonctionnement de la cavité dans l'accélérateur. Ce système a pour but d'appliquer de légères
déformations mécaniques à la cavité aﬁn d'ajuster sa fréquence de résonance. Il doit d'une
part permettre un réglage statique de cette fréquence de resonnace, et d'autre part permettre
de compenser les perturbations  microphoniques . Le terme  microphonies  vient de
l'anglais  microphonics , il fait référence à l'ensemble des perturbations agissant sur la
cavité, susceptibles d'exciter ses modes de résonances mécaniques. Si une telle résonance est
atteinte, les mouvements des parois de la cavité sont ampliﬁés et oscillent de façon périodique.
Ceci entraine une modulation en fréquence du signal électromagnétique résonant dans la
cavité, aux fréquences des vibrations mécaniques excitées.
Figure 4.6  La cavité Psyché équipée de son système d'accord qu'il est possible d'actionner
soit part l'intermédiaire d'un moteur cryogénique (réglage  lent  ou statique), soit grâce à
des actionneurs piézoélectriques (système  rapide ).
Ces perturbations sont d'origines diverses et proviennent essentiellement des systèmes
environnant la cavité. Les principales sources d'instabilités mécaniques sont :
 Les forces de Lorentz. On a évoqué ce phénomène dans la Partie 3.5.2. Les champs
électromagnétiques exercent des forces attractives et répulsives sur les parois de la ca-
vité et engendrent un changement de sa fréquence de résonance RF. Il est possible de
quantiﬁer cet écart en fréquence en fonction du carré du champ accélérateur (cf. équa-
tion 3.19). Cet eﬀet est très néfaste pour le fonctionnement des cavités, en particulier
pour un fonctionnement pulsé, où l'accroîssement rapide des champs dans le résona-
teur entraine un décalage immédiat de la fréquence de résonance, pouvant dépasser la
largeur de la bande passante de la cavité.
 Les vibrations dues aux systèmes mécaniques. Les diﬀérents systèmes de pompage ainsi
que les changements d'état des vannes des circuits cryogéniques et de vide induisent des
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vibrations mécaniques qui peuvent se transmettre jusqu'à la cavité. Leurs fréquences
varient généralement de 10 Hz à 1 kHz, ce qui correspond à la gamme dans laquelle se
trouve les modes mécaniques les plus sensibles.
 Les variations de pression et de température dans le bain d'hélium induisent des chan-
gements sur la fréquence de résonance de la cavité. Ce type de perturbation intervient
aussi bien sur des périodes aussi courtes que la seconde, que sur des dérives lentes de
plusieurs minutes.
Le système d'accord est un système coaxial monté autour du tank hélium de la cavité (cf.
Figure 4.6). Il a été développé au laboratoire LASA (INFN Milano) en même temps que la
cavité et son habillage par le tank hélium [102]. Ce système d'accord mécanique est dérivé de
celui élaboré et testé pour les cavités du projet TESLA [103]. Il se présente sous la forme de
demi-arceaux reliés par un ensemble d'ailettes, d'où son appellation de  blade tuner . Les
ailettes permettent de transformer le mouvement de rotation des arceaux en un mouvement
de translation, et ainsi d'eﬀectuer un eﬀort de traction sur le tank et donc au niveau des
tubes faisceau de la cavité.
Ce système est mis en mouvement par deux types d'actionneurs diﬀérents :
 Le moteur : lorsqu'il est actionné, il engendre un mouvement de translation grâce à
un système vis/écrou (1), comme illustré sur la Figure 4.7. Un système de bras de le-
vier permet alors de mettre en rotation les deux arceaux centraux autour de l'axe de
révolution de la cavité (2). Les ailettes qui relient les arceaux centraux aux arceaux
latéraux du  blade tuner  transforment ce mouvement de rotation en un mouvement
de translation (3). Le couple initialement fourni par le moteur est ainsi transformé en
un eﬀort de traction sur les brides latérales du tank et donc sur la cavité. Le schéma
équivalent de la Figure 4.7 décrit l'eﬀet produit lorsque le moteur impose un déplace-
ment δt du  blade tuner  : alors que la cavité, de rigidité kc sera étirée, les actionneurs
piézoélectriques (kp), le tank (kWH) et son souet (kb) sentiront ﬁnalement une force
de compression. Cet actionneur permet un réglage  lent  (temps de réponse de l'ordre
de la seconde), aﬁn d'ajuster de façon quasi-statique la fréquence de résonance de la
cavité. Il agit toutefois sur une gamme de fréquences assez large autour de la fréquence
de résonance de la cavité (∼ 300 kHz) contrairement au système d'action  rapide .
 Les actionneurs piézoélectriques : ce sont des éléments céramiques qui ont la propriété
de se déformer lorsqu'on leur applique une tension. Comme l'illustre la Figure 4.8,
lorsqu'ils sont actionnés, ils exercent un eﬀort sur les deux parties du tank hélium (1).
Cet eﬀort s'applique soit directement par l'intermédiaire d'un support soudé sur le
tank (à droite de l'élément piézoélectrique sur la Figure 4.8) soit par l'intermédiaire du
 blade tuner  (2). Le schéma équivalent de la Figure 4.8 décrit l'eﬀet produit lorsque
les piézoélectriques imposent un déplacement δt du système : alors que la cavité, de
rigidité kc, sera étirée, le  blade tuner (kT ), le tank (kWH) et son souet (kb) sentiront
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Figure 4.7  Description de l'eﬀet du moteur lorsque celui-ci agit sur le système d'accord
et schéma mécanique équivalent [104].
ﬁnalement une force de compression.
Placés de part et d'autre de la cavité, deux éléments piézoélectriques agissent de façon
dynamique et  rapide  (temps de réponse de l'ordre de la milliseconde) sur la cavité
aﬁn de compenser les eﬀets transitoires dus aux diﬀérentes excitations microphoniques,
et en particulier les eﬀets des forces de Lorentz. Ils permettent d'agir sur une gamme
de fréquence moins grande qu'avec le moteur : ∼ ±1 kHz, autour de la fréquence de
résonance de la cavité. On reviendra plus en détails sur l'étude du comportement de ce
système d'accord rapide en Partie 4.4.
Figure 4.8  Description de l'eﬀet des actionneurs piézoélectriques lorsqu'ils agissent sur le
système d'accord, et schéma mécanique équivalent [104].
4.1.4 Le coupleur de puissance
Le coupleur de puissance est un élément crucial pour le fonctionnement d'une cavité à
haute puissance. Il a pour premier rôle d'acheminer la puissance RF, dans les bonnes condi-
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tions de couplage, jusqu'à la cavité. C'est donc le dernier élément de la chaîne de puissance
RF avant la cavité. Il doit supporter la puissance qui sera transmise au faisceau ainsi qu'une
partie de la puissance qui sera réﬂéchie vers le circulateur 4, tout en limitant les dissipations
thermiques vers la cavité aﬁn de préserver son état supraconducteur. Dans le cas des cavités
βg = 0, 47 de l'accélérateur MYRRHA, la puissance incidente maximum sera de l'ordre de
30 kW CW.
Une autre contrainte d'importance vient du fait qu'une partie du coupleur, en jouant un
rôle d'antenne émettrice, pénètre légèrement dans la cavité aﬁn de lui fournir le signal RF.
Or, à l'intérieur de celle-ci, réside un vide relativement poussé (∼ 10−9 mbar). Le coupleur
doit donc assurer l'étanchéité entre l'extérieur de la cavité (à la pression atmosphérique), et
l'intérieur où circulera le faisceau de protons. Il est alors impératif de placer à l'intérieur de
ce coupleur une séparation entre la partie à l'air (du côté de la source de puissance) et la
partie sous vide (côté cavité). Cette séparation, appelée fenêtre, doit résister à la diﬀérence
de pression sans gêner le passage de la puissance HF. En tant qu'interface électromagnétique,
elle doit assurer une bonne transmission de façon à ce que la puissance ne soit ni réﬂéchie,
ni dissipée.
Le coupleur de puissance, en cours de développement à l'IPN d'Orsay 5, est représenté en
Figure 4.9. Son design est basé sur celui de SNS [105] et sur celui développé pour l'expérience
CRYHOLAB [91]. Il a été conçu pour supporter une puissance RF de 100 kW. Il se prés ente
sous la forme d'un guide coaxial et se décompose en trois parties majeures :
 l'échangeur thermique,
 la fenêtre RF céramique,
 la transition doorknob.
A proximité de la cavité, un échangeur permet de refroidir le conducteur externe du
coupleur à l'hélium liquide supercritique, aﬁn de limiter la charge thermique sur la cavité
[106].
La fenêtre se présente sous la forme d'un disque céramique, inséré dans le guide coaxial,
dont les propriétés diélectriques permettent de minimiser les pertes RF. Elle se trouve à
l'extérieur du cryomodule et la puissance dissipée dans la céramique est évacuée par un
circuit d'eau dans le conducteur externe. Le conducteur interne est lui aussi maintenu à
300 K grâce à une circulation d'eau. L'ensemble de ces diﬀérents systèmes de refroidissement
permet ainsi de minimiser les transferts de chaleur par conduction (conducteur externe) ou
par radiation (conducteur interne) vers la cavité.
Enﬁn, la transition doorknob 6 assure la transition géométrique et l'adaptation d'impé-
dance entre le coupleur, qui a une structure coaxiale, et les guides d'onde rectangulaires qui
4. En eﬀet, bien qu'il puisse être optimisé, le couplage incident sur la cavité n'est jamais parfait car sa
valeur dépend de la géométrie de l'interface coupleur/cavité au niveau du port de puissance. De manière
générale, le coupleur voit plus de puissance qu'il n'en sera transmis au faisceau et à la cavité. Notons aussi,
que dans le cas où le faisceau est absent, en couplage machine 106 ≤ Qi ≤ 107, l'essentiel de la puissance RF
est réﬂéchie vers le circulateur.
5. Travaux menés sous la reponsabilité de E. Rampnoux (IPNO)
6. Cette transition est ainsi nommée de par sa forme en bouton de porte.
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acheminent la puissance depuis l'ampliﬁcateur RF. Le design de cette transition a notamment
fait l'objet d'une étude au début cette thèse.
Figure 4.9  Le coupleur de la cavité βg = 0, 47 pour le cryomodule prototype 700 MHz [107].
La géométrie du doorknob a été adaptée d'une part pour maximiser la transmission de
l'onde électromagnétique du guide d'onde vers le coupleur à la fréquence de travail de la ca-
vité (c'est-à-dire autour de 704,4 MHz) et d'autre part pour minimiser les champs de surface
et donc les dissipations au niveau de la transition. Plus de détails sur cette étude électroma-
gnétique sont donnés dans [108]. Les calculs ont été eﬀectués avec le logiciel Ansoft HFSSTM
et comparés à ceux obtenus avec CST Microwave Studio® [109]. Les résultats obtenus ont
montré que deux structures en particulier présentent un avantage en termes de performances
RF, mais surtout de facilité de fabrication. La Figure 4.10 donne les résultats obtenus pour
ces deux structures : l'une de forme  classique , l'autre ayant un aspect  conique  , qui
permet d'élargir la bande passante de la transition RF.
Deux transitions ont donc été fabriquées et une mesure préliminaire des coeﬃcients de
transmission et de réﬂexion a été eﬀectuée. Comme illustré sur la Figure 4.11, un court-circuit
ré-entrant et adaptable a été fabriqué aﬁn d'ajuster et d'optimiser la transmission du signal
RF au niveau de la transition.
La transition qui semble ﬁnalement montrer la meilleure adaptation est le doorknob de
forme  classique . Les résultats de la mesure pour ce doorknob sont présentés en Figure
4.11. On constate que le coeﬃcient de réﬂexion autour de 704,4 MHz est de l'ordre de -35 dB
alors qu'il ne serait que de -23 dB pour le doorknob conique (non représenté sur la Figure
4.11). Bien que ces mesures donnent une indication, elles doivent toutefois être prises avec
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précaution, car elles dépendent aussi des transitions d'adaptation (connecteur type N - guide
rectangulaire et connecteur type N - guide coaxial) utilisées pour le raccord vers l'analyseur
de réseaux vectoriels.
Figure 4.10  Résultats obtenus lors de l'étude d'optimisation de la transition doorknob. A
gauche : on donne l'évolution du coeﬃcient de réﬂexion S11 (dB) en fonction de la fréquence
pour les deux types de transitions. A droite : la répartition de champs électriques de surface
calculés avec HFSSTM .
Deux coupleurs de puissance ont été fabriqués mais n'ont pas encore été testés et condi-
tionnés. Les deux transitions doorknob doivent être montées sur chacun des coupleurs et il
sera alors possible d'ajuster à nouveau le réglage au niveau de leur court-circuit. Elles per-
mettront ainsi la connexion, par l'intermédiaire de guides d'ondes rectangulaires (WR1150),
à la source RF de puissance.
4.1.5 Source de puissance
Pour les tests du cryomodule en  conﬁguration machine  (avec coupleur de puissance)
et pour le conditionnement des coupleurs, l'IPN d'Orsay a fait l'acquisition d'un ampliﬁ-
cateur RF capable de fournir jusqu'à 80 kW en continu à une fréquence de 704,4 MHz 7.
Cet ampliﬁcateur est un IOT (Inductive Output Tube) THALES 793-1. Le principe de fonc-
tionnement d'un IOT est donné par la Figure 4.12 : un faisceau d'électrons, généré par une
cathode émissive, est accéléré par un champ électrostatique grâce à une haute tension (ici,
∼ 36 kV) appliquée entre cette cathode et une anode. Le faisceau est modulé par un signal
RF par l'intermédiaire d'une grille. Il induit alors des champs électromagnétiques résonants
dans une cavité toroïdale, dont on peut extraire la puissance RF, par l'intermédiaire d'un
guide d'onde.
7. La puissance que peut délivrer ce tube est supérieur à la puissance requise pour le fonctionnement des
cavités  bêta 0,47  dans l'accélérateur de MYRRHA (∼ 30 kW, cf. Annexe D). En eﬀet, le dimensionne-
ment des besoins en puissance RF avait été initialement établi pour un accélérateur (PDS-XADS) destiné à
alimenter un ADS de taille industrielle nécessitant un faisceau de protons d'une intensité de 20 mA.
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Figure 4.11  a) Comparaison entre mesure et simulation pour les coeﬃcients de transmis-
sion et de réﬂexion de la transition doorknob  classique . b) Mesure d'une transition avec
analyseur de réseaux vectoriels. c) Les deux transitions doorknob : forme  conique  et forme
 classique .
Figure 4.12  a) Schéma de principe d'un IOT [110]. b) L'IOT THALES 793-1 lors de son
installation dans la zone expérimentale.
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Au cours de cette thèse, on a testé les performances de cet IOT. On a donc pris en charge
l'installation de cet élément et de son alimentation continue BRUKER (4 A - 40 kV), ainsi
que le câblage des diﬀérents systèmes de sécurité et de refroidissement. Lors de la mise en
place de l'IOT et de ses tests, on a réglé la bande de fonctionnement de l'ampliﬁcateur autour
de la fréquence de travail de la cavité supraconductrice, c'est-à-dire à 704,4 MHz (cette bande
passante est large de 8 MHz).
Le but principal était de vériﬁer le bon fonctionnement des éléments d'ampliﬁcation haute
puissance et dévaluer l'évolution du gain de l'IOT en fonction de la puissance en sortie. Les
résultats de ces mesures sont donnés en Figure 4.13. 0n constate que le gain de l'IOT est
supérieur à 20 dB (comme attendu) dès que la puissance en sortie atteint 10 kW, et qu'il est
maximum lorsque l'IOT fournit ∼ 60 kW.
Figure 4.13  Résultats obtenus lors de la mesure du gain de L'IOT.
4.1.6 Dispositif global et objectifs pour les premiers tests du cryo-
module
Comme illustré sur la Figure 4.14, le cryomodule a été installé dans la nouvelle zone expé-
rimentale de l'IPN, qui n'est autre que l'ancienne fosse dans laquelle se trouvait le cyclotron
AGOR (Accélérateur Groningen-ORsay) [111].
Dans sa conﬁguration ﬁnale le cryomodule prototype contiendra la cavité équipée de son
système d'accord. La cavité sera alimentée par l'IOT THALES 793-1 80 kW par l'intermé-
diaire du coupleur de puissance.
L'amplitude et la phase du signal RF dans la cavité seront régulées grâce à un système
numérique  bas niveau RF  (ou LLRF, pour  Low level RF ), dont un prototype a déjà été
développé et testé [112]. On reviendra plus en détails sur le principe de fonctionnement de ce
système LLRF dans le chapitre 5. Le signal de consigne généré par ce système de régulation
sera ensuite pré-ampliﬁé par un ampliﬁcateur à l'état solide 1 kW, avant d'être de nouveau
ampliﬁé par l'IOT.
Un autre système de régulation, en cours de développement, permettra de réguler la po-
sition du moteur et surtout des actionneurs piézoélectriques aﬁn d'accorder la fréquence de
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résonance de la cavité, et ceci de façon dynamique.
Toutefois, le développement des coupleurs de puissance n'étant pas achevé il a été décidé
que les premiers tests du cryomodule seraient menés dans une conﬁguration intermédiaire :
la cavité, habillée de son système d'accord, est placée dans le cryomodule et les tests se font
à  basse puissance  (sans IOT, seulement avec l'ampliﬁcateur 1 kW), c'est à dire avec un
couplage critique sur la cavité (Qi ∼ Q0) et non en couplage machine (Qi ∼ 1.107).
Ces tests préliminaires ont plusieurs objectifs :
 Evaluer les performances cryogéniques du module et valider son design ou identiﬁer
les aspects technologiques à améliorer pour un fonctionnement ﬁable. Ces tests sont
aussi les premières expériences menées dans la nouvelle zone expérimentale de la pla-
teforme Supratech à l'IPNO. Ils servent donc de  commissioning  pour les nouvelles
installations qui permettent la récupération de l'hélium en sortie de cryomodule et
les systèmes de pompage permettant d'obtenir un bain d'hélium superﬂuide. Pour la
gestion des ﬂuides cryogéniques dans le module, un automate ainsi qu'un système de
contrôle et de sécurité ont été installés. Ces tests permettent aussi de valider, d'ajuster
et d'améliorer les diﬀérentes procédures cryogéniques.
 Mesurer les performances RF de la cavité (Q0 = f(Eacc)). En eﬀet, depuis que la cavité
a été habillée de son blindage magnétique et de son tank hélium, elle n'a pas été testée.
Les mesures basse puissance permettront ainsi de vériﬁer ses performances dans une
conﬁguration de type  cryostat horizontal .
 Etudier le comportement du système d'accord (moteur + piézoélectriques) aﬁn d'opti-
miser les systèmes de contrôles et commandes qui permettront de réguler la fréquence
de résonance de la cavité.
La première installation du module n'ayant pu être achevée qu'en milieu d'année 2010, la
majeure partie des objectifs listés précédemment n'ont pas encore été atteints. Eﬀectivement,
au cours des premiers tests, on s'est heurté à diﬀérents problèmes technologiques qui ont
retardé le programme expérimental.
Dans la prochaine partie de ce chapitre, on exposera le principe de ces tests  basse
puissance , les premiers résultats obtenus ainsi que les problèmes rencontrés. Ensuite, dans
une troisième partie, on expliquera comment on s'est rendu compte de la dégradation du  plat
de champ  dans la cavité et on détaillera l'analyse eﬀectuée pour déterminer son origine.
Enﬁn, on reviendra sur l'étude expérimentale du système d'accord actionné par les éléments
piézoéléctriques et en particulier sur les mesures à température ambiante qui permettent de
caractériser son comportement.
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Figure 4.14  a) Premier montage de la cavité dans son berceau : des tirants permettent de la
maintenir en suspension. b) L'enceinte cryogénique complètement équipée avant la fermeture
du module, la cavité est recouverte de son manteau de super-isolation. c) Procédure de
montage de la cavité dans son berceau. d) Le cryomodule dans la fosse expérimentale. e) Vue
panoramique de la zone de test.
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4.2 Premiers tests du cryomodule en couplage critique
4.2.1 Principe des tests  basse puissance 
D'un point de vue RF, le but premier de cette étude expérimentale est de mesurer le Q0
de la cavité, avec le maximum de précision possible. On peut montrer [54] que l'erreur sur
la mesure du Q0 est minimisée lorsqu'on se trouve dans une situation de couplage critique
sur le port incident : la longueur et le diamètre de l'antenne sur le port incident doivent être
choisis tels que βi = 1 + βt (cf. Partie 2.1.4 ).
De façon générale, l'antenne sur le port du signal transmis est choisie telle que βt << 1,
et on établit le couplage incident de sorte que βi ≈ 1, pour se placer dans la condition où
Qi ≈ Q0 ≈ 2QL.
Notons aussi que le fait de se placer dans une condition proche du couplage critique per-
met de minimiser la puissance réﬂéchie au niveau du port coupleur. Théoriquement, si l'on se
trouve en couplage critique parfait, cette puissance est même nulle (et Pcav = Pi). Autrement
dit, toute la puissance RF incidente sur le port de puissance est injectée dans la cavité. C'est
pour cette raison que l'on parle de test  basse puissance  car la condition de couplage per-
met d'amener seulement la puissance nécessaire pour obtenir des gradients accélérateurs de
plusieurs MV/m dans la cavité (avec Q0 ≈ 1.1010, pour Eacc ≈ 8, 5 MV/m, on a Pcav ≈ 10 W).
Cette mesure n'est cependant pas évidente à réaliser lors de test à très basse température
(2 K), lorsque le Q0 de la cavité est très élevé (∼ 1.1010) : la bande passante est alors très
étroite (∆f = f0/QL < 1 Hz). De plus, la fréquence de résonance varie de plusieurs Hertz
sous l'eﬀet des diﬀérentes perturbations microphoniques. Il est donc nécessaire de disposer
d'un système de régulation qui permet d'asservir la fréquence de l'onde injectée à celle de la
cavité. Pour ces tests en couplage critique, on n'utilise pas le système numérique LLRF qui
génère un signal à fréquence ﬁxe, mais une boucle à verrouillage de phase qui permet de suivre
les variations de la fréquence de résonance de la cavité. En eﬀet, aﬁn de pouvoir injecter le
maximum de puissance dans la cavité, d'identiﬁer les sources de perturbations et d'étudier
le comportement du système d'accord, il est nécessaire de pouvoir suivre les variations de la
fréquence de résonance.
Le principe de fonctionnement de ce système à verrouillage de phase, spécialement déve-
loppé pour le nouveau dispositif expérimental 700 MHz, est décrit par le schéma de principe
du banc de test en Figure 4.15. La régulation du signal RF est basée sur l'observation du
déphasage entre les signaux RF en entrée et en sortie de la cavité. S'il y a un déphasage,
cela signiﬁe que la fréquence du signal injecté dans la cavité n'est pas égale à la fréquence de
résonance. Un signal d'erreur est donc détecté au niveau du comparateur. Il est ensuite ﬁltré
et ampliﬁé aﬁn de réajuster la tension de contrôle de l'oscillateur (ou VCO, pour  Voltage
Controlled Oscillator ). Ainsi, on réajuste la fréquence du signal délivré par l'oscillateur,
pour que celui-ci suive les variations de fréquence de la cavité.
Après le VCO un déphaseur permet de compenser le déphasage induit par les câbles et
un atténuateur variable permet de contrôler la consigne sur l'amplitude du signal envoyé vers
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Figure 4.15  Schema de principe de la boucle à verrouillage de phase et du dispositif RF
installé pour les mesures en couplage critique. L'ensemble du système et des procédures de
mesure est contrôlé via un logiciel d'interface sur ordinateur. Tous les éléments compris à
l'intérieur du cadre pointillé font partie intégrante du pilote RF développé pour l'expérience
700 MHz.
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la cavité.
Des coupleurs de mesures insérés dans la ligne de l'incident et du transmis permettent
de mesurer les images des puissances Pi, Pr et Pt. Comme démontré dans la Partie 2.1.4,
en faisant le bilan sur ces puissances, il est possible de déterminer Q0 et Eacc à un instant
donné. Toutefois, il est d'abord nécessaire déterminer les couplages incident et transmis dans
la cavité. On rappelle les diﬀérentes étapes (évoqués dans le chapitre 2) de la mesure pour
obtenir la courbe caractéristique Q0 = f(Eacc) d'une cavité :
 1e`re étape : La mesure de QL
La mesure de QL se fait par l'observation du temps de décharge de la cavité à bas champ
accélérateur sur le signal Pt. Un ampliﬁcateur logarithmique convertit la décroissance
exponentielle de la puissance dans la cavité, exprimée en Watts, en une droite décrois-
sante en dBm. L'image de cette puissance en dBm est donnée en volts et observée à
l'aide d'un oscilloscope. Lors de la mesure de la pente de cette droite on obtient la
constante de décroissance (en secondes) 8 :
τcav
2
=
10C
ln(10)
|t2 − t1|
|V (t2)− V (t1)| (4.1)
où C est le facteur de conversion (V/dBm) propre à l'ampliﬁcateur logarithmique et t1
et t2 sont deux instants de mesures. La valeur de QL est ensuite déduite avec la formule
2.90, que l'on rappelle ici :
QL =
ω0τcav
2
(4.2)
 2e`me étape : Couplage incident et transmis
Avant d'observer la pente de décharge de la cavité, il faut prendre soin de mesurer Pi
et Pr et Pt aﬁn de déterminer les valeurs des couplages incident et transmis :
Qi =
2QL
1±√Pr/Pi (4.3)
Qt = 4QL
Pi
Pt
1±√Pr/Pi
2
(4.4)
Le signe  +  correspond au cas sur-couplé et le signe  -  au cas sous-couplé. Les
valeurs de Qi et Qt sont mesurées au début de la procédure expérimentale. Ce sont des
grandeurs ﬁxes qui dépendent essentiellement de la géométrie des antennes.
 3e`me étape : mesure de Q0 et Eacc
Avec les formules 2.98 et 2.99, il est alors possible de déterminer le champ accélérateur
et le facteur de qualité de la cavité pour diﬀérentes puissances injectées :
8. Par cette mesure sur la décroissance du signal Pt, on observe en réalité la décroissance de l'énergie
stockée dans la cavité (W ∝ P ). La constante de décroissance est alors deux fois plus rapide (τcav/2) que
celle de l'amplitude des champs dans la cavité (W ∝ E2).
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Q0 =
QtPt
Pcav
(4.5)
avec,
Pcav = Pi − Pr − Pt (4.6)
Eacc =
√
2(r/Q)
Lacc
√
QtPt (4.7)
où l'on prend pour (r/Q) la valeur théorique calculée lors des simulations électroma-
gnétiques pour le design de la cavité.
Aﬁn de mener à bien ces mesures de facteur de qualité de la cavité, il faut, au préalable,
étalonner la chaîne de mesure. Cette opération consiste à évaluer précisément les atténua-
tions des câbles, des composants RF à l'intérieur du pilote et des coupleurs de mesures. Ces
atténuations, ne peuvent être négligées car toute la partie mesure est déportée dans une salle
de contrôle/commande en raison du rayonnement X, notamment dû à l'émission de champ
dans la cavité. Dans notre cas, la longueur des câbles de mesures, entre le fond de la fosse
expérimentale et la zone de contrôle, est de l'ordre de 40 mètres.
Aﬁn de corriger les mesures déportées et de déterminer les puissances réelles aux points
voulus (c'est-à-dire au niveau des traversées RF en entrée et sortie de cavité), une calibration
du système complet est eﬀectuée à chaque début de mesure, une fois que le cryomodule est
thermalisé (environ 24 heures après le début de la mise en froid 9). La méthode d'étalonnage
utilisée est une procédure classique à l'IPNO, on ne l'exposera pas ici, mais elle est décrite
en détails dans [54].
De même, les diﬀérentes étapes des calculs pour évaluer les erreurs de mesure sur Qt, Qi,
Q0 et Eacc sont détaillées et discutées dans [54]. Ici, on retiendra simplement que les erreurs
relatives sur la mesure du facteur de qualité, Q0 , et du champ accélérateur, Eacc , s'écrivent :
Q0 = Qt + Pcav + mesure
Eacc = F +
1
2
(Qt + mesure)
(4.8)
mesure représente l'erreur systématique faite sur la mesure des puissances. Elle comprend
l'incertitude relative sur la calibration des câbles ; elle est de l'ordre de 4%.
Qt est l'erreur relative sur la mesure du couplage transmis Qt. Elle s'exprime comme
Qt = QL + 2mesure, où QL est l'erreur sur la mesure de QL et donc de τcav qui est de l'ordre
de : QL ∼ 5, 5% (soit Qt ∼ 13, 5% ).
Pcav est l'erreur sur la mesure de la puissance stockée dans la cavité. Elle s'exprime par
diﬀérentiation de l'expression 4.6, et il est possible de montrer qu'elle dépend du couplage
incident [54] :
9. L'atténuation d'un câble varie signiﬁcativement avec la température. Il convient de procéder à l'étalon-
nage des câbles présents dans le module lorsque ceux-ci sont bien thermalisés.
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Pcav = mesure
1 +
(
2
1+1/βi
− 1
)2
1−
(
2
1+1/βi
− 1
)2 (4.9)
Enﬁn, F représente l'erreur sur le facteur F =
√
2(r/Q)
Lacc
. Elle caractérise essentiellement
l'incertitude sur l'évaluation du (r/Q) ; on peut considérer que F ∼ 5%.
Ainsi, on constate que l'erreur sur Eacc est constante tandis que l'erreur sur le Q0 dépend
de Qi. Comme évoqué précédemment, cette erreur est minimisée lorsqu'on est proche du
couplage critique. Il est donc primordial, lors de la préparation de la cavité, de déterminer
les longueurs d'antennes adéquates pour obtenir les couplages Qi et Qt souhaités.
4.2.2 Préparation de la cavité
Avant de procéder au test de la cavité il est nécessaire d'accorder une grande importance
à sa préparation et au nettoyage de ses surfaces internes. Le polissage de ses surfaces est
indispensable pour augmenter au maximum ses performances et pour réduire l'intensité des
rayonnements X produits par bremsstrahlung. Il permet d'éliminer la couche superﬁcielle
polluée et endommagée lors de la fabrication ou lors d'une longue exposition à l'air ambiant.
Le but de cette procédure est ainsi de réduire les irrégularités de surfaces, d'éliminer les
poussières aﬁn de minimiser les risques de présence de sites d'émissions électroniques et de
minimiser le coeﬃcient d'émission secondaire.
Cependant, avant de procéder à ce nettoyage et à la fermeture de la cavité en salle blanche
il faut déterminer les longueurs d'antennes sur le port incident et le port du transmis pour
obtenir les couplages Qi et Qt souhaités lorsque la cavité sera supraconductrice.
Mesure de couplages pour le choix des longueurs d'antennes
Pour les tests en couplage critique, on a visé une longueur d'antenne pour avoirQi ≈ 7.109,
car pour les premières expériences on souhaite mesurer le Q0 de la cavité à 1,8 K mais aussi
à 4,2 K : on a donc choisi une valeur intermédiaire entre 5.109 (Q0 attendu à 4,2 K) et 1.1010
(Q0 attendu à 1,8K). Pour Qt, on a visé une valeur autour de 2.1011, aﬁn que la mesure ne
perturbe pas le signal stocké dans le résonateur. Pour ces tests, on utilise le port de puissance
pour le couplage incident et le port  pick-up  pour la mesure du transmis.
La détermination des longueurs d'antennes pour obtenir les valeurs de Qi et Qt souhaitées
s'eﬀectue  en transmis  à l'aide d'un analyseur de réseau vectoriel.
 A chaud  (c'est-à-dire à 300 K), le facteur de qualité de la cavité est relativement faible
(∼ 7500) comparé à la valeur attendue à froid (∼ 1.1010 à 1,8 K). Or, les valeurs souhaitées
pour Qi, proche de Q0 (1,8 K), et celle pour Qt, supérieure à 1.1011, sont très éloignées de
Q0(300 K). On utilise donc une antenne assez grosse pour assurer un couplage incident Qinj
le plus proche possible du Q0(300 K) (cf. Figure 4.16), aﬁn d'injecter un maximum de signal
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et d'optimiser la mesure des couplages en transmis Qtran(cf. Figure 4.16).
La procédure, décrite par la Figure 4.16, est donc la suivante : on utilise les tubes faisceau
pour le couplage Qinj et on mesure le couplage Qtran en faisant varier la longueur d'antenne
sur le port de puissance pour atteindre la valeur de Qi souhaitée, et en faisant varier la
longueur d'antenne sur le port pick-up  pour atteindre la valeur de Qt souhaitée.
Figure 4.16  a) Principe pour la mesure du couplageQi en fonction de la longueur d'antenne
sur le port de puissance. b) Principe pour la mesure du couplage Qt en fonction de la longueur
d'antenne sur le port  pick-up .
Les valeurs de Qinj et Qtran sont calculées avec les formules suivantes :
QL =
f0
BPf
(4.10)
Qinj =
2QL
1± |S11| (4.11)
Qtran =
2QL (1± |S11|)
S221
(4.12)
où S11 est le coeﬃcient de réﬂexion sur le port où le signal est injecté, et S21 est le
coeﬃcient de transmission du signal depuis le port d'injection vers le port de transmission.
Avec l'analyseur de réseau, on mesure ces coeﬃcient en dB (SdB11 , S
dB
21 ). Les déﬁnitions de S11,
S21 s'écrivent donc :
S211 =
Pr
Pi
=
(
10
SdB11
20
)2
(4.13)
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S221 =
Pt
Pi
=
(
10
SdB21
20
)2
(4.14)
La mesure de Qinj permet de déterminer si l'on est sur-couplé ou sous-couplé et donc
de déterminer s'il faut prendre le signe  +  ou le signe  −  dans les formules 4.11 et
4.12. Notons que cela peut être déterminé rapidement par une visualisation, à l'analyseur de
réseau, de la trace de S11 dans l'Abaque de Smith (cf. Figure 4.17). Si le point central est à
l'intérieur du cercle, la cavité est sur-couplée ; s'il est à l'extérieur, la cavité est sous-couplée.
Figure 4.17  Représentation de la trace de S11 dans l'Abaque de Smith lors d'une mesure
 à chaud . a) Cas sur-couplé. b) Cas du couplage critique. c) Cas sous-couplé.
Finalement les mesures des couplages Qi et Qt en fonction des longueurs d'antennes sont
tracées en Figure 4.18. Toutes les antennes utilisées pour ces mesures ont un diamètre de
6 mm.
Conditionnement de la cavité
Une fois les longueurs d'antennes déterminées, la cavité est disponible pour être nettoyée
et préparée dans un environnement propre (cf. Figure 4.19).
Dans un premier temps la cavité est plongée dans une solution dégraissante basique, un
mélange d'eau déminéralisée et d'un détergent alcalin moussant. L'eﬀet de dégraissage est
ampliﬁé par la résonance d'ultrasons dans le bain où est immergée la cavité. Elle est plongée
(cf. Figure 4.19 a) ) dans la solution dégraissante pendant environ 50 minutes, puis elle est
abondamment rincée à l'eau déminéralisée.
Les surfaces internes de la cavité sont polies grâce à une circulation d'une solution
acide PNF. Le PNF est un mélange d'acides Phosphorique, Nitrique et Fluorhydrique. Il
est plus communément appelé BCP pour  Buﬀered Chemical Polishing . Ces trois acides
jouent chacun un rôle diﬀérent dans l'attaque chimique des parois : l'acide nitrique oxyde
la surface de niobium tandis que l'acide ﬂuorhydrique a pour rôle de dissoudre cette couche
oxydée, et l'acide phosphorique permet de ralentir la cinétique de dissolution trop violente et
surtout exothermique.
174
4.2 Premiers tests du cryomodule en couplage critique
Figure 4.18  Estimation des couplages en fonction de la longueur des antennes (ces mesures
sont réalisées  à chaud ).
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Aﬁn d'homogénéiser l'attaque chimique, et d'éviter la stagnation du PNF et donc la
création de points chauds, l'acide est en circulation forcée (cf. Figure 4.19 b)). La cinétique
de réaction est liée à la température. Il est donc important d'uniformiser la température du
bain aﬁn d'avoir un bon contrôle de l'épaisseur de paroi retirée. Cette épaisseur retirée est
contrôlée, au niveau des tuves faisceau, par des mesures ponctuelles à l'aide d'une sonde
ultrason. Mais pour avoir une idée de sa valeur moyenne, une pesée de la cavité est eﬀectuée
avant et après traitement.
Pour la cavité Psyché, un traitement chimique a été appliqué pendant 35 minutes, et une
élévation de température de 7oC a été observée. La pesée a révélé qu'une couche d'épaisseur
moyenne de ∼ 27 µm a été retirée, ce qui représente une augmentation de la fréquence de
résonance de la cavité de ∼ 110 kHz 10.
Il faut noter que le PNF est extrêmement nocif, en particulier à cause de l'acide ﬂuorhy-
drique dont tout contact avec la peau doit être évité. Lors de ces procédures, les opérateurs
sont protégés (combinaison, masque à gaz), et c'est aussi pour cela qu'elles sont réalisées en
circuit fermé sous hotte. Une fois la procédure terminée, l'acide est évacué dans un réservoir
de stockage et la cavité est abondamment rincée, puis remplie d'eau déminéralisée, pour faire
remonter le pH. Elle est ensuite transportée en salle blanche.
Les procédures de rinçage et de montage ﬁnal sont eﬀectuées dans une salle blanche de
classe ISO5 11.
Le rinçage HPR ( High Pressure Rincing ) est la dernière opération de nettoyage de la
cavité. Elle consiste à nettoyer la cavité à l'aide de jet d'eau déminéralisée ultra-pure à une
pression d'environ 100 mbar. Pour cela, la cavité est installée sur un chariot et une canne
verticale translate, le long de l'axe faisceau, en eﬀectuant un mouvement de rotation sur
elle-même (cf. Figure 4.19 c)). Au bout de la canne, quatre jets d'eau sont expulsés dans des
directions perpendiculaires au mouvement de translation de la canne.
La procédure comporte cinq passages, où la canne avance dans la cavité à une vitesse
d'environ 30 mm/min, soit une durée totale de la procédure d'environ 2h30. La cavité est
ensuite laissée en séchage, pendant un minimum de 24 heures, sous le ﬂux laminaire de la
salle blanche. L'assemblage des brides, traversées RF, et antennes a ensuite été eﬀectué pour
le test en couplage critique (cf. Figure 4.19 d) ). En ﬁn de montage, des tests de fuites sont
eﬀectués pour vériﬁer le bon montage des brides et de leurs joints. Dans le cas de la ca-
vité Psyché, après les tests de fuite, la cavité n'est pas maintenue sous vide pour sa sortie de
la salle blanche. Elle est simplement mise sous atmosphère neutre (azote ﬁltré) à la pression
atmosphérique, aﬁn de limiter les contraintes lors du montage du système d'accord autour
du tank hélium.
10. d'après les mesures de fréquence eﬀectuées,  à chaud , avant et après chimie.
11. On classiﬁe les salles blanches suivant le nombre et la taille des particules par unité de volume. Le
standard ISO 14644-1 donne la quantité de poussière par unité de volume, il est exprimé en mètres cube
(norme européenne). Une zone de classe ISO5 signiﬁe par exemple qu'il n'y a aucune particule de plus de 5
µm, moins de 83 particules/m3 de plus de 1 µm, moins de 352 particules/m3 de plus de 0,5 µm et moins de
100 000 particules/m3 de plus de 0,1 µm
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Figure 4.19  a) Dégraissage de la cavité dans le bac à ultrasons. b) Attaque chimique en
circuit fermé, sous hotte. L'oxyde de niobium donne une coloration verte à l'acide. c) Pro-
cédure de HPR en salle blanche. d) Montage des brides et fermeture de la cavité en salle
blanche.
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L'ensemble de ces procédures de nettoyage a été eﬀectué dans les installations de l'IPN
d'Orsay ( salle de chimie  + salle blanche), lors des préparations de tests. Une fois la cavité
sortie de salle blanche, le système d'accord est immédiatement mis en place autour du tank.
La cavité est alors complètement habillée pour son insertion dans le cryomodule.
4.2.3 Premiers tests RF
Problèmes rencontrés et première mesure des performances RF
Jusqu'à présent plusieurs tests ont été menés entre septembre 2010 et mars 2011. Ces
tentatives se sont révélées infructueuses, en particulier du point de vue des mesures RF pour
la caractérisation de la courbe Q0 = f(Eacc). En eﬀet, durant cette première campagne de
tests de nombreux problèmes techniques ont été rencontrés.
Un problème récurent et très handicapant a été la présence de fuites cryogéniques dues à
la rupture, à deux reprises, d'un cordon de soudure du tank hélium. En eﬀet, lors du premier
test il a été remarqué, à la ﬁn de la procédure de mise en froid de la cavité, que le vide
d'isolement se dégradait considérablement lorsque le tank hélium de la cavité atteignait une
température proche de 30 K, c'est-à-dire lorsqu'une partie de l'hélium présent dans le tank
commençait à devenir liquide. On observait alors une augmentation lente, de 10−6 mbar à
10−5 mbar, puis brusque (en quelques secondes) jusqu'à 10−4 mbar et plus.
En présence de cette fuite il est impossible d'envisager un pompage du bain pour atteindre
des températures plus basses (autour de 2 K). En eﬀet, dans ces conditions, l'hélium liquide
passe dans son état superﬂuide avec une viscosité nulle, le risque de perte d'hélium est alors
fortement accru. Il a donc été décidé d'arrêter le test et de réchauﬀer le module pour identiﬁer
l'origine de la fuite.
Des tests de fuites à température ambiante ont révélé qu'une petite  crique  s'était
formée dans un cordon de soudure du tank (celui de fermeture, eﬀectué avec le procédé TIG,
cf. Figure 4.5 b) et c)). Dans ces conditions, il a été choisi de renvoyer la cavité chez le fabricant
(ZANON, en Italie), aﬁn de procéder à une réparation locale du cordon de soudure. Ceci a
fortement retardé le programme expérimental. A la suite de la réparation, des procédures de
 chocs thermiques  ont été appliquées sur le tank par des remplissages successifs d'azote.
Des tests de fuite sur le tank n'ont révélé aucun nouveau point faible sur le cordon de soudure :
la réparation a donc été validée.
Toutefois, lors de nouveaux tests dans le cryomodule, une nouvelle fuite cryogénique est
apparue. Après un nouveau re-démontage de la cavité, il s'est avéré que le même cordon de
soudure s'était  craquelé  12 , à un autre endroit. La réparation a, cette fois-ci, été eﬀectuée
à l'IPNO et plusieurs séries de chocs thermiques à l'azote, eﬀectués sur le tank après cette
seconde réparation, ont montré que le cordon de soudure semblait consolidé.
Un autre problème qui n'a pas été détecté dès le premier test est le mauvais fonction-
nement de la boucle de régulation à verrouillage de phase. En eﬀet, les fuites cryogéniques
12. Ces ﬁssures ne sont pas plus large qu'un cheveux.
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empêchant le fonctionnement à 1,8 K, on a tout de même essayé de mesurer le Q0 à 4,2 K.
On s'est alors rendu compte qu'il était très diﬃcile d'injecter un signal dans la cavité. Il s'est
avéré qu'une erreur subsistait dans l'asservissement de la boucle et que le signal généré par le
VCO suivait bien les variations de fréquence de la cavité, mais avec un décalage de 100 kHz.
Le spectre en fréquence du signal envoyé sur le port incident n'était donc pas centré sur la
fréquence de la cavité. Seule une inﬁme partie du signal pénétrait dans la cavité, mais la
majeure partie de ce signal incident était réﬂéchie. Les mesures de puissances étaient alors
complètement faussées, et il était impossible de mesurer les couplages sur la cavité. A la
suite de ces observations, plusieurs défauts ont été identiﬁés et corrigés. En particulier une
dissymétrie sur un ampliﬁcateur de la boucle et le réajustement de l'amplitude des signaux
en entrée du mélangeur utilisé. Les valeurs des correcteurs de boucle ont aussi été modiﬁées.
Malgré les aléas précédemment décrit un premier test à 1,9 K du cryomodule a été réalisé
en octobre 2011. Ce test a donc permis de valider la procédure de réparation du tank hélium
ainsi que les modiﬁcations apportées sur la boucle PLL. L'évolution du facteur de qualité en
fonction du champ accélérateur a été mesurée : elle est présentée en Figure 4.20.
Figure 4.20  Facteur de qualité de la cavité en fonction du champ accélérateur avec un
bain d'hélium à 1,9 K (pour β=βg=0,47).
Le facteur de qualité à bas champ, Q0 = 2.1010, correspond à la valeur attendue : il est
similaire aux valeurs mesurées lors des premiers tests de la cavité en cryostat vertical (cf.
Figure 4.3). La résistance de surface est alors de Rs ≈ 9 nΩ, soit Rres + Rmag ≈ 6 nΩ car
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RBCS(1,9 K ; 704,4 MHz)≈ 3 nΩ 13.
Le quench été observé pour une valeur de champ accélérateur d'environ 12 MV/m, ce
qui est un peu inférieur à la valeur mesurée lors des premiers tests en cryostat vertical (∼14
MV/m). L'hypothèse la plus probable expliquant ce quench un peu plus précoce serait le
fait que  le plat de champ  de la cavité soit dégradé (cf. Partie 4.3 ). Cette valeur reste
toutefois acceptable et elle est supérieur à la valeur requise pour un fonctionnement nominal
de la cavité (Eacc = 8,5 MV/m, Q0 = 5.109) 14.
Test du système d'accord à froid
La dynamique du système d'accord lorsqu'il est actionné par le moteur a aussi été mesu-
rée. Le but de ces tests était de caractériser les performances mécaniques du système d'accord
 lent  (actionné par le moteur), évaluées sur plusieurs critères : la course maximale de dé-
placement, l'hystérésis mécanique et la ﬁabilité du système.
La course maximale de déplacement donne l'intervalle de fréquence dans lequel la fré-
quence de résonance de la cavité peut être réglée. Elle correspond au déplacement maximum
que peut eﬀectuer l'écrou avant d'arriver en butée, au bout de la vis. La Figure 4.21 montre
la dynamique complète du système : pour 20 tours de vis, la fréquence de résonance de la
cavité a augmenté de 260 kHz. Cette gamme de réglage est assez large, puisqu'elle correspond
à environ 2600 fois la largeur de la bande passante lorsque la cavité sera en couplage machine.
Nous verrons dans le chapitre 5 que ceci a son importance lorsque qu'une cavité  tombe en
panne  dans le linac et qu'il est nécessaire de dérégler sa fréquence de résonance pour qu'elle
ne perturbe pas le passage du faisceau.
Ce système a pour première fonction d'approcher la fréquence de résonance de la façon la
plus précise autour de 704,4 MHz lors de la mise en fonctionnement de la cavité. Pour cela,
le moteur pas à pas, associé a son réducteur, peut être contrôlé avec une précision de 140 800
pas par tour de vis. Soit, en tenant compte des mesures, une précision de réglage moyenne
sur la fréquence de la cavité de ∼ 0, 01 Hz.
Mais il faut aussi tenir compte de l'hystérésis mécanique, qui est propre au système. Il
donne l'erreur de positionnement du système d'accord, à consigne identique, si le système
est en phase montante ou descendante. Sur la Figure 4.21, on fait apparaître deux courbes.
La première donne la course complète du moteur et la seconde est la course eﬀectuée lors de
la première mise en route du moteur. Pour ce premier passage on a constaté un hystérésis
13. Ceci permet de vériﬁer que les diﬀérents blindages magnétiques ont permis d'écranter le champ présent
dans la fosse expérimentale. Le sol en béton armé de la fosse, dans laquelle se trouve le cryomodule, a été
fortement  magnétisé  (plus de 3 Gauss par endroit) par les dipôles du cyclotron AGOR. Une induction
magnétique d'une telle intensité peut fortement dégrader l'état supraconducteur de la cavité. En plus de celui
placé dans le tank hélium, un blindage en µ-métal a donc été ajouté autour du cryomodule aﬁn de diminuer
la valeur moyenne de cette induction de ∼ 3 Gauss à ∼ 0,35 Gauss (Soit à peu près la valeur du champ
magnétique terrestre), à l'intérieur du module.
14. La précision des mesures, et notamment celle des couplages Qi et Qt sera aﬃné lors d'un prochain test
en couplage critique.
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plus important (11 kHz maximum) qui est dû à la  mise en place  des diﬀérents éléments
mécaniques lors de cette première action. En eﬀet, lors de la mise en froid les matériaux se
contractent, les jeux entre les pièces mécaniques se modiﬁent. Il est alors nécessaire d'action-
ner plusieurs fois le système aﬁn d'obtenir la courbe de course totale avec l'hystérésis le plus
faible possible. Lors d'une seconde passe on observe un hystérésis maximum de 7 kHz au
milieu de la course du SAF (courbe bleue). Lors de petits déplacements autour d'un point de
fonctionnement, l'hystéresis observé est de ∼ 2 kHz. Cette valeur demeure assez importante,
toutefois l'étude expérimentale n'ayant pas été menée dans des conditions optimales elle n'a
pu être poursuivie. Lors de prochains tests il est prévu de caractériser de façon plus précise
l'évolution de cet hystérésis en réalisant un plus grand nombre  d'aller-retour .
Figure 4.21  Sensibilité en fréquence de la cavité, en fonction du nombre de tours eﬀectués
par la vis du moto-réducteur et de la course de l'écrou.
En ce qui concerne la ﬁabilité de déplacement du moteur, il a été remarqué qu'une ac-
célération trop brusque ou une vitesse de rotation trop importante du rotor du moteur pas
à pas entraîne des phénomènes de glissement. Le moteur ne fournit pas un couple suﬃsant
pour actionner le système d'accord. Pour cela les paramètres de contrôle (courant d'alimen-
tation, vitesse de démarrage et vitesse de rotation) ont été ajustés de façon à favoriser un
déplacement ﬁable du système d'accord. Ceci a montré que dans un fonctionnement nominal,
ce système peut changer la fréquence de la cavité à une vitesse moyenne de ∼ 400 Hz/s.
La robustesse du système est un point critique pour la ﬁabilité de fonctionnement de la
cavité. Ce point est très délicat à évaluer lors des tests. Pour l'instant, on peut simplement
remarquer que lorsque le moteur a été sollicité aucune dérive, aucun blocage ou phénomène
de grippage et aucune baisse de sensibilité n'a été remarqué durant cette période.
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En fonctionnement nominal, le moteur n'est pas voué à être sollicité en permanence, il
permettra seulement de régler, de façon quasi-statique, la fréquence de la cavité. Ce sont les
actionneurs piézoélectriques qui auront pour rôle de compenser les variations de fréquence
rapides dues aux microphonies. On reviendra en détails sur une étude menée aﬁn de caracté-
riser le comportement dynamique du système d'accord lorsqu'il est actionné par les éléments
piézoéléctriques (cf. Partie 4.4 ).
4.2.4 Aspects cryogéniques
Zone de test et gestion de la cryogénie
Le cryomodule et tous ses systèmes dédiés ont été installés à l'IPNO au bâtiment 106.
Cette nouvelle zone de test accueillera dans sa conﬁguration ﬁnale deux cryomodules et
un cryostat vertical. Le cryomodule 700 MHz est le premier dispositif expérimental à avoir
été installé dans cette ancienne fosse du cyclotron AGOR. De nombreuses interventions ont
dû être nécessaires pour rendre cette zone apte à accueillir les éléments de test des cavités
supraconductrices : maçonnerie, opération de tuyautage pour l'installation du système de
récupération d'hélium, installation des systèmes de pompages, installation des circuits de
refroidissement à l'eau, etc.
Ensuite, c'est une année de travail d'équipe qui a été consacrée à l'installation de ce pre-
mier dispositif expérimental incluant la mise en place de la source RF, la pose des blocs de
bétons de protection, le montage mécanique du cryomodule, la mise en place de l'ensemble
de l'instrumentation, le câblage des armoires automates, l'installation complète de la salle de
contrôle et commande, le développement des programmes LabviewTM, etc.
Toutes les données concernant les mesures de température, de pression, de niveau de débit,
d'état des diﬀérents actionneurs (vannes, pompes), de rayonnement X, de taux d'oxygène 15
sont rapatriées, via un automate, vers la salle d'acquisition, par protocole TCP/IP, où un
ordinateur dédié gère les processus liés à la cryogénie.
L'automate permet de gérer les diﬀérentes étapes de fonctionnement du cryomodule, les
conditions de passage et les sécurités (températures, pressions). Il permet notamment de
contrôler la pression du bain d'hélium et sa température, grâce à des systèmes de régulation
et des correcteurs PID internes à l'automate agissant sur :
 Les niveaux de remplissage des réservoirs tampons.
 L'ouverture, sur le circuit hélium, des vannes d'interface entre la boîte à vannes et le
cryomodule.
 L'ouverture, sur le circuit hélium, des vannes de dégazage vers la sortie du cryomodule.
15. Un système de détection du taux d'oxygène a été installé, en bas de la fosse expérimentale pour des
raisons de sécurité. En eﬀet, si une fuite survient sur l'amenée ou le refoulement du circuit d'azote, ce gaz
aura tendance à stagner au fond de la fosse expérimentale. Les risques d'asphyxie ont donc dû être prévus
par diﬀérents systèmes d'alarme qui se déclenchent lorsqu'une baisse du taux d'oxygène survient.
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Figure 4.22  Vue du programme de supervision pour la gestion de la cryogénie (Dévelop-
pement du système contrôle/commande de l'installation cryogénique eﬀectué par Ayoub El
Tarr (IPNO)).
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Une interface utilisateur développée sous LabviewTM gère la mise en forme, la sauvegarde
et la visualisation des diﬀérents paramètres. Le taux de rafraîchissement de ces données est
inférieur à la seconde. Ce programme (cf. Figure 4.22) permet de contrôler les diﬀérentes
étapes de fonctionnement du module que sont :
 L'étape de mise en froid, c'est à dire la descente en température de la cavité de 300 K
à 4,2 K ou à 1,8 K.
 L'étape de fonctionnement, où il faut maintenir la cavité à 4,2 K ou à 1,8 K, tout en
maintenant une pression stable dans le bain d'hélium aﬁn de limiter les perturbations
sur la cavité.
 L'étape de  stand-by , qui permet de réduire la consommation d'hélium, entre deux
périodes de tests, tout en évitant la remontée en température de la cavité dans une
zone où il y a risque  d'eﬀet 100 K .
 L'étape d'arrêt sécurité, qui permet d'arrêter le transfert des ﬂuides cryogéniques en
cas de problème, tout en laissant les vannes de dégazage ouvertes.
 L'étape de réchauﬀage, qui permet, par l'utilisation de chauﬀerettes d'accélérer la re-
montée en température dans le cryomodule en ﬁn de test.
La mise en froid
Cette étape se décompose en deux périodes, la première est la mise en froid de l'écran
thermique en aluminium avec de l'azote liquide, puis, au bout de quelques heures on com-
mence la mise en froid du circuit hélium et de la cavité.
La Figure 4.23 donne l'évolution des températures de l'écran azote au début de la mise
en froid. Ce refroidissement se fait par conduction. Le pot au bas de l'écran thermique se
remplit d'azote et on peut constater que plus on s'éloigne de ce pot, plus la température
descend lentement. On remarque que plus la température descend dans le module plus le
vide d'isolement (vide dans le cryomodule) s'améliore en raison de l'eﬀet de cryopompage 16,
bien qu'on observe aussi quelques pics de dégazage dus à des poches d'air initialement piégées
dans le module.
Au bout de 9 heures, seule la partie basse de l'écran est refroidie et se rapproche de 80 K.
Pour faciliter la descente en température de l'écran, la mise en froid douce du circuit hélium
peut débuter quelques heures après la mise en azote. En l'occurrence la mise en hélium, dé-
crite par la Figure 4.24, a été réalisée un jour après la mise en froid de l'écran azote. Au ﬁnal,
il faut environ 24 heures pour que l'écran soit thermalisé de façon homogène autour de 80 K.
La mise en froid hélium consiste donc à immerger complètement la cavité dans un bain
liquide à 4,2 K. Comme on peut le constater sur la Figure 4.24, cette procédure prend aussi
une dizaine d'heures. Les  sauts  sur les mesures en température viennent de la résolution
16. Les gaz à faible pression qui se trouvent encore dans le module vont se condenser sur les parois refroidies ;
ils ne pourront donc plus contribuer à la conduction ni à la convection entre parois chaudes et parois froides,
même s'ils se trouvent encore à l'intérieur de la zone vidée. Le cryopompage à très basse température permet
d'abaisser la pression en dessous de 10−6 mbar.
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Figure 4.23  Mise en froid de l'écran aluminium avec de l'azote liquide.
des sondes dont le fonctionnement est optimal en dessous de 50 K.
Pendant cette descente on remarque que la cavité reste dans l'intervalle de températures
160 K / 70 K pendant environ 3 heures : environ 1h30 pour le bas de la cavité ainsi que pour
le haut de la cavité. Une telle durée ne semble pas trop gênante concernant les risques  d'eﬀet
100 K , mais il est tout de même préférable que les zones de forts champs magnétiques ne
restent guère plus d'une heure dans cet intervalle critique [54].
On a remarqué que le refroidissement de la cavité est assez lent comparé à celui du réser-
voir tampon placé juste au dessus (courbe  Pot cryomodule  de la Figure 4.24). Ceci est
notamment dû à des pertes de charges trop importantes dans le circuit de tuyauterie spéci-
ﬁque à la mise en froid de la cavité. Une modiﬁcation de ce circuit a donc été réalisée pour
minimiser les pertes de charges lors du remplissage du tank. L'eﬃcacité de cette modiﬁcation
sera à vériﬁer lors des prochains tests cryogéniques.
Finalement, il faut à peu près 35 heures pour réaliser une mise en froid de la cavité. Mais
pour avoir une thermalisation optimale du module, l'expérience a montré qu'il faut attendre
environ 72 heures. Ceci peut se faire de façon économique en maintenant le module, pendant
une journée, en mode  stand-by .
Le mode  stand-by 
Le mode de fonctionnement  stand-by  assure le maintien d'une température inférieure
à 60 K tout en consommant un minimum d'hélium liquide. Le refroidissement de l'écran à
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Figure 4.24  Mise en froid du circuit hélium et de la cavité.
l'azote est bien sûr maintenu dans cette conﬁguration : le contrôle se fait par le niveau d'azote
présent dans le réservoir tampon de la boîte à vannes.
Ce mode de fonctionnement est très utile durant la période de tests, car il permet de
maintenir la cavité en dessous de la zone de température où il y a risque  d'eﬀet 100 K ,
durant la nuit ou les week-ends sans qu'aucune intervention soit nécessaire.
La Figure 4.25 montre l'évolution des températures sur l'écran et la cavité en mode
 stand-by  durant un week-end (∼ 60 heures). On remarque qu'un seul remplissage hélium
est nécessaire pendant cette période, les pertes thermiques étant très faibles. Sur 60 heures,
seulement 56 litres d'hélium ont été consommés, soit moins d'un litre par heure.
Cette procédure est donc très pratique pour stabiliser et homogénéiser le refroidissement
global du module tout en consommant un minimum entre les périodes d'opération.
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Figure 4.25  Evolutions des températures de la cavité et de l'écran azote en mode  stand-
by  sur un week-end.
Le mode  fonctionnement à 4K 
Pour les raisons énoncées précédemment, concernant les problèmes de fuites sur le tank,
le fonctionnement à 1,8 K n'a pu être mis en ÷uvre que très récemment et que pendant une
courte période 17. Néanmoins, le fonctionnement du module à 4,2 K a été testé et maintenu.
Cette étape débute donc à la ﬁn de la mise en froid, ou après un mode  stand-by ,
comme l'illustre la Figure 4.26, où l'on a fait apparaître la ﬁn de la descente à 4,2 K de la
cavité. On peut alors remarquer que lorsque les parois externes du tank hélium atteignent
des températures avoisinant les 40 K (début de formation d'un mélange liquide-gaz dans le
tank), le vide d'isolement remonte brusquement d'une décade au lieu de continuer à descendre
sous l'eﬀet du cryopompage. Ceci est symptomatique de la présence d'une fuite sur le circuit
d'hélium liquide, en l'occurrence au niveau d'un cordon de soudure du tank. Finalement,
lorsque le tank est rempli d'hélium liquide, il a été observé que le vide d'isolement ne peut
descendre en dessous de 10−4 mbar.
L'hélium liquide est approvisionné par bouteille de 500 litres, ce qui donne une autonomie
17. Le  fonctionnement 2K  n'ayant pas encore été complètement caractérisé, il n'est pas décrit dans
ce rapport de thèse. Toutefois, de nouveaux tests sont prévus dans l'année 2012 aﬁn de caractériser ce
fonctionnement cryogénique et d'évaluer la consommation du module. Ces tests permettront d'évaluer à
nouveau le Q0 de la cavité ainsi que le fonctionnement du système d'accord avec plus de précision : en eﬀet,
lors du premier test à 1,9 K on a remarqué que la stabilité en fréquence de la cavité était bien meilleur qu'à
4,2 K (± ∼2 Hz contre ± 500 Hz).
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Figure 4.26  Fin de mise en froid de la cavité et mise en évidence d'une fuite dégradant le
vide d'isolement du cryomodule.
de fonctionnement d'une dizaine d'heures, lorsque la bouteille est vide elle n'injecte plus que
du gaz. Ceci provoque un réchauﬀement dans le circuit hélium, c'est ce que l'on peut ob-
server sur la Figure 4.26 où la bouteille a été changée tardivement. Remarquons encore une
fois que lorsque la température remonte dans le tank, la densité du mélange liquide-gaz deve-
nant moins importante, il y a moins de pertes dues à la fuite, et le vide d'isolement s'améliore.
En mode  fonctionnement , lorsque les niveaux de remplissage des diﬀérents réservoirs
tampons sont stabilisés et régulés par l'automate, il est possible d'évaluer les pertes en Watts
sur le circuit d'hélium. Ceci se fait par le calcul du débit d'hélium gaz en sortie du cryo-
module, en faisant l'hypothèse que les pertes apportées par le circuit (tuyauterie + cavité)
correspondent à la quantité de chaleur nécessaire pour vaporiser l'hélium liquide.
La quantité de chaleur, Q, nécessaire pour vaporiser un liquide s'exprime comme :
Q = ml lv (4.15)
avec ml la masse de liquide (en g), et lv la chaleur latente de vaporisation (en J/g). La
puissance dissipée, Q˙, nécessaire pour vaporiser un liquide dont le débit massique est m˙l (en
g/s), s'exprime donc comme :
Q˙ = m˙l lv (4.16)
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En tenant compte de la densité du gaz ρatm (en kg/Nm3) 18 ainsi formé, il est possible
d'exprimer cette puissance, et donc les pertes, en fonction du débit de gaz, D (en Nm3/h),
en sortie du module :
Q˙ = ρatm lv
D
3600
(4.17)
Pour l'hélium on a :
 lvHe = 20, 91 J/g
 ρatmHe = 0, 178 kg/Nm
3
et l'application numérique donne :
Q˙He ≈ 1, 03DHe (4.18)
Autrement dit, un débit de 1 m3/h mesuré en sortie du module correspond à une perte de
∼1 W. Il est donc très facile d'évaluer les pertes sur le module. Un compteur à gaz, placé après
le réchauﬀeur (qui a pour rôle de remonter la température des gaz froids issus du module)
permet de mesurer ce débit.
En régime statique, c'est-à-dire lorsqu'aucune dissipation n'est due à l'injection d'un signal
RF dans la cavité, ces pertes ont été estimées à 5,5 W, ce qui correspond aux pertes statiques
attendues (6 W) [98] sans coupleur de puissance. Ceci donne tout de même une première
conﬁrmation quant au design du cryomodule et aux pertes relativement faibles alors que l'on
fonctionnait avec une fuite sur le module.
4.2.5 Conclusion sur les premiers tests
Pour conclure cette partie sur les premiers tests du module 700 MHz, on peut tout d'abord
faire le constat que les objectifs ﬁxés n'ont été atteints que très récemment, en particulier en
ce qui concerne les mesures des performances RF de la cavité dans son cryomodule (octobre
2011). Au delà de certains dysfonctionnements inattendus sur la boucle de régulation PLL,
la rupture (à plusieurs reprises) d'une soudure sur le tank hélium a été très pénalisante pour
exploiter pleinement le cryomodule. Ce phénomène est aléatoire, handicapant et diﬃcilement
identiﬁable en dehors des conditions cryogéniques.
Au travers de ces premiers tests on constate que le développement d'un module accélé-
rateur supraconducteur n'est pas une tâche aisée. Aboutir au fonctionnement le plus ﬁable
possible, d'un tel module, est un exercice pluridisciplinaire, qui requiert une grande attention
et un travail sur la durée. Ceci est encore plus vrai dans notre cas, où il fallait  construire 
l'ensemble de la zone expérimentale. De nombreux eﬀorts ont été fournis à l'IPN d'Orsay pour
le développement de cette nouvelle zone de test. La conduite de ces expériences en couplage
critique représente déjà un premier aboutissement en vue de l'installation du cryomodule en
18. Nm3 = m3(ρatm, 273 K), 1 normal mètre cube correspond à un volume de 1 m
3 de gaz à la pression
atmosphérique et à la température ambiante (273 K)
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 conﬁguration machine  (avec coupleur), et il est important de souligner que ceci est le
résultat d'un travail d'équipe qui s'est étalé sur plusieurs années.
Ces premiers tests ont notamment permis  d'apprivoiser , d'un point de vue cryogénique,
le module. Au cours des diﬀérentes campagnes de tests, on a ainsi optimisé et amélioré les
diﬀérentes étapes de fonctionnement du module (mise en froid, fonctionnement à 4,2 K et
 stand-by ). C'est grâce à ces premières expériences que l'on a pu identiﬁer les points
technologiques cruciaux, susceptibles de remettre en cause la ﬁabilité de ce prototype. Enﬁn,
c'est aussi grâce à cette première étude expérimentale que l'on s'est rendu compte d'un
déséquilibre sur le  plat de champ  de la cavité, et que l'on s'est interrogé sur son origine.
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4.3 Etude et mesure du  plat de champ 
4.3.1 Introduction
Les premiers tests du cryomodule ont donc mis en avant des problèmes de fuites cryo-
géniques dues à une fragilité d'un cordon de soudure du tank hélium. Lorsqu'on a constaté
l'apparition de cette fuite, on a tout d'abord suspecté que cela était dû a des phénomènes
de surpression dans le tank de la cavité. Lors de la mise en froid, la pression dans le tank
aurait dépassé une pression absolue de 2 bars, ce qui aurait pu provoquer une rupture du
cordon de soudure, ainsi qu'une déformation des parois de la cavité. Des mesures sur le  plat
de champ  de la cavité ont immédiatement révélé que celui-ci s'était fortement dégradé, ce
qui est symptomatique de la déformation mécaniques des parois d'une ou de plusieurs cellules.
Cependant, l'analyse des données expérimentales a montré qu'aucune surpression n'avait
eu lieu dans le circuit d'hélium, et aucune soupape de sécurité ne s'est ouverte lors des pro-
cédures de mise en froid (elles sont réglées pour limiter la pression dans le circuit hélium en
dessous de 1,5 bar). L'analyse des mesures des fréquences de résonance de la cavité, et de leur
évolution sur plusieurs années, a aussi montré que le  plat de champ  était en réalité dé-
gradé bien avant que l'on procède au premier test cryogénique. Cette petite  enquête  a en
fait montré que la déformation plastique se serait produite peu de temps après l'assemblage
du tank hélium autour de la cavité (quelques heures ou quelques jours après) en 2008. Une
mesure eﬀectuée quelques minutes après la dernière soudure du tank n'a pourtant montré
aucune dégradation importante (cf. Figure 4.29). Il est toutefois possible, que la dégradation
se soit produite pendant le refroidissement de la soudure, ou à cause d'une mauvaise mani-
pulation, ou encore lors d'un transport entre le constructeur, l'INFN Milano et l'IPN d'Orsay.
L'origine exacte de la dégradation du  plat de champ  n'a pu être identiﬁée. Toutefois
après avoir constaté sa dégradation on a cherché à savoir si toutes les cellules de la cavité
avaient subi des déformations ou seulement l'une d'entre elles. Une méthode de calcul a donc
été élaborée aﬁn d'estimer les changements des fréquences de résonance de chacune des cinq
cellules de la cavité, avant, et après la déformation. Cette méthode de calcul est basée sur la
mesure de la répartition du champ électrique sur l'axe faisceau.
Dans les paragraphes suivants on commencera donc par détailler la méthode utilisée pour
la mesure du  plat de champ  . On présentera ensuite les résultats obtenus mettant en
évidence la  perte  du  plat de champ  dans la cavité. On exposera enﬁn la méthode de
calcul développée pour identiﬁer la ou les cellules plastiquement déformées.
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4.3.2 Mesure du proﬁl du champ électrique sur l'axe faisceau
Mesure par la méthode des perturbations
La mesure du proﬁl du champ électrique sur l'axe faisceau est réalisée en utilisant la
méthode des perturbations. Un petit objet métallique est introduit dans la cavité et l'on
fait varier sa position le long de l'axe faisceau. Les perturbations engendrées donnent une
information sur l'amplitude du champ électrique le long de cet axe.
En eﬀet, le théorème de Slater établit qu'un petit objet, métallique ou diélectrique, in-
troduit dans le résonateur, induit un changement de l'énergie stockée et une variation de
la fréquence de résonance. Cette variation est proportionnelle à la distribution des champs
électromagnétiques dans la cavité [89]. La fréquence de résonance perturbée, fp, s'écrit alors,
en fonction de la fréquence de résonance initiale, f0, comme :
f 2p = f
2
0
1 +
t
υ
(
µ0
∣∣∣ ~H∣∣∣2 − 0 ∣∣∣ ~E∣∣∣2) dυ
t
V
(
µ0
∣∣∣ ~H∣∣∣2 + 0 ∣∣∣ ~E∣∣∣2) dV
 (4.19)
avec υ, le volume de l'objet perturbateur, V le volume interne de la cavité, et ~H et ~E les
champ magnétique et électrique dans la cavité.
La perturbation sur la fréquence de résonance étant faible, on est dans le cas où ∆f =
fp − f0 << f0. En tenant compte de la déﬁnition 2.35 de l'énergie stockée dans la cavité,
l'équation 4.19 se réécrit alors :
∆f
f0
≈ 1
4W
y
υ
(
µ0
∣∣∣ ~H∣∣∣2 − 0 ∣∣∣ ~E∣∣∣2) dυ (4.20)
avec W l'énergie stockée dans la cavité lorsqu'elle n'est pas perturbée.
Il est possible de calculer l'intégrale des champs électromagnétiques, sur le volume de
l'objet perturbateur, en considérant que ce volume est suﬃsamment petit pour que la pertur-
bation locale des champs due à l'objet soit négligeable par rapport aux champs non perturbés
dans toute la cavité. Autrement dit, les champs ~H et ~E sont supposés uniformes autour de
l'objet, comme illustré par la Figure 4.27.
Pour un objet diélectrique de forme sphérique et de rayon r on peut alors montrer que
[114] :
∆f
f0
≈ pir
3
W
(
µ0
1− µr
µr + 2
H20 − 0
r − 1
r + 2
E20
)
(4.21)
où r est la permittivité diélectrique relative du matériau et µr est sa perméabilité relative.
Dans le cas du mode TM010, la composante magnétique est nulle sur l'axe faisceau, la
perturbation induite par l'objet métallique 19 sur cet axe s'écrit alors :
19. Notons que si l'on prend pour cet objet un matériau paramagnétique (tel que l'aluminium) ou dia-
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Figure 4.27  Perturbation sur le champ électrique uniforme E0 par un petit objet diélec-
trique de forme sphérique [113].
∆f
f0
≈ −pir
3
W
0E
2
0 (4.22)
Et avec l'équation 2.74, il est possible d'exprimer le déphasage ψ entre le signal en entrée
(incident) de la cavité et le signal en sortie (transmis) en fonction de l'amplitude du carré du
champ électrique sur l'axe faisceau.
tan(ψ) ≈ −2QLpir
3
W
0E
2
0 =⇒ tan(ψ) ∝ −E20 (4.23)
Autrement dit, en mesurant la phase du signal dans la cavité, tout en faisant translater
une bille le long de l'axe faisceau, il est possible de mesurer le proﬁl du champ électrique
accélérateur.
Dispositif de mesure
Pour les mesures de proﬁl de champ, l'objet perturbateur est une bille en laiton de 9,5 mm
de diamètre, ﬁxée sur un ﬁl de nylon. Un système de poulies réglables avec un contrepoids
permet de tendre le ﬁl et de l'aligner sur l'axe faisceau de la cavité (cf. Figure 4.28). Un
moteur associé à un réducteur permet d'enrouler ou de dérouler le ﬁl, autour d'un axe ﬁleté,
et ainsi de faire voyager la bille dans la cavité.
La mesure de phase est réalisée à l'aide d'un analyseur de réseau vectoriel. Un signal de
fréquence ﬁxe, correspondant à la fréquence de résonance non perturbée (mesurée au préa-
lable) est injecté dans la cavité. L'analyseur est alors utilisé pour enregistrer l'évolution, dans
le temps, de la phase entre le signal incident et le signal transmis.
Le système de mesure, présenté en Figure 4.28 a été conçu spécialement pour s'adapter sur
le chariot de transport de la cavité. Il se monte facilement et rapidement. Le ﬁl en nylon est
magnétique (comme le cuivre où le zinc), on a alors µr ≈ 1 et on se place aussi dans une condition où la
participation du champ magnétique est nulle.
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mis en mouvement par un simple moteur de perceuse. Un système poulies/courroie permet
de transmettre le mouvement à un réducteur de vitesse réglable, aﬁn d'ajuster la vitesse
d'enroulement du ﬁl et de limiter les vibrations.
Pour les mesures eﬀectuées ici, on souhaitait simplement connaître l'amplitude relative du
champ électrique dans chacune des cellules. Il est évident que pour obtenir une cartographie
très précise en fonction de la position dans la cavité il est plus judicieux d'utiliser un moteur
pas à pas, avec lequel ont aurait pris soin de calibrer le nombre de pas en fonction de la
distance parcourue par la bille.
Figure 4.28  Système de mesure pour le proﬁl de champ. Ce système s'adapte facilement
sur le châssis de transport de la cavité (pensé et réalisé par Didier Grolet, IPNO).
Mesures et constats sur le  plat de champ 
Par cette méthode, le proﬁl de champ dans la cavité a été mesuré à plusieurs reprises.
La Figure 4.29 montre la diﬀérence entre le proﬁl du champ initial (en rouge) et après sa
dégradation pour le mode accélérateur TM010−pi (en bleu). Pour le calcul du  plat de champ 
on utilise la formule 3.12 qui quantiﬁe l'erreur sur l'homogénéité de répartition du champ
électrique dans chacune des cellules. Plus le pourcentage obtenu est faible, plus le champ est
 plat  dans la cavité.
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Figure 4.29  Mesure du proﬁl de champ avant et après la dégradation du  plat de champ 
pour le mode accélérateur TM010−pi.
En ﬁn de fabrication, il est très diﬃcile d'obtenir un  plat de champ  de bonne qua-
lité. Généralement, et ce fut le cas pour la cavité Z501 (Psyché), on procède à diﬀérentes
déformations plastiques sur la cavité aﬁn d'ajuster les valeurs des fréquences de résonance
des modes TM010−qpi/5, ce qui permet d'ajuster  le plat de champ  .
Cette méthode de réglage consiste à étirer ou à comprimer les cellules de la cavité à l'aide
de mâchoires, comme illustré sur la Figure 4.30. Ainsi, par un procédé itératif, on déforme
plastiquement chacune des cellules. Pour la cavité Psyché,  le plat de champ  a initialement
été réglé, à JLAB, à une valeur de 3 %. Quelques instants après la soudure du tank hélium
autour de la cavité, les mesures ont montré que celui-ci était passé à 6 % [115], c'est le proﬁl
présenté en Figure 4.29.
Un  plat de champ  à 6 % reste tout à fait acceptable. L'expérience montre que pour
ce type de cavité il n'est pas forcément aisé d'obtenir un  plat de champ  à moins de 15 %.
De plus, une telle estimaton dépend aussi de la précision de la mesure. Pour les résultats
présentés dans ce paragraphe, l'erreur sur les amplitudes de |E/Emax| est estimée à ±3%.
Ces valeurs sont données en fonction de la position de la bille dans la cavité. Cette position
a été évaluée en fonction des longueurs (théoriques) des cellules et d'une calibration à l'aide
de deux billes placées à distance ﬁxe sur le ﬁl de nylon. La précision de cette mesure dépend
aussi de la taille de la bille et ﬁnalement on estime que l'erreur sur la position est de ±0,5
cm sur les courbes présentées en Figure 4.29 et en Figure 4.30.
La courbe bleue sur la Figure 4.29 correspond à la mesure eﬀectuée à l'IPNO après les
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Figure 4.30  Exemples de systèmes pour le réglages du  plat de champ  : a) système
utilisé pour les cavités de SNS [116], b) système avec mâchoires utilisé à Fermilab [117].
Figure 4.31  Mesure du proﬁl de champ avant et après la dégradation du  plat de champ 
pour les modes accélérateurs TM010−pi/5, TM010−2pi/5, TM010−3pi/5, TM010−4pi/5.
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premiers tests à froid. C'est à ce moment que l'on a constaté que le  plat de champ  s'était
fortement dégradé à 59 %.
Les mesures sur les quatre autres modes de résonances TM010−qpi/5 montrent aussi un
déséquilibre dans la répartition du champ électrique sur l'axe faisceau (cf. Figures 4.31). Le
changement sur le proﬁl de champ se ressent notamment sur les fréquences de résonance
de ces modes. Ces fréquences sont mesurées à température ambiante, et on remarque que
l'ensemble du spectre s'est décalé en fréquence, mais que chaque mode a bougé de façon
diﬀérente (cf. Tableau 4.2).
TABLEAU 4.2  Changements observés sur les fréquences des 5 modes TM010−qpi/5.
Mode Plat de champ à 6% Plat de champ à 59% Ecart
fpi/5 (MHz) 694,165 693,694 -0,471
f2pi/5 (MHz) 696,696 696,205 -0,491
f3pi/5 (MHz) 699,576 698,895 -0,681
f4pi/5 (MHz) 701,814 701,104 -0,710
fpi (MHz) 702,678 702,179 -0,499
Au ﬁnal, on constate un fort déséquilibre sur les cellules les plus proches du port de
puissance. Aﬁn de conﬁrmer cette tendance, on a mené une étude approfondie en calculant,
à partir des mesures obtenues, les fréquences de résonance propres à chacune des cellules, et
ceci, avant et après la déformation mécanique de la cavité.
4.3.3 Calcul pour l'identiﬁcation des cellules défaillantes
La cavité est enfermée dans son tank hélium, soudé autour d'elle, il est impossible de
mesurer géométriquement les proﬁls externes des cellules (comme dans [113]) aﬁn d'identiﬁer
une possible déformation plastique. En se basant sur la méthode de J. Sekutowicz [118], on
a établi une méthode pour estimer les fréquences de résonance (en  mode pi ) propres à
chacune des cellules de la cavité. Ainsi, en observant l'évolution des valeurs de ces fréquences
de résonance, avant et après la dégradation du  plat de champ , on sera en mesure d'iden-
tiﬁer les cellules qui ont été le plus touchées.
La méthode développée par J. Sekutowicz [118] permet de régler le  plat de champ 
d'une cavité multi-cellules par simple observation de l'évolution du spectre en fréquence
(spectre des modes TM010−qpi/5) lorsqu'on déforme chacune des cellules de la cavité. La mé-
thode de calcul développée ici est diﬀérente car on ne souhaite pas prédire les fréquences
des modes TM010−qpi/5 pour obtenir le  plat de champ , mais identiﬁer les fréquences de
résonance propres à chacune des cellules, c'est-à-dire :
 Pour les trois cellules internes de la cavité on souhaite connaître la valeur de :
ωpicelli = ωi
√
1 + 4ki pour i = 2, 3, 4 (4.24)
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 Pour les cellules externes de la cavité on souhaite connaître la valeur de :
ωpicell1 = ω1
√
1 + 2k1 + γ1
ωpicell5 = ω5
√
1 + 2k5 + γ2
(4.25)
Les coeﬃcients ki, ωi et γ1,2 sont les coeﬃcients de la matrice de la cavité déﬁnis en Partie
3.2.1. A noter que les formules qui déﬁnissent les pulsations de résonance ωpicelli sont établies
en raisonnant sur les circuits équivalents des cellules prises individuellement, comme présenté
par la Figure 4.32.
Figure 4.32  Cellules et schémas équivalents. Cellule interne à gauche, et cellule externe à
droite [17].
Dans les paragraphes suivants on détaillera donc :
 le principe de calcul utilisé pour obtenir les coeﬃcients de la matrice de la cavité à
partir des mesures obtenues en Partie 4.3.2,
 le principe du calcul pour déterminer les paramètres ki, ωi des cellules internes,
 le principe du calcul pour déterminer les paramètres ki, ωi et γ1,2 des cellules externes,
 les résultats obtenus dans le cas où on avait  le plat de champ  à 6% et dans le cas
où celui-ci est dégradé à 59%.
Principe de calcul
Dans le chapitre 3, on a établi que la matrice d'une cavité 5-cellules quelconque s'écrit
comme :
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R =

ω21(1 + k1 + γ1) −k1ω21 0 0 0
−k2ω22 ω22(1 + 2k2) −k2ω22 0 0
0 −k3ω23 ω23(1 + 2k3) −k3ω23 0
0 0 −k4ω24 ω24(1 + 2k4) −k4ω24
0 0 0 −k5ω25 ω25(1 + k5 + γ2)

(4.26)
et on écrira les coeﬃcients rmn de la matrice R tels que :
R =

r11 r12 0 0 0
r21 r22 r23 0 0
0 r32 r33 r34 0
0 0 r43 r44 r45
0 0 0 r54 r55

(4.27)
On cherche ici à connaître les valeurs numériques des paramètres ki, ωi et γ1,2 de la cavité
Psyché, avant et après la dégradation du  plat de champ . Pour ces deux cas, on a mesuré
les fréquences de résonance de ses cinq modes TMqpi/5, ainsi que les proﬁls des champs élec-
triques sur l'axe faisceau. On connait donc les valeurs propres, Ω2qpi/5, et les vecteurs propres,
Vqpi/5 =
[
v qpi
5
1, v qpi
5
2, v qpi
5
3, v qpi
5
4, v qpi
5
5
]T
, de la matrice R. On rappelle que les coeﬃcients v qpi
5
i,
correspondent à l'amplitude du champ électrique au centre de la ie`me cellule pour le mode
qpi/5. La cellule numéro 1 correspond à la cellule côté  pick-up  et la cellule numéro 5
correspond à la cellule du coté du port de puissance.
Ainsi en écrivant la matrice de passage comme P = [Vpi/5, V2pi/5, V3pi/5, V4pi/5, Vpi], on obtient
une matrice F telle que :
F = P.D.P−1 (4.28)
Où D est la matrice diagonale suivante :
D =

Ω2pi/5 0 0 0 0
0 Ω22pi/5 0 0 0
0 0 Ω23pi/5 0 0
0 0 0 Ω24pi/5 0
0 0 0 0 Ω2pi

(4.29)
En théorie F = R et par identiﬁcation, on en déduit les valeurs numériques des coeﬃcients
de la matrice R, tels que 20
20. Il faut tout de même remarquer qu'après calcul numérique, la matrice F = PDP−1 n'est pas exactement
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rmn = fmn pour m = {(n− 1), n, (n+ 1)} (4.30)
Dans les paragraphes suivants on détaillera simplement la méthode utilisée pour estimer
numériquement les paramètres de chaque cellule.
Calcul des paramètres ki, ωi pour les cellules internes
Avec l'équation 4.26 et par identiﬁcation avec la matrice R on obtient pour les trois cellules
internes de la cavité, les relations suivantes :
ri i = ω
2
i (1 + 2ki)
ri i−1 = −kiω2i pour i = 2, 3, 4
ri i+1 = −kiω2i
(4.31)
Après calcul numérique on constate que ri i−1 et ri i+1 diﬀèrent légèrement. La diﬀérence
est au maximum de 5%. Le calcul des paramètres ki et ωi est alors eﬀectué par une simple
moyenne arithmétique.
On calcule d'une part, ω
2
ia = ri i + 2ri i−1
−kia = − ri i−1
ri i + 2ri i−1
pour i = 2, 3, 4
(4.32)
et d'autre part,  ω
2
ib = ri i + 2 ri i+1
−kib = − ri i+1
ri i + 2 ri i+1
pour i = 2, 3, 4
(4.33)
Et ﬁnalement on détermine les valeurs des paramètres ki et ωi pour les cellules internes
telles que :  ω
2
imoy =
ω2ia + ω
2
ib
2
kimoy =
kia + kib
2
pour i = 2, 3, 4
(4.34)
Calcul des paramètres ki, ωi et γ1,2 pour les cellules externes
Avec l'équation 4.26 et par identiﬁcation avec la matrice R on obtient pour les deux
cellules externes de la cavité, les relations suivantes :
tridiagonale : les coeﬃcients ne se trouvant pas sur les trois diagonales centrales de la cavité ne sont pas
exactement nuls, mais ils sont toutefois d'un à cinq ordres de grandeurs inférieurs.
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
r11 = ω
2
1(1 + k1 + γ1)
r12 = ω
2
1k1
r55 = ω
2
5(1 + k5 + γ2)
r54 = ω
2
5k5
(4.35)
Cette fois-ci, le nombre d'inconnues est supérieur au nombre d'équations. On fait alors
l'hypothèse suivante : {
γ1 = 2 k1
γ2 = 2 k5
(4.36)
On a démontré dans la chapitre 3 que cette hypothèse est valide dans la cas où l'on a  le
plat de champ  dans la cavité (cf. équation 3.7).
Pour le calcul de la matrice de la cavité dans le cas où l'on a un  plat de champ  à
6%, on considère que cette hypothèse reste valide. On verra dans le paragraphe suivant que
la matrice ainsi reconstruite est en bon accord avec les mesures eﬀectuées. Dans le cas où
 le plat de champ  est dégradé, les calculs ont d'abord été eﬀectués avec cette hypothèse,
mais pour plus de cohérence il a fallu réajuster le coeﬃcient de proportionnalité entre k5 et γ2.
Avec l'hypothèse eﬀectuée en 4.36, il est possible de calculer simplement les paramètres
des cellules externes tel que : 
ω21 = r11 + 3 r12
k1 = − r12
r11 + 3 r12
ω25 = r55 + 3 r45
k5 = − r45
r55 + 3 r45
(4.37)
Finalement, avec l'ensemble de ces paramètres calculés, on reconstruit la matrice qui
caractérise le comportement RF de la cavité, telle que :
M =

ω21(1 + k1 + γ1) −k1ω21 0 0 0
−k2moyω22moy ω22moy(1 + 2k2moy) −k2moyω22moy 0 0
0 −k3moyω23moy ω23moy(1 + 2k3moy) −k3moyω23moy 0
0 0 −k4moyω24moy ω24moy(1 + 2k4moy) −k4moyω24moy
0 0 0 −k5ω25 ω25(1 + k5 + γ2)
 (4.38)
Validité des calculs et résultats
Une fois la matrice de la cavité reconstruite, on a souhaité vériﬁer si la façon dont on a
calculé les paramètres, ki, ωi et γi, était cohérente. Pour cela, on calcule les vecteurs propres
et les valeurs propres de la matrice M et on les compare aux valeurs mesurées, qui ont servi
initialement pour calculer la matrice F .
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Ces comparaisons sont illustrées en Figure 4.33, pour le cas du  plat de champ  à 6%
et en Figure 4.34, pour le cas où le  plat de champ  est dégradé à 59 %.
Figure 4.33  Représentation des vecteurs propres de la matrice M de la cavité dans le cas
où on a le  plat de champ  à 6%, que l'on compare aux vecteurs propres mesurés.
Sur la Figure 4.33, on constate qu'il y a une bonne cohésion entre les coeﬃcients des
vecteurs propres de la matrice M et ceux mesurés. Sur tous les coeﬃcients calculés de ces
vecteurs, l'écart maximum observé est de 2%. A noter que ces valeurs dépendent aussi de la
précision de la mesure de la fréquence des modes, et de l'amplitude du champ dans chaque
cellule.
Néanmoins, cette vériﬁcation permet de valider les hypothèses faites précédemment pour
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le calcul des coeﬃcients, ki, ωi et γ1,2 et donc des fréquences de résonance des cellules.
Figure 4.34  Représentation des vecteurs propres de la matrice M de la cavité dans le cas
où le  plat de champ  est dégradé que l'on compare aux vecteurs propres mesurés.
Sur la Figure 4.34, on peut remarquer que, tout comme dans le cas précédent, le calcul des
vecteurs propres de M donne un résultat cohérent avec les valeurs mesurées. Il faut toutefois
noter que l'écart maximum sur les coeﬃcients de vecteurs propres est cette fois de l'ordre de
4%. De plus, pour ajuster au mieux les valeurs des coeﬃcients v qpi
5
i calculés, par rapport à
ceux mesurés, on a remarqué qu'il est necessaire de modiﬁer la relation de proportionnalité
entre k5 et γ2. Après plusieurs itérations, on a obtenu un optimum pour : γ2 = 2, 02 k5.
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Après avoir validé les calculs des coeﬃcients dans les deux cas, il est alors possible d'évaluer
les fréquences de résonance de chaque cellule avant et après la dégradation du  plat de
champ  dans la cavité, à l'aide des relations 4.24 et 4.25. Les valeurs calculées sont regroupées
dans le Tableau 4.3.
TABLEAU 4.3  Calcul des fréquences de résonance de chaque cellule avant et après la dégra-
dation du  plat de champ  dans la cavité.
No de cellule fpi (MHz) fpi (MHz) Ecart en
Plat de champ à 6% Plat de champ dégradé fréquence (MHz)
1 702,653 702,221 -0,432
2 702,864 702,406 -0,458
3 702,659 702,298 -0,361
4 702,735 702,381 -0,354
5 702,772 701,458 -1,314
D'après ces résultats, on peut constater que toutes les cellules de la cavité, on vu leur
fréquence de résonance décroître. On remarque cependant que les fréquences des quatre
premières cellules semblent s'être déplacées d'un ordre de grandeur à peu près similaire
(∼ 350 à ∼ 450 kHz), tandis que la fréquence de la cinquième cellule s'est déplacée de
plus de 1 MHz. Cette observation nous permet de conﬁrmer que cette dernière cellule (la
plus proche du coupleur de puissance) est certainement la seule a avoir subi une déformation
plastique. Le fait que les autres cellules aient vu leur fréquence de résonance se modiﬁer de
quelques centaines de kilohertz n'est pas forcément étonnant.
En eﬀet, la cavité a subi deux traitements chimiques, qui ont contribué à diminuer les
fréquences de résonances de la cavité (∼ 150 kHz). De plus lors des montages et démontages
successifs du système d'accord il est possible que la longueur de la cavité change de quelques
dixièmes de millimètre, selon la précontrainte qu'on lui applique. A température ambiante, il
est possible d'allonger ou de contracter la cavité de ±3 mm tout en restant dans son régime
élastique, il faut savoir que pour un changement de longueur de 1 mm, les fréquences de
résonance de la cavité varient d'environ 350 kHz. A ceci il faut ajouter les erreurs de mesure
et de calcul sur les paramètres ki, ωi et γ1,2, pour justiﬁer complètement le fait que le chan-
gement sur les fréquences de résonance de l'ordre de 0,3 à 0,4 MHz n'est pas le signe d'une
déformation plastique des cellules.
En conclusion, par une méthode basée sur la reconstruction de la matrice qui caractérise
le comportement RF de la cavité, on a conﬁrmé qu'une seule cellule s'était déformée plasti-
quement et avait fortement altéré le proﬁl du champ accélérateur. Si l'on souhaite recouvrer
le  plat de champ  dans la cavité, il est nécessaire de retirer complètement le tank en titane
aﬁn de pouvoir agir mécaniquement sur la cellule numéro 5.
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La dégradation du  plat de champ  expliquerait aussi le fait que le quench se produit
à un gradient accélérateur plus faible (cf. Figure 4.20) que celui attendu (cf. Figure 4.3).
En eﬀet, à l'aide de la déﬁnition de Eacc donnée en 2.25, connaissant le proﬁl du champ
électrique sur l'axe faisceau (cf. Figure 4.29), et le rapport Bpeak/Eacc (dans le cas où le
 plat de champ  n'est pas dégradé), on peut montrer qu'il y a une forte probabilité pour
que la cavité quench à une valeur de champ accélérateur jusqu'à 23% plus basse que celle
mesurée lors des premiers tests en cryostat vertical (cf. Figure 4.3).
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4.4 Caractérisation du système d'accord  rapide 
Le système d'accord  rapide  (c'est-à-dire contrôlé par les actionneurs piézoélectriques)
joue un rôle important dans le bon fonctionnement de la cavité accélératrice. Il a pour fonction
de compenser toutes les perturbations microphoniques et ceci de la manière la plus rapide
possible. Comme on le verra dans le chapitre suivant, il peut être d'une importance majeure
pour rendre le fonctionnement du linac de MYRRHA ﬂexible et tolérant aux pannes.
Les actionneurs piézoélectriques utilisés pour ce système d'accord peuvent agir à des fré-
quences maximales de plusieurs dizaines de kilohertz, il est donc possible que le système
d'accord excite lui aussi les modes mécaniques de la cavité (les principaux modes se trouvent
à des fréquences comprises entre 10 Hz et 1 kHz). Pour cette raison et en vue de la conception
d'un système de régulation pour les actionneurs piézoélectriques, on a souhaité caractériser
le comportement dynamique de ce système d'accord  rapide  en mesurant sa fonction de
transfert.
Dans cette partie on introduira, dans un premier temps, les méthodes de mesure utilisées
pour évaluer l'inﬂuence du système d'accord sur la fréquence de résonance de la cavité.
Ensuite, on présentera les résultats obtenus pour la mesure de la fonction de transfert du
système à température ambiante. Enﬁn, on présentera la démarche suivie pour modéliser
cette fonction de transfert.
4.4.1 Dispositifs de mesures
Lors des mesures de perturbations microphoniques, le critère important à considérer est
la bande passante de la cavité. Si celle-ci est grande devant l'amplitude des perturbations
(à température ambiante ou en couplage machine) il est possible d'eﬀectuer les mesures en
boucle ouverte. Si la bande passante est petite devant les perturbations en fréquence, il est
nécessaire de disposer d'un système de régulation qui suit la fréquence de la cavité, dans notre
cas c'est une boucle à verrouillage de phase. Dans ce cas, pour mesurer les perturbations sur
la fréquence de résonance de la cavité, on dispose d'un appareil spéciﬁque appelé CRM,
pour  Cavity Resonance Monitor . Ces deux méthodes de mesures sont décrites dans les
paragraphes suivants.
Mesure en boucle ouverte (à chaud ou en  couplage machine )
Cette méthode de mesure consiste à suivre le déphasage entre le signal d'entrée (Pi) et
le signal en sortie de la cavité (Pt). Le dispositif mis en place pour mesurer l'inﬂuence des
actionneurs piézoélectriques est présenté par la Figure 4.35.
Un synthétiseur RF permet d'injecter un signal RF à la fréquence de résonance initiale
(sans perturbation) de la cavité. Un détecteur de phase, permet de mesurer le déphasage entre
le signal du générateur de référence et le signal issu de la cavité. Le principe de fonctionnement
du détecteur utilisé est basé sur celui d'un mixeur, qui délivre un signal de sortie S(t) (cf.
équation 5.3) tel que :
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Figure 4.35  Schéma du dispositif expérimental pour la mesure en boucle ouverte.
S(t) =
Ssynthe´ Scav
2
sin(ψ(t)− φ) (4.39)
où Ssynthe´ est l'amplitude du signal en entrée de cavité, Scav l'amplitude en sortie de
cavité, φ le déphasage induit par les éléments passifs de la chaîne de mesure (câble, coupleur
de mesure) et ψ(t) la phase entre ces deux signaux. Le réglage du déphaseur permet d'annuler
φ. Dans l'approximation où ψ reste petit devant 1, et utilisant la relation 2.74 qui lie la phase
de la cavité à son désaccord en fréquence ∆f , on a alors un signal en sortie du détecteur de
phase tel que :
S(t) ≈ Ssynthe´ ScavQL
2f0
∆f(t) (4.40)
De plus, à l'aide de deux ampliﬁcateurs limiteurs, les amplitudes Ssynthe´ et Scav sont
maintenues constantes. Au ﬁnal le détecteur de phase fournit une tension S(t) proportionnelle
au désaccord en fréquence induit par la perturbation mécanique (cf. Figure 4.36) :
S(t) ∝ ∆f(t) = ∆famp(t) sin(ωmt) (4.41)
où ωm est la pulsation de la perturbation mécanique sur la cavité, et ∆famp l'amplitude
du désaccord en fréquence de la cavité.
L'étalonnage de cette chaîne de mesure est eﬀectuée par une modulation de fréquence sur
le signal issu du générateur RF. Cette méthode garantit une linéarité parfaite de la tension
en sortie du détecteur de phase (dont le fonctionnement est en réalité un peu plus élaboré
que celui d'un simple mixeur 21) en fonction de la variation en fréquence, et quelle que soit
la fréquence de la modulation. La sensibilité du système de mesure dépend de la bande
passante de la cavité, et donc de son couplage en charge QL. A chaud la bande passante
est d'environ 100 kHz (QL ∼ 103), on a mesuré une sensibilité de 5,2 µV/Hz.  A froid ,
21. On a utilisé ici le composant AD8302 produit par ANALOG DEVICE qui permet, entre autre, d'obtenir
une tension proportionnelle au déphasage entre deux signaux, et ceci sans tenir compte de leur amplitude.
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Figure 4.36  Principe de la transformation d'une modulation de fréquence (perturbation
sur la fréquence de résonance de la cavité) en une modulation d'amplitude sur le signal en
sortie de la cavité [54].
en  couplage machine , cette sensibilité sera de l'ordre de quelques mV/Hz (QL ∼ 106−107).
La tension fournie par le détecteur de phase est mesurée à l'aide d'un  lock-in ampliﬁer 
(ou ampliﬁcateur synchrone). Cet appareil permet de mesurer un signal, même noyé dans le
bruit, avec une résolution de l'ordre du microvolt. Son fonctionnement est basé sur le principe
d'une détection synchrone : il mesure la composante fréquentielle d'un signal en entrée à la
fréquence de son signal de référence. En d'autres termes, la contribution de tout signal n'ayant
pas la même fréquence que la référence interne du détecteur synchrone est très fortement
atténuée.
Pour un signal de référence sinusoïdal (oscillateur interne de fréquence fref ) et un signal
d'entrée sinusoïdal Ue, le  lock-in  donne un signal continu Us, tel que :
Us(t) =
1
T
∫ t
t−T
sin(2pifref x + φ) Ue(x) dx (4.42)
où T représente le temps d'intégration et φ la phase entre le signal de référence et le signal
en entrée. Cet appareil permet donc de connaître l'amplitude et le déphasage du signal en
entrée par rapport au signal de référence.
Ainsi, en utilisant le signal de référence du  lock-in  pour contrôler les actionneurs
piézoélectriques, et en augmentant pas à pas sa fréquence fref , on peut tracer la fonction
de transfert du système d'accord agissant sur la fréquence de résonance de la cavité. Cette
fonction de transfert caractérise donc la variation de la fréquence de résonance RF de la
cavité en fonction de la fréquence d'excitation des actionneurs piézoélectriques.
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Mesure avec une boucle à verrouillage de phase (à froid, en couplage critique)
Lors d'un test en couplage critique ( à froid ), la bande passante de la cavité est bien plus
faible que l'amplitude des perturbations. Dans notre cas, la stabilisation du niveau RF dans la
cavité se fait donc par le suivi de sa fréquence de résonance grâce à une boucle à verrouillage
de phase (cf. Figure 4.37). La mesure des variations en fréquence de la cavité, est obtenue en
comparant la fréquence de la boucle à un signal de référence dont la pulsation ω0 correspond
à la pulsation de résonance de la cavité non perturbée. Une fois l'écart en fréquence mesuré
le tracé de la fonction de transfert se fait sur le même principe que précédemment, à l'aide
d'un  lock-in .
Figure 4.37  Schéma du dispositif expérimental pour la mesure avec une boucle à ver-
rouillage de phase.
Le comparateur de fréquence est appelé CRM, pour  Cavity Resonance Monitor  [119].
Son principe de fonctionnement est décrit par la Figure 4.38.
Figure 4.38  Schéma de principe de fonctionnement d'un CRM.
En entrée du CRM, les partie réelle (en phase) et imaginaire (en quadrature de phase)
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sont toutes les deux multipliées par le signal de référence. On obtient alors pour les signaux
I et Q :

I =
AA0
2
[cos(2ω0t+ ϕ(t)) + cos(ϕ(t))]
Q =
AA0
2
[sin(2ω0t+ ϕ(t))− sin(ϕ(t))]
(4.43)
où A est l'amplitude du signal issu de la cavité et A0 celle du signal de référence. ϕ(t)
représente le déphasage entre ces deux signaux. Avant d'être dérivés, ces signaux sont ﬁltrés
pour éliminer la composante haute fréquence, ainsi on obtient :

dI
dt
= −AA0
2
sin(ϕ(t))
dQ
dt
= −AA0
2
cos(ϕ(t))
(4.44)
Enﬁn, le signal en sortie du CRM, SCRM(t) est égal à :
SCRM(t) = Q
dI
dt
− I dQ
dt
=
(
AA0
2
)2
dϕ(t)
dt
(4.45)
L'amplitude du signal de référence (A0) est maintenue constante, ainsi que l'amplitude
du signal issu de la cavité (A), grâce à des ampliﬁcateurs limiteurs. Ainsi, la tension délivrée
par le CRM est proportionnelle au déphasage ϕ(t) entre le signal de la boucle et le signal de
référence. Ce déphasage, qui dépend du temps, peut s'écrire, à un instant t, comme :
ϕ(t) = ∆ω t+ φ (4.46)
où ∆ω correspond à l'écart entre la pulsation du générateur de référence et la pulsation
de la cavité perturbée et φ est une phase constante quelconque.
Autrement dit, la tension en sortie du CRM est proportionnelle au désaccord en fréquence
de la cavité :
SCRM(t) ∝ ∆ω (4.47)
Le CRM utilisé n'a pas une sensibilité uniforme en fonction de la fréquence d'excitation
qui module le signal RF dans la cavité. Il a donc été étalonné à l'aide de deux générateurs
RF : le générateur de référence et un second générateur qui simule le signal présent dans la
cavité. La courbe d'étalonnage présentée en Figure 4.39 est réalisée par une modulation de
fréquence sur ce second générateur. Pour cette calibration, les modulations de fréquence ont
une amplitude de 100 Hz et sont eﬀectuées pour des déviations en fréquences comprises entre
20 Hz et 1 kHz.
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Figure 4.39  Courbe d'étalonnage du CRM à 700 MHz.
4.4.2 Mesure du comportement du système d'accord
Le comportement du système d'accord  rapide  n'a pas encore pu être mesuré en condi-
tion cryogénique. Dans cette partie on présentera donc les mesures eﬀectuées à température
ambiante, qui ont permis de caractériser sa fonction de transfert. Ces mesures ont aussi per-
mis d'identiﬁer les principaux modes de résonance mécanique de la cavité et donnent une
première idée du comportement statique de ce système.
Mesures statiques
Avant de procéder à la mesure dynamique du système d'accord, son comportement sta-
tique a été étudié. La procédure consistait simplement à observer le changement sur la fré-
quence de résonance de la cavité en fonction de la tension appliquée aux actionneurs piézo-
électriques. Les deux actionneurs sont alimentés en même temps et en parallèle. La tension
appliquée est comprise entre 0 et 150 V 22.
La Figure 4.40, caractérise le comportement statique du système d'accord actionné par
les piézolélectriques. Comme dans le cas où le système mécanique est actionné par le moteur,
on remarque aussi la présence d'un hystérésis. Une première action des actionneurs piézo-
électriques permet  de mettre en place  le système (première passe). Lorsqu'il est actionné
de nouveau sa course est plus propre et on a remarqué une bonne répétabilité sur l'eﬀet
produit. A température ambiante, les actionneurs piézoélectriques permettent de faire varier
la fréquence de la cavité d'une amplitude de 23,7 kHz et l'hystérésis maximum observé est de
22. Les actionneurs piézoélectriques utilisés peuvent supporter une tension maximale de 200 V.
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Figure 4.40  Evolution, à chaud, du désaccord en fréquence de la cavité en fonction de la
tension d'alimentation des actionneurs piézoélectriques.
3,4 kHz. Diviser cette amplitude par 10 donne une estimation de la plage de fonctionnement
 à froid  du système (soit une dynamique de ∼2 kHz). Il est aussi attendu que l'hystérésis
soit de la centaine de Hz, ce qui donnera un comportement beaucoup plus linéaire du système
d'accord rapide [120].
Résultats des mesures dynamiques et microphonies
Pour les résultats présentés ici, les mesures ont été eﬀectuées avec la méthode en boucle
ouverte. Un  oﬀset  de 75 V a été appliqué (en phase montante) pour se placer au milieu
de la bande de travail (cf. Figure 4.40). Les mesures ont été eﬀectuées pour des fréquences
d'excitation allant de 1 Hz à 1 kHz et ceci avec un pas de 0,5 Hz. La constante d'intégration
du  lock-in  a été ﬁxé à 3 secondes, aﬁn notamment d'obtenir une bonne convergence
de la mesure à basse fréquence (< 10 Hz). L'ensemble des procédures de calibration a été
automatisée à l'aide d'un programme LabviewTM permettant le contrôle du  lock-in  et du
générateur RF.
Les mesures ont été eﬀectuées pour diﬀérentes amplitudes des tensions sinusoïdales appli-
quées aux actionneurs piézoélectriques comprises 0,25 V et 10 V. Les amplitudes des spectres
ainsi obtenus ont été  normalisées  en Hz/V. Ainsi, la Figure 4.41 montre l'évolution du
désaccord en fréquence (∆fcav) de la cavité en fonction de la fréquence d'excitation appliquée
aux éléments piézoélectriques (pour une tension sinusoïdale d'amplitude 1 V). La fonction
de transfert complète de ce système est représentée en Figure 4.43.
A partir de la Figure 4.41 on constate que les modes de vibrations mécaniques excités par
le système d'accord engendrant le plus grand désaccord en fréquence sur la cavité apparaissent
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Figure 4.41  Spectre microphonique de la cavité sous excitation des actionneurs piézoélec-
trique du système d'accord.
en dessous de 200 Hz. On distingue deux résonances principales qui interviennent à 115 Hz
et 123 Hz.
Par ailleurs, au cours de ces mesures  à chaud , on a aussi remarqué un eﬀet de saturation
sur toutes les résonances mécaniques : bien que l'amplitude de la tension sur les actionneurs
piézoélectriques augmente, l'amplitude des résonances cesse de croître. Pour la résonance la
plus marquée l'amplitude maximale observée a été de ∆fmax = 4 kHz (observé pour une
tension d'amplitude de 5 V). L'origine exacte de ce phénomène de saturation n'a pas été
identiﬁé, mais on pense que cela est dû aux conditions aux limites et à l'équilibre entre la
rigidité de la cavité  à chaud  et celle du système  Blade Tuner .
Toutefois, ce type de mesure donne une première information sur les risques d'excitation
microphonique par l'environnement de la cavité, comme les systèmes de pompages dont les
modes de vibrations ont souvent des fréquences proches des multiples de 50 Hz.
Il sera donc important, lors des tests du module, d'évaluer le spectre des perturbations
microphoniques dues au système environnant sur la cavité. Pour cela on peut utiliser une carte
d'acquisition rapide conçue pour les études vibratoires. Avec une fréquence d'échantillonnage
de 200 kHz et une résolution de 24 bits, cette carte permet d'acquérir un signal dans le
temps pendant plusieurs secondes et d'en reconstruire le spectre fréquentiel avec une grande
précision 23.
En guise d'illustration de cette méthode, la Figure 4.42 montre le spectre microphonique
obtenu sous l'eﬀet d'un choc sur le tube faisceau (à chaud). On constate que l'on retrouve
23. Une telle étude a notamment été menée sur les cryomodules B pour le linac supraconducteur de SPI-
RAL 2 [54]
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certains modes mécaniques (le plus marqué à ∼120 Hz notamment) déjà mis en avant sur
la Figure 4.41, mais aussi d'autres modes intervenant sur tout le spectre compris entre 0 et
1kHz.
Figure 4.42  exemple de spectre microphonique et de la réponse temporelle associée obtenus
sous l'eﬀet d'un choc sur un tube faisceau de la cavité Psyché.
La méthode d'excitation par les actionneurs piézoélectriques couplée avec le  lock-in 
est  aveugle  aux harmoniques et modes couplés de l'excitation. Pour mesurer le  bruit
de fond  sur la cavité ou les perturbations dues à un changement d'état sur le module
(vannes, instabilité du bain He, etc), ce type de mesure, utilisant une carte d'échantillonnage,
sera très précieuse. Elle permettra notamment de vériﬁer si certains modes mécaniques sont
dangereusement excités par les systèmes environnants, et si ces mêmes modes peuvent aussi
être excités par le système d'accord.
En eﬀet, le but premier de la mesure de la fonction de transfert du système d'accord rapide
était d'identiﬁer les modes qu'il était susceptible d'exciter. La connaissance de ces eﬀets est
d'une grande importance pour le système de régulation qui aura pour rôle de contrôler la
consigne sur les éléments piézoélectriques. Dans le chapitre 5, pour l'étude de la tolérance
aux pannes du linac MYRRHA, un modèle de la cavité et de ses systèmes de régulation a été
développé. Dans ce cadre, aﬁn de proposer une solution pour réguler le système d'accord, on
a souhaité modéliser sa fonction de transfert.
4.4.3 Modélisation de la fonction de transfert du système d'accord
Il apparait que le comportement du système d'accord sur la cavité peut être assimilé à
une série de résonances du second ordre qui caractérisent chacune une résonance mécanique.
Un modèle, HSA, de la fonction de transfert du système d'accord, peut s'écrire sous la forme
[121] :
HSA =
[
H1(p) +
N∑
i=1
H2i(p)
]
eτrp (4.48)
Les H2i(p) sont des fonctions de transfert du second ordre qui caractérisent les résonances
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mécaniques dans la bande d'intérêt (ici 0-1kHz). Elles sont écrites sous la forme suivante :
H2i(p) =
ω2iKi
p2 + (ωi/Qmi)p+ ω2i
, Qmi =
ωi
∆ωi
, Ki = ±∆fmi
Qmi
(4.49)
où ωi est la pulsation de la résonance mécanique et Qmi son facteur de qualité (∆ωi repré-
sente la largeur de la bande). Le coeﬃcient Ki dépend du facteur de qualité de la résonance
ainsi que de l'amplitude du désaccord en fréquence ∆fmi. Le signe de Ki est un paramètre
libre très important. Il permet d'ajuster l'évolution de la phase sur la fonction de transfert
(cf. Figure 4.43). Il détermine, pour les diﬀérentes résonances mécaniques de la cavité, si
une tension d'alimentation positive sur les éléments piézoélectriques, engendre un désaccord
positif ou négatif sur la fréquence RF de la cavité.
H1 est une fonction de transfert du premier ordre. Elle s'écrit sous la forme :
H1(p) =
K0
1 + (1/ωcm)p
(4.50)
Le coeﬃcient K0 permet d'ajuster le gain statique de la fonction de transfert et ωcm
représente une pulsation de coupure au-delà de laquelle les modes mécaniques sont peu excités
par le système d'accord. Dans notre cas on a K0 = 5 Hz/V et ωcm = 2pi 950 Hz.
Enﬁn, un retard pur permet de simuler la propagation des ondes acoustiques depuis le
 Blade Tuner  jusqu'à la cavité. La constante de temps de cette propagation, τr a été
estimée à 1,1 ms. De ce retard pur, il en résulte une pente supplémentaire dans l'évolution
de la phase en fonction de la fréquence d'excitation.
Au ﬁnal, une quarantaine de fonctions de transfert ont été implémentées dans le modèle
mathématique. En Figure 4.43, on a représenté la fonction de transfert mesurée et le modèle
ainsi réalisé. C'est ce modèle qui sera utilisé pour la modélisation du comportement du
système d'accord à froid et de sa boucle de régulation dans le chapitre suivant.
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Figure 4.43  Fonction de transfert du système d'accord  rapide  : désaccord sur la fré-
quence RF de la cavité en fonction de la fréquence d'excitation des actionneurs piézoélec-
triques (mesure et modèle).
216
4.5 Conclusion du chapitre
4.5 Conclusion du chapitre
Dans ce quatrième chapitre on a donc présenté l'ensemble des éléments qui constitue-
ront le cryomodule prototype 700 MHz et sa chaîne d'alimentation RF haute puissance. Ce
cryomodule est maintenant installé dans la nouvelle zone expérimentale de l'IPN d'Orsay. Il
se trouve à présent dans une conﬁguration intermédiaire, sans coupleur de puissance, et de
nouveaux tests en couplage critique ( basse puissance ) sont prévus.
Par ailleurs, les premiers tests dans cette conﬁguration ont montré les bonnes perfor-
mances cryogéniques du module, en particulier au niveau des pertes statiques qui corres-
pondent aux valeurs attendues. Toutefois, comme on l'a exposé dans la Partie 4.2, un pro-
blème de fuite cryogénique récurrent a longtemps empêché le fonctionnement optimal du
cryomodule. Une nouvelle réparation du cordon de soudure défectueux vient a été eﬀectuée
à l'IPN et des premiers tests avec un bain d'hélium à 1,9 K ont été eﬀectués (octobre 2011).
Aucune fuite n'a été détectée ce qui a permis de valider la procédure de réparation. La mesure
de l'évolution du facteur de qualité en fonction de Eacc a montré qu'un quench se produit
aux alentours de 12 MV/m ce qui est en dessous des premières mesures eﬀectuées en cryo-
stat vertical [100]. Une hypothèse qui expliquerait ce quench un peu plus précoce serait la
dégradation du  plat de champ  dans la cavité.
Dans la Partie 4.3, on a montré qu'une des cellules de la cavité s'était signiﬁcativement
déformée. Ceci a considérablement modiﬁé la répartition des champs électromagnétiques
dans la cavité, et il y a des risques pour qu'elle quench de façon précoce. Dans une phase de
prototypage, ceci n'est pas forcément gênant, mais pour un fonctionnement en accélérateur,
il faut que la cavité atteigne le point de fonctionnement nominal requis (Eacc = 8,5 MV/m,
Q0 = 5.10
9). Il faut aussi qu'elle puisse fournir un gradient accélérateur de 20% à 30%
supérieur au champ accélérateur nominal aﬁn d'assurer le bon déroulement des procédures
de rattrapage de panne du linac de MYRRHA. Une étude de ces procédures est présentée
dans le chapitre suivant.
Dans le chapitre 5, on verra notamment que le système d'accord peut jouer un rôle im-
portant pour rendre le linac de MYRRHA  tolérant aux fautes , car il permet de contrôler
ﬁnement la fréquence de résonance de la cavité. En conséquence, on a souhaité mesurer et
modéliser sa fonction de transfert aﬁn d'anticiper et de proposer une solution pour son sys-
tème de régulation. Dans la Partie 4.4 on a présenté les résultats obtenus pour des mesures
à température ambiante, mais le dispositif de mesure à froid (CRM) a, lui aussi, été installé
et testé : il est opérationnel pour fonctionner lorsque la cavité sera dans des conditions cryo-
géniques stables.
En conclusion, le banc de test pour la cavité βg = 0,47 est maintenant dans sa phase
ﬁnale de développement. Grâce aux premières expériences, on a pu mettre en lumière les
points technologiques critiques susceptibles d'aﬀecter le bon fonctionnement du cryomodule.
Des améliorations ont donc été apportées, ou sont en cours d'élaboration, aﬁn de rendre cet
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instrument le plus ﬁable possible. A terme, ce prototype de module accélérateur supracon-
ducteur doit servir de référence pour l'analyse des procédures de réglages rapides que devront
satisfaire toutes les cavités du linac de MYRRHA, et ceci aﬁn de répondre aux contraintes
de ﬁabilité imposées par le fonctionnement d'un ADS.
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Chapitre 5
Modélisation et étude de la tolérance aux
pannes d'une cavité supraconductrice
La cavité équipée de son système d'accord (moteur + actionneurs piézoélectriques) qui permet le réglage
dynamique de sa fréquence de résonance.
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Le cheminement que l'on a suivi jusqu'à présent, nous a permis de mettre en avant les
principaux points auxquels il faut prêter attention lors de la conception d'une cavité ellip-
tique supraconductrice et de son cryomodule. Grâce aux premières expériences menées sur le
prototype de cryomodule 700 MHz, on a déjà identiﬁé certains points critiques qui peuvent
altérer la ﬁabilité d'un tel instrument.
En conséquence, des améliorations techniques ont été apportées et vont être testées aﬁn
de garantir une meilleure robustesse mécanique du module dans sa conﬁguration ﬁnale. Bien
sûr, cette conﬁguration n'est pas encore atteinte, mais à termes, lorsque le coupleur de puis-
sance sera opérationnel, il est prévu de tester cet ensemble à haute puissance. Il sera alors
dans une situation identique à son fonctionnement au sein d'un linac. A une diﬀérence près
tout de même, lors des tests menés sur le site expérimental de l'IPNO, il n'y a pas de faisceau.
En parallèle de cette approche expérimentale, on a donc souhaité mener une étude plus
 théorique  aﬁn de réﬂéchir sur la ﬁabilité du module dans un linac pilotant un incinérateur
nucléaire. Un modèle complet de la cavité, de sa boucle de régulation RF et de la boucle de
contrôle de son système d'accord, a été réalisé en utilisant le logiciel MATLAB Simulink®,
ce qui a permis d'étudier les comportements transitoires de cet ensemble.
Les travaux de simulation ainsi entrepris permettent aussi d'anticiper sur le programme
expérimental prévu pour le cryomodule 700 MHz. On a notamment réﬂéchi sur le réglage
des correcteurs du système numérique qui sera utilisé pour le contrôle du champ accélérateur
(amplitude et phase) dans la cavité, ainsi que sur une possible solution pour le contrôle dy-
namique du système d'accord.
Le modèle complet du contrôle individuel d'une cavité supraconductrice ainsi établi, on
s'est intéressé à diﬀérents scénarii aﬁn d'étudier la faisabilité de la compensation d'une panne
susceptible de se produire pendant le fonctionnement de l'accélérateur. On a réﬂéchi à deux
points en particulier :
 une panne RF : une cavité n'est plus alimentée par son générateur défectueux. Aﬁn que
l'on puisse continuer d'alimenter en protons la cible de spallation, il faut procéder à un
re-réglage rapide (en moins de 3 secondes) de certaines cavités du linac.
 le rétablissement de la conﬁguration nominale : dans un second temps, on a aussi regardé
la faisabilité de remettre la cavité en service, une fois son ampliﬁcateur RF remplacé
ou remis en état de marche .
A cet égard, on s'attardera tout d'abord, dans ce dernier chapitre, sur la problématique de
ﬁabilité d'un accélérateur linéaire supraconducteur. On reviendra brièvement sur l'expérience
acquise par les installations existantes et les points qui peuvent s'avérer critiques pour une
application ADS. On prendra ensuite le temps de détailler les diﬀérentes étapes suivies pour
la modélisation de la cavité et de ses systèmes de contrôle. Enﬁn, dans une troisième partie, on
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s'intéressera à l'étude des scénarii  accidentels , pour conclure sur la faisabilité des procédés
garantissant la tolérance aux pannes de l'accélérateur de MYRRHA.
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sance
5.1.1 Origines des interruptions faisceau dans un accélérateur li-
néaire
Les accélérateurs linéaires à protons de haute puissance font généralement partie inté-
grante d'installations utilisées pour la recherche scientiﬁque. En plus de remplir les critères
de performances (énergie et courant du faisceau) pour lesquelles elles ont été construites, elles
doivent être rentables. De telles machines se doivent donc d'avoir un faisceau le plus dispo-
nible possible pour les utilisateurs. Aﬁn de garantir cette disponibilité, il faut notamment
s'assurer de la ﬁabilité de l'ensemble des éléments technologiques qui les composent.
Aﬁn d'identiﬁer les éléments les plus inﬂuents sur la ﬁabilité de ces installations, de
nombreuses statistiques sur les causes des arrêts faisceau sont collectées et examinées (cf. Fi-
gure 5.1). Les résultats de ces analyses tendent à montrer que les installations existantes
fonctionnent en moyenne entre 80% et 90% du temps planniﬁé [122]. Il est aussi important
de noter que, sur un an, ces accélérateurs sont programmés pour fonctionner pendant 30%
à 75% du temps. Le reste de l'année est dédié à l'entretien des machines aﬁn, justement, de
maintenir et d'améliorer la ﬁabilité des installations.
Figure 5.1  Contribution aux arrêts faisceau des diﬀérentes technologies qui composent un
accélérateur ; statistiques établies sur cinq installations diﬀérentes [45].
La Figure 5.1 répertorie la contribution aux arrêts faisceau intempestifs des diﬀérentes
technologies qui composent un accélérateur. Ce diagramme résulte de la collecte de données
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sur cinq installations diﬀérents : ISIS 1, CERN 2, DESY 3, LANSCE 4 et TJNAF 5. De telles
analyses statistiques permettent de conclure que, pour les linacs, les principales causes d'ar-
rêts sont dues en premier lieu à des pannes des systèmes RF. On peut aussi remarquer que les
pannes des injecteurs et des sources d'ions ont aussi un fort impact sur la ﬁabilité des accé-
lérateurs linéaires. Ces tendances semblent conﬁrmées par les premières analyses statistiques
eﬀectuées sur la machine SNS (Spallation Neutron Source) (cf. Figure 5.2), où la majeure
partie des interruptions de longue durée est due aux systèmes RF, à l'injecteur et surtout aux
modulateurs haute tension pour le fonctionnement pulsé de la RF (E-HVCM, pour  Elec-
trical High Voltage Converter Modulator ). Il est important de noter que durant ces deux
dernières années, la ﬁabilité des technologies HVCM a été considérablement améliorée. Ainsi,
grâce à ces mises au point, en 2010, la disponibilité du faisceau à SNS a été d'environ 85%
du temps de fonctionnement prévu, contre 80% en 2009 et 72% en 2008 [34].
Figure 5.2  A gauche : Contribution des diﬀérents systèmes aux durées d'arrêts faisceau
à SNS de 2007 à 2009 [46]. A droite : amélioration de la ﬁabilité des modulateurs haute
tension à SNS et impact sur la disponibilité du faisceau [123].
L'accélérateur supraconducteur haute puissance (∼1 MW) de SNS est unique en son
genre, on ne peut que le considérer comme notre principale référence en vue de l'application
d'une technologie similaire pour le pilotage d'un ADS.
Pour le démonstrateur MYRRHA on rappelle que pas plus de 10 arrêts faisceau supérieurs
à une durée de 3 secondes seront tolérés par cycle opératoire de 3 mois [124]. En d'autres
termes sur ces 2190 heures de fonctionnement, le but sera ﬁnalement d'obtenir un MTBF 6 de
1. ISIS : source de neutrons et de muons créés par accélération pulsée de protons, située au Rutherford
Appleton Laboratory.
2. CERN : données collectées sur le SPS et le LEP.
3. DESY : données collectées sur le synchrotron HERA (Hadron Elektron Ring Anlage) entre 1996 et
1999.
4. LANSCE : Los Alamaos Neutron Science Center, données collectées sur l'accélérateur linéaire à protons
de 800 MeV.
5. TJNAF : Thomas Jeﬀerson National Accelerator Facility, données collectées sur l'accélérateur à élec-
trons CEBAF (Continuous Electron Beam Acceleratro Facility).
6. Le MTBF pour  Mean Time Between Failures , que l'on peut traduire par  temps moyen entre
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219 heures (et plus à termes ∼250 heures [125]). Pour ﬁxer des ordres de grandeurs on peut
comparer cette valeur au MTBF du cyclotron de PSI qui est d'environ 1 heure. A l'ESRF, où
ce facteur est très important pour garantir un temps de faisceau maximum aux utilisateurs,
le MTBF est d'environ 40 heures [126]. Pour SNS ce chiﬀre n'a pas encore été communiqué,
mais on peut noter que le nombre d'arrêts faisceau supérieurs à une seconde par jour est de
l'ordre de 100 (dont une dizaine supérieurs à 1 minute) [46].
5.1.2 Problématique pour l'accélérateur de MYRRHA
En plus de fournir un faisceau plus puissant (2,4 MW) qu'à SNS, l'accélérateur de MYR-
RHA devra être autrement plus ﬁable. C'est pour cela que dans son concept, il est prévu une
ligne d'injection de secours. On l'a déjà évoqué dans le chapitre 1 (cf. Figure 1.18), on ne
reviendra donc pas sur cet aspect, mais comme on a pu le constater, les lignes d'injections et
leurs sources, sont des éléments très sensibles et la redondance est primordiale.
Il faut aussi remarquer que le mode de fonctionnement prévu pour MYRRHA est diﬀérent
du linac SNS. En eﬀet, à Oak Ridge, le faisceau est pulsé à 60 Hz, alors que celui de MYRRHA
sera CW. La technologie employée pour la gestion de la puissance RF sera alors diﬀérente. En
eﬀet, à SNS les modulateurs pulsent la haute tension pour  piloter  les klystrons, tandis que
sur une machine CW les cavités sont alimentées en continu. Cela simpliﬁe la technologie des
alimentations haute tension et laisse penser qu'elles seront plus robustes, car non soumises
à des eﬀets transitoires répétés. Il est toutefois très délicat, de tirer des conclusions sur les
tendances à l'usure dans un cas où dans l'autre, et pour le cas de MYRRHA il n'est pas
forcément cohérent de s'appuyer sur la statistique de SNS à ce sujet.
On retiendra simplement ici que les ampliﬁcateurs RF haute puissance, à tubes ou à l'état
solide 7, sont des éléments relativement fragiles dans un accélérateur. Ils ont donc un impact
direct sur la ﬁabilité de la machine, en particulier car leur réparation ou leur remplacement
peut prendre plusieurs heures [127].
Une étude menée dans [128] montre que la ﬁabilité d'un linac supraconducteur ne peut
être améliorée qu'en disposant d'éléments accélérateurs redondants. Chaque section de la
ligne supraconductrice du linac pour MYRRHA dispose de plus de cavités que nécessaire
pannes , est une des valeurs qui indiquent la ﬁabilité d'un système. Dans notre cas, il traduit le temps
moyens entre deux arrêts faisceau de plus de 3 secondes. Le MTBF est une moyenne arithmétique que l'on
peut écrire comme : MTBF =
∑
(temps de fonctionnement+ temps d′arreˆts)
nombre d′arreˆts .
7. Les seules technologies capables de fournir des puissances moyennes au-delà de plusieurs dizaines de
kilowatts à 700 MHz sont les ampliﬁcateurs utilisant un faisceau d'électrons dans un tube en verre sous-vide :
klystron, IOT (Inductive Output Tube), etc. Ces ampliﬁcateurs sont particulièrement sensibles au phénomène
de claquage. Une solution alternative est l'ampliﬁcateur à l'état solide. Cette technologie émergente est plus
modulaire, car elle utilise une succession de modules moyenne puissance basés sur une technologie MOFSET,
branchés en parallèle. Dans une optique de ﬁabilité, cette option est très intéressante. On peut même envisager
le remplacement d'un module de puissance tout en maintenant le fonctionnement global de l'ampliﬁcateur
RF. Cependant, pour le moment, il n'existe pas de tels ampliﬁcateurs capables de fournir des puissances de
l'ordre de 30 kW à des fréquences avoisinant les 700 MHz.
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pour accélérer le faisceau au niveau d'énergie souhaitée, car elles ne fonctionnent pas à plein
régime. Ainsi, lorsque l'une d'entre elles devient inutilisable, les autres cavités qui ne fonc-
tionnaient au maximum de leur capacité, peuvent compenser ce manque. Ceci implique aussi
que les réserves de puissance RF doivent être suﬃsantes pour que l'on puisse accroitre les
gradients accélérateurs dans les cavités. Cette étude [128] montre, par exemple, que si l'on
dispose d'éléments redondants dans le linac et de suﬃsamment de puissance pour compen-
ser les pannes de deux cavités dans chaque section accélératrice, il est possible d'obtenir un
MTBF supérieur à 500 heures.
Cependant, les récents résultats issus de l'opération de SNS, montrent que l'utilisation des
cavités supraconductrices n'est pas encore optimale. Certains éléments de la ligne accélératrice
ont vu leurs performances dégradées par des phénomènes d'émission de champ engendrés par
des pertes faisceau trop importantes [122]. Ceci vient s'ajouter à tous les problèmes liés à la
stabilité du bain d'hélium, aux phénomènes de multipacting à proximité des coupleurs HOM
et au rayonnement thermique inattendu apporté par certains coupleurs de puissance [129].
Figure 5.3  Gradients accélérateurs des cavités du linac supraconducteur de SNS pour la
production de neutrons de 1 MW, en 2010 [34].
Par ailleurs, sur ce même linac supraconducteur de SNS, les systèmes d'accord utilisant
des actionneurs piézoélectriques ont montré une certaine fragilité et la plupart des cavités
fonctionnent sans réglage dynamique de leur fréquence de résonance. En conséquence, la puis-
sance RF nécessaire est supérieure à la puissance nominale : seules les boucles de contrôle RF
compensent les désaccords en fréquence des cavités [34]. Et ﬁnalement, comme le montre la
Figure 5.3, certaines cavités de la ligne accélératrice sont obligées de travailler bien au-dessus
de leur point de fonctionnement nominal, car un bon nombre d'entre elles sont pour l'instant
limitées par des quenchs. Il y a donc beaucoup à apprendre de l'expérience de SNS et ces
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résultats prouvent qu'il est primordial de mener une étude approfondie du comportement
d'un cryomodule dans une conﬁguration machine.
En connaissance de l'ensemble de ces facteurs, pour rendre l'accélérateur de MYRRHA le
plus tolérant aux pannes possible, il est nécessaire que chaque cavité ait ses propres systèmes
de contrôle du champ accélérateur et de sa fréquence. Ces systèmes de régulation doivent
être robustes et suﬃsamment performants pour garantir un re-réglage rapide du signal dans
la cavité. Aﬁn d'anticiper ou de conﬁrmer les choix technologiques pour ces systèmes, il est
apparu comme fondamental de modéliser une cavité, son système d'accord et leurs boucles
d'asservissement, pour étudier le comportement de cet ensemble lors de situations critiques
de rattrapage de pannes.
5.1.3 Modélisation pour l'étude de la tolérance aux pannes
Les sources RF sont des éléments extrêmement critiques dans un accélérateur linéaire.
Pour tenter de pallier à leur défaillance, il est prévu que chaque cavité possède sa propre source
de puissance. Ainsi lorsqu'une source tombera en panne, une seule cavité sera pénalisée. Une
telle panne va engendrer des pertes faisceau immédiates dans la ligne accélératrice. La Figure
5.4 est le résultat de simulations utilisant le code de transport TRACEWIN [130] où la panne
d'une cavité dans le linac a été simulée. On peut constater qu'il faut environ 200 µ s, pour
mettre en évidence la perte du faisceau et donc pour stopper l'accélérateur. Il faut ensuite
être capable d'identiﬁer la cavité défaillante, et d'envoyer les informations nécessaires aux
autres cavités, pour procéder à leur re-réglage, en moins de 3 secondes. Une fois la nouvelle
conﬁguration établie, on pourra réinjecter le faisceau tout en garantissant la même énergie
de 600 MeV en sortie du linac. .
Figure 5.4  Evolution dans le temps des pertes faisceau dans le linac, après la défaillance
d'une cavité [131].
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Il faut donc que le système de contrôle global de l'accélérateur soit suﬃsamment rapide
pour diagnostiquer l'élément défaillant, mais il faut aussi que les boucles de contrôle associées
à chaque cavité permettent ce réglage rapide.
Aﬁn d'étudier la faisabilité d'une telle procédure pendant le fonctionnement du linac, on
s'est plus particulièrement intéressé à la modélisation des cavités de la section βg = 0, 47
en se basant sur l'installation du cryomodule 700 MHz. Le comportement de l'ensemble des
éléments présents dans la boucle de régulation RF a ainsi pu être implémenté dans le code à
partir de mesures expérimentales. Le système d'accord et le comportement mécanique de la
cavité, ont, eux aussi, été modélisés.
Le banc de test 700 MHz n'est pas encore dans sa conﬁguration ﬁnale, les simulations
ainsi réalisées nous ont permis d'anticiper sur la marche à suivre pour améliorer le contrôle
du signal RF dans la cavité et en particulier pour le contrôle du système d'accord qui joue un
rôle crucial pour le réglage de la fréquence de résonance de la cavité. Comme on le montrera
par la suite, le système d'accord permet de minimiser la puissance de travail des source RF,
et ainsi de garantir une réserve suﬃsante en cas de panne.
On discutera de l'ensemble de ces aspects, au travers de l'analyse de scénarii tels qu'une
panne RF dans la section βg = 0, 47. Mais avant toute chose, on se propose de retracer le
cheminement suivi pour aboutir à un modèle :  cavité + boucle de régulation RF + boucle
de régulation du Système d'Accord à Froid (SAF)  en l'appliquant au cas du banc de test
700 MHz décrit dans le chapitre 4.
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5.2 Modélisation d'une cavité supraconductrice et de ses
systèmes de régulation
5.2.1 Principe de régulation et système de contrôle numérique
Principe de régulation d'une cavité accélératrice supraconductrice
Aﬁn de garantir une énergie ﬁxe en sortie du linac (600 MeV à ±1 MeV pour MYR-
RHA) et d'assurer le bon transport du faisceau, il est primordial de maintenir l'amplitude
du champ accélérateur constante dans les cavités. Or, un changement de la fréquence de
résonance induit un changement de phase, ψ, du signal RF (c'est-à-dire un changement de
phase entre Pinc et Pt). Comme on le verra par la suite, la phase entre le faisceau et le si-
gnal RF, φs, est elle aussi changée, ce qui a tendance à modiﬁer le gain en énergie du faisceau.
Ce mécanisme est décrit par la Figure 5.5, où au temps t0 la pulsation de résonance
de la cavité, ω0, est égale à la pulsation du signal injecté, ωRF . Au temps t1, la fréquence
de résonance de la cavité a changé. Ceci a pour conséquence de diminuer l'amplitude de la
tension accélératrice (de ∆V ) dans la cavité et de changer sa phase (de ∆ψ). Pour maintenir
la même amplitude et la même phase du signal RF dans la cavité, il faut donc augmenter
l'amplitude du signal injecté de ∆V et le retarder de ∆ψ.
Figure 5.5  Principe de régulation. Le changement de la fréquence de résonance a pour
conséquence de diminuer l'amplitude du signal RF dans la cavité, ainsi que sa phase. Il faut
donc compenser cet écart en augmentant l'amplitude du signal RF de ∆V et en le déphasant
de −∆ψ.
La régulation en phase et en amplitude du signal injecté dans la cavité est obtenue grâce
à une boucle rétroactive basée sur une électronique basse puissance. Ce système est générale-
ment appelé  bas niveau RF , ou LLRF pour  Low Level RF . Pour aider cette régulation,
on limite aussi les ﬂuctuations de la fréquence de résonance de la cavité. Autrement dit, à
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l'aide d'une boucle rétroactive sur le système d'accord on compense les déformations méca-
niques de la cavité.
Pour une cavité supraconductrice, c'est la combinaison de ces deux méthodes que l'on
cherche à mettre en ÷uvre, en particulier lors des transitoires où les forces de Lorentz ont un
impact direct sur la consommation en puissance.
Contrôle d'une cavité supraconductrice
Aﬁn d'assurer le contrôle de la fréquence et de l'amplitude du champ accélérateur dans
la cavité, deux boucles à rétroactions sont envisagées. Une vision schématique de ces deux
boucles de régulation est donnée en Figure 5.6 .
Figure 5.6  Principe de régulation par rétroaction pour le contrôle de l'amplitude et de la
phase du signal RF dans une cavité supraconductrice.
Une première boucle permet de contrôler le système d'accord, son rôle est de compenser les
déformations mécaniques qui inﬂuencent la fréquence de résonance de la cavité. Ce système,
étudié dans le chapitre 4, se compose d'un actionneur  statique , ou plutôt  lent  (temps
de réponse de l'ordre de la seconde), qui permet d'ajuster  grossièrement  la fréquence de
résonance de la cavité. Cet actionneur est un moteur suivi d'un réducteur et d'un système
vis/écrou, il permet de changer la fréquence de résonance de la cavité sur une plage de
plusieurs centaines de kilohertz.
En comparaison, le système  rapide  (temps de réponse de l'ordre de la milliseconde),
actionné par des éléments piézoélectriques, permet de changer la fréquence de résonance de la
cavité sur une plage de ±1 kHz. Ces actionneurs  dynamiques  permettent de compenser les
variations rapides dues aux forces de Lorentz, et aux microphonies. Pour assurer cette com-
pensation dynamique, il est envisageable de contrôler les actionneurs piézoélectriques grâce
à une boucle d'asservissement qui tend à minimiser l'erreur sur la fréquence de résonance de
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la cavité. On reviendra plus en détails, dans la Partie 5.2.5, sur la solution adoptée pour la
correction de cette boucle rétroactive.
La seconde boucle permet, de contrôler, l'amplitude et la phase du signal ampliﬁé et in-
jecté dans la cavité. Le système de contrôle et de correction de cette boucle est un système
numérique [112]. En eﬀet, en comparaison des systèmes analogiques, le numérique est ex-
trêmement modulaire. Certaines fonctions (ﬁltres, correcteurs...) peuvent être réalisées par
programmation d'un FPGA ( Field-Programmable Gate Array ou circuit logique program-
mable) et ces systèmes numérique possèdent une grande capacité d'intégration. Le système
est donc adaptable, ce qui est un atout majeur pour le pilotage d'un accélérateur où les
conditions de fonctionnement sont susceptibles d'évoluer.
Cependant, à haute fréquence, les systèmes numériques ne sont pas aussi performants que
les systèmes analogiques, car il est diﬃcile d'échantillonner un signal au-delà de 100 MHz.
Pour le contrôle d'une cavité résonnante à 700 MHz, il est alors nécessaire, avec ce type de
système, de transposer la fréquence du signal pour obtenir son image à une fréquence plus
basse.
Système de régulation numérique
Aﬁn de faciliter le traitement numérique, le système digital, développé pour le contrôle et
la commande des cavités 700 MHz, utilise un  down converter  qui permet de d'eﬀectuer
une translation de la fréquence du signal à 10 MHz. Son principe est basé sur celui d'un
mixeur idéal qui multiplie deux signaux d'entrée (cf. Figure 5.7).
Figure 5.7  Principe de la translation basse fréquence. Le signal issu de la cavité, de
fréquence fRF ≈ 704, 4 MHz, est ramené à fIF = 10 MHz par multiplication avec le signal
issu d'un oscillateur local de fréquence fLO = 694,4 MHz.
Supposons deux signaux sinusoïdaux, VRF (t) provenant de la cavité et VLO(t) issu d'un
oscillateur local, tels que :
VRF (t) = ARF sin(ωRF t+ ϕRF ) VLO(t) = ALO sin(ωLOt+ ϕLO) (5.1)
La multiplication de ces deux signaux donne alors :
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VIF (t) =
1
2
ARFALO [cos [(ωRF − ωLO)t+ (ϕRF − ϕLO)]− cos [(ωLO + ωRF )t+ (ϕLO + ϕRF )]] (5.2)
Un ﬁltre passe-bas élimine la composante haute fréquence de VIF (t) et le signal V (t)
obtenu à la sortie du  down converter  est :
V (t) = A cos(ωIF t+ ∆ϕ) (5.3)
Avec,
A = 12ARFALO
ωIF = ωRF − ωLO
∆ϕ = ϕRF − ϕLO
L'image IF, à 10 MHz, du signal provenant de la cavité est ensuite convertie en un
signal numérique par le biais d'un Convertisseur Analogique Numérique (CAN). La fréquence
d'échantillonnage du CAN est quatre fois supérieure à celle du signal IF (en vertu du théorème
de Shannon) ; soit 40 MHz.
Pour une période du signal IF, on peut considérer que celui-ci reste à peu près constant en
amplitude et en phase. Par conséquent, les quatre échantillons obtenus, pendant cette période,
sont en quadrature de phase. Comme l'illustre la Figure 5.8, un échantillon est donc relié au
précédent en considérant un déphasage de pi/2. Ainsi, pour deux échantillons successifs pris
à ti et à ti+1, on peut écrire :
V (ti) = A cos(ωIF ti + ∆ϕ) = A cos(ωIF ti+1 − pi2 + ∆ϕ) = A sin(ωIF ti+1 + ∆ϕ)
V (ti+1) = A cos(ωIF ti+1 + ∆ϕ)
(5.4)
Les deux échantillons V (ti) et V (ti+1) permettent alors de représenter les parties réelle et
imaginaire d'un vecteur complexe Vi+1 (cf. Figure 5.8) :
Vi+1 =
(
Vx(ti+1)
Vy(ti+1)
)
=
(
V (ti+1)
V (ti)
)
(5.5)
Ce vecteur représente l'amplitude et la phase du signal IF. Comme deux échantillons
consécutifs sont décalés de 90o, le vecteur eﬀectue une rotation de 90o toutes les 25 ns
(1/40 MHz). Pour détecter un changement d'amplitude et/ou de phase sur une période
d'échantillonnage (4 échantillons) on déﬁnit comme référence commune le vecteur V0 . Pour
ramener les vecteurs V1, V2 et V3 à cette référence, on leur applique respectivement une ro-
tation de −90o, −180o et −270o.
Le principe de fonctionnement du système de contrôle RF est schématisé par la Figure 5.9.
Le signal en provenance de la cavité est transposé à plus basse fréquence avant d'être nu-
mérisé par le CAN. Les tensions échantillonnées sont stockées et traitées pour en déduire les
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Figure 5.8  Principe d'échantillonnage du signal IF avec un taux d'échantillonnage 4 fois
supérieur à sa fréquence. Deux échantillons consécutifs représentent les parties réelle et ima-
ginaire du signal, ce sont les coordonnées d'un vecteur V (ti, ti+1) dans le plan complexe. D'un
pas de temps à un autre, ce vecteur eﬀectue une rotation de 90o.
Figure 5.9  Vue schématique de la boucle d'asservissement numérique pour le contrôle
du signal RF dans la cavité. En numérique, on ne corrige pas directement l'amplitude et
la phase du signal mais ses parties réelle et imaginaire, notées I et Q pour  In phase  et
 Quadrature .
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valeurs moyennes, sur une période, des parties réelle et imaginaire du signal (I et Q). Ces va-
leurs sont ensuite comparées aux consignes aﬁn d'évaluer l'erreur. Une correction est ensuite
appliquée grâce à un correcteur proportionnel et intégral. Pour un maximum de ﬂexibilité,
les valeurs des coeﬃcients de correction peuvent être modiﬁées et stockées dans des tableaux
de données. Les tensions ainsi corrigées sont ensuite converties en signaux analogiques. Enﬁn
un modulateur I/Q permet de reconstruire le signal de consigne, en amplitude et en phase,
qui est ensuite ampliﬁé par la source RF avant son injection dans la cavité.
Avec ce système numérique, on ne corrige pas directement l'amplitude et la phase, mais les
parties réelle et imaginaire du signal RF. On travaille alors dans un formalisme dit  I/Q ,
pour  In phase  (partie réelle) et  Quadrature  (partie imaginaire). Aﬁn d'étudier le
système de correction I/Q, on a donc choisi de modéliser la cavité dans ce formalisme pour
faire apparaître le comportement de sa tension accélératrice dans le plan complexe.
5.2.2 Modélisation d'une cavité
Tension cavité dans le formalisme I/Q
Pour exprimer l'évolution de la tension cavité, en fonction des courants faisceau et géné-
rateur dans le formalisme I/Q, on adopte tout d'abord la notation complexe suivante :
V˜c(t) = V˜cav(t) e
jωt
I˜(t) = I˜0(t) e
jωt =
(
2I˜g(t) + I˜b(t)
)
ejωt
(5.6)
V˜c(t) est la tension complexe dans la cavité qui oscille à la pulsation ω, et V˜cav(t) ca-
ractérise l'amplitude complexe de la tension cavité, cette amplitude varie elle aussi dans le
temps. De même, I˜0(t) est l'amplitude complexe du courant I˜(t), qui alimente la cavité. Cette
amplitude dépend en fait des évolutions de l'amplitude du courant faisceau I˜b(t) et de deux
fois l'amplitude du courant générateur I˜g(t) (cf. Partie 2.1.3 et équation 2.61).
Reprenons maintenant l'équation 2.70 qui régit le comportement de la tension cavité. En
remplaçant R, L et C par ω0, QL et (r/Q) à l'aide des expressions 2.42 et 2.49 cette équation
s'écrit 8 :
¨˜
Vc(t) +
ω0
QL
˙˜
Vc(t) + ω
2
0Vc = ω0(r/Q)
˙˜
I(t) (5.7)
Avec les déﬁnitions du courant et de la tension cavité données en 5.6, cette équation
devient :
8. On adopte ici la notation  point  pour les dérivées temporelles : f˙ = dfdt et f¨ =
d2f
dt2
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1
2jω
¨˜
V cav +
(
1− j ω0
2QLω
)
︸ ︷︷ ︸
C1
˙˜
V cav +
(
ω0
2QL
− j ω
2
0 − ω2
2ω
)
︸ ︷︷ ︸
C2
V˜cav =
ω0(r/Q)
2
(
I˜0 +
˙˜
I0
jω
)
︸ ︷︷ ︸
E1
(5.8)
Dans le cas d'une cavité supraconductrice, la bande passante (BPω) et l'écart à la fré-
quence de résonance nominale 2pi∆fcav = ∆ω de la cavité, sont bien plus petites que sa
fréquence de résonance 2pifcav = ω. On peut alors se placer dans l'approximation où :
BPω << ω0 ⇐⇒ QL >> 1 (5.9)
ω0 − ω = ∆ω << ω (5.10)
Et on peut simpliﬁer l'équation 5.8 en se penchant sur les coeﬃcients C1 et C2 ainsi que
sur l'expression E1 :
 Pour le coeﬃcient C1, avec 5.10 et 5.9 on peut écrire :
C1 = 1− j ω0
2QLω
≈ 1− j 1
2QL
≈ 1 (5.11)
 Pour le coeﬃcient C2, on peut faire apparaître ∆ω tel que :
C2 =
ω0
2QL
− j ω
2
0 − ω2
2ω
=
ω0
2QL
− j (ω0 − ω)(ω0 + ω)
2ω
≈ ω0
2QL
(
1− j 2QL∆ω
ω
)
Et avec l'équation 2.74, on fait apparaître le déphasage ψ :
C2 =
ω0
2QL
(1− j tan(ψ)) (5.12)
 Enﬁn l'expression E1 se simpliﬁe car l'enveloppe du courant I˜0 varie lentement dans le
temps en comparaison de la fréquence de résonance de la cavité,
∣∣∣ ˙˜I0∣∣∣ << ∣∣∣ωI˜0∣∣∣ [132] :
E1 =
(r/Q)
2
(
ω0I˜0 +
ω0
˙˜
I0
jω
)
≈ ω0(r/Q)
2
I˜0 (5.13)
L'équation 5.8 simpliﬁée s'écrit alors comme :
1
2jω
¨˜
V cav +
˙˜
V cav +
ω0
2QL
[1− j tan(ψ)] V˜cav = ω0(r/Q)
2
(
2I˜g(t) + I˜b(t)
)
(5.14)
On peut maintenant écrire la tension et les courants en fonction de leur partie réelle,
indicée I, et de leur partie imaginaire, indicée Q :
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
V˜cav = VcI + jVcQ
I˜g = IgI + jIgQ
I˜b = IbI + jIbQ
(5.15)
Le système d'équations qui donne l'évolution temporelle des parties réelle (VcI) et imagi-
naire (VcQ) de la tension cavité s'écrit alors :

1
2ω
V¨cQ + V˙cI =
ω0(r/Q)
2
(2IgI + IbI)− ω0
2QL
[VcI + VcQ tan(ψ)]
− 1
2ω
V¨cI + V˙cQ =
ω0(r/Q)
2
(2IgQ + IbQ)− ω0
2QL
[VcQ − VcI tan(ψ)]
(5.16)
Enﬁn, dans ces deux équations on peut négliger les termes en dérivée seconde par rapport
au temps devant les dérivées premières [133], car ils sont pondérés par un coeﬃcient en 1/ω
(ω ≈ 2pi 704,4 106 Hz). On fait donc l'approximation :
∣∣∣ 12ω V¨cI∣∣∣ << ∣∣∣V˙cI∣∣∣ et ∣∣∣ 12ω V¨cQ∣∣∣ << ∣∣∣V˙cQ∣∣∣.
Finalement le système 5.16 se réécrit :

V˙cI =
ω0(r/Q)
2
(2IgI + IbI)− ω0
2QL
[VcI + VcQ tan(ψ)]
V˙cQ =
ω0(r/Q)
2
(2IgQ + IbQ)− ω0
2QL
[VcQ − VcI tan(ψ)]
(5.17)
C'est la résolution de ce système 5.17 qui permet de suivre l'évolution dans le temps des
tensions VcI et VcQ et donc de connaître l'amplitude et la phase de Vcav par rapport aux
faisceau et au courant générateur. Toutefois, pour être plus rigoureux dans la modélisation, il
faut ajouter une troisième équation qui caractérise le comportement mécanique de la cavité,
c'est-à-dire les perturbations qui agissent, sur sa fréquence de résonance et donc sur la phase
ψ.
Perturbations en fréquence
On l'a déjà évoqué à plusieurs reprises, en raison de sa bande passante étroite, une ca-
vité supraconductrice est extrêmement sensible aux perturbations mécaniques. Aﬁn d'établir
l'équation qui régit ce comportement mécanique, et son inﬂuence sur le désaccord en fré-
quence de la cavité, on revient sur les principales causes de perturbations :
 Les Forces de Lorentz : la pression de radiation due au champ électromagnétique
engendre une légère déformation de la cavité et un changement de sa fréquence de
résonance. On a vu (cf. chapitre 4) qu'il est possible d'exprimer le désaccord statique
en fonction du champ accélérateur Eacc et du coeﬃcient de Lorentz kL. L'amplitude de
236
5.2 Modélisation d'une cavité supraconductrice et de ses systèmes de régulation
ce coeﬃcient n'a pas encore pu être mesurée sur la cavité équipée de son tank, pour
les simulations on prendra donc une valeur estimée 9, kL ≈ 7,5 Hz/(MV/m)2. Ainsi le
désaccord statique dû aux forces de Lorentz peut s'écrire en fonction du carré du champ
accélérateur déﬁni au bêta géométrique (βg) :
∆fL = −kL E2acc(βg)
De plus, lorsque l'amplitude du champ accélérateur change dans la cavité, les variations
des eﬀorts de Lorentz sur ses parois peuvent exciter ses modes mécaniques [135]. Il est
possible de mesurer la capacité des forces de Lorentz à exciter les modes mécaniques
de la cavité en modulant l'amplitude de Eacc. Cette mesure, n'a pu être réalisée pour
l'instant sur notre cavité. Toutefois, ce type d'excitations mécaniques est plus critique
pour un fonctionnement en mode pulsé avec un taux de répétition élevé. Généralement,
pour un fonctionnement continu ces résonances mécaniques sont suﬃsamment amorties
et l'eﬀet transitoire dû aux forces de Lorentz est décrit par une équation diﬀérentielle
du premier ordre [136] :
τm∆f˙L(t) + ∆fL(t) = −kLE2acc (5.18)
où ∆fL s'exprime en Hz, Eacc en MV/m et τm est la constante d'amortissement méca-
nique de la cavité, que l'on prendra égale à 1 ms dans notre étude.
 Les Microphonies : les vibrations mécaniques dues aux systèmes environnants sont les
perturbations les plus critiques pour une cavité, notamment car elles sont diﬃcilement
prévisibles, et car elles peuvent exciter certains modes mécaniques de la cavité. Leur
inﬂuence sur la fréquence de résonance de la cavité est variable. La perturbation totale
des microphonies peut néanmoins être modélisée comme la somme des contributions :
∆fmic(t) =
∑
i
∆fi(t) sin(ωit) (5.19)
où ωi représente la pulsation de l'excitation mécanique et ∆fi l'amplitude de la pertur-
bation sur la fréquence de résonance de la cavité.
 Le bain d'hélium : les variations de pression et de température dans le bain d'hélium
peuvent perturber, de façon aléatoire, la fréquence de résonance de la cavité. On note
cette perturbation comme ∆fHe(t).
Finalement la troisième équation qui décrit les variations de la fréquence de résonance
fcav de la cavité est :
9. Cette valeur est estimée à partir des résultats obtenus pendant le test d'une cavité  jumelle , en mode
pulsé, sur l'expérience CRYOHLAB au CEA Saclay [134] et à partir de résultats obtenus lors de tests en
cryostat vertical [100].
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fcav(t) = f0 + ∆fL(t) + ∆fmic(t) + ∆fHe(t) + ∆fSAF (t) (5.20)
Dans cette équation, f0 est considérée comme la fréquence de résonance nominale de
la cavité. Elle correspond à la fréquence du signal issu du générateur RF et sa valeur est
un multiple entier de la fréquence du faisceau. Dans cette étude f0 = 704,4 MHz, sachant
que pour la machine MYRRHA la fréquence de répétition des paquets de particule sera de
352,2 MHz (f0/2) ou de 176,1 MHz (f0/4).
Par la suite, on parlera plus facilement de l'écart à cette fréquence f0 que l'on déﬁnit
comme : ∆fcav = f0 − fcav. L'équation 5.20, se réécrit alors comme :
∆fcav(t) = −∆fL(t)−∆fmic(t)−∆fHe(t)−∆fSAF (t) (5.21)
Dans cette équation, ∆fSAF représente la contribution du système d'accord à froid (SAF).
Il a pour fonction de compenser l'ensemble des perturbations précédemment décrites. Il per-
met aussi d'accorder la cavité de façon optimale ∆fopt = f0− f optcav pour minimiser la consom-
mation RF lors de l'accélération d'un faisceau. Ce désaccord n'est pas forcément nul, comme
nous allons le voir dans les paragraphes suivants. Mais avant cela, il nous faut recenser les
tensions et courants mis en jeu pour faire le bilan des puissances sur la cavité.
Grandeurs mises en jeu
La résolution du système 5.17 couplé à l'équation 5.20 permet de déterminer, à chaque
instant, la tension dans la cavité V˜cav en fonction du courant générateur I˜g et du courant
faisceau I˜b. Les amplitudes et les phases de ces signaux sont reliées à leurs composantes
démodulées I et Q par :
IbI = Ib cos(ϕb) = −Ib et IbQ = Ib sin(ϕb) = 0
IgI = Ig cos(ϕg) et IgQ = Ig sin(ϕg)
VcI = Vcav cos(φs) et VcQ = Vcav sin(φs)
(5.22)
Ces grandeurs sont représentées, sous forme vectorielle, dans le plan complexe en Fi-
gure 5.10. Sur ces diagrammes, le courant faisceau (qui est considéré comme la référence
dans un accélérateur) est représenté comme une valeur réelle négative (ϕb = pi). La phase
entre le courant générateur et le courant faisceau est alors notée ϕg, et celle entre la tension
cavité et le faisceau n'est autre que la phase synchrone φs.
Il est aussi possible d'exprimer la tension faisceau V˜b et la tension générateur V˜g perçues
par la cavité. Ces tensions sont respectivement déphasées de ψ par rapport à I˜b et I˜g, et elles
s'écrivent :
V˜b = I˜b (r/Q)QL cos(ψ) e
jψ
V˜g = 2 I˜g (r/Q)QL cos(ψ) e
jψ
(5.23)
La somme de ces deux tensions (complexes) est égale à la tension de la cavité. Sous forme
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Figure 5.10  Représentation vectorielle, dans le plan complexe, des tensions et courants
dans la cavité pour diﬀérentes situations. Le cas le plus général est celui du diagramme d).
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vectorielle, on peut écrire simplement :
~Vb + ~Vg = ~Vcav = ~Vinc + ~Vref (5.24)
V˜inc est la tension du signal incident sur la cavité et V˜ref la tension du signal réﬂéchi
vers le circulateur. V˜inc est donc la tension créée par le courant générateur I˜g dans la ligne
incidente (Guide d'ondes + circulateur + coupleur ; cf. Figure 2.7) d'impédance Zi. Cette
tension est donc en phase avec le courant I˜g, et s'écrit :
V˜inc = Zi I˜g = (r/Q)Qi I˜g (5.25)
Dans les deux premiers cas, a) et b), de la Figure 5.10 le faisceau est inexistant, la tension
V˜b est donc nulle. Dans le cas où fcav = f0 (cf. Figure 5.10 b)) les tensions Vinc et Vcav sont
déphasées de ψ.
Dans le cas général (Figure 5.10 d)) où ∆fcav 6= 0 et Ib 6= 0, les tension Vb et Vg sont
respectivement déphasées de ψ par rapport aux courants Ib et Ig. La tension Vcav est, elle,
déphasée par rapport au faisceau d'un angle φs, qui correspond à la phase synchrone. Il est
aussi important de souligner que la tension accélératrice Vacc n'est autre que la partie réelle
de V˜cav :
Vacc = Vcav cos(φs) = VcI (5.26)
Bilan de puissance et régime établi
A partir des courants et tensions mis en jeu dans la cavité, on peut établir le bilan de
puissance, à tout instant t, qui vériﬁe l'équation suivante :
Pg(t) = Pcav(t) + Pb(t) + Pref (t) + Pt(t) +
dW
dt
(5.27)
Pg est la puissance délivrée par le générateur, Pcav est la puissance stockée dans la cavité,
Pb est la puissance fournie au faisceau, Pref est la puissance réﬂéchie vers le circulateur, Pt
est la puissance transmise (mesure de l'image de Pcav, telle que Pt << Pcav ) et dWdt représente
le transitoire d'énergie stockée dans la cavité qui caractérise la puissance échangée entre la
cavité et la ligne incidente. Ces puissances s'expriment comme :
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
Pg =
1
2
Re
{
V˜inc · I˜∗g
}
=
Zi
2
∣∣∣I˜g∣∣∣2 = (r/Q)Qi
2
∣∣∣I˜g∣∣∣2
Pcav =
1
2R
Re
{
V˜cav · V˜ ∗cav
}
=
1
2R
∣∣∣V˜cav∣∣∣2
Pb =
1
2
Re
{
V˜cav · I˜∗b
}
Pref =
1
2Zi
Re
{
V˜ref · V˜ ∗ref
}
, avec V˜ref = V˜inc − V˜cav
dW
dt
=
1
2
d
dt
[
Re
{
V˜ 2cav
ω0(r/Q)
}]
=
1
2ω0(r/Q)
(
dVcI
dt
VcI +
dVcQ
dt
VcQ
)
Pt = Pcav
Q0
Qt
(5.28)
Ainsi, en résolvant le système 5.17 couplé à l'équation 5.20 il est possible de déduire
l'évolution au cours du temps des puissances données en 5.28.
Cependant, aﬁn de comprendre comment ces puissances évoluent les unes par rapport
autres, plaçons-nous en régime établi lorsque le signal dans la cavité s'est stabilisé. Les am-
plitudes des tensions et des courants dans la cavité sont alors indépendantes du temps et
l'équation 5.14 se simpliﬁe comme :
I˜g =
V˜cav
QL(r/Q)
[1− j tan(ψ)]− I˜b
2
(5.29)
On peut alors exprimer les puissances mises en jeu comme :

Pg =
V 2cavQi
8(r/Q)Q2L
(
1 + tan2(ψ)
)
+
IbVcavQi
4QL
(cos(φs) + sin(φs) tan(ψ)) +
(r/Q)Qi
8
I2b
Pcav =
1
2(r/Q)Q0
V 2cav
Pt =
1
2(r/Q)Qt
V 2cav
Pb = VcavIb0 cos(φs)
Pref =
V 2cav
2(r/Q)
[
Qi
4Q2L
(
1 + tan2(ψ)
)− 1
Q0
− 1
Qt
]
+IbVcav
[
Qi
4QL
(cos(φs) + sin(φs) tan(ψ))− 1
2
cos(φs)
]
+
(r/Q)Qi
8
I2b
(5.30)
On peut ici constater que la puissance fournie par le générateur, Pg, et la puissance
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réﬂéchie, Pref , dépendent :
 de la tension Vcav que l'on souhaite avoir dans la cavité,
 du courant faisceau Ib0 (Ib = 2Ib0) et de la phase synchrone φs,
 mais aussi de ψ et des couplage Qi et QL, et donc du désaccord en fréquence de la
cavité, car on le rappel ∆fcav =
f
2QL
tan(ψ).
Réglage optimal en fréquence
Pour une tension accélératrice et un courant faisceau donné, la puissance délivrée par le
générateur dépend du désaccord en fréquence de la cavité et donc de la valeur de ψ.
La transmission de la puissance Pg au faisceau sera optimale lorsque lorsqu'un minimum
de puissance sera réﬂéchie au niveau du port coupleur de la cavité, autrement dit lorsque
Pref est minimum. A l'aide de l'équation qui déﬁnit Pref en régime stationnaire (cf. système
5.30), on peut déterminer la phase ψopt qui minimise cette puissance réﬂéchie.
La condition sur le désaccord optimal d'une cavité supraconductrice s'écrit alors :
tan(ψopt) = −2Ib0(r/Q)QL
Vcav
sin (φs) = 2QL
∆fopt
f
(5.31)
Ainsi avec cette condition on minimise la puissance réﬂéchie, mais on ne l'annule pas
forcément. Pour cela il faut une seconde condition.
Point de fonctionnement optimal
Pour une tension accélératrice et un courant faisceau donné, la puissance délivrée par le
générateur dépend de la valeur ψ et donc du désaccord en fréquence de la cavité. Le point
de fonctionnement optimal sera celui pour lequel Pg = Pcav + Pb (Pt est négligeable), c'est à
dire lorsque la puissance réﬂéchie sera nulle. Ce point de fonctionnement n'est pas forcément
déﬁni pour une valeur nulle de ψ comme on vient de le voir.
Il existe donc un désaccord optimal en fréquence de la cavité. Ce désaccord en fréquence
dépend de la phase ψ et du couplage en charge QL. La valeur de QL dépend essentiellement
du couplage incident Qi, car Q0 est un paramètre intrinsèque à la cavité et l'inﬂuence de Qt
est négligeable.
Autrement dit, il existe une valeur de ψ et une valeur de Qi pour lesquelles le fonction-
nement de la cavité est optimum en régime stationnaire.
Aﬁn de déterminer le couple
{
ψopt, Qiopt
}
, reprenons l'équation 5.24 pour une tension du
signal réﬂéchi nulle.
V˜ref = 0 ⇒ V˜cav = V˜inc (5.32)
Et en utilisant l'expression 5.29 l'équation à résoudre devient :
V˜cav = (r/Q)Qi I˜g = (r/Q)Qi
[
V˜cav
2QL(r/Q)
(1− j tan(ψ))− I˜b
2
]
(5.33)
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Aﬁn de faire apparaitre les amplitudes réelles et les phases, on peut écrire cette équation
dans le système I/Q :

Vcav cos(φs) = (r/Q)Qiopt
[
Vcav
2QLopt(r/Q)
( cos(φs) + sin(φs) tan(ψopt) ) +
1
2
Ib
]
Vcav sin(φs) = (r/Q)Qiopt
[
Vcav
2QLopt(r/Q)
( sin(φs)− cos(φs) tan(ψopt) )
] (5.34)
On en déduit alors les conditions optimales de fonctionnement en régime stationnaire
(valable uniquement pour φs 6= pi2 + kpi) 10 :

tan(ψopt) = tan(φs)
(
1− 2QLopt
Qiopt
)
= −2Ib0(r/Q)QLopt
Vcav
sin (φs)
Qiopt =
Vcav
Vcav
(
1
Q0
+
1
Qt
)
+ 2Ib0(r/Q) cos(φs)
(5.35)
Dans l'approximationQi ≈ QL, presque toujours valable pour une cavité supraconductrice
fortement couplée (en  couplage machine ), ces deux conditions se simpliﬁent et on peut
considérer que le point de fonctionnement optimal est tel que :

ψopt ≈ −φs
Qiopt ≈ QLopt ≈
Vcav
2Ib0(r/Q) cos(φs)
∆fopt ≈ tan(ψopt) f0
2QLopt
Pgopt ≈ Pb = Vcav Ib0 cos(φs)
(5.36)
Pour illustrer l'importance des conditions de fonctionnement optimales, on regarde l'ap-
plication numérique suivante :
une cavité βg = 0,47 du linac fonctionne à un champ accélérateur nominal de 8,5 MV/m
(et Lacc = 0,5 m), avec une phase synchrone de −25o. Le courant faisceau est de Ib0 = 4 mA
avec (r/Q) =79,5 Ω. Par application numérique des formules données en 5.36, on peut alors en
10. En  mode groupeur , lorsque φs = −pi2 , les conditions optimales s'écrivent : tan(ψopt) =
IbQLopt (r/Q)
Vcav
pour la phase de la cavité ; et Qiopt = 2QLopt , soit la condition de couplage critique.
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déduire les valeurs de ces grandeurs pour un fonctionnement optimal en régime stationnaire.

ψopt ≈ 25o
Qiopt ≈ QLopt ≈ 7, 4.106
∆fopt ≈ 22 Hz
Pgopt ≈ Pb ≈ 15, 4 kW
(5.37)
Figure 5.11  Evolution de la puissance du générateur, Pg, de la puissance réﬂéchie, Pref ,
et de la puissance fournie au faisceau, Pb, en fonction du champ accélérateur dans la cavité,
pour des réglages ﬁxes du système d'accord. Initialement, le système d'accord est en position
pour un fonctionnement optimal à 8,5 MV/m. Mais si l'on souhaite augmenter le champ dans
la cavité, on se rend compte qu'il faut modiﬁer sa position aﬁn de compenser les eﬀets des
forces de Lorentz pour atteindre le nouveau réglage optimal.
Aﬁn de garantir le désaccord en fréquence optimal, ∆fcav = ∆fopt il faut que le système
d'accord compense les diﬀérentes perturbations et en particulier l'eﬀet des forces de Lorentz
(ici on ne tient pas compte de ∆fmic et ∆fHe). Ainsi, la contribution du système d'accord
doit être telle que :
∆fSAFopt = −∆fopt −∆fL(8,5 MV/m) (5.38)
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Sur la Figure 5.11, on a tracé l'évolution des puissances Pg, Pref et Pb (Pt et Pcav sont
négligeables) en fonction du champ accélérateur dans une cavité  bêta 0,47 . On considère
que le système d'accord a été réglé ﬁxe pour parfaitement compenser les eﬀorts de Lorentz
(kL = 7,5 Hz/(MV/m)2) au point de fonctionnement voulu : ∆fSAFopt(8,5 MV/m) ≈ 520 Hz .
On constate clairement que le fonctionnement est bien optimal à 8,5 MV/m, car la puis-
sance réﬂéchie est nulle, par contre, autour de ce point, le générateur doit fournir plus de
puissance que nécessaire pour accélérer le faisceau. Ainsi, si l'on souhaite augmenter le champ
accélérateur à 10 MV/m pour fournir un peu plus de puissance au faisceau, on se rend compte
que le générateur doit fournir plus de 110 kW, et l'essentiel de cette puissance est réﬂéchie
au niveau du port coupleur. En revanche, si on est capable de déplacer le système d'accord
pour ré-optimiser la fréquence de la cavité à Eacc = 10 MV/m, on constate que le rendement
RF est de nouveau amélioré (∆fSAFopt(10 MV/m)≈ 728 Hz).
On comprend alors ici toute l'importance d'avoir un système d'accord qui puisse être
contrôlé dynamiquement aﬁn d'aider la boucle de régulation LLRF qui permet de stabiliser
un champ accélérateur constant dans la cavité, comme nous allons le discuter à présent.
5.2.3 Fonction de transfert de la cavité
A présent, on utilise la théorie des systèmes asservis pour investiguer sur la stabilité et
les performances du système RF complet (cavité + boucles de régulation). Dans ce but les
éléments de la boucle de régulation sont divisés sous forme de blocs (exemple cf. Figure 5.14).
L'inﬂuence de chacun des blocs est décrite par une fonction de transfert qui donne la relation
entre le signal d'entrée et sa réponse de sortie.
Ainsi, dans cette représentation, la relation entre le vecteur de consigne, à l'entrée de la
cavité, et le vecteur de sortie, qui caractérise la réponse de la cavité, est donnée par une
matrice complexe dans le domaine fréquentiel. Aﬁn d'obtenir les coeﬃcients de la matrice
de transfert d'une cavité, le système d'équations diﬀérentielles 5.17 est transposé dans le do-
maine fréquentiel de Laplace.
Les transformées de Laplace, des parties réelle et imaginaire, des tensions et courants
dans la cavité sont notées :
Temporel Fre´quentiel
VI/Q(t)
L−→ VI/Q(p)
II/Q(t)
L−→ II/Q(p)
où p est la variable complexe de Laplace (p ≡ jω).
En appliquant les règles classiques de transformation de Laplace et en considérant les
condition initiales comme nulles (VcI(t = 0+) = VcQ(t = 0+) = 0), le système 5.17 s'écrit
alors :
245
Chapitre 5 : Modélisation et étude de la tolérance aux pannes d'une cavité supraconductrice

p VcI(p) = ω0(r/Q)
2
II(p)− ω0
2QL
[VcI(p) + VcQ(p) tan(ψ)]
p VcQ(p) = ω0(r/Q)
2
IQ(p)− ω0
2QL
[VcQ(p)− VcI(p) tan(ψ)]
(5.39)
En manipulant les deux équations de ce système il est alors possible d'exprimer les tensions
en fonction des courants, et d'en déduire la matrice de transfertM :
Vcav(p) =
[
VcI
VcQ
]
=
ω0(r/Q)
2
M
[
II
IQ
]
=
ω0(r/Q)
2
[
H1 −H2
H2 H1
] [
2IgI + Ib
2IgQ
]
(5.40)
Où les fonctions de transfert H1 et H2 s'expriment comme :
H1(p) =
p+
ω0
2QL
p2 +
ω0
QL
p+
(
ω0
2QL
)2
(1 + tan2(ψ))
(5.41)
H2(p) =
ω0
2QL
tan(ψ)
p2 +
ω0
QL
p+
(
ω0
2QL
)2
(1 + tan2(ψ))
(5.42)
Lorsque ∆fcav est nul, on a ψ = 0 et par conséquent la fonction de transfert H2(p) est, elle
aussi, nulle. Le système 5.40 montre, que dans ce cas de ﬁgure, les parties réelle et imaginaire
du système sont complètement découplées : H1 qui est sur la diagonale de la matrice de
transfertM, caractérise le comportement des tensions VcI et VcQ de la cavité, en fonction de
leur consigne respective II et IQ.
La fonction de transfert H2, que l'on trouve sur les coeﬃcients non-diagonaux de M,
caractérise le couplage entre les parties réelle et imaginaire lorsque la cavité est désaccordée
par rapport à la fréquence du générateur RF. Donc, comme illustré par la Figure 5.12, la
partie imaginaire de la consigne en courant vient perturber la partie réelle de la réponse en
tension, et vice-versa.
En gardant les même valeurs numériques que précédemment, on a tracé, en Figure 5.13,
les diagrammes de Bode de ces deux fonctions de transfert. On constate que plus |∆fcav| est
grand (et donc plus |tan(ψ)| est grand), moins H1 inﬂue sur les valeurs de VcI et VcQ et donc
plus le couplage entre partie imaginaire et partie réelle est important.
Pour comprendre ceci, on peut calculer les gains statiques KS1 et KS2, des deux fonctions
de transfert H1 et H2, en utilisant le théorème de la valeur ﬁnale.
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Figure 5.12  Représentation en schéma bloc de la cavité et de l'interaction entre les com-
posantes réelles et imaginaires.
Figure 5.13  Digrammes de Bode des deux fonctions de transfert H1 et H2. Elles sont
représentées pour diﬀérents désaccord en fréquence, et en particulier pour ∆fcav = ∆fopt =
22 Hz. On peut aussi remarquer que plus ∆fcav est grand, plus l'inﬂuence de H1 diminue et
plus le couplage entre partie réelle et imaginaire est important.
.
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lim
t→+∞
f(t) = lim
p→0
pF (p)
On en déduit alors :  Ks1(ψ) =
1
ω0
2QL
(1+tan2(ψ))
Ks2(ψ) =
tan(ψ)
ω0
2QL
(1+tan2(ψ))
(5.43)
On voit donc apparaître très clairement que, plus le désaccord en fréquence sera grand
plus KS2 sera grand devant KS1. Les gains statiques permettent aussi de connaitre les valeurs
de VcI et VcQ en régime établi, en fonction des consignes en courant.{
V finalcI (ψ) = Ks1(ψ) (IgI + Ib)−Ks2(ψ)IgQ
V finalcQ (ψ) = Ks1(ψ)IgQ +Ks2(ψ)IgI
(5.44)
Enﬁn, il faut remarquer que ces valeurs ﬁnales dépendent de l'évolution de ψ (et donc
de ∆fcav) dans le transitoire. Reprenons l'exemple de la Figure 5.11, où le système d'accord
impose une contrainte ﬁxe. Lorsqu'on commence à augmenter Pg les forces de Lorentz vont
augmenter dans la cavité. La fréquence du signal générateur est ﬁxe, les forces de Lorentz
induisent donc un désaccord en fréquence et on se retrouve très vite coincé par la  bosse  qui
empêche d'atteindre le point de fonctionnement souhaité ( on aura alors V finalcI 6= V consignecI
et V finalcQ 6= V consignecQ ). Il est donc nécessaire d'actionner le système d'accord, et ceci tout
en assurant la régulation du signal RF dans la cavité si l'on souhaite atteindre le point de
fonctionnement optimal souhaité.
5.2.4 Modélisation de la boucle de régulation RF
Dans le but d'analyser la stabilité de la boucle LLRF, un modèle a été élaboré. Dans notre
approche, l'eﬀet de chacun des éléments de cette boucle est représenté par une fonction de
transfert dans le domaine continu de Laplace. Chacune de ces fonctions caractérise un bloc
du schéma de la Figure 5.14.
Figure 5.14  Schéma bloc de la boucle de régulation RF simpliﬁée.
Le schéma bloc adopté présente une vision simpliﬁée du système numérique. En eﬀet,
dans ce système le signal est échantillonné à une période Ts. Cette numérisation du signal est
réalisée en entrée de la carte électronique par un CAN (cf. Figure 5.9 ). En sortie, un CNA
assure la transition entre l'état discret et l'état continu, en fournissant un signal constant
pendant la période d'échantillonnage. Ce comportement est modélisable par un Bloqueur
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d'Ordre Zéro (BOZ) (ou  Zero Order Hold (ZOH) ). C'est un élément de maintien, qui
garde constant la valeur de l'échantillon x(n.Ts) sur tout l'intervalle de temps Ts. Sa réponse
dans le temps est illustrée en Figure 5.15, où sont tracés le signal échantillonné à l'entrée du
BOZ et le signal  pseudo-continu  en sortie.
Figure 5.15  Signaux à l'entrée (à gauche) et à la sortie (à droite) d'un BOZ.
Le système de régulation est un système discret, mais le modulateur I/Q, l'ampliﬁcateur
RF et la cavité sont des éléments continus. Leurs fonctions de transfert sont exprimées dans
le domaine de Laplace. Aﬁn de simpliﬁer l'étude, on a fait le choix de modéliser l'ensemble
des éléments de la boucle dans ce domaine continu.
Pour être plus rigoureux (comme dans [133]), il aurait fallu modéliser la digitalisation du
signal, en sortie de la cavité par un échantillonneur bloqueur et considérer que le correcteur
PI et le retard se comportent comme des systèmes discrets ( transformée en Z ). Ici, la
latence apportée par le traitement numérique dans la boucle est simplement modélisée par
la fonction ZOH.
Le choix de garder un traitement continu des diﬀérents blocs se justiﬁe aussi par la valeur
de la fréquence d'échantillonnage du système numérique. Ce système numérique, dont un pro-
totype a été développé au sein d'un partenariat entre le LPNHE 11 et l'IPNO, échantillonne le
signal à 80 MHz 12 [137]. Ce signal échantillonné est ensuite moyenné et ﬁltré numériquement
à 1 MHz. Pour la suite de l'étude, on considérera donc que Ts = 1 µs.
Mais avant d'aller plus loin dans l'analyse, il nous faut détailler les fonctions de transfert
qui régissent les comportements de chacun des sous-systèmes de la boucle aﬁn d'étudier le
réglage des correcteurs.
Fonction de transfert des sous-systèmes
Aﬁn de déterminer les valeurs des coeﬃcients proportionnels et intégraux des correcteurs
il nous faut étudier la stabilité du système et de sa fonction de transfert en boucle ouverte
(FTBO). Pour établir cette FTBO, chacune des fonctions de transfert des sous-systèmes est
11. Laboratoire de Physique Nucléaire et de Hautes Energies
12. Dans ce système numérique, l'échantillonage à 4 points est eﬀectué deux fois, de façon intercalé, sur
une période ; soit une fréquence d'échantillonnage totale de 2× 40 MHz = 80 MHz.
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établie dans le domaine continu de Laplace. Dans ce paragraphe, elles sont donc listées en
suivant leur ordre d'apparition dans le schéma Bloc de la Figure 5.14.
¬ Correcteur PI
La correction d'erreurs sur la boucle est eﬀectuée par un contrôleur PI qui associe la
contribution d'un gain proportionnel (P) à un eﬀet d'intégration (I). La fonction de
transfert d'un tel correcteur s'écrit :
C(p) = Kg +Ki
1
p
= Kg
1 + τip
τip
avec τi =
Kg
Ki
(5.45)
Le correcteur proportionnel Kg permet de minimiser l'erreur statique du système tout
en augmentant sa rapidité. Le système est rendu plus nerveux, ce qui peut engendrer
le dépassement de la consigne avant d'atteindre le régime établi (oscillations amorties).
Si Kg est trop important le système peut devenir instable.
La contribution intégrale quantiﬁée par Ki permet d'annuler l'erreur statique, elle agit
sur les fréquences inférieures à fi = piτi . Au dessus de cette fréquence, l'intégrale n'agit
plus sur le gain, et que très peu sur la phase du système.
­ Retard
Le bloc retard modélise, ici, le retard dû au traitement du signal dans le système
numérique mais aussi le retard dû au trajet de l'information dans les câbles, les guides
d'ondes et les diﬀérents éléments passifs et actifs du système. Dans le domaine de
Laplace, la fonction de transfert associée à un retard pur, Td, s'écrit :
HRet(p) = e
−Td.p (5.46)
® Bloqueur d'Ordre Zéro
Le BOZ caractérise le fait que le signal issu de la cavité est numérisé, à une période Ts,
et que sa reconstruction en sortie de la carte numérique n'est pas un signal parfaitement
continu (cf. Figure 5.15). Sa fonction de transfert s'écrit comme :
HBOZ(p) =
1− e−Ts.p
p
(5.47)
¯ Modulateur I/Q
Le modulateur vectoriel (I/Q) permet de reconstruire le signal RF de consigne en am-
plitude et en phase par modulation des consignes VcI et VcQ avec un signal de référence.
Dans notre modélisation il est assimilable à un ﬁltre passe-bas du premier ordre, avec
une fréquence de coupure 2pifvec = ωvec :
Hvec(p) =
ωvec
p+ ωvec
(5.48)
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Figure 5.16  Evolution du gain de L'IOT Thales 793-1 en fonction de la puissance demandée
en sortie et approximation par un polynôme d'ordre 4.
° Ampliﬁcateur RF
Le type d'ampliﬁcateur RF, utilisé pour les cavités  bêta 0,47 , n'est pas encore déﬁni.
On base ici le modèle de ce sous-système sur le comportement de L'IOT (Inductive
Output Tube) Thales 793-1 installé à l'IPNO. L'IOT est un ampliﬁcateur RF forte
puissance, réglé pour fonctionner à la pulsation de travail ω0 = 2pi 704,4 MHz. Sa
demi-bande passante a été mesurée, et elle est de l'ordre 4 MHz.
Un ampliﬁcateur RF peut donc être modélisé comme un gain KAmp multiplié par un
ﬁltre passe-bas de pulsation de coupure ωAmp = 2pi 4 MHz. Le gain de L'IOT Thales 793-
1, qui sera utilisé pour le test forte puissance, a été mesuré (cf. Partie 4.1.5 ). Sa valeur
dépend de la puissance voulue en sortie de L'IOT. Comme illustré par la Figure 5.16
l'évolution du gain en fonction de la puissance délivrée est assimilable à une fonction
polynomiale.
Pour le modèle développé il a été choisi de calquer le comportement du gain KAmp
sur celui de l'IOT. Dans le programme Simulink®, ce comportement a donc été implé-
menté : à chaque pas de temps de la simulation, la puissance de sortie (Pg) est injectée
dans un bloc qui recalcule le nouveau gain de l'ampliﬁcateur donné par l'approximation
polynomiale.
Finalement, la fonction de transfert de l'ampliﬁcateur RF s'écrit comme :
HAmp(p) = KAmp(Pg)
ωAmp
p+ ωAmp
(5.49)
± Cavité
Enﬁn, comme évoqué dans la Partie 5.2.3 la matrice de transfert de la cavité s'écrit
comme :
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Hcav(p) =
ω0(r/Q)
2
[
H1(p) −H2(p)
H2(p) H1(p)
]
(5.50)
Le paramètre ψ, qui intervient dans certains coeﬃcients des fonctions de transfert H1
et H2 (cf. équations 5.41 et 5.42), est calculé en fonction de ∆fcav dont les variations
dépendent des perturbations mécaniques sur la cavité. A l'aide de l'équation 5.21, ces
perturbations sur la fréquence de résonance de la cavité sont calculées à chaque pas de
temps au cours de la simulation.
Etude du réglage des correcteurs sur les boucles I et Q
Après avoir déterminé les diﬀérents sous-systèmes de la boucle, on peut en déduire sa
fonction de transfert en boucle ouverte (sans correction), dans le cas où ψ = 0 :
FTBO(P ) = HRet(p).HBOZ(p).Hvec(p).HAmp(p).
ω0(r/Q)
2
H1(p) (5.51)
Figure 5.17  Fonction de transfert en boucle ouverte avec et sans l'eﬀet du BOZ.
Pour une étude préliminaire sur la valeur du correcteur proportionnel et intégral, la FTBO
est calculée dans un cas simple où on considère le gain de l'ampliﬁcateur KAmp comme ﬁxe.
Comme on considère ψ = 0 les grandeurs réelles et imaginaires (I et Q) sont découplées dans
la cavité. Les correcteurs PI seront donc les mêmes pour les boucles I et Q. Ensuite, par le
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biais de simulations on aﬃnera les réglages dans un cas particulier avec faisceau.
Dans ce cas particulier les fonctions de transfert H1(p) et H2(p) se simpliﬁent comme :
H1(p) =
1
p+
ω0
2QL
et H2(p) = 0 (5.52)
Le couplage en charge QL dépend essentiellement du couplage incident Qi. On a choisi
Qi = 7, 5.10
6, il est le même pour toutes les cavités de la section  bêta 0,47  de l'accéléra-
teur de MYRRHA. Ce choix est justiﬁé dans l'Annexe D.
Le Diagramme de Bode de la FTBO est tracé en Figure 5.17. Elle est représentée avec et
sans l'eﬀet d'échantillonnage du Bloqueur d'Ordre Zéro. Le taux d'échantillonnage Ts étant
très faible, les eﬀets dus au BOZ n'interviennent que pour des fréquences hautes, où le gain
est déjà très faible. Hormis un décalage lorsque la phase est au delà de −180o, la contribution
du BOZ est négligeable et on ne le considère pas pour l'étude du correcteur.
Comme déjà énoncé auparavant, le correcteur PI permet d'améliorer le précision du sys-
tème en boucle fermée ainsi que sa rapidité. Mais il peut aussi rendre le système instable, les
choix des coeﬃcients Kg et Ki ne peuvent donc se faire sans respecter certaines règles.
Les valeurs des coeﬃcients de correction peuvent alors être ﬁxées en étudiant la FTBO
dans le diagramme de Bode et en respectant le critère du revers, pour assurer la stabilité du
système corrigé :
Critère du revers, dans le plan de Bode :
Un système bouclé, stable en boucle ouverte, est stable si pour la pulsation correspondant
à un déphasage de la FTBO de −180o, la courbe de gain de la FTBO passe en dessous du
niveau de 0 dB.
Le point critique de stabilité (−180o, 0 dB), pour la FTBO du système, est représenté
sur la Figure 5.18. Un système fonctionnant trop près de ce point critique risque de devenir
instable du fait de la présence de perturbations aléatoires (bruits, microphonies et forces de
Lorentz, mauvais réglage, etc).
On déﬁnit alors une  réserve de stabilité  qui permet de maintenir le système à une cer-
taine distance de ce point critique. Les critères qui quantiﬁent cette reserve sont : la marge
de gain et la marge de phase.
La marge de gain, exprimée en décibels, est la distance entre le lieu de transfert de la
FTBO et le point critique mesurée parallèlement à l'axe du gain. Elle se déﬁnit lorsque la
phase de la FTBO est égale à −180o.
La marge de phase, exprimée en degrés, est la distance entre le lieu de transfert de la
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FTBO et le point critique mesurée parallèlement à l'axe de la phase. Elle se déﬁnit lorsque
le gain de la FTBO est égal à 0 dB.
Pour la FTBO non corrigée, ces marges sont largement assez grandes pour garantir la
stabilité du système : Mg = 50 dB et Mϕ = 180o (cf. Figure 5.18). Le système est donc
stable, mais s'il subit une perturbation, par exemple l'injection du faisceau, il risque de ne
pas atteindre le bon point de fonctionnement (erreurs statiques) et de ne pas réagir assez
rapidement. Il est donc nécessaire de le corriger.
Pour cela, le gain de correction Kg permet d'améliorer la rapidité et la précision du
système. L'ajout d'un gain à la FTBO, a tendance à  remonter  la courbe de gain sans
modiﬁer la courbe de phase : les marges de fonctionnement vont donc diminuer. En pratique,
pour garantir la stabilité, on choisit ces marges telles que Mg ≈ 10 dB et Mϕ ≈ 50o.
Dans notre cas, on a choisi Kg = 100, la courbe gain est donc décalée de 40 dB vers le
haut et elle coupe l'axe 0 dB à la pulsation ωc0. La marge de gain est alors de l'ordre de
10 dB et la marge de phase d'environ 60o.
L'action intégrale, qui a pour rôle d'annuler l'erreur statique, doit être placée sans trop
perturber les marges de stabilité. Comme illustré sur la Figure 5.18, l'intégrale joue notam-
ment sur la phase du système où elle induit un déphasage supplémentaire de −90o pour
toutes les fréquences inférieures à fi = 2pi/τi . En général, on choisit le paramètre τi tel que
1
τi
= ωc0
10
, car, ainsi placée, l'action intégrale modiﬁe la marge de phase de seulement 5, 7o.
Finalement les marges de fonctionnement du système corrigé sontMg ≈ 13 dB etMϕ ≈ 55o.
Et, les valeurs des coeﬃcients de correction sont :
Kg = 100 et Ki = 2, 95.10
5 car
1
τi
=
1
2950
(5.53)
Une fois les valeurs préliminaires des correcteurs établies, l'ensemble de la boucle a été
modélisée à l'aide du logiciel Matlab Simulink® qui a permis de programmer, sous forme
graphique, la boucle RF complète et d'en étudier sa dynamique. L'allure du modèle ainsi
établi est présentée en Figure 5.27.
Dans ce modèle on a donc mis en place un bloc qui simule le comportement des correc-
teurs PI sur les boucles I et Q. Un second bloc permet de simuler le temps de retard de la
boucle, la latence (BOZ) ainsi que le bruit présent dans le système de régulation digital. Le
comportement du modulateur I/Q est lui aussi inclus ainsi que la fonction de transfert de
l'ampliﬁcateur RF.
Ici, l'ampliﬁcateur peut fournir une puissance maximale de 30 kW, le choix de cette
spéciﬁcation est discuté en Annexe D. Aﬁn d'introduire un eﬀet non linéaire sur la variation
de son gain, on fait l'hypothèse que cet ampliﬁcateur a un comportement similaire à celui de
L'IOT Thales 793-1 (cf. Figure 5.16).
Enﬁn, le bloc qui modélise le comportement dynamique de la cavité permet d'obtenir
l'évolution dans le temps du champ accélérateur et de la phase synchrone (ou de VcI et VcQ).
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Figure 5.18  Diagrammes de Bode de la FTBO (bleu), du correcteur PI (vert), et de la
FTBO corrigée (rouge). On a fait apparaitre les marges de gain et de phase (Mg ≈ 13 dB
et Mϕ ≈ 55o), de la FTBO après correction, nécessaire pour garantir une bonne stabilité du
système.
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L'ensemble des paramètres utilisés pour la simulation sont regroupés dans le Tableau 5.1 (à
la ﬁn de cette Partie 5.2 ).
Dans cette première simulation, l'objectif est d'aﬃner le réglage des correcteurs PI pour
répondre aux besoins en précisions sur le champ et la phase synchrone.
Aﬁn d'assurer un fonctionnement stable de l'ADS MYRRHA et de minimiser les pertes
faisceau dans la ligne d'injection du coeur, il est nécessaire de maintenir l'énergie des protons,
en sortie de l'accélérateur, à 600 MeV et ceci avec une précision de ±1 MeV. Ceci a un impact
direct sur la précision du champ accélérateur et de la phase synchrone qu'il faut assurer dans
chaque cavité du linac. Ces critères de précision, ﬁxés par la dynamique faisceau, sont les
suivants [112] :
Besoins en précision
∆Eacc
Eacc
=
∆Vcav
Vcav
= ±0, 5% et ∆φs = ±0, 5o
Aﬁn d'aﬃner le réglage des correcteurs précédemment établi, on s'est placé dans le cas
particulier d'une cavité, de la section βg =0,47, en fonctionnement nominal. Cette cavité,
doit fournir un champ accélérateur de Eacc = 7 MV/m pour accélérer des particules ayant
une vitesse réduite β = 0, 434. Le (r/Q) de cette cavité est alors égal à 52,4 Ω et la phase
synchrone doit être maintenue à une valeur de -24,6o.
Figure 5.19  Champ accélérateur et phase dans la cavité lors de l'injection du faisceau. En
modiﬁant les correcteurs de la boucle I il est possible de réduire le dépassement et d'améliorer
la rapidité du système.
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On se place dans le cas où aucune boucle de régulation n'est mise en place sur le système
d'accord. On considère donc qu'il a été réglé  manuellement  au fur et à mesure que l'on
augmentait, par pallier, le champ accélérateur dans la cavité. Dans le cas de la Figure 5.19,
le champ accélérateur dans la cavité est alors de 7 MV/m et le désaccord en fréquence est
ﬁxe et optimal, tel que ψ = −φs.
Figure 5.20  Tensions VcI et VcQ dans la cavité lors de l'injection du faisceau. En modiﬁant
les correcteurs de la Boucle I il est possible de réduire le dépassement et d'améliorer la rapidité
du système. Les eﬀets sur VcQ sont minimes.
Lorsque le faisceau pénètre dans la cavité au temps t = 35 ms, il induit un eﬀet dit de
 Beam loading  : l'amplitude du gradient accélérateur chute brutalement, le temps que le
système de régulation augmente la puissance du générateur. Alors que cet eﬀet transitoire
sur la phase synchrone est négligeable (|∆φs| < 0, 5o ), on observe que le dépassement sur la
valeur du gradient accélérateur est plus marqué : pendant environ 300 µs, on a
∣∣∣∆EaccEacc ∣∣∣ > 0, 5%.
Aﬁn de diminuer ce dépassement, on s'est interrogé sur la façon dont il faut modiﬁer la
valeur des correcteurs proportionnels et intégraux agissant sur les tensions VcI et VcQ. On a
alors exprimé l'erreur relative de ces grandeurs en fonction des besoins sur Vcav et φs. Pour
Vcav = Eacc.Lacc = 3,5 MV et φs = -24,6o, on obtient :
∣∣∣∣∆VcIVcI
∣∣∣∣ = ∣∣∣∣∆VcavVcav
∣∣∣∣+ |tan(φs)∆φs| = 1%∣∣∣∣∆VcQVcQ
∣∣∣∣ = ∣∣∣∣∆VcavVcav
∣∣∣∣+ ∣∣∣∣ ∆φstan(φs)
∣∣∣∣ = 2, 4% (5.54)
On se rend compte que, dans notre cas, le critère de précision est plus fort sur la boucle
de la partie réelle (I), que sur la boucle qui traite la partie imaginaire (Q) du signal. De
plus le dépassement est plus marqué sur la réponse de VcI que sur VcQ, comme l'illustre la
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Figure 5.20. Par conséquent, on a choisi de modiﬁer les valeurs des coeﬃcients du correcteur
PI agissant sur VcI : KgI = 130 et KiI = 3.106. Alors que, pour le correcteur agissant sur
VcQ, on a légèrement ajusté la correction proportionnelle : KgI = 110 et KiI = 2, 95.105.
Sur les Figures 5.19 et 5.20, on constate alors qu'il est, en théorie, possible d'améliorer la
rapidité du système et de limiter le dépassement.
5.2.5 Modélisation de la boucle de régulation du système d'accord
De l'importance du système d'accord
Jusqu'à présent on a considéré le système d'accord comme ﬁxe, il a été réglé pour garantir
un fonctionnement optimal de la cavité à 7 MV/m avec φs = −24, 6o. Mais que se passe-t-il
lorsqu'on souhaite augmenter  rapidement  le gradient accélérateur dans la cavité ?
En guise d'exemple, on se place dans le cas où l'on souhaite augmenter rapidement le
gradient accélérateur de 1 MV/m dans la cavité, tout en maintenant sa phase à la même
valeur.
Figure 5.21  Montée en champ dans la cavité sans compensation du SAF. L'ampliﬁcateur
RF arrive à saturation, il n'est plus possible de réguler avec la boucle LLRF.
La procédure, décrite par les résultats de le Figure 5.21 se déroule sans faisceau. Une
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rampe de consigne de 10 ms sur la tension de la cavité induit la montée du gradient accé-
lérateur. L'accroissement du champ Eacc entraine une augmentation des forces de Lorentz
dans la cavité, ce qui change sa fréquence de résonance. La cavité elliptique au centre de
notre étude est très sensible aux forces de Lorentz (kL = 7,5 Hz/(MV/m)2) et si le système
d'accord n'agit pas de façon dynamique pour compenser cet eﬀet ∆fcav sera trop important,
ce qui provoquera une surconsommation de puissance. Ces réserves de puissance sont limitées
à 30 kW par source RF (capacité maximum). Sur la Figure 5.21, on constate que le généra-
teur arrive rapidement à saturation, la boucle LLRF ne peut plus compenser l'erreur sur la
consigne en phase, le système devient rapidement instable.
Sur cette ﬁgure on voit aussi l'inﬂuence des microphonies sur la consommation en puis-
sance du générateur. Ici, on a simulé deux perturbations microphoniques importantes inter-
venant à des fréquences de 70 Hz et 120 Hz (cf. Tableau 5.1). On voit notamment apparaitre
ces perturbations oscillatoires, sur Pg avant la montée en champ (0 < t < 30 ms), car le
système LLRF cherche à compenser ces eﬀets parasites.
Si l'on souhaite avoir un fonctionnement ﬁable de la cavité accélératrice, il est nécessaire
de pouvoir agir dynamiquement sur le système d'accord de la cavité, et ceci avec précision.
Une solution, que l'on propose, est de mettre en place une seconde boucle de régulation qui
agit sur les actionneurs piézoélectriques du système d'accord. Cette solution a pour but de
compenser les eﬀets transitoires dues aux forces de Lorentz, lors d'un changement de consigne
sur Vacc, et dans un second temps de réduire les répercussions néfastes des microphonies.
Fonction de transfert des sous-systèmes
Tout comme pour la boucle LLRF, un modèle de boucle rétroactive agissant sur les
actionneurs piézoélectriques a été mis en place. Cette solution basée sur les résultats obtenus
dans [121], propose de corriger l'erreur sur la boucle par un actionneur PI, et en parallèle de
ce correcteur, un système de ﬁltrage agit pour minimiser l'inﬂuence des microphonies.
Figure 5.22  Schéma bloc de la boucle de régulation RF simpliﬁée.
Dans notre approche les eﬀets des diﬀérents éléments de la boucle sont représentés par
des fonctions de transfert dans le domaine continu de Laplace. On négligera l'inﬂuence du
traitement numérique du signal, car les temps de réponses attendus (de l'ordre de plusieurs
ms) sont de plusieurs ordres de grandeurs supérieurs au temps d'échantillonnage (1 µs) du
système numérique que l'on envisage d'utiliser.
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Ainsi, chacune de ces fonctions de transfert caractérise un bloc du schéma présenté en
Figure 5.22 :
¬ Retard
Tout comme pour la boucle LLRF, on associe un retard lié au traitement et au trajet de
l'information dans l'ensemble du système. On le prendra identique à Td et la fonction
de transfert associée s'écrit :
HRet(p) = e
−Td.p (5.55)
­ Ampliﬁcateur de tension et Système d'Accord à Froid
Les actionneurs piézoélectriques fonctionnent pour une tension d'alimentation comprise
entre 0 et 200V, il sont donc alimentés par un ampliﬁcateur spéciﬁque de gain Ka. La
fonction de transfert du système d'accord mécanique sur la cavité a été mesurée à
température ambiante et modélisée dans le Chapitre 4. On note ce modèle HSA(p), qui
est en fait une somme de fonctions de transfert du second ordre caractérisant l'excitation
par le système d'accord des modes mécaniques.
Figure 5.23  Diagramme de Bode de la fonction de transfert Ha(p).HSAF (p) implémentée
dans le programme de simulation du comportement d'une cavité supraconductrice.
Pour l'instant, de telles mesures n'ont pu être reproduites dans les conditions expéri-
mentales  à froid  : c'est à dire lorsque le cavité est portée à 2K dans son cryomodule.
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Cependant, une bonne estimation est de considérer que dans ces conditions, le système
d'accord a une inﬂuence 10 fois moins importance qu'à  chaud . Cet eﬀet est donc
simulé par un gain, Kadapt = 0, 1. Et ﬁnalement, la fonction de transfert de l'ampli-
ﬁcateur et du système d'accord mécanique actionné par les éléments piézoélectriques
s'écrit :
Ha(p).HSAF (p) = Ka.Kadapt.HSA(p) (5.56)
Le diagramme de Bode en Figure 5.23, montre le modèle de la fonction de transfert de
cet ensemble introduit dans le logiciel MATLAB Simulink®.
® Mesure de ∆fcav
En présence du faisceau et lorsque φs 6= 0 (cf. Figure 5.10 cas d)) ψ et donc ∆fcav ne
peut être mesuré directement. Il est toutefois possible de calculer cette valeur à partir
des tensions I/Q mesurée par le système LLRF en utilisant la seconde équation du
système 5.17 qui se ré-écrit sous la forme 13 :
∆fcav =
1
2pi
[
V˙cQ
VcI
− ω0
Qi
VincQ
VcI
+
ω0
2QL
VcQ
VcI
]
(5.57)
Des systèmes eﬀectuant ce calcul grâce à un FPGA ont déjà été développés, et leur
fonctionnement a été prouvé [138] [139].
Dans notre modélisation, on calcule, à chaque pas de temps de la simulation, la valeur
de ∆fcav. On a alors  grossièrement  assimilé ce système de détection à un ﬁltre
passe-bas de fréquence de coupure fDp = 5 kHz = ωDp/2pi. Le système d'accord ayant
un temps de réponse de l'ordre de la milliseconde, on ﬁltre les variations trop rapides
sur la fréquence de la cavité. Finalement, sa fonction transfert à été simplement déﬁnie
comme :
HDp(p) =
ωDp
p+ ωDp
(5.58)
¯ Correcteur PI La fonction de transfert du correcteur PI s'exprime avec le gain
KgSAF sur l'action proportionnelle, et le gain sur l'action intégral KiSAF . Elle s'ex-
prime comme :
CSAF (p) = KgSAF +KiSAF
1
p
(5.59)
Pour régler ce correcteur on a adopté la même méthode que pour le réglage des cor-
recteurs de la boucle LLRF. On peut tout de même remarquer que dans notre modèle,
13. Une autre solution pour réguler le système d'accord serait de minimiser l'écart entre ϕg et φs. En
eﬀet, on montre qu'en régime stationnaire la condition sur le désaccord optimal est obtenue lorsque ϕg = φs.
L'avantage de cette méthode est que la régulation du SAF est assurée grâce à des valeurs de phases directement
fournies par le système numérique LLRF ; elle semble donc plus simple à mettre en ÷uvre. Toutefois, avec
cette méthode on perd l'information sur la mesure de ∆fcav, en particulier lorsqu'il y a seulement le faisceau
dans la cavité (cas d'une cavité non alimentée par sa source RF).
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la fonction de transfert Ha.HSAF voit sa phase passer en dessous de −180o pour une
fréquence très basse (∼ 20 Hz) et ceci lorsque le gain du système est supérieur à 0 dB.
Autrement dit, pour garantir la stabilité de la boucle d'asservissement, dans ce modèle,
le gain KgSAF est inférieur à 1.
° Système de Filtrage
Les perturbations microphoniques sont généralement dues à des vibrations mécaniques
du système environnant la cavité (pompes, ouvertures/fermetures de vannes, etc). Elles
interviennent donc à des fréquences de vibration données. Une solution pour les compen-
ser serait de fournir un gain aux fréquences auxquelles ces perturbations sont observées,
grâce à des ﬁltres passe-bande [121].
Figure 5.24  Vue schématique des correcteurs placés en cascade dans la boucle de régulation
du SAF.
Figure 5.25  Eﬀet des ﬁltres correcteurs sur l'erreur en phase.
Ceci suppose que l'on a, au préalable, identiﬁé les perturbations microphoniques sur
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le cryomodule et réglé les ﬁltres passe-bande pour corriger les erreurs intervenant à
ces fréquences parasites. Ce type de mesure n'a pas encore encore pu être eﬀectué
sur le cryomodule de l'IPNO. Pour notre modélisation, on a alors supposé que deux
perturbations interviennent sur des modes mécaniques de la cavité : à 70 Hz et 120
Hz. Deux ﬁltres correcteurs ont donc été placés à ces fréquences et un troisième ﬁltre
passe-bas, de fréquence de coupure fc = 2 Hz a aussi été mis en place pour limiter les
perturbations dues aux ﬂuctuations lentes du bain d'hélium (cf. Figure 5.24).
Durant les travaux de simulations eﬀectués on a aussi remarqué qu'il est intéressant de
placer un déphaseur réglable derrière chaque ﬁltre de correction. Ceci permet en eﬀet
d'ajuster le  moment  où, la correction apportée par chaque ﬁltre, vient s'ajouter au
signal traité par le correcteur PI. Plusieurs itérations ont été nécessaires pour régler ces
déphaseurs. Finalement, l'eﬀet de compensation des ﬁltres est illustré par la Figure 5.25.
Sur cette ﬁgure, on a tracé un exemple, de l'erreur sur la phase de la cavité perturbée
mécaniquement, et ceci, avec et sans la présence du système de ﬁltrage. On constate
que sur une période de deux secondes les ﬁltres permettent de réduire l'erreur moyenne,
sur la phase de la cavité, d'un facteur 5.
± Perturbations en fréquence
La transformée de Laplace est une application linéaire, donc d'après l'équation 5.20, on
peut exprimer le désaccord en fréquence comme :
−∆Fcav(p) = ∆FL(p) + ∆Fmic(p) + ∆FHe(p) + ∆FSAF (p) (5.60)
Dans cette expression, ∆FSAF (p) représente l'inﬂuence du système d'accord que l'on
vient d'évoquer.
Les eﬀets microphoniques ∆Fmic(p) et les perturbations dues au bain d'hélium ∆FHe(p),
sont des phénomènes diﬃcilement modélisables car peu prévisibles. Ils diﬀèrent selon
chaque type de cavité, et selon leur environnement. Les eﬀets du bain sont vus comme
des dérives relativement lentes et aléatoires dans le temps (de l'ordre de la seconde) ;
elles sont modélisées comme telles dans le programme Simulink®. Les perturbations
microphoniques sont modélisées comme des excitations sinusoïdales intervenant à des
fréquences mécaniques bien précises.
Enﬁn, la fonction de transfert qui permet d'exprimer le désaccord dû aux forces de
Lorentz ∆FL(p) en fonction du carré du champ accélérateur 14 E2acc(p) s'exprime, d'après
5.18, comme :
∆FL(p)
E2acc(p)
=
−kL
1 + τm p
(5.61)
14. Il faut noter que le coeﬃcient de Lorentz kL est donné pour le champ accélérateur déﬁnit au  bêta
géométrique . Dans les diﬀérentes simulations proposées les cavités accélèrent des particules dont la vitesse
réduite β diﬀère de βg. Chacune des cavités modélisée aura donc un (r/Q) qui correspondra à la vitesse
des particules qu'elle accélère. Cependant pour connaitre l'amplitude des forces de Lorentz dans la cavité, il
faudra ramener l'amplitude du champ accélérateur au bêta géométrique.
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Eﬀet du SAF sur la stabilité dynamique
Une fois l'ensemble de la boucle modélisée dans le programme, le cas précédemment étudié,
de l'accroissement rapide du champ accélérateur, dans la cavité a été re-simulé. L'allure de
la version ﬁnale du programme est donnée par la Figure 5.27 et l'ensemble des paramètres
pris en comptes pour ces simulations sont regroupés dans le Tableau 5.1.
Figure 5.26  Eﬀet du SAF sur la stabilité du champ électrique et de sa phase dans la
cavité.
La Figure 5.26 présente les résultats obtenus lorsque le système d'accord rapide (c'est à
dire les actionneurs piézoélectriques) sont régulés par la boucle rétroactive. Tout comme dans
le cas de la Figure 5.21, on décide, au temps t = 25 ms, de monter le champ accélérateur de 1
MV/m dans la cavité. Dans un premier temps, la boucle LLRF tente de compenser le désac-
cord dû à l'accroissement des forces de Lorentz en augmentant Pg. Cette fois, le générateur
n'arrive pas à saturation car le système d'accord agit en parallèle pour rétablir la fréquence
de résonance de la cavité. On constate alors que la puissance Pg baisse jusqu'à être minimisée
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autour de 5 kW lorsque le SAF a terminé son action. On ne remarque aucune instabilité sur
l'évolution du champ électrique dans la cavité et de sa phase, et on commence à percevoir
l'eﬀet du système correcteur de ﬁltrage sur les perturbations microphoniques (diminution de
l'amplitude des oscillations sur Pg).
TABLEAU 5.1  Paramètres de simulation.
Cavité
vitesse réduite, β 0, 433 Eacc(β = 0, 434) 7 MV/m
(r/Q)(β = 0, 434) 52, 4 Ω Lacc 0, 5 m
Qi 7, 5.10
6 Vcav 3, 5 MV
Q0 1.10
10 Courant faisceau, I0 4 mA
QL 7, 49.10
6 Phase synch. , φs −24, 6o
const. méca. , τm 1 ms coeﬀ. Lorentz, kL 7, 5 Hz/(MV/m)
2
Perturbations
fréq. microphonie 1, fmic1 70 Hz Ampl. microphonie 2, ∆fmic2 30 Hz
Ampl. microphonie 1, ∆fmic1 20 Hz Fréq. variations bain He 1 Hz
fréq. microphonie 2, f2 120 Hz Ampl. variations bain He, 10 Hz
Boucle LLRF
Correcteur proportionnel sur
VcI , KgI
140 Puissance RF max. 30 kW
Correcteur intégral sur VcI ,
KiI
3, 5.106 s−1 Fréq. coupure ampli. RF 4 MHz
Correcteur proportionnel sur
VcQ, KgQ
110 Variations de gain de l'ampli. supposées simi-
laires à IOT THALES 793-1
Correcteur intégral sur VcQ,
KiQ
3.105 s−1 Fréq. coupure Modulateur
I/Q
100 MHz
Retard Boucle, Td 6 µs Bruit système numérique,
∆V/V
0, 1%
Temps échantillonage, Ts 1 µs
Boucle SAF
Correcteur proportionnel
SAF, KgSAF
0, 5 Retard boucle, Td 6 µs
Correcteur intégral SAF,
KiSAF
50 s−1 fDp 5 kHz
Pour conclure cette partie, on a mis en place un modèle qui caractérise le comportement
dynamique d'une cavité accélératrice supraconductrice et de ses boucles d'asservissements,
RF et mécanique. Pendant la mise en place de ce modèle, on a notamment mis en évidence
l'importance du système d'accord dynamique pour un fonctionnement CW d'un accélérateur,
où les  réserves  en puissances dont on dispose sont limitées.
Aﬁn de se rapprocher au mieux d'un cas réel, les comportements des diﬀérents sous-
systèmes sont fondés, dans la mesure du possible, sur des résultats expérimentaux et en
particulier sur les données dont on dispose sur la cavité elliptiques prototype  bêta 0,47 . Il
est prévu qu'une trentaine de ces cavités constituera une section de l'accélérateur de MYR-
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RHA. Aﬁn d'étudier la faisabilité des procédures de réglages rapides pour la compensation
d'une panne dans cette section, le modèle élaboré a été utilisé pour simuler diﬀérents scénarii
dont on propose une analyse dans la partie suivante.
266
5.2 Modélisation d'une cavité supraconductrice et de ses systèmes de régulation
Figure 5.27  En haut : vue globale du programme réalisé avec MATLAB Simulink. En
bas : vue à l'intérieur du bloc  Cavity 700 MHz  du programme Simulink®.
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5.3 Etudes de scénarii pour la tolérance aux fautes de
l'accélérateur de MYRRHA
La ﬁabilité du linac supraconducteur repose en partie sur sa ﬂexibilité, c'est-à-dire sur la
capacité qu'auront les cavités à s'adapter à des modes de fonctionnement diﬀérents.
Du fait de son facteur de qualité très élevé, une cavité supraconductrice a une bande
passante très étroite. On vient de le discuter, ceci a pour conséquence de la rendre très sen-
sible aux perturbations mécaniques. Ainsi, si l'on souhaite augmenter rapidement le gradient
accélérateur, il faut disposer de réserves en puissance importantes et d'un système d'accord
mécanique précis et dynamique.
En se basant sur le modèle précédemment établi, on abordera, dans cette partie, la faisa-
bilité des procédures de re-réglage rapide des cavités de l'accélérateur. On s'intéressera plus
particulièrement au cas où une cavité perd son alimentation et où ses voisines doivent com-
penser son absence. On montrera notamment qu'une telle procédure de re-réglage pourrait
être accomplie en un temps d'arrêt faisceau inférieur aux 3 secondes imparties par les critères
de ﬁabilité de l'ADS MYRRHA.
On s'attardera aussi sur une procédure inverse, qui vise à remettre en service une ca-
vité préalablement mise en faute. Enﬁn, avant d'apporter une conclusion à ce chapitre 5,
on discutera le cas de l'expérience sur le  cryomodule 700 MHz  dont les conditions de
fonctionnement diﬀèrent partiellement de celles de l'accélérateur de MYRRHA (Puissance
disponible et couplage diﬀérents). Par la discussion de ce cas, on donnera les objectifs qu'il
faut se ﬁxer pour faire de notre dispositif expérimental un banc de test représentatif pour
l'étude de ﬁabilité et de la tolérance aux pannes.
5.3.1 1er scénario : Compensation d'une panne RF
Description du scénario
L'accélérateur sera considéré comme ﬁable si, pendant un cycle opératoire de trois mois,
il ne tolère pas plus de 10 arrêts faisceau supérieurs à 3 secondes. Pour atteindre un tel
objectif il est nécessaire d'une part d'identiﬁer les éléments sujets à des pannes fréquentes
et de prévoir des procédures de compensation de ces pannes pour maintenir le faisceau dans
l'accélérateur.
Bien que le choix du type de technologie n'ait pas encore été arrêté pour les ampliﬁcateurs
de puissance de l'accélérateur de MYRRHA, il est statistiquement établi que ces éléments
sont sensibles (cf. Partie 5.1 ). Sollicités en permanence pour alimenter en continu les cavités,
ils requièrent des systèmes de refroidissement et de nombreux éléments qui les composent
sont sujets à l'usure.
Dans ce 1er scénario, on s'est donc intéressé à la faisabilité d'une procédure de re-réglage
rapide d'une partie des cavités, de la section  bêta 0,47 , si l'une d'entre elles vient à perdre
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sont alimentation RF.
Les points de fonctionnements nominaux (champ accélérateur et phase synchrone), pour
chacune des trente cavités qui composent cette section accélératrice, sont résumés en Fi-
gure 5.28.
Figure 5.28  Champ accélérateur et phase synchrone pour les trente cavités de la section
 bêta 0,47  en fonctionnement nominal.
Dans cette section accélératrice on s'intéresse au cas particulier d'une panne de la source
RF qui alimente la cavité no 9. Immédiatement après la rupture de la source RF, le gradient
accélérateur chute dans cette cavité, les particules arrivent donc en retard dans la cavité
suivante et l'accélération se fait dans des conditions de moins en moins bonnes à mesure
que le champ accélérateur chute. Ceci provoque des pertes lorsque le faisceau commence à
sortir de l'acceptance longitudinale du linac. On estime que ces pertes faisceau deviennent
signiﬁcatives à partir d'une durée d'environ 200 µ s après la panne du générateur RF [131].
La mesure de ces pertes provoque l'arrêt du faisceau, via les systèmes de protection machine,
car le linac ne peut plus opérer dans ces conditions.
Une méthode pour compenser cette faute a été proposée dans [131], elle montre qu'en
modiﬁant l'amplitude du champ accélérateur et la phase synchrone des deux cavités en amont
de la cavité défaillante (les cavités no 7 et no 8) et des deux cavités en aval (les cavités no
10 et no 11), on peut conserver une optique correcte dans l'accélérateur. Comme l'illustre la
Figure 5.29, les résultats obtenus avec le code multiparticules TRACEWIN [130] montrent
que, par cette méthode de compensation locale, la stabilité et l'énergie du faisceau peuvent
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Figure 5.29  Résultats d'étude sur la dynamique du faisceau dans le linac, pour la com-
pensation d'une panne d'une cavité. (Source : Jean-Luc Biarrotte (IPNO).)
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être maintenues en sortie du linac, bien qu'une cavité ne soit plus active. Les propriétés des
cinq cavités concernées par ce scénario sont récapitulées dans le Tableau 5.2.
TABLEAU 5.2  Paramètres des cinq cavités concernées par la panne (Les valeurs de Eacc et
φs sont ﬁxées par des études de dynamique faisceau).
no
cavité
Fonctionnement Nominal Compensation d'une panne
Eacc (MV/m) φs (
o) βmoyen (r/Q) (Ω) Eacc (MV/m) φs (
o) βmoyen (r/Q) (Ω)
7 5, 90 −27, 2 0, 418 37, 8 7, 26 −26, 1 0, 419 38, 7
8 6, 26 −27, 2 0, 423 42, 4 7, 82 −28, 2 0, 425 44, 2
9 6, 62 −24, 6 0, 429 47, 9 0 −90 0, 428 46, 9
10 7, 0 −24, 6 0, 434 52, 4 7, 90 −14, 8 0, 432 50, 6
11 7, 32 −24, 0 0, 440 57, 7 8, 90 −8, 9 0, 439 56, 8
Il faut maintenant démontrer que l'on peut procéder à un tel re-réglage des cavités dans
un laps de temps inférieur à 3 secondes. Pour cela on s'est intéressé plus particulièrement
aux deux cavités les plus critiques :
 la cavité no 9, qui devient inexploitable, ne devra pas gêner la progression et la stabilité
du faisceau.
 la cavité no 11, qui est la cavité dont les variations de phase et du gradient accélérateur
seront les plus importantes parmi les quatre cavités de compensation.
Les chronogrammes de la Figure 5.30 donnent une description des consignes qui seront
envoyées aux systèmes LLRF et aux actionneur des systèmes d'accords installés sur les deux
cavités.
Au temps t = 0, les deux cavités sont en fonctionnement nominal et la panne survient sur
la source RF de la cavité no9. Au bout de 200 µs on détecte les premières pertes signiﬁcatives
et le faisceau est arrêté.
Après l'interruption du faisceau, on considère qu'il faudra par exemple ∼50 ms pour
identiﬁer l'élément défaillant de l'accélérateur et lancer la procédure de réglage rapide. A ce
moment les consignes envoyées aux cavités sont les suivantes :
Pour la cavité no 9 :
 La boucle de régulation est ouverte et plus aucun signal n'est injecté dans la cavité.
Sur le chronogramme de la Figure 5.30, ceci est symbolisé par Eacc = 0 MV/m et la
consigne sur φs est à une valeur quelconque. La consigne sur le champ accélérateur est
mise à zéro car la cavité ne sera pas utilisée.
 La nouvelle consigne sur ∆fSAF est ﬁxée à + 100 kHz
Les actionneurs piézoélectriques seront alors alimentés à une tension maximale de 200 V,
pour désaccorder au maximum la cavité aﬁn de minimiser les pertes en énergie du
faisceau. En eﬀet, le passage des paquets de particules peut exciter le mode de résonance
de la cavité et ainsi perturber le passage des prochains paquets. Pour minimiser cet eﬀet
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Figure 5.30  Chronogrammes descriptif du scénario pour les deux cavités à l'étude.
il faut éloigner au plus possible la fréquence de résonance de la cavité, fcav, de celle du
faisceau f0.
 Aﬁn d'aider les actionneurs piezoélectriques à augmenter fcav, le moteur du système
d'accord est actionné. Cependant, d'après les premières mesures eﬀectuées sur le cryo-
module 700 MHz, sa vitesse est relativement lente, environ 400 Hz/s (on reviendra sur
cet aspect un peu plus tard).
Toutefois, pour le scénario étudié ici on souhaite remettre en service le faisceau 300 ms
après la détection de la panne car, en parallèle, on a réglé les voisines de la cavité défaillante,
et notamment la cavité no 11.
Pour la cavité no11 :
 La consigne sur le champ accélérateur est augmentée progressivement jusqu'à 8, 9 MV/m.
Durant cette montée en champ, on observe un pallier de 20 ms pour laisser le temps
au système d'accord de compenser les eﬀets des forces de Lorentz et ainsi éviter la
saturation de l'ampliﬁcateur RF.
 Une fois que le champ a atteint sa valeur ﬁnale, un échelon de consigne est appliqué
pour ﬁxer la phase à une valeur de -8,9o.
 Ces changements de consignes ont un impact sur la valeur de ∆fSAFopt que devra
appliquer le système d'accord pour compenser les forces de Lorentz. Initialement cette
valeur était de 562 Hz, mais avec les nouvelles consignes on a ∆fSAFopt = 830 Hz. Le
moteur est actionné pour atteindre ce nouveau point de fonctionnement statique, ainsi
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il permet de soulager, à terme, l'action des éléments piézoélectriques.
Déroulement de la procédure
Le scénario des chronogrammes de la Figure 5.30 a été simulé grâce au programme dé-
crit dans la Partie 5.2. Les paramètres de calculs sont répertoriés dans le Tableau 5.1, sauf
pour les (r/Q) des deux cavités, car ce paramètre dépend de la vitesse des particules (cf.
Tableau 5.2). Les valeurs de phase synchrone et de Eacc changent aussi au cours du temps
selon les valeurs de consignes.
Pour la cavité no 9, les résultats de la simulation sont donnés sur la Figure 5.31. A t = 0 ms,
le générateur RF tombe en panne, sa puissance Pg passe donc à zéro. Par conséquent, la
puissance fournie au faisceau Pb chute aussi brutalement. Le faisceau ne sort plus de la cavité
dans les bonnes conditions ce qui engendre rapidement des pertes dans les éléments suivants
et provoque l'arrêt temporaire de l'accélérateur.
A t = 50 ms, on estime que le générateur défaillant a été identiﬁé par le système de
contrôle global de l'accélérateur, la consigne sur le champ est mise à zéro, ce qui n'a ici au-
cune incidence car la cavité est déjà déchargée et la boucle LLRF est déﬁnitivement ouverte.
Sur le tracé de ∆fcav (cf. Figure 5.31), on voit l'eﬀet immédiat des actionneurs piézoéléc-
triques poussés au maximum de leurs capacités (tension maximum de 200 V). La fréquence de
résonance de la cavité fcav est ainsi éloignée de plus de 1 kHz de la fréquence de l'accélérateur
f0, soit plus de dix fois la bande passante de la cavité.
Notons que cette grandeur n'est en réalité plus mesurable, car aucun signal RF est injecté
dans la cavité et il n'y a plus de faisceau. Dans un cas réel, aﬁn de s'assurer que l'eﬀet du
système d'accord a bien eu lieu, il faudrait mesurer le déplacement mécanique des action-
neurs piézoélectriques par le biais d'un capteur mécanique (par exemple, à l'aide de jauges
de contraintes micrométriques).
Le moteur, quant à lui, est activé en même temps que les éléments piézoélectriques. Il
permet d'imposer un désaccord plus conséquent mais sa vitesse est plus lente. Son eﬀet est
mis en évidence par le tracé (en bas à droite) de la Figure 5.31 où l'on peut constater la
dérive lente de ∆fcav sous l'action du moteur.
Dans ce scénario, le faisceau est remis en service bien avant que le moteur ait ﬁni son
action. A t = 300 ms, lorsque les premiers paquets traversent la cavité no9 en panne, on
peut observer un eﬀet de  beam loading , qui donne une réponse oscillante sur le champ
électrique créé par le faisceau, dans la cavité. Cet eﬀet transitoire est cependant amorti au
bout de 10 ms et la perte de puissance du faisceau se stabilise autour de 20 W. Ce qui
représente environ 0,005 % de la puissance du faisceau sachant qu'à cette position dans
l'accélérateur sa puissance est de l'ordre de 400 kW (I0 = 4 mA et Ec ≈ 100 MeV).
Néanmoins, cet eﬀet de charge peut s'avérer néfaste pour la suite de l'accélération dans
le linac. En eﬀet, si l'on regarde l'amplitude du champ créé dans la cavité, celui-ci atteint
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Figure 5.31  Evolution au cours du temps de Pg, de Pb, de Eacc, de φs et de ∆fcav pour
la cavité no 9. L'eﬀet de  beam loading  lorsque la cavité n'est plus alimentée par son
ampliﬁcateur défaillant, ainsi que l'eﬀet du moteur sur la fréquence de résonance de la cavité
sont mis en évidence.
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une valeur maximum de 350 kV/m, lors du phénomène d'oscillations amorties, avant de se
stabiliser autour de 180 kV/m. Sachant que Lacc = 0,5 m, la perte d'énergie maximale du
faisceau de protons est alors de 175 keV et ensuite elle se stabilise autour de 60 keV. Or,
pour cette cavité en fonctionnement nominal, on ne pouvait tolérer qu'une erreur sur le gain
en énergie de 17,5 keV. Il faudrait donc limiter cet eﬀet de décélération en dessous de cette
valeur, pour être sûr de ne pas perturber l'accélération du faisceau dans la cavité suivante.
Cette décélération vient du fait que ∆fcav n'est pas assez grand à t = 300 ms, car l'eﬀet du
moteur est encore minime. En utilisant les équations 2.74 et 2.75, il est possible d'exprimer
∆fcav en fonction de la tension Vb, générée par un faisceau de courant Ib0, dans la cavité.
∆fcav = f0
√
(r/Q)2I2b0
V 2b
−
(
1
2QL
)2
(5.62)
On peut donc calculer la valeur de ∆fcav, pour laquelle on limite Vb ≤ 17, 5 kV :
∆fcav(Vb = 17, 5 kV) = 12, 8 kHz (5.63)
Or pour que le moteur permette d'atteindre un tel désaccord en fréquence (avecc une
vitesse de 400 Hz/s), il faudrait attendre une trentaine de secondes. Des études de dyna-
mique du faisceau permettront de conﬁrmer si l'on peut  vivre  avec cette cavité devenue
perturbatrice pendant que le moteur termine son action.
Néanmoins, connaissant l'eﬀet de ce phénomène transitoire, avec un système additionnel
de  feed-forward  [140] sur les cavités de compensation placées en aval de la cavité no9, il
serait éventuellement envisageable de corriger les pertes pendant ces 30 secondes critiques.
Mais surtout, ce que l'on montre ici, c'est que pour s'aﬀranchir de ces perturbations décé-
lératrices, il faut que le moteur change la fréquence de résonance de la cavité à une vitesse
de ∼5 kHz/s.
Les évolutions des diﬀérentes grandeurs qui caractérisent le fonctionnement de la cavité
no 11 pendant la procédure de re-réglage sont représentées sur la Figure 5.32.
Après l'arrêt du faisceau la puissance nécessaire pour maintenir le champ électrique dans
la cavité est moins importante, elle se stabilise à une valeur environnant les 5 kW. A bout de
50 ms lorsqu'on commence à augmenter le champ dans la cavité vers sa nouvelle valeur de
consigne, la puissance Pg croît rapidement du fait de l'augmentation des forces de Lorentz
dans la cavité. On comprend ici l'intérêt du  plateau  dans la montée en champ qui laisse le
temps au système d'accord de compenser les forces de Lorentz et donc d'éviter la saturation
à 30 kW. Notons que le nouveau champ accélérateur est tout de même atteint en 60 ms.
Une fois que la consigne en champ est atteinte, on change la consigne sur la phase. On
met en évidence qu'un changement brusque sur la phase perturbe Eacc, bien que cette pertur-
bation soit rattrapée sans problème par le système LLRF en 3 ms. Cet échelon de consigne
assez violent provoque notamment la saturation de la source RF. Si l'on souhaite minimiser
cet eﬀet, il est possible d'envisager un changement progressif de la phase.
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Figure 5.32  Evolution au cours du temps de Pg, de Pb, de Eacc, de φs et de ∆fcav pour
la cavité no 11. On a aussi mis en avant l'eﬀet sur le champ électrique d'un changement de
phase brusque, ainsi que l'eﬀet sur la tension des actionneurs piézoélectriques de la remise
en position ( lente ) du système d'accord par le moteur.
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Toutefois, on montre que 300 ms après la panne qui a provoqué l'arrêt du faisceau, la cavité
no11 est stabilisée à son nouveau point de fonctionnement ; elle est prête pour accélérer le
faisceau. A t > 300 ms, on constate bien que la puissance du générateur, Pg, et la puissance
fournie au faisceau, Pb, sont plus importantes que dans le cas nominal, car on compense
l'inaction de la cavité no9.
Enﬁn, l'eﬀet du moteur qui a lui aussi été actionné pour re-régler l'accord en fréquence de
la cavité, est seulement perceptible sur la tension d'alimentation des actionneurs piézoélec-
triques. Cette tension diminue au fur et mesure que le moteur augmente l'eﬀort sur la cavité.
Ainsi, l'eﬀet de ce réglage lent n'est pas visible sur la fréquence de résonance de la cavité,
mais il permet seulement de  soulager  l'eﬀort des actionneurs piézoélectriques. Notons ce-
pendant que l'action du moteur n'était pas obligatoire, car la tension sur les piezoélectriques
n'était que de 130 V, soit 70 V en dessous de leur tension d'alimentation maximum. Mais il
permet quand même de les ramener dans un plage de fonctionnement moyenne autour d'une
tension de travail de l'ordre de 100 V.
Conclusion
Par l'étude de ce scénario, on a ici montré qu'il est possible, avec un système d'accord
 rapide , de compenser la faute d'une cavité en 300 ms, soit une période dix fois inférieure
au temps dont on dispose. A un bémol près tout de même, la cavité devenue inactive engendre
n'a pas tout à fait le temps d'être mise hors fréquence. Même si on attend 3 secondes, la cavité
no9 sera seulement désaccordée de ∼3 kHz, et la décélération par eﬀet de  beam loading 
sera alors d'environ 56 keV avec un maximum à 250 keV. Ces perturbations peuvent s'avérer
gênantes pour la stabilité en énergie en sortie du linac. Si cela est conﬁrmé par une étude sur
la dynamique du faisceau, il faut se ﬁxer comme objectif d'améliorer le fonctionnement du
SAF pour que celui-ci agisse sur la fréquence de la cavité à une vitesse de 5 kHz/s.
Dans ces conditions, on a montré que bien qu'une cavité soit inutilisable, le linac peut
continuer son fonctionnement et fournit toujours un faisceau de 600 MeV, pendant que l'on
procède à la réparation ou au changement de l'ampliﬁcateur RF défectueux.
Une fois cette opération eﬀectuée, on peut même envisager de remettre en service la cavité
inutilisée, aﬁn de relâcher les contraintes sur les quatre cavités de compensation.
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5.3.2 2e`me scénario : Retour au fonctionnement nominal
Description du scénario
On se place maintenant dans le cas où il est possible de rétablir le fonctionnement de la
cavité no 9. Les chronogrammes de la Figure 5.33 décrivent la procédure que l'on souhaite
réaliser.
Initialement, le faisceau est présent dans le linac, la cavité no 9 est désaccordée et elle ne
fournit aucun champ accélérateur. Les boucles de régulation (LLRF et SAF) sont ouvertes,
on considère simplement que l'on a préalablement mis en marche le moteur pour ramener
lentement la fréquence de résonance de la cavité proche de sa valeur optimale. A noter que
l'on fait ici l'hypothèse que la décélération engendrée dans la cavité est compensée dans la
suite du linac, car fcav est seulement 1 kHz au dessus de f0.
Figure 5.33  Chronogrammes descriptifs du scénario pour les deux cavités à l'étude.
Donc, à t = 70 ms lorsqu'on arrête le faisceau, toutes les boucles sont ouvertes sur la
cavité no9 et le moteur a déjà entamé son action. Puis on change la consigne sur la phase
pour la ﬁxer à sa valeur nominale, φs = −24, 6o. Ensuite, on ferme les boucles de régulation
et on commence à augmenter le champ électrique dans la cavité. La consigne sur le champ
électrique est une rampe de 350 ms, ce qui laisse le temps au système d'accord rapide de com-
penser les forces de Lorentz qui augmentent dans la cavité. Enﬁn, à t = 1200 ms, le moteur
a atteint une position où la fréquence de résonance de la cavité est optimale, les actionneurs
piézoélectriques agissent seulement pour compenser les microphonies.
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En ce qui concerne la cavité no 11, il faut redescendre son gradient accélérateur et ajuster
sa phase, tout comme pour les trois autres cavités utilisées pour compenser la panne de la
n0 9.
Une fois le faisceau arrêté, on redescend progressivement le champ accélérateur à sa valeur
de 7, 32 MV/m. Ensuite, on change la consigne sur la phase, par une rampe, contrairement au
cas précédent où l'on avait appliqué un échelon ; ceci aura pour but d'éviter tout dépassement
sur Eacc. Enﬁn le moteur sera lui aussi utilisé pour ramener le réglage statique de la cavité à
la fréquence de résonance optimale, qu'il devrait atteindre en 670 ms.
Déroulement de la procédure
Les résultats des simulations sont donnés en Figure 5.34 pour la cavité no9 et en Figure
5.35 pour la cavité no 11 de la section  bêta 0,47 .
Pour la cavité n0 9, ces résultats montrent qu'il est possible de rétablir le gradient accé-
lérateur nominal dans la cavité en un peu plus de 500 ms.
Initialement la cavité n'accélère pas le faisceau, et comme le moteur est activé pour rap-
procher fcav de sa valeur optimale, on observe une diminution sur la puissance du faisceau de
l'ordre de 25 W, et on se trouve dans un cas similaire au précédent avec une décroissance sur
l'énergie de 100 keV. Notons que, comme dans le cas précédent, si le SAF  lent  est actionné
à une vitesse un peu plus élevée de 5 kHz/s et si l'on étale la procédures sur 3 secondes, ce
problème de décélération est fortement minimisé.
Ensuite, lorsque le faisceau est arrêté pour le redémarrage de la cavité no9, on peut
notamment voir l'action du système d'accord lorsque t ≈ 500 ms. A ce moment, le gradient
accélérateur est proche de sa valeur ﬁnale et l'inﬂuence des forces de Lorentz sur la fréquence
de la cavité devient de plus en plus importante ce qui pousse vers une surconsommation de la
puissance Pg. Toutefois, le système d'accord rapide permet de compenser cet eﬀet et minimise
la puissance générateur aux alentours de 5 kW avant l'injection du faisceau. Ainsi, en évitant
la saturation du générateur, on garantit la stabilité du champ et de sa phase.
La Figure 5.35, montre le re-réglage de la cavité no 11 qui est moins critique que celui
de la no 9, car l'écart à combler sur la valeur du gradient est moins importante. Ainsi, la
procédure peut se dérouler sur une période plus courte.
Le champ électrique diminue bien en même temps que la consigne et l'écart dû aux forces
de Lorentz est, ici encore, compensé par le système d'accord rapide. On constate que la rampe
sur la phase n'engendre aucune perturbation sur la valeur du champ, contrairement au cas
où un échelon de consigne était appliqué dans le 1er scénario.
Enﬁn, tout comme dans le cas précédent la stabilité de la fréquence de résonance est
assurée par l'eﬀet combiné du moteur et des actionneurs piézoélectriques. Les oscillations sur
cette fréquence de résonance sont dues au microphonies, elles sont atténuées par les ﬁltres
correcteurs de la boucle du SAF et par le générateur RF de la boucle LLRF aﬁn de garantir
|∆φs| < 0, 5o.
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Figure 5.34  Evolution au cours du temps de Pg, de Pb, de Eacc, de φs et de ∆fcav pour la
cavité no9.
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Figure 5.35  Evolution au cours du temps de Pg, de Pb, de Eacc, de φs et de ∆fcav pour la
cavité no11.
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Conclusion
On a montré que tout comme il était possible de compenser la panne d'une cavité en moins
de 3 secondes, il est aussi possible de réactiver cette cavité et de rétablir le fonctionnement
nominal de l'accélérateur. Comme pour le premier scénario, l'obtention de tels résultats repose
sur les bonnes performances et la rapidité du système numérique LLRF mais aussi sur le
fait qu'on dispose d'un système d'accord ﬁable, avec un temps de réponse de l'ordre de la
milliseconde.
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5.3.3 3e`me scénario : Le cas du cryomodule 700 MHz prototytpe à
l'IPNO
Le cas du cryomodule 700 MHz et de sa cavité prototype diﬀère de celui étudié dans les
scénarii précédents. En premier lieu, lors des tests de ce cryomodule il n'y a pas de faisceau.
Ensuite, on dispose de réserves de puissance bien plus importantes que ce qui est envisagé
pour le linac de MYRRHA : L'IOT Thales 793-1 peut ampliﬁer un signal RF jusqu'à 80 kW 15.
Le couplage est lui aussi diﬀérent. Sachant que les tests de ce prototype seront menés sans
faisceau, il a été estimé qu'un couplage de Qi = 1.107 serait souhaitable aﬁn de limiter la
consommation de la puissance RF lors des montées en champ rapide dans la cavité, tout en
gardant une conﬁguration similaire à celle d'une cavité installée sur un accélérateur de forte
puissance [124].
En plus d'être un prototype pour l'étude des performances d'un module accélérateur su-
praconducteur de forte puissance, cette installation a pour but de vériﬁer expérimentalement
les raisonnements que l'on vient de mener concernant les procédures de réglages rapides des
cavités.
Scénario pour le test des boucles de régulation
Pour se ﬁxer un objectif expérimental dans notre étude de faisabilité de la tolérance aux
fautes, on a déﬁnit un scénario qui permettrait de tester : la régulation LLRF et le réglage
des correcteurs, ainsi que les performances de la boucle rétroactive du SAF.
Ce scénario est décrit par la Figure 5.36, et les paramètres des diﬀérents éléments qui
composent les boucles de régulation sont recensés dans le tableau 5.3. Dans cet exemple
on considère qu'il n'y a pas de perturbation microphonique, seule une dérive lente due aux
variations de pression du bain d'hélium est implémentée. Comme le faisceau n'est pas présent
et que l'on ne s'intéresse pas à une cavité ayant une position particulière dans le linac, les
valeurs du gradient accélérateur et du (r/Q) sont données pour la vitesse réduite βg.
Ce scénario propose de passer en revue dans un temps inférieur à la seconde les diﬀé-
rentes sollicitations auxquelles devrait être soumis une cavité et son système d'accord, dans
l'accélérateur de la machine MYRRHA, lors des procédures de compensation d'une panne.
Pour la simulation de la Figure 5.36, on considère que le moteur est ﬁxe. Il est positionné
pour compenser les forces de Lorentz de façon optimale lorsque le champ accélérateur sera
égal à Eacc(βg) = 8,5 MV/m. Lorsque le faisceau est absent, on a ψopt = φs = 0 donc
∆fopt = 0. Par conséquent, en s'appuyant sur l'équation 5.38, on a :
∆fmoteur = ∆fSAFopt = −∆fL(Eacc(βg = 0, 47) = 8, 5 MV/m) = 531 Hz
Les résultats de cette simulation montrent qu'il est possible, sur une durée inférieure à
une seconde, d'appliquer une série de consignes successives aﬁn de mettre à l'épreuve les deux
boucles de régulation et de vériﬁer leur rapidité et leur précision.
15. Le dimensionnement du besoin en puissance pour cette expérience était initialement basé sur les critères
requis pour accélérer un faisceau de 20 mA à 1 GeV, en vue d'une application industrielle d'un ADS de forte
puissance.
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Figure 5.36  Objectif à remplir pour le développement d'une cavité accélératrice supra-
conductrice régulée en champ et en fréquence. Evolution au cours du temps de Pg, de Pb, de
Eacc , de φs et de ∆fcav.
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TABLEAU 5.3  Paramètres de simulation.
Cavité
vitesse réduite, β 0, 473 Q0 1.10
10
(r/Q)(β = 0, 47) 79, 5 Ω const. méca. , τm 1 ms
Qi ∼ QL 1.107 coeﬀ. Lorentz, kL 7, 5 Hz/(MV/m)2
Perturbations
Pas de perturbation microphonique
Fréq. variations bain He 1 Hz Ampl. variations bain He, 10 Hz
Boucle LLRF
Correcteur proportionnel sur
VcI , KgI
140 Puissance RF max. 80 kW
Correcteur intégral sur VcI ,
KiI
3, 5.106 s−1 Fréq. coupure ampli. RF 4 MHz
Correcteur proportionnel sur
VcQ, KgQ
110 la variation du gain en fonction de la puissance
délivrée par l'IOT THALES 793-1 est prise en
compte
Correcteur intégral sur VcQ,
KiQ
3.105 s−1 Fréq. coupure Modulateur
I/Q
100 MHz
Retard Boucle, Td 6 µs Bruit système numérique,
∆V/V
0, 1%
Temps échantillonage, Ts 1 µs
Boucle SAF
Correcteur proportionnel
SAF, KgSAF
0, 5 Retard boucle, Td 6 µs
Correcteur intégral SAF,
KiSAF
50 s−1 fDp 5 kHz
Pour cela, on débute avec un champ nul dans la cavité. Puis on applique une rampe de
consigne de 150 ms aﬁn d'augmenter le champ jusqu'à sa valeur nominale de 8,5 MV/m en
maintenant la phase à 0o. La puissance maximum Pg nécessaire sera alors de l'ordre de 40 kW
avant que le système d'accord puisse réellement prendre le pas sur les forces de Lorentz.
Ensuite, on procède à une nouvelle rampe de consigne sur le champ accélérateur aﬁn de
simuler un réglage rapide, similaire à celui de la cavité no 11 décrit dans le 1er scénario.
Encore une fois, il est important de tester le bon comportement du système d'accord
qui permet de compenser progressivement les forces de Lorentz. Ensuite, il est possible de
vériﬁer que la procédure inverse de descente du champ accélérateur se déroule sans accroche.
On peut aussi tester l'eﬀet d'un changement brutal sur la consigne en phase, en observant la
saturation de l'IOT et les dépassements sur les réponses du champ électrique, de la phase et
de ∆fcav. Enﬁn la cavité sera déchargée au bout de 600 ms.
Pendant la durée totale de cette procédure la quasi-totalité de la puissance issue du
générateur sera réﬂéchie, comme l'illustre la Figure 5.37, qui donne le bilan sur les trois
puissances principales : Pg, Pref et Pcav (en réalité on mesure Pt qui est l'image de Pcav ;
dW
dt
n'est pas mesurable directement et Pb est nulle). Sur cette ﬁgure, on peut remarquer
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un phénomène oscillatoire sur Pg. Il apparait que ces oscillations sont dues à l'action assez
 nerveuse  du système d'accord.
Une correction intégrale moins  agressive  sur la boucle du SAF permet de lisser ces
eﬀets. Cependant, en diminuant l'action intégrale on diminue la rapidité de la boucle du SAF,
et pour une même rampe de consigne sur Eacc la puissance maximum nécessaire devient plus
importante et peut engendrer la saturation de l'ampliﬁcateur RF.
Figure 5.37  Bilan de puissance.
Finalement, lors de la montée en champ, ces oscillations sont compensées par la boucle
LLRF, ce qui explique ce phénomène sur Pg. Ceci n'est toutefois pas vraiment gênant car le si-
gnal est stable dans la cavité, comme en témoignent les courbes de Eacc(t) et de Pcav(t). Ainsi,
on peut donc considérer que les réglages de nos correcteurs demeurent un bon compromis
entre stabilité, précision et vitesse.
Il faudra tout même vériﬁer cet aspect par l'expérience tout comme le bon déroulement de
la procédure que l'on vient de décrire. En eﬀet, ce 3e`me scénario déﬁnit l'objectif à atteindre
pour l'on puisse conclure que le cryomodule 700 MHz prototype équipé de ses boucles de
régulation est un système d'accélération ﬁable capable de répondre aux exigences d'un ADS.
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Etude préliminaire pour le cas du quench
Il sera donc indispensable de multiplier les tests expérimentaux sur le cryomodule proto-
type aﬁn d'optimiser le fonctionnement couplé des boucles de régulation LLRF et du SAF.
Ces tests permettront aussi de mettre à l'épreuve les éléments du SAF pour évaluer leur
robustesse et pour améliorer les performances du système d'accord  lent . Lorsque le cryo-
module sera installé dans sa conﬁguration ﬁnale, il sera aussi très intéressant d'étudier la
dynamique des phénomènes de quench, qui peuvent s'avérer limitant dans le fonctionnement
de MYRRHA, comme dans le cas de SNS.
En eﬀet, lorsqu'une cavité quench, elle va perdre ses propriétés supraconductrices en
quelques centaines de microsecondes. L'essentiel de la puissance stockée dans la cavité se
dissipera dans les parois, ce qui entrainera une forte consommation d'hélium et la perte du
faisceau. Ceci est illustré un Figure 5.38, où l'on a simulé un quench en se basant sur le
modèle de propagation développé dans [62].
Dans cette  conﬁguration accélérateur , la cavité est sur-couplée, on se trouve alors dans
le cas le plus défavorable. En eﬀet, lors du quench le facteur de qualité de la cavité chute et
se rapproche dangereusement du couplage Qi. D'autre part, le système LLRF tente, lui, de
rattraper l'erreur sur le champ accélérateur, provoquée par la descente du Q0, en augmentant
Pg. Ceci n'a d'autre eﬀet que d'accélérer la chute duQ0 qui devient alors égal àQi (= 7, 5.106),
la cavité se trouve alors en couplage critique et pendant un court instant la totalité de la
puissance incidente Pg rentre dans la cavité, ce qui entraine un pic de dissipation sur Pcav.
Puis, le Q0 continue de descendre et on fait l'hypothèse qu'il se stabilise autour de 1.106. La
disparition de l'état supraconducteur entraine la chute de Eacc ce qui provoque la perte du
faisceau et l'arrêt du linac environ 600 µs après le début du quench.
Si l'on ne dispose pas d'une méthode de détection de quench sur les mesures RF, on se
rendra compte de ce phénomène au bout de quelques secondes par observation d'une surpres-
sion sur le bain d'hélium. On ne pourra pas diagnostiquer la cavité en faute avant le temps
imparti pour un redémarrage rapide du linac (≤ 3 s).
En d'autres termes, si une cavité quench dans le linac, il faut le détecter le plus rapidement
possible (en quelques millisecondes, par un bilan sur la puissance RF), aﬁn d'isoler cette cavité
et de stopper son alimentation dans le but d'engager une procédure de réglage rapide similaire
au 1er scénario présenté dans ce chapitre. Toutefois, ceci mérite une étude expérimentale
approfondie, car dans l'étude préliminaire de la Figure 5.38 on ne donne qu'un descriptif
 approché  de la dynamique du quench.
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Figure 5.38  Etude préliminaire : évolutions au cours du temps de Pg, de Pcav, de Pb, de
Eacc , de Q0 et de QL lors d'un quench.
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Chapitre 5 : Modélisation et étude de la tolérance aux pannes d'une cavité supraconductrice
5.4 Conclusion du chapitre
Dans ce chapitre, on a détaillé l'élaboration d'un modèle qui permet de simuler le com-
portement dynamique d'une cavité supraconductrice et de son système d'accord contrôlés par
leurs boucles de régulation. On s'est intéressé au cas particulier de l'accélérateur de MYR-
RHA, mais le programme développé est adaptable à tout type de cavité supraconductrice.
Ces travaux de simulation mettent aussi en avant la nécessité de disposer d'un système
d'accord réactif, si l'on souhaite procéder au réglage rapide des cavités. Pour cela il faut
s'assurer de la ﬁabilité des actionneurs piézoélectriques. Il faut donc accorder une attention
particulière dans le design des pièces mécaniques qui permettent d'assurer le maintien en
position et la précontrainte sur ces éléments. Dans le cas contraire, comme le montre, pour le
moment, l'expérience sur le linac supraconducteur SNS, les piézoélectriques peuvent s'avérer
très fragiles et devenir le point faible du SAF [34]. Toujours est-il que cette technologie est en
constant développement et de nombreuses améliorations ont permis de rendre ces éléments
encore plus robustes [141] et  endurants  [104]. De plus, leur eﬃcacité a été prouvée sur
d'autres installations supraconductrices comme par exemple les cryomodules pour l'injecteur
de l'ERL ( Energy Recovery Linac ) de Cornell [142].
A l'aide de ces actionneurs piézoéléctriques, on a montré, pour la section accélératrice
 bêta 0,47 , qu'il est possible de changer les points de fonctionnement des cavités en moins
de 3 secondes, aﬁn de compenser la panne de l'une d'entre elles. On a cependant mis en avant
que cette cavité, devenue inutilisable, peut perturber le faisceau si sa fréquence de résonance,
fcav, n'est pas suﬃsamment éloignée (un minimum de 15 kHz) de la fréquence du faisceau,
f0. Pour éviter cela, on a établi que le système d'accord  à froid  et son actionneur  lent 
(le moteur) devra permettre de régler la fréquence de la cavité à une vitesse de 5 kHz/s.
De plus, on peut remarquer que des corrections supplémentaires peuvent être apportées
en complétant l'asservissement par un  feed-forward  sur la boucle LLRF. Ce type de
système ajoute une commande supplémentaire sur les tensions VcI et VcQ. Les valeurs de ces
commandes peuvent être ﬁxées par anticipation, grâce à des mesures eﬀectuées au préalable,
ou alors on peut envisager un système adaptatif (comme proposé dans [140]) qui modiﬁe cette
consigne de correction en fonction des erreurs persistantes sur les boucles d'asservissement
RF.
Dans le système numérique développé pour le contrôle des cavités [137], il est d'ailleurs
prévu de mettre en ÷uvre un  feed-forward  qui pourra aussi être utilisé pour compenser
les eﬀets de  beam loading  (cf. Figure 5.19) lors de l'injection du faisceau dans la ligne
accélératrice.
Pour conclure, on a théoriquement démontré la faisabilité des procédures de réglages ra-
pides pour les cavités supraconductrices de la section  bêta 0,47  du linac pour MYRRHA
par une étude sur la tolérance aux pannes. Ceci nous a permis de ﬁxer les objectifs expéri-
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mentaux à atteindre pour garantir la ﬁabilité des cryomodules supraconducteurs. Bien sûr
de nombreux travaux de R&D doivent encore être eﬀectués, en particulier sur la boucle de
régulation du système d'accord rapide dont on a proposé un principe de fonctionnement dans
ce chapitre.
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Conclusion et perspectives
La ﬁabilité du linac supraconducteur est un point crucial pour pouvoir sereinement opérer
l'ADS MYRRHA. Cette condition représente certainement le déﬁ technologique majeur dans
la conception de ce linac haute puissance, car aucun autre accélérateur à protons dans le
monde n'a encore atteint un tel degré de ﬁabilité. La réalisation de cet objectif repose en
grande partie sur la performance et la souplesse de fonctionnement des éléments d'accéléra-
tion supraconducteurs, ainsi que sur leur robustesse. Au travers de ce manuscrit de thèse on
a mis en avant les travaux eﬀectués sur ces thématiques pour les cavités elliptiques supra-
conductrices des parties moyenne et haute énergie de l'accélérateur de MYRRHA.
Aﬁn d'obtenir des cavités performantes, il est important d'eﬀectuer leur design avec pré-
cision et d'optimiser les paramètres HF pour limiter au mieux les champs de surface. Une
étude pour le design de cavité  bêta 0,65  , en vue d'une application à très haut gradient
accélérateur, a été présentée dans le chapitre 3. Par cette étude on a pu remarquer que l'op-
timisation des paramètres RF ne peut se faire sans compromis sur les diﬀérentes grandeurs
géométriques de la cavité.
Un autre aspect important pour garantir les bonnes performances d'une cavité est sa
tenue mécanique. Dans le chapitre 4, une étude expérimentale a mis en avant que cela peut
être un point critique pour les cavités elliptiques multi-cellules  bas bêta . Une analyse a
notamment été menée par reconstruction de la matrice de la cavité pour identiﬁer les cellules
ayant subi une déformation plastique sur la cavité prototype Psyché (βg = 0,47). Toutefois
ceci n'est pas irrémédiable, en appliquant de nouvelles déformations plastiques maîtrisées, il
est possible de recouvrer le  plat de champ  dans la cavité.
Dans le dernier chapitre, on a développé le fait que la ﬁabilité du linac dépend de son
aptitude à compenser les pannes. Pour cela les cavités, dans leur fonctionnement nominal,
n'opèreront pas au maximum de leur capacité. Par conséquent, si l'une d'entre elles devient
inutilisable, il faudra que le gradient accélérateur puisse être augmenté sans diﬃculté dans
les cavités voisines. Pour assurer cette ﬂexibilité du linac et sa tolérance aux fautes, une
conclusion importante, mise en avant dans le chapitre 5, est la nécessité de disposer d'un sys-
tème d'accord régulé. On a montré qu'il permet d'optimiser les conditions de fonctionnement
nominal en minimisant la consommation de puissance RF. Puis, pour assurer un re-réglage
en moins de 3 secondes, on a montré par une analyse sur la section  bêta 0,47  qu'il est
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souhaitable de disposer d'un système d'accord  rapide  (temps de réponse de l'ordre de
la mililliseconde). Dans le cas contraire, les cavités étant sensibles aux forces de Lorentz,
les réserves de puissance RF devront alors être bien supérieures aux 30 kW prévus si l'on
souhaite augmenter le gradient accélérateur de 20 %.
Enﬁn, cette étude de modélisation a permis de mettre un dernier point en lumière pour
l'action  lente  du système d'accord : il devra permettre d'agir sur la fréquence de réso-
nance des cavités à une vitesse minimale de 5 kHz/s. Ceci permettra ainsi de limiter les eﬀets
décélérateurs sur le faisceau dans la cavité devenue temporairement inutilisable.
La faisabilité des procédures décrites dans le chapitre 5, pour garantir la ﬂexibilité du
linac, doit encore être prouvée expérimentalement. Dans ce but, un cryomodule prototype a
été développé et les premiers tests de cet élément ont été entrepris au cours de cette thèse.
Malgré un bon comportement cryogénique du module à 4,2 K, un manque de robustesse sur
une soudure du tank hélium n'a pour l'instant pas permis de pousser plus avant cette étude
expérimentale. Le banc de test 700 MHz est donc toujours dans une phase de  commis-
sioning  . Les premières études expérimentales ont toutefois permis de mettre en avant les
points à améliorer pour pouvoir évaluer les performances de la cavité équipée de son système
d'accord et contrôlée par ses systèmes de régulation.
Le premier objectif concernant la mise en fonctionnement du cryomodule 700 MHz et de
ses systèmes de diagnostics est donc en passe d'être atteint. Les dernières améliorations pour
ﬁabiliser son fonctionnement cryogénique sont en cours. Le développement des coupleurs de
puissance est dans sa phase ﬁnale de conditionnement. Les perspectives d'études pour les an-
nées à venir se concentreront essentiellement sur la qualiﬁcation du module en conﬁguration
machine. En se basant sur la ligne directrice ﬁxée à la ﬁn du chapitre 5, les premiers tests avec
le système de contrôle LLRF seront ensuite eﬀectués. En parallèle, nous avons aussi entrepris
le développement d'un système numérique de régulation dédié au contrôle du système d'ac-
cord  rapide . L'ensemble de ces perspectives a pour but ﬁnal de valider la faisabilité des
scénarii de compensations de pannes pour le démonstrateur de réacteur hybride MYRRHA.
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Annexe A
Calcul des coeﬃcients de Fourier d'un
faisceau modélisé comme une succession
de  bunchs  gaussiens
Figure A.1  Structure temporelle du courant faisceau composé d'une succession de
 bunchs  gaussiens
On souhaite donc décomposer le courant faisceau sous forme de série de Fourier aﬁn de
connaitre sa répartition spectrale en fréquence.
I (t) =
q√
2piσt
e
− t2
2σ2t =
a0
2
+
+∞∑
n=1
an cos (nΩt) + bn sin (nΩt) (A.1)
Le coeﬃcient a0 est déﬁni tel que :
a0 =
2
T
q√
2piσt
∫ T/2
−T/2
e
− t2
2σ2t dt (A.2)
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On peut tout d'abord remarquer que I(T/2) = I(−T/2) = 0, donc :
a0 =
2
T
q√
2piσt
∫ +∞
−∞
e
− t2
2σ2t dt (A.3)
Puis en remarquant que I(t) est paire et avec le changement de variable x = t
σt
, on
obtient :
a0 =
4 q
T
√
2pi
∫ +∞
0
e−
x2
2 dx (A.4)
Aﬁn de calculer l'intégrale
∫ +∞
0
e−
x2
2 dx on utilise le Théorème de Fubini qui permet
d'écrire :
(∫ +∞
0
e−
x2
2 dx
)2
=
∫ +∞
0
e−
x2
2 dx
∫ +∞
0
e−
y2
2 dy =
∫ +∞
0
∫ +∞
0
e−
x2+y2
2 dx dy (A.5)
Puis avec les changements de variables,{
x = r cos (θ)
y = r sin(θ)
Et en utilisant le Jacobien,
J =
∣∣∣∣∣ ∂x∂r ∂x∂θ∂y
∂r
∂y
∂θ
∣∣∣∣∣ =
∣∣∣∣∣ cos(θ) −r sin(θ)sin(θ) r cos(θ)
∣∣∣∣∣ = r (A.6)
On obtient donc,
∫ +∞
0
∫ +∞
0
e−
x2+y2
2 dx dy =
∫ pi/2
0
∫ +∞
0
e−
r2
2 r dr dθ =
pi
2
[
−e− r
2
2
]+∞
0
=
pi
2
(A.7)
Et ﬁnalement on obtient la valeur du premier coeﬃcient de Fourier.
a0 =
4 q
T
√
2pi
√
pi
2
= 2
q
T
(A.8)
Les coeﬃcients an sont eux déﬁnis par,
an =
2
T
q√
2piσt
∫ T/2
−T/2
e
− t2
2σ2t cos(nΩt) dt (A.9)
En raisonnant de la même façon que précédemment, on peut écrire :
an =
2 q
T
√
2pi
∫ +∞
−∞
e−
x2
2 cos(nΩσtx) dx (A.10)
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x et Ω sont deux variables indépendantes, on peut donc dériver l'expression précédente
par rapport à Ω, ce qui nous donne :
a
′
n(Ω) = −
2 q
T
√
2pi
nσt
∫ +∞
−∞
e−
x2
2 sin(nΩσtx) x dx (A.11)
Puis on intègre par partie :
a
′
n(Ω) = −
2 q
T
√
2pi
nσt
([
e−
x2
2 sin(nΩσtx)
]+∞
−∞
−
∫ +∞
−∞
e−
x2
2 cos(nΩσtx) (nσtΩ) dx
)
(A.12)
⇒ a′n(Ω) = −(nσt)2Ω an(Ω) (A.13)
Puis en intégrant deux fois par rapport à Ω, on obtient :
an = K1 e
− (nΩσt)2
2 +K2 (A.14)
avec K1 et K2 deux constantes.
Enﬁn par identiﬁcation avec le coeﬃcient a0 calculé précédemment on en déduit l'expres-
sion de an :
an =
2q
T
e−
(nΩσt)
2
2 (A.15)
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Annexe B
Critères pour le choix du nombre de
cellules pour une cavité accélératrice à
protons
Aﬁn de comprendre le choix d'utiliser des cavités elliptiques 5-cellules pour les sections
accélératrices βg = 0, 65 de SPL (ou de l'accélérateur de MYRRHA), on introduit ici, les
principaux critères sur lesquels reposent cette décision. Le but de cette partie n'est pas de
faire une analyse rigoureuse sur le choix du nombre de cellules, mais on a simplement souhaité
comprendre pourquoi il nous a été imposé de réaliser une cavité qui comporte cinq cellules
accélératrices. On restera donc relativement succinct dans l'analyses de ces critères.
B.1 Inﬂuence sur le champ accélérateur
Aﬁn de mettre en évidence l'inﬂuence du nombre de cellules sur le champ accélérateur,
on considère des cavités elliptiques βg = 0,65, résonant à 704,4 MHz, dont la géométrie cor-
respond au design qui sera présenté dans la suite de ce chapitre.
Sur la Figure B.1, on a représenté l'évolution du champ accélérateur en fonction de l'éner-
gie cinétique des protons incidents, et ceci pour des cavités dont le nombre de cellules varie
de 1 à 9. Les champs électriques sur l'axe faisceau des cavités sont calculés à l'aide du code
2D SUPERFISH [84]. Les champs accélérateurs en sont déduits à l'aide de l'équation 2.25
et leurs amplitudes sont normalisées pour Bpeak = 100 mT.
A partir de cette ﬁgure, on peut tout d'abord constater que plus le nombre de cellules
est petit, plus le champ accélérateur maximum développé par la cavité est élevé. On peut
d'ailleurs remarquer que ce maximum n'est pas atteint pour β = βg, mais pour une vitesse
supérieure : βopt.
Pour une cavité mono-cellule le champ accélérateur développé est d'autant plus important
que la vitesse des particules est élevée. Cependant, lorsque le nombre de cellules augmente
on constate que la plage d'énergie, pour laquelle les protons sont correctement accélérés, est
réduite. Pour quantiﬁer cela, il est d'usage de déﬁnir l'Acceptance en énergie d'une cavité,
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Figure B.1  Champ accélérateur dans une cavité multi-cellules en fonction de l'énergie
cinétique des proton accélérés. Les champs Eacc(βg) sont normalisés à Bpeak = 100 mT.
A, qui correspond à la plage d'énergie pour laquelle un proton subit un champ accélérateur
optimal, compris entre 80 % de EaccMAX et EaccMAX . Dans le Tableau B.1, les valeurs de
A sont données en fonction du nombre de cellules par cavité dans le cas de la Figure B.1.
On constate alors que plus le nombre de cellules augmente, plus l'acceptance en énergie est
faible.
TABLEAU B.1  Evolution de l'Acceptance, A, en fonction du nombre de cellules.
Nbr. cell. 1 2 3 4 5 6 7 8 9
A (MeV) > 600 > 600 > 600 > 600 ∼ 420 ∼ 290 ∼ 235 ∼ 190 ∼ 160
En conséquence, d'après cette première approche, le choix d'une cavité multi-cellules
ne semble pas le plus avantageux. En eﬀet, une cavité mono-cellule permet non seulement
d'obtenir les gradients accélérateurs les plus élevés, mais aussi de n'avoir à utiliser qu'un
seul type de cavité pour couvrir la totalité de la plage d'énergie du linac supraconducteur
(160 MeV - 5 GeV, pour SPL et 100 MeV - 600 MeV pour MYRRHA).
B.2 Facteur de remplissage
Néanmoins, l'intérêt des cavités mono-cellule, en terme de performances, est à pondérer
par leur encombrement. En eﬀet, si l'on raisonne à présent sur la longueur du linac, on peut
se rendre compte que l'utilisation de cavités mono-cellule engendre un surcoût important.
D'une part, car la compacité des mailles accélératrices n'est pas optimisée, et d'autre part,
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car on multiplie l'instrumentation RF (Ampliﬁcateur + coupleurs de puissance, LLRF, sys-
tème d'accord, etc), de manière non négligeable, pour alimenter chacune de ces cavités.
Aﬁn d'étudier l'inﬂuence du nombre de cellules sur la longueur du linac, on peut déﬁnir
le facteur de remplissage , F , comme le rapport entre la longueur accélératrice réelle sur la
longueur totale de l'accélérateur, soit :
F =
Longueur acce´le´ratrice
Longueur totale
(B.1)
Pour appliquer le raisonnement à la section accélératrice  bêta 0,65  du SPL, on consi-
dère ce facteur de remplissage sur une seule maille accélératrice. En se basant sur les données
déﬁnissant les longueurs des cryomodules pour le design de référence du SPL [79], on en
déduit une expression approchée du facteur de remplissage :
F =
NML
4, 9 +M(0, 4 +NL)
(B.2)
Et comme l'illustre la Figure B.2, N représente le nombre de cellules par cavité, M
représente le nombre de cavités par cryomodule et L est la longueur d'une cellule accélératrice
pour βg = 0, 65 (L = 0, 138 m).
Figure B.2  Vue schématique d'une maille accélératrice (les dimensions sont en mètres) [79].
On peut alors tracer l'évolution de F pour diﬀérentes valeurs de M et de N (cf. Figure
B.3). On constate que le facteur de remplissage s'améliore en même temps que le nombre de
cavités par cryomodule augmente ainsi que lorsque le nombre de cellules par cavité augmente
(cf. Figure B.3).
Il est aussi possible d'estimer la longueur de la section accélératrice βg = 0, 65 (Lsection),
en tenant compte du facteur de remplissage et du champ accélérateur apporté en moyenne
par chaque cavité. On peut donc écrire :
Lsection ≈ ∆Etot
F 0, 9 EaccMAX cos(φs)
(B.3)
où ∆Etot représente la plage d'énergie à couvrir (pour la section  bêta 0,65  de SPL on a
∆Etot=730 MeV-160 MeV=570 MeV). On considère qu'en moyenne chaque cavité apportera
0, 9 EaccMAX pour une phase synchrone, φs, de l'ordre de 15o.
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Figure B.3  Evolution du facteur de remplissage, en fonction de N pour diﬀérentes valeurs
de M.
Figure B.4  Evolution de la longueur de la section accélératrice du linac, en fonction de N
pour diﬀérentes valeurs de M.
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Finalement, on constate sur la Figure B.4 que plus le nombre de cellules par cavité est
grand, plus le linac sera court. Ceci contrebalance fortement le premier argument, concer-
nant l'eﬃcacité d'accélération, pour lequel les cavités mono-cellule apparaissaient comme la
solution idéale. On comprend alors, ici, que le choix du nombre de cellules est un compromis
entre performance d'accélération par cavité et longueur totale du linac ; ceci ayant, bien sûr,
un impact direct sur le coût de l'accélérateur.
B.3 Choix des 5 cellules
En première approximation, on pourrait considérer que le coût d'un linac est proportion-
nel à sa longueur. Ainsi, si l'on se base sur la Figure B.4, on a tendance à penser que plus
N et M sont grands plus le linac sera compact, et moins il sera onéreux. Mais il faut aussi
prendre en compte deux autres aspects.
Dans un premier temps, il faut remarquer que plus on augmente le nombre de cellules
dans les cavités, moins l'acceptance en énergie de ces cavités sera grande. Avec un grand
nombre de cellules (par exemple N=8 ou 9), bien que les mailles accélératrices soient plus
compactes, il en faudra plus qu'avec des cavités dont le nombre de cellules est autour de 3,4
ou 5.
Dans un second temps, en ce qui concerne le nombre de cavités par cryomodule, on aura
tendance à choisir M le plus grand possible aﬁn de minimiser le coût. Mais, cet argument ne
se suﬃt pas à lui même. Le choix du nombre de cavités par cryomodule est aussi dicté par
la dynamique du faisceau d'une part et par des aspects cryogéniques et mécaniques d'autre
part. De plus on peut remarquer sur la Figure B.4, qu'au delà de M=6, le nombre de cavités
par module inﬂue peu sur la longueur du linac.
Finalement ces considérations ont montré qu'il existe un compromis entre longueur du
linac, coût et acceptance en énergie, pour N=5. Dans le cas de SPL, le nombre de cavités par
cryomodule sera de 6 [79]. Dans les cas de la machine MAX il a été choisi, pour la section
 bêta 0,65  , qu'il y aura 4 cavités par cryomodules [48].
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Annexe C
Vériﬁcation du calcul du couplage
externe lors de l'étude avec CST
Microwave Studio®
C.1 Introduction
Dans cette annexe, on présente les résultats d'un calcul alternatif pour estimer le couplage
externe sur une cavité à l'aide de CST Microwave studio® (CST MS).
En eﬀet, avec son  solver  Eigenmode  le logiciel donne la possibilité de calculer le
couplage externe au niveau du port de puissance. C'est cette fonction qui a été utilisée pour
évaluer l'inﬂuence de la longueur de l'antenne sur le Qext (cf. Figure C.1).
Figure C.1  Evolution du couplage incident sur la cavité en fonction de l'écart entre le
bout de l'antenne et l'axe faisceau. Résultats calculés  automatiquement  avec le  sol-
ver  Eigenmode  de CST MS.
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Toutefois l'utilisateur n'a aucune prise quant à la méthode employée par ce  solver  Ei-
genmode  pour déterminer Qext, et donc sur la validité des calculs donnés par le logiciel.
Pour cela on a choisit d'utiliser une méthode temporelle, où l'on observe la charge de la
cavité, lorsqu'on injecte un signal RF par le biais du port de puissance équipé de son antenne.
Ce type de simulation peut aussi être eﬀectué en utilisant le  solver  temporel de CST MS
( transient solver ). Mais avant de présenter les résultats obtenus et de les comparer à ceux
calculés automatiquement par le logiciel, il nous faut présenter la méthode employée.
C.2 Méthode pour le calcul du couplage
Pour évaluer le couplage sur la cavité, à l'aide d'un logiciel de simulation électromagné-
tique, on emploi la méthode présentée dans [143].
Cette méthode repose sur une analyse transitoire lors de la charge d'une cavité. Pour
cela reprenons l'équation 2.70 qui donne l'évolution dans le temps de la tension cavité Vcav
lorsque celle-ci est excitée par un signal sinusoïdal à la pulsation de résonance de la cavité
ω0 et d'amplitude Vi = RL Ig :
2ω0
QL
dVi(t)
dt
=
d2Vcav(t)
dt2
+
ω0
QL
dVcav(t)
dt
+ ω20Vcav(t) (C.1)
La résolution de cette équation donne :
Vcav(t) = 2 Vi
(
1− e−ω0t/2QL) cos( ω0
2QL
(
√
4Q2L − 1) t+ ϕ
)
(C.2)
Intéressons nous seulement à l'évolution de l'enveloppe de ce signal :
Vcav(t) = 2 Vi
(
1− e−ω0t/2QL) (C.3)
Et maintenant si l'on se place au début de la charge de la cavité au temps T ou l'on a
ω0T << 2QL. En faisant un développement limité au premier ordre, on peut alors écrire la
formule C.3 comme :
Vcav(T ) ∼= Vi (ω0T )
QL
(C.4)
Aﬁn d'exploiter cette formule dans le logiciel de calcul, il nous faut connaitre la relation
entre l'énergie stockée dans la cavité, W , et la puissance incidente Pi au niveau du coupleur
de puissance.
Reprenons alors la déﬁnition de W (dans le cas du circuit équivalent), donnée par l'équa-
tion 2.41 :
W =
1
2
C V 2cav (C.5)
qui se réécrit pour ω0T << 2QL, avec C.4, comme :
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W ∼= 1
2
C V 2i
(
ω0T
QL
)2
(C.6)
Notons alors que la déﬁnition du rapport (r/Q) donné par les expressions 2.49 et 2.50
nous permet d'écrire :
C =
1
ω0
QL
RL
=
1
ω0
Qext
Zext
(C.7)
De plus, on se place dans l'approximation QL ≈ Qi ≈ Qext, valable pour une cavité
supraconductrice fortement couplée, et sachant que par déﬁnition Pi = 12
V 2i
Zext
, on obtient
alors la formule :
Qext ∼= (ω0T )2 Pi
ω0W
(C.8)
Avec cette formule, il est donc possible de calculer Qext, en observant le début de la charge
de la cavité et en calculant W à l'instant T pour une puissance moyenne RF injectée de Pi.
Dans le paragraphe suivant on détaille la méthode suivie pour réaliser un tel calcul avec
le code d'électromagnétisme.
C.3 Calcul du couplage par une méthode transitoire
Choix du cas d'étude et résultats avec le  solver  Eigenmode 
Figure C.2  Résultats de l'étude avec le  solver  Eigenmode  : répartition des champs
(mode TM010−pi) dans le plan médian de la cavité et tracé du champ électrique le long de
l'axe faisceau.
Pour cette étude de vériﬁcation, les calculs sont eﬀectués en ne prenant en compte que
la dernière cellule de la cavité associée au tube faisceau et au port de puissance (cf. Figure
C.2). Ceci permet notamment de diminuer les temps des simulations et de simpliﬁer le calcul
de Vcav et de W (cf. Partie C.4 ).
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La longueur de l'antenne est choisie telle que Lant = 62 mm, ce qui correspond à un
couplage de Qext5cell = 1, 21.10
6 sur la cavité 5-cellules.
Toutefois, il faut remarquer que pour l'étude sur une seule cellule on aura, pour Lant = 62
mm, Qext1cell 6= Qext5cell = 1,21.106, car la valeur du couplage est proportionnelle au nombre
de cellules d'après 3.14.
Sa valeur, ainsi que celles des autres paramètres RF nécessaires à notre étude comparative
ont donc été recalculés avec le  solver  Eigenmode (cf. Figure C.2), qui évalue la réparti-
tion des champs électromagnétiques pour une énergie stockée de 1 Joule dans la structure. Le
Tableau C.1 fait le bilan de cette pré-étude et recense les valeurs des principaux paramètres
RF obtenus.
TABLEAU C.1  Résultats obtenus avec le  solver  Eigenmode .
Caractéristiques RF Valeur obtenue
fréquence, f (MHz) 704, 07
(r/Q) (β = 0.65) (Ω) 26, 4
Energie stockée, W0 (J) 1, 0
Tension accélératrice, Vcav0 (MV) 0, 485
Champ max sur l'axe faisceau, E0
(MV/m)
6, 946
Qext 2, 72.10
5
Calcul du Qext par une analyse transitoire
Le but de ce calcul est d'observer l'évolution de la charge de la cavité aﬁn de déterminer
le Qext en utilisant la formule C.8. Pour cela on utilise le  solver  Transient  qui permet
d'étudier la propagation d'un signal et d'observer son évolution dans le temps.
Pour ce calcul on garde le même maillage que précédemment. On injecte un signal si-
nusoïdal, dont la fréquence correspond à la fréquence de résonance calculée précédemment
avec le  solver  Eigenmode  (f = 704,07 MHz), par le port coupleur. Aﬁn, d'observer
la propagation de ce signal et l'évolution au cours du temps des champs dans la cavité, il
est possible de disposer des sondes, au sein de la structure, qui permettent de  mesurer 
les valeurs de E ou de H à chaque pas de calcul. Comme l'illustre la Figure C.3, une sonde
a donc été placée au centre de la cellule pour observer l'évolution de l'amplitude du champ
électrique généré le long de l'axe faisceau.
La simulation est ensuite eﬀectuée sur une durée de 200 ns. La Figure C.4 donne l'évo-
lution, au cours du temps, du signal d'excitation appliqué au niveau du port coupleur et
l'évolution de l'amplitude du champ électrique dans la cellule, mesurée par la sonde placée
au centre de celle-ci.
On observe bien qu'au début de la charge de la cavité, l'amplitude du champ électrique
croit linéairement dans le temps, comme le prévoit la formule C.4. A partir de ces résultats
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Figure C.3  Mise en place des sondes pour l'étude transitoire.
Figure C.4  Signal d'excitation au niveau du port coupleur (à gauche) et évolution du
champ électrique au centre de la cellule (à droite).
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de simulation il est alors possible de calculer, à plusieurs instants T , la valeur de Qext. Le
Tableau C.2 donne les résultats obtenus lorsque l'application numérique est eﬀectuée à l'aide
de l'équation C.8.
TABLEAU C.2  Résultats de l'étude transitoire.
T (ns) ωT (rad.s) Ez0 (V/m) Vcav (V) Wcav (J) Qext
32,0 142 21,0 1,46 9, 15.10−12 2, 47.105
67,50 298 42,0 2,92 3, 66.10−11 2, 75.105
81,66 361 51,0 3,55 5, 40.10−11 2, 73.105
107,15 474 67,8 4,72 9, 54.10−11 2, 66.105
139,88 619 87,5 6,09 1, 59.10−10 2, 72.105
166,90 738 104,2 7,25 2, 25.10−10 2, 73.105
182,52 807 114,5 7,97 2, 72.10−10 2, 71.105
199,55 882 124,5 8,67 3, 22.10−10 2, 74.105
Qmoyenext 2, 72.10
5
∆Q/Q 3, 75%
Concernant les calculs eﬀectués dans ce tableau on peut faire les remarques suivantes :
 Les coeﬀcients ωT sont calculés avec ω = 2pif = 2pi 704,07 MHz.
 Le champ Ez0 est la valeur de l'amplitude du champ électrique mesuré par la sonde au
centre la cellule à l'instant T .
 La valeur de Vcav est obtenue en utilisant les valeur du Tableau C.1, tel que :
Vcav = Vcav0
Ez0
E0
 la valeur de l'énergie stockée dans la cavité, Wcav, est elle aussi calculée à partir des
données obtenues avec le  solver  Eigenmode  :
Wcav = W0
(
Ez0
E0
)2
 Enﬁn, les valeurs de Qext sont calculées avec la formule C.8, sachant que la puissance
maximale du signal d'excitation en entrée du port coupleur est de 1W, pour une valeur
moyenne de Pi = 0,5 W. On remarque que la valeur moyenne de Qext est en très bon
accord avec celle donnée dans le Tableau C.1, avec toutefois une erreur relative 1 de
3,75 %.
1. Cette erreur relative est obtenue à partir de l'écart type sur toutes les valeurs calculées de Qext.
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Dans cette étude comparative, on a pu vériﬁer le bon accord entre la valeur calculée
 automatiquement  par le  solver  Eigenmode  et la valeur obtenue par une étude
transitoire eﬀectuée à l'aide d'un second  solver  de CST MS. Notons d'ailleurs que cette
méthode utilisant le  solver  Transient  est assez pratique et eﬃcace car les temps de
calculs sont bien moindres qu'avec le  solver  Eigenmode .
Figure C.5  Evolution des champ électriques au centre des cinq cellules de la cavité βg =
0,65 lorsqu'un signal est injecté par le port coupleur. En raison de la faible valeur du facteur
K (∼ 1, 5%), on remarque que plus la cellule est éloignée du port coupleur, plus sa charge
est retardée.
La concordance des résultats obtenus avec ces deux méthodes, nous permet aussi de
conclure que l'on peut accorder une certaine conﬁance dans la valeur calculée du Qext sur la
cavité 5-cellules.
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Notons cependant que l'on a ici simplement réalisé le calcul avec une seule cellule. En
eﬀet, pour la cavité 5-cellules, le couplage entre les cellules étant très faible (K ∼ 1, 5%),
elles ne se chargent pas à la même vitesse comme l'illustre la Figure C.5 : plus les cellules
sont éloignée du port coupleur, plus leur temps de charge est retardé.
Il est alors plus délicat d'appliquer le méthode transitoire pour la vériﬁcation du couplage
sur une cavité elliptique multi-cellules. L'amplitude du champ n'étant alors pas la même dans
toute les cellules, le calcul de la tension accélératrice est alors un peu plus compliqué, car il
faut tenir compte du  non plat de champs  dans la cavité pendant la charge.
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Spéciﬁcations pour le couplage des
cavités  bêta 0, 47  de l'accélérateur de
MYRRHA et discussion sur les besoins
en puissance RF
D.1 Objectifs
Le linac supraconducteur de MYRRHA doit accélérer des protons à une énergie de 600
MeV pour un courant faisceau de 4 mA. Du fait des contraintes sur sa ﬁabilité, les cavités
accélératrices, qui le constituent, seront susceptibles de fonctionner dans diﬀérentes conﬁ-
gurations : pour pallier à la défaillance de l'une d'entre elles, elles doivent être capables de
travailler au-delà de leur gradient accélérateur nominal. En conséquence, leurs réglages en
tension et en phase (ainsi qu'en fréquence) sont susceptibles de varier de façons importantes
suivant les contraintes imposées par la dynamique faisceau.
Aﬁn de garantir ce fonctionnement à conﬁgurations multiples, il est nécessaire de choisir
pour chaque section de la ligne accélératrice (cavités Spoke  bêta 0, 35 , cavités elliptique
 bêta 0, 47 , cavités elliptique  bêta 0, 65 ) un couplage incident et des ampliﬁcateurs de
puissance RF qui répondent aux critères suivant :
 1er critère : Assurer un fonctionnement ﬁable en prenant des marges de sécurité raison-
nables sur les paramètres critiques.
 2e`me critère : Minimiser le coût d'investissement des équipements RF en dimensionnant
au mieux la puissance RF installée.
 3e`me critère : Minimiser le coût de fonctionnement sur la durée de vie de la machine en
optimisant l'eﬃcacité électrique des équipements.
Ici, on s'intéresse seulement au choix du couplage pour les cavités accélératrices de la
section  bêta 0, 47 , et on discutera aussi leurs besoins en puissance RF.
Pour cela, on regarde, dans un premier temps, le mode de fonctionnement nominal du
313
Annexe D : Spéciﬁcations pour le couplage des cavités  bêta 0, 47  de l'accélérateur de
MYRRHA et discussion sur les besoins en puissance RF
linac de MYRRHA, où il faut accélérer un faisceau de protons de 4 mA.
D.2 Choix du couplage
Le choix du couplage pour une cavité supraconductrice est basé sur des critères liés au
bilan des puissances mises en jeu dans la cavité. Au chapitre 5, on a montré qu'il existe un
couplage optimal, qui permet de limiter la puissance délivrée par le générateur ; dans ce cas
la puissance réﬂéchie est alors nulle. Dans le cas d'une cavité accélératrices supraconductrice
ce couplage optimal est tel que :
Qiopt ≈
Vcav
2Ib0(r/Q) cos(φs)
(D.1)
Il dépend alors du courant faisceau Ib0 que l'on souhaite accélérer, de la tension accé-
lératrice que doit fournir la cavité (Vcav) et de la phase entre ces deux grandeurs, c'est à
dire la phase synchrone, φs. La géométrie de la cavité joue aussi un rôle important avec la
présence du paramètre (r/Q). Il faut remarquer que les valeurs de Vcav et (r/Q) dépendent
de la vitesse des particules. Ainsi, chacune des 30 cavités de la section βg = 0, 47 a son propre
réglage en tension et en phase (cf. Figure D.1).
Figure D.1  A gauche : les diﬀérents points de fonctionnement nominaux des 30 cavités de
la section  bêta 0,47 . A droite : les (r/Q) pour chaque cavité de la section accélératrice.
Cette valeur dépend de la vitesse réduite des particules, elle est maximale pour β = 0, 51.
On comprend alors que pour chaque cavité il existe une couplage optimal, auquel on peut
associer une puissance RF délivrée par le générateur en régime stationnaire, qui s'écrit dans
le cas général :
Pg =
V 2cavQi
8(r/Q)Q2L
(
1 + tan2(ψ)
)
+
Ib0VcavQi
2QL
(cos(φs) + sin(φs) tan(ψ)) +
(r/Q)Qi
2
I2b0 (D.2)
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On considère ici que les cavités ont un Q0 ∼ 1010, et par conséquent Qi ≈ QL. Dans le cas
idéal où une cavité est parfaitement réglée en fréquence, la phase ψ est égale à −φs. Dans ces
conditions, on peut déduire, pour chacune des cavités, la puissance RF optimale, c'est à dire
la puissance délivrée par la source RF telle que la puissance réﬂéchie soit nulle. Sur la Figure
D.2, on a tracée la puissance consommée par chaque cavité, couplée de façon optimale.
Figure D.2  Couplages optimaux et puissance nécessaire pour alimenter chacune des cavités
accélératrices, avec I0 = 4 mA.
Dans ce cas optimal, en sommant l'ensemble des puissances, on obtient la puissance RF
totale nécessaire : PRF totale = 400, 5 kW.
On constate aussi sur la Figure D.2, que la valeur du couplage optimal varie d'un ordre
de grandeur (de 106 à 107) selon la position des cavités dans la section accélératrice. Ceci
signiﬁerait que chaque cavité doit avoir un coupleur de géométrie diﬀérente : la longueur de
l'antenne peut varier de 2 à 3 centimètres.
Une telle option n'est cependant pas envisageable et il est préférable de choisir un couplage
identique pour toutes les cavités. D'une part pour des raisons liées au coût de fabrication du
jeux de 30 coupleurs et d'autre part car on assure ainsi l'interchangeabilité des cryomodules
lors du montage.
Aﬁn de déterminer la valeur de Qi qui permettra de limiter les pertes RF globales, on a
calculé pour diﬀérents couplages, l'eﬃcacité RF de la section accélératrice. Cette eﬃcacité
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est déﬁnie comme le rapport entre la puissance totale délivrée par les sources et la puissance
fournie au faisceau (Pb = Vcav Ib0 cos(φs)). Les variations de l'eﬃcacité en puissance selon le
couplage Qi sont illustrées en Figure D.3.
Figure D.3  A gauche : variations de l'eﬃcacité et de la puissance RF totale à fournir en
fonction du couplage des cavités. A droite : décroissance de la bande passante des cavités en
fonction du couplage incident.
On constate donc que l'eﬃcacité en puissance est la meilleur (∼ 99, 5%) pour un couplage
Qi = 7, 5.10
6, la puissance totale consommée est de l'ordre de 402 kW, ce qui est très proche
du cas optimal. Ainsi le choix d'un tel couplage pour l'ensemble des cavités est un premier
élément de réponse pour satisfaire les 2e`me et 3e`me critères qui visent à minimiser l'investis-
sement dans l'équipement RF tout en assurant le meilleur rendement de fonctionnement.
Il est aussi important de vériﬁer qu'avec le couplage choisit on se trouve dans une zone
acceptable en terme de bande passante de la cavité. Pour Qi = 7,5.106, la bande passante est
d'environ 95 Hz, ce qui reste une valeur acceptable au vue des perturbations microphoniques
attendues (∆frms = 20 Hz). L'amplitude de ces perturbations reste tout de même à conﬁr-
mer, par la mesure sur le cryomodule 700 MHz aﬁn de s'assurer que l'on peut fonctionner
de façon ﬁable (1er critère) sans empiéter sur les marges de puissances nécessaires dans une
situation de rattrapage de panne.
Enﬁn, il est nécessaire de s'assurer que le couplage qui semble le plus favorable Qi =
7, 5.106, n'engendre pas de sur-consommation importante pour certaines cavités. Ceci, aurait
pour conséquence de diminuer les marges de fonctionnement de certaines sources RF et
inﬂuerait donc sur leur dimensionnement. On se propose donc de discuter cet aspect dans le
paragraphe suivant.
316
D.3 Discussion sur les spéciﬁcations des ampliﬁcateurs de puissance
D.3 Discussion sur les spéciﬁcations des ampliﬁcateurs de
puissance
Une fois le couplage nominal choisit, il est donc possible en utilisant la formule D.2 de
calculer la valeur de Pg pour chacune des cavités de la section accélératrice  bêta 0,47 . Ces
puissances sont reportées en Figure D.4 dans le cas nominal (I0 = 4 mA), où la fréquence de
chaque cavité est ajustée tel que ψ = −φs.
On constate alors que, les cavités fonctionnent entre 10 kW et 18 kW sauf les 6 premières
qui requièrent des puissances moindres, entre 2, 5 kW et 7, 5 kW. On remarque aussi que dans
ce cas de fonctionnement nominal, aucune cavité ne sera en surconsommation par rapport
au cas de la Figure D.2 où tous les couplages sont optimisés. On peut d'ores et déjà conclure
sur le fait que la valeur de Qi = 7, 5.106 est acceptable pour le couplage des cavités de cette
section accélératrice.
A présent, pour déterminer la puissance maximum que doivent fournir les ampliﬁcateurs
RF, il est nécessaire d'ajouter aux besoins nominaux un surplus aﬁn de prendre en compte
toutes les incertitudes, les pertes et les perturbations que l'on rencontre durant l'opération.
L'ordre de grandeur de ce surplus est de 30%. Cet ordre de grandeur est généralement basés
sur des études statistiques établies sur les hypothèses suivantes [144] :
 Le courant faiceau a une stabilité de ±2% due aux ﬂuctuations dynamiques des sources
ECR.
 L'incertitude sur la valeur de la tension accélératrice est de ±2%. Cette imprecision est
due à l'incertitude sur la mesure de temps de vol des faisceaux et à la précision de la
boucle LLRF.
 L'incertitude sur la valeur de la phase synchrone est de ±2o pour des raisons liées à la
mesure de phase du faisceau et à la précision du système LLRF.
 Les erreurs sur la géométrie du coupleur inﬂuent sur le couplage dans une gamme de
[6, 5.106 ; 8, 5.106].
 La stabilité en fréquence des cavités est estimée à ∆frms = ±20Hz selon les perturba-
tions microphoniques qu'elle subie.
 L'erreur sur le (r/Q) est estimée à ±5%, elle est liée aux erreurs d'estimations des
simulations RF, à la géométrie des cavités, et à l'énergie du faisceau.
 A l'ensemble de ces erreurs, on rajoute généralement un budget de 10% pour tenir
compte des pertes dans les lignes RF (guides d'ondes, circulateurs, transitions, etc).
A ce surplus de puissance, nécessaire pour anticiper les erreurs de fonctionnement, il faut
aussi ajouter une marge qui permet d'augmenter le champ accélérateur de 30% dans chacune
des cavités pour les procédures de compensations d'une panne. Aﬁn d'estimer ces besoins en
puissance on a repérésenté en Figure D.4 la puissance requise pour assurer le fonctionnement
de chacunes des cavités dans quatres cas diﬀérents :
 Le premier (courbe bleue) , donne les puissances incidentes requises pour chacune des
cavités. Dans ce cas nominales, les 6 premières cavités nécessitent des puissances moins
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Figure D.4  Représentation, dans diﬀérents cas de ﬁgure, de la puissance incidente requise
pour assurer le bon fonctionnement de chacune des cavités de la section  bêta 0,47 .
importantes que le reste de la ligne car elle fonctionnent à des gradients accélérateur
plus faibles et pour des énergies plus basses.
 Le second cas (courbe verte) représente l'un des cas de fonctionnement les plus défavo-
rables, pour lequel on a considéré un impact maximum de chacune des erreurs précitées.
Le courant faisceau est considéré de 2% plus important que dans le cas nominal, les
erreurs sur la tension accélératrice ainsi que sur la phase synchrone sont elles aussi
maximisées à 2%. Le désaccord en fréquence de la cavité est supposé diﬀérent de 20 Hz
par rapport à l'accord optimal (tel que les valeurs de |ψ| et de |φs| soient les plus éloi-
gnées possible). Enﬁn les valeurs des (r/Q) sont supposées inférieurs à 5% par rapport
au cas nominal.
On constate par exemple que la 23e`me cavité aura besoin d'une augmentation de puis-
sance d'environ 15% et la dernière cavité (la 30e`me) voit augmenter sa puisssance in-
cidente de 21%. A ces valeurs, il faut ajouter les 10% de surplus necessaires pour
compenser les pertes. On se trouve alors dans les cas les plus délicat une marge de
puissance necessaire d'environ 30%.
 La troisième courbe (en rouge) illustre le cas, où le champ accélérateur a été augmenté
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de 30% dans toutes les cavités 1. On constate notemment que le besoins en puissance
pour les premières cavités est drastiquement accru de plus de 250%.
 Enﬁn la dernière courbe (en noir) représente le cumul des erreurs et du besoin sur la
marge en puissance pour garantir la ﬁabilité et la tolérance aux fautes de l'accélérateur.
On peut alors constater que les 6 premières cavités peuvent être raisonnablement ali-
mentées par des sources RF d'une capacité de 20 kW, alors que pour les autres cavités
de la ligne, il est préférable que celles-ci soient alimentées pas des générateurs de 30
kW.
D.4 Conclusion
En conclusion les spéciﬁcations proposées pour la valeur du couplage incident sur les
cavités de la section  bêta 0,47  sont :
 Qi = 7, 5.106
 Pour une plage de tolérance de 6, 5.106 ≤ Qi ≤ 8, 5.106
Les spéciﬁcations proposées concernant les caractéristiques des ampliﬁcateurs de puissance
sont :
 Pour les cavités 1 à 6 :
6 ampliﬁcateurs capables de fournir au moins 20 kW.
 Pour les cavités 7 à 30 :
24 ampliﬁcateurs capables de fournir au moins 30 kW.
Ces spéciﬁcations sont à débattre, selon les solutions technologiques existantes et l'analyse
statistique en ce qui concerne les erreurs et les perturbations peut être approfondie.
Toutefois, on se basera sur ces données pour l'étude, sur l'asservissement et la tolérance
aux pannes des cavités du linac de MYRRHA, proposée dans le chapitre 5.
1. Ce surplus de 30 % est calculé au βg : pour chaque cavité, on a pris Eacc = 1, 3 Eacc(βg)
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