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Abstract-In physiological research, inductive reasoning has traditionally been the 
rule, rather than the exception. This is because mathematical formulations of human 
body function inevitably lead to indeterminate situations where there are more 
unknown quantities than there are equations to describe them. This paper discusses a
deductive approach to the study of human body dynamics, where the indeterminate- 
ness is usually associated with the presence of “will” as an undefined variable. The 
point is made that “will” may be quantified by viewing musculoskeletal mechanics in 
terms of a minimum energy principle. Thus, variational and optimization methods may 
be employed to generate additional equations of motion which render the problem 
determinate in a deductive sense. Several examples illustrate the successful use of 
variational methods in biodynamic modelling. 
1. INTRODUCTION 
Mathematical modelling plays an important role in the analysis of physiologic function. 
Among other things, it allows one to isolate the parametric dependence of biological 
processes on variables which can be controlled clinically. Furthermore, it provides a means 
for predicting physiologic responses to prescribed sets of environmental inputs. Indeed, 
it can even contribute significantly to our fundamental understanding of human 
behavior. 
For these reasons and many more, efforts of late have been directed towards 
developing comprehensive mathematical theories for physiological processes. In some 
cases, such efforts have met with considerable success. But one particular class of 
musculoskeletal problems has always presented analytical complications that have been 
the subject of many philosophical (and some heated) discussions. That is, the analyst of 
human body dynamics inevitably comes face to face with the indeterminateness that 
arises in the presence of “will” as an undefined variable; and the question then becomes, 
“How can ‘will’ be deductively quantified in formulating a theory for the dynamics of 
human motion?” 
This paper presents no unqualified, definitive answers. In fact, let it be understood 
from the outset that some of the hypotheses presented here are still speculative and 
subject to more than one interpretation. Nevertheless, the material is presented with the 
intent of stimulating further thought and creative discussion on a very interesting 
subject. To establish the framework for such discussion, some basic concepts of analysis 
are presented first and these are followed by a description of how “will” might be 
handled through some optimization schemes. 
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2. BASIC CONCEPTS OF ANALYSIS 
In the realm of continuum mechanics, the analytical approach to problem solving 
generally begins with the stipulation that certain fundamental governing laws of nature 
must be satisfied, viz.: 
(i) Conservation of mass (commonly referred to as the continuity equation); 
(ii) The laws of Newtonian mechanics expressing, in an inertial coordinate system, 
relationships which must exist between external forces and moments and cor- 
responding rates of change of linear and angular momentum, respectively; 
(iii) Conservation of energy (the first law of thermodynamics); and, 
(iv) The second law of thermodynamics. 
If the problem is one of rigid body dynamics, these basic laws, together with appropriate 
initial and boundary conditions, normally serve to describe a given situation-provided 
the number of independent equations, j, generated exactly equals the number of 
unknown quantities k, introduced by these equations. In that case, the k unknowns may 
be determined uniquely by solving simultaneously the j independent equations that 
contain them. Consider what happens, however, if k > j. In the absence of any additional 
information, this situation hypothetically allows there to be an infinite number of 
solutions to the problem. That is, by assigning arbitrary values to (k - j) of the unknown 
quantities, one is left with k -(k - j) = j unknowns and j equations, from which the 
remaining j unknowns may be determined. But, since the unknowns one chooses to 
define, as well as the values assigned to these, can be purely arbitrary, there are 
obviously many possibilities, each leading to a different solution. In order to alleviate 
this situation, investigators make some attempt to reduce the number of unknown 
quantities in a systematic fashion. This may involve utilizing one or more of the 
following strategies: 
(i) Making certain simplifying assumptions based on sound and logical physical 
reasoning, or a dimensional analysis of the problem, or the imposition of 
mathematical continuity requirements; 
(ii) Introducing additional boundary conditions or constraints (e.g., chasing values 
for a governing parameter) in order to get a more specific solution for a special 
case; 
(iii) Performing carefully designed laboratory experiments to define some unknown 
quantities from actual data rather than by guessing; 
(iv) Finding some relationship among certain of the variables (such as by similarity 
schemes, nondimensionalization, or functional dependence methods) so that they 
may be combined into parameters that are less in number than the original k 
unknowns; and, 
(v) Utilizing approximation and scaling techniques to examine asymptotic or per- 
turbation solutions. [Note that this is a special case of (i) or (ii) above.] 
All of these categorize the problem-solving technique as an inductive one, i.e., conclud- 
ing what happens in a general case from an arsenal of results obtained for specific cases. 
In physiological research, inductive reasoning has traditionally been the rule, rather than 
the exception, since mathematical formulations of human body function inevitably lead 
to more unknown quantities than there are equations to describe them. Only recently 
have techniques been employed that actually allow one to generate additional equations 
instead of attempting to reduce the number of unknown variables. This has opened the 
door for deductive analysis of human body dynamics (as shall be described later). 
Before pursuing this point, however, consider the remaining case of what happens when 
the number of available equations exceeds the number of undefined variables. 
If k < j, then either (j - k) equations are redundant or identities, or, there are no solutions 
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to the problem as posed. That is, for this situation one may arbitrarily solve for k 
unknowns from any k of the j > k equations presumably available. There is no guaran- 
tee, however, that the k values thus obtained will automatically satisfy the unused, 
remaining (j - k) equations, since these excess equations were never actually introduced 
into the solution. It may turn out that the solutions for k do, in fact, satisfy all j 
equations, but if this is true, then it usually means that the problem was originally not 
well posed, that some of the equations were not independent of each other, or that they 
were actually identities. In any event, the situations where k > j or k < j are usually 
termed “indeterminate.” 
Quite often, indeterminate formulations for rigid-body problems may be made deter- 
minate by relaxing the rigid-body assumption and considering the behavior of specific 
materials. For this purpose, subsidiary laws or “constitutive” relationships are intro- 
duced to make the governing physical laws specific for a particular type of material. 
Common examples of these are the perfect gas law, Newton’s law of viscosity for a 
fluid, Hooke’s law for an elastic solid, and a wide variety of additional stress-strain or 
stress-strain-rate equations that are functions of individual material properties. These 
constitutive equations allow one to examine the deformation characteristics of specific 
media subjected to given loadings, which, after the further imposition of compatability 
conditions and mathematical continuity requirements based on physical reasoning, may 
be sufficient to set up a “well-posed” problem. Well-posed in the sense of the number of 
unknown quantities being equal to the number of governing equations and the possibility 
for obtaining a physically meaningful and realizable solution. 
If relaxing the rigid-body assumption still leaves the problem indeterminate, or if it is 
desirable to keep the problem in the realm of rigid-body dynamics, then one can turn to 
variational or optimization techniques as a means for seeking additional information. The 
calculus of variations is concerned with maximizing or minimizing functions of points in 
function spaces (so-called “functionals”), and its physical application relates to the 
existence of particles capable of an equilibrium state wherein some energy function has 
its smallest value. Typically, this energy function will depend on several variables, where 
the variables themselves are related by one or more equations which represent con- 
straints on the problem. Thus, in principle, variational calculus can be used to generate 
extra equations which constrain the system to minimize a given energy function. Given 
such systems, one can employ, for example, the method of Lagrange multipliers [l] to 
generate additional equations. As an illustration, consider the problem of finding the 
extremal values of an energy function F(x, y, z), where x, y, and z are related by the 
constraint equation G(x, y, z) = h. Lagrange’s method directs us to proceed as follows: 
Form the function u = F(x, y, z) + AG(x, y, z), where h is a constant, as yet un- 
determined in value. Then u = U(X, y, z, A) so that the extreme values of u can be 
obtained by setting 
du=O=gdx+$dy+gdz+$dh. 
Now, treating x, y, and z as independent variables, and realizing that dA = 0, since A is 
constant, the requirement that du = 0 can only be satisfied if we have the following 
conditions: 
E = 0; $ = 0; g = 0. 
These three equations, along with the equation of constraint, G(x, y, z) = h can be solved 
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simultaneously to find the values of the four quantities x, y, z, and A. In the more general 
case involving the problem of extremal values of F(x, y, z) subject to several constraints, 
Gi(x, y, z) = hi, i = 1, 2, 3. . . m, form the function 
u = F(x, yt 2) + 2 AiGi(x, Y, z) 
i=l 
and solve for x, y, z, and m values of A from the m constraint equations and the three 
partial differential equations on u as above. 
The calculus of variations goes back to the time of Euler, and variational principles 
have been applied to physical problems since the time of Huygens. Hamilton, Jacobi, 
and others developed the Hamiltonian formulation of the variational problem early in the 
nineteenth century, but perhaps the most significant contribution in recent times was 
made by L. S. Pontryagin [2]. Pontryagin’s maximum principle starts with a Hamiltonian 
function of the form 
and sets q0 = - 1. If I& were chosen to be positive, then there would result a “minimum 
principle” which could be applied to the optimization of a given physical process. 
Regardless of what approach an investigator chooses to generate a well-posed 
mathematical problem, the resulting analysis is deductive in the sense that one may draw 
conclusions above what happens in specific cases from a generalized theory for all cases. 
One of the concerns of the mathematical modeller is to obtain just such a generalized 
theory for human body dynamics. It is not always possible-or desirable-to do a great 
deal of experimentation to reduce the number of unknown quantities in physiological 
research and thus the previously discussed inductive approach falls short of providing 
needed answers in important situations. Design to increase the capability of man in the 
aerospace environment is one such example, as is the desire to avoid the needless 
slaughter of thousands of animals in the laboratory environment. With this in mind, 
Nubar and Contini [3], in 1961, proposed that variational calculus may, indeed, be 
applicable to the study of human motion, and that it may very well be that all of us 
function in accordance with an underlying principle of least energy. 
3. “WILL” AND THE CONCEPT OF LEAST ENERGY 
The problem with deductive analysis of musculoskeletal dynamics has always been 
that the resulting equations are indeterminate. This is because there are n unknown 
moments at the joints, where n exceeds precisely the number of equations, j, available 
from basic continuum mechanics. The degree of indeterminateness is thus n = k -j, 
where k equals the total number of unknown quantities. This degree is reduced by the 
number of constraints, m, described earlier, so that the problem is left with n - m 
degrees-of-freedom. That is to say, it is possible to ascribe values to n - m of the 
primary unknowns, and still satisfy the laws of mechanics and constraints. This situation 
is generally attributed to the fact that the unknown moments are capable of being 
generated at “will” by the normal individual through control of his/her muscles, and that 
“will” renders a problem indeterminate because it is an indefinable variable. From an 
engineering point of view, this is actually a novel and fascinating concept, and it adds a 
totally new dimension to what engineers customarily think of when they attempt to 
analyze a system. That is, no “traditional” analyst is normally confronted with the idea 
that something moves because it “wants to,” or that behavior is motivated by pain, 
fatigue, or discomfort as well as the natural laws of mechanics. 
Moving when something “wants to”-(“will”) can be described as that mysterious, 
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sometimes fickle, often elusive, very personal and magnificent capability that most of us 
have to exercise conscious control over our posture, or the locomotion of some or all of 
our body parts. So important to us is this capability, that men have sought throughout 
the ages to expand our powers in order that we might gain control over all body 
functions, not just the musculoskeletal system. Indeed, the reported success of biofeed- 
back, meditation, and other similar techniques attest to the fact that even “involuntary” 
physiologic activity may be influenced at “will.” This seems only to emphasize the 
futility of attempting a deductive physiologic analysis in the presence of will as 
an undefined variable-or does it? 
In 1961, Nubar and Contini [3] postulated the following: “A mentally normal in- 
dividual will, in all likelihood, move (or adjust his posture) in such a way as to reduce his 
total muscular effort to a minimum, consistent with the constraints.” In other words, it 
appears likely, and feasible that, whether conscious or subconscious, the patterns of 
motion of an individual seem concerned with the reduction of exertion to a minimum at 
all times, consistent with the task assigned and other restrictions. When the individual 
takes the shortest path between two points, when he settles into a preferred position 
while sitting or drifting off to sleep, when s(he) adjusts his or her stance according to 
some particular rhythmic pattern while swinging a hammer-in all of these cases one 
might surmise that the individual is instinctively obeying some governing law which gives 
him a need to economize physical activity-or suffer the consequences of overexertion, 
which may include discomfort, fatigue, pain, and so on. Of course, this is not necessarily 
true in an absolute sense, but in a relative sense consistent with certain constraints. For 
example, there may be a broken bone or other disability which contrains movement; 
there may be a desire to maintain some prescribed velocity or step length while walking; 
there may be patterns of motion derived from culture, habit, and experience that dictate 
how an individual will behave in a given situation, and many more. The point is, 
however, that these constraints can frequently be well defined both physically and 
mathematically, and that within and subject to these constraints, the minimum-energy 
principle will guide a person’s desire or “will” to perform a given function in a 
prescribed manner. Some experimental evidence of this, at least for the case of human 
gait, is presented in the work of Beckett and Chang [4], and Beckett and Pan [5], while 
Chao and An [6] explore optimization techniques as applied to the analytic modelling of 
hand motions, and Milsum [7] uses optimization as a means for defining the behavior of 
biological servomechanisms and homeostatic processes. All of these authors find 
reasonable agreement between theory and experiment, which certainly has to be 
encouraging and must mean something. 
Consider further that various forms of meditation have been shown to possess the 
capability for conditioning the human brain to be more highly creative by allowing it to 
tend naturally to a tranquil state of minimum energy expenditure [8]. This state can be 
characterized by the following attributes: 
(i) A spontaneous spread of alpha waves from the back to the front of the 
brain-alpha waves are known to represent a pleasant, relaxed state of mind, one 
that is free of anxiety and has an increased awareness of feelings; 
(ii) An increased synchronization among the various brain wave patterns-such 
synchronization is known to cause less random thought processes, and is asso- 
ciated physiologically with an increased orderliness of the brain; 
(iii) A more efficient and rapid release of metabolic waste products-this is known to 
reduce fatigue and increase mental alertness through a state of deep rest; and, 
(iv) An integration of the activities of the left and right cerebral hemispheres of the 
brain-this is known to reduce the tendency to distraction and thus stimulate the 
imagination through a clearer, less cluttered state of mind. 
Although much experimentation is still underway, and there are some conflicting 
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opinions and alternate viewpoints, at least one concept is receiving favorable reactions 
worthy of further consideration: i.e., left unto itself, relatively free of internal stimuli 
and external distractions, the human brain most likely will drift naturally to a minimum 
energy level. Moreover, the passiveness of this minimum energy state allows imagery, 
feelings, and hidden thoughts to drift into one’s awareness where they might otherwise 
have been masked, subdued, or lost completely. Therein lies the capacity to increase 
creativity by exploiting the basic potential of the human mind. Going one step further, 
the increased awareness of feelings that is associated with mental tranquility provides a 
basis for allowing the subconscious control of body function to come under conscious 
control. This is the essence of biofeedback. 
In biofeedback, internal physiologic control processes are transducted to produce 
input signals to the body’s various senses. A subject learns to interpret the meaning of 
this information (which may be coded into an electroencephalogram, an electrocar- 
diogram, an electromyogram, etc.) in terms of a corresponding physiologic state of 
affairs. He or she is then trained to respond consciously in a way that produces a desired 
alteration of this state of affairs, thus allowing the subject to “willfully regulate” his or 
her internal environment. Enormous success has been reported (see, for example, Chap. 
5 of Ref. 9) in using biofeedback to relieve pain, to regulate muscle spindle behavior, to 
control the circulation, to maintain body temperature, to control metabolism, and even to 
provide effective therapy in a wide variety of mental disorders. One cannot deny its 
potential for increasing our “will” power, but viewed in terms of the minimum energy 
hypothesis it adds still further credence to the idea that “will” can, indeed, be 
quantified. 
That we should function in a way that minimizes energy expenditure should not come 
as a complete surprise. In fact, cliches such as, “following the path of least resistance,” 
stem from just such an underlying principle. It is well established fact that chemical, 
structural, thermodynamic, mechanical, electrical, hydraulic, and other physical systems 
that presumably “don’t know any better” all seek equilibrium states that are charac- 
terized by an attempt to minimize some well-defined energy function [lo]. As an every 
day example, consider that most of us have observed the fact that objects acquire a state 
of stable equilibrium relative to the gravitational field of the earth when they are closest 
to the center of the earth, i.e., when their potential energy is at a low point. Similarly, 
under the action of a system of conservative forces, Hamilton’s principle for determin- 
ing the equations of motion in classical dynamics asserts that, starting from any 
reasonable initial conditions, motion ensues such that the time average of the difference 
between kinetic and potential energies (the so-called kinetic potential or Lagrange 
function) will be a minimum [ll]. In thermodynamics, the condition of equilibrium for an 
isothermal system of fixed temperature and volume requires that there exist a minimum 
of free energy beyond which no spontaneous changes of state are possible. Indeed, the 
examples of this minimum energy principle are numerous and well documented in all of 
the basic sciences. But the idea that our “will” dictates us to perform in accordance with 
such a minimum energy principle is surprising in that it removes the mysterious, 
undefinable nature of this single variable that has hitherto made deductive analysis of 
physiologic function impossible. With the realization that “will” may not, in fact, be a 
totally random, purely arbitrary quantity that we may designate according to our personal 
discretion comes the corresponding realization that all of us may be reasonably predictable 
and thus, deductively analyzed. This is one of the unique contributions that mathematical 
modelling has made in our continuing efforts to improve the health, comfort, and 
understanding of man, and while it has a historic conceptual basis in the general sciences, its 
application to man has only recently been explored. 
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4. MATHEMATICAL QUANTIFICATION OF “WILL” 
Based on the principle of least energy, one may proceed in several ways to quantify 
the variable “will” for analytic purposes. In the method proposed by Nubar and Contini 
[3] an energy function 
E = f(M,, M2, M3. . . Mm t) 
is defined, where t is time and the M’s are the moments generated at the n joints which 
are involved in a prescribed movement. The m constraints on the movement are 
generally given in terms of kinematic quantities, but these can be related back to the 
moments at the joints through Newton’s laws of motion. Thus, the constraint equations 
become 
Gi(Mi, M29 M3.. * Mn, t) = hi, i = 1729 3 . . . ma 
Proceeding according to the method of Lagrange multipliers, one minimizes the effort 
function E, relative to the constraints Gi, by forming the function 
U = E + 2 AiGi, 
i=l 
and setting du = 0. Treating the moments at the joints as independent variables and the 
Lagrange multipliers and time as constants, one then collects coefficients of dMr, dM2, 
dM3. . . dM, and sets them individually equal to zero, yielding a total of n equations. 
Elimination of the m Lagrange multipliers from these n equations results in a set of 
(n - m) independent relations in the unknowns Ml, M2, M3.. . M, and the independent 
variable t. Recall that this is precisely the indeterminateness which arose when only the 
basic laws of continuum mechanics and the constraint relations were applied to the 
original problem. Therefore, the additional (n - m) equations generated by this varia- 
tional procedure have reduced the problem of indeterminateness to zero, which now 
allows for the possibility of a purely deductive solution. 
Nubar and Contini utilized this approach to predict the postural configuration most 
likely to be assumed by an individual asked to stand on one leg, with the other leg held 
off the ground at a prescribed distance from the stationary leg. Their results, taking into 
consideration the simplicity of both their human body model and the sample posture 
they examined, were quite reasonable in defining an equilibrium position of minimum 
effort. In fact, so reasonable that others have pursued the approach with great success, 
using somewhat different methods [7]. 
For example, Beckett and Chang [4] and Beckett and Pan [5] utilized the Hamiltonian 
formulation to analyze gait by minimum energy considerations. In this method, the 
energy function is defined in terms of the kinetic (T) and potential (V) energies of the 
musculoskeletal system. Both T and V are expressed in terms of angular coordinates q 
which specify the configuration of the system during each instant of time. Minimization 
of the energy function relative to constraint functions h (also written in terms of 
coordinates q) is accomplished again by the use of Lagrange multipliers. In this case, a 
new potential energy function, V = V - Ah is introduced to include the condition of 
constraint, and the joint moments, M,, are calculated from the Lagrangian relationships: 
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In the equation above, the subscript r identifies the joint under consideration (r A 
1,2,3... n), the coordinate qr is the corresponding angular position of the skeletal part 
associated with that joint, and the dot over the q indicates differentiation with respect to 
time. 
Among the interesting conclusions that Beckett, Chang, and Pan came to regarding 
the minimum energy principle as it applies to human gait is that, for a given individual, 
there is a natural gait at which he or she can travel a given distance with a minimum of 
effort. Given the parameters of the body, one can determine this gait by pure deductive 
analysis and it turns out to be somewhere near 80 steps per minute for the average 
person. Above this cadence, the energy consumed to travel the same distance increases, 
as it does also for cadences below 80 steps per minute. The authors find their results to 
be in good agreement with the reported findings of several experimental studies available 
in the literature. 
Still a third approach which makes use of minimum energy principles is the optimiza- 
tion scheme proposed by Chao and An [6] to study the mechanics of the human hand. 
Instead of defining an energy function, these authors present a generalized theory of 
muscle force distribution as optimized with respect to individual muscle strength 
limitations during the performance of a given task. The principle, however, is the same, 
i.e., to minimize effort. Furthermore, their conclusions are consistent with the underlying 
theme of all such analyses, i.e., that viewed in terms of minimum effort, the seemingly 
indeterminate problems associated with musculoskeletal dynamics do offer unique 
solutions that take into account the mysterious variable called “will.” In this respect, 
again, applied mathematicians have made unique contributions to the study of human 
locomotion. 
5. CONCLUDING REMARKS 
The human organism is truly a remarkable machine. But, then again, it should be! It is 
the perfected product of millions of years of evolution. The machine that is the 20th 
century model Homo sapien has survived attack from the environment, from hungry 
predators, and from pathological processes by which it could conceivably have been 
annihilated. At least today, this model is the fittest. It has learned to optimize its 
performance and to economize on expenditures. It has brought into delicate balance 
homeostatic and immune mechanisms that can ward off environmental threats and 
disturbances. It even has a built-in ability to modify itself in response to environmental 
changes that might otherwise make it obsolete. In short, the human machine has learned 
to do what it needs to do to survive. 
Within this context, it is not unreasonable to suspect that economy of effort, as a 
means for efficient survival, carries over into our activities of daily living, i.e., into the 
“choices” we make as to how certain tasks are to be performed. Given this supposition, 
human performance can then by analyzed in a deductive sense, with the variable “will” 
being handled through a variety of optimization or variational methods. This not only 
seems reasonable, but, in fact, probable, especially when viewed in terms of mechanisms 
such as pain, fatigue, and discomfort. While somewhat abstract in its present level of 
development, the concept is certainly deserving of additional input and discussion. Thus 
it is left to be pondered further. 
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