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Abstract
We review the intimate connection between (super-)gravity close to a spacelike singularity
(the “BKL-limit”) and the theory of Lorentzian Kac–Moody algebras. We show that in this
limit the gravitational theory can be reformulated in terms of billiard motion in a region of
hyperbolic space, revealing that the dynamics is completely determined by a (possibly infinite)
sequence of reflections, which are elements of a Lorentzian Coxeter group. Such Coxeter
groups are the Weyl groups of infinite-dimensional Kac–Moody algebras, suggesting that these
algebras yield symmetries of gravitational theories. Our presentation is aimed to be a self-
contained and comprehensive treatment of the subject, with all the relevant mathematical
background material introduced and explained in detail. We also review attempts at making
the infinite-dimensional symmetries manifest, through the construction of a geodesic sigma
model based on a Lorentzian Kac–Moody algebra. An explicit example is provided for the
case of the hyperbolic algebra E10, which is conjectured to be an underlying symmetry of
M-theory. Illustrations of this conjecture are also discussed in the context of cosmological
solutions to eleven-dimensional supergravity.
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1 Introduction
It has been realized long ago that spacetime singularities are generic in classical general relativ-
ity [91]. However, their exact nature is still far from being well understood. Although it is expected
that spacetime singularities will ultimately be resolved in a complete quantum theory of gravity,
understanding their classical structure is likely to shed interesting light and insight into the nature
of the mechanisms at play in the singularity resolution. Furthermore, analyzing general relativity
close to such singularities also provides important information on the dynamics of gravity within
the regime where it breaks down. Indeed, careful investigations of the field equations in this
extreme regime has revealed interesting and unexpected symmetry properties of gravity.
In the late 1960’s, Belinskii, Khalatnikov and Lifshitz (“BKL”) [16] gave a general description
of spacelike singularities in the context of the four-dimensional vacuum Einstein theory. They
provided convincing evidence that the generic solution of the dynamical Einstein equations, in the
vicinity of a spacelike singularity, exhibits the following remarkable properties:
• The spatial points dynamically decouple, i.e., the partial differential equations governing
the dynamics of the spatial metric asymptotically reduce, as one goes to the singularity, to
ordinary differential equations with respect to time (one set of ordinary differential equations
per spatial point).
• The solution exhibits strong chaotic properties of the type investigated independently by
Misner [137] and called “mixmaster behavior”. This chaotic behavior is best seen in the
hyperbolic billiard reformulation of the dynamics due to Chitre [31] and Misner [138] (for
pure gravity in four spacetime dimensions).
1.1 Cosmological billiards and hidden symmetries of gravity
This important work has opened the way to many further fruitful investigations in theoretical
cosmology. Recently, a new – and somewhat unanticipated – development has occurred in the
field, with the realisation that for the gravitational theories that have been studied most (pure
gravity and supergravities in various spacetime dimensions) the dynamics of the gravitational field
exhibits strong connections with Lorentzian Kac–Moody algebras, as discovered by Damour and
Henneaux [45], suggesting that these might be “hidden” symmetries of the theory.
These connections appear for the cases at hand because in the BKL-limit, not only can the
equations of motion be reformulated as dynamical equations for billiard motion in a region of
hyperbolic space, but also this region possesses unique features: It is the fundamental Weyl chamber
of some Kac–Moody algebra. The dynamical motion in the BKL-limit is then a succession of
reflections in the walls bounding the fundamental Weyl chamber and defines “words” in the Weyl
group of the Kac–Moody algebra.
Which billiard region of hyperbolic space actually emerges – and hence which Kac–Moody al-
gebra is relevant – depends on the theory at hand, i.e., on the spacetime dimension, the menu of
matter fields, and the dilaton couplings. The most celebrated case is eleven-dimensional super-
gravity, for which the billiard region is the fundamental region of E10 ≡ E++8 , one of the four
hyperbolic Kac–Moody algebras of highest rank 10. The root lattice of E10 is furthermore one of
the few even, Lorentzian, self-dual lattices – actually the only one in 10 dimensions – a fact that
could play a key role in our ultimate understanding of M-theory.
Other gravitational theories lead to other billiards characterized by different algebras. These
algebras are closely connected to the hidden duality groups that emerge upon dimensional reduction
to three dimensions [41, 95].
That one can associate a regular billiard and an infinite discrete reflection group (Coxeter group)
to spacelike singularities of a given gravitational theory in the BKL-limit is a robust fact (even
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though the BKL-limit itself is yet to be fully understood), which, in our opinion, will survive future
developments. The mathematics necessary to appreciate the billiard structure and its connection
to the duality groups in three dimensions involve hyperbolic Coxeter groups, Kac–Moody algebras
and real forms of Lie algebras.
The appearance of infinite Coxeter groups related to Lorentzian Kac–Moody algebras has trig-
gered fascinating conjectures on the existence of huge symmetry structures underlying gravity [47].
Similar conjectures based on different considerations had been made earlier in the pioneering
works [113, 169]. The status of these conjectures, however, is still somewhat unclear since, in
particular, it is not known how exactly the symmetry would act.
The main purpose of this article is to explain the emergence of infinite discrete reflection groups
in gravity in a self-contained manner, including giving the detailed mathematical background
needed to follow the discussion. We shall avoid, however, duplicating already existing reviews on
BKL billiards.
Contrary to the main core of the review, devoted to an explanation of the billiard Weyl groups,
which is indeed rather complete, we shall also discuss some paths that have been taken towards
revealing the conjectured infinite-dimensional Kac–Moody symmetry. Our goal here will only be
to give a flavor of some of the work that has been done along these lines, emphasizing its dynamical
relevance. Because we feel that it would be premature to fully review this second subject, which
is still in its infancy, we shall neither try to be exhaustive nor give detailed treatments.
1.2 Outline of the paper
Our article is organized as follows. In Section 2, we outline the key features of the BKL phe-
nomenon, valid in any number of dimensions, and describe the billiard formulation which clearly
displays these features. Since the derivation of these aspects have been already reviewed in [48],
we give here only the results without proof. Next, for completeness, we briefly discuss the status
of the BKL conjecture – assumed to be valid throughout our review.
In Sections 3 and 4, we develop the mathematical tools necessary for apprehending those
aspects of Coxeter groups and Kac–Moody algebras that are needed in the BKL analysis. First, in
Section 3, we provide a primer on Coxeter groups (which are the mathematical structures that make
direct contact with the BKL billiards). We then move on to Kac–Moody algebras in Section 4,
and we discuss, in particular, some prominent features of hyperbolic Kac–Moody algebras.
In Section 5 we then make use of these mathematical concepts to relate the BKL billiards to
Lorentzian Kac–Moody algebras. We show that there is a simple connection between the relevant
Kac–Moody algebra and the U-duality algebras that appear upon toroidal dimensional reduction
to three dimensions, when these U-duality algebras are split real forms. The Kac–Moody algebra
is then just the standard overextension of the U-duality algebra in question.
To understand the non-split case requires an understanding of real forms of finite-dimensional
semi-simple Lie algebras. This mathematical material is developed in Section 6. Here, again,
we have tried to be both rather complete and explicit through the use of many examples. We
have followed a pedagogical approach privileging illustrative examples over complete proofs (these
can be found in any case in the references given in the text). We explain the complementary
Vogan and Tits–Satake approaches, where maximal compact and maximal noncompact Cartan
subalgebras play the central roles, respectively. The concepts of restricted root systems and of
the Iwasawa decomposition, central for understanding the emergence of the billiard, have been
given particular attention. For completeness we provide tables listing all real forms of finite Lie
algebras, both in terms of Vogan diagrams and in terms of Tits–Satake diagrams. In Section 7 we
use these mathematical developments to relate the Kac–Moody billiards in the non-split case to
the U-duality algebras appearing in three dimensions.
Up to (and including) Section 7, the developments present well-established results. With Sec-
8
tion 8 we initiate a journey into more speculative territory. The presence of hyperbolic Weyl groups
suggests that the corresponding infinite-dimensional Kac–Moody algebras might, in fact, be true
underlying symmetries of the theory. How this conjectured symmetry should actually act on the
physical fields is still unclear, however. We explore one approach in which the symmetry is realized
nonlinearly on a (1 + 0)-dimensional sigma model based on E10/K(E10), which is the case relevant
to eleven-dimensional supergravity. To this end, in Section 8 we introduce the concept of a level
decomposition of some of the relevant Kac–Moody algebras in terms of finite regular subalgebras.
This is necessary for studying the sigma model approach to the conjectured infinite-dimensional
symmetries, a task undertaken in Section 9. We show that the sigma model for E10/K(E10) spec-
tacularly reproduces important features of eleven-dimensional supergravity. However, we also point
out important limitations of the approach, which probably does not constitute the final word on
the subject.
In Section 10 we show that the interpretation of eleven-dimensional supergravity in terms of
a manifestly E10-invariant sigma model sheds interesting and useful light on certain cosmological
solutions of the theory. These solutions were derived previously but without the Kac–Moody
algebraic understanding. The sigma model approach also suggests a new method of uncovering
novel solutions. Finally, in Section 11 we present a concluding discussion and some suggestions for
future research.
9
2 The BKL Phenomenon
In this section, we explain the main ideas of the billiard description of the BKL behavior. Our
approach is based on the billiard review [48], from which we adopt notations and conventions.
We shall here only outline the logic and provide the final results. No attempt will be made to
reproduce the (sometimes heuristic) arguments underlying the derivation.
2.1 The general action
We are interested in general theories describing Einstein gravity coupled to bosonic “matter” fields.
The only known bosonic matter fields that consistently couple to gravity are p-form fields, so our
collection of fields will contain, besides the metric, p-form fields, including scalar fields (p = 0).
The action reads
S
[
gµν , φ,A
(p)
]
=
∫
dDx
√
−(D)g
[
R− ∂µφ∂µφ− 12
∑
p
eλ
(p)φ
(p+ 1)!
F
(p)
µ1···µp+1F
(p)µ1···µp+1
]
+“more”,
(2.1)
where we have chosen units such that 16piG = 1. The spacetime dimension is left unspecified. The
Einstein metric gµν has Lorentzian signature (−,+, · · · ,+) and is used to lower or raise the indices.
Its determinant is (D)g, where the index D is used to avoid any confusion with the determinant of
the spatial metric introduced below. We assume that among the scalars, there is only one dilaton1,
denoted φ, whose kinetic term is normalized with weight 1 with respect to the Ricci scalar. The
real parameter λ(p) measures the strength of the coupling to the dilaton. The other scalar fields,
sometimes called axions, are denoted A(0) and have dilaton coupling λ(0) 6= 0. The integer p ≥ 0
labels the various p-forms A(p) present in the theory, with field strengths F (p) = dA(p),
F
(p)
µ1···µp+1 = ∂µ1A
(p)
µ2···µp+1 ± p permutations. (2.2)
We assume the form degree p to be strictly smaller than D−1, since a (D−1)-form in D dimensions
carries no local degree of freedom. Furthermore, if p = D − 2 the p-form is dual to a scalar and
we impose also λ(D−2) 6= 0.
The field strength, Equation (2.2), could be modified by additional coupling terms of Yang–
Mills or Chapline–Manton type [19, 29] (e.g., FC = dC(2) − C(0)dB(2) for two 2-forms C(2) and
B(2) and a 0-form C(0), as it occurs in ten-dimensional type IIB supergravity), but we include these
additional contributions to the action in “more”. Similarly, “more” might contain Chern–Simons
terms, as in the action for eleven-dimensional supergravity [38].
We shall at this stage consider arbitrary dilaton couplings and menus of p-forms. The billiard
derivation given below remains valid no matter what these are; all theories described by the general
action Equation (2.1) lead to the billiard picture. However, it is only for particular p-form menus,
spacetime dimensions and dilaton couplings that the billiard region is regular and associated with
a Kac–Moody algebra. This will be discussed in Section 5. Note that the action, Equation (2.1),
contains as particular cases the bosonic sectors of all known supergravity theories.
2.2 Hamiltonian description
We assume that there is a spacelike singularity at a finite distance in proper time. We adopt a
spacetime slicing adapted to the singularity, which “occurs” on a slice of constant time. We build
1This is done mostly for notational convenience. If there were other dilatons among the 0-forms, these should be
separated off from the p-forms because they play a distinct role. They would appear as additional scale factors and
would increase the dimensions of the relevant hyperbolic billiard (they define additional spacelike directions in the
space of scale factors).
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the slicing from the singularity by taking pseudo-Gaussian coordinates defined by N =
√
g and
N i = 0, where N is the lapse and N i is the shift [48]. Here, g ≡ det(gij). Thus, in some spacetime
patch, the metric reads2
ds2 = −g(dx0)2 + gij(x0, xi) dxi dxj , (2.3)
where the local volume g collapses at each spatial point as x0 → +∞, in such a way that the proper
time dT = −√g dx0 remains finite (and tends conventionally to 0+). Here we have assumed the
singularity to occur in the past, as in the original BKL analysis, but a similar discussion holds for
future spacelike singularities.
2.2.1 Action in canonical form
In the Hamiltonian description of the dynamics, the canonical variables are the spatial metric com-
ponents gij , the dilaton φ, the spatial p-form components A
(p)
m1···mp and their respective conjugate
momenta piij , piφ and pi
m1···mp
(p) . The Hamiltonian action in the pseudo-Gaussian gauge is given by
S
[
gij , piij, φ, piφ, A
(p)
m1···mp , pi
m1···mp
(p)
]
=
∫
dx0
[∫
ddx
(
piij ˙gij + piφφ˙+
∑
p
pi
m1···mp
(p) A˙
(p)
m1···mp
)
−H
]
,
(2.4)
where the Hamiltonian is
H =
∫
ddxH,
H = K ′ + V ′,
K ′ = piijpiij − 1
d− 1(pi
i
i)
2 +
1
4
(piφ)2 +
∑
p
(p!)e−λ
(p)φ
2
pi
m1···mp
(p) pi(p)m1···mp ,
V ′ = −Rg + gijg ∂iφ∂jφ+
∑
p
eλ
(p)φ
2 (p+ 1)!
gF (p)m1···mp+1F
(p)m1···mp+1 .
(2.5)
In addition to imposing the coordinate conditions N =
√
g and N i = 0, we have also set the
temporal components of the p-forms equal to zero (“temporal gauge”).
The dynamical equations of motion are obtained by varying the above action w.r.t. the canonical
variables. Moreover, there are constraints on the dynamical variables, which are
H = 0 (“Hamiltonian constraint”),
Hi = 0 (“momentum constraint”),
ϕ
m1···mp−1
(p) = 0 (“Gauss law” for each p-form, p > 0).
(2.6)
Here we have set
Hi = −2piji |j + piφ∂iφ+
∑
p
pi
m1···mp
(p) F
(p)
im1···mp ,
ϕ
m1···mp−1
(p) = −p pi
m1···mp−1mp
(p) |mp ,
(2.7)
where the subscript |mp denotes the spatially covariant derivative. These constraints are preserved
by the dynamical evolution and need to be imposed only at one “initial” time, say at x0 = 0.
2Note that we have for convenience chosen to work with a coordinate coframe dxi, with the imposed constraint
N =
√
g. In general, one may of course use an arbitrary spatial coframe, say θi(x), for which the associated gauge
choice reads N = w(x)
√
g, with w(x) being a density of weight −1. Such a frame will be used in Section 2.3.1. This
general kind of spatial coframe was also used extensively in the recent work [40].
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2.2.2 Iwasawa change of variables
In order to study the dynamical behavior of the fields as x0 → ∞ (g → 0) and to exhibit the
billiard picture, it is particularly convenient to perform the Iwasawa decomposition of the spatial
metric. Let g(x0, xi) be the matrix with entries gij(x0, xi). We set
g = NTA2N, (2.8)
where N is an upper triangular matrix with 1’s on the diagonal (Nii = 1, Nij = 0 for i > j) and
A is a diagonal matrix with positive elements, which we parametrize as
A = exp(−β), β = diag(β1, β2, · · · , βd). (2.9)
Both N and A depend on the spacetime coordinates. The spatial metric dσ2 becomes
dσ2 = gij dxi dxj =
d∑
k=1
e(−2β
k)(ωk)2 (2.10)
with
ωk =
∑
i
Nk i dx
i. (2.11)
The variables βi of the Iwasawa decomposition give the (logarithmic) scale factors in the new,
orthogonal, basis. The variables Nij characterize the change of basis that diagonalizes the metric
and hence they parametrize the off-diagonal components of the original gij .
We extend the transformation Equation (2.8) in configuration space to a canonical transforma-
tion in phase space through the formula
piijdgij = piidβi +
∑
i<j
Pij dNij . (2.12)
Since the scale factors and the off-diagonal variables play very distinct roles in the asymptotic
behavior, we split off the Hamiltonian as a sum of a kinetic term for the scale factors (including
the dilaton),
K =
1
4
 d∑
i=1
pi2i −
1
d− 1
(
d∑
i=1
pii
)2
+ pi2φ
 , (2.13)
plus the rest, denoted by V , which will act as a potential for the scale factors. The Hamiltonian
then becomes
H = K + V,
V = VS + VG +
∑
p
Vp + Vφ,
VS =
1
2
∑
i<j
e−2(β
j−βi)
(∑
m
PimNjm
)2
,
VG = −Rg,
V(p) = V el(p) + V
magn
(p) ,
V el(p) =
p!e−λ
(p)φ
2
pi
m1···mp
(p) pi(p)m1···mp ,
V magn(p) =
eλ
(p)φ
2 (p+ 1)!
gF (p)m1···mp+1F
(p)m1···mp+1 ,
Vφ = gijg ∂iφ∂jφ.
(2.14)
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The kinetic term K is quadratic in the momenta conjugate to the scale factors and defines the
inverse of a metric in the space of the scale factors. Explicitly, this metric reads∑
i
(dβi)2 −
(∑
dβi
)2
+ (dφ)2. (2.15)
Since the metric coefficients do not depend on the scale factors, that metric in the space of scale
factors is flat, and, moreover, it is of Lorentzian signature. A conformal transformation where all
scale factors are scaled by the same number (βi → βi + ) defines a timelike direction. It will be
convenient in the following to collectively denote all the scale factors (the βi’s and the dilaton φ)
as βµ, i.e., (βµ) = (βi, φ).
The analysis is further simplified if we take for new p-form variables the components of the
p-forms in the Iwasawa basis of the ωk’s,
A
(p)
i1···ip =
∑
m1,··· ,mp
(N−1)m1i1 · · · (N−1)mpipA(p)m1···mp , (2.16)
and again extend this configuration space transformation to a point canonical transformation in
phase space, (
Nij , Pij , A
(p)
m1···mp , pi
m1···mp
(p)
)
→
(
Nij , P
′
ij ,A
(p)
m1···mp ,E
i1···ip
(p)
)
, (2.17)
using the formula
∑
p dq =
∑
p′ dq′, which reads∑
i<j
PijN˙ij +
∑
p
pi
m1···mp
(p) A˙
(p)
m1···mp =
∑
i<j
P ′ijN˙ij +
∑
p
E
i1···ip
(p) A˙
(p)
m1···mp . (2.18)
Note that the scale factor variables are unaffected, while the momenta Pij conjugate to Nij get
redefined by terms involving E, N and A since the components A(p)m1···mp of the p-forms in the
Iwasawa basis involve the N’s. On the other hand, the new p-form momenta, i.e., the components
of the electric field pim1···mp(p) in the basis {ωk} are simply given by
E
i1···ip
(p) =
∑
m1,··· ,mp
Ni1m1Ni2m2 · · ·Nipmppim1···mp(p) . (2.19)
In terms of the new variables, the electromagnetic potentials become
V el(p) =
p!
2
∑
i1,i2,··· ,ip
e−2ei1···ip (β)(Ei1···ip(p) )
2,
V magn(p) =
1
2 (p+ 1)!
∑
i1,i2,··· ,ip+1
e−2mi1···ip+1 (β)(F(p) i1···ip+1)
2.
(2.20)
Here, ei1···ip(β) are the electric linear forms
ei1···ip(β) = β
i1 + · · ·+ βip + λ
(p)
2
φ (2.21)
(the indices ij are all distinct because E
i1···ip
(p) is completely antisymmetric) while F(p) i1···ip+1 are
the components of the magnetic field F(p)m1···mp+1 in the basis {ωk},
F(p) i1···ip+1 =
∑
m1,··· ,mp+1
(N−1)m1i1 · · · (N−1)mp+1ip+1F(p)m1···mp+1 , (2.22)
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and mi1···ip+1(β) are the magnetic linear forms
mi1···ip+1(β) =
∑
j /∈{i1,i2,···ip+1}
βj − λ
(p)
2
φ. (2.23)
One sometimes rewrites mi1···ip+1(β) as bip+2···id(β), where {ip+2, ip+3, · · · , id} is the set comple-
mentary to {i1, i2, · · · ip+1}, e.g.,
b1 2 ··· d−p−1(β) = β1 + · · ·+ βd−p−1 − λ
(p)
2
φ = md−p ··· d. (2.24)
The exterior derivative F of A in the non-holonomic frame {ωk} involves of course the structure
coefficients Cijk in that frame, i.e.,
F(p) i1···ip+1 = ∂[i1Ai2···ip+1] + “CA”-terms, (2.25)
where
∂i1 ≡
∑
m1
(N−1)m1i1(∂/∂x
m1) (2.26)
is here the frame derivative. Similarly, the potential Vφ reads
Vφ =
∑
i
e−2m¯i(β)(Fi)2, (2.27)
where Fi is
Fi = (N−1)ji∂jφ (2.28)
and
m¯i(β) =
∑
j 6=i
βj . (2.29)
2.3 Decoupling of spatial points close to a spacelike singularity
So far we have only redefined the variables without making any approximation. We now start
the discussion of the BKL-limit, which investigates the leading behavior of the fields as x0 →
∞ (g → 0). Although the more recent “derivations” of the BKL-limit treat both elements at
once [43, 44, 45, 48], it appears useful – especially for rigorous justifications – to separate two
aspects of the BKL conjecture3.
The first aspect is that the spatial points decouple in the limit x0 →∞, in the sense that one can
replace the Hamiltonian by an effective “ultralocal” HamiltonianHUL involving no spatial gradients
and hence leading at each point to a set of dynamical equations that are ordinary differential
equations with respect to time. The ultralocal effective Hamiltonian has a form similar to that of
the Hamiltonian governing certain spatially homogeneous cosmological models, as we shall explain
in this section.
The second aspect of the BKL-limit is to take the sharp wall limit of the ultralocal Hamiltonian.
This leads directly to the billiard description, as will be discussed in Section 2.4.
3The Hamiltonian heuristic derivation of [48] shares many features in common with the work of [122, 109,
112, 123], extended to some higher-dimensional models in [110, 111]. The central feature of [48] is the Iwasawa
decomposition which enables one to clearly see the role of off-diagonal variables.
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2.3.1 Spatially homogeneous models
In spatially homogeneous models, the fields depend only on time in invariant frames, e.g., for the
metric
ds2 = gij(x0)ψiψj , (2.30)
where the invariant forms fulfill
dψi = −1
2
f ijkψ
j ∧ ψk.
Here, the f ijk are the structure constants of the spatial homogeneity group. Similarly, for a 1-form
and a 2-form,
A(1) = Ai(x0)ψi, A(2) =
1
2
Aij(x0)ψi ∧ ψj , etc. (2.31)
The Hamiltonian constraint yielding the field equations in the spatially homogeneous context4 is
obtained by substituting the form of the fields in the general Hamiltonian constraint and contains,
of course, no explicit spatial gradients since the fields are homogeneous. Note, however, that
the structure constants f iik contain implicit spatial gradients. The Hamiltonian can now be
decomposed as before and reads
HUL = K + V UL,
V UL = VS + V ULG +
∑
p
(
V el(p) + V
UL,magn
(p)
)
,
(2.32)
where K, VS and V el(p), which do not involve spatial gradients, are unchanged and where Vφ disap-
pears since ∂iφ = 0. The potential VG is given by [61]
VG ≡ −gR = 14
∑
i 6=j,i 6=k,j 6=k
e−2αijk(β)(Cijk)2 +
1
2
∑
j
e−2m¯j(β)
(
Cijk C
k
ji + “more”
)
, (2.33)
where the linear forms αijk(β) (with i, j, k distinct) read
αijk(β) = 2βi +
∑
m :m 6=i,m6=j,m 6=k
βm, (2.34)
and where “more” stands for the terms in the first sum that arise upon taking i = j or i = k.
The structure constants in the Iwasawa frame (with respect to the coframe in Equation (2.30)) are
related to the structure constants f ijk through
Cijk =
∑
i′,j′,k′
f i
′
j′k′N
−1
ii′ Njj′Nkk′ (2.35)
and depend therefore on the dynamical variables. Similarly, the potential V magn(p) becomes
V magn(p) =
1
2 (p+ 1)!
∑
i1,i2,··· ,ip+1
e−2mi1···ip+1 (β)(Fh(p) i1···ip+1)
2, (2.36)
where the field strengths Fh(p) i1···ip+1 reduce to the “AC” terms in dA and depend on the potentials
and the off-diagonal Iwasawa variables.
4This Hamiltonian exists if f iik = 0, as we shall assume from now on.
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2.3.2 The ultralocal Hamiltonian
Let us now come back to the general, inhomogeneous case and express the dynamics in the frame
{dx0, ψi} where the ψi’s form a “generic” non-holonomic frame in space,
dψi = −1
2
f ijk(xm)ψj ∧ ψk. (2.37)
Here the f ijk’s are in general space-dependent. In the non-holonomic frame, the exact Hamiltonian
takes the form
H = HUL +Hgradient, (2.38)
where the ultralocal part HUL is given by Equations (2.32) and (2.33) with the relevant f ijk’s,
and where Hgradient involves the spatial gradients of f ijk, βm, φ and Nij .
The first part of the BKL conjecture states that one can drop Hgradient asymptotically; namely,
the dynamics of a generic solution of the Einstein–p-form-dilaton equations (not necessarily spa-
tially homogeneous) is asymptotically determined, as one goes to the spatial singularity, by the
ultralocal Hamiltonian
HUL =
∫
ddxHUL, (2.39)
provided that the phase space constants f ijk(xm) = −f ikj(xm) are such that all exponentials in
the above potentials do appear. In other words, the f ’s must be chosen such that none of the
coefficients of the exponentials, which involve f and the fields, identically vanishes – as would be
the case, for example, if f ijk = 0 since then the potentials VG and V
magn
(p) are equal to zero. This
is always possible because the f ijk, even though independent of the dynamical variables, may in
fact depend on x and so are not required to fulfill relations “ff = 0” analogous to the Bianchi
identity since one has instead “∂f + ff = 0”.
Comments
1. As we shall see, the conditions on the f ’s (that all exponentials in the potential should be
present) can be considerably weakened. It is necessary that only the relevant exponentials (in
the sense defined in Section 2.4) be present. Thus, one can correctly capture the asymptotic
BKL behavior of a generic solution with fewer exponentials. In the case of eleven-dimensional
supergravity the spatial curvature is asymptotically negligible with respect to the electromag-
netic terms and one can in fact take a holonomic frame for which f ijk = 0 (and hence also
Cijk = 0).
2. The actual values of the f ijk (provided they fulfill the criterion given above or rather its
weaker form just mentioned) turn out to be irrelevant in the BKL-limit because they can be
absorbed through redefinitions. This is for instance why the Bianchi VIII and IX models,
even though they correspond to different groups, can both be used to describe the BKL
behavior in four spacetime dimensions.
2.4 Dynamics as a billiard in hyperbolic space
The second step in the BKL-limit is to take the sharp wall limit of the potentials.5 This leads to
the billiard picture. It is crucial here that the coefficients in front of the dominant walls are all
5In this article we will exclusively restrict ourselves to considerations involving the sharp wall limit. However, in
recent work [40] it was argued that in order to have a rigorous treatment of the dynamics close to the singularity
also in the chaotic case, it is necessary to go beyond the sharp wall limit. This implies that one should retain the
exponential structure of the dominant walls.
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positive. Again, just as for the first step, this limit has not been fully justified. Only heuristic,
albeit convincing, arguments have been put forward.
The idea is that as one goes to the singularity, the exponential potentials get sharper and
sharper and can be replaced in the limit by the corresponding Θ∞-function, denoted for short Θ
and defined by Θ(x) = 0 for x < 0 and Θ(x) = +∞ for x > 0. Taking into account the facts
that aΘ(x) = Θ(x) for all a > 0, as well as that some walls can be neglected, one finds that the
Hamiltonian becomes in the sharp wall limit
H =
∫
ddxHsharp, (2.40)
with
Hsharp = K +
∑
i<j
Θ (−2sji(β)) +
∑
i6=j,i 6=k,j 6=k
Θ(−2αijk(β))
+
∑
i1<i2<···<ip
Θ(−2ei1···ip(β)) +
∑
i1<i2<···<ip+1
Θ(−2mi1···ip+1(β)), (2.41)
where sji(β) = βj − βi. See [48] for more information.
The description of the motion of the scale factors (at each spatial point) is easy to give in
that limit. Because the potential walls are infinite (and positive), the motion is constrained to the
region where the arguments of all Θ-functions are negative, i.e., to
sji(β) ≥ 0 (i < j), αijk(β) ≥ 0, ei1···ip(β) ≥ 0, mi1···ip+1(β) ≥ 0. (2.42)
In that region, the motion is governed by the kinetic term K, i.e., is a geodesic for the metric in
the space of the scale factors. Since that metric is flat, this is a straight line. In addition, the
constraint H = 0, which reduces to K = 0 away from the potential walls, forces the straight line
to be null. We shall assume that the time orientation in the space of the scale factors is such that
the straight line is future-oriented (g→ 0 in the future).
It is easy to check that all the walls appearing in Equation (2.41), collectively denoted FA(β) ≡
FAµβ
µ = 0, are timelike hyperplanes. This is because the squared norms of all the FA’s are
positive,
(FA|FA) =
∑
i
(
∂FA
∂βi
)2
− 1
d− 1
(∑
i
∂FA
∂βi
)2
+
(
∂FA
∂φ
)2
> 0. (2.43)
Explicitly, one finds
(sji|sji) = 2,
(αijk|αijk) = 2,
(ei1···ip |ei1···ip) =
p(d− p− 1)
d− 1 +
(
λ(p)
)2
4
,
(mi1···ip+1 |mi1···ip+1) =
p(d− p− 1)
d− 1 +
(
λ(p)
)2
4
.
(2.44)
Because the potential walls are timelike, they have a non-empty intersection with the forward
light cone in the space of the scale factors. When the null straight line representing the evolution
of the scale factors hits one of the walls, it gets reflected according to the rule [43]
vµ → vµ − 2 v
νFAν
(FA|FA)F
µ
A, (2.45)
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where v is the velocity vector (tangent to the straight line). This reflection preserves the time
orientation since the hyperplanes are timelike and hence belong to the orthochronous Lorentz
group O↑(k, 1) where k = d − 1 or d according to whether there is no or one dilaton. The
conditions sji = 0 define the “symmetry” or “centrifugal” walls, the conditions αijk = 0 define the
“curvature” or “gravitational” walls, the conditions ei1···ip = 0 define the “electric” walls, while
the conditions mi1···ip+1 = 0 define the “magnetic” walls.
The motion is thus a succession of future-oriented null straight line segments interrupted by re-
flections against the walls, where the motion undergoes a reflection belonging to O↑(k, 1). Whether
the collisions eventually stop or continue forever is better visualized by projecting the motion ra-
dially on the positive sheet of the unit hyperboloid, as was done first in the pioneering work of
Chitre and Misner [31, 138] for pure gravity in four spacetime dimensions. We recall that the
positive sheet of the unit hyperboloid
∑
(βi)2 − (∑βi)2 + φ2 = −1, ∑βi > 0, provides a model
of hyperbolic space (see, e.g., [146]).
The intersection of a timelike hyperplane with the unit hyperboloid defines a hyperplane in
hyperbolic space. The region in hyperbolic space on the positive side of all hyperplanes is the
allowed dynamical region and is called the “billiard table”. It is never compact in the cases relevant
to gravity, but it may or may not have finite volume. The projection of the motion of the scale
factors on the unit hyperboloid is the same as the motion of a billiard ball in a hyperbolic billiard:
geodesic arcs in hyperbolic space within the billiard region, interrupted by collisions against the
bounding walls where the motion undergoes a specular reflection.
When the volume of the billiard table is finite, the collisions with the potential walls never
end (for generic initial data) and the motion is chaotic. When, on the other hand, the volume is
infinite, generic initial data lead to a motion that ultimately freely runs away to infinity. This is
non-chaotic. For more information, see [135, 170]. An interesting criterion for chaos (equivalent
to finite volume of hyperbolic billiard region) has been given in [111] in terms of illuminations of
spheres by point sources.
Comments
1. The task of determining the billiard region is greatly simplified by the observation that some
walls are behind others and are thus not relevant. For instance, it is clear that if β2−β1 > 0
and β3− β2 > 0 , then β3− β1 > 0. Among the symmetry wall conditions, the only relevant
ones are βi+1− βi > 0, i = 1, 2, · · · , d− 1. Similarly, a wall of any given type can be written
as a positive combination of the walls of the same type with smallest values of the indices i of
the β’s and the symmetry walls (e.g., the electric wall condition β2 > 0 for a 1-form with zero
dilaton coupling can be written as β1 +(β2−β1) > 0 and is thus a consequence of β1 > 0 and
β2 − β1 > 0). Finally, one also verifies that in the presence of true p-forms (0 < p < d− 1),
the gravitational walls are never relevant as they can be written as combinations of p-form
walls with positive coefficients [49].
2. It is interesting to determine the spatially homogeneous models that reproduce asymptotically
the correct billiard limit. It is clear that in order to do so, homogeneous cosmological models
need only contain the relevant walls. It is not necessary that they yield all the walls. Which
homogeneity groups are acceptable depends on the system at hand. We list here a few
examples. For vacuum gravity in four spacetime dimensions, the appropriate homogeneous
models are the so-called Bianchi VIII or IX models. For vacuum gravity in higher dimensions,
the structure constants of the homogeneity group must fulfill the conditions of [60] and the
metric must include off-diagonal components (see also [58]). In the presence of a single p-form
and no dilaton (0 < p < d− 1), the simplest (Abelian) homogeneity group can be taken [44].
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2.5 Rules for deriving the wall forms from the Lagrangian – Summary
We have recalled above that the generic behavior near a spacelike singularity of the system with
action (2.1) can be described at each spatial point in terms of a billiard in hyperbolic space. The
action for the billiard ball reads, in the gauge N =
√
g,
S =
∫
dx0
[
Gµν
dβµ
dx0
dβν
dx0
− V (βµ)
]
, (2.46)
where we recall that x0 → ∞ in the BKL-limit (proper time T → 0+), and Gµν is the metric in
the space of the scale factors,
Gµν dβ
µ dβν =
d∑
i=1
dβi dβi −
(
d∑
i=1
dβi
) d∑
j=1
dβj
+ dφ dφ (2.47)
introduced in Equation (2.15) above. As stressed there, this metric is flat and of Lorentzian
signature. Between two collisions, the motion is a free, geodesic motion. The collisions with the
walls are controlled by the potential V (βµ), which is a sum of sharp wall potentials. The walls are
hyperplanes and can be inferred from the Lagrangian. They are as follows:
1. Gravity brings in the symmetry walls
βi+1 − βi = 0, (2.48)
with i = 1, 2, · · · , d− 1, and the curvature wall
2β1 + β2 + · · ·+ βd−2 = 0. (2.49)
2. Each p-form brings in an electric wall
β1 + · · ·+ βp + λ
(p)
2
φ = 0, (2.50)
and a magnetic wall
β1 + · · ·+ βd−p−1 − λ
(p)
2
φ = 0. (2.51)
We have written here only the (potentially) relevant walls. There are other walls present in the
potential, but because these are behind the relevant walls, which are infinitely steep in the BKL-
limit, they are irrelevant. They are relevant, however, when trying to exhibit the symmetry in a
complete treatment where the BKL-limit is the zeroth order term in a gradient expansion yet to
be understood [47].
The scalar product dual to the scalar product in the space of the scale factors is
(F |G) =
∑
i
FiGi − 1
d− 1
(∑
i
Fi
)(∑
j
Gj
)
+ FφGφ (2.52)
for two linear forms F = Fiβi + Fφφ, G = Giβi +Gφφ.
These recipes are all that we shall need for investigating the regularity properties of the billiards
associated with the class of actions Equation (2.1).
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2.6 More on the free motion: The Kasner solution
The free motion between two bounces is a straight line in the space of the scale factors. In terms
of the original metric components, it takes the form of the Kasner solution with dilaton. Indeed,
the free motion is given by
βµ = qµx0 + βµ0 ,
where the “velocities” qµ are subject to
∑
i
(qi)2 −
(∑
i
qi
)2
+ q2φ = 0,
since the motion is lightlike by the Hamiltonian constraint. The proper time dT = −√g dx0 is
then T = B exp(−Kx0), with K = ∑i qi and for some constant B (we assume, as before, that the
singularity is at T = 0+). Redefining then
pµ =
qµ∑
i q
i
yields the celebrated Kasner solution
ds2 = −dT 2 +
∑
i
T 2p
i (
dxi
)2
, (2.53)
φ = −pφ lnT +A, (2.54)
subject to the constraints ∑
i
pi = 1,
∑
i
(pi)2 + p2φ = 1, (2.55)
where A is a constant of integration and where the coordinates xi have been suitably rescaled (if
necessary).
2.7 Chaos and billiard volume
With our rules for writing down the billiard region, one can determine in which case the volume
of the billiard is finite and in which case it is infinite. The finite-volume, chaotic case is also called
“mixmaster case”, a terminology introduced in four dimensions in [137].
The following results have been obtained:
• Pure gravity in D ≤ 10 dimensions is chaotic, but ceases to be so for D ≥ 11 [63, 62].
• The introduction of a dilaton removes chaos [15, 3]. The gravitational four-derivative action
in four dimensions, based on R2, is dynamically equivalent to Einstein gravity coupled to a
dilaton [160]. Hence, chaos is removed also for this case.
• p-form gauge fields (0 < p < d− 1) without scalar fields lead to a finite-volume billiard [44].
• When both p-forms and dilatons are included, the situation is more subtle as there is a
competition between two opposing effects. One can show that if the dilaton couplings are in
a “subcritical” open region that contains the origin – i.e., “not too big” – the billiard volume
is infinite and the system is non chaotic. If the dilaton couplings are outside of that region,
the billiard volume is finite and the system is chaotic [49].
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2.8 A note on the constraints
We have focused in the above presentation on the dynamical equations of motion. The constraints
were only briefly mentioned, with no discussion, except for the Hamiltonian constraint. This is
legitimate because the constraints are first class and hence preserved by the Hamiltonian evolution.
Thus, they need only be imposed at some “initial” time. Once this is done, one does not need to
worry about them any more. Furthermore the momentum constraints and Gauss’ law constraints
are differential equations relating the initial data at different spatial points. This means that they
do not constrain the dynamical variables at a given point but involve also their gradients – contrary
to the Hamiltonian constraint which becomes ultralocal. Consequently, at any given point, one
can freely choose the initial data on the undifferentiated dynamical variables and then use these
data as (part of) the appropriate boundary data necessary to integrate the constraints throughout
space. This is why one can assert that all the walls described above are generically present even
when the constraints are satisfied.
The situation is different in homogeneous cosmologies where the symmetry relates the values
of the fields at all spatial points. The momentum and Gauss’ law constraints become then alge-
braic equations and might remove some relevant walls. But this feature (removal of walls by the
momentum and Gauss’ law constraints) is specific to some homogeneous cosmologies and does not
hold in the generic case where spatial gradients are non-zero.
A final comment: How the spatial diffeomorphism constraints and Gauss’ law fit in the conjec-
tured infinite-dimensional symmetry is a point that is still poorly understood. See, however, [52]
for recent progress in this direction.
2.9 On the validity of the BKL conjecture – A status report
Providing a complete rigorous justification of the above description of the behavior of the gravita-
tional field in the vicinity of a spacelike singularity is a formidable task that has not been pushed
to completion yet. The task is formidable because the Einstein equations form a complicated
nonlinear system of partial differential equations. We shall assume throughout our review that
the BKL description is correct, based on the original convincing arguments put forward by BKL
themselves [16] and the subsequent fruitful investigations that have shed further important light
on the validity of the conjecture. The billiard description will thus be taken for granted.
For completeness, we provide in this section a short guide to the work that has been accumulated
since the late 1960’s to consolidate the BKL phenomenon.
As we have indicated, there are two aspects to the BKL conjecture:
1. The first part of the conjecture states that spatial points decouple as one goes to a spacelike
singularity in the sense that the evolution can be described by a collection of systems of
ordinary differential equations with respect to time, one such system at each spatial point.
(“A spacelike singularity is local.”)
2. The second part of the conjecture states that the system of ordinary differential equations
with respect to time describing the asymptotic dynamics at any given spatial point can
be asymptotically replaced by the billiard equations. If the matter content is such that
the billiard table has infinite volume, the asymptotic behavior at each point is given by a
(generalized) Kasner solution (“Kasner-like spacelike singularities”). If, on the other hand,
the matter content is such that the billiard table has finite volume, the asymptotic behavior
at each point is a chaotic, infinite, oscillatory succession of Kasner epochs. (“Oscillatory, or
mixmaster, spacelike singularities.”)
A third element of the original conjecture was that the matter could be neglected asymptotically.
While generically true in four spacetime dimensions (the exception being a massless scalar field,
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equivalent to a fluid with the stiff equation of state p = ρ), this aspect of the conjecture does
not remain valid in higher dimensions where the p-form fields might add relevant walls that could
change the qualitative asymptotic behavior. We shall thus focus here only on Aspects 1 and 2.
• In the Kasner-like case, the mathematical situation is easier to handle since the conjectured
asymptotic behavior of the fields is then monotone and known in closed form. There exist
theorems validating (generically) this conjectured asymptotic behavior, starting from the
pioneering work of [3] (where the singularities with this behavior are called “quiescent”),
which was extended later in [49] to cover more general matter contents. See also [18, 108]
for related work.
• The situation is much more complicated in the oscillatory case, where only partial results
exist. However, even though as yet incomplete, the mathematical and numerical studies of
the BKL analysis has provided overwhelming support for its validity. Most work has been
done in four dimensions.
The first attempts to demonstrate that spacelike singularities are local were done in the
simpler context of solutions with isometries. It is only recently that general solutions without
symmetries have been treated, but this has been found to be possible only numerically so
far [87]. The literature on this subject is vast and we refer to [2, 87, 147] for points of
entry into it. Let us note that an important element in the analysis has been a more precise
reformulation of what is meant by “local”. This has been achieved in [163], where a precise
definition involving a judicious choice of scale invariant variables has been proposed and
given the illustrative name of “asymptotic silence” – the singularities being called “silent
singularities” since propagation of information is asymptotically eliminated.
If one accepts that generic spacelike singularities are silent, one can investigate the system of
ordinary differential equations that arise in the local limit. In four dimensions, this system
is the same as the system of ordinary differential equations describing the dynamics of spa-
tially homogeneous cosmologies of Bianchi type IX. It has been effectively shown analytically
in [151] that the Bianchi IX evolution equations can indeed be replaced, in the generic case,
by the billiard equations (with only the dominant, sharp walls) that produce the mixmaster
behavior. This validates the second element in the BKL conjecture in four dimensions.
The connection between the billiard variables and the scale invariant variables has been inves-
tigated recently in the interesting works [92, 162].
Finally, taking for granted the BKL conjecture, one might analyze the chaotic properties of the
billiard map (when the volume is finite). Papers exploring this issue are [30, 32, 121, 132] (four
dimensions) and [68] (five dimensions).
Let us finally mention the interesting recent paper [40], in which a more precise formulation of
the BKL conjecture, aimed towards the chaotic case, is presented. In particular, the main result of
this work is an extension of the Fuchsian techniques, employed, e.g., in [49], which are applicable
also for systems exhibiting chaotic dynamics. Furthermore, [40] examines the geometric structure
which is preserved close to the singularity, and it is shown that this structure has a mathematical
description in terms of a so called “partially framed flag”.
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3 Hyperbolic Coxeter Groups
In this section, we develop the theory of Coxeter groups with a particular emphasis on the hyper-
bolic case. The importance of Coxeter groups for the BKL analysis stems from the fact that in the
case of the gravitational theories that have been studied most (pure gravity, supergravities), the
group generated by the reflections in the billiard walls is a Coxeter group. This follows, in turn,
from the regularity of the corresponding billiards, whose walls intersect at angles that are integer
submultiples of pi.
3.1 Preliminary example: The BKL billiard (vacuum D = 4 gravity)
To illustrate the regularity of the gravitational billiards and motivate the mathematical develop-
ments through an explicit example, we first compute in detail the billiard characterizing vacuum,
D = 4 gravity. Since this corresponds to the case originally considered by BKL, we call it the “BKL
billiard”. We show in detail that the billiard reflections in this case are governed by the “extended
modular group” PGL(2,Z), which, as we shall see, is isomorphic to the hyperbolic Coxeter group
A++1 .
3.1.1 Billiard reflections
There are three scale factors so that after radial projection on the unit hyperboloid, we get a billiard
in two-dimensional hyperbolic space. The billiard region is defined by the following relevant wall
inequalities,
β2 − β1 > 0, β3 − β2 > 0 (3.1)
(symmetry walls) and
2β1 > 0 (3.2)
(curvature wall). The remarkable properties of this region from our point of view are:
• It is a triangle (i.e., a simplex in two dimensions) because even though we had to begin with
6 walls (3 symmetry walls and 3 curvature walls), only 3 of them are relevant.
• The walls intersect at angles that are integer submultiples of pi, i.e., of the form
pi
n
, (3.3)
where n is an integer. The symmetry walls intersect indeed at sixty degrees (n = 3) since the
scalar product of the corresponding linear forms (of norm squared equal to 2) is −1, while
the gravitational wall makes angles of zero (n =∞, scalar product = −2) and ninety (n = 2,
scalar product = 0) degrees with the symmetry walls.
These angles are captured in the matrix A = (Aij)i,j=1,2,3 of scalar products,
Aij = (αi|αj) , (3.4)
which reads explicitly
A =
 2 −2 0−2 2 −1
0 −1 2
 . (3.5)
Recall from the previous section that the scalar product of two linear forms F = Fiβi and G = Giβi
is, in a three-dimensional scale factor space,
(F |G) =
∑
i
FiGi − 12
(∑
i
Fi
)(∑
i
Gi
)
, (3.6)
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where we have taken α1(β) ≡ 2β1, α2(β) ≡ β2 − β1 and α3(β) ≡ β3 − β2. The corresponding
billiard region is drawn in Figure 1.
1
3
2
Figure 1: The BKL billiard of pure four-dimensional gravity. The figure represents the billiard
region projected onto the hyperbolic plane. The particle geodesic is confined to the fundamental
region enclosed by the three walls α1(β) = 2β1 = 0, α2(β) = β2−β1 = 0 and α3(β) = β3−β2 = 0,
as indicated by the numbering in the figure. The two symmetry walls α2(β) = 0 and α3(β) = 0
intersect at an angle of pi/3, while the gravity wall α1(β) = 0 intersects, respectively, at angles
0 and pi/2 with the symmetry walls α2(β) = 0 and α3(β) = 0. The particle has no direction of
escape so the dynamics is chaotic.
Because the angles between the reflecting planes are integer submultiples of pi, the reflections
in the walls bounding the billiard region6,
si(γ) = γ − 2 (γ|αi)(αi|αi)αi = γ − (γ|αi)αi, (3.7)
obey the following relations,
s1s3 = s3s1 ↔ (s1s3)2 = 1, (s2s3)3 = 1. (3.8)
The product s1s3 is a rotation by 2pi/2 = pi and hence squares to one; the product s2s3 is a rotation
by 2pi/3 and hence its cube is equal to one. There is no power of the product s1s2 that is equal to
one, something that one conventionally writes as
(s1s2)∞ = 1. (3.9)
The group generated by the reflections s1, s2 and s3 is denoted A++1 , for reasons that will
become clear in the following, and coincides with the arithmetic group PGL(2,Z), as we will now
show (see also [75, 116, 107]).
6si is the reflection with respect to the hyperplane defined by αi = 0, because it preserves the scalar product, fixes
the plane orthogonal to αi and maps αi on −αi. Note that we are here being deliberately careless about notation
in order not to obscure the main point, namely that the billiard reflections are elements of a Coxeter group. To be
precise, the linear forms αi(β), i = 1, 2, 3, really represent the values of the linear maps αi : β → αi(β) ∈ R.
The billiard ball moves in the space of scale factors, say Mβ (β-space), and hence the maps αi, which define the
walls, belong to the dual space M?β of linear forms acting on Mβ . In order to be compatible with the treatment in
Section 2.4 (cf. Equation (2.45)), Equation (3.7) – even though written here as a reflection in the space M?β – really
corresponds to a geometric reflection in the space Mβ , in which the particle moves. This will be carefully explained
in Section 5.2 (cf. Equations (5.20) and (5.21)), after the necessary mathematical background has been introduced.
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3.1.2 On the group PGL(2,Z)
The group PGL(2,Z) is defined as the group of 2 × 2 matrices C with integer entries and deter-
minant equal to ±1, with the identification of C and −C,
PGL(2,Z) =
GL(2,Z)
Z2
. (3.10)
Note that although elements of the real general linear group GL(2,R) have (non-vanishing) unre-
stricted determinants, the discrete subgroup GL(2,Z) ⊂ GL(2,R) only allows for detC = ±1 in
order for the inverse C−1 to also be an element of GL(2,Z).
There are two interesting realisations of PGL(2,Z) in terms of transformations in two dimen-
sions:
• One can view PGL(2,Z) as the group of fractional transformations of the complex plane
C : z → z′ = az + b
cz + d
, a, b, c, d ∈ Z, (3.11)
with
ad− cb = ±1. (3.12)
Note that one gets the same transformation if C is replaced by −C, as one should. It is
an easy exercise to verify that the action of PGL(2,Z) when defined in this way maps the
complex upper half-plane,
H = {z ∈ C | =z > 0}, (3.13)
onto itself whenever the determinant ad − bc of C is equal to +1. This is not the case,
however, when detC = −1.
• For this reason, it is convenient to consider alternatively the following action of PGL(2,Z),
z → z′ = az + b
cz + d
, if ad− cb = 1,
or (3.14)
z → z′ = az¯ + b
cz¯ + d
, if ad− cb = −1,
(a, b, c, d ∈ Z), which does map the complex upper-half plane onto itself, i.e., which is such
that =z′ > 0 whenever =z > 0.
The transformation (3.14) is the composition of the identity with the transformation (3.11)
when detC = 1, and of the complex conjugation transformation, f : z → z¯ with the transfor-
mation (3.11) when detC = −1. Because the coefficients a, b, c, and d are real, f commutes
with C and furthermore the map (3.11) → (3.14) is a group isomorphism, so that we can
indeed either view the group PGL(2,Z) as the group of fractional transformations (3.11), or
as the group of transformations (3.14).
An important subgroup of the group PGL(2,Z) is the group PSL(2,Z) for which ad− cb = 1, also
called the “modular group”. The translation T : z → z + 1 and the inversion S : z → −1/z are
examples of modular transformations,
T =
(
1 1
0 1
)
, S =
(
0 −1
1 0
)
. (3.15)
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It is a classical result that any modular transformation can be written as the product
Tm1STm2S · · ·STmk , (3.16)
but the representation is not unique [4].
Let s1, s2 and s3 be the PGL(2,Z)-transformations
s1 : z → −z¯,
s2 : z → 1− z¯,
s3 : z → 1
z¯
,
(3.17)
to which there correspond the matrices
s1 =
(
1 0
0 −1
)
, s2 =
(
1 −1
0 −1
)
, s3 =
(
0 1
1 0
)
(3.18)
The si’s are reflections in the straight lines x = 0, x = 1/2 and the unit circle |z| = 1, respec-
tively. These are in fact just the transformations of hyperbolic space s1, s2 and s3 described in
Section 3.1.1, since the reflection lines intersect at 0, 90 and 60 degrees, respectively.
One easily verifies that T = s2s1 and that S = s1s3 = s3s1. Since any transformation of
PGL(2,Z) not in PSL(2,Z) can be written as a transformation of PSL(2,Z) times, say, s1 and
since any transformation of PSL(2,Z) can be written as a product of S’s and T ’s, it follows that the
group generated by the 3 reflections s1, s2 and s3 coincides with PGL(2,Z), as announced above.
(Strictly speaking, PGL(2,Z) could be a quotient of that group by some invariant subgroup,
but one may verify that the kernel of the homomorphism is trivial (see Section 3.2.5 below).)
The fundamental domains for PGL(2,Z) and PSL(2,Z) are drawn in Figure 2. The equivalence
between PGL(2,Z) and the Coxeter group A++1 has been discussed previously in [75, 116, 107].
3.2 Coxeter groups – The general theory
We have just shown that the billiard group in the case of pure gravity in four spacetime dimensions
is the group PGL(2,Z). This group is generated by reflections and is a particular example of a
Coxeter group. Furthermore, as we shall explain below, this Coxeter group turns out to be the
Weyl group of the (hyperbolic) Kac–Moody algebra A++1 . Our first encounter with Lorentzian
Kac–Moody algebras in more general gravitational theories will also be through their Weyl groups,
which are, exactly as in the four-dimensional case just described, particular instances of (non-
Euclidean) Coxeter groups, and which arise as the groups of billiard reflections.
For this reason, we start by developing here some aspects of the theory of Coxeter groups. An
excellent reference on the subject is [107], to which we refer for more details and information. We
consider Kac–Moody algebras in Section 4.
3.2.1 Examples
Coxeter groups generalize the familiar notion of reflection groups in Euclidean space. Before we
present the basic definition, let us briefly discuss some more illuminating examples.
The dihedral group I2(3) ≡ A2
Consider the dihedral group I2(3) of order 6 of symmetries of the equilateral triangle in the Eu-
clidean plane.
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Figure 2: The figure on the left hand side displays the action of the modular group PSL(2,Z)
on the complex upper half plane H = {z ∈ C | =z > 0}. The two generators of PSL(2,Z)
are S and T , acting as follows on the coordinate z ∈ H : S(z) = −1/z; T (z) = z + 1, i.e., as
an inversion and a translation, respectively. The shaded area indicates the fundamental domain
DPSL(2,Z) = {z ∈ H | − 1/2 ≤ <z ≤ 1/2; |z| ≥ 1 } for the action of PSL(2,Z) on H. The figure
on the right hand side displays the action of the “extended modular group” PGL(2,Z) on H.
The generators of PGL(2,Z) are obtained by augmenting the generators of PSL(2,Z) with the
generator s1, acting as s1(z) = −z¯ on H. The additional two generators of PGL(2,Z) then become:
s2 ≡ s1 ◦ T ; s3 ≡ s1 ◦S, and their actions on H are s2(z) = 1− z¯; s3(z) = 1/z¯. The new generator
s1 corresponds to a reflection in the line <z = 0, the generator s2 is in turn a reflection in the
line <z = 1/2, while the generator s3 is a reflection in the unit circle |z| = 1. The fundamental
domain of PGL(2,Z) is DPGL(2,Z) = {z ∈ H | 0 ≤ <z ≤ 1/2; |z| ≥ 1 }, corresponding to half
the fundamental domain of PSL(2,Z). The “walls” <z = 0,<z = 1/2 and |z| = 1 correspond,
respectively, to the gravity wall α1(β) = 0, the symmetry wall α2(β) = 0 and the symmetry wall
α3(β) = 0 of Figure 1.
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Figure 3: The equilateral triangle with its 3 axes of symmetries. The reflections s1 and s2 generate
the entire symmetry group. We have pictured the vectors α1 and α2 orthogonal to the axes of
reflection and chosen to make an obtuse angle. The shaded region {w|(w|α1) ≥ 0}∩{w|(w|α2) ≥ 0}
is a fundamental domain for the action of the group on the triangle. Note that the fundamental
domain for the action of the group on the entire Euclidean plane extends indefinitely beyond the
triangle but is, of course, still bounded by the two walls orthogonal to α1 and α2.
This group contains the identity, three reflections s1, s2 and s3 about the three medians, the
rotation R1 of 2pi/3 about the origin and the rotation R2 of 4pi/3 about the origin (see Figure 3),
I2(3) = {1, s1, s2, s3, R1, R2}. (3.19)
The reflections act as follows7,
si(γ) = γ − 2 (γ|αi)(αi|αi)αi, (3.20)
where ( | ) is here the Euclidean scalar product and where αi is a vector orthogonal to the hyper-
plane (here, line) of reflection.
Now, all elements of the dihedral group I2(3) can be written as products of the two reflections
s1 and s2:
1 = s01, s1 = s1, s2 = s2, R1 = s1s2, R2 = s2s1, s3 = s1s2s1. (3.21)
Hence, the dihedral group I2(3) is generated by s1 and s2. The writing Equation (3.21) is not
unique because s1 and s2 are subject to the following relations,
s21 = 1, s
2
2 = 1, (s1s2)
3 = 1. (3.22)
The first two relations merely follow from the fact that s1 and s2 are reflections, while the third
relation is a consequence of the property that the product s1s2 is a rotation by an angle of 2pi/3.
This follows, in turn, from the fact that the hyperplanes (lines) of reflection make an angle of pi/3.
There is no other relation between the generators s1 and s2 because any product of them can be
reduced, using the relations Equation (3.22), to one of the 6 elements in Equation (3.21), and these
are independent.
The dihedral group I2(3) is also denoted A2 because it is the Weyl group of the simple Lie
algebra A2 (see Section 4). It is isomorphic to the permutation group S3 of three objects.
7Note that the discussion in Footnote 6 applies also here.
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The infinite dihedral group I2(∞) ≡ A+1
Consider now the group of isometries of the Euclidean line containing the symmetries about the
points with integer or half-integer values of x (x is a coordinate along the line) as well as the
translations by an integer. This is clearly an infinite group. It is generated by the two reflections
s1 about the origin and s2 about the point with coordinate 1/2,
s1(x) = −x, s2(x) = −(x− 1). (3.23)
The product s2s1 is a translation by +1 while the product s1s2 is a translation by −1, so no power
of s1s2 or s2s1 gives the identity. All the powers (s2s1)k and (s1s2)j are distinct (translations by
+k and −j, respectively). The only relations between the generators are
s21 = 1 = s
2
2. (3.24)
This infinite dihedral group I2(∞) is also denoted by A+1 because it is the Weyl group of the affine
Kac–Moody algebra A+1 .
3.2.2 Definition
A Coxeter group C is a group generated by a finite number of elements si (i = 1, · · · , n) subject
to relations that take the form
s2i = 1 (3.25)
and
(sisj)mij = 1, (3.26)
where the integers mij associated with the pairs (i, j) fulfill
mij = mji,
mij ≥ 2 (i 6= j). (3.27)
Note that Equation (3.25) is a particular case of Equation (3.26) with mii = 1. If there is no
power of sisj that gives the identity, as in our second example, we set, by convention, mij = ∞.
The generators si are called “reflections” because of Equation (3.25), even though we have not
developed yet a geometric realisation of the group. This will be done in Section 3.2.4 below.
The number n of generators is called the rank of the Coxeter group. The Coxeter group is
completely specified by the integers mij . It is useful to draw the set {mij} pictorially in a diagram
Γ, called a Coxeter graph. With each reflection si, one associates a node. Thus there are n nodes
in the diagram. If mij > 2, one draws a line between the node i and the node j and writes mij
over the line, except if mij is equal to 3, in which case one writes nothing. The default value is
thus “3”. When there is no line between i and j (i 6= j), the exponent mij is equal to 2. We have
drawn the Coxeter graphs for the Coxeter groups I2(3), I2(m) and for the Coxeter group H3 of
symmetries of the icosahedron.
Figure 4: The Coxeter graph of the symmetry group I2(3) ≡ A2 of the equilateral triangle.
m
Figure 5: The Coxeter graph of the dihedral group I2(m).
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5Figure 6: The Coxeter graph of the symmetry group H3 of the regular icosahedron.
Note that if mij = 2, the generators si and sj commute, sisj = sjsi. Thus, a Coxeter group
C is the direct product of the Coxeter subgroups associated with the connected components of its
Coxeter graph. For that reason, we can restrict the analysis to Coxeter groups associated with
connected (also called irreducible) Coxeter graphs.
The Coxeter group may be finite or infinite as the previous examples show.
Another example: C+2
It should be stressed that the Coxeter group can be infinite even if none of the Coxeter exponent
is infinite. Consider for instance the group of isometries of the Euclidean plane generated by
reflections in the following three straight lines: (i) the x-axis (s1), (ii) the straight line joining the
points (1, 0) and (0, 1) (s2), and (iii) the y-axis (s3). The Coxeter exponents are finite and equal
to 4 (m12 = m21 = m23 = m32 = 4) and 2 (m13 = m31 = 2). The Coxeter graph is given in
Figure 7. The Coxeter group is the symmetry group of the regular paving of the plane by squares
and contains translations. Indeed, the product s2s1s2 is a reflection in the line parallel to the y-axis
going through (1, 0) and thus the product t = s2s1s2s3 is a translation by +2 in the x-direction.
All powers of t are distinct; the group is infinite. This Coxeter group is of affine type and is called
C+2 (which coincides with B
+
2 ).
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Figure 7: The Coxeter graph of the affine Coxeter group C+2 corresponding to the group of isome-
tries of the Euclidean plane.
The isomorphism problem
The Coxeter presentation of a given Coxeter group may not be unique. Consider for instance the
group I2(6) of order 12 of symmetries of the regular hexagon, generated by two reflections s1 and
s2 with
s21 = s
2
2 = 1, (s1s2)
6 = 1.
This group is isomorphic with the rank 3 (reducible) Coxeter group I2(3)× Z2, with presentation
r21 = r
2
2 = r
2
3 = 1, (r1r2)
3 = 1, (r1r3)2 = 1, (r2r3)2 = 1,
the isomorphism being given by f(r1) = s1, f(r2) = s1s2s1s2s1, f(r3) = (s1s2)3. The question of
determining all such isomorphisms between Coxeter groups is known as the “isomorphism problem
of Coxeter groups”. This is a difficult problem whose general solution is not yet known [10].
3.2.3 The length function
An important concept in the theory of Coxeter groups is that of the length of an element. The
length of w ∈ C is by definition the number of generators that appear in a minimal representation
of w as a product of generators. Thus, if w = si1si2 · · · sil and if there is no way to write w as a
product of less than l generators, one says that w has length l.
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For instance, for the dihedral group I2(3), the identity has length zero, the generators s1 and
s2 have length one, the two non-trivial rotations have length two, and the third reflection s3 has
length three. Note that the rotations have representations involving two and four (and even a
higher number of) generators since for instance s1s2 = s2s1s2s1, but the length is associated with
the representations involving as few generators as possible. There might be more than one such
representation as it occurs for s3 = s1s2s1 = s2s1s2. Both involve three generators and define the
length of s3 to be three.
Let w be an element of length l. The length of wsi (where si is one of the generators) differs from
the length of w by an odd (positive or negative) integer since the relations among the generators
always involve an even number of reflections. In fact, l(wsi) is equal to l + 1 or l − 1 since
l(wsi) ≤ l(w) + 1 and l(w ≡ wsisi) ≤ l(wsi) + 1. Thus, in wsi, there can be at most one
simplification (i.e., at most two elements that can be removed using the relations).
3.2.4 Geometric realization
We now construct a geometric realisation for any given Coxeter group. This enables one to view
the Coxeter group as a group of linear transformations acting in a vector space of dimension n,
equipped with a scalar product preserved by the group.
To each generator si, associate a vector αi of a basis {α1, · · · , αn} of an n-dimensional vector
space V . Introduce a scalar product defined as follows,
B(αi, αj) = − cos
(
pi
mij
)
, (3.28)
on the basis vectors and extend it to V by linearity. Note that for i = j, mii = 1 implies
B(αi, αi) = 1 for all i. In the case of the dihedral group A2, this scalar product is just the
Euclidean scalar product in the two-dimensional plane where the equilateral triangle lies, as can
be seen by taking the two vectors α1 and α2 respectively orthogonal to the first and second lines of
reflection in Figure 3 and oriented as indicated. But in general, the scalar product (3.28) might not
be of Euclidean signature and might even be degenerate. This is the case for the infinite dihedral
group I2(∞), for which the matrix B reads
B =
(
1 −1
−1 1
)
(3.29)
and has zero determinant. We shall occasionally use matrix notations for the scalar product,
B(α, γ) ≡ αTBγ.
However, the basis vectors are always all spacelike since they have norm squared equal to 1.
For each i, the vector space V splits then as a direct sum
V = Rαi ⊕Hi, (3.30)
where Hi is the hyperplane orthogonal to αi (δ ∈ Hi iff B(δ, αi) = 0). One defines the geometric
reflection σi as
σi(γ) = γ − 2B(γ, αi)αi. (3.31)
It is clear that σi fixes Hi pointwise and reverses αi. It is also clear that σ2i = 1 and that σi
preserves B,
B (σi(γ), σi(γ′)) = B(γ, γ′). (3.32)
Note that in the particular case of A2, we recover in this way the reflections s1 and s2.
We now verify that the σi’s also fulfill the relations (σiσj)mij = 1. To that end we consider the
plane Π spanned by αi and αj . This plane is left invariant under σi and σj . Two possibilities may
occur:
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1. The induced scalar product on Π is nondegenerate and in fact positive definite, or
2. the induced scalar product is positive semi-definite, i.e., there is a null direction orthogonal
to any other direction.
The second case occurs only when mij =∞. The null direction is given by λ = αi + αj .
• In Case 1, V splits as Π⊕Π⊥ and (σiσj)mij is clearly the identity on Π⊥ since both σi and
σj leave Π⊥ pointwise invariant. One needs only to investigate (σiσj)mij on Π, where the
metric is positive definite. To that end we note that the reflections σi and σj are, on Π,
standard Euclidean reflections in the lines orthogonal to αi and αj , respectively. These lines
make an angle of pi/mij and hence the product σiσj is a rotation by an angle of 2pi/mij . It
follows that (σiσj)mij = 1 also on Π.
• In Case 2, mij is infinite and we must show that no power of the product σiσj gives the
identity. This is done by exhibiting a vector γ for which (σiσj)k(γ) 6= γ for all integers k
different from zero. Take for instance αi. Since one has (σiσj)(αi) = αi+2λ and (σiσj)(λ) =
λ, it follows that (σiσj)k(αi) = αi + 2kλ 6= αi unless k = 0.
As the defining relations are preserved, we can conclude that the map f from the Coxeter group
generated by the si’s to the geometric group generated by the σi’s defined on the generators by
f(si) = σi is a group homomorphism. We will show below that its kernel is the identity so that it
is in fact an isomorphism.
Finally, we note that if the Coxeter graph is irreducible, as we assume, then the matrix Bij is
indecomposable. A matrix Aij is called decomposable if after reordering of its indices, it decomposes
as a non-trivial direct sum, i.e., if one can slit the indices i, j in two sets J and Λ such that Aij = 0
whenever i ∈ J, j ∈ Λ or i ∈ Λ, j ∈ J . The indecomposability of B follows from the fact that if it
were decomposable, the corresponding Coxeter graph would be disconnected as no line would join
a point in the set Λ to a point in the set J .
3.2.5 Positive and negative roots
A root is any vector in the space V of the geometric realisation that can be obtained from one
of the basis vectors αi by acting with an element w of the Coxeter group (more precisely, with
its image f(w) under the above homomorphism, but we shall drop “f” for notational simplicity).
Any root α can be expanded in terms of the αi’s,
α =
∑
i
ciαi. (3.33)
If the coefficients ci are all non-negative, we say that the root α is positive and we write α > 0. If
the coefficients ci are all non-positive, we say that the root α is negative and we write α < 0. Note
that we use strict inequalities here because if ci = 0 for all i, then α is not a root. In particular,
the αi’s themselves are positive roots, called also “simple” roots. (Note that the simple roots
considered here differ by normalization factors from the simple roots of Kac–Moody algebras, as
we shall discuss below.) We claim that roots are either positive or negative (there is no root with
some ci’s in Equation (3.33) > 0 and some other ci’s < 0). The claim follows from the fact that
the image of a simple root by an arbitrary element w of the Coxeter group is necessarily either
positive or negative.
This, in turn, is the result of the following theorem, which provides a useful criterion to tell
whether the length l(wsi) of wsi is equal to l(w) + 1 or l(w)− 1.
Theorem: l(wsi) = l(w) + 1 if and only if w(αi) > 0.
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The proof is given in [107], page 111.
It easily follows from this theorem that l(wsi) = l(w) − 1 if and only if w(αi) < 0. Indeed,
l(wsi) = l(w)− 1 is equivalent to l(w) = l(wsi) + 1, i.e., l((wsi)si) = l(wsi) + 1 and thus, by the
theorem, wsi(αi) > 0. But since si(αi) = −αi, this is equivalent to w(αi) < 0.
We have seen in Section 3.2.3 that there are only two possibilities for the length l(wsi). It is
either equal to l(w) + 1 or to l(w) − 1. From the theorem just seen, the root w(αi) is positive in
the first case and negative in the second. Since any root is the Coxeter image of one of the simple
roots αi, i.e., can be written as w(αi) for some w and αi, we can conclude that the roots are either
positive or negative; there is no alternative.
The theorem can be used to provide a geometric interpretation of the length function. One
can show [107] that l(w) is equal to the number of positive roots sent by w to negative roots. In
particular, the fundamental reflection s associated with the simple root αs maps αs to its negative
and permutes the remaining positive roots.
Note that the theorem implies also that the kernel of the homomorphism that appears in the
geometric realisation of the Coxeter group is trivial. Indeed, assume f(w) = 1 where w is an
element of the Coxeter group that is not the identity. It is clear that there exists one group
generator si such that l(wsi) = l(w) − 1. Take for instance the last generator occurring in a
reduced expression of w. For this generator, one has w(αi) < 0, which is in contradiction with the
assumption f(w) = 1.
Because f is an isomorphism, we shall from now on identify the Coxeter group with its geometric
realisation and make no distinction between si and σi.
3.2.6 Fundamental domain
In order to describe the action of the Coxeter group, it is useful to introduce the concept of
fundamental domain. Consider first the case of the symmetry group A2 of the equilateral triangle.
The shaded region F in Figure 4 contains the vectors γ such that B(α1, γ) ≥ 0 and B(α2, γ) ≥ 0. It
has the following important property: Any orbit of the group A2 intersects F once and only once.
It is called for this reason a “fundamental domain”. We shall extend this concept to all Coxeter
groups. However, when the scalar product B is not positive definite, there are inequivalent types
of vectors and the concept of fundamental domain can be generalized a priori in different ways,
depending on which region one wants to cover. (The entire space? Only the timelike vectors?
Another region?) The useful generalization turns out not to lead to a fundamental domain of the
action of the Coxeter group on the entire vector space V , but rather to a fundamental domain of
the action of the Coxeter group on the so-called Tits cone X, which is such that the inequalities
B(αi, γ) ≥ 0 continue to play the central role.
We assume that the scalar product is nondegenerate. Define for each simple root αi the open
half-space
Ai = {γ ∈ V |B(αi, γ) > 0}. (3.34)
We define E to be the intersection of all Ai,
E =
⋂
i
Ai. (3.35)
This is a convex open cone, which is non-empty because the metric is nondegenerate. Indeed,
as B is nondegenerate, one can, by a change of basis, assume for simplicity that the bounding
hyperplanes B(αi, γ) = 0 are the coordinate hyperplanes xi = 0. E is then the region xi > 0 (with
appropriate orientation of the coordinates) and F is xi ≥ 0. The closure
F = E¯ =
⋂
i A¯i,
A¯i = {γ ∈ V |B(αi, γ) ≥ 0}
(3.36)
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is then a closed convex cone8.
We next consider the union of the images of F under the Coxeter group,
X =
⋃
w∈C
w(F). (3.37)
One can show [107] that this is also a convex cone, called the Tits cone. Furthermore, F is a
fundamental domain for the action of the Coxeter group on the Tits cone; the orbit of any point
in X intersects F once and only once [107]. The Tits cone does not coincide in general with the
full space V and is discussed below in particular cases.
3.3 Finite Coxeter groups
An important class of Coxeter groups are the finite ones, like I2(3) above. One can show that
a Coxeter group is finite if and only if the scalar product defined by Equation (3.28) on V is
Euclidean [107]. Finite Coxeter groups coincide with finite reflection groups in Euclidean space
(through hyperplanes that all contain the origin) and are discrete subgroups of O(n). The clas-
sification of finite Coxeter groups is known and is given in Table 1 for completeness. For finite
Coxeter groups, one has the important result that the Tits cone coincides with the entire space
V [107].
3.4 Affine Coxeter groups
Affine Coxeter groups are by definition such that the bilinear form B is positive semi-definite but
not positive definite. The radical V ⊥ (defined as the subspace of vectors x for which B(x, y) ≡
xTBy = 0 for all y) is then one-dimensional (in the irreducible case). Indeed, since B is positive
semi-definite, its radical coincides with the set N of vectors such that λTBλ = 0 as can easily be
seen by going to a basis in which B is diagonal (the eigenvalues of B are non-negative). Further-
more, N is at least one-dimensional since B is not positive definite (one of the eigenvalues is zero).
Let µ be a vector in V ⊥ ≡ N . Let ν be the vector whose components are the absolute values of
those of µ, νi = |µi|. Because Bij ≤ 0 for i 6= j (see definition of B in Equation (3.28)), one has
0 ≤ νTBν ≤ µTBµ = 0
and thus the vector ν belongs also to V ⊥. All the components of ν are strictly positive, νi > 0.
Indeed, let J be the set of indices for which νj > 0 and I the set of indices for which νi = 0. From∑
j Bkjνj = 0 (ν ∈ V ⊥) one gets, by taking k in I, that Bij = 0 for all i ∈ I, j ∈ J , contrary to
the assumption that the Coxeter system is irreducible (B is indecomposable). Hence, none of the
components of any zero eigenvector µ can be zero. If V ⊥ were more than one-dimensional, one
could easily construct a zero eigenvector of B with at least one component equal to zero. Hence,
the eigenspace V ⊥ of zero eigenvectors is one-dimensional.
Affine Coxeter groups can be identified with the groups generated by affine reflections in Eu-
clidean space (i.e., reflections through hyperplanes that may not contain the origin, so that the
group contains translations) and have also been completely classified [107]. The translation sub-
group of an affine Coxeter group C is an invariant subgroup and the quotient C0 is finite; the affine
Coxeter group C is equal to the semi-direct product of its translation subgroup by C0. We list all
the affine Coxeter groups in Table 2.
8Note that in the case of the infinite dihedral group I2(∞), for which B is degenerate, the definition does not
give anything of interest since E = ∅. When B is degenerate, the formalism developed here can nevertheless be
carried through but one must go to the dual space V ∗ [107].
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Table 1: Finite Coxeter groups.
Name Coxeter graph
An
Bn ≡ Cn
4
Dn
I2(m)
m
F4
4
E6
E7
E8
H3
5
H4
5
35
Table 2: Affine Coxeter groups.
Name Coxeter graph
A+1
A+n (n > 1)
B+n (n > 2)
4
C+n
44
D+n
G+2
6
F+4
4
E+6
E+7
E+8
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3.5 Lorentzian and hyperbolic Coxeter groups
Coxeter groups that are neither of finite nor of affine type are said to be of indefinite type. An
important property of Coxeter groups of indefinite type is the following. There exists a positive
vector (ci) such that
∑
j Bijcj is negative [116]. A vector is said to be positive (respectively,
negative) if all its components are strictly positive (respectively, strictly negative). This is denoted
ci > 0 (respectively, ci < 0). Note that a vector may be neither positive nor negative, if some of
its components are positive while some others are negative. Note also that these concepts refer to
a specific basis. This property is demonstrated in Appendix A.
We assume, as already stated, that the scalar product B is nondegenerate. Let {ωi} be the
basis dual to the basis {αi} in the scalar product B,
B(αi, ωj) = δij . (3.38)
The ωi’s are called “fundamental weights”. (The fundamental weights are really defined by Equa-
tion (3.38) up to normalization, as we will see in Section 3.6 on crystallographic Coxeter groups.
They thus differ from the solutions of Equation (3.38) only by a positive multiplicative factor,
irrelevant for the present discussion.)
Consider the vector v =
∑
i ciαi, where the vector ci is such that ci > 0 and
∑
j Bijcj < 0. This
vector exists since we assume the Coxeter group to be of indefinite type. Let Σ be the hyperplane
orthogonal to v. Because ci > 0, the vectors ωi’s all lie on the positive side of Σ, B(v, ωi) = ci > 0.
By contrast, the vectors αi’s all lie on the negative side of Σ since B(αi, v) =
∑
j Bijcj < 0.
Furthermore, v has negative norm squared, B(v, v) =
∑
i ci(
∑
j Bijcj) < 0. Thus, in the case
of Coxeter groups of indefinite type (with a nondegenerate metric), one can choose a hyperplane
such that the positive roots lie on one side of it and the fundamental weights on the other side.
The converse is true for Coxeter group of finite type: In that case, there exists ci > 0 such that∑
j Bijcj is positive, implying that the positive roots and the fundamental weights are on the same
side of the hyperplane Σ.
We now consider a particular subclass of Coxeter groups of indefinite type, called Lorentzian
Coxeter groups. These are Coxeter groups such that the scalar product B is of Lorentzian signature
(n−1, 1). They are discrete subgroups of the orthochronous Lorentz group O+(n−1, 1) preserving
the time orientation. Since the αi are spacelike, the reflection hyperplanes are timelike and thus
the generating reflections si preserve the time orientation. The hyperplane Σ from the previous
paragraph is spacelike. In this section, we shall adopt Lorentzian coordinates so that Σ has equation
x0 = 0 and we shall choose the time orientation so that the positive roots have a negative time
component. The fundamental weights have then a positive time component. This choice is purely
conventional and is made here for convenience. Depending on the circumstances, the other time
orientation might be more useful and will sometimes be adopted later (see for instance Section 4.8).
Turn now to the cone E defined by Equation (3.35). This cone is clearly given by
E = {λ ∈ V | ∀αi B(λ, αi) > 0} =
{∑
diωi|di > 0
}
. (3.39)
Similarly, its closure F is given by
F = {λ ∈ V | ∀αi B(λ, αi) ≥ 0} =
{∑
diωi|di ≥ 0
}
. (3.40)
The cone F is thus the convex hull of the vectors ωi, which are on the boundary of F.
By definition, a hyperbolic Coxeter group is a Lorentzian Coxeter group such that the vectors
in E are all timelike, B(λ, λ) < 0 for all λ ∈ E. Hyperbolic Coxeter groups are precisely the groups
that emerge in the gravitational billiards of physical interest. The hyperbolicity condition forces
B(λ, λ) ≤ 0 for all λ ∈ F, and in particular, B(ωi, ωi) ≤ 0: The fundamental weights are timelike or
37
null. The cone F then lies within the light cone. This does not occur for generic (non-hyperbolic)
Lorentzian algebras.
The following theorem enables one to decide whether a Coxeter group is hyperbolic by mere
inspection of its Coxeter graph.
Theorem: Let C be a Coxeter group with irreducible Coxeter graph Γ. The Coxeter group is
hyperbolic if and only if the following two conditions hold:
• The bilinear form B is nondegenerate but not positive definite.
• For each i, the Coxeter graph obtained by removing the node i from Γ is of finite or affine
type.
(Note: By removing a node, one might get a non-irreducible diagram even if the original
diagram is connected. A reducible diagram defines a Coxeter group of finite type if and only if
each irreducible component is of finite type, and a Coxeter group of affine type if and only if each
irreducible component is of finite or affine type with at least one component of affine type.)
Proof:
• It is clear that if a Coxeter group is hyperbolic, then its bilinear form fulfills the first condition.
Let ωi be one of the vectors of the dual basis. The vectors αj with j 6= i form a basis of the
hyperplane Πi orthogonal to ωi. Because ωi is non-spacelike (the group is hyperbolic), the
hyperplane Πi is spacelike or null. The Coxeter graph defined by the αj with j 6= i (i.e., by
removing the node αi) is thus of finite or affine type.
• Conversely, assume that the two conditions of the theorem hold. From the first condition,
it follows that the set N = {λ ∈ V |B(λ, λ) < 0} is non-empty. Let Πi be the hyperplane
spanned by the αj with j 6= i, i.e., orthogonal to ωi. From the second condition, it follows
that the intersection of N with each Πi is empty. Accordingly, each connected component
of N lies in one of the connected components of the complement of
⋃
i Πi, namely, is on
a definite (positive or negative) side of each of the hyperplanes Πi. These sets are of the
form
∑
i ciαi with ci > 0 for some i’s (fixed throughout the set) and ci < 0 for the others.
This forces the signature of B to be Lorentzian since otherwise there would be at least a
two-dimensional subspace Z of V such that Z \ {0} ⊂ N . Because Z \ {0} is connected, it
must lie in one of the subsets just described. But this is impossible since if λ ∈ Z \ {0}, then
−λ ∈ Z \ {0}.
We now show that E ⊂ N . Because the signature of B is Lorentzian, N is the inside of the
standard light cone and has two components, the “future” component and the “past” component.
From the second condition of the theorem, each ωi lies on or inside the light cone since the
orthogonal hyperplane is non-timelike. Furthermore, all the ωi’s are future pointing, which implies
that the cone E lies in N , as had to be shown (a positive sum of future pointing non spacelike
vectors is non-spacelike). This concludes the proof of the theorem.
In particular, this theorem is useful for determining all hyperbolic Coxeter groups once one knows
the list of all finite and affine ones. To illustrate its power, consider the Coxeter diagram of
Figure 8, with 8 nodes on the loop and one extra node attached to it (we shall see later that it is
called A++7 ).
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954321 6 7
8
Figure 8: The Coxeter graph of the group A++7 .
The bilinear form is given by
1
2

2 −1 0 0 0 0 0 −1 0
−1 2 −1 0 0 0 0 0 0
0 −1 2 −1 0 0 0 0 0
0 0 −1 2 −1 0 0 0 0
0 0 0 −1 2 −1 0 0 0
0 0 0 0 −1 2 −1 0 0
0 0 0 0 0 −1 2 −1 0
−1 0 0 0 0 0 −1 2 −1
0 0 0 0 0 0 0 −1 2

. (3.41)
and is of Lorentzian signature. If one removes the node labelled 9, one gets the affine diagram A+7
(see Figure 9). If one removes the node labelled 8, one gets the finite diagram of the direct product
group A1 × A7 (see Figure 10). Deleting the nodes labelled 1 or 7 yields the finite diagram of A8
(see Figure 11). Removing the nodes labelled 2 or 6 gives the finite diagram of D8 (see Figure 12).
If one removes the nodes labelled 3 or 5, one obtains the finite diagram of E8 (see Figure 13).
Finally, deleting the node labelled 4 yields the affine diagram of E+7 (see Figure 14). Hence, the
Coxeter group is hyperbolic.
8
54321 6 7
Figure 9: The Coxeter graph of A+7 .
Consider now the same diagram, with one more node in the loop (A++8 ). In that case, if one
removes one of the middle nodes 4 or 5, one gets the Coxeter group E++7 , which is neither finite
nor affine. Hence, A++8 is not hyperbolic.
Using the two conditions in the theorem, one can in fact provide the list of all irreducible
hyperbolic Coxeter groups. The striking fact about this classification is that hyperbolic Coxeter
groups exist only in ranks 3 ≤ n ≤ 10, and, moreover, for 4 ≤ n ≤ 10 there is only a finite number.
In the n = 3 case, on the other hand, there exists an infinite class of hyperbolic Coxeter groups.
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954321 6 7
Figure 10: The Coxeter graph of A7 ×A1.
8 54321 69
Figure 11: The Coxeter graph of A8.
8
7
9
1 2 3 4 5
Figure 12: The Coxeter graph of D8.
876 1 2 3 4
9
Figure 13: The Coxeter graph of E8.
53 2 1 8
9
7 6
Figure 14: The Coxeter graph of E+7 .
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In Figure 15 we give a general form of the Coxeter graphs corresponding to all rank 3 hyperbolic
Coxeter groups, and in Tables 3 – 9 we give the complete classification for 4 ≤ n ≤ 10.
Note that the inverse metric (B−1)ij , which gives the scalar products of the fundamental
weights, has only negative entries in the hyperbolic case since the scalar product of two future-
pointing non-spacelike vectors is strictly negative (it is zero only when the vectors are both null
and parallel, which does not occur here).
One can also show [116, 107] that in the hyperbolic case, the Tits cone X coincides with the
future light cone. (In fact, it coincides with either the future light cone or the past light cone. We
assume that the time orientation in V has been chosen as in the proof of the theorem, so that the
Tits cone coincides with the future light cone.) This is at the origin of an interesting connection
with discrete reflection groups in hyperbolic space (which justifies the terminology). One may
realize hyperbolic space Hn−1 as the upper sheet of the hyperboloid B(λ, λ) = −1 in V . Since
the Coxeter group is a subgroup of O+(n− 1, 1), it leaves this sheet invariant and defines a group
of reflections in Hn−1. The fundamental reflections are reflections through the hyperplanes in
hyperbolic space obtained by taking the intersection of the Minkowskian hyperplanes B(αi, λ) = 0
with hyperbolic space. These hyperplanes bound the fundamental region, which is the domain to
the positive side of each of these hyperplanes. The fundamental region is a simplex with vertices
ω¯i, where ω¯i are the intersection points of the lines Rωi with hyperbolic space. This intersection
is at infinity in hyperbolic space if ωi is lightlike. The fundamental region has finite volume but is
compact only if the ωi are timelike.
Thus, we see that the hyperbolic Coxeter groups are the reflection groups in hyperbolic space
with a fundamental domain which (i) is a simplex, and which (ii) has finite volume. The fact that
the fundamental domain is a simplex (n vectors in Hn−1) follows from our geometric construction
where it is assumed that the n vectors αi form a basis of V .
The group PGL(2,Z) relevant to pure gravity in four dimensions is easily verified to be hyper-
bolic.
For general information, we point out the following facts:
• Compact hyperbolic Coxeter groups (i.e., hyperbolic Coxeter groups with a compact fun-
damental region) exist only for ranks 3, 4 and 5, i.e., in two, three and four-dimensional
hyperbolic space. All hyperbolic Coxeter groups of rank > 5 have a fundamental region with
at least one vertex at infinity. The hyperbolic Coxeter groups appearing in gravitational
theories are always of the noncompact type.
• There exist reflection groups in hyperbolic space whose fundamental domains are not sim-
plices. Amazingly enough, these exist only in hyperbolic spaces of dimension ≤ 995. If one
imposes that the fundamental domain be compact, these exist only in hyperbolic spaces of
dimension ≤ 29. The bound can probably be improved [164].
• Non-hyperbolic Lorentzian Coxeter groups are associated through the above construction
with infinite-volume fundamental regions since some of the vectors ωi are spacelike, which
imply that the corresponding reflection hyperplanes intersect beyond hyperbolic infinity.
nm
Figure 15: This Coxeter graph corresponds to hyperbolic Coxeter groups for all values of m and
n for which the associated bilinear form B is not of positive definite or positive semidefinite type.
This therefore gives rise to an infinite class of rank 3 hyperbolic Coxeter groups.
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Table 3: Hyperbolic Coxeter groups of rank 4.
4 5 5 55
4 4 4 44 4 6
65 6 6
66
6
4
4
4
4
4
5
4 5 6
4
4
4
5
4 5
5
5
4
4 44
4
4
4
4
4
6 4
6
5
6
6
6
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Table 4: Hyperbolic Coxeter groups of rank 5.
54 5
55 4 4
5
4
4
4
4
4
4
4 4
3.6 Crystallographic Coxeter groups
Among the Coxeter groups, only those that are crystallographic correspond to Weyl groups of Kac–
Moody algebras. Therefore we now introduce this important concept. By definition, a Coxeter
group is crystallographic if it stabilizes a lattice in V . This lattice need not be the lattice generated
by the αi’s. As discussed in [107], a Coxeter group is crystallographic if and only if two conditions
are satisfied: (i) The integers mij (i 6= j) are restricted to be in the set {2, 3, 4, 6,∞}, and (ii) for
any closed circuit in the Coxeter graph of C, the number of edges labelled 4 or 6 is even.
Given a crystallographic Coxeter group, it is easy to exhibit a lattice L stabilized by it. We can
construct a basis for that lattice as follows. The basis vectors µi of the lattice are multiples of the
original simple roots, µi = ciαi for some scalars ci which we determine by applying the following
rules:
• mij = 3⇒ ci = cj .
• mij = 4⇒ ci =
√
2cj or cj =
√
2ci.
• mij = 6⇒ ci =
√
3cj or cj =
√
3ci.
• mij =∞⇒ ci = cj .
One easily verifies that σi(µj) = µj − dijµi for some integers dij . Hence L is indeed stabilized.
The integers dij are equal to 2
B(µi,µj)
B(µi,µi)
.
The rules are consistent as can be seen by starting from an arbitrary node, say α1, for which one
takes c1 = 1. One then proceeds to the next nodes in the (connected) Coxeter graph by applying
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Table 5: Hyperbolic Coxeter groups of rank 6.
4 4
4 4
4
4 44
4
4 4
4
Table 6: Hyperbolic Coxeter groups of rank 7.
4
44
Table 7: Hyperbolic Coxeter groups of rank 8.
4
Table 8: Hyperbolic Coxeter groups of rank 9.
4
45
Table 9: Hyperbolic Coxeter groups of rank 10.
4
the above rules. If there is no closed circuit, there is no consistency problem since there is only
one way to proceed from α1 to any given node. If there are closed circuits, one must make sure
that one comes back to the same vector after one turn around any circuit. This can be arranged
if the number of steps where one multiplies or divides by
√
2 (respectively,
√
3) is even.
Our construction shows that the lattice L is not unique. If there are only two different lengths
for the lattice vectors µi, it is convenient to normalize the lengths so that the longest lattice vectors
have length squared equal to two. This choice simplifies the factors 2B(µi,µj)B(µi,µi) .
The rank 10 hyperbolic Coxeter groups are all crystallographic. The lattices preserved by E10
and DE10 are unique up to an overall rescaling because the non-trivial mij (i 6= j) are all equal to
3 and there is no choice in the ratios ci/cj , all equal to one (first rule above). The Coxeter group
BE10 preserves two (dual) lattices.
On the normalization of roots and weights in the crystallographic case
Since the vectors µi and αi are proportional, they generate identical reflections. Even though they
do not necessarily have length squared equal to unity, the vectors µi are more convenient to work
with because the lattice preserved by the Coxeter group is simply the lattice
∑
i Zµi of points with
integer coordinates in the basis {µi}. For this reason, we shall call from now on “simple roots”
the vectors µi and, to follow common practice, will sometimes even rename them αi. Thus, in
the crystallographic case, the (redefined) simple roots are appropriately normalized to the lattice
structure. It turns out that it is with this normalization that simple roots of Coxeter groups
correspond to simple roots of Kac–Moody algebras defined in the Section 4.6.3. A root is any
point on the root lattice that is in the Coxeter orbit of some (redefined) simple root. It is these
roots that coincide with the (real) roots of Kac–Moody algebras.
It is also useful to rescale the fundamental weights. The rescaled fundamental weights, of course
proportional to ωi, are denoted Λi. The convenient normalization is such that
(Λi|µj) = (µj |µj)2 δij . (3.42)
With this normalization, they coincide with the fundamental weights of Kac–Moody algebras, to
be considered in Section 4.
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4 Lorentzian Kac–Moody Algebras
The explicit appearance of infinite crystallographic Coxeter groups in the billiard limit suggests
that gravitational theories might be invariant under a huge symmetry described by Lorentzian
Kac–Moody algebras (defined in Section 4.1). Indeed, there is an intimate connection between
crystallographic Coxeter groups and Kac–Moody algebras. This connection might be familiar in
the finite case. For instance, it is well known that the finite symmetry group A2 of the equilateral
triangle (isomorphic to the group of permutations of 3 objects) and the corresponding hexagonal
pattern of roots are related to the finite-dimensional Lie algebra sl(3,R) (or su(3)). The group A2
is in fact the Weyl group of sl(3,R) (see Section 4.7).
This connection is not peculiar to the Coxeter group A2 but is generally valid: Any crystal-
lographic Coxeter group is the Weyl group of a Kac–Moody algebra traditionally denoted in the
same way (see Section 4.7). This is the reason why it is expected that the Coxeter groups might
signal a bigger symmetry structure. And indeed, there are indications that this is so since, as we
shall discuss in Section 9, an attempt to reformulate the gravitational Lagrangians in a way that
makes the conjectured symmetry manifest yields intriguing results.
The purpose of this section is to develop the mathematical concepts underlying Kac–Moody
algebras and to explain the connection between Coxeter groups and Kac–Moody algebras. How
this is relevant to gravitational theories will be discussed in Section 5.
4.1 Definitions
An n× n matrix A is called a “generalized Cartan matrix” (or just “Cartan matrix” for short) if
it satisfies the following conditions9:
Aii = 2 ∀i = 1, · · · , n, (4.1)
Aij ∈ Z− (i 6= j), (4.2)
Aij = 0 ⇒ Aji = 0, (4.3)
where Z− denotes the non-positive integers. One can encode the Cartan matrix in terms of a
Dynkin diagram, which is obtained as follows:
1. For each i = 1, · · · , n, one associates a node in the diagram.
2. One draws a line between the node i and the node j if Aij 6= 0; if Aij = 0 (= Aji), one draws
no line between i and j.
3. One writes the pair (Aij , Aji) over the line joining i to j. When the products Aij · Aji are
all ≤ 4 (which is the only situation we shall meet in practice), this third rule can be replaced
by the following rules:
(a) one draws a number of lines between i and j equal to max(|Aij |, |Aji|);
(b) one draws an arrow from j to i if |Aij | > |Aji|.
So, for instance, the Dynkin diagrams in Figure 16 correspond to the Cartan matrices
A[A2] =
(
2 −1
−1 2
)
, (4.4)
9We are employing the convention of Kac [116] for the Cartan matrix. There exists an alternative definition of
Kac–Moody algebras in the literature, in which the transposed matrix AT is used instead.
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21
+
A (2)
G2
B2
A 2
A
Figure 16: The Dynkin diagrams corresponding to the finite Lie algebras A2, B2 and G2 and to
the affine Kac–Moody algebras A(2)2 and A
+
1 .
A[B2] =
(
2 −2
−1 2
)
, (4.5)
A[G2] =
(
2 −3
−1 2
)
, (4.6)
A[A(2)2 ] =
(
2 −4
−1 2
)
, (4.7)
A[A+1 ] =
(
2 −2
−2 2
)
, (4.8)
respectively. If the Dynkin diagram is connected, the matrix A is indecomposable. This is what
shall be assumed in the following.
Although this is not necessary for developing the general theory, we shall impose two restrictions
on the Cartan matrix. The first one is that detA 6= 0; the second one is that A is symmetrizable.
The restriction detA 6= 0 excludes the important class of affine algebras and will be lifted below.
We impose it at first because the technical definition of the Kac–Moody algebra when detA = 0
is then slightly more involved.
The second restriction imposes that there exists an invertible diagonal matrix D with positive
elements i and a symmetric matrix S such that
A = DS. (4.9)
The matrix S is called a symmetrization of A and is unique up to an overall positive factor because
A is indecomposable. To prove this, choose the first (diagonal) element 1 > 0 of D arbitrarily.
Since A is indecomposable, there exists a nonempty set J1 of indices j such that A1j 6= 0. One
has A1j = 1S1j and Aj1 = jSj1. This fixes the j ’s > 0 in terms of 1 since S1j = Sj1. If not
all the elements j are determined at this first step, we pursue the same construction with the
elements Ajk = jSjk and Akj = kSkj = kSkj with j ∈ J1 and, more generally, at step p, with
j ∈ J1 ∩ J2 · · · ∩ Jp. As the matrix A is assumed to be indecomposable, all the elements i of D
and Sij of S can be obtained, depending only on the choice of 1. One gets no contradicting values
for the j ’s because the matrix A is assumed to be symmetrizable.
In the symmetrizable case, one can characterize the Cartan matrix according to the signature
of (any of) its symmetrization(s). One says that A is of finite type if S is of Euclidean signature,
and that it is of Lorentzian type if S is of Lorentzian signature.
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Given a Cartan matrix A (with detA 6= 0), one defines the corresponding Kac–Moody algebra
g = g(A) as the algebra generated by 3n generators hi, ei, fi subject to the following “Chevalley–
Serre” relations (in addition to the Jacobi identity and anti-symmetry of the Lie bracket),
[hi, hj ] = 0,
[hi, ej ] = Aijej (no summation on j),
[hi, fj ] = −Aijfj (no summation on j),
[ei, fj ] = δijhj (no summation on j),
(4.10)
ad1−Aijei (ej) = 0, ad
1−Aij
fi
(fj) = 0, i 6= j. (4.11)
The relations (4.11), called Serre relations, read explicitly
[ei, [ei, [ei, · · · , [ei, ej ]] · · · ]︸ ︷︷ ︸
1−Aij commutators
= 0 (4.12)
(and likewise for the fk’s).
Any multicommutator can be reduced, using the Jacobi identity and the above relations, to a
multicommutator involving only the ei’s, or only the fi’s. Hence, the Kac–Moody algebra splits
as a direct sum (“triangular decomposition”)
g = n− ⊕ h⊕ n+, (4.13)
where n− is the subalgebra involving the multicommutators [fi1 , [fi2 , · · · , [fik−1 , fik ] · · · ], n+ is
the subalgebra involving the multicommutators [ei1 , [ei2 , · · · , [eik−1 , eik ] · · · ] and h is the Abelian
subalgebra containing the hi’s. This is called the Cartan subalgebra and its dimension n is the
rank of the Kac–Moody algebra g. It should be stressed that the direct sum Equation (4.13) is a
direct sum of n−, h and n+ as vector spaces, not as subalgebras (since these subalgebras do not
commute).
A priori, the numbers of the multicommutators
[fi1 , [fi2 , · · · , [fik−1 , fik ] · · · ] and [ei1 , [ei2 , · · · , [eik−1 , eik ] · · · ]
are infinite, even after one has taken into account the Jacobi identity. However, the Serre relations
impose non-trivial relations among them, which, in some cases, make the Kac–Moody algebra
finite-dimensional. Three worked examples are given in Section 4.4 to illustrate the use of the
Serre relations. In fact, one can show [116] that the Kac–Moody algebra is finite-dimensional if
and only if the symmetrization S of A is positive definite. In that case, the algebra is one of
the finite-dimensional simple Lie algebras given by the Cartan classification. The list is given in
Table 10.
When the Cartan matrix A is of Lorentzian signature the Kac–Moody algebra g(A), constructed
from A using the Chevalley–Serre relations, is called a Lorentzian Kac–Moody algebra. This is the
case of main interest for the remainder of this paper.
4.2 Roots
The adjoint action of the Cartan subalgebra on n+ and n− is diagonal. Explicitly,
[h, ei] = αi(h)ei (no summation on i) (4.14)
for any element h ∈ h, where αi is the linear form on h (i.e., the element of the dual h∗) defined
by αi(hj) = Aji. The αi’s are called the simple roots. Similarly,
[h, [ei1 , [ei2 , · · · , [eik−1 , eik ] · · · ]] = (αi1 + αi2 + · · ·αik)(h) [ei1 , [ei2 , · · · , [eik−1 , eik ] · · · ] (4.15)
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Table 10: Finite Lie algebras.
Name Dynkin diagram
An
Bn
Cn
Dn
G2
F4
E6
E7
E8
50
and, if [ei1 , [ei2 , · · · , [eik−1 , eik ] · · · ] is non-zero, one says that αi1 + αi2 + · · ·αik is a positive root.
On the negative side, n−, one has
[h, [fi1 , [fi2 , · · · , [fik−1 , fik ] · · · ]] = −(αi1 + αi2 + · · ·αik)(h) [fi1 , [fi2 , · · · , [fik−1 , fik ] · · · ] (4.16)
and −(αi1 + αi2 + · · ·αik)(h) is called a negative root when [fi1 , [fi2 , · · · , [fik−1 , fik ] is non-zero.
This occurs if and only if [ei1 , [ei2 , · · · , [eik−1 , eik ] · · · ] is non-zero: −α is a negative root if and only
if α is a positive root.
We see from the construction that the roots (linear forms α such that [h, x] = α(h)x has
nonzero solutions x) are either positive (linear combinations of the simple roots αi with integer
non-negative coefficients) or negative (linear combinations of the simple roots with integer non-
positive coefficients). The set of positive roots is denoted by ∆+; that of negative roots by ∆−.
The set of all roots is ∆, so we have ∆ = ∆+∪∆−. The simple roots are positive and form a basis
of h∗. One sometimes denotes the hi by α∨i (and thus, [α
∨
i , ej ] = Aijej etc). Similarly, one also
uses the notation 〈·, ·〉 for the standard pairing between h and its dual h∗, i.e., 〈α, h〉 = α(h). In
this notation the entries of the Cartan matrix can be written as
Aij = αj(α∨i ) = 〈αj , α∨i 〉 . (4.17)
Finally, the root lattice Q is the set of linear combinations with integer coefficients of the simple
roots,
Q =
∑
i
Zαi. (4.18)
All roots belong to the root lattice, of course, but the converse is not true: There are elements
of Q that are not roots.
4.3 The Chevalley involution
The symmetry between the positive and negative subalgebras n+ and n− of the Kac–Moody algebra
can be rephrased formally as follows: The Kac–Moody algebra is invariant under the Chevalley
involution τ , defined on the generators as
τ(hi) = −hi, τ(ei) = −fi, τ(fi) = −ei. (4.19)
The Chevalley involution is in fact an algebra automorphism that exchanges the positive and
negative sides of the algebra.
Finally, we quote the following useful theorem.
Theorem: The Kac–Moody algebra g defined by the relations (4.10, 4.11) is simple.
The proof may be found in Kac’ book [116], page 12.
We note that invertibility and indecomposability of the Cartan matrix A are central ingredients in
the proof. In particular, the theorem does not hold in the affine case, for which the Cartan matrix
is degenerate and has non-trivial ideals10 (see [116] and Section 4.5).
4.4 Three examples
To get a feeling for how the Serre relations work, we treat in detail three examples.
10We recall that an ideal i is a subalgebra such that [i, g] ⊂ i. A simple algebra has no non-trivial ideals.
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• A2: We start with A2, the Cartan matrix of which is Equation (4.4). The defining relations
are then:
[h1, h2] = 0, [h1, e1] = 2e1, [h1, e2] = −e2,
[h1, f1] = −2f1, [h1, f2] = f2, [h2, e1] = −e1,
[h2, e2] = 2e2, [h2, f1] = f1, [h2, f2] = −2f2,
[e1, [e1, e2]] = 0, [e2, [e2, e1]] = 0, [f1, [f1, f2]] = 0,
[f2, [f2, f1]] = 0 [ei, fj ] = δijhj .
(4.20)
The commutator [e1, e2] is not killed by the defining relations and hence is not equal to zero
(the defining relations are all the relations). All the commutators with three (or more) e’s
are however zero. A similar phenomenon occurs on the negative side. Hence, the algebra
A2 is eight-dimensional and one may take as basis {h1, h2, e1, e2, [e1, e2], f1, f2, [f1, f2]}. The
vector [e1, e2] corresponds to the positive root α1 + α2.
• B2: The algebra B2, the Cartan matrix of which is Equation (4.5), is defined by the same set
of generators, but the Serre relations are now [e1, [e1, [e1, e2]]] = 0 and [e2, [e2, e1]] = 0 (and
similar relations for the f ’s). The algebra is still finite-dimensional and contains, besides
the generators, the commutators [e1, e2], [e1, [e1, e2]], their negative counterparts [f1, f2] and
[f1, [f1, f2]], and nothing else. The triple commutator [e1, [e1, [e1, e2]]] vanishes by the Serre
relations. The other triple commutator [e2, [e1, [e1, e2]]] vanishes also by the Jacobi identity
and the Serre relations,
[e2, [e1, [e1, e2]]] = [[e2, e1], [e1, e2]] + [e1, [e2, [e1, e2]]] = 0.
(Each term on the right-hand side is zero: The first by antisymmetry of the bracket and
the second because [e2, [e1, e2]] = −[e2, [e2, e1]] = 0.) The algebra is 10-dimensional and is
isomorphic to so(3, 2).
• A+1 : We now turn to A+1 , the Cartan matrix of which is Equation (4.8). This algebra is
defined by the same set of generators as A2, but with Serre relations given by
[e1, [e1, [e1, e2]]] = 0,
[e2, [e2, [e2, e1]]] = 0
(4.21)
(and similar relations for the f ’s). This innocent-looking change in the Serre relations has dra-
matic consequences because the corresponding algebra is infinite-dimensional. (We analyze
here the algebra generated by the h’s, e’s and f ’s, which is in fact the derived Kac–Moody
algebra – see Section 4.5 on affine Kac–Moody algebras. The derived algebra is already
infinite-dimensional.) To see this, consider the sl(2,R) current algebra, defined by
[Jam, J
b
n] = f
ab
cJ
c
m+n +mk
abcδm+n,0, (4.22)
where a = 3,+,−, fabc are the structure constants of sl(2,R) and where kab is the invariant
metric on sl(2,R) which we normalize here so that k−+ = 1. The subalgebra with n = 0 is
isomorphic to sl(2,R),
[J30 , J
+
0 ] = 2J
+
0 , [J
3
0 , J
−
0 ] = −2J−0 , [J+0 , J−0 ] = J30 .
The current algebra (4.22) is generated by Ja0 , c, J
−
1 and J
+
−1 since any element can be
written as a multi-commutator involving them. The map
h1 → J30 , h2 → −J30 + c,
e1 → J+0 , e2 → J−1 ,
f1 → J−0 , f2 → J+−1
(4.23)
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preserves the defining relations of the Kac–Moody algebra and defines an isomorphism of the
(derived) Kac–Moody algebra with the current algebra. The Kac–Moody algebra is therefore
infinite-dimensional. One can construct non-vanishing infinite multi-commutators, in which
e1 and e2 alternate:
[e1, [e2, [e1, · · · , [e1, e2] · · · ]]] ∼ J3n (n e1’s and n e2’s),
[e1, [e2, [e1, · · · , [e2, e1] · · · ]]] ∼ J+n (n+ 1 e1’s and n e2’s),
[e2, [e1, [e2, · · · , [e1, e2] · · · ]]] ∼ J−n+1 (n e1’s and n+ 1 e2’s).
(4.24)
The Serre relations do not cut the chains of multi-commutators to a finite number.
We see from these examples that the exact consequences of the Serre relations might be intricate
to derive explicitly. This is one of the difficulties of the theory.
4.5 The affine case
The affine case is characterized by the conditions that the Cartan matrix has vanishing determinant,
is symmetrizable and is such that its symmetrization S is positive semi-definite (only one zero
eigenvalue). As before, we also take the Cartan matrix to be indecomposable. By a reasoning
analogous to what we did in Section 3.4 above, one can show that the radical of S is one-dimensional
and that the ranks of S and A are equal to n− 1.
One defines the corresponding Kac–Moody algebras in terms of 3n + 1 generators, which are
the same generators hi, ei, fi subject to the same conditions (4.10, 4.11) as above, plus one extra
generator η which can be taken to fulfill
[η, hi] = 0, [η, ei] = δ1ie1, [η, fi] = −δ1if1. (4.25)
The algebra admits the same triangular decomposition as above,
g = n− ⊕ h⊕ n+, (4.26)
but now the Cartan subalgebra h has dimension n+ 1 (it contains the extra generator η).
Because the matrix Aij has vanishing determinant, one can find ai such that
∑
i aiAij = 0. The
element c =
∑
i aihi is in the center of the algebra. In fact, the center of the Kac–Moody algebra
is one-dimensional and coincides with Cc [116]. The derived algebra g′ = [g, g] is the subalgebra
generated by hi, ei, fi and has codimension one (it does not contain η). One has
g = g′ ⊕ Cη (4.27)
(direct sum of vector spaces, not as algebras). The only proper ideals of the affine Kac–Moody
algebra g are g′ and Cc.
Affine Kac–Moody algebras appear in the BKL context as subalgebras of the relevant Lorentzian
Kac–Moody algebras. Their complete list is known and is given in Tables 11 and 12.
4.6 The invariant bilinear form
4.6.1 Definition
To proceed, we assume, as announced above, that the Cartan matrix is invertible and symmetriz-
able since these are the only cases encountered in the billiards. Under these assumptions, an
invertible, invariant bilinear form is easily defined on the algebra. We denote by i the diagonal
elements of D,
A = DS, D = diag(1, 2 · · · , n). (4.28)
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Table 11: Untwisted affine Kac–Moody algebras.
Name Dynkin diagram
A+1
A+n (n > 1)
B+n
C+n
D+n
G+2
F+4
E+6
E+7
E+8
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Table 12: Twisted affine Kac–Moody algebras. We use the notation of Kac [116].
Name Dynkin diagram
A
(2)
2
A
(2)
2n (n ≥ 2)
A
(2)
2n−1 (n ≥ 3)
D
(2)
n+1
E
(2)
6
D
(3)
4
First, one defines an invertible bilinear form in the dual h∗ of the Cartan subalgebra. This is done
by simply setting
(αi|αj) = Sij (4.29)
for the simple roots. It follows from Aii = 2 that
i =
2
(αi|αi) (4.30)
and thus the Cartan matrix can be written as
Aij = 2
(αi|αj)
(αi|αi) . (4.31)
It is customary to fix the normalization of S so that the longest roots have (αi|αi) = 2. As we
shall now see, the definition (4.29) leads to an invariant bilinear form on the Kac–Moody algebra.
Since the bilinear form (·|·) is nondegenerate on h∗, one has an isomorphism µ : h∗ → h defined
by
〈α, µ(γ)〉 = (α|γ). (4.32)
This isomorphism induces a bilinear form on the Cartan subalgebra, also denoted by (·|·). The
inverse isomorphism is denoted by ν and is such that
〈ν(h), h′〉 = (h|h′), h, h′ ∈ h. (4.33)
Since the Cartan elements hi ≡ α∨i obey
〈αi, α∨j 〉 = Aji, (4.34)
it is clear from the definitions that
ν(hi) ≡ ν(α∨i ) = iαi ⇔ hi ≡ α∨i =
2µ(αi)
(αi|αi) , (4.35)
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and thus also
(hi|hj) = ijSij . (4.36)
The bilinear form (·|·) can be uniquely extended from the Cartan subalgebra to the entire
algebra by requiring that it is invariant, i.e., that it fulfills
([x, y]|z) = (x|[y, z]) ∀x, y, z ∈ g. (4.37)
For instance, for the ei’s and fi’s one finds
(hi|ej)Akj = (hi|[hk, ej ]) = ([hi, hk]|ej) = 0 ⇒ (hi|ej) = 0, (4.38)
and similarly
(hi|fj) = 0. (4.39)
In the same way we have
Aij(ej |fk) = ([hi, ej ]|fk) = (hi|[ej , fk]) = (hi|hj)δjk = Aijjδjk, (4.40)
and thus
(ei|fj) = iδij . (4.41)
Quite generally, if eα and eγ are root vectors corresponding respectively to the roots α and γ,
[h, eα] = α(h)eα, [h, eγ ] = γ(h)eγ ,
then (eα|eγ) = 0 unless γ = −α. Indeed, one has
α(h)(eα|eγ) = ([h, eα]|eγ) = −(eα|[h, eγ ]) = −γ(h)(eα|eγ),
and thus
(eα|eγ) = 0 if α+ γ 6= 0. (4.42)
It is proven in [116] that the invariance condition on the bilinear form defines it indeed consistently
and that it is nondegenerate. Furthermore, one finds the relations
[h, x] = α(h)x, [h, y] = −α(h)y ⇒ [x, y] = (x|y)µ(α). (4.43)
4.6.2 Real and imaginary roots
Consider the restriction (·|·)R of the bilinear form to the real vector space h?R obtained by taking
the real span of the simple roots,
h?R =
∑
i
Rαi. (4.44)
This defines a scalar product with a definite signature. As we have mentioned, the signature is
Euclidean if and only if the algebra is finite-dimensional [116]. In that case, all roots – and not
just the simple ones – are spacelike, i.e., such that (α|α) > 0.
When the algebra is infinite-dimensional, the invariant scalar product does not have Euclidean
signature. The spacelike roots are called “real roots”, the non-spacelike ones are called “imaginary
roots” [116]. While the real roots are nondegenerate (i.e., the corresponding eigenspaces, called
“root spaces”, are one-dimensional), this is not so for imaginary roots. In fact, it is a challenge to
understand the degeneracy of imaginary roots for general indefinite Kac–Moody algebras, and, in
particular, for Lorentzian Kac–Moody algebras.
Another characteristic feature of real roots, familiar from standard finite-dimensional Lie alge-
bra theory, is that if α is a (real) root, no multiple of α is a root except ±α. This is not so for
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imaginary roots, where 2α (or other non-trivial multiples of α) can be a root even if α is. We shall
provide explicit examples below.
Finally, while there are at most two different root lengths in the finite-dimensional case, this is
no longer true even for real roots in the case of infinite-dimensional Kac–Moody algebras11. When
all the real roots have the same length, one says that the algebra is “simply-laced”. Note that the
imaginary roots (if any) do not have the same length, except in the affine case where they all have
length squared equal to zero.
4.6.3 Fundamental weights and the Weyl vector
The fundamental weights {Λi} of the Kac–Moody algebra are vectors in the dual space h∗ of the
Cartan subalgebra defined by
〈Λi, α∨j 〉 = δij . (4.45)
This implies
(Λi|αj) = δij
j
. (4.46)
The Weyl vector ρ ∈ h∗ is defined by
(ρ|αj) = 1
j
(4.47)
and is thus equal to
ρ =
∑
i
Λi. (4.48)
4.6.4 The generalized Casimir operator
From the invariant bilinear form, one can construct a generalized Casimir operator as follows.
We denote the eigenspace associated with α by gα. This is called the “root space” of α and is
defined as
gα = {x ∈ g | [x, h] = α(h)x, ∀h ∈ h}. (4.49)
A representation of the Kac–Moody algebra is called restricted if for every vector v of the repre-
sentation subspace V , one has gα · v = 0 for all but a finite number of positive roots α.
Let {eKα } be a basis of gα and let {eK−α} be the basis of g−α dual to {eKα } in the B-metric,
(eKα |eL−α) = δKL. (4.50)
Similarly, let {ui} be a basis of h and {ui} the dual basis of h with respect to the bilinear form
(·|·),
(ui|uj) = δji . (4.51)
We set
Ω = 2µ(ρ) +
∑
i
uiui + 2
∑
α∈∆+
∑
K
eK−αe
K
α , (4.52)
where ρ is the Weyl vector. Recall from Section 4.6.1 that µ is an isomorphism from h? to h,
so, since ρ ∈ h?, the expression µ(ρ) belongs to h as required. When acting on any vector of a
restricted representation, Ω is well-defined since only a finite number of terms are different from
zero.
It is proven in [116] that Ω commutes with all the operators of any restricted representation. For
that reason, it is known as the (generalized) Casimir operator. It is quadratic in the generators12.
11Imaginary roots may have arbitrarily negative length squared in general.
12The generalized Casimir operator Ω is the only known polynomial element of the center Z of the universal
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Note
This definition – and, in particular, the presence of the linear term µ(ρ) – might seem a bit strange
at first sight. To appreciate it, turn to a finite-dimensional simple Lie algebra. In the above
notations, the usual expression for the quadratic Casimir operator reads
Ωfinite =
∑
A
κABTATB =
∑
i
uiui +
∑
α∈∆+
(e−αeα + eαe−α) (4.53)
(without degeneracy index K since the roots are nondegenerate in the finite-dimensional case).
Here, κAB is the Killing metric and {TA} a basis of the Lie algebra. This expression is not
“normal-ordered” because there are, in the last term, lowering operators standing on the right.
We thus replace the last term by∑
α∈∆+
eαe−α =
∑
α∈∆+
e−αeα +
∑
α∈∆+
[eα, e−α]
=
∑
α∈∆+
e−αeα +
∑
α∈∆+
µ(α). (4.54)
Using the fact that in a finite-dimensional Lie algebra, ρ = (1/2)
∑
α∈∆+ α, (see, e.g., [85]) one
sees that the Casimir operator can be rewritten in “normal ordered” form as in Equation (4.52).
The advantage of the normal-ordered form is that it makes sense also for infinite-dimensional
Kac–Moody algebras in the case of restricted representations.
4.7 The Weyl group
The Weyl group W[g] of a Kac–Moody algebra g is a discrete group of transformations acting on
h∗. It is defined as follows. One associates a “fundamental Weyl reflection” ri ∈ W[g] to each
simple root through the formula
ri(λ) = λ− 2 (λ|αi)(αi|αi)αi. (4.55)
The Weyl group is just the group generated by the fundamental Weyl reflections. In particular,
ri(αj) = αj −Aijαi (no summation on i). (4.56)
The Weyl group enjoys a number of interesting properties [116]:
• It preserves the scalar product on h∗.
• It preserves the root lattice and hence is crystallographic.
• Two roots that are in the same orbit have identical multiplicities.
• Any real root has in its orbit (at least) one simple root and hence, is nondegenerate.
• The Weyl group is a Coxeter group. The connection between the Coxeter exponents and the
Cartan integers Aij is given in Table 13 (i 6= j).
enveloping algebra U(g) of an indefinite Kac–Moody algebra g. However, Kac [115] has proven the existence of
higher order non-polynomial Casimir operators which are elements of the center ZF of a suitable completion UF(g)
of the universal enveloping algebra of g. Recently, an explicit physics-inspired construction was made, following [115],
for affine g in terms of Wilson loops for WZW-models [1].
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Table 13: Cartan integers and Coxeter exponents.
AijAji mij
0 2
1 3
2 4
3 6
≥ 4 ∞
This close relationship between Coxeter groups and Kac–Moody algebras is the reason for denoting
both with the same notation (for instance, An denotes at the same time the Coxeter group with
Coxeter graph of type An and the Kac–Moody algebra with Dynkin diagram An).
Note that different Kac–Moody algebras may have the same Weyl group. This is in fact already
true for finite-dimensional Lie algebras, where dual algebras (obtained by reversing the arrows in
the Dynkin diagram) have the same Weyl group. This property can be seen from the fact that the
Coxeter exponents are related to the duality-invariant product AijAji. But, on top of this, one
sees that whenever the product AijAji exceeds four, which occurs only in the infinite-dimensional
case, the Coxeter exponent mij is equal to infinity, independently of the exact value of AijAji.
Information is thus clearly lost. For example, the Cartan matrices 2 −2 −2−2 2 −2
−2 −2 2
 ,
 2 −9 −8−4 2 −5
−3 −7 2
 (4.57)
lead to the same Weyl group, even though the corresponding Kac–Moody algebras are not isomor-
phic or even dual to each other.
Because the Weyl groups are (crystallographic) Coxeter groups, we can use the theory of Cox-
eter groups to analyze them. In the Kac–Moody context, the fundamental region is called “the
fundamental Weyl chamber”.
We also note that by (standard vector space) duality, one can define the action of the Weyl
group in the Cartan subalgebra h, such that
〈γ, r∨i (h)〉 = 〈ri(γ), h〉 for γ ∈ h? and h ∈ h. (4.58)
One has using Equations (4.30, 4.32, 4.33, 4.35),
r∨i (h) = h− 〈αi, h〉hi = h− 2
(h|hi)
(hi|hi)hi. (4.59)
Finally, we leave it to the reader to verify that when the products AijAji are all ≤ 4, then the
geometric action of the Coxeter group considered in Section 3.2.4 and the geometric action of the
Weyl group considered here coincide. The (real) roots and the fundamental weights differ only in
the normalization and, once this is taken into account, the metrics coincide. This is not the case
when some products AijAji exceed 4. It should be also pointed out that the imaginary roots of
the Kac–Moody algebras do not have immediate analogs on the Coxeter side.
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Examples
• Consider the Cartan matrices
A′ =
 2 −2 0−2 2 −1
0 −1 2
 , A′′ =
 2 −4 0−1 2 −1
0 −1 2

As the first (respectively, second) Cartan matrix defines the Lie algebra A++1 (respectively
A
(2)+
2 ) introduced below in Section 4.9, we also write it as A
′ ≡ A[A++1 ] (respectively, A′′ ≡
A[A(2)+2 ]). We denote the associated sets of simple roots by {α′1, α′2, α′3} and {α′′1 , α′′2 , α′′3},
respectively. In both cases, the Coxeter exponents are m12 =∞, m13 = 2, m23 = 3 and the
metric Bij of the geometric Coxeter construction is
A′ =
 1 −1 0−1 1 − 12
0 − 12 1
 .
We associate the simple roots {α1, α2, α3} with the geometric realisation of the Coxeter group
B defined by the matrix B. These roots may a priori differ by normalizations from the simple
roots of the Kac–Moody algebras described by the Cartan matrices A′ and A′′.
Choosing the longest Kac–Moody roots to have squared length equal to two yields the scalar
products
S′ =
 2 −2 0−2 2 −1
0 −1 2
 , S′′ =
 12 −1 0−1 2 −1
0 −1 2
 .
Recall now from Section 3 that the fundamental reflections σi ∈ B have the following geo-
metric realisation
σi(αj) = αj − 2Bijαi (i = 1, 2, 3), (4.60)
which in this case becomes
σ1 : α1 → −α1, α2 → α2 + 2α1, α3 → α3,
σ2 : α1 → α1 + 2α2, α2 → −α2, α3 → α3 + α2,
σ3 : α1 → α1, α2 → α2 + α3, α3 → −α3.
We now want to compare this geometric realisation of B with the action of the Weyl groups
of A′ and A′′ on the corresponding simple roots α′i and α
′′
i . According to Equation (4.56),
the Weyl group W[A++1 ] acts as follows on the roots α
′
i
r′1 : α
′
1 → −α′1, α′2 → α′2 + 2α′1, α′3 → α′3,
r′2 : α
′
1 → α′1 + 2α′2, α′2 → −α′2, α′3 → α′3 + α′2,
r′3 : α
′
1 → α′1, α′2 → α′2 + α′3, α′3 → −α′3,
while the Weyl group W[A(2)+2 ] acts as
r′′1 : α
′′
1 → −α′′1 , α′′2 → α′′2 + 4α′′1 , α′′3 → α′′3 ,
r′′2 : α
′′
1 → α′′1 + α′′2 , α′′2 → −α′′2 , α′′3 → α′′3 + α′′2 ,
r′′3 : α
′′
1 → α′′1 , α′′2 → α′′2 + α′′3 , α′′3 → −α′′3 .
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We see that the reflections coincide, σ1 = r′1 = r
′′
1 , σ2 = r
′
2 = r
′′
2 , σ3 = r
′
3 = r
′′
3 , as well as
the scalar products, provided that we set 2α′′1 = α
′
1, α
′′
2 = α
′
2, α
′
3 = α3 and α
′
i =
√
2αi. The
Coxeter group B generated by the reflections thus preserves the lattices
Q′ =
∑
i
Zα′i and Q′′ =
∑
i
Zα′′i , (4.61)
showing explicitly that, in the present case, the lattices preserved by a Coxeter group are not
unique – and might not even be dual to each other.
It follows, of course, that the Weyl groups of the Kac–Moody algebras A++1 and A
(2)+
1 are
the same,
W[A++1 ] = W[A
(2)+
2 ] = B. (4.62)
• Consider now the Cartan matrix
A′′′ =
 2 −6 0−1 2 −1
0 −1 2
 ,
and its symmetrization
S′′′ =
 13 −1 0−1 2 −1
0 −1 2
 ,
The Weyl group W[A′′′] of the corresponding Kac–Moody algebra is isomorphic to the Cox-
eter group B above since, according to the rules, the Coxeter exponents are identical. But
the action is now
r′′′1 : α
′′′
1 → −α′′′1 , α′′′2 → α′′′2 + 6α′′′1 , α′′′3 → α′′′3
r′′′2 : α
′′′
1 → α′′′1 + α′′′2 , α′′′2 → −α′′′2 α′′′3 → α′′′3 + α′′′2
r′′′3 : α
′′′
1 → α′′′1 , α′′′2 → α′′′2 + α′′′3 , α′′′3 → −α′′′3
and cannot be made to coincide with the previous action by rescalings of the α′′′i ’s. One can
easily convince oneself of the inequivalence by computing the eigenvalues of the matrices S′,
S′′ and S′′′ with respect to B.
4.8 Hyperbolic Kac–Moody algebras
Hyperbolic Kac–Moody algebras are by definition Lorentzian Kac–Moody algebras with the prop-
erty that removing any node from their Dynkin diagram leaves one with a Dynkin diagram of affine
or finite type. The Weyl group of hyperbolic Kac–Moody algebras is a crystallographic hyperbolic
Coxeter group (as defined in Section 3.5). Conversely, any crystallographic hyperbolic Coxeter
group is the Weyl group of at least one hyperbolic Kac–Moody algebra. Indeed, consider one of
the lattices preserved by the Coxeter group as constructed in Section 3.6. The matrix with entries
equal to the dij of that section is the Cartan matrix of a Kac–Moody algebra that has this given
Coxeter group as Weyl group.
The hyperbolic Kac–Moody algebras have been classified in [154] and exist only up to rank
10 (see also [59]). In rank 10, there are four possibilities, known as E10 ≡ E++8 , BE10 ≡ B++8 ,
DE10 ≡ D++8 and CE10 ≡ A(2)+15 , BE10 and CE10 being dual to each other and possessing the
same Weyl group (the notation will be explained below).
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4.8.1 The fundamental domain F
For a hyperbolic Kac–Moody algebra, the fundamental weights Λi are timelike or null and lie
within the (say) past lightcone. Similarly, the fundamental Weyl chamber F defined by {v ∈ F ⇔
(v|αi) ≥ 0} also lies within the past lightcone and is a fundamental region for the action of the
Weyl group on the Tits cone, which coincides in fact with the past light cone. All these properties
carries over from our discussion of hyperbolic Coxeter groups in Section 3.
The positive imaginary roots αK of the algebra fulfill (αK |Λi) ≥ 0 (with, for any K, strict
inequality for at least one i) and hence, since they are non-spacelike, must lie in the future light
cone. Recall indeed that the scalar product of two non-spacelike vectors with the same time
orientation is non-positive. For this reason, it is also of interest to consider the action of the Weyl
group on the future lightcone, obtained from the action on the past lightcone by mere changes of
signs. A fundamental region is clearly given by −F. Any imaginary root is Weyl-conjugated to
one that lies in −F.
4.8.2 Roots and the root lattice
We have mentioned that not all points on the root lattice Q of a Kac–Moody algebras are actually
roots. For hyperbolic algebras, there exists a simple criterion which enables one to determine
whether a point on the root lattice is a root or not. We give it first in the case where all simple
roots have equal length squared (assumed equal to two).
Theorem: Consider a hyperbolic Kac–Moody algebra such that (αi|αi) = 2 for all simple roots
αi. Then, any point α on the root lattice Q with (α|α) ≤ 2 is a root (note that (α|α) is even). In
particular, the set of real roots is the set of points on the root lattice with (α|α) = 2, while the set
of imaginary roots is the set of points on the root lattice (minus the origin) with (α|α) ≤ 0.
For a proof, see [116], Chapter 5.
The version of this theorem applicable to Kac–Moody algebras with different simple root lengths
is the following.
Theorem: Consider a hyperbolic algebra with root lattice Q. Let a be the smallest length squared
of the simple roots, a = mini(αi|αi). Then we have:
• The set of all short real roots is {α ∈ Q | (α|α) = a}.
• The set of all real roots is{
α =
∑
i
kiαi ∈ Q | (α|α) > 0 and ki (αi|αi)(α|α) ∈ Z ∀i
}
.
• The set of all imaginary roots is the set of points on the root lattice (minus the origin) with
(α|α) ≤ 0.
For a proof, we refer again to [116], Chapter 5.
We shall illustrate these theorems in the examples below. Note that it follows in particular from
the theorems that if α is an imaginary root, all its integer multiples are also imaginary roots.
4.8.3 Examples
We discuss here briefly two examples, namely A++1 , for which all simple roots have equal length,
and A(2)+2 , with respective Dynkin diagrams shown in Figures 17 and 18.
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Figure 17: The Dynkin diagram of the hyperbolic Kac–Moody algebra A++1 . This algebra is
obtained through a standard overextension of the finite Lie algebra A1.
Figure 18: The Dynkin diagram of the hyperbolic Kac–Moody algebra A(2)+2 . This algebra is
obtained through a Lorentzian extension of the twisted affine Kac–Moody algebra A(2)2 .
The Kac–Moody Algebra A++1
This is the algebra associated with vacuum four-dimensional Einstein gravity and the BKL billiard.
We encountered its Weyl group PGL(2,Z) already in Section 3.1.1. The algebra is also denoted
AE3, or H3. The Cartan matrix is  2 −2 0−2 2 −1
0 −1 2
 . (4.63)
As it follows from our analysis in Section 3.1.1, the simple roots may be identified with the following
linear forms αi(β) in the three-dimensional space of the βi’s,
α1(β) = 2β1, α2(β) = β2 − β1, α3(β) = β3 − β2 (4.64)
with scalar product
(F |G) =
∑
i
FiGi − 12
(∑
i
Fi
)(∑
i
Gi
)
(4.65)
for two linear forms F = Fiβi and G = Giβi. It is sometimes convenient to analyze the root
system in terms of an “affine” level ` that counts the number of times the root α3 occurs: The
root kα1 + mα2 + `α3 has by definition level ` 13. We shall consider here only positive roots for
which k,m, ` ≥ 0.
Applying the first theorem, one easily verifies that the only positive roots at level zero are the
roots kα1 + mα2, |k −m| ≤ 1 (k,m ≥ 0) of the affine subalgebra A+1 . When k = m, the root is
imaginary and has length squared equal to zero. When |k−m| = 1, the root is real and has length
squared equal to two.
Similarly, the only roots at level one are (m + a)α1 + mα2 + α3 with a2 ≤ m, i.e., −[
√
m] ≤
a ≤ [√m]. Whenever √m is an integer, the roots (m ± √m)α1 + mα2 + α3 have squared length
equal to two and are real. The roots (m+ a)α1 +mα2 + α3 with a2 < m are imaginary and have
squared length equal to 2(a2 + 1 −m) ≤ 0. In particular, the root m(α1 + α2) + α3 has length
squared equal to 2(1−m). Of all the roots at level one with m > 1, these are the only ones that
are in the fundamental domain −F (i.e., that fulfill (β|αi) ≤ 0). When m = 1, none of the level-1
roots is in −F and is either in the Weyl orbit of α1 + α2, or in the Weyl orbit of α3.
We leave it to the reader to verify that the roots at level two that are in the fundamental
domain −F take the form (m − 1)α1 + mα2 + 2α3 and m(α1 + α2) + 2α3 with m ≥ 4. Further
information on the roots of A++1 may be found in [116], Chapter 11, page 215.
13We discuss in detail a different kind of level decomposition in Section 8.
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The Kac–Moody Algebra A(2)+2
This is the algebra associated with the Einstein–Maxwell theory (see Section 7). The notation will
be explained in Section 4.9. The Cartan matrix is 2 −4 0−1 2 −1
0 −1 2
 , (4.66)
and there are now two lengths for the simple roots. The scalar products are
(α1|α1) = 12 , (α1|α2) = −1 = (α2|α1), (α2|α2) = 2. (4.67)
One may realize the simple roots as the linear forms
α1(β) = β1, α2(β) = β2 − β1, α3(β) = β3 − β2 (4.68)
in the three-dimensional space of the βi’s with scalar product Equation (4.65).
The real roots, which are Weyl conjugate to one of the simple roots α1 or α2 (α3 is in the same
Weyl orbit as α2), divide into long and short real roots. The long real roots are the vectors on the
root lattice with squared length equal to two that fulfill the extra condition in the theorem. This
condition expresses here that the coefficient of α1 should be a multiple of 4. The short real roots
are the vectors on the root lattice with length squared equal to one-half. The imaginary roots are
all the vectors on the root lattice with length squared ≤ 0.
We define again the level ` as counting the number of times the root α3 occurs. The positive
roots at level zero are the positive roots of the twisted affine algebra A(2)2 , namely, α1 and (2m+
a)α1+mα2, m = 1, 2, 3, · · · , with a = −2,−1, 0, 1, 2 form odd and a = −1, 0, 1 form odd. Although
belonging to the root lattice and of length squared equal to two, the vectors (2m± 2)α1 +mα2 are
not long real roots when m is even because they fail to satisfy the condition that the coefficient
(2m± 2) of α1 is a multiple of 4. The roots at level zero are all real, except when a = 0, in which
case the roots m(2α1 + α2) have zero norm.
To get the long real roots at level one, we first determine the vectors α = α3 + kα1 + mα2 of
squared length equal to two. The condition (α|α) = 2 easily leads to m = p2 for some integer p ≥ 0
and k = 2p2 ± 2p = 2p(p ± 1). Since k is automatically a multiple of 4 for all p = 0, 1, 2, 3, · · · ,
the corresponding vectors are all long real roots. Similarly, the short real roots at level one are
found to be (2p2 + 1)α1 + (p2 + p+ 1)α2 + α3 and (2p2 + 4p+ 3)α1 + (p2 + p+ 1)α2 + α3 for p a
non-negative integer.
Finally, the imaginary roots at level one in the fundamental domain −F read (2m − 1)α1 +
mα2 + α3 and 2mα1 +mα2 + α3 where m is an integer greater than or equal to 2. The first roots
have length squared equal to −2m+ 52 , the second have length squared equal to −2m+ 2.
4.9 Overextensions of finite-dimensional Lie algebras
An interesting class of Lorentzian Kac–Moody algebras can be constructed by adding simple roots
to finite-dimensional simple Lie algebras in a particular way which will be described below. These
are called “overextensions”.
In this section, we let g be a complex, finite-dimensional, simple Lie algebra of rank r, with
simple roots α1, · · · , αr. As stated above, normalize the roots so that the long roots have length
squared equal to 2 (the short roots, if any, have then length squared equal to 1 (or 2/3 for G2)).
The roots of simply-laced algebras are regarded as long roots.
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Let α =
∑
i niαi, ni ≥ 0 be a positive root. One defines the height of α as
ht(α) =
∑
i
ni. (4.69)
Among the roots of g, there is a unique one that has highest height, called the highest root. We
denote it by θ. It is long and it fulfills the property that (θ|αi) ≥ 0 for all simple roots αi, and
2
(αi|θ)
(θ|θ) ∈ Z, 2
(θ|αi)
(αi|αi) ∈ Z (4.70)
(see, e.g., [85]). We denote by V the r-dimensional Euclidean vector space spanned by αi (i =
1, · · · , r). Let M2 be the two-dimensional Minkowski space with basis vectors u and v so that
(u|u) = (v|v) = 0 and (u|v) = 1. The metric in the space V ⊕ M2 has clearly Minkowskian
signature (−,+,+, · · · ,+) so that any Kac–Moody algebra whose simple roots span V ⊕M2 is
necessarily Lorentzian.
4.9.1 Untwisted overextensions
The standard overextensions g++ are obtained by adding to the original roots of g the roots
α0 = u− θ, α−1 = −u− v.
The matrix Aij = 2
(αi|αj)
(αi|αi) where i, j = −1, 0, 1, · · · , r is a (generalized) Cartan matrix and defines
indeed a Kac–Moody algebra.
The root α0 is called the affine root and the algebra g+ (g(1) in Kac’s notations [116]) with roots
α0, α1, · · · , αr is the untwisted affine extension of g. The root α−1 is known as the overextended
root. One clearly has rank(g++) = rank(g) + 2. The overextended root has vanishing scalar
product with all other simple roots except α0. One has explicitly (α−1|α−1) = 2 = (α0|α0) and
(α−1|α0) = −1, which shows that the overextended root is attached to the affine root (and only to
the affine root) with a single link.
Of these Lorentzian algebras, the following ones are hyperbolic:
• A++k (k ≤ 7),
• B++k (k ≤ 8),
• C++k (k ≤ 4),
• D++k (k ≤ 8),
• G++2 ,
• F++4 ,
• E++k (k = 6, 7, 8).
The algebras B++8 , D
++
8 and E
++
8 are also denoted BE10, DE10 and E10, respectively.
A special property of E10
Of these maximal rank hyperbolic algebras, E10 plays a very special role. Indeed, one can verify
that the determinant of its Cartan matrix is equal to −1. It follows that the lattice of E10 is
self-dual, i.e., that the fundamental weights belong to the root lattice of E10. In view of the
above theorem on roots of hyperbolic algebras and of the hyperboliticity of E10, the fundamental
weights of E10 are actually (imaginary) roots since they are non-spacelike. The root lattice of E10
is the only Lorentzian, even, self-dual lattice in 10 dimensions (these lattices exist only in 2 mod
8 dimensions).
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4.9.2 Root systems in Euclidean space
In order to describe the “twisted” overextensions, we need to introduce the concept of a “root
system”.
A root system in a real Euclidean space V is by definition a finite subset ∆ of nonzero elements
of V obeying the following two conditions:
∆ spans V, (4.71)
∀α, β ∈ ∆ :
{
Aα,β = 2
(α|β)
(β|β) ∈ Z,
β −Aβ,α α ∈ ∆.
(4.72)
The elements of ∆ are called the roots. From the definition one can prove the following proper-
ties [93]:
1. If α ∈ ∆, then −α ∈ ∆.
2. If α ∈ ∆, then the only elements of ∆ proportional to α are ± 12α, ±α, ±2α. If only ±α occurs
(for all roots α), the root system is said to be reduced (proper in “Araki terminology” [5]).
3. If α, β ∈ ∆, then 0 ≤ Aα,β Aβ,α ≤ 4, i.e., Aα,β = 0, ±1, ±2, ±3, ±4; the last occurrence
appearing only for β = ±2α, i.e., for nonreduced systems. (The proof of this point requires
the use of the Schwarz inequality.)
4. If α, β ∈ ∆ are not proportional to each other and (α|α) ≤ (β|β) then Aα,β = 0, ±1.
Moreover if (α|β) 6= 0, then (β|β) = (α|α), 2 (α|α), or 3 (α|α).
5. If α, β ∈ ∆, but α − β 6∈ ∆ ∪ 0, then (α|β) ≤ 0 and, as a consequence, if α, β ∈ ∆ but
α± β 6∈ ∆ ∪ 0 then (α|β) = 0. That (α|β) ≤ 0 can be seen as follows. Clearly, α and β can
be assumed to be linearly independent14. Now, assume (α|β) > 0. By the previous point,
Aα,β = 1 or Aβ,α = 1. But then either α−Aα,ββ = α−β ∈ ∆ or −(β−Aβ,αα) = α−β ∈ ∆
by (4.72), contrary to the assumption. This proves that (α|β) ≤ 0.
Since ∆ spans the vector space V , one can chose a basis {αi} of elements of V within ∆. This
can furthermore be achieved in such a way the αi enjoy the standard properties of simple roots
of Lie algebras so that in particular the concepts of positive, negative and highest roots can be
introduced [93].
All the abstract root systems in Euclidean space have been classified (see, e.g., [93]) with the
following results:
• The most general root system is obtained by taking a union of irreducible root systems.
An irreducible root system is one that cannot be decomposed into two disjoint nonempty
orthogonal subsets.
• The irreducible reduced root systems are simply the root systems of finite-dimensional simple
Lie algebras (An with n ≥ 1, Bn with n ≥ 3, Cn with n ≥ 2, Dn with n ≥ 4, G2, F4, E6, E7
and E8).
14If they were not, one would have by the second point above β = ± 1
2
α, β = ±α or β = ±2α. If the minus sign
holds, then (α|β) is automatically < 0 and there is nothing to be proven. So we only need to consider the cases
β = + 1
2
α, β = +α or β = +2α. In the first case, α− β = β ∈ ∆, in the second case α− β = 0, and in the last case
α− β = −α ∈ ∆ so these three cases are in fact excluded by the assumption. We can therefore assume α and β to
be linearly independent.
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• Irreducible nonreduced root systems are all given by the so-called (BC)n-systems. A (BC)n-
system is obtained by combining the root system of the algebra Bn with the root system of
the algebra Cn in such a way that the long roots of Bn are the short roots of Cn. There
are in that case three different root lengths. Explicitly ∆ is given by the n unit vectors ~ek
and their opposite −~ek along the Cartesian axis of an n-dimensional Euclidean space, the 2n
vectors ±2~ek obtained by multiplying the previous vectors by 2 and the 2n(n− 1) diagonal
vectors ±~ek ± ~ek′ , with k 6= k′ and k, k′ = 1, . . . , n. The n = 3 case is pictured in Figure 19.
The Dynkin diagram of (BC)r is the Dynkin diagram of Br with a double circle ©◦ over the
simple short root, say α1, to indicate that 2α1 is also a root.
α
θ
2
α1
θ
α1α2
α3
Figure 19: The nonreduced (BC)2- and (BC)3-root systems. In each case, the highest root θ is
displayed.
It is sometimes convenient to rescale the roots by the factor (1/
√
2) so that the highest root
θ = 2(α1 + α2 + · · ·+ αr) [93] of the (BC)-system has length 2 instead of 4.
4.9.3 Twisted overextensions
We follow closely [95]. Twisted affine algebras are related to either the (BC)-root systems or to
extensions by the highest short root (see [116], Proposition 6.4).
Twisted overextensions associated with the (BC)-root systems
These are the overextensions relevant for some of the gravitational billiards. The construction
proceeds as for the untwisted overextensions, but the starting point is now the (BC)r root system
with rescaled roots. The highest root has length squared equal to 2 and has non-vanishing scalar
product only with αr ((αr|θ) = 1). The overextension procedure (defined by the same formulas as
in the untwisted case) yields the algebra (BC)++r , also denoted A
(2)+
2r .
There is an alternative overextension A(2)
′+
2r that can be defined by starting this time with the
algebra Cr but taking one-half the highest root of Cr to make the extension (see [116], formula in
Paragraph 6.4, bottom of page 84). The formulas for α0 and α−1 are 2α0 = u−θ and 2α−1 = −u−v
(where θ is now the highest root of Cr). The Dynkin diagram of A
(2)′+
2r is dual to that of A
(2)+
2r .
(Duality amounts to reversing the arrows in the Dynkin diagram, i.e., replacing the (generalized)
Cartan matrix by its transpose.)
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The algebras A(2)+2r and A
(2)′+
2r have rank r+ 2 and are hyperbolic for r ≤ 4. The intermediate
affine algebras are in all cases the twisted affine algebras A(2)2r . We shall see in Section 7 that by
coupling to three-dimensional gravity a coset model G/K(G), where the so-called restricted root
system (see Section 6) of the (real) Lie algebra g of the Lie group G is of (BC)r-type, one can
realize all the A(2)+2r algebras.
Twisted overextensions associated with the highest short root
We denote by θs the unique short root of heighest weight. It exists only for non-simply laced
algebras and has length 1 (or 2/3 for G2). The twisted overextensions are defined as the standard
overextensions but one uses instead the highest short root θs. The formulas for the affine and
overextended roots are
α0 = u− θs, α−1 = −u− 12v, (g = Br, Cr, F4)
or
α0 = u− θs, α−1 = −u− 13v, (g = G2).
(We choose the overextended root to have the same length as the affine root and to be attached to
it with a single link. This choice is motivated by considerations of simplicity and yields the fourth
rank ten hyperbolic algebra when g = C8.)
The affine extensions generated by α0, · · · , αr are respectively the twisted affine algebras D(2)r+1
(g = Br), A
(2)
2r−1 (g = Cr), E
(2)
6 (g = F4) and D
(3)
4 (g = G2). These twisted affine algebras are
related to external automorphisms of Dr+1, A2r−1, E6 and D4, respectively (the same holds for
A
(2)
2r above) [116]. The corresponding twisted overextensions have the following features.
• The overextensions D(2)+r+1 have rank r + 2 and are hyperbolic for r ≤ 4.
• The overextensions A(2)+2r−1 have rank r+ 2 and are hyperbolic for r ≤ 8. The last hyperbolic
case, r = 8, yields the algebra A(2)+15 , also denoted CE10. It is the fourth rank-10 hyperbolic
algebra, besides E10, BE10 and DE10.
• The overextensions E(2)+6 (rank 6) and D(3)+4 (rank 4) are hyperbolic.
We list in Table 14 the Dynkin diagrams of all twisted overextensions.
A satisfactory feature of the class of overextensions (standard and twisted) is that it is closed
under duality. For instance, A(2)+2r−1 is dual to B
++
r . In fact, one could get the twisted overextensions
associated with the highest short root from the standard overextensions precisely by requiring
closure under duality. A similar feature already holds for the affine algebras.
Note also that while not all hyperbolic Kac–Moody algebras are symmetrizable, the ones that
are obtained through the process of overextension are.
4.9.4 Algebras of Gaberdiel–Olive–West type
One can further extend the overextended algebras to get “triple extensions” or “very extended
algebras”. This is done by adding a further simple root attached with a single link to the overex-
tended root of Section 4.9. For instance, in the case of E10, one gets E11 with the Dynkin diagram
displayed in Figure 20. These algebras are Lorentzian, but not hyperbolic.
The very extended algebras belong to a more general class of algebras considered by Gaberdiel,
Olive and West in [86]. These are defined to be algebras with a connected Dynkin diagram that
68
Table 14: Twisted overextended Kac–Moody algebras.
Name Dynkin diagram
A
(2)+
2
A
(2)′+
2
A
(2)+
2n (n ≥ 2)
A
(2)′+
2n (n ≥ 2)
A
(2)+
2n−1 (n ≥ 3)
D
(2)+
n+1
E
(2)+
6
D
(3)+
4
−2 0−1
Figure 20: The Dynkin diagram of E11. Labels 0,−1 and −2 enumerate the nodes corresponding,
respectively, to the affine root α0, the overextended root α−1 and the “very extended” root α−2.
possesses at least one node whose deletion yields a diagram with connected components that are
of finite type except for at most one of affine type. For a hyperbolic algebra, the deletion of any
node should fulfill this condition. The algebras of Gaberdiel, Olive and West are Lorentzian if not
of finite or affine type [153, 86]. They include the overextensions of Section 4.9. The untwisted and
twisted very extended algebras are clearly also of this type, since removing the affine root gives a
diagram with the requested properties.
Higher order extensions with special additional properties have been investigated in [78].
4.10 Regular subalgebras of Kac–Moody algebras
This section is based on [96].
4.10.1 Definitions
Let g be a Kac–Moody algebra, and let g¯ be a subalgebra of g with triangular decomposition
g¯ = n¯−⊕ h¯⊕ n¯+. We assume that g¯ is canonically embedded in g, i.e., that the Cartan subalgebra
h¯ of g¯ is a subalgebra of the Cartan subalgebra h of g, h¯ ⊂ h, so that h¯ = g¯ ∩ h. We shall say that
g¯ is regularly embedded in g (and call it a “regular subalgebra”) if and only if two conditions are
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9 8 7 6 5 4 3 1
Figure 21: The Dynkin diagram of E10. Labels 1, · · · , 7 and 10 enumerate the nodes corresponding
the regular E8 subalgebra discussed in the text.
fulfilled: (i) The root generators of g¯ are root generators of g, and (ii) the simple roots of g¯ are
real roots of g. It follows that the Weyl group of g¯ is a subgroup of the Weyl group of g and that
the root lattice of g¯ is a sublattice of the root lattice of g.
The second condition is automatic in the finite-dimensional case where there are only real roots.
It must be separately imposed in the general case. Consider for instance the rank 2 Kac–Moody
algebra g with Cartan matrix (
2 −3
−3 2
)
.
Let
x =
1√
3
[e1, e2], (4.73)
y =
1√
3
[f1, f2], (4.74)
z = −(h1 + h2). (4.75)
It is easy to verify that x, y, z define an A1 subalgebra of g since [z, x] = 2x, [z, y] = −2y and
[x, y] = z. Moreover, the Cartan subalgebra of A1 is a subalgebra of the Cartan subalgebra of g,
and the step operators of A1 are step operators of g. However, the simple root α = α1 + α2 of A1
(which is an A1-real root since A1 is finite-dimensional), is an imaginary root of g: α1 + α2 has
norm squared equal to −2. Even though the root lattice of A1 (namely, {±α}) is a sublattice of
the root lattice of g, the reflection in α is not a Weyl reflection of g. According to our definition,
this embedding of A1 in g is not a regular embedding.
4.10.2 Examples – Regular subalgebras of E10
We shall describe some regular subalgebras of E10. The Dynkin diagram of E10 is displayed in
Figure 21.
A9 ⊂ B ⊂ E10
A first, simple, example of a regular embedding is the embedding of A9 in E10 which will be used
to define the level when trying to reformulate eleven-dimensional supergravity as a nonlinear sigma
model. This is not a maximal embedding since one can find a proper subalgebra B of E10 that
contains A9. One may take for B the Kac–Moody subalgebra of E10 generated by the operators
at levels 0 and ±2, which is a subalgebra of the algebra containing all operators of even level15. It
is regularly embedded in E10. Its Dynkin diagram is shown in Figure 22.
In terms of the simple roots of E10, the simple roots of B are α1 through α9 and α¯10 =
2α10 + α1 + 2α2 + 3α3 + 2α4 + α5. The algebra B is Lorentzian but not hyperbolic. It can be
identified with the “very extended” algebra E+++7 [86].
15We thank Axel Kleinschmidt for an informative comment on this point.
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29 8 7 6 5 4 3 1
Figure 22: The Dynkin diagram of B ≡ E+++7 . The root without number is the root denoted α¯10
in the text.
DE10 ⊂ E10
In [67], Dynkin has given a method for finding all maximal regular subalgebras of finite-dimensional
simple Lie algebras. The method is based on using the highest root and is not generalizable as
such to general Kac–Moody algebras for which there is no highest root. Nevertherless, it is useful
for constructing regular embeddings of overextensions of finite-dimensional simple Lie algebras.
We illustrate this point in the case of E8 and its overextension E10 ≡ E++8 . In the notation of
Figure 21, the simple roots of E8 (which is regularly embedded in E10) are α1, · · · , α7 and α10.
Applying Dynkin’s procedure to E8, one easily finds that D8 can be regularly embedded in E8.
The simple roots of D8 ⊂ E8 are α2, α3, α4, α5, α6, α7, α10 and β ≡ −θE8 , where
θE8 = 3α10 + 6α3 + 4α2 + 2α1 + 5α4 + 4α5 + 3α6 + 2α7 (4.76)
is the highest root of E8. One can replace this embedding, in which a simple root of D8, namely
β, is a negative root of E8 (and the corresponding raising operator of D8 is a lowering operator for
E8), by an equivalent one in which all simple roots of D8 are positive roots of E8.
This is done as follows. It is reasonable to guess that the searched-for Weyl element that
maps the “old” D8 on the “new” D8 is some product of the Weyl reflections in the four E8-roots
orthogonal to the simple roots α3, α4, α5, α6 and α7, expected to be shared (as simple roots)
by E8, the old D8 and the new D8 – and therefore to be invariant under the searched-for Weyl
element. This guess turns out to be correct: Under the action of the product of the commuting
E8-Weyl reflections in the E8-roots µ1 = 2α1 + 3α2 + 5α3 + 4α4 + 3α5 + 2α6 + α7 + 3α10 and
µ2 = 2α1+4α2+5α3+4α4+3α5+2α6+α7+2α10, the set of D8-roots {α2, α3, α4, α5, α6, α7, α10, β}
is mapped on the equivalent set of positive roots {α10, α3, α4, α5, α6, α7, α2, β¯}, where
β¯ = 2α1 + 3α2 + 4α3 + 3α4 + 2α5 + α6 + 2α10. (4.77)
In this equivalent embedding, all raising operators of D8 are also raising operators of E8. What is
more, the highest root of D8,
θD8 = α10 + 2α3 + 2α4 + 2α5 + 2α6 + 2α7 + α2 + β¯ (4.78)
is equal to the highest root of E8. Because of this, the affine root α8 of the untwisted affine
extension E+8 can be identified with the affine root of D
+
8 , and the overextended root α9 can also
be taken to be the same. Hence, DE10 can be regularly embedded in E10 (see Figure 23).
The embedding just described is in fact relevant to string theory and has been discussed from
various points of view in previous papers [125, 23]. By dimensional reduction of the bosonic sector
of eleven-dimensional supergravity on a circle, one gets, after dropping the Kaluza–Klein vector
and the 3-form, the bosonic sector of pure N = 1 ten-dimensional supergravity. The simple roots
of DE10 are the symmetry walls and the electric and magnetic walls of the 2-form and coincide
with the positive roots given above [45]. A similar construction shows that A++8 can be regularly
embedded in E10, and that DE10 can be regularly embedded in BE10 ≡ B++8 . See [106] for a
recent discussion of DE10 in the context of Type I supergravity.
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Figure 23: DE10 ≡ D++8 regularly embedded in E10. Labels 2, · · · , 10 represent the simple roots
α2, · · · , α10 of E10 and the unlabeled node corresponds to the positive root β¯ = 2α1 + 3α2 + 4α3 +
3α4 + 2α5 + α6 + 2α10.
4.10.3 Further properties
As we have just seen, the raising operators of g¯ might be raising or lowering operators of g. We
shall consider here only the case when the positive (respectively, negative) root generators of g¯ are
also positive (respectively, negative) root generators of g, so that n¯− = n− ∩ g¯ and n¯+ = n+ ∩ g¯
(“positive regular embeddings”). This will always be assumed from now on.
In the finite-dimensional case, there is a useful criterion to determine regular algebras from
subsets of roots. This criterion, which does not use the highest root, has been generalized to
Kac–Moody algebras in [76]. It covers also non-maximal regular subalgebras and goes as follows:
Theorem: Let Φ+real be the set of positive real roots of a Kac–Moody algebra g. Let γ1, · · · , γn ∈
Φ+real be chosen such that none of the differences γi − γj is a root of g. Assume furthermore that
the γi’s are such that the matrix C = [Cij ] = [2 (γi|γj) / (γi|γi)] has non-vanishing determinant.
For each 1 ≤ i ≤ n, choose non-zero root vectors Ei and Fi in the one-dimensional root spaces
corresponding to the positive real roots γi and the negative real roots −γi, respectively, and let
Hi = [Ei, Fi] be the corresponding element in the Cartan subalgebra of g. Then, the (regular)
subalgebra of g generated by {Ei, Fi, Hi}, i = 1, · · · , n, is a Kac–Moody algebra with Cartan
matrix [Cij ].
Proof: The proof of this theorem is given in [76]. Note that the Cartan integers 2 (γi|γj)(γi|γi) are indeed
integers (because the γi’s are positive real roots), which are non-positive (because γi − γj is not a
root), so that [Cij ] is a Cartan matrix.
Comments
1. When the Cartan matrix is degenerate, the corresponding Kac–Moody algebra has nontrivial
ideals [116]. Verifying that the Chevalley–Serre relations are fulfilled is not sufficient to
guarantee that one gets the Kac–Moody algebra corresponding to the Cartan matrix [Cij ]
since there might be non-trivial quotients. Situations in which the algebra generated by the
set {Ei, Fi, Hi} is the quotient of the Kac–Moody algebra with Cartan matrix [Cij ] by a
non-trivial ideal were discussed in [96].
2. If the matrix [Cij ] is decomposable, say C = D⊕E with D and E indecomposable, then the
Kac–Moody algebra KM(C) generated by C is the direct sum of the Kac–Moody algebra
KM(D) generated by D and the Kac–Moody algebra KM(E) generated by E. The subalge-
bras KM(D) and KM(E) are ideals. If C has non-vanishing determinant, then both D and
E have non-vanishing determinant. Accordingly, KM(D) and KM(E) are simple [116] and
hence, either occur faithfully or trivially. Because the generators Ei are linearly independent,
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both KM(D) and KM(E) occur faithfully. Therefore, in the above theorem the only case
that requires special treatment is when the Cartan matrix C has vanishing determinant.
As we have mentioned above, it is convenient to universally normalize the Killing form of Kac–
Moody algebras in such a way that the long real roots have always the same squared length,
conveniently taken equal to two. It is then easily seen that the Killing form of any regular Kac–
Moody subalgebra of E10 coincides with the invariant form induced from the Killing form of E10
through the embedding since E10 is “simply laced”. This property does not hold for non-regular
embeddings as the example given in Section 4.1 shows: The subalgebra A1 considered there has
an induced form equal to minus the standard Killing form.
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5 Kac–Moody Billiards I – The Case of Split Real Forms
In this section we will begin to explore in more detail the correspondence between Lorentzian
Coxeter groups and the limiting behavior of the dynamics of gravitational theories close to a
spacelike singularity.
We have seen in Section 2 that in the BKL-limit, the dynamics of gravitational theories is
equivalent to a billiard dynamics in a region of hyperbolic space. In the generic case, the billiard
region has no particular feature. However, we have seen in Section 3 that in the case of pure
gravity in four spacetime dimensions, the billiard region has the remarkable property of being the
fundamental domain of the Coxeter group PGL(2,Z) acting on two-dimensional hyperbolic space.
This is not an accident. Indeed, this feature arises for all gravitational theories whose toroidal
dimensional reduction to three dimensions exhibits hidden symmetries, in the sense that the re-
duced theory can be reformulated as three-dimensional gravity coupled to a nonlinear sigma-model
based on U3/K(U3), where K(U3) is the maximal compact subgroup of U3. The “hidden” sym-
metry group U3 is also called, by a generalization of language, “the U-duality group” [142]. This
situation covers the cases of pure gravity in any spacetime dimension, as well as all known super-
gravity models. In all these cases, the billiard region is the fundamental domain of a Lorentzian
Coxeter group (“Coxeter billiard”). Furthermore, the Coxeter group in question is crystallographic
and turns out to be the Weyl group of a Lorentzian Kac–Moody algebra. The billiard table is then
the fundamental Weyl chamber of a Lorentzian Kac–Moody algebra [45, 46] and the billiard is
also called a “Kac–Moody billiard”. This enables one to reformulate the dynamics as a motion in
the Cartan subalgebra of the Lorentzian Kac–Moody algebra, hinting at the potential – and still
conjectural at this stage – existence of a deeper, infinite-dimensional symmetry of the theory.
The purpose of this section is threefold:
1. First, we exhibit other theories besides pure gravity in four dimensions which also lead to
a Coxeter billiard. We stress further how exceptional these theories are in the space of all
theories described by the action Equation (2.1).
2. Second, we show how to reformulate the dynamics as a motion in the Cartan subalgebra of
a Lorentzian Kac–Moody algebra.
3. Finally, we connect the Lorentzian Kac–Moody algebra that appears in the BKL-limit to the
“hidden” symmetry group U3 in the simplest case when the real Lie algebra u3 of the group
U3 is the split real form of the corresponding complexified Lie algebra uC3 . (These concepts
will be defined below.) The general case will be dealt with in Section 7, after we have recalled
the most salient features of the theory of real forms in Section 6.
5.1 More on Coxeter billiards
5.1.1 The Coxeter billiard of pure gravity in D spacetime dimensions
We start by providing other examples of theories leading to regular billiards, focusing first on pure
gravity in any number of D (> 3) spacetime dimensions. In this case, there are d = D − 1 scale
factors βi and the relevant walls are the symmetry walls, Equation (2.48),
si(β) ≡ βi+1 − βi = 0 (i = 1, 2, · · · , d− 1), (5.1)
and the curvature wall, Equation (2.49),
r(β) ≡ 2β1 + β2 + · · ·+ βd−2 = 0. (5.2)
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There are thus d relevant walls, which define a simplex in (d − 1)-dimensional hyperbolic space
Hd−1. The scalar products of the linear forms defining these walls are easily computed. One finds
as non-vanishing products
(si|si) = 2 (i = 1, · · · , d− 1),
(r|r) = 2,
(si+1|si) = −1 (i = 2, · · · , d− 1)
(r|s1) = −1,
(r|sd−2) = −1.
(5.3)
The matrix of the scalar products of the wall forms is thus the Cartan matrix of the (simply-laced)
Lorentzian Kac–Moody algebra A++d−2 with Dynkin diagram as in Figure 24. The roots of the
underlying finite-dimensional algebra Ad−2 are given by si (i = 1, · · · , d − 3) and r. The affine
root is sd−2 and the overextended root is sd−1.
r
d−1
sd−2
1s 2s d−5 d−3d−4 sss
s
Figure 24: The Dynkin diagram of the hyperbolic Kac–Moody algebra A++d−2 which controls the
billiard dynamics of pure gravity in D = d + 1 dimensions. The nodes s1, · · · , sd−1 represent the
“symmetry walls” arising from the off-diagonal components of the spatial metric, and the node r
corresponds to a “curvature wall” coming from the spatial curvature. The horizontal line is the
Dynkin diagram of the underlying Ad−2-subalgebra and the two topmost nodes, sd−2 and sd−1,
give the affine- and overextension, respectively.
Accordingly, in the case of pure gravity in any number of spacetime dimensions, one finds also
that the billiard region is regular. This provides new examples of Coxeter billiards, with Coxeter
groups A++d−2, which are also Kac–Moody billiards since the Coxeter groups are the Weyl groups of
the Kac–Moody algebras A++d−2.
5.1.2 The Coxeter billiard for the coupled gravity-3-Form system
Coxeter polyhedra
Let us review the conditions that must be fulfilled in order to get a Kac–Moody billiard and let
us emphasize how restrictive these conditions are. The billiard region computed from any theory
coupled to gravity with n dilatons in D = d + 1 dimensions always defines a convex polyhedron
in a (d + n − 1)-dimensional hyperbolic space Hd+n−1. In the general case, the dihedral angles
between adjacent faces of Hd+n−1 can take arbitrary continuous values, which depend on the
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dilaton couplings, the spacetime dimensions and the ranks of the p-forms involved. However, only
if the dihedral angles are integer submultiples of pi (meaning of the form pi/k for k ∈ Z≥2) do
the reflections in the faces of Hd+n−1 define a Coxeter group. In this special case the polyhedron
is called a Coxeter polyhedron. This Coxeter group is then a (discrete) subgroup of the isometry
group of Hd+n−1.
In order for the billiard region to be identifiable with the fundamental Weyl chamber of a
Kac–Moody algebra, the Coxeter polyhedron should be a simplex, i.e., bounded by d+ n walls in
a d+ n− 1-dimensional space. In general, the Coxeter polyhedron need not be a simplex.
There is one additional condition. The angle ϑ between two adjacent faces i and j is given, in
terms of the Coxeter exponents, by
ϑ =
pi
mij
. (5.4)
Coxeter groups that correspond to Weyl groups of Kac–Moody algebras are the crystallographic
Coxeter groups for which mij ∈ {2, 3, 4, 6,∞}. So, the requirement for a gravitational theory to
have a Kac–Moody algebraic description is not just that the billiard region is a Coxeter simplex
but also that the angles between adjacent walls are such that the group of reflections in these walls
is crystallographic.
These conditions are very restrictive and hence gravitational theories which can be mapped to
a Kac–Moody algebra in the BKL-limit are rare.
The Coxeter billiard of eleven-dimensional supergravity
Consider for instance the action (2.1) for gravity coupled to a single three-form in D = d + 1
spacetime dimensions. We assume D ≥ 6 since in lower dimensions the 3-form is equivalent to a
scalar (D = 5) or has no degree of freedom (D < 5).
Theorem: Whenever a p-form (p ≥ 1) is present, the curvature wall is subdominant as it can be
expressed as a linear combination with positive coefficients of the electric and magnetic walls of
the p-forms. (These walls are all listed in Section 2.5.)
Proof: The dominant electric wall is (assuming the presence of a dilaton)
e1···p(β) ≡ β1 + β2 + · · ·+ βp − λp2 φ = 0, (5.5)
while one of the magnetic wall reads
m1,p+1,··· ,d−2(β) ≡ β1 + βp+1 + · · ·+ βd−2 + λp2 φ = 0, (5.6)
so that the dominant curvature wall is just the sum e1···p(β) +m1,p+1,··· ,d−2(β).
It follows that in the case of gravity coupled to a single three-form in D = d + 1 spacetime
dimensions, the relevant walls are the symmetry walls, Equation (2.48),
si(β) ≡ βi+1 − βi = 0, i = 1, 2, · · · , d− 1 (5.7)
(as always) and the electric wall
e123(β) ≡ β1 + β2 + β3 = 0 (5.8)
(D ≥ 8) or the magnetic wall
m1···D−5(β) ≡ β1 + β2 + · · ·βD−5 = 0 (5.9)
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(D ≤ 8). Indeed, one can express the magnetic walls as linear combinations with (in general
non-integer) positive coefficients of the electric walls for D ≥ 8 and vice versa for D ≤ 8. Hence
the billiard table is always a simplex (this would not be true had one a dilaton and various forms
with different dilaton couplings).
However, it is only for D = 11 that the billiard is a Coxeter billiard. In all the other spacetime
dimensions, the angle between the relevant p-form wall and the symmetry wall that does not
intersect it orthogonally is not an integer submultiple of pi. More precisely, the angle between
• the magnetic wall β1 and the symmetry wall β2 − β1 (D = 6),
• the magnetic wall β1 + β2 and the symmetry wall β3 − β2 (D = 7), and
• the electric wall β1 + β2 + β3 and the symmetry wall β4 − β3 (D ≥ 8),
is easily verified to be an integer submultiple of pi only for D = 11, for which it is equal to pi/3.
From the point of view of the regularity of the billiard, the spacetime dimension D = 11 is thus
privileged. This is of course also the dimension privileged by supersymmetry. It is quite intriguing
that considerations a priori quite different (billiard regularity on the one hand, supersymmetry
on the other hand) lead to the same conclusion that the gravity-3-form system is quite special in
D = 11 spacetime dimensions.
For completeness, we here present the wall system relevant for the special case of D = 11. We
obtain ten dominant wall forms, which we rename α1, · · · , α10,
αm(β) = βm+1 − βm (m = 1, · · · , 10),
α10(β) = β1 + β2 + β3.
(5.10)
Then, defining a new collective index i = (m, 10), we see that the scalar products between these
wall forms can be organized into the matrix
Aij = 2
(αi|αj)
(αi|αi) =

2 −1 0 0 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0 0 0
0 −1 2 −1 0 0 0 0 0 −1
0 0 −1 2 −1 0 0 0 0 0
0 0 0 −1 2 −1 0 0 0 0
0 0 0 0 −1 2 −1 0 0 0
0 0 0 0 0 −1 2 −1 0 0
0 0 0 0 0 0 −1 2 −1 0
0 0 0 0 0 0 0 −1 2 0
0 0 −1 0 0 0 0 0 0 2

, (5.11)
which can be identified with the Cartan matrix of the hyperbolic Kac–Moody algebra E10 that
we have encountered in Section 4.10.2. We again display the corresponding Dynkin diagram in
Figure 25, where we point out the explicit relation between the simple roots and the walls of the
Einstein–3-form theory. It is clear that the nine dominant symmetry wall forms correspond to the
simple roots αm of the subalgebra sl(10,R). The enlargement to E10 is due to the tenth exceptional
root realized here through the dominant electric wall form e123.
5.2 Dynamics in the Cartan subalgebra
We have just learned that, in some cases, the group of reflections that describe the (possibly
chaotic) dynamics in the BKL-limit is a Lorentzian Coxeter group C. In this section we fully
exploit this algebraic fact and show that whenever C is crystallographic, the dynamics takes place
in the Cartan subalgebra h of the Lorentzian Kac–Moody algebra g, for which C is the Weyl group.
Moreover, we show that the “billiard table” can be identified with the fundamental Weyl chamber
in h.
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Figure 25: The Dynkin diagram of E10. Labels m = 1, · · · , 9 enumerate the nodes corresponding to
simple roots, αm, of the sl(10,R) subalgebra and the exceptional node, labeled “10”, is associated
to the electric wall α10 = e123.
5.2.1 Billiard dynamics in the Cartan subalgebra
Scale factor space and the wall system
Let us first briefly review some of the salient features encountered so far in the analysis. In the
following we denote by Mβ the Lorentzian “scale factor”-space (or β-space) in which the billiard
dynamics takes place. Recall that the metric in Mβ , induced by the Einstein–Hilbert action, is a
flat Lorentzian metric, whose explicit form in terms of the (logarithmic) scale factors reads
Gµν dβ
µ dβν =
d∑
i=1
dβi dβi −
(
d∑
i=1
dβi
) d∑
j=1
dβj
+ dφ dφ, (5.12)
where d counts the number of physical spatial dimensions (see Section 2.5). The role of all other
“off-diagonal” variables in the theory is to interrupt the free-flight motion of the particle, by adding
walls in Mβ that confine the motion to a limited region of scale factor space, namely a convex cone
bounded by timelike hyperplanes. When projected onto the unit hyperboloid, this region defines
a simplex in hyperbolic space which we refer to as the “billiard table”.
One has, in fact, more than just the walls. The theory provides these walls with a specific
normalization through the Lagrangian, which is crucial for the connection to Kac–Moody algebras.
Let us therefore discuss in somewhat more detail the geometric properties of the wall system. The
metric, Equation (5.12), in scale factor space can be seen as an extension of a flat Euclidean metric
in Cartesian coordinates, and reflects the Lorentzian nature of the vector space Mβ . In this space
we may identify a pair of coordinates (βi, φ) with the components of a vector β ∈Mβ , with respect
to a basis {u¯µ} of Mβ , such that
u¯µ · u¯ν = Gµν . (5.13)
The walls themselves are then defined by hyperplanes in this linear space, i.e., as linear forms
ω = ωµσµ, for which ω = 0, where {σµ} is the basis dual to {u¯µ}. The pairing ω(β) between a
vector β ∈Mβ and a form ω ∈M?β is sometimes also denoted by 〈ω, β〉, and for the two dual bases
we have, of course,
〈σµ, u¯ν〉 = δµν . (5.14)
We therefore find that the walls can be written as linear forms in the scale factors:
ω(β) =
∑
µ,ν
ωµβ
ν 〈σµ, u¯ν〉 =
∑
µ
ωµβ
µ =
d∑
i=1
ωiβ
i + ωφφ. (5.15)
We call ω(β) wall forms. With this interpretation they belong to the dual space M?β , i.e.,
M?β 3 ω : Mβ −→ R,
β 7−→ ω(β). (5.16)
78
From Equation (5.16) we may conclude that the walls bounding the billiard are the hyperplanes
ω = 0 through the origin in Mβ which are orthogonal to the vector with components ωµ = Gµνων .
It is important to note that it is the wall forms that the theory provides, as arguments of the
exponentials in the potential, and not just the hyperplanes on which these forms ω vanish. The
scalar products between the wall forms are computed using the metric in the dual space M?β , whose
explicit form was given in Section 2.5,
(ω|ω′) ≡ Gµνωµων =
d∑
i=1
ωiω
′
i −
1
d− 1
(
d∑
i=1
ωi
) d∑
j=1
ω′j
+ ωφω′φ, ω, ω′ ∈Mβ . (5.17)
Scale factor space and the Cartan subalgebra
The crucial additional observation is that (for the “interesting” theories) the matrix A associated
with the relevant walls ωA,
AAB = 2
(ωA|ωB)
(ωA|ωA) (5.18)
is a Cartan matrix, i.e., besides having 2’s on its diagonal, which is rather obvious, it has as off-
diagonal entries non-positive integers (with the property AAB 6= 0 ⇒ ABA 6= 0). This Cartan
matrix is of course symmetrizable since it derives from a scalar product.
For this reason, one can usefully identify the space of the scale factors with the Cartan sub-
algebra h of the Kac–Moody algebra g(A) defined by A. In that identification, the wall forms
become the simple roots, which span the vector space h? = span{α1, · · · , αr} dual to the Cartan
subalgebra. The rank r of the algebra is equal to the number of scale factors βµ, including the
dilaton(s) if any ((βµ) ≡ (βi, φ)). This number is also equal to the number of walls since we assume
the billiard to be a simplex. So, both A and µ run from 1 to r. The metric in Mβ , Equation (5.12),
can be identified with the invariant bilinear form of g, restricted to the Cartan subalgebra h ⊂ g.
The scale factors βµ of Mβ become then coordinates hµ on the Cartan subalgebra h ⊂ g(A).
The Weyl group of a Kac–Moody algebra has been defined first in the space h? as the group
of reflections in the walls orthogonal to the simple roots. Since the metric is non degenerate, one
can equivalently define by duality the Weyl group in the Cartan algebra h itself (see Section 4.7).
For each reflection ri on h? we associate a dual reflection r∨i as follows,
r∨i (β) = β − 〈αi, β〉α∨i , β, α∨i ∈ h, (5.19)
which is the reflection relative to the hyperplane αi(β) = 〈αi, β〉 = 0. This expression can be
rewritten (see Equation (4.59)),
r∨i (β) = β −
2(β|α∨i )
(α∨i |α∨i )
α∨i , (5.20)
or, in terms of the scale factor coordinates βµ,
βµ −→ βµ′ = βµ − 2(β|ω
∨)
(ω∨|ω∨)ω
∨µ. (5.21)
This is precisely the billiard reflection Equation (2.45) found in Section 2.4.
Thus, we have the following correspondence:
Mβ ≡ h,
M?β ≡ h?,
ωA(β) ≡ αA(h),
billiard wall reflections ≡ fundamental Weyl reflections.
(5.22)
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As we have also seen, the Kac–Moody algebra g(A) is Lorentzian since the signature of the metric
Equation (5.12) is Lorentzian. This fact will be crucial in the analysis of subsequent sections and
is due to the presence of gravity, where conformal rescalings of the metric define timelike directions
in scale factor space.
We thereby arrive at the following important result [45, 46, 48]:
The dynamics of (a restricted set of) theories coupled to gravity can in the BKL-limit be
mapped to a billiard motion in the Cartan subalgebra h of a Lorentzian Kac–Moody algebra g.
5.2.2 The fundamental Weyl chamber and the billiard table
Let BMβ denote the region in scale factor space to which the billiard motion is confined,
BMβ = {β ∈Mβ |ωA(β) ≥ 0}, (5.23)
where the index A runs over all relevant walls. On the algebraic side, the fundamental Weyl
chamber in h is the closed convex (half) cone given by
Wh = {h ∈ h |αA(h) ≥ 0; A = 1, · · · , rank g}. (5.24)
We see that the conditions αA(h) ≥ 0 defining Wh are equivalent, upon examination of Equa-
tion (5.22), to the conditions ωA(β) ≥ 0 defining the billiard table BMβ .
We may therefore make the crucial identification
Wh ≡ BMβ , (5.25)
which means that the particle geodesic is confined to move within the fundamental Weyl chamber
of h. From the billiard analysis in Section 2 we know that the piecewise motion in scale-factor
space is controlled by geometric reflections with respect to the walls ωA(β) = 0. By comparing
with the dominant wall forms and using the correspondence in Equation (5.22) we may further
conclude that the geometric reflections of the coordinates βµ(τ) are controlled by the Weyl group
in the Cartan subalgebra of g(A).
5.2.3 Hyperbolicity implies chaos
We have learned that the BKL dynamics is chaotic if and only if the billiard table is of finite volume
when projected onto the unit hyperboloid. From our discussion of hyperbolic Coxeter groups in
Section 3.5, we see that this feature is equivalent to hyperbolicity of the corresponding Kac–Moody
algebra. This leads to the crucial statement [45, 46, 48]:
If the billiard region of a gravitational system in the BKL-limit can be identified with the
fundamental Weyl chamber of a hyperbolic Kac–Moody algebra, then the dynamics is chaotic.
As we have also discussed above, hyperbolicity can be rephrased in terms of the fundamental
weights Λi defined as
〈Λj , α∨i 〉 =
2(Λj |αi)
(αi|αi) ≡ δij , α
∨
i ∈ h, Λi ∈ h?. (5.26)
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Just as the fundamental Weyl chamber in h? can be expressed in terms of the fundamental weights
(see Equation (3.40)), the fundamental Weyl chamber in h can be expressed in a similar fashion in
terms of the fundamental coweights:
Wh = {β ∈ h |β =
∑
i
aiΛ∨i , ai ∈ R≥0}. (5.27)
As we have seen (Sections 3.5 and 4.8), hyperbolicity holds if and only if none of the fundamental
weights are spacelike,
(Λi|Λi) ≤ 0, (5.28)
for all i ∈ {1, · · · , rank g}.
Example: Pure gravity in D = 3 + 1 and A++1
Let us return once more to the example of pure four-dimensional gravity, i.e., the original “BKL
billiard”. We have already found in Section 3 that the three dominant wall forms give rise to the
Cartan matrix of the hyperbolic Kac–Moody algebra A++1 [46, 48]. Since the algebra is hyperbolic,
this theory exhibits chaotic behavior. In this example, we verify that the Weyl chamber is indeed
contained within the lightcone by computing explicitly the norms of the fundamental weights.
It is convenient to first write the simple roots in the β-basis as follows¿
α1 = (2, 0, 0)
α2 = (−1, 1, 0)
α3 = (0,−1, 1).
(5.29)
Since the Cartan matrix of A++1 is symmetric, the relations defining the fundamental weights
are
(αi|Λj) ≡ δij . (5.30)
By solving these equations for Λi we deduce that the fundamental weights are
Λ1 = −32α1 − 2α2 − α3 = (−1,−1,−1),
Λ2 = −2α1 − 2α2 − 2α3 = (0, 1,−1),
Λ3 = −α1 − α2 = (−1,−1, 0),
(5.31)
where in the last step we have written the fundamental weights in the β-basis. The norms may
now be computed with the metric in root space and become
(Λ1|Λ1) = −32 , (Λ2|Λ2) = −2, (Λ3|Λ3) = 0. (5.32)
We see that Λ1 and Λ2 are timelike and that Λ3 is lightlike. Thus, the Weyl chamber is indeed
contained inside the lightcone, the algebra is hyperbolic and the billiard is of finite volume, in
agreement with what we already found [46].
5.3 Understanding the emerging Kac–Moody algebra
We shall now relate the Kac–Moody algebra whose fundamental Weyl chamber emerges in the BKL-
limit to the U-duality group that appears upon toroidal dimensional reduction to three spacetime
dimensions. We shall do this first in the case when u3 is a split real form. By this we mean that
the real algebra u3 possesses the same Chevalley–Serre presentation as uC3 , but with coefficients
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restricted to be real numbers. This restriction is mathematically consistent because the coefficients
appearing in the Chevalley–Serre presentation are all reals (in fact, integers).
The fact that the billiard structure is preserved under reduction turns out to be very useful
for understanding the emergence of “overextended” algebras in the BKL-limit. By computing the
billiard in three spacetime dimensions instead of in maximal dimension, the relation to U-duality
groups becomes particularly transparent and the computation of the billiard follows a similar
pattern for all cases. We will see that if u3 is the algebra representing the internal symmetry of
the non-gravitational degrees of freedom in three dimensions, then the billiard is controlled by the
Weyl group of the overextended algebra u++3 . The analysis is somewhat more involved when u3 is
non-split, and we postpone a discussion of this until Section 7.
5.3.1 Invariance under toroidal dimensional reduction
It was shown in [41] that the structure of the billiard for any given theory is completely unaffected
by dimensional reduction on a torus. In this section we illustrate this by an explicit example rather
than in full generality. We consider the case of reduction of eleven-dimensional supergravity on a
circle.
The compactification ansatz in the conventions of [35, 41] is
gMN =
(
e
−2( 4
3
√
2
ϕˆ)
e
−2( 4
3
√
2
ϕˆ)
Aˆν
e
−2( 4
3
√
2
ϕˆ)
Aˆµ e
−2( −1
6
√
2
ϕˆ)gˆµν + e
−2( 4
3
√
2
ϕˆ)
AˆµAˆν
)
, (5.33)
where µ, ν = 0, 2, · · · , 10, i.e., the compactification is performed along the first spatial direction16.
We will refer to the new lower-dimensional fields ϕˆ and Aˆµ as the dilaton and the Kaluza–Klein
(KK) vector, respectively. Quite generally, hatted fields are low-dimensional fields. The ten-
dimensional Lagrangian becomes
LSUGRA11(10) = R(10) ? 1− ?dϕˆ ∧ dϕˆ−
1
2
e
−2( 3
2
√
2
ϕˆ)
? Fˆ(2) ∧ Fˆ(2)
−1
2
e
−2( 1
2
√
2
ϕˆ)
? Fˆ (4) ∧ Fˆ (4) − 1
2
e
−2(−1√
2
ϕˆ)
? Fˆ (3) ∧ Fˆ (3), (5.34)
where Fˆ(2) = dAˆ(1) and Fˆ (4), Fˆ (3) are the field strengths in ten dimensions originating from the
eleven-dimensional 3-form field strength F (4) = dA(3).
Examining the new form of the metric reveals that the role of the scale factor β1, associated
to the compactified dimension, is now instead played by the ten-dimensional dilaton, ϕˆ. Explicitly
we have
β1 =
4
3
√
2
ϕˆ. (5.35)
The nine remaining eleven-dimensional scale factors, β2, · · · , β10, may in turn be written in terms
of the new scale factors, βˆa, associated to the ten-dimensional metric, gˆµν , and the dilaton in the
following way:
βa = βˆa − 1
6
√
2
ϕˆ (a = 2, · · · , 10). (5.36)
We are interested in finding the dominant wall forms in terms of the new scale factors βˆ2, · · · , βˆ10
and ϕˆ. It is clear that we will have eight ten-dimensional symmetry walls,
sˆmˆ(βˆ) = βˆmˆ+1 − βˆmˆ (mˆ = 2, · · · , 9), (5.37)
16Taking the first spatial direction as compactification direction is convenient, for it does not change the conven-
tions on the simple roots. More precisely, the Kaluza–Klein ansatz is compatible in that case with our Iwasawa
decomposition (2.8) of the spatial metric with N an upper triangular matrix. The (equivalent) choice of the tenth
direction as compactification direction would correspond to a different (equivalent) choice of N.
82
which correspond to the eight simple roots of sl(9,R). Using Equation (5.35) and Equation (5.36)
one may also check that the symmetry wall β2 − β1, that was associated with the compactified
direction, gives rise to an electric wall of the Kaluza–Klein vector,
eˆAˆ2 (βˆ) = βˆ
2 − 3
2
√
2
ϕˆ. (5.38)
The metric in the dual space gets modified in a natural way,
(αˆk|αˆl) =
10∑
i=2
αˆkiαˆli − 18
(
10∑
i=2
αˆki
) 10∑
j=2
αˆlj
+ αˆkϕˆαˆlϕˆ, (5.39)
i.e., the dilaton contributes with a flat spatial direction. Using this metric it is clear that eˆAˆ2 has
non-vanishing scalar product only with the second symmetry wall sˆ2 = βˆ3− βˆ2, (eˆAˆ2 |sˆ2) = −1, and
it follows that the electric wall of the Kaluza–Klein vector plays the role of the first simple root of
sl(10,R), αˆ1 ≡ eˆAˆ2 . The final wall form that completes the set will correspond to the exceptional
node labeled “10” in Figure 25 and is now given by one of the electric walls of the NS-NS 2-form
Aˆ(2), namely
αˆ10 ≡ eˆAˆ(2)23 (βˆ) = βˆ2 + βˆ3 +
1√
2
ϕˆ. (5.40)
It is then easy to verify that this wall form has non-vanishing scalar product only with the third
simple root αˆ3 = sˆ3, (eˆAˆ
(2)
23 |sˆ3) = −1, as desired.
We have thus shown that the E10 structure is sufficiently rigid to withstand compactification
on a circle with the new simple roots explicitly given by
{αˆ1, αˆ2, · · · , αˆ9, αˆ10} = {eˆAˆ2 , sˆ2, · · · , sˆ9, eˆAˆ
(2)
23 }. (5.41)
This result is in fact true also for the general case of compactification on tori, Tn. When reaching
the limiting case of three dimensions, all the non-gravity wall forms correspond to the electric and
magnetic walls of the axionic scalars. We will discuss this case in detail below.
For non-toroidal reductions the above analysis is drastically modified [166, 165]. The topology
of the internal manifold affects the dominant wall system, and hence the algebraic structure in
the lower-dimensional theory is modified. In many cases, the billiard of the effective compactified
theory is described by a (non-hyperbolic) regular Lorentzian subalgebra of the original hyperbolic
Kac–Moody algebra [98].
The walls are also invariant under dualization of a p-form into a (D − p− 2)-form; this simply
exchanges magnetic and electric walls.
5.3.2 Iwasawa decomposition for split real forms
We will now exploit the invariance of the billiard under dimensional reduction, by considering
theories that – when compactified on a torus to three dimensions – exhibit “hidden” internal
global symmetries U3. By this we mean that the three-dimensional reduced theory is described,
after dualization of all vectors to scalars, by the sum of the Einstein–Hilbert Lagrangian coupled
to the Lagrangian for the nonlinear sigma model U3/K(U3). Here, K(U3) is the maximal compact
subgroup defining the “local symmetries”. In order to understand the connection between the U-
duality group U3 and the Kac–Moody algebras appearing in the BKL-limit, we must first discuss
some important features of the Lie algebra u3.
Let u3 be a split real form, meaning that it can be defined in terms of the Chevalley–Serre presen-
tation of the complexified Lie algebra uC3 by simply restricting all linear combinations of generators
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to the real numbers R. Let h3 be the Cartan subalgebra of u3 appearing in the Chevalley–Serre
presentation, spanned by the generators α∨1 , · · · , α∨n . It is maximally noncompact (see Section 6).
An Iwasawa decomposition of u3 is a direct sum of vector spaces of the following form,
u3 = k3 ⊕ h3 ⊕ n3, (5.42)
where k3 is the “maximal compact subalgebra” of u3, and n3 is the nilpotent subalgebra spanned
by the positive root generators Eα, ∀α ∈ ∆+.
The corresponding Iwasawa decomposition at the group level enables one to write uniquely any
group element as a product of an element of the maximally compact subgroup times an element
in the subgroup whose Lie algebra is h3 times an element in the subgroup whose Lie algebra is
n3. An arbitrary element V(x) of the coset U3/K(U3) is defined as the set of equivalence classes of
elements of the group modulo elements in the maximally compact subgroup. Using the Iwasawa
decomposition, one can go to the “Borel gauge”, where the elements in the coset are obtained by
exponentiating only generators belonging to the Borel subalgebra,
b3 = h3 ⊕ n3 ⊂ u3. (5.43)
In that gauge we have
V(x) = Exp [φ(x) · h3] Exp [χ(x) · n3] , (5.44)
where φ and χ are (sets of) coordinates on the coset space U3/K(U3). A Lagrangian based on this
coset will then take the generic form (see Section 9)
LU3/K(U3) =
dim h3∑
i=1
∂xφ
(i)(x)∂xφ(i)(x) +
∑
α∈∆+
e2α(φ)
[
∂xχ
(α)(x) + · · ·
] [
∂xχ
(α)(x) + · · ·
]
, (5.45)
where x denotes coordinates in spacetime and the “ellipses” denote correction terms that are of
no relevance for our present purposes. We refer to the fields {φ} collectively as dilatons and the
fields {χ} as axions. There is one axion field χ(α) for each positive root α ∈ ∆+ and one dilaton
field φ(i) for each Cartan generator α∨i ∈ h3.
The Lagrangian (5.45) coupled to the pure three-dimensional Einstein–Hilbert term is the key
to understanding the appearance of the Lorentzian Coxeter group u++3 in the BKL-limit.
5.3.3 Starting at the bottom – Overextensions of finite-dimensional Lie algebras
To make the point explicit, we will again limit our analysis to the example of eleven-dimensional
supergravity. Our starting point is then the Lagrangian for this theory compactified on an 8-torus,
T 8, to D = 2 + 1 spacetime dimensions (after all form fields have been dualized into scalars),
LSUGRA11(3) = R(3) ? 1−
8∑
i=1
?dϕˆ(i) ∧ dϕˆ(i) − 1
2
120∑
q=1
e2αq(ϕˆ) ? (dχˆ(q) + · · · ) ∧ (dχˆ(q) + · · · ). (5.46)
The second two terms in this Lagrangian correspond to the coset model E8(8)/(Spin(16)/Z2),
where E8(8) denotes the group obtained by exponentiation of the split form E8(8) of the complex
Lie algebra E8 and Spin(16)/Z2 is the maximal compact subgroup of E8(8) [33, 134, 35]. The 8
dilatons ϕˆ and the 120 axions χ(q) are coordinates on the coset space17. Furthermore, the αq(ϕˆ)
17This structure of E8(8) can be understood as follows. The 248-dimensional Lie algebra E8(8) can be represented
as so(16) ⊕ S16 (direct sum of vector spaces), where S16 constitutes a 128-dimensional representation space of the
group Spin(16), that transforms like Majorana–Weyl spinors. Using Dirac matrices Γ νa µ, the commutation relations
read:
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are linear forms on the elements of the Cartan subalgebra h = ϕˆiα∨i and they correspond to the
positive roots of E8(8) 18. As before, we do not write explicitly the corrections to the curvatures
dχˆ that appear in the compactification process. The entire set of positive roots can be obtained
by taking linear combinations of the seven simple roots of sl(8,R) (we omit the “hatted” notation
on the roots since there is no longer any risk of confusion),
α1(ϕˆ) =
1√
2
(√
7
2
ϕˆ2 − 32 ϕˆ1
)
, α2(ϕˆ) =
1√
2
(
2
√
3√
7
ϕˆ3 − 4√
7
ϕˆ2
)
,
α3(ϕˆ) =
1√
2
(√
5√
3
ϕˆ4 −
√
7√
3
ϕˆ3
)
, α4(ϕˆ) =
1√
2
(
2
√
2√
5
ϕˆ5 − 2
√
3√
5
ϕˆ4
)
,
α5(ϕˆ) =
1√
2
(√
3√
2
ϕˆ6 −
√
5√
2
ϕˆ5
)
, α6(ϕˆ) =
1√
2
(
2√
3
ϕˆ6 − 2
√
2√
3
ϕˆ5
)
,
α7(ϕˆ) =
1√
2
(
ϕˆ8 −
√
3ϕˆ7
)
,
(5.47)
and the exceptional root
α10(ϕˆ) =
1√
2
(
ϕˆ1 +
3√
7
ϕˆ2 +
2
√
3√
7
ϕˆ3
)
. (5.48)
These correspond exactly to the root vectors ~bi,i+1 and ~a123 as they appear in the analysis of [35],
except for the additional factor of 1√
2
needed to compensate for the fact that the aforementioned
reference has an additional factor of 2 in the Killing form. Hence, using the Euclidean metric δij
(i, j = 1, · · · , 8) one may check that the roots defined above indeed reproduce the Cartan matrix
of E8.
Next, we want to determine the billiard structure for this Lagrangian. As was briefly mentioned
before, in the reduction from eleven to three dimensions all the non-gravity walls associated to the
eleven-dimensional 3-form A(3) have been transformed, in the same spirit as for the example given
above, into electric and magnetic walls of the axionic scalars χˆ. Since the terms involving the
electric fields ∂tχˆ(i) possess no spatial indices, the corresponding wall forms do not contain any of
the remaining scale factors βˆ9, βˆ10, and are simply linear forms on the dilatons only. In fact the
dominant electric wall forms are just the simple roots of E8,
eˆχˆa(ϕˆ) = αa(ϕˆ) (a = 1, · · · , 7),
eˆχˆ10(ϕˆ) = α10(ϕˆ).
(5.49)
The magnetic wall forms naturally come with one factor of βˆ since the magnetic field strength ∂iχˆ
carries one spatial index. The dominant magnetic wall form is then given by
mˆχˆ9 (βˆ, ϕˆ) = βˆ
9 − θ(ϕˆ), (5.50)
[Mab,Mcd] = δacMbd + δbdMac − adMbc − δbcMad,
[Mab, Qµ] =
1
2
Γ ν[ab]µQν ,
[Qµ, Qν ] = Γ
[ab]
µν Mab.
For more information about E8(8) see [134], and for a general discussion of real forms of Lie algebras see Section 6.
18In the following we write simply E8 and it is understood that we refer to the split real form E8(8).
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where θ(ϕˆ) denotes the highest root of E8 which takes the following form in terms of the simple
roots,
θ = 2α1 + 4α2 + 6α3 + 5α4 + 4α5 + 3α6 + 2α7 + 3α10 =
√
2 ϕˆ8. (5.51)
Since we are in three dimensions there is no curvature wall and hence the only wall associated to
the Einstein–Hilbert term is the symmetry wall
sˆ9 = βˆ10 − βˆ9, (5.52)
coming from the three-dimensional metric gˆµν (µ, ν = 0, 9, 10). We have thus found all the domi-
nant wall forms in terms of the lower-dimensional variables.
The structure of the corresponding Lorentzian Kac–Moody algebra is now easy to establish in
view of our discussion of overextensions in Section 4.9. The relevant walls listed above are the
simple roots of the (untwisted) overextension E++8 . Indeed, the relevant electric roots are the
simple roots of E8, the magnetic root of Equation (5.50) provides the affine extension, while the
gravitational root of Equation (5.52) is the overextended root.
What we have found here in the case of eleven-dimensional supergravity also holds for the other
theories with U-duality algebra u3 in 3 dimensions when u3 is a split real form. The Coxeter group
and the corresponding Kac–Moody algebra are given by the untwisted overextension u++3 . This
overextension emerges as follows [41]:
• The dominant electric wall forms eˆχˆ(ϕˆ) for the supergravity theory in question are in one-
to-one correspondence with the simple roots of the associated U-duality algebra u3.
• Adding the dominant magnetic wall form mˆχˆ(βˆ, ϕˆ) = βˆ9 − θ(ϕˆ) corresponds to an affine
extension u+3 of u3.
• Finally, completing the set of dominant wall forms with the symmetry wall sˆ9(βˆ) = βˆ10− βˆ9,
which is the only gravitational wall form existing in three dimensions, is equivalent to an
overextension u++3 of u3.
Thus we see that the appearance of overextended algebras in the BKL-analysis of supergravity
theories is a generic phenomenon closely linked to hidden symmetries.
5.4 Models associated with split real forms
In this section we give a complete list of all theories whose billiard description can be given in
terms of a Kac–Moody algebra that is the untwisted overextension of a split real form of the
associated U-duality algebra (see Table 15). These are precisely the maximally oxidized theories
introduced in [22] and further examined in [37]. These theories are completely classified by their
global symmetry groups U3 arising in three dimensions. For the string-related theories the group
U3 is the (classical version of) the U-duality symmetry obtained by combining the S- and T-
dualities in three dimensions [142]. Thereof the notation U3 for the global symmetry group in
three dimensions. We extend the classification to the non-split case in Section 7.
Let us also note here that, as shown in [55], the billiard analysis sheds light on the problem of
oxidation, i.e., the problem of finding the maximum spacetime dimension in which a theory with a
given duality group in three dimensions can be reformulated. More on this question can be found
in [118, 119].
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6 Finite-Dimensional Real Lie Algebras
In this section we explain the basic theory of real forms of finite-dimensional Lie algebras. This
material is somewhat technical and may therefore be skipped at a first reading. The theory of
real forms of Lie algebras is required for a complete understanding of Section 7, which deals with
the general case of Kac–Moody billiards for non-split real forms. However, for the benefit of the
reader who wishes to proceed directly to the physical applications, we present a brief summary of
the main points in the beginning of Section 7.
Our intention with the following presentation is to provide an accessible reference on the sub-
ject, directed towards physicists. We therefore consider this section to be somewhat of an entity
of its own, which can be read independently of the rest of the paper. Consequently, we introduce
Lie algebras in a rather different manner compared to the presentation of Kac–Moody algebras
in Section 4, emphasizing here more involved features of the general structure theory of real Lie
algebras rather than relying entirely on the Chevalley–Serre basis and its properties. In the sub-
sequent section, the reader will then see these two approaches merged, and used simultaneously to
describe the billiard structure of theories whose U-duality algebras in three dimensions are given
by arbitrary real forms.
We have adopted a rather detailed and explicit presentation. We do not provide all proofs,
however, referring the reader to [93, 129, 133, 94] for more information (including definitions of
basic Lie algebra theory concepts).
There are two main approaches to the classification of real forms of finite-dimensional Lie alge-
bras. One focuses on the maximal compact Cartan subalgebra and leads to Vogan diagrams. The
other focuses on the maximal noncompact Cartan subalgebra and leads to Tits–Satake diagrams.
It is this second approach that is of direct use in the billiard analysis. However, we have chosen to
present here both approaches as they mutually enlighten each other.
6.1 Definitions
Lie algebras are usually, in a first step at least, considered as complex, i.e., as complex vector
spaces, structured by an antisymmetric internal bilinear product, the Lie bracket, obeying the
Jacobi identity. If {Tα} denotes a basis of such a complex Lie algebra g of dimension n (over C),
we may also consider g as a real vector space of double dimension 2n (over R), a basis being given
by {Tα, iTα}. Conversely, if g0 is a real Lie algebra, by extending the field of scalars from R to C,
we obtain the complexification of g0, denoted by gC, defined as:
gC = g0 ⊗R C. (6.1)
Note that (gC)R = g0⊕ig0 and dimR(gC)R = 2 dimR(g0). When a complex Lie algebra g, considered
as a real algebra, has a decomposition
gR = g0 ⊕ i g0, (6.2)
with g0 being a real Lie algebra, we say that g0 is a real form of the complex Lie algebra g. In
other words, a real form of a complex algebra exists if and only if we may choose a basis of the
complex algebra such that all the structure constants become real. Note that while gR is a real
space, multiplication by a complex number is well defined on it since g0 ⊕ ig0 = g0 ⊗R C. As we
easily see from Equation (6.2),
C× gR → gR : (a+ i b,X0 + i Y0) 7→ (aX0 − bY0) + i (aY0 + bX0), , (6.3)
where a, b ∈ R and X0, Y0 ∈ g0.
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The Killing form is defined by
B(X,Y ) = Tr(adX adY ). (6.4)
The Killing forms on gR and gC or g0 are related as follows. If we split an arbitrary generator Z
of g according to Equation (6.2) as Z = X0 + i Y0, we may write:
BgR(Z, Z
′) = 2 ReBgC(Z, Z
′) = 2 (Bg0(X0, X
′
0)−Bg0(Y0, Y ′0)) . (6.5)
Indeed, if adg Z is a complex n× n matrix, adgR(X0 + i Y0) is a real 2n× 2n matrix:
adgR(X0 + i Y0) =
(
adg0 X0 − adg0 Y0
adg0 Y0 adg0 X0
)
. (6.6)
6.2 A preliminary example: sl(2,C)
Before we proceed to develop the general theory of real forms, we shall in this section discuss in
detail some properties of the real forms of A1 = sl(2,C). This is a nice example, which exhibits
many properties that turn out not to be specific just to the case at hand, but are, in fact, valid also
in the general framework of semi-simple Lie algebras. The main purpose of subsequent sections
will then be to show how to extend properties that are immediate in the case of sl(2,C), to general
semi-simple Lie algebras.
6.2.1 Real forms of sl(2,C)
The complex Lie algebra sl(2,C) can be represented as the space of complex linear combinations
of the three matrices
h =
(
1 0
0 −1
)
, e =
(
0 1
0 0
)
, f =
(
0 0
1 0
)
(6.7)
which satisfy the well known commutation relations
[h, e] = 2 e, [h, f ] = −2 f, [e, f ] = h. (6.8)
A crucial property of these commutation relations is that the structure constants defined by the
brackets are all real. Thus by restricting the scalars in the linear combinations from the complex
to the real numbers, we still obtain closure for the Lie bracket on real combinations of h, e and f ,
defining thereby a real form of the complex Lie algebra sl(2,C): the real Lie algebra sl(2,R) 19.
As we have indicated above, this real form of sl(2,C) is called the “split real form”.
Another choice of sl(2,C) generators that, similarly, leads to a real Lie algebra consists in taking
i times the Pauli matrices σx, σy, σz, i.e.,
τx = i(e+ f) =
(
0 i
i 0
)
, τy = (e− f) =
(
0 1
−1 0
)
, τz = ih =
(
i 0
0 −i
)
. (6.9)
The real linear combinations of these matrices form the familiar su(2) Lie algebra (a real Lie
algebra, even if some of the matrices using to represent it are complex). This real Lie algebra is
non-isomorphic (as a real algebra) to sl(2,R) as there is no real change of basis that maps {h, e, f}
on a basis with the su(2) commutation relations. Of course, the two algebras are isomorphic over
the complex numbers.
19Actually, the structure constants are integers and thus allows for defining the arithmetic subgroup SL(2,Z) ⊂
SL(2,R).
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6.2.2 Cartan subalgebras
Let h be a subalgebra of sl(2,R). We say that h is a Cartan subalgebra of sl(2,R) if it is a Cartan
subalgebra of sl(2,C) when the real numbers are replaced by the complex numbers. Two Cartan
subalgebras h1 and h2 of sl(2,R) are said to be equivalent (as Cartan subalgebras of sl(2,R)) if
there is an automorphism a of sl(2,R) such that a(h1) = h2.
The subspace Rh constitutes clearly a Cartan subalgebra of sl(2,R). The adjoint action of h is
diagonal in the basis {e, f, h} and can be represented by the matrix2 0 00 −2 0
0 0 0
 . (6.10)
Another Cartan subalgebra of sl(2,R) is given by R(e − f) ≡ Rτy, whose adjoint action with
respect to the same basis is represented by the matrix 0 1 1−2 0 0
−2 0 0
 . (6.11)
Contrary to the matrix representing adh, in addition to 0 this matrix has two imaginary eigenvalues:
±2 i. Thus, there can be no automorphism a of sl(2,R) such that τy = λa(h), λ ∈ R since ada(h)
has the same eigenvalues as adh, implying that the eigenvalues of λ ada(h) are necessarily real
(λ ∈ R).
Consequently, even though they are equivalent over the complex numbers since there is an
automorphism in SL(2,C) that connects the complex Cartan subalgebras Ch and C τy, we obtain
τy = i Ad
(
Exp
[
i
pi
4
(e+ f)
])
h, h = i Ad
(
Exp
[pi
4
τx
])
τy. (6.12)
The real Cartan subalgebras generated by h and τy are non-isomorphic over the real numbers.
6.2.3 The Killing form
The Killing form of SL(2,R) reads explicitly
B =
0 4 04 0 0
0 0 8
 (6.13)
in the basis {e, f, h}. The Cartan subalgebra Rh is spacelike while the Cartan subalgebra Rτy is
timelike. This is another way to see that these are inequivalent since the automorphisms of sl(2,R)
preserve the Killing form. The group Aut[sl(2,R)] of automorphisms of sl(2,R) is SO(2, 1), while
the subgroup Int[sl(2,R)] ⊂ Aut[sl(2,R)] of inner automorphisms is the connected component
SO(2, 1)+ of SO(2, 1). All spacelike directions are equivalent, as are all timelike directions, which
shows that all the Cartan subalgebras of sl(2,R) can be obtained by acting on these two inequiv-
alent particular ones by Int[sl(2,R)], i.e., the adjoint action of the group SL(2,R). The lightlike
directions do not define Cartan subalgebras because the adjoint action of a lighlike vector is non-
diagonalizable. In particular Re and Rf are not Cartan subalgebras even though they are Abelian.
By exponentiation of the generators h and τy, we obtain two subgroups, denoted A and K:
A =
{
Exp[t h] =
(
et 0
0 e−t
)
|t ∈ R
}
' R, (6.14)
K =
{
Exp[t τy] =
(
cos(t) sin(t)
− sin(t) cos(t)
)
|t ∈ [0, 2pi[
}
' R/Z. (6.15)
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The subgroup defined by Equation (6.14) is noncompact, the one defined by Equation (6.15) is
compact; consequently the generator h is also said to be noncompact while τy is called compact.
6.2.4 The compact real form su(2)
The Killing metric on the group su(2) is negative definite. In the basis {τx, τy, τz}, it reads
B =
−8 0 00 −8 0
0 0 −8
 . (6.16)
The corresponding group obtained by exponentiation is SU(2), which is isomorphic to the 3-
sphere and which is accordingly compact. All directions in su(2) are equivalent and hence, all
Cartan subalgebras are SU(2) conjugate to Rτy. Any generator provides by exponentiation a
group isomorphic to R/Z and is thus compact.
Accordingly, while sl(2,R) admits both compact and noncompact Cartan subalgebras, the
Cartan subalgebras of su(2) are all compact. The real algebra su(2) is called the compact real
form of sl(2,C). One often denotes the real forms by their signature. Adopting Cartan’s notation
A1 for sl(2,C), one has sl(2,R) ≡ A1 (1) and su(2) ≡ A1 (−3). We shall verify before that there are
no other real forms of sl(2,C).
6.2.5 su(2) and sl(2,R) compared and contrasted – The Cartan involution
Within sl(2,C), one may express the basis vectors of one of the real subalgebras su(2) or sl(2,R)
in terms of those of the other. We obtain, using the notations t = (e− f) and x = (e+ f):
x = −i τx, τx = i x,
h = −i τz, τz = i h,
t = τy, τy = t.
(6.17)
Let us remark that, in terms of the generators of su(2), the noncompact generators x and h of
sl(2,R) are purely imaginary but the compact one t is real.
More precisely, if τ denotes the conjugation20 of sl(2,C) that fixes {τx, τy, τz}, we obtain:
τ(x) = −x, τ(t) = +t, τ(h) = −h, (6.18)
or, more generally,
∀X ∈ sl(2,C) : τ(X) = −X†. (6.19)
Conversely, if we denote by σ the conjugation of sl(2,C) that fixes the previous sl(2,R) Cartan
subalgebra in sl(2,C), we obtain the usual complex conjugation of the matrices:
σ(X) = X. (6.20)
The two conjugations τ and σ of sl(2,C) associated with the real subalgebras su(2) and sl(2,R)
of sl(2,C) commute with each other. Each of them, trivially, fixes pointwise the algebra defining
it and globally the other algebra, where it constitutes an involutive automorphism (“involution”).
The Killing form is neither positive definite nor negative definite on sl(2,R): The symmetric
matrices have positive norm squared, while the antisymmetric ones have negative norm squared.
Thus, by changing the relative sign of the contributions associated with symmetric and antisym-
metric matrices, one can obtain a bilinear form which is definite. Explicitly, the involution θ of
sl(2,R) defined by θ(X) = −Xt has the feature that
Bθ(X,Y ) = −B(X, θY ) (6.21)
20A conjugation on a complex Lie algebra is an antilinear involution, preserving the Lie algebra structure.
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is positive definite. An involution of a real Lie algebra with that property is called a “Cartan
involution” (see Section 6.4.3 for the general definition).
The Cartan involution θ is just the restriction to sl(2,R) of the conjugation τ associated with
the compact real form su(2) since for real matrices X† = Xt. One says for that reason that the
compact real form su(2) and the noncompact real form sl(2,R) are “aligned”.
Using the Cartan involution θ, one can split sl(2,R) as the direct sum
sl(2,R) = k⊕ p, (6.22)
where k is the subspace of antisymmetric matrices corresponding to the eigenvalue +1 of the Cartan
involution while p is the subspace of symmetric matrices corresponding to the eigenvalue −1. These
are also eigenspaces of τ and given explicitly by k = Rt and p = Rx⊕ Rh. One has
su(2) = k⊕ ip, (6.23)
i.e., the real form sl(2,R) is obtained from the compact form su(2) by inserting an “i” in front of
the generators in p.
6.2.6 Concluding remarks
Let us close these preliminaries with some remarks.
1. The conjugation τ allows to define a Hermitian form on sl(2,C):
X • Y = −Tr(Y τ(X)). (6.24)
2. Any element of the group SL(2,R) can be written as a product of elements belonging to the
subgroups K, A and N = Exp[Re] (Iwasawa decomposition),
Exp[θ t] Exp[a h] Exp[n e] =
(
ea cos θ n ea cos θ + e−a sin θ
−ea sin θ e−a cos θ − n ea sin θ
)
. (6.25)
3. Any element of p is conjugated via K to a multiple of h ,
ρ(cosαh+ sinαx) =
(
cos α2 sin
α
2− sin α2 cos α2
)
ρ h
(
cos α2 − sin α2
sin α2 cos
α
2
)
, (6.26)
so, denoting by a = Rh the (maximal) noncompact Cartan subalgebra of sl(2,R), we obtain
p = Ad(K)a. (6.27)
4. Any element of SL(2,R) can be written as the product of an element of K and an element
of Exp[p]. Thus, as a consequence of the previous remark, we have SL(2,R) = KAK
(Cartan)21.
5. When the Cartan subalgebra of sl(2,R) is chosen to be Rh, the root vectors are e and f .
We obtain the compact element t, generating a non-equivalent Cartan subalgebra by taking
the combination
t = e+ θ(e). (6.28)
21This decomposition is just the “standard” decomposition of any 2 + 1 Lorentz transformation, into the product
of a rotation followed by a boost in a fixed direction and finally followed by yet another rotation.
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Similarly, the normalized root vectors associated with t are (up to a complex phase) E±2i =
1
2 (h∓ ix):
[t, E2i] = 2i E2i, [t, E−2i] = −2i E−2i, [E2i, E−2i] = i t. (6.29)
Note that both the real and imaginary components of E±2i are noncompact. They allow to
obtain the noncompact Cartan generators h, x by taking the combinations
cosαh+ sinαx = eiαE2i + e−iαE−2i. (6.30)
6.3 The compact and split real forms of a semi-simple Lie algebra
We shall consider here only semi-simple Lie algebras. Over the complex numbers, Cartan sub-
algebras are “unique”22. These subalgebras may be defined as maximal Abelian subalgebras h
such that the transformations in ad[h] are simultaneously diagonalizable (over C). Diagonalizabil-
ity is an essential ingredient in the definition. There might indeed exist Abelian subalgebras of
dimension higher than the rank (= dimension of Cartan subalgebras), but these would involve
non-diagonalizable elements and would not be Cartan subalgebras23.
We denote the set of nonzero roots as ∆. One may complete the Chevalley generators into a
full basis, the so-called Cartan–Weyl basis, such that the following commutation relations hold:
[H,Eα] = α(H)Eα, (6.31)
[Eα, Eβ ] =
Nα, βEα+β if α+ β ∈ ∆,Hα if α+ β = 0,0 if α+ β 6∈ ∆, (6.32)
where Hα is defined by duality thanks to the Killing form B(X,Y ) = Tr(adX adY ), which is
non-singular on semi-simple Lie algebras:
∀H ∈ h : α(H) = B(Hα, H), (6.33)
and the generators are normalized according to (see Equation (6.43))
B(Eα, Eβ) = δα+β,0. (6.34)
The generators Eα associated with the roots α (where α need not be a simple root) may be chosen
such that the structure constants Nα, β satisfy the relations
Nα,β = −Nβ,α = −N−α,−β = Nβ,−α−β , (6.35)
N2α, β =
1
2
q(p+ 1)(α|α), p, q ∈ N0, (6.36)
where the scalar product between roots is defined as
(α|β) = B(Hα, Hβ). (6.37)
The non-negative integers p and q are such that the string of all vectors β + nα belongs to ∆ for
−p ≤ n ≤ q; they also satisfy the equation p− q = 2(β|α)/(α|α). A standard result states that for
semi-simple Lie algebras
(α|β) =
∑
γ∈∆
(α|γ)(γ|β) ∈ Q, (6.38)
22We say that an object is “unique” when it is unique up to an internal automorphism.
23For example, for the split form E8(8) of E8, the 8 level 3-elements and the 28 level 2-elements form an Abelian
subalgebra since there are no elements at levels > 3 (the level is defined in Section 8). This Abelian subalgebra has
dimension 36, which is clearly much greater than the rank (8). We thank Bernard Julia for a discussion on this
example. Note that for subgroups of the unitary group, diagonalizability is automatic.
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from which we notice that the roots are real when evaluated on an Hβ-generator,
α(Hβ) = (α|β). (6.39)
An important consequence of this discussion is that in Equation (6.32), the structure constants
of the commutations relations may all be chosen real. Thus, if we restrict ourselves to real scalars
we obtain a real Lie algebra s0, which is called the split real form because it contains the maximal
number of noncompact generators. This real form of g reads explicitly
s0 =
⊕
α∈∆
RHα ⊕
⊕
α∈∆
REα. (6.40)
The signature of the Killing form on s0 (which is real) is easily computed. First, it is positive
definite on the real linear span h0 of the Hα generators. Indeed,
B(Hα, Hα) = (α|α) =
∑
γ∈∆
(α|γ)2 > 0. (6.41)
Second, the invariance of the Killing form fixes the normalization of the Eα generators to one,
B(Eα, E−α) = 1, (6.42)
since24
B([Eα, E−α] , Hα) = (α|α) = −B(E−α, [Eα, Hα]) = (α|α)B(Eα, E−α). (6.43)
Moreover, one has B(gα, gβ) = 0 if α+ β 6= 0. Indeed ad[gα] ad[gβ ] maps gµ into gµ+α+β , i.e., in
matrix terms ad[gα] ad[gβ ] has zero elements on the diagonal when α+ β 6= 0. Hence, the vectors
Eα +E−α are spacelike and orthogonal to the vectors Eα −E−α, which are timelike. This implies
that the signature of the Killing form is(
1
2
(dim s0 + rank s0)
∣∣∣∣
+
,
1
2
(dim s0 − rank s0)
∣∣∣∣
−
)
. (6.44)
The split real form s0 of g is “unique”.
On the other hand, it is not difficult to check that the linear span
c0 =
⊕
α∈∆
R(iHα)⊕
⊕
α∈∆
R(Eα − E−α)⊕
⊕
α∈∆
R i (Eα + E−α) (6.45)
also defines a real Lie algebra. An important property of this real form is that the Killing form is
negative definite on it. Its signature is
(0|+,dim c0|−). (6.46)
This is an immediate consequence of the previous discussion and of the way c0 is constructed.
Hence, this real Lie algebra is compact25. For this reason, c0 is called the “compact real form” of
g. It is also “unique”.
24Quite generally, if Xα is a vector in gα and Y−α is a vector in g−α, then one has [Xα, Y−α] = B(Xα, Y−α)Hα.
25An algebra is said to be compact if its group of internal automorphisms is compact in the topological sense. A
classic theorem states that a semi-simple algebra is compact if and only if its Killing form is negative definite.
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6.4 Classical decompositions
6.4.1 Real forms and conjugations
The compact and split real Lie algebras constitute the two ends of a string of real forms that can be
inferred from a given complex Lie algebra. As announced, this section is devoted to the systematic
classification of these various real forms.
If g0 is a real form of g, it defines a conjugation on g. Indeed we may express any Z ∈ g as
Z = X0 + i Y0 with X0 ∈ g0 and i Y0 ∈ i g0, and the conjugation of g with respect to g0 is given by
Z 7→ Z = X0 − i Y0. (6.47)
Using Equation (6.3), it is immediate to verify that this involutive map is antilinear: λZ = λZ,
where λ is the complex conjugate of the complex number λ.
Conversely, if σ is a conjugation on g, the set gσ of elements of g fixed by σ provides a real
form of g. Then σ constitutes the conjugation of g with respect to gσ. Thus, on g, real forms
and conjugations are in one-to-one correspondence. The strategy used to classify and describe the
real forms of a given complex simple algebra consists of obtaining all the nonequivalent possible
conjugations it admits.
6.4.2 The compact real form aligned with a given real form
Let g0 be a real form of the complex semi-simple Lie algebra gC = g0 ⊗R C. Consider a compact
real form c0 of gC and the respective conjugations τ and σ associated with c0 and g0. It may or it
may not be that τ and σ commute. When they do, τ leaves g0 invariant,
τ(g0) ⊂ g0
and, similarly, σ leaves c0 invariant,
σ(c0) ⊂ c0.
In that case, one says that the real form g0 and the compact real form c0 are “aligned”.
Alignment is not automatic. For instance, one can always de-align a compact real form by
applying an automorphism to it while keeping g0 unchanged. However, there is a theorem that
states that given a real form g0 of the complex Lie algebra gC, there is always a compact real form
c0 associated with it [93, 129]. As this result is central to the classification of real forms, we provide
a proof in Appendix B, where we also prove the uniqueness of the Cartan involution.
We shall from now on always consider the compact real form aligned with the real form under
study.
6.4.3 Cartan involution and Cartan decomposition
A Cartan involution θ of a real Lie algebra g0 is an involutive automorphism such that the sym-
metric, bilinear form Bθ defined by
Bθ(X,Y ) = −B(X, θY ) (6.48)
is positive definite. If the algebra g0 is compact, a Cartan involution is trivially given by the
identity.
A Cartan involution θ of the real semi-simple Lie algebra g0 yields the direct sum decomposition
(called Cartan decomposition)
g0 = k0 ⊕ p0, (6.49)
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where k0 and p0 are the θ-eigenspaces of eigenvalues +1 and −1. Explicitly, the decomposition of
a Lie algebra element is given by
X =
1
2
(X + θ[X]) +
1
2
(X − θ[X]). (6.50)
The eigenspaces obey the commutation relations
[k0, k0] ⊂ k0, [k0, p0] ⊂ p0, [p0, p0] ⊂ k0, (6.51)
from which we deduce that B(k0, p0) = 0 because the mappings ad[k0] ad[p0] map p0 on k0 and k0
on p0. Moreover θ[k0] = +k0 and θ[p0] = −p0, and hence Bθ(k0, p0) = 0. In addition, since Bθ is
positive definite, the Killing form B is negative definite on k0 (which is thus a compact subalgebra)
but is positive definite on p0 (which is not a subalgebra).
Define in gC the algebra c0 by
c0 = k0 ⊕ ip0. (6.52)
It is clear that c0 is also a real form of gC and is furthermore compact since the Killing form
restricted to it is negative definite. The conjugation τ that fixes c0 is such that τ(X) = X
(X ∈ k0), τ(iY ) = iY (Y ∈ p0) and hence τ(Y ) = −Y (Y ∈ p0). It leaves g0 invariant, which
shows that c0 is aligned with g0. One has
c0 = k0 ⊕ ip0, k0 = g0 ∩ c0, p0 = g0 ∩ i c0. (6.53)
Conversely, let c0 be a compact real form aligned with g0 and τ the corresponding conjugation.
The restriction θ of τ to g0 is a Cartan involution. Indeed, one can decompose g0 as in Equa-
tion (6.49), with Equation (6.51) holding since θ is an involution of g0. Furthermore, one has also
Equation (6.53), which shows that k0 is compact and that Bθ is positive definite.
This shows, in view of the result invoked above that an aligned compact real form always exists,
that any real form possesses a Cartan involution and a Cartan decomposition. If there are two
Cartan involutions, θ and θ′, defined on a real semi-simple Lie algebra, one can show that they are
conjugated by an internal automorphism [93, 129]. It follows that any real semi-simple Lie algebra
possesses a “unique” Cartan involution.
On the matrix algebra ad[g0], the Cartan involution is nothing else than minus the transposition
with respect to the scalar product Bθ,
ad θX = −(adX)T . (6.54)
Indeed, remembering that the transpose of a linear operator with respect to Bθ is defined by
Bθ(X,AY ) = Bθ(ATX,Y ), one gets
Bθ(ad θX(Y ), Z) = −B([θX, Y ] , θZ) = B(Y, [θX, θZ])
= B(Y, θ [X, Z]) = −Bθ(Y, adX(Z)) = −Bθ((adX)T (Y ), Z). (6.55)
Since Bθ is positive definite, this implies, in particular, that the operator adY , with Y ∈ p0, is
diagonalizable over the real numbers since it is symmetric, adY = (adY )T .
An important consequence of this [93, 129] is that any real semi-simple Lie algebra can be
realized as a real matrix Lie algebra, closed under transposition. One can also show [93, 129] that
the Cartan decomposition of the Lie algebra of a semi-simple group can be lifted to the group via
a diffeomorphism between k0 × p0 7→ G = K exp[p0], where K is a closed subgroup with k0 as Lie
algebra. It is this subgroup that contains all the topology of G.
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6.4.4 Restricted roots
Let g0 be a real semi-simple Lie algebra. It admits a Cartan involution θ that allows to split it into
eigenspaces k0 of eigenvalue +1 and p0 of eigenvalue −1. We may choose in p0 a maximal Abelian
subalgebra a0 (because the dimension of p0 is finite). The set {adH|H ∈ a0} is a set of symmetric
transformations that can be simultaneously diagonalized on R. Accordingly we may decompose g0
into a direct sum of eigenspaces labelled by elements of the dual space a∗0:
g0 =
⊕
λ
gλ, gλ = {X ∈ g0|∀H ∈ a0 : adH(X) = λ(H)X}. (6.56)
One, obviously non-vanishing, subspace is g0, which contains a0. The other nontrivial subspaces
define the restricted root spaces of g0 with respect to a0, of the pair (g0, a0). The λ that label
these subspaces gλ are the restricted roots and their elements are called restricted root vectors.
The set of all λ is called the restricted root system. By construction the different gλ are mutually
Bθ-orthogonal. The Jacobi identity implies that [gλ, gµ] ⊂ gλ+µ, while a0 ⊂ p0 implies that
θgλ = g−λ. Thus if λ is a restricted root, so is −λ.
Let m be the centralizer of a0 in k0. The space g0 is given by
g0 = a0 ⊕m. (6.57)
If t0 is a maximal Abelian subalgebra of m, the subalgebra h0 = a0⊕t0 is a Cartan subalgebra of the
real algebra g0 in the sense that its complexification hC is a Cartan subalgebra of gC. Accordingly
we may consider the set of nonzero roots ∆ of gC with respect to hC and write
gC = hC
⊕
α∈∆
(gα)C. (6.58)
The restricted root space gλ is given by
gλ = g0 ∩
⊕
α ∈ ∆
α|a0 = λ
(gα)C (6.59)
and similarly
mC = tC
⊕
α ∈ ∆
α|a0 = 0
(gα)C. (6.60)
Note that the multiplicities of the restricted roots λ might be nontrivial even though the roots
α are nondegenerate, because distinct roots α might yield the same restricted root when restricted
to a0.
Let us denote by Σ the subset of nonzero restricted roots and by VΣ the subspace of a∗0 that
they span. One can show [93, 129] that Σ is a root system as defined in Section 4. This root
system need not be reduced. As for all root systems, one can choose a way to split the roots into
positive and negative ones. Let Σ+ be the set of positive roots and
n =
⊕
λ∈Σ+
gλ. (6.61)
As Σ+ is finite, n is a nilpotent subalgebra of g0 and a0 ⊕ n is a solvable subalgebra.
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6.4.5 Iwasawa and KAK decompositions
The Iwasawa decomposition provides a global factorization of any semi-simple Lie group in terms
of closed subgroups. It can be viewed as the generalization of the Gram–Schmidt orthogonalization
process.
At the level of the Lie algebra, the Iwasawa decomposition theorem states that
g0 = k0 ⊕ a0 ⊕ n. (6.62)
Indeed any element X of g0 can be decomposed as
X = X0 +
∑
λ
Xλ = X0 +
∑
λ∈Σ+
(X−λ + θX−λ) +
∑
λ∈Σ+
(Xλ − θX−λ). (6.63)
The first term X0 belongs to g0 = a0 ⊕ m ⊂ a0 ⊕ k0, while the second term belongs to k0, the
eigenspace subspace of θ-eigenvalue +1. The third term belongs to n since θX−λ ∈ gλ. The sum is
furthermore direct. This is because one has obviously k0 ∩ a0 = 0 as well as a0 ∩ n = 0. Moreover,
k0 ∩ n also vanishes because θn ∩ n = 0 as a consequence of θn =
⊕
λ∈Σ+ g−λ.
The Iwasawa decomposition of the Lie algebra differs from the Cartan decomposition and is
tilted with respect to it, in the sense that n is neither in k0 nor in p0. One of its virtues is that
it can be elevated from the Lie algebra g0 to the semi-simple Lie group G. Indeed, it can be
shown [93, 129] that the map
(k, a, n) ∈ K×A×N 7→ k an ∈ G (6.64)
is a global diffeomorphism. Here, the subgroups K, A and N have respective Lie algebras k0, a0,
n. This decomposition is “unique”.
There is another useful decomposition of G in terms of a product of subgroups. Any two
generators of p0 are conjugate via internal automorphisms of the compact subgroup K. As a
consequence writing an element g ∈ G as a product g = k Exp[p0], we may write G = KAK, which
constitutes the so-called KAK decomposition of the group (also sometimes called the Cartan
decomposition of the group although it is not the exponention of the Cartan decomposition of the
algebra). Here, however, the writing of an element of G as product of elements of K and A is, in
general, not unique.
6.4.6 θ-stable Cartan subalgebras
As in the previous sections, g0 is a real form of the complex semi-simple algebra g, σ denotes the
conjugation it defines, τ the conjugation that commutes with σ, c0 the associated compact aligned
real form of g and θ the Cartan involution. It is also useful to introduce the involution of g given
by the product στ of the commuting conjugations. We denote it also by θ since it reduces to the
Cartan involution when restricted to g0. Contrary to the conjugations σ and τ , θ is linear over the
complex numbers. Accordingly, if we complexify the Cartan decomposition g0 = k0 ⊕ p0, to
g = k⊕ p (6.65)
with k = k0 ⊗R C = k0 ⊕ ik0 and p = p0 ⊗R C = p0 ⊕ ip0, the involution θ fixes k pointwise while
θ(X) = −X for X ∈ p.
Let h0 be a θ-stable Cartan subalgebra of g0, i.e., a subalgebra such that (i) θ(h0) ⊂ h0, and
(ii) h ≡ hC0 is a Cartan subalgebra of the complex algebra g. One can decompose h0 into compact
and noncompact parts,
h0 = t0 ⊕ a0, t0 = h0 ∩ k0, a0 = h0 ∩ p0. (6.66)
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We have seen that for real Lie algebras, the Cartan subalgebras are not all conjugate to each
other; in particular, even though the dimensions of the Cartan subalgebras are all equal to the
rank of g, the dimensions of the compact and noncompact subalgebras depend on the choice of h0.
For example, for sl(2,R), one may take h0 = Rt, in which case t0 = 0, a0 = h0. Or one may take
h0 = Rτy, in which case t0 = h0, a0 = 0.
One says that the θ-stable Cartan subalgebra h0 is maximally compact if the dimension of its
compact part t0 is as large as possible; and that it is maximally noncompact if the dimension of
its noncompact part a0 is as large as possible. The θ-stable Cartan subalgebra h0 = t0 ⊕ a0 used
above to introduce restricted roots, where a0 is a maximal Abelian subspace of p0 and t0 a maximal
Abelian subspace of its centralizer m, is maximally noncompact. If m = 0, the Lie algebra g0
constitutes a split real form of gC. The real rank of g0 is the dimension of its maximally noncompact
Cartan subalgebras (which can be shown to be conjugate, as are the maximally compact ones [129]).
6.4.7 Real roots – Compact and non-compact imaginary roots
Consider a general θ-stable Cartan subalgebra h0 = t0⊕a0, which need not be maximally compact
or maximally non compact. A consequence of Equation (6.54) is that the matrices of the real
linear transformations adH are real symmetric for H ∈ a0 and real antisymmetric for H ∈ t0.
Accordingly, the eigenvalues of adH are real (and adH can be diagonalized over the real numbers)
when H ∈ a0, while the eigenvalues of adH are imaginary (and adH cannot be diagonalized over
the real numbers although it can be diagonalized over the complex numbers) when H ∈ t0.
Let α be a root of g, i.e., a non-zero eigenvalue of ad h where h is the complexification of the
θ-stable Cartan subalgebra h = h0⊗RC = h0⊕ ih0. As the values of the roots acting on a given H
are the eigenvalues of adH, we find that the roots are real on a0 and imaginary on t0. One says
that a root is real if it takes real values on h0 = t0 ⊕ a0, i.e., if it vanishes on t0. It is imaginary if
it takes imaginary values on h0, i.e., if it vanishes on a0, and complex otherwise. These notions of
“real” and “imaginary” roots should not be confused with the concepts with similar terminology
introduced in Section 4 in the context of non-finite-dimensional Kac–Moody algebras.
If h0 is a θ-stable Cartan subalgebra, its complexification h = h0⊗RC = h0⊕ ih0 is stable under
the involutive authormorphism θ = τ σ. One can extend the action of θ from h to h∗ by duality.
Denoting this transformation by the same symbol θ, one has
∀H ∈ h and ∀α ∈ h∗, θ(α)(H) = α(θ−1(H)), (6.67)
or, since θ2 = 1,
θ(α)(H) = α(θH). (6.68)
Let Eα be a nonzero root vector associated with the root α and consider the vector θEα. One
has
[H, θEα] = θ [θH, Eα] = α(θH) θEα = θ(α)(H) θEα, (6.69)
i.e., θ(gα) = gθ(α) because the roots are nondegenerate, i.e., all root spaces are one-dimensional.
Consider now an imaginary root α. Then for all h ∈ h0 and a ∈ a0 we have α(h + a) = α(h),
while θ(α) (h+ a) = α(θ(h+ a)) = α(h− a) = α(h); accordingly α = θ(α). Moreover, as the roots
are nondegenerate, one has θEα = ±Eα. Writing Eα as
Eα = Xα + i Yα with Xα, Yα ∈ g0, (6.70)
it is easy to check that θEα = +Eα implies that Xα and Yα belong to k0, while both are in p0 if
θEα = −Eα. Accordingly, gα is completely contained either in k = k0 ⊕ i k0 or in p = p0 ⊕ i p0. If
gα ⊂ k, the imaginary root is said to be compact, and if gα ⊂ p it is said to be noncompact.
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6.4.8 Jumps between Cartan subalgebras – Cayley transformations
Suppose that β is an imaginary noncompact root. Consider a β-root vector Eβ ∈ gβ ⊂ p. If this
root is expressed according to Equation (6.70), then its conjugate, with respect to (the conjugation
σ defined by) g0, is
σEβ = Xβ − i Yβ with Xβ , Yβ ∈ p0. (6.71)
It belongs to g−β because (using ∀H ∈ h0 : σH = H)
[H, σEβ ] = σ [σH, Eβ ] = β(σH)σEβ = −β(H)σEβ . (6.72)
Hereafter, we shall denote σEβ by Eβ . The commutator[
Eβ , Eβ
]
= B(Eβ , Eβ)Hβ (6.73)
belongs to i k0 since σ([Eβ , Eβ ]) = [Eβ , Eβ ] = −[Eβ , Eβ ] and can be written, after a renormaliza-
tion of the generators Eβ , as [
Eβ , Eβ
]
=
2
(β|β) Hβ = H
′
β ∈ i k0. (6.74)
Indeed as Eβ ∈ p, we have Eβ ∈ p and thus θEβ = −Eβ . This implies
B(Eβ , Eβ) = −B(Eβ , θEβ) = Bθ(Eβ , Eβ) > 0.
The three generators {Hβ′ , Eβ , Eβ} therefore define an sl(2,C) subalgebra:[
Eβ , Eβ
]
= Hβ′ , [Hβ′ , Eβ ] = 2Eβ ,
[
Hβ′ , Eβ
]
= −2Eβ . (6.75)
We may change the basis and take
h = Eβ + Eβ , e =
i
2
(Eβ − Eβ −Hβ′), f = i2(Eβ − Eβ +Hβ′), (6.76)
whose elements belong to g0 (since they are fixed by σ) and satisfy the commutation relations (6.8)
[e, f ] = h, [h, e] = 2 e, [h, f ] = −2 f. (6.77)
The subspace
h′0 = ker(β|h0)⊕ Rh (6.78)
constitutes a new real Cartan subalgebra whose intersection with p0 has one more dimension.
Conversely, if β is a real root then θ(β) = −β. Let Eβ be a root vector. Then Eβ is also in gβ
and hence proportional to Eβ . By adjusting the phase of Eβ , we may assume that Eβ belongs to g0.
At the same time, θEβ , also in g0, is an element of g−β . Evidently, B(Eβ , θEβ) = −Bθ(Eβ , Eβ)
is negative. Introducing Hβ′ = 2/(β|β)Hβ (which is in p0), we obtain the sl(2,R) commutation
relations
[Eβ , θEβ ] = −Hβ′ ∈ p0, [Hβ′ , Eβ ] = 2Eβ , [Hβ′ , θEβ ] = −2 θEβ . (6.79)
Defining the compact generator Eβ + θEβ , which obviously belongs to g0, we may build a new
Cartan subalgebra of g0:
h′0 = ker(β|h0)⊕ R (Eβ + θEβ), (6.80)
whose noncompact subspace is now one dimension less than previously.
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These two kinds of transformations – called Cayley transformations – allow, starting from a θ-
stable Cartan subalgebra, to transform it into new ones with an increasing number of noncompact
dimensions, as long as noncompact imaginary roots remain; or with an increasing number of
compact dimensions, as long as real roots remain. Exploring the algebra in this way, we obtain
all the Cartan subalgebras up to conjugacy. One can prove that the endpoints are maximally
noncompact and maximally compact, respectively.
Theorem: Let h0 be a θ stable Cartan subalgebra of g0. Then there are no noncompact imaginary
roots if and only if h0 is maximally noncompact, and there are no real roots if and only if h0 is
maximally compact [129].
For a proof of this, note that we have already proven that if there are imaginary noncompact
(respectively, real) roots, then h0 is not maximally noncompact (respectively, compact). The
converse is demonstrated in [129].
6.5 Vogan diagrams
Let g0 be a real semi-simple Lie algebra, g its complexification, θ a Cartan involution leading to
the Cartan decomposition
g0 = k0 ⊕ p0, (6.81)
and h0 a Cartan θ-stable subalgebra of g0. Using, if necessary, successive Cayley transformations,
we may build a maximally compact θ-stable Cartan subalgebra h0 = t0⊕a0, with complexification
h = t⊕ a. As usual we denote by ∆ the set of (nonzero) roots of g with respect to h. This set does
not contain any real root, the compact dimension being assumed to be maximal.
From ∆ we may define a positive subset ∆+ by choosing the first set of indices from a basis of
i t0, and then the next set from a basis of a0. Since there are no real roots, the roots in ∆+ have
at least one non-vanishing component along i t0, and the first non-zero one of these components
is strictly positive. Since θ = +1 on t0, and since there are no real roots: θ∆+ = ∆+. Thus θ
permutes the simple roots, fixes the imaginary roots and exchanges in 2-tuples the complex roots:
it constitutes an involutive automorphism of the Dynkin diagram of g.
A Vogan diagram is associated to the triple (g0, h0,∆+) as follows. It corresponds to the
standard Dynkin diagram of ∆+, with additional information: the 2-element orbits under θ are
exhibited by joining the correponding simple roots by a double arrow and the 1-element orbit is
painted in black (respectively, not painted), if the corresponding imaginary simple root is noncom-
pact (respectively, compact).
6.5.1 Illustration – The sl(5,C) case
The complex Lie algebra sl(5,C) can be represented as the algebra of traceless 5 × 5 complex
matrices, the Lie bracket being the usual commutator. It has dimension 24. In principle, in order
to compute the Killing form, one needs to handle the 24×24 matrices of the adjoint representation.
Fortunately, the uniqueness (up to an overall factor) of the bi-invariant quadratic form on a simple
Lie algebra leads to the useful relation
B(X,Y ) = Tr(adX adY ) = 10 Tr(XY ). (6.82)
The coefficient 10 appearing in this relation is known as the Coxeter index of sl(5,C).
A Cartan–Weyl basis is obtained by taking the 20 nilpotent generators Kpq (with p 6= q)
corresponding to matrices, all elements of which are zero except the one located at the intersection
of row p and column q, which is equal to 1,
(Kpq)αβ = δ
αpδβ q (6.83)
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and the four diagonal ones,
H1 =

1 0 0 0 0
0 −1 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 , H2 =

0 0 0 0 0
0 1 0 0 0
0 0 −1 0 0
0 0 0 0 0
0 0 0 0 0
 ,
H3 =

0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 −1 0
0 0 0 0 0
 , H4 =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 −1
 ,
(6.84)
which constitute a Cartan subalgebra h.
The root space is easily described by introducing the five linear forms p, acting on diagonal
matrices d = diag(d1, . . . , d5) as follows:
p(d) = dp. (6.85)
In terms of these, the dual space h? of the Cartan subalgebra may be identified with the subspace{
 =
∑
p
Ap p
∣∣ ∑
p
Ap = 0
}
. (6.86)
The 20 matrices Kpq are root vectors,
[Hk, Kpq] = (p[Hk]− q[Hk])Kpq, (6.87)
i.e., Kpq is a root vector associated to the root p − q.
sl(5,R) and su(5)
By restricting ourselves to real combinations of these generators we obtain the real Lie algebra
sl(5,R). The conjugation η that it defines on sl(5,C) is just the usual complex conjugation.
This sl(5,R) constitutes the split real form s0 of sl(5,C). Applying the construction given in
Equation (6.45) to the generators of sl(5,R), we obtain the set of antihermitian matrices
iHk, K
p
q −Kqp, i(Kpq +Kqp) (p > q), (6.88)
defining a basis of the real subalgebra su(5). This is the compact real form c0 of sl(5,C). The
conjugation associated to this algebra (denoted by τ) is minus the Hermitian conjugation,
τ(X) = −X†. (6.89)
Since [η, τ ] = 0, τ induces a Cartan involution θ on sl(5,R), providing a Euclidean form on the
previous sl(5,R) subalgebra
Bθ(X, Y ) = 10 Tr(XY t), (6.90)
which can be extended to a Hermitian form on sl(5,C),
Bθ(X, Y ) = 10 Tr(XY †). (6.91)
Note that the generators iHk and i(Kpq+Kqp) are real generators (although described by complex
matrices) since, e.g., (iHk)† = −iH†k, i.e., τ(iHk) = iHk.
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The other real forms
The real forms of sl(5,C) that are not isomorphic to sl(5,R) or su(5) are isomorphic either to
su(3, 2) or su(4, 1). In terms of matrices these algebras can be represented as
X =
(
A Γ
Γ† B
)
where A = −A† ∈ Cp×p, B = −B† ∈ Cq×q,
TrA+ TrB = 0, Γ ∈ Cp×q with p = 3 (respectively 4) and q = 2 (respectively 1).
(6.92)
We shall call these ways of describing su(p, q) the “natural” descriptions of su(p, q). Introducing
the diagonal matrix
Ip, q =
(
Idp×p
−Idq×q
)
, (6.93)
the conjugations defined by these subalgebras are given by:
σp, q(X) = −Ip, qX†Ip, q. (6.94)
Vogan diagrams
The Dynkin diagram of sl(5,C) is of A4 type (see Figure 26).
Figure 26: The A4 Dynkin diagram.
Let us first consider an su(3, 2) subalgebra. Diagonal matrices define a Cartan subalgebra
whose all elements are compact. Accordingly all associated roots are imaginary. If we define the
positive roots using the natural ordering 1 > 2 > 3 > 4 > 5, the simple roots α1 = 1 − 2,
α2 = 2 − 3, α4 = 4 − 5 are compact but α3 = 3 − 4 is noncompact. The corresponding Vogan
diagram is displayed in Figure 27.
Figure 27: A Vogan diagram associated to su(3, 2).
However, if instead of the natural order we define positive roots by the rule 1 > 2 > 4 > 5 >
3, the simple positive roots are α˜1 = 1− 2 and α˜3 = 4− 5 which are compact, and α˜2 = 2− 4
and α˜4 = 5 − 3 which are noncompact. The associated Vogan diagram is shown in Figure 28.
Figure 28: Another Vogan diagram associated to su(3, 2).
Alternatively, the choice of order 1 > 5 > 3 > 4 > 2 leads to the diagram in Figure 29.
There remain seven other possibilities, all describing the same subalgebra su(3, 2). These are
displayed in Figure 30.
In a similar way, we obtain four different Vogan diagrams for su(4, 1), displayed in Figure 31.
Finally we have two non-isomorphic Vogan diagrams associated with su(5) and sl(5,R). These
are shown in Figure 32.
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Figure 29: Yet another Vogan diagram associated to su(3, 2).
a b
c d
e f
g
Figure 30: The remaining Vogan diagrams associated to su(3, 2).
Figure 31: The four Vogan diagrams associated to su(4, 1).
su(5) sl(5,R)I
Figure 32: The Vogan diagrams for su(5) and sl(5,R).
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6.5.2 The Borel and de Siebenthal theorem
As we just saw, the same real Lie algebra may yield different Vogan diagrams only by changing the
definition of positive roots. But fortunately, a theorem of Borel and de Siebenthal tells us that we
may always choose the simple roots such that at most one of them is noncompact [129]. In other
words, we may always assume that a Vogan diagram possesses at most one black dot.
Furthermore, assume that the automorphism associated with the Vogan diagram is the identity
(no complex roots). Let {αp} be the basis of simple roots and {Λq} its dual basis, i.e., (Λq|αp) =
δp q. Then the single painted simple root αp may be chosen so that there is no q with (Λp−Λq|Λq) >
0. This remark, which limits the possible simple root that can be painted, is particularly helpful
when analyzing the real forms of the exceptional groups. For instance, from the Dynkin diagram
of E8 (see Figure 33), it is easy to compute the dual basis and the matrix of scalar products
Bp q = (Λp − Λq|Λq).
α α α α α α α
α
7 6 5 4 3 2 1
8
Figure 33: The Dynkin diagram of E8. Seen as a Vogan diagram, it corresponds to the maximally
compact form of E8.
We obtain
(Bp q) =

−0 −7 −20 −12 −6 −2 −0 −3
−3 −0 −10 −4 −0 −2 −2 −2
−6 −6 −0 −4 −6 −6 −4 −7
−4 −2 −6 −0 −3 −4 −3 −4
−2 −2 −12 −5 −0 −2 −2 −1
−0 −6 −18 −10 −4 −0 −1 −2
−2 −10 −24 −15 −8 −3 −0 −5
−1 −4 −15 −8 −3 −0 −1 −0

, (6.95)
from which we see that there exist, besides the compact real form, only two other non-isomorphic
real forms of E8, described by the Vogan diagrams in Figure 3426.
6.5.3 Cayley transformations in su(3, 2)
Let us now illustrate the Cayley transformations. For this purpose, consider again su(3, 2) with
the imaginary diagonal matrices as Cartan subalgebra and the natural ordering of the k defining
the positive roots. As we have seen, α3 = 3− 4 is an imaginary noncompact root. The associated
sl(2,C) generators are
Eα3 = K
3
4 , Eα3 = σK
3
4 = K
4
3 , iH3. (6.96)
From the action of α3 on the Cartan subalgebra D = span{iHk, k = 1, . . . , 4}, we may check that
ker(α3|D) = span{iH1, i(2H2 +H3), i(2H4 +H3)}, (6.97)
26In the notation Hr(σ) for a real form of the simple complex Lie algebra Hr, with the integer σ referring to the
signature.
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Figure 34: Vogan diagrams of the two different noncompact real forms of E8: E8(−24) and E8(8).
The lower one corresponds to the split real form.
and that H ′ = (Eα3 + Eα3) = (K
3
4 + K
4
3 ) is such that θH
′ = −H ′ and σH ′ = H ′. Moreover H ′
commutes with ker(α3|D). Thus
C = ker(α3|D)⊕ RH ′ (6.98)
constitutes a θ-stable Cartan subalgebra with one noncompact dimension H ′. Indeed, we have
B(H ′, H ′) = 20. If we compute the roots with respect to this new Cartan subalgebra, we obtain
twelve complex roots (expressed in terms of their components in the basis dual to the one implicitly
defined by Equations (6.97) and (6.98),
±(i,−3i, i,±1), ±(0, i,−3i,±1), ±(i, i,−i,±1), (6.99)
six imaginary roots
±i(2,−2, 0, 0), ±i(1,−2,−2, 0), ±i(1, 0, 2, 0), (6.100)
and a pair of real roots ±(0, 0, 0, 2).
Let us first consider the Cayley transformation obtained using, for instance, the real root
(0, 0, 0, 2). An associated root vector, belonging to g0, reads
E =

0 0 0 0 0
0 0 0 0 0
0 0 i2 − i2 0
0 0 i2 − i2 0
0 0 0 0 0
 . (6.101)
The corresponding compact Cartan generator is
h =

0 0 0 0 0
0 0 0 0 0
0 0 i 0 0
0 0 0 −i 0
0 0 0 0 0
 , (6.102)
which, together with the three generators in Equation (6.97), provide a compact Cartan subalgebra
of su(3, 2).
If we consider instead the imaginary roots, we find for instance that K52 = −θ˜K52 is a noncom-
pact complex root vector corresponding to the root β = i(1,−2,−2, 0). It provides the noncompact
generator K25 +K
5
2 which, together with
ker(β|C) = span{i(2H1 + 2H2 +H3), i(2H1 +H3 + 2H4), K34 +K43}, (6.103)
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generates a maximally noncompact Cartan subalgebra of su(3, 2). A similar construction can be
done using, for instance, the roots ±i(1, 0, 2, 0), but not with the roots ±i(2,−2, 0, 0) as their
corresponding root vectors K12 and K
2
1 are fixed by θ˜ and thus are compact.
6.5.4 Reconstruction
We have seen that every real Lie algebra leads to a Vogan diagram. Conversely, every Vogan
diagram defines a real Lie algebra. We shall sketch the reconstruction of the real Lie algebras from
the Vogan diagrams here, referring the reader to [129] for more detailed information.
Given a Vogan diagram, the reconstruction of the associated real Lie algebra proceeds as follows.
From the diagram, which is a Dynkin diagram with extra information, we may first construct the
associated complex Lie algebra, select one of its Cartan subalgebras and build the corresponding
root system. Then we may define a compact real subalgebra according to Equation (6.45).
We know the action of θ on the simple roots. This implies that the set ∆ of all roots is invariant
under θ. This is proven inductively on the level of the roots, starting from the simple roots (level
1). Suppose we have proven that the image under θ of all the positive roots, up to level n are in ∆.
If γ is a root of level n+1, choose a simple root α such that (γ|α) > 0. Then the Weyl transformed
root sαγ = β is also a positive root, but of smaller level. Since θ(α) and θ(β) are then known to
be in ∆, and since the involution acts as an isometry, θ(γ) = sθ(α)(θ(β)) is also in ∆.
One can transfer by duality the action of θ on h∗ to the Cartan subalgebra h, and then define
its action on the root vectors associated to the simple roots according to the rules
θEα =
Eα if α is unpainted and invariant,−Eα if α is painted and invariant,−Eθ[α] if α belongs to a 2-cycle. (6.104)
These rules extend θ to an involution of g.
This involution is such that θEα = aαEθ[α], with aα = ±1 27. Furthermore it globally fixes
c0, θc0 = c0. Let k and p be the +1 or −1 eigenspaces of θ in g = k ⊕ p. Define k0 = c0 ∩ k and
p0 = i(c0 ∩ p) so that c0 = k0 ⊕ i p0. Set
g0 = k0 ⊕ p0. (6.105)
Using θc0 = c0, one then verifies that g0 constitutes the desired real form of g [129].
6.5.5 Illustrations: sl(4,R) versus sl(2,H)
We shall exemplify the reconstruction of real algebras from Vogan diagrams by considering two
examples of real forms of sl(4,C). The diagrams are shown in Figure 35.
sl(4,R)I sl(2 ,H )I
Figure 35: The Vogan diagrams associated to a sl(4R) and sl(2H) subalgebra.
27The coefficients aα are determined from the commutation relations as follows: Nα,βaα+β = Nθ[α],θ[β]aαaβ .
Moreover, because θ is an automorphism of the root lattice we have N2α,β = N
2
θ[α],θ[β]
, and so if aα and aβ are
equal to ±1, then so is aα+β . But since this is true for the simple roots it remains true for all roots.
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The θ involutions they describe are (the upper signs correspond to the left-hand side diagram,
the lower signs to the right-hand side diagram):
θHα1 = Hα3 , Hα2 = Hα2 , θHα3 = Hα1
θEα1 = Eα3 , θEα2 = ∓Eα2 , θEα3 = Eα1 .
(6.106)
Using the commutations relations
[Eα1 , Eα2 ] = Eα1+α2 ,
[Eα2 , Eα3 ] = Eα2+α3 ,
[Eα1+α2 , Eα3 ] = Eα1+α2+α3 = [Eα1 , Eα2+α3 ]
(6.107)
we obtain
θEα1+α2 = ±Eα2+α3 , θEα2+α3 = ±Eα1+α2 , θEα1+α2+α3 = ∓Eα1+α2+α3 . (6.108)
Let us consider the left-hand side diagram. The corresponding +1 θ-eigenspace k has the following
realisation,
k = span {Hα1 +Hα3 , Hα2 , Eα1 + Eα3 , E−α1 + E−α3 , Eα1+α2 + Eα2+α3, E−α1−α2 + E−α2−α3} ,
(6.109)
and the −1 θ-eigenspace p is given by
p = span{Hα1 −Hα3 , E±α2 , Eα1 − Eα3 , E−α1 − E−α3 ,
Eα1+α2 − Eα2+α3 , E−α1−α2 − E−α2−α3 , E±(α1+α2+α3)}. (6.110)
The intersection c0 ∩ k then leads to the so(4,R) = so(3,R)⊕ so(3,R) algebra
k0 = span{i(Hα1 +Hα3), (Eα1 + Eα3 − E−α1 − E−α3), i(Eα1 + Eα3 + E−α1 + E−α3)}
⊕ span{i(Hα1 + 2Hα2 +Hα3), (Eα1+α2 + Eα2+α3 − E−(α1+α2) − E−(α2+α3)),
i(Eα1+α2 + Eα2+α3 + E−(α1+α2) + E−(α2+α3))}, (6.111)
and the remaining noncompact generator subspace p0 = i(c0 ∩ p) becomes
p0 = span{Hα1 −Hα3 , (Eα1 − Eα3 + E−α1 − E−α3), i(Eα1 − Eα3 − E−α1 + E−α3),
(Eα1+α2 − Eα2+α3 + E−(α1+α2) − E−(α2+α3)),
i(Eα1+α2 − Eα2+α3 − E−(α1+α2) + E−(α2+α3)), Eα2 + E−α2 , i(Eα2 − E−α2),
Eα1+α2+α3 + E−(α1+α2+α3), i(Eα1+α2+α3 − E−(α1+α2+α3))}. (6.112)
Doing the same exercise for the second diagram, we obtain the real algebra sl(2,H) with k0 =
so(5,R) = sp(4,R), which is a 10-parameter compact subalgebra, and p0 given by
p0 = span{Hα1 −Hα3 , (Eα1 − Eα3 + E−α1 − E−α3), i(Eα1 − Eα3 − E−α1 + E−α3),
(Eα1+α2 + Eα2+α3 + E−(α1+α2) + E−(α2+α3)),
i(Eα1+α2 + Eα2+α3 − E−(α1+α2) − E−(α2+α3))}. (6.113)
6.5.6 A pictorial summary – All real simple Lie algebras (Vogan diagrams)
The following tables provide all real simple Lie algebras and the corresponding Vogan diagrams.
The restrictions imposed on some of the Lie algebra parameters eliminate the consideration of
isomorphic algebras. See [129] for the derivation.
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Table 16: Vogan diagrams (An series)
An series, n ≥ 1 Vogan diagram Maximal compact subalgebra
su(n+ 1)
No painted root
su(n+ 1)
su(p, q) 1 p n
Only the pth root is painted
su(p)⊕ su(q)⊕ u(1)
sl(2n,R) 1 2nn n+1
Odd number of roots
so(2n)
sl(2n+ 1,R) 1 2nn n+1
Even number of (unpainted) roots
so(2n+ 1)
sl(n+ 1,H) 1 n+1 2n+1
Odd number of (unpainted) roots
sp(n+ 1)
Table 17: Vogan diagrams (Bn series)
Bn series, n ≥ 2 Vogan diagram Maximal compact subalgebra
so(2n+ 1)
No painted root
so(2n+ 1)
so(p, q)
p ≤ n− 12 , q = 2n+ 1− p
so(2,2n-1)
so(4,2n-1)
so(2n-2,3)
so(2n,1)
Each of the roots, once painted, leads
to the algebra mentioned under it.
so(p)⊕ so(q)
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Table 18: Vogan diagrams (Cn series)
Cn series, n ≥ 3 Vogan diagram Maximal compact subalgebra
sp(n)
No painted root,
sp(n)
sp(p, q)
0 < p ≤ n2 , q = n− p
sp(n,R)
sp(1,n-1)
sp(2,n-2)
so(n-1,1)
sp(n, R)I
Each of the roots, once painted, cor-
responds to the algebra mentioned
near it.
sp(p)⊕ sp(q)
u(n)
Table 19: Vogan diagrams (Dn series)
Dn series, n ≥ 4 Vogan diagram Maximal compact subalgebra
so(2n)
No painted root
so(2n)
so(2p, 2q)
0 < p ≤ n2 , q = n− p
so∗(2n)
so(2,2n-2)
so(4,2n-4)
so(2n-4,4)
so (2n)*
Each of the roots, once painted, corre-
sponds to the algebra mentioned near it.
so(2p)⊕ so(2q)
u(n)
so(2p+ 1, 2q + 1)
0 < p ≤ n−12 ,
q = n− p− 1
so(3,2n-3)
so(5,2n-5)
so(2n-3,3)
Each of the roots, once painted, corre-
sponds to the algebra mentioned near it.
No root painted corresponds to
so(1, 2n− 1).
so(2p+ 1)⊕ so(2q + 1)
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Table 20: Vogan diagrams (G2 series)
G2 Vogan diagram Maximal compact subalgebra
G2
No painted root, providing the real
compact form
G2
G2(2) su(2)⊕ su(2)
Table 21: Vogan diagrams (F4 series)
F4 series Vogan diagram Maximal compact subalgebra
F4
No painted root, providing the real
compact form
F4
F4(4) sp(3)⊕ su(2)
F4(−20) so(9)
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Table 22: Vogan diagrams (E6 series)
E6 Vogan diagram Maximal compact subalgebra
E6
No painted root, providing the real
compact form
E6
E6(6) sp(4)
E6(2) su(6)⊕ su(2)
E6(−14) su(10)⊕ u(1)
E6(−26) F4
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Table 23: Vogan diagrams (E7 series)
E7 Vogan diagram Maximal compact subalgebra
E7
No painted root, providing the real
compact form
E7
E7(7) su(8)
E7(43) so(12)⊕ su(2)
E7(−25) E6 ⊕ u(1)
Table 24: Vogan diagrams (E8 series)
E8 Vogan diagram Maximal compact subalgebra
E8
No painted root, providing the real
compact form
E8
E8(8) so(16)
E8(−24) E7 ⊕ su(2)
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Using these diagrams, the matrix Ip,q defined by Equation (6.93), and the three matrices
Jn =
(
0 Idn×n
−Idn×n 0
)
, (6.114)
Kp,q =

Idp×p 0 0 0
0 −Idq×q 0 0
0 0 Idp×p 0
0 0 0 −Idq×q
 , (6.115)
Lp,q = Kp,q Jp+q =

0 0 Idp×p 0
0 0 0 −Idq×q
−Idp×p 0 0 0
0 Idq×q 0 0
 , (6.116)
we may check that the involutive automorphisms of the classical Lie algebras are all conjugate to
one of the types listed in Table 25.
For completeness we remind the reader of the definitions of matrix algebras (su(p, q) has been
defined in Equation (6.93)):
su∗(2n) =
{
X
∣∣XJn − JnX = 0, TrX = 0, X ∈ C2n×2n}
=
{(
A C
−C A
) ∣∣∣∣A, C ∈ Cn×nRe[TrA] = 0
}
, (6.117)
so(p, q) =
{
X
∣∣∣XIp,q + Ip,qXt = 0, X = −Xt, X ∈ R(p+q)×(p+q)}
=
{(
A C
Ct B
) ∣∣∣∣A = −At ∈ Rp×p, B = −Bt ∈ Rq×q,C ∈ Rp×q
}
, (6.118)
so∗(2n) =
{
X
∣∣XtJn + JnX = 0, X = −Xt, X ∈ C2n×2n}
=
{(
A B
−B A
) ∣∣A = −At, B = B† ∈ Cn×n} , (6.119)
sp(n, R) =
{
X
∣∣XtJn + JnX = 0, TrX = 0, X ∈ R2n×2n}
=
{(
A B
C −At
) ∣∣A, B = Bt, C = Ct ∈ Rn×n} , (6.120)
sp(n, C)) =
{
X
∣∣XtJn + JnX = 0, TrX = 0, X ∈ C2n×2n}
=
{(
A B
C −At
) ∣∣A, B = Bt, C = Ct ∈ Cn×n} , (6.121)
sp(p, q) =
{
X
∣∣∣XtKp,q +Kp,qX = 0, TrX = 0, X ∈ C(p+q)×(p+q)}
=


A P Q R
P † B Rt S
−Q R A −P
R† −S −P t B

∣∣∣∣∣∣∣∣
A, Q ∈ Cp×p
P, R ∈ Cp×q, S ∈ Cq×p
A = −A†, B = −B†
Q = Qt, S = St
 , (6.122)
usp(2p, 2q) = su(2p, 2q) ∩ sp(2p+ 2q). (6.123)
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Table 25: List of all involutive automorphisms (up to conjugation) of the classical compact real
Lie algebras [93]. The first column gives the complexification uC0 of the compact real algebra u0,
the second u0, the third the involution τ that u0 defines in uC, and the fourth a non-compact
real subalgebra g0 of uC aligned with the compact one. In the second table, the second column
displays the involution that g0 defines on uC, the third the involutive automorphism of u0, i.e, the
Cartan conjugation θ = στ , and the last column indicates the common compact subalgebra k0 of
u0 = k0 ⊕ i p0 and g0 = k0 ⊕ p0.
uC u0 τ g0
sl(n,C) su(n) −X† AI sl(n,R)
sl(2n,C) su(2n) −X† AII su∗(2n)
sl(p+ q,C) su(p+ q) −X† AIII su(p, q)
so(p+ q,C) so(p+ q,R) X B I, D I so(p, q)
so(2n,C) so(2n,R) X D III so∗(2n)
sp(n,C) usp(n) −JnXJn C I sp(n,R)
sp(p+ q,C) usp(p+ q) −Jp+qXJp+q C III sp(p, q)
uC σ θ k0
sl(n,C) X −Xt so(n,R)
sl(2n,C) −JnXJn JnXtJn usp(2n)
sl(p+ q,C) −Ip,qX†Ip,q Ip,qXIp,q so(n,R)
so(p+ q,C) Ip,qXIp,q Ip,qXIp,q so(p,R)⊕ so(q,R)
so(2n,C) −JnXJn −JnXJn su(n)⊕ u(1)
sp(n,C) X −JnXJn su(n)⊕ u(1)
sp(p+ q,C) −Kp,qX†Kp,q Lp,qXtLp,q sp(p)⊕ sp(q)
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Alternative definitions are:
sp(p, q) = {X ∈ gl(p+ q,H)|X Ip,q + Ip,qX = 0},
sp(n,R) = {X ∈ gl(2n,R)|Xt Jn + JnX = 0},
sl(n,H) = {X ∈ gl(n,H)|X +X = 0},
so∗(2n) = {X ∈ su(n, n)|XtKn +KnX = 0}.
(6.124)
For small dimensions we have the following isomorphisms:
so(1, 2) ' su(1, 1) ' sp(1,R) ' sl(2,R),
sl(2,C) ' so(1, 3),
so∗(4) ' su(2)⊕ su(1, 1),
so∗(6) ' su(3, 1),
sp(1, 1) ' so(1, 4),
sl(2,H) ' so(1, 5),
su(2, 2) ' so(2, 4),
sl(4,R) ' so(3, 3),
so∗(8) ' so(2, 6).
(6.125)
6.6 Tits–Satake diagrams
The classification of real forms of a semi-simple Lie algebra, using Vogan diagrams, rests on the
construction of a maximally compact Cartan subalgebra. On the other hand, the Iwasawa decom-
position emphasizes the role of a maximally noncompact Cartan subalgebra. The consideration of
these Cartan subalgebras leads to another way to classify real forms of semi-simple Lie algebras,
developed mainly by Araki [5], and based on so-called Tits–Satake diagrams [161, 155].
6.6.1 Example 1: su(3, 2)
Diagonal description
At the end of Section 6.5.3, we obtained a matrix representation of a maximally noncompact
Cartan subalgebra of su(3, 2) in terms of the natural description of this algebra. To facilitate the
forthcoming discussion, we find it useful to use an equivalent description, in which the matrices
representing this Cartan subalgebra are diagonal, as this subalgebra will now play a central role.
It is obtained by performing a similarity transformation X 7→ STX S, where
S =

1 0 0 0 0
0 1√
2
0 0 1√
2
0 0 1√
2
1√
2
0
0 0 − 1√
2
1√
2
0
0 − 1√
2
0 0 1√
2
 . (6.126)
In this new “diagonal” description, the conjugation σ (see Equation (6.94)) becomes
σ(X) = −I˜3,2X†I˜3,2, (6.127)
where
I˜3,2 = ST I3,2S =

1 0 0 0 0
0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
 . (6.128)
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The Cartan involution has the following realisation:
θ(X) = I˜3,2X I˜3,2. (6.129)
In terms of the four matrices introduced in Equation (6.84), the generators defining this Cartan
subalgebra h reads
h1 = H3, h2 = H2 +H3 +H4,
h3 = i(2H1 + 2H2 +H3), h4 = i(2H1 +H2 +H3 +H4).
(6.130)
Let us emphasize that we have numbered the basis generators of h = a⊕ t by first choosing those
in a, then those in t.
Cartan involution and roots
The standard matrix representation of su(5) constitutes a compact real Lie subalgebra of sl(5,C)
aligned with the diagonal description of the real form su(3, 2). Moreover, its Cartan subalgebra
h0 generated by purely imaginary combinations of the four diagonal matrices Hk is such that its
complexification hC contains h. Accordingly, the roots it defines act both on h0 and h. Note that
on hR = i h0, the roots take only real values.
Our first task is to compute the action of the Cartan involution θ on the root lattice. With
this aim in view, we introduce two distinct bases on h∗R. The first one is {F 1, F 2, F 3, F 4}, which
is dual to the basis {H1, H2, H3, H4} and is adapted to the relation hR = i h0. The second one
is {f1, f2, f3, f4}, dual to the basis {h1, h2, −ih3, −ih4}, which is adapted to the decomposition
hR = a⊕ i t. The Cartan involution acts on these root space bases as
θ{f1, f2, f3, f4} = {−f1,−f2, f3, f4}. (6.131)
From the relations (6.130) it is easy to obtain the expression of the {F k} (k = 1, · · · , 4) in terms of
the {fk} and thus also the expressions for the simple roots α1 = 2F 1−F 2, α2 = −F 1 + 2F 2−F 3,
α3 = −F 2 + 2F 3 − F 4 and α4 = −F 3 + 2F 4, defined by h0,
α1 = −f2 + 2 f3 + 3 f4,
α2 = −f1 + f2 + f3 − f4,
α3 = 2 f1,
α4 = −f1 + f2 − f3 + f4.
(6.132)
It is then straightforward to obtain the action of θ on the roots, which, when expressed in terms
of the h0 simple roots themselves, is given by
θ[α1] = α1 + α2 + α3 + α4,
θ[α2] = −α4,
θ[α3] = −α3,
θ[α4] = −α2.
(6.133)
We see that the root α3 is real while α1, α2 and α4 are complex. As a check of these results, we
may, for instance, verify that
θEα1 = I˜3,2K
1
2 I˜3,2 = K
1
5 = Eα1+α2+α3+α4 . (6.134)
In fact, this kind of computation provides a simpler way to obtain Equation (6.133).
The basis {f1, f2, f3, f4} allows to define a different ordering on the root lattice, merely by
considering the corresponding lexicographic order. In terms of this new ordering we obtain for
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instance α1 < 0 since the first nonzero component of α1 (in this case −1 along f2) is strictly
negative. Similarly, one finds α2 < 0, α3 > 0, α4 < 0, α1 + α2 < 0, α2 + α3 > 0, α3 + α4 > 0,
α1 + α2 + α3 > 0, α2 + α3 + α4 > 0, α1 + α2 + α3 + α4 > 0. A basis of simple roots, according to
this ordering, is given by
α˜1 = −α4 = f1 − f2 + f3 − f4,
α˜2 = α1 + α2 + α3 + α4 = f2 + 2 f3 + 3 f4,
α˜3 = −α1 = f2 − 2 f3 − 3 f4,
α˜4 = −α2 = f1 − f2 − f3 + f4.
(6.135)
(We have put α˜4 in fourth position, rather than in second, to follow usual conventions.) The action
of θ on this basis reads
θ[α˜1] = −α˜4, θ[α˜2] = −α˜3, θ[α˜3] = −α˜2, θ[α˜4] = −α˜1. (6.136)
These new simple roots are now all complex.
Restricted roots
The restricted roots are obtained by considering only the action of the roots on the noncompact
Cartan generators h1 and h2. The two-dimensional vector space spanned by the restricted roots
can be identified with the subspace spanned by f1 and f2; one simply projects out f3 and f4. In
the notations β1 = f1 − f2 and β2 = f2, one gets as positive restricted roots:
β1, β2, β1 + β2, β1 + 2β2, 2β2, 2(β1 + β2), (6.137)
which are the positive roots of the (BC)2 (non-reduced) root system. The first four roots are
degenerate twice, while the last two roots are nondegenerate. For instance, the two simple roots
α˜1 and α˜4 project on the same restricted root β1, while the two simple roots α˜2 and α˜3 project on
the same restricted root β2.
Counting multiplicities, there are ten restricted roots – the same number as the number of
positive roots of sl(5,C). No root of sl(5,C) projects onto zero. The centralizer of a consists only
of a⊕ t.
6.6.2 Example 2: su(4, 1)
Diagonal description
Let us now perform the same analysis within the framework of su(4, 1). Starting from the natural
description (6.92) of su(4, 1), we first make a similarity transformation using the matrix
S =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1√
2
1√
2
0 0 0 − 1√
2
1√
2
 , (6.138)
so that a maximally noncompact Cartan subalgebra can be taken to be diagonal and is explicitly
given by
h1 = H4, h2 = iH1, h3 = iH2, h4 = i(2H3 +H4). (6.139)
The corresponding su(4, 1) in the sl(5,C) algebra is still aligned with the natural matrix represen-
tation of su(5). The Cartan involution is given by X 7→ I˜4,1X I˜4,1 where I˜4,1 = ST I4,1 S. One has
h = a⊕ t where the noncompact part a is one-dimensional and spanned by h1, while the compact
part t is three-dimensional and spanned by h2, h3 and h4.
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Cartan involution and roots
In terms of the f i’s, the standard simple roots now read
α1 = 2 f2 − f3,
α2 = −f2 + 2 f3 − 2 f4,
α3 = −f1 − f2 + 3 f4,
α4 = 2 f1.
(6.140)
The Cartan involution acts as
θ[α1] = α1,
θ[α2] = α2,
θ[α3] = α3 + α4,
θ[α4] = −α4,
(6.141)
showing that α1 and α2 are imaginary, α4 is real, while α3 is complex.
A calculation similar to the one just described above, using as ordering rules the lexicographic
ordering defined by the dual of the basis in Equation (6.139), leads to the new system of simple
roots,
α˜1 = −α1 − α2 − α3,
α˜2 = α1 + α2,
α˜3 = −α2,
α˜4 = α2 + α3 + α4,
(6.142)
which transform as
θ[α˜1] = −α˜4 − α˜2 − α˜3,
θ[α˜2] = α˜2,
θ[α˜3] = α˜3,
θ[α˜4] = −α˜1 − α˜2 − α˜3
(6.143)
under the Cartan involution. Note that in this system, the simple roots α˜2 and α˜3 are imaginary
and hence fixed by the Cartan involution, while the other two simple roots are complex.
Restricted roots
The restricted roots are obtained by considering the action of the roots on the single noncompact
Cartan generator h1. The one-dimensional vector space spanned by the restricted roots can be
identified with the subspace spanned by f1; one now simply projects out f2, f3 and f4. With the
notation β1 = f1, we get as positive restricted roots
β1, 2β1, (6.144)
which are the positive roots of the (BC)1 (non-reduced) root system. The first root is six times
degenerate, while the second one is nondegenerate. The simple roots α˜1 and α˜4 project on the
same restricted root β1, while the imaginary root α˜2 and α˜3 project on zero (as does also the
non-simple, positive, imaginary root α˜2 + α˜3).
Let us finally emphasize that the centralizer of a in su(4, 1) is now given by a ⊕ m, where m
is the center of a in k (i.e., the subspace generated by the compact generators that commute with
H4) and contains more than just the three compact Cartan generators h2, h3 and h4. In fact, m
involves also the root vectors Eβ whose roots restrict to zero. Explicitly, expressed in the basis of
Equation (6.85), these roots read β = p − q with p, q = 1, 2, or 3 and are orthogonal to α4. The
algebra m constitutes a rank 3, 9-dimensional Lie algebra, which can be identified with su(3)⊕u(1).
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6.6.3 Tits–Satake diagrams: Definition
We may associate with each of the constructions of these simple root bases a Tits–Satake diagram
as follows. We start with a Dynkin diagram of the complex Lie algebra and paint in black (•) the
imaginary simple roots, i.e., the ones fixed by the Cartan involution. The others are represented
by a white vertex (◦). Moreover, some double arrows are introduced in the following way. It can
be easily proven (see Section 6.6.4) that for real semi-simple Lie algebras, there always exists a
basis of simple roots B that can be split into two subsets: B0 = {αr+1, . . . , αl} whose elements
are fixed by θ (they correspond to the black vertices) and B \ B0 = {α1, . . . , αr} (corresponding
to white vertices) such that
∀αk ∈ B \B0 : θ[αk] = −αpi(k) +
l∑
j=r+1
ajk αj , (6.145)
where pi is an involutive permutation of the r indices of the elements of B \ B0. Accordingly, pi
contains cycles of one or two elements. In the Tits–Satake diagram, we connect by a double arrow
all pairs of distinct simple roots αk and αpi(k) in the same two-cycle orbit. For instance, for su(3, 2)
and su(4, 1), we obtain the diagrams in Figure 36.
su(1,4)su(2 ,3 )
Figure 36: Tits–Satake diagrams for su(3, 2) and su(4, 1).
6.6.4 Formal considerations
Tits–Satake diagrams provide a lot of information about real semi-simple Lie algebras. For in-
stance, we can read from them the full action of the Cartan involution as we now briefly pass to
show. More information may be found in [5, 93].
The Cartan involution allows one to define a closed subsystem28 ∆0 of ∆:
∆0 = {α ∈ ∆|θ[α] = α}, (6.146)
which is the system of imaginary roots. These project to zero when restricted to the maximally
noncompact Cartan subalgebra. As we have seen in the examples, it is useful to use an ordering
adapted to the Cartan involution. This can be obtained by considering a basis of h constituted
firstly by elements of a followed by elements of t. If we use the lexicographic order defined by the
dual of this basis, we obtain a root ordering such that if α 6∈ ∆0 is positive, θ[α] is negative since
the real part comes first and changes sign. Let B be a simple root basis built with respect to this
ordering and let B0 = B ∩∆0. Then we have
B = {α1, . . . , αl} and B0 = {αr+1, . . . , αl}. (6.147)
The subset B0 is a basis for ∆0. To see this, let B \B0 = {α1, . . . , αr}. If β =
∑l
k=1 b
k αk is, say,
a positive root (i.e., with coefficients bk ≥ 0) belonging to ∆0, then β − θ[β] = 0 is given by a sum
28A system ∆ is closed if α, β ∈ ∆ implies that −α ∈ ∆ and α+ β ∈ ∆.
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of positive roots, weighted by non-negative coefficients,
∑r
k=1 b
k (αk − θ[αk]). As a consequence,
the coefficients bk are all zero for k = 1, · · · , r and B0 constitutes a basis of ∆0, as claimed.
To determine completely θ we just need to know its action on a basis of simple roots. For those
belonging to B0 it is the identity, while for the other ones we have to compute the coefficients a
j
k
in Equation (6.145). These are obtained by solving the linear system given by the scalar products
of these equations with the elements of B0,
(θ[αk] + αpi(k)|αq) =
l∑
j=r+1
ajk (αj |αq). (6.148)
Solving these equations for the unknown coefficients ajk is always possible because the Killing metric
is nondegenerate on B0.
The black roots of a Tits–Satake diagram represent B0 and constitute the Dynkin diagram
of the compact part m of the centralizer of a. Because m is compact, it is the direct sum of a
semi-simple compact Lie algebra and one-dimensional, Abelian u(1) summands. The rank of m
(defined as the dimension of its maximal Abelian subalgebra; diagonalizability is automatic here
because one is in the compact case) is equal to the sum of the rank of its semi-simple part and of
the number of u(1) terms, while the dimension of m is equal to the dimension of its semi-simple
part and of the number of u(1) terms. The Dynkin diagram of m reduces to the Dynkin diagram
of its semi-simple part.
The rank of the compact subalgebra m is given by
rankm = rank g− rank p, (6.149)
where rank p, called as we have indicated above the real rank of g, is given by the number of cycles
of the permutation pi (since two simple white roots joined by a double-arrow project on the same
simple restricted root [5, 93]). These two sets of data allow one to determine the dimension of m
(without missing u(1) generators) [5, 93]. Another useful information, which can be directly read
off from the Tits–Satake diagrams is the dimension of the noncompact subspace p appearing in
the splitting g = k⊕ p. It is given (see Section 6.6.6) by
dim p =
1
2
(dim g− dimm + rank p). (6.150)
This can be illustrated in the two previous examples. For su(3, 2), one gets dim g = 24, rank g = 4
and rank p = 2. It follows that rankm = 2 and since m has no semi-simple part (no black root),
it reduces to m = u(1)⊕ u(1) and has dimension 2. This yields dim p = 12, and, by substraction,
dim k = 12 (k is easily verified to be equal to su(3)⊕ su(2)⊕ u(1)). Similarly, for su(4, 1), one gets
dim g = 24, rank g = 4 and rank p = 1. It follows that rankm = 3 and since the semi-simple part
of m is read from the black roots to be su(3), which has rank two, one deduces m = su(3) ⊕ u(1)
and dimm = 9. This yields dim p = 8, and, by substraction, dim k = 16 (k is easily verified to be
equal to su(4)⊕ u(1) in this case).
Finally, from the knowledge of θ, we may obtain the restricted root space by projecting the
root space according to
∆→ ∆ : α 7→ α¯ = 1
2
(α− θ[α]) (6.151)
and restricting their action on a since α and −θ(α) project on the same restricted root [5, 93].
6.6.5 Illustration: F4
The Lie algebra F4 is a 52-dimensional simple Lie algebra of rank 4. Its root vectors can be
expressed in terms of the elements of an orthonormal basis {ek|k = 1, . . . , 4} of a four-dimensional
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Euclidean space:
∆F4 =
{
±ei ± ej |i < j} ∪ {±ei} ∪ {12(±e1 ± e2 ± e3 ± e4)
}
. (6.152)
A basis of simple roots is
α1 = e2 − e3, α2 = e3 − e4, α3 = e4, α4 = 12(e1 − e2 − e3 − e4). (6.153)
The corresponding Dynkin diagram can be obtained from Figure 37 by ignoring the painting of the
vertices. To the real Lie algebra, denoted F II in [28], is associated the Tits–Satake diagram of the
left hand side of Figure 37. We immediately obtain from this diagram the following information:
rank p = 1, rankm = 3, m = so(7), dim p =
1
2
(52− 21 + 1) = 16. (6.154)
Accordingly, F II has signature −21 (compact part) + 1 (rank of p) = −20 and is denoted F4(−20).
Moreover, solving a system of three equations, we obtain: θ[α4] = −α4 − α1 − 2α2 − 3α3, i.e.,
θ[e1] = −e1 and θ[ek] = ek if k = 2, 3, 4. (6.155)
This shows that the projection defining the reduced root system Σ consists of projecting any given
root orthogonally onto its e1 component. Thus we obtain Σ = {± 12e1, ±e1}, with multiplicity 8 for
1
2e1 (resulting from the projection of the eight roots { 12 (e1± e2± e3± e4)}) and 7 for e1 (resulting
from the projection of the seven roots {e1 ± ek|k = 2, 3, 4} ∪ {e1}).
1 2 3 4 1 2 3 4
Figure 37: On the left, the Tits–Satake diagram of the real form F4(−20). On the right, a non-
admissible Tits–Satake diagram.
Let us mention that, contrary to the Vogan diagrams, any “formal Tits–Satake diagram” is not
admissible. For instance if we consider the right hand side diagram of Figure 37 we get
θ[e1] = −e2, θ[e2] = −e1, and θ[ek] = ek if k = 3 or 4. (6.156)
But this means that for the root α = e1, α + θ∗[α] = e1 − e2 is again a root, which is impossible
as we shall see below.
6.6.6 Some more formal considerations
Let us recall some crucial aspects of the discussion so far. Let gσ be a real form of the complex
semi-simple Lie algebra gC and σ be the conjugation it defines. We have seen that there always
exists a compact real Lie algebra uτ such that the corresponding conjugation τ commutes with σ.
Moreover, we may choose a Cartan subalgebra h of uτ such that its complexification hC is invariant
under σ, i.e., σ(hC) = hC. Then the real form gσ is said to be normally related to (uθ, h). As
previously, we denote by the same letter θ the involution defined by duality on (hC)∗ (and also on
the root lattice with respect to hC: ∆) by θ = τσ.
When gσ and uτ are normally related, we may decompose the former into compact and non-
compact components gσ = k⊕ p such that uτ = k⊕ i p. As mentioned, the starting point consists
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of choosing a maximally Abelian noncompact subalgebra a ⊂ p and extending it to a Cartan sub-
algebra h = t ⊕ a, where t ⊂ k. This Cartan subalgebra allows one to consider the real Cartan
subalgebra
hR = it⊕ p =
∑
α∈∆
RHα. (6.157)
Let us remind the reader that, in this case, the Cartan involution θ = σ τ = τ σ is such that
θ|k = +1 and θ|p = −1. From Equation (6.69) we obtain
θ(Eα) = ραEθ[α], (6.158)
and using θ2 = 1 we deduce that
ρα ρθ[α] = 1. (6.159)
Furthermore, Equation (6.32) and the fact that the structure constants are rational yield the
following relations:
ρα ρβNθ[α], θ[β] = ρα+βNα, β ,
θ(Hα) = Hθ[α],
ρα ρ−α = 1.
(6.160)
On the other hand, the commutativity of τ and σ implies
σ(Hα) = −Hσ[α], σ(Eα) = καEσ[α], (6.161)
with
κα = −ρ¯α, σ[α] = −θ[α]. (6.162)
In particular, if the root α belongs to ∆0, defined in Equation (6.146), then θ[α] = α and thus
ρ2α = 1, i.e.,
ρα = −κα = ±1. (6.163)
Let us denote by ∆0,− and ∆0,+ the subsets of ∆0 corresponding to the imaginary noncompact
and imaginary compact roots, respectively. We have
∆0,− = {α ∈ ∆0|ρα = −1} and ∆0,+ = {α ∈ ∆0|ρα = +1}. (6.164)
Obviously, for α ∈ ∆0,−, Eα belongs to pC, while for α ∈ ∆0,+, Eα belongs to kC. Moreover, if
α ∈ ∆ \∆0 we find
Eα + θ(Eα) ∈ kC and Eα − θ(Eα) ∈ pC. (6.165)
These remarks lead to the following explicit constructions of the complexifications of k and p:
kC = tC ⊕
⊕
α∈∆0,+
CEα ⊕
⊕
α∈∆\∆0
C (Eα + θ(Eα)),
pC = aC ⊕
⊕
α∈∆0,−
CEα ⊕
⊕
α∈∆\∆0
C (Eα − θ(Eα)).
(6.166)
Furthermore, since θ fixes all the elements of ∆0, the subspace
⊕
α∈∆0,− CEα belongs to the
centralizer29 of a and thus is empty if a is maximally Abelian in p. Taking this remark into
account, we immediately obtain the dimension formulas (6.149, 6.150).
29Geometrically, this results from the orthogonality of roots α and β such that Hα ∈ k and Hβ ∈ p, or, equivalently,
because α(Hβ) = θ[α](Hβ) = α(θ(Hβ)) = −α(Hβ).
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Using, as before, the basis in Equation (6.147) we obtain for the roots belonging to B \B0, i.e.,
for an index i ≤ r:
−θ[αi] =
∑
j=1,...,r
pjiαj +
∑
j=r+1,...,l
qjiαj with p
j
i , q
j
i ∈ N. (6.167)
Thus
αi = (−θ)2[αi] =
∑
j = 1, . . . , r
k = 1, . . . , r
pjip
k
jαk +
∑
j = 1, . . . , r
k = r + 1, . . . , l
pji q
k
j αk −
∑
j=r+1,...,l
qjiαj . (6.168)
As
∑
j=1,...,r p
j
ip
k
j = δ
j
i , where the coefficients p
j
i are non-negative integers, the matrix (p
j
i ) must
be a permutation matrix and it follows that
θ[αi] = −αpi(i) (mod ∆0), (6.169)
where pi is an involutive permutation of {1, . . . , r}.
A fundamental property of ∆ is
∀α ∈ ∆ : θ[α] + α 6∈ ∆. (6.170)
To show this, note that if α ∈ ∆0, it would imply that 2α belongs to ∆, which is impossible for
the root lattice of a semi-simple Lie algebra. If α ∈ ∆ \∆0 and θ[α] + α ∈ ∆, then θ[α] + α ∈ ∆0.
Thus we obtain using Equation (6.35) and taking into account that a is maximal Abelian in p,
that ρα = +1, i.e.,
σ(Eσ[α]−α) = +Eθ[α]−α (6.171)
and
[Eα, σ(E−α)] = ρ−αNα,−σ[α]Eα−σ[α],
[σ(Eα), E−α] = ρ−αNα,−σ[α]Eσ[α]−α
= ρ−αNσ[α],−αEσ[α]−α.
(6.172)
From this result we deduce
ραNσ[α],−α = ρ−αNα,−σ[α] = −ραNα,−σ[α], (6.173)
i.e., ρα = −ρ−α which is incompatible with equation (6.160). Thus, the statement (6.170) follows.
6.7 The real semi-simple algebras so(k, l)
The dimensional reduction from 10 to 3 dimensions of N = 1 supergravity coupled to m Maxwell
multiplets leads to a nonlinear sigma model G/K(G) with Lie(G)=so(8, 8 +m) (see Section 7). To
investigate the geometry of these cosets, we shall construct their Tits–Satake diagrams.
The so(n, C) Lie algebra can be represented by n × n antisymmetric complex matrices. The
compact real form is so(k + l, R), naturally represented as the set of n × n antisymmetric real
matrices. One way to describe the real subalgebras so(k, l), aligned with the compact form so(k+
l, R), is to consider so(k, l) as the set of infinitesimal rotations expressed in Pauli coordinates, i.e.,
to represent the hyperbolic space on which they act as a Euclidean space whose first k coordinates,
xa, are real while the last l coordinates yb are purely imaginary. Writing the matrices of so(k, l)
in block form as
X =
(
A iC
−i Ct B
)
, (6.174)
where
A = −At ∈ Rk×k, B = −Bt ∈ Rl×l, C ∈ Rk×l, (6.175)
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we may obtain a maximal Abelian subspace a by allowing C to have nonzero elements only on its
diagonal, i.e., to be of the form:
C =

a1 · · · 0
. . .
0 · · · al
... · · · ...
 or C =
a1 · · · · · · 0. . .
0 · · · ak · · · 0
 , (6.176)
with k > l or l < k, respectively.
To proceed, let us denote by Hj the matrices whose entries are everywhere vanishing except
for a 2× 2 block, (
0 1
−1 0
)
,
on the diagonal. These matrices have the following realisation in terms of the Kij (defined in
Equation (6.83)):
Hj = K2j−12j −K2j2j−1. (6.177)
They constitute a set of so(k + l) commuting generators that provide a Cartan subalgebra; it will
be the Cartan subalgebra fixed by the Cartan involution defined by the real forms that we shall
now discuss.
6.7.1 Dimensions l = 2 q + 1 < k = 2 p
Motivated by the dimensional reduction of supergravity, we shall assume k = 2p, even. We first
consider l = 2 q + 1 < k. Then by reordering the coordinates as follows,
{x1, y1; · · · ; xl, yl; xl+1, xl+2; · · · ; x2p−2, x2p−1; x2p}, (6.178)
we obtain a Cartan subalgebra of so(2q + 1, 2p), with noncompact generators first, and aligned
with the one introduced in Equation (6.177) by considering the basis {iH1, · · · , iHl, Hl+1, · · · ,
Hq+p} 30. These generators are all orthogonal to each other. Let us denote the elements of the
dual basis by {fA|A = 1, · · · , p+ q}, and split them into two subsets: {fa|a = 1, · · · , 2q + 1} and
{fα|α = 2q+ 2, · · · , p+ q}. The action of the Cartan involution on these generators is very simple,
θ[fa] = −fa, and θ[fα] = +fα. (6.179)
The root system of so(2q + 1, 2p) is B(p+q), represented by ∆ = {±fA ± fB |A < B = 1, · · · , p +
q} ∪ {±fA|A1, · · · , p+ q}. A simple root basis can be taken as:
{α1 = f1 − f2, · · · , αp+q−1 = fp+q−1 − fp+q, αp+q = fp+q}.
It is then straigthforward to obtain the action of the Cartan involution on the simple roots:
θ[αA] = −αA for A = 1, · · · , 2q,
θ[α2q+1] = −α2q+1 − 2(α2q+2 + · · ·+ αq+p),
θ[αA] = +αA for A = 2q + 2, · · · , q + p.
The corresponding Tits–Satake diagrams are displayed in Figure 38.
From Equation (6.179) we also obtain without effort that the set of restricted roots consists
of the 4q(2q + 1) roots {±fa ± fb}, each of multiplicity one, and the 4q + 2 roots {±fa}, each of
multiplicity 2(p− q)− 1. These constitute a B2q+1 root system.
30If p = q + 1, this basis consists only of noncompact generators.
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p+q
2q +1 p-q-1
Figure 38: Tits–Satake diagrams for the so(2p, 2q + 1) Lie algebra with q < p. If p = q + 1, all
nodes are white.
6.7.2 Dimensions l = 2 q + 1 > k = 2 p
Following the same procedure as for the previous case, we obtain a Cartan subalgebra consisting of
2p noncompact generators and q−p compact generators. The corresponding Tits–Satake diagrams
are displayed in Figure 39.
p+q
2 p q-p
Figure 39: Tits–Satake diagrams for the so(2p, 2q + 1) Lie algebra with q ≥ p. If q = p, all nodes
are white.
The restricted root system is now of type B2p, with 4p(2p − 1) long roots of multiplicity one
and 4p short roots of multiplicity 2(q − p) + 1.
6.7.3 Dimensions l = 2 q, k = 2 p
Here the root system is of type Dp+q, represented by ∆ = {±fA ± fB |A < B = 1, · · · , p + q},
where the orthonormal vectors fA again constitute a basis dual to the natural Cartan subalgebra
of so(k + l). Now, k = 2p and l = 2q are both assumed even, and we may always suppose k ≥ l.
The Cartan involution to be considered acts as previously on the fA:
θ[fa] = −fa, a = 1, · · · , 2q (6.180)
and
θ[fα] = +fα, α = 2q + 1, · · · , p+ q for q < p. (6.181)
The simple roots can be chosen as
{α1 = f1 − f2, · · · , αp+q−1 = fp+q−1 − fp+q, αp+q = fp+q−1 + fp+q},
on which the Cartan involution has the following action:
• For q = p
θ[αA] = −αA for A = 1, · · · , q + p. (6.182)
• For q = p− 1
θ[αA] = −αA for A = 1, · · · , 2q = q + p− 1,
θ[αq+p−1] = −αq+p,
θ[αq+p] = −αq+p−1.
(6.183)
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• For q < p− 1
θ[αA] = −αA A = 1, · · · , 2q − 1,
θ[α2q] = −α2q − 2(α2q+1 + · · · , αq+p−2)
−αq+p−1 − αq+p,
θ[αA] = +αA A = 2q + 1, · · · , q + p,
(6.184)
The corresponding Tits–Satake diagrams are obtained in the same way as before and are dis-
played in Figure 40.
2 q
q=(p-1)
q< ( p -1)
q=p
Figure 40: Tits–Satake diagrams for the so(2p, 2q) Lie algebra with q < p−1, q = p−1 and q = p.
When q < p, the restricted root system is again of type B2q, with 4q(2q − 1) long roots of
multiplicity one and 4q short roots of multiplicity 2(p − q). For p = q, the short roots disappear
and the restricted root system is of D2p type, with all roots having multiplicity one.
6.8 Summary – Tits–Satake diagrams for non-compact real forms
To summarize the analysis, we provide the Tits–Satake diagrams for all noncompact real forms of
all simple Lie algebras [5, 93]. We do not give explicitly the Tits–Satake diagrams of the compact
real forms as these are simply obtained by painting in black all the roots of the standard Dynkin
diagrams.
Theorem: The simple real Lie algebras are:
• The Lie algebras gR where g is one of the complex simple Lie algebras An (n ≥ 1), Bn (n ≥
2), Cn (n ≥ 3), Dn (n ≥ 4), G2, F4, E6, E7, or E8, and the compact real forms of these.
• The classical real Lie algebras of types su, so, sp and sl. These are listed in Table 26.
• The twelve exceptional real Lie algebras, listed in Table 27 (our conventions are due to
Cartan).
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Table 26: All classical real Lie algebras of su, so, sp and sl type.
Algebra Real rank Restricted root lattice
su(p, q) p ≥ q > 0 p+ q ≥ 2 q (BC)q if p > q, Cq if p = q
so(p, q) p > q > 0 p+ q = 2n+ 1 ≥ 5 q Bq
p ≥ q > 0 p+ q = 2n ≥ 8 q Bq if p > q, Dq if p = q
sp(p, q) p ≥ q > 0 p+ q ≥ 3 q (BC)q if p > q, Cq if p = q
sp(n,R) n ≥ 3 n Cn
so∗(2n) n ≥ 5 [n/2] Cn
2
if n even, (BC)n−1
2
if n odd
sl(n,R) n ≥ 3 n− 1 An−1
sl(n,H) n ≥ 2 n− 1 An−1
Table 27: All exceptional real Lie algebras.
Algebra Real rank Restricted root lattice
G 2 G2
F I 4 F4
F II 1 (BC)1
E I 6 E6
E II 4 F4
E III 2 (BC)2
E IV 2 A2
E V 7 E7
E V I 4 F4
E V II 3 C3
E V III 8 E8
E IX 4 F4
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Table 28: Tits–Satake diagrams (An series)
An series n ≥ 1 Tits–Satake diagram Restricted root system
sl(n,R), n ≥ 3
A I
1 1 1 1
An
su∗(n+ 1), n = 2k + 1
A II
n=2k+1
(k+1) black and k white roots
alternate.
4 4 4 4
A2k
su(p, n+ 1− p)
A III
1 p
The p(> 0) first and p last roots
are white and connected.
2 2 2 2(n-2p+1)
1
BCp
su(n+12 ,
n+1
2 ), n = 2k + 1
A III
n=2k+1
2 2 2 1
C(k+1)
su(1, n− 1), n ≥ 3
A IV Only the first and last roots
are white and connected.
2(n-1)
1
A1
Table 29: Tits–Satake diagrams (Bn series)
Bn series n ≥ 4 Tits–Satake diagram Restricted root system
so(p, 2n− p+ 1), p ≥ 1
B I The p(≥ 2) first roots are white.
1 1 1 2(n-p)+1
Bp
so(1, 2n)
B II Only the first root is white.
2n-1
A1
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Table 30: Tits–Satake diagrams (Cn series)
Cn series n ≥ 3 Tits–Satake diagram Restricted root system
sp(n,R)
C I
1 1 1 1 1 1 1 1
Cn
sp(p, n− p)
C II The 2p first roots are alternatively
white and black, the n−2p remaining
are black
4 4 4 4(n-2p)
Bp
sp(n2 ,
n
2 ), n = 2k
C II
n=2k
4 4 4 3
Cn
2
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Table 31: Tits–Satake diagrams (Dn series)
Dn series n ≥ 4 Tits–Satake diagram Restricted root system
so(p, 2n− p), p ≤ n− 2
D I The p ≤ n− 2 first roots are white.
1 1 1 2(n-p)
Bp
so(n− 1, n+ 1)
D I
1 1 1 2
B(n−1)
so(n, n)
D I
1 1 1 1
1
1
Dn
so(1, 2n− 1)
D II
2(n-1)
A1
so(∗(2n)), n = 2k
D III
n=2 k
4 4 4 1
C2k−1
so(∗(2n)), n = 2k + 1
D III
n=2 k+1
4 4 4 4
BC2k
Table 32: Tits–Satake diagrams (G2 series)
G2 series Tits–Satake diagram Restricted root system
G2(2)
G
1 1
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Table 33: Tits–Satake diagrams (F4 series)
F4 series Tits–Satake diagram Restricted root system
F4(4)
F I
1 1 1 1
F4(−20)
F II
8
7
Table 34: Tits–Satake diagrams (E6 series)
E6 series Tits–Satake diagram Restricted root system
E6(6)
E I 1 1 1 1 1
1
E6(2)
E II
1 1 2 2
E6(−14)
E III
6 8
1
E6(−26)
E IV
8 8
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Table 35: Tits–Satake diagrams (E7 series)
E7 series Tits–Satake diagram Restricted root system
E7(7)
E V 1 1 1 1 1 1
1
E7(−5)
E V I
1 1 4 4
E7(−25)
E V II
8 8 1
Table 36: Tits–Satake diagrams (E8 series)
E8 series Tits–Satake diagram Restricted root system
E8(8)
E V III 1 1 1 1 1 11
1
E8(−24)
E IX
1 1 8 8
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7 Kac–Moody Billiards II – The Case of Non-Split Real
Forms
We will now make use of the results from the previous section to extend the analysis of Kac–Moody
billiards to include also theories whose U-duality symmetries are described by algebras u3 that are
non-split. The key concepts are that of restricted root systems, restricted Weyl group – and the
associated concept of maximal split subalgebra – as well as the Iwasawa decomposition already
encountered above. These play a prominent role in our discussion as they determine the billiard
structure. We mainly follow [95].
7.1 The restricted Weyl group and the maximal split “subalgebra”
Let u3 be any real form of the complex Lie algebra uC3 , θ its Cartan involution, and let
u3 = k3 ⊕ p3 (7.1)
be the corresponding Cartan decomposition. Furthermore, let
h3 = t3 ⊕ a3 (7.2)
be a maximal noncompact Cartan subalgebra, with t3 (respectively, a3) its compact (respectively,
noncompact) part. The real rank of u3 is, as we have seen, the dimension of a3. Let now ∆ denote
the root system of uC3 , Σ the restricted root system and mλ the multiplicity of the restricted root
λ.
As explained in Section 4.9.2, the restricted root system of the real form u3 can be either
reduced or non-reduced. If it is reduced, it corresponds to one of the root systems of the finite-
dimensional simple Lie algebras. On the other hand, if the restricted root system is non-reduced,
it is necessarily of (BC)n-type [93] (see Figure 19 for a graphical presentation of the BC3 root
system).
The restricted Weyl group
By definition, the restricted Weyl group is the Coxeter group generated by the fundamental re-
flections, Equation (4.55), with respect to the simple roots of the restricted root system. The
restricted Weyl group preserves multiplicities [93].
The maximal split “subalgebra” f
Although multiplicities are an essential ingredient for describing the full symmetry u3, they turn
out to be irrelevant for the construction of the gravitational billiard. For this reason, it is useful to
consider the maximal split “subalgebra” f, which is defined as the real, semi-simple, split Lie algebra
with the same root system as the restricted root system as u3 (in the (BC)n-case, we choose for
definiteness the root system of f to be of Bn-type). The real rank of f coincides with the rank of
its complexification fC, and one can find a Cartan subalgebra hf of f, consisting of all generators
of h3 which are diagonalizable over the reals. This subalgebra hf has the same dimension as the
maximal noncompact subalgebra a3 of the Cartan subalgebra h3 of u3.
By construction, the root space decomposition of f with respect to hf provides the same root
system as the restricted root space decomposition of u3 with respect to a3, except for multiplicities,
which are all trivial (i.e., equal to one) for f. In the (BC)n-case, there is also the possibility that
twice a root of f might be a root of u3. It is only when u3 is itself split that f and u3 coincide.
One calls f the “split symmetry algebra”. It contains as we shall see all the information about
the billiard region [95]. How f can be embedded as a subalgebra of u3 is not a question that shall
be of our concern here.
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The Iwasawa decomposition and scalar coset Lagrangians
The purpose of this section is to use the Iwasawa decomposition for u3 described in Section 6.4.5
to derive the scalar Lagrangian based on the coset space U3/K(U3). The important point is to
understand the origin of the similarities between the two Lagrangians in Equation (5.45) and
Equation (7.8) below.
The full algebra u3 is subject to the root space decomposition
u3 = g0 ⊕
⊕
λ∈Σ
gλ (7.3)
with respect to the restricted root system. For each restricted root λ, the space gλ has dimension
mλ. The nilpotent algebra n3 ⊂ u3, consisting of positive root generators only, is the direct sum
n3 =
⊕
λ∈Σ+
gλ (7.4)
over positive roots. The Iwasawa decomposition of the U-duality algebra u3 reads
u3 = k3 ⊕ a3 ⊕ n3 (7.5)
(see Section 6.4.5). It is a3 that appears in Equation (7.5) and not the full Cartan subalgebra h3
since the compact part of h3 belongs to k3.
This implies that when constructing a Lagrangian based on the coset space U3/K(U3), the only
part of u3 that will show up in the Borel gauge is the Borel subalgebra
b3 = a3 ⊕ n3. (7.6)
Thus, there will be a number of dilatons equal to the dimension of a3, i.e., equal to the real rank
of u3, and axion fields for the restricted roots (with multiplicities).
More specifically, an (x-dependent) element of the coset space U3/K(U3) takes the form
V(x) = Exp [φ(x) · a3] Exp [χ(x) · n3] , (7.7)
where the dilatons φ and the axions χ are coordinates on the coset space, and where x denotes
an arbitrary set of parameters on which the coset element might depend. The corresponding
Lagrangian becomes
LU3/K(U3) =
dim a3∑
i=1
∂xφ
(i)(x)∂xφ(i)(x) +
∑
α∈Σ+
multα∑
sα=1
e2α(φ)
[
∂xχ
(α)
[sα]
(x) + · · ·
] [
∂xχ
(α)
[sα]
(x) + · · ·
]
, (7.8)
where the sums over sα = 1, · · · ,multα are sums over the multiplicities of the positive restricted
roots α.
By comparing Equation (7.8) with the corresponding expression (5.45) for the split case, it
is clear why it is the maximal split subalgebra of the U-duality algebra that is relevant for the
gravitational billiard. Were it not for the additional sum over multiplicities, Equation (7.8) would
exactly be the Lagrangian for the coset space F/K(F), where kf = LieK(F) is the maximal compact
subalgebra of f (note that kf 6= k3). Recall now that from the point of view of the billiard,
the positive roots correspond to walls that deflect the particle motion in the Cartan subalgebra.
Therefore, multiplicities of roots are irrelevant since these will only result in several walls stacked
on top of each other without affecting the dynamics. (In the (BC)n-case, the wall associated with
2λ is furthermore subdominant with respect to the wall associated with λ when both λ and 2λ are
restricted roots, so one can keep only the wall associated with λ. This follows from the fact that
in the (BC)n-case the root system of f is taken to be of Bn-type.)
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7.2 “Split symmetry controls chaos”
The main point of this section is to illustrate and explain the statement “split symmetry controls
chaos” [95]. To this end, we will now extend the analysis of Section 5 to non-split real forms, using
the Iwasawa decomposition. As we have seen, there are two main cases to be considered:
• The restricted root system Σ of u3 is of reduced type, in which case it is one of the standard
root systems for the Lie algebras An, Bn, Cn, Dn, G2, F4, E6, E7 or E8.
• The restricted root system, Σ, of u3 is of non-reduced type, in which case it is of (BC)n-type.
In the first case, the billiard is governed by the overextended algebra f++, where f is the
“maximal split subalgebra” of u3. Indeed, the coupling to gravity of the coset Lagrangian of
Equation (7.8) will introduce, besides the simple roots of f (electric walls) the affine root of f
(dominant magnetic wall) and the overextended root (symmetry wall), just as in the split case
(but for f instead of u3). This is therefore a straightforward generalization of the analysis in
Section 5.
The second case, however, introduces a new phenomenon, the twisted overextensions of Sec-
tion 4. This is because the highest root of the (BC)n system differs from the highest root of the
Bn system. Hence, the dominant magnetic wall will provide a twisted affine root, to which the
symmetry wall will attach itself as usual [95].
We illustrate the two possible cases in terms of explicit examples. The first one is the simplest
case for which a twisted overextension appears, namely the case of pure four-dimensional gravity
coupled to a Maxwell field. This is the bosonic sector of N = 2 supergravity in four dimensions,
which has the non-split real form su(2, 1) as its U-duality symmetry. The restricted root system of
su(2, 1) is the non-reduced (BC)1-system, and, consequently, as we shall see explicitly, the billiard
is governed by the twisted overextension A(2)+2 .
The second example is that of heterotic supergravity, which exhibits an SO(8, 24)/(SO(8)
×SO(24)) coset symmetry in three dimensions. The U-duality algebra is thus so(8, 24), which is
non-split. In this example, however, the restricted root system is B8, which is reduced, and so the
billiard is governed by a standard overextension of the maximal split subalgebra so(8, 9) ⊂ so(8, 24).
7.2.1 (BC)1 and N = 2, D = 4 pure supergravity
We consider N = 2 supergravity in four dimensions where the bosonic sector consists of gravity
coupled to a Maxwell field. It is illuminating to compare the construction of the billiard in the two
limiting dimensions, D = 4 and D = 3.
In maximal dimension the metric contains three scale factors, β1, β2 and β3, which give rise to
three symmetry wall forms,
s21(β) = β2 − β1, s32(β) = β3 − β2, s31(β) = β3 − β1, (7.9)
where only s21 and s32 are dominant. In four dimensions the curvature walls read
c123(β) ≡ c1(β) = 2β1, c231(β) ≡ c2(β) = 2β2, c312(β) ≡ c3(β) = 2β3. (7.10)
Finally we have the electric and magnetic wall forms of the Maxwell field. These are equal because
there is no dilaton. Hence, the wall forms are
e1(β) = m1(β) = β1, e2(β) = m2(β) = β2, e3(β) = m3(β) = β3. (7.11)
The billiard region BMβ is defined by the set of dominant wall forms,
BMβ = {β ∈Mβ | e1(β), s21(β), s32(β) > 0}. (7.12)
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The first dominant wall form, e1(β), is twice degenerate because it occurs once as an electric wall
form and once as a magnetic wall form. Because of the existence of the curvature wall, c1(β) = 2β1,
we see that 2α1 is also a root.
The same billiard emerges after reduction to three spacetime dimensions, where the algebraic
structure is easier to exhibit. As before, we perform the reduction along the first spatial direction.
The associated scale factor is then replaced by the Kaluza–Klein dilaton ϕˆ such that
β1 =
1√
2
ϕˆ. (7.13)
The remaining scale factors change accordingly,
β2 = βˆ2 − 1√
2
ϕˆ, β3 = βˆ3 − 1√
2
ϕˆ, (7.14)
and the two symmetry walls become
s21(βˆ, ϕˆ) = βˆ2 −
√
2ϕˆ, sˆ32(βˆ) = βˆ3 − βˆ2. (7.15)
In addition to the dilaton ϕˆ, there are three axions: one (χˆ) arising from the dualization of the
Kaluza–Klein vector, one (χˆE) coming from the component A1 of the Maxwell vector poten-
tial and one (χˆC) coming from dualization of the Maxwell vector potential in 3 dimensions (see,
e.g., [35] for a review). There are then a total of four scalars. These parametrize the coset space
SU(2, 1)/S(U(2)× U(1)) [113].
The Einstein–Maxwell Lagrangian in four dimensions yields indeed in three dimensions the
Einstein–scalar Lagrangian, where the Lagrangian for the scalar fields is given by
LSU(2,1)/S(U(2)×U(1)) = ∂µϕˆ∂µϕˆ+ e2e1(ϕˆ)
(
∂µχˆ
E∂µχˆE + ∂µχˆC∂µχˆC
)
+ e4e1(ϕˆ) (∂µχˆ∂µχˆ) + · · ·
(7.16)
with
e1(ϕˆ) =
1√
2
ϕˆ.
Here, the ellipses denotes terms that are not relevant for understanding the billiard structure. The
U-duality algebra of N = 2 supergravity compactified to three dimensions is therefore
u3 = su(2, 1), (7.17)
which is a non-split real form of the complex Lie algebra sl(3,C). This is in agreement with Table 1
of [113]. The restricted root system of su(2, 1) is of (BC)1-type (see Table 28 in Section 6.8) and
has four roots: α1, 2α1, −α1 and −2α1. One may take α1 to be the simple root, in which case
Σ+ = {α1, 2α1} and 2α1 is the highest root. The short root α1 is degenerate twice while the long
root 2α1 is nondegenerate. The Lagrangian (7.16) coincides with the Lagrangian (7.8) for su(2, 1)
with the identification
αˆ1 ≡ e1. (7.18)
We clearly see from the Lagrangian that the simple root αˆ1 has multiplicity 2 in the restricted root
system, since the corresponding wall appears twice. The maximal split subalgebra may be taken
to be A1 ≡ su(1, 1) with root system {αˆ1,−αˆ1}.
Let us now see how one goes from su(2, 1) described by the scalar Lagrangian to the full algebra,
by including the gravitational scale factors. Let us examine in particular how the twist arises. For
the standard root system of A1 the highest root is just αˆ1. However, as we have seen, for the
(BC)1 root system the highest root is θ(BC)1 = 2αˆ1, with
(θ(BC)1 |θ(BC)1) = 4(αˆ1|αˆ1) = 2. (7.19)
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So we see that because of (αˆ1|αˆ1) = 12 , the highest root θ(BC)1 already comes with the desired
normalization. The affine root is therefore
αˆ2(ϕˆ, βˆ) = mˆ
χˆ
2 (βˆ, ϕˆ) = βˆ
2 − θ(BC)1 = βˆ2 −
√
2ϕˆ, (7.20)
whose norm is
(αˆ2|αˆ2) = 2. (7.21)
The scalar product between αˆ1 and αˆ2 is (αˆ1|αˆ2) = −1 and the Cartan matrix at this stage
becomes (i, j = 1, 2)
Aij [A
(2)
2 ] = 2
(αˆi|αˆj)
(αˆi|αˆi) =
(
2 −4
−1 2
)
, (7.22)
which may be identified not with the affine extension of A1 but with the Cartan matrix of the
twisted affine Kac–Moody algebra A(2)2 . It is the underlying (BC)1 root system that is solely
responsible for the appearance of the twist. Because of the fact that θ(BC)1 = 2αˆ1 the two simple
roots of the affine extension come with different length and hence the asymmetric Cartan matrix
in Equation (7.22). It remains to include the overextended root
αˆ3(βˆ) = sˆ32(βˆ) = βˆ3 − βˆ2, (7.23)
which has non-vanishing scalar product only with αˆ2, (αˆ2|αˆ3) = −1, and so its node in the Dynkin
diagram is attached to the second node by a single link. The complete Cartan matrix is
A[A(2)+2 ] =
 2 −4 0−1 2 −1
0 −1 2
 , (7.24)
which is the Cartan matrix of the Lorentzian extension A(2)+2 of A
(2)
2 henceforth referred to as the
twisted overextension of A1. Its Dynkin diagram is displayed in Figure 41.
The algebra A(2)+2 was already analyzed in Section 4, where it was shown that its Weyl group
coincides with the Weyl group of the algebra A++1 . Thus, in the BKL-limit the dynamics of the
coupled Einstein–Maxwell system in four-dimensions is equivalent to that of pure four-dimensional
gravity, although the set of dominant walls are different. Both theories are chaotic.
1 32
Figure 41: The Dynkin diagram of A(2)+2 . Label 1 denotes the simple root αˆ(1) of the restricted
root system of u3 = su(2, 1). Labels 2 and 3 correspond to the affine and overextended roots,
respectively. The arrow points towards the short root which is normalized such that (αˆ1|αˆ1) = 12 .
7.2.2 Heterotic supergravity and so(8, 24)
Pure N = 1 supergravity in D = 10 dimensions has a billiard description in terms of the hyperbolic
Kac–Moody algebra DE10 = D++8 [45]. This algebra is the overextension of the U-duality algebra,
u3 = D8 ≡ so(8, 8), appearing upon compactification to three dimensions. In this case, so(8, 8) is
the split form of the complex Lie algebra D8, so we have f = u3.
By adding one Maxwell field to the theory we modify the billiard to the hyperbolic Kac–Moody
algebra BE10 = B++8 , which is the overextension of the split form so(8, 9) of B8 [45]. This is the
case relevant for (the bosonic sector of) Type I supergravity in ten dimensions. In both these cases
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the relevant Kac–Moody algebra is the overextension of a split real form and so falls under the
classification given in Section 5.
Let us now consider an interesting example for which the relevant U-duality algebra is non-split.
For the heterotic string, the bosonic field content of the corresponding supergravity is given by
pure gravity coupled to a dilaton, a 2-form and an E8 ×E8 Yang–Mills gauge field. Assuming the
gauge field to be in the Cartan subalgebra, this amounts to adding 16 N = 1 vector multiplets in
the bosonic sector, i.e, to adding 16 Maxwell fields to the ten-dimensional theory discussed above.
Geometrically, these 16 Maxwell fields correspond to the Kaluza–Klein vectors arising from the
compactification on T 16 of the 26-dimensional bosonic left-moving sector of the heterotic string [89].
Consequently, the relevant U-duality algebra is so(8, 8+16) = so(8, 24) which is a non-split real
form. But we know that the billiard for the heterotic string is governed by the same Kac–Moody
algebra as for the Type I case mentioned above, namely BE10 ≡ so(8, 9)++, and not so(8, 24)++
as one might have expected [45]. The only difference is that the walls associated with the one-
forms are degenerate 16 times. We now want to understand this apparent discrepancy using the
machinery of non-split real forms exhibited in previous sections. The same discussion applies to
the SO(32)-superstring.
In three dimensions the heterotic supergravity Lagrangian is given by a pure three-dimensional
Einstein–Hilbert term coupled to a nonlinear sigma model for the coset SO(8, 24)/(SO(8) ×
SO(24)). This Lagrangian can be understood by analyzing the Iwasawa decomposition of so(8, 24) =
Lie [SO(8, 24)]. The maximal compact subalgebra is
k3 = so(8)⊕ so(24). (7.25)
This subalgebra does not appear in the sigma model since it is divided out in the coset construction
(see Equation (7.7)) and hence we only need to investigate the Borel subalgebra a3⊕n3 of so(8, 24)
in more detail.
As was emphasized in Section 7.1, an important feature of the Iwasawa decomposition is that
the full Cartan subalgebra h3 does not appear explicitly but only the maximal noncompact Cartan
subalgebra a3, associated with the restricted root system. This is the maximal Abelian subalgebra
of u3 = so(8, 24), whose adjoint action can be diagonalized over the reals. The remaining Cartan
generators of h3 are compact and so their adjoint actions have imaginary eigenvalues. The general
case of so(2q, 2p) was analyzed in detail in Section 6.7 where it was found that if q < p, the
restricted root system is of type B2q. For the case at hand we have q = 4 and p = 12 which implies
that the restricted root system of so(8, 24) is (modulo multiplicities) Σso(8,24) = B8.
The root system of B8 is eight-dimensional and hence there are eight Cartan generators that
may be simultaneously diagonalized over the real numbers. Therefore the real rank of so(8, 24) is
eight, i.e.,
rankR u3 = dim a3 = 8. (7.26)
Moreover, it was shown in Section 6.7 that the restricted root system of so(2q, 2p) has 4q(2q − 1)
long roots which are nondegenerate, i.e., with multiplicity one, and 4q long roots with multiplicities
2(p− q). In the example under consideration this corresponds to seven nondegenerate simple roots
α1, · · · , α7 and one short simple root α8 with multiplicity 16. The Dynkin diagram for the restricted
root system Σso(8,24) is displayed in Figure 42 with the multiplicity indicated in brackets over the
short root. It is important to note that the restricted root system Σso(8,24) differs from the standard
root system of so(8, 9) precisely because of the multiplicity 16 of the simple root α8.
Because of these properties of so(8, 24) the Lagrangian for the coset
SO(8, 24)
SO(8)× SO(24) (7.27)
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Figure 42: The Dynkin diagram representing the restricted root system Σso(8,24) of so(8, 24).
Labels 1, · · · , 7 denote the long simple roots that are nondegenerate while the eighth simple root
is short and has multiplicity 16.
takes a form very similar to the Lagrangian for the coset
SO(8, 9)
SO(8)× SO(9) . (7.28)
The algebra constructed from the restricted root system B8 is the maximal split subalgebra
f = so(8, 9). (7.29)
Let us now take a closer look at the Lagrangian in three spacetime dimensions. We parametrize
an element of the coset by
V(xµ) = Exp
[
8∑
i=1
φ(i)(xµ)α∨i
]
Exp
 ∑
γ∈∆+
χ(γ)(xµ)Eγ
 ∈ SO(8, 24)
SO(8)× SO(24) , (7.30)
where xµ (µ = 0, 1, 2) are the coordinates of the external three-dimensional spacetime, α∨i are the
noncompact Cartan generators and ∆+ denotes the full set of positive roots of so(8, 24).
The Lagrangian constructed from the coset representative in Equation (7.30) becomes (again,
neglecting corrections to the single derivative terms of the form “∂xχ”)
LU3/K(U3) =
8∑
i=1
∂µφ
(i)(x) ∂µφ(i)(x) +
7∑
j=1
eαj(φ) ∂µχ
(j)(x) ∂µχ(j)(x)
+eα8(φ)
(
16∑
k=1
∂µχ
(8)
[k] (x) ∂
µχ
(8)
[k] (x)
)
+
∑
α∈Σ˜+
mult(α)∑
sα=1
eα(φ) ∂µχ
(α)
[sα]
(x) ∂µχ(α)[sα](x), (7.31)
where Σ˜+ denotes all non-simple positive roots of Σ, i.e.,
Σ˜+ = Σ+/B¯ (7.32)
with
B¯ = {α1, · · · , α8}. (7.33)
This Lagrangian is equivalent to the Lagrangian for SO(8, 9)/(SO(8) × SO(9)) except for the
existence of the non-trivial root multiplicities.
The billiard for this theory can now be computed with the same methods that were treated in
detail in Section 5.3.3. In the BKL-limit, the simple roots α1, · · · , α8 become the non-gravitational
dominant wall forms. In addition to this we get one magnetic and one gravitational dominant wall
form:
α0 = β1 − θ(φ),
α−1 = β2 − β1, (7.34)
where θ(φ) is the highest root of so(8, 9):
θ = α1 + 2α2 + · · ·+ 2α7 + α8. (7.35)
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The affine root α0 attaches with a single link to the second simple root α2 in the Dynkin diagram
of B8. Similarly the overextended root α−1 attaches to α0 with a single link so that the resulting
Dynkin diagram corresponds to BE10 (see Figure 43). It is important to note that the underlying
root system is still an overextension of the restricted root system and hence the multiplicity of
the simple short root α8 remains equal to 16. Of course, this does not affect the dynamics in the
BKL-limit because the multiplicity of α8 simply translates to having multiple electric walls on top
of each other and this does not alter the billiard motion.
This analysis again showed explicitly how it is always the split symmetry that controls the
chaotic behavior in the BKL-limit. It is important to point out that when going beyond the
strict BKL-limit, one expects more and more roots of the algebra to play a role. Then it is no
longer sufficient to study only the maximal split subalgebra so(8, 9)++ but instead the symmetry
of the theory is believed to contain the full algebra so(8, 24)++. In the spirit of [47] one may then
conjecture that the dynamics of the heterotic supergravity should be equivalent to a null geodesic
on the coset space SO(8, 24)++/K(SO(8, 24)++) [42].
8
(16)
−1 0 2 3 4 5 6
1
7
Figure 43: The Dynkin diagram representing the overextension B++8 of the restricted root system
Σ = B8 of so(8, 24). Labels −1, 0, 1, · · · , 7 denote the long simple roots that are nondegenerate
while the eighth simple root is short and has multiplicity 16.
7.3 Models associated with non-split real forms
In this section we provide a list of all theories coupled to gravity which, upon compactification
to three dimensions, display U-duality algebras that are not maximal split [95]. This therefore
completes the classification of Section 5.
One can classify the various theories through the number N of supersymmetries that they
possess in D = 4 spacetime dimensions. All p-forms can be dualized to scalars or to 1-forms in
four dimensions so the theories all take the form of pure supergravities coupled to collections of
Maxwell multiplets. The analysis performed for the split forms in Section 5.3 were all concerned
with the cases of N = 0 or N = 8 supergravity in D = 4. We consider all pure four-dimensional
supergravities (N = 1, · · · , 8) as well as pure N = 4 supergravity coupled to k Maxwell multiplets.
As we have pointed out, the main new feature in the non-split cases is the possible appearance
of so-called twisted overextensions. These arise when the restricted root system of U3 is of non-
reduced type hence yielding a twisted affine Kac–Moody algebra in the affine extension of f ⊂ u3.
It turns out that the only cases for which the restricted root system is of non-reduced ((BC)-type)
is for the pure N = 2, 3 and N = 5 supergravities. The example of N = 2 was already discussed
in detail before, where it was found that the U-duality algebra is u3 = su(2, 1) whose restricted
root system is (BC)1, thus giving rise to the twisted overextension A
(2)+
2 . It turns out that for
the N = 3 case the same twisted overextension appears. This is due to the fact that the U-duality
algebra is u3 = su(4, 1) which has the same restricted root system as su(2, 1), namely (BC)1.
Hence, A(2)+1 controls the BKL-limit also for this theory.
The case of N = 5 follows along similar lines. In D = 3 the non-split form E6(−14) of E6
appears, whose maximal split subalgebra is f = C2. However, the relevant Kac–Moody algebra is
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Table 37: Classification of theories whose U-duality symmetry in three dimensions is described by
a non-split real form u3. The leftmost column indicates the number N of supersymmetries that the
theories possess when compactified to four dimensions, and the associated number k of Maxwell
multiplets. The middle column gives the restricted root system Σ of u3 and to the right of this we
give the maximal split subalgebras f ⊂ u3, constructed from a basis of Σ. Finally, the rightmost
column displays the overextended Kac–Moody algebras that governs the billiard dynamics.
(N, k) u3 Σ f g
(1,0) sl(2,R) A1 A1 A++1
(2,0) su(2, 1) (BC)1 A1 A
(2)+
2
(3,0) su(4, 1) (BC)1 A1 A
(2)+
1
(4,0) so(8, 2) C2 C2 C++2
(4, k < 6) so(8, k + 2) Bk+2 Bk+2 B++k+2
(4, 6) so(8, 8) D8 D8 DE10 = D++8
(4, k > 6) so(8, k + 2) B8 B8 BE10 = B++8
(5,0) E6(−14) (BC)2 C2 A
(2)+
4
(6,0) E7(−5) F4 F4 F++4
(8,0) E8(+8) E8 E8 E10 = E++8
not C++2 but rather A
(2)+
4 because the restricted root system of E6(−14) is (BC)2.
In Table 37 we display the algebraic structure for all pure supergravities in four dimensions
as well as for N = 4 supergravity with k Maxwell multiplets. We give the relevant U-duality
algebras u3, the restricted root systems Σ, the maximal split subalgebras f and, finally, the resulting
overextended Kac–Moody algebras g.
Let us end this section by noting that the study of real forms of hyperbolic Kac–Moody algebras
has been pursued in [17].
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8 Level Decomposition in Terms of Finite Regular Subalge-
bras
We have shown in the previous sections that Weyl groups of Lorentzian Kac–Moody algebras
naturally emerge when analysing gravity in the extreme BKL regime. This has led to the conjecture
that the corresponding Kac–Moody algebra is in fact a symmetry of the theory (most probably
enlarged with new fields) [46]. The idea is that the BKL analysis is only the “revelator” of that huge
symmetry, which would exist independently of that limit, without making the BKL truncations.
Thus, if this conjecture is true, there should be a way to rewrite the gravity Lagrangians in such
a way that the Kac–Moody symmetry is manifest. This conjecture itself was made previously (in
this form or in similar ones) by other authors on the basis of different considerations [113, 139, 169].
To explore this conjecture, it is desirable to have a concrete method of dealing with the infinite-
dimensional structure of a Lorentzian Kac–Moody algebra g. In this section we present such a
method.
The method by which we shall deal with the infinite-dimensional structure of a Lorentzian
Kac–Moody algebra g is based on a certain gradation of g into finite-dimensional subspaces g`.
More precisely, we will define a so-called level decomposition of the adjoint representation of g such
that each level ` corresponds to a finite number of representations of a finite regular subalgebra
r of g. Generically the decomposition will take the form of the adjoint representation of r plus a
(possibly infinite) number of additional representations of r. This type of expansion of g will prove
to be very useful when considering sigma models invariant under g for which we may use the level
expansion to consistently truncate the theory to any finite level ` (see Section 9).
We begin by illustrating these ideas for the finite-dimensional Lie algebra sl(3,R) after which
we generalize the procedure to the indefinite case in Sections 8.2, 8.3 and 8.4.
8.1 A finite-dimensional example: sl(3,R)
The rank 2 Lie algebra g = sl(3,R) is characterized by the Cartan matrix
A[sl(3,R)] =
(
2 −1
−1 2
)
, (8.1)
whose Dynkin diagram is displayed in Figure 44.
Figure 44: The Dynkin diagram of sl(3,R).
Recall from Section 6 that sl(3,R) is the split real form of sl(3,C) ≡ A2, and is thus defined
through the same Chevalley–Serre presentation as for sl(3,C), but with all coefficients restricted
to the real numbers.
The Cartan generators {h1, h2} will indifferently be denoted by {α∨1 , α∨2 }. As we have seen,
they form a basis of the Cartan subalgebra h, while the simple roots {α1, α2}, associated with the
raising operators e1 and e2, form a basis of the dual root space h?. Any root γ ∈ h? can thus be
decomposed in terms of the simple roots as follows,
γ = mα1 + `α2, (8.2)
and the only values of (m,n) are (1, 0), (0, 1), (1, 1) for the positive roots and minus these values
for the negative ones.
The algebra sl(3,R) defines through the adjoint action a representation of sl(3,R) itself, called
the adjoint representation, which is eight-dimensional and denoted 8. The weights of the adjoint
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representation are the roots, plus the weight (0, 0) which is doubly degenerate. The lowest weight
of the adjoint representation is
Λg = −α1 − α2, (8.3)
corresponding to the generator [f1, f2]. We display the weights of the adjoint representation in
Figure 45.
α 
2
1
1
2
Λ
α 
Λ
Figure 45: Level decomposition of the adjoint representation Rad = 8 of sl(3,R) into representa-
tions of the subalgebra sl(2,R). The labels 1 and 2 indicate the simple roots α1 and α2. Level zero
corresponds to the horizontal axis where we find the adjoint representation R(0)ad = 30 of sl(2,R)
(red nodes) and the singlet representation R(0)s = 10 (green circle about the origin). At level one
we find the two-dimensional representation R(1) = 21 (green nodes). The black arrow denotes the
negative level root −α2 and so gives rise to the level ` = −1 representation R(−1) = 2(−1). The
blue arrows represent the fundamental weights Λ1 and Λ2.
The idea of the level decomposition is to decompose the adjoint representation into represen-
tations of one of the regular sl(2,R)-subalgebras associated with one of the two simple roots α1
or α2, i.e., either {e1, α∨1 , f1} or {e2, α∨2 , f2}. For definiteness we choose the level to count the
number ` of times the root α2 occurs, as was anticipated by the notation in Equation (8.2). Con-
sider the subspace of the adjoint representation spanned by the vectors with a fixed value of `.
This subspace is invariant under the action of the subalgebra {e1, α∨1 , f1}, which only changes the
value of m. Vectors at a definite level transform accordingly in a representation of the regular
sl(2,R)-subalgebra
r ≡ Re1 ⊕ Rα∨1 ⊕ Rf1. (8.4)
Let us begin by analyzing states at level ` = 0, i.e., with weights of the form γ = mα1. We see
from Figure 45 that we are restricted to move along the horizontal axis in the root diagram. By
the defining Lie algebra relations we know that adf1(f1) = 0, implying that Λ
(0)
ad = −α1 is a lowest
weight of the sl(2,R)-representation. Here, the superscript 0 indicates that this is a level ` = 0
representation. The corresponding complete irreducible module is found by acting on f1 with e1,
yielding
[e1, f1] = α∨1 , [e1, α
∨
1 ] = −2e1, [e1, e1] = 0. (8.5)
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We can then conclude that Λ(0)ad = −α1 is the lowest weight of the three-dimensional adjoint
representation 30 of sl(2,R) with weights {Λ(0)ad , 0,−Λ(0)ad }, where the subscript on 30 again indicates
that this representation is located at level ` = 0 in the decomposition. The module for this
representation is L(Λ(0)ad ) = span{f1, α∨1 , e1}.
This is, however, not the complete content at level zero since we must also take into account
the Cartan generator α∨2 which remains at the origin of the root diagram. We can combine α
∨
2
with α∨1 into the vector
h = α∨1 + 2α
∨
2 , (8.6)
which constitutes the one-dimensional singlet representation 10 of r since it is left invariant under
all generators of r,
[e1, h] = [f1, h] = [α∨1 , h] = 0, (8.7)
as follows trivially from the Chevalley relations. Thus level zero contains the representations 30
and 10.
Note that the vectors at level 0 not only transform in a (reducible) representation of sl(2,R),
but also form a subalgebra since the level is additive under taking commutators. The algebra in
question is gl(2,R) = sl(2,R)⊕ R. Accordingly, if the generator α∨2 is added to the subalgebra r,
through the combination in Equation (8.6), so as to take the entire ` = 0 subspace, r is enlarged
from sl(2,R) to gl(2,R), the generator h being somehow the “trace” part of gl(2,R). This fact will
prove to be important in subsequent sections.
Let us now ascend to the next level, ` = 1. The weights of r at level 1 take the general
form γ = mα1 + α2 and the lowest weight is Λ(1) = α2, which follows from the vanishing of the
commutator
[f1, e2] = 0. (8.8)
Note that m ≥ 0 whenever ` > 0 since mα1 + `α2 is then a positive root. The complete represen-
tation is found by acting on the lowest weight Λ(1) with e1 and we get that the commutator [e1, e2]
is allowed by the Serre relations, while [e1, [e1, e2]] is killed, i.e.,
[e1, e2] 6= 0,
[e1, [e1, e2]]] = 0.
(8.9)
The non-vanishing commutator eθ ≡ [e1, e2] is the vector associated with the highest root θ of
sl(3,R) given by
θ = α1 + α2. (8.10)
This is just the negative of the lowest weight Λg. The only representation at level one is thus
the two-dimensional representation 21 of r with weights {Λ(1), θ}. The decomposition stops at
level one for sl(3,R) because any commutator with two e2’s vanishes by the Serre relations. The
negative level representations may be found simply by applying the Chevalley involution and the
result is the same as for level one.
Hence, the total level decomposition of sl(3,R) in terms of the subalgebra sl(2,R) is given by
8 = 30 ⊕ 10 ⊕ 21 ⊕ 2(−1). (8.11)
Although extremely simple (and familiar), this example illustrates well the situation encountered
with more involved cases below. In the following analysis we will not mention the negative levels
any longer because these can always be obtained simply through a reflection with respect to the
` = 0 “hyperplane”, using the Chevalley involution.
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8.2 Some formal considerations
Before we proceed with a more involved example, let us formalize the procedure outlined above.
We mainly follow the excellent treatment given in [124], although we restrict ourselves to the cases
where r is a finite regular subalgebra of g.
In the previous example, we performed the decomposition of the roots (and the ensuing de-
composition of the algebra) with respect to one of the simple roots which then defined the level.
In general, one may consider a similar decomposition of the roots of a rank r Kac–Moody algebra
with respect to an arbitrary number s < r of the simple roots and then the level ` is generalized
to the “multilevel” ` = (`1, · · · , `s).
8.2.1 Gradation
We consider a Kac–Moody algebra g of rank r and we let r ⊂ g be a finite regular rank m < r
subalgebra of g whose Dynkin diagram is obtained by deleting a set of nodes N = {n1, · · · , ns} (s =
r −m) from the Dynkin diagram of g.
Let γ be a root of g,
γ =
∑
i/∈N
miαi +
∑
a∈N
`aαa. (8.12)
To this decomposition of the roots corresponds a decomposition of the algebra, which is called a
gradation of g and which can be written formally as
g =
⊕
`∈Zs
g`, (8.13)
where for a given `, g` is the subspace spanned by all the vectors eγ with that definite value ` of
the multilevel,
[h, eγ ] = γ(h)eγ , la(γ) = `a. (8.14)
Of course, if g is finite-dimensional this sum terminates for some finite level, as in Equation (8.11)
for sl(3,R). However, in the following we shall mainly be interested in cases where Equation (8.13)
is an infinite sum.
We note for further reference that the following structure is inherited from the gradation:
[g`, g`′ ] ⊆ g`+`′ . (8.15)
This implies that for ` = 0 we have
[g0, g`′ ] ⊆ g`′ , (8.16)
which means that g`′ is a representation of g0 under the adjoint action. Furthermore, g0 is a
subalgebra. Now, the algebra r is a subalgebra of g0 and hence we also have
[r, g`′ ] ⊆ g`′ , (8.17)
so that the subspaces g` at definite values of the multilevel are invariant subspaces under the adjoint
action of r. In other words, the action of r on g` does not change the coefficients `a.
At level zero, ` = (0, · · · , 0), the representation of the subalgebra r in the subspace g0 contains
the adjoint representation of r, just as in the case of sl(3,R) discussed in Section 8.1. All positive
and negative roots of r are relevant. Level zero contains in addition s singlets for each of the
Cartan generator associated to the set N.
Whenever one of the `a’s is positive, all the other ones must be non-negative for the subspace
g` to be nontrivial and only positive roots appear at that value of the multilevel.
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8.2.2 Weights of g and weights of r
Let V be the module of a representation R(g) of g and Λ ∈ h?g be one of the weights occurring in
the representation. We define the action of h ∈ hg in the representation R(g) on x ∈ V as
h · x = Λ(h)x (8.18)
(we consider representations of g for which one can speak of “weights” [116]). Any representation
of g is also a representation of r. When restricted to the Cartan subalgebra hr of r, Λ defines a
weight Λ¯ ∈ h?r , which one can realize geometrically as follows.
The dual space h?r may be viewed as the m-dimensional subspace Π of h
?
g spanned by the
simple roots αi, i /∈ N. The metric induced on that subspace is positive definite since r is finite-
dimensional. This implies, since we assume that the metric on h?g is nondegenerate, that h
?
g can
be decomposed as the direct sum
h?g = h
?
r ⊕Π⊥. (8.19)
To that decomposition corresponds the decomposition
Λ = Λ‖ + Λ⊥ (8.20)
of any weight, where Λ‖ ∈ h?r ≡ Π and Λ⊥ ∈ Π⊥. Now, let h =
∑
kiα
∨
i ∈ hr (i /∈ N). One has
Λ(h) = Λ‖(h) + Λ⊥(h) = Λ‖(h) because Λ⊥(h) = 0: The component perpendicular to h?r drops
out. Indeed, Λ⊥(α∨i ) =
2(Λ⊥|αi)
(αi|αi) = 0 for i /∈ N.
It follows that one can identify the weight Λ¯ ∈ h?r with the orthogonal projection Λ‖ ∈ h?r of
Λ ∈ h?g on h?r . This is true, in particular, for the fundamental weights Λi. The fundamental weights
Λi project on 0 for i ∈ N and project on the fundamental weights Λ¯i of the subalgebra r for i /∈ N.
These are also denoted λi. For a general weight, one has
Λ =
∑
i/∈N
piΛi +
∑
a∈N
kaΛa (8.21)
and
Λ¯ = Λ‖ =
∑
i/∈N
piλi. (8.22)
The coefficients pi can easily be extracted by taking the scalar product with the simple roots,
pi =
2
(αi|αi) (αi|Λ), (8.23)
a formula that reduces to
pi = (αi|Λ) (8.24)
in the simply-laced case. Note that (Λ‖|Λ‖) > 0 even when Λ is non-spacelike.
8.2.3 Outer multiplicity
There is an interesting relationship between root multiplicities in the Kac–Moody algebra g and
weight multiplicites of the corresponding r-weights, which we will explore here.
For finite Lie algebras, the roots always come with multiplicity one. This is in fact true also
for the real roots of indefinite Kac–Moody algebras. However, as pointed out in Section 4, the
imaginary roots can have arbitrarily large multiplicity. This must therefore be taken into account
in the sum (8.13).
Let γ ∈ h?g be a root of g. There are two important ingredients:
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• The multiplicity mult(γ) of each γ ∈ h?g at level ` as a root of g.
• The multiplicity mult
R
(`)
γ
(γ) of the corresponding weight γ¯ ∈ h?r at level ` as a weight in
the representation R(`)γ of r. (Note that two distinct roots at the same level project on two
distinct r-weights, so that given the r-weight and the level, one can reconstruct the root.)
It follows that the root multiplicity of γ is given as a sum over its multiplicities as a weight in the
various representations {R(`)q | q = 1, · · · , N`} at level `. Some representations can appear more
than once at each level, and it is therefore convenient to introduce a new measure of multiplicity,
called the outer multiplicity µ(R(`)q ), which counts the number of times each representation R
(`)
q
appears at level `. So, for each representation at level ` we must count the individual weight
multiplicities in that representation and also the number of times this representation occurs. The
total multiplicity of γ can then be written as
mult(γ) =
N∑`
q=1
µ(R(`)q ) multR(`)q (γ). (8.25)
This simple formula might provide useful information on which representations of r are allowed
within g at a given level. For example, if γ is a real root of g, then it has multiplicity one. This
means that in the formula (8.25), only the representations of r for which γ has weight multiplicity
equal to one are permitted. The others have µ(R(`)q ) = 0. Furthermore, only one of the permitted
representations does actually occur and it has necessarily outer multiplicity equal to one, µ(R(`)q ) =
1.
The subspaces g` can now be written explicitly as
g` =
N⊕`
q=1
µ(R(`)q )⊕
k=1
L[k](Λ(`)q )
 , (8.26)
where L(Λ(`)q ) denotes the module of the representation R
(`)
q and N` is the number of inequivalent
representations at level `. It is understood that if µ(R(`)q ) = 0 for some ` and q, then L(Λ
(`)
q ) is
absent from the sum. Note that the superscript [k] labels multiple modules associated to the same
representation, e.g., if µ(R(`)q ) = 3 this contributes to the sum with a term
L[1](Λ(`)q )⊕ L[2](Λ(`)q )⊕ L[3](Λ(`)q ). (8.27)
Finally, we mention that the multiplicity mult(α) of a root α ∈ h? can be computed recursively
using the Peterson recursion relation, defined as [116]
(α|α− 2 ρ)cα =
∑
γ + γ′ = α
γ, γ′ ∈ Q+
(γ|γ′)cγcγ′ , (8.28)
where Q+ denotes the set of all positive integer linear combinations of the simple roots, i.e., the
positive part of the root lattice, and ρ is the Weyl vector (defined in Section 4). The coefficients
cγ are defined as
cγ =
∑
k≥1
1
k
mult
(γ
k
)
, (8.29)
and, following [20], we call this the co-multiplicity. Note that if γ/k is not a root, this gives
no contribution to the co-multiplicity. Another feature of the co-multiplicity is that even if the
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multiplicity of some root γ is zero, the associated co-multiplicity cγ does not necessarily vanish.
Taking advantage of the fact that all real roots have multiplicity one it is possible, in principle,
to compute recursively the multiplicity of any imaginary root. Since no closed formula exists for
the outer multiplicity µ, one must take a detour via the Peterson relation and Equation (8.25) in
order to find the outer multiplicity of each representation at a given level. We give in Table 38 a
list of root multiplicities and co-multiplicities of roots of AE3 up to height 10.
8.3 Level decomposition of AE3
The Kac–Moody algebra AE3 = A++1 is one of the simplest hyperbolic algebras and so provides a
nice testing ground for investigating general properties of hyperbolic Kac–Moody algebras. From
a physical point of view, it is the Weyl group of AE3 which governs the chaotic behavior of pure
four-dimensional gravity close to a spacelike singularity [46], as we have explained. Moreover, as
we saw in Section 3, the Weyl group of AE3 is isomorphic with the well-known arithmetic group
PGL(2,Z) which has interesting properties [75].
The level decomposition of g = AE3 follows a similar route as for sl(3,R) above, but the result
is much more complicated due to the fact that AE3 is infinite-dimensional. This decomposition
has been treated before in [48]. Recall that the Cartan matrix for AE3 is given by 2 −2 0−2 2 −1
0 −1 2
 , (8.30)
and the associated Dynkin diagram is given in Figure 46.
31 2
Figure 46: The Dynkin diagram of the hyperbolic Kac–Moody algebra AE3 ≡ A++1 . The labels
indicate the simple roots α1, α2 and α3. The nodes “2” and “3” correspond to the subalgebra
r = sl(3,R) with respect to which we perform the level decomposition.
We see that there exist three rank 2 regular subalgebras that we can use for the decomposition:
A2, A1 ⊕ A1 or A+1 . We will here focus on the decomposition into representations of r = A2 =
sl(3,R) because this is the one relevant for pure gravity in four dimensions [46]31. The level ` is
then the coefficient in front of the simple root α1 in an expansion of an arbitrary root γ ∈ h?g, i.e.,
γ = `α1 +m2α2 +m3α3. (8.31)
We restrict henceforth our analysis to positive levels only, ` ≥ 0. Before we begin, let us
develop an intuitive idea of what to expect. We know that at each level we will have a set of
finite-dimensional representations of the subalgebra r. The corresponding weight diagrams will
then be represented in a Euclidean two-dimensional lattice in exactly the same way as in Figure 45
above. The level ` can be understood as parametrizing a third direction that takes us into the full
three-dimensional root space of AE3. We display the level decomposition up to positive level two
in Figure 4732.
From previous sections we recall that AE3 is hyperbolic so its root space is of Lorentzian
signature. This implies that there is a lightcone in h?g whose origin lies at the origin of the root
31The decomposition of AE3 into representations of A
+
1 was done in [75].
32D.P. would like to thank Bengt E.W. Nilsson and Jakob Palmkvist for helpful discussions during the creation
of Figure 47.
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Table 38: Multiplicities mα = mult(α) and co-multiplicities cα of all roots α of AE3 up to height
10.
` m1 m2 cα mα α
2
0 0 1 1 1 2
0 0 k > 1 1/k 0 2 k2
0 1 0 1 1 2
0 k > 1 1 1/k 0 2 k2
1 0 0 1 1 2
k > 0 0 0 1/k 0 2 k2
0 1 1 1 1 2
0 k > 1 k > 1 1/k 0 2 k2
1 1 0 1 1 0
2 2 0 3/2 1 0
3 3 0 4/3 1 0
4 4 0 7/4 1 0
5 5 0 6/5 1 0
1 1 1 1 1 0
2 2 2 3/2 1 0
3 3 3 4/3 1 0
1 2 0 1 1 2
2 4 0 1/2 0 8
3 6 0 1/3 0 2
2 1 0 1 1 2
4 2 0 1/2 0 8
6 3 0 1/3 0 18
1 2 1 1 1 0
2 4 2 3/2 1 0
2 1 1 1 1 2
4 2 2 1/2 0 8
1 2 2 1 1 2
2 4 4 1/2 0 8
2 2 1 2 2 -2
4 4 2 8 7 -8
2 3 0 1 1 2
4 6 0 1/2 0 8
3 2 0 1 1 2
6 4 0 1/2 0 8
` m1 m2 cα mα α
2
2 3 1 2 2 -2
3 2 1 1 1 0
2 4 1 1 1 2
2 3 2 2 2 -2
3 2 2 1 1 2
3 3 1 3 3 -4
3 4 0 1 1 2
4 3 0 1 1 2
2 3 3 1 1 2
3 4 1 3 3 -4
2 4 3 1 1 2
3 3 2 3 3 -4
4 3 1 2 2 -2
3 4 2 5 5 -6
3 5 1 1 1 0
4 3 2 2 2 -2
4 4 1 5 5 -6
4 5 0 1 1 2
5 4 0 1 1 2
3 4 3 3 3 -4
3 5 2 3 3 -4
4 3 3 1 1 2
4 5 1 5 5 -6
5 4 1 3 3 -4
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Figure 47: Level decomposition of the adjoint representation of AE3. We have displayed the
decomposition up to positive level ` = 2. At level zero we have the adjoint representation R(0)1 =
80 of sl(3,R) and the singlet representation R(0)2 = 10 defined by the simple Cartan generator
α∨1 . Ascending to level one with the root α1 (green vector) gives the lowest weight Λ
(1) of the
representation R(1) = 61. The weights of R(1) labelled by white crosses are on the lightcone and
so their norm squared is zero. At level two we find the lowest weight Λ(2) (blue vector) of the
15-dimensional representation R(2) = 152. Again, the white crosses label weights that are on the
lightcone. The three innermost weights are inside of the lightcone and the rings indicate that these
all have multiplicity 2 as weights of R(2). Since these also have multiplicity 2 as roots of h?g we find
that the outer multiplicity of this representation is one, µ(R(2)) = 1.
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diagram for the adjoint representation of r at level ` = 0. The lightcone separates real roots from
imaginary roots and so it is clear that if a representation at some level ` intersects the walls of the
lightcone, this means that some weights in the representation will correspond to imaginary roots
of h?g but will be real as weights of h
?
r . On the other hand if a weight lies outside of the lightcone
it will be real both as a root of h?g and as a weight of h
?
r .
8.3.1 Level ` = 0
Consider first the representation content at level zero. Given our previous analysis we expect to find
the adjoint representation of r with the additional singlet representation from the Cartan generator
α∨1 . The Chevalley generators of r are {e2, f2, e3, f3, α∨2 , α∨3 } and the generators associated to the
root defining the level are {e1, f1, α∨1 }. As discussed previously, the additional Cartan generator
α∨1 that sits at the origin of the root space enlarges the subalgebra from sl(3,R) to gl(3,R). A
canonical realisation of gl(3,R) is obtained by defining the Chevalley generators in terms of the
matrices Kij (i, j = 1, 2, 3) whose commutation relations are
[Kij ,Kkl] = δkjK
i
l − δilKkj . (8.32)
All the defining Lie algebra relations of gl(3,R) are then satisfied if we make the identifications
α∨1 = K
1
1 −K22 −K33,
e2 = K21, f2 = K12, α∨2 = K
2
2 −K11,
e3 = K32, f3 = K23, α∨3 = K
3
3 −K22.
(8.33)
Note that the trace K11 + K22 + K33 is equal to −4α∨2 − 2α∨3 − 3α∨1 . The generators e1 and f1
can of course not be realized in terms of the matrices Kij since they do not belong to level zero.
The invariant bilinear form ( | ) at level zero reads
(Kij |Kkl) = δilδkj − δijδkl , (8.34)
where the coefficient in front of the second term on the right hand side is fixed to −1 through the
embedding of gl(3,R) in AE3.
The commutation relations in Equation (8.32) characterize the adjoint representation of gl(3,R)
as was expected at level zero, which decomposes as the representation R(0)ad ⊕ R(0)s of sl(3,R) with
R
(0)
ad = 80 and R
(0)
s = 10.
8.3.2 Dynkin labels
It turns out that at each positive level `, the weight that is easiest to identify is the lowest weight.
For example, at level one, the lowest weight is simply α1 from which one builds all the other
weights by adding appropriate positive combinations of the roots α2 and α3. It will therefore turn
out to be convenient to characterize the representations at each level by their (conjugate) Dynkin
labels p2 and p3 defined as the coefficients of minus the (projected) lowest weight −Λ¯(`)lw expanded
in terms of the fundamental weights λ2 and λ3 of sl(3,R) (blue arrows in Figure 48),
−Λ¯(`)lw = p2λ2 + p3λ3. (8.35)
Note that for any weight Λ we have the inequality
(Λ|Λ) ≤ (Λ¯|Λ¯) (8.36)
since (Λ|Λ) = (Λ¯|Λ¯)− |(Λ⊥|Λ⊥)|.
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The Dynkin labels can be computed using the scalar product ( | ) in h?g in the following way:
p2 = −(α2|Λ(`)lw ), p3 = −(α3|Λ(`)lw ). (8.37)
For the level zero sector we therefore have
80 : [p2, p3] = [1, 1],
10 : [p2, p3] = [0, 0].
(8.38)
The module for the representation 80 is realized by the eight traceless generators Kij of sl(3,R)
and the module for the representation 10 corresponds to the “trace” α∨1 .
Note that the highest weight Λhw of a given representation of r is not in general equal to
minus the lowest weight Λ of the same representation. In fact, −Λhw is equal to the lowest weight
of the conjugate representation. This is the reason our Dynkin labels are really the conjugate
Dynkin labels in standard conventions. It is only if the representation is self-conjugate that we
have Λhw = −Λ. This is the case for example in the adjoint representation 80.
It is interesting to note that since the weights of a representation at level ` are related by Weyl
reflections to weights of a representation at level −`, it follows that the negative of a lowest weight
Λ(`) at level ` is actually equal to the highest weight Λ(−`)hw of the conjugate representation at level
−`. Therefore, the Dynkin labels at level ` as defined here are the standard Dynkin labels of the
representations at level −`.
8.3.3 Level ` = 1
We now want to exhibit the representation content at the next level ` = 1. A generic level one
commutator is of the form [e1, [· · · [· · · ]]], where the ellipses denote (positive) level zero generators.
Hence, including the generator e1 implies that we step upwards in root space, i.e., in the direction of
the forward lightcone. The root vector e1 corresponds to a lowest weight of r since it is annihilated
by f2 and f3,
adf2(e1) = [f2, e1] = 0,
adf3(e1) = [f3, e1] = 0,
(8.39)
which follows from the defining relations of AE3.
Explicitly, the root associated to e1 is simply the root α1 that defines the level expansion.
Therefore the lowest weight of this level one representation is
Λ(1)lw = α¯1, (8.40)
Although α1 is a real positive root of h?g, its projection α¯(1) is a negative weight of h
?
r . Note that
since the lowest weight Λ(1)1 is real, the representation R
(1) has outer multiplicity one, µ(R(1)) = 1.
Acting on the lowest weight state with the raising operators of r yields the six-dimensional
representation R(1) = 61 of sl(3,R). The root α1 is displayed as the green vector in Figure 47,
taking us from the origin at level zero to the lowest weight of R(1). The Dynkin labels of this
representation are
p2(R(1)) = −(α2|α1) = 2,
p3(R(1)) = −(α3|α1) = 0, (8.41)
which follows directly from the Cartan matrix of AE3. Three of the weights in R(1) correspond to
roots that are located on the lightcone in root space and so are null roots of h?g. These are α1 +α2,
α1 + α2 + α3 and α1 + 2α2 + α3 and are labelled with white crosses in Figure 47. The other roots
present in the representation, in addition to α1, are α1 + 2α2 and α1 + 2α2 + 2α3, which are real.
This representation therefore contains no weights inside the lightcone.
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The gl(3,R)-generator encoding this representation is realized as a symmetric 2-index tensor
Eij which indeed carries six independent components. In general we can easily compute the
dimensionality of a representation given its Dynkin labels using the Weyl dimension formula which
for sl(3,R) takes the form [84]
dΛhw (sl(3,R)) = (p2 + 1)(p3 + 1)
(
1
2
(p2 + p3) + 1
)
. (8.42)
In particuar, for (p2, p3) = (2, 0) this gives indeed dΛ(1)hw,1
= 6.
It is convenient to encode the Dynkin labels, and, consequently, the index structure of a given
representation module, in a Young tableau. We follow conventions where the first Dynkin label
gives the number of columns with 1 box and the second Dynkin label gives the number of columns
with 2 boxes33. For the representation 61 the first Dynkin label is 2 and the second is 0, hence the
associated Young tableau is
61 ⇐⇒ . (8.43)
At level ` = −1 there is a corresponding negative generator Fij . The generators Eij and Fij
transform contravariantly and covariantly, respectively, under the level zero generators, i.e.,
[Kij , Ekl] = δkjE
il + δljE
ki,
[Kij , Fkl] = −δikFjl − δilFkj .
(8.44)
The internal commutator on level one can be obtained by first identifying
e1 ≡ E11, f1 ≡ F11, (8.45)
and then by demanding [e1, f1] = α∨1 we find
[Eij , Fkl] = 2δ
(i
(kK
j)
l) − δ(ik δk)l (K11 +K22 +K33), (8.46)
which is indeed compatible with the realisation of α∨1 given in Equation (8.33). The Killing form
at level 1 takes the form (
Fij |Ekl
)
= δ(ki δ
l)
j . (8.47)
8.3.4 Constraints on Dynkin labels
As we go to higher and higher levels it is useful to employ a systematic method to investigate the
representation content. It turns out that it is possible to derive a set of equations whose solutions
give the Dynkin labels for the representations at each level [47].
We begin by relating the Dynkin labels to the expansion coefficients `,m2 and m3 of a root
γ ∈ h?g, whose projection γ¯ onto h?r is a lowest weight vector for some representation of r at level
`. We let a = 2, 3 denote indices in the root space of the subalgebra sl(3,R) and we let i = 1, 2, 3
denote indices in the full root space of AE3. The formula for the Dynkin labels then gives
pa = −(αa|γ) = −`Aa1 −m2Aa2 −m3Aa3, (8.48)
where Aij is the Cartan matrix for AE3, given in Equation (8.30). Explicitly, we find the following
relations between the coefficients m2,m3 and the Dynkin labels:
p2 = 2`− 2m2 +m3,
p3 = m2 − 2m3. (8.49)
33Since we are, in fact, using conjugate Dynkin labels, these conventions are equivalent to the standard ones if
one replaces covariant indices by contravariant ones, and vice-versa.
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These formulae restrict the possible Dynkin labels for each ` since the coefficients m2 and m3
must necessarily be non-negative integers. Therefore, by inverting Equation (8.49) we obtain two
Diophantine equations that restrict the possible Dynkin labels,
m2 =
4
3
`− 2
3
p2 − 13p3 ≥ 0,
m3 =
2
3
`− 1
3
p2 − 23p3 ≥ 0.
(8.50)
In addition to these constraints we can also make use of the fact that we are decomposing the
adjoint representation of AE3. Since the weights of the adjoint representation are the roots of the
algebra we know that the lowest weight vector Λ must satisfy
(Λ|Λ) ≤ 2. (8.51)
Taking Λ = `α1 + m2α2 + m3α3 then gives the following constraint on the coefficients `,m2 and
m3:
(Λ|Λ) = 2`2 + 2m22 + 2m23 − 4`m2 − 2m2m3 ≤ 2. (8.52)
We are interested in finding an equation for the Dynkin labels, so we insert Equation (8.50) into
Equation (8.52) to obtain the constraint
p22 + p
2
3 + p2p3 − `2 ≤ 3. (8.53)
The inequalities in Equation (8.50) and Equation (8.53) are sufficient to determine the repre-
sentation content at each level `. However, this analysis does not take into account the outer
multiplicities, which must be analyzed separately by comparing with the known root multiplicities
of AE3 as given in Table 38. We shall return to this issue later.
8.3.5 Level ` = 2
Let us now use these results to analyze the case for which ` = 2. The following equations must
then be satisfied:
a8− 2p2 − p3 ≥ 0,
4− p2 − 2p3 ≥ 0,
p22 + p
2
3 + p2p3 ≤ 7.
(8.54)
The only admissible solution is p2 = 2 and p3 = 1. This corresponds to a 15-dimensional represen-
tation 152 with the following Young tableau
61 ⇐⇒ . (8.55)
Note that p2 = p3 = 0 is also a solution to Equation (8.54) but this violates the constraint that
m2 and m3 be integers and so is not allowed.
Moreover, the representation [p2, p3] = [0, 2] is also a solution to Equation (8.54) but has not
been taken into account because it has vanishing outer multiplicity. This can be understood by
examining Figure 48 a little closer. The representation [0, 2] is six-dimensional and has highest
weight 2λ3, corresponding to the middle node of the top horizontal line in Figure 48. This weight
lies outside of the lightcone and so is a real root of AE3. Therefore we know that it has root
multiplicity one and may therefore only occur once in the level decomposition. Since the weight
2λ3 already appears in the larger representation 152 it cannot be a highest weight in another
representation at this level. Hence, the representation [0, 2] is not allowed within AE3. A similar
analysis reveals that also the representation [p2, p3] = [1, 0], although allowed by Equation (8.54),
has vanishing outer multiplicity.
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The level two module is realized by the tensor Eijk whose index structure matches the Young
tableau above. Here we have used the sl(3,R)-invariant antisymmetric tensor abc to lower the two
upper antisymmetric indices leading to a tensor Eijk with the properties
Ei
jk = Ei(jk), Eiik = 0. (8.56)
This corresponds to a positive root generator and by the Chevalley involution we have an associated
negative root generator F ijk at level ` = −2. Because the level decomposition gives a gradation
of AE3 we know that all higher level generators can be obtained through commutators of the level
one generators. More specifically, the level two tensor Eijk corresponds to the commutator
[Eij , Ekl] = mk(iEmj)l + ml(iEmj)k, (8.57)
where ijk is the totally antisymmetric tensor in three dimensions. Inserting the result p2 = 2 and
p3 = 1 into Equation (8.50) gives m2 = 1 and m3 = 0, thus providing the explicit form of the root
taking us from the origin of the root diagram in Figure 47 to the lowest weight of 152 at level two:
Λ(2) = 2α1 + α2. (8.58)
This is a real root of AE3, (γ|γ) = 2, and hence the representation 152 has outer multiplicity one.
We display the representation 152 of sl(3,R) in Figure 48. The lower leftmost weight is the lowest
weight Λ(2). The expansion of the lowest weight Λ(2)lw in terms of the fundamental weights λ2 and
λ3 is given by the (conjugate) Dynkin labels
−Λ(2)hw = p2λ2 + p3λ3 = 2λ2 + λ3. (8.59)
The three innermost weights all have multiplicity 2 as weights of sl(3,R), as indicated by the black
circles. These lie inside the lightcone of h?g and so are timelike roots of AE3.
8.3.6 Level ` = 3
We proceed quickly past level three since the analysis does not involve any new ingredients. Solving
Equation (8.50) and Equation (8.53) for ` = 3 yields two admissible sl(3,R) representations, 273
and 83, represented by the following Dynkin labels and Young tableaux:
273 : [p2, p3] = [2, 2] ⇐⇒ ,
83 : [p2, p3] = [1, 1] ⇐⇒ .
(8.60)
The lowest weight vectors for these representations are
Λ(3)15 = 3α1 + 2α2,
Λ(3)8 = 3α1 + 3α2 + α3.
(8.61)
The lowest weight vector for 273 is a real root of AE3, (Λ
(3)
27 |Λ(3)27 ) = 2, while the lowest weight
vectors for 83 is timelike, (Λ
(3)
8 |Λ(3)8 ) = −4. This implies that the entire representation 83 lies
inside the lightcone of h?g. Both representations have outer multiplicity one.
Note that [0, 3] and [3, 0] are also admissible solutions but have vanishing outer multiplicities
by the same arguments as for the representation [0, 2] at level 2.
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Figure 48: The representation 152 of sl(3,R) appearing at level two in the decomposition of the
adjoint representation of AE3 into representations of sl(3,R). The lowest leftmost node is the
lowest weight of the representation, corresponding to the real root Λ(2) = 2α1 + α2 of AE3. This
representation has outer multiplicity one.
8.3.7 Level ` = 4
At this level we encounter for the first time a representation with non-trivial outer multiplicity. It
is a 15-dimensional representation with the following Young tableau structure:
1¯54 : [p2, p3] = [1, 2] ⇐⇒ . (8.62)
The lowest weight vector is
Λ(4)
1¯5
= 4α1 + 4α2 + α3, (8.63)
which is an imaginary root of AE3,
(Λ(4)
1¯5
|Λ(4)
1¯5
) = −6. (8.64)
From Table 38 we find that this root has multiplicity 5 as a root of AE3,
mult(Λ(4)
1¯5
) = 5. (8.65)
In order for Equation (8.26) to make sense, this multiplicity must be matched by the total multi-
plicity of Λ(4)
1¯5
as a weight of sl(3,R) representations at level four. The remaining representations
at this level are
244 : [3, 1] ⇐⇒ ,
3¯4 : [0, 1] ⇐⇒ ,
64 : [2, 0] ⇐⇒ ,
424 : [2, 3] ⇐⇒ .
(8.66)
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By drawing these representations explicitly, one sees that the root 4α1 + 4α2 + α3, representing
the weight Λ(4)
1¯5
, also appears as a weight (but not as a lowest weight) in the representations 424
and 244. It occurs with weight multiplicity 1 in the 244 but with weight multiplicity 2 in the 424.
Taking also into account the representation 1¯54 in which it is the lowest weight we find a total
weight multiplicity of 4. This implies that, since in AE3
mult(4α1 + 4α2 + α3) = 5, (8.67)
the outer multiplicity of 1¯54 must be 2, i.e.,
µ
(
Λ(2)
1¯5
)
= 2. (8.68)
When we go to higher and higher levels, the outer multiplicities of the representations located
entirely inside the lightcone in hg increase exponentially.
8.4 Level decomposition of E10
As we have seen, the Kac–Moody algebra E10 is one of the four hyperbolic algebras of maximal
rank, the others being BE10, DE10 and CE10. It can be constructed as an overextension of E8 and
is therefore often denoted by E++8 . Similarly to E8 in the rank 8 case, E10 is the unique indefinite
rank 10 algebra with an even self-dual root lattice, namely the Lorentzian lattice Π1,9.
Our first encounter with E10 in a physical application was in Section 5 where we have showed
that the Weyl group of E10 describes the chaos that emerges when studying eleven-dimensional
supergravity close to a spacelike singularity [45].
In Section 9.3, we will discuss how to construct a Lagrangian manifestly invariant under global
E10-transformations and compare its dynamics to that of eleven-dimensional supergravity. The
level decomposition associated with the removal of the “exceptional node” labelled “10” in Figure 49
will be central to the analysis. It turns out that the low-level structure in this decomposition
precisely reproduces the bosonic field content of eleven-dimensional supergravity [47].
Moreover, decomposing E10 with respect to different regular subalgebras reproduces also the
bosonic field contents of the Type IIA and Type IIB supergravities. The fields of the IIA theory are
obtained by decomposition in terms of representations of the D9 = so(9, 9,R) subalgebra obtained
by removing the first simple root α1 [125]. Similarly the IIB-fields appear at low levels for a
decomposition with respect to the A9 ⊕ A1 = sl(9,R) ⊕ sl(2,R) subalgebra found upon removal
of the second simple root α2 [126]. The extra A1-factor in this decomposition ensures that the
SL(2,R)-symmetry of IIB supergravity is recovered.
For these reasons, we investigate now these various level decompositions.
8.4.1 Decomposition with respect to sl(10,R)
Let α1, · · · , α10 denote the simple roots of E10 and α∨1 , · · · , α∨10 the Cartan generators. These span
the root space h? and the Cartan subalgebra h, respectively. Since E10 is simply laced the Cartan
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9 8 7 6 5 4 3 1
Figure 49: The Dynkin diagram of E10. Labels i = 1, · · · , 9 enumerate the nodes corresponding
to simple roots αi of the sl(10,R) subalgebra and “10” labels the exceptional node.
matrix is given by the scalar products between the simple roots:
Aij [E10] = (αi|αj) =

2 −1 0 0 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0 0 0
0 −1 2 −1 0 0 0 0 0 −1
0 0 −1 2 −1 0 0 0 0 0
0 0 0 −1 2 −1 0 0 0 0
0 0 0 0 −1 2 −1 0 0 0
0 0 0 0 0 −1 2 −1 0 0
0 0 0 0 0 0 −1 2 −1 0
0 0 0 0 0 0 0 −1 2 0
0 0 −1 0 0 0 0 0 0 2

. (8.69)
The associated Dynkin diagram is displayed in Figure 49. We will perform the decomposition with
respect to the sl(10,R) subalgebra represented by the horizontal line in the Dynkin diagram so
the level ` of an arbitrary root α ∈ h? is given by the coefficient in front of the exceptional simple
root, i.e.,
γ =
9∑
i=1
miαi + `α10. (8.70)
As before, the weight that is easiest to identify for each representation R(Λ(`)) at positive
level ` is the lowest weight Λ(`)lw . We denote by Λ¯
(`)
lw the projection onto the spacelike slice of the
root lattice defined by the level `. The (conjugate) Dynkin labels p1, · · · , p9 characterizing the
representation R(Λ(`)) are defined as before as minus the coefficients in the expansion of Λ¯(`)lw in
terms of the fundamental weights λi of sl(10,R):
−Λ¯(`)lw =
9∑
i=1
piλ
i. (8.71)
The Killing form on each such slice is positive definite so the projected weight Λ¯(`)hw is of course
real. The fundamental weights of sl(10,R) can be computed explicitly from their definition as the
duals of the simple roots:
λi =
9∑
j=1
Bijαj , (8.72)
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where Bij is the inverse of the Cartan matrix of A9,
(Bij [A9])
−1 =
1
10

9 8 7 6 5 4 3 2 1
8 16 14 12 10 8 6 4 2
7 14 21 18 15 12 9 6 3
6 12 18 24 20 16 12 8 4
5 10 15 20 25 20 15 10 5
4 8 12 16 20 24 18 12 6
3 6 9 12 15 18 21 14 7
2 4 6 8 10 12 14 16 8
1 2 3 4 5 6 7 8 9

. (8.73)
Note that all the entries of Bij are positive which will prove to be important later on. As we saw
for the AE3 case we want to find the possible allowed values for (m1, · · · ,m9), or, equivalently,
the possible Dynkin labels [p1, · · · , p9] for each level `.
The corresponding diophantine equation, Equation (8.50), for E10 was found in [47] and reads
mi = Bi3`−
9∑
j=1
Bijpj ≥ 0. (8.74)
Since the two sets {pi} and {mi} both consist of non-negative integers and all entries of Bij are
positive, these equations put strong constraints on the possible representations that can occur at
each level. Moreover, each lowest weight vector Λ(`) = γ must be a root of E10, so we have the
additional requirement
(Λ(`)|Λ(`)) =
9∑
i,j=1
Bijpipj − 110`
2 ≤ 2. (8.75)
The representation content at each level is represented by sl(10,R)-tensors whose index struc-
ture are encoded in the Dynkin labels [p1, · · · , p9]. At level ` = 0 we have the adjoint representation
of sl(10,R) represented by the generators Kab obeying the same commutation relations as in Equa-
tion (8.32) but now with sl(10,R)-indices.
All higher (lower) level representations will then be tensors transforming contravariantly (co-
variantly) under the level ` = 0 generators. The resulting representations are displayed up to
level 3 in Table 39. We see that the level 1 and 2 representations have the index structures of
a 3-form and a 6-form respectively. In the E10-invariant sigma model, to be constructed in Sec-
tion 9, these generators will become associated with the time-dependent physical “fields” Aabc(t)
and Aa1···a6(t) which are related to the electric and magnetic component of the 3-form in eleven-
dimensional supergravity. Similarly, the level 3 generator Ea|b1···b9 with mixed Young symmetry
will be associated to the dual of the spatial part of the eleven-dimensional vielbein. This field is
therefore sometimes referred to as the “dual graviton”.
Algebraic structure at low levels
Let us now describe in a little more detail the commutation relations between the low-level gener-
ators in the level decomposition of E10 (see Table 39). We recover the Chevalley generators of A9
through the following realisation:
ei = Ki+1i, fi = Kii+1, hi = Ki+1i+1 −Kii (i = 1, · · · , 9), (8.76)
where, as before, the Kij ’s obey the commutation relations
[Kij ,Kkl] = δkjK
i
l − δilKkj . (8.77)
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Table 39: The low-level representations in a decomposition of the adjoint representation of E10
into representations of its A9 subalgebra obtained by removing the exceptional node in the Dynkin
diagram in Figure 49.
` Λ(`) = [p1, · · · , p9] Λ(`) = (m1, · · · ,m10) A9-representation E10-generator
1 [0, 0, 1, 0, 0, 0, 0, 0, 0] (0, 0, 0, 0, 0, 0, 0, 0, 0, 1) 1201 Eabc
2 [0, 0, 0, 0, 0, 1, 0, 0, 0] (1, 2, 3, 2, 1, 0, 0, 0, 0, 2) 2102 Ea1···a6
3 [1, 0, 0, 0, 0, 0, 0, 1, 0] (1, 3, 5, 4, 3, 2, 1, 0, 0, 3) 4403 Ea|b1···b8
At levels ±1 we have the positive root generators Eabc and their negative counterparts Fabc =
−τ(Eabc), where τ denotes the Chevalley involution as defined in Section 4. Their transformation
properties under the sl(10,R)-generators Kab follow from the index structure and reads explicitly
[Kab, Ecde] = 3δ
[c
b E
de]a,
[Kab, Fcde] = −3δa[cFde]b,
[Eabc, Fdef ] = 18δ
[ab
[deK
c]
f ] − 2δabcdef
10∑
a=1
Kaa,
(8.78)
where we defined
δabcd =
1
2
(δac δ
b
d − δbcδad)
δabcdef =
1
3!
(δadδ
b
eδ
c
f ± 5 permutations).
(8.79)
The “exceptional” generators e10 and f10 are fixed by Equation (8.76) to have the following reali-
sation:
e10 = E123, f10 = F123. (8.80)
The corresponding Cartan generator is obtained by requiring [e10, f10] = h10 and upon inspection
of the last equation in Equation (8.78) we find
h10 = −13
∑
i 6=1,2,3
Kaa +
2
3
(K11 +K22 +K33), (8.81)
enlarging sl(10,R) to gl(10,R).
The bilinear form at level zero is
(Kij |Kkl) = δilδkj − δijδkl (8.82)
and can be extended level by level to the full algebra by using its invariance, ([x, y]|z) = (x|[y, z])
for x, y, z ∈ E10 (see Section 4). For level 1 this yields(
Eabc|Fdef
)
= 3!δabcdef , (8.83)
where the normalization was chosen such that
(e10|f10) =
(
E123|F123
)
= 1. (8.84)
Now, by using the graded structure of the level decomposition we can infer that the level 2
generators can be obtained by commuting the level 1 generators
[g1, g1] ⊆ g2. (8.85)
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Concretely, this means that the level 2 content should be found from the commutator
[Ea1a2a3 , Ea4a5a6 ]. (8.86)
We already know that the only representation at this level is 2102, realized by an antisymmetric
6-form. Since the normalization of this generator is arbitrary we can choose it to have weight one
and hence we find
Ea1···a6 = [Ea1a2a3 , Ea4a5a6 ]. (8.87)
The bilinear form is lifted to level 2 in a similar way as before with the result
(Ea1···a6 |Fb1···b6) = 6!δa1···a6b1···b6 . (8.88)
Continuing these arguments, the level 3-generators can be obtained from
[[g1, g1], g1] ⊆ g3. (8.89)
From the index structure one would expect to find a 9-form generator Ea1···a9 corresponding to the
Dynkin labels [0, 0, 0, 0, 0, 0, 0, 0, 1]. However, we see from Table 39 that only the representation
[1, 0, 0, 0, 0, 0, 0, 1, 0] appears at level 3. The reason for the disappearance of the representation
[0, 0, 0, 0, 0, 0, 0, 0, 1] is because the generator Ea1···a9 is not allowed by the Jacobi identity. A
detailed explanation for this can be found in [77]. The right hand side of Equation (8.89) therefore
only contains the index structure compatible with the generators Ea|b1···b8 ,
[[Eab1b2 , Eb3b4b5 ], Eb6b7b8 ] = −E[a|b1b2]b3···b8 , (8.90)
where the minus sign is purely conventional.
For later reference, we list here some additional commutators that are useful [53]:
[Ea1···a6 , Fb1b2b3 ] = −5!δ[a1a2a3b1b2b3 Ea1a2a3],
[Ea1···a6 , Fb1···b6 ] = 6 · 6!δ[a1···a5[b1···b5 Ka6]b6] −
2
3
· 6!δa1···a6b1···b6
10∑
a=1
Kaa,
[Ea1|a2···a9 , Fb1b2b3 ] = −7 · 48
(
δ
a1[a2a3
b1b2b3
Ea4···a9] − δ[a2a3a4b1b2b3 Ea5···a9]a1
)
,
[Ea1|a2···a9 , Fb1···b6 ] = −8!
(
δ
a1[a2···a6
b1···b6 E
a7a8a9] − δ[a2···a7b1···b6 Ea8a9]a1
)
.
(8.91)
8.4.2 “Gradient representations”
So far, we have only discussed the representations occurring at the first four levels in the E10
decomposition. This is due to the fact that a physical interpretation of higher level fields is yet
to be found. There are, however, among the infinite number of representations, a subset of three
(infinite) towers of representations with certain appealing properties. These are the “gradient
representations”, so named due to their conjectured relation to the emergence of space, through a
Taylor-like expansion in spatial gradients [47]. We explain here how these representations arise and
we emphasize some of their important properties, leaving a discussion of the physical interpretation
to Section 9.
The gradient representations are obtained by searching for “affine representations”, for which
the coefficient m9 in front of the overextended simple root of E10 vanishes, i.e., the lowest weights
of the representations correspond to the following subset of E10 roots,
γ =
8∑
i=1
miαi + `α10. (8.92)
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The Dynkin labels allowed by this restricting are parametrized by an integer k which is related
to the level at which a specific representation occurs in the following way:
` = 3k + 1 [0, 0, 1, 0, 0, 0, 0, 0, k], (8.93)
` = 3k + 2 [0, 0, 0, 0, 0, 1, 0, 0, k], (8.94)
` = 3k + 3 [1, 0, 0, 0, 0, 0, 0, 1, k]. (8.95)
One easily verifies that these representations fulfill the diophantine constraints (8.74) and the
lowest weight has length squared, Equation (8.75), equal to 2 and is thus indeed a real root of
E10. For k = 0 these representations reduce to the ones for ` = 1, 2 and 3, and hence the
gradient representations correspond to generalizations of these standard low-level structures. The
corresponding generators have, respectively at levels ` = 3k + 1, 3k + 2 or 3k + 3, additional sets
of k “9-tuples” of antisymmetric indices,
[0, 0, 1, 0, 0, 0, 0, 0, k] =⇒ Ea1···a9,b1···b9,··· ,c1c2c3 ,
[0, 0, 0, 0, 0, 1, 0, 0, k] =⇒ Ea1···a9,b1···b9,··· ,c1···c6 ,
[1, 0, 0, 0, 0, 0, 0, 1, k] =⇒ Ea1···a9,b1···b9,··· ,|c|d1···d8
(8.96)
(with the irreducibility conditions expressing that antisymmetrizations involving one more index
over the explicit antisymmetry are zero). Since these are sl(10,R)-representations we can use the
rank 10 antisymmetric epsilon tensor a1···a10 to dualize these representations, for instance for the
` = 3k + 1 tower we get
Ea1a2a3b1···bk = b1c1···c9b2d1···d9 · · · bke1···e9Ec1···c9,d1···d9,··· ,e1···e9,a1a2a3 , (8.97)
where the lower indices b1 · · · bk are now completely symmetric and furthermore, obey appropriate
tracelessness conditions when contracted with an upper index.
Thus, in this way we obtain the three infinite towers of E10 generators
Ea1a2a3b1···bk , E
a1···a6
b1···bk , E
a1|a2···a9
b1···bk . (8.98)
The lowest weight vectors of these representations are all spacelike and so these representations
always come with outer multiplicity one.
The existence of these towers of representations is not special for E10 among the exceptional
algebras, although the symmetric Young structure of the lower indices is actually a very special
and important feature of E10. In Section 9 we will discuss the tantalizing possibility that these rep-
resentations encode an infinite set of spatial gradients that describe the emergence, or “unfolding”,
of space.
To illustrate the difference from other exceptional algebras, we consider, for instance, a similar
search for affine representations within E11 (see, e.g. [141]). The same sets of 9-tuples appear, but
now these should be dualized with the rank 11 epsilon tensor of sl(11,R), leaving us with three
towers of generators that have k pairs of antisymmetric indices, i.e.,
Eµ1µ2µ3 [ν1ρ1]···[νkρk], E
µ1···µ6
[ν1ρ1]···[νkρk], E
µ1|σ2···σ9
[ν1ρ1]···[νkρk], (8.99)
where all indices are sl(11,R)-indices and so run from 1 to 11. No interpretation in terms of spatial
gradients exist for these generators. Note, however, that these representations have recently been
interpreted as dual to scalars [149].
Finally, we note that because all these representations were found by setting m9 = 0, we are
really dealing with representations that also exist within E9, in the sense that when restricting
all indices to sl(9,R)-indices, these generators can be found in a level decomposition of E9 with
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respect to its sl(9,R)-subalgebra. However, it is important to note that in E10 and E11 the
affine representations constitute merely a small subset of all representations occurring in the level
decomposition, while in E9 they are actually the only ones and so they provide (together with
their transposed partners) the full structure of the algebra. Moreover, in E9 the epsilon tensor is
of rank 9 so all the 9-tuples of antisymmetric indices are “swallowed” by the epsilon tensor. This
reflects the fact that for affine algebras the level decomposition corresponds to an infinite repetition
of the low-level representations.
8.4.3 Decomposition with respect to so(9, 9) and sl(2,R)⊕ sl(9,R)
A level decomposition can be performed with respect to any of the regular subalgebras encoded
in the Dynkin diagram. We mention here two additional cases which are specifically interesting
for our purposes, since they give rise to low-level field contents that coincide with the bosonic
spectrum of Type IIA and IIB supergravity. The relevant decompositions are the following:
IIA ⇐⇒ so(9, 9) ⊂ E10,
IIB ⇐⇒ sl(2,R)⊕ sl(9,R) ⊂ E10. (8.100)
The corresponding levels are defined as
so(9, 9) : γ = `α1 +
10∑
i=2
miαi ∈ h?,
sl(2,R)⊕ sl(9,R) : γ = m1α1 + `α2 +
10∑
j=3
mjαj ∈ h?.
(8.101)
It turns out that in the so(9, 9) decomposition the even levels correspond to vectorial representa-
tions of so(9, 9) while the odd levels give spinorial representations. This implies that the fields in
the NS-NS sector arise at even levels and the R-R fields correspond to odd level representations of
so(9, 9).
On the contrary, in the sl(2,R)⊕ sl(9,R) decomposition the additional factor of sl(2,R) causes
mixing between the R-R and NS-NS fields at each level. This is to be expected since we know that
for example the fundamental string (F1) and the D1-brane couples to the NS-NS 2-form B2 and
the R-R 2-form C2, respectively, which transform as a doublet under the SL(2,R)-symmetry of
Type IIB supergravity.
In the sl(2,R) ⊕ sl(9,R) the level ` = 0 content is of course just the adjoint representation in
the same way as in the sl(10,R) decomposition considered above. In the other case instead we find
the adjoint representation Mab = −M ba of so(9, 9) with commutation relations
[Mab,M cd] = ηcaM bd − ηcbMad − ηdaM bc + ηdbMac, (8.102)
where ηab is the split diagonal metric with (9, 9)-signature.
The procedure follows a similar structure as for the previous cases so we will not give the
details here. We refer the interested reader to [125, 126] for a detailed account. The result of the
decompositions up to level 3 for the two cases discussed here is displayed in Tables 40 and 41.
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Table 40: The low-level representations in a decomposition of the adjoint representation of E10
into representations of its so(9, 9) subalgebra obtained by removing the first node in the Dynkin
diagram in Figure 49. Note that the lower indices at levels 1 and 3 are spinor indices of so(9, 9).
` Λ(`) = [p1, · · · , p9] E10-generator
1 [0, 0, 0, 0, 0, 0, 0, 1, 0] Eα
2 [0, 0, 1, 0, 0, 0, 0, 0, 0] Ea1a2a3
3 [1, 0, 0, 0, 0, 0, 0, 1, 0] Eaβ
Table 41: The low-level representations in a decomposition of the adjoint representation of E10
into representations of its sl(2,R) ⊕ sl(9,R) subalgebra obtained by removing the second node in
the Dynkin diagram in Figure 49. The index α at levels 1 and 3 corresponds to the fundamental
representation of sl(2,R).
` Λ(`) = [p1, · · · , p9]⊗ R[A1] E10-generator
1 [0, 0, 0, 0, 0, 0, 0, 1, 0]⊗ 2 Eabα
2 [0, 0, 0, 0, 0, 1, 0, 0, 0]⊗ 1 Ea1···a4
3 [1, 0, 0, 0, 0, 0, 0, 1, 0]⊗ 2 Ea1···a6α
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9 Hidden Symmetries Made Manifest – Infinite-Dimensional
Coset Spaces
As we have indicated above, the emergence of hyperbolic Coxeter groups in the BKL-limit has
been argued to be the tip of an iceberg signaling the existence of a huge number of symmetries
underlying gravitational theories. However, while the appearance of hyperbolic Coxeter groups
is a solid fact that will in our opinion survive future developments, the exact way in which the
conjectured infinite-dimensional symmetry acts is still a matter of debate and research.
The aim of this section is to describe one line of investigation for making the infinite-dimensional
symmetry manifest. This approach is directly inspired by the results obtained through toroidal
dimensional reduction of gravitational theories, where the scalar fields form coset manifolds ex-
hibiting explicitly larger and larger symmetries as one goes down in dimensions. In the case of
eleven-dimensional supergravity, reduction on an n-torus Tn reveals a chain of exceptional U-
duality symmetries En(n) [33, 34], culminating with E8(8) in three dimensions [134]. This has lead
to the conjecture [113] that the chain of enhanced symmetries should in fact remain unbroken and
give rise to the infinite-dimensional duality groups E9(9),E10(10) and E11(11), as one reduces the
theory to two, one and zero dimensions, respectively.
The connection between the symmetry groups controlling the billiards in the BKL-limit, and
the symmetry groups appearing in toroidal dimensional reduction to three dimensions, where coset
spaces play a central role, has led to the attempt to reformulate eleven-dimensional supergravity
as a (1 + 0)-dimensional nonlinear sigma model based on the infinite-dimensional coset manifold
E10(10)/K(E10(10)) [47]. This sigma model describes the geodesic flow of a particle moving on
E10(10)/K(E10(10)), whose dynamics can be seen to match the dynamics of the associated (suitably
truncated) supergravity theory. Another, related, source of inspiration for the idea pushed forward
in [47] has been the earlier proposal to reformulate eleven-dimensional supergravity as a nonlinear
realisation of the even bigger symmetry E11(11) [169], containing E10(10) as a subgroup.
A central tool in the analysis of [47] is the level decomposition studied in Section 8. Although
proposed some time ago and crowned with partial successes at low levels, the attempt to reformulate
eleven-dimensional supergravity as an infinite-dimensional nonlinear sigma model, faces obstacles
that have not yet been overcome at higher levels. This indicates that novel ideas are needed in
order to make further progress towards a complete understanding of the role of infinite-dimensional
symmetry groups in gravitational theories.
We begin by describing some general aspects of nonlinear sigma models for finite-dimensional
coset spaces. We then explain how to generalize the construction to the infinite-dimensional case.
We finally apply the construction in detail to the case of eleven-dimensional supergravity where
the conjectured symmetry group is E10(10). This is one of the most extensively investigated models
in the literature in view of its connection with M-theory. The techniques presented, however, can
be applied to all gravitational models exhibiting the U3-duality symmetries discussed in Sections 5
and 7.
9.1 Nonlinear sigma models on finite-dimensional coset spaces
A nonlinear sigma model describes maps ξ from one Riemannian spaceX, equipped with a metric γ,
to another Riemannian space, the “target space”M , with metric g. Let xm (m = 1, · · · , p = dimX)
be coordinates on X and ξα (α = 1, · · · , q = dimM) be coordinates on M . Then the standard
action for this sigma model is
S =
∫
X
dpx
√
γ γmn(x) ∂mξα(x) ∂nξβ(x) gαβ (ξ(x)) . (9.1)
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Solutions to the equations of motion resulting from this action will describe the maps ξα as functions
of xm.
A familiar example, of direct interest to the analysis below, is the case where X is one-
dimensional, parametrized by the coordinate t. Then the action for the sigma model reduces
to
Sgeodesic =
∫
dtA
dξα(t)
dt
dξβ(t)
dt
gαβ (ξ(t)) , (9.2)
where A is γ11
√
γ and ensures reparametrization invariance in the variable t. Extremization with
respect to A enforces the constraint
dξα(t)
dt
dξβ(t)
dt
gαβ (ξ(t)) = 0, (9.3)
ensuring that solutions to this model are null geodesics on M . We have already encountered such
a sigma model before, namely as describing the free lightlike motion of the billiard ball in the
(dimM − 1)-dimensional scale-factor space. In that case A corresponds to the inverse “lapse-
function” N−1 and the metric gαβ is a constant Lorentzian metric.
9.1.1 The Cartan involution and symmetric spaces
In what follows, we shall be concerned with sigma models on symmetric spaces G/K(G) where G
is a Lie group with semi-simple real Lie algebra g and K(G) its maximal compact subgroup with
real Lie algebra k, corresponding to the maximal compact subalgebra of g. Since elements of the
coset are obtained by factoring out K(G), this subgroup is referred to as the “local gauge symmetry
group” (see below). Our aim is to provide an algebraic construction of the metric on the coset and
of the Lagrangian.
We have investigated real forms in Section 6 and have found that the Cartan involution θ
induces a Cartan decomposition of g into even and odd eigenspaces:
g = k⊕ p (9.4)
(direct sum of vector spaces), where
k = {x ∈ g | θ(x) = x},
p = {y ∈ g | θ(y) = −y} (9.5)
play central roles. The decomposition (9.4) is orthogonal, in the sense that p is the orthogonal
complement of k with respect to the invariant bilinear form (·|·) ≡ B(·, ·),
p = {y ∈ g | ∀x ∈ k : (y|x) = 0}. (9.6)
The commutator relations split in a way characteristic for symmetric spaces,
[k, k] ⊂ k, [k, p] ⊂ p, [p, p] ⊂ k. (9.7)
The subspace p is not a subalgebra. Elements of p transform in some representation of k, which
depends on the Lie algebra g. We stress that if the commutator [p, p] had also contained elements
in p itself, this would not have been a symmetric space.
The coset space G/K(G) is defined as the set of equivalence classes [g] of G defined by the
equivalence relation
g ∼ g′ iff gg′−1 ∈ K(G) and g, g′ ∈ G, (9.8)
i.e.,
[g] = {kg | ∀k ∈ K(G)}. (9.9)
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Example: The coset space SL(n,R)/SO(n)
As an example to illustrate the Cartan involution we consider the coset space SL(n,R)/SO(n).
The group SL(n,R) contains all n×n real matrices with determinant equal to one. The associated
Lie algebra sl(n,R) thus consists of real n×n traceless matrices. In this case the Cartan involution
is simply (minus) the ordinary matrix transpose ( )T on the Lie algebra elements:
τ : a 7−→ −aT a ∈ sl(n,R). (9.10)
This implies that all antisymmetric traceless n × n matrices belong to k = so(n). The Cartan
involution θ is the differential at the identity of an involution Θ defined on the group itself, such
that for real Lie groups (real or complex matrix groups), θ is just the inverse conjugate transpose.
Defining
K(G) = {g ∈ G |Θg = g} (9.11)
then gives in this example the group K(G) = SO(n). The Cartan decomposition of sl(n,R) thus
splits all elements into symmetric and antisymmetric matrices, i.e., for a ∈ sl(n,R) we have
a− aT ∈ so(n),
a+ aT ∈ p. (9.12)
9.1.2 Nonlinear realisations
The group G naturally acts through (here, right) multiplication on the quotient space G/K(G)34 as
[h] 7→ [hg]. (9.13)
This definition makes sense because if h ∼ h′, i.e., h′ = kh for some k ∈ K(G), then h′g ∼ hg since
h′g = (kh)g = k(hg) (left and right multiplications commute).
In order to describe a dynamical theory on the quotient space G/K(G), it is convenient to
introduce as dynamical variable the group element V(x) ∈ G and to construct the action for V(x)
in such a way that the equivalence relation
∀k(x) ∈ K(G) : V(x) ∼ k(x)V(x) (9.14)
corresponds to a gauge symmetry. The physical (gauge invariant) degrees of freedom are then
parametrized indeed by points of the coset space. We also want to impose Equation (9.13) as a
rigid symmetry. Thus, the action should be invariant under
V(x) 7−→ k(x)V(x)g, k(x) ∈ K(G), g ∈ G. (9.15)
One may develop the formalism without fixing the K(G)-gauge symmetry, or one may instead
fix the gauge symmetry by choosing a specific coset representative V(x) ∈ G/K(G). When K(G)
is a maximal compact subgroup of G there are no topological obstructions, and a standard choice,
which is always available, is to take V(x) to be of upper triangular form as allowed by the Iwasawa
decomposition. This is usually called the Borel gauge and will be discussed in more detail later.
In this case an arbitrary global transformation,
V(x) 7−→ V(x)′ = V(x)g, g ∈ G, (9.16)
34Strictly speaking, the coset space defined in this way should be written as K(G)\G. However, we follow what
has become common practice in the literature and denote it by G/K(G).
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will destroy the gauge choice because V′(x) will generically not be of upper triangular form. Then,
a compensating local K(G)-transformation is needed that restores the original gauge choice. The
total transformation is thus
V(x) 7−→ V(x)′′ = k (V(x), g) V(x)g, k (V(x), g) ∈ K(G), g ∈ G, (9.17)
where V′′(x) is again in the upper triangular gauge. Because now k (V(x), g) depends nonlinearly
on V(x), this is called a nonlinear realisation of G.
9.1.3 Three ways of writing the quadratic K(G)local × Grigid-invariant action
Given the field V(x), we can form the Lie algebra valued one-form (Maurer–Cartan form)
dV(x) V(x)−1 = dxµ ∂µV(x)V(x)−1. (9.18)
Under the Cartan decomposition, this element splits according to Equation (9.4),
∂µV(x) V(x)−1 = Qµ(x) + Pµ(x), (9.19)
where Qµ(x) ∈ k and Pµ(x) ∈ p. We can use the Cartan involution θ to write these explicitly as
projections onto the odd and even eigenspaces as follows:
Qµ(x) =
1
2
[
∂µV(x)V(x)−1 + θ
(
∂µV(x)V(x)−1
)] ∈ k,
Pµ(x) =
1
2
[
∂µV(x)V(x)−1 − θ
(
∂µV(x)V(x)−1
)] ∈ p. (9.20)
If we define a generalized transpose T by
( )T ≡ −θ( ), (9.21)
then Pµ(x) and Qµ(x) correspond to symmetric and antisymmetric elements, respectively,
Pµ(x)T = Pµ(x), Qµ(x)T = −Qµ(x). (9.22)
Of course, in the special case when g = sl(n,R) and k = so(n), the generalized transpose ( )T coin-
cides with the ordinary matrix transpose ( )T . The Lie algebra valued one-forms with components
∂µV(x)V(x)−1, Qµ(x) and Pµ(x) are invariant under rigid right multiplication, V(x) 7→ V(x)g.
Being an element of the Lie algebra of the gauge group, Qµ(x) can be interpreted as a gauge con-
nection for the local symmetry K(G). Under a local transformation k(x) ∈ K(G), Qµ(x) transforms
as
K(G) : Qµ(x) 7−→ k(x)Qµ(x)k(x)−1 + ∂µk(x)k(x)−1, (9.23)
which indeed is the characteristic transformation property of a gauge connection. On the other
hand, Pµ(x) transforms covariantly,
K(G) : Pµ(x) 7−→ k(x)Pµ(x)k(x)−1, (9.24)
because the element ∂µk(x)k(x)−1 is projected out due to the negative sign in the construction of
Pµ(x) in Equation (9.20).
Using the bilinear form (·|·) we can now form a manifestly K(G)local×Grigid-invariant expression
by simply “squaring” Pµ(x), i.e., the p-dimensional action takes the form (cf. Equation (9.1))
SG/K(G) =
∫
X
dpx
√
γγµν
(
Pµ(x)
∣∣Pν(x)) . (9.25)
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We can rewrite this action in a number of ways. First, we note that since Qµ(x) can be
interpreted as a gauge connection we can form a “covariant derivative” Dµ in a standard way as
DµV(x) ≡ ∂µV(x)−Qµ(x)V(x), (9.26)
which, by virtue of Equation (9.20), can alternatively be written as
DµV(x) = Pµ(x)V(x). (9.27)
We see now that the action can indeed be interpreted as a gauged nonlinear sigma model, in the
sense that the local invariance is obtained by minimally coupling the globally G-invariant expression
(∂µV(x)V(x)−1|∂µV(x)V(x)−1) to the gauge field Qµ(x) through the “covariantization” ∂µ → Dµ,(
∂µV(x)V(x)−1
∣∣∂µV(x)V(x)−1) −→ (DµV(x)V(x)−1∣∣DµV(x)V(x)−1) = (Pµ(x)∣∣Pν(x)) .
(9.28)
Thus, the action then takes the form
SG/K(G) =
∫
X
dpx
√
γγµν
(
DµV(x)V(x)−1
∣∣DνV(x)V(x)−1) . (9.29)
We can also form a generalized “metric” M(x) that does not transform at all under the local
symmetry, but only transforms under rigid G-transformations. This is done, using the generalized
transpose (extended from the algebra to the group through the exponential map [93]), in the
following way,
M(x) ≡ V(x)TV(x), (9.30)
which is clearly invariant under local transformations
K(G) : M(x) 7−→ (k(x)V(x))T (k(x)V(x)) = V(x)T (k(x)Tk(x))V(x) = M(x) (9.31)
for k(x) ∈ K(G), and transforms as follows under global transformations on V(x) from the right,
G : M(x) 7−→ gTM(x)g, g ∈ G. (9.32)
A short calculation shows that the relation between M(x) ∈ G and P(x) ∈ p is given by
1
2
M(x)−1∂µM(x) =
1
2
(
V(x)TV(x)
)−1
∂µV(x)TV(x) +
(
V(x)TV(x)
)−1
V(x)T∂µV(x)
=
1
2
V(x)−1
[(
∂µV(x)V(x)−1
)T
+ ∂µV(x)V(x)−1
]
V(x)
= V(x)−1Pµ(x)V(x). (9.33)
Since the factors of V(x) drop out in the squared expression,(
V(x)−1Pµ(x)V(x)
∣∣V(x)−1Pµ(x)V(x)) = (Pµ(x)∣∣Pµ(x)) , (9.34)
Equation (9.33) provides a third way to write the K(G)local×Grigid-invariant action, completely in
terms of the generalized metric M(x),
SG/K(G) =
1
4
∫
X
dpx
√
γγµν
(
M(x)−1∂µM(x)
∣∣M(x)−1∂νM(x)) . (9.35)
(We call M a “generalized metric” because in the GL(n,R)/SO(n)-case, it does correspond to the
metric, the field V being the “vielbein”; see Section 9.3.2.)
All three forms of the action are manifestly gauge invariant under K(G)local. If desired, one can
fix the gauge, and thereby eliminating the redundant degrees of freedom.
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9.1.4 Equations of motion and conserved currents
Let us now take a closer look at the equations of motion resulting from an arbitrary variation δV(x)
of the action in Equation (9.25). The Lie algebra element δV(x)V(x)−1 ∈ g can be decomposed
according to the Cartan decomposition,
δV(x)V(x)−1 = Σ(x) + Λ(x), Σ(x) ∈ k, Λ(x) ∈ p. (9.36)
The variation Σ(x) along the gauge orbit will be automatically projected out by gauge invariance
of the action. Thus we can set Σ(x) = 0 for simplicity. Let us then compute δPµ(x). One easily
gets
δPµ(x) = ∂µΛ(x)− [Qµ(x),Λ(x)]. (9.37)
Since Λ(x) is a Lie algebra valued scalar we can freely set ∂µΛ(x)→ ∇µΛ(x) in the variation of the
action below, where ∇µ is a covariant derivative on X compatible with the Levi–Civita connection.
Using the symmetry and the invariance of the bilinear form one then finds
δSG/K(G) =
∫
X
dpx
√
γγµν2
[(−∇νPµ(x) + [Qν(x),Pµ(x)]∣∣Λ(x))] . (9.38)
The equations of motion are therefore equivalent to
DµPµ(x) = 0, (9.39)
with
DµPν(x) = ∇µPν(x)− [Qµ(x),Pν(x)], (9.40)
and simply express the covariant conservation of Pµ(x).
It is also interesting to examine the dynamics in terms of the generalized metric M(x). The
equations of motion for M(x) are
1
2
∇µ (M(x)−1∂µM(x)) = 0. (9.41)
These equations ensure the conservation of the current
Jµ ≡ 12M(x)
−1∂µM(x) = V(x)−1Pµ(x)V(x), (9.42)
i.e.,
∇µJµ = 0. (9.43)
This is the conserved Noether current associated with the rigid G-invariance of the action.
9.1.5 Example: SL(2,R)/SO(2) (hyperbolic space)
Let us consider the example of the coset space SL(2,R/SO(2), which, although very simple, is
nevertheless quite illustrative. Recall from Section 6.2 that the Lie algebra sl(2,R) is constructed
from the Chevalley triple (e, h, f),
sl(2,R) = Rf ⊕ Rh⊕ Re, (9.44)
with the following standard commutation relations
[h, e] = 2e, [h, f ] = −2f, [e, f ] = h (9.45)
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and matrix realisation
e =
(
0 1
0 0
)
, h =
(
1 0
0 −1
)
, f =
(
0 0
1 0
)
. (9.46)
In the Borel gauge, V(x) reads
V(x) = Exp
[
φ(x)
2
h
]
Exp [χ(x)e] =
(
eφ(x)/2 χ(x)eφ(x)/2
0 e−φ(x)/2
)
, (9.47)
where φ(x) and χ(x) represent coordinates on the coset space, i.e., they describe the sigma model
map
X 3 x 7−→ (φ(x), χ(x)) ∈ SL(2,R)/SO(2). (9.48)
An arbitrary transformation on V(x) reads
V(x) 7−→ k(x)V(x)g, k(x) ∈ SO(2), g ∈ SL(2,R), (9.49)
which in infinitesimal form becomes
δδk(x),δgV(x) = δk(x)V(x) + V(x)δg, δk(x) ∈ so(2), δg ∈ sl(2,R). (9.50)
Let us then check how V(x) transforms under the generators δg = e, f, h. As expected, the Borel
generators h and e preserve the upper triangular structure
δeV(x) = V(x)e =
(
0 eφ(x)/2
0 0
)
,
δhV(x) = V(x)h =
(
eφ(x)/2 −χ(x)eφ(x)/2
0 −eφ(x)/2
)
,
(9.51)
while the negative root generator f does not respect the form of V(x),
δfV(x) = V(x)f =
(
χ(x)eφ(x)/2 0
e−φ(x)/2 0
)
. (9.52)
Thus, in this case we need a compensating transformation to restore the upper triangular form.
This transformation needs to cancel the factor e−φ(x)/2 in the lower left corner of the matrix δfV(x)
and so it must necessarily depend on φ(x). The transformation that does the job is
δk(x) =
(
0 e−φ(x)
−e−φ(x) 0
)
∈ so(2), (9.53)
and we find
δδk(x),fV(x) = δk(x)V(x) + V(x)f
=
(
χ(x)eφ(x)/2 e−3φ(x)/2
0 −χ(x)e−φ(x)/2
)
∈ SL(2,R)/SO(2). (9.54)
Finally, since the generalized transpose ( )T in this case reduces to the ordinary matrix trans-
pose, the “generalized” metric becomes
M(x) = V(x)TV(x) =
(
eφ(x) χ(x)eφ(x)
χ(x)eφ(x) χ(x)2eφ(x) + e−φ(x)
)
. (9.55)
The Killing form (·|·) corresponds to taking the trace in the adjoint representation of Equa-
tion (9.46) and the action (9.35) therefore takes the form
SSL(2,R)/SO(2) =
1
2
∫
X
dpx
√
γγµν
[
∂µφ(x) ∂νφ(x) + e2φ(x)∂µχ(x )∂νχ(x)
]
. (9.56)
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9.1.6 Parametrization of G/K(G)
The Borel gauge choice is always accessible when the group K(G) is the maximal compact sub-
group of G. In the noncompact case this is no longer true since one cannot invoke the Iwasawa
decomposition (see, e.g. [120] for a discussion of the subtleties involved when K(G) is noncompact).
This point will, however, not be of concern to us in this paper. We shall now proceed to write
down the sigma model action in the Borel gauge for the coset space G/K(G), with K(G) being the
maximal compact subgroup. Let Π = {α∨1 , · · · , α∨n} be a basis of the Cartan subalgebra h ⊂ g,
and let ∆+ ⊂ h? denote the set of positive roots. The Borel subalgebra of g can then be written
as
b =
n∑
i=1
Rα∨i +
∑
α∈∆+
REα, (9.57)
where Eα is the positive root generator spanning the one-dimensional root space gα associated to
the root α. The coset representative is then chosen to be
V(x) = V1(x)V2(x) = Exp
[
n∑
i=1
φi(x)α∨i
]
Exp
 ∑
α∈∆+
χα(x)Eα
 ∈ G/K(G). (9.58)
Because g is a finite Lie algebra, the sum over positive roots is finite and so this is a well-defined
construction.
From Equation (9.58) we may compute the Lie algebra valued one-form ∂µV(x)V(x)−1 explic-
itly. Let us do this in some detail. First, we write the general expression in terms of V1(x) and
V2(x),
∂µV(x)V(x)−1 = ∂µV1(x)V1(x)−1 + V1(x)
(
∂µV2(x)V2(x)−1
)
V1(x)−1. (9.59)
To compute the individual terms in this expression we need to make use of the Baker–Hausdorff
formulas:
∂µe
Ae−A = ∂µA+
1
2!
[A, ∂µA] +
1
3!
[A, [A, ∂µA]] + · · · ,
eABe−A = B + [A,B] +
1
2!
[A, [A,B]] + · · · .
(9.60)
The first term in Equation (9.59) is easy to compute since all generators in the exponential com-
mute. We find
∂µV1(x)V1(x)−1 =
n∑
i=1
∂µφi(x)α∨i ∈ h. (9.61)
Secondly, we compute the corresponding expression for V2(x). Here we must take into account all
commutators between the positive root generators Eα ∈ n+. Using the first of the Baker–Hausdorff
formulas above, the first terms in the series become
∂µV2(x)V2(x)−1 = ∂µ Exp
 ∑
α∈∆+
χα(x)Eα
 Exp
−∑
α′∈∆+
χα′(x)Eα′

=
∑
α∈∆+
∂µχα(x)Eα +
1
2!
∑
α,α′∈∆+
χα(x)∂µχα′(x)[Eα, Eα′ ]
+
1
3!
∑
α,α′,α′′∈∆+
χα(x)χα′(x)∂µχα′′(x)[Eα, [Eα′ , Eα′′ ]] + · · · . (9.62)
Each multi-commutator [Eα, [Eα′ , · · · ] · · · , Eα′′′ ] corresponds to some new positive root generator,
say Eγ ∈ n+. However, since each term in the expansion (9.62) is a sum over all positive roots,
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the specific generator Eγ will get a contribution from all terms. We can therefore write the sum
in “closed form” with the coefficient in front of an arbitrary generator Eγ taking the form
Rγ,µ(x) ≡ ∂µχγ(x) + 12! χζ(x)∂µχζ′(x)︸ ︷︷ ︸
ζ+ζ′=γ
+ · · ·+ 1
kγ !
χη(x)χη′(x) · · ·χη′′(x)∂µχη′′′(x)︸ ︷︷ ︸
η+η′+···+η′′+η′′′=γ
, (9.63)
where kγ denotes the number corresponding to the last term in the Baker–Hausdorff expansion in
which the generator Eγ appears. The explicit form of Rγ,µ(x) must be computed individually for
each root γ ∈ ∆+.
The sum in Equation (9.62) can now be written as
∂µV2(x)V2(x)−1 =
∑
α∈∆+
Rα,µ(x)Eα. (9.64)
To proceed, we must conjugate this expression with V1(x) in order to compute the full form of
Equation (9.59). This involves the use of the second Baker–Hausdorff formula in Equation (9.60)
for each term in the sum, Equation (9.64). Let h denote an arbitrary element of the Cartan
subalgebra,
h =
n∑
i=1
φi(x)α∨i ∈ h. (9.65)
Then the commutators we need are of the form
[h,Eα] = α(h)Eα, (9.66)
where α(h) denotes the value of the root α ∈ h? acting on the Cartan element h ∈ h,
α(h) =
n∑
i=1
φi(x)α(α∨i ) =
n∑
i=1
φi(x) 〈α, α∨i 〉 ≡
n∑
i=1
φi(x)αi. (9.67)
So, for each term in the sum in Equation (9.64) we obtain
V1(x)EαV1(x)−1 = Eα +
∑
i
φi(x)αiEα +
1
2
∑
i,j
φi(x)φj(x)αiαjEα + · · ·
= Exp
[∑
i
φi(x)αi
]
Eα
= eα(h)Eα. (9.68)
We can now write down the complete expression for the element ∂µV(x)V(x)−1,
∂µV(x)V(x)−1 =
n∑
i=1
∂µφi(x)α∨i +
∑
α∈∆+
eα(h)Rα,µ(x)Eα. (9.69)
Projection onto the coset p gives (see Equation (9.20) and Section 6.3)
Pµ(x) =
n∑
i=1
∂µφi(x)α∨i +
1
2
∑
α∈∆+
eα(h)Rα,µ(x) (Eα + E−α) , (9.70)
where we have used that ETα = E−α and (α
∨
i )
T = α∨i .
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Next we want to compute the explicit form of the action in Equation (9.25). Choosing the
following normalization for the root generators,
(Eα|Eα′) = δα,−α′ , (α∨i |α∨j ) = δij , (9.71)
which implies
(Eα|ETα′) = (Eα|E−α′) = δα,α′ (9.72)
one finds the form of theK(G)local×Grigid-invariant action in the parametrization of Equation (9.58),
SG/K(G) =
∫
X
dpx
√
γγµν
 n∑
i=1
∂µφi(x)∂νφi(x) +
1
2
∑
α∈∆+
e2α(h)Rα,µ(x)Rα,ν(x)
 . (9.73)
9.2 Geodesic sigma models on infinite-dimensional coset spaces
In the following we shall both “generalize and specialize” the construction from Section 9.1. The
generalization amounts to relaxing the restriction that the algebra g be finite-dimensional. Al-
though in principle we could consider g to be any indefinite Kac–Moody algebra, we shall be
focusing on the case where it is of Lorentzian type. The analysis will also be a specialization, in
the sense that we consider only geodesic sigma models, meaning that the Riemannian space X is
the one-dimensional worldline of a particle, parametrized by one variable t. This restriction is of
course motivated by the billiard description of gravity close to a spacelike singularity, where the
dynamics at each spatial point is effectively described by a particle geodesic in the fundamental
Weyl chamber of a Lorentzian Kac–Moody algebra.
The motivation is that the construction of a geodesic sigma model that exhibits this Kac–
Moody symmetry in a manifest way, would provide a link to understanding the role of the full
algebra g beyond the BKL-limit.
9.2.1 Formal construction
For definiteness, we consider only the case when the Lorentzian algebra g is a split real form,
although this is not really necessary as the Iwasawa decomposition holds also in the non-split case.
A very important difference from the finite-dimensional case is that we now have nontrivial
multiplicities of the imaginary roots (see Section 4). Recall that if a root α ∈ ∆ has multiplicity
mα, then the associated root space gα is mα-dimensional. Thus, it is spanned by mα generators
E
[s]
α (s = 1, · · · ,mα),
gα = RE[1]α + · · ·+ RE[mα]α . (9.74)
The root multiplicities are not known in closed form for any indefinite Kac–Moody algebra, but
must be computed recursively as described in Section 8.
Our main object of study is the coset representative V(t) ∈ G/K(G), which must now be seen as
“formal” exponentiation of the infinite number of generators in p. We can then proceed as before
and choose V(t) to be in the Borel gauge, i.e., of the form
V(t) = Exp
[
dim h∑
µ=1
βµ(t)α∨µ
]
Exp
 ∑
α∈∆+
mα∑
s=1
ξ[s]α (t)E
[s]
α
 ∈ G/K(G). (9.75)
Here, the index µ does not correspond to “spacetime” but instead is an index in the Cartan
subalgebra h, or, equivalently, in “scale-factor space” (see Section 2). In the following we shall
dispose of writing the sum over µ explicitly. The second exponent in Equation (9.75) contains a
formal infinite sum over all positive roots ∆+. We will describe in detail in subsequent sections how
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it can be suitably truncated. The coset representative V(t) corresponds to a nonlinear realisation
of G and transforms as
G : V(t) 7−→ k (V(t), g)V(t)g, k (V(t), g) ∈ K(G), g ∈ G. (9.76)
A g-valued “one-form” can be constructed analogously to the finite-dimensional case,
∂V(t)V(t)−1 = Q(t) + P(t), (9.77)
where ∂ ≡ ∂t. The first term on the right hand side represents a k-connection that is fixed under
the Chevalley involution,
τ(Q) = Q, (9.78)
while P(t) lies in the orthogonal complement p and so is anti-invariant,
τ(P) = −P (9.79)
(for the split form, the Cartan involution coincides with the Chevalley involution). Using the
projections onto the coset p and the compact subalgebra k, as defined in Equation (9.20), we can
compute the forms of P(t) and Q(t) in the Borel gauge, and we find
P(t) = ∂βµ(t)α∨µ +
1
2
∑
α∈∆+
mα∑
s=1
eα(β)R[s]α (t)
(
E[s]α + E
[s]
−α
)
,
Q(t) =
1
2
∑
α∈∆+
mα∑
s=1
eα(β)R[s]α (t)
(
E[s]α − E[s]−α
)
,
(9.80)
where R[s]α (t) is the analogue of Rα(x) in the finite-dimensional case, i.e., it takes the form
R[s]α (t) = ∂ξ
[s]
α (t) +
1
2
ξ
[s]
ζ (t)∂ξ
[s]
ζ′ (t)︸ ︷︷ ︸
ζ+ζ′=α
+ · · · , (9.81)
which still contains a finite number of terms for each positive root α. The value of the root α ∈ h?
acting on β = βµ(t)α∨µ ∈ h is
α(β) = αµβµ. (9.82)
Note that here the notation αµ does not correspond to a simple root, but denotes the components
of an arbitrary root vector α ∈ h?.
The action for a particle moving on the infinite-dimensional coset space G/K(G) can now be
constructed using the invariant bilinear form (·|·) on g,
SG/K(G) =
∫
dt n(t)−1 (P(t)|P(t)) , (9.83)
where n(t) ensures invariance under reparametrizations of t. The variation of the action with
respect to n(t) constrains the motion to be a null geodesic on G/K(G),
(P(t)|P(t)) = 0. (9.84)
Defining, as before, a covariant derivative D with respect to the local symmetry K(G) as
DP(t) ≡ ∂P(t)− [Q(t),P(t)] , (9.85)
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the equations of motion read simply
D
(
n(t)−1P(t)
)
= 0. (9.86)
The explicit form of the action in the parametrization of Equation (9.75) becomes
SG/K(G) =
∫
dt n(t)−1
Gµν ∂βµ(t) ∂βν(t) + 12 ∑
α∈∆+
mα∑
s=1
e2α(β) R[s]α (t)R
[s]
α (t)
 , (9.87)
where Gµν is the flat Lorentzian metric, defined by the restriction of the bilinear form (·|·) to the
Cartan subalgebra h ⊂ g. The metric Gµν is exactly the same as the metric in scale-factor space
(see Section 2), and the kinetic term for the Cartan parameters βµ(t) reads explicitly
Gµν ∂β
µ(t) ∂βν(t) =
dim h−1∑
i=1
∂βi(t) ∂βi(t)−
(
dim h−1∑
i=1
∂βi(t)
)dim h−1∑
j=1
∂βj(t)
+∂φ(t) ∂φ(t). (9.88)
Although g is infinite-dimensional we still have the notion of “formal integrability”, owing to
the existence of an infinite number of conserved charges, defined by the equations of motion in
Equation (9.86). We can define the generalized metric for any g as
M(t) ≡ V(t)TV(t), (9.89)
where the transpose ( )T is defined as before in terms of the Chevalley involution,
( )T = −τ( ). (9.90)
Then the equations of motion DP(t) = 0 are equivalent to the conservation ∂J = 0 of the current
J ≡ 1
2
M(t)−1∂M(t). (9.91)
This can be formally solved in closed form
M(t) = etJ
T
M(0)etJ, (9.92)
and so an arbitrary group element g ∈ G evolves according to
g(t) = k(t)g(0)etJ, k(t) ∈ K(G). (9.93)
Although the explicit form of P(t) contains infinitely many terms, we have seen that each
coefficient R[s]α (t) can, in principle, be computed exactly for each root α. This, however, is not the
case for the current J. To find the form of J one must conjugate P(t) with the coset representative
V(t) and this requires an infinite number of commutators to get the correct coefficient in front of
any generator in J.
9.2.2 Consistent truncations
One method for dealing with infinite expressions like Equation (9.80) consists in considering suc-
cessive finite expansions allowing more and more terms, while still respecting the dynamics of the
sigma model.
This leads us to the concept of a consistent truncation of the sigma model for G/K(G). We take
as definition of such a truncation any sub-model S′ of SG/K(G) whose solutions are also solutions
of the original model.
There are two main approaches to finding suitable truncations that fulfill this latter criterion.
These are the so-called subgroup truncations and the level truncations, which will both prove to be
useful for our purposes, and we consider them in turn below.
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Subgroup truncation
The first consistent truncation we shall treat is the case when the dynamics of a sigma model
for some global group G is restricted to that of an appropriately chosen subgroup G¯ ⊂ G. We
consider here only subgroups G¯ which are obtained by exponentiation of regular subalgebras g¯ of
g. The concept of regular embeddings of Lorentzian Kac–Moody algebras was discussed in detail
in Section 4.
To restrict the dynamics to that of a sigma model based on the coset space G¯/K(G¯), we first
assume that the initial conditions g(t)
∣∣
t=0
= g(0) and ∂g(t)
∣∣
t=0
are such that the following two
conditions are satisfied:
1. The group element g(0) belongs to G¯.
2. The conserved current J belongs to g¯.
When these conditions hold, then g(0)etJ belongs to G¯ for all t. Moreover, there always exists
k¯(t) ∈ K(G¯) such that
g¯(t) ≡ k¯(t)g(0)etJ ∈ G¯/K(G¯), (9.94)
i.e, g¯(t) belongs to the Borel subgroup of G¯. Because the embedding is regular, k¯(t) belongs to
K(G) and we thus have that g¯(t) also belongs to the Borel subgroup of the full group G.
Now recall that from Equation (9.93), we know that g¯(t) = k¯(t)g(0)etJ is a solution to the
equations of motion for the sigma model on G¯/K(G¯). But since we have found that g¯(t) preserves
the Borel gauge for G/K(G), it follows that k¯(t)g(0)etJ is a solution to the equations of motion for
the full sigma model. Thus, the dynamical evolution of the subsystem S′ = SG¯/K(G¯) preserves the
Borel gauge of G. These arguments show that initial conditions in G¯ remain in G¯, and hence the
dynamics of a sigma model on G/K(G) can be consistently truncated to a sigma model on G¯/K(G¯).
Finally, we recall that because the embedding g¯ ⊂ g is regular, the restriction of the bilinear
form on g coincides with the bilinear form on g¯. This implies that the Hamiltonian constraints for
the two models, arising from time reparametrization invariance of the action, also coincide.
We shall make use of subgroup truncations in Section 10.
Level truncation and height truncation
Alternative ways of consistently truncating the infinite-dimensional sigma model rest on the use
of gradations of g,
g = · · ·+ g−2 + g−1 + g0 + g1 + g2 + · · · , (9.95)
where the sum is infinite but each subspace is finite-dimensional. One also has
[g`′ , g`′′ ] ⊆ g`′+`′′ . (9.96)
Such a gradation was for instance constructed in Section 8 and was based on a so-called level
decomposition of the adjoint representation of g into representations of a finite regular subalgebra
r ⊂ g. We will now use this construction to truncate the sigma model based of G/K(G), by
“terminating” the gradation of g at some finite level ¯`. More specifically, the truncation will
involve setting to zero all coefficients R[s]α (t), in the expansion of P(t), corresponding to roots α
whose generators E[s]α belong to subspaces g` with ` > ¯`. Part of this section draws inspiration
from the treatment in [47, 48, 124].
The level ` might be the height, or it might count the number of times a specified single simple
root appears. In that latter case, the actual form of the level decomposition must of course be
worked out separately for each choice of algebra g and each choice of decomposition. We will do
this in detail in Section 9.3 for a specific level decomposition of the hyperbolic algebra E10. Here,
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we shall display the general construction in the case of the height truncation, which exists for any
algebra.
Let α be a positive root, α ∈ ∆+. It has the following expansion in terms of the simple roots
α =
∑
i
miαi (mi ≥ 0). (9.97)
Then the height of α is defined as (see Section 4)
ht(α) =
∑
i
mi. (9.98)
The height can thus be seen as a linear integral map ht : ∆→ Z, and we shall sometimes use the
notation ht(α) = hα to denote the value of the map ht acting on a root α ∈ ∆.
To achieve the height truncation, we assume that the sum over all roots in the expansion of
P(t), Equation (9.80), is ordered in terms of increasing height. Then we can consistently set to
zero all coefficients R[s]α (t) corresponding to roots with greater height than some, suitably chosen,
finite height h¯. We thus find that the finitely truncated coset element P0(t) is
P0(t) ≡ P(t)
∣∣
ht≤h¯ = ∂β
µ(t)α∨µ +
1
2
∑
α∈∆+
ht(α)≤h¯
mα∑
s=1
eα(β)R[s]α (t)
(
E[s]α + E
[s]
−α
)
, (9.99)
which is equivalent to the statement
R[s]γ (t) = 0 ∀γ ∈ ∆+, ht(γ) > h¯. (9.100)
For further use, we note here some properties of the coefficients R[s]α (t). By examining the
structure of Equation (9.81), we see that R[s]α (t) takes the form of a temporal derivative acting on
ξ
[s]
α (t), followed by a sequence of terms whose individual components, for example ξ
[s]
ζ (t), are all
associated with roots of lower height than α, ht(ζ) < ht(α). It will prove useful to think of R[s]α (t)
as representing a kind of “generalized” derivative operator acting on the field ξ[s]α . Thus we define
the operator D by
Dξ[s]α (t) ≡ ∂ξ[s]α (t) + F[s]α
(
ξ∂ξ, ξ2∂ξ, · · · ) , (9.101)
where F[s]α (t) is a polynomial function of the coordinates ξ(t), whose explicit structure follows from
Equation (9.81). It is common in the literature to refer to the level truncation as “setting all higher
level covariant derivatives to zero”, by which one simply means that all Dξ[s]γ (t) corresponding to
roots γ above a given finite level ¯` should vanish. Following [47] we shall call the operators D
“covariant derivatives”.
It is clear from the equations of motion DP(t) = 0, that if all covariant derivatives Dξ[s]γ (t)
above a given height are set to zero, this choice is preserved by the dynamical evolution. Hence,
the height (and any level) truncation is indeed a consistent truncation. Let us here emphasize that
it is not consistent by itself to merely put all fields ξ[s]γ (t) above a certain level to zero, but one
must take into account the fact that combinations of lower level fields may parametrize a higher
level generator in the expansion of P(t), and therefore it is crucial to define the truncation using
the derivative operator Dξ[s]γ (t).
9.3 Eleven-dimensional supergravity and E10/K(E10)
We shall now illustrate the results of the previous sections by explicitly constructing an action for
the coset space E10/K(E10). We employ the level decomposition of E10 = LieE10 in terms of its
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regular sl(10,R)-subalgebra (see Section 8), to write the coordinates on the coset space as (time-
dependent) sl(10,R)-tensors. It is then shown that for a truncation of the sigma model at level
` = 3, these fields can be interpreted as the physical fields of eleven-dimensional supergravity. This
“dictionary” ensures that the equations of motion arising from the sigma model on E10/K(E10) are
equivalent to the (suitably truncated) equations of motion of eleven-dimensional supergravity [47].
9.3.1 Low level fields
We perform the level decomposition of E10 with respect to the sl(10,R)-subalgebra obtained by
removing the exceptional node in the Dynkin diagram in Figure 49. This procedure was described
in Section 8. When using this decomposition, a sum over (positive) roots becomes a sum over all
sl(10,R)-indices in each (positive) representation appearing in the decomposition.
We recall that up to level three the following representations appear
` = 0 : Kab,
` = 1 : Eabc = E[abc],
` = 2 : Ea1···a6 = E[a1···a6],
` = 3 : Ea|b1···b8 = Ea|[b1···b8],
(9.102)
where all indices are sl(10,R)-indices and so run from 1 to 10. The level zero generators Kab
correspond to the adjoint representation of sl(10,R) and the higher level generators correspond to
an infinite tower of raising operators of E10. As indicated by the square brackets, the level one and
two representations are completely antisymmetric in all indices, while the level three representation
has a mixed Young tableau symmetry: It is antisymmetric in the eight indices b1 · · · b8 and is also
subject to the constraint
E[a|b1···b8] = 0. (9.103)
In the scale factor space (β-basis), the roots of E10 corresponding to the above generators act as
follows on β ∈ h:
Kab ⇐⇒ αab(β) = βa − βb (a > b),
Eabc ⇐⇒ αabc(β) = βa + βb + βc,
Ea1···a6 ⇐⇒ αa1···a6(β) = βa1 + · · ·+ βa6 ,
Ea|ab1···b7 ⇐⇒ αab1···b7(β) = 2βa + βb1 + · · ·+ βb7 ,
Ea1|a2···a9 ⇐⇒ αa1···a9(β) = βa1 + · · ·+ βa9 .
(9.104)
We can use the scalar product in root space, h?E10 , to compute the norms of these roots. Recall
from Section 5 that the metric on h?E10 is the inverse of the metric in Equation (9.88), and for E10
it takes the form
(ω|ω) = Gijωiωj =
10∑
i=1
ωiωi − 19
(
10∑
i=1
ωi
) 10∑
j=1
ωj
 , ω ∈ h?E10 . (9.105)
The level zero, one and two generators correspond to real roots of E10,
(αab|αcd) = 2, (αabc|αdef ) = 2, (αa1···a6 |αb1···b6) = 2. (9.106)
We have split the roots corresponding to the level three generators into two parts, depending on
whether or not the special index a takes the same value as one of the other indices. The resulting
two types of roots correspond to real and null roots, respectively,
(αab1···b7 |αcd1···d7) = 2, (αa1···a9 |αb1···b9) = 0. (9.107)
Thus, the first time that generators corresponding to imaginary roots appear in the level decom-
position is at level three. This will prove to be important later on in our analysis.
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9.3.2 The GL(10,R)/SO(10)-sigma model
Because of the importance and geometric significance of level zero, we shall first develop the
formalism for the GL(10,R)/SO(10)-sigma model. A general group element H in the subgroup
GL(10,R) reads
H = Exp
[
ha
bKab
]
(9.108)
where hab is a 10 × 10 matrix (with a being the row index and b the column index). Although
the Kab’s are generators of E10 and can, within this framework, at best be viewed as infinite
matrices, it will prove convenient – for streamlining the calculations – to view them in the present
section also as 10× 10 matrices, since we confine our attention to the finite-dimensional subgroup
GL(10,R). Namely, Kab is treated as a 10 × 10 matrix with 0’s everywhere except 1 in position
(a, b) (see Equation (6.83)). The final formulation in terms of the variables hab(t) – which are
10× 10 matrices irrespectively as to whether one deals with GL(10,R) per se or as a subgroup of
E10 – does not depend on this interpretation.
It is also useful to describe GL(10,R) as the set of linear combinations mijKij where the 10×10
matrix mij is invertible. The product of the Kij ’s is given by
Kij K
k
m = δkj Kim. (9.109)
One easily verifies that if M = mijKij and N = nijKij belong to GL(10,R), then MN =
(mn)i
j
Kij where mn is the standard product of the 10 × 10 matrices m and n. Furthermore,
Exp
(
hi
jKij
)
=
(
eh
)
i
j
Kij where eh is the standard matrix exponential.
Under a general transformation, the representative H(t) is multiplied from the left by a time-
dependent SO(10) group element R and from the right by a constant linear GL(10,R)-group
element L. Explicitly, the transformation takes the form (suppressing the time-dependence for
notational convenience)
H → H ′ = RHL. (9.110)
In terms of components, with H = eabKab, eab = (eh)a
b, R = RabKab and L = LabKab, one finds
e′a
b = RacecdLdb, (9.111)
where we have set H ′ = e′a
b
Kab. The indices on the coset representative have different covariance
properties. To emphasize this fact, we shall write a bar over the first index, eab → ea¯b. Thus,
barred indices transform under the local SO(10) gauge group and are called “local”, or also “flat”,
indices, while unbarred indices transform under the global GL(10,R) and are called “world”, or
also “curved”, indices. The gauge invariant matrix product M = HTH is equal to
M = gabKab, (9.112)
with Kab ≡ Kcbδac and
gab =
∑
c¯
ec¯
aec¯
b. (9.113)
The gab do not transform under local SO(10)-transformations and transform as a (symmetric)
contravariant tensor under rigid GL(10,R)-transformations,
g′ab = gcdLcaLdb. (9.114)
They are components of a nondegenerate symmetric matrix that can be identified with an inverse
Euclidean metric.
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Indeed, the coset space GL(10,R)/SO(10) can be identified with the space of symmetric ten-
sors of Euclidean signature, i.e., the space of metrics. This is because two symmetric tensors of
Euclidean signature are equivalent under a change of frame, and the isotropy subgroup, say at the
identity, is evidently SO(10). In that view, the coset representative eab is the spatial vielbein.
The action for the coset space GL(10,R)/SO(10) with the metric of Equation (8.82) is easily
found to be
L0 =
1
4
(
gac(t)gbd(t)− gab(t)gcd(t)) ∂gab(t) ∂gcd(t). (9.115)
Note that the quadratic form multiplying the time derivatives is just the “De Witt supermet-
ric” [66]. Note also for future reference that the invariant form ∂H H−1 reads explicitly
∂H H−1 = ∂ea¯ b ebc¯Kac, (9.116)
where ebn¯ is the inverse vielbein.
9.3.3 Sigma model fields and SO(10)local ×GL(10,R)rigid-covariance
We now turn to the full nonlinear sigma model for E10/K(E10). Rather than exponentiating
the Cartan subalgebra separately as in Equation (9.75), it will here prove convenient to instead
single out the level zero subspace g0 = gl(10,R). This permits one to control easily SO(10)local ×
GL(10,R)rigid-covariance. To make this level zero covariance manifest, we shall furthermore assume
that the Borel gauge has been fixed only for the non-zero levels, and we keep all level zero fields
present. The residual gauge freedom is then just multiplication by an SO(10) rotation from the
left.
Thus, we take a coset representative of the form
V(t) = Exp
[
ha
b(t)Kab
]
Exp
[
1
3!
Aabc(t)Eabc +
1
6!
Aa1···a6(t)E
a1···a6 +
1
9!
Aa|b1···b8(t)E
a|b1···b8 + · · ·
]
,
(9.117)
where the sum in the first exponent would be restricted to all a ≥ b if we had taken a full Borel
gauge also at level zero. The parameters Aabc(t),Aa1···a6(t) and Aa|b1···b8(t) are coordinates on
the coset space E10/K(E10) and will eventually be interpreted as physical time-dependent fields of
eleven-dimensional supergravity.
How do the fields transform under SO(10)local×GL(10,R)rigid? Let R ∈ SO(10), L ∈ GL(10,R)
and decompose V according to Equation (9.117) as the product
V = HT, (9.118)
with
H = Exp
[
ha
b(t)Kab
]
∈ GL(10,R),
T = Exp
[
1
3!
Aabc(t)Eabc +
1
6!
Aa1···a6(t)E
a1···a6 +
1
9!
Aa|b1···b8(t)E
a|b1···b8 + · · ·
]
.
(9.119)
One has
V→ V′ = R(HT )L = (RHL)(L−1TL). (9.120)
Now, the first matrix H ′ = RHL clearly belongs to GL(10,R), since it is the product of a rotation
matrix by two GL(10,R)-matrices. It has exactly the same transformation as in Equation (9.110)
above in the context of the nonlinear sigma model for GL(10,R)/SO(10). Hence, the geometric
interpretation of ea¯b = (eh)a¯
b as the vielbein remains.
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Similarly, the matrix T ′ ≡ L−1TL has exactly the same form as T ,
T ′ = Exp
(
L−1
[
1
3!
Aabc(t)Eabc +
1
6!
Aa1···a6(t)E
a1···a6 +
1
9!
Aa|b1···b8(t)E
a|b1···b8 + · · ·
]
L
)
= Exp
[
1
3!
A′abc(t)E
abc +
1
6!
A′a1···a6(t)E
a1···a6 +
1
9!
A′a|b1···b8(t)E
a|b1···b8 + · · ·
]
, (9.121)
where the variables A′abc, A
′
a1···a6 , ..., are obtained from the variables Aabc, Aa1···a6 , ..., by comput-
ing L−1EabcL, L−1Ea1···a6L, ..., using the commutation relations with Kab. Explicitly, one gets
A′abc = (L
−1)a
e
(L−1)b
f
(L−1)c
g
Aefg, A
′
a1···a6 = (L
−1)a1
b1 · · · (L−1)a6b6Ab1···b6 , etc.
(9.122)
Hence, the fields Aabc, Aa1···a6 , ... do not transform under local SO(10) transformations. However,
they do transform under rigid GL(10,R)-transformations as tensors of the type indicated by their
indices. Their indices are world indices and not flat indices.
9.3.4 “Covariant derivatives”
The invariant form ∂VV−1 reads
∂VV−1 = ∂H H−1 +H(∂T T−1)H−1. (9.123)
The first term is the invariant form encountered above in the discussion of the level zero nonlinear
sigma model for GL(10,R)/SL(10). So let us focus on the second term. It is clear that ∂T T−1 will
contain only positive generators at level ≥ 1. So we set, in a manner similar to Equation (9.64),
∂T T−1 =
∑
α∈∆+
∑
s
DAα,sEα,s, (9.124)
where the sum is over positive roots at levels one and higher and takes into account multiplicities
(through the extra index s). The expressions DAα,s are linear in the time derivatives ∂A. As
before, we call them “covariant derivatives”. They are computed by making use of the Baker–
Hausdorff formula, as in Section 9.1.6. Explicitly, up to level 3, one finds
T˙ T−1 =
1
3!
DAabc(t)Eabc +
1
6!
DAa1···a6(t)E
a1···a6 +
1
9!
DAa|b1···b8(t)E
a|b1···b8 + · · · , (9.125)
with
DAabc(t) = ∂Aabc(t),
DAa1···a6(t) = ∂Aa1···a6(t) + 10A[a1a2a3(t)∂Aa4a5a6](t),
DAa|b1···b8(t) = ∂Aa|b1···b8(t) + 42A〈ab1b2 (t)∂A b3···b8〉(t)− 42∂A〈ab1b2 (t)A b3···b8〉(t),
+280A〈ab1b2 (t)Ab3b4b5(t)∂A b6b7b8〉(t),
(9.126)
as computed in [47]. The notation 〈a1 · · · ak〉 denotes projection onto the Young tableaux symmetry
carried by the field upon which the covariant derivative acts35. It should be stressed that the
35As an example, consider the projection Pαβγ ≡ T〈αβγ〉 of a three index tensor Tαβγ onto the Young tableaux
.
This projection is given by
Pαβγ =
1
3
(Tαβγ + Tβαγ − Tγβα − Tβγα),
which clearly satisfies
Pαβγ = −Pγβα, P[αβγ] = 0.
Note also that Pαβγ 6= Pβαγ .
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covariant derivatives DA have the same transformation properties under SO(10) (under which
they are inert) and GL(10,R) as A since the GL(10,R) transformations do not depend on time.
9.3.5 The K(E10)× E10-invariant action at low levels
The action can now be computed using the bilinear form (·|·) on E10,
SE10/K(E10) =
∫
dt n(t)−1
(
P(t)
∣∣P(t)) , (9.127)
where P is obtained by projecting orthogonally onto the subalgebra kE10 by using the generalized
transpose,
(Kab)T = Kba, (Eabc)T = Fabc, · · · etc., (9.128)
where as above ( )T = −ω( ) (with ω being the Chevalley involution). We shall compute the action
up to, and including, level 3,
SE10/K(E10) =
∫
dt n(t)−1 (L0 + L1 + L2 + L3 + · · · ) . (9.129)
From Equation (9.123) and the fact that generators at level zero are orthogonal to generators
at levels 6= 0, we see that L0 will be constructed from the level zero part H˙ H−1 and will coincide
with the Lagrangian (9.115) for the nonlinear sigma model GL(10,R)/SO(10),
L0 =
1
4
(
gac(t)gbd(t)− gab(t)gcd(t)) ∂gab(t) ∂gcd(t). (9.130)
To compute the other terms, we use the following trick. The Lagrangian must be a GL(10,R)
scalar. One can easily compute it in the frame where H = 1, i.e., where the metric gab is equal
to δab. One can then covariantize the resulting expression by replacing everywhere δab by gab. To
illustrate the procedure consider the level 1 term. One has, for H = 1 and at level 1, ∂VV−1 =
1
3!DAabc(t)E
abc and thus, with the same gauge conditions, P(t) = 12·3!DAabc(t)
(
Eabc + F abc
)
(where we have raised the indices of Fabc with δab, F123 ≡ F 123 etc). Using (Ea1a2a3 |F b1b2b3) =
δa1b1δa2b2δa3b3±permutations that make the expression antisymmetric (3! terms; see Section 8.4),
one then gets L1 = 12·3!DAabc(t)DAdef (t) δ
adδbeδcf in the frame where gab = δab. This yields the
level 1 Lagrangian in a general frame,
L1 =
1
2 · 3!g
a1c1ga2c2ga3c3DAa1a2a3(t)DAc1c2c3(t)
=
1
2 · 3!DAa1a2a3(t)DA
a1a2a3(t). (9.131)
By a similar analysis, the level 2 and 3 contributions are
L2 =
1
2 · 6! DAa1···a6(t)DA
a1···a6(t),
L3 =
1
2 · 9! DAa|b1···b8(t)DA
a|b1···b8(t).
(9.132)
Collecting all terms, the final form of the action for E10/K(E10) up to and including level ` = 3 is
SE10/K(E10) =
∫
dt n(t)−1
[
1
4
(
gac(t)gbd(t)− gab(t)gcd(t)) ∂gab(t) ∂gcd(t)
+
1
2 · 3!DAa1a2a3(t)DA
a1a2a3(t) +
1
2 · 6!DAa1···a6(t)DA
a1···a6(t)
+
1
2 · 9!DAa|b1···b8(t)DA
a|b1···b8(t) + · · ·
]
, (9.133)
which agrees with the action found in [47].
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9.3.6 The correspondence
We shall now relate the equations of motion for the E10/K(E10) sigma model to the equations of
motion of eleven-dimensional supergravity. As the precise correspondence is not yet known, we
shall here only sketch the main ideas. These work remarkably well at low levels but need unknown
ingredients at higher levels.
We have seen that the sigma model for E10/K(E10) can be consistently truncated level by level.
More precisely, one can consistently set equal to zero all covariant derivatives of the fields above
a given level and get a reduced system whose solutions are solutions of the full system. We shall
show here that the consistent truncations of E10/K(E10) at levels 0, 1 and 2 yields equations of
motion that coincide with the equations of motion of appropriate consistent truncations of eleven-
dimensional supergravity, using a prescribed dictionary presented below. We will also show that
the correspondence extends up to parts of level 3.
We recall that in the gauge N i = 0 (vanishing shift) and A0bc = 0 (temporal gauge), the bosonic
fields of eleven-dimensional supergravity are the spatial metric gab(x0, xi), the lapse N(x0, xi) and
the spatial components Aabc(x0, xi) of the vector potential 3-form. The physical field is F = dA and
its electric and magnetic components are, respectively, denoted F0abc and Fabcd. The electric field
involves only time derivatives of Aabc(x0, xi), while the magnetic field involves spatial gradients.
Levels 0 and 1
If one keeps only levels zero and one, the sigma model action (9.133) reduces to
S[gab(t),Aabc(t), n(t)] =
∫
dt n(t)−1
[
1
4
(
gac(t) gbd(t)− gab(t) gcd(t)) ∂gab(t) ∂gcd(t)
+
1
2 · 3!∂Aa1a2a3(t) ∂A
a1a2a3(t)
]
. (9.134)
Consider now the consistent homogeneous truncation of eleven-dimensional supergravity in
which the spatial metric, the lapse and the vector potential depend only on time (no spatial
gradient). Then the reduced action for this truncation is precisely Equation (9.134) provided one
makes the identification t = x0 and
gab(t) = gab(t), (9.135)
Aabc(t) = Aabc(t), (9.136)
n(t) =
N(t)√
g(t)
(9.137)
(see, for instance, [61]). Also the Hamiltonian constraints (the only one left) coincide. Thus, there
is a perfect match between the sigma model truncated at level one and supergravity “reduced on
a 10-torus”. If one were to drop level one, one would find perfect agreement with pure gravity. In
the following, we shall make the gauge choice N =
√
g, equivalent to n = 1.
Level 2
At levels 0 and 1, the supergravity fields gab and Aabc depend only on time. When going beyond
this truncation, one needs to introduce some spatial gradients. Level 2 introduces spatial gradients
of a very special type, namely allows for a homogeneous magnetic field. This means that Aabc
acquires a space dependence, more precisely, a linear one (so that its gradient does not depend on
x). However, because there is no room for x-dependence on the sigma model side, where the only
independent variable is t, we shall use the trick to describe the magnetic field in terms of a dual
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potential Aa1···a6 . Thus, there is a close interplay between duality, the sigma model formulation,
and the introduction of spatial gradients.
There is no tractable, fully satisfactory variational formulation of eleven-dimensional supergrav-
ity where both the 3-form potential and its dual appear as independent variables in the action,
with a quadratic dependence on the time derivatives (this would be double-counting, unless an
appropriate self-duality condition is imposed [35, 36]). This means that from now on, we shall
not compare the actions of the sigma model and of supergravity but, rather, only their respective
equations of motion. As these involve the electromagnetic field and not the potential, we rewrite
the correspondence found above at levels 0 and 1 in terms of the metric and the electromagnetic
field as
gab(t) = gab(t),
DAabc(t) = F0abc(t).
(9.138)
The equations of motion for the nonlinear sigma model, obtained from the variation of the La-
grangian Equation (9.133), truncated at level two, read explicitly
1
2
∂
(
n(t)−1gac(t) ∂gcb(t)
)
=
n(t)−1
4
(
DAac1c2(t)DAbc1c2(t)−
1
9
δabDA
c1c2c3(t)DAc1c2c3(t)
)
+
n(t)−1
2 · 5!
(
DAac1···c5(t)DAbc1···c5(t)−
1
9
δabDA
c1···c6(t)DAc1···c6(t)
)
,
∂
(
n(t)−1DAa1a2a3(t)
)
= − 1
3!
n(t)−1DAa1···a6(t)DAa4a5a6(t),
∂
(
n(t)−1DAa1···a6(t)
)
= 0.
(9.139)
In addition, we have the constraint obtained by varying n,
(P(t)|P(t)) = 1
4
(
gac(t) gbd(t)− gab(t) gcd(t)) ∂gab(t) ∂gcd(t)
+
1
2 · 3!DA
a1a2a3(t)DAa1a2a3(t) +
1
2 · 6!DA
a1···a6(t)DAa1···a6(t)
= 0. (9.140)
On the supergravity side, we truncate the equations to metrics gab(t) and electromagnetic fields
F0abc(t), Fabcd(t) that depend only on time. We take, as in Section 2, the spacetime metric to be
of the form
ds2 = −N2(t) dt2 + gab(t) dxa dxb, (9.141)
but now with x0 = t. In the following we use Greek letters λ, σ, ρ, · · · to denote eleven-dimensional
spacetime indices, and Latin letters a, b, c, · · · to denote ten-dimensional spatial indices.
The equations of motion and the Hamiltonian constraint for eleven-dimensional supergravity
have been explicitly written in [61], so they can be expediently compared with the equations of
motion of the sigma model. The dynamical equations for the metric read
1
2
∂
(√
gN−1gac∂gcb
)
=
1
12
N
√
gF aρστFbρστ − 1144N
√
g δab FλρστFλρστ
=
1
4
N−1
√
gF 0ac1c2F0bc1c2 −
1
36
N−1
√
g δab F 0c1c2c3F0c1c2c3
+
1
12
N
√
gF ac1c2c3Fbc1c2c3 −
1
144
N
√
g δab F c1c2c3c4Fc1c2c3c4 , (9.142)
and for the electric and magnetic fields we have, respectively, the equations of motion and the
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Bianchi identity,
∂
(
F 0abcN
√
g
)
=
1
144
ε0abcd1d2d3e1e2e3e4F0d1d2d3Fe1e2e3e4 ,
∂Fa1a2a3a4 = 0.
(9.143)
Furthermore we have the Hamiltonian constraint
1
4
(
gacgbd − gabgcd) ∂gab ∂gcd + 112F 0abcF0abc + 148N2F abcdFabcd = 0. (9.144)
(We shall not consider the other constraints here; see remarks as at the end of this section.)
One finds again perfect agreement between the sigma model equations, Equation (9.139)
and (9.140), and the equations of eleven-dimensional supergravity, Equation (9.142) and (9.144),
provided one extends the above dictionary through [47]
DAa1···a6(t) = − 1
4!
εa1···a6b1b2b3b4Fb1b2b3b4(t). (9.145)
This result appears to be quite remarkable, because the Chern–Simons term in Equation (9.143)
is in particular reproduced with the correct coefficient, which in eleven-dimensional supergravity
is fixed by invoking supersymmetry.
Level 3
Level 3 should correspond to the introduction of further controlled spatial gradients, this time for
the metric. Because there is no room for spatial derivatives as such on the sigma model side, the
trick is again to introduce a dual graviton field. When this dual graviton field is non-zero, the
metric does depend on the spatial coordinates.
Satisfactory dual formulations of non-linearized gravity do not exist. At the linearized level,
however, the problem is well understood since the pioneering work by Curtright [39] (see also [169,
14, 21]). In eleven spacetime dimensions, the dual graviton field is described precisely by a tensor
Aa|b1···b8 with the mixed symmetry of the Young tableau [1, 0, 0, 0, 0, 0, 0, 1, 0] appearing at level 3
in the sigma model description. Exciting this field, i.e., assuming DAa|b1···b8 6= 0 amounts to
introducing spatial gradients for the metric – and, for that matter, for the other fields as well – as
follows. Instead of considering fields that are homogeneous on a torus, one considers fields that are
homogeneous on non-Abelian group manifolds. This introduces spatial gradients (in coordinate
frames) in a well controlled manner.
Let θa be the group invariant one-forms, with structure equations
dθa =
1
2
Cabcdθ
b ∧ dθc. (9.146)
We shall assume that Caac = 0 (“Bianchi class A”). Truncation at level 3 assumes that the metric
and the electric and magnetic fields depend only on time in this frame and that the Cabc are
constant (corresponding to a group). The supergravity equations have been written in that case
in [61] and can be compared with the sigma model equations. There is almost a complete match
between both sets of equations provided one extends the dictionary at level 3 through
DAa|b1···b8(t) =
3
2
εb1···b8cdCacd (9.147)
(with the equations of motion of the sigma model implying indeed that DAa|b1···b8 does not depend
on time). Note that to define an invertible mapping between the level three fields and the Cabc, it
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is important that Cabc be traceless; there is no “room” on level three on the sigma model side to
incorporate the trace of Cabc.
With this correspondence, the match works perfectly for real roots up to, and including, level
three. However, it fails for fields associated with imaginary roots (level 3 is the first time imag-
inary roots appear, at height 30) [47]. In fact, the terms that match correspond to “SL(10,R)-
covariantized E8”, i.e., to fields associated with roots of E8 and their images under the Weyl group
of SL(10,R).
Since the match between the sigma model equations and supergravity fails at level 3 under
the present line of investigation, we shall not provide the details but refer instead to [47] for more
information. The correspondence up to level 3 was also checked in [53] through a slightly different
approach, making use of a formulation with local frames, i.e., using local flat indices rather than
global indices as in the present treatment.
Let us note here that higher level fields of E10, corresponding to imaginary roots, have been
considered from a different point of view in [24], where they were associated with certain brane
configurations (see also [23, 9]).
The dictionary
One may view the above failure at level 3 as a serious flaw to the sigma model approach to exhibiting
the E10 symmetry36. Let us, however, be optimistic for a moment and assume that these problems
will somehow get resolved, perhaps by changing the dictionary or by including higher order terms.
So, let us proceed.
What would be the meaning of the higher level fields? As discussed in Section 9.3.7, there are
indications that fields at higher levels contain higher order spatial gradients and therefore enable
us to reconstruct completely, through something similar to a Taylor expansion, the most general
field configuration from the fields at a given spatial point.
From this point of view, the relation between the supergravity degrees of freedom gij(t, x) and
F(4)(t, x) = dA(3)(t, x) would be given, at a specific spatial point x = x0 and in a suitable spatial
frame θa(x) (that would also depend on x), by the following “dictionary”:
gab(t) = gab(t,x0),
DAabc(t) = Ftabc(t,x0),
DAa1···a6(t) = − 1
4!
εa1···a6bcdeFbcde(t,x0),
DAa|b1···b8(t) =
3
2
εb1···b8cdCacd(x0),
(9.148)
which reproduces in the homogeneous case what we have seen up to level 3.
This correspondence goes far beyond that of the algebraic description of the BKL-limit in terms
of Weyl reflections in the simple roots of a Kac–Moody algebra. Indeed, the dynamics of the billiard
is controlled entirely by the walls associated with simple roots and thus does not transcend height
one. Here, we go to a much higher height and successfully extend (unfortunately incompletely)
the intriguing connection between eleven-dimensional supergravity and E10.
9.3.7 Higher levels and spatial gradients
We have seen that the correspondence between the E10-invariant sigma model and eleven-dimensio-
nal supergravity fails when we include spatial gradients beyond first order. It is nevertheless
36This does not exclude that other approaches would be successful. That E10, or perhaps E11, does encode a lot
of information about M-theory is a fact, but that this should be translated into a sigma model reformulation of the
theory appears to be questionable.
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believed that the information about spatial gradients is somehow encoded within the algebraic
description: One idea is that space is “smeared out” among the infinite number of fields contained
in E10 and it is for this reason that a direct dictionary for the inclusion of spatial gradients is
difficult to find. If true, this would imply that we can view the level expansion on the algebraic
side as reflecting a kind of “Taylor expansion” in spatial gradients on the supergravity side. Below
we discuss some speculative ideas about how such a correspondence could be realized in practice.
The “gradient conjecture”
One intriguing suggestion put forward in [47] was that fields associated to certain “affine represen-
tations” of E10 could be interpreted as spatial derivatives acting on the level one, two and three
fields, thus providing a direct conjecture for how space “emerges” through the level decomposition
of E10. The representations in question are those for which the Dynkin label associated with the
overextended root of E10 vanishes, and hence these representations are realized also in a level
decomposition of the regular E9-subalgebra obtained by removing the overextended node in the
Dynkin diagram of E10.
The affine representations were discussed in Section 8 and we recall that they are given in terms
of three infinite towers of generators, with the following sl(10,R)-tensor structures,
Ea1a2a3b1···bk , E
a1···a6
b1···bk , E
a1|a2···a9
b1···bk , (9.149)
where the upper indices have the same Young tableau symmetries as the ` = 1, 2 and 3 represen-
tations, while the lower indices are all completely symmetric. In the sigma model these genera-
tors of E10 are parametrized by fields exhibiting the same index structure, i.e., Aa1a2a2
b1···bk(t),
Aa1···a6
b1···bk(t) and Aa1|a2···a9
b1···bk(t).
The idea is now that the three towers of fields have precisely the right index structure to be
interpreted as spatial gradients of the low level fields
Aa1a2a2
b1···bk(t) = ∂b1 · · · ∂bkAa1a2a3(t),
Aa1···a6
b1···bk(t) = ∂b1 · · · ∂bkAa1···a6(t),
Aa1|a2···a9
b1···bk(t) = ∂b1 · · · ∂bkAa1|a2···a9(t).
(9.150)
Although appealing and intuitive as it is, this conjecture is difficult to prove or to check explic-
itly, and not much progress in this direction has been made since the original proposal. However,
recently [73] this problem was attacked from a rather different point of view with some very inter-
esting results, indicating that the gradient conjecture may need to be substantially modified. For
completeness, we briefly review here some of the main features of [73].
U-duality and the Weyl Group of E9
Recall from Section 4 that the infinite-dimensional Kac–Moody algebras E9 and E10 can be ob-
tained from E8 through prescribed extensions of the E8 Dynkin diagram: E9 = E+8 is obtained by
extending with one extra node, and E10 = E++8 by extending with two extra nodes. This proce-
dure can be continued and after extending E8 three times, one finds the Lorentzian Kac–Moody
algebra E11 = E+++8 , which is also believed to be relevant as a possible underlying symmetry of
M-theory [169, 74].
These algebras are part of the chain of exceptional regular embeddings,
· · ·E8 ⊂ E9 ⊂ E10 ⊂ E11 · · · , (9.151)
which was used in [69] to show that a sigma model for the coset space E11/K(E11) can be con-
sistently truncated to a sigma model for the coset space E10/K(E10), which coincides with Equa-
tion (9.133). This result builds upon previous work devoted to general constructions of sigma
models invariant under Lorentzian Kac–Moody algebras of g+++-type [74, 71, 70, 72].
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It was furthermore shown in [69] that by performing a suitable Weyl reflection before trunca-
tion, yet another sigma model based on E10 could be obtained. It differs from Equation (9.133)
because the parameter along the geodesic is a spacelike, not timelike, variable in spacetime. This
follows from the fact that the sigma model is constructed from the coset space E10/K−(E10), where
K−(E10) coincides with the noncompact group SO(1, 9) at level zero, and not SO(10) as is the
case for Equation (9.133). The two sigma model actions were referred to in [69] as Scosmological and
Sbrane, since solutions to the first model translate to time-dependent (cosmological) solutions of
eleven-dimensional supergravity, while the second model gives rise to stationary (brane) solutions,
which are smeared in all but one spacelike direction. In particular, the ` = 1 and ` = 2 fields
correspond to potentials for the M2- and M5-branes, respectively.
In [73], solutions associated to the infinite tower of affine representations for the brane sigma
model based on E10/K−(E10) were investigated. The idea was that by restricting the indices to be
sl(9,R)-indices, any such representation coincides with a generator of E9, and so different fields in
these affine towers must be related by Weyl reflections in E9.
The Weyl group W[E9] is a subgroup of the U-duality group E9(Z) of M-theory compactified
on T 9 to two spacetime dimensions. Moreover, the continuous group E9 = E9(R) is the M-
theory analogue of the Geroch group, i.e., it is a symmetry of the space of solutions of N = 16
supergravity in two dimensions [140]. Under these considerations it is natural to expect that the
fields associated with the affine representations should somehow be related to the infinite number
of “dual potentials” appearing in connection with the Geroch group in two dimensions. Indeed,
the authors of [73] were able to show, using the embedding W[E9] ⊂ W[E10], that given, e.g., a
representation in the ` = 1 affine tower, there exists a W[E9] ⊂ E9(Z)-transformation that relates
the associated field to the lowest ` = 1 generator Ea1a2a3 . The resulting solution, however, is
different from the standard brane solution obtained from the ` = 1-field because the new solution
is smeared in all directions except two spacelike directions, i.e., the solution is an M2-brane solution
which depends on two spacelike variables.
Thus, by taking advantage of the embedding E9 ⊂ E10, it was shown that the three towers of
“gradient representations” encode a kind of “de-compactification” of one spacelike variable. In a
way this therefore indicates that part of the gradient conjecture must be correct, in the sense that
the towers of affine representations indeed contain information about the emergence of spacelike
directions. On the other hand, it also seems that the correspondence is more complicated than
was initially believed, perhaps deeply connected to U-duality in some, as of yet, unknown way.
9.4 Further comments
9.4.1 Massive type IIA supergravity
We have just seen that some of the higher level fields might have an interpretation in terms of
spatial gradients. This would account for a subclass of representations at higher levels. The
existence of other representations at each level besides the “gradient representations” shows that
the sigma model contains further degrees of freedom besides the supergravity fields, conjectured
in [47] to correspond to M-theoretic degrees of freedom and (quantum) corrections.
The gradient representations have the interesting properties that their highest sl(10,R)-weight
is a real root. There are other representations with the same properties. An interesting interpreta-
tion of some of those has been put forward recently using dimensional reduction, as corresponding
to the (D − 1)-forms that generate the cosmological constant for maximal gauged supergravities
in D spacetime dimensions [20, 150, 73]. (A cosmological constant that appears as a constant of
integration can be described by a (D − 1)-form [7, 99].) For definiteness, we shall consider here
only the representations at level 4, related to the mass term of type IIA theory.
There are two representations at level 4, both of them with a highest weight which is a real
root of E10, namely [0, 0, 1, 0, 0, 0, 0, 0, 1] and [2, 0, 0, 0, 0, 0, 0, 0, 0] [141]. The lowest weight of the
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first one is, in terms of the scale factors, 2(β1 +β2 +β3) +β4 +β5 +β6 +β7 +β8 +β9. The lowest
weight of the second one is 3β1 +β2 +β3 +β4 +β5 +β6 +β7 +β8 +β9 +β10. Both weights are easily
verified to have squared length equal to 2 and, since they are on the root lattice, they are indeed
roots by the criterion for roots of hyperbolic algebras. The first representation is described by a
tensor with mixed symmetry Aa1a2a3|b1b2···b9 corresponding, as we have seen, to the conjectured
gradient representation (with one derivative) of the level 1 field Aa1a2a3 . We shall thus focus on
the second representation, described by a tensor Aa1|b1|c1c2···c10 .
By dimensional reduction along the first direction, the representation [2, 0, 0, 0, 0, 0, 0, 0, 0] splits
into various sl(9,R) representations, one of which is described by the completely antisymmetric
field Ac2···c10 , i.e., a 9-form (in ten spacetime dimensions). It is obtained by taking a1 = b1 = c1 = 1
in Aa1|b1|c1c2···c10 and corresponds precisely to the lowest weight γ = 3β
1 + β2 + β3 + β4 + β5 +
β6 +β7 +β8 +β9 +β10 given above. If one rewrites the corresponding term ∼ DA21|1|1c2···c10e2γ in
the Lagrangian in terms of ten-dimensional scale factors and dilatons, one reproduces, using the
field equations for A1|1|1c2···c10 , the mass term of massive Type IIA supergravity.
The fact that E10 contains information about the massive Type IIA theory is in our opinion
quite profound because, contrary to the low level successes which are essentially a covariantization
of known E8 results, this is a true E10 test. The understanding of the massive Type IIA theory
in the light of infinite Kac–Moody algebras was studied first in [157], where the embedding of
the mass term in a nonlinear realisation of E11 was constructed. The precise connection between
the mass term and an E10 positive real root was first explicitly made in Section 6.5 of [41]. It is
interesting to note that even though the corresponding representation does not appear in E9, it is
present in E10 without having to go to E11. The mass term of Type IIA was also studied from the
point of view of the E10 coset model in [124].
This analysis suggests an interesting possibility for evading the no-go theorem of [13] on the im-
possibility to generate a cosmological constant in eleven-dimensional supergravity. This should be
tried by introducing new degrees of freedom described by a mixed symmetry tensor Aa1|b1|c1c2···c10 .
If this tensor can be consistently coupled to gravity (a challenge in the context of field theory with
a finite number of fields!), it would provide the eleven-dimensional origin of the cosmological con-
stant in massive Type IIA. There would be no contradiction with [13] since in eleven dimensions,
the new term would not be a standard cosmological constant, but would involve dynamical degrees
of freedom. This is, of course, quite speculative.
Finally, there are extra fields at higher levels besides spatial gradients and the massive Type IIA
term. These might correspond to higher spin degrees of freedom [47, 21, 26, 168].
9.4.2 Including fermions
Another attractive aspect of the E10-sigma model formulation is that it can easily account for the
fermions of supergravity up to the levels that work in the bosonic sector. The fermions transform
in representations of the compact subalgebra kE10 ⊂ E10. An interesting feature of the analysis is
that E10-covariance leads to kE10 -covariant derivatives that coincides with the covariant derivatives
dictated by supersymmetry. This has been investigated in detail in [56, 50, 57, 51, 128], to which
we refer the interested reader.
9.4.3 Quantum corrections
If the gradient conjecture is correct (perhaps with a more sophisticated dictionary), then one
sees that the sigma model action would contain spatial derivatives of higher order. It has been
conjectured that these could perhaps correspond to higher quantum corrections [47]. This is
supported by the fact that the known quantum corrections of M-theory do correspond to roots of
E10 [54].
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The idea is that with each correction curvature term of the form RN
√
−(11)g, where RN is a
generic monomial of order N in the Riemann tensor, one can associate a linear form in the scale
factors βµ’s in the BKL-limit. This linear form will be a root of E10 only for certain values of N .
Hence compatibility of the corresponding quantum correction with the E10 structure constrains
the power N .
The evaluation of the curvature components in the BKL-limit goes back to the paper by BKL
themselves in four dimensions [16] and was extended to higher dimensions in [15, 63]. It was
rederived in [54] for the purpose of evaluating quantum corrections. It is shown in these references
that the leading terms in the curvature expressed in an orthonormal frame adapted to the slicing
are, in the BKL-limit, R⊥a⊥b and Rabab (a 6= b) which behave as
R⊥a⊥b ∼ e2σ, Rabab ∼ e2σ, (9.152)
where σ is the sum of all the scale factors
σ = β1 + β2 + · · ·+ β10, (9.153)
and where we have set R⊥a⊥b = N−2R0a0b. This implies that
R ∼ e2σ, RN ∼ e2Nσ, RN
√
−(11)g ∼ e2(N−1)σ. (9.154)
Now, σ is not on the root lattice. It is not an integer combination of the simple roots and
it has length squared equal to −10/9. Integer combinations of the simple roots contains 3` βµ’s,
where ` is the level. Since 10 and 3 are relatively primes, the only multiples of σ that are on the
root lattice are of the form 3kσ, k = 1, 2, 3, · · · . These are negative, imaginary roots. The smallest
value is k = 1, corresponding to the imaginary root
ω(β) = 3σ (9.155)
at level −10, with squared length −10. It follows that the only quantum corrections compatible
with the E10 structure must have N −1 = 3k, i.e., N = 3k+1 [54], since it it only in this case that
RN
√
−(11)g ∼ e−2γ has γ = −(N − 1)σ on the root lattice. The first corrections are thus of the
form R4, R7, R10 etc. This in in remarkable agreement with the quantum computations of [88]
(see also [152]).
The analysis of [54] was completed in [42] where it was observed that the imaginary root (9.155)
was actually one of the fundamental weights of E10, namely, the fundamental weight conjugate
to the exceptional root that defines the level. In the case of E10, the root lattice and the weight
lattice coincides, but this observation was useful in the analysis of the quantum corrections for
other theories where the weight lattice is strictly larger than the root lattice. The compatibility
conditions seem in those cases to be that quantum corrections should be associated with vectors
on the weight lattice. (See also [131, 130, 12, 136].)
Finally, we note that recent work devoted to investigations of U-duality symmetries of com-
pactified higher curvature corrections indicates that the results reported here in the context of E10
might require reconsideration [11].
9.4.4 Understanding duality
The previous analysis has revealed that the hyperbolic Kac–Moody algebra E10 contains a large
amount of information about the structure and the properties of M-theory. How this should
ultimately be incorporated in the final formulation of the theory is, however, not clear.
The sigma model approach exhibits some important drawbacks and therefore it does not appear
to be the ultimate formulation of the theory. In addition to the absence of a complete dictionary
enabling one to go satisfactorily beyond level 3 (the level where the first imaginary root appears),
more basic difficulties already appear at low levels. These are:
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The Hamiltonian constraint
There is an obvious discrepancy between the Hamiltonian constraint of the sigma model and
the Hamiltonan constraint of supergravity. In the sigma model case, all terms are positive,
except for the kinetic term of the scale factors, which contain a negative sign related to the
conformal factor. On the supergravity side, the kinetic term of the scale factors matches
correctly, but there are extra negative contributions coming from level 3 (something perhaps
not too surprising if level 3 is to be thought as a dual formulation of gravity and hence contains
in particular dual scale factors). How this problem can be cured by tractable redefinitions is
far from obvious.
Gauge invariance
The sigma model formulation corresponds to a partially gauge-fixed formulation since there
are no arbitrary functions of time in the solutions of the equations of motion (except for the
lapse function n(t)). The only gauge freedom left corresponds to time-independent gauge
transformation (this is the equivalent of the “temporal gauge” of electromagnetism). The
constraints associated with the spatial diffeomorphisms and with the 3-form gauge symmetry
have not been eliminated. How they are expressed in terms of the sigma model variables and
how they fit with the E10-symmetry is a question that should be answered. Progress along
these lines may be found in recent work [52].
Electric-magnetic duality
The sigma model approach contains both the graviton and its dual, as well as both the 3-form
and its dual 6-form. Since these obey second-order equations of motion, there is a double-
counting of degrees of freedom. For instance, the magnetic field of the 3-form would also
appear as a spatial gradient of the 3-form at level 4, but nothing in the formalism tells that
this is the same magnetic field as the time derivative of the 6-form at level 2. A generalized
self-duality condition should be imposed [35, 36], not just in the 3-form sector but also for the
graviton. Better yet, one might search for a duality-invariant action without double-counting.
Such actions have been studied both for p-forms [65, 64] and for gravity [21, 101, 114] and
are not manifestly spacetime covariant (this is not an issue here since manifest spacetime
covariance has been given up anyway in the (1+0)-dimensional E10-sigma model). One must
pick a spacetime coordinate, which might be time, or one spatial direction [100, 159]. We
feel that a better understanding of duality might yield an important clue [21, 26, 25, 148].
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10 Cosmological Solutions from E10
In this last main section we shall show that the low level equivalence between the E10/K(E10)
sigma model and eleven-dimensional supergravity can be put to practical use for finding exact
solutions of eleven-dimensional supergravity. This is a satisfactory result because even in the
cosmological context of homogeneous fields Gαβ(t), Fαβγδ(t) that depend only on time (“Bianchi I
cosmological models” [61]), the equations of motion of eleven-dimensional supergravity remain
notoriously complicated, while the corresponding sigma model is, at least formally, integrable.
We will remain in the strictly cosmological sector where it is assumed that all spatial gradients
can be neglected so that all fields depend only on time. Moreover, we impose diagonality of the
spatial metric. These conditions must of course be compatible with the equations of motion; if the
conditions are imposed initially, they should be preserved by the time evolution.
A large class of solutions to eleven-dimensional supergravity preserving these conditions were
found in [61]. These solutions have zero magnetic field but have a restricted number of electric field
components turned on. Surprisingly, it was found that such solutions have an elegant interpretation
in terms of so called geometric configurations, denoted (nm, g3), of n points and g lines (with n ≤ 10)
drawn on a plane with certain pre-determined rules. That is, for each geometric configuration
(whose definition is recalled below) one can associate a diagonal solution with some non-zero
electric field components Ftijk, determined by the configuration. In this section we re-examine this
result from the point of view of the sigma model based on E10/K(E10).
We show, following [96], that each configuration (nm, g3) encodes information about a (regular)
subalgebra g¯ of E10, and the supergravity solution associated to the configuration (nmg3) can be
obtained by restricting the E10-sigma model to the subgroup G¯ whose Lie algebra is g¯. Therefore,
we will here make use of both the level truncation and the subgroup truncation simultaneously;
first by truncating to a certain level and then by restricting to the relevant g¯-algebra generated by
a subset of the representations at this level. Large parts of this section are based on [96].
10.1 Bianchi I models and eleven-dimensional supergravity
On the supergravity side, we will restrict the metric and the electromagnetic field to depend on
time only,
ds2 = −N2(t) dt2 + gab(t) dxa dxb,
Fλρστ = Fλρστ (t).
(10.1)
Recall from Section 9.3 that with these ansa¨tze the dynamical equations of motion of eleven-
dimensional supergravity reduce to [61]
1
2
∂
(√
gN−1gac∂gcb
)
=
1
12
N
√
gF aρστFbρστ − 1144N
√
g δab FλρστFλρστ , (10.2)
∂
(
F tabcN
√
g
)
=
1
144
εtabcd1d2d3e1e2e3e4Ftd1d2d3Fe1e2e3e4 , (10.3)
∂Fa1a2a3a4 = 0. (10.4)
This corresponds to the truncation of the sigma model at level 2 which, as we have seen, completely
matches the supergravity side. We also defined ∂ ≡ ∂t as in Section 9.3. Furthermore we have the
following constraints,
1
4
(
gacgbd − gabgcd) ∂gab ∂gcd + 112F tabcFtabc + 148N2F abcdFabcd = 0, (10.5)
1
6
NF tbcdFabcd = 0, (10.6)
εtabc1c2c3c4d1d2d3d4Fc1c2c3c4Fd1d2d3d4 = 0, (10.7)
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which are, respectively, the Hamiltonian constraint, momentum constraint and Gauss’ law. Note
that Greek indices α, β, γ, · · · correspond to the full eleven-dimensional spacetime, while Latin
indices a, b, c, · · · correspond to the ten-dimensional spatial part.
We will further take the metric to be purely time-dependent and diagonal,
ds2 = −N2(t) dt2 +
10∑
i=1
a2i (t)(dx
i)2. (10.8)
This form of the metric has manifest invariance under the ten distinct spatial reflections
xj → −xj ,
xi 6=j → xi 6=j , (10.9)
and in order to ensure compatibility with the Einstein equations, the energy-momentum tensor of
the 4-form field strength must also be diagonal.
10.1.1 Diagonal metrics and geometric configurations
Assuming zero magnetic field (this restriction will be lifted below), one way to achieve diagonality
of the energy-momentum tensor is to assume that the non-vanishing components of the electric
field F⊥abc = N−1Ftabc are determined by geometric configurations (nm, g3) with n ≤ 10 [61].
A geometric configuration (nm, g3) is a set of n points and g lines with the following incidence
rules [117, 105, 145]:
1. Each line contains three points.
2. Each point is on m lines.
3. Two points determine at most one line.
It follows that two lines have at most one point in common. It is an easy exercise to verify that
mn = 3g. An interesting question is whether the lines can actually be realized as straight lines in
the (real) plane, but, for our purposes, it is not necessary that it should be so; the lines can be
bent.
Let (nm, g3) be a geometric configuration with n ≤ 10 points. We number the points of the
configuration 1, · · · , n. We associate to this geometric configuration a pattern of electric field
components F⊥abc with the following property: F⊥abc can be non-zero only if the triple (a, b, c) is
a line of the geometric configuration. If it is not, we take F⊥abc = 0. It is clear that this property
is preserved in time by the equations of motion (in the absence of magnetic field). Furthermore,
because of Rule 3 above, the products F⊥abcF⊥a
′b′c′gbb′gcc′ vanish when a 6= a′ so that the energy-
momentum tensor is diagonal.
10.2 Geometric configurations and regular subalgebras of E10
We prove here that the conditions on the electric field embodied in the geometric configurations
(nm, g3) have a direct Kac–Moody algebraic interpretation. They simply correspond to a consistent
truncation of the E10 nonlinear sigma model to a g¯ nonlinear sigma model, where g¯ is a rank g
Kac–Moody subalgebra of E10 (or a quotient of such a Kac–Moody subalgebra by an appropriate
ideal when the relevant Cartan matrix has vanishing determinant), with three crucial properties:
(i) It is regularly embedded in E10 (see Section 4 for the definition of regular subalgebras), (ii)
it is generated by electric roots only, and (iii) every node P in its Dynkin diagram Dg¯ is linked
to a number k of nodes that is independent of P (but depend on the algebra). We find that the
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Dynkin diagram Dg¯ of g¯ is the line incidence diagram of the geometric configuration (nm, g3), in
the sense that (i) each line of (nm, g3) defines a node of Dg¯, and (ii) two nodes of Dg¯ are connected
by a single bond iff the corresponding lines of (nm, g3) have no point in common. This defines
a geometric duality between a configuration (nm, g3) and its associated Dynkin diagram Dg¯. In
the following we shall therefore refer to configurations and Dynkin diagrams related in this way as
dual.
None of the algebras g¯ relevant to the truncated models turn out to be hyperbolic: They can be
finite, affine, or Lorentzian with infinite-volume Weyl chamber. Because of this, the solutions are
non-chaotic. After a finite number of collisions, they settle asymptotically into a definite Kasner
regime (both in the future and in the past).
10.2.1 General considerations
In order to match diagonal Bianchi I cosmologies with the sigma model, one must truncate the
E10/K(E10) action in such a way that the sigma model metric gab is diagonal. This will be the
case if the subalgebra g¯ to which one truncates has no generator Kij with i 6= j. Indeed, recall
from Section 9 that the off-diagonal components of the metric are precisely the exponentials of the
associated sigma model fields. The set of simple roots of g¯ should therefore not contain any root
at level zero.
Consider “electric” regular subalgebras of E10, for which the simple roots are all at level one,
where the 3-form electric field variables live. These roots can be parametrized by three indices
corresponding to the indices of the electric field, with i1 < i2 < i3. We denote them αi1i2i3 . For
instance, α123 ≡ α10. In terms of the β-parametrization of [45, 48], one has αi1i2i3 = βi1 +βi2 +βi3 .
Now, for g¯ to be a regular subalgebra, it must fulfill, as we have seen, the condition that the
difference between any two of its simple roots is not a root of E10: αi1i2i3 − αi′1i′2i′3 /∈ ΦE10 for any
pair αi1i2i3 and αi′1i′2i′3 of simple roots of g¯. But one sees by inspection of the commutator of E
i1i2i3
with Fi′1i′2i′3 in Equation (8.78) that αi1i2i3−αi′1i′2i′3 is a root of E10 if and only if the sets {i1, i2, i3}
and {i′1, i′2, i′3} have exactly two points in common. For instance, if i1 = i′1, i2 = i′2 and i3 6= i′3,
the commutator of Ei1i2i3 with Fi′1i′2i′3 produces the off-diagonal generator K
i3
i′3 corresponding to
a level zero root of E10. In order to fulfill the required condition, one must avoid this case, i.e., one
must choose the set of simple roots of the electric regular subalgebra g¯ in such a way that given a
pair of indices (i1, i2), there is at most one i3 such that the root αijk is a simple root of g¯, with
(i, j, k) being the re-ordering of (i1, i2, i3) such that i < j < k.
To each of the simple roots αi1i2i3 of g¯, one can associate the line (i1, i2, i3) connecting the
three points i1, i2 and i3. If one does this, one sees that the above condition is equivalent to the
following statement: The set of points and lines associated with the simple roots of g¯ must fulfill the
third rule defining a geometric configuration, namely, that two points determine at most one line.
Thus, this geometric condition has a nice algebraic interpretation in terms of regular subalgebras
of E10.
The first rule, which states that each line contains 3 points, is a consequence of the fact that
the E10-generators at level one are the components of a 3-index antisymmetric tensor. The second
rule, that each point is on m lines, is less fundamental from the algebraic point of view since it
is not required to hold for g¯ to be a regular subalgebra. It was imposed in [61] in order to allow
for solutions isotropic in the directions that support the electric field. We keep it here as it yields
interesting structure.
10.2.2 Incidence diagrams and Dynkin diagrams
We have just shown that each geometric configuration (nm, g3) with n ≤ 10 defines a regular
subalgebra g¯ of E10. In order to determine what this subalgebra g¯ is, one needs, according to the
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theorem recalled in Section 4, to compute the Cartan matrix
C = [Ci1i2i3,i′1i′2i′3 ] =
[(
αi1i2i3 |αi′1i′2i′3
)]
(10.10)
(the real roots of E10 have length squared equal to 2). According to that same theorem, the
algebra g¯ is then just the rank g Kac–Moody algebra with Cartan matrix C, unless C has zero
determinant, in which case g¯ might be the quotient of that algebra by a nontrivial ideal.
Using for instance the root parametrization of [45, 48] and the expression of the scalar product
in terms of this parametrization, one easily verifies that the scalar product
(
αi1i2i3 |αi′1i′2i′3
)
is equal
to
(
αi1i2i3 |αi′1i′2i′3
)
=

2 if all three indices coincide,
1 if two and only two indices coincide,
0 if one and only one index coincides,
−1 if no indices coincide.
(10.11)
The second possibility does not arise in our case since we deal with geometric configurations. For
completeness, we also list the scalar products of the electric roots αijk (i < j < k) with the
symmetry roots α`m (` < m) associated with the raising operators Km`:
(αijk|α`m) =
−1 if ` ∈ {i, j, k} and m /∈ {i, j, k},0 if {`,m} ⊂ {i, j, k} or {`,m} ∩ {i, j, k} = ∅,1 if ` /∈ {i, j, k} and m ∈ {i, j, k}, (10.12)
as well as the scalar products of the symmetry roots among themselves,
(αij |α`m) =

−1 if j = ` or i = m,
0 if {`,m} ∩ {i, j} = ∅,
1 if i = ` or j 6= m,
2 if {`,m} = {i, j}.
(10.13)
Given a geometric configuration (nm, g3), one can associate with it a “line incidence diagram” that
encodes the incidence relations between its lines. To each line of (nm, g3) corresponds a node in
the incidence diagram. Two nodes are connected by a single bond if and only if they correspond to
lines with no common point (“parallel lines”). Otherwise, they are not connected37. By inspection
of the above scalar products, we come to the important conclusion that the Dynkin diagram of
the regular, rank g, Kac–Moody subalgebra g¯ associated with the geometric configuration (nm, g3)
is just its line incidence diagram. We shall call the Kac–Moody algebra g¯ the algebra “dual” to
the geometric configuration (nm, g3).
Because the geometric configurations have the property that the number of lines through any
point is equal to a constant m, the number of lines parallel to any given line is equal to a number
k that depends only on the configuration and not on the line. This is in fact true in general and
not only for n ≤ 10 as can be seen from the following argument. For a configuration with n points,
g lines and m lines through each point, any given line ∆ admits 3(m − 1) true secants, namely,
(m− 1) through each of its points38. By definition, these secants are all distinct since none of the
lines that ∆ intersects at one of its points, say P , can coincide with a line that it intersects at
another of its points, say P ′, since the only line joining P to P ′ is ∆ itself. It follows that the total
37One may also consider a point incidence diagram defined as follows: The nodes of the point incidence diagram
are the points of the geometric configuration. Two nodes are joined by a single bond if and only if there is no
straight line connecting the corresponding points. The point incidence diagrams of the configurations (93, 93) are
given in [105]. For these configurations, projective duality between lines and points lead to identical line and point
incidence diagrams. Unless otherwise stated, the expression “incidence diagram” will mean “line incidence diagram”.
38A true secant is here defined as a line, say ∆′, distinct from ∆ and with a non-empty intersection with ∆.
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number of lines that ∆ intersects is the number of true secants plus ∆ itself, i.e., 3(m− 1) + 1. As
a consequence, each line in the configuration admits k = g − [3(m− 1) + 1] parallel lines, which is
then reflected by the fact that each node in the associated Dynkin diagram has the same number
k of adjacent nodes.
10.3 Cosmological solutions with electric flux
Let us now make use of these considerations to construct some explicit supergravity solutions. We
begin by analyzing the simplest configuration (31, 13), of three points and one line. It is displayed
in Figure 50. This case is the only possible configuration for n = 3.
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Figure 50: (31, 13): The only allowed configuration for n = 3.
This example also exhibits some subtleties associated with the Hamiltonian constraint and the
ensuing need to extend g¯ when the algebra dual to the geometric configuration is finite-dimensional.
We will come back to this issue below.
10.3.1 General discussion
In light of our discussion, considering the geometric configuration (31, 13) is equivalent to turning
on only the component A123(t) of the 3-form that parametrizes the generator E123 in the coset rep-
resentative V(t) ∈ E10/K(E10). Moreover, in order to have the full coset description, we must also
turn on the diagonal metric components corresponding to the Cartan generator h = [E123, F123].
The algebra has thus basis {e, f, h} with
e ≡ E123, f ≡ F123, h = [e, f ] = −13
∑
a6=1,2,3
Kaa +
2
3
(K11 +K22 +K33), (10.14)
where the form of h followed directly from the general commutator between Eabc and Fdef in
Section 8. The Cartan matrix is just (2) and is nondegenerate. It defines an A1 = sl(2,R) regular
subalgebra. The Chevalley–Serre relations, which are guaranteed to hold according to the general
argument, are easily verified. The configuration (31, 13) is thus dual to A1,
g(31,31) = A1. (10.15)
This A1 algebra is simply the sl(2,R)-algebra associated with the simple root α10. Because the
Killing form of A1 restricted to the Cartan subalgebra hA1 = Rh is positive definite, one cannot
find a solution of the Hamiltonian constraint if one turns on only the fields corresponding to A1.
One needs to enlarge A1 (at least) by a one-dimensional subalgebra Rl of hE10 that is timelike. As
will be discussed further below, we take for l the Cartan element K44 +K55 +K66 +K77 +K88 +
K99 +K1010, which ensures isotropy in the directions not supporting the electric field. Thus, the
appropriate regular subalgebra of E10 in this case is A1 ⊕ Rl.
The need to enlarge the algebra A1 was discussed in the paper [127] where a group theoretical
interpretation of some cosmological solutions of eleven-dimensional supergravity was given. In
that paper, it was also observed that Rl can be viewed as the Cartan subalgebra of the (non-
regularly embedded) subalgebra A1 associated with an imaginary root at level 21, but since the
corresponding field is not excited, the relevant subalgebra is really Rl.
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10.3.2 The solution
In order to make the above discussion a little less abstract we now show how to obtain the relevant
supergravity solution by solving the E10-sigma model equations of motion and then translating
these, using the dictionary from Section 9, to supergravity solutions. For this particular example
the analysis was done in [127].
In order to better understand the role of the timelike generator l ∈ hE10 we begin the analysis
by omitting it. The truncation then amounts to considering the coset representative
V(t) = eφ(t)h eA123(t)E
123 ∈ E10/K(E10). (10.16)
The projection P(t) onto the coset becomes
P(t) =
1
2
[
∂V(t)V(t)−1 +
(
∂V(t)V(t)−1
)T]
= ∂φ(t)h+
1
2
e2φ(t)∂A123(t)
(
E123 + F123
)
, (10.17)
where the exponent is the linear form α(φ) = 2φ representing the exceptional simple root α123 of
E10. More precisely, it is the linear form α acting on the Cartan generator φ(t)h, as follows:
α(φh) = φ 〈α, h〉 = φ 〈α, α∨〉 = α2φ = 2φ. (10.18)
The Lagrangian becomes
L =
1
2
(P(t)|P(t))
= ∂φ(t)∂φ(t) +
1
4
e4φ(t) ∂A123(t) ∂A123(t). (10.19)
For convenience we have chosen the gauge n = 1 of the free parameter in the E10/K(E10)-
Lagrangian (see Section 9). Recall that for the level one fields we have DAabc(t) = ∂Aabc(t),
which is why only the partial derivative of A123(t) appears in the Lagrangian.
The reason why this simple looking model contains information about eleven-dimensional su-
pergravity is that the A1 subalgebra represented by (e, f, h) is embedded in E10 through the
level 1-generator E123, and hence this Lagrangian corresponds to a consistent subgroup truncation
of the E10- sigma model.
Let us now study the dynamics of the Lagrangian in Equation (10.19). The equations of motion
for A123(t) are
∂
(
1
2
e4φ(t)∂A123(t)
)
= 0 =⇒ 1
2
e4φ(t)∂A123(t) = a, (10.20)
where a is a constant. The equations for the ` = 0 field φ may then be written as
∂2φ(t) = 2a2e−4φ(t). (10.21)
Integrating once yields
∂φ(t) ∂φ(t) + a2e−4φ(t) = E, (10.22)
where E plays the role of the energy for the dynamics of φ(t). This equation can be solved exactly
with the result [127]
φ(t) =
1
2
ln
[
2a√
E
cosh
√
Et
]
≡ 1
2
lnH(t). (10.23)
We must also take into account the Hamiltonian constraint
H = (P|P) = 0, (10.24)
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arising from the variation of n(t) in the E10-sigma model. The Hamiltonian becomes
H = 2∂φ(t) ∂φ(t) +
1
2
e4φ(t)∂A123(t) ∂A123(t)
= 2
(
∂φ(t)∂φ(t) + a2e−4φ(t)
)
= 2E. (10.25)
It is therefore impossible to satisfy the Hamiltonian constraint unless E = 0. This is the problem
which was discussed above, and the reason why we need to enlarge the choice of coset representative
to include the timelike generator l ∈ hE10 . We choose l such that it commutes with h and E123,
[l, h] = [l, E123] = 0, (10.26)
and such that isotropy in the directions not supported by the electric field is ensured. Most
importantly, in order to solve the problem of the Hamiltonian constraint, l must be timelike,
l2 = (l|l) < 0, (10.27)
where (·|·) is the scalar product in the Cartan subalgebra of E10. The subalgebra to which we
truncate the sigma model is thus given by
g¯ = A1 ⊕ Rl ⊂ E10, (10.28)
and the corresponding coset representative is
V˜(t) = eφ(t)h+φ˜(t)leA123(t)E
123
. (10.29)
The Lagrangian now splits into two disconnected parts, corresponding to the direct product
SL(2,R)/SO(2)× R,
L˜ =
(
∂φ(t) ∂φ(t) +
1
4
e4φ(t)∂A123(t) ∂A123(t)
)
+
l2
2
∂φ˜(t) ∂φ˜(t). (10.30)
The solution for φ˜ is therefore simply linear in time,
φ˜ = |l2|
√
E˜ t. (10.31)
The new Hamiltonian now gets a contribution also from the Cartan generator l,
H˜ = 2E − |l2|E˜. (10.32)
This contribution depends on the norm of l and since l2 < 0, it is possible to satisfy the Hamiltonian
constraint, provided that we set
E˜ =
2
|l2|E. (10.33)
We have now found a consistent truncation of the K(E10) × E10-invariant sigma model which
exhibits SL(2,R)× SO(2)×R-invariance. We want to translate the solution to this model, Equa-
tion (10.23), to a solution of eleven-dimensional supergravity. The embedding of sl(2,R) ⊂ E10 in
Equation (10.14) induces a natural “Freund–Rubin” type (1 + 3 + 7) split of the coordinates in the
physical metric, where the 3-form is supported in the three spatial directions x1, x2, x3. We must
also choose an embedding of the timelike generator l. In order to ensure isotropy in the directions
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x4, · · · , x10, where the electric field has no support, it is natural to let l be extended only in the
“transverse” directions and we take [127]
l = K44 + · · ·+K1010, (10.34)
which has norm
(l|l) = (K44 + · · ·+K1010|K44 + · · ·+K1010) = −42. (10.35)
To find the metric solution corresponding to our sigma model, we first analyze the coset represen-
tative at ` = 0,
V˜(t)
∣∣
`=0
= Exp
[
φ(t)h+ φ˜(t)l
]
. (10.36)
In order to make use of the dictionary from Section 9.3.6 it is necessary to rewrite this in a way more
suitable for comparison, i.e., to express the Cartan generators h and l in terms of the gl(10,R)-
generators Kab. We thus introduce parameters ξab(t) and ξ˜ab(t) representing, respectively, φ and
φ˜ in the gl(10,R)-basis. The level zero coset representative may then be written as
V˜(t)
∣∣
`=0
= Exp
[
10∑
a=1
(
ξaa(t) + ξ˜
a
a(t)
)
Kaa
]
= Exp
[
10∑
a=4
(
ξaa(t) + ξ˜
a
a(t)
)
Kaa +
(
ξ11(t)K
1
1 + ξ22(t)K
2
2 + ξ33(t)K
3
3
)]
,(10.37)
where in the second line we have split the sum in order to highlight the underlying spacetime
structure, i.e., to emphasize that ξ˜ab has no non-vanishing components in the directions x1, x2, x3.
Comparing this to Equation (10.14) and Equation (10.34) gives the diagonal components of ξab
and ξ˜ab,
ξ11 = ξ
2
2 = ξ
3
3 = 2φ/3, ξ
4
4 = · · · = ξ1010 = −φ/3, ξ˜44 = · · · = ξ˜1010 = φ˜. (10.38)
Now, the dictionary from Section 9 identifies the physical spatial metric as follows:
gab(t) = eaa¯(t)ebb¯(t)δa¯b¯ = (e
ξ(t)+ξ˜(t))a
a¯
(eξ(t)+ξ˜(t))b
b¯
δa¯b¯ (10.39)
By observation of Equation (10.38) we find the components of the metric to be
g11 = g22 = g33 = e4φ/3,
g44 = · · · = g(10)(10) = e−2φ/3+2φ˜.
(10.40)
This result shows clearly how the embedding of h and l into E10 is reflected in the coordinate split
of the metric. The gauge fixing N =
√
g (or n = 1) gives the gtt-component of the metric,
gtt = N2 = e14φ˜−2φ/3. (10.41)
Next we consider the generator E123. The dictionary tells us that the field strength of the 3-form
in eleven-dimensional supergravity at some fixed spatial point x0 should be identified as
Ft123(t,x0) = DA123(t) = ∂A123(t). (10.42)
It is possible to eliminate the A123(t) in favor of the Cartan field φ(t) using the first integral of its
equations of motion, Equation (10.20),
1
2
e−4φ(t)∂A123(t) = a. (10.43)
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In this way we may write the field strength in terms of a and the solution for φ,
Ft123(t,x0) = 2ae4φ(t) = 2aH−2(t). (10.44)
Finally, we write down the solution for the spacetime metric explicitly:
ds2 = −e14φ˜+2φ/3 dt2 + e4φ/3 [(dx1)2 + (dx2)2 + (dx3)2]+ e2φ˜−2φ/3 10∑
a¯=4
(dxa¯)2
= −H1/3(t)e 13
√
E˜t dt2 +H−2/3(t)
[
(dx1)2 + (dx2)2 + (dx3)2
]
+H1/3(t)e
√
E˜
21 t
10∑
a¯=4
(dxa¯)2,
(10.45)
where
H(t) =
2a√
E
cosh
√
Et. (10.46)
This solution coincides with the cosmological solution first found in [61] for the geometric configu-
ration (31, 31), and it is intriguing that it can be exactly reproduced from a manifestly E10×K(E10)-
invariant action, a priori unrelated to any physical model.
Note that in modern terminology, this solution is an SM2-brane solution (see, e.g., [143] for a
review) since it can be interpreted as a spacelike (i.e., time-dependent) version of the M2-brane
solution. From this point of view the world volume of the SM2-brane is extended in the directions
x1, x2 and x3, and so is Euclidean.
In the BKL-limit this solution describes two asymptotic Kasner regimes, at t → ∞ and at
t→ −∞. These are separated by a collision against an electric wall, corresponding to the blow-up
of the electric field Ft123(t) ∼ H−2(t) at t = 0. In the billiard picture the dynamics in the BKL-
limit is thus given by free-flight motion interrupted by one geometric reflection against the electric
wall,
e123(β) = β1 + β2 + β3, (10.47)
which is the exceptional simple root of E10. This indicates that in the strict BKL-limit, electric
walls and SM2-branes are actually equivalent.
10.3.3 Intersecting spacelike branes from geometric configurations
Let us now examine a slightly more complicated example. We consider the configuration (62, 43),
shown in Figure 51. This configuration has four lines and six points. As such the associated
supergravity model describes a cosmological solution with four components of the electric field
turned on, or, equivalently, it describes a set of four intersecting SM2-branes [96].
From the configuration we read off the Chevalley–Serre generators associated to the simple
roots of the dual algebra:
e1 = E123, e2 = E145, e3 = E246, e4 = E356. (10.48)
The first thing to note is that all generators have one index in common since in the graph any
two lines share one node. This implies that the four lines in (62, 43) define four commuting A1
subalgebras,
(62, 43) ⇐⇒ g(62,43) = A1 ⊕A1 ⊕A1 ⊕A1. (10.49)
One can make sure that the Chevalley–Serre relations are indeed fulfilled for this embedding. For
instance, the Cartan element h = [Eb1b2b3 , Fb1b2b3 ] (no summation on the fixed, distinct indices
b1, b2, b3) reads
h = −1
3
∑
a 6=b1,b2,b3
Kaa +
2
3
(Kb1b1 +K
b2
b2 +K
b3
b3). (10.50)
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Figure 51: The configuration (62, 43), dual to the Lie algebra A1 ⊕A1 ⊕A1 ⊕A1.
Hence, the commutator [h,Ebicd] vanishes whenever Ebicd has only one b-index,
[h,Ebicd] = −1
3
[(Kcc +Kdd), Ebicd] +
2
3
[(Kb1b1 +K
b2
b2 +K
b3
b3), E
bicd]
=
(
−1
3
− 1
3
+
2
3
)
Ebicd = 0 (i = 1, 2, 3). (10.51)
Furthermore, multiple commutators of the step operators are immediately killed at level 2 whenever
they have one index or more in common, e.g.,
[E123, E145] = E123145 = 0. (10.52)
To fulfill the Hamiltonian constraint, one must extend the algebra by taking a direct sum with Rl,
l = K77 +K88 +K99 +K1010. Accordingly, the final algebra is A1 ⊕A1 ⊕A1 ⊕A1 ⊕Rl. Because
there is no magnetic field, the momentum constraint and Gauss’ law are identically satisfied.
By investigating the sigma model solution corresponding to the algebra g(62,43), augmented
with the timelike generator l,
g¯ = A1 ⊕A1 ⊕A1 ⊕A1 ⊕ Rl, (10.53)
we find a supergravity solution which generalizes the one found in [61]. The solution describes a
set of four intersecting SM2-branes, with a five-dimensional transverse spacetime in the directions
t, x7, x8, x9, x10.
Let us write down also this solution explicitly. The full set of generators for g(62,43) is
e1 = E123, e2 = E145, e3 = E246, e4 = E356
f1 = F123, f2 = F145, f3 = F246, f4 = F356
h1 = −13
∑
a6=1,2,3
Kaa +
2
3
(K11 +K22 +K33),
h2 = −13
∑
a6=1,4,5
Kaa +
2
3
(K11 +K44 +K55),
h3 = −13
∑
a6=2,4,6
Kaa +
2
3
(K22 +K44 +K66),
h4 = −13
∑
a6=3,5,6
Kaa +
2
3
(K33 +K55 +K66).
(10.54)
The coset element for this configuration then becomes
V(t) = eφ1(t)h1+φ2(t)h2+φ3(t)h3+φ4(t)h4+φ˜(t)l eA123(t)E
123+A145(t)E
145+A246(t)E
246+A356(t)E
356
. (10.55)
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We must further choose the timelike Cartan generator, l ∈ hE10 , appropriately. Examination of
Equation (10.54) reveals that the four electric fields are supported only in the spatial directions
x1, · · · , x6 so, again, in order to ensure isotropy in the directions transverse to the S-branes, we
choose the timelike Cartan generator as follows:
l = K77 +K88 +K99 +K1010, (10.56)
which implies
l2 = (l|l) = (K77 +K88 +K99 +K1010|K77 +K88 +K99 +K1010) = −12. (10.57)
The Lagrangian for this system becomes
L(62,43) = L1 + L2 + L3 + L4 +
l2
2
∂φ˜(t) ∂φ˜(t), (10.58)
where L1,L2,L3 and L4 represent the SL(2,R) × SO(2)-invariant Lagrangians corresponding to
the four A1-algebras. The solutions for φ1(t), · · · , φ4(t) and φ˜(t) are separately identical to the
ones for φ(t) and φ˜(t), respectively, in Section 10.3.2. From the embedding into E10, provided in
Equation (10.54), we may read off the solution for the spacetime metric,
ds2(62,43) = −(H1H2H3H4)1/3e
2
3
√
E−t dt2 + (H1H4)−2/3(H2H3)1/3(dx1)2
+(H1H3)−2/3(H2H4)1/3(dx2)2 + (H1H2)−2/3(H3H4)1/3(dx3)2
+(H3H4)−2/3(H1H2)1/3(dx4)2 + (H2H4)−2/3(H1H3)1/3(dx5)2
+(H2H3)−2/3(H1H4)1/3(dx6)2 + (H1H2H3H4)1/3e
1
6
√
E−t
10∑
a¯=7
(dxa¯)2. (10.59)
As announced, this describes four intersecting SM2-branes with a 1 + 4-dimensional transverse
spacetime. For example the brane that couples to the field associated with the first Cartan gener-
ator is extended in the directions x1, x2, x3. By restricting to the case φ1 = φ2 = φ3 = φ4 ≡ φ the
metric simplifies to
ds2(62,43) = −
(
2a√
E
)4/3
cosh4/3
√
Et e
2
3
√
E˜tdt2 +
(
2a√
E
)−2/3
cosh−2/3
√
Et
6∑
a′=1
(dxa
′
)2
+
(
2a√
E
)4/3
cosh4/3
√
Et e
1
6
√
E˜t
10∑
a¯=7
(dxa¯)2, (10.60)
which coincides with the cosmological solution found in [61] for the configuration (62, 43). We can
therefore conclude that the algebraic interpretation of the geometric configurations found in this
paper generalizes the solutions given in the aforementioned reference.
In a more general setting where we excite more roots of E10, the solutions of course become
more complex. However, as long as we consider commuting subalgebras there will naturally be no
coupling in the Lagrangian between fields parametrizing different subalgebras. This implies that
if we excite a direct sum of m A1-algebras the total Lagrangian will split according to
L =
m∑
k=1
Lk + L˜, (10.61)
where Lk is of the same form as Equation (10.19), and L˜ is the Lagrangian for the timelike Cartan
element, needed in order to satisfy the Hamiltonian constraint. It follows that the associated
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solutions are
φk(t) =
1
2
ln
[
ak
Ek
cosh
√
Ekt
]
(k = 1, · · · ,m),
φ˜(t) = |l2|
√
E˜t.
(10.62)
Furthermore, the resulting structure of the metric depends on the embedding of the A1-algebras
into E10, i.e., which level 1-generators we choose to realize the step-operators and hence which
Cartan elements that are associated to the φk’s. Each excited A1-subalgebra will turn on an
electric 3-form that couples to an SM2-brane and hence the solution for the metric will describe
a set of m intersecting SM2-branes.
As an additional nice example, we mention here the configuration (73, 73), also known as the
Fano plane, which consists of 7 lines and 7 points (see Figure 52). This configuration is well known
for its relation to the octonionic multiplication table [8]. For our purposes, it is interesting because
none of the lines in the configuration are parallell. Thus, the algebra dual to the Fano plane is
a direct sum of seven A1-algebras and the supergravity solution derived from the sigma model
describes a set of seven intersecting SM2-branes.
7
1
2
3
4
56
Figure 52: The Fano Plane, (73, 73), dual to the Lie algebra A1 ⊕A1 ⊕A1 ⊕A1 ⊕A1 ⊕A1 ⊕A1.
10.3.4 Intersection rules for spacelike branes
For multiple brane solutions, there are rules for how these branes may intersect in order to describe
allowed BPS-solutions [6]. These intersection rules also apply to spacelike branes [144] and hence
they apply to the solutions considered here. In this section we will show that the intersection rules
for multiple S-brane solutions are encoded in the associated geometric configurations [96].
For two spacelike q-branes, A and B, in M -theory the rules are
SMqA ∩ SMqB = (qA + 1)(qB + 1)9 − 1. (10.63)
So, for example, if we have two SM2-branes the result is
SM2 ∩ SM2 = 0, (10.64)
which means that they are allowed to intersect on a 0-brane. Note that since we are dealing with
spacelike branes, a zero-brane is extended in one spatial direction, so the two SM2-branes may
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therefore intersect in one spatial direction only. We see from Equation (10.59) that these rules are
indeed fulfilled for the configuration (62, 43).
In [72] it was found in the context of g+++-algebras that the intersection rules for extremal
branes are encoded in orthogonality conditions between the various roots from which the branes
arise. This is equivalent to saying that the subalgebras that we excite are commuting, and hence
the same result applies to g++-algebras in the cosmological context39. From this point of view,
the intersection rules can also be read off from the geometric configurations in the sense that the
configurations encode information about whether or not the algebras commute.
The next case of interest is the Fano plane, (73, 73). As mentioned above, this configuration
corresponds to the direct sum of 7 commuting A1 algebras and so the gravitational solution de-
scribes a set of 7 intersecting SM2-branes. The intersection rules are guaranteed to be satisfied
for the same reason as before.
10.4 Cosmological solutions with magnetic flux
We will now briefly sketch how one can also obtain the SM5-brane solutions from geometric con-
figurations and regular subalgebras of E10. In order to do this we consider “magnetic” subalgebras
of E10, constructed only from simple root generators at level two in the level decomposition of
E10. To the best of our knowldege, there is no theory of geometric configurations developed for the
case of having 6 points on each line, which would be needed here. However, we may nevertheless
continue to investigate the simplest example of such a configuration, namely (61, 16), displayed in
Figure 53.
3 6541 2
Figure 53: The simplest “magnetic configuration” (61, 16), dual to the algebra A1.The associated
supergravity solution describes an SM5-brane, whose world volume is extended in the directions
x1, · · · , x6.
The algebra dual to this configuration is an A1-subalgebra of E10 with the following generators:
e = E123456 = F123456,
h ≡ [E123456, F123456] = −16
∑
a6=1,··· ,6
Kaa +
1
3
(K11 + · · ·+K66). (10.65)
Although the embedding of this algebra is different from the electric cases considered previously,
the sigma model solution is still associated to an SL(2,R)/SO(2) coset space and therefore the
solutions for φ(t) and φ˜(t) are the same as before. Because of the embedding, however, the sigma
model translates to a different type of supergravity solution, namely a spacelike five-brane whose
world volume is extended in the directions x1, · · · , x6. The metric is given by
ds2 = −H−4/3(t) e 23
√
E−t dt2 +H−1/3(t)
6∑
a′=1
(dxa
′
)2 +H1/6(t)e
1
6
√
E−t
10∑
a¯=7
(dxa¯)2. (10.66)
This solution coincides with the SM5-brane found by Strominger and Gutperle in [90]40. Note
that the correct power of H(t) for the five-brane arises here entirely due to the embedding of h
into E10 through Equation (10.65).
39This was also pointed out in [127].
40In [90] they were dealing with a hyperbolic internal space so there was an additional sinh-function in the
transverse spacetime.
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Because of the existence of electric-magnetic duality on the supergravity side, it is suggestive
to expect the existence of a duality between the two types of configurations (nm, g3) and (nm, g6),
of which we have here seen the simplest realisation for the configurations (31, 13) and (61, 16).
10.5 The Petersen algebra and the Desargues configuration
We want to end this section by considering an example which is more complicated, but very
interesting from the algebraic point of view. There exist ten geometric configurations of the form
(103, 103), i.e., with exactly ten points and ten lines. In [61], these were associated to supergravity
solutions with ten components of the electric field turned on. This result was re-analyzed by
some of the present authors in [96] where it was found that many of these configurations have
a dual description in terms of Dynkin diagrams of rank 10 Lorentzian Kac–Moody subalgebras
of E10. One would therefore expect that solutions of the sigma models for these algebras should
correspond to new solutions of eleven-dimensional supergravity. However, since these algebras
are infinite-dimensional, the corresponding sigma models are difficult to solve without further
truncation. Nevertheless, one may argue that explicit solutions should exist, since the algebras in
question are all non-hyperbolic, so we know that the supergravity dynamics is non-chaotic.
We shall here consider one of the (103, 103)-configurations in some detail, referring the reader
to [96] for a discussion of the other cases. The configuration we will treat is the well known
Desargues configuration, displayed in Figure 54. The Desargues configuration is associated with
the 17th century French mathematician Ge´rard Desargues to illustrate the following “Desargues
theorem” (adapted from [145]):
Let the three lines defined by {4, 1}, {5, 2} and {6, 3} be concurrent, i.e., be intersecting
at one point, say {7}. Then the three intersection points 8 ≡ {1, 2} ∩ {4, 5}, 9 ≡
{2, 3} ∩ {5, 6} and 10 ≡ {1, 3} ∩ {4, 6} are colinear.
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Figure 54: (103, 103)3: The Desargues configuration, dual to the Petersen graph.
Another way to say this is that the two triangles {1, 2, 3} and {4, 5, 6} in Figure 54 are in
perspective from the point {7} and in perspective from the line {8, 10, 9}.
As we will see, a new fascinating feature emerges for this case, namely that the Dynkin diagram
dual to this configuration also corresponds in itself to a geometric configuration. In fact, the Dynkin
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diagram dual to the Desargues configuration turns out to be the famous Petersen graph, denoted
(103, 152), which is displayed in Figure 55.
To construct the Dynkin diagram we first observe that each line in the configuration is dis-
connected from three other lines, e.g., {4, 1, 7} have no nodes in common with the lines {2, 3, 9},
{5, 6, 9}, {8, 10, 9}. This implies that all nodes in the Dynkin diagram will be connected to three
other nodes. Proceeding as in Section 10.2.2 leads to the Dynkin diagram in Figure 55, which we
identify as the Petersen graph. The corresponding Cartan matrix is
A(gPetersen) =

2 −1 0 0 0 0 0 0 −1 −1
−1 2 −1 0 0 −1 0 0 0 0
0 −1 2 −1 0 0 0 −1 0 0
0 0 −1 2 −1 0 0 0 0 −1
0 0 0 −1 2 −1 0 0 −1 0
0 −1 0 0 −1 2 −1 0 0 0
0 0 0 0 0 −1 2 −1 0 −1
0 0 −1 0 0 0 −1 2 −1 0
−1 0 0 0 −1 0 0 −1 2 0
−1 0 0 −1 0 0 −1 0 0 2

, (10.67)
which is of Lorentzian signature with
detA(gPetersen) = −256. (10.68)
The Petersen graph was invented by the Danish mathematician Julius Petersen in the end of the
19th century. It has several embeddings on the plane, but perhaps the most famous one is as a
star inside a pentagon as depicted in Figure 55. One of its distinguishing features from the point
of view of graph theory is that it contains a Hamiltonian path but no Hamiltonian cycle41.
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Figure 55: This is the so-called Petersen graph. It is the Dynkin diagram dual to the Desargues
configuration, and is in fact a geometric configuration itself, denoted (103, 152).
Because the algebra is Lorentzian (with a metric that coincides with the metric induced from
the embedding in E10), it does not need to be enlarged by any further generator to be compatible
with the Hamiltonian constraint.
41We recall that a Hamiltonian path is defined as a path in an undirected graph which intersects each node once
and only once. A Hamiltonian cycle is then a Hamiltonian path which also returns to its initial node.
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Figure 56: An alternative drawing of the Petersen graph in the plane. This embedding reveals an
S3 permutation symmetry about the central point.
It is interesting to examine the symmetries of the various embeddings of the Petersen graph
in the plane and the connection to the Desargues configurations. The embedding in Figure 55
clearly exhibits a Z5 × Z2-symmetry, while the Desargues configuration in Figure 54 has only a
Z2-symmetry. Moreover, the embedding of the Petersen graph shown in Figure 56 reveals yet
another symmetry, namely an S3 permutation symmetry about the central point, labeled “10”. In
fact, the external automorphism group of the Petersen graph is S5, so what we see in the various
embeddings are simply subgroups of S5 made manifest. It is not clear how these symmetries are
realized in the Desargues configuration that seems to exhibit much less symmetry.
10.6 Further comments
• The analysis of the present section exhibits subgroups of the Coxeter group E10, with the
property that their Coxeter exponents mij (see Section 3) are either 2 or 3, but never infin-
ity42. Furthermore, the associated Coxeter graphs all have incidence index I = 3, meaning
that each node in the graph is connected to three and only three other nodes. A classification
of all rank 10 and 11 Coxeter groups with these properties has been given in [97].
• Integrability of sigma models for “cosmological billiards” in relation to dimensional reduction
to three dimensions has been extensively investigated in [79, 82, 80, 81, 83].
42When no Coxeter exponent mij is equal to infinity, the Coxeter group is called 2-spherical. 2-spherical Coxeter
subgroups of E10 are rare [27].
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11 Conclusions
In this review, we have investigated the remarkable structures that emerge when studying gravita-
tional theories in the BKL-limit, i.e., close to a spacelike singularity. Although it has been known
for a long time that in this limit the dynamics can be described in terms of billiard motion in
hyperbolic space, it is only recently that the connection between the billiards and Coxeter groups
have been uncovered. Furthermore, the relevant Coxeter groups turn out to be the Weyl groups
of the Lorentzian Kac–Moody algebra obtained by double extension (sometimes twisted) of the
U-duality algebra appearing upon dimensional reduction to three dimensions.
These results, which in our opinion are solid and here to stay, necessitate some mathematical
background which is not part of the average physicist’s working knowledge. For this reason, we
have also devoted a few sections to the development of the necessary mathematical concepts.
We have then embarked on the exploration of more speculative territory. A natural question
that arises is whether or not the emergence of Weyl groups of Kac–Moody algebras in the BKL-limit
has a profound meaning independently of the BKL-limit (which would serve only as a “revelator”)
and could indicate that the gravitational theories under investigation – possibly supplemented by
additional degrees of freedom – possess these infinite Kac–Moody algebras as “hidden symmetries”
(in any regime). The existence of these infinite-dimensional symmetries was also advocated in
the pioneering work [113] and more recently [169, 156, 157, 102, 103, 74, 104, 158, 167] from a
somewhat different point of view. It is also argued in those references that even bigger symmetries
(E11 that contains E10, or Borcherds subalgebras) might actually be relevant. In order to make the
conjectured E10-symmetry manifest (which is perhaps itself part of a bigger symmetry), we have
investigated a nonlinear sigma model for the coset space E10/K(E10) using the level decomposition
techniques introduced in [47]. Although very suggestive and partially successful, this approach
exhibits limitations which, in spite of many efforts, have not yet been overcome. It is likely that
new ideas are needed, or that the implementation of the symmetry must be made in a more subtle
fashion, where duality will perhaps play a more central role.
Independently of the way they are actually implemented, it appears that infinite-dimensional
Kac–Moody algebras (e.g, E10 or, perhaps, E11) do encode important features of gravitational
theories, and the idea that they constitute essential elements of the final formulation will surely
play an important role in future developments.
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A Proof of Some Important Properties of the Bilinear Form
We demonstrate in this appendix the properties of the bilinear formB associated with the geometric
realisation of a Coxeter group C. Recall that the matrix
(Bij) =
(
− cos
(
pi
mij
))
has only 1’s on the diagonal and non-positive numbers off the diagonal. Recall also that a vector
v is said to be positive if and only if all its components vi are strictly positive, vi > 0; this is
denoted v > 0. Similarly, a vector v is non-negative, v ≥ 0, if and only if all its components vi
are non-negative, vi ≥ 0. Finally, a vector is non-zero if and only if at least one of its component
is non-zero, which is denoted v 6= 0. Our analysis is based on reference [116]. We shall assume
throughout that B is indecomposable.
Main theorem:
1. The Coxeter group C is of finite type if and only if there exists a positive vector vi > 0 such
that
∑
j Bijvj > 0.
2. The Coxeter group C is of affine type if and only if there exists a positive vector vi > 0 such
that
∑
j Bijvj = 0.
3. The Coxeter group C is of indefinite type if and only if there exists a positive vector vi > 0
such that
∑
j Bijvj < 0.
These cases are mutually exclusive and exhaust all possibilities.
Proof: The proof follows from a series of lemmata. The inequalities v ≥ 0 define a convex cone,
namely the first quadrant Q. Similarly, the inequalities Bv ≥ 0 define also a convex cone KB . One
has indeed:
u, v ∈ KB ⇒ λu+ (1− λ)v ∈ KB ∀λ ∈ [0, 1].
Note that one has also
v ∈ KB ⇒ λv ∈ KB ∀λ ≥ 0
and kerB = {v|Bv = 0} ⊂ KB . There are three distinct cases for the intersection KB ∩Q:
1. Case 1: KB ∩Q 6= {0}, KB ⊂ Q.
2. Case 2: KB ∩Q 6= {0}, KB 6⊂ Q.
3. Case 3: KB ∩Q = {0}.
These three distinct cases correspond, as we shall now show, to the three distinct cases of the
theorem. To investigate these distinct cases, we need the following lemmata:
Lemma 1: The conditions Bv ≥ 0 and v ≥ 0 imply either v > 0 or v = 0. In other words
KB ∩Q ≡ {v|Bv ≥ 0} ∩ {v|v ≥ 0} ⊂ {v|v > 0} ∪ {v = 0}.
Proof: Assume that v ≥ 0 fulfills Bv ≥ 0 and has at least one component equal to zero. We
shall show that all its components are then zero. Assume vi = 0 for i = 1, · · · , s and vi > 0 for
i > s. One has 1 ≤ s ≤ n (with no non-vanishing component vi if s = n). From Bv ≥ 0 one gets
(Bv)i =
∑n
j=1Bijvj =
∑n
j=s+1Bijvj ≥ 0. Take i ≤ s. As j > s in the previous sum, one has
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Bij < 0 and thus
∑n
j=s+1Bijvj ≤ 0, which implies
∑n
j=s+1Bijvj = 0. As vj > 0 (j > s), this
leads to Bij = 0 for i ≤ s and j > s. The matrix B would be decomposable, unless s = n, i.e.
when all components vi vanish.
Lemma 2: Consider the system of linear homogeneous inequalities
λα ≡
∑
i
aαivi > 0
on the vector v. This system possesses a solution if and only if there is no set of numbers µα ≥ 0
that are not all zero such that
∑
α µαaαi = 0.
Proof: This is a classical result in the theory of linear inequalities (see [116], page 47).
We can now study more thoroughly the three cases listed above.
Case 1: KB ∩Q 6= {0}, KB ⊂ Q
In that case, one has
Bv ≥ 0 ⇒ v > 0 or v = 0
by Lemma 1. Furthermore, KB cannot contain a nontrivial subspace W since w ∈ W implies
−w ∈W , but only one of the two can be in Q when w 6= 0. Hence kerB = 0, i.e., detB 6= 0 and
Bv = 0 ⇒ v = 0.
This excludes in particular the existence of a vector u > 0 such that Bu < 0 or Bu = 0.
Finally, the interior of KB is non-empty since B is nondegenerate. Taking a non-zero vector v
such that Bv > 0, one concludes that there exists a vector v > 0 such that Bv > 0. This shows
that Case 1 corresponds to the first case in the theorem. We shall verify below that Bij is indeed
positive definite.
Case 2: KB ∩Q 6= {0}, KB 6⊂ Q
KB reduces in that case to a straight line. Indeed, let v 6= 0 be an element of KB∩Q and let w 6= 0
be in KB but not in Q. Let ` be the straight line joining w and v. Consider the line segment from
w to v. This line segment is contained in KB and crosses the boundary ∂Q of Q at some point
r. But by Lemma 1, this point r must be the origin. Thus, w = µv, for some real number µ < 0.
This implies that the entire line ` is in KB since v ∈ KB ⇒ λv ∈ KB for all λ > 0, and also for all
λ < 0 since w ∈ KB .
Let q be any other point in KB . If q /∈ Q, the segment joining q to v intersects ∂Q and this can
only be at the origin by Lemma 1. Hence q ∈ `. If q ∈ Q, the segment joining q to w intersects
∂Q and this can only be at the origin by Lemma 1. Hence, we find again that q ∈ `. This shows
that KB reduces to the straight line `.
Since v ∈ KB ⇒ −v ∈ KB , one has Bv = 0 ∀v ∈ KB . Hence, Bv ≥ 0 ⇒ Bv = 0, which
excludes the existence of a vector v > 0 such that Bv < 0 (one would have B(−v) > 0 and hence
Bv = 0). Furthermore, there exists v > 0 such that Bv = 0. This shows that Case 2 corresponds
to the second case in the theorem. We shall verify below that Bij is indeed positive semi-definite.
Note that detB = 0 and that the corank of B is one.
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Case 3: KB ∩Q = {0}
In that case, there is a vector v > 0 such that Bv < 0, which corresponds to the third case in the
theorem. Indeed, consider the system of homogeneous linear inequalities
−
∑
j
Bujvj > 0, vj > 0.
By Lemma 2, this system possesses a solution if and only if there is no non-trivial µα ≡ (µi, µ¯i) ≥ 0
such that
∑
i µi(−Bij) + µ¯j = 0.
Consider thus the equations
∑
i µi(−Bij) + µ¯j = 0 for µα ≥ 0, or, as Bij is symmetric,∑
j Bijµj = µ¯i. Since µ¯i ≥ 0, these conditions are equivalent to
∑
j Bijµj ≥ 0 (if
∑
j Bijµj ≥ 0,
one defines µ¯i through
∑
j Bijµj = µ¯i), i.e., µ ∈ KB . But µi ≥ 0, i.e., µ ∈ Q, which implies
µi = 0 and hence also µ¯i = 0. The µα all vanish and the general solution µ ≥ 0 to the equations∑
i µi(−Bij) + µ¯j = 0 is accordingly trivial.
To conclude the proof of the main theorem, we prove the following proposition:
Proposition: The Coxeter group C belongs to Case 1 if and only if B is positive definite; it
belongs to Case 2 if and only if B is positive semi-definite with detB = 0.
Proof: If B is positive semi-definite, then it belongs to Case 1 or Case 2 since otherwise there
would be a vector w > 0 such that Bw < 0 and thus Bijwiwj < 0, leading to a contradiction. In
the finite case, B is positive definite and hence, detB 6= 0: This corresponds to Case 1. In the
affine case, there are zero eigenvectors and detB = 0: This corresponds to Case 2.
Conversely, assume that the Coxeter group C belongs to Case 1 or Case 2. Then there exists a
vector w such that Bw ≥ 0. This yields (B − λI)w > 0 for λ < 0 and therefore B − λI belongs to
Case 1 ∀λ < 0. In particular, det(B−λI) 6= 0 ∀λ < 0, which shows that the eigenvalues of B are
all non-negative: B is positive semi-definite. We have seen furthermore that it has the eigenvalue
zero only in Case 2.
This completes the proof of the main theorem.
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B Existence and “Uniqueness” of the Aligned Compact Real
Form
We prove in this appendix the crucial result that for any real form of a complex semi-simple Lie
algebra, one can always find a compact real form aligned with it [93, 129].
Let g0 be a specific real form of the semi-simple, complex Lie algebra gC. Let c0 be a compact
real form of gC. We may introduce on gC two conjugations. A first one (denoted by σ) with respect
to g0 and another one (denoted by τ) with respect to the compact real form c0. The product of
these two conjugations constitutes an automorphism λ = στ of gC. For any automorphism ϕ we
have the identity
ad(ϕZ) = ϕ adZ ϕ−1, (B.1)
and, as a consequence, the invariance of the Killing form with respect to the automorphisms of the
Lie algebra:
B(ϕZ, ϕZ ′) = Tr(ad (ϕZ) ad (ϕZ ′)) = Tr(ϕ adZ ϕ−1 ϕ adZ ′ ϕ−1) = B(Z, Z ′). (B.2)
The automorphism λ = στ is symmetric with respect to the Hermitian product Bτ defined by
Bτ (X,Y ) = −B(X, τ(Y )). Indeed (στ)−1τ = τ(στ) implies that Bτ (στ [Z], Z ′) = Bτ (Z, στ [Z ′]).
Thus its square ρ = (στ)2 is positive definite. It can be proved that ρt (t ∈ R) is a one-parameter
group of internal automorphisms of g0 such that43 ρt τ = τ ρ−t. It follows that
ρ
1
4 τρ−
1
4σ = ρ
1
2 τ σ = ρ−
1
2 ρ τ σ = ρ−
1
2σ τ = σ τ ρ−
1
2 = σ ρ
1
4 τρ−
1
4 . (B.3)
In other words, the conjugation σ always commutes with the conjugation τ˜ = ρ
1
4 τρ−
1
4 , which is
the conjugation with respect to the compact real algebra ρ
1
4 [c0]. This shows that the compact real
form ρ
1
4 [c0] is aligned with the given real form g0.
Note also that if there are two Cartan involutions, θ and θ′, defined on a real semi-simple Lie
algebra, they are conjugated by an internal automorphism. Indeed, as we just mentioned, then
an automorphism φ = ((θθ′)2)
1
4 exists, such that θ and ψ = φθ′φ−1 commute. If ψ 6= θ, the
eigensubspaces of eigenvalues +1 and −1 of these two involutions are disitnct but, because they
commute, a vector X exists, such that θ[X] = X and ψ[X] = −X. For this vector we obtain
0 < Bθ(X,X) = −B(X, θ[X]) = −B(X,X),
0 < Bψ(X,X) = −B(X,ψ[X]) = +B(X,X), (B.4)
which constitutes a contradiction, and thus implies θ = ψ. An important consequence of this is
that any real semi-simple Lie algebra possesses a “unique” Cartan involution44. In the same way,
if g is a complex semi-simple Lie algebra, the only Cartan involutions of gR are obtained from the
conjugation with respect to a compact real form of g; all compact real forms being conjugated to
each other by internal automorphisms.
43To convince oneself of the validity of this commutation relation, it suffices to check it in a basis where the
(finite-dimensional) matrix ρ is diagonal, using the symmetry of the matrix στ .
44The uniqueness derives from the fact that the internal automorphism groups of gR and g are identical.
215
References
[1] Alekseev, A., and Monnier, S., “Quantization of Wilson loops in Wess-Zumino-Witten mod-
els”, J. High Energy Phys., 2007(08), 039, (2007). Related online version (cited on 19 October
2007):
http://arXiv.org/abs/hep-th/0702174.
[2] Andersson, L., “On the relation between mathematical and numerical relativity”, Class.
Quantum Grav., 23, S307–S318, (2006). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/gr-qc/0607065.
[3] Andersson, L., and Rendall, A.D., “Quiescent cosmological singularities”, Commun. Math.
Phys., 218, 479–511, (2001). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/gr-qc/0001047.
[4] Apostol, T.M., Modular Functions and Dirichlet Series in Number Theory, Graduate Texts
in Mathematics, vol. 41, (Springer, New York, U.S.A., 1997), 2nd edition.
[5] Araki, S., “On root systems and an infinitesimal classification of irreducible symmetric
spaces”, Osaka J. Math., 13(1), 1–34, (1962).
[6] Argurio, R., Englert, F., and Houart, L., “Intersection rules for p-branes”, Phys. Lett. B,
398, 61–68, (1997). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/9701042.
[7] Aurilia, A., Nicolai, H., and Townsend, P.K., “Hidden Constants: The Theta Parameter of
QCD and the Cosmological Constant of N = 8 Supergravity”, Nucl. Phys. B, 176, 509,
(1980).
[8] Baez, J.C., “The Octonions”, (2001). URL (cited on 19 October 2007):
http://arXiv.org/abs/math.ra/0105155.
[9] Bagnoud, M., and Carlevaro, L., “Hidden Borcherds symmetries in Zn orbifolds of M-theory
and magnetized D-branes in type 0’ orientifolds”, J. High Energy Phys., 2006(11), 003,
(2006). Related online version (cited on 01 November 2007):
http://arXiv.org/abs/hep-th/0607136.
[10] Bahls, P., The Isomorphism Problem in Coxeter Groups, (Imperial College Press, London,
U.K., 2005).
[11] Bao, L., Bielecki, J., Cederwall, M., Nilsson, B.E.W., and Persson, D., “U-Duality and the
Compactified Gauss-Bonnet Term”, (2007). URL (cited on 01 November 2007):
http://arXiv.org/abs/0710.4907.
[12] Bao, L., Cederwall, M., and Nilsson, B.E.W., “Aspects of higher curvature terms and U-
duality”, (2007). URL (cited on 19 October 2007):
http://arXiv.org/abs/0706.1183.
[13] Bautier, K., Deser, S., Henneaux, M., and Seminara, D., “No cosmological D = 11 supergrav-
ity”, Phys. Lett. B, 406, 49–53, (1997). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/9704131.
[14] Bekaert, X., Boulanger, N., and Henneaux, M., “Consistent deformations of dual formulations
of linearized gravity: A no-go result”, Phys. Rev. D, 67, 044010, (2003). Related online
version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0210278.
216
[15] Belinskii, V.A., and Khalatnikov, I.M., “Effect of scalar and vector fields on the nature of
the cosmological singularity”, Sov. Phys. JETP, 36, 591–597, (1973).
[16] Belinskii, V.A., Khalatnikov, I.M., and Lifshitz, E.M., “Oscillatory Approach To A Singular
Point In The Relativistic Cosmology”, Adv. Phys., 19, 525, (1970).
[17] Ben Messaoud, H., “Almost split real forms for hyperbolic Kac-Moody Lie algebras”, J.
Phys. A, 39, 13659–13690, (2006).
[18] Berger, B.K., Garfinkle, D., Isenberg, J., Moncrief, V., and Weaver, M., “The singularity
in generic gravitational collapse is spacelike, local, and oscillatory”, Mod. Phys. Lett. A, 13,
1565–1574, (1998). Related online version (cited on 7 December 2007):
http://arXiv.org/abs/gr-qc/9805063.
[19] Bergshoeff, E., de Roo, M., de Wit, B., and van Nieuwenhuizen, P., “Ten-dimensional
Maxwell-Einstein supergravity, its currents, and the issue of its auxiliary fields”, Nucl. Phys.
B, 195, 97–136, (1982).
[20] Bergshoeff, E.A., De Baetselier, I., and Nutma, T.A., “E11 and the embedding tensor”,
(2007). URL (cited on 19 October 2007):
http://arXiv.org/abs/0705.1304.
[21] Boulanger, N., Cnockaert, S., and Henneaux, M., “A note on spin-s duality”, J. High Energy
Phys., 2003(06), 060, (2003). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0306023.
[22] Breitenlohner, P., Maison, D., and Gibbons, G.W., “Four-dimensional black holes from
Kaluza-Klein theories”, Commun. Math. Phys., 120, 295, (1988).
[23] Brown, J., Ganguli, S., Ganor, O.J., and Helfgott, C., “E10 orbifolds”, J. High Energy Phys.,
2005(06), 057, (2005). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0409037.
[24] Brown, J., Ganor, O.J., and Helfgott, C., “M-theory and E10: Billiards, branes, and imagi-
nary roots”, J. High Energy Phys., 2004(08), 063, (2004). Related online version (cited on
19 October 2007):
http://arXiv.org/abs/hep-th/0401053.
[25] Bunster, C., and Henneaux, M., “A monopole near a black hole”, Proc. Natl. Acad. Sci.
USA, 104, 12243–12249, (2007). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0703155.
[26] Bunster, C.W., Cnockaert, S., Henneaux, M., and Portugues, R., “Monopoles for gravitation
and for higher spin fields”, Phys. Rev. D, 73, 105014, (2006). Related online version (cited
on 19 October 2007):
http://arXiv.org/abs/hep-th/0601222.
[27] Caprace, P.E., “Conjugacy of one-ended subgroups of Coxeter groups and parallel walls”,
(2005). URL (cited on 19 October 2007):
http://arXiv.org/abs/math.GR/0508057.
[28] Cartan, E., “Sur certaines formes riemanniennes remarquables des ge´ome´tries a` groupe fon-
damental simple”, Ann. Sci. Ecole Norm. Sup., 44, 345–467, (1927).
[29] Chapline, G.F., and Manton, N.S., “Unification of Yang-Mills Theory and Supergravity in
Ten- Dimensions”, Phys. Lett. B, 120, 105–109, (1983).
217
[30] Chernoff, D.F., and Barrow, J.D., “Chaos in the Mixmaster Universe”, Phys. Rev. Lett., 50,
134–137, (1983).
[31] Chitre, D.M., Investigations of Vanishing of a Horizon for Bianchy Type X (the Mixmaster),
Ph.D. Thesis, (University of Maryland, College Park, U.S.A., 1972).
[32] Cornish, N.J., and Levin, J.J., “The mixmaster universe: A chaotic Farey tale”, Phys. Rev.
D, 55, 7489–7510, (1997). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/gr-qc/9612066.
[33] Cremmer, E., and Julia, B., “The N = 8 Supergravity Theory. 1. The Lagrangian”, Phys.
Lett. B, 80, 48, (1978).
[34] Cremmer, E., and Julia, B., “The SO(8) Supergravity”, Nucl. Phys. B, 159, 141, (1979).
[35] Cremmer, E., Julia, B., Lu, H., and Pope, C.N., “Dualisation of dualities. I”, Nucl. Phys. B,
523, 73–144, (1998). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/9710119.
[36] Cremmer, E., Julia, B., Lu, H., and Pope, C.N., “Dualisation of dualities. II: Twisted self-
duality of doubled fields and superdualities”, Nucl. Phys. B, 535, 242–292, (1998). Related
online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/9806106.
[37] Cremmer, E., Julia, B., Lu, Hong, and Pope, C.N., “Higher-dimensional origin of D = 3
coset symmetries”, (1999). URL (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/9909099.
[38] Cremmer, E., Julia, B., and Scherk, J., “Supergravity theory in 11 dimensions”, Phys. Lett.
B, 76, 409–412, (1978).
[39] Curtright, T., “Generalized gauge fields”, Phys. Lett. B, 165, 304–208, (1985).
ADS: http://adsabs.harvard.edu/abs/1985PhLB..165..304C.
[40] Damour, T., and de Buyl, S., “Describing general cosmological singularities in Iwasawa
variables”, (2007). URL (cited on 01 November 2007):
http://arXiv.org/abs/0710.5692.
[41] Damour, T., de Buyl, S., Henneaux, M., and Schomblond, C., “Einstein billiards and overex-
tensions of finite-dimensional simple Lie algebras”, J. High Energy Phys., 2002(08), 030,
(2002). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0206125.
[42] Damour, T., Hanany, A., Henneaux, M., Kleinschmidt, A., and Nicolai, H., “Curvature
corrections and Kac-Moody compatibility conditions”, Gen. Relativ. Gravit., 38, 1507–1528,
(2006). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0604143.
[43] Damour, T., and Henneaux, M., “Chaos in superstring cosmology”, Phys. Rev. Lett., 85,
920–923, (2000). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0003139.
[44] Damour, T., and Henneaux, M., “Oscillatory behaviour in homogeneous string cosmology
models”, Phys. Lett. B, 488, 108–116, (2000). Related online version (cited on 19 October
2007):
http://arXiv.org/abs/hep-th/0006171.
218
[45] Damour, T., and Henneaux, M., “E10, BE10 and arithmetical chaos in superstring cosmol-
ogy”, Phys. Rev. Lett., 86, 4749–4752, (2001). Related online version (cited on 19 October
2007):
http://arXiv.org/abs/hep-th/0012172.
[46] Damour, T., Henneaux, M., Julia, B., and Nicolai, H., “Hyperbolic Kac-Moody algebras and
chaos in Kaluza-Klein models”, Phys. Lett. B, 509, 323–330, (2001). Related online version
(cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0103094.
[47] Damour, T., Henneaux, M., and Nicolai, H., “E10 and a ‘small tension expansion’ of M
theory”, Phys. Rev. Lett., 89, 221601, (2002). Related online version (cited on 19 October
2007):
http://arXiv.org/abs/hep-th/0207267.
[48] Damour, T., Henneaux, M., and Nicolai, H., “Cosmological Billiards”, Class. Quantum Grav.,
20, R145–R200, (2003). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0212256.
[49] Damour, T., Henneaux, M., Rendall, A.D., and Weaver, M., “Kasner-Like Behaviour for
Subcritical Einstein-Matter Systems”, Ann. Henri Poincare, 3, 1049–1111, (2002). Related
online version (cited on 19 October 2007):
http://arXiv.org/abs/gr-qc/0202069.
[50] Damour, T., Kleinschmidt, A., and Nicolai, H., “Hidden symmetries and the fermionic sector
of eleven- dimensional supergravity”, Phys. Lett. B, 634, 319–324, (2006). Related online
version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0512163.
[51] Damour, T., Kleinschmidt, A., and Nicolai, H., “K(E10), supergravity and fermions”, J. High
Energy Phys., 2006(08), 046, (2006). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0606105.
[52] Damour, T., Kleinschmidt, A., and Nicolai, H., “Constraints and the E10 Coset Model”,
(2007). URL (cited on 19 October 2007):
http://arXiv.org/abs/0709.2691.
[53] Damour, T., and Nicolai, H., “Eleven dimensional supergravity and the E10/K(E10) sigma-
model at low A9 levels”, (2004). URL (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0410245.
[54] Damour, T., and Nicolai, H., “Higher order M theory corrections and the Kac-Moody algebra
E10”, Class. Quantum Grav., 22, 2849–2880, (2005). Related online version (cited on 19
October 2007):
http://arXiv.org/abs/hep-th/0504153.
[55] de Buyl, S., Henneaux, M., Julia, B., and Paulot, L., “Cosmological billiards and oxidation”,
Fortschr. Phys., 52, 548–554, (2004). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0312251.
[56] de Buyl, S., Henneaux, M., and Paulot, L., “Hidden symmetries and Dirac fermions”, Class.
Quantum Grav., 22, 3595–3622, (2005). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0506009.
219
[57] de Buyl, S., Henneaux, M., and Paulot, L., “Extended E8 invariance of 11-dimensional
supergravity”, J. High Energy Phys., 2006(02), 056, (2006). Related online version (cited on
19 October 2007):
http://arXiv.org/abs/hep-th/0512292.
[58] de Buyl, S., Pinardi, G., and Schomblond, C., “Einstein billiards and spatially homogeneous
cosmological models”, Class. Quantum Grav., 20, 5141–5160, (2003). Related online version
(cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0306280.
[59] de Buyl, S., and Schomblond, C., “Hyperbolic Kac Moody algebras and Einstein billiards”,
J. Math. Phys., 45, 4464–4492, (2004). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0403285.
[60] Demaret, J., De Rop, Y., and Henneaux, M., “Chaos in Nondiagonal Spatially Homogeneous
Cosmological Models in Space-time Dimensions ≤ 10”, Phys. Lett. B, 211, 37–41, (1988).
[61] Demaret, J., Hanquin, J.L., Henneaux, M., and Spindel, P., “Cosmological models in eleven-
dimensional supergravity”, Nucl. Phys. B, 252, 538–560, (1985).
[62] Demaret, J., Hanquin, J.L., Henneaux, M., Spindel, Ph., and Taormina, A., “The fate of the
mixmaster behavior in vacuum inhomogeneous Kaluza-Klein cosmological models”, Phys.
Lett. B, 175, 129–132, (1986).
[63] Demaret, J., Henneaux, M., and Spindel, P., “No Oscillatory Behavior in vacuum Kaluza-
Klein cosmologies”, Phys. Lett. B, 164, 27–30, (1985).
[64] Deser, S., Gomberoff, A., Henneaux, M., and Teitelboim, C., “Duality, self-duality, sources
and charge quantization in abelian N -form theories”, Phys. Lett. B, 400, 80–86, (1997).
Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/9702184.
[65] Deser, S., and Teitelboim, C., “Duality Transformations of Abelian and Nonabelian Gauge
Fields”, Phys. Rev. D, 13, 1592–1597, (1976).
[66] DeWitt, B.S., “Quantum Theory of Gravity. I. The Canonical Theory”, Phys. Rev., 160,
1113–1148, (1967).
[67] Dynkin, E.B., “Semisimple subalgebras of semisimple Lie algebras”, Trans. Amer. Math.
Soc., 6, 111, (1957).
[68] Elskens, Y., and Henneaux, M., “Ergodic theory of the mixmaster model in higher space-time
dimensions”, Nucl. Phys. B, 290, 111–136, (1987).
[69] Englert, F., Henneaux, M., and Houart, L., “From very-extended to overextended gravity
and M-theories”, J. High Energy Phys., 2005(02), 070, (2005). Related online version (cited
on 19 October 2007):
http://arXiv.org/abs/hep-th/0412184.
[70] Englert, F., and Houart, L., “From brane dynamics to a Kac-Moody invariant formulation
of M-theories”, (2004). URL (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0402076.
220
[71] Englert, F., and Houart, L., “G+++ invariant formulation of gravity and M-theories: Exact
BPS solutions”, J. High Energy Phys., 2004(01), 002, (2004). Related online version (cited
on 19 October 2007):
http://arXiv.org/abs/hep-th/0311255.
[72] Englert, F., and Houart, L., “G+++ invariant formulation of gravity and M-theories: Exact
intersecting brane solutions”, J. High Energy Phys., 2004(05), 059, (2004). Related online
version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0405082.
[73] Englert, F., Houart, L., Kleinschmidt, A., Nicolai, H., and Tabti, N., “An E9 multiplet of
BPS states”, (2007). URL (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0703285.
[74] Englert, F., Houart, L., Taormina, A., and West, P.C., “The symmetry of M-theories”, J.
High Energy Phys., 2003(09), 020, (2003). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0304206.
[75] Feingold, A.J., and Frenkel, I.B., “A hyperbolic Kac-Moody algebra and the theory of Siegel
modular forms of genus 2”, Math. Ann., 263, 87, (1983).
[76] Feingold, A.J., and Nicolai, H., “Subalgebras of Hyperbolic Kac-Moody Algebras”, (2003).
URL (cited on 19 October 2007):
http://arXiv.org/abs/math.qa/0303179.
[77] Fischbacher, T., “The structure of E10 at higher A9 levels: A first algorithmic approach”,
J. High Energy Phys., 2005(08), 012, (2005). Related online version (cited on 19 October
2007):
http://arXiv.org/abs/hep-th/0504230.
[78] Forte, L.A., and Sciarrino, A., “Standard and non-standard extensions of Lie algebras”, J.
Math. Phys., 47, 013513, (2006). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0506048.
[79] Fre´, P., et al., “Cosmological backgrounds of superstring theory and solvable algebras: Ox-
idation and branes”, Nucl. Phys. B, 685, 3–64, (2004). Related online version (cited on 19
October 2007):
http://arXiv.org/abs/hep-th/0309237.
[80] Fre´, P., Gargiulo, F., and Rulik, K., “Cosmic billiards with painted walls in non-maximal
supergravities: A worked out example”, Nucl. Phys. B, 737, 1–48, (2006). Related online
version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0507256.
[81] Fre´, P., Gargiulo, F., Rulik, K., and Trigiante, M., “The general pattern of Kac-Moody
extensions in supergravity and the issue of cosmic billiards”, Nucl. Phys. B, 741, 42–82,
(2006). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0507249.
[82] Fre´, P., Rulik, K., and Trigiante, M., “Exact solutions for Bianchi type cosmological metrics,
Weyl orbits of E8(8) subalgebras and p-branes”, Nucl. Phys. B, 694, 239–274, (2004). Related
online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0312189.
221
[83] Fre´, P., and Sorin, A.S., “The arrow of time and the Weyl group: all supergravity billiards
are integrable”, (2007). URL (cited on 19 October 2007):
http://arXiv.org/abs/0710.1059.
[84] Fuchs, J., Affine Lie Algebras and Quantum Groups: An Introduction, with Applications in
Conformal Field Theory, (Cambridge University Press, Cambridge, U.K.; New York, U.S.A.,
1992).
[85] Fuchs, J., and Schweigert, C., Symmetries, Lie Algebras and Representations: A graduate
course for physicists, (Cambridge University Press, Cambridge, U.K.; New York, U.S.A.,
1997).
[86] Gaberdiel, M.R.and Olive, D.I., and West, P.C., “A class of Lorentzian Kac-Moody algebras”,
Nucl. Phys. B, 645, 403–437, (2002). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0205068.
[87] Garfinkle, D., “Numerical simulations of generic singuarities”, Phys. Rev. Lett., 93, 161101,
(2004). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/gr-qc/0312117.
[88] Green, M.B., and Vanhove, P., “Duality and higher derivative terms in M theory”, J. High
Energy Phys., 2006(01), 093, (2006). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0510027.
[89] Gross, D.J., Harvey, J.A., Martinec, E.J., and Rohm, R., “The Heterotic String”, Phys. Rev.
Lett., 54, 502–505, (1985).
[90] Gutperle, M., and Strominger, A., “Spacelike branes”, J. High Energy Phys., 2002(04), 018,
(2002). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0202210.
[91] Hawking, S.W., and Ellis, G.F.R., The Large Scale Structure of Space-Time, Cambridge
Monographs on Mathematical Physics, (Cambridge University Press, Cambridge, U.K.,
1973).
[92] Heinzle, J.M., Uggla, C., and Rohr, N., “The cosmological billiard attractor”, (2007). URL
(cited on 19 October 2007):
http://arXiv.org/abs/gr-qc/0702141.
[93] Helgason, S., Differential Geometry, Lie Groups, and Symmetric Spaces, Graduate Studies
in Mathematics, vol. 34, (American Mathematical Society, Providence, U.S.A., 2001).
[94] Helminck, A.G., “Classification of real semisimple Lie algebras”, in Koornwinder, T.H., ed.,
The structure of real semisimple Lie groups, MC Syllabus, vol. 49, pp. 113–136, (Math.
Centrum, Amsterdam, Netherlands, 1982).
[95] Henneaux, M., and Julia, B., “Hyperbolic billiards of pure D = 4 supergravities”, J. High
Energy Phys., 2003(05), 047, (2003). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0304233.
[96] Henneaux, M., Leston, Mauricio, Persson, D., and Spindel, Ph., “Geometric configurations,
regular subalgebras of E10 and M-theory cosmology”, J. High Energy Phys., 2006(10), 021,
(2006). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0606123.
222
[97] Henneaux, M., Leston, Mauricio, Persson, D., and Spindel, Ph., “A Special Class of Rank 10
and 11 Coxeter Groups”, J. Math. Phys., 48, 053512, (2007). Related online version (cited
on 19 October 2007):
http://arXiv.org/abs/hep-th/0610278.
[98] Henneaux, M., Persson, D., and Wesley, D.H., “Chaos, Cohomology and Coxeter Groups”,
unknown status. Work in progress.
[99] Henneaux, M., and Teitelboim, C., “The cosmological constant as a canonical variable”,
Phys. Lett. B, 143, 415–420, (1984).
[100] Henneaux, M., and Teitelboim, C., “Dynamics of chiral (selfdual) p-forms”, Phys. Lett. B,
206, 650, (1988).
[101] Henneaux, M., and Teitelboim, C., “Duality in linearized gravity”, Phys. Rev. D, 71, 024018,
(2005). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/gr-qc/0408101.
[102] Henry-Labordere, P., Julia, B., and Paulot, L., “Borcherds symmetries in M-theory”, J. High
Energy Phys., 2002(04), 049, (2002). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0203070.
[103] Henry-Labordere, P., Julia, B., and Paulot, L., “Real Borcherds superalgebras and M-
theory”, J. High Energy Phys., 2003(04), 060, (2003). Related online version (cited on 19
October 2007):
http://arXiv.org/abs/hep-th/0212346.
[104] Henry-Labordere, P., Julia, B., and Paulot, L., “Symmetries in M-theory: Monsters, Inc”,
Cargese 2002, conference paper, (2003). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0303178.
[105] Hilbert, D., and Cohn-Vossen, S., Geometry and the Imagination, (Chelsea Pub. Co., New
York, U.S.A., 1952).
[106] Hillmann, C., and Kleinschmidt, A., “Pure type I supergravity and DE10”, Gen. Relativ.
Gravit., 38, 1861–1885, (2006). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0608092.
[107] Humphreys, J.E., Reflection Groups and Coxeter Groups, Cambridge Studies in Advanced
Mathematics, vol. 29, (Cambridge University Press, Cambridge, U.K.; New York, U.S.A.,
1990).
[108] Isenberg, J., and Moncrief, V., “Asymptotic Behavior of Polarized and Half-Polarized U(1)
symmetric Vacuum Spacetimes”, Class. Quantum Grav., 19, 5361–5386, (2002). Related
online version (cited on 7 December 2007):
http://arXiv.org/abs/gr-qc/0203042.
[109] Ivashchuk, V.D., Kirillov, A.A., and Melnikov, V.N., “Stochastic behavior of multidimen-
sional cosmological models near a singularity”, Russ. Phys. J., 37, 1102–1106, (1994).
[110] Ivashchuk, V.D., and Melnikov, V.N., “Billiard representation for multidimensional cosmol-
ogy with multicomponent perfect fluid near the singularity”, Class. Quantum Grav., 12,
809–826, (1995). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/gr-qc/9407028.
223
[111] Ivashchuk, V.D., and Melnikov, V.N., “Billiard representation for multidimensional cosmol-
ogy with intersecting p-branes near the singularity”, J. Math. Phys., 41, 6341–6363, (2000).
Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/9904077.
[112] Ivashchuk, V.D., Melnikov, V.N., and Kirillov, A.A., “Stochastic properties of multidimen-
sional cosmological models near a singular point”, JETP Lett., 60, 235–239, (1994).
[113] Julia, B., “Group disintegrations”, in Hawking, S.W., and Rocˇek, M., eds., Superspace and
Supergravity, Nuffield Gravity Workshop, Cambridge, England, June 22 – July 12, 1980,
(Cambridge University Press, Cambridge, U.K.; New York, U.S.A., 1981).
[114] Julia, B., Levie, J., and Ray, S., “Gravitational duality near de Sitter space”, J. High Energy
Phys., 2005(11), 025, (2005). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0507262.
[115] Kac, V.G., “Laplace operators of infinite-dimensional Lie algebras and theta functions”,
Proc. Natl. Acad. Sci. USA, 81, 645–647, (1984).
[116] Kac, V.G., Infinite dimensional Lie algebras, (Cambridge University Press, Cambridge, U.K.;
New York, U.S.A., 1990), 3rd edition.
[117] Kantor, S., “Die Configurationen (3, 3)10”, Sitzungsber. Math.-Naturwiss. Class. K. Akad.
Wiss., Wien, 84(II), 1291–1314, (1881).
[118] Keurentjes, A., “The group theory of oxidation”, Nucl. Phys. B, 658, 303–347, (2003).
Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0210178.
[119] Keurentjes, A., “The group theory of oxidation. II: Cosets of non-split groups”, Nucl. Phys.
B, 658, 348–372, (2003). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0212024.
[120] Keurentjes, A., “Poincare duality and G+++ algebras”, (2005). URL (cited on 19 October
2007):
http://arXiv.org/abs/hep-th/0510212.
[121] Khalatnikov, I.M., Lifshitz, E.M., Khanin, K.M., Shchur, L.N., and Sinai, Y.G., “On The
Stochasticity In Relativistic Cosmology”, J. Stat. Phys., 38, 97, (1985).
[122] Kirillov, A.A., “The Nature of the Spatial Distribution of Metric Inhomogeneities in the
General Solution of the Einstein Equations near a Cosmological Singularity”, J. Exp. Theor.
Phys., 76, 355–358, (1993).
[123] Kirillov, A.A., and Melnikov, V.N., “Dynamics of inhomogeneities of metric in the vicinity
of a singularity in multidimensional cosmology”, Phys. Rev. D, 52, 723–729, (1995). Related
online version (cited on 19 October 2007):
http://arXiv.org/abs/gr-qc/9408004.
[124] Kleinschmidt, A., Indefinite Kac-Moody Algebras in String Theory, Ph.D. Thesis, (Cambridge
University, Cambridge, 2004).
[125] Kleinschmidt, A., and Nicolai, H., “E10 and SO(9, 9) invariant supergravity”, J. High Energy
Phys., 2004(07), 041, (2004). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0407101.
224
[126] Kleinschmidt, A., and Nicolai, H., “IIB supergravity and E10”, Phys. Lett. B, 606, 391–402,
(2005). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0411225.
[127] Kleinschmidt, A., and Nicolai, H., “E10 cosmology”, J. High Energy Phys., 2006(01), 137,
(2006). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0511290.
[128] Kleinschmidt, A., Nicolai, H., and Palmkvist, J., “K(E9) from K(E10)”, J. High Energy
Phys., 2007(06), 051, (2007). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0611314.
[129] Knapp, A.W., Lie Groups Beyond an Introduction, Progress in Mathematics, vol. 140,
(Birkha¨user, Boston, U.S.A., 2002), 2nd edition.
[130] Lambert, N., and West, P., “Duality groups, automorphic forms and higher derivative cor-
rections”, Phys. Rev. D, 75, 066002, (2007). Related online version (cited on 19 October
2007):
http://arXiv.org/abs/hep-th/0611318.
[131] Lambert, N., and West, P.C., “Enhanced coset symmetries and higher derivative corrections”,
Phys. Rev. D, 74, 065002, (2006). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0603255.
[132] Lifshitz, E.M., Lifshitz, I.M., and Khalatnikov, I.M., Sov. Phys. JETP, 32, 173, (1971).
[133] Loos, O., Symmetric Spaces, 2 vols., (W.A. Benjamin, New York, U.S.A., 1969).
[134] Marcus, N., and Schwarz, J.H., “Three-Dimensional Supergravity Theories”, Nucl. Phys. B,
228, 145, (1983).
[135] Margulis, G.A., “Applications of ergodic theory to the investigation of manifolds of negative
curvature”, Funct. Anal. Appl., 4, 335, (1969).
[136] Michel, Y., and Pioline, B., “Higher Derivative Corrections, Dimensional Reduction and
Ehlers Duality”, J. High Energy Phys., 2007(09), 103, (2007). Related online version (cited
on 19 October 2007):
http://arXiv.org/abs/0706.1769.
[137] Misner, C.W., “Mixmaster Universe”, Phys. Rev. Lett., 22, 1071–1074, (1969).
[138] Misner, C.W., “The Mixmaster cosmological metrics”, (1994). URL (cited on 19 October
2007):
http://arXiv.org/abs/gr-qc/9405068.
[139] Nicolai, H., “D = 11 Supergravity With Local SO(16) Invariance”, Phys. Lett. B, 187, 316,
(1987).
[140] Nicolai, H., “The integrability of N = 16 supergravity”, Phys. Lett. B, 194, 402, (1987).
[141] Nicolai, H., and Fischbacher, T., “Low level representations for E10 and E11”, (2003). URL
(cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0301017.
[142] Obers, N.A., and Pioline, B., “U-duality and M-theory”, Phys. Rep., 318, 113–225, (1999).
Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/9809039.
225
[143] Ohta, N., “Accelerating cosmologies from S-branes”, Phys. Rev. Lett., 91, 061303, (2003).
Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0303238.
[144] Ohta, N., “Intersection rules for S-branes”, Phys. Lett. B, 558, 213–220, (2003). Related
online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0301095.
[145] Page, W., and Dorwart, H.L., “Numerical Patterns and geometric Configurations”, Math.
Mag., 57(2), 82–92, (1984).
[146] Ratcliffe, J.G., Foundations of Hyperbolic Manifolds, Graduate Texts in Mathematics, vol.
149, (Springer, New York, U.S.A., 1994).
[147] Rendall, A.D., “The Nature of Spacetime Singularities”, in Ashtekar, A., ed., 100 Years of
Relativity. Space-Time Structure: Einstein and Beyond, (World Scientific, Singapore, 2005).
Related online version (cited on 19 October 2007):
http://arXiv.org/abs/gr-qc/0503112.
[148] Riccioni, F., Steele, D., and West, P., “Duality Symmetries and G+++ Theories”, (2007).
URL (cited on 19 October 2007):
http://arXiv.org/abs/0706.3659.
[149] Riccioni, F., and West, P., “Dual fields and E11”, Phys. Lett. B, 645, 286–292, (2007).
Related online version (cited on 7 December 2007):
http://arXiv.org/abs/hep-th/0612001.
[150] Riccioni, F., and West, P.C., “The E11 origin of all maximal supergravities”, (2007). URL
(cited on 19 October 2007):
http://arXiv.org/abs/0705.0752.
[151] Ringstrom, H., “The Bianchi IX attractor”, Ann. Henri Poincare, 2, 405–500, (2001). Related
online version (cited on 19 October 2007):
http://arXiv.org/abs/gr-qc/0006035.
[152] Russo, J.G., and Tseytlin, A.A., “One-loop four-graviton amplitude in eleven-dimensional
supergravity”, Nucl. Phys. B, 508, 245–259, (1997). Related online version (cited on 19
October 2007):
http://arXiv.org/abs/hep-th/9707134.
[153] Ruuska, V., “On purely hyperbolic Kac-Moody algebras”, in Mickelsson, J., and Pekonen, O.,
eds., Topological and Geometrical Methods in Field Theory, Proceedings of the conference,
Turku, Finland, 26 May – 1 June 1991, pp. 359–369, (World Scientific, Singapore; River Edge,
U.S.A., 1992).
[154] Sac¸liog˘lu, C., “Dynkin diagrams for hyperbolic Kac-Moody algebras”, J. Phys. A, 22, 3753,
(1989).
[155] Satake, I., “On Representations and Compactifications of Symmetric Riemannian Spaces”,
Ann. Math. (2), 71(1), 77–110, (1960).
[156] Schnakenburg, I., and West, P.C., “Kac-Moody symmetries of IIB supergravity”, Phys. Lett.
B, 517, 421–428, (2001). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0107181.
226
[157] Schnakenburg, I., and West, P.C., “Massive IIA supergravity as a non-linear realisation”,
Phys. Lett. B, 540, 137–145, (2002). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0204207.
[158] Schnakenburg, I., and West, P.C., “Kac-Moody symmetries of ten-dimensional non-maximal
supergravity theories”, J. High Energy Phys., 2004(05), 019, (2004). Related online version
(cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0401196.
[159] Schwarz, J.H., and Sen, A., “Duality symmetric actions”, Nucl. Phys. B, 411, 35–63, (1994).
Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/9304154.
[160] Spindel, Ph., and Zinque, M., “Asymptotic behavior of the Bianchi IX cosmological models
in the R**2 theory of gravity”, Int. J. Mod. Phys. D, 2, 279–294, (1993).
[161] Tits, J., “Classification of algebraic semisimple groups”, Proc. Symp. Pure Math., 9, 33–62,
(1966).
[162] Uggla, C., “The Nature of Generic Cosmological Singularities”, (2007). URL (cited on 19
October 2007):
http://arXiv.org/abs/0706.0463.
[163] Uggla, C., van Elst, H., Wainwright, J., and Ellis, G.F.R., “The past attractor in inhomo-
geneous cosmology”, Phys. Rev. D, 68, 103502, (2003). Related online version (cited on 19
October 2007):
http://arXiv.org/abs/gr-qc/0304002.
[164] Vinberg, E.B., ed., Geometry II: Spaces of Constant Curvature, Encyclopaedia of Mathemat-
ical Sciences, vol. 29, (Springer, Berlin, Germany; New York, U.S.A., 1993).
[165] Wesley, D.H., “Kac-Moody algebras and controlled chaos”, Class. Quantum Grav., 24, F7–
F13, (2006). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0610322.
[166] Wesley, D.H., Steinhardt, P.J., and Turok, N., “Controlling chaos through compactification
in cosmological models with a collapsing phase”, Phys. Rev. D, 72, 063513, (2005). Related
online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0502108.
[167] West, P., “The IIA, IIB and eleven dimensional theories and their common E11 origin”, Nucl.
Phys. B, 693, 76–102, (2004). Related online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0402140.
[168] West, P., “E11 and Higher Spin Theories”, (2007). URL (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0701026.
[169] West, P.C., “E11 and M theory”, Class. Quantum Grav., 18, 4443–4460, (2001). Related
online version (cited on 19 October 2007):
http://arXiv.org/abs/hep-th/0104081.
[170] Zimmer, R.J., Ergodic Theory and Semisimple Groups, Monographs in Mathematics, vol. 81,
(Birkha¨user, Boston, U.S.A., 1984).
227
Index
A++1 , 23, 24, 26, 60, 62, 63, 81, 149
BE10, 46, 71, 138, 141
DE10, 46, 71, 71, 138
E10, 46, 65, 68, 70, 158, 162, 179, 189, 191, 194
billiard wall, 14, 16–18, 19, 23, 75, 78, 79
BKL-limit, 14, 16, 19, 74, 76, 77, 81, 166, 188,
192, 202
Borel subalgebra, 84, 139, 173
Cartan conjugation, 115
Cartan involution, 92, 95, 96, 98, 101, 120, 134,
167, 215
Cartan matrix, 47, 63, 64, 72, 77, 79, 138, 149,
159, 197, 208
Cartan subalgebra, 49, 53, 55, 59, 69, 78, 79,
84, 90, 93, 135, 175, 198
Chevalley involution, 51, 176, 184
coset space, 84, 87, 135, 166, 167, 168, 180
cosmological billiard, 10, 12, 14, 16, 18, 19, 23,
74, 78, 80, 136–138, 202
Coxeter graph, 29, 32, 38, 59
Coxeter group, 26, 29, 31, 34, 37, 47, 58, 74, 76,
209
Dynkin diagram, 47, 48, 61, 77, 101, 120, 138,
139, 141, 143, 149, 159, 195, 196
Dynkin labels, 152, 153, 154, 160
generalized metric, 170, 177
geometric configuration, 194, 195, 196, 197
geometric reflection, 18, 23, 24, 41, 77, 79, 80
Hamiltonian constraint, 11, 20, 21, 178, 187, 193
hyperbolic space, 7, 18, 23, 41, 74, 78
intersection rules, 205, 206
Iwasawa decomposition, 12, 14, 82, 83, 84, 92,
98, 116, 134, 135, 168, 175
Kac–Moody algebra, 48, 49, 77, 146, 149, 158,
178, 188, 195
level decomposition, 143, 144, 145, 149, 158,
180, 189
line incidence diagram, 196, 197
Maurer–Cartan form, 169
maximal compact subalgebra, 135, 167
maximal compact subgroup, 74, 83, 167, 168
nonlinear realisation, 168, 169, 176
nonlinear sigma model, 83, 124, 139, 166, 180–
182
outer multiplicity, 147, 148, 153
overextension, 64, 66–69, 71, 86, 136, 138, 158
regular subalgebra, 69, 70–72, 146, 149, 178,
195, 196
restricted root system, 97, 126, 134, 136, 137,
139, 141
root, 32, 37, 46, 49, 51, 56, 62, 77, 79
root lattice, 51, 62
scale-factor space, 13, 24, 80, 167, 175, 177
Serre relations, 49, 51, 145
Tits–Satake diagram, 88, 116, 120–122, 124, 127
Vogan diagram, 88, 101, 103, 107, 108
Weyl chamber, 62, 76, 80, 196
228
