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ABSTRACT 
We introduce factor circulant matrices: matrices with the structure of circulants, 
but with the entries below the diagonal multiplied by the same factor. The diagonal- 
ization of a circulant matrix and spectral decomposition are conveniently generalized 
to block matrices with the structure of factor circulants. Differential equations 
involving factor circulants are considered. 
1. INTRODUCTION 
A square matrix is called circulant if each row after the first is obtained 
from its predecessor by a cyclic shift. Circulant matrices arise in diverse fields 
of applications [3, 4, 6, 81, and they have been put on firm basis with the 
work of P. Davis [l]. 
The basic fact about circulant matrices with scalar components is that 
they are simultaneously diagonalizable by the Fourier matrix. This represen- 
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tation is extremely useful for deriving innumerable properties in “closed 
form.” When considering block circulants, that is, circulant matrices whose 
entries are square matrices, there is still a sort of diagonalization by blocks in 
terms of Kronecker products of the Fourier matrices involved. However, this 
latter representation does not clearly resemble the scalar case, as would be 
desirable. 
In this work we introduce the factor circulant as a matrix with the same 
structure as a circulant, except that the entries below the main diagonal are 
multiplied by the same matrix factor. This kind of matrix has arisen in 
characterizing the periodic output of a forced undamped matrix differential 
equation of even order. Their basic properties are outlined in [4]. It is clear 
that circulant matrices are a particular case arrived at by taking the factor 
equal to unity. 
Our purpose is to formulate a theory of block factor circulants in the spirit 
of Davis, and to extend properly the mentioned diagonalization of scalar 
circulants. This will be accomplished in terms of block Vandermonde matrices 
involving the roots of the matrix factor. It will turn out that factor circulants 
differ from simple circulants by certain weighting matrices, once the 
Vandermonde matrices are expressed in terms of block Fourier matrices. 
Moreover, the block diagonalization characterizes factor circulant matrices 
completely, and the relationships are given explicitly. We consider the 
spectral decomposition of block factor circulants and apply it to differential 
equations involving circulants. 
For related work with block group matrices see [7]. 
2. FACTOR CIRCULANTS 
Let C,,C,,..., C,, A be square matrices each of order n. We assume that 
A is nonsingular and that it commutes with each of the C,‘s. By an A-factor 
block circulunt matrix of type (m, n) is meant an mn x mn matrix of the 
form 
Factor circulants of type (m, 1) will be referred to as scalar factor circulants. 
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In this case the matrix A reduces to a nonzero scalar that we shall denote by 
a. When A is the identity matrix I, we drop the word “factor” in the above 
definition. This kind of matrices are just block circulants. 
We define n, as the basic A-factor circulant, that is, 
A 0 0 ... 0 0 
(2.2) 
This block matrix can be conveniently written as 
E2 
Es 
7r*= . * = Ae,,, 
E,,, 
1 e, e2 . . . em-, I> 
_A& _ 
where Ej= [0 0 ..- Z -.. 01, ej=col[O 0 e.1 I ... 0] are the jth 
unit row and column block matrix respectively. The powers of r* are easily 
seen to be 
E k+l 
E,, 
AEl 
=[A&_,+, ..- Ae, e, e, ..* e,,_k], 
AE, 
k=l2 > ,***, m - 1, 
A$> k=m, 
A%P A’ k=qm+p, p=1,2 ,..., m-l, 4=1,2 ,..., (2.3) 
where .Y denotes the mn X mn identity matrix, and the product of a square 
matrix with a block m&ix is to be understood as the block matrix obtained by 
multiplying the squure matrix with each matrix component of the given block 
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nmtrix. These powers can be visualized as follows. The matrix A which 
occupies the lower comer entry moves up, occupying each entry of the kth 
lower subdiagonal, while the nonzero upper subdiagonal shrinks into the next 
one. For k > m there is a cyclic reproduction of the above, times a power 
of A. 
As an example of A-factor circulants, we mention the matrix functions 
sinJ--751t/J-7TA1 cosJ, 7~ t, which are the fundamental solutions of the 
second order matrix differential equation u”(t) = rAu(t). It has been shown 
in [4] that the given sine matrix function equals circ,(C,( t, A), 
C,(t, A), . . . , Czj_ 1( t, A)), while the cosine matrix function equals 
circ,(C,(t, A), Ca(t, A),. .., CSj_a(t, A)). Here m = 2j and the C,(t, A)‘s 
are the fundamental solutions of the matrix differential equation I = 
Ax(t). 
In view of the structure of the powers of the basic factor circulant TV, it is 
clear that 
circ,(C,,C, ,..., C,)=C,+Ca77*+ ... +CmrTP1 (2 *4) 
Thus, 97 is an A-factor circulant matrix if and only if 92 = .9(r*) for some 
matrix polynomial 9(z). The polynomial 
m-1 
Y(z) = c c,+d 
k=O 
will be called the representer of the factor circulant. For any block matrix .a? 
we shall denote by dt the usual transpose of &, and by s?* we mean the 
block transpose, which is obtained by interchanging the block rows with the 
block columns. Without further notice operations with block matrices will be 
taken in the block sense. Thus LX? * will denote the block conjugate trans- 
pose. We have that the block transpose of rA is given by 
0 0 0 .-. 0 A 
I 0 0 ... 0 0 
(2.5) 
while the usual transpose is 
7Tt = ?TT A A' (2.6) 
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For any square matrix D of order n it can be easily shown that 
TAT;= [el e2 ... e,,,_, ADe,,,]. 
From the above we conclude that 
TA 
-I= r*_, 
A . (2.7) 
It should be observed that the usual transpose and the block transpose of 7rA 
coincide only when A is symmetric. Moreover, IT~ is unitary when A is. In 
contrast to circulant matrices, the transpose of a factor circulant is not 
necessarily a factor circulant of the same type. This fact is based on the 
important commuting characterization of circulants: 
%’ is an A-factor circulant if and only if V commutes with the basic 
factor circulunt, that is, 
2?7TA = 71AV. (2.8) 
The proof follows on performing the product ?T:~~%T~, where is a block 
matrix, and taking into account (2.7). From (2.8) we obtain, by using (2.6), 
(2.7), that 
It should be mentioned that the usual transpose rules apply for block matrices 
only under special circumstances, which hold for the factors involved. We 
have then 
V is an A-factor circulunt if and only if %?* (Wt) is an A ~ ‘-factor 
circuiiznt ((A ~ ‘)f-factor circulant). 
The above conditions clearly coincide whenever A is symmetric. The 
transpose will be a factor circulant of the same type only when A is 
idempotent. This latter is the situation with block circulants. 
In addition to the algebraic properties that can be easily derived from the 
representation (2.4), we mention the following. Two A-factor circulants 
V = circ,(C,, C,, . . . , C,), 53 = circ,(D,, D, ,..., 0,) commute if the Cj’s 
commute with the Dj’s. The inverse of a nonsingular factor circulant is also a 
factor circulant of the same type. It can be computed by showing that 
[Cl c, a*. C,prl=[I 0 0 -** 01. (2.10) 
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This later was used in [4] in order to construct the inverse of the sine matrix 
function mentioned before, at values of t for which it is nonsingular. 
3. BLOCK DIAGONALIZATION OF FACTOR CIRCULANTS 
We proceed now to extend the diagonalization of scalar circulant matrices 
[l, Theorem 3.2.2, pp. 72-731 to the case of A-factor block circulants. This 
diagonalization will by blocks, and it requires the following definitions in 
terms of block matrices. 
DEFINITION. Let H,, H,,. . . , H, be square matrices each of order n. 
The block matrix 
c(H,, Hs,..., H,,) = 
I Z . . . Z 
H, H, .a. H, 
H:. H,2 . . . Hii 
HT-’ H,“-’ . . . H”-1 
(3.1) 
will be referred to as the block Vandermonde matrix of the H,‘s. When 
n = 1, the definition reduces to the usual one. 
DEFINITION. Let w = exp(2rri/m) denote the basic mth root of unity. 
We define the block Fourier matrix Frn” as 
F = 
Y”(l,zz,wsz ,..., w’m-“Z) 
mn 
6 9 
(3.2) 
where I denotes the identity matrix of order n. It follows that the block 
conjugate transpose of the block Fourier matrix is given by 
F*= 
Yqz, WI, w2z )‘..) wm-lZ) 
Inn ihi * (3.3) 
(3.4) 
We claim that 
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In fact, let E = [Ekj] be the block product matrix .5$:sm,. Then 
m-l m-1 
mEkj= c wskw-sil= c ~"'~-ijI=ms~~l 
s=O s=o 
implies the validity of (3.4). 
LEMMA 1. Let K denote the principal mth root of the nonsingular matrix 
A. Then YY(K, wK,. .., w m-lK) is nonsingular, and its inverse equals 
S$,,,.%+‘/&, where Y= diag[Z K K2 ... Kmpl]. 
Proof. We have <(K, wK,. . . , wmp ‘K) = &.%‘Fm,. The result follows 
from (3.3), because the Fourier matrix is nonsingular. n 
LEMMA 2. We have 
(3.5) 
where ^yA = ^t’,(K, w,..., w “-lK) and GSA = diag[K, wK ,..., w”-‘K]. 
Proof. We first seek to solve the equation ~T,V = DV, where D is a 
square matrix of order n and V = col[ v1 v2 . . . v,] with the vj’s also 
square matrices of order n. It turns out that 
v2 = Dv,, v3= Dv,,..., vtn = Dvm_l, Av, = Dv,. 
If we set vI = I, we obtain that A = D”. This implies 
rr,V, = wk-‘KVk, k=1,2 ,..., m, 
V,=CO~[Z,W~-~K,W~(~-~)K,...,W(~-~)(~-~)K]. 
These latter equations can be expressed as -JT~Y~ = Y’A9A and the proof is 
concluded with Lemma 1. n 
THEOREM 1. Let %’ be an A-factor block circulant. Then 
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where P(z) is the representer of 9. Moreover, the set of A-factor circuhts 
coincides with the set of matrices of the fnm 
VA diag[M,, M,,...,M,] VT’, (3.7) 
that is, .5@(9*) = diag[M,, M,, . . . , M,] for a matrix polynomial 
P(z)=C1+C2z+ .‘. +Cn,zmP1 if and only if [C, C, -0. C,]YA= 
[M, M, . . . M,]. 
Proof. The first part of the theorem follows from the polynomial repre- 
sentation (2.4) and the block diagonalization of rA given in (3.5). We have 
that P(gA) = diag[P(K), P(wK), . . . , P(wmplK)] = 
diag[M,, Mz,..., M,] if and only if Mk = 9( w”-‘K) for k = 1,2,. . . , m. The 
coefficient matrix of the latter system is precisely VA, and the conclusion is 
clear. n 
COROLLARY 1. The factor circulant V can be also expressed as 
where Q=diag[Z,wZ,w2Z,...,wm-1Z] and Xisasin Lemma 1. 
From the above discussion it is clear that a block circulant can be 
expressed as 
which is a proper generalization of the diagonalization of scalar circulants. 
For further purposes, we consider in detail the case of scalar factor 
circulants, that is 
Q? = circ.(c,,c, ,..., c,), ck scalar, 
where a is a nonzero scalar. We let VA denote the Vandermonde matrix 
and we set 
CSa = diag[n&, w”& ,..,, wmPrmfi]. 
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It turns out that ah a-factor scalar circulants are simultaneously diagonahz- 
able by the Vandermonde matrix Ya. That is, 
(3.9) 
where 9(z) = Er~~c~+ i zk is the representer of V. Moreover, the eigenval- 
ues of the matrix % are given by 
xj=9$Lvm~), j = 1,2 ,...,m. (3.10) 
The well-known representation of scalar circulant matrices in terms of the 
Fourier matrix arises when a = 1. 
4. FACTOR CIRCULANTS WITH FACTOR CIRCULANT BLOCKS 
We consider now A-factor circulant matrices 
U=circA(C1,C2,...,Cm) 
whose blocks 
Ck=CirCa(Ckl,ck2~~~~~Ckn), ckj scdar, 
are u-factor scalar circulants. From Theorem 1 it follows that 
where gk(z) denotes the representer of Ck, and Ba is as in (3.9). 
Let us assume that the matrix A is an a-factor circulant. This means 
where PA(z) denotes the representer of A. Now since A commutes with T=, 
it follows that for any matrix function f(A) we have 
qzf(A) = f(Ahv W(%(%)) = f(A)+% 
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In particular, we have “j;l-c = $Tm. This implies 
where VP, gP are as in Theorem 1 but with P =Tm instead of A. 
By placing r0 = ^ y,9,%’ into the given representation for %? and 
taking into account the above relationships, we obtain 
m - 1 
(4.1) 
We now observe that PA(90) is a diagonal matrix whose eigenvalues are 
given by (3.10), that is, 
.cPA( u’-‘zi)> j = 1,2 ,..., n, 
where u = exp(2&/n). On the other hand the matrix gP is also diagonal, 
and consequently each term glk+l( 9a)9i is itself a diagonal matrix. This 
shows that alI factor circulant matrices whose entries are scalar factor 
circulants are simultaneously diagonalizable by the matrix +$VA, which, in 
view of Lemma 1, can be expressed in terms of Fourier matrices. We thus 
enunciate 
THEOREM 2. Let %? = circ,( C,, C,, . . . , C,,,), with each C, and a-factor 
scalar circulant, and let us assume that A is an a-factor circulant whose 
representer is .sY~( z). Then V has the representation (4.1), and its eigenval- 
ues are given by 
fors=1,2 ,..., mandj=1,2 ,..., n. 
COROLLARY 2. Let V = circ(C,, C,, . . . , C,) with each C, = pk(a) a 
circulant . Then 
59 = F,&AF,,,, (4.3) 
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where R=diag[A,, Rs,...,A,,,] with 
A, = diag ‘=o ! 
m - 1 m-1 
c glktl(l)W-l), c Pk+l(U)Ws(k-l),..., 
k=O 
m-1 
c .cPk+l(Unpl)Wk(s-l) 
k=O 
mui F,,,. = Vl(l, u ,..., u”-‘)Yn(z, wz ,...) wm-‘I). 
Proof. This is immediate from the above theorem, because the repre- 
senter .PA( z) is just the identity matrix of order n when a = 1 and A = I. n 
We conclude this work by showing that the set of A-factor block 
circulants whose blocks are u-factor scalar circulants coincides with the set of 
matrices of the type 
where the M,‘s are diagonal matrices of order n. From Theorem 2 it suffices 
to determine matrices C, = ~~=rcki~/-’ so that the following systems can be 
solved for the cki’s: 
C C cki(~i-l~)i~l(PjwB-l)k~l=mjJ, j=1,2 ,..., n, s=1,2 ,..., m, 
k=l i=l 
where l~=~& and 8,=7=. Here M, =diag[ml, rnz9 *. - mns]. 
We let C = [cki], which is of order m x n, and set mj = col[mj, mj2 . . . 
mj,]. Then the above system can be written 
1 
oui-l 
[ 
1 pjws-l p;ws(s-n . . . (bjwspl)m-l]C (“uj-1)2 = m. 
IS’ 
(auj-*l)nel 
Zf we let s to run from 1 to s, we obtain that 
VDjCuj = mj, 
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where 
v= V-1(1, w, w2 )..., W*-I), 
Dj=diag[l,Pj ,..., by-‘], 
U=CO~ i,~ti-l,...,(ati [ 
j-l)npl]. 
It follows then that 
C= [(VII,) %l (VD,) %, . . * (WI,) -‘m,]u-1, (4.5) 
where U = Y1(l, (YU, . . . , a(~~-‘). 
5. SPECTRAL DECOMPOSITION 
The diagonalization of block factor circulants given by (3.6) can be 
written more concisely by introducing the factor Fourier matrices 
that is, 
AC”* = K_$rcl* A mn, FA’ (PA*) -1=3m,K-‘, (5.1) 
LF-* = L(K,Kw )..., Kw-‘), 
6 
FA= --YqP,K-‘w )...) K-‘iiT’). k 
We now let 
!JA= KQ=diag[K, Kw ,..., Kw”-l], 
so that the basic factor circulant is written as 
7rAA=&Fc^*s2 9 A AA (54 
It follows that any block factor circulant has the form 
V=circ,(C,,..., %-1) = %*s(nA)FA (5.3) 
FACTOR BLOCK CIRCULANT MATRICES 53 
where P(z) is the representer of C. We now introduce the matrices 
QZ=diag[O,O ,..., Z ,..., 0], j=O,l ,...,m-l 
where I occupies the (j + 1)th entry. Then 
m - 1 
7TA= c 
j=O 
Since ~9 *K A = KS * A , we have 
nz ~ 1 
rA= c KwiB;, 
j=O 
F-4) 
where 
B!=S*Q,$ 
J A J A’ j=O,l ,...,m - 1. (5.5) 
These matrices BJb constitute a spectral block matrix basis, that is 
n, - 1 
1 Bf=Y, (5.6) 
j=O 
BPBA=cj. BA 
Jk Jki’ (5.7) 
Moreover, they are block Hermitian. One can easily express the basis 
{.QA,...,7T~-r } in terms of the basis { B,f, BP,..., B,f_l} by 
m - 1 
VT;= c (Kwj)kBJ? (54 
j=o 
We can also express BJP in terms of the vA as basis. To do so, we multiply 
(5.8) by WikKpk and sum on k. Thus 
Bj” = : m&-kEjkr;, 
m k=O 
j=O,l ,...,m-1. (5.9) 
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We summarize our discussion in the following 
THEOREM 3. A bbck factor circulant %’ = circ,(C,,, C,, . . . , Cm_ 1) cm 
be represented as 
n* - 1 nr - 1 
2?= c Ck+l~;=_F/A*(&,)FA= c RjBF 
k=O j=O 
(5.10) 
where 
m - I 
Ai= c (KWj)kCk+l, 
k=O 
(5.11) 
COROLLARY 3. For any entire matrix function f(A) we have that 
Proof. We have 
because 
m-l 
Vk = 9,.,.*Sk(s2,)SA = c Al;B;, 
j=O 
for each integer k >, 0. The conclusion is clear from (5.9). n 
6. MATRIX DIFFERENTIAL EQUATIONS 
We shall apply the basic theory of block factor circulants to the solution 
of the following matrix differential equations: 
x@‘)(t) = Ax(t), (6.1) 
i(t) =qt>+>+g(t>, (6.2) 
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where A is a square matrix of order n and U(t) is an u-factor circulant of 
order m with variable coefficients. The results will be more general than 
those given in [8] and established in a simpler manner. 
The equation (6.1) is equivalent to the first order system 
O(t) =7$(t), u= col[x, 35 )...) r(m-I)], 
whose exponential solution is given by 
as follows from (5.12). The general solution of (6.1) is then given by 
m-l 
x(t) = 2 C,(t)dk’(o), 
k=O 
where the Ck( t )‘s are the block entries on the first row of enAt. Thus 
(6.4 
The solution C,,_r(t) = D(t) is called the dynamical solution, and enjoys 
special properties [4]. 
For the equation (6.2) we proceed in the following way. From (5.10) we 
can write 
where a is the scalar factor, K = “&, and 
m-1 
s(na) = C 'j+lCtJn! 
j=O 
is the representer of the block factor circulant U( t ) = circ,( cr( t), . . . , c,( t )). 
By introducing the new variable y = SAx we have 
ij = NLJY + -%idt>. 
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Since 9(a2,) is a diagonal matrix, we can integrate the decoupled system and 
obtain 
Consequently 
that is. 
+) =&W)dsX(o)+ feli~(T)dTg(S) A. 
/ (6.5) 0 
REMARK. The above formula could be generalized to block factor cir- 
culants whose entries are scalar factor circulants; this would assure a decou- 
pling for each vector entry of y. 
7. PARTIAL DIFFERENTIAL EQUATIONS 
The wave and Laplace operators in two variables can be formally 
written as 
L = det 
where a = + 1, and the product of the derivatives is understood as composi- 
tion. The operator L can be diagonalized with a change of variables sug- 
gested by the structure of the factor circulant, that is, we can write 
I 
a a 
dx at 
a a 
“at ax I = 
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where 
Then 
and with the change of variables 
a a a a a a -=- 
ad ax +Ic-j-, -= at/ -Ig+yp 
it reduces to 
Thus, the equation L(u) = 0 will have the solution 
u = q)(d)+ q(t’) = u& + K-b)+ q(x + Pizt). 
It turns out that the converse is also true. Given entire functions uO, ul, such 
that their Jacobian matrix is an a-factor circulant, then there are entire 
functions h, g such that 
(a) =m*( hgj::;) 
and L( uo) = L( uI) = 0. This result was established by Wilde [8] in a 
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separate manner in the cases a = 1 (circulant) and a = - 1 (skew-circulant). 
We shah use the factor circulants to unify such cases, and we define a factor 
discrete Fourier transform in order to clarify arguments involved in the proof 
as well as to suggest further generalizations. 
We begin with the definition of the linear differential operator 
a a 
L = detcirc, ax,. . . , - 
0 ax,-, 
(7.1) 
where a is a nonzero scalar. From (5.10) we have 
so that 
L=det 
The linear maps 
x = &Fo*z (7.2) 
will be referred to as the factor discrete Fourier transfm and the inverse 
transform respectively. In terms of components, we have 
1 n-l 
zk= - C K-i&iXj, k=O,l,..., n-l, 
n j=O 
(7.2’) 
n-1 
xj= C KjWkkj, 
k=O 
j=O,l ,...,n-1. 
Given a differentiable vector function u = (ua( x), . . . , u,_ r( x)), we have by 
the chain rule 
(7.3) 
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where the derivative symbol stands for the Jacobian matrix, that is 
It turns out from (7.3) that 
(7.4) 
These relations can be written in a matrix form as 
(7.4’) 
where the partial derivative symbol a/ax stands for a column matrix 
operator with components 6’/axi. It is easy to show that with the change of 
variables z = (l/&)F,x, the operator L reduces to the canonical form 
n-1 a 
Lb) = kl”az, (4 
i 1 (7.5) 
THEOREM. Let uo,ul ,..., u,_~ be complex entire fin&ions of a 
ndimmsionul complex variable x = (x0,. . . , x n _ 1) such that their Jacobian 
matrix is an a-factor circulunt. Then these functions are solutions of the 
partial differential equation L(u) = 0 and given by 
n-1 
ui = Ki c wkihk 
k-0 
; 1:; Wk”K -‘x, 
for certain entire functions h,, h,, . . . , h, _ 1. 
(7.6) 
Proof. We must show that 9(u)=O, where u=(u,,...,u,_i) and 
P(u) = col(L(u,,..., L( u,_ 1)) with L given by (7.1’). Let us introduce the 
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change of variables 
so that 
follows from the linearity of the operator L. Then, it is enough to show that 
S?(v) = 0. 
From (7.4’) we have 
where 
au t 
i i ax= 
a 
ax0 
& 
axn-l 
is an u-factor circulant. This implies that aV/az must be a diagonal matrix 
and consequently aV,/G’z, = 0 for k # s. Because of (7.5) it follows that 
L(ok)=O for each k=O,l,..., n - 1. Having shown that a~JazS = 0 for 
k f s, it is clear that uk = h,(z,) for a certain entire function h,. Thus, the 
inverse transform u = &F,*v implies that u = fiF,*H(z), where H(z) = 
dho(qJ,. . . , h,_,(z,_,)). Consequently 
n-l n-1 
uj = C zzbkjhk( zk) = C Kiwkjhk 
k=O k=O 
for each j = O,l,. . . , n - 1. W 
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REMARK. The representation (7.5) for the case of skew-circulants 
(a = - 1) apparently differs from that established by Wilde. That is because 
he uses spectral decompositions, instead of our diagonalization approach. 
The authors would like to thank the referee for his suggestions, which 
have improved the presentation of the paper and related references. 
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