Carleman estimates for semi-discrete parabolic operators with a
  discontinuous diffusion coefficient and application to controllability by Nguyen, Thuy
ar
X
iv
:1
21
1.
20
61
v1
  [
ma
th.
OC
]  
9 N
ov
 20
12
Carleman estimates for semi-discrete parabolic
operators with a discontinuous diffusion coefficient
and application to controllability
Thuy N.T. Nguyen∗
Abstract
In the discrete setting of one-dimensional finite-differences we prove
a Carleman estimate for a semi-discretization of the parabolic oper-
ator ∂t − ∂x(c∂x) where the diffusion coefficient c has a jump. As
a consequence of this Carleman estimate, we deduce consistent null-
controllability results for classes of semi-linear parabolic equations.
1 Introduction and settings
Let Ω, ω be connected non-empty open interval of R with ω ⋐ Ω. We
consider the following parabolic problem in (0, T ) × Ω, with T > 0,
∂ty − ∂x(c∂xy) = 1ωv in (0, T ) ×Ω, y|∂Ω = 0, and y|t=0 = y0, (1.1)
where the diffusion coefficient c = c(x) > 0.
System (1.1) is said to be null controllable from y0 ∈ L
2(Ω) in time T if
there exists v ∈ L2((0, T ) × Ω), such that y(T ) = 0.
In the continuous framework, we refer to [FI96] and [LR95] who proved
such a controllability result by means of a global/local Carleman observabil-
ity estimates in the case the diffusion coefficient c is smooth. The authors of
[BDL07] produced this controllability result in the case of a discontinuous
coefficient in the one-dimensional case later extended to arbitrary dimension
by [LR10]. Additionally, a result of controllability in the case of a coefficient
with bounded variation (BV) was shown in [FCZ02, L07].
The authors of [LZ98] show that uniform controllability holds in the
one-dimensional case with constant diffusion coefficient c and for a constant
step size finite-difference scheme. Here, ”uniform” is meant with respect
to the discretization parameter h. The situation becomes more complex in
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higher dimension. In fact, a counter-example to null-controllability due to
O. Kavian is provided in [Zua06] for a finite-difference discretization scheme
for the heat equation in a square.
In recent works, by means of discrete Carleman estimate, the authors
of [BHL10a], [BHL10b] and [BL12] obtained weak observability inequalities
in the case of a smooth diffusion coefficient c(x). Such observability esti-
mates are charaterized by an additional term that vanishes exponentially
fast. Morever, also with a constant diffusion coffiencient c, under the as-
sumption that the discretized semigroup is uniformly analytic and that the
degree of unboundedness of control operator is lower than 1/2, a uniform
observability property of semi-discrete approximations for System (1.1) is
achieved in L2 [LT06]. Besides that, such a result continues to hold even
with the condition that the degree of unboundedness of control operator is
greater than 1/2 [N12].
In the case of a non-smooth coefficient, our aim is to investigate the uni-
form controllability of System (1.1) after discretization. It is well known that
controllability and observability are dual aspects of the same problem. We
shall therefore focus on uniform observability which is shown to hold when
the observability constant of the finite dimensional approximation systems
does not depend on the step-size h.
In the present paper we prove a Carleman estimate for system (1.1) in
the case of:
• the heat equation in one space dimension;
• a piecewise C1 coefficient c with jumps at a finite number of points in
Ω;
• a finite-difference discretization in space.
The main idea of the proof is combination of the derivation of a discrete
Carleman estimate as in [BHL10a, BL12] and tecniques of [BDL07] for op-
erators with discontinuous coefficients in the one-dimensional case. A similar
question in n-dimensional case, n ≥ 2, remains open, to our knowledge.
When considering a discontinuous coefficient c the parabolic problem (1.1)
can be understood as a transmission problem. For instance, assume that c
exhibits a jump at a ∈ Ω. Then we write
∂ty − ∂x(c∂xy) = 1ωv in (0, T )×
(
(0, a) ∪ (a, 1)
)
,
c∂xy|a+ = c∂xy|a− , y|a+ = y|a− ,
y|∂Ω = 0, and y|t=0 = y0.
The second line is thus a transmission condition implying the continuity of
the solution and of the flux at x = a.
When one gives a finite-difference version of this transmission problem,
a similar condition can be given for the continuity of the solution. Yet, for
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the flux, it is only achieved up to a consistent term. In what follows, in the
finite-difference approximation, we shall in fact write{
y(a−) = y(a+) = yn+1,
(cdDy)n+ 3
2
− (cdDy)n+ 1
2
= h
(
D¯(cdDy)
)
n+1
,
(the discrete notation will be given below). Note that the flux condition
converges to the continuous one if h→ 0, h being the discretization param-
eter. This difference between the continuous and the discrete case will be
the source of several technical points.
An important point in the proof of Carleman estimate is the construction
of a suitable weight function ψ whose gradient does not vanish in the com-
plement of the observation region. The weight function is chosen smooth in
the case of a smooth diffusion coefficient c(x). In general, the technique to
construct such a function is based on Morse functions (see some details in
[FI96]). In one space dimension, this construction is in fact straightforward.
In the case of a discontinuous diffusion coefficient, authors of [BDL07] intro-
duced an ad hoc transmission condition on the weight function: its derivative
exhibits jumps at the singular points of the coefficient. In this paper, we
construct a weight function based on these techniques in the one-dimentional
discrete case.
From the semi-discrete Carleman we obtain, we give an observability
inequality for semi-discrete parabolic problems with potential. As compared
to the result in continuous case [BDL07] the observability estimate we state
here is weak because of an additional term that describes the obstruction to
the null-controllability. This term is exponentially small in agreement with
the results obtained in [BHL10a, BHL10b] in the smooth coefficient case. A
precise statement is given in Section 6.
Finally, the observability inequality allows one to obtain controllability
results for semi-discrete parabolic with semi-linear terms. In continuous
case, this was achieved in [BDL07]. Taking advantage of one-dimensional
situation, the results we state are uniform with respect to the discretization
parameter h (see Section 6).
1.1 Discrete settings
We restrict our analysis to one dimension in space. Let us consider
the operator formally defined by A = −∂x(c∂x) on the open interval Ω =
(0, L) ⊂ R. We let a′ ∈ Ω and set Ω1 := (0, a
′) and Ω2 := (a
′, L). The
diffusion coefficient c is assumed to be piecewise regular such that
0 < cmin ≤ c ≤ cmax (1.2)
c =
{
c0 in Ω1,
c1 in Ω2,
3
with ci ∈ C
1(Ωi), i = 1, 2.
The domain of A is D(A) =
{
u ∈ H10 (Ω); c∂xu ∈ H
1(Ω)
}
.
Let T > 0. We shall use the following notation Ω′ = Ω1 ∪ Ω2, Q =
(0, T ) × Ω, Q′ = (0, T ) × Ω′, Qi = (0, T ) × Ωi, i = 1, 2, Γ = {0, L}, and
Σ = (0, T ) × Γ. We also set S = {a′}. We consider the following parabolic
problem {
∂ty +Ay = f in Q
′,
y(0, x) = y0(x) in Ω .
(real valued coefficient and solution), for y0 ∈ L
2(Ω) and f ∈ L2(Q), with
the following transmission conditions at a′
(TC)
{
y(a′−) = y(a′+),
c(a′−)∂xy(a
′−) = c(a′+)∂xy(a
′+).
Now, we introduce finite-difference approximations of the operator A.
Let 0 = x′0 < x
′
1 < . . . < x
′
n+1 = a
′ < . . . < x′n+m+1 < x
′
n+m+2 = L.
We refer to this discretization as to the primal mesh M := (x′i)1≤i≤n+m+1.
We set |M| := n + m + 1. We set h′
i+ 1
2
= x′i+1 − x
′
i and x
′
i+ 1
2
= (x′i+1 +
x′i)/2, i = 0, . . . , n +m + 1, and h
′ = max0≤i≤n+m+1 h
′
i+ 1
2
. We call M :=
(x′
i+ 1
2
)0≤i≤n+m+1 the dual mesh and set h
′
i = x
′
i+ 1
2
−x′
i− 1
2
= (h′
i+ 1
2
+h′
i− 1
2
)/2,
i = 0, . . . , n+m+ 1.
In this paper, we shall address to some families of non uniform meshes,
that will be precisely defined in Section 1.2.
We introduce the following notation
[ρ1⋆]a = ρ1(a
+)− ρ1(a
−), (1.3)
[⋆ρ2]a = ρ2(n+
3
2
)− ρ2(n+
1
2
), (1.4)
[ρ1 ⋆ ρ2]a = ρ1(a
+)ρ2(n +
3
2
)− ρ1(a
−)ρ2(n+
1
2
). (1.5)
We follow some notation of [BHL10a] for discrete functions in the one-
dimensional case. We denote by CM and CM the sets of discrete functions
defined on M and M respectively. If u ∈ CM (resp. CM), we denote by ui
(resp. ui+ 1
2
) its value corresponding to x′i (resp. x
′
i+ 1
2
). For u ∈ CM we
define
uM =
n+m+1∑
i=1
1|[x′
i−
1
2
,x′
i+1
2
]ui ∈ L
∞(Ω).
And for u ∈ CM we define
∫
Ω u :=
∫
Ω u
M(x)dx =
∑n+m+1
i=1 h
′
iui.
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For u ∈ CM we define
uM =
n+m+1∑
i=0
1|[x′
i
,x′
i+1
]ui+ 1
2
.
As above, for u ∈ CM , we define
∫
Ω u :=
∫
Ω u
M(x)dx =
∑n+m+1
i=0 h
′
i+ 1
2
ui+ 1
2
.
In particular we define the following L2 inner product on CM (resp. CM)
(u, v)L2 =
∫
Ω
uM(x)vM(x)dx, resp. (u, v)L2 =
∫
Ω
uM(x)vM(x)dx.
For some u ∈ CM, we shall need to associate boundary conditions u∂M =
{u0, un+m+2}. The set of such extended discrete functions is denoted by
CM∪∂M. Homogeneous Dirichlet boundary conditions then consist in the
choice u0 = un+m+2 = 0, in short u
∂M = 0. We can define translation
operators τ±, a difference operator D and an averaging operator as the map
CM∪∂M → CM given by
(τ+u)i+ 1
2
:= ui+1, (τ
−u)i+ 1
2
:= ui, i = 0, . . . n+m+ 1,
(Du)i+ 1
2
:=
1
h′
i+ 1
2
(τ+u− τ−u)i+ 1
2
, u˜ :=
1
2
(τ+ + τ−)u.
We also define, on the dual mesh, translation operators τ±, a difference
operator D¯ and an averaging operator as the map CM → CM given by
(τ+u)i := ui+ 1
2
, (τ−u)i := ui− 1
2
, i = 1, . . . n+m+ 1,
(D¯u)i :=
1
h′i
(τ+u− τ−u)i, u¯ :=
1
2
(τ+ + τ−)u.
1.2 Families of non-uniform meshes
In this paper, we address non-uniform meshes that are obtained as the
smooth image of an uniform grid.
More precisely, let Ω0 =]0, 1[ and let ϑ : R → R be an increasing map
such that
ϑ(Ω0) = Ω, ϑ ∈ C
∞, inf ϑ′ > 0 and ϑ(a) = a′ (1.6)
with a to be kept fixed in what follows and chosen such that a ∈ (0, 1) ∩Q,
i.e a = p
q
with p, q ∈ N∗. Clearly, we have q > p. We impose the function ϑ
to be affine on [a− δ, a+ δ] ϑ|[a−δ,a+δ] (for some δ > 0).
Given r ∈ N∗ and set m = (q − p)r and n = pr. The parameter r is
used to refine the mesh when increased. Set a = xn+1 = xpr+1. The interval
Ω01 = [0, a] is then discretized with n = pr interior grid points (excluding 0
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and a). The interval Ω02 = [a, 1] is discretized with m = (q − p)r exterior
grid points (excluding a and 1). Let M0 = (ih)1≤i≤n+m+1 with h =
1
n+m+2
be uniform mesh of Ω0 and M0 be the associated dual mesh. We define a
non-uniform mesh M of Ω as image of M0 by the map ϑ, settings
x′i = ϑ(ih), ∀i ∈ {0, ..., n} ∪ {n+ 2, ..., n +m+ 2}
x′n+1 := a
′ = ϑ(a). (1.7)
The dual meshM and the general notation are then those of the previous
section.
1.3 Main results
With the notation we have introduced, a consistent finite-difference ap-
proximation of Au with homogeneous boundary condition is
AMu = −D¯(cdDu)
for u ∈ CM∪∂M satisfying u|∂Ω = u
∂M = 0. We have
(AMu)i = −
cd(xi+ 1
2
)
ui+1−ui
h
i+1
2
− cd(xi− 1
2
)
ui−ui−1
h
i−
1
2
hi
, i = 1, .., n +m+ 1.
For a suitable weight function ϕ (to be defined below), the announced
semi-discrete Carleman estimate for the operator PM = −∂t + A
M with a
discontinuous diffusion coefficient c, for the non-uniform meshes we consider,
is of the form
τ−1
∥∥∥θ− 12 eτθϕ∂tu∥∥∥2
L2(Q)
+ τ
∥∥∥θ 12 eτθϕDu∥∥∥2
L2(Q)
+ τ3
∥∥∥θ 32 eτθϕu∥∥∥2
L2(Q)
≤ Cλ,K
(∥∥∥eτθϕPMu∥∥∥2
L2(Q)
+ τ3
∥∥∥θ 32 eτθϕu∥∥∥2
L2((0,T )×ω)
+h−2
∣∣∣eτθϕu|t=0∣∣∣2
L2(Ω)
+ h−2
∣∣∣eτθϕu|t=T ∣∣∣2
L2(Ω)
)
, (1.8)
for properly chosen functions θ = θ(t) and ϕ = ϕ(x), for all τ ≥ τ0(T +T
2),
0 < h ≤ h0 and τh(αT )
−1 ≤ ǫ0, 0 < α < T and for all u ∈ C
∞(0, T ;CM)
satisfying the discrete transmission conditions, where τ0, h0, ǫ0 only depend
on the data. We refer to Theorem 4.1 (uniform mesh) and Theorem 5.6 (non
uniform mesh) below for a precise result. The proof of this estimate will be
first carried out for piecewise uniform meshes, and then adapted to the case
of the non-uniform meshes we introduced in Section 1.2.
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From the semi-discrete Carleman estimate we obtain allows we deduce
following weak observability estimate
|q(0)|L2(Ω) ≤ Cobs ‖q‖
2
L2((0,T )×ω) + e
−C
h |q(T )|2L2(Ω) ,
for any q solution to the adjoint system
∂tq +A
Mq + aq = 0, q|∂Ω = 0.
A precise statement is given in Section 6.
Moreover, from the weak observability estimate given above we obtain a
controllability result for the linear operator PM. This result can be extended
to classes of semi-linear equations(
∂t +A
M
)
y +G(y) = 1ωv, y ∈ (0, T ) y|∂Ω = 0, y(0) = y0,
with G(x) = xg(x), where g ∈ L∞(R) and
|g(x)| ≤ K lnr(e+ |x|), x ∈ R, with 0 ≤ r <
3
2
.
We shall state controllability results with a control that satisfies
‖v‖L2(Q) ≤ C |y0| .
Thanks to one space dimension the size of the control function is uniform
with respect to the discretization parameter h.
1.4 Sketch of proof of the Carleman estimate
The main idea of the proof lays in the combination of the derivation of
a discrete Carleman estimate as in [BHL10a, BL12] and techniques used in
[BDL07] to achieve such estimates for operators with discontinuous coeffi-
cients in the one-dimensional case.
We set v = e−sϕu yielding esϕPe−sϕv = esϕf1 in Q
′
0 if Pu = f1
We obtain g = Av +Bv in Q′0, with A and iB ’essentially’ selfadjoint.
We write ‖g‖2L2 = ‖Av‖
2
L2 + ‖Bv‖
2
L2 + 2(Av,Bv)L2 and the main part
of the proof is dedicated to computing the inner product (Av,Bv)L2(Q′
0
),
involving (discrete) integration by parts.
We proceed with these computations separately in each domain Ω01,
Ω02. As in [BL12] we obtain terms involving boundary points x = 0 and
x = 1 such as v(0),v(1),∂tv(0),∂tv(1), (Dv)n+m+ 1
2
, (Dv)n+m+ 3
2
. In our case
we obtain additional terms involving the jump point a such as v(a), ∂tv(a),
v˜n+ 1
2
, v˜n+ 3
2
, (Dv)n+ 1
2
, (Dv)n+ 3
2
. Main difficulties of our work come from
dealing with these new terms. To reduce the number of terms to control, we
find relations among connecting these various values at jump point allowing
to focus our computations on terms only involving v(a), ∂tv(a) and (Dv)n+ 1
2
.
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Those relations are stated in Lemma 3.17. In the limit h → 0 they give
back the transmission conditions for the function v = e−sϕu used crucial
way in [BDL07]. The idea of this technique comes from a similar technique
shown in continuos case by [BDL07].
The discrete setting could allow computation on the whole Ω. Yet such
computation would yield constant that would depend on discrete derivatives
of the diffusions coefficient, yielding non-uniformity with respect to the dis-
cretization parameter h. This explains why we resort to working on both
Ω0 and Ω1 separately and deal with the interface terms that appear. As in
[BDL07] the weight function is chosen to obtain positive contributions for
these terms.
Sketch of proof Theorem
1. We compute the inner product (Av,Bv) in a series of terms and collect
them together in an estimate (see Lemma 4.4–Lemma 4.12). In
that estimate, we need to tackle two parts: volume integrals, integrals
involving boundary points and the jump point. Volume integrals and
boundary terms are dealt with similar to [BL12]. Terms at the jump
point require special case.
2. Treatment of terms the jump point
• Terms at jump point involving ∂tv : when treating the term Y13
we obtain a positive integral of (∂tv(a))
2 in the LHS of the esti-
mate as shown in Lemma 4.15. We keep this term in the LHS
of the estimate.
• Other terms: We collect together the terms at the jump point
that already exist in the continuous case. As in [BDL07] we ob-
tain a quadratic form because of the choice of the weight function
(jump of its slope). This allows us to obtain positive two inte-
grals involving v2(a), (Dv)2
n+ 1
2
in the LHS of our estimate (see
Lemma 4.14).
• The remaining terms at the jump point are placed in the RHS
of estimate. After that, we apply Young’s inequality to them (as
shown in Lemma 4.16) and they then can be absorded by the
positive integrals involving v2(a), (Dv)2
n+ 1
2
, (∂tv(a))
2 in the LHS
of estimate as described above.
1.5 Outline
In section 2, we construct the weight functions to be used in the Carle-
man estimate. In section 3 we have gathered some preliminary discrete cal-
culus results and we present how transmission conditions can be expressed
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in the discretization scheme. Section 4 is devoted to the proof the semi-
discrete parabolic Carleman estimate in the case of a discontinuous diffu-
sion cofficient for piecewise uniform meshes in the one-dimensional case. To
ease the reading, a large number of proofs of intermediate estimates have
been provided in Appendix A. This result is then extended to non-uniform
meshes in Section 5. Finally, in Section 6, as consequences of the Carleman
estimate, we present the weak observability estimate and associated some
controllability results.
2 Weight functions
We shall first introduce a particular type of weight functions, which are
constructed through the following lemma.
We enlarge the open intervals Ω1,Ω2 to large open sets Ω˜1, Ω˜2.
Lemma 2.1. Let Ω˜1, Ω˜2 be a smooth open and connected neighborhoods of
intervals Ω1, Ω2 of R and let ω ⊂ Ω2 be a non-empty open set. Then, there
exists a function ψ ∈ C(Ω¯) such that
ψ(x) =
{
ψ1 in Ω1,
ψ2 in Ω2,
with ψi ∈ C
∞(Ω˜i), i = 1, 2, ψ > 0 in Ω, ψ = 0 on Γ, ψ
′
2 6= 0 in Ω2 \ ω, ψ
′
1 6=
0 in Ω1 and the function ψ satisfies the following trace properties, for some
α0 > 0,
(Au, u) ≥ α0 |u|
2 u ∈ R2,
with the matrix A defined by
A =
(
a11 a12
a21 a22
)
,
with
a11 = [ψ
′⋆]a′ ,
a22 = [cψ
′⋆]2a′(ψ
′)(a′+) + [c2(ψ′)3⋆]a′ ,
a12 = a21 = [cψ
′⋆]a′(ψ
′)(a′+),
(see the notation (1.3) - (1.5) introduced in Section 1.1).
Remark 2.2. Here we choose a weight function that yields an observation
in the region ω ⊂ Ω2 in the Carleman estimate of Section 4. This choice is
of course arbitrary.
Proof. We refer to Lemma 1.1 in [BDL07] for a similar proof.
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Choosing a function ψ, as in the previous lemma, for λ > 0 and K >
‖ψ‖∞, we define the following weight functions
ϕ(x) = eλψ(x) − eλK < 0, φ(x) = eλψ(x), (2.1)
r(t, x) = es(t)ϕ(x), ρ(t, x) = (r(t, x))−1,
with
s(t) = τθ(t), τ > 0, θ(t) = ((t+ α)(T + α− t))−1,
for 0 < α < T .
We have
max
[0,T ]
θ = θ(0) = θ(T ) = α−1(T + α)−1, (2.2)
and min
[0,T ]
θ ≥ T−2. We note that
∂tθ = (2t− T )θ
2. (2.3)
For the Carleman estimate and the observation/control results we choose
here to treat the case of an distributed-observation in ω ⊂ Ω. The weight
function is of the form r = esϕ with ϕ = eλψ, with ψ fulfilling the following
assumption. Construction of such a weight function is classical (see e.g
[FI96]).
Assumption 2.3. Let ω ⊂ Ω be an open set. Let Ω˜ be a smooth open and
connected neighborhood of Ω¯ in R. The function ψ = ψ(x) is in Cp
(
Ω˜, R
)
,
p sufficiently large, and satisfies, for some c > 0,
ψ > 0 in Ω˜, |▽ψ| ≥ c in Ω˜\ω0,
∂nψ(x) ≤ −c < 0, ∂
2
xψ(x) ≤ 0 in V∂Ω.
where V∂Ω is a sufficiently small neighborhood of ∂Ω in Ω˜, in which the
outward unit normal n to Ω is extended from ∂Ω.
3 Some preliminary discrete calculus results for
uniform meshes
Here, to prepare for Section 4, we only consider constant-step discretiza-
tions, i.e., hi+ 1
2
= h, i = 0, . . . , n+m+ 1.
We use here the following notation: Ω0 = (0, 1), Ω01 = (0, a), Ω02 =
(a, 1), Ω′0 = Ω01∪Ω02, Q0 = (0, T )×Ω0, Q
′
0 = (0, T )×Ω
′
0, Q0i = (0, T )×Ω0i
with i = 1, 2 and ∂Ω0 = {0, 1}.
This section aims to provide calculus rules for discrete operators such
as Di, D¯i and also to provide estimates for the successive applications of
such operators on the weight functions. To avoid cumbersome notation we
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introduce the following continuous difference and averaging operators on
continuous functions. For a function f defined on Ω0 we set
τ+f(x) := f(x+ h/2), τ−f(x) := f(x− h/2),
Df(x) := (τ+ − τ−)f(x)/h, fˆ(x) = (τ+ + τ−)f(x)/2.
Remark 3.1. To iterate averaging symbols we shall sometimes write Af =
fˆ , and thus A2f =
ˆˆ
f.
3.1 Discrete calculus formulae
We present calculus results for finite-difference operators that were de-
fined in the introductory section. Proofs can be found in Appendix of
[BHL10a] in the one-dimension case.
Lemma 3.2. Let the functions f1 and f2 be continuously defined in a neigh-
borhood of Ω¯. We have:
D(f1f2) = D(f1)fˆ2 + fˆ1D(f2).
Note that the immediate translation of the proposition to discrete func-
tions f1, f2 ∈ C
M and g1, g2 ∈ C
M is
D(f1f2) = D(f1)f˜2 + f˜1D(f2), D¯(g1g2) = D¯(g1)g¯2 + g¯1D¯(g2).
Lemma 3.3. Let the functions f1 and f2 be continuously defined in a neigh-
borhood of Ω¯. We have:
f̂1f2 = fˆ1fˆ2 +
h2
4
D(f1)D(f2).
Note that the immediate translation of the proposition to discrete func-
tions f1, f2 ∈ C
M and g1, g2 ∈ C
M is
f1f2= f˜1f˜2 +
h2
4
D(f1)D(f2), g1g2 = g¯1g¯2 +
h2
4
D¯(g1)D¯(g2).
Some of the following properties can be extended in such a manner to
discrete functions. We shall not always write it explicitly.
Averaging a function twice gives the following formula.
Lemma 3.4. Let the function f be continuously defined over R. We then
have
A2f :=
ˆˆ
f = f +
h2
4
DDf.
The following proposition covers discrete integrations by parts and re-
lated formula.
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Proposition 3.5. Let f ∈ CM∪∂M and g ∈ CM. We have the following
formulae: ∫
Ω0
f(D¯g) = −
∫
Ω0
(Df)g + fn+m+2gn+m+ 3
2
− f0g 1
2
,∫
Ω0
f g¯ =
∫
Ω0
f˜g −
h
2
fn+m+2gn+m+ 3
2
−
h
2
f0g 1
2
.
Lemma 3.6. Let f be a smooth function defined in a neighborhood of Ω¯.
We have
τ±f = f ±
h
2
∫ T
0
∂xf(.± σh/2)dσ,
Ajf = f + Cjh
2
∫ 1
−1
(1− |σ|)∂2xf(.+ ljσh)dσ,
Djf = ∂jxf + C
′
jh
2
∫ 1
−1
(1− |σ|)j+1∂j+2x f(.+ ljσh)dσ, j = 1, 2, l1 =
1
2
, l2 = 1.
3.2 Calculus results related to the weight functions
We now present some technical lemmata related to discrete operators
performed on the Carleman weight functions that is of the form esϕ, ϕ =
eλψ − eλK , where ψ satisfies the properties listed in Section 2 in the domain
Ω0. For concision, we set r(t, x) = e
s(t)ϕ(x) and ρ = r−1, with s(t) = τθ(t).
From Section 2, we have ψ|Ω01 = ψ1|Ω01 , ψ|Ω01 = ψ2|Ω01 where ψi ∈ C
2(Ω˜0i).
Then ρ = e−sϕ can be replaced by
ρ1 = e
−sϕ1 with ϕ1 = e
λψ1 − eλK in domain Ω01
ρ1 = e
−sϕ2 with ϕ2 = e
λψ2 − eλK in domain Ω02
And r = ρ−1 is also replaced by
r1 = ρ
−1
1 in domain Ω01
r2 = ρ
−1
2 in domain Ω02
The positive parameters τ and h will be large and small respectively and we
are particularly interested in the dependence on τ, h and λ in the following
basic estimates in each domain Ω01, Ω02.
We assume τ ≥ 1 and λ ≥ 1.
Lemma 3.7. Let α, β ∈ N, i=1,2. We have
∂βx (ri∂
α
x ρi) = α
β(−sφi)
αλα+β(▽ψi)
α+β
+ αβ(sφi)
αλα+β−1Oλ(1) + s
α−1α(α − 1)Oλ(1) = Oλ(s
α).
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Let σ ∈ [−1, 1], we have
∂βx
(
ri(t, .)(∂
α
x ρi)(t, .+ σh)
)
= Oλ(s
α(1 + (sh)β))eOλ(sh).
Provided 0 < τh(max[0,T ]θ) ≤ K we have ∂
β
x
(
ri(t, .)(∂
αρi)(t, . + σh)
)
=
Oλ,K(s
|α|). The same expressions hold with r and ρ interchanged and with s
changed into -s.
A proof is given in [BHL10a, proof of Lemma 3.7] in the time indepen-
dent case. Additionally, we provide a result below to the time-dependent
case whose proof is refered to [BL12, proof of Lemma 2.8]. Note that the
condition 0 < τh(max[0,T ]θ) ≤ K implies that s(t)h ≤ K for all t ∈ [0, T ].
Lemma 3.8. Let α ∈ N, i=1,2. We have
∂t(ri∂
α
x ρi) = s
αTθOλ(1).
With Leibniz formula we have the following estimates
Corollary 3.9. Let α, β, δ ∈ N, i=1,2. We have
∂δx(r
2
i (∂
α
x ρi)∂
β
xρi) = (α+ β)
δ(−sφi)
α+βλα+β+δ(▽ψi)
α+β+δ
+ δ(α + β)(sφi)
α+βλα+β+δ−1O(1)
+ sα+β−1(α(α− 1) + β(β − 1))Oλ(1) = Oλ(s
α+β).
The proofs of the following properties can be found in Appendix A of
[BHL10a].
Proposition 3.10. Let α ∈ N, i=1,2. Provided 0 < τh(max[0,T ]θ) ≤ K, we
have
riτ
±∂αx ρi = ri∂
α
x ρi + s
αOλ,K(sh) = s
αOλ,K(1),
riA
k∂αx ρi = ri∂
α
x ρi + s
αOλ,K(sh)
2 = sαOλ,K(1), k = 0, 1, 2,
riA
kDρi = ri∂xρi + sOλ,K(sh)
2 = sOλ,K(1), k = 0, 1,
riD
2ρi = ri∂
2
xρi + s
2Oλ,K(sh)
2 = s2Oλ,K(1).
The same estimates hold with ρi and ri interchanged.
Lemma 3.11. Let α, β ∈ N and k = 1, 2; j = 1, 2; i = 1, 2. Provided
0 < τh(max[0,T ] θ) ≤ K, we have
Dk(∂βx (ri∂
α
x ρi)) = ∂
k+β
x (ri∂
α
x ρi) + h
2Oλ,K(s
α),
Aj∂βx (ri∂
α
x ρi) = ∂
β(ri∂
α
x ρi) + h
2Oλ,K(s
α).
Let σ ∈ [−1, 1], we have Dk∂β(ri(t, .)∂
αρi(t, . + σh)) = Oλ,K(s
|α|). The
same estimates hold with ri and ρi interchanged.
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Lemma 3.12. Let α, β, δ ∈ N and k = 1, 2; j = 1, 2; i = 1, 2. Provided
0 < τh(max[0,T ]θ) ≤ K, we have
Aj∂δx(r
2
i (∂
α
x ρi)∂
β
xρi) = ∂
δ
x(r
2
i (∂
α
x ρi)∂
β
xρi) + h
2Oλ,K(s
α+β) = Oλ,K(s
α+β),
Dk∂δx(r
2
i (∂
α
x ρi)∂
β
xρi) = ∂
k+δ
x (r
2
i (∂
α+β
x ρi) + h
2Oλ,K(s
α+β) = Oλ,K(s
α+β).
Let σ, σ′ ∈ [−1, 1]. We have
Aj∂δ(ri(t, .)
2(∂αρi(t, .+ σh))∂
βρi(y, .+ σ
′h)) = Oλ,K(s
α+β),
Dk∂δ(ri(t, .)
2(∂αρi(t, .+ σh))∂
βρi(t, .+ σ
′h)) = Oλ,K(s
α+β).
The same estimates hold with ri and ρi interchanged.
Proposition 3.13. Let α ∈ N and k = 0, 1, 2; j = 0, 1, 2; i = 1, 2. Provided
0 < sh ≤ K, we have
DkAj∂αx (riD̂ρi) = ∂
k+α
x (ri∂xρi) + sOλ,K(sh)
2 = sOλ,K(1),
Dk(riD
2ρi) = ∂
k
x(ri∂
2ρi) + s
2Oλ,K(sh)
2 = s2Oλ,K(1),
riA
2ρi = 1 +Oλ,K(sh)
2, Dk(riA
2ρi) = Oλ,K(sh)
2.
The same estimates hold with ri and ρi interchanged.
Proposition 3.14. Provided 0 < τh(max[0,T ]θ) ≤ K and σ is bounded, we
have
∂t(ri(., x)(∂
αρi)(., x + σh)) = Ts
αθ(t)Oλ,K(1),
∂t(riA
2ρi) = T (sh)
2θ(t)Oλ,K(1),
∂t(riD
2ρi) = Ts
2θ(t)Oλ,K(1).
The same estimates hold with ri and ρi interchanged.
Proposition 3.15. Let α, β ∈ N and k = 0, 1, 2; j = 0, 1, 2; i = 1, 2,
provided 0 < sh ≤ K, we have
AjDk∂β(r2i (∂
α)D̂ρi) = ∂
k+β
x (r
2
i (∂
αρ)∂ρi) + s
α+1Oλ,K(sh)
2 = sα+1Oλ,K(1),
AjDk∂β(r2i (∂
α)A2ρi) = ∂
k+β
x (ri(∂
αρi)) + s
αOλ,K((sh)
2) = sαOλ,K(1),
AjDk∂β(r2i (∂
α)D2ρi) = ∂
k+β
x (r
2
i (∂
αρ)∂2ρi) + s
α+2Oλ,K(sh)
2 = sα+2Oλ,K(1),
and we have
AjDk∂α(r2i D̂ρiD
2ρ0i) = ∂
k+α
x (r
2
i (∂ρi)∂
2ρi) + s
3Oλ,K(sh)
2 = s3Oλ,K(1),
AjDk∂α(r2i D̂ρiA
2ρi) = ∂
k+α
x (ri∂ρi) + sOλ,K(sh)
2 = sOλ,K(1).
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3.3 Transmission conditions
We consider here discrete version of the transmission conditions (TC) at
the point a. For u ∈ CM we set f := D¯(cdDu) we then have{
u(a−) = u(a+) = un+1,
(cdDu)n+ 3
2
− (cdDu)n+ 1
2
= hfn+1 .
Remark 3.16. These transmission conditions provide the continuity for u
and the discrete flux at the singular point of coefficient up to a consistent
factor.
From these conditions, we obtain the following lemma whose proof is
given in Appendix A
Lemma 3.17. For the parameter λ chosen sufficiently large and sh suffi-
ciently small and with u = ρv we have
[⋆cdDv]a = (cdDv)n+ 3
2
− (cdDv)n+ 1
2
= J1vn+1+J2(cdDv)n+ 1
2
+J3h(rf)n+1 (3.1)
where
J1 =
(
1 +Oλ,K(sh)
)
λs[⋆cφψ′]a + sOλ,K(sh),
J2 = Oλ,K(sh), J3 =
(
1 +Oλ,K(sh)
)
.
Furthermore, we have
∂tJ1 = sT θ(t)Oλ,K(sh),
∂tJ2 = Tθ(t)Oλ,K(sh), ∂tJ3 = Tθ(t)Oλ,K(sh).
For simplicity, (3.1) can be written in form
[⋆cdDv]a = λs[⋆cφψ
′]avn+1 + r0, (3.2)
where r0 = λsOλ,K(sh)vn+1 +Oλ,K(sh)(cdDv)n+ 1
2
+ h
(
1 +Oλ,K(sh)
)
(rf)n+1.
4 Carleman estimate for uniform meshes
In this section, we prove a Carleman estimate in case of picewise uniform
meshes, i.e, constant-step discretizations in each subinterval (0, a) and (a, 1).
The case of non-uniform meshes is treated in Section 5.
We let ω0 ⊂ Ω02 be a nonempty open subset. We set the operator P
M to
be PM = −∂t +A
M = −∂t − D¯(cdD), continuous in the variable t ∈ (0, T )
with T > 0, and discrete in the variable x ∈ Ω0.
The Carleman weight function is of the form r = esϕ with ϕ = eλψ−eλK
where ψ satisfies the properties listed in Section 2 in the domain Ω0. Here,
to treat the semi-discrete case, we use the enlarged neighborhoods Ω˜01, Ω˜02
of Ω01, Ω02 as introduced in Lemma 2.1. This allows one to apply multiple
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discrete operators such as D and A on the weight functions. In particular,
we take ψ such that ∂xψ ≥ 0 in V0 and ∂xψ ≤ 0 in V1 where V0 and V1 are
neighborhoods of 0 and 1 respectively. This then yields on ∂Ω0
(rDρ)0 ≤ 0, (rDρ)n+m+2 ≥ 0 (4.1)
Theorem 4.1. Let ω0 ⊂ Ω02 be a non-empty open set and we set f :=
D¯(cdDu). For the parameter λ > 1 sufficiently large, there exists C, τ0 ≥ 1,
h0 > 0, ǫ0 > 0, depending on ω0 so that the following estimate holds
τ−1
∥∥∥θ− 12 eτθϕ∂tu∥∥∥2
L2(Q0)
+ τ
∥∥∥θ 12 eτθϕDu∥∥∥2
L2(Q0)
+ τ3
∥∥∥θ 32 eτθϕu∥∥∥2
L2(Q0)
≤ Cλ,K
(∥∥∥eτθϕPMu∥∥∥2
L2(Q0)
+ τ3
∥∥∥θ 32 eτθϕu∥∥∥2
L2((0,T )×ω0)
+h−2
∣∣∣eτθϕu|t=0∣∣∣2
L2(Ω0)
+ h−2
∣∣∣eτθϕu|t=T ∣∣∣2
L2(Ω0)
)
,(4.2)
for all τ ≥ τ0(T + T
2), 0 < h ≤ h0 and τh(αT )
−1 ≤ ǫ0 and for all u ∈
C∞(0, T ;CM) satisfying u|∂Ω0 = 0.
Remark 4.2. Observation was chosen in Ω02 here. This is an arbitrary
choice (see Remark 2.2).
Proof. We set f1 := −P
M = ∂tu+ D¯(cdDu) and f = D¯(cdDu). At first,
we shall work with the function v = ru, i.e., u = ρv, that satisfies
r
(
∂t(ρv) + D¯
(
cdD(ρv)
))
= rf1 in Q
′
0. (4.3)
We have
r∂t(ρv) = ∂tv + r(∂tρ)v = ∂tv − τ(∂tθ)ϕv.
We write: g = Av +Bv,
where Av = A1v +A2v +A3v, Bv = B1v +B2v +B3v with
A1v = rρ˜D¯(cdDv), A2v = cr(D¯Dρ)v˜, A3v = −τ(∂tθ)ϕv,
B1v = 2crDρ Dv, B2v = −2scφ
′′v, B3v = ∂tv,
g = rf1 −
h
4
rDρ(D¯cd)(τ
+Dv − τ−Dv)−
h2
4
(D¯cd)r(D¯Dρ)Dv
−hO(1)rDρ Dv −
(
r(D¯cd) Dρ+ hO(1)r(D¯Dρ)
)
v˜ − 2sc(φ′′)v,
as derived in [BL12].
Equation (4.3) now reads Av +Bv = g and we write
‖Av‖2L2(Q′
0
) + ‖Bv‖
2
L2(Q′
0
) + 2(Av,Bv)L2(Q′0) = ‖g‖
2
L2(Q′
0
) . (4.4)
First we need an estimation of ‖g‖2L2(Q′
0
). The proof can be adapted from
[BHL10a].
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Lemma 4.3. For τh(max[0,T ] θ) ≤ K we have
‖g‖2L2(Q′
0
) ≤ Cλ,K(‖rf1‖
2
L2(Q′
0
)) + ‖sv‖
2
L2(Q′
0
) + h
2 ‖sDv‖2L2(Q′
0
) . (4.5)
Most of the remaining of the proof will be dedicated to computing the
inner product (Av,Bv)L2(Q′
0
). Developing the inner-product (Av,Bv)L2(Q′
0
),
we set Iij = (Aiv,Bjv)L2(Q′
0
). The proofs of the following lemmata are
provided in Appendix A.
Lemma 4.4 (Estimate of I11). For τh(max[0,T ]θ) ≤ K we have
I11 ≥ −
∫
Q′
sλ2(c2φ(ψ′)2)d(Dv)
2 −X11 + Y11,
where X11 =
∫
Q′
0
ν11(Dv)
2 with ν11 of the form sλφO(1) + sOλ,K(sh) and
Y11 = Y
(1)
11 + Y
(2,1)
11 + Y
(2,2)
11 ,
Y
(1)
11 =
∫ T
0
(
1 +Oλ,K(sh)
)
(cc¯d)(1)(rDρ)(1)(Dv)
2
n+m+ 3
2
−
∫ T
0
(
1 +Oλ,K(sh)
)
(cc¯d)(0)(rDρ)(0)(Dv)
2
1
2
,
Y
(2,1)
11 =
∫ T
0
sλφ(a)c¯d(a)
(
(cψ′)(a+)(Dv)2
n+ 3
2
− (cψ′)(a−)(Dv)2
n+ 1
2
)
,
Y
(2,2)
11 =
∫ T
0
sOλ,K(sh)
2(Dv)2
n+ 1
2
−
∫ T
0
sOλ,K(sh)
2(Dv)2
n+ 3
2
.
Lemma 4.5 (Estimate of I12). For τh(max[0,T ]θ) ≤ K, the term I12 is of
the following form
I12 = 2
∫
Q′
0
sλ2(c2φ(ψ′)2)d(Dv)
2 −X12 + Y12,
with
Y12 =
∫ T
0
sλ2φ(a)v(a)[c(ψ′)2 ⋆ cdDv]a
+
∫ T
0
δ12v(a)(cDv)n+ 3
2
+
∫ T
0
δ¯12v(a)(cDv)n+ 1
2
,
where δ12, δ¯12 are of the form s
(
λφ(a)O(1) +Oλ,K(sh)
2
)
and
X12 =
∫
Q′
0
ν12(Dv)
2 +
∫
Q′
0
sOλ,K(1)v˜Dv,
where
ν12 = sλφO(1) + sOλ,K(h+ (sh)
2).
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Lemma 4.6 (Estimate of I13). There exists ǫ1(λ) > 0 such that, for 0 <
τh(max[0,T ]θ) ≤ ǫ1(λ), the term I13 can be estimated from below in following
way:
I13 ≥ −
∫
Ω′
0
Cλ,K(1)(Dv(T ))
2 −X13 + Y13.
with
X13 =
∫
Q′
0
(
s(sh) + T (sh)2θ
)
Oλ,K(1)(Dv)
2 +
∫
Q0
s−1Oλ,K(sh)(∂tv)
2,
Y13 = −
∫ T
0
r ¯˜ρ(a+)∂tv(a)(cdDv)n+ 3
2
+
∫ T
0
r ¯˜ρ(a−)∂tv(a)(cdDv)n+ 1
2
.
Lemma 4.7 (Estimate of I21). For τh(max[0,T ]θ) ≤ K, the term I21 can be
estimated as
I21 ≥ 3
∫
Q′
0
λ4s3φ3c2(ψ′)4v2 −X21 + Y21,
with
X21 =
∫
Q′
0
µ21v
2 +
∫
Q′
0
ν21(Dv)
2,
where
µ21 = (sλφ)
3O(1) + s2Oλ,K(1) + s
3Oλ,K(sh)
2, ν21 = sOλ,K(sh)
2,
and
Y21 = Y
(1,1)
21 + Y
(1,21)
21 + Y
(1,22)
21 + Y
(2)
21 ,
Y
(1,1)
21 =
∫ T
0
Oλ,K(sh)
2(rDρ)(1)(Dv)2
n+m+ 3
2
+
∫ T
0
Oλ,K(sh)
2(rDρ)(0)(Dv)21
2
,
Y
(1,21)
21 =
∫ T
0
s3λ3φ3(a)[c2(ψ′)3 ⋆ (v˜)2]a,
Y
(1,22)
21 =
∫ T
0
(
s2Oλ(1) + s
3Oλ,K(sh)
2
)(
(v˜)2
n+ 1
2
+ (v˜)2
n+ 3
2
)
,
Y
(2)
21 =
∫ T
0
s2Oλ,K(sh)v
2(a).
Lemma 4.8 (Estimate of I22). For sh ≤ K, we have
I22 = −2
∫
Q′
0
c2s3λ4φ3(ψ′)4v2 −X22 + Y22,
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with
Y22 = Y
(1)
22 + Y
(2)
22 ,
Y
(1)
22 =
∫ T
0
s3Oλ,K(1)v(a)
h2
2
(Dv)n+ 1
2
+ s3Oλ,K(1)v(a)
h2
2
(Dv)n+ 3
2
,
Y
(2)
22 =
∫ T
0
sOλ,K(sh)
2v2(a),
and
X22 =
∫
Q′
0
µ22v
2 +
∫
Q′
0
ν22(Dv)
2,
where
µ22 = (sλφ)
3O(1) + s2Oλ,K(1) + s
3Oλ,K(sh)
2, ν22 = sOλ,K(sh)
2.
Lemma 4.9 (Estimate of I23). For τh(max[0,T ]θ) ≤ K, the term I23 can be
estimated from below in the following way
I23 ≥
∫
Ω′
0
s2
(
Oλ,K(1)v
2
|t=0
+Oλ,K(1)v
2
|t=T
)
−X23 + Y23,
with
X23 =
∫
Q0
Ts2θOλ,K(1)v
2 +
∫
Q0
s−1Oλ,K(sh)
2(∂tv)
2
+
∫
Q′
0
(sh)2sOλ,K(1)(Dv)
2,
and
Y23 = Y
(1)
23 + Y
(2)
23 + Y
(3)
23 ,
Y
(1)
23 =
∫ T
0
s2Oλ,K(1)∂tv(a)
h
2
(v˜n+ 1
2
) + s2Oλ,K(1)∂tv(a)
h
2
(v˜n+ 3
2
),
Y
(2)
23 =
∫ T
0
sTθOλ,K(sh)v
2(a),
Y
(3)
23 = Oλ,K(sh)
2v2(a)|t=Tt=0 .
Lemma 4.10 (Estimate of I31). For τh(max[0,T ]θ) ≤ K, we have
I31 = −X31 + Y31,
with
X31 =
∫
Q′
0
Tθs2Oλ,K(1)v
2 +
∫
Q′
0
TθOλ,K(sh)
2(Dv)2,
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and
Y31 = Y
(1)
31 + Y
(2)
31 ,
Y
(1)
31 =
∫ T
0
Tθs2Oλ,K(1)v(a)
h
2
(Dv)n+ 1
2
+
∫ T
0
Tθs2Oλ,K(1)v(a)
h
2
(Dv)n+ 3
2
,
Y
(2)
31 =
∫ T
0
Tθs2Oλ,K(1)v
2(a).
Lemma 4.11 (Estimate of I32). [BL12] For τh(max[0,T ]θ) ≤ K, the term
I32 can be estimated from below in the following way
I32 = −X32 =
∫
Q′
0
Ts2θOλ,K(1)v
2.
Lemma 4.12 (Estimate of I33). [BL12, proof of Lemma 3.9] For τh(max[0,T ]θ) ≤
K, the term I33 can be estimated from below in the following way
I33 ≥ −X33 =
1
2
τ
∫
Q′
0
c′ϕ(∂2t θ)v
2.
Continuation of the proof of Theorem 4.1. Collecting the terms we have
obtained in the previous lemmata, from (4.4) and (4.5) for 0 < τh(max[0,T ]θ) ≤
ǫ1(λ) we find
‖Av‖
2
L2(Q′
0
) + ‖Bv‖
2
L2(Q′
0
) + 2
∫
Q′
0
sλ2(c2φ(ψ′)2)d(Dv)
2 + 2
∫
Q′
0
c2s3λ4φ3(ψ′)4v2
+2
(
Y
(1)
11 + Y
(1,1)
21
)
+ 2
(
Y
(2,1)
11 + Y
(1,21)
21
)
+ 2Y13
≤ Cλ,K
(
‖rf1‖
2
L2(Q′
0
) +
∫
Ω′
0
s2
(
v2|t=0 + v
2
|t=T
)
+
∫
Ω′
0
(Dv(T ))2
)
+ 2X + 2Y ,
with
Y = −
(
Y
(2,2)
11 + Y12 + Y
(1,22)
21 + Y
(2)
21 + Y22 + Y23 + Y31
)
,
X = X11 +X12 +X13 +X21 +X22 +X23 +X31 +X32 +X33
+Cλ,K
(
‖sv‖2L2(Q′
0
) + h
2 ‖sDv‖2L2(Q′
0
)
)
.
With the following lemma, we may in fact ignore the term Y
(1)
11 + Y
(1,1)
21 in the
previous inequality.
Lemma 4.13. For all λ there exists 0 < ǫ2(λ) < ǫ1(λ) such that for 0 < τh(max[0,T ]θ) ≤
ǫ2(λ) we have Y
(1)
11 + Y
(1,1)
21 ≥ 0.
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Recalling that ▽ψ ≥ C > 0 in Ω\ω0 we may thus write
‖Av‖
2
L2(Q′
0
) + ‖Bv‖
2
L2(Q′
0
) +
∫
Q′
0
s(Dv)2 +
∫
Q′
0
s3v2
+2
(
Y
(2,1)
11 + Y
(1,21)
21
)
+ 2Y13
≤ Cλ,K
(
‖rf1‖
2
L2(Q′
0
) + 2
∫ T
0
∫
ω0
s(Dv)2 + 2
∫ T
0
∫
ω0
s3v2
+
∫
Ω′
0
s2(v2|t=0 + v
2
|t=T
) +
∫
Ω′
0
(Dv(T ))2
)
+ 2X + 2Y . (4.6)
Lemma 4.14. With the function ψ satisfing the properties of Lemma 2.1 and for
τh(max[0,T ]θ) ≤ K, we have
Y
(2,1)
11 + Y
(1,21)
21 ≥ Cα0
∫ T
0
sλφ(a)(cdDv)
2
n+ 1
2
+ Cα0
∫ T
0
s3λ3φ3(a)v2n+1 + µ1 + µr,
with α0 as given in Lemma 2.1 and where
µr =
∫ T
0
sOλ(1)r
2
0 +
∫ T
0
s2Oλ(1)r0vn+1 +
∫ T
0
sOλ(1)r0(cdDv)n+ 1
2
+
∫ T
0
s2Oλ,K(sh)v
2
n+1 +
∫ T
0
sOλ,K(sh)vn+1(cdDv)n+ 1
2
+
∫ T
0
sOλ,K(sh)r0vn+1,
with r0 as given in Lemma 3.17 and
µ1 = µ
(1)
1 + µ
(2)
1 ,
where
µ
(1)
1 =
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 3
2
+
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 1
2
,
µ
(2)
1 =
∫ T
0
s2Oλ,K(sh)(cdDv)n+ 3
2
vn+1 +
∫ T
0
s2Oλ,K(sh)(cdDv)n+ 1
2
vn+1.
For a proof see Appendix A.
Lemma 4.15. With 0 < ǫ3(λ) < ǫ2(λ) sufficiently small we obtain
Y13 ≥
∫ T
0
Cλ,Kh(∂tv(a))
2 +
∫ T
0
(
sT θOλ,K(sh) + T
2θ2Oλ,K(sh)
)
v2(a)
+ sOλ,K(1)v
2(a)|t=Tt=0 +
∫ T
0
Oλ,K(sh)∂tv(a)(cdDv)n+ 1
2
+
∫ T
0
Oλ,K(1)∂tv(a)h(rf1)n+1.
where Cλ,K is positive constant whose value depends on λ and sh.
For a proof see Appendix A.
If we choose λ2 ≥ λ1 sufficiently large, then for λ = λ2 (fixed for the rest of the
proof) and 0 < τh(max[0,T ] θ) ≤ ǫ3, from (4.6) and Lemma 4.14 and Lemma 4.15,
we can thus achieve the following inequality
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‖Av‖
2
L2(Q′
0
) + ‖Bv‖
2
L2(Q′
0
) +
∫
Q′
0
s |Dv|
2
dt+
∫
Q′
0
s3v2dt
+ Cα0
∫ T
0
s(cdDv)
2
n+ 1
2
+ Cα0
∫ T
0
s3v2(a) +
∫ T
0
Cλ,Kh(∂tv(a))
2
≤ Cλ,K
(
‖rf1‖
2
L2(Q′
0
) + 2
∫ T
0
∫
ω0
s(Dv)2 + 2
∫ T
0
∫
ω0
s3v2
+
∫
Ω′
0
s2(v2|t=0 + v
2
|t=T
) +
∫
Ω′
0
(Dv(T ))2 + sv2(a)|t=Tt=0
)
+
∫ T
0
(
sT θOλ,K(sh) + T
2θ2Oλ,K(sh)
)
v2(a) +
∫ T
0
Oλ,K(sh)∂tv(a)(cdDv)n+ 1
2
+
∫ T
0
Oλ,K(1)∂tv(a)h(rf1)n+1 + 2X + 2Y + 2Z , (4.7)
where Z = µr + µ1 with µr and µ1 are given as in Lemma 4.14 and where
X =
∫
Q′
0
µ¯v2 +
∫
Q′
0
ν¯(Dv)2
+ X12 +X13 +X23 +X31 +X32 +X33,
with µ¯ = s2Oλ,K(1) + s
3Oλ,K(sh) and ν¯ of the form sOλ,K(sh).
By using the Young’s inequality, we estimate in turn all the terms of Y , Z and
the two terms at the RHS of (4.7) through the following Lemma whose proof can
be found in Appendix A
Lemma 4.16. For sh ≤ K, we have
∫ T
0
Oλ,K(1)∂tv(a)h(rf1)n+1 ≤ ǫ
∫ T
0
Oλ,K(1)h(∂tv(a))
2+Cǫ
∫ T
0
Oλ,K(1)h(rf1)
2
n+1,
∫ T
0
Oλ,K(sh)∂tv(a)(cdDv)n+ 1
2
≤ ǫ
∫ T
0
Oλ,K(1)h(∂tv(a))
2+Cǫ
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 1
2
.
∣∣∣Y (2,2)11 ∣∣∣ ≤ ∫ T
0
α11v
2
n+1+
∫ T
0
β11h(∂tv)
2
n+1+
∫ T
0
γ11(cdDv)
2
n+ 1
2
+
∫ T
0
η11h(rf1)
2
n+1,
α11 =
(
s3Oλ,K(sh)
2 + sT 2θ2Oλ,K(sh)
4
)
β11 = Oλ,K(sh)
3,
γ11 = sOλ,K(sh)
2 η11 = Oλ,K(sh)
3.
|Y12| ≤
∫ T
0
α12v
2
n+1 +
∫ T
0
β12h(∂tv)
2
n+1 +
∫ T
0
γ12(cdDv)
2
n+ 1
2
+
∫ T
0
η12h(rf1)
2
n+1,
22
α12 =
(
s2Oλ,K(1) + sT
2θ2Oλ,K(sh)
2
)
β12 = Oλ,K(sh),
γ12 = Oλ,K(1) η12 = Oλ,K(sh).
∣∣∣Y (1,22)21 ∣∣∣ ≤ ∫ T
0
α21v
2
n+1+
∫ T
0
β21h(∂tv)
2
n+1+
∫ T
0
γ21(cdDv)
2
n+ 1
2
+
∫ T
0
η21h(rf1)
2
n+1,
α21 =
(
s3Oλ,K(1) + sT
2θ2Oλ,K(sh)
4
)
β21 = Oλ,K(sh)
3,
γ21 = sOλ,K(sh)
3 η21 = Oλ,K(sh)
3.
∣∣∣Y (1)22 ∣∣∣ ≤ ∫ T
0
α22v
2
n+1 +
∫ T
0
β22h(∂tv)
2
n+1 +
∫ T
0
γ22(cdDv)
2
n+ 1
2
+
∫ T
0
η22h(rf1)
2
n+1,
α22 =
(
s2Oλ,K(sh)
2 + sT 2θ2Oλ,K(sh)
4
)
β22 = Oλ,K(sh)
3,
γ22 = Oλ,K(sh)
3 η22 = Oλ,K(sh)
3.
∣∣∣Y (1)23 ∣∣∣ ≤ ∫ T
0
α23v
2
n+1+
∫ T
0
β23h(∂tv(a))
2+
∫ T
0
γ23(cdDv)
2
n+ 1
2
+
∫ T
0
η22h(rf1)
2
n+1,
α23 =
(
s3Oλ,K(1) + sT
2θ2Oλ,K(sh)
3
)
β23 = Oλ,K(sh),
γ23 = sOλ,K(sh)
2 η22 = Oλ,K(sh)
2.
∣∣∣Y (1)31 ∣∣∣ ≤ ∫ T
0
α31v
2
n+1 +
∫ T
0
β23h(∂tv)
2
n+1 +
∫ T
0
γ23(cdDv)
2
n+ 1
2
+
∫ T
0
η22h(rf1)
2
n+1,
α31 =
(
s2TθOλ,K(sh) + sT
2θ2Oλ,K(sh)
)
β23 = Oλ,K(sh),
γ23 = sOλ,K(sh) η22 = Oλ,K(sh).
µ1 ≤
∫ T
0
α1v
2
n+1 +
∫ T
0
β1h(∂tv)
2
n+1 +
∫ T
0
γ1(cdDv)
2
n+ 1
2
+
∫ T
0
η1h(rf1)
2
n+1,
α1 =
(
s3Oλ,K(sh) + sT
2θ2Oλ,K(sh)
3
)
β1 = Oλ,K(sh)
2,
γ1 = sOλ,K(sh) η1 = Oλ,K(sh)
2.
µr ≤
∫ T
0
αrv
2
n+1 +
∫ T
0
βrh(∂tv)
2
n+1 +
∫ T
0
γr(cdDv)
2
n+ 1
2
+
∫ T
0
ηrh(rf1)
2
n+1,
23
αr =
(
s3Oλ,K(sh) + sT
2θ2Oǫ,λ,K(sh)
2 + ǫs3Oλ,K(1)
)
βr = Oǫ,λ,K(sh),
γr =
(
sOλ,K(sh) + ǫsOλ,K(1)
)
ηr = Oǫ,λ,K(sh).
Futhermore, we can estimate the term in X12 as follows∫
Q′
0
sOλ,K(1)v˜Dv ≤
∫
Q′
0
sOλ,K(1)(v˜)
2 +
∫
Q′
0
sOλ,K(1)(Dv)
2
≤
∫
Q′
0
sOλ,K(1) |v|
2
+
∫
Q′
0
sOλ,K(1)(Dv)
2
=
∫
Q0
sOλ,K(1)v
2 +
∫
Q′
0
sOλ,K(1)(Dv)
2,
by Lemma 3.3 and as
∫
Ω′
0
Oλ,K(1) |v|
2
=
∫
Ω0
Oλ,K(1)v
2.
Observe that
1 ≤ T 2θ and
∣∣∂2t θ∣∣ ≤ CT 2θ3.
We can now choose ǫ4 and h0 sufficiently small, with 0 < ǫ4 ≤ ǫ3(λ2), 0 < h0 ≤
h1(λ2), and τ2 ≥ 1 sufficiently large, such that for τ ≥ τ2(T +T
2), 0 < h ≤ h0, and
τh(max[0,T ]θ) ≤ ǫ4, from (4.7) and Lemma 4.16 we get
‖Av‖
2
L2(Q′
0
) + ‖Bv‖
2
L2(Q′
0
) +
∫
Q′
0
s |Dv|
2
+
∫
Q′
0
s3v2
+ Cα0
∫ T
0
s(cdDv)
2
n+ 1
2
+ Cα0
∫ T
0
s3v2n+1 + Cλ,K
∫ T
0
h(∂tv(a))
2
≤ Cλ,K
(
‖rf1‖
2
L2(Q′
0
) +
∫ T
0
∫
ω0
s(Dv)2 +
∫ T
0
∫
ω0
s3v2
+h−2
( ∫
Ω′
0
v2|t=0 +
∫
Ω′
0
v2|t=T
)
+ sv2(a)|t=Tt=0
)
+
∫ T
0
Oλ,K(1)h(rf1)
2
n+1
+
∫
Q0
sOλ,K(1)v
2 +
∫
Q0
s−1Oλ,K(sh)(∂tv)
2 +
∫
Q0
s2TθOλ,K(1)v
2.
(4.8)
where we used that (Dv)2 ≤ Ch−2((τ+v)2+(τ−v)2) and the last three terms whose
integral taken on domain Q0 come from the term in X12, X13 and X23 respectively.
As τ ≥ τ2(T + T
2) then s ≥ τ2 > 0 and furthermore we observe that∥∥∥s− 12 ∂tv∥∥∥2
L2(Q′
0
)
≤ Cλ,K
(∥∥∥s− 12Bv∥∥∥2
L2(Q′
0
)
+
∥∥∥s 12 v∥∥∥2
L2(Q′
0
)
+
∥∥∥s 12Dv∥∥∥2
L2(Q′
0
)
)
≤ Cλ,τ,K
(
‖Bv‖
2
L2(Q′
0
) +
∥∥∥s 32 v∥∥∥2
L2(Q′
0
)
+
∥∥∥s 12Dv∥∥∥2
L2(Q′
0
)
)
.
We then add the following terms
∫ T
0 hs
3v2n+1 and
∫ T
0 hs
−1(∂tv(a))
2 on both
the right hand side and the left hand side of (4.8). This allows us to change the
domain of integration from Q′0 to Q0 for the discrete integrals on the primal mesh.
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No additional term is required for discrete integrals on the dual mesh. For sh
sufficiently small and s ≥ 1 sufficiently large, these terms at the right hand side are
then absorbed by the terms at the left hand side. More precisely, with 0 < ǫ0 ≤ ǫ4
sufficiently small and for τ ≥ τ2(T + T
2), 0 < h ≤ h0, and 0 < τh(max[0,T ]θ) ≤ ǫ0
we thus obtain
∥∥∥s− 12 ∂tv∥∥∥2
L2(Q0)
+
∫
Q0
s(Dv)2 +
∫
Q0
s3v2
≤ Cλ,K
(
‖rf1‖
2
L2(Q0)
+
∫ T
0
∫
ω0
s(Dv)2 +
∫ T
0
∫
ω0
s3v2
+h−2
( ∫
Ω0
v2|t=0 +
∫
Ω0
v2|t=T
)
+ sOλ,K(1)v
2(a)|t=Tt=0
)
. (4.9)
Now we shall estimate the term sOλ,K(1)v
2(a)|t=T . We have
∥∥v|t=T ∥∥2L2(Ω0) = n+m+1∑
j=1
hv2j|t=T ≥ h
∥∥v|t=T ∥∥2L∞(Ω0) .
It follows that, as sh is bounded∣∣sOλ,K(1)v2(a)|t=T ∣∣ ≤ Cλ,K s ∥∥v|t=T ∥∥2L∞(Ω0) ≤ Cλ,K sh−1 ∥∥v|t=T ∥∥2L2(Ω0)
≤ Cλ,K h
−2
∥∥v|t=T ∥∥2L2(Ω0) .
Similarly, we treat the term sOλ,K(1)v
2(a)|t=0 as∣∣sOλ,K(1)v2(a)|t=0∣∣ ≤ Cλ,K h−2 ∥∥v|t=0∥∥2L2(Ω0) .
Therefore, (4.9) can be written as∥∥∥s− 12 ∂tv∥∥∥2
L2(Q0)
+
∥∥∥s 12Dv∥∥∥2
L2(Q0)
+
∥∥∥s 32 v∥∥∥2
L2(Q0)
≤ Cλ,K
(
‖rf1‖
2
L2(Q0)
+
∥∥∥s 12Dv∥∥∥2
L2
(
(0,T )×ω0
) + ∥∥∥s 32 v∥∥∥2
L2
(
(0,T )×ω0
)
+h−2
( ∫
Ω0
v2|t=0 +
∫
Ω0
v2|t=T
))
.
We next remove the volume norm
∥∥∥s 12Dv∥∥∥2
L2((0,T )×ω0)
by proceeding as in the
proof of Theorem 4.1 in [BHL10a] we thus write
τ−1
∥∥∥θ− 12 eτθϕ∂tu∥∥∥2
L2(Q0)
+ τ
∥∥∥θ 12 eτθϕDu∥∥∥2
L2(Q0)
+ τ3
∥∥∥θ 32 eτθϕu∥∥∥2
L2(Q0)
≤ Cλ,K
(∥∥eτθϕPMu∥∥2
L2(Q0)
+ τ3
∥∥∥θ 32 eτθϕu∥∥∥2
L2((0,T )×ω0)
+h−2
∣∣eτθϕu|t=0∣∣2L2(Ω0) + h−2 ∣∣eτθϕu|t=T ∣∣2L2(Ω0)) , (4.10)
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As we have max
[0,T ]
θ ≤ 1Tα , we see that a sufficient condition for τh
(
max
[0,T ]
θ
)
≤ ǫ0
then becomes τh(Tα)−1 ≤ ǫ0. To finish the proof, we need to express all the terms
in the estimate above in terms of the original function u. We can proceed exactly
as in the end of proof of Theorem 4.1 in [BHL10a].
5 Carleman estimates for regular non uniform meshes
In this section we focus on extending the above result to the class of non piece-
wise uniform meshes introduced in Section 1.2. We choose a function ϑ satisfy-
ing (1.6) and further ϑ|[a−δ,a+δ] is chosen affine (for some δ > 0 to remain fixed in
the sequel). The way we proceed here is similar to what is done in [BHL10a]. In
this framework, we shall prove a non-uniform Carleman estimate for the parabolic
operator PM = −∂t +A
M on the mesh M by using the result on uniform meshes
of Section 4.
By using first-order Taylor formulae we obtain the following result.
Lemma 5.1. Let us define ζ ∈ RM and ζ ∈ RM as follows
ζi+ 1
2
=
h′
i+ 1
2
h
, i ∈ {0, . . . , n+m+ 1} ζi =
h′i
h
, i ∈ {1, . . . , n+m+ 1}
These two discrete functions are connected to the geometry of the primal and dual
meshes M and M and we have
0 < inf ϑ′
Ω0
≤ ζi+ 1
2
≤ supϑ′
Ω0
, ∀i ∈ 0, . . . , n+m+ 1
0 < inf ϑ′
Ω0
≤ ζi ≤ supϑ
′
Ω0
, ∀i ∈ 1, . . . , n+m+ 1
∣∣D¯ζ∣∣
L∞(Ω)
≤
‖ϑ′′‖L∞
inf
Ω0
ϑ′
,
∣∣Dζ¯∣∣
L∞(Ω)
≤
‖ϑ′′‖L∞
inf
Ω0
ϑ′
.
We introduce some notation. To any u ∈ CM∪∂M, we associate the discrete
function denoted by QM0
M
u ∈ CM0∪∂M0 defined on the uniform mesh M0 which
takes the same values as u at the corresponding nodes. More precisely, if u =∑n+m+1
i=1 1[x′
i−
1
2
,x′
i+1
2
]ui, we let
QM0
M
u =
n+m+1∑
i=1
1[(i− 1
2
)h,(i+ 1
2
)h]ui
and (QM0
M
u)0 = u0, (Q
M0
M
u)n+m+2 = un+m+2. Similarly, for u ∈ C
M, u =∑n+m+1
i=1 1[x′i,x
′
i+1
]ui+ 1
2
, we set
QM0
M
u =
n+m+1∑
i=0
1[ih,(i+1)h]ui+ 1
2
.
The operators QM0
M
and QM0
M
are invertible and we denote by QM
M0
and QM
M0
their
respective inverses. We give commutation properties between these operators and
discrete-difference operators through the following Lemmata whose proofs can be
found in [BHL10a].
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Lemma 5.2. [BHL10a, see the proof of Lemma 5.2]
1. For any u ∈ CM∪∂M and any v ∈ CM, we have
D(QM0
M
u) = QM0
M
(ζDu), D¯QM0
M
v = QM0
M
(ζ D¯v)
2. For any u ∈ CM∪∂M we have
D¯(cdDu) = (ζ)
−1QM
M0
(
D¯
(
(QM0
M
cd
ζ
)D(QM0
M
u)
))
.
Lemma 5.3. [BHL10a, see proof of Lemma 5.3]
For any u ∈ CM and any v ∈ CM, we have
(supϑ′
Ω0
)−1 |u|
2
L2(Ω) ≤
∣∣∣QM0
M
u
∣∣∣2
L2(Ω0)
≤ (inf ϑ′
Ω0
)−1 |u|
2
L2(Ω)
(supϑ′
Ω0
)−1 |v|
2
L2(Ω) ≤
∣∣∣QM0
M
u
∣∣∣2
L2(Ω0)
≤ (inf ϑ′
Ω0
)−1 |v|
2
L2(Ω)
Futhermore, the same inequalities hold by replacing Ω by ω and Ω0 by ω0, respec-
tively.
For any continuous function f defined on Ω (resp. on Ω0) we denote by
ΠMf = (f(x
′
i))0≤i≤n+m+2 ∈ C
M∪∂M the sampling of f on M (resp. ΠM0f =
(f(ih))0≤i≤n+m+2 ∈ C
M0∪∂M0 the sampling of f on M0).
Lemma 5.4. [BHL10a, see the proof of Lemma 5.4]
Let f be a continuous function defined on Ω
QM0
M
ΠMf = ΠM0(f ◦ ϑ).
In particular, for u ∈ CM∪∂M we have
QM0
M
(
(ΠMf)u
)
= ΠM0 (f ◦ ϑ)(Q
M0
M
u).
Moreover, by making use of Taylor formulae we get the following result
Lemma 5.5. With ζ defined as in Lemma 5.1 we have∥∥D¯Dν∥∥
∞
<∞,
∥∥D¯ν˜∥∥
∞
<∞, 0 < ‖ν‖∞ , ‖ν˜‖∞ <∞
where ν := 1
Q
M0
M
ζ
.
Proof. From the definition of ζ, QM0
M
and D acting on CM0 , D¯ acting on CM0 we
have (
D¯D(
1
QM0
M
ζ
)
)
i
:= (D¯Dν)i
=
νi+1 − 2νi + νi−1
h2
=
1
h
(h′i − h
′
i+1)h
′
i−1 − (h
′
i−1 − h
′
i)h
′
i+1
h′i−1h
′
ih
′
i+1
. (5.1)
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We find
h′i = x
′
i+ 1
2
− x′i− 1
2
=
x′i+1 − x
′
i−1
2
=
ϑ
(
(i+ 1)h
)
− ϑ
(
(i− 1)h
)
2
=
ϑi+1 − ϑi−1
2
,
h′i+1 =
ϑ
(
(i + 2)h
)
− ϑ
(
ih
)
2
=
ϑi+2 − ϑi
2
,
h′i−1 =
ϑ(ih)− ϑ
(
(i− 2)h
)
2
=
ϑi − ϑi−2
2
.
By using Taylor formulae we write
ϑi+2 = ϑi + (2h)ϑ
′
i +
(2h)2
2
ϑ′′i +
(2h)3
6
ϑ′′′i +
(2h)4
24
ϑ
(4)
i +O(h
5),
ϑi−2 = ϑi − (2h)ϑ
′
i +
(2h)2
2
ϑ′′i −
(2h)3
6
ϑ′′′i +
(2h)4
24
ϑ
(4)
i +O(h
5),
ϑi+1 = ϑi + hϑ
′
i +
h2
2
ϑ′′i +
h3
6
ϑ′′′i +
(h)4
24
ϑ
(4)
i +O(h
5),
ϑi−1 = ϑi − hϑ
′
i +
h2
2
ϑ′′i −
h3
6
ϑ′′′i +
(h)4
24
ϑ
(4)
i +O(h
5).
Thus we have
h′i = 2hϑ
′
i +
2h3
6
ϑ′′′i +O(h
5),
h′i+1 = 2hϑ
′
i +
(2h)2
2
ϑ′′i +
(2h)3
6
ϑ′′′ +
(2h)4
24
ϑ(4) +O(h5),
h′i−1 = 2hϑ
′
i −
(2h)2
2
ϑ′′i +
(2h)3
6
ϑ′′′ −
(2h)4
24
ϑ(4) +O(h5).
From (5.1) we obtain
D¯D(
1
QM0
M
ζ
)i =
N
D
,
where
N = (h′i − h
′
i+1)h
′
i−1 − (h
′
i−1 − h
′
i)h
′
i+1
=
(
−
(2h)2
2
ϑ′′i − h
3ϑ′′′i −
(2h)4
24
ϑ
(4)
i +O(h
5)
)(
(2h)ϑ′i −
(2h)2
2
ϑ′′i +O(h
3)
)
−
(
−
(2h)2
2
ϑ′′i − h
3ϑ′′′i −
(2h)4
24
ϑ
(4)
i +O(h
5)
)(
(2h)ϑ′i +
(2h)2
2
ϑ′′i +O(h
3)
)
=
(2h)4
2
(ϑ′′i )
2 +O(h5),
and
D = h× h′i−1 × h
′
i × h
′
i+1 = (2h)
4(ϑ′i)
3 +O(h5).
Thus, we have ∣∣∣∣∣D¯D( 1QM0
M
ζ
)i
∣∣∣∣∣ . (inf ϑ′)−3 <∞,
which proves the first result. Next, we proceed with the second result in the same
manner as above. We have
(D¯ν˜)i =
ν˜i+ 1
2
− ν˜i+ 1
2
h
=
νi+1 − νi−1
2h
=
1
2h
( h
h′i+1
−
h
h′i−1
)
=
h′i−1 − h
′
i+1
h′i+1h
′
i−1
.
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By using the computations of h′i−1, h
′
i+1 above we find∣∣(D¯ν˜)i∣∣ = ∣∣∣∣−(2h)2ϑ′′ +O(h4)(2h)2ϑ′2 +O(h3)
∣∣∣∣ . ‖ϑ′′‖∞(inf ϑ′)2 <∞,
which yields the second result.
Moreover, with the properties of ζ shown as in Lemma 5.1 we can assert
0 < ‖ν‖∞ , ‖ν˜‖∞ <∞.
From Lemmata 5.2 – 5.4 we thus obtain the following discrete Carleman esti-
mate for the operator PM = −∂t −D(cdD.) on the mesh M.
Theorem 5.6. Let ω ⊂ Ω2 be a non-empty open set and we set f := D¯(cdDu).
For the parameter λ > 1 sufficiently large, there exists C, τ0 ≥ 1, h0 > 0, ǫ0 > 0,
depending on ω such that for any mesh M obtained from ϑ by (1.6) – (1.7), we
have
τ−1
∥∥∥θ− 12 eτθϕ∂tu∥∥∥2
L2(Q)
+ τ
∥∥∥θ 12 eτθϕDu∥∥∥2
L2(Q)
+ τ3
∥∥∥θ 32 eτθϕu∥∥∥2
L2(Q)
≤ Cλ,K
(∥∥eτθϕPMu∥∥2
L2(Q)
+ τ3
∥∥∥θ 32 eτθϕu∥∥∥2
L2((0,T )×ω)
+h−2
∣∣eτθϕu|t=0∣∣2L2(Ω) + h−2 ∣∣eτθϕu|t=T ∣∣2L2(Ω)) , (5.2)
for all τ ≥ τ0(T+T
2), 0 < h ≤ h0 and τh(αT )
−1 ≤ ǫ0 and for all u ∈ C
∞(0, T ;CM)
satisfying u|∂Ω = 0.
Proof. We set w = QM0
M
u defined on the uniform mesh M0. By using Lemma 5.2
we have
QM0
M
(ζ¯PMu) = −(QM0
M
ζ¯)∂tw − D¯
((
QM0
M
cd
ζ
)
Dw
)
. (5.3)
We observe that the right-hand side of (5.3) is a semi-discrete parabolic operator
of the form PM0 = ξ′(−∂t −
1
ξ′D(ξdD.)) applied to w, where
ξ′ = QM0
M
ζ¯ , ξd = Q
M0
M
cd
ζ
. (5.4)
We set ν := 1ξ′ =
1
Q
M0
M
ζ¯
and we find
¯˜ν = ν + h2D¯Dν = ν + h2O(1),
by using Lemma 3.3 and Lemma 5.5.
Thus, the operator PM0 can be written in form as
PM0w = ξ′
(
− ∂tw − ¯˜νD¯(ξdDw) + h
2O(1)D¯(ξdDw)
)
.
Moreover, using Lemma 3.2 we have
¯˜νD¯(ξdDw) = D¯(ν˜ξdDw) − D¯(ν˜)ξdDw.
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We set PM00 w := −∂tw − D¯(ν˜ξdDw) = −∂tw − D¯(bdDw) with bd = ν˜ξd. From
the properties of ν˜ and ξd it follows that
0 < bmin ≤ b ≤ bmax and
∥∥D¯(bd)∥∥∞ <∞.
First, we shall obtain a Carleman estimate for PM00 . Then we shall deduce a
Carleman estimate for the operator
PM0w = ξ′
(
PM00 w + D¯(ν˜)ξdDw + h
2O(1)D¯(ξdDw)
)
(5.5)
Now, we consider the function ψ ◦ ϑ : (t, x) 7→ ψ
(
t, ϑ(x)
)
. By using the prop-
erties listed in Lemma 2.1 and (1.6), we shall see that ψ ◦ ϑ is a suitable weight
function associated to the control domain ω0 = ϑ
−1(w) in Ω0, i.e., that ψ◦ϑ satisfies
Lemma 2.1 for the domaims Ω0 and ω0.
The important property to checking is the trace property. The remaining prop-
erties are left to the reader. We set
B =
(
b11 b12
b21 b22
)
,
with
b11 = [(ψ ◦ ϑ)
′⋆]a
b22 = [b(ψ ◦ ϑ)
′⋆]2a(ψ ◦ ϑ)
′(a+) + [b2(ψ ◦ ϑ)′3⋆]a
b12 = b21 = [b(ψ ◦ ϑ)
′⋆]a(ψ ◦ ϑ)
′(a+)
where b = 1
Q
M0
M
ζ¯
QM0
M
c
ζ¯
= c◦ϑ
ζ¯2
. Morever, we have ϑ′+(a) = ϑ
′
−(a) and ζ¯n+1 = ϑ
′
n+1
(recall that ϑ|[a−δ,a+δ] is an affine function). It follows that
b11 = [ψ
′(ϑ)⋆]aϑ
′(a) = [ψ′⋆]a′ϑ
′(a),
b22 = [
c ◦ ϑ
ζ¯2
ψ′(ϑ)ϑ′⋆]2aψ
′(ϑ)(a+)ϑ′(a+) + [(
c ◦ ϑ
ζ¯2
)2
(
ψ′(ϑ)ϑ′
)3
⋆]a
= [cψ′⋆]a′ψ
′(a+)
1
ϑ′(a)
+ [c2(ψ′)3⋆]a′
1
ϑ′(a)
,
b12 = b21 = [
c ◦ ϑ
ζ¯2
ψ′(ϑ)ϑ′⋆]aψ
′(ϑ(a+))ϑ′(a+)
= [cψ′⋆]a′ψ
′(a′+).
We can see that (Bw,w) = (Aw,w) ≥ α0 ‖w‖
2
. This means that ψ ◦ ϑ satisfies
the trace property.
Through Theorem 4.1, we obtained a discrete uniform Carleman estimate for
PM00 and the Carleman weight function is of the form r0 = e
sϕ0 , with ϕ0 = ϕ ◦ϑ =
eλψ0 − eλK where ψ0 = ψ ◦ ϑ on the uniform mesh M0 . We can deduce the same
result on the non-uniform mesh M. Namely, through (4.2) we see that the following
estimate holds
τ−1
∥∥∥θ− 12 eτθϕ0∂tw∥∥∥2
L2(Q0)
+ τ
∥∥∥θ 12 eτθϕ0Dw∥∥∥2
L2(Q0)
+ τ3
∥∥∥θ 32 eτθϕ0w∥∥∥2
L2(Q0)
≤ C
(∥∥∥eτθϕ0PM00 w∥∥∥2
L2(Q0)
+ τ3
∥∥∥θ 32 eτθϕ0w∥∥∥2
L2((0,T )×ω0)
+h−2
∣∣eτθϕ0w|t=0∣∣2L2(Ω0) + h−2 ∣∣eτθϕ0w|t=T ∣∣2L2(Ω0)) , (5.6)
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and the constant C is uniform in h for τ sufficiently large and with τh(αT )−1 ≤ ǫ0,
for ǫ0 sufficiently small. Note that, setting ǫ˜0 = (infΩ0 ϑ
′)ǫ0, we see that the
condition τh′(αT )−1 ≤ ǫ˜0 on the size of the non-uniform mesh M implies the
condition τh(αT )−1 ≤ ǫ0 for the uniform mesh M0.
From (5.5) – (5.6) we deduce the following Carleman estimate for PM0
τ−1
∥∥∥θ− 12 eτθϕ0∂tw∥∥∥2
L2(Q0)
+ τ
∥∥∥θ 12 eτθϕ0Dw∥∥∥2
L2(Q0)
+ τ3
∥∥∥θ 32 eτθϕ0w∥∥∥2
L2(Q0)
≤ C
(∥∥eτθϕ0PM0w∥∥2
L2(Q0)
+
∥∥eτθϕ0D¯(ν˜)ξdDw∥∥2L2(Q0) + h4 ∥∥eτθϕ0D¯(ξdDw)∥∥2L2(Q0)
+τ3
∥∥∥θ 32 eτθϕ0w∥∥∥2
L2((0,T )×ω0)
+ h−2
∣∣eτθϕ0w|t=0∣∣2L2(Ω0) + h−2 ∣∣eτθϕ0w|t=T ∣∣2L2(Ω0)
)
.
(5.7)
Now, by using Lemma 5.5 we estimate
∥∥eτθϕ0D¯(ν˜)ξdDw∥∥2L2(Q0) in the RHS
of (5.7) as ∥∥eτθϕ0D¯(ν˜)ξdDw∥∥2L2(Q0) ≤ C ∥∥esϕ0ξdDw∥∥2L2(Q0) .
We see that
ξdDw =
1
2
(
τ¯+(ξdDw) + τ¯−(ξdDw)
)
.
Hence we find∥∥esϕ0ξdDw∥∥2L2(Q0)
≤ C
(
‖esϕ0 τ¯+(ξdDw)‖
2
L2(Q0)
+ ‖esϕ0 τ¯−(ξdDw)‖
2
L2(Q0)
)
≤ C
(∥∥∥esϕ0 τ¯+(ξdD(QM0M u))∥∥∥2
L2(Q0)
+
∥∥∥esϕ0 τ¯−(ξdD(QM0M u))∥∥∥2
L2(Q0)
)
≤ C
(∥∥∥esϕ0 τ¯+(ξdQM0
M
(ζDu)
)∥∥∥2
L2(Q0)
+
∥∥∥esϕ0 τ¯−(ξdQM0
M
(ζDu)
)∥∥∥2
L2(Q0)
)
≤ C
(∥∥∥esϕ0 τ¯+QM0
M
(
cdDu
)∥∥∥2
L2(Q0)
+
∥∥∥esϕ0 τ¯−QM0
M
(
cdDu
)∥∥∥2
L2(Q0)
)
≤ C
( ∥∥∥QM0
M
(
esϕτ¯+(cdDu)
)∥∥∥2
L2(Q0)
+
∥∥∥QM0
M
(
esϕτ¯−(cdDu)
)∥∥∥2
L2(Q0)
)
≤ C(inf ϑ′)−1
(
‖esϕτ¯+(cdDu)‖
2
L2(Q) + ‖e
sϕτ¯−(cdDu)‖
2
L2(Q)
)
,
by using (5.4) and Lemmata 5.2 – 5.4.
We treat ‖esϕτ¯+(cdDu)‖L2(Q) (the term ‖e
sϕτ¯−(cdDu)‖L2(Q) can be treated
similarly). We find
‖esϕτ¯+(cdDu)‖L2(Q) = ‖rτ¯+(cdDu)‖L2(Q) ≤ ‖(τ−r)(cdDu)‖L2(Q) ≤ C ‖(τ−r)Du‖L2(Q) .
(5.8)
We have τ−r = r(ρτ−r) = r
(
1 +Oλ,K(sh)
)
(due to Proposition 3.10). From
that we can write∥∥eτθϕ0D¯(ν˜)ξdDw∥∥2L2(Q0) ≤ C(inf ϑ′)−1 ‖esϕDu‖L2(Q) ,
which allows one to absorb by the term at the LHS of the Carleman estimate by
choosing τ sufficiently large.
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Next, we estimate h4
∥∥eτθϕ0D¯(ξdDw)∥∥2L2(Q0) in the RHS of (5.7) as
h4
∥∥eτθϕ0D¯(ξdDw)∥∥2L2(Q0)
= h2 ‖esϕ0 τ¯+(ξdDw)− e
sϕ0 τ¯−(ξdDw)‖
2
L2(Q0)
≤ Ch2
(
‖esϕ0 τ¯+(ξdDw)‖
2
L2(Q0)
+ ‖esϕ0 τ¯−(ξdDw)‖
2
L2(Q0)
)
≤ Ch2
(∥∥∥esϕ0 τ¯+(ξdD(QM0M u))∥∥∥2
L2(Q0)
+
∥∥∥esϕ0 τ¯−(ξdD(QM0M u))∥∥∥2
L2(Q0)
)
≤ Ch2
(∥∥∥esϕ0 τ¯+(ξdQM0
M
(ζDu)
)∥∥∥2
L2(Q0)
+
∥∥∥esϕ0 τ¯−(ξdQM0
M
(ζDu)
)∥∥∥2
L2(Q0)
)
≤ Ch2
(∥∥∥esϕ0 τ¯+QM0
M
(
cdDu
)∥∥∥2
L2(Q0)
+
∥∥∥esϕ0 τ¯−QM0
M
(
cdDu
)∥∥∥2
L2(Q0)
)
≤ Ch2
(∥∥∥QM0
M
(
esϕτ¯+(cdDu)
)∥∥∥2
L2(Q0)
+
∥∥∥QM0
M
(
esϕτ¯−(cdDu)
)∥∥∥2
L2(Q0)
)
≤ Ch2(inf ϑ′)−1
(
‖esϕτ¯+(cdDu)‖
2
L2(Q) + ‖e
sϕτ¯−(cdDu)‖
2
L2(Q)
)
,
by using (5.4) and Lemmata 5.2 – 5.4. We proceed with an estimate as in (5.8).
We thus obtain
h4
∥∥eτθϕ0D¯(ξdDw)∥∥2L2(Q0) ≤ Ch2(inf ϑ′)−1 ‖esϕDu‖L2(Q) ,
which allows one to absorb by the term in the LHS of Carleman estimate by choosing
τ sufficiently large.
Futhermore, by using the previous Lemmata 5.1 – 5.4 and considering each
term in (5.7) separately, we see that we have the following estimates
• For the first term in LHS of (5.7)∥∥∥θ− 12 eτθϕ0∂tw∥∥∥2
L2(Q0)
=
∥∥∥QM0
M
(θ−
1
2 eτθϕ∂tu)
∥∥∥2
L2(Q0)
≥ (supϑ′
Ω0
)−1
∥∥∥θ− 12 eτθϕ∂tu∥∥∥2
L2(Q)
,
and a similar inequality holds for
∥∥∥θ 32 eτθϕ0w∥∥∥2
L2(Q0)
.
• For the second term of LHS of (5.7) we use Lemma 5.2 and Lemma 5.3 as
follows∥∥∥θ 12 eτθϕ0Dw∥∥∥2
L2(Q0)
=
∥∥∥θ 12 eτθϕ0D(QM0
M
u)
∥∥∥2
L2(Q0)
=
∥∥∥∥θ 12QM0M (eτθϕ)QM0M (ζDu)
∥∥∥∥2
L2(Q0)
=
∥∥∥∥θ 12QM0M (ζeτθϕDu)∥∥∥∥2
L2(Q0)
&
∥∥∥θ 12 eτθϕDu∥∥∥2
L2(Q)
.
• By using (5.3) and Lemma 5.3 we have∥∥eτθϕ0PM0w∥∥2
L2(Q0)
=
∥∥∥eτθϕ0QM0
M
(ζ¯PMu)
∥∥∥2
L2(Q0)
=
∥∥∥QM0
M
(eτθϕζ¯PMu)
∥∥∥2
L2(Q0)
.
∥∥eτθϕζ¯PMu∥∥2
L2(Q)
.
∥∥eτθϕPMu∥∥2
L2(Q)
.
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• For the third term of RHS of (5.7)∣∣eτθϕ0w|t=0∣∣2L2(Ω0) = ∣∣∣QM0M (eτθϕw|t=0)∣∣∣2L2(Ω0)
.
∣∣eτθϕw|t=0∣∣2L2(Ω)
and a similar inequality holds for
∣∣eτθϕ0w|t=T ∣∣2L2(Ω0), ∥∥∥θ 32 eτθϕ0w∥∥∥2L2((0,T )×ω0).
• Finally, since ϑ(ω0) = ω we have∥∥∥θ 32 eτθϕ0Du∥∥∥2
L2((0,T )×ω0)
=
∥∥∥QM0
M
(θ
3
2 eτθϕDu)
∥∥∥2
L2((0,T )×ω0)
.
∥∥∥θ 32 eτθϕDu∥∥∥2
L2((0,T )×ω
The proof is complete.
6 Controllability results
The Carleman estimate proved in the previous Section allows to give observ-
ability estimate that yields results of controllability to the trajectories for classes
of semi-linear heat equations.
6.1 The linear case
We consider the following semi-discrete parabolic problem with potential
∂ty +A
My + ay = 1ωv, t ∈ (0, T ) y|∂Ω = 0 (6.1)
The adjoint system associated with the controlled system with potential (6.1)
is given by
− ∂tq +A
My + ay = 0, t ∈ (0, T ) q|∂Ω = 0 (6.2)
We assume that a piecewise C1 diffusion coefficient c satisfies (1.2) and Ω = (0, 1).
From Carleman estimate (4.2) we obtain a following observability estimate.
Proposition 6.1. There exists positive constants C0, C1 and C2 such that for all
T > 0 and all potential fucntion a, under the condition h ≤ min(h0, h1) with
h1 = C0
(
1 +
1
T
+ ‖a‖
2
3
∞
)−1
any solution of (6.2) satisfies
|q(0)|L2(Ω) ≤ Cobs ‖q‖
2
L2((0,T )×ω) + e
−
C1
h
+T‖a‖
∞ |q(T )|2L2(Ω) , (6.3)
with Cobs = e
C2
(
1+ 1
T
+T‖a‖
∞
+‖a‖
2
3
∞
)
.
Remark 6.2. In comparision the observability inequality in continuous case which
performed in [BDL07], we find that the observability inequality obtained here is weak
since there is an additional term depending upon h at right-hand-side of inequal-
ity (6.3).
33
From the result of Proposition 6.1 we deduce the following controllability result
for system (6.1).
Proposition 6.3. There exists positive constants C1, C2, C3 and for T > 0 a map
LT,a : R
M → L2(0, T ;RM) such that if h ≤ min(h0, h2) with
h1 = C0
(
1 +
1
T
+ T ‖a‖∞ + ‖a‖
2
3
∞
)−1
for all initial data y0 ∈ R
M, there exists a semi-discrete control function v given by
v = La(y0) such that the solution to (6.1) satisfies
|y(T )|L2(Ω) ≤ C0e
−C2/h |y0|L2(Ω)
and
‖v‖L2(Q) ≤ C0 |y0|L2(Ω)
, with C0 = e
C3
(
1+ 1
T
+T‖a‖
∞
+‖a‖
2
3
∞
)
.
Note that the final state is of size e−C/h |y0|L2(Ω). The proof of these proposition
are given in [BL12].
6.2 The semilinear case
We consider the following semilinear semi-discrete control problem(
∂t +A
M
)
y +G(y) = 1ωv, y ∈ (0, T ) y|∂Ω = 0, y(0) = y0 (6.4)
where ω ⊂ Ω. The function G : R→ R is assumed of the form
G(x) = xg(x), x ∈ R, (6.5)
with g Lipschitz continuous. Here, we consider the function g in two cases: g ∈
L∞(R) and the more general case as
|g(x)| ≤ K lnr(e + |x|), x ∈ R, with 0 ≤ r <
3
2
(6.6)
The results of semi-discrete parabolic with potential above allows one to obtain
controllability results for parabolic equation with semi-linear terms whose proofs
are given in [BL12]
Theorem 6.4. We assume that g ∈ L∞(R) and c satisfies (1.2). There exists
positive constants C0, C1 such that for all T > 0 and h chosen sufficiently small,
for all initial data y0 ∈ R
M, there exists a semi-discrete control function v with
‖v‖L2(Q) ≤ C |y0|L2(Ω)
such that the solution to the semi-linear parabolic equation (6.4) satisfies
|y(T )|L2(Ω) ≤ Ce
−C0/h |y0|L2(Ω)
with C0 = e
C1
(
1+ 1
T
+T‖g‖
∞
+‖g‖
2
3
∞
)
.
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Theorem 6.5. Let Ω = (0, 1), c satisfy (1.2) and G satisfy (6.5) - (6.6). There
exists C0 such that, for T > 0 and M > 0, there exists positive constants C, h0 such
that for 0 < h ≤ h0 and for all initial data y0 ∈ R
M satisfying |y0|L2(Ω) ≤M there
exists a semi-discrete control function v such that the solution to the semi-linear
parabolic equation(
∂t − D¯cD
)
y +G(y) = 1ωv, y ∈ (0, T ) y|∂Ω = 0, y(0) = y0 (6.7)
satisfies
|y(T )|L2(Ω) ≤ Ce
−C0/h |y0|L2(Ω)
where C = C(T,M).
Observe that the constants are uniform with respect to discretization parameter
h.
A Proofs of Lemma 3.17 and intermediate results
in Section 4
A.1 Proof of Lemma 3.17
We have
(cdDu)n+ 3
2
− (cdDu)n+ 1
2
= hfn+1.
As Du = ρ˜Dv +Dρv˜ we obtain
rn+1
(
ρ˜n+ 3
2
(cDv)n+ 3
2
− ρ˜n+ 1
2
(cDv)n+ 1
2
+ (Dρ)n+ 3
2
(cv˜)n+ 3
2
− (Dρ)n+ 1
2
(cv˜)n+ 1
2
)
= h(rf)n+1. (A.1)
We write
rn+1ρ˜n+ 3
2
=
rn+1ρn+1 + rn+1ρn+2
2
=
1 + (((τ+)2ρ)r)n+1
2
:= K11,
rn+1(cdDρ)n+ 3
2
= (rτ+ρ)n+1(cdrDρ)n+ 3
2
= (rτ+ρ)n+1
(
(cdr∂ρ)n+ 3
2
+ (cdrDρ)n+ 3
2
− (cdr∂ρ)n+ 3
2
)
= K21
(
(cdr∂ρ)n+ 3
2
+K22
)
,
where K21 = (rτ
+ρ)n+1 and K22 = (cdrDρ)n+ 3
2
− (cdr∂ρ)n+ 3
2
.
Similarly,
rn+1ρ˜n+ 1
2
=
rn+1ρn+1 + rn+1ρn
2
=
1 + (((τ−)2ρ)r)n+1
2
:= K31,
rn+1(cdDρ)n+ 1
2
= (rτ−ρ)n+1(cdrDρ)n+ 1
2
= (rτ−ρ)n+1
(
(cdr∂ρ)n+ 1
2
+ (cdrDρ)n+ 1
2
− (cdr∂ρ)n+ 1
2
)
:= K41
(
(cdr∂ρ)n+ 1
2
+K42
)
,
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where K41 = (rτ
−ρ)n+1 and (cdrDρ)n+ 1
2
− (cdr∂ρ)n+ 1
2
.
Additionally,
(v˜)n+ 1
2
= vn+1 +
vn − vn+1
2
= vn+1 +O(h)(Dv)n+ 1
2
,
(v˜)n+ 3
2
= vn+1 +
vn+2 − vn+1
2
= vn+1 +O(h)(Dv)n+ 3
2
.
From (A.1) we thus write
K11(cdDv)n+ 3
2
−K31(cdDv)n+ 1
2
+ K21
(
(cr∂ρ)n+ 3
2
+K22
)(
vn+1 +O(h)(Dv)n+ 3
2
)
− K41
(
(cr∂ρ)n+ 1
2
+K42
)(
vn+1 +O(h)(Dv)n+ 1
2
)
= h(rf)n+1.
Then
K11
(
(cdDv)n+ 3
2
− (cdDv)n+ 1
2
)
+ (K11 −K31)(cdDv)n+ 1
2
+ K21[⋆cr∂ρ]avn+1 + (K21 −K41)(cr∂ρ)n+ 1
2
vn+1 + (K21K22 −K41K42)vn+1
+ K21
(
(cr∂ρ)n+ 3
2
+K22
)
O(h)(Dv)n+ 3
2
+K41
(
(cr∂ρ)n+ 1
2
+K42
)
O(h)(Dv)n+ 1
2
= h(rf)n+1.
Moreover, as r∂ρ = −λsφ∂ψ = sOλ(1) we have
K11
(
(cdDv)n+ 3
2
− (cdDv)n+ 1
2
)
+ (K11 −K31)(cdDv)n+ 1
2
= K21λs[⋆cφ∂ψ]avn+1 −Kvn+1 +
(
K21Oλ(sh) +K21K22O(h)
)(
(cdDv)n+ 3
2
− (cdDv)n+ 1
2
)
+
(
K21Oλ(sh) +K21K22O(h) +K41Oλ(sh) +K41K42O(h)
)
(cdDv)n+ 1
2
+ h(rf)n+1,
where
K = (K21 −K41)(cr∂ρ)n+ 1
2
+K21K22 −K41K42
= (K21 −K41)sOλ(1) +K21K22 −K41K42.
From that, we can write
L
(
(cdDv)n+ 3
2
− (cdDv)n+ 1
2
)
= K21λs[⋆cφ∂ψ]avn+1 −Kvn+1 +H(cdDv)n+ 1
2
+ h(rf)n+1,
where
L = K11 −K21Oλ(sh)−K21K22O(h),
K = (K21 −K41)sOλ(1) +K21K22 −K41K42,
H = K21Oλ(sh) +K21K22O(h) +K41Oλ(sh) +K41K42O(h) −K11 +K31.
36
As L = 1 +Oλ,K(sh) 6= 0 (see below) then we read
(cdDv)n+ 3
2
− (cdDv)n+ 1
2
=
(
L−1K21λs[⋆cφ∂ψ]a − L
−1K
)
vn+1 + L
−1H(cdDv)n+ 1
2
+ L−1h(rf)n+1.
We set
J1 = L
−1K21λs[⋆cφ∂ψ]a − L
−1K,
J2 = L
−1H, J3 = L
−1.
We thus have
(cdDv)n+ 3
2
− (cdDv)n+ 1
2
= J1vn+1 + J2(cdDv)n+ 1
2
+ J3h(rf)n+1 (A.2)
By using Proposition 3.10 we find
K11 =
1 + (((τ+)2ρ)r)n+1
2
= 1 +Oλ,K(sh),
K31 =
1 + (((τ−)2ρ)r)n+1
2
= 1 +Oλ,K(sh),
K21 = (rτ
+ρ)n+1 = 1 +Oλ,K(sh),
K41 = (rτ
−ρ)n+1 = 1 +Oλ,K(sh),
K22 = (cdrDρ)n+ 3
2
− (cdr∂ρ)n+ 3
2
= sOλ,K(sh)
2,
K42 = (cdrDρ)n+ 1
2
− (cdr∂ρ)n+ 1
2
= sOλ,K(sh)
2.
From that we estimate
K = (K21 −K41)sOλ(1) +K21K22 −K41K42 = sOλ,K(sh),
H = K21Oλ(sh) +K21K22O(h) +K41Oλ(sh) +K41K42O(h)−K11 +K31
= Oλ,K(sh),
L = K11 −K21Oλ(sh) +K21K22O(h) = 1 +Oλ,K(sh).
For sh sufficiently small we have L−1 = 1 +Oλ,K(sh) and then we obtain
J1 = L
−1K21λs[⋆cφ∂ψ]a − L
−1K
=
(
1 +Oλ,K(sh)
)
λs[⋆cφ∂ψ]a + sOλ,K(sh),
J2 = L
−1H = Oλ,K(sh),
J3 = L
−1 = 1+Oλ,K(sh).
By using Proposition 3.14, Lemma 3.8 and Lemma 3.6 yield
∂tK11 = ∂t
(
(((τ+)2ρ)r)n+1
)
= Tθ(t)Oλ,K(sh),
∂tK31 = ∂t
(
(((τ−)2ρ)r)n+1
)
= Tθ(t)Oλ,K(sh),
∂tK21 = ∂t(rτ
+ρ)n+1 = Tθ(t)Oλ,K(sh),
∂tK41 = ∂t(rτ
−ρ)n+1 = Tθ(t)Oλ,K(sh),
∂tK22 = ∂t
(
(cdrDρ)n+ 3
2
− (cdr∂ρ)n+ 3
2
)
= sT θ(t)Oλ,K(sh)
2,
∂tK42 = ∂t
(
(cdrDρ)n+ 1
2
− (cdr∂ρ)n+ 1
2
)
= sT θ(t)Oλ,K(sh)
2,
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which give
∂tL
−1 = −
∂tL
L2
=
(
1 +Oλ,K(sh)
)
(∂tK11 + ∂tK21Oλ(sh) +K21(∂ts)Oλ(h)
+∂tK21K22O(h) + ∂tK22K21O(h))
= Tθ(t)Oλ,K(sh),
where sh sufficiently small and
∂tH = ∂tK21Oλ(sh) +K21(∂ts)Oλ(h) + ∂tK21K22O(h) +K21∂tK22O(h)
+ ∂tK41Oλ(sh) +K41(∂ts)Oλ(h) + ∂tK41K42O(h) +K41∂tK42O(h)− ∂tK11 + ∂tK31
= Tθ(t)Oλ,K(sh).
It follows that we have
∂tJ1 = sT θ(t)Oλ,K(sh),
∂tJ2 = Tθ(t)Oλ,K(sh), ∂tJ3 = Tθ(t)Oλ,K(sh).
Furthermore, we can write (A.2) in the simple form
(cdDv)n+ 3
2
− (cdDv)n+ 1
2
= λs[⋆cφ∂ψ]avn+1 + λsOλ,K(sh)vn+1
+ Oλ,K(sh)(cdDv)n+ 1
2
+
(
1 +Oλ,K(sh)
)
h(rf)n+1,
which yields the conclusion.
A.2 Proof of Lemma 4.4
By using Lemma 3.2 in each domain Ω01, Ω02 , we have
I11 = 2
∫
Q′
0
cr2 ¯˜ρ DρD¯(cdDv)Dv
= 2
∫
Q01
cr2 ¯˜ρ DρD¯(cdDv)Dv + 2
∫
Q02
cr2 ¯˜ρ DρD¯(cdDv)Dv
= 2
∫
Q01
cr2 ¯˜ρ Dρc¯dD¯(Dv)Dv + 2
∫
Q01
cr2 ¯˜ρ Dρ(D¯cd)(Dv)
2
+ 2
∫
Q02
cr2 ¯˜ρ Dρc¯dD¯(Dv)Dv + 2
∫
Q02
cr2 ¯˜ρ Dρ(D¯cd)(Dv)
2
=
2∑
i=1
∫
Q0i
cr2 ¯˜ρ Dρc¯dD¯(Dv)
2 + 2
2∑
i=1
∫
Q0i
cr2 ¯˜ρ Dρ(D¯cd)(Dv)
2.
We then apply a discrete integration by parts (Proposition 3.5) in each domain
Ω01, Ω02 with ∂Ω01 = {0, a} and ∂Ω02 = {a, 1} for the first two terms and we
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obtain
I11 = −
2∑
i=1
∫
Q0i
D(cc¯dr
2 ¯˜ρ Dρ)(Dv)2 + 2
2∑
i=1
∫
Q0i
cr2 ¯˜ρ Dρ(D¯cd)(Dv)
2
+
∫ T
0
(cc¯dr
2 ¯˜ρ Dρ)(1)(Dv)2n+m+ 3
2
−
∫ T
0
(cc¯dr
2 ¯˜ρ Dρ)(a+)(Dv)2n+ 3
2
+
∫ T
0
(cc¯dr
2 ¯˜ρ Dρ)(a−)(Dv)2n+ 1
2
−
∫ T
0
(cc¯dr
2 ¯˜ρ Dρ)(0)(Dv)21
2
= −
2∑
i=1
∫
Q0i
D(cc¯dr
2 ¯˜ρ Dρ)(Dv)2 + 2
2∑
i=1
∫
Q0i
cr2 ¯˜ρ Dρ(D¯cd)(Dv)
2 + Y11.
where
Y11 = Y
(1)
11 + Y
(2)
11
Y
(1)
11 =
∫ T
0
(cc¯dr
2 ¯˜ρ Dρ)(1)(Dv)2n+m+ 3
2
−
∫ T
0
(cc¯dr
2 ¯˜ρ Dρ)(a+)(Dv)2n+ 3
2
Y
(2)
11 =
∫ T
0
(cc¯dr
2 ¯˜ρ Dρ)(a−)(Dv)2n+ 1
2
−
∫ T
0
(cc¯dr
2 ¯˜ρ Dρ)(0)(Dv)21
2
Lemma A.1. (see Lemma B.3 in [BHL10a]) Provided sh ≤ K we have
D(cic¯dir
2
i
¯˜ρi Dρi) = −sλ
2(c2iφi(ψ
′
i)
2)d + sλφdiO(1) + sOλ,K(sh),
cir
2
i
¯˜ρiDρi(D¯cdi) = sλφiO(1) + sOλ,K((sh)
2),
r2i ¯˜ρiDρi = ri∂ρi + sOλ,K((sh)
2) = −sλφiψ
′
i + sOλ,K((sh)
2),
r2i ¯˜ρiDρi = ri ¯˜ρiriDρi = (1 +Oλ,K(sh))riDρi.
Moreover, by Lemma 3.3 and Proposition 3.5 in each domain Ω01, Ω02 we obtain∫
Ω′
0
sλφ(Dv)2 ≤
∫
Ω′
0
sλφ(Dv)2 =
∫
Ω′
0
sλφ˜(Dv)2 −
h
2
2∑
i=1
BTi ≤
∫
Ω′
0
sλφ˜(Dv)2
since
BT1 = sλφ(a)(Dv)
2
n+ 1
2
+ sλφ(a)(Dv)21
2
≥ 0
BT2 = sλφ(1)(Dv)
2
n+m+ 3
2
+ sλφ(a)(Dv)2n+ 3
2
≥ 0
and φ˜ = φ+ h2Oλ(1) then we can write∫
Ω0i
sλφ(Dv)2 ≤
∫
Ω0i
sλφ(Dv)2 +
∫
Ω0i
sλh2Oλ(1)(Dv)
2
Similarly, we have∣∣∣∣∫
Ω0i
sOλ,K(sh)
2(Dv)2
∣∣∣∣ ≤ ∫
Ω′
s
∣∣Oλ,K(sh)2∣∣ (Dv)2 ≤ ∫
Ω′
s
∣∣Oλ,K(sh)2∣∣ (Dv)2.
Thus
I11 ≥ −
∫
Q′
sλ2(c2φ(ψ′)2)d(Dv)
2 −X11 + Y11,
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where X11 =
∫
Q′
0
ν11(Dv)
2 with ν11 of the form sλφO(1) + sOλ,K(sh) and
Y11 = Y
(1)
11 + Y
(2,1)
11 + Y
(2,2)
11 ,
Y
(1)
11 =
∫ T
0
(
1 +Oλ,K(sh)
)
(cc¯d)(1)(rDρ)(1)(Dv)
2
n+m+ 3
2
−
∫ T
0
(
1 +Oλ,K(sh)
)
(cc¯d)(0)(rDρ)(0)(Dv)
2
1
2
,
Y
(2,1)
11 =
∫ T
0
sλφ(a)c¯d(a)
(
− (cψ′)(a−)(Dv)2n+ 1
2
+ (cψ′)(a+)(Dv)2n+ 3
2
)
,
Y
(2,2)
11 =
∫ T
0
sOλ,K(sh)
2(Dv)2n+ 1
2
−
∫ T
0
sOλ,K(sh)
2(Dv)2n+ 3
2
.
A.3 Proof of Lemma 4.5
We set q = r ¯˜ρcφ
′′
. By using a discrete integrations by parts (Proposition 3.5)
and Lemma 3.2 in each domain Ω01, Ω02 we have
I12 = −2
2∑
i=1
∫
Q0i
sqvD¯(cdDv)
= 2
2∑
i=1
∫
Q0i
sq˜cd(Dv)
2 + 2
2∑
i=1
∫
Q0i
sDqcdv˜Dv
−
∫ T
0
sq(a−)v(a)(cdDv)n+ 1
2
+
∫ T
0
sq(a+)v(a)(cdDv)n+ 3
2
= 2
2∑
i=1
∫
Q0i
sq˜cd(Dv)
2 + 2
2∑
i=1
∫
Q0i
sDqcdv˜Dvdt+ Y12,
since v|∂Ω0 = 0 and with ∂Ω01 = {0, a}, ∂Ω02 = {a, 1}.
Lemma A.2. (see the proof as given in Lemma 4.4 of [BHL10a]) Let i = 1, 2.
Provided sh ≤ K we have
φ′′i = λ
2φi(ψ
′
i)
2 + λφiO(1),
qi = ri ¯˜ρicφ
′′
i = λ
2cφi(ψ
′
i)
2 + λφiO(1) +Oλ,K(sh)
2,
q˜i = λ
2(cφi(ψ
′
i)
2)d + λφiO(1) +Oλ,K((sh)
2 + h),
Dqi = D(ri ¯˜ρi) cφ
′′
i + (riρ˜i) D(cφ
′′
i ) = Oλ,K(1).
Note that the proof and the use of Lemma A.2 are carried out in each domain
Ω01, Ω02 independently.
It follows that
I12 = 2
2∑
i=1
∫
Q0i
sλ2(c2φ(ψ′)2)d(Dv)
2+
2∑
i=1
∫
Q0i
ν12(Dv)
2+
2∑
i=1
∫
Q0i
sOλ,K(1)v˜Dv+Y12,
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Then
I12 = 2
∫
Q′
0
sλ2(c2φ(ψ′)2)d(Dv)
2 −X12 + Y12,
with
Y12 =
∫ T
0
sλ2φ(a)v(a)[c(ψ′)2 ⋆ cdDv]a
+
∫ T
0
δ12v(a)(cDv)n+ 3
2
+ δ¯12v(a)(cDv)n+ 1
2
,
where δ12, δ¯12 are of form s
(
λφ(a)O(1) +Oλ,K(sh)
2
)
and
X12 =
∫
Q′
0
ν12(Dv)
2 +
∫
Q′
0
sOλ,K(1)v˜Dv,
where
ν12 = sλφO(1) + sOλ,K(h+ (sh)
2).
A.4 Proof of Lemma 4.6
We carry out a discrete integration by parts (Proposition 3.5) in each domain
Ω01, Ω02 with ∂Ω01 = {0, a} and ∂Ω02 = {a, 1} as follows
I13 =
∫
Q01
r ¯˜ρD¯(cdDv)∂tv +
∫
Q02
r ¯˜ρD¯(cdDv)∂tv
= −
∫
Q01
D(r ¯˜ρ∂tv)cdDv −
∫
Q02
D(r ¯˜ρ∂tv)cdDv
+
∫ T
0
(r ¯˜ρ)(a−)∂tv(a)(cdDv)n+ 1
2
−
∫ T
0
(r ¯˜ρ)(0)∂tv(0)(cdDv) 1
2
+
∫ T
0
(r ¯˜ρ)(1)∂tv(1)(cdDv)n+m+ 3
2
−
∫ T
0
(r ¯˜ρ)(a+)∂tv(a)(cdDv)n+ 3
2
= −
∫
Q01
D(r ¯˜ρ∂tv)cdDv −
∫
Q02
D(r ¯˜ρ∂tv)cdDv
+
∫ T
0
(r ¯˜ρ)(a−)∂tv(a)(cdDv)n+ 1
2
−
∫ T
0
(r ¯˜ρ)(a+)∂tv(a)(cdDv)n+ 3
2
= −
2∑
i=1
∫
Q0i
D(r ¯˜ρ)∂tv˜cdDv︸ ︷︷ ︸
Q¯1
−
2∑
i=1
∫
Q0i
r ¯˜ρ (∂tDv)cdDv︸ ︷︷ ︸
Q¯2
+Y13,
by Lemma 3.2 and with
Y13 =
∫ T
0
(r ¯˜ρ)(a−)∂tv(a)(cdDv)n+ 1
2
−
∫ T
0
(r ¯˜ρ)(a+)∂tv(a)(cdDv)n+ 3
2
,
as v|∂Ω0 = 0.
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By applying Proposition 3.13 in each domain Ω01, Ω02 we find
D(ri ¯˜ρi) = Oλ,K(sh),
ri ¯˜ρi = 1 +Oλ,K(sh)
2 = Oλ,K(1).
On the one hand, we have
∣∣Q¯1∣∣ ≤ 2∑
i=1
∫
Q0i
s−1Oλ,K(sh)(∂tv˜)
2 +
2∑
i=1
∫
Q0i
sOλ,K(sh)(Dv)
2
≤
2∑
i=1
∫
Q0i
s−1Oλ,K(sh) (∂tv)
2 +
2∑
i=1
∫
Q0i
sOλ,K(sh)(Dv)
2
=
∫
Q0
s−1Oλ,K(sh)(∂tv)
2 +
∫
Q′
0
sOλ,K(sh)(Dv)
2,
by (∂tv˜)
2 ≤(∂tv˜)
2 in each domain Ω01, Ω02 and
∑2
i=1
∫
Ω0i
Oλ,K(1) (∂tv˜)
2 =
∫
Ω0
Oλ,K(1)(∂tv˜)
2.
On the other hand, by an integrations by parts w.r.t t we write as
Q¯2 = −
1
2
2∑
i=1
∫
Q0i
r ¯˜ρ cd.∂t(Dv)
2
=
1
2
2∑
i=1
∫
Q0i
∂t(r ¯˜ρ)cd(Dv)
2 −
1
2
2∑
i=1
∫
Ω0i
r ¯˜ρ cd.(Dv)
2|t=Tt=0 .
We observe that for sh ≤ ǫ1(λ) with ǫ1(λ) sufficiently small we have r ¯˜ρ > 0
by Proposition 3.13. The sign of the term at t = T and t = 0 are thus prescribed.
Furthermore, Proposition 3.14 leads to ∂t(ri ¯˜ρi) = T (sh)
2θOλ,K(1), so that, for
sh ≤ K we obtain
Q¯2 ≥
2∑
i=1
∫
Q0i
T (sh)2θOλ,K(1)(Dv)
2 − Cλ,K(1)
2∑
i=1
∫
Ω0i
(Dv(T ))2.
Thus,
I13 ≥ −
∫
Ω′
0
Cλ,K(1)(Dv(T ))
2 −X13 + Y13.
with
X13 =
∫
Q′
0
(
s(sh) + T (sh)2θ
)
Oλ,K(1)(Dv)
2 +
∫
Q0
s−1Oλ,K(sh)(∂tv)
2.
Y13 =
∫ T
0
(r ¯˜ρ)(a−)∂tv(a)(cdDv)n+ 1
2
−
∫ T
0
(r ¯˜ρ)(a+)∂tv(a)(cdDv)n+ 3
2
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A.5 Proof of Lemma 4.7
We set q = c2r2(D¯Dρ)Dρ. Observing that Dv = D¯v˜ we get
I21 = 2
∫
Q01
c2r2(D¯Dρ)Dρ︸ ︷︷ ︸
q
¯˜v Dv + 2
∫
Q02
c2r2(D¯Dρ)Dρ︸ ︷︷ ︸
q
¯˜v Dv
=
∫
Q01
qD¯(v˜)2 +
∫
Q02
qD¯(v˜)2
= −
∫
Q01
Dq(v˜)2 −
∫
Q02
Dq(v˜)2
+
∫ T
0
q(a−)(v˜)2n+ 1
2
−
∫ T
0
q(0)(v˜)21
2
+
∫ T
0
q(1)(v˜)2n+m+ 3
2
−
∫ T
0
q(a+)(v˜)2n+ 3
2
= −
2∑
i=1
∫
Q0i
Dq v2 +
2∑
i=1
h2
4
∫
Q0i
(Dq)(Dv)2 + Y
(1)
21
= −
2∑
i=1
∫
Q0i
Dq(v)2 +
2∑
i=1
h2
4
∫
Q0i
(Dq)(Dv)2 + Y
(1)
21 + Y
(2)
21 ,
by means of Proposition 3.5, Lemma 3.2, Lemma 3.3 in each domain Ω01, Ω02
independently and where
Y21 = Y
(1)
21 + Y
(2)
21 = Y
(1,1)
21 + Y
(1,2)
21 + Y
(2)
21 ,
Y
(1,1)
21 =
∫ T
0
q(1)(v˜)2n+m+ 3
2
−
∫ T
0
q(0)(v˜)21
2
,
Y
(1,2)
21 =
∫ T
0
q(a−)(v˜)2n+ 1
2
−
∫ T
0
q(a+)(v˜)2n+ 3
2
,
Y
(2)
21 = −
h
2
∫ T
0
v2(a)(Dq)n+ 1
2
−
h
2
∫ T
0
v2(0)(Dq) 1
2
−
h
2
∫ T
0
v2(1)(Dq)n+m+ 3
2
−
h
2
∫ T
0
v2(a)(Dq)n+ 3
2
= −
h
2
∫ T
0
v2(a)(Dq)n+ 1
2
−
h
2
∫ T
0
v2(a)(Dq)n+ 3
2
,
as v|∂Ω0 = 0.
We note that v˜ 1
2
= h2 (Dv) 12 , v˜n+m+
3
2
= −h2 (Dv)n+m+ 32 . On the one hand,
by Proposition 3.10 we have q = s2Oλ,K(1)rDρ in each domain Ω01, Ω02. It follows
that
Y
(1,1)
21 =
∫ T
0
s2Oλ,K(1)(rDρ)(1)(v˜)
2
n+m+ 3
2
+
∫ T
0
s2Oλ,K(1)(rDρ)(0)(v˜)
2
1
2
=
∫ T
0
Oλ,K(sh)
2(rDρ)(1)(Dv)2n+m+ 3
2
+
∫ T
0
Oλ,K(sh)
2(rDρ)(0)(Dv)21
2
.
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On the other hand, by Proposition 3.15, Corollary 3.9 we have q = −c2(sφλ)3(ψ′)3+
s2Oλ(1) + s
3Oλ,K(sh)
2 in each domain Ω01, Ω02. We thus obtain
Y
(1,2)
21 =
∫ T
0
(
sλφ(a)
)3(
− (c2ψ
′3)(a−)(v˜)2n+ 1
2
+ (c2ψ
′3)(a+)(v˜)2n+ 3
2
)
+
∫ T
0
(
s2Oλ(1) + s
3Oλ,K(sh)
2
)(
(v˜)2n+ 1
2
− (v˜)2n+ 3
2
)
= Y
(1,21)
21 + Y
(1,22)
21 ,
where
Y
(1,21)
21 =
∫ T
0
s3λ3φ3(a)[c2(ψ′)3 ⋆ v˜2]a.
Lemma A.3. (see Lemma B.8 in [BHL10a]) Provided sh ≤ K we have
Dqi = s
3Oλ,K(1),
Dqi = −3s
3λ4φ3i c
2(ψ′i)
4 + (sλφi)
3O(1) + s2Oλ,K(1) + s
3Oλ,K(sh)
2.
Note that the proof and the use of Lemma A.3 are done in each domain Ω01,
Ω02 separately.
We then obtain
Y
(2)
21 = −
h
2
∫ T
0
v2(a)(Dq)n+ 1
2
−
h
2
∫ T
0
v2(a)(Dq)n+ 3
2
=
∫ T
0
s2Oλ,K(sh)v
2(a).
We thus write I21
I21 ≥ 3
∫
Q′
0
λ4s3φ3c2(ψ′)4(v)2 −
∫
Q′
0
µ21(v)
2 −
∫
Q′
0
ν21(Dv)
2 + Y21,
where
µ21 = (sλφ)
3O(1) + s2Oλ,K(1) + s
3Oλ,K(sh)
2, ν21 = sOλ,K(sh)
2,
Y21 = Y
(1,1)
21 + Y
(1,21)
21 + Y
(1,22)
21 + Y
(2)
21 .
A.6 Proof of Lemma 4.8
We set q = c2r(D¯Dρ)φ′′ and by Lemma 3.4 we have v˜ = v+ h2D¯Dv/4 in each
domain Ω01, Ω02. It follows that
I22 = −2
∫
Q01
sq¯˜vv − 2
∫
Q02
sq¯˜vv
= −2
∫
Q01
sqv2 −
∫
Q01
sh2
2
q(D¯Dv)v
−2
∫
Q02
sqv2 −
∫
Q02
sh2
2
q(D¯Dv)v.
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Applying a discrete integration by parts (Proposition 3.5) and Lemma 3.2 in
each domain Ω01, Ω02 yield
I22 = −2
2∑
i=1
∫
Q0i
sqv2 +
2∑
i=1
∫
Q0i
sh2
2
D(qv)Dv + Y
(1)
22
= −2
2∑
i=1
∫
Q0i
sqv2 +
2∑
i=1
∫
Q0i
sh2
2
q˜(Dv)2 +
2∑
i=1
∫
Q0i
sh2
2
D(q)v˜Dv + Y
(1)
22
= −2
2∑
i=1
∫
Q0i
sqv2 +
2∑
i=1
∫
Q0i
sh2
2
q˜(Dv)2 +
2∑
i=1
∫
Q0i
sh2
4
D(q)D(v2) + Y
(1)
22
= −2
2∑
i=1
∫
Q0i
sqv2 +
2∑
i=1
∫
Q0i
sh2
2
q˜(Dv)2 −
2∑
i=1
∫
Q0i
sh2
4
D¯Dqv2 + Y
(1)
22 + Y
(2)
22 ,
where
Y
(1)
22 = −
∫ T
0
sh2
2
q(a−)v(a)(Dv)n+ 1
2
+
∫ T
0
sh2
2
q(a+)v(a)(Dv)n+ 3
2
,
Y
(2)
22 =
∫ T
0
sh2
4
v2(a)(Dq)n+ 1
2
−
∫ T
0
sh2
4
v2(a)(Dq)n+ 3
2
,
as v|∂Ω0 = 0.
In each domain Ω01, Ω02, we have φ
′′
= Oλ(1) and from Proposition 3.13 we
have q = s2Oλ,K(1) and Dq = s
2Oλ,K(1). We thus obtain
Y
(1)
22 =
∫ T
0
s3Oλ,K(1)v(a)
h2
2
(Dv)n+ 1
2
+ s3Oλ,K(1)v(a)
h2
2
(Dv)n+ 3
2
,
Y
(2)
22 =
∫ T
0
sOλ,K(sh)
2v2(a).
Lemma A.4. (see Lemma B.9 and Lemma B.10 in [BHL10a]) Provided sh ≤ K
we have
c2riD¯Dρi = c
2(ri∂
2ρi + s
2Oλ,K(sh)
2) = c2(sλφi)
2(ψ′i)
2 + sOλ(1) + s
2Oλ,K(sh)
2,
h2D¯Dqi = s(sh)Oλ,K(1).
Note that the proof and use of above Lemma A.4 are done in each domain Ω01,
Ω02 separately.
Futhermore, we have φ′′ = λ2(ψ′)2φ + λφO(1) in each domain Ω01, Ω02. It
follows that
sqi = s
(
c2(sλφi)
2(ψ′i)
2 + sOλ(1) + s
2Oλ,K(sh)
2
)(
λ2(ψ′i)
2φi + λφiO(1)
)
= c2s3λ4(ψ′i)
4φ3i + s
3λ3φ3iO(1) + s
2Oλ(1) + s
3Oλ,K(sh)
2,
in each domain Ω01, Ω02.
We thus write I22 as
I22 = −2
∫
Q′
0
c2s3λ4φ3(ψ′)4v2 +
∫
Q′
0
µ22v
2 +
∫
Q′
0
ν22(Dv)
2 + Y22,
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where
µ22 = (sλφ)
3O(1) + s2Oλ,K(1) + s
3Oλ,K(sh)
2, ν22 = sOλ,K(sh)
2,
Y22 = Y
(1)
22 + Y
(2)
22 .
A.7 Proof of Lemma 4.9
By means of a discrete integration by parts (Proposition 3.5) in each domain
Ω01, Ω02, we obtain
I23 =
2∑
i=1
∫
Q0i
cr(D¯Dρ)¯˜v∂tv
=
2∑
i=1
∫
Q0i
cr(D¯Dρ)∂tv v˜
−
h
2
∫ T
0
(cr(D¯Dρ))(0)∂tv(0)v˜ 1
2
−
h
2
∫ T
0
(cr(D¯Dρ))(a−)∂tv(a)v˜n+ 1
2
−
h
2
∫ T
0
(cr(D¯Dρ))(a+)∂tv(a)v˜n+ 3
2
−
h
2
∫ T
0
(cr(D¯Dρ))(1)∂tv(1)v˜n+m+ 3
2
= Q¯1 + Q¯2 + Y
(1)
23 ,
by Lemma 3.3 and where
Q¯1 =
2∑
i=1
∫
Q0i
(cr(D¯Dρ)) ∂tv˜v˜,
Q¯2 =
2∑
i=1
h2
4
∫
Q0i
D(crD¯Dρ)(D∂tv)v˜,
Y
(1)
23 = −
h
2
∫ T
0
(cr(D¯Dρ))(a−)∂tv(a)v˜n+ 1
2
−
h
2
∫ T
0
(cr(D¯Dρ))(a+)∂tv(a)v˜n+ 3
2
as ∂tv|∂Ω0 = 0.
With an integrations by parts w.r.t t we have
Q¯1 =
−1
2
2∑
i=1
∫
Q0i
∂t(crD¯Dρ)(v˜)
2 +
1
2
2∑
i=1
∫
Ω0i
(cr(D¯Dρ)) (v˜)2|t=Tt=0 .
By means of Proposition 3.13 and Lemma 3.7 in each domain Ω01, Ω02 we get
cri(D¯Dρi)= s
2Oλ,K(1),
riD¯Dρi = s
2Oλ,K(1),
and we further have
Lemma A.5. (see Lemma A.1 in [BL12])
∂t(criD¯Dρi) = Ts
2θOλ,K(1).
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Note that the proof and use of Lemma A.5 are done in each domain Ω01, Ω02
separately.
It follows that
Q¯1 =
2∑
i=1
∫
Q0i
Ts2θOλ,K(1) v
2 +
2∑
i=1
∫
Ω0i
s2
(
Oλ,K(1) v
2
|t=0 +Oλ,K(1) v
2
|t=T
)
as |v˜|
2
≤|v|
2
in each domain Ω01, Ω02.
Moreover, we observe that
∑2
i=1
∫
Ω0i
Oλ,K(1) v
2 =
∫
Ω0
Oλ,K(1)v
2. Then,
Q¯1 =
∫
Q0
Ts2θOλ,K(1)v
2 +
∫
Ω0
s2
(
Oλ,K(1) v
2
|t=0 +Oλ,K(1) v
2
|t=T
)
. (A.3)
We have
Y
(1)
23 =
∫ T
0
s2Oλ,K(1)∂tv(a)
h
2
(v˜n+ 1
2
) + s2Oλ,K(1)∂tv(a)
h
2
(v˜n+ 3
2
).
By an integration by parts w.r.t t and Lemma 3.2 in each domain Ω01, Ω02 we
find
Q¯2 = −
2∑
i=1
h2
4
∫
Q0i
∂t(D(crD¯Dρ)v˜)Dv︸ ︷︷ ︸
Q¯1
2
+
2∑
i=1
h2
8
∫
Ω0i
D(crD¯Dρ)D(v)2|t=Tt=0︸ ︷︷ ︸
Q¯2
2
.
By means of Lemma 3.2 and a discrete intergration by parts in space (Propo-
sition 3.5) in each domain Ω01, Ω02 we see that
Q¯12 =
2∑
i=1
h2
8
∫
Q0i
∂t(D¯D(crD¯Dρ))v
2 −
2∑
i=1
h2
4
∫
Q0i
D(crD¯Dρ)(∂tv˜)Dv
−
h2
8
∫ T
0
v2(a)∂t(D(crD¯Dρ))n+ 1
2
+
h2
8
∫ T
0
v2(a)∂t(D(crD¯Dρ))n+ 3
2
=
2∑
i=1
h2
8
∫
Q0i
∂t(D¯D(crD¯Dρ))v
2 −
2∑
i=1
h2
4
∫
Q0i
D(crD¯Dρ)(∂tv˜)Dv + Y
(2)
23
as v|∂Ω0 = 0.
Lemma A.6. (Lemma A.2 in [BL12]) Provided sh ≤ K we have
h2D¯D(ciri(D¯Dρi)) = s(sh)Oλ,K(1),
h2∂t(D¯D(ciriD¯Dρi)) = Ts
2θOλ,K(1),
h∂t(D(ciriD¯Dρi)) = Ts
2θOλ,K(1),
D(ciriD¯Dρi) = s
2Oλ,K(1).
Note that all above terms are done in each domain Ω01, Ω02 separately.
We thus obtain
Y
(2)
23 =
∫ T
0
sT θOλ,K(sh)v
2(a).
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Applying the Young’s inequality and using that |∂tv˜|
2 ≤|∂tv|
2 in each domain
Ω01, Ω02, we have
Q¯12 ≥
∫
Q′
0
Ts2θOλ,K(1)v
2 +
∫
Q′
0
s−1Oλ,K(sh)
2 |∂tv|
2
+
∫
Q′
0
sOλ,K(sh)
2(Dv)2 + Y
(2)
23
≥
∫
Q′
0
Ts2θOλ,K(1)v
2 +
∫
Q0
s−1Oλ,K(sh)
2|∂tv|
2
+
∫
Q′
0
sOλ,K(sh)
2(Dv)2 + Y
(2)
23
(A.4)
as
∑2
i=1
∫
Ω0i
Oλ,K(1) |∂tv|
2
=
∫
ΩOλ,K(1) |∂tv|
2
.
By using Proposition 3.5, Lemma A.6 in each domain Ω01, Ω02 separately yield
Q¯22 = −
2∑
i=1
h2
8
∫
Ω0i
D¯D(crD¯Dρ)(v)2|t=Tt=0
+
h2
8
v2(a)
(
D(crD¯Dρ)
)
n+ 1
2
|t=Tt=0 −
h2
8
v2(a)
(
D(crD¯Dρ)
)
n+ 3
2
|t=Tt=0
=
∫
Ω′
0
sOλ,K(sh)(v)
2|t=T +
∫
Ω′
0
sOλ,K(sh)(v)
2|t=0 +Oλ,K(sh)
2v2(a)|t=Tt=0
=
∫
Ω′
0
sOλ,K(sh)(v)
2|t=T +
∫
Ω′
0
sOλ,K(sh)(v)
2|t=0 + Y
(3)
23 , (A.5)
as v|∂Ω0 = 0 where
Y
(3)
23 = Oλ,K(sh)
2v2(a)|t=Tt=0 .
Collecting (A.3), (A.4) and (A.5) we obtain
I23 ≥
∫
Ω0
s2
(
Oλ,K(1)v
2
|t=0
+Oλ,K(1)v
2
|t=T
)
−X23 + Y23,
where X23 and Y23 are as given in the statement of Lemma 4.9.
A.8 Proof of Lemma 4.10
By means of a discrete integration by parts (Proposition 3.5) in each domain
Ω01, Ω02 separately, we get
I31 = −2τ
∫
Q01
(∂tθ)ϕcrDρvDv − 2τ
∫
Q02
(∂tθ)ϕcrDρvDv
= −2τ
∫
Q01
(∂tθ) ϕcrDρv Dv − 2τ
∫
Q02
(∂tθ) ϕcrDρv Dv + Y
(1)
31 ,
with
Y
(1)
31 = τ
h
2
∫ T
0
(∂tθ)(crDρϕv)(a
−)(Dv)n+ 1
2
+ τ
h
2
∫ T
0
(∂tθ)(crDρϕv)(a
+)(Dv)n+ 3
2
as v|∂Ω0 = 0.
We have ϕcrDρv=ϕcrDρ v˜ + h
2
4 D(ϕcrDρ)Dv in each domain Ω01, Ω02. It
follows that
48
I31 = −τ
2∑
i=1
∫
Q0i
(∂tθ) (crDρϕ) D(v)
2 −
2∑
i=1
τ
h2
2
∫
Q0i
(∂tθ)D(crDρϕ)(Dv)
2 + Y
(1)
31
= τ
2∑
i=1
∫
Q0i
(∂tθ)(D(crDρϕ))v
2 −
2∑
i=1
τ
h2
2
∫
Q0i
(∂tθ)D(crDρϕ)(Dv)
2 + Y
(1)
31
− τ
∫ T
0
(∂tθ)v
2(a) (crDρϕ)n+ 1
2
+ τ
∫ T
0
(∂tθ)v
2(a) (crDρϕ)n+ 3
2
= τ
2∑
i=1
∫
Q0i
(∂tθ)(D(crDρϕ))v
2 −
2∑
i=1
τ
h2
2
∫
Q0i
(∂tθ)D(crDρϕ)(Dv)
2 + Y
(1)
31 + Y
(2)
31
by using a discrete integration by parts in each domain Ω01, Ω02 separately and
Y
(2)
31 = −τ
∫ T
0
(∂tθ)v
2(a) (crDρϕ)n+ 1
2
+ τ
∫ T
0
(∂tθ)v
2(a) (crDρϕ)n+ 3
2
as v|∂Ω = 0.
By using the Lipschitz continuity and Proposition 3.13 we get
D(criDρiϕi) = sOλ,K(1),
D(criDρiϕi) = sOλ,K(1),
criDρiϕi= sOλ,K(1),
criDρi = c(ri∂ρi + s
2Oλ,K(sh)
2) = c(−sλφiψ
′
i + sOλ,K(sh)
2) = sOλ,K(1).
The proof is done in each domain Ω01, Ω02 separately. Note that max
t
∂tθ = Tθ
2.
It thus follows that
I31 =
∫
Q′
0
Tθs2Oλ,K(1)v
2 +
∫
Q′
0
TθOλ,K(sh)
2(Dv)2 + Y31,
where
Y31 = Y
(1)
31 + Y
(2)
31 ,
Y
(1)
31 =
∫ T
0
Tθs2Oλ,K(1)v(a)
h
2
(Dv)n+ 1
2
+
∫ T
0
Tθs2Oλ,K(1)v(a)
h
2
(Dv)n+ 3
2
,
Y
(2)
31 =
∫ T
0
Tθs2Oλ,K(1)v
2(a).
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A.9 Proof of Lemma 4.13
We see that
Y
(1)
11 + Y
(1,1)
21
=
∫ T
0
(
1 +Oλ,K(sh)
)
(cc¯d)(1)(rDρ)1(Dv)
2
n+m+ 3
2
−
∫ T
0
(
1 +Oλ,K(sh)
)
(cc¯d)(0)(rDρ)0(Dv)
2
1
2
+
∫ T
0
Oλ,K(sh)
2(rDρ)0(Dv)
2
1
2
+
∫ T
0
Oλ,K(sh)
2(rDρ)1(Dv)
2
n+m+ 3
2
.
Moreover, by (4.1) we have Y
(1)
11 + Y
(1,1)
21 ≥ 0 for sh sufficiently small.
We next focus our attention on the trace term at ′a′ on Y
(2,1)
11 + Y
(1,21)
21 as
follows
A.10 Proof of Lemma 4.14
(v˜)2n+ 3
2
=
(vn+1 + vn+2
2
)2
=
(
vn+1 +
h
2
(Dv)n+ 3
2
)2
= v2n+1 +
h2
4
(Dv)2n+ 3
2
+ hvn+1(Dv)n+ 3
2
= v2n+1 +
h2
4(cd)2n+ 3
2
(cdDv)
2
n+ 3
2
+ vn+1
h
(cd)n+ 3
2
(cdDv)n+ 3
2
.
(A.6)
Similarly, we have
(v˜)2n+ 1
2
= v2n+1 +
h2
4(cd)2n+ 1
2
(cdDv)
2
n+ 1
2
− vn+1
h
(cd)n+ 1
2
(cdDv)n+ 1
2
. (A.7)
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We thus write Y
(1,21)
21 as follows:
Y
(1,21)
21
=
∫ T
0
(sλφ(a))3[c2(ψ′)3 ⋆ |v˜|
2
]a
=
∫ T
0
(sλφ(a))3(c2ψ
′3)(a+)
(
v2n+1 +
h2
4(cd)2n+ 3
2
(cdDv)
2
n+ 3
2
+ vn+1
h
2(cd)n+ 3
2
(cdDv)n+ 3
2
)
−
∫ T
0
(sλφ(a))3(c2ψ
′3)(a−)
(
v2n+1 +
h2
4(cd)2n+ 1
2
(cDv)2N+ 1
2
− vn+1
h
2(cd)n+ 1
2
(cdDv)n+ 1
2
)
=
∫ T
0
(sλφ(a))3[c2ψ
′3⋆]av
2
n+1
+
∫ T
0
(sλφ(a))3
(
(c2ψ′3)(a+)
h2
4(cd)2n+ 3
2
(cdDv)
2
n+ 3
2
− (c2ψ′3)(a−)
h2
4(cd)2n+ 1
2
(cdDv)
2
n+ 1
2
)
+
∫ T
0
(sλφ(a))3
(
(c2ψ′3)(a+)
h
2(cd)n+ 3
2
(cdDv)n+ 3
2
− (c2ψ′3)(a−)
h
2(cd)n+ 1
2
(cdDv)n+ 1
2
)
v(a).
(A.8)
Moreover, the term Y
(2,1)
11 is given by
Y
(2,1)
11 =
∫ T
0
sλφ(a)
(
− ψ′(a−)c(a−)c¯d(a)(Dv)
2
n+ 1
2
+ ψ′(a+)c(a+)c¯d(a)(Dv)
2
n+ 3
2
)
=
∫ T
0
sλφ(a)
(
− ψ′(a−)
c(a−)c¯d(a)
(cd)2n+ 1
2
(cdDv)
2
n+ 1
2
+ ψ′(a+)
c(a+)c¯d(a)
(cd)2n+ 3
2
(cdDv)
2
n+ 3
2
)
.
We estimate as
c(a−)c¯d(a)
(cd)2n+ 1
2
=
(
(cd)n+ 1
2
+O(h)
)(
(cd)n+ 1
2
+ (cd)n+ 3
2
)
2(cd)2n+ 1
2
=
(
(cd)n+ 1
2
+O(h)
)(
2(cd)n+ 1
2
+O(h)
)
2(cd)2n+ 1
2
= 1 + hO(1).
Similarly,
c(a+)c¯d(a)
(cd)2n+ 3
2
= 1 + hO(1).
We thus obtain Y
(2,1)
11
Y
(2,1)
11 =
∫ T
0
sλφ(a)
(
− ψ′(a−)
(
1 + hO(1)
)
(cdDv)
2
n+ 1
2
+ ψ′(a+)
(
1 + hO(1)
)
(cdDv)
2
n+ 3
2
)
=
∫ T
0
sλφ(a)[ψ′ ⋆ (cdDv)
2]a
+
∫ T
0
sλφ(a)ψ′(a+)O(h)(cdDv)
2
n+ 3
2
+
∫ T
0
sλφ(a)ψ′(a−)O(h)(cdDv)
2
n+ 1
2
. (A.9)
51
Combining (A.8) with (A.9) we obtain
Y
(2,1)
11 + Y
(1,21)
21
=
∫ T
0
sλφ(a)[ψ′ ⋆ (cdDv)
2]a +
∫ T
0
s3λ3φ3(a)[(ψ′)3c2⋆]av
2
n+1
+
∫ T
0
sλφ(a)ψ′(a+)O(h)(cdDv)
2
n+ 3
2
+
∫ T
0
sλφ(a)ψ′(a−)O(h)(cdDv)
2
n+ 1
2
+
∫ T
0
(sλφ(a))3
(
(c2ψ′3)(a+)
h2
4(cd)2n+ 3
2
(cdDv)
2
n+ 3
2
− (c2ψ′3)(a−)
h2
4(cd)2n+ 1
2
(cdDv)
2
n+ 1
2
)
+
∫ T
0
(sλφ(a))3
(
(c2ψ′3)(a+)
h
2(cd)n+ 3
2
(cdDv)n+ 3
2
− (c2ψ′3)(a−)
h
2(cd)n+ 1
2
(cdDv)n+ 1
2
)
v(a)
= µ+ µ1,
where
µ =
∫ T
0
sλφ(a)[ψ′ ⋆ (cdDv)
2]a +
∫ T
0
s3λ3φ3(a)[c2(ψ′)3⋆]av
2
n+1.
and µ1 can be written as
µ1 =
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 3
2
+
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 1
2
+
∫ T
0
s2Oλ,K(sh)(cdDv)n+ 3
2
vn+1 +
∫ T
0
s2Oλ,K(sh)(cdDv)n+ 1
2
vn+1.
We can write
[(ψ′) ⋆ (cdDv)
2]a
= [(ψ′)⋆]a(cdDv)
2
n+ 1
2
+ [⋆(cdDv)]
2
aψ
′(a+) + 2[⋆(cdDv)]aψ
′(a+)(cdDv)n+ 1
2
.
Indeed, we have
[(ψ′) ⋆ (cdDv)
2]a = (cdDv)
2
n+ 3
2
ψ′(a+)− (cdDv)
2
n+ 1
2
ψ′(a−),
and
[(ψ′)⋆]a(cdDv)
2
n+ 1
2
+ [⋆(cdDv)]
2
aψ
′(a+) + 2[⋆(cdDv)]aψ
′(a+)(cdDv)n+ 1
2
= (cdDv)
2
n+ 1
2
ψ′(a+)− (cdDv)
2
n+ 1
2
ψ′(a−)
+ (cdDv)
2
n+ 3
2
ψ′(a+) + (cdDv)
2
n+ 1
2
ψ′(a+)− 2(cdDv)n+ 3
2
(cdDv)n+ 1
2
ψ′(a+)
+ 2(cdDv)n+ 3
2
(cdDv)n+ 1
2
ψ′(a+)− 2(cdDv)
2
n+ 1
2
ψ′(a+)
= (cdDv)
2
n+ 3
2
ψ′(a+)− (cdDv)
2
n+ 1
2
ψ′(a−).
Moreover, by using Lemma 3.17, we obtain
[(ψ′) ⋆ (cdDv)
2]a
= [(ψ′)⋆]a(cdDv)
2
n+ 1
2
+ [⋆(cdDv)]
2
aψ
′(a+) + 2[⋆(cdDv)]aψ
′(a+)(cdDv)n+ 1
2
= [(ψ′)⋆]a(cdDv)
2
n+ 1
2
+
(
λ2s2[⋆(cφψ′)]2av
2
n+1 + r
2
0 + 2λsr0[⋆cφψ
′]avn+1
)
ψ′(a+)
+2
(
sλ[⋆cφψ′]avn+1 + r0
)
ψ′(a+)(cdDv)n+ 1
2
,
52
which gives
µ =
∫ T
0
sλφ(a)[ψ′⋆]a(cdDv)
2
n+ 1
2
+
∫ T
0
2s2λ2φ(a)[⋆cφψ′]aψ
′(a+)vN+1(cdDv)n+ 1
2
+
∫ T
0
s3λ3φ(a)
(
[⋆cφψ′]2aψ
′(a+) + [c2(ψ′)3⋆]aφ
2(a)
)
v2n+1
+
∫ T
0
sλφ(a)ψ′(a+)r20 + 2
∫ T
0
s2λ2φ(a)[⋆cφψ′]aψ
′(a+)r0vn+1
+ 2
∫ T
0
sλφ(a)ψ′(a+)r0(cdDv)n+ 1
2
.
Moreover, we have:
[⋆cφψ′]a = cφψ
′|n+ 3
2
− cφψ′|n+ 1
2
= cφψ′|a+ − cφψ
′|a− + hOλ(1) = φ(a)[cψ
′⋆]a + hOλ(1),
[⋆cφψ′]2a = [cφψ
′⋆]2a + 2[cφψ
′⋆]ahOλ(1) + h
2Oλ(1) = φ
2(a)[cψ′⋆]2a + hOλ(1).
We thus write µ as
µ =
∫ T
0
sλφ(a)[ψ′⋆]a(cdDv)
2
n+ 1
2
+
∫ T
0
2s2λ2φ2(a)[cψ′⋆]aψ
′(a+)vn+1(cdDv)n+ 1
2
+
∫ T
0
s3λ3φ3(a)
(
[cψ′⋆]2aψ
′(a+) + [c2(ψ′)3⋆]a
)
v2n+1
+
∫ T
0
sλφ(a)ψ′(a+)r20 + 2
∫ T
0
s2λ2φ2(a)[cψ′⋆]aψ
′(a+)r0vn+1
+ 2
∫ T
0
sλφ(a)ψ′(a+)r0(cdDv)n+ 1
2
+
∫ T
0
s2Oλ,K(sh)v
2
n+1
+
∫ T
0
sOλ,K(sh)vn+1(cdDv)n+ 1
2
+
∫ T
0
sOλ,K(sh)r0vn+1
=
∫ T
0
sλφ(a)[ψ′⋆]a(cdDv)
2
n+ 1
2
+
∫ T
0
2s2λ2φ2(a)[cψ′⋆]aψ
′(a+)vn+1(cdDv)n+ 1
2
+
∫ T
0
s3λ3φ3(a)
(
[cψ′⋆]2aψ
′(a+) + [c2(ψ′)3⋆]a
)
v2n+1 + µr
where µr can be written as
µr =
∫ T
0
sOλ(1)r
2
0 +
∫ T
0
s2Oλ(1)r0vn+1 +
∫ T
0
sOλ(1)r0(cdDv)n+ 1
2
+
∫ T
0
s2Oλ,K(sh)v
2
n+1 +
∫ T
0
sOλ,K(sh)vn+1(cdDv)n+ 1
2
+
∫ T
0
sOλ,K(sh)r0vn+1.
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We have thus achieved
µ =
∫ T
0
sλφ(a)
(
Au(t, a), u(t, a)
)
+ µr,
with u(t, a) =
(
(cdDv)n+ 1
2
, sλφ(a)vn+1
)t
and the symmetric matrix A defined in
Lemma 2.1.
From the choice made for the weight function β in Lemma 2.1 we find that:
µ ≥ Cα0
∫ T
0
sλφ(a)(cdDv)
2
n+ 1
2
+ Cα0
∫ T
0
s3λ3φ3(a)v2n+1 + µr,
with α0 > 0.
A.11 Proof of Lemma 4.15
By using Lemma 3.17 we have
Y13 = −
∫ T
0
r ¯˜ρ(a+)∂tv(a)(cdDv)n+ 3
2
+
∫ T
0
r ¯˜ρ(a−)∂tv(a)(cdDv)n+ 1
2
= −
∫ T
0
r ¯˜ρ(a+)∂tv(a)
(
(cdDv)n+ 1
2
+ J1vn+1 + J2(cdDv)n+ 1
2
+ J3h(rf)n+1
)
+
∫ T
0
r ¯˜ρ(a−)∂tv(a)(cdDv)n+ 1
2
,
where J1, J2 and J3 are given as in Lemma 3.17.
Since J2 = Oλ,K(sh) and r ¯˜ρ = 1 +Oλ,K(sh) we can write
Y13 =
∫ T
0
Oλ,K(sh)∂tv(a)(cdDv)n+ 1
2
−
∫ T
0
r ¯˜ρ(a+)J1v(a)∂tv(a)
−
∫ T
0
r ¯˜ρ(a+)J3∂tv(a)h(rf)n+1.
Futhermore, as f = f1 − ∂t(ρv) we thus find
Y13 =
∫ T
0
Oλ,K(sh)∂tv(a)(cdDv)n+ 1
2
−
∫ T
0
r ¯˜ρ(a+)J1v(a)∂tv(a)
−
∫ T
0
r ¯˜ρ(a+)J3∂tv(a)h
(
rf1 − r∂t(ρv)
)
n+1
.
With an integration by parts w.r.t t for the second term above we obtain
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Y13 =
∫ T
0
Oλ,K(sh)∂tv(a)(cdDv)n+ 1
2
+
1
2
∫ T
0
∂t
(
r ¯˜ρ(a+)J1
)
v2(a)
−
1
2
r ¯˜ρ(a+)J1v
2(a)|t=Tt=0 −
∫ T
0
r ¯˜ρ(a+)J3∂tv(a)h(rf1)n+1
+
∫ T
0
r ¯˜ρ(a+)J3∂tv(a)hrn+1
(
ρ∂tv + ∂tρv
)
n+1
=
∫ T
0
Oλ,K(sh)∂tv(a)(cdDv)n+ 1
2
+
1
2
∫ T
0
∂t
(
r ¯˜ρ(a+)J1
)
v2(a)
+ sOλ,K(1)v
2(a)|t=Tt=0 +
∫ T
0
Oλ,K(1)∂tv(a)h(rf1)n+1
+
∫ T
0
(
1 +Oλ,K(sh)
)
h
(
∂tv(a)
)2
+
1
2
∫ T
0
r ¯˜ρ(a+)J3h(r∂tρ)n+1∂t
(
v2(a)
)
,
where r ¯˜ρ, J3 are of the form 1 +Oλ,K(sh) and J1 of the form sOλ,K(1).
We apply an integration by parts in time for the last term
Y13 =
∫ T
0
Oλ,K(sh)∂tv(a)(cdDv)n+ 1
2
+
1
2
∫ T
0
∂t
(
r ¯˜ρ(a+)J1
)
v2(a)
+ sOλ,K(1)v
2(a)|t=Tt=0 +
∫ T
0
Oλ,K(1)∂tv(a)h(rf1)n+1
+
∫ T
0
(
1 +Oλ,K(sh)
)
h
(
∂tv(a)
)2
−
1
2
∫ T
0
∂t
(
r ¯˜ρ(a+)J3(r∂tρ)n+1
)
hv2(a)
+
1
2
r ¯˜ρ(a+)J3(r∂tρ)n+1hv
2(a, .)|t=Tt=0 .
Moreover, we have
∂ts = s(2t− T )θ = sT θO(1),
∂tρ = −ϕ(x)(∂ts)ρ = −ϕ(x)s(2t− T )θρ,
r∂tρ = −ϕ(x)s(2t− T )θ (A.10)
∂t(r∂tρ) = sT
2θ2O(1),
by using (2.2)- (2.3).
Now we estimate the terms ∂t
(
r ¯˜ρ(a+)J1
)
and ∂t
(
r ¯˜ρ(a+)J3(r∂tρ)n+1
)
. By re-
calling ∂tJ1 = sT θOλ,K(sh), ∂tJ3 = TθOλ,K(sh) as well as using Proposition 3.14
and (A.10) we obtain
∂t
(
r ¯˜ρ(a+)J1
)
= ∂t
(
r ¯˜ρ(a+)
)
J1 + r ¯˜ρ(a
+)∂tJ1
= sT θOλ,K(sh),
and
∂t
(
r ¯˜ρ(a+)J3(r∂tρ)n+1
)
= ∂t
(
r ¯˜ρ(a+)
)
J3(r∂tρ)n+1 + r ¯˜ρ(a
+)∂tJ3(r∂tρ)n+1 + r ¯˜ρ(a
+)J3∂t
(
(r∂tρ)n+1
)
= sT 2θ2Oλ,K(1).
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Thus Y13 can be written
Y13 =
∫ T
0
Oλ,K(sh)∂tv(a)(cdDv)n+ 1
2
+
∫ T
0
sT θOλ,K(sh)v
2(a)
+ sOλ,K(1)v
2(a)|t=Tt=0 +
∫ T
0
Oλ,K(1)∂tv(a)h(rf1)n+1
+
∫ T
0
(
1 +Oλ,K(sh)
)
h
(
∂tv(a)
)2
+
∫ T
0
T 2θ2Oλ,K(sh)v
2(a)
+
1
2
(1 +Oλ,K(s(t)h))h
(
− ϕ(a)s(t)(2t− T )θ(t)v2(a, .)
)
|t=Tt=0 .
We observe that for 0 < sh < ǫ3(λ) with ǫ3(λ) sufficiently small we have
r ¯˜ρ = 1 +Oλ,K(sh) > 0.
Additionally, ϕ(x) < 0 then the last term of Y13 are non-negative. From that,
we estimate Y13 as follows
Y13 ≥
∫ T
0
Cλ,Kh(∂tv(a))
2 +
∫ T
0
(
sT θOλ,K(sh) + T
2θ2Oλ,K(sh)
)
v2(a)
+ sOλ,K(1)v
2(a)|t=Tt=0 +
∫ T
0
Oλ,K(sh)∂tv(a)(cdDv)n+ 1
2
+
∫ T
0
Oλ,K(1)∂tv(a)h(rf1)n+1.
A.12 Proof of Lemma 4.16
On the one hands, as f = f1 − ∂t(ρv) we write
(rf)n+1 = (rf1)n+1 − (r∂t(ρv))n+1
= (rf1)n+1 −
(
(rρ)∂tv + (r∂tρ)v
)
n+1
= (rf1)n+1 − (∂tv)n+1 − sT θOλ(1)vn+1.
We thus obtain
|(rf)n+1|
2
≤ C
(
(rf1)
2
n+1 + (∂tv)
2
n+1 + s
2T 2θ2Oλ(1)v
2
n+1
)
. (A.11)
On the other hands,
[ρ1 ⋆ ρ2] = [ρ1⋆]a(ρ2)n+ 1
2
+ ρ1(a
+)[⋆ρ2]a, (A.12)
and we recall
(cdDv)n+ 3
2
− (cdDv)n+ 1
2
= [⋆cdDv]a = λs[⋆cφψ
′]avn+1 + r0,
where r0 is given in Lemma 3.17 as
r0 = sOλ,K(sh)vn+1 +Oλ,K(sh)(cdDv)n+ 1
2
+ hOλ,K(1)(rf)n+1,
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We then have
(cdDv)
2
n+ 3
2
= (cdDv)
2
n+ 1
2
+ [⋆cdDv]
2
a + 2[⋆cdDv]a(cdDv)n+ 1
2
= (cdDv)
2
n+ 1
2
+ λ2s2[⋆cφψ′]2av
2
n+1 + r
2
0 + 2λs[⋆cφψ
′]ar0vn+1
+2λs[⋆cφψ′]avn+1(cdDv)n+ 1
2
+ 2r0(cdDv)n+ 1
2
. (A.13)
and we compute
r20 = s
2Oλ,K(sh)
2v2n+1 +Oλ,K(sh)
2(cdDv)
2
n+ 1
2
+ h2Oλ,K(1)(rf)
2
n+1
+sOλ,K(sh)
2(cdDv)n+ 1
2
vn+1 + sOλ,K(sh)h(rf)n+1vn+1
+Oλ,K(sh)(cdDv)n+ 1
2
h(rf)n+1.
By applying Cauchy-Schwartz inequality we have
(cdDv)
2
n+ 3
2
≤ O(1)(cdDv)
2
n+ 1
2
+ s2Oλ(1)v
2
n+1 +O(1)r
2
0 (A.14)
r20 ≤ s
2Oλ,K(sh)
2v2n+1 +Oλ,K(sh)
2(cdDv)
2
n+ 1
2
+ h2Oλ,K(1)(rf)
2
n+1, (A.15)
sr0vn+1 ≤
(
s2Oλ,K(sh)+sOλ,K(1)
)
v2n+1+Oλ,K(sh)(cdDv)
2
n+ 1
2
+hOλ,K(sh)(rf)
2
n+1,
(A.16)
s2r0vn+1 ≤
(
s3Oλ,K(sh)+ǫs
3Oλ,K(1)
)
v2n+1+sOλ,K(sh)(cdDv)
2
n+ 1
2
+CǫhOλ,K(sh)(rf)
2
n+1,
(A.17)
sT θr0vn+1 ≤
(
s2TθOλ,K(sh) + sT
2θ2Oλ,K(sh)
)
v2n+1
+ sOλ,K(sh)(cdDv)
2
n+ 1
2
+ hOλ,K(sh)(rf)
2
n+1, (A.18)
sr0(cDv)n+ 1
2
≤ s3Oλ,K(sh)v
2
n+1+
(
sOλ,K(sh)+ǫsOλ,K(1)
)
(cdDv)
2
n+ 1
2
+CǫOλ,K(sh)h(rf)
2
n+1,
(A.19)
(∂tv(a))r0 ≤ Oλ,K(1)h(∂tv(a))
2+sOλ,K(sh)(cdDv)
2
n+ 1
2
+s3Oλ,K(sh)v
2
n+1+Oλ,K(1)h(rf)
2
n+1.
(A.20)
We estimate following terms
The first term, by using (A.14) we have∣∣∣Y (2,2)11 ∣∣∣ = ∫ T
0
sOλ,K(sh)
2(cdDv)
2
n+ 1
2
+ sOλ,K(sh)
2(cdDv)
2
n+ 3
2
≤
∫ T
0
sOλ,K(sh)
2(cdDv)
2
n+ 1
2
+
∫ T
0
s3Oλ,K(sh)
2v2n+1 +
∫ T
0
sOλ,K(sh)
2r20 .
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Moreover, by using (A.15) we obtain
∫ T
0
sOλ,K(sh)
2r20
≤
∫ T
0
s3Oλ,K(sh)
4v2n+1 +
∫ T
0
sOλ,K(sh)
4(cdDv)
2
n+ 1
2
+
∫ T
0
hOλ,K(sh)
3(rf)2n+1.
Then, by using (A.11) we estimate Y
(2,2)
11∣∣∣Y (2,2)11 ∣∣∣ ≤ ∫ T
0
s3Oλ,K(sh)
2v2n+1 +
∫ T
0
sOλ,K(sh)
2(cdDv)
2
n+ 1
2
+
∫ T
0
hOλ,K(sh)
3(rf)2n+1
≤
∫ T
0
(
s3Oλ,K(sh)
2 + sT 2θ2Oλ,K(sh)
4
)
v2n+1 +
∫ T
0
Oλ,K(sh)
3h(∂tv)
2
n+1
+
∫ T
0
sOλ,K(sh)
2(cdDv)
2
n+ 1
2
+
∫ T
0
hOλ,K(sh)
3(rf1)
2
n+1.
For the next term, using (A.12) and Lemma 3.17 we obtain
Y12 =
∫ T
0
sOλ(1)v(a)[cψ
′2 ⋆ (cdDv)]a
+
∫ T
0
sOλ,K(1)v(a)(cDv)n+ 1
2
+ sOλ,K(1)v(a)(cDv)n+ 3
2
=
∫ T
0
sOλ,K(1)v(a)(cdDv)n+ 1
2
+ sOλ,K(1)v(a)
(
(cdDv)n+ 1
2
+ sOλ(1)v(a) + r0
)
=
∫ T
0
sOλ,K(1)v(a)(cdDv)n+ 1
2
+ s2Oλ,K(1)v
2(a) + sOλ,K(1)v(a)r0.
Using (A.16) yields∫ T
0
sOλ,K(1)v(a)r0
≤
∫ T
0
(
s2Oλ,K(sh) + sOλ,K(1)
)
v2n+1 +
∫ T
0
Oλ,K(sh)(cdDv)
2
n+ 1
2
+
∫ T
0
hOλ,K(sh)(rf)
2
n+1.
By using (A.11) we obtain
|Y12| ≤
∫ T
0
(
s2Oλ,K(1) + sT
2θ2Oλ,K(sh)
2
)
v2n+1 +
∫ T
0
Oλ,K(sh)h(∂tv)
2
n+1
+
∫ T
0
Oλ,K(1)(cdDv)
2
n+ 1
2
+
∫ T
0
Oλ,K(sh)h(rf1)
2
n+1.
Moreover, we have
v˜n+ 1
2
= vn+1 −
h
2(cd)n+ 1
2
(cdDv)n+ 1
2
= vn+1 +O(h)(cdDv)n+ 1
2
,
v˜n+ 3
2
= vn+1 +O(h)(cdDv)n+ 3
2
. (A.21)
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By using (A.21), (A.14) we obtain
(v˜)2n+ 1
2
+ (v˜)2n+ 3
2
≤ O(1)v2n+1 +O(h
2)(cDv)2n+ 3
2
+O(h2)(cDv)2n+ 1
2
≤
(
O(1) +O(sh)2
)
v2n+1 +O(h
2)(cDv)2n+ 1
2
+O(h2)r20
Thus, we have the following estimate
∣∣∣Y (1,22)21 ∣∣∣ = ∫ T
0
(
s2O(1) + s3Oλ,K(sh)
2
)(
(v˜)2n+ 1
2
+ (v˜)2n+ 3
2
)
=
∫ T
0
s3Oλ,K(1)
(
(v˜)2n+ 1
2
+ (v˜)2n+ 3
2
)
≤
∫ T
0
s3Oλ,K(1)v
2
n+1 +
∫ T
0
sOλ,K(sh)
2(cdDv)
2
n+ 1
2
+
∫ T
0
sOλ,K(sh)
2r20 .
Futhermore, using (A.15) we have
∫ T
0
sOλ,K(sh)
2r20
≤
∫ T
0
s3Oλ,K(sh)
4v2n+1 +
∫ T
0
sOλ,K(sh)
4(cdDv)
2
n+ 1
2
+
∫ T
0
hOλ,K(sh)
3(rf)2n+1.
By using (A.11) we get∣∣∣Y (1,22)21 ∣∣∣ ≤ ∫ T
0
(
s3Oλ,K(1) + sT
2θ2Oλ,K(sh)
4
)
v2n+1 +
∫ T
0
Oλ,K(sh)
3h(∂tv)
2
n+1
+
∫ T
0
sOλ,K(sh)
3(cdDv)
2
n+ 1
2
+
∫ T
0
hOλ,K(sh)
3(rf1)
2
n+1.
For the term Y
(1)
22 we have
Y
(1)
22 =
∫ T
0
s3Oλ,K(1)v(a)
h2
2
(Dv)n+ 1
2
+ s3Oλ,K(1)v(a)
h2
2
(Dv)n+ 3
2
=
∫ T
0
(
sOλ,K(sh)
2(cdDv)n+ 1
2
+ sOλ,K(sh)
2(cdDv)n+ 3
2
)
v(a)
=
∫ T
0
(
sOλ,K(sh)
2(cdDv)n+ 1
2
+ s2Oλ,K(sh)
2v(a) + sOλ,K(sh)
2r0
)
v(a)
=
∫ T
0
sOλ,K(sh)
2v(a)(cdDv)n+ 1
2
+
∫ T
0
s2Oλ,K(sh)
2v2(a) +
∫ T
0
sOλ,K(sh)
2v(a)r0.
Using (A.16) we achieve∫ T
0
sOλ,K(sh)
2v(a)r0
≤
∫ T
0
s2Oλ,K(sh)
2v2n+1 +
∫ T
0
Oλ,K(sh)
3(cdDv)
2
n+ 1
2
+
∫ T
0
hOλ,K(sh)
3(rf)2n+1.
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Using (A.11), we estimate Y
(1)
22 as:∣∣∣Y (1)22 ∣∣∣ ≤ ∫ T
0
(
s2Oλ,K(sh)
2 + sT 2θ2Oλ,K(sh)
4
)
v2n+1 +
∫ T
0
Oλ,K(sh)
3h(∂tv)
2
n+1
+
∫ T
0
Oλ,K(sh)
3(cdDv)
2
n+ 1
2
+
∫ T
0
hOλ,K(sh)
3(rf1)
2
n+1.
And, using (A.21) and Lemma 3.17 we obtain
Y
(1)
23 =
∫ T
0
s2Oλ,K(1)(∂tv(a))
h
2
v˜n+ 1
2
+
∫ T
0
s2Oλ,K(1)(∂tv(a))
h
2
v˜n+ 3
2
=
∫ T
0
s2Oλ,K(1)(∂tv(a))
h
2
(
vn+1 +O(h)(cdDv)n+ 1
2
)
+
∫ T
0
s2Oλ,K(1)(∂tv(a))
h
2
(
vn+1 +O(h)(cdDv)n+ 3
2
)
=
∫ T
0
sOλ,K(sh)(∂tv(a))v(a) +
∫ T
0
Oλ,K(sh)
2(∂tv(a))(cdDv)n+ 1
2
+
∫ T
0
Oλ,K(sh)
2(∂tv(a))(cdDv)n+ 3
2
=
∫ T
0
sOλ,K(sh)(∂tv(a))v(a) +
∫ T
0
Oλ,K(sh)
2(∂tv(a))(cdDv)n+ 1
2
+
∫ T
0
Oλ,K(sh)
2(∂tv(a))
(
(cdDv)n+ 1
2
+ λs[⋆cφψ′]avn+1 + r0
)
.
In addition, with s, λ enough large, sh enough small and with applying Young’s
inequality and (A.20) yield
∫ T
0
sOλ,K(sh)(∂tv(a))v(a) ≤
∫ T
0
Oλ,K(sh)h(∂tv(a))
2 +
∫ T
0
s3Oλ,K(1)v
2(a).
∫ T
0
Oλ,K(sh)
2(∂tv(a))(cdDv)n+ 1
2
≤
∫ T
0
Oλ,K(sh)h(∂tv(a))
2+
∫ T
0
sOλ,K(sh)
2(cdDv)
2
n+ 1
2
.
∫ T
0
Oλ,K(sh)
2(∂tv(a))r0 ≤
∫ T
0
Oλ,K(sh)
2h(∂tv(a))
2 +
∫ T
0
sOλ,K(sh)
3(cdDv)
2
n+ 1
2
+
∫ T
0
s3Oλ,K(sh)
3(v)2n+1 +
∫ T
0
Oλ,K(sh)
2h(rf)2n+1.
Using (A.11), we estimate Y
(1)
23
Y
(1)
23 ≤
∫ T
0
(
s3Oλ,K(1) + sT
2θ2Oλ,K(sh)
3
)
v2n+1 +
∫ T
0
Oλ,K(sh)h(∂tv(a))
2
+
∫ T
0
sOλ,K(sh)
2(cdDv)
2
n+ 1
2
+
∫ T
0
Oλ,K(sh)
2h(rf1)
2
n+1.
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Applying Lemma 3.17 we have
Y
(1)
31 =
∫ T
0
Tθs2Oλ,K(1)v(a)
h
2
(Dv)n+ 1
2
+
∫ T
0
Tθs2Oλ,K(1)v(a)
h
2
(Dv)n+ 3
2
=
∫ T
0
sT θOλ,K(sh)v(a)(cdDv)n+ 1
2
+
∫ T
0
sT θOλ,K(sh)v(a)
(
sOλ,K(1)v(a) + r0
)
By using (A.18) we obtain∫ T
0
sT θOλ,K(sh)vn+1r0 ≤
∫ T
0
(
s2TθOλ,K(sh)
2 + sT 2θ2Oλ,K(sh)
2
)
v2n+1
+
∫ T
0
sOλ,K(sh)
2(cdDv)
2
n+ 1
2
+
∫ T
0
Oλ,K(sh)
2h(rf)2n+1.
We have∫ T
0
sT θOλ,K(sh)(cdDv)n+ 1
2
vn+1 ≤
∫ T
0
sT 2θ2Oλ,K(sh)v
2
n+1+
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 1
2
.
With (A.11) we thus estimate Y
(1)
31 as
∣∣∣Y (1)31 ∣∣∣ ≤ ∫ T
0
(
s2TθOλ,K(sh) + sT
2θ2Oλ,K(sh)
)
v2n+1 +
∫ T
0
Oλ,K(sh)h(∂tv)
2
n+1
+
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 1
2
+
∫ T
0
Oλ,K(sh)h(rf1)
2
n+1.
Next, by using (A.14) we estimate µ
(1)
1 as
µ(1) =
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 3
2
+
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 1
2
≤
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 1
2
+
∫ T
0
s3Oλ,K(sh)v
2
n+1 +
∫ T
0
sOλ,K(sh)r
2
0
By making use of (A.15) we have∫ T
0
sOλ,K(sh)r
2
0
≤
∫ T
0
s3Oλ,K(sh)
3v2n+1 +
∫ T
0
sOλ,K(sh)
3(cdDv)
2
n+ 1
2
+
∫ T
0
Oλ,K(sh)
2h(rf)2n+1.
Using (A.11) we obtain
µ
(1)
1 ≤
∫ T
0
(
s3Oλ,K(sh) + sT
2θ2Oλ,K(sh)
3
)
v2n+1 +
∫ T
0
Oλ,K(sh)
2h(∂tv)
2
n+1
+
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 1
2
+
∫ T
0
Oλ,K(sh)
2h(rf1)
2
n+1.
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By making use Lemma 3.17 we have
µ
(2)
1 =
∫ T
0
s2Oλ,K(sh)vn+1(cdDv)n+ 3
2
+
∫ T
0
s2Oλ,K(sh)vn+1(cdDv)n+ 1
2
=
∫ T
0
s2Oλ,K(sh)vn+1(cdDv)n+ 1
2
+
∫ T
0
s3Oλ,K(sh)v
2
n+1 +
∫ T
0
s2Oλ,K(sh)r0vn+1.
Applying Young’s inequality and using (A.17) yield∫ T
0
s2Oλ,K(sh)vn+1(cdDv)n+ 1
2
≤
∫ T
0
s3Oλ,K(sh)v
2
n+1+
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 1
2
.
∫ T
0
s2Oλ,K(sh)r0vn+1
≤
∫ T
0
s3Oλ,K(sh)
2v2n+1 +
∫ T
0
sOλ,K(sh)
2(cdDv)
2
n+ 1
2
+
∫ T
0
Oλ,K(sh)
2h(rf)2n+1.
Using (A.11) we have
µ
(2)
1 ≤
∫ T
0
(
s3Oλ,K(sh) + sT
2θ2Oλ,K(sh)
3
)
v2n+1 +
∫ T
0
Oλ,K(sh)
2h(∂tv)
2
n+1
+
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 1
2
+
∫ T
0
Oλ,K(sh)
2h(rf1)
2
n+1.
We thus obtain
µ1 ≤
∫ T
0
(
s3Oλ,K(sh) + sT
2θ2Oλ,K(sh)
3
)
v2n+1 +
∫ T
0
Oλ,K(sh)
2h(∂tv)
2
n+1
+
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 1
2
+
∫ T
0
Oλ,K(sh)
2h(rf1)
2
n+1.
Now, we estimate some terms of µr. By using (A.15)- (A.19) we have∫ T
0
sOλ(1)r
2
0
≤
∫ T
0
s3Oλ,K(sh)
2v2n+1 +
∫ T
0
sOλ,K(sh)
2(cdDv)
2
n+ 1
2
+
∫ T
0
Oλ,K(sh)h(rf)
2
n+1.
∫ T
0
s2Oλ(1)r0vn+1 ≤
∫ T
0
(
s3Oλ,K(sh) + ǫs
3Oλ,K(1)
)
v2n+1
+
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 1
2
+ Cǫ
∫ T
0
Oλ,K(sh)h(rf)
2
n+1.
62
∫ T
0
sOλ(1)r0(cdDv)n+ 1
2
≤
∫ T
0
s3Oλ,K(sh)v
2
n+1 + Cǫ
∫ T
0
Oλ,K(sh)h(rf)
2
n+1
+
∫ T
0
(
sOλ,K(sh) + ǫsOλ,K(1)
)
(cdDv)
2
n+ 1
2
.
∫ T
0
sOλ,K(sh)vn+1(cdDv)n+ 1
2
≤
∫ T
0
sOλ,K(sh)(cdDv)
2
n+ 1
2
+
∫ T
0
sOλ,K(sh)v
2
n+1.
Using (A.11) we have:
µr ≤
∫ T
0
(
s3Oλ,K(sh) + sT
2θ2Oǫ,λ,K(sh)
2 + ǫs3Oλ,K(1)
)
v2n+1
+
∫ T
0
Oǫ,λ,K(sh)h(∂tv)
2
n+1 +
∫ T
0
Oǫ,λ,K(sh)h(rf1)
2
n+1
+
∫ T
0
(
sOλ,K(sh) + ǫsOλ,K(1)
)
(cdDv)
2
n+ 1
2
.
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