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Abstract
In this paper, we introduce a computational framework for recovering a high-resolution approximation
of an unknown function from its low-resolution indirect measurements as well as high-resolution training
observations by merging the frameworks of generalized sampling and functional principal component analysis.
In particular, we increase the signal resolution via a data driven approach, which models the function of
interest as a realization of a random field and leverages a training set of observations generated via the
same underlying random process. We study the performance of the resulting estimation procedure and show
that high-resolution recovery is indeed possible provided appropriate low-rank and angle conditions hold
and provided the training set is sufficiently large relative to the desired resolution. Moreover, we show that
the size of the training set can be reduced by leveraging sparse representations of the functional principal
components. Furthermore, the effectiveness of the proposed reconstruction procedure is illustrated by various
numerical examples.
Keywords: High-dimensional reconstructions, Sparse PCA, Wavelet reconstructions, Fourier sampling,
Data-driven inverse problems, Low-rank recovery models, Super-resolution
1 Introduction
Let L2(D;C) := {f : D 7→ C :
∫
D |f(u)|2 du < ∞} be the space of square-integrable complex-
valued functions supported on a compact domain D ⊆ Rd, with the standard inner product and
norm denoted by 〈·, ·〉 and ‖ ·‖, respectively. Let f ∈ L2(D;C) be a realization of a L2(D;C)-valued
random field F with a probability measure P . In this paper, we consider the problem of recovering a
high-resolution approximation of signal f with respect to the first p ∈ N elements of an orthonormal
basis {ϕ`}`∈N in L2(D;C) (e.g. a wavelet basis), from two combined sets of measurements:
(i) noisy low-resolution measurements of f with respect to the first q ∈ N elements of another
potentially different Riesz basis {ψk}k∈N in L2(D;C) (e.g. a Fourier basis), namely
〈f, ψk〉+ wk, k = 1, . . . , q, (1)
where the highest sampled frequency (i.e. sampling bandwidth) q is relatively small compared
to the desired resolution p and wk ∈ C is a realization of a random noise, as well as
(ii) noisy high-resolution measurements of a realization f1, . . . , fn of a random sample F1, . . . , Fn
from the probability measure P , namely training observations that consist of
〈fi, ϕ`〉+ zi`, ` = 1, . . . , p, i = 1, . . . , n, (2)
where zi` ∈ C is a realization of a random noise.
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Specifically, we want to recover f in a high-resolution subspace Gp := span{ϕ1, . . . , ϕp} ⊆
L2(D;C), so that its reconstruction achieves the high-resolution approximation rate ‖f − QGpf‖,
where QGpf :=
∑p
`=1〈f, ϕ`〉ϕ` is the orthogonal projection of f onto Gp and thus the best possible
approximation of f in Gp. It is important to note that normally, such high-resolution rate of ap-
proximation cannot be achieved solely from the low-resolution measurements (1) of f and typically
requires increasing the highest sampled frequency q = q(p) relative to the desired resolution p. In
this paper, we keep q independent of p and instead increase the size of the training set n = n(p) rel-
ative to p, thereby leveraging the implicit statistical information given through the high-resolution
training observations (2).
To recover f from its low-resolution indirect samples (1), so that the corresponding recon-
struction may achieve the high-resolution rate associated with Gp, in this paper, we propose to
compute the coefficients of f with respect to the functional principal components constructed
from the high-resolution training data (2). Specifically, we recover f in a reconstruction sub-
space Eˆpm ⊆ Gp, which is constructed from the first m p-dimensional (sparse) eigenvectors of
the sample covariance matrix associated with observations (2), and which estimates the subspace
Em := span{φ1, . . . , φm} ⊆ L2(D;C) spanned by the first m eigenfunctions ordered by the magni-
tude of the corresponding eigenvalues, λ1 ≥ λ2 ≥ · · · , of the covariance operator associated with
the probability measure P .
Furthermore, we investigate the conditions under which a stable high-resolution reconstruction
can be guaranteed for any realization of F and F1, . . . , Fn. In particular, we show that, in the
case of a Gaussian measure P and Gaussian noise, if m and q = q(m) are such that the distance
between the subspaces Em and Fq := span{ψ1, . . . , ψq} ⊆ L2(D;C) is not too large, then the
corresponding estimator of F is consistent as m, q/m, p/m, n/(pm) → ∞. Moreover, if q = q(m)
and n = n(p) are sufficiently large, the rate of estimation corresponds to the maximum of the two
terms, E‖F−QEmF‖ and maxj=1,...,m ‖φj−QGpφj‖, implying that, if P is a low rank measure so that∑m
j=1 λj is sufficiently small, then we can achieve the same rate of estimation as the best possible
approximation rate in Gp. Thus, our reconstruction from the low-resolution measurements in Fq
can achieve the high-resolution associated with Gp as p increases, only at the price of increasing the
size of the training set n.
1.1 Motivation and relation to previous work
Reconstructing a function f from the linear functionals (1) is an important problem in mathemati-
cal signal processing dating back to Shannon [Shannon, 1948], which regained an increased interest
over the past decades leading to a boom of areas such as compressed sensing [Cande`s et al., 2006,
Donoho, 2006] and super-resolution [Blu et al., 2008, Cande`s and Fernandez-Granda, 2014]. In sig-
nal and image processing applications, f represents an unknown audio signal or an image that needs
to be recovered from a small amount of its fixed indirect measurements given by a sensing device.
For instance, if the measurements are taken with respect to Fourier exponentials, then such problem
arises in medical imaging, such as magnetic resonance imaging (MRI), as well as in radar and geo-
physical imaging; whereas, if the sampling system is a pixel basis (the basis induced by the scaling
function of Haar wavelets), then such scenario arises in lens-less optical imaging for example.
To address such problem, building upon the previous works of [Unser and Aldroubi, 1994,
Eldar, 2003, Hrycak and Gro¨chenig, 2010], [Adcock and Hansen, 2012, Adcock et al., 2013] intro-
duced a computational framework known as Generalized Sampling (GS) that recovers an approxi-
mation of an element f of a separable Hilbert space H with respect to any desired reconstruction
basis (or more generally, a frame) in H, from its finitely many functional measurements taken with
respect to any other basis in H, such as those given in (1). GS guarantees a noise-robust reconstruc-
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tion, which attains the best possible approximation rate in the reconstruction space Gp, provided
the distance between the sampling space Fq and the reconstruction space Gp is not too large.
Such reconstruction was then analyzed for different choices of sampling and reconstruction spaces,
see e.g. [Adcock et al., 2014b, Adcock et al., 2014a, Adcock et al., 2015, Adcock et al., 2019]. The
GS framework has also been combined with `1-regularization yielding insights into so-called infinite-
dimensional compressed sensing [Adcock and Hansen, 2016, Adcock et al., 2017]. The results therein
established that, if f is sparse with respect to Gp, then by means of `1-regularization one still may
stably reconstruct f in Gp even if only randomly sub-sampling in Fq. However, even though by
random sub-sampling in Fq the total number of samples can be substantially reduced, the condition
on not too large distance between the spaces Fq and Gp remains, meaning that the highest sampled
frequency q has to be large relative to the desired resolution p. In applications such as MRI for ex-
ample, this may present a time-consuming constraint since, (especially) when under-sampling, high
frequencies in the Fourier domain need to be acquired. Also, in applications where fast calibration
of an imaging device with respect to non-orthogonal bases is crucial for a real-time operation, such
as optical endoscopy for example, time-consuming calibration is typically needed for high-resolution
image recovery [Gataric et al., 2019].
Unlike these previous works, in the present paper, instead of reconstructing a generic deter-
ministic L2-function, we model the signal of interest as an observation from a L2-valued random
field with a probability measure P whose structure can be learned through a training set. There-
fore, we can adapt our sampling scheme more closely to the object being sampled, namely to the
specific probability measure at hand, and thereby possibly reduce the highest frequency q required
for the high-resolution recovery in Gp. In particular, the reconstruction procedure proposed in this
paper, which we call GS-FPCA, combines the aforementioned GS framework with the data-driven
approach of Functional Principal Component Analysis (FPCA) from functional data analysis, see
e.g. [Ramsay and Silverman, 2005, Hall et al., 2006]. By means of FPCA, we construct a suitable
reconstruction subspace in Gp from the training observations (2), thereby circumventing the re-
quirement on the distance between subspaces Fq and Gp, which is replaced by a condition on the
distance between Fq and the space Em spanned by the first m eigenfunctions of the underlying
probability measure P . Therefore, we can ensure a stable high-resolution reconstruction in Gp pro-
vided the angle between the spaces Fq and Em is positive, even in scenarios when the angle between
the spaces Fq and Gp is zero.
Previous proposals to use a PCA-regularized reconstruction for increasing image resolution most
notably appear within the problem of face hallucination, the term first coined in the seminal work of
[Baker and Kanade, 2000] in the field of computer vision. In particular [Capel and Zisserman, 2001]
suggest super-resolving a face image by transferring it from a pixel to an eigenface-domain con-
structed via a training set of high-resolution images, which was then combined with a face recog-
nition task in [Gunturk et al., 2003]. Such technique is also used as the initial step in two-stage
super-resolution algorithms that combine a global PCA model with a local patch model, see for ex-
ample [Liu et al., 2007, Yang et al., 2010]. These earlier works operate within a finite-dimensional
setting, which could be deduced from the infinite-dimensional model of this paper by constraining
Gp to the p-dimensional pixel basis and defining the sampling space as the q-dimensional pixel basis,
i.e. Fq := Gq, q < p. In contrast, in this paper we consider a more general infinite-dimensional
framework for computing a stable high-resolution approximation of an unknown object of poten-
tially infinite resolution, which is sampled via a flexible measurement model with respect to any
(non-orthogonal) basis, making it applicable to a wider range of practical scenarios. Our framework
also allows for recovery of sparse representations of the unknown object with respect to different
bases, such as wavelets for example, thereby potentially decreasing the required size of the training
set. Furthermore, as a result of deploying an infinite-dimensional framework, we provide insights
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into the conditions on the problem parameters under which it is possible to guarantee that such a
procedure succeeds in high-resolution recovery.
Another notable example of leveraging low-rank structure of the underlying signal being recov-
ered appears in acceleration schemes for dynamic MRI [Lingala et al., 2011, Zhao et al., 2012], and
more recently for functional MRI [Chiew et al., 2016] and MR fingerprinting [Zhao et al., 2018].
There, typically, a sequence of images over time is reconstructed with respect to the principal
components (PCs) estimated from training images with low spatial resolution and high temporal
sampling rate. A crucial difference from the approach presented here is that, instead of increasing
the temporal resolution, we are interested in increasing the spatial resolution, and therefore, we con-
sider PCs estimated from training observations with a high spatial resolution so that subsequently
we can allow for a high-resolution image recovery from its low-resolution (Fourier) measurements.
The remainder of the paper is organized as follows. Since in this work we leverage GS and
FPCA, we dedicate Sections 2 and 3 to review the main concepts from these frameworks, where
in Sections 2.1 and 3.1, we derive additional results used later on. In Section 4, the proposed
GS-FPCA reconstruction method is formulated and its theoretical performance is analyzed with
respect to different problem parameters. Additionally, in Sections 4.1 and 4.2 we describe variants
of GS-FPCA that arise due to the regularization techniques of sparse PCA and ridge regression. In
Section 5, the empirical performance of GS-FPCA is investigated in different simulation scenarios.
Specifically, in Section 5.1 we use a 1D generative model, while in Section 5.2, we use 2D brain-
phantom images. In Section 6, we conclude with discussions and future work.
2 Generalized Sampling (GS)
Given measurements {〈f, ψk〉}qk=1 of an unknown function f ∈ L2(D;C) with respect to the first q
elements of a basis {ψk}k∈N in L2(D;C), GS recovers f with respect to the first p elements of any
desired, potentially different basis {ϕ`}`∈N in L2(D;C). Specifically, if Gp := span{ϕ1, . . . , ϕp} ⊆
L2(D;C) denotes the desired reconstruction space and Fq := span{ψ1, . . . , ψq} ⊆ L2(D;C) denotes
the given sampling space, and if QGpf and QFqf denote the orthogonal projections of f to the
respective subspaces, then the GS reconstruction
f˜GS :=
p∑
`=1
a˜`ϕ` ∈ Gp, (3)
is defined so that it satisfies condition 〈QFq f˜GS, ϕ`〉 = 〈QFqf, ϕ`〉, ` = 1, . . . , p. Equivalently, the
coefficients {a˜`}p`=1 of the GS reconstruction f˜GS correspond to the least-square solution of the
linear system 〈ϕ1, ψ1〉 · · · 〈ϕp, ψ1〉... ...
〈ϕ1, ψq〉 · · · 〈ϕp, ψq〉

a1...
ap
 =
〈f, ψ1〉...
〈f, ψq〉
 , (4)
i.e. they can be computed as argmin{aj}pj=1∈Cp
∑q
k=1
∣∣〈f, ψk〉 −∑p`=1 a`〈ϕ`, ψk〉∣∣2. By the results of
[Adcock et al., 2013] we know that, if
cos∠(Gp,Fq) := inf{g∈Gp:‖g‖=1} ‖QFqg‖ > 0,
then for any f ∈ L2(D;C) there exists a unique reconstruction f˜GS, which satisfies the sharp bound
‖f˜GS − f‖ ≤ sec∠(Gp,Fq)‖QGpf − f‖. (5)
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Moreover, for any fixed p and arbitrarily small  > 0, the angle condition cos∠(Gp,Fq) ≥  is
satisfied for any sufficiently large q = q(p, ), and thus f˜GS achieves the best possible approximation
rate in Gp up to a constant. Also, the condition number of such reconstruction, which is defined
to indicate reconstruction stability to measurement perturbations 〈f + g, ψk〉, g ∈ L2(D;C), is
proportional to sec∠(Gp,Fq). The work of [Adcock et al., 2013] further shows that, if {ψk}k∈N is
a Riesz basis with Riesz constants r1, r2 > 0 such that
r1‖b‖`2 ≤
∥∥∥∑
k∈N
bkψk
∥∥∥ ≤ r2‖b‖`2 , ∀b = {bk}k∈N ∈ `2(N), (6)
and {ϕ`}`∈N is an orthonormal basis, then sec∠(Gp,Fq) ≤ √r2/σmin(Ap,q) ≤
√
r2/r1 sec∠(Gp,Fq),
where σmin(Ap,q) denotes the minimal singular value of the system matrix Ap,q in (4), namely
σmin(Ap,q) := λmin(A
∗
p,qAp,q)
1/2, where λmin is the minimal eigenvalue and A
∗
p,q is the adjoint of
Ap,q. Note that r1 = r2 = 1 when {ψk}k∈N is an orthonormal basis.
We remark that, alternatively, the angle condition can be interpreted so that for any fixed q and
, resolution p = p(q, ) needs to be sufficiently small. As we decrease the number of measurements
q we also need to decrease resolution p so that the angle condition is satisfied, but the rate at
which this happens depends on the specific choices of spaces Gp and Fq, and has been analyzed in
a variety of settings, see e.g. [Adcock et al., 2014b, Adcock et al., 2014a, Adcock et al., 2019]. In
particular, if Fq is spanned by a Fourier basis or frame, it is known that this rate is linear when Gp
is spanned by wavelets, and quadratic when Gp is spanned by polynomials.
2.1 Generalized sampling with random noise
In what follows, we consider the error bound (5) when the measurements of f are perturbed
by random noise. To this end, let us assume that the measurements are {〈f, ψk〉 + Wk}qk=1,
where W1, . . . ,Wq are i.i.d. Gaussian random variables in C with mean zero and variance σ2,
i.e. Re(W1), Im(W1), . . . ,Re(Wq), Im(Wq) are i.i.d. Gaussian random variables in R with mean zero
and variance σ2/2. Let us now define
fˆGS :=
p∑
`=1
aˆ`ϕ`, (7)
where {aˆj}pj=1 := argmin{aj}pj=1∈Cp
∑q
k=1
∣∣〈f, ψk〉 + Wk − ∑p`=1 a`〈ϕ`, ψk〉∣∣2. For simplicity, let
{ψk}k∈N be a Riesz basis such that (6) holds and {ϕ`}`∈N an orthonormal basis, so that we can use
σmin(Ap,q) ≥ √r1 cos∠(Gp,Fq) as well as ‖fˆGS − f˜GS‖ = ‖aˆ− a˜‖2, where Ap,q is the system matrix
in (4), f˜GS is defined in (3) and ‖aˆ − a˜‖2 :=
(∑p
j=1 |aˆj − a˜j |2
)1/2
. Since for any complex-valued
matrix A, we have
σmin(A) = σmin
(
Re(A) −Im(A)
Im(A) Re(A)
)
then by the finite-sample bound for the least squares estimator, see e.g. [Hsu et al., 2012b], for any
δ0 > 0 we have P
{
σmin(Ap,q)‖aˆ − a˜‖2 > σ
√
(2p+ 2 log(1/δ0))/q
}
< δ0. Therefore, by the triangle
inequality, if cos∠(Gp,Fq) > 0, then with probability at least 1− δ0, fˆGS satisfies
‖fˆGS − f‖ ≤ sec∠(Gp,Fq)
{
‖QG⊥p f‖+ σ
√
(2p+ 2 log(1/δ0))/(qr1)
}
. (8)
Moreover, similarly to the approach by [Cohen et al., 2013], if we assume a uniform bound on f ,
that is, for a τ > 0 we consider functions f ∈ L2(D;C) such that supu∈D |f(u)| ≤ τ , and define a
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truncation operator
Tτ (g) := sign(g) min{|g|, τ}, g ∈ L2(D;C), (9)
so that we may use ‖Tτ (g) − f‖ ≤ min{‖g − f‖, 2τ∆}, where ∆ :=
√∫
D du, then from the high
probability bound in (8) we obtain the expectation bound
E‖Tτ (fˆGS)− f‖ ≤ sec∠(Gp,Fq)
{
‖QG⊥p f‖+ σ
√
(2p+ 2 log(1/δ0))/(qr1)
}
+ 2τ∆δ0.
Furthermore, due to [Mallat, 2008], we know that if Gp is the subspace spanned by the boundary-
corrected Daubechies wavelets with s vanishing moments and f is γ-Holder continuous, γ ∈ (0, s),
then ‖QG⊥p f‖ = O(p−γ). Thus, in this case, for δ0 := e−p and  > 0, if p and q are such that
cos∠(Gp,Fq) >  and e−pτ∆ . p−γ + σ
√
p/q, then
E‖Tτ (fˆGS)− f‖ = O
(
1/pγ + σ
√
p/q
)
. (10)
3 Functional Principal Component Analysis (FPCA)
If F is a random field with probability measure P on L2(D;C) with mean µ(u) := E[F (u)] and
covariance K(u, v) := E[(F (u) − µ(u))(F (v)− µ(v))], u, v ∈ D, then by Mercer’s lemma, there
exist a non-increasing sequence of non-negative eigenvalues λ1 ≥ λ2 ≥ · · · ≥ 0 and an orthonormal
sequence of eigenfunctions {φj}j∈N of the covariance operator K such that
∫
DK(u, v)φj(u) du =
λjφj(v), K(u, v) =
∑
j∈N λjφj(u)φj(v) and such that
F = µ+
∑
j∈N
√
λjξjφj , (11)
where ξj := λ
−1/2
j 〈F − µ, φj〉 are uncorrelated random variables with zero mean and unit variance.
Moreover, if F is a Gaussian field, then ξj are standard Gaussian random variables. Eigenfunctions
{φj}j∈N are also known as functional principal components (FPCs) of F and the expression (11) is
known as the Karhunen-Loeve (KL) expansion of F , see for example [Ramsay and Silverman, 2005].
Such representation of F is known to be optimal in the following sense:
{φj}mj=1 = argmin
{{ϕj}mj=1:〈ϕj ,ϕk〉=δjk}
E‖F − µ−
m∑
j=1
〈F − µ, ϕj〉ϕj‖2, (12)
for any m ∈ N, where δjk = 1 if j = k and zero otherwise.
3.1 Empirical high-resolution functional principal components
Since in practice we observe only finitely many noisy coefficients of F with respect to the first p
elements of an orthonormal basis {ϕj}j∈N, let us now consider the finite-dimensional high-resolution
subspace Gp := span{ϕ1, . . . , ϕp} ⊆ L2(D;C) and let QGp denote the orthogonal projection onto
Gp. First, consider a Gp-valued random variable QGpF =
∑p
j=1〈F,ϕj〉ϕj , whose mean is denoted by
µp := E[QGpF ] = QGpµ and covariance Kp(u, v) := E[(QGpF (u) − µp(u))(QGpF (v)− µp(v))], with
the corresponding eigenfunctions and eigenvalues denoted by {φpj}pj=1 and {λpj}pj=1, respectively. If
we now define a Cp-valued random variable
X := X(F ) = (〈F,ϕ1〉, . . . , 〈F,ϕp〉)>,
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we see that its mean vector µX := E[X] is equal to (〈µ, ϕ1〉, . . . , 〈µ, ϕp〉)> and its covariance matrix
ΣX := E[(X−µX)(X − µX)] satisfies Kp(u, v) = (ϕ1(u), . . . , ϕp(u))ΣX(ϕ1(v), . . . , ϕp(v))>. Writing
epj := (〈φpj , ϕ1〉, . . . , 〈φpj , ϕp〉)>, j = 1, . . . , p,
it then follows that ΣXe
p
j = λ
p
je
p
j and Σ
(k`)
X =
∑p
j=1 λ
p
j 〈φpj , ϕk〉〈φpj , ϕ`〉, k, ` = 1, . . . , p. Moreover,
if F is a Gaussian random field, then X is a multivariate Gaussian with mean µX and covariance
ΣX , since any finite-dimensional section of a Gaussian process is a multivariate Gaussian.
We can now model the training observations (2) as realizations of i.i.d. multivariate random
variables
Yi := Yi(Fi, Zi) = Xi(Fi) + Zi, i = 1, . . . , n, (13)
where Xi := Xi(Fi) = (〈Fi, ϕ1〉, . . . , 〈Fi, ϕp〉)>, F1, . . . , Fn ∼iid P and Z1, . . . , Zn are i.i.d. Gaus-
sian on Cp with mean zero and covariance σ˜2Ip, which are also independent of F1, . . . , Fn. If P
is Gaussian, then Y1, . . . , Yn are Gaussian with mean µY = µX and covariance ΣY = ΣX + σ˜
2Ip,
in which case it is known that the eigenvectors eˆp1, . . . , eˆ
p
p of the sample covariance matrix ΣˆY :=
n−1
∑n
i=1(Yi − µˆY )(Yi − µˆY ), where µˆY := n−1
∑n
i=1 Yi, are consistent estimators of the eigenvec-
tors ep1, . . . , e
p
p of ΣX as p/n → 0, e.g. [Koltchinskii and Lounici, 2017b]. Moreover, by utilizing
the classical results of the Galerkin method, e.g. [Babusˇka and Osborn, 1987], we can obtain the
following high-probability bound on the distance between the space spanned by the eigenfunctions
at the population level, Em := span{φ1, . . . , φm}, and the space spanned by the high-resolution
empirical eigenfunctions, Eˆpm := span{φˆp1, . . . , φˆpm}, where φˆpj := (ϕ1, . . . , ϕp)eˆpj .
Lemma 1. Let P be a Gaussian measure on L2(D;C) with mean µ, eigenfunctions {φj}j∈N and
eigenvalues {λj}j∈N, and let {ϕj}j∈N be an orthonormal basis in L2(D;C). For any m ∈ N and
p ≥ m, let Em := span{φ1, . . . , φm}, Gp := span{ϕ1, . . . , ϕp}, p := maxj=1,...,m ‖QG⊥p φj‖ and
′p := ‖QG⊥p µ‖. For any n ≥ p, let F1, . . . , Fn ∼iid P and let Y1, . . . , Yn be as in (13), and also
define µˆp := (ϕ1, . . . , ϕp)µˆY , φˆ
p
j := (ϕ1, . . . , ϕp)eˆ
p
j , and Eˆpm := span{φˆp1, . . . , φˆpm}. Then
(a) there exist C, C˜ and p0 such that for any p ≥ max{p0,m} and δ ∈ [2e−n, 1) with probability at
least 1− δ we have
sin∠(Em, Eˆpm) ≤ Cp
√
m
2
+
2C˜
√
m(λ1 + σ˜
2)
λm − λm+1 − Cλ2m2p
(√
p
n
+
√
1
n
log
2
δ
)
=: ˜mpnδ,
provided that λm − λm+1 > Cλ2m2p + 2C˜(λ1 + σ˜2)(
√
p/n+
√
log(2/δ)/n),
(b) for any δ′ ∈ (0, 1) with probability at least 1− δ′ we have
‖µ− µˆp‖ ≤ ′p +
√
λ1 + σ˜2
(√
p
n
+
√
2
n
log
1
δ′
)
=: ¯pnδ′ .
The proof of Lemma 1 is given in Appendix A. We now discuss the order of bounds ˜mpnδ and
¯pnδ′ derived in this lemma, since these play an important role later on. First of all, observe that
the order of the second summand in these bounds is
√
mp/n and
√
p/n respectively, provided
that δ, δ′ ≥ 2e−p/2. Moreover, if P is a probability measure on the space of γ-Holder continuous
functions and Gp is the p-dimensional space of boundary-corrected wavelets with s > γ vanishing
moments, then max{p, ′p} = O(p−γ), and therefore, if also δ, δ′ ≥ 2e−p/2, we have
max{˜mpnδ, ¯pnδ′} = O
(√
m/pγ + (λ1 + σ˜
2)
√
mp/n
)
. (14)
Note that such bound improves with increasing p, provided n is also increasing. In particular, if
n & p2γ+1, then we can obtain the Gp-rate of approximation, p−γ , up to factor
√
m, namely for
such n we have the bound of order
√
m/pγ .
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4 GS-FPCA reconstruction method
In this section, we introduce and analyze a method for estimating a L2(D;C)-valued random field
F from its measurements taken with respect to the first q elements of a Riesz basis {ψk}k∈N in
L2(D;C) such that Riesz inequality (6) holds, by leveraging the statistical information contained
in the coefficients of a random sample F1, . . . , Fn with respect to the first p elements of another
orthonormal basis {ϕ`}`∈N in L2(D;C). To this end, we consider the following random variables:
(i) {〈F,ψk〉 + Wk}qk=1, where W1, . . . ,Wq are i.i.d. Gaussian in C with mean zero and variance
σ2, which are also independent of F1, . . . , Fn. In particular, these random variables yield a
realization of the low-resolution measurements in (1).
(ii) {Yi := Yi(Fi, Zi) = (〈Fi, ϕ1〉 + Zi1, . . . , 〈Fi, ϕp〉 + Zip)>}ni=1, where {Zi := (Zi1, . . . , Zip)>}ni=1
are i.i.d. Gaussian in Cp with mean zero and covariance σ˜2Ip, which are also independent of
Fi’s and Wk’s. As discussed previously, we model our high-resolution training set (2) as a
realization of such random variables.
We define the reconstruction space as
Eˆpm := span{φˆp1, . . . , φˆpm}, (15)
where φˆpj := (ϕ1, . . . , ϕp)eˆ
p
j and eˆ
p
j is defined as the jth eigenvector of the sample covariance
ΣˆY := n
−1∑n
i=1(Yi − µˆY )(Yi − µˆY ), where µˆY := n−1
∑n
i=1 Yi denotes the sample mean. Namely,
eˆpj := argmin{v∈Cp:‖v‖2=1}
v¯Σˆ
(j−1)
Y v, j = 1, . . . , p, (16)
where Σˆ
(j)
Y := (Ip − eˆpj eˆpj )Σˆ(j−1)Y (Ip − eˆpj eˆpj ) and Σˆ(0)Y := ΣˆY . Writing µˆp := (ϕ1, . . . , ϕp)µˆY , we now
propose to estimate F − µˆp in the reconstruction space Eˆpm defined in (15). Specifically, we define
the estimator of F as
FˆGS-FPCA := µˆp +
m∑
j=1
αˆjφˆ
p
j , (17)
where the coefficients {αˆj}mj=1 are the least-square solution to the linear system〈φˆ
p
1, ψ1〉 · · · 〈φˆpm, ψ1〉
...
...
〈φˆp1, ψq〉 · · · 〈φˆpm, ψq〉

α1...
αm
 =
〈F,ψ1〉+W1...
〈F,ψq〉+Wq
−
〈µˆp, ψ1〉...
〈µˆp, ψq〉
 , (18)
namely
{αˆj}mj=1 := argmin
{αj}mj=1∈Cm
q∑
k=1
∣∣〈F,ψk〉+Wk − 〈µˆp, ψk〉 − m∑
j=1
αj〈φˆpj , ψk〉
∣∣2. (19)
It is useful to note that, if we denote the random system matrix in (18) by Aˆm,q, which takes values
in Cq×m, and the system matrix in (4) by Ap,q ∈ Cq×p, since 〈φˆpj , ψk〉 =
∑p
`=1(eˆ
p
j )
(`)〈ϕ`, ψk〉 and
〈µˆp, ψk〉 =
∑p
`=1(µˆY )
(`)〈ϕ`, ψk〉, we have Aˆm,q = Ap,q(eˆp1, . . . , eˆpm).
When compared to the GS-reconstruction fˆGS defined in (7), our reconstruction FˆGS-FPCA
defined in (17) also takes values in Gp, but now the well-posedness of our solution depends on the
value of random variable cos∠(Eˆpm,Fq) ∝ σmin(Aˆm,q) instead of cos∠(Gp,Fq) ∝ σmin(Ap,q). For
a sufficiently large n, we can show that our proposed estimator can stably achieve the Gp-rate
of approximation provided m and q are such that cos∠(Em,Fq) is bounded away from zero and
‖QE⊥m(F − µ)‖ is sufficiently small. Specifically, we can show the following.
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Theorem 2. Consider the setting of Lemma 1 and let m, q, p, n and δ be such that sin∠(Em,Fq) <
1 − ˜mpnδ, where Fq := span{ψ1, . . . , ψq} and {ψk}k∈N is such that (6) holds. Then there exists
p0 such that for any p ≥ max{p0,m}, n ≥ p and any L2(D;C)-valued random field F , estimator
FˆGS-FPCA defined in (17) satisfies
‖FˆGS-FPCA − F‖ ≤
‖QE⊥m(F − µ)‖+ ˜mpnδ‖F − µ‖+ ¯npδ′ + σ(2m+ 2 log(1/δ′′))1/2(qr1)−1/2
1− sin∠(Em,Fq)− ˜mpnδ
with probability at least 1− δ − δ′ − δ′′.
The proof of this theorem is given in Appendix A, while here we discuss its consequences. First
recall that due to (14), if the approximation rate in Gp is of order p−γ and if n & p2γ+1, as well as
δ, δ′ ≥ 2e−p/2, then max{˜mpnδ, ¯pnδ′} = O
(√
m/pγ
)
. Thus, if also δ′′ ≥ e−m, under the conditions
of Theorem 2—namely, for a fixed m and constant  & √m/pγ0 , if q = q(m) is sufficiently large so
that cos∠(Em,Fq) >
√
—then, with probability at least 1− δ − δ′ − δ′′, we have
‖FˆGS-FPCA − F‖ = O
(
‖QE⊥m(F − µ)‖+ (‖F − µ‖+ 1)
√
m/pγ + σ
√
m/q
)
.
We note that this result holds for any L2(D;C)-valued random field F , however if F ∼ P and F is
independent of F1, . . . , Fn, as well as of the noise variables Zi’s and Wk’s, then we can bound the
expectation of the right-hand side by using the KL expansion of F (11). In particular, similarly as
in Section 2.1, by introducing the truncation operator (9) and considering probability measure P on
the space of uniformly τ -bounded functions in L2(D;C), if n & p2γ+1 and p and m are sufficiently
large so that e−p/2 + e−m .
{(∑
j>m λj
)1/2
+
√
m/pγ + σ
√
m/q
}
/τ∆, under the conditions of
Theorem 2 and provided F ∼ P , F independent of all other random variables, we have
E‖Tτ (FˆGS-FPCA)− F‖ = O
((∑
j>m λj
)1/2
+
√
m/pγ + σ
√
m/q
)
, (20)
where we used E‖F − µ‖ ≤ (∫DK(u, u) du)1/2 = (∑j∈N λj)1/2, which we regard as a constant,
and also E‖QE⊥m(F − µ)‖ ≤
(∑
j>m λj
)1/2
, which holds due to Jensen’s inequality and (11) and
corresponds to the optimal expression in (12). In particular, if probability measure P is strictly
low-rank, then there exists m0 such that for all m ≥ m0,
∑
j>m λj is zero. However, it is enough
for the eigenvalues {λj}j∈N to decrease relatively quickly, for this term to become sufficiently small.
It is now instructive to compare the rate of estimation in (20) with the rate of estimation of the
GS-reconstruction from (10) that has order 1/pγ + σ
√
p/q provided cos∠(Gp,Fq) is bounded away
from zero. Note that if there exists m0 such that for all m ≥ m0,
∑
j>m λj . m/p2γ +σ2m/q, then
the GS-FPCA rate of estimation is of order
√
m/pγ + σ
√
m/q, provided cos∠(Em,Fq) is bounded
away from zero. Remarkably, in the noiseless case when σ = 0, for a fixed m ≥ m0 and increasing
p, the resolution of the GS-FPCA reconstruction increases as pγ , only at the cost of increasing the
number of training observations n = n(p), since the number of measurements q does not exhibit
dependence on p (for sufficiently large p, n and q). In contrast, for the GS-reconstruction to achieve
the same resolution we need to increase the number of measurements q = q(p) so that cos∠(Gp,Fq)
remains bounded away from zero. In addition, in noisy case when σ > 0, to achieve a desired rate
of estimation, for GS-FPCA, q needs to increase with respect to σ2m, while for GS, q needs to
increase with respect to σ2p.
It is also instructive to compare the GS and GS-FPCA reconstructions from a computational-
complexity point of view. The computational complexity of GS, that is, the computational com-
plexity of solving system (4), is of order qp, whereas the computational complexity of deploying
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GS-FPCA, that is, the computational complexity of solving system (18), is of order qm, which is
less than that of GS since p > m. In the Fourier-wavelet case, due to fast Fourier and wavelet trans-
form algorithms, the complexity order of GS can be reduced to q log p [Gataric and Poon, 2016],
which is still slower than GS-FPCA if log p & m.
4.1 GS-FPCA with sparse principal components
Under the assumption that the functional principal components are sparse with respect to the
reconstruction basis, one can use sparse PCA instead of classical PCA to estimate the PCs in (15)
and thus reduce the required size of the training set n. The sparsity assumption is commonly
leveraged when reconstructing a signal of interest, as it is know that natural images are sparse with
respect to wavelets. Within the GS-FPCA framework, the sparsity assumption on FPCs implies
that {φpj}mj=1 are sparse with respect to {ϕ`}`∈N for a sufficiently large p. Thus, it is reasonable to
assume that only k < p entries of epj ∈ Cp are different than zero, in which case, we can use sparse
PCA to compute {eˆpj}mj=1 by constraining the optimizer in (16) to be sparse. In particular, writing
nnzr(v) for the number of non-zero rows of a vector v ∈ Cp, sparse PCA computes the first PC by
solving
eˆp1 := argmax{v:nnzr(v)≤k,‖v‖2=1}
v¯ΣˆY v,
whereas higher-order PCs can be computed via a modified deflation scheme or by maximizing the
trace of V ∗ΣˆY V over orthonormal matrices V such that nnzr(V ) ≤ k, see e.g. [Gataric et al., 2020].
There are many existing algorithms for computing sparse principal components, see for ex-
ample [Zou et al., 2006, d’Aspremont et al., 2007, Ma, 2013, Gataric et al., 2020], and also, sta-
tistical and computational properties of sparse PCA are quite well understood due to the work
by [Johnstone and Lu, 2009, Vu and Lei, 2013, Wang et al., 2016] and others. In particular, due
to these results, we know that by using sparse PCA we can readily reduce the term
√
mp/n in (14)
to
√
mk log p/n, and therefore reduce the number of observations n required by Theorem 2. In
Section 5, we examine both classical and sparse PCA when computing the GS-FPCA reconstruc-
tion in our numerical simulations and indeed observe a regularization effect due to sparse PCA in
a high-dimensional setting when n is small compared to p.
4.2 GS-FPCA with `2-regularization
For an improved performance in a noisy setting, one may want to add `2-regularization the least-
squares estimation of the coefficients {αj}mj=1 in (19). From the KL expansion of QGpF , we know
that (〈F − µp, φp1〉, . . . , 〈F − µp, φpm〉)> has mean zero and covariance Λm := diag(λp1, . . . , λpm), and
thus, if P is Gaussian, it is reasonable to impose prior distribution Nm(0, Λˆm) on these coefficients
and use the corresponding MAP estimator instead of the ML estimator. This leads to a ridge
regression problem where a weighted `2-regularization term is added to the least-squares objective
function, so that instead of (19) we have
{αˆj}mj=1 := argmin
{αj}mj=1∈Cm
q∑
k=1
∣∣〈F,ψk〉+Wk − 〈µˆp, ψk〉 − m∑
j=1
αj〈φˆpj , ψk〉
∣∣2 + λ m∑
j=1
(λˆpj )
−1|αj |2,
for some regularization parameter λ > 0.
Theoretical analysis of such regularization procedure would require a different approach to
the one taken in this paper, however, due to classical results on ridge regression and Tikhonov
regularization, see e.g. [Hsu et al., 2012a, Arridge et al., 2019], in this case we expect a more robust
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estimation for a smaller q relative to m. In particular, we expect a relaxed version of the condition
with respect to cos∠(Em,Fq), since the minimal singular value of the regularized system matrix
is equal to the square root of λm(Aˆ
∗
m,qAˆm,q + λdiag(λˆ
p
1, . . . λˆ
p
m)−1), which is lower-bounded by the
square root of λm(Aˆ
∗
m,qAˆm,q) + λ/λˆ
p
1, due to Weyl’s inequality [Weyl, 1912]. However, this would
come at the price of a lower estimation rate that includes the order of
√
λ even in the noiseless case
where σ = 0. In our numerical results below, we also include such regularized estimation procedure,
which in a noisy setting can further improve reconstruction performance.
5 Numerical simulations
5.1 Examples with one-dimensional generative model
For numerical examples in this subsection, we simulate data using the following generative model:
fi(u) =
m0∑
j=1
√
λjξijφj(u), u ∈ D := [0, 1], i = 1, . . . , n, (21)
where ξij are i.i.d. standard normal random factors in R, λj := m0 − j + 1 and {φj}m0j=1 are FPCs
with each φj(u) constructed as a linear combination of exponentials exp(−(u−u0)2/s0) for various
choices of s0 and u0 ∈ D. Such {φj}m0j=1, for m0 = 10, are shown in Figure 1 and several fi’s
generated from this model are shown in Figure 2.
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Figure 1: Functional principal components {φj}10j=1 (ordered from left to right, top to bottom).
To construct our training set (2), we choose Gp as the span of the first p elements of the
boundary-corrected Daubechies wavelets of order s, introduced in [Cohen et al., 1993], which con-
stitute an orthonormal basis {ϕ`}`∈N in L([0, 1];R), and compute the noisy high-resolution training
observations as
yi :=
(〈fi, ϕ1〉, . . . , 〈fi, ϕp〉)> + zi, i = 1, . . . , n, (22)
where each variable of the noise vector zi ∈ Rp is generated from normal distribution N(0, σ˜2). For
computation of appropriate wavelet functions we used Wavelab1 as well as the Matlab files from the
1Available at www-stat.stanford.edu/∼wavelab/.
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Supplementary material of [Gataric and Poon, 2016] for handling 2D boundary corrected wavelets
and orders s > 3. Finally, we simulate measurements (1) by generating a new unseen observation
f from model (21), and computing its q noisy Fourier samples as
〈f, ψk〉+ wk :=
∫ 1
0
f(u) exp
{−i2pi(k − bq/2c)u} du+ wk, k = 1, . . . , q, (23)
where noise wk ∈ C is such that both Re(wk) and Im(wk) are from N(0, σ2/2). It is important to
note that q/2 is therefore the highest measured frequency. We also note that, when computing an
infinite-dimensional inner-product, we discretize D with increments ∆u so that 1/∆u p.
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Figure 2: Several fi’s from model (21) with the principal components shown in Figure 1. Such fi’s
are used to generate (noisy) training set (22) for the experiments in Figures 3–5.
In the examples of this subsection, we assume that we have correctly specified m so that Eˆpm has
the dimension corresponding to the true rank m0 of the model (21) used to generate the data, and
thus ‖QE⊥mf‖ = 0, for any m ≥ m0, which makes it possible to better understand different terms in
bound (20) that depend on problem parameters q, n and p. Indeed, by inspecting the eigenvalues
of ΣˆY , it is very easy to correctly specify the true rank m0 in this example even with very low SNR,
so we leave the consideration of choosing appropriate m for the next subsection.
In Figure 3, we first demonstrate that using solely the low-frequency Fourier measurements (23),
indeed it is impossible to accurately reconstruct ground truth f directly in the high-resolution space
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Figure 3: Reconstruction from q = 12 noisy Fourier measurements (23) and a training set of noisy
wavelet coefficients (22) with n = p = 128. Gp consists of boundary-corrected Daubechies wavelets
with s ∈ {1, 4, 8} vanishing moments. We also report relative reconstruction error ‖f − fˆ‖/‖f‖.
Gp by the (regularized) GS reconstruction, whereas, if also accounting for the training observations
(22), then by using the GS-FPCA reconstruction as proposed in this paper it becomes possible to
accurately reconstruct f with high-resolution in Gp. Specifically, in this example, we use Gp with
p = 128 wavelets of order s ∈ {1, 4, 8} and a relatively small number q = 12 of Fourier measurements
with noise σ = 0.02
√
2. To compute Eˆpm, we use n = p training observations with noise σ˜ = 0.01.
In Figure 3, in orange, black and green, we show fˆGS ∈ Gp defined in (7), whose coefficients
are estimated either by the plain least-squares or with `2 or `1-regularization term λ
∑p
j |aj |2 or
λ
∑p
j |aj |, with λ = 0.04; while in cyan and blue, we show fˆGS-FPCA ∈ Eˆpm ⊆ Gp defined in (17),
whose coefficients are computed either by the plain least-squares or its regularized version with
additional term λ
∑m
j=1(λˆ
p
j )
−1|αj |2 and parameter λ = 0.08, as described in Section 4.2.
Next, in Figure 4 we inspect how the average relative error ‖f − fˆ‖/‖f‖ behaves when varying
problem parameters q, n and p, in the noisy setting with σ = 0.02
√
2 and σ˜ = 0.01 and with
Daubechies wavelets of order s = 4. The average is computed over 30 repetitions of the experiment
so that we reconstruct 30 different unseen f ’s generated using the model in (21), while reconstruction
is performed either by GS or GS-FPCA, where principal components are computed either by
classical PCA or sparse PCA as discussed in Section 4.1. From the first panel of Figure 4 we see
that when (sparse) PCA is used to construct the reconstruction space, the error is on the order of
the noise already for relatively small q ≥ 12. We also note that in this noisy case when q < 12,
adding the `2-regularization, as described in Section 4.2, is helpful in increasing accuracy. On the
other hand, much larger q is needed to attain the same accuracy by using other variants of GS
without the training set. From the middle panel of Figure 4, we see that the desired accuracy is
achieved already with n ≥ p/16 in this example, and that for relatively small n the accuracy is
improved by using sparse PCA instead of classical PCA. Finally, from the right panel of Figure 4
we see that by increasing p and n = 2p we are indeed improving the resolution of our reconstruction
(up to the order of the noise), even when q fixed, confirming the conclusion of our theoretical results.
To highlight this latter point in relation to our theoretical results, we present in Figure 5 the
noiseless case where we take σ = σ˜ = 0 and n = 2p, and use different wavelet subspaces with
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Figure 4: Average relative error ‖f − fˆ‖/‖f‖ for increasing q (left), n (middle), p (right) in the
noisy case where σ = 0.02
√
2 and σ˜ = 0.01. An average over 30 repetitions is computed using
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Figure 5: The relative reconstruction error using different wavelet subspaces Gp with s ∈ {1, 2, 4}
vanishing moments in combination with either GS (orange) or GS-FPCA (cyan) for increasing p
and fixed q (left) or for increasing q and fixed p (right) in the noiseless case when n = 2p.
varying number of vanishing moments s ∈ {1, 2, 4}. As depicted by our bound (20) derived from
Theorem 2, in Figure 5, we see that we can indeed attain the approximation rate associated to the
p-dimensional space Gp, which in the case of wavelets with s moments corresponds to p−γ , γ < s,
provided f is γ-Holder continuous. In fact, via GS-FPCA framework, we can attain such rate with
relatively small q, while much larger q is required when reconstructing directly in Gp via GS.
5.2 Examples with two-dimensional Shepp–Logan phantom
In the following examples, we use 2D images of a Shepp–Logan (SL) phantom, which can be
generated up to an arbitrary resolution 1/∆u by using Matlab’s function ‘phantom(E,1/
√
∆u)’,
where each row of matrix E ∈ R10×6 specifies an ellipse in the image using 6 different parameters
and
√
∆u × √∆u specifies the discretization of the 2D domain D := [0, 1] × [0, 1]. Crucially, we
choose ∆u so that 1/∆u p, q and so that we can simulate an infinite-dimensional measurement
model. In particular 1/∆u = 2562, p = 642 and q = 322 in all the examples of this subsection.
Specifically, the measurements (1) of an unseen phantom f are computed by approximating the
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Figure 6: Some observations from the training set in the SL phantom example.
Fourier coefficients
〈f, ψk,j〉 :=
∫ 1
0
∫ 1
0
f(u, v) exp
{−i2pi[(k − b√q/2c)u+ (j − b√q/2c)]} du dv, (24)
with respect to the 2D Fourier basis yielding the span of Fq := span{ψk,j , k, j = 1, . . . , b√qc}. In
addition, we perturb both the real and imaginary part of the Fourier coefficients b with the noise
vector w from Nq(0, (0.0002)
2Iq) so that the SNR measured as ‖b‖2/‖w‖2 is around 36.
The training set (2) is obtained by first generating n = 512 phantoms {fi}ni=1, where each fi is
computed by randomly perturbing matrix E0 used to compute the Matlab’s default phantom, which
can be retrieved in Matlab by executing ‘[∼, E0] = phantom()’. Next, we compute y(`)i := x(`)i +z(`)i ,
where p = 4096, ` = 1, . . . , p, x
(`)
i := 〈fi, ϕ`〉 are the coefficients of fi with respect to the 2D
boundary-corrected wavelets and noise z
(`)
i is generated from zero-mean Gaussian with σ˜ = 0.0001,
so that SNR measured as ‖xi‖2/‖zi‖2 is around 36 on average. In Figure 6 we show several such
training observations by displaying
∑p
`=1 y
(`)
i ϕ`(u), u ∈ D.
In Figure 7, we first inspect a suitable choice of m in this example. Specifically, in the left panel
of Figure 7, we compute the explained variance as
∑m
j=1 λˆ
p
j/
∑n
j=1 λˆ
p
j for different choices of m
where λˆpj are the eigenvalues of the covariance matrix corresponding to the observations y1, . . . , yn,
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Figure 7: Explained variance and minimal singular value of the (regularized) system matrix from
(18) for different choices of m ∈ {10, 20 . . . , 500} in the SL phantom example, where p = 4096, q =
1024, n = 512 and (sparse) PCA is used to estimate Eˆpm. Regularization parameter is λ = 0.0015.
which are computed either by the classical PCA or its sparse variant. From such plot we see that
our observations have relatively low-rank structure, and in particular, already for m = 230 the
explained variance is over 0.99. In the right panel of Figure 7, we compute the minimal singular
value σmin of the (regularized) system matrix Aˆm,q from (18) in order to choose m so that we have
cos(Fq, Eˆpm) > 0, as suggested by Theorem 2. Specifically, if least-squares is used to solve (18), we
compute cos(Fq, Eˆpm) = σmin(Aˆm,q) = λm(Aˆ∗m,qAˆm,q)1/2, while if ridge regression is used instead, as
explained in Section 4.2, we compute the minimal singular value of a regularized version of Aˆm,q,
i.e. the square root of λm(Aˆ
∗
m,qAˆm,q + λdiag(λˆ
p
1, . . . λˆ
p
m)−1). We see that σmin(Aˆm,q) approaches
cos(Fq,Gp) = σmin(Ap,q) = 0 as m approaches p, where Ap,q is the system matrix from (4), but
crucially, for the choices of m ≤ 500 we have σmin(Aˆm,q) > 0.02 in this example. Interestingly,
we see that for the intermediate choices of m, sparse PCA provides certain regularization since
σmin(Aˆm,q) is larger when sparse PCA is used in place of classical PCA to compute Eˆpm.
Next, in Figure 9 we reconstruct the unseen phantom f shown in the left panel of Figure 8
from its noisy q = 1024 Fourier coefficients (24). The desired resolution is the one corresponding
to its p-dimensional wavelet projection shown in the right panel of Figure 8, where p = 4096 and
wavelets are of order s = 4. From the top panels of Figure 9, we observe that without using the
training observations, it is impossible to accurately reconstruct the phantom in the required wavelet
resolution from given low-resolution Fourier measurements by GS (with either plain least-squares
or its `1 or `2-regularizations). This is because σmin(Ap,q) = 0 for such choices of p and q. However,
if we compute m = 230 eigenvectors from our n = 512 training observations and reconstruct f by
fˆGS-FPCA ∈ Eˆpm ⊆ Gp, we can obtain much better reconstruction as shown in the bottom panels
of Figure 9. In particular, we see that an improved reconstruction can be obtained when using
sparse PCA instead of classical PCA to compute Eˆpm and when adding the `2-regularization to the
least-squares objective when computing the coefficients of fˆGS-FPCA.
Finally, in Figure 10 we demonstrate recovery of the same SL phantom shown in Figure 8, but
now from much smaller number of measurements q = 256. Beside recovery from the noisy Fourier
measurements (top panels), we also consider reconstructions from the noisy measurements taken
with respect to a pixel basis (bottom panels), which corresponds to taking averages of f over a
rectangular grid. Specifically, the samples of f with respect to the q-dimensional pixel basis are of
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ground truth projection onto GpGround truth Projection onto wavelets
Figure 8: The ground truth (left) of an unseen SL phantom and its projection (right) onto the
space spanned by p = 4096 DB4 wavelets, which is being reconstructed in Figures 9 and 10.
GS GS+`1 GS+`2lsq lasso rr
GS+PCA GS+SPCA GS+SPCA+`2pca+lsq spca+lsq spca+rr
Figure 9: Different reconstructions from q = 1024 noisy Fourier measurements of the ground-truth
SL phantom shown in Figure 8. Top panels correspond to the (regularized) GS reconstructions
computed directly in Gp, which is spanned by p = 4096 DB4 wavelets, while bottom panels corre-
spond to the (regularized) GS-FPCA reconstructions computed in Eˆpm ⊆ Gp, which is spanned by
m = 230 eigenvectors estimated using n = 512 training observations, some of which are shown in
Figure 6.
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Figure 10: Different reconstructions from q = 256 noisy Fourier (top) or pixel (bottom) measure-
ments of the ground-truth SL phantom shown in Figure 8. Left panels correspond to the regularized
GS reconstructions in Gp spanned by p = 4096 DB4 wavelets, while right panels correspond to the
regularized GS-FPCA reconstructions in Eˆpm ⊆ Gp spanned by m = 200 eigenvectors, which are
estimated using n = 512 training observations via sparse PCA.
the following form
〈f, ψk,j〉 =
∫ 1
0
∫ 1
0
f(u, v)1[ k−1√
q
, k√
q
)(u)1[ j−1√
q
, j√
q
)(v) dudv,
where k, j = 1, . . . ,
√
q. From Figure 10, we see that by reconstructing in the m-dimensional space
estimated via sparse PCA, m = 200, GS-FPCA still produces relatively accurate reconstructions
from such low resolution measurements, while GS does not stand a chance at such high resolution.
6 Discussion and future work
In recent years, due to the development of deep neural networks (DNNs), there has been an increased
interest in combining model-based and data-driven approaches for solving inverse problems. While
promising results have been achieved empirically, theoretical understanding of such techniques is
still largely lacking, e.g. [Arridge et al., 2019, Ravishankar et al., 2019]. A particular instance of
the inverse problem considered in this paper, corresponds to the inversion of a Fourier transform
sampled up until a relatively low frequency q, which is an ill-posed problem typically studied from
a model-based point of view, under the assumption that the unknown function is a sum of sparse
spikes, e.g. [Blu et al., 2008, Cande`s and Fernandez-Granda, 2014]. In this paper, we approached
such an inverse problem by invoking a training set and considering a data-driven technique based on
FPCA, which is shown to be successful in high-resolution recovery provided appropriate low rank
and angle conditions hold and provided the size of the training set n is sufficiently large relative to
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the desired resolution p. Due to the flexibility to use sparse representations and thus sparse PCA,
such procedure is particularly useful in a high-dimensional setting where n is small relative to p.
However, provided n is relatively large, instead of FPCA, it would be possible to use more
expressive data-driven models based on DNNs to infer an optimal representation of the coefficients
of F with respect to Gp. In particular, one could use autoencoders to learn a (nonlinear) decoding
map D : Cm 7→ Cp and an encoding map E : Cp 7→ Cm such that ∑ni=1 ‖D(E(yi)) − yi‖22 is
minimized. In the special case of a linear encoder and decoder with D = E> and D>D = Im,
such procedure is equivalent to PCA, namely D = (eˆp1, . . . , eˆ
p
m). Analogously to the framework
considered in this paper, using (noisy Fourier) measurements b ∈ Cq, one could then compute the
desired coefficients as αˆ := argminα∈Cm ‖Ap,qD(α) − b‖22 and recover Fˆ := (ϕ1, . . . , ϕp)D(αˆ). We
leave further consideration and analysis of such a non-linear method for future work.
In practice, there might be a need to reconstruct an object which only partially resembles
training observations, while partially it contains structures unseen in training observations. For
example, we might need to reconstruct a brain scan with a tumor dissimilar to anything contained in
the training set of reconstructed brain scans. For this reason, it is important to investigate schemes
for anomaly detection in the context where training observations are used for the reconstruction
of an unseen object. Building on the framework developed in this paper, we could approach such
problem by modeling the random field of interest as G = F +H, where F ∼ P and H ∼ Q and the
first m eigenfunctions associated to the measures P and Q are orthogonal. Once G is estimated
with respect to Em from its measurements b, if the corresponding residual, b−Aˆm,qαˆ, is greater than
the estimated level of noise, we could then either attempt to estimate H in Gp from the residual,
or report an outlier and suggest increasing the number of measurements q. We believe that by
such a procedure, it would be also possible to further inform the correct specification of m, so that
principal components greater than the noise level are not omitted from the reconstruction space.
We leave further investigation of such procedure for future work.
In this paper, we estimated FPCs from the high-resolution observations in Gp, which could be
recovered before hand from the high-resolution measurements with respect to Fr for a sufficiently
large r = r(p). However, in practice it may be more optimal to use such indirect measurements with
respect to Fr to directly recover principal components in Gp, which corresponds to an approach of
estimating FPCs from indirect measurements recently studied in [Lila et al., 2019].
Finally, we mention that in this paper we assumed sampling with respect to a Riesz basis, which
is an important generalization of an orthonormal basis in that it allows for more flexible sampling
scenarios when measurements are acquired with respect to a non-orthonormal basis. However,
similarly as in [Adcock et al., 2014a], we believe that this could be further relaxed by allowing the
sampling system to constitute a frame, which would thus allow for nonuniform sampling patterns
in the Fourier domain.
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A Proofs of theoretical results
Proof of Lemma 1. Observe that sin∠(Em, Eˆpm) ≤ sin∠(Em, Epm) + sin∠(Epm, Eˆpm), where Epm :=
span{φp1, . . . , φpm} and {(φpj , λpj )}pj=1 are the eigenfunction-eigenvalue pairs of the covariance op-
erator Kp associated to the random variable QGpF . Recall that e
p
j := (〈φpj , ϕ1〉, . . . , 〈φpj , ϕp〉)> is
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an eigenvector of ΣX with eigenvalue λ
p
j . To upper-bound sin∠(Em, Epm), first note that for any
k, j = 1, . . . , p, we have
λpj 〈φpj , ϕk〉 =
p∑
`=1
Σ
(k`)
X 〈φpj , ϕ`〉 =
∫
D
∫
D
K(u, v)ϕk(u)φ
p
j (v) dudv,
where we used λpje
p
j = ΣXe
p
j and Σ
(k,`)
X = E[〈F − µ, ϕk〉〈F − µ, ϕ`〉] =
∑
j∈N λj〈φj , ϕk〉〈φj , ϕ`〉 =∫
D
∫
DK(u, v)ϕk(u)ϕ`(v) du dv, k, l = 1, . . . , p, as well as the fact that φ
p
j =
∑p
`=1〈φpj , ϕ`〉ϕ`, re-
spectively. Therefore
λpj
∫
D
φpj (v)g(v) dv =
∫
D
∫
D
K(u, v)φpj (u)g(v) dudv, ∀g ∈ Gp.
Since also λj
∫
D φj(v)f(v) dv =
∫
D
∫
DK(u, v)φj(u)f(v) dudv, ∀f ∈ L2(D;C), by the approximation
properties of the Galerkin method [Babusˇka and Osborn, 1987], we have λpj ≤ λj , and moreover,
there exist C (independent of p) and p0 such that for any p ≥ p0 and j = 1, . . . ,m, we have
λj − λpj ≤ Cλ2j2p, (25)
‖φj − φpj‖ ≤ Cp. (26)
Now, let ej := (〈φj , ϕ1〉, 〈φj , ϕ2〉, . . .)>, Em := (e1, . . . , em) ∈ C∞×m and Epm := (ep1, . . . , epm) ∈
Cp×m. Let Qp ∈ Cp×∞ denote the projection operator with identity Ip constituting the first p
columns and the rest equal to zero, and let Θ(Epm, QpEm) denote the m×m diagonal matrix whose
jth diagonal entry is arccos of the jth singular value of (Epm)>QpEm. Observe that 〈φj , φpk〉 =∑p
`=1〈φj , ϕ`〉〈φpk, ϕ`〉 = (epk)>Qpej . Therefore, we have
sin∠(Em, Epm) = ‖ sin Θ(Epm, QpEm)‖op ≤
1√
2
‖Epm −QpEm‖F
≤
√
m
2
max
j=1,...,m
‖epj −Qpej‖2 ≤
√
m
2
max
j=1,...,m
‖φpj − φj‖ ≤ C
√
m
2
p,
where in the last inequality we used (26). To conclude part (a) of the proof, it remains to upper-
bound sin∠(Epm, Eˆpm). Similarly as above, let Eˆpm := (eˆp1, . . . , eˆpm) ∈ Cp×m, and let Θ(Eˆpm, Epm) denote
the m×m diagonal matrix whose jth diagonal entry is arccos of the jth singular value of (Eˆpm)>Epm.
Since 〈φpj , φˆpk〉 = (eˆpk)>epj , we have sin∠(Epm, Eˆpm) = ‖ sin Θ(Eˆpm, Epm)‖op, and since ΣXepj = λpjepj , we
have ΣY e
p
j = (λ
p
j+σ˜
2)epj . Thus, due to Davis–Kahan Theorem [Davis and Kahan, 1970] and Weyl’s
inequality [Weyl, 1912], provided ‖ΣˆY − ΣY ‖op < (λpm − λpm+1)/2 holds, we have
sin∠(Epm, Eˆpm) ≤
√
m
|λpm + σ˜2 − λm+1(ΣˆY )|
‖ΣˆY − ΣY ‖op ≤ 2
√
m
λpm − λpm+1
‖ΣˆY − ΣY ‖op.
Due to result by [Koltchinskii and Lounici, 2017a], there exists C˜ so that for any δ ≥ exp(−n), the
inequality
‖ΣˆY − ΣY ‖op ≤ C˜(λp1 + σ˜2)(
√
p/n+
√
log(1/δ)/n)
holds with probability at least 1− δ, and thus, if 2C˜(λp1 + σ˜2)(
√
p/n+
√
log(1/δ)/n) < λpm−λpm+1,
then
sin∠(Epm, Eˆpm) ≤ 2C˜
√
m(λpm − λpm+1)−1(λp1 + σ˜2)(
√
p/n+
√
log(1/δ)/n)
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holds with probability at least 1 − 2δ. Moreover, due to (25) and the fact that λpj ≤ λj , we have
λpm − λpm+1 ≥ λm − λm+1 − Cλ2m2p and λp1 + σ˜2 ≤ λ1 + σ˜2, so the result (a) follows. For part (b),
since µp = QGpµ = (ϕ1, . . . , ϕp)µX = (ϕ1, . . . , ϕp)µY , we have
‖µ− µˆp‖ ≤ ‖µ− µp‖+ ‖µp − µˆp‖ = ‖QG⊥p µ‖+ ‖µˆY − µY ‖2
≤ ‖QG⊥p µ‖+
√
n−1Tr(ΣX + σ˜2Ip) +
√
2n−1(λp1 + σ˜2) log(1/δ′),
with probability at least 1−δ′, where in the last inequality we used the result by [Joly et al., 2017].
The final result then follows by using that λp1 ≤ λ1.
Proof of Theorem 2. First observe that for any f ∈ L2(D;C) we have
‖QF⊥q f‖ ≤ ‖QF⊥q QEmf‖+ ‖QF⊥q (f −QEmf)‖ ≤ ‖f‖ sup{g∈Em:‖g‖=1}
‖QF⊥q g‖+ ‖QE⊥mf‖.
Since cos∠(Eˆpm,Fq) ≥ 1− sup{f∈Eˆpm:‖f‖=1} ‖QF⊥q f‖, by using the above inequality we get
cos∠(Eˆpm,Fq) ≥ 1− sup
{f∈Em:‖f‖=1}
‖QF⊥q f‖ − sup{f∈Eˆpm:‖f‖=1}
‖QE⊥mf‖
= 1− sin∠(Em,Fq)− sin∠(Em, Eˆpm). (27)
Define the event Ω := {sin∠(Em, Eˆpm) ≤ ˜mpnδ}, which due to Lemma 1(a) is the event of probability
at least 1 − δ. Due to (27) and since sin∠(Em,Fq) < 1 − ˜mpnδ, on Ω we have cos∠(Eˆpm,Fq) > 0.
Now define F˜0 =
∑m
j=1 α˜jφˆ
p
j such that
{α˜j}mj=1 := argmin
{αj}mj=1∈Rm
q∑
k=1
∣∣〈F − µˆp, ψk〉 − m∑
j=1
αj〈φˆpj , ψk〉
∣∣2. (28)
On Ω, by the GS result (5) and bound (27), we have
‖F˜0 − (F − µˆp)‖ ≤
‖QEˆpm(F − µˆp)− (F − µˆp)‖
1− sin∠(Em,Fq)− ˜mpnδ . (29)
Observe that
‖QEˆp⊥m (F − µˆp)‖ ≤ ‖QEˆp⊥m (F − µ)‖+ ‖QEˆp⊥m (µ− µˆp)‖
≤ ‖QEˆp⊥m QEm(F − µ)‖+ ‖QEˆp⊥m QE⊥m(F − µ)‖+ ‖µ− µˆp‖
≤ sin∠(Em, Eˆpm)‖F − µ‖+ ‖QE⊥m(F − µ)‖+ ‖µ− µˆp‖. (30)
Define the event Ω′ = {‖µ − µˆp‖2 ≤ ¯npδ′}, which due to Lemma 1(b) happens with probability
1− δ′. Then, due to (29) and (30), on Ω ∩ Ω′ we have
‖F˜0 − (F − µˆp)‖ ≤
˜mpnδ‖F − µ‖+ ‖QE⊥m(F − µ)‖+ ¯npδ′
1− sin∠(Em,Fq)− ˜mpnδ . (31)
Finally, define Ω′′ :=
{‖αˆ − α˜‖2 ≤ sec∠(Eˆpm,Fq)σ√(2m+ 2 log(1/δ′′))/(qr1)}, where vector α˜ =
(α˜1, . . . , α˜m)
> is defined as in (28) and αˆ = (αˆ1, . . . , αˆm)> is as in (19). On Ω∩Ω′, the probability
of Ω′′ conditional on F1, . . . , Fn, Z1, . . . , Zn (so that we are in the setting of a fixed design matrix)
is at least 1− δ′′, due to the result from [Hsu et al., 2012b]. Also, since (31) and
‖Fˆ − F‖ ≤ ‖αˆ− α˜‖2 + ‖F˜0 − (F − µˆp)‖,
the required bound holds on Ω∩Ω′ ∩Ω′′, which has the probability at least 1− δ− δ′− δ′′ because
P(Ω ∩ Ω′ ∩ Ω′′) ≥ 1− P((Ω ∩ Ω′)c)− E{P(Ω′′c|F1, . . . , Fn, Z1, . . . , Zn)1Ω∩Ω′}.
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