Introduction. If

N(v) > nip).
MacNeish conjectured that the actual value of N(v) is n(v).
This conjecture seemed plausible as it implied the correctness of Euler's conjecture (8, MacNeish's conjecture was disproved by Parker (12) who showed that in certain cases N(v) > n(v) by proving that if there exists a balanced incomplete block (BIB) design with v treatments, A = 1, and block size k which is a prime power then N(v) > k -2, and that this result can be improved to N(v) > k -1, when the design is symmetric and cyclic.
Parker's result though it did not disprove Euler's conjecture threw serious doubts on its correctness. Bose and Shrikhande (4) were able to obtain a counter example by using a general class of designs, viz., the pairwise balanced designs of index unity. They showed (6) that Euler's conjecture is false for an infinity of values of v > 22, and obtained improved lower bounds for N{v) for a large class of values of v.
By using the method of differences Parker (13) showed that N(v) > 2 for R. C. BOSE, S. C. SHRIKHANDE, AND E. T. PARKER v = i(3g -1), where g is a prime power = 3 (mod 4). This includes the case v = 10. In the present paper (i) the main theorem of (6) has been improved enabling us to obtain better bounds on N(y), (ii) the method of differences has been used to show that N(v) > 2 when v = 14, 26, or 12/ + 10, and (iii) Euler's conjecture has been shown to be false for all v = 4t -f 2 > 6.
Definitions and notations.
We shall try to adhere as much as possible to the notation and definitions used in (6).
A Latin square of order v may be defined as an arrangement of v symbols say, 1, 2, . . . , v in a v X v square such that each symbol occurs exactly once in every row and once in every column. Two Latin squares are said to be orthogonal if, when they are superposed, each symbol of the first square occurs just once with each symbol of the second square. A set of mutually orthogonal Latin squares is a set of Latin squares any two of which are orthogonal.
An orthogonal array (k 2 , q + 1, k, 2) of size k 2 , q + 1 constraints, k levels and strength 2 is a k 2 X (q + 1) matrix A whose elements are k symbols, such that every two-rowed submatrix of A contains as a column vector every possible pair of symbols. It is well known (7; 14) that the existence of q -1 mutually orthogonal k X k Latin squares implies the existence of an orthogonal array (k 2 , q + 1, k, 2) and conversely. A subset of blocks belonging to any equiblock component (D t ) will be said to be of type I if every treatment occurs in the subset exactly k t times. The number of blocks in such a subset is clearly v. As noted by Levi using Kônig's theorem on the decomposition of even regular graphs (9, pp. 4-6), we can rearrange the treatments within the blocks of the subset in such a way that every treatment comes in each position exactly once. If the v blocks of the subset are written out as columns, each treatment occurs exactly once in every row. When so written out the blocks will be said to be in the standard form. A subset of blocks belonging to (D t ) will be said to be of type II if every treatment occurs in the subset exactly once. 
1=1
We shall have occasion to use the following Lemmas proved in (6). Let 8 be a k X 1 column vector, then following the notation used in (6), we shall denote by P(è) the q X k(k -1) matrix obtained from P on replacing the symbol i by the element occurring in the ith. position in ô. A similar meaning will be assigned to Pi (8) and ir cj (ô) where ir cj denotes the jth column
where 8j is a k X 1 column vector, then we define P(D) and P\{D) by
3. Main theorem. The theorem proved in this section is an improvement of the main theorem of (6). Let Ai be the q* X o*fe* 2 matrix obtained from A t by retaining only the first q* rows, and let
Then A (1) has g* rows and £6*fe* 2 columns. Clearly A (1) has the property that if t c and t d are any two treatments identical or distinct contained in any block of (Di), (D 2 ), . . . , or (D t ), then the ordered pair t e , t d occurs as a column exactly once in any two-rowed submatrix of A (1) . Let A u be the matrix obtained from P U (D U ) by retaining only the first q* rows, u = / + 1, . . . , m. Then has the property that if t a and t b are any two distinct treatments contained in any block of (Di+i), . . . , (D m ) then the ordered pair t a , h occurs exactly once in any two-rowed submatrix of A (2) . The number of columns in A (2) is m u=l+\ Again let A (3) be the q* X v 2 matrix whose nth column contains in every position the treatment t n , where t n is any one of the
is an orthogonal array (v 2 , q*, v, 2), and using any two rows for co-ordinatization we get q* -2 mutually orthogonal Latin squares of order v.
Use of BIB designs.
A balanced incomplete block (BIB) design with parameters v, b, r, k, X is an arrangement of v objects or treatments into b sets or blocks such that (i) each block contains k < v different treatments, (ii) each treatment occurs in r different blocks, and (iii) each pair of treatments occurs together in exactly X blocks. The parameters satisfy the relations
These conditions are necessary but not sufficient for the existence of a BIB design. BIB designs were first introduced into statistical studies by Yates (15) , but occur in earlier literature in connection with various combinatorial problems. Subsequent to Yates many authors have dealt with the problem of constructing these designs. Without attempting a complete bibliography we shall only refer to (1) . A BIB design is said to be symmetric if v = b, and in consequence k = r. A BIB design is said to be resolvable (2) if the blocks can be divided into sets, such that the blocks of a given set contain each treatment exactly once. A resolvable or a symmetric BIB design is evidently separable.
A BIB design with X = 1 is clearly a pairwise balanced design of index unity and type (y; k). We shall denote such a design by BIB (v; k).
By omitting a single treatment from the design BIB (v; k) we get a pairwise balanced design of index unity and type (y -1; k, k -1) where the r blocks of size k -1 form a clear set. Again if from a BIB (v; k) we delete x treatments belonging to the same block, 2 < x < k, we get a pairwise balanced design of index unity and type (v -x; k, k -1, k -x) where the equiblock component consisting of the single block of size k -x is clear. Hence we have THEOREM Suppose we omit three treatments «i, a 2 , «3 not occurring in the same block of a BIB (y\k), then we get a pairwise balanced design (D) of index unity and type (y -3; k, k -1, k -2). Since in the original BIB (v\ k) no two blocks can have more than one treatment in common, the three blocks of 
Existence of a BIB (v; k) implies
Example (5) . Taking Again suppose there exists a separable BIB (v; k) in which the blocks can be divided into n sets of type I. The number of replications is r -kn. For a symmetric design n = 1. Let the blocks be written out as columns, and let (Sj) be the jth subset, the blocks being in the standard form (j = 1, 2, . . . , n). Let us take r new treatments 6^, i -1, 2, . . . , k; j = 1, 2, . . . , n. Let N(k + 1) = g (1) -1. Then we can construct a </ (1) X (& + l)k matrix P (1) with the properties (i) and (ii) of Lemma 2, where Pi (1) , P 2 (1 \ . . . , P* (1) are the submatrices referred to in part (ii). If b ju is the ^th block of (Sj), u = 1, 2, . . . , V, then the corresponding block of Consistent with our notation we can denote by the result of replacing the symbols 1, 2, . . . , k, k + 1 in P* (1) by treatments in the 1st, 2nd, ...,(& + l)th position in and define and let A (1) and A (2) be obtained from Ai and A 2 respectively by retaining the first q rows only. Also let A (3) be the q X v matrix whose uth column contains the uth treatment of the BIB design in each position. Then
is an orthogonal array of size (y + r) 2 , q constraints, v + r levels and strength 2, and is therefore equivalent to a set of q -2 mutually orthogonal Latin squares. Hence we have Example (7) . The existence of symmetric BIB (7; 3) and BIB (57; 8) implies #(10) > 2 and TV (65) > 7.
Example (8) . There exists a BIB design (1, p. 383) with parameters v = 25, b = 50, r = 8, k= 4, X = 1 for which the blocks can be separated into two subsets of type I. It follows that iV(33) > 3.
Theorems 4A and 4B are special cases of the following more general theorem, the proof of which can be given on analogous lines. THEOREM 
If there exists a separable BIB (v; k) with n\ subsets of type I and n 2 subsets of type II, so that the number of replications is r
= kn x + n 2 , then (i) N(v + x) > min(N(k), N(k + 1), 1 + N(x)) -1, if x = kr x + r 2 ; ri < »i, r 2 < n 2 ; 1 < x < r -1. (ii) N(v + r -1) > min(l + N(k),N(k + 1),1+N(r- 1)) -lifw 2 >0. (iii) #(» + r) > min(i\T(ife + 1), 1 + N(r)) -1. (iv) N(v + 1) > min (i\T(Jfe + 1), N(k)) -1 if n 2 > 0.
Use of GD designs.
An arrangement of v objects (treatments) in b sets (blocks) each containing k distinct treatments is said to be a group divisible (GD) design if the treatments can be divided into I groups of m treatments each, so that any two treatments belonging to the same group occur together in Xi blocks, and any two treatments from different groups occur together in X 2 blocks. We will denote such a design by the notation GD (v; k, m; Xi, X 2 ). The combinatorial properties of these designs have been studied in (3) where it has been shown that v = Im, bk = vr, \ x {m -1) + X 2 m(/ -1) = r{k -1), r being the number of replications, that is, the number of times each treatment occurs in the design. It has also been shown that
The GD designs can be divided into three classes, (i) Regular (R) characterized by P > 0, Q > 0.
(ii) Semi-regular (SR) characterized by P = 0, Q > 0.
(iii) Singular (S) characterized by Q = 0. Methods of constructing these designs have been given in (5) . So far as the construction of mutually orthogonal Latin squares is concerned a special role is played by GD designs with Xi = 0, X 2 =1, which in our notation can be denoted by GD(zr, k, m; 0, 1). If, further, this design is regular we shall denote it by RGD(z>; k, m\ 0, 1) and if it is semi-regular we shall denote it by SRGD(z;;&, ra;0, 1).
If to the b blocks of the GD design with Xi = 0, X 2 = 1, we add I new blocks corresponding to the groups, we get a pairwise balanced design of index unity and type 
COROLLARY. N(S 2 -1) > N(s -1), if s is a prime power.
This follows from the existence of a resolvable GD(s 2 -1; s, s -1; 0, 1).
THEOREM 6. If there exists a GD(y; k, m\ 0, 1) then
and if the design is resolvable then N(m -1) ).
The first part follows from the fact that if we omit any particular treatment from the corresponding pairwise balanced design of index unity and type (v; k, m\ 0, 1) we get a design of the type (v -1; k, k -1; m, m -1) , in which the equiblock components with blocks of sizes m and m -1 form a clear set. The second part has already been proved in (6) and is given here for completeness. THEOREM 
7.
Suppose there exists a resolvable GD(z/; k, m; 0, 1) with r replications, then To prove part (i) we add a new treatment #i to each block of one replication. To prove part (ii) we add a new treatment 6 t to each block of the ith replication, i = 1,2,...,#, and take a new block (0i, 0 2 , . . . , ^)-For the first part we note that the equiblock component given by the groups forms a clear set. For the second part we note that the set of equiblock components given by the groups and the new block is a clear set. To prove part (iii) (a) we add a new treatment 6 t to each block of the ith. replication, i = 1, 2, . . . , r, and a new block (0i, 02,..., 0 T ). To prove part (iii) (b) we add a new treatment 6 t to each block of the ith replication for the first r -1 replications, and a new treatment 0o to each of the groups, and add a new block (0o, 0i, . . . , 0 r _i). We note in this case that the set of equiblock components given by the rth replication, and the newly added block is a clear set. To prove (iv) we add one new treatment to the blocks of each replication, one new treatment to each of the blocks corresponding to the groups, and take a block containing the new treatments.
The group designs most useful to us are the semi-regular group divisible designs with Xi = 0, X 2 = 1. For such a design the number of replications r is equal to the group size m, and v = km In the notation used in (6) such a design is denoted by SRGD (km; k, m; 0, 1). It is known (5) that for an SRGD design each block contains the same number of treatments from each group. We shall now prove Applying Lemma 2 we find that there exists a matrix P with N(m) + 1 rows and m(m -1) columns such that in every two-rowed submatrix of P every ordered pair of distinct symbols occurs exactly once, and it can be subdivided into m -1 parts such that in each row of every part every symbol occurs once. Let P k be the matrix obtained from P by retaining only k rows. This gives an SRGD with the required properties. The blocks are given by the columns. The replications consist of E k and subdivisions of P k .
Combining Lemma 3 and Theorem 7 we have
Example (9) . Taking k, m, and x as shown we derive the lower bound for N(km + x), noting that N(24) > 3 from Table 1 of (6) and #(10) > 2 from Example (7), Theorem 4B. 6. Use of the method of differences. Let 0, 1, 2, ... , n -\ be the elements of the ring R of residue classes (mod n). We shall consider matrices whose elements belong either to R or to the set X of m indefinites Xi, x 2 , . . . , x m . We shall say that the difference associated with the ordered pair (*), where i and j belong to R is c where i -j = c(mod n), 0 < c < n. Conversely to each element c of R there correspond n ordered pairs which have c as their associated difference. If (J) is one of these pairs then the other pairs are (J+J) where 0 = 0, 1, 2, . . . , n -1, and i + 0 and j + 0 are reduced (mod w).
The ordered pair (j) both members of which belong to R will be called an impair. A pair (*.) where i belongs to R and Xj to X is called an RX-pa-ir and the difference associated with it is defined to be x 5 . If 0 is any element of R we shall formally define Xj + 0 = Xj. With this definition, corresponding to any indefinite x j} there are n RX pairs, the difference associated with each of which is Xj. If (*.) is one of these pairs then the other pairs are (* +e ) where 0 = 0, l,...,w -1. These pairs are of course all the pairs (*.), i = 0, 1, . . . , n -1 in some order or other. We may similarly define XR pairs. The difference associated with the XR pair (**' ) is x t .
We shall now prove the following theorem: We note that of the 4m pairs occurring as columns in any two-rowed submatrix of Ao, 2m are impairs, the differences associated with which are all the non-null elements of R, m are i^X-pairs the differences associated with which are all the elements of X and the same is true of XR pairs. Let AQ be the matrix derived from A^ by adding 0, 0 < 0 < 2m, to every element of A$ and reducing mod(2m + 1); x t + 0 being considered as x t . Let
Then it is evident that in any two-rowed submatrix of A, any impair formed by two distinct elements of R, or any RX or JO!-pair occurs exactly once. Let A* be an orthogonal array [m 2 , 4, m, 2] corresponding to two orthogonal Latin squares formed by the symbols Xi, #2,.. •, x mi and let £ be a 4 X (2m + 1) matrix whose ith column contains i in each place (0 < i < 2m We shall now give two special examples of the use of the method of differences. Example (11) . Consider the matrix Po = whose elements belong to the ring P of residue classes (mod 11) and the set X of indefinites X±, %2y %Z' Let Pi, P 2 , P 3 be obtained from P 0 by cyclic permutation of the rows, and let Ao = [Po, Pi, P 2 , P 8 ]. Then it is easy to verify that each two-rowed submatrix of A 0 contains as columns 10 P-pairs, the differences associated with which are all the nonnull elements of P; 3 PX-pairs the differences associated with which are the 3 elements of X, and 3 XR pairs for which the same is true. Let Ae be the matrix obtained from A 0 by adding 6 to elements of Ao, where 0 belongs to P. Then is a matrix such that any two-rowed submatrix contains as a column every P-pair consisting of distinct elements of P, and every RX and XP-pair, exactly once. If A* is the orthogonal array of strength 2 and 4 constraints with the symbols Xi, X2) X% and E is the 4X11 matrix for which the ith. 
