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GROMOV-WITTEN INVARIANTS FOR G/B AND
PONTRYAGIN PRODUCT FOR ΩK
NAICHUNG CONAN LEUNG AND CHANGZHENG LI
Abstract. We give an explicit formula for (T -equivariant) 3-pointed genus
zero Gromov-Witten invariants for G/B. We derive it by finding an explicit
formula for the Pontryagin product on the equivariant homology of the based
loop group ΩK.
1. Introduction
A flag variety G/B is the quotient of a simply-connected simple complex Lie
group by its Borel subgroup and it plays very important roles in many different
branches of mathematics. There are natural Schubert cycles inside G/B. The
corresponding Schubert cocycles σu’s form a basis of the cohomology ringH∗(G/B).
In terms of this basis, the structure coefficients Nwu,v’s of the intersection product,
σu · σv =
∑
w
Nwu,vσ
w,
are called Schubert structure constants, which is a direct generalization of the
Littlewood-Richardson coefficients for complex Grassmannians. When G = SL(n+
1,C), these coefficients count suitable Young tableaus (see e.g. [10]) or honeycombs
[19], [20]. An explicit formula for Nwu,v in all cases are given by Kostant and Kumar
[21] by considering Kac-Moody groups and an effective algorithm is obtained by
Duan [6] via topological methods. Note that a ring presentation of H∗(G/B,C) is
given much earlier by Borel [2] in terms of Chern classes of universal bundles over
G/B.
The (small) quantum cohomology ring of G/B, or more generally of any symplec-
tic manifold, is introduced by the physicist Vafa [38] and it is a deformation of the
ring structure on H∗(G/B) by incorporating genus zero Gromov-Witten invariants
of G/B into the intersection product. As complex vector spaces, the quantum coho-
mology ring QH∗(G/B) is isomorphic to H∗(G/B)⊗C[q] with qλ = q
a1
1 · · · q
an
n for
λ = (a1, · · · , an) ∈ H2(G/B,Z). The structure coefficients Nw,λu,v ’s of the quantum
product,
σu ⋆ σv =
∑
w,λ
Nw,λu,v qλσ
w,
are called quantum Schubert structure constants. As we will see in section 5.1,
Nw,λu,v = I0,3,λ(σ
u, σv, σω0w) is the 3-pointed genus zero Gromov-Witten invariant
for σu, σv, σω0w ∈ H∗(G/B), by the definition of the quantum product σu ⋆ σv.
We will use the terminology “quantum Schubert structure constants” instead of
“Gromov-Witten invariants” for G/B throughout this paper, in analog with the
classical Schubert structure constants.
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Because of the lack of functoriality, the study of the quantum cohomology ring
of G/B, or more generally partial flag varieties G/P , is a challenging problem. A
presentation of the ring structure on QH∗(G/B) is given by Kim [18] in terms of
Toda lattice for the Langlands dual Lie group. There have been a lot of studies of
QH∗(G/P ) in special cases including complex Grassmannians, partial flag varieties
of type A, isotropic Grassmannians and two exceptional minuscule homogeneous
varieties (see e.g. [3], [4], [22], [23] and [5] respectively and the excellent survey [9]).
Nevertheless, the quantum Schubert structure constants had only been computed
explicitly for very few cases, such as complex Grassmannians and complete flag
varieties of type A.
In this article, we give an explicit formula for the (equivariant) quantum Schu-
bert structure constants of the quantum cohomology ring QH∗(G/B) (for partial
flag varieties G/P , see [29]). We should note that an algorithm to determine the
equivariant quantum Schubert structure constants1 was obtained earlier by Mihal-
cea [33] and he used it to find a characterization of the QH∗T (G/P ). To describe
the formula, we define the rational functions cx,[y] and dx,[y] combinatorially for
any x, y ∈ Waf = W ⋉ Q∨. In particular for x = utA, y = vtA and z = wt2A+λ
with A = −12n(n+1)
∑n
i=1 w
∨
i a sum of fundamental coweights w
∨
i ’s, the rational
function
∑
λ1,λ2∈Q∨
cx,[tλ1 ]cy,[tλ2 ]dz,[tλ1+λ2 ] will be shown to be a constant, provided
that 〈λ, 2ρ〉 = ℓ(u) + ℓ(v) − ℓ(w). Furthermore, this number coincides with Nw,λu,v
as stated in our main theorem.
Main Theorem Let u, v, w ∈ W , λ ∈ Q∨, λ < 0. Let A = −12n(n+ 1)
∑n
i=1 w
∨
i .
The quantum Schubert structure constant Nw,λu,v for G/B is given by
Nw,λu,v =
∑
λ1,λ2∈Q∨
cutA,[tλ1 ]cvtA,[tλ2 ]dwt2A+λ,[tλ1+λ2 ],
provided that 〈λ, 2ρ〉 = ℓ(u) + ℓ(v)− ℓ(w) and zero otherwise.
The summation over the infinite set Q∨ can be simplified to the finite set Γ×W
with Γ = {(λ1, λ2) | λ1, λ2 < A, λ1 + λ2 4 2A+ λ, λ1, λ2 ∈ Q˜∨} and we obtain
Nw,λu,v =
∑
(λ1,λ2,v1)∈Γ×W
cutA,[v1tλ1 ]cvtA,[v1tλ2 ]dwt2A+λ,[v1tλ1+λ2 ].
The choice of A is not unique. In many cases, we can replace it by a smaller one
(see the proof of Theorem 5.1). All these and their T -equivariant extensions will
be given in section 5.2.
As a consequence, the above summations have only a few nonzero terms in many
cases. For instance for G = SL(3,C) with u = v = s1s2s1, w = s1s2 and λ = θ
∨
(see section 6.1 for notations), it suffices to take A = −θ∨ and the summation
for Nw,λu,v in fact contains one term only, namely N
w,λ
u,v = c
2
s0,[s0]
ds2s0,[s1s2s1t−2θ∨ ],
where cs0,[s0] = (−1)
1 1
s0(α0)
∣∣
α0=−θ
= − 1θ and ds2s0,[s1s2s1t−2θ∨ ] = ds2s0,[s0s1s2s1s0] =
s0s1(α2)s0s1s2s1(α0)
∣∣
α0=−θ
= θ2 by definition. Hence, Nw,λu,v = (−
1
θ )
2 ·θ2 = 1. This
coefficient can also be determined by Mihalcea’s algorithm but our formula is more
effective. To show the computational power of our formula, we will compute some
nontrivial coefficients for the higher rank group Spin(7,C).
1 Explicitly, the equivariant (quantum) Schubert structure constants are homogeneous
polynomials.
GROMOV-WITTEN INVARIANTS FOR G/B AND PONTRYAGIN PRODUCT FOR ΩK 3
Quantum Schubert structure constants for G/P can be identified with certain
quantum Schubert structure constants forG/B via Peterson-Woodward comparison
formula [39], the corresponding formula and its applications will be discussed in [29].
When v is a simple reflection, the equivariant quantum product σu ⋆ σv can be
given explicitly by the equivariant quantum Chevalley formula. This formula was
originally stated by Peterson in his unpublished work [35] and has been proved
recently by Mihalcea [33]. In [33], Mihalcea also showed that the multiplication in
QH∗T (G/B) is determined by the equivariant quantum Chevalley formula together
with a few other natural properties (see e.g. Proposition 5.3). As a consequence,
an algorithm to determine Nw,λu,v was given in [33]. However, an explicit formula is
still lacking.
In [35] Peterson already realized that QH∗T (G/B) should be ring isomorphic
to HT∗ (ΩK) after localization. Here ΩK is the based loop group of the maximal
compact subgroup K of G and the Pontryagin product defines a ring structure on
its (Borel-Moore) homology group HT∗ (ΩK). In Peterson’s work [35], the powerful
tool of nil-Hecke ring of Kostant-Kumar [21] was used heavily. Lam and his co-
authors had done many important works along this direction, such as [25], [28], [26]
and [27]. In [26], Lam and Shimozono gave a proof of the canonical isomorphism
between QH∗T (G/B) and H
T
∗ (ΩK) after localization, with the help of Peterson’s
j-isomorphism. Our approach is similar to the one by Lam-Shimozono as we both
rely heavily on Mihalcea’s criterion [33].
The homology HT∗ (ΩK) is an associative algebra over S = H
∗
T (pt) and it has an
additive S-basis given by Schubert homology classes {Sx | x ∈ W
−
af }, where W
−
af
is the set of length-minimizing representatives of cosets in Waf/W . We obtain an
explicit formula for the Pontryagin product of Schubert classes in HT∗ (ΩK).
Theorem 3.3 For any Schubert classes Sx and Sy in H
T
∗ (ΩK), the structure
coefficients for their Pontryagin product
SxSy =
∑
z∈W−
af
b zx,ySz
are given by
b zx,y =
∑
λ,µ∈Q∨
cx,[tλ]cy,[tµ]dz,[tλ+µ].
By analyzing the combinatorial nature of the summation in our formula, we
obtain elementary proofs of the following two formulas of Peterson-Lam-Shimozono
[26] on the Pontryagin product of certain Schubert classes: (i) For any wtλ, tµ ∈
W−af , one has SwtλStµ = Swtλ+µ ; (ii) For any σitλ, utµ ∈ W
−
af with σi = σαi , i ∈ I,
one has
SσitλSutµ = (u(wi)−wi)Sutλ+µ +
∑
γ∈Γ1
〈γ∨, wi〉Suσγ tλ+µ +
∑
γ∈Γ2
〈γ∨, wi〉Suσγ tλ+µ+γ∨ ,
where Γ1 = {γ ∈ R+ | ℓ(uσγ) = ℓ(u) + 1} and Γ2 = {γ ∈ R+ | ℓ(uσγ) =
ℓ(u) + 1− 〈γ∨, 2ρ〉}.
By combining these with the criterion of Mihalcea, our above formulas for
the structure coefficients of the Pontryagin product on HT∗ (ΩK) imply the cor-
responding formula for the equivariant quantum Schubert structure constants for
QH∗T (G/B).
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There could be an alternative way to determine our structure coefficients by
finding polynomial representatives for Schubert classes. For instance, this approach
has been used by Fomin, Gelfand and Postnikov for complete flag varieties of type
A [8]. The work of Magyar [31] could be relevant for general cases. See also [7].
This paper is organized as follows. In section 2, we set up the notations that will
be used throughout this article and review some well-known facts on the theory of
Kac-Moody algebras and groups. In section 3, we define the important quantities
cx,[y], dx,[y] and derive an explicit formula for the Pontryagin product on H
T
∗ (ΩK).
In section 4, we analyze our formula and compute the product of certain Schubert
classes. In section 5, we prove our main theorem and we also show that the classical
limit of our formula recover the usual formula for the equivariant Schubert structure
constants . In section 6, we give examples to demonstrate the effectiveness of our
formula. Finally in the appendix, we provide the proofs of some propositions stated
in section 4.
2. Notations
2.1. Notations. We introduce the notations that are used throughout the paper.
G: a simply-connected simple complex Lie group of rank n.
B,H : B is a Borel subgroup of G; H is a maximal torus of G contained in B.
K: a maximal compact subgroup of G.
T : T = K ∩H is a maximal torus in K.
g, h: g = Lie(G); h = Lie(H).
I, Iaf: I = {1, · · · , n}; Iaf = {0, 1, · · · , n}.
R,∆: R is the root system of (g, h); ∆ = {αi | i ∈ I} is a basis of simple roots.
R+: R+ = R ∩
⊕
i∈I Z≥0αi is the set of the positive roots; R =
(
−R+)
⊔
R+.
α∨i ,Q
∨: {α∨i | i ∈ I} are the simple coroots; Q
∨ =
⊕
i∈I Zα
∨
i is the coroot lattice.
Q˜∨: Q˜∨ = {µ ∈ Q∨ | 〈µ, αi〉 ≤ 0, i ∈ I} is the set of anti-dominant elements.
wi, ρ: {wi | i ∈ I} are the fundamental weights; ρ =
1
2
∑
β∈R+ β
(
=
∑
i∈I wi
)
.
w∨i : {w
∨
i | i ∈ I} are the fundamental coweights.
W : W = 〈σαi : i ∈ I〉 is the Weyl group of (g, h).
θ, ω0: θ is the highest (long) root of R; ω0 is the longest element in W .
gaf: the (untwisted) affine Kac-Moody algebra associated to g.
haf: Cartan subalgebra of gaf.
α0, δ: α0 is the affine simple root; δ = α0 + θ is the null root.
R+re: R
+
re = {α+mδ | α ∈ R,m ∈ Z
+} ∪R+ is the set of positive real roots.
S, Y : S = {σαi | i ∈ Iaf}; Y ⊂ ∆ is a subset.
Waf: the Weyl group of gaf; Waf = 〈σαi : i ∈ Iaf〉.
Waf,Y : the subgroup of Waf generated by {σα | α ∈ Y }.
WYaf : the subset {x ∈Waf | ℓ(x) ≤ ℓ(y), ∀y ∈ xWaf,Y } of Waf.
G: the Kac-Moody group associated to the Kac-Moody algebra gaf.
B: the standard Borel subgroup of G.
PY : the standard parabolic subgroup of G associated to Y ; PY ⊃ B.
W−af ,P0: W
−
af = W
∆
af ; P0 = P∆.
LK,ΩK: LK = {f : S1 → K | f is smooth }; ΩK = {f ∈ LK | f(1S1) = 1K}.
S, Sˆ: S = Q[α1, · · · , αn]; Sˆ = Q[α0, α1, · · · , αn].
qλ: qλ = q
a1
1 · · · q
an
n for λ =
∑n
i=1 aiα
∨
i ∈ Q
∨.
σi, σβ : σi = σαi is a simple reflection. σβ is a reflection for β ∈ R
+
re
⊔(
−R+re
)
.
σu, σ
u: Schubert classes for G/B, where u ∈ W .
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Sx,S
x: Schubert classes for G/PY .
cx,[y]: defined in section 3.1 for any x, y ∈ W
−
af .
dx,[y]: defined in section 3.1 for any x, y ∈ W
−
af .
c′x,y: c
′
x,y = cx,y
∣∣
α0=−θ
with cx,y defined in section 3.1.
Γ1: Γ1(u) = {γ ∈ R+ | ℓ(uσγ) = ℓ(u) + 1}, or simply Γ1 = Γ1(u).
Γ2: Γ2(u) = {γ ∈ R+ | ℓ(uσγ) = ℓ(u) + 1− 〈γ∨, 2ρ〉}, or simply Γ2 = Γ2(u).
2.2. Some more explanations. See [17] and [24] for the meaning of the notations
as in section 2.1 as well as the theory of Kac-Moody algebras and groups.
The fundamental weights {wi | i ∈ I} are the dual basis to the simple roots
{α∨i | i ∈ I} with respect to the natural pairing 〈·, ·〉 : h × h
∗ → C. The simple
reflections {σi = σαi | i ∈ I} act on h by σi(λ) = λ−〈λ, αi〉α
∨
i for λ ∈ h. Therefore
the Weyl group W , which is generated by the simple reflections, acts on h and h∗
naturally. Note that R = W ·∆. For any γ ∈ R, γ = w(αi) for some w ∈ W and
i ∈ I. We can well define γ∨ = w(α∨i ), which is independent of the expressions of
γ.
The Weyl group Waf of gaf is in fact an affine group, Waf = W ⋉Q
∨, where we
denote tλ
2 the image of λ ∈ Q∨ in Waf (by abusing notations). To be more precise,
one has σβ = σαtmα∨ for β = α+mδ ∈ Rre =
(
−R+re
)⊔
R+re. In particular, σα0 =
σθt−θ∨. Given w ∈ W,λ ∈ Q∨, γ ∈
⊕
i∈I Zαi and m ∈ Z, we have tw·λ = wtλw
−1
and the following action
wtλ · (γ +mδ) = w · γ + (m− 〈λ, γ〉)δ.
Since
(
Waf,S
)
is a Coxeter system, we can define the length function ℓ : Waf → Z≥0
and the Bruhat order (Waf,4) (see e.g. [16]). We use the following notation
x = [σβ1 · · ·σβr ]red,
whenever (σβ1 , · · · , σβr ) is a reduced decomposition of x ∈ Waf; that is, r = ℓ(x),
x = σβ1 · · ·σβr and βi’s are simple roots. (It is possible that βi = βj for i 6= j.)
This notation will also be used throughout this article.
Explicitly, the affine Kac-Moody group G is realized as a central extension by C∗
of the loop group consisting of the C((t))-rational points G(C((t))) of G extended
by one dimensional complex torus. For each subset Y ⊂ ∆, there is a standard par-
abolic subgroup PY ⊂ G corresponding to Y . In particular, B = P∅ and we denote
P0 = P∆. For our purpose of studying the generalized flag varieties G/B and G/P0,
the group G can be taken simply to be G = G(C((t))). That is, G = Mor(C∗, G).
As a consequence, P0 = G(C[[t]]) = Mor(C, G) and B = {f ∈ P0 | f(0) ∈ B}.
In the present paper, we only consider the following two cases: Y = ∅ and Y = ∆.
Note that Waf,∅ = {1}, W
∅
af = Waf and Waf,∆ = W . We denote W
−
af = W
∆
af .
3. Pontryagin product on equivariant homology of ΩK
The T -equivariant (Borel-Moore) homology HT∗ (ΩK) of based loop group ΩK
is a module over S = H∗T (pt) = Q[α1, · · · , αn] with an S-basis of Schubert classes
{Sx | x ∈ W
−
af }, whereW
−
af is the set of length-minimizing representatives of cosets
in Waf/W . T acts on ΩK by pointwise conjugation. The Pontryagin product
ΩK ×ΩK → ΩK, given by (f · g)(t) = f(t) · g(t), is associative and T -equivariant.
2 The notation tλ is used instead of tν(λ) as in chapter 6 of [17].
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Therefore, it induces a product map HT∗ (ΩK) ⊗ H
T
∗ (ΩK) → H
T
∗ (ΩK), making
HT∗ (ΩK) an associative S-algebra. The structure constants b
z
x,y ∈ S are defined by
SxSy =
∑
z∈W−
af
b zx,ySz
for x, y ∈ W−af . The main result of this section is Theorem 3.3, which gives an
explicit formula for the Pontryagin product as b zx,y =
∑
λ,µ∈Q∨ cx,[tλ]cy,[tµ]dz,[tλ+µ]
with cx,[y], dx,[y] defined combinatorially as below. As we will show in section 5.2,
these structure coefficients b zx,y’s indeed correspond to quantum Schubert structure
constants for the equivariant quantum cohomology QH∗T (G/B).
3.1. Definitions and properties of cx,[y] and dx,[y].
Definition 3.1. For any x, y ∈ Waf, we define the homogeneous rational function
cx,y = cx,y(α0, · · · , αn) ∈ Q[α
±
0 , α
±
1 , · · · , α
±
n ] as follows. Let x = [σβ1 · · ·σβm ]red.
If y 64 x, then cx,y = 0; if y 4 x, then
cx,y , (−1)
m
∑(
σε1β1(β1)σ
ε1
β1
σε2β2(β2) · · ·σ
ε1
β1
· · ·σεmβm(βm)
)−1
,
where the summation runs over all (ε1, · · · , εm)∈{0, 1}m satisfying σ
ε1
β1
· · ·σεmβm = y.
We define cx,[y] ∈ Q[α
±
1 , · · · , α
±
n ] as follows.
cx,[y] ,
∑
z∈yW
cx,z
∣∣
α0=−θ
=
∑
z∈yW
cx,z(−θ, α1, · · · , αn).
Let γk denote the (positive real) root σβ1 · · ·σβk−1(βk). We define the homoge-
neous polynomial dy,x = dy,x(α0, α1, · · · , αn) ∈ Q[α0, · · · , αn] as follows.
If y 64 x then dy,x = 0; if y = 1, then dy,x = 1; if y 4 x and y 6= 1, then
dy,x ,
∑
γi1 · · · γir ,
where the summation runs over all subsequences (i1, · · · , ir) of (1, · · · ,m) such that
y = [σβi1 · · ·σβir ]red.
We define dy,[x] ∈ Q[α1, · · · , αn] as follow.
dy,[x] , dy,x
∣∣
α0=−θ
= dy,x(−θ, α1, · · · , αn).
Note that for any y, y′ ∈ Waf with yW = y′W , one has cx,[y] = cx,[y′]. In
addition, one has dx,[y] = dx,[y′] provided x ∈ W
−
af (following from Lemma 4.22).
Proposition 3.2 ([21]; see also chapter 11 of [24]). cx,y and dy,x are well-defined,
independent of the choices of reduced decompositions of x. The transpose of
(
cx,y
)
is the inverse of the matrix
(
dx,y
)
in the following sense∑
z∈Waf
cx,zdy,z = δx,y =
∑
z∈Waf
cz,xdz,y, for any x, y ∈Waf.
Note that both summations in the above proposition contain only finitely many
nonzero terms.
3.2. Explicit formula for Pontryagin product on HT∗ (ΩK). Because of the
homotopy-equivalence between G/P0 and ΩK, we interchange the notations G/P0
and ΩK freely. Let TˆC denote the standard maximal torus of G with maxi-
mal compact sub-torus Tˆ . The Tˆ -equivariant cohomology H∗
Tˆ
(G/P0) is an Sˆ-
algebra with a basis of Schubert classes {Sˆx | x ∈ W−af }, where Sˆ = H
∗
Tˆ
(pt) =
Q[α0, α1, · · · , αn]. Note that T ⊂ Tˆ is a sub-torus. The T -equivariant cohomology
GROMOV-WITTEN INVARIANTS FOR G/B AND PONTRYAGIN PRODUCT FOR ΩK 7
H∗T (G/P0) is an S-algebra with a basis of Schubert classes {S
x | x ∈ W−af }, where
S = H∗T (pt) = Q[α1, · · · , αn]. Furthermore, one has the following evaluation maps
ev : H∗
Tˆ
(G/P0)→ H∗T (G/P0) and ev : Sˆ → S such that ev(fSˆ
x) = ev(f)Sx, where
f = f(α0, α1, · · · , αn) ∈ Sˆ and ev(f) = f(−θ, α1, · · · , αn) ∈ S. (See appendix 7.4
for more details on the above descriptions.)
The T -equivariant homologyHT∗ (G/P0) is the submodule of HomS(H
∗
T (G/P0), S)
spanned by the equivariant Schubert homology classes {Sx | x ∈W
−
af }
3, which for
any x, y ∈W−af satisfy 〈Sx,S
y〉 = δx,y with respect to the natural pairing.
The adjoint action of T on K induces a canonical action on ΩK by pointwise
conjugation; that is, (t · f)(s) , t · f(s) · t−1 for any t ∈ T and f ∈ ΩK. The group
multiplicationK×K → K induces a so-called Pontryagin product ΩK×ΩK → ΩK
by pointwise multiplication; that is, (f · g)(s) = f(s) · g(s) for any f, g ∈ ΩK. The
Pontryagin product is obviously associative and T -equivariant. Therefore it induces
HT∗ (ΩK)⊗H
T
∗ (ΩK)→ H
T
∗ (ΩK), which is also called the Pontryagin product. As
a consequence, HT∗ (ΩK) is an associative S-algebra. Furthermore, one has
SxSy =
∑
z∈W−
af
b zx,ySz
for x, y ∈ W−af with the structure coefficients b
z
x,y ∈ S being polynomials. Now we
state the main result of this section as follows.
Theorem 3.3. For any x, y, z ∈ W−af , the structure coefficient b
z
x,y for H
T
∗ (ΩK) is
given by
b zx,y =
∑
λ,µ∈Q∨
cx,[tλ]cy,[tµ]dz,[tλ+µ].
In particular, b zx,y = b
z
y,x for all z, which implies SxSy = SySx.
Note that P0 = P∆ and W
−
af = W
∆
af . By replacing ∆ with a general subset
Y ⊂ ∆, HT∗ (G/PY ) and S
x
Y can be defined in a similar manner. To distinguish
these with the case of our main interest G/P0, we denote Sx0 ,S
0
x for the case Y = ∅
(note that P∅ = B). These notions can be extended to Tˆ -equivariant (co)homology
for G/PY for a larger Tˆ -action. The corresponding Schubert classes are denoted by
“Sˆ” instead of “S”.
Definition 3.4. Given x ∈Waf, we define the element ψYx in HomS(H
∗
T (G/PY ), S)
to be the canonical morphism ψYx , (ι
Y
x )
∗ : H∗T (G/PY )→ H
∗
T (pt) = S, where ι
Y
x is
the T -equivariant map ιYx : pt→ G/PY given by pt 7→ xPY .
We define ψˆYx to be the element ψˆ
Y
x = (ι
Y
x )
∗ in HomSˆ(H
∗
Tˆ
(G/PY ), Sˆ), by consid-
ering the action by the larger group Tˆ .
Since we consider the cases Y = ∆ and Y = ∅ only, we simply denote
ψx = ψ
∆
x ; ψˆx = ψˆ
∆
x ; ψ
0
x = ψ
∅
x; ψˆ
0
x = ψˆ
∅
x.
The relation between Sˆ0x and ψˆ
0
y is expressed in the following lemma.
Lemma 3.5 (Proposition 3.3.1 of [1]4). For any x ∈ Waf, Sˆ0x =
∑
y∈Waf
cx,yψˆ
0
y.
3We should note that we are using the equivariant Borel-Moore homology (see e.g. [13]).
4The terminologies used in [1] and the present paper can be identified as follows:Lx = Sˆ0x and
Θ(µ)(y) = ψˆ0y(µ) for µ ∈ H
∗
Tˆ
(G/B).
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Note that one has ψx = ψy whenever xW = yW (following the definition),
and that the canonical map π∗ : H
T
∗ (G/B) → H
T
∗ (G/P0), induced by the natural
projection π : G/B → G/P0, is given by
π∗(S
0
x) =
{
0, if x 6∈ W−af
Sx, if x ∈ W
−
af
.
Proposition 3.6. (i) For any x ∈ Waf, ψ0x =
∑
y∈Waf
dy,[x]S
0
y in H
T
∗ (G/B).
(ii) For any x ∈W−af , ψx =
∑
y∈W−
af
dy,[x]Sy in H
T
∗ (G/P0).
(iii) For any x ∈W−af , Sx =
∑
t∈Q∨ cx,[t]ψt.
Proof. (i) It follows from Proposition 3.2 and Lemma 3.5 that
ψˆ0x =
∑
z∈Waf
δx,zψˆ
0
z =
∑
z∈Waf
∑
y∈Waf
dy,xcy,zψˆ
0
z =
∑
y∈Waf
dy,xSˆ
0
y.
Note that ι∅x is both T -equivariant and Tˆ -equivariant and idpt, idG/B are
morphisms preserving the T -action. Hence, the identity idG/B◦ι
∅
x = ι
∅
x◦idpt
induces ψ0x ◦ ev = ev ◦ ψˆ
0
x : H
∗
Tˆ
(G/B)→ S. Therefore,
ψ0x(S
y
0) = ψ
0
x ◦ ev(Sˆ
y
0) = ev ◦ ψˆ
0
x(Sˆ
y
0) = ev(dy,x) = dy,[x].
Hence, ψ0x =
∑
y∈Waf
dy,[x]S
0
y, where the summation contains only finitely
many nonzero terms since dy,[x] = 0 whenever y 64 x. Thus ψ
0
x ∈ H
T
∗ (G/B).
(ii) Note that ι∆x , ι
∅
x and π are all T -equivariant maps. Hence, the identity
ι∆x = π ◦ ι
∅
x induces ψx = ψ
0
x ◦ π
∗ : H∗T (G/P0)→ S. Therefore,
ψx = π∗(ψ
0
x) = π∗(
∑
y∈Waf
dy,[x]S
0
y) =
∑
y∈W−
af
dy,[x]Sy ∈ H
T
∗ (G/P0),
noting that the summation contains only finitely many nonzero terms.
(iii) Denote c′x,y = cx,y
∣∣
α0=−θ
. It follows from (ii) and Proposition 3.2 that
Sx =
∑
y∈Waf
δx,ySy =
∑
y∈Waf
∑
z∈Waf
c′x,zdy,[z]Sy =
∑
z∈Waf
c′x,zψz.
Note that ψz = ψy whenever z ∈ yW , and each coset yW has a unique
representative of translation in Q∨ ∼= Waf/W . Hence for any x ∈W
−
af ,
Sx =
∑
z∈Waf
c′x,zψz =
∑
t∈Q∨
( ∑
z∈tW
c′x,z
)
ψt =
∑
t∈Q∨
cx,[t]ψt.

The above proposition was essentially contained in Peterson’s notes [35].
The Pontryagin product gives an associative S-algebra structure on the equivari-
ant homology HT∗ (ΩK). The following proposition was stated in [35] by Peterson.
We learned the following proof from Thomas Lam.
Proposition 3.7. For any λ, µ ∈ Q∨, the Pontryagin product of ψtλ and ψtµ in
HT∗ (ΩK) is given by ψtλψtµ = ψtλtµ = ψtλ+µ .
Proof. Identify λ ∈ Q∨ with the co-character λ : S1 → T , which gives a point
λ : S1 → K in ΩK. These are the T -fixed points of ΩK. Note that ψt is the map
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H∗T (ΩK) → H
∗
T (pt) induced by the map pt → ΩK with image t. Thus ψtλψtµ is
the map H∗T (ΩK) −→ H
∗
T (pt) induced by the following composition of maps:
pt −→ ΩK × ΩK −→ ΩK, which is given by pt 7→ (tλ, tµ) 7→ tλtµ.
Note that pointwise multiplication on the group takes the loops λ : S1 → T ,
µ : S1 → T to the loop (λ+ µ) : S1 → T. Thus ψtλψtµ = ψtλtµ = ψtλ+µ .

Now we can derive the proof of Theorem 3.3 easily.
Proof of Theorem 3.3. It follows from Proposition 3.6 and Proposition 3.7 that
SxSy =
( ∑
λ∈Q∨
cx,[tλ]ψtλ
)( ∑
µ∈Q∨
cy,[tµ]ψtµ
)
=
∑
λ,µ∈Q∨
cx,[tλ]cy,[tµ]ψtλψtµ
=
∑
λ,µ∈Q∨
cx,[tλ]cy,[tµ]ψtλ+µ
=
∑
λ,µ∈Q∨,z∈W−
af
cx,[tλ]cy,[tµ]dz,[tλ+µ]Sz.
Hence, b zx,y =
∑
λ,µ∈Q∨ cx,[tλ]cy,[tµ]dz,[tλ+µ]. 
Remark 3.8. The equivariant Schubert structure constants for the equivariant co-
homology of based loop group ΩK can also be expressed in terms of cx,[y] and dx,[y].
(See appendix 7.4 for more details.)
Note that cx,[tλ], cy,[tµ] and dz,[tλ+µ] are homogeneous rational functions of de-
gree −ℓ(x),−ℓ(y) and ℓ(z) respectively. Since b zx,y is a polynomial, we obtain the
following corollary.
Corollary 3.9. Let x, y, z ∈ W−af , one has b
z
x,y = 0 unless ℓ(z) ≥ ℓ(x) + ℓ(y).
Furthermore if ℓ(z) = ℓ(x) + ℓ(y), then the rational function b zx,y is a constant.
4. Calculations for structure coefficients
In this section, we analyze the summation in the formula for the structure coef-
ficients b zx,y’s. We obtained several useful formulas, including the following two as
the main results of this section. The proofs are elementary and combinatorial in
nature. These two formulas have been obtained by Lam and Shimozono [26] by a
different method using nil-Hecke ring and Peterson j-isomorphism.
Proposition 4.1. For any wtλ, tµ ∈W
−
af , one has SwtλStµ = Swtλ+µ.
Proposition 4.2. Let σitλ, utµ ∈W
−
af , where σi = σαi with i ∈ I. Then one has
SσitλSutµ = (u(wi)−wi)Sutλ+µ +
∑
γ∈Γ1
〈γ∨, wi〉Suσγ tλ+µ +
∑
γ∈Γ2
〈γ∨, wi〉Suσγ tλ+µ+γ∨
5,
where Γ1 and Γ2 are as defined in section 2.1.
5 The coefficient 〈γ∨, wi〉 is always equal to zero if either γ ∈ Γ1 and uσγtλ+µ /∈W
−
af
or γ ∈ Γ2
and uσγtλ+µ+γ∨ /∈ W
−
af .
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In section 4.1, we introduce some well-known facts on the Coxeter group Waf.
We also prove propositions in section 4.1 as preliminaries for later simplifications.
In section 4.2 and section 4.3, we simplify the summations involved in formulas for
Swtλ · Stµ and Sσitλ ·Sutµ respectively, where the main lemmas are Proposition
4.15, Proposition 4.19 and Proposition 4.20. Since the proofs are elementary, we
treat them in the appendix. After computing certain cx,y and dx,y, we obtain
Proposition 4.1 and Proposition 4.2 in section 4.4. Finally in section 4.5, we give a
useful simplified formula for general SxSy.
4.1. Preliminaries. Recall that S = {σi | i ∈ Iaf}. Denote T = {xσix−1 | x ∈
Waf, σi ∈ S} = {σγ | γ ∈ R
+
re}. Let x, x
′ ∈ Waf. We say x covers x
′, denoted by
x′ → x or x′
σγ
→ x, if and only if there exists some σγ ∈ T such that x = σγx′ and
ℓ(x) = ℓ(x′) + 1. We say x′ 4 x with respect to the Bruhat order (Waf,4) if and
only if there exists a chain x′ = x1 → x2 → · · · → xk = x. We list some well-known
facts (from [14] and [16]) for the Coxeter system (Waf,S) as follows.
Lemma 4.3. Let x, y ∈ Waf with x = [σβ1 · · ·σβr ]red. Denote γk = σβ1 · · ·σβk−1(βk).
(a) If y→x, then there exists a unique j, 1 ≤ j ≤ r, such that x = σγjy and
y = [σβ1 · · ·σβj−1σβj+1 · · ·σβr ]red.
(b) If y 4 x, then y = [σβk1 · · ·σβks ]red for some subsequence (k1, · · · , ks),
which we call an induced reduced decomposition of y from x = [σβ1 · · ·σβr ]red.
In particular, if y 4 x and ℓ(x) = ℓ(y) + 1, then y
σγj
→ x for a unique j.
(c) (Lifting Property) Let σi ∈ S. Suppose ℓ(σix) > ℓ(x) and ℓ(σiy) < ℓ(y),
then the following are equivalent:
(i) σix 4 y; (ii) x 4 y; (iii) x 4 σiy.
(d) {γ1, · · · , γr} = {γ ∈ R+re | x
−1(γ) ∈ −R+re}; ℓ(xy) ≤ ℓ(x) + ℓ(y).
(e) Let γ ∈ R+re. ℓ(σγx) ≤ ℓ(x)⇐⇒ x
−1(γ) ∈ −R+re.
Each element x ∈ Waf = W ⋉Q∨ can be written as x = wtλ for unique w ∈ W
and tλ ∈ Q∨. Recall that the set of anti-dominant elements in Q∨ is
Q˜∨ = {µ ∈ Q∨ | 〈µ, αi〉 ≤ 0, i ∈ I}.
The length-minimizing representatives in W−af are characterized as follows.
Lemma 4.4 (see e.g. [26]). Let λ ∈ Q∨ and w ∈W .
(a) If w(λ) ∈ Q˜∨, then ℓ(tλ) = 〈w(λ),−2ρ〉.
(b) wtλ ∈W
−
af ⇐⇒ λ ∈ Q˜
∨, and if 〈λ, αi〉 = 0 then w(αi) < 0.
Furthermore if wtλ ∈W
−
af , then ℓ(wtλ) = ℓ(tλ)− ℓ(w) = 〈λ,−2ρ〉 − ℓ(w).
Corollary 4.5. Let λ ∈ Q˜∨. Suppose λ is regular; that is, 〈λ, αi〉 6= 0 for each
i ∈ I. Then for any w, u ∈ W , one has (i) wtλ 4 tλ; (ii) wtλu 4 tλ implies u = 1.
Proof. Write w = [σβ1 · · ·σβr ]red. Denote xj = σβj · · ·σβr tλ for each 1 ≤ j ≤ r.
Since λ ∈ Q˜∨ is regular, xj ∈W
−
af for each 1 ≤ j ≤ r+1, where we denote xr+1 = tλ.
(i) ℓ(xj+1) = ℓ(tλ)− ℓ(σβj+1 · · ·σβr ) = ℓ(tλ)− (r− j). Note that xj+1 = σβjxj and
ℓ(xj+1) = ℓ(xj) + 1. Thus xj 4 xj+1 for 1 ≤ j ≤ r. Hence, wtλ = x1 4 xr+1 = tλ.
(ii) Note that xj ∈W
−
af for 1 ≤ j ≤ r+1. Hence, ℓ(xju) = ℓ(xj)+ℓ(u), ℓ(σβjxju) =
ℓ(xj+1u) > ℓ(xju) and ℓ(σβjxr+1) = ℓ(xr+1) − 1 < ℓ(xr+1). Therefore if xju 4
xr+1, then xj+1u = σβjxju 4 xr+1 by Lemma 4.3. Hence, x1u = wtλu 4 tλ = xr+1
implies tλu = xr+1u 4 xr+1, by induction on j. Thus ℓ(u) = 0 and u = 1. 
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The following useful lemma will be applied frequently later.
Lemma 4.6 (see e.g. [32]). For any γ ∈ R+, ℓ(σγ) ≤ 〈γ∨, 2ρ〉 − 1.
The following lemma is on the property of the longest element ω0 in W .
Lemma 4.7. ω0(−θ) = θ.
Proof. (We learn the proof from Victor Reiner.) The highest root θ0 ∈ R+ is
characterized among all the positive roots by the property that 〈θ0, α
∨
i 〉 ≥ 0 for all
αi’s. Note that ω0(−θ) is a positive roots. Furthermore for any simple root αi,
ℓ(σω0(αi)) = ℓ(ω0σiω0) = ℓ(ω0)−ℓ(σiω0) = ℓ(ω0)−(ℓ(ω0)−ℓ(σi)) = 1, which implies
that ω0(σi) = −σj for some j ∈ I. Note that ω0 = ω
−1
0 . Hence for θ0 = ω0(−θ),
〈θ0, α∨i 〉 = 〈ω0(−θ), α
∨
i 〉 = 〈θ,−ω0(αi)
∨〉 = 〈θ, α∨j 〉 ≥ 0. Thus θ0 = θ. 
The following result was mentioned explicitly by Lusztig in section 2 of [30]. It
is proved by Stembridge as a special case of Theorem 4.10 of [37].
Proposition 4.8. For λ, µ ∈ Q˜∨, tµ 4 tλ ⇐⇒ λ 4 µ; that is, µ− λ =
∑
i∈I aiα
∨
i
with ai ≥ 0 for each i ∈ I.
Corollary 4.9. Let tλ, wtµ ∈W
−
af . Then wtµ 4 tλ ⇐⇒ λ 4 µ.
Proof. We can assume λ, µ to be regular. (Otherwise, we take any regular τ ∈ Q˜∨
and consider λ + τ, µ + τ .) We claim that wtµ 4 tλ ⇐⇒ tµ 4 tλ. Hence, the
statement follows from Proposition 4.8 immediately.
Indeed, we have wtµ 4 tµ by Corollary 4.5. Suppose tµ 4 tλ, then we have
wtµ 4 tλ. Suppose wtµ 4 tλ. Write w = [σβ1 · · ·σβk ]red. Note that ℓ(σβ1wtµ) =
ℓ(tµ)− ℓ(w) + 1 > ℓ(wtµ) and ℓ(σβ1tλ) = ℓ(tλ)− 1 < ℓ(tλ). Hence, w˜tµ 4 tλ holds
by Lemma 4.3, where w˜ = σβ1w with ℓ(w˜) = ℓ(w)− 1. Thus we can deduce tµ 4 tλ
by induction on ℓ(w). 
Lemma 4.10. Suppose λ ∈ Q∨ satisfies 〈λ, αi〉 ≤ −2 for each i ∈ I.Then tλ ∈
W−af admits a reduced decomposition of the form tλ = ω0σ0u1σ0 · · ·urσ0, where
uj ∈ W for all j.
Proof. It follows from Lemma 4.7 that tλ = t−θ∨tλ+θ∨ = ω0σθt−θ∨σθω0tλ+θ∨ . Note
that for each i ∈ I, 〈λ+θ∨, αi〉 ≤ −2+〈θ∨, αi〉 ≤ −2+1 = −1. Hence, λ+θ∨ ∈ Q˜∨
is regular and we have σθω0tλ+θ∨ ∈ W
−
af . Hence, any reduced decomposition of
σθω0tλ+θ∨ must be of the form u1σ0 · · ·urσ0. Furthermore,
ℓ(tλ) ≤ ℓ(ω0σθt−θ∨) + ℓ(σθω0tλ+θ∨)
= ℓ(ω0σ0) + ℓ(tλ+θ∨)− ℓ(σθω0)
= ℓ(ω0) + 1 + 〈λ+ θ
∨,−2ρ〉 − (ℓ(ω0)− ℓ(σθ))
= 1 + ℓ(tλ)− 〈θ
∨, 2ρ〉+ ℓ(σθ)
≤ 1 + ℓ(tλ)− 〈θ
∨, 2ρ〉+ 〈θ∨, 2ρ〉 − 1 = ℓ(tλ).
Hence, all inequalities are indeed equalities. Thus tλ admits a reduced decomposi-
tion of the form ω0σ0u1σ0 · · ·urσ0. 
Lemma 4.11. Suppose λ ∈ Q∨ satisfies 〈λ, αi〉 ≤ −2 for each i ∈ I. Take a reduced
decomposition of the form tλ = ω0σ0u1σ0 · · ·urσ0. Then for any w ∈ W , the
induced reduced decomposition(s) of wtλ 4 tλ must be of the form u0σ0u1σ0 · · ·urσ0
with u0 = wω0 ∈W .
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Proof. The induced decomposition(s) of wtλ is of the form wtλ = u
′
0σ0u
′
1σ0 · · ·u
′
rσ0
with u′0 4 ω0 and u
′
j 4 uj for each 1 ≤ j ≤ r. If u
′
j 6= uj for some 1 ≤ j ≤ r, then
ℓ(u′j) ≤ ℓ(uj)− 1. Note that tλ = ω0σ0u1σ0 · · ·urσ0 = w
−1u′0σ0u
′
1σ0 · · ·u
′
rσ0. Thus
ℓ(ω0) + r + 1 +
∑
1≤k≤r
ℓ(uk) = ℓ(ω0σ0u1σ0 · · ·urσ0)
= ℓ(w−1u′0σ0u
′
1σ0 · · ·u
′
rσ0)
≤ ℓ(w−1u′0) + r + 1 +
∑
1≤k≤r
ℓ(u′k)
≤ ℓ(ω0) + r + 1 + ℓ(uj)− 1 +
∑
k 6=j
ℓ(uk)
= ℓ(ω0) + r +
∑
1≤k≤r
ℓ(uk).
This is a contradiction and therefore the induced reduced decomposition(s) of wtλ
must be of the form u0σ0u1σ0 · · ·urσ0, which implies u0 = wω0. 
4.2. Simplification for Swtλ ·Stµ . For any x, y ∈Waf, we denote c
′
x,y = cx,y
∣∣
α0=−θ
.
The main result of this subsection is the following proposition, which says that the
summation for the product contains at most one nonzero term when one of the
Schubert classes is defined by a translation.
Proposition 4.12. Let wtλ, tµ∈W
−
af . If 〈µ, αi〉 < −ℓ(ω0) for all i ∈ I, then
SwtλStµ = c
′
wtλ,wtλc
′
tµ,wtµdwtλ+µ,[wtλ+µw−1]Swtλ+µ.
In order to prove this proposition, we first need a few lemmas.
Denote [z] the coset zW for z ∈ Waf. Each coset [z] contains a unique element
m[z] ∈ W
−
af of minimum length and a unique element of translation t[z] ∈ Q
∨. Note
that if m[z] = v1tλ1 , then t[z] = tv1(λ1) = v1tλ1v
−1
1 .
Definition 4.13. The length of a coset [z] is defined to be ℓ([z]) = ℓ(m[z]). Let
x ∈ W−af . We define (i) x 4 [z] if x 4 m[z] and (ii) [z] 4 x if m[z] 4 x.
Lemma 4.14. Let x = wtλ ∈W
−
af , z ∈ Waf. If x 4 y with y ∈ [z], then x 4 [z].
Proof. Write m[z] = utµ ∈ W
−
af , then y = utµv for some v ∈ W . Let v =
[σβ1 · · ·σβk ]red and denote y˜ = utµσβ1 · · ·σβk−1 . Note that ℓ(σβkx
−1) = ℓ(x−1)+1 >
ℓ(x−1) and ℓ(σβky
−1) = ℓ(y−1)−1 < ℓ(y−1). Since x 4 y, x−1 4 y−1 and therefore
x−1 4 σβky
−1 = y˜−1 by (c) of Lemma 4.3. Hence, x 4 y˜ with ℓ(y˜) = ℓ(y)− 1.
Hence, the statement holds by induction on ℓ(v). 
Proposition 4.15. Let x, y, z ∈ W−af with x = wtλ and y = tµ. Let t1, t2 ∈ Q
∨
and denote vjtλj = m[tj ], j=1, 2. Suppose x < [t1], y < [t2], z 4 [t1t2] and
ℓ(z) ≥ ℓ(x) + ℓ(y). If 〈µ, αi〉 < −ℓ(ω0) for all i ∈ I, then
v1tλ1 = wtλ, v2tλ2 = wtµ and z = wtλ+µ.
Proof. See appendix 7.1. 
Lemma 4.16. Let x, y ∈ W−af with x = wtλ and y = utµ. Then cx,[y] = c
′
x,y, if
either λ = µ with λ regular or ℓ(x) = ℓ(y) + 1.
Proof. Recall that cx,[y] =
∑
z∈yW c
′
x,z. Given z ∈ yW , one has z = utλv for some
v ∈ W . Note that c′x,z 6= 0 only if z 4 x. Suppose λ = µ and λ is regular, then
utλv 4 wtλ 4 tλ implies v = 1 by Corollary 4.5. Suppose ℓ(x) = ℓ(y) + 1. If z 6= y,
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then ℓ(z) > ℓ(y) and therefore z = x follows from z 4 x, which contradicts to the
uniqueness of the length-minimizing element in each coset.
Hence, cx,[y] = c
′
x,y if either of the two assumptions holds. 
Proof of Proposition 4.12. By Corollary 3.9, SxSy =
∑
z b
z
x,ySz with summation
running over those z ∈W−af satisfying ℓ(z) ≥ ℓ(x)+ℓ(y) and the structure coefficient
b zx,y =
∑
t1,t2
cx,[t1]cy,[t2]dz,[t1t2]. Here cx,[t1] = 0 unless x < [t1]; cy,[t2] = 0 unless
y < [t2]; dz,[t1t2] = 0 unless z 4 t1t2, which implies z 4 [t1t2] by Lemma 4.14.
Hence, our result follows from Proposition 4.15 and Lemma 4.16 immediately. 
4.3. Simplification for Sσitλ ·Sutµ . Recall that for u ∈W ,
Γ1 = {γ ∈ R
+ | ℓ(uσγ) = ℓ(u) + 1},Γ2 = {γ ∈ R
+ | ℓ(uσγ) = ℓ(u) + 1− 〈γ
∨, 2ρ〉}.
The main result of this subsection is as follows.
Proposition 4.17. Let x, y ∈W−af with x = σitλ and y = utµ, where σi = σαi for
some i ∈ I. Suppose 〈λ, αj〉 < −ℓ(ω0) and 〈µ, αj〉 < −ℓ(ω0) for all j ∈ I, then
SxSy = c
′
x,utλ
c′y,ydutλ+µ,[utλ+µu−1]Sutλ+µ +
∑
γ∈Γ1
AγSuσγtλ+µ +
∑
γ∈Γ2
BγSuσγtλ+µ+γ∨ ,
where Aγ = c
′
x,utλc
′
y,yduσγ tλ+µ,[utλ+µu−1]+ c
′
x,uσγtλc
′
y,uσγtµduσγ tλ+µ,[uσγtλ+µσγu−1],
Bγ = c
′
x,utλ
c′y,yduσγ tλ+µ+γ∨ ,[utλ+µu−1]+
c′x,uσγtλc
′
y,uσγtµ+γ∨
duσγ tλ+µ+γ∨ ,[uσγtλ+µ+γ∨σγu−1].
Lemma 4.18. Let x, y, z ∈ W−af with x = σitλ and y = utµ where i ∈ I. Let
tj ∈ Q∨ and denote vjtλj = m[tj ], j=1, 2. Suppose x < [t1], y < [t2], z 4 [t1t2] and
ℓ(z) ≥ ℓ(x) + ℓ(y). Then only the following two possibilities can happen,
Case A: ℓ([t1t2]) = ℓ(x)+ℓ(y)+1; Case B: ℓ([t1t2]) = ℓ(z) = ℓ(x)+ℓ(y).
Proof. Note that z 4 [t1t2] implies ℓ(z) ≤ ℓ([t1t2]). Therefore,
ℓ(x) + ℓ(y) ≤ ℓ([t1t2]) = ℓ([v1tλ1v
−1
1 v2tλ2 ])
≤ ℓ(v1tλ1v
−1
1 v2tλ2)
≤ ℓ(v1tλ1) + ℓ(v
−1
1 ) + ℓ(v2tλ2)
= ℓ(tλ1) + ℓ(v2tλ2)
≤ ℓ(tλ) + ℓ(y) = ℓ(x) + 1 + ℓ(y).
Hence, only two cases (Case A or Case B) are possible. 
Proposition 4.19. Under the same assumptions as in Lemma 4.18, we assume λ
is regular. If Case A occurs, then v1tλ1 = utλ and v2tλ2 = utµ. Furthermore,
only one of the following three possibilities can happen,
a) z = utλ+µ;
b) there exists γ ∈ Γ1 such that z = uσγtλ+µ;
c) there exists γ ∈ Γ2 such that z = uσγtλ+µ+γ∨ .
Proof. See appendix 7.2. 
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Proposition 4.20. Under the same assumptions as in Lemma 4.18, we assume
that 〈λ, αj〉 < −ℓ(ω0) and 〈µ, αj〉 < −ℓ(ω0) for all j ∈ I. If Case B occurs, then
only one of the following two possibilities can happen,
a) there exists γ ∈ Γ1 such that v1tλ1 = uσγtλ, v2tλ2 = uσγtµ, z = uσγtλ+µ;
b) there exists γ ∈ Γ2 such that v1tλ1 = uσγtλ, v2tλ2 = uσγtµ+γ∨ , z = uσγtλ+µ+γ∨ .
Proof. See appendix 7.3. 
Proof of Proposition 4.17. Note thatSxSy =
∑
z∈W−
af
∑
t1,t2
cx,[t1]cy,[t2]dz,[t1t2]Sz,
where the only nonzero terms are those satisfying x < [t1], y < [t2], z 4 [t1t2] and
ℓ(z) ≥ ℓ(x)+ ℓ(y). Therefore, our result follows from Proposition 4.19, Proposition
4.20 and Lemma 4.16 immediately. 
4.4. Calculations for Swtλ · Stµ and Sσitλ · Sutµ . The main results of this
subsection are Proposition 4.1 and Proposition 4.2 as stated in the beginning of
this section.
The reduced decomposition(s) of w ∈ W ⊂ Waf does not contain the simple
reflection σα0 . That is, reduced decompositions of w ∈W with respect to (Waf,S)
are exactly the same as reduced decompositions of w with respect to the Coxeter
sub-system (W, {σαj | j ∈ I}). As a consequence, du,v ∈ Q[α1, · · · , αn] and cu,v ∈
Q[α±1 , · · · , α
±
n ] for any u, v ∈W .
The following lemma is useful for calculations of certain structure constants.
Lemma 4.21 (Lemma 11.1.22 of [24]). For any v, u ∈W ,
dv,u =
( ∏
β∈R+
β
)
u
(
cv−1ω0,u−1ω0
)
.
Lemma 4.22. For any x, y ∈ W−af and any w ∈ W , one has dx,yw = dx,y.
Proof. Let y = [σβ1 · · ·σβk ]red and w = [σβk+1 · · ·σβk+s ]red. Then βk+1, · · · , βk+s ∈
∆, βk = α0 and yw = [σβ1 · · ·σβk+s ]red. For any subsequence J = (j1, · · · , ja) of
(1, · · · , k + s), we denote σJ = σβj1 · · ·σβja . Suppose x = [σJ ]red, then J must
be a subsequence of (1, · · · , k). Therefore, dx,yw = dx,y by definition. Indeed, if
J = J1
⊔
J2 with J2 ⊂ (k + 1, · · · , k + s) nonempty and J1 ⊂ (1, · · · , k), then
σJ2 ∈ W and ℓ(x(σJ2 )
−1) = ℓ(σJ1σJ2(σJ2)
−1) = ℓ(σJ1) ≤ |J1| < |J | = ℓ(x), which
contradicts to the fact that x is length-minimizing in the coset xW . 
Suppose that 〈λ, αi〉 ≤ −2 and 〈µ, αi〉 ≤ −2 for all i ∈ I. Let m = ℓ(tλ)
and p = ℓ(tµ). Because of Lemma 4.10, we can take reduced expressions tλ =
[σβ1 · · ·σβm ]red and tµ = [σβm+1 · · ·σβm+p ]red such that βr+1 = βm+r+1 = α0 and
ω0 = [σβ1 · · ·σβr ]red = [σβm+1 · · ·σβm+r ]red, where r = ℓ(ω0). Note that tλ+µ =
[σβ1σβ2 · · ·σβm+p ]red . Denote Hj = σβ1 · · ·σβj−1 (βj) for 1 ≤ j ≤ m+p, and denote
H˜j = σβm+1 · · ·σβm+j−1 (βm+j) for 1 ≤ j ≤ p. We will adopt the same notations of
Hj’s and H˜k’s in this subsection and section 5.3.
Note that Hm+j = tλ(H˜j) for 1 ≤ j ≤ p, and that for any w ∈ W one has
r∏
i=1
Hi =
r∏
i=1
H˜i =
∏
β∈R+
β = (−1)ℓ(w)w
( ∏
β∈R+
β
)
= (−1)ℓ(w)
∏
β∈R+
w(β).
GROMOV-WITTEN INVARIANTS FOR G/B AND PONTRYAGIN PRODUCT FOR ΩK 15
Lemma 4.23. Suppose that 〈λ, αi〉 ≤ −2 and 〈µ, αi〉 ≤ −2 for all i ∈ I. For any
v, u, w ∈W , one has the following
(1) dv,v =
∏
γ∈R+
v−1(γ)∈−R+
γ.
(2) dvtλ,vtλ =
(∏
γ∈R+
v−1(γ)∈R+
γ
)
·
m∏
j=r+1
v(Hj).
(3) cvtλ,utλ =
u(dv−1,u−1)∏m
j=1 u(Hj)
.
(4) w(dw−1,w−1) · dwtλ+µ,wtλ+µ =
m+p∏
j=1
w(Hj).
Proof. Due to Lemma 4.11, we can write vtλ = [σβi1 · · ·σβikσβr+1 · · ·σβm ]red with
(i1, · · · , ik) a subsequence of (1, · · · , r) and vω0 = [σβi1 · · ·σβik ]red.
(1) Let v = [σβM+1 · · ·σβM+s ]red and denote γj = σβM+1 · · ·σβM+j−1(βM+j),
where M > m+ p. Then dv,v =
∏s
j=1 γj =
∏
γ∈R+
v−1(γ)∈−R+
γ, by Lemma 4.3.
(2) dvtλ,vtλ =
( k∏
j=1
σβi1 · · ·σβij−1 (βij )
)
·
m∏
j=r+1
σβi1 · · ·σβikσβr+1 · · ·σβj−1 (βj)
= dvω0,vω0 ·
m∏
j=r+1
v(Hj) =
(∏
γ∈R+
ω0v
−1(γ)∈−R+
γ
)
·
m∏
j=r+1
v(Hj). Since ω0 is
an involution that maps −R+ to R+, the statement holds.
(3) It follows from Lemma 4.11 that (εi1 , · · · , εik , εr+1, · · · , εm) ∈ {0, 1}
m−r+k
satisfies σ
εi1
βi1
· · ·σ
εik
βik
σ
εr+1
βr+1
· · ·σεmβm = utλ only if εr+1 = · · · = εm = 1
and σ
εi1
βi1
· · ·σ
εik
βik
= uω0. As a consequence, one has cvtλ,utλ = cvω0,uω0 ·
1∏
m
j=r+1 u(Hj)
by definition. Note that
∏r
i=1Hi =
∏
β∈R+ β. Then the
statement follows from Lemma 4.21 immediately.
(4) Note that the set {γ ∈ R+ | w(γ) ∈ R+} is w-invariant and
∏r
i=1Hi =∏
β∈R+ β. Therefore, it follows from (1) and (2) that
w(dw−1,w−1) · dwtλ+µ,wtλ+µ = w(
∏
γ∈R+
w(γ)∈−R+
γ)
( ∏
γ∈R+
w−1(γ)∈R+
γ
)
·
m+p∏
j=r+1
w(Hj)
= w
( ∏
γ∈R+
w(γ)∈−R+
γ
)
· w
( ∏
γ∈R+
w(γ)∈R+
γ
)
·
m+p∏
j=r+1
w(Hj)
= w(
∏
γ∈R+
γ) ·
m+p∏
j=r+1
w(Hj)
= w(
r∏
j=1
Hj) ·
m+p∏
j=r+1
w(Hj) =
m+p∏
j=1
w(Hj). 
Proof of Proposition 4.1. We first assume 〈µ, αi〉 < −ℓ(ω0) for each i ∈ I. Note
that tλ(H˜j)
∣∣
α0=−θ
= H˜j
∣∣
α0=−θ
. By definition, dwtλ+µ,wtλ+µ = dwtλ,wtλ
∏p
j=1 wtλ(H˜j),
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d1,w−1 = 1, and cwtλ,wtλdwtλ,wtλ = 1. By Lemma 4.22 and Lemma 4.23, we have
c′wtλ,wtλc
′
tµ,wtµdwtλ+µ,[wtλ+µw−1] =cwtλ,wtλ ·
w(d1,w−1)∏p
j=1 w(H˜j)
· dwtλ,wtλ
p∏
j=1
wtλ(H˜j)
∣∣
α0=−θ
=
∏p
j=1 wtλ(H˜j)∏p
j=1 w(H˜j)
∣∣
α0=−θ
= 1.
Hence, it follows from Proposition 4.12 that SwtλStµ = Swtλ+µ .
In general, we take κ ∈ Q˜∨ such that 〈κ, αi〉 < −ℓ(ω0) and 〈κ+ µ, αi〉 < −ℓ(ω0)
for each i ∈ I. Denote x = wtλ, y = tµ. Because of the associativity of the product,
Sxtµ+κ = SxStµ+κ = Sx(SyStκ) = (SxSy)Stκ =
∑
z
b zx,ySzStκ =
∑
z
b zx,ySztκ .
Hence, b zx,y = 0 if ztκ 6= xtµ+κ; b
z
x,y = 1 if ztκ = xtµ+κ, that is, z = wtλ+µ. 
Lemma 4.24. Suppose that 〈λ, αj〉 < −ℓ(ω0) and 〈µ, αj〉 < −ℓ(ω0) for all j ∈
I. Let v, u ∈ W and σi = σαi with i ∈ I. Then one has dσi,u = wi − u(wi).
Furthermore,
(1) duσγ tλ+µ,utλ+µ =
1
u(γ)
· dutλ+µ,utλ+µ , for any γ ∈ Γ1.
(2) duσγ tλ+µ+γ∨ ,utλ+µ =
1
u(γ + δ)
· dutλ+µ,utλ+µ , for any γ ∈ Γ2.
(3) cutµ,uσγ tµ+γ∨duσγ tλ+µ+γ∨ ,uσγ tλ+µ+γ∨ = −
∏m
j=1 uσγtµ+γ∨(Hj)
u(γ + δ)
, for any γ ∈ Γ2.
Proof. dσi,u = wi − u(wi) holds by expanding the right side (with respect to a
reduced expression of u) and comparing both sides. Let utµ = [σβi1 · · ·σβik ]red,
utλ+µ = [σβi1 · · ·σβis ]red (k < s) and denote γj = σβi1 · · ·σβij−1 (βij ).
Note that uσγtµ+γ∨ , uσγtλ+µ+γ∨ ∈ W
−
af whenever γ ∈ Γ2, by Remark 7.1.
Therefore for γ ∈ Γ2, ℓ(uσγtλ+µ+γ∨) = ℓ(utλ+µ)− 1 and ℓ(uσγtµ+γ∨) = ℓ(utµ)− 1.
Note that u(γ + δ) = u(γ) + δ ∈ R+re and uσγtλ+µ+γ∨ = σu(γ+δ)utλ+µ. Hence,
there is a unique 1 ≤ j ≤ s such that uσγtλ+µ+γ∨ = [σβi1 · · · σ̂βij · · ·σβis ]red and
γj = u(γ + δ) by Lemma 4.3. As a consequence, duσγ tλ+µ+γ∨ ,utλ+µ =
1
γj
∏s
a=1 γa =
1
u(γ+δ)dutλ+µ,utλ+µ . Hence, (2) holds. Similarly, (1) also holds.
With the same argument as above, there is a unique 1 ≤ j ≤ k such that
γj = u(γ + δ) and uσγtµ+γ∨ = σβi1 · · · σ̂βij · · ·σβik . Denote (a1, · · · , ak−1) =
(i1, · · · , iˆj , · · · , ik) and denote γ˜b = σβa1 · · ·σβab−1 (βab). Immediately, we have
cutµ,uσγ tµ+γ∨ = −(γj
∏k−1
b=1 γ˜b)
−1 and duσγ tµ+γ∨ ,uσγ tµ+γ∨ =
∏k−1
b=1 γ˜b by definition.
Therefore, (3) also holds by the following observation
duσγ tλ+µ+γ∨ ,uσγ tλ+µ+γ∨ = duσγ tµ+γ∨ ,uσγtµ+γ∨ ·
∏m
j=1 uσγtµ+γ∨(Hj). 
Proof of Proposition 4.2. Denote x = σitλ and y = utµ.
We first assume 〈λ, αk〉 < −ℓ(ω0) and 〈µ, αk〉 < −ℓ(ω0) and for each k ∈ I.
Note that tλ(H˜j)
∣∣
α0=−θ
= H˜j
∣∣
α0=−θ
. It follows from Lemma 4.22, Lemma 4.23
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and Lemma 4.24 that
c′x,utλc
′
y,ydutλ+µ,[utλ+µu−1] =
u(dσi,u−1)∏m
j=1 u(Hj)
·
u(du−1,u−1)∏p
j=1 u(H˜j)
· dutλ,utλ
p∏
j=1
utλ(H˜j)
∣∣
α0=−θ
=
u(wi − u−1(wi))∏m
j=1 u(Hj)
·
∏m
j=1 u(Hj)∏p
j=1 u(H˜j)
·
p∏
j=1
u(H˜j)
∣∣
α0=−θ
= u(wi)− wi.
For γ ∈ Γ1, one has
c′x,utλc
′
y,yduσγ tλ+µ,[utλ+µu−1] + c
′
x,uσγtλ
c′y,uσγ tµduσγ tλ+µ,[uσγ tλ+µσγu−1]
=cx,utλcy,y
dutλ+µ,utλ+µ
u(γ)
+
uσγ(dσi,σγu−1)∏m
j=1 uσγ(Hj)
·
uσγ(du−1,σγu−1)∏p
j=1 uσγ(H˜j)
duσγ tλ+µ,uσγtλ+µ
∣∣
α0=−θ
=
u(wi)− wi
u(γ)
+
uσγ(wi)− wi∏m+p
j=1 uσγ(Hj)
· uσγ(
dσγu−1,σγu−1
γ
)duσγ tλ+µ,uσγtλ+µ
∣∣
α0=−θ
=
u(wi)− wi
u(γ)
−
uσγ(wi)− wi∏m+p
j=1 uσγ(Hj)
·
∏m+p
j=1 uσγ(Hj)
u(γ)
∣∣
α0=−θ
=
u(wi − σγ(wi))
u(γ)
= 〈γ∨, wi〉.
For γ ∈ Γ2, one has
c′x,utλc
′
y,yduσγ tλ+µ+γ∨ ,[utλ+µu−1] + c
′
x,uσγtλ
c′y,uσγtµ+γ∨duσγ tλ+µ+γ∨ ,[uσγtλ+µ+γ∨σγu−1]
=cx,utλcy,y
dutλ+µ,utλ+µ
u(γ + δ)
+
uσγ(dσi,σγu−1)∏m
j=1 uσγ(Hj)
·
−
∏m
j=1 uσγtµ+γ∨(Hj)
u(γ + δ)
∣∣
α0=−θ
=
u(wi)− wi
u(γ)
−
uσγ(wi)− wi∏m
j=1 uσγ(Hj)
·
∏m
j=1 uσγ(Hj)
u(γ)
∣∣
α0=−θ
=
u(wi − σγ(wi))
u(γ)
= 〈γ∨, wi〉.
Hence, the statement holds.
For general cases, the statement follows from Proposition 4.1 and the associativ-
ity and the commutativity of the Pontryagin product. 
4.5. Simplification for summation in b zx,y. Denote vitλi = m[ti] ∈ W
−
af the
length-minimizing element in the coset [ti] = tiW , where ti ∈ Q∨, i = 1, 2. Note
that for any x ∈W−af one has that cx,[ti] = cx,[vitλi ] by definition, and that dx,t1t2 =
dx,v1tλ1v
−1
1 v2tλ2v
−1
2
= dx,v2t
v
−1
2
v1(λ1)+λ2
following from Lemma 4.22. Therefore for
any x, y, z ∈W−af ,
b zx,y =
∑
t1,t2∈Q∨
cx,[t1]cy,[t2]dz,[t1t2] =
∑
v1tλ1 ,v2tλ2∈W
−
af
cx,[v1tλ1 ]cy,[v2tλ2 ]dz,[v2tv−1
2
v1(λ1)+λ2
].
The following lemma is contained in Lemma 13.2.A of [15].
Lemma 4.25. For any λ ∈ Q∨, there exists a unique λ′ ∈ Q˜∨ and some w ∈ W
such that λ′ = w(λ). Furthermore, λ′ 4 λ.
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Lemma 4.26. Let λ1, λ2 ∈ Q˜∨ with 〈λj , αi〉 ≤ −2ℓ(ω0) for all j ∈ {1, 2} and i ∈ I.
Let v1, v2 ∈W . If v1 6= v2, then ℓ(tv−12 v1(λ1)+λ2
) ≤ 〈λ1 + λ2,−2ρ〉 − 4ℓ(ω0).
Proof. Take w ∈ W such that w(v−12 v1(λ1) + λ2) ∈ Q˜
∨. By Lemma 4.25, one
has wv−12 v1(λ1) = λ1 + µ1 with µ1 < 0. If w 6= 1, then w = [σβ1 · · ·σβk ]red with
k ≥ 1. Note that w(λ2) = λ2−
∑k
j=1〈λ2, βj〉γ
∨
j , where γj = σβ1 · · ·σβj−1 (βj) ∈ R
+.
Therefore, it follows from Lemma 4.4 that
ℓ(tv−12 v1(λ1)+λ2
) = 〈λ1 + µ1 + w(λ2),−2ρ〉
= 〈λ1 + λ2 + µ1,−2ρ〉+
∑k
j=1
〈λ2, βj〉〈γ
∨
j , 2ρ〉
= 〈λ1 + λ2,−2ρ〉 − 〈µ1, 2ρ〉+ 〈λ2, β1〉 · 2 +
k∑
j=2
〈λ2, βj〉〈γ
∨
j , 2ρ〉
≤ 〈λ1 + λ2,−2ρ〉 − 0− 2ℓ(ω0) · 2 + 0.
If w = 1, then w(v−12 v1(λ1) + λ2) = λ2 + w
′(λ1) with w
′ = v−12 v1 6= 1. With the
same argument as above, one has ℓ(tv−12 v1(λ1)+λ2
) ≤ 〈λ1 + λ2,−2ρ〉 − 4ℓ(ω0). 
Proposition 4.27. Let x, y ∈ W−af with x = utη, y = vtκ. If 〈η, αi〉 ≤ −5ℓ(ω0)
and 〈κ, αi〉 ≤ −5ℓ(ω0) for each i ∈ I, then one has
SxSy =
∑
wtµ∈W
−
af
ℓ(wtµ)≥ℓ(x)+ℓ(y)
∑
v1∈W,λ1,λ2∈Q˜
∨
λ1<η,λ2<κ,λ1+λ24µ
cx,[v1tλ1 ]cy,[v1tλ2 ]dwtµ,[v1tλ1+λ2 ]Swtµ .
Proof. It follows from Corollary 3.9 that SxSy =
∑
z∈W−
af
;ℓ(z)≥ℓ(x)+ℓ(y) b
z
x,ySz.
Now let z = wtµ ∈W
−
af with ℓ(z) ≥ ℓ(x) + ℓ(y) = 〈η + κ,−2ρ〉 − ℓ(u)− ℓ(v).
Note that cx,[v1tλ1 ] 6= 0 only if v1tλ1 4 utη 4 tη, which implies λ1 < η;
cy,[v2tλ2 ] 6= 0 only if v2tλ2 4 vtη 4 tκ, which implies λ2 < κ. Hence, λ1 =
η+λ3 = η+
∑
i∈I aiα
∨
i , λ2 = κ+λ4 = κ+
∑
i∈I biα
∨
i with ai, bi ≥ 0 for each i ∈ I.
Note that dz,[v2t
v
−1
2 v1(λ1)+λ2
] 6= 0 only if z 4 v2tv−12 v1(λ1)+λ2
, in particular only if
ℓ(v2tv−12 v1(λ1)+λ2
) ≥ ℓ(z) ≥ ℓ(tη+κ)− ℓ(u)− ℓ(v) ≥ ℓ(tη+κ)− 2ℓ(ω0). Furthermore,
ℓ(v2tv−12 v1(λ1)+λ2
) = ℓ(v1tλ1v
−1
1 v2tλ2)
≤ ℓ(v1tλ1) + ℓ(v
−1
1 v2) + ℓ(tλ2)
= 〈λ1,−2ρ〉 − ℓ(v1) + ℓ(v
−1
1 v2) + 〈λ2,−2ρ〉
= 〈η + κ,−2ρ〉 − 2
∑
i∈I
(ai + bi)〈α
∨
i , ρ〉 − ℓ(v1) + ℓ(v
−1
1 v2)
≤ ℓ(tη+κ)− 2
∑
i∈I
(ai + bi)− 0 + ℓ(ω0).
Hence, 2
∑
i∈I(ai + bi) ≤ 3ℓ(ω0). In particular, 0 ≤ 2ai ≤ 3ℓ(ω0), 0 ≤ 2bi ≤ 3ℓ(ω0),
〈λ1, αi〉 = 〈η, αi〉+ ai〈α∨i , αi〉+
∑
j 6=i aj〈α
∨
j , αi〉 ≤ −5ℓ(ω0)+ 3ℓ(ω0)+ 0 = −2ℓ(ω0)
and 〈λ2, αi〉 ≤ −2ℓ(ω0) for each i ∈ I. Therefore, v1 = v2; since if v1 6= v2, then a
contradiction comes out following from Lemma 4.26:
ℓ(v2tv−12 v1(λ1)+λ2
) ≤ ℓ(v2) + ℓ(tλ1+λ2)− 4ℓ(ω0) ≤ ℓ(ω0) + ℓ(tη+κ)− 4ℓ(ω0).
So far, we have shown that the effective summation for z = wtµ runs over those
elements v1tλ1 , v1tλ2 ∈ W
−
af with λ1 < η and λ2 < κ. Note that λ1, λ2 ∈ Q˜
∨ are
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regular, then v1tλi ∈ W
−
af for any v1 ∈ W . Note that dz,[v1tλ1+λ2 ] 6= 0 only if
wtµ 4 v1tλ1+λ2 4 tλ1+λ2 , which implies λ1 + λ2 4 µ. Hence, the statement holds.

5. Equivariant quantum cohomology of G/B
In [26], Lam and Shimozono have established an equivalence between the equi-
variant quantum cohomology of G/B and the equivariant homology of ΩK after
localization, by using Mihalcea’s criterion. For completeness, we also include a
proof of the equivalence. Then we obtain the main theorem of this paper as stated
below, which covers Main Theorem as stated in the introduction.
Theorem 5.1. For any u, v, w ∈ W , λ ∈ Q∨ with λ < 0, the quantum Schubert
structure constant Nw,λu,v for G/B is given as follows.
Denote A = −12n(n+1)
∑
i∈I w
∨
i (which is in fact a regular and anti-dominant
element in Q∨). Let x = utA, y = vtA and z = wt2A+λ.
(1) If 〈λ, 2ρ〉 6= ℓ(u) + ℓ(v)− ℓ(w), then Nw,λu,v = 0.
(2) If 〈λ, 2ρ〉 = ℓ(u) + ℓ(v)− ℓ(w), then
(a) The rational function
∑
λ1,λ2∈Q∨
cx,[tλ1 ]cy,[tλ2 ]dz,[tλ1+λ2 ], which belongs
to Q[α±1 , · · · , α
±
n ], is in fact a constant.
(b) The quantum Schubert structure constant Nw,λu,v is given by
Nw,λu,v =
∑
λ1,λ2∈Q∨
cx,[tλ1 ]cy,[tλ2 ]dz,[tλ1+λ2 ].
Furthermore, one has the following (by simplifying the summation)
Nw,λu,v =
∑
(λ1,λ2,v1)∈Γ×W
cx,[v1tλ1 ]cy,[v1tλ2 ]dz,[v1tλ1+λ2 ],
where Γ = {(λ1, λ2) | λ1, λ2 < A, λ1 + λ2 4 2A+ λ, λ1, λ2 ∈ Q˜∨}.
In section 5.1, we review the definition of equivariant quantum cohomology of
G/B. After that, we prove Theorem 5.1 in section 5.2. Finally in section 5.3,
we show that our formula does recover the usual formula for equivariant Schubert
structure constants for G/B.
5.1. Equivariant quantum cohomology of X = G/B. Let σw and σ
w denote
the Schubert classes in H∗(X,Z) and H
∗(X,Z) respectively. One has H∗(X,Z) =⊕
w∈W Zσw; H
∗(X,Z) =
⊕
w∈W Zσ
w; 〈σu, σv〉 = δu,v for any u, v ∈W . If we write
gu,v =
∫
[X]
σu ∪ σv, then the matrix
(
gu,v
)
is invertible with its inverse denoted as(
gu,v
)
=
(
gu,v
)−1
.
For each i ∈ I, we denote si = σαi and introduce a formal variable qi. Identify
H2(X,Z) =
⊕
i∈I Zσsi with Q
∨ via β =
∑
i diσsi 7→ λβ =
∑
i diα
∨
i . Denote
qλβ = q
β =
∏
i∈I q
di
i .
Let M0,m(X, β) be the moduli space of stable maps of degree β of m-pointed
genus 0 curves into X (see [11]). Let evi denote the i-th canonical evaluation map
evi : M0,m(X, β) → X given by evi([f : C → X ; p1, · · · , pm]) = f(pi). The genus
zero Gromov-Witten invariant for γ1, · · · , γm ∈ H∗(X) = H∗(X,Q) is defined as
I0,m,β(γ1, · · · , γm) =
∫
M0,m(X,β)
ev∗1(γ1) ∪ · · · ∪ ev
∗
m(γm).
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The (small) quantum product for a, b ∈ H∗(X) is a deformation of the cup
product defined as follows.
a ⋆ b =
∑
u,v∈W ;β∈H2(X,Z)
I0,3,β(a, b, σ
u)gu,vσ
vqβ .
The Q[q]-module H∗(X)[q] := H∗(X)⊗Q[q] equipped with ⋆ is called the small
quantum cohomology ring of X and denoted as QH∗(X). So the same Schubert
classes σu = σu ⊗ 1 form a basis for QH∗(X) over Q[q] and we write
σu ⋆ σv =
∑
w∈W,λ∈Q∨
Nw,λu,v qλσ
w.
The coefficients Nw,λu,v ’s are called the quantum Schubert structure constants. In
fact,
∑
v1∈W
gv1,wσ
v1 = σω0w (see e.g. [12]). Compared with the original definition
of quantum product, the quantum Schubert structure constant Nw,λu,v is exactly
equal to the (3-pointed genus zero) Gromov-Witten invariant I0,3,λ(σ
u, σv, σω0w).
When λ = 0, they give the classical Schubert structure constants for H∗(X). The
T -action on X induces an action on the moduli space M0,3(X, β) given by: t ·
(f : C → X ; p1, p2, p3) = (ft : C → X ; p1, p2, p3) where ft(x) := t · f(x). The
evaluation maps evi’s are T -equivariant. We use the same notation σ
u to denote
the equivariant Schubert class inH∗T (X). The equivariant Gromov-Witten invariant
is defined as IT0,3,β(σ
u, σv, σw) = πT∗ (ev
T
1 (σ
u) · evT2 (σ
v) · evT3 (σ
w)), where πT∗ is the
equivariant Gysin push forward. As a consequence, the equivariant (small) quantum
product ⋆T is defined (see e.g. [33]). The equivariant quantum cohomology ring
QH∗T (X) = (H
∗(X)[α,q], ⋆T ) is commutative and associative, which has an S[q]-
basis of Schubert classes with S[q] = Q[α1, · · · , αn, q1, · · · , qn]. Furthermore,
σu ⋆ σv =
∑
w∈W,λ∈Q∨
N˜w,λu,v qλσ
w, where N˜w,λu,v = N
w,λ
u,v (α) ∈ S = Q[α1, · · · , αn].
When λ = 0, N˜w,λu,v is equivalent to the corresponding equivariant Schubert
structure constant. The evaluation N˜w,λu,v |α1=···=αn=0 equals the quantum Schubert
structure constant Nw,λu,v . A direct calculation of a general N
w,λ
u,v can be rather
difficult. However if v is a simple reflection, then the following equivariant quantum
Chevalley formula holds, which was originally stated by Peterson in [35] and has
been proved by Mihalcea in [33]. Furthermore, the formula completely determines
the multiplication in QH∗T (G/B) as shown in [33].
Proposition 5.2 (Equivariant quantum Chevalley formula). Let u ∈ W and si =
σαi with i ∈ I. Then in QH
∗
T (G/B) one has
σsi ⋆T σ
u = (wi − u(wi))σ
u +
∑
γ∈Γ1
〈γ∨, wi〉σ
uσγ +
∑
γ∈Γ2
〈γ∨, wi〉qγ∨σ
uσγ ,
where Γ1 = {γ ∈ R+ | ℓ(uσγ) = ℓ(u) + 1} and Γ2 = {γ ∈ R+ | ℓ(uσγ) = ℓ(u) + 1−
〈γ∨, 2ρ〉}.
By evaluating at wi = 0, the quantum Chevalley formula (see [12]) is recovered.
5.2. Explicit formula for quantum Schubert structure constants. In this
subsection, we prove Theorem 5.1 by establishing an equivalence betweenQH∗T (G/B)
and HT∗ (ΩK) after localization. The key point is Mihalcea’s criterion as follows, a
special case (P = B) of which is stated here only.
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Proposition 5.3 (Mihalcea’s criterion; see Theorem 2 of [33]).
Denote Q[α,q] = Q[α1, · · · , αn, q1, · · · , qn] and Q[α±,q] = Q[α
±
1 , · · · , α
±
n , q1, · · · , qn].
Let A =
⊕
u∈W Q[α
±,q]σu be any Q[α±,q]-algebra with the product written as
σu ∗ σv =
∑
w,λC
w,λ
u,v qλσ
w (where λ < 0). Suppose the structure coefficients Cw,λu,v ’s
satisfy the following
(1) (homogeneity) Cw,λu,v ∈ Q[α
±] is a homogeneous rational function of degree
deg(Cw,λu,v ) = ℓ(u) + ℓ(v)− ℓ(w) − 〈λ, 2ρ〉, whenever C
w,λ
u,v 6= 0;
(2) (multiplication by unit) Cw,λ
id,v =
{
1, if λ = 0 and w = v
0, otherwise
;
(3) (commutativity) σu ∗ σv = σv ∗ σu for any u, v ∈ W ;
(4) (associativity) (σsi ∗ σu) ∗ σv = σsi ∗ (σu ∗ σv) for any u, v ∈ W and any
simple reflection si ∈W ;
(5) (equivariant quantum Chevalley formula) For any u ∈ W and any simple
reflection si ∈W , the product of σsi ∗ σu is given by
σsi ∗ σu = (wi − u(wi))σ
u +
∑
γ∈Γ1
〈γ∨, wi〉σ
uσγ +
∑
γ∈Γ2
〈γ∨, wi〉qγ∨σ
uσγ .
Then for any u, v, w, λ, one has
Cw,λu,v = N˜
w,λ
u,v .
In particular, Cw,λu,v = 0 if deg(C
w,λ
u,v ) < 0, and (
⊕
u∈W
Q[α,q]σu, ∗) is canonically
isomorphic to QH∗T (G/B) as Q[α,q]-algebras.
Remark 5.4. As shown in [34], the equivariant Schubert structure constants are in
fact nonnegative combinations of monomials in the negative simple roots. Therefore,
Mihalcea chose the negative simple roots instead of the positive ones for positivity
reasons. For the same reason, we define the new algebra (HT∗ (ΩK), •) below. As
a consequence, the canonical isomorphism after localization between (HT∗ (ΩK), ·)
and QH∗T (G/B) looks even more natural.
Define a new product • on HT∗ (ΩK) as follows.
Sx •Sy =
∑
z∈W−
af
b˜ zx,ySz, where b˜
z
x,y = (−1)
ℓ(z)−ℓ(x)−ℓ(y)b zx,y.
Note that b zx,y is a homogeneous polynomial of degree ℓ(z) − ℓ(x)− ℓ(y). Thus
(HT∗ (ΩK), •) is canonically isomorphic to (H
T
∗ (ΩK), ·) as S-algebras. Immedi-
ately, it follows from the definition of • and Proposition 4.1 that Sx •Stµ = Sxtµ
for any x, tµ ∈ W
−
af . As a consequence, {St | t ∈ Q˜
∨} is a multiplicatively closed
set without zero divisors. We have the following S-module homomorphism
ϕ : HT∗ (ΩK)[S
−1
t | t ∈ Q˜
∨] −→ QH∗T (G/B)[q
−1];
Swtλ •S
−1
tµ 7−→ qλ−µσ
w,
where QH∗T (G/B)[q
−1] = QH∗T (G/B)[q
−1
i |i ∈ I].
It is easy to show that ϕ is an S-module isomorphism. As a consequence, the
algebra HT∗ (ΩK)[S
−1
t | t ∈ Q˜
∨] has an S-basis {ϕ−1(qλσw) | λ ∈ Q∨, w ∈ W}.
Therefore for any A,B ∈ HT∗ (ΩK)[S
−1
t | t ∈ Q˜
∨], A • B =
∑
w,λC
w,λ
A,Bϕ
−1(qλσ
w).
Furthermore, we have
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Theorem 5.5. (i) ϕ : HT∗ (ΩK)[S
−1
t | t ∈ Q˜
∨] −→ QH∗T (G/B)[q
−1] is an
S-algebra isomorphism.
(ii) Let u, v, w ∈ W and λ ∈ Q∨. Take η, κ, µ ∈ Q˜∨ such that x = utη, y =
vtκ, z = wtµ lie in W
−
af and λ = µ− η − κ. Then one has
N˜w,λu,v = b˜
z
x,y.
Proof. To prove (i), we note that ϕ−1(qλ)•ϕ−1(qµ) = ϕ−1(qλ+µ) for any λ, µ ∈ Q∨.
Let A =
⊕
w∈W Q[α, ϕ
−1(q)]ϕ−1(σw), where Q[α, ϕ−1(q)] = Q[α1, · · · , αn,
ϕ−1(q1), · · · , ϕ−1(qn)]. Clearly, HT∗ (ΩK)[S
−1
t | t ∈ Q˜
∨] = A[ϕ−1(q−1i ) | i ∈ I].
We claim that A is a Q[α, ϕ−1(q)]-algebra with basis {ϕ−1(σw) | w ∈ W} and
satisfies assumption (1) of Proposition 5.3. Indeed, we take τ ∈ Q∨ such that
〈τ, αi〉 ≤ −5ℓ(ω0) for all i ∈ I. Note that for u, v ∈ W , ϕ−1(σu) = SutτS
−1
tτ ,
ϕ−1(σv) = SvtτS
−1
tτ and ϕ
−1(σu) • ϕ−1(σv) =
∑
wtµ∈W
−
af
b˜
wtµ
utτ ,vtτSwtµS
−1
t2τ =∑
w,λC
w,λ
u,v ϕ
−1(qλσ
w). Here Cw,λu,v = b˜
wtµ
utτ ,vtτ = (−1)
ℓ(wtµ)−ℓ(utτ )−ℓ(vtτ )b
wtµ
utτ ,vtτ with
λ = µ− 2τ and deg(Cw,λu,v ) = ℓ(wtµ)− ℓ(utτ )− ℓ(vtτ ) = ℓ(u)+ ℓ(v)− ℓ(w)−〈λ, 2ρ〉
whenever Cw,λu,v 6= 0. Furthermore, it follows from Proposition 4.27 that C
w,λ
u,v 6=
0 only if ℓ(wtµ) − ℓ(utτ ) − ℓ(vtτ ) ≥ 0 and then (−1)ℓ(wtµ)−ℓ(utτ )−ℓ(vtτ )Cw,λu,v =
b
wtµ
utτ ,vtτ =
∑
v1,λ1,λ2
cutτ ,[v1tλ1 ]cvtτ ,[v1tλ2 ]dwtµ,[v1tλ1+λ2 ] with the summation running
over the set {(v1, λ1, λ2) ∈ W × Q˜∨ × Q˜∨ | λ1, λ2 < τ, λ1 + λ2 4 µ}. Hence,
Cw,λu,v 6= 0 only if the above set that the summation runs over is nonempty. In
particular, λ = µ− 2τ < 0. Hence, our claim does hold.
For sitλ, utµ ∈ W
−
af , it follows from the definition of • and Proposition 4.2 that
Ssitλ •Sutµ = (wi−u(wi))Sutλ+µ+
∑
γ∈Γ1
〈γ∨, wi〉Suσγtλ+µ+
∑
γ∈Γ2
〈γ∨, wi〉Suσγ tλ+µ+γ∨ .
Hence, ϕ−1(σsi) • ϕ−1(σu) satisfies assumption (5) of Proposition 5.3.
Note that Stτ • Svtτ = Svt2τ . Hence, ϕ
−1(σid) • ϕ−1(σv) = ϕ−1(σv), that is,
assumption (2) of Proposition 5.3 holds. Assumptions (3), (4) of Proposition 5.3
hold for A trivially.
Therefore for any u, v, w ∈ W and any λ ∈ Q∨, Cw,λu,v = N˜
w,λ
u,v follows from
Proposition 5.3. In particular, ϕ|A : A → QH∗T (G/B) is an S-algebra isomorphism.
Hence, ϕ is an S-algebra isomorphism.
To prove (ii), we note that ϕ−1(σu) = SxS
−1
tη , ϕ
−1(σv) = SyS
−1
tκ ∈ A, and
ϕ−1(σu) • ϕ−1(σv) =
∑
wtµ∈W
−
af
b˜
wtµ
x,y SwtµS
−1
tη+κ =
∑
w,λC
w,λ
u,v ϕ
−1(qλσ
w), where
λ = µ− η − κ. From (i), we have b˜
wtµ
x,y = Cw,λu,v = N˜
w,λ
u,v . 
Using the above theorem, we can prove Theorem 5.1 as follows.
Proof of Theorem 5.1. Note that Nw,λu,v = N˜
w,λ
u,v
∣∣
α1=···=αn=0
, the evaluation of the
equivariant quantum Schubert structure constant N˜w,λu,v ∈ Q[α1, · · · , αn] at the
origin (α1, · · ·αn) = (0, · · · , 0).
It follows from Theorem 5.5 that N˜w,λu,v = (−1)
ℓ(z)−ℓ(x)−ℓ(y)b zx,y for x, y, z ∈W
−
af
with x = utη, y = vtκ, z = wtµ and λ = µ− η− κ. Note that b
z
x,y is a homogeneous
(rational) polynomial of degree ℓ(z)− ℓ(x)− ℓ(y) = ℓ(tµ)− ℓ(w)− (ℓ(tη)− ℓ(u))−
(ℓ(tκ)− ℓ(v)) = ℓ(u) + ℓ(v)− ℓ(w)− 〈λ, 2ρ〉.
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(1) If 〈λ, 2ρ〉 > ℓ(u) + ℓ(v) − ℓ(w), then it follows form Corollary 3.9 that
b zx,y = 0 and therefore N
w,λ
u,v = 0. If 〈λ, 2ρ〉 < ℓ(u) + ℓ(v) − ℓ(w), then b
z
x,y
is a homogeneous polynomial of positive degree ℓ(z)− ℓ(x)− ℓ(y) > 0. The
evaluation of b zx,y at the origin is 0, and therefore N
w,λ
u,v = 0.
(2) If 〈λ, 2ρ〉 = ℓ(u) + ℓ(v) − ℓ(w), then b zx,y is a constant polynomial. In
particular,
Nw,λu,v = N˜
w,λ
u,v
∣∣
α1=···=αn=0
= b zx,y
∣∣
α1=···=αn=0
= b zx,y
∣∣
α1=···=αn=1
.
Take η, κ, µ ∈ Q˜∨ such that x, y, z ∈ W−af with x = utη, y = vtκ, z = wtµ
and λ = µ− η − κ. This can be done as follows.
The possible determinant of the Cartan matrix
(
〈α∨i , αj〉
)
is 1, 2, 3, 4
and n + 1 (see e.g. section 13 of [15]). As a consequence, the element
A = −12n(n+1)
∑
i∈I w
∨
i is in the coroot lattice Q
∨. Furthermore, A ∈ Q˜∨
and 〈A,αi〉 = −12n(n+ 1) < −5|R
+| = −5ℓ(ω0) (see e.g. [15]). Note that
λ =
∑
i∈I aiα
∨
i < 0 and 〈λ, αi〉 ≤ 2ai ≤ 〈λ, 2ρ〉 = ℓ(u) + ℓ(v) − ℓ(w) ≤
2ℓ(ω0). Thus 〈2A + λ, αi〉 < 0 for each i ∈ I. Let x = utA, y = vtA and
z = wt2A+λ. Then x, y, z ∈ W
−
af and λ = (2A+ λ)−A−A.
Hence, the first formula follows from Theorem 3.3 and Theorem 5.5, and
the second formula follows from Proposition 4.27 immediately.

Using Theorem 5.5 again, we obtain the following
Proposition 5.6. For any u, v, w ∈W and λ ∈ Q∨ with λ < 0, we take η, κ ∈ Q˜∨
such that x = utη and y = vtκ lie in W
−
af and we denote µ = η+κ+λ. If wtµ 6∈W
−
af ,
then the equivariant quantum Schubert structure constant N˜w,λu,v vanishes.
Proof. Denote d = ℓ(u) + ℓ(v) − ℓ(w) − 〈λ, 2ρ〉. Take M ∈ N with 12(n + 1)|M
and M ≫ 0 such that B = −M
∑
i∈I w
∨
i ∈ Q˜
∨, which does exist (following the
proof of Theorem 5.1), and µ+2B ∈ Q˜∨ is regular. Then xtB , ytB, wtµ+2B ∈W
−
af .
Therefore it follows from Theorem 5.5 that N˜w,λu,v = (−1)
db
wtµ+2B
xtB,ytB . On the other
hand, it follows from Proposition 4.1 that
SxtBSytB = St2BSxSy = St2B
∑
z∈W−
af
b zx,ySz =
∑
z∈W−
af
b zx,ySzt2B .
Therefore for zt2B ∈W
−
af , b
zt2B
xtB,ytB 6= 0 only if z ∈W
−
af . Hence, N˜
w,λ
u,v = 0. 
As we will see in section 6.1, Proposition 5.6 is useful when we need to compute
the quantum Schubert structure constants for G/B by hand when the rank of G is
not too big.
5.3. Equivariant Schubert structure constants. In this subsection, we show
that the equivariant quantum Schubert structure constants N˜w,0u,v ’s indeed give the
equivariant Schubert structure constants for G/B.
Let u, v, w ∈ W . Take λ = µ = −12n(n + 1)
∑
i∈I w
∨
i ∈ Q˜
∨. Denote x =
utλ, y = vtµ and z = wtλ+µ. Clearly, x, y, z ∈ W
−
af . It follows from Theorem 5.5
that N˜w,0u,v = (−1)
db zx,y, where d = ℓ(z)− ℓ(x)− ℓ(y) = ℓ(u) + ℓ(v)− ℓ(w) ≥ 0. By
Proposition 4.27, bzx,y =
∑
v1∈W ;λ1,λ2
cx,[v1tλ1 ]cy,[v1tλ2 ]dz,[v1tλ1+λ2 ], where (λ1, λ2)
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runs over the set {(λ1, λ2) ∈ Q˜∨×Q˜∨ | λ1 < λ, λ2 < µ, λ1+λ2 4 (λ+µ)} = {(λ, µ)}.
Hence, it follows from Lemma 4.16 that
bzx,y =
∑
v1∈W
cutλ,[v1tλ]cvtµ,[v1tµ]dwtλ+µ,[v1tλ+µ] =
∑
v1∈W
c′utλ,v1tλc
′
vtµ,v1tµdwtλ+µ,[v1tλ+µ].
Note that 〈λ, αi〉 ≤ −2 and 〈µ, αi〉 ≤ −2 for all i ∈ I. Use the same notations of
Hj ’s and H˜k’s as in section 4.4. By Lemma 4.23, we have
c′utλ,v1tλc
′
vtµ,v1tµdwtλ+µ,[v1tλ+µ]
=
v1(du−1,v−11
)∏m
j=1 v1(Hj)
·
v1(dv−1,v−11
)∏p
j=1 v1(H˜j)
· dwω0,v1ω0
m+p∏
j=r+1
v1(Hj)
∣∣
α0=−θ
=
v1(du−1,v−11
) · v1(dv−1,v−11
)
v1
(∏
γ∈R+ γ
) · dwω0,v1ω0
=
(−1)ℓ(u)du,v1 · (−1)
ℓ(v)dv,v1
(−1)ℓ(v1)
∏
γ∈R+ γ
· (−1)ℓ(wω0)v1ω0d(wω0)−1,(v1ω0)−1 (∗)
=
(−1)ℓ(u)+ℓ(v)+ℓ(ω0)−ℓ(w)du,v1dv,v1
(−1)ℓ(v1)
∏
γ∈R+ γ
· v1ω0
(( ∏
β∈R+
β
)
(v1ω0)
−1(c(wω0)·ω0,(v1ω0)·ω0
)
(∗∗)
=(−1)ℓ(u)+ℓ(v)+ℓ(ω0)−ℓ(w)−ℓ(v1)du,v1dv,v1 · (−1)
ℓ(v1ω0)cw,v1
=(−1)ℓ(u)+ℓ(v)−ℓ(w)du,v1dv,v1cw,v1 .
Hence,
N˜w,0u,v = (−1)
ℓ(u)+ℓ(v)−ℓ(w)b zx,y =
∑
v1∈W
du,v1dv,v1cw,v1 .
This formula does agree with the formula for the equivariant Schubert structure
constants for G/B as in Remark 7.5.
Note that (∗∗) follows from Lemma 4.21 and (∗) follows from the general fact
that dv,u = (−1)ℓ(v)u(dv−1,u−1) for any v, u ∈ W . Indeed, let u = [s1 · · · sk]red
where sj = σβj with βj ∈ ∆. Note that u
−1 = [sk · · · s1]red. Denote a = ℓ(v) and
note that v = [si1 · · · sia ]red ⇐⇒ v
−1 = [sia · · · si1 ]red. Therefore by definition,
u(dv−1,u−1) = u
( ∏
v−1=[sia ···si1 ]red
a∏
j=1
sia · · · sij+1(βij )
)
=
∏
v=[si1 ···sia ]red
a∏
j=1
−si1 · · · sij−1(βij ) = (−1)
ℓ(v)dv,u.
6. Examples
In this section, we give two examples to demonstrate the effectiveness of our
formula. To make the procedure precise, the first example is simple and includes
some more explanations.
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6.1. Type A2. G = SL(3,C); B ⊂ G consists of upper triangular matrices in G.
In this case, X = G/B = {V1 6 V2 6 C3 | dimC Vi = i, i = 1, 2}.
∆ = {α1, α2}, R+ = {α1, α2, θ = α1 + α2}. Denote si = σαi , then one has
W = {1, s1, s2, s1s2, s2s1, s1s2s1} ∼= S3. σs1s2 ⋆ σs1s2 , σs1s2 ⋆ σs2s1 , σs2s1 ⋆ σs2s1 ,
σs1s2 ⋆σs1s2s1 , σs2s1 ⋆σs1s2s1 and σs1s2s1 ⋆σs1s2s1 ∈ QH∗(X) are the only products
that are not given by the quantum Chevalley formula directly. As an application
of our theorems, we compute one of them in details as follows.
General discussion: For u, v ∈ W with ℓ(u) ≥ 2 and ℓ(v) ≥ 2, σu ⋆ σv =∑
w,λN
w,λ
u,v qλσ
w. Note that Nw,λu,v = 0 unless λ = a1α
∨
1 +a2α
∨
2 < 0 and 2(a1+a2) =
〈λ, 2ρ〉 = ℓ(u) + ℓ(v) − ℓ(w) ≥ 4 − ℓ(w) ≥ 1, in which case qλ = q
a1
1 q
a2
2 . Note that
−θ∨ = −α∨1 − α
∨
2 ∈ Q˜
∨ is regular. Therefore, x = ut−θ∨, y = vt−θ∨ ∈ W
−
af . Let
z = wt−2θ∨+λ. By Proposition 5.6, Theorem 5.5 and Theorem 5.1, we have the
following
(i) If z 6∈ W−af or ℓ(z) 6= ℓ(x) + ℓ(y), then N
w,λ
u,v = 0.
(ii) If z ∈ W−af , then
Nw,λu,v = b
z
x,y =
∑
t1,t2∈Q∨
cx,[t1]cy,[t2]dz,[t1t2] =
∑
cx,[v1tλ1 ]cy,[v2tλ2 ]dz,[v2tv−1
2
v1(λ1)+λ2
],
where the effective summation runs over those vitλi = m[ti] ∈ W
−
af satisfying
v1tλ1 4 x and v2tλ2 4 y. Furthermore if x 6= 1, then dz,[t2] = 0 as ℓ(z) > ℓ(y) ≥
ℓ([t2]). In particular if x, y 6= 1, then we do not need to consider the case vitλi = 1.
Calculation for the case u = s1s2 and v = s1s2s1.
In this case, x = s1s2t−θ∨ = s2s0 and y = s1s2s1t−θ∨ = s0. λ = a1α
∨
1 + a2α
∨
2
with a1, a2 ≥ 0 and 2(a1 + a2) = ℓ(u) + ℓ(v) − ℓ(w) = 5 − ℓ(w). Hence, (a1, a2) =
(1, 1), (2, 0), (0, 2), (1, 0) or (0, 1).
If (a1, a2) = (2, 0), then z 6∈ W
−
af by noting −2θ
∨ + λ = 2α∨2 6∈ Q˜
∨. If (a1, a2) =
(1, 0), then λ = α1, ℓ(w) = 3 and w = s1s2s1. Since 〈−2θ
∨ + α1, α1〉 = 0 while
w(α1) = −α2 6∈ R+, z 6∈ W
−
af . Similarly, we can show z 6∈ W
−
af if (a1, a2) = (0, 2) or
(0, 1). Hence, Nw,λu,v = 0 unless (a1, a2) = (1, 1).
If (a1, a2) = (1, 1), then ℓ(w) = 5 − 2(1 + 1) = 1 and therefore w = s1 or s2.
Hence, σu ⋆ σv = C1q1q2σ
s1 + C2q1q2σ
s2 for some real numbers C1 and C2.
Note that 1 6= v1tλ1 4 x = s2s0 with v1tλ1 ∈ W
−
af implies that v1tλ1 = s0 or
s2s0. 1 6= v2tλ2 4 y = s0 with v2tλ2 ∈W
−
af implies that v2tλ2 = s0 = y. Hence,
b zx,y = cx,[s0]cy,[y]dz,[σθt−θ∨−θ∨ ] + cx,[s2s0]cy,[y]dz,[σθtσθs1s2(−θ∨)−θ∨ ]
= c′s2s0,s0c
′
s0,s0dz,[σθt−2θ∨ ] + c
′
s2s0,s2s0c
′
s0,s0dz,[σθt−α∨2 −θ∨ ]
.
Note that c′s0,s0 = (−1)
1 ·
1
s0(α0)
∣∣
α0=−θ
= −
1
θ
;
c′s2s0,s0 = (−1)
2 ·
1
α2s0(α0)
∣∣
α0=−θ
=
1
α2θ
;
c′s2s0,s2s0 = (−1)
2 1
s2(α2)s2s0(α0)
∣∣
α0=−θ
=
1
α2s2(α0)
∣∣
α0=−θ
= −
1
α2α1
.
Note that σθt−2θ∨ = [s0s2s1s2s0]red and σθt−α∨2−θ∨ = [s0s2s1s0s1]red.
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Now for w = s1 and λ = θ
∨, we have z = s1t−θ∨ = [s2s1s0]red. Therefore
dz,[σθt−2θ∨ ] = ds2s1s0,[s0s2s1s2s0] = s0(α2)s0s2(α1)s0s2s1s2(α0)
∣∣
α0=−θ
= −α1θ
2;
dz,[σθt−α∨
2
−θ∨ ]
= ds2s1s0,[s0s2s1s0s1] = s0(α2)s0s2(α1)s0s2s1(α0)
∣∣
α0=−θ
= −α21θ.
Hence, C1 = b
z
x,y =
1
α2θ
·
−1
θ
·(−α1θ
2)+
−1
α2α1
−1
θ
·(−α21θ) =
α1
α2
+(−
α1
α2
) = 0.
Now for w = s2 and λ = θ
∨, we have z = s2t−θ∨ = [s1s2s0]red. Note that
dz,[σθt−2θ∨ ] = ds1s2s0,[s0s2s1s2s0] = s0s2(α1)s0s2s1(α2)s0s2s1s2(α0)
∣∣
α0=−θ
= −α2θ2
and that dz,[σθt−α∨
2
−θ∨ ]
= ds1s2s0,[s0s2s1s0s1] = 0 as s1s2s0 64 s0s2s1s0s1. Therefore,
C2 = b
z
x,y =
1
α2θ
· −1θ · (−α2θ
2) = 1.
Hence,
σs1s2 ⋆ σs1s2s1 = q1q2σ
s2 .
Similarly, we can compute quantum products for the remaining cases.
6.2. Type B3. G = Spin(7,C); X = G/B = {V1 6 V2 6 V3 6 C7 | dimC Vi = i,
(Vi, Vi) = 0, i = 1, 2, 3}, where (·, ·) is a quadratic form on C7. See e.g. [15] for
◦−−◦⇒=◦ ; θ = α1 + 2α2 + 2α3 = s2s3s2(α1), θ
∨ = α∨1 + 2α
∨
2 + α
∨
3 , |R
+| = 9,
α1 α2 α3
W is generated by simple reflections {s1, s2, s3}, |W | = 48, σθ = [s2s3s2s1s2s3s2]red.
Calculation for σu ⋆ σv, where u = s1s2s3s1s2 and v = s3s1s2s3s1s2.
Note that 〈−θ∨, α2〉 = −1 < 0, 〈−θ∨, αi〉 = 0 while u(αi) < 0 and v(αi) < 0 for
i = 1, 3. Hence, it suffices to take A = −θ∨. Then one has x = ut−θ∨ = [s3s2s0]red
and y = vt−θ∨ = [s2s0]red. Note that u(−θ∨) = α∨1+α
∨
2 and v(−θ
∨) = α∨1+α
∨
2+α
∨
3 .
Denote mt the length-minimizing element in the coset tW for t ∈ Q∨, then one has
b zx,y =
∑
cx,[v1tλ1 ]cy,[v2tλ2 ]dz,[mt1t2 ],
where vitλi = mti ∈ W
−
af and the effective summation runs over those satisfying
1 6= v1tλ1 4 x and 1 6= v2tλ2 4 y. Explicitly, the possible nonzero terms are listed in
the following table, where we denote η = −2α∨1 −3α
∨
2 −2α
∨
3 , κ = −2α
∨
1 −2α
∨
2 −α
∨
3 .
([v1tλ1 ], [v2tλ2 ]) t1 · t2 mt1t2 [mt1t2 ]red
([s0], [s0]) tθ∨+θ∨ σθt−2θ∨ s0s2s3s2s1s2s3s2s0
([s0], [s2s0]) tθ∨+v(−θ∨) s1s2s3s2s1s3s2s3tη s0s2s3s1s2s0
([s2s0], [s0]) tv(−θ∨)+θ∨ s1s2s3s2s1s3s2s3tη s0s2s3s1s2s0
([s2s0], [s2s0]) tv(−θ∨)+v(−θ∨) vt−2θ∨ s2s0s2s3s2s1s2s3s2s0
([s2s1s0], [s0]) tu(−θ∨)+θ∨ s1s2s1s3s2s1s3tη s0s3s2s3s1s2s0
([s2s1s0], [s2s0]) tu(−θ∨)+v(−θ∨) s1s2s3s2s1tκ s0s2s3s2s0
GROMOV-WITTEN INVARIANTS FOR G/B AND PONTRYAGIN PRODUCT FOR ΩK 27
Note that s3s0 = s0s3 ∈ s0W . By definition,
cx,[s0] = c
′
s3s2s0,s0 + c
′
s3s2s0,s3s0 = (
(−1)3
α3α2s0(α0)
+
(−1)3
s3(α3)s3(α2)s3s0(α0)
)∣∣
α0=−θ
=
−2
α2θ(α2 + 2α3)
;
cx,[s2s0] = c
′
s3s2s0,s2s0 =
(−1)3
α3s2(α2)s2s0(α0)
∣∣
α0=−θ
=
1
α2α3(α1 + α2 + 2α3)
;
cx,[s3s2s0] = c
′
s3s2s0,s3s2s0 =
(−1)3
s3(α3)s3s2(α2)s3s2s0(α0)
∣∣
α0=−θ
=
−1
α3(α2 + 2α3)(α1 + α2)
;
cy,[s0] = c
′
s2s0,s0 =
(−1)2
α2s0(α0)
∣∣
α0=−θ
=
1
α2θ
;
cy,[s2s0] = c
′
s2s0,s2s0 =
(−1)2
s2(α2)s2s0(α0)
∣∣
α0=−θ
=
−1
α2(α1 + α2 + 2α3)
.
Let z = wt−2θ∨+λ. Then N
w,λ
u,v 6= 0 only if z ∈ W
−
af and ℓ(z) = ℓ(x) + ℓ(y) = 5.
Note that the only possibilities are z = s2s3s1s2s0, s1s2s3s2s0 or s0s2s3s2s0.
For z = s1s2s3s2s0 = wt−2θ∨+λ, we have w = s2s3s2 and λ = α
∨
1 + 2α
∨
2 + α
∨
3 .
Note that dz,[t1t2] 6= 0 only if z 4 mt1t2 . Thus only dz,[σθt−2θ∨ ] and dz,[vt−2θ∨ ] are
nonzero. Furthermore, we have
dz,[σθt−2θ∨ ] = −α2θ
2(α2+α3)(α2+2α3), dz,[vt−2θ∨ ] = α2α3(α2+2α3)(α1+α2+2α3)
2.
Hence,
b zx,y = cx,[s0]cy,[s0]dz,[σθt−2θ∨ ] + cx,[s2s0]cy,[s2s0]dz,[vt−2θ∨ ]
=
2α2θ
2(α2 + α3)(α2 + 2α3)
α2θ(α2 + 2α3) · α2θ
−
α2α3(α2 + 2α3)(α1 + α2 + 2α3)
2
α2α3(α1 + α2 + 2α3) · α2(α1 + α2 + 2α3)
=
2(α2 + α3)
α2
−
α2 + 2α3
α2
= 1.
For z = s2s3s1s2s0 = wt−2θ∨+λ, we have w = s3s1s2 and λ = α
∨
1 + 2α
∨
2 + α
∨
3 .
dz,[t2θ∨ ] = −2θ
3(α2 + α3)(α1 + α2 + α3);
dz,[tθ∨+v(−θ∨)] = −θ(α2 + α3)(α1 + α2 + α3)(α1 + α2 + 2α3)
2;
dz,[tv(−2θ∨)] = −α3(α1 + α2 + 2α3)
2(2α21 + 2α1α2 + α
2
2 + 6α1α3 + 4α2α3 + 4α
2
3);
dz,[tu(−θ∨)+θ∨ ] = −α2θ(α1 + α2)
2(α1 + α2 + α3);
dz,[tu(−θ∨)+v(−θ∨)] = 0.
Substituting them in the summation for b zx,y and simplifying, we obtain b
z
x,y = 1.
For z = s0s2s3s2s0 = wt−2θ∨+λ, we have w = s1s2s3s2s1 and λ = 2α
∨
2 + α
∨
3 .
dz,[t2θ∨ ] = −θ
3(α21 + 3α1α2 + 3α
2
2 + 3α1α3 + 6α2α3 + 2α
2
3);
dz,[tθ∨+v(−θ∨)] = −θ
2(α1 + α2 + α3)(α1 + α2 + 2α3)
2;
dz,[tv(−2θ∨)] = −(α1 + α2 + 2α3)
2(α21 + 2α1α2 + 3α1α3 + α2α3 + 2α
2
3);
dz,[tu(−θ∨)+θ∨ ] = −θ
2(α1 + α2)
2(α1 + α2 + α3);
dz,[tu(−θ∨)+v(−θ∨)] = −α1θ(α1 + α2)(α1 + α2 + α3)(α1 + α2 + 2α3).
Substituting them in the summation for b zx,y and simplifying, we obtain b
z
x,y = 1.
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Hence, we obtain the following
σs1s2s3s1s2 ⋆ σs3s1s2s3s1s2 = q1q
2
2q3(σ
s2s3s2 + σs3s1s2) + q22q3σ
s1s2s3s2s1 .
7. Appendix
7.1. Proof of Proposition 4.15. Note that z 4 [t1t2] implies ℓ(z) ≤ ℓ([t1t2]). By
definition, v2tλ2 = m[t2] 4 tµ. It follows from Corollary 4.9 that µ 4 λ2. Therefore,
λ2 = µ + κ with κ =
∑
i∈I ciα
∨
i , in which ci ≥ 0 for each i ∈ I = {1, · · · , n}. If∑
i∈I 2ci > ℓ(ω0), then ℓ(tλ2) = 〈µ + κ,−2ρ〉 = ℓ(tµ) −
∑
i∈I 2ci < ℓ(tµ) − ℓ(ω0),
which deduces a contradiction as follows.
ℓ(x) + ℓ(y) ≤ ℓ([t1t2]) = ℓ([v1tλ1v
−1
1 v2tλ2 ])
≤ ℓ(v1tλ1v
−1
1 v2tλ2)
≤ ℓ(v1tλ1) + ℓ(v
−1
1 v2) + ℓ(tλ2)
≤ ℓ(x) + ℓ(ω0) + ℓ(tλ2)
< ℓ(x) + ℓ(tµ) = ℓ(x) + ℓ(y).
If
∑
i∈I 2ci ≤ ℓ(ω0), then for each j ∈ I one has 〈λ2, αj〉 = 〈µ +
∑
i∈I ciα
∨
i , αj〉 <
−ℓ(ω0) + 2cj ≤ 0. Hence, λ2 ∈ Q˜∨ is regular. Therefore v
−1
1 v2tλ2 ∈ W
−
af and
ℓ(x) + ℓ(y) ≤ ℓ(z) ≤ ℓ([t1t2]) = ℓ([v1tλ1v
−1
1 v2tλ2 ])
≤ ℓ(v1tλ1v
−1
1 v2tλ2)
≤ ℓ(v1tλ1) + ℓ(v
−1
1 v2tλ2)
≤ ℓ(x) + ℓ(tλ2)− ℓ(v
−1
1 v2)
≤ ℓ(x) + ℓ(tµ)− 0 = ℓ(x) + ℓ(y).
Hence, all inequalities are indeed equalities. Thus we have
ℓ(z) = ℓ([t1t2]); ℓ(v
−1
1 v2) = 0; v1tλ1 = x = wtλ; λ2 = µ.
Therefore,
v1 = v2 = w; λ1 = λ, λ2 = µ; z = wtλ+µ.
7.2. Proof of Proposition 4.19. Since Case A holds, it follows from the proof
of Lemma 4.18 that λ1 = λ and v2tλ2 = utµ. Furthermore,
ℓ(x) + ℓ(y) + 1 = ℓ([t1t2]) = ℓ([t2t1]) = ℓ([utµu
−1v1tλ])
≤ ℓ(utµu
−1v1tλ)
≤ ℓ(utµ) + ℓ(u
−1v1tλ)
= ℓ(y) + ℓ(tλ)− ℓ(u
−1v1)
= ℓ(y) + ℓ(x) + 1− ℓ(u−1v1).
Hence, ℓ(u−1v1) = 0 and therefore v1 = u. Hence, [t1t2] = [utλu
−1utµ] = [utλ+µ].
Note that ℓ(x) + ℓ(y) ≤ ℓ(z) ≤ ℓ(x) + ℓ(y) + 1 = ℓ([utλ+µ]) = ℓ(utλ+µ).
If ℓ(z) = ℓ(x) + ℓ(y) + 1 = ℓ(utλ+µ), then the condition z 4 [utλ+µ] implies that
z = utλ+µ. This is just case a).
If ℓ(z) = ℓ(x) + ℓ(y) = ℓ(utλ+µ)− 1, then the condition z 4 [utλ+µ] implies that
z
σγ+mδ
−→ utλ+µ for some γ+mδ ∈ R
+
re. Note thatm ≥ 0 and that z = σγ+mδutλ+µ =
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σγutmu−1(γ)∨+λ+µ ∈ W
−
af . Since ℓ(σγ+mδutλ+µ) = ℓ(z) < ℓ(utλ+µ), it follows from
Lemma 4.3 that (utλ+µ)
−1(γ +mδ) = u−1(γ) +
(
m + 〈λ + µ, u−1(γ)〉
)
δ ∈ −R+re.
Hence, m + 〈λ + µ, u−1(γ)〉 ≤ 0. Since λ + µ ∈ Q˜∨ and m ≥ 0, we must have
u−1(γ) ∈ R+. Therefore,
ℓ(tλ+µ)− ℓ(u)− 1 = ℓ(z)
= 〈mu−1(γ)∨ + λ+ µ,−2ρ〉 − ℓ(σγu)
= ℓ(tλ+µ)−m〈u
−1(γ)∨, 2ρ〉 − ℓ(uσu−1γ)
≤ ℓ(tλ+µ)−m〈u
−1(γ)∨, 2ρ〉 − ℓ(u) + ℓ(σu−1(γ))
≤ ℓ(tλ+µ)−m〈u
−1(γ)∨, 2ρ〉 − ℓ(u) + 〈u−1(γ)∨, 2ρ〉 − 1.
Hence, (m−1)〈u−1(γ)∨, 2ρ〉 ≤ 0. Since u−1(γ) ∈ R+, 〈u−1(γ)∨, 2ρ〉 > 0. Therefore,
0 ≤ m ≤ 1; that is, m = 0 or 1. Denote γ˜ = u−1(γ). Note that γ˜ ∈ R+.
If m = 0, then γ˜ ∈ R+, z = uσγ˜tλ+µ and ℓ(uσγ˜) = ℓ(u) + 1. This is just case b).
If m = 1, then γ˜ ∈ R+, z = uσγ˜tλ+µ+γ˜∨ and ℓ(uσγ˜) = ℓ(u) + 1 − 〈γ˜∨, 2ρ〉. This
is just case c).
7.3. Proof of Proposition 4.20. Note that we have z = [t1t2] in this case. Since
v1tλ1 4 σitλ 4 tλ, λ 4 λ1 by Corollary 4.9. Hence, ℓ(tλ1) = ℓ(tλ) − 2M for some
M ≥ 0. Therefore,
ℓ(x) + ℓ(y) = ℓ([t1t2]) = ℓ([v1tλ1v
−1
1 v2tλ2 ])
≤ ℓ(v1tλ1v
−1
1 v2tλ2)
≤ ℓ(v1tλ1) + ℓ(v
−1
1 ) + ℓ(v2tλ2)
= ℓ(tλ1) + ℓ(v2tλ2)
≤ ℓ(tλ1) + ℓ(y) = ℓ(x) + 1− 2M + ℓ(y).
Hence, M = 0, λ1 = λ and ℓ(y) ≥ ℓ(v2tλ2) ≥ ℓ(x) + ℓ(y)− ℓ(tλ1) = ℓ(y)− 1.
Hence, there are only the following two possibilities.
Case (i): ℓ(v2tλ2) = ℓ(y), which implies that v2tλ2 = y = utµ.
Case (ii): ℓ(v2tλ2) = ℓ(y)− 1.
Due to Lemma 7.2 as below, Case (i) is impossible. It remains to discuss Case
(ii). In this case,
ℓ(x) + ℓ(y) = ℓ([t2t1]) = ℓ([v2tλ2v
−1
2 v1tλ])
≤ ℓ(v2tλ2v
−1
2 v1tλ)
≤ ℓ(v2tλ2) + ℓ(v
−1
2 v1tλ)
= ℓ(y)− 1 + ℓ(tλ)− ℓ(v
−1
2 v1) = ℓ(y) + ℓ(x)− ℓ(v
−1
2 v1).
Hence, ℓ(v−12 v1) = 0 and therefore v1 = v2.
Since ℓ(v2tλ2) = ℓ(y) − 1 and v2tλ2 4 y, there exists γ +mδ ∈ R
+
re such that
v2tλ2 = σγ+mδutµ.With the same discussion as in the proof of Proposition 4.19, we
have γ˜ = u−1(γ) ∈ R+ and v2tλ2 = uσγ˜tµ+mγ˜∨ ∈ W
−
af . Hence, v1 = v2 = uσγ˜ and
z = uσγ˜tλ+µ+mγ˜∨ ∈ W
−
af . With the same argument as in the proof of Proposition
4.19 again, we can deduce that either m = 0 or m = 1.
If m = 0, then we have γ˜ ∈ R+ such that case a) holds; that is,
v1tλ1 = uσγ˜tλ; v2tλ2 = uσγ˜tµ; z = uσγ˜tλ+µ; ℓ(uσγ˜) = ℓ(u) + 1.
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If m = 1, then we have γ˜ ∈ R+ such that v1tλ1 = uσγ˜tλ, v2tλ2 = uσγ˜tµ+γ˜∨ ,
z = uσγ˜tλ+µ+γ˜∨ and ℓ(uσγ˜) = ℓ(u) + 1− 〈γ˜∨, 2ρ〉; that is, case b) holds.
Remark 7.1. The condition “〈µ, αj〉 < −ℓ(ω0) for all j ∈ I” does imply that
uσγtµ+γ∨ , uσγtλ+µ+γ∨ ∈W
−
af , whenever γ ∈ Γ2 and λ ∈ Q˜
∨.
Indeed, the statement can be checked directly for the case |I| = n = 1, 2. For
any γ ∈ R+, write γ∨ =
∑
i aiα
∨
i . Note that ℓ(ω0) = |R
+| ≥ 9 and ai ≤ 4 if
n = 3, 4, and that ℓ(ω0) > 12 and ai ≤ 6 if n ≥ 5 (see e.g. page 66 of [15]). Hence,
µ+ γ∨ ∈ Q˜∨ is regular if n ≥ 3. In particular, the statement holds.
Lemma 7.2. Case (i) in the proof of Proposition 4.20 can never occur.
Proof. Assume Case (i) holds, then we have λ1 = λ, v2tλ2 = utµ and
ℓ(x) + ℓ(y) = ℓ([t2t1]) = ℓ([utµu
−1v1tλ])
≤ ℓ(utµu
−1v1tλ)
≤ ℓ(utµ) + ℓ(u
−1v1tλ)
= ℓ(y) + ℓ(tλ)− ℓ(u
−1v1) = ℓ(y) + ℓ(x) + 1− ℓ(u
−1v1).
Therefore, we have either ℓ(u−1v1) = 0 or ℓ(u
−1v1) = 1.
For the former case, we have v1 = u, and therefore ℓ(x) + ℓ(y) = ℓ([t1t2]) =
ℓ(utλ+µ) = ℓ(x) + ℓ(y) + 1. This is a contradiction.
For the latter case, v1 = uσj for some j. If 〈λ, αj〉 ≤ 〈µ, αj〉, then λ + µ −
〈µ, αj〉α
∨
j ∈ Q˜
∨. Note that the integer 〈µ, αj〉 < −ℓ(ω0). Therefore
ℓ(x) + ℓ(y) = ℓ([t2t1]) = ℓ([utµu
−1uσjtλ])
≤ ℓ(utµσjtλ)
= ℓ(uσjtµ−〈µ,αj〉α∨j +λ)
≤ ℓ(uσj) + ℓ(tµ−〈µ,αj〉α∨j +λ)
= ℓ(uσj) + 〈µ− 〈µ, αj〉α
∨
j + λ,−2ρ〉
= ℓ(uσj) + ℓ(tλ+µ) + 2〈µ, αj〉
≤ ℓ(ω0) + ℓ(x) + 1 + ℓ(y) + ℓ(u)− 2ℓ(ω0)− 2 < ℓ(x) + ℓ(y).
If 〈λ, αj〉 > 〈µ, αj〉, then λ+ µ− 〈λ, αj〉α∨j ∈ Q˜
∨. Therefore,
ℓ(x) + ℓ(y) = ℓ([t1t2]) = ℓ([uσjtλσju
−1utµ])
≤ ℓ(uσjtλσjtµ)
= ℓ(utλ−〈λ,αj〉α∨j +µ)
≤ ℓ(u) + ℓ(tλ−〈λ,αj〉α∨j +µ)
= ℓ(u) + 〈λ− 〈λ, αj〉α
∨
j + µ,−2ρ〉
= ℓ(u) + ℓ(tλ+µ) + 2〈λ, αj〉
≤ ℓ(ω0) + ℓ(x) + 1 + ℓ(y) + ℓ(u)− 2ℓ(ω0)− 2 < ℓ(x) + ℓ(y).
Both cases deduce contradictions. Hence, Case (i) is impossible. 
7.4. Equivariant cohomology of ΩK. The affine Kac-Moody group G possesses
a Bruhat decomposition
⊔
x∈Waf
BxB, where the canonical identification Waf ∼=
N(TˆC)/TˆC is used. Here TˆC = HomZ(hˆ
∗
Z
,C∗) denotes the standard maximal torus
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of G, in which hˆZ is the integral form of hˆ = haf (see e.g. chapter 6 of [24]). The
Bruhat decomposition of G induces a decomposition of G/PY into Schubert cells:
G/PY =
⊔
x∈WY
af
BxPY /PY . Schubert varieties are the closures of BxPY /PY ’s in
G/PY . Let SYx denote the image of the fundamental class [BxPY /PY ] under the
canonical map H∗(BxPY /PY ) → H∗(G/PY ). Then H∗(G/PY ,Z) has an additive
basis of Schubert homology classes {SYx | x ∈W
Y
af }. We denote Sx = S
Y
x wherever
there is no confusion. Similarly, the cohomology groupH∗(G/PY ,Z) has an additive
basis of Schubert cohomology classes {Sx | x ∈ WYaf }, where 〈Sx,S
y〉 = δx,y with
respect to the natural pairing.
The standard maximal torus TˆC of G has complex dimension n + 2 with max-
imal compact sub-torus Tˆ = HomZ(hˆ
∗
Z
, S1). With respect to the natural action
of TˆC on G/B, we consider the equivariant cohomology H∗Tˆ (G/B), which is an Sˆ-
module with Sˆ = S[hˆ∗
Z
] = H∗
Tˆ
(pt). Note that the 1-dimensional sub-torus C∗,
which comes from the degree derivation d, acts on G/B trivially. As a consequence,
Sˆ = Q[d, δ, α1, · · · , αn] while the equivariant Schubert structure constants are poly-
nomials in Q[δ, α1, · · · , αn] only. Since we are concerned with the non-trivial part of
the TˆC-action only, we denote Sˆ = Q[δ, α1, · · · , αn] = Q[α0, α1, · · · , αn] by abusing
notations. H∗
Tˆ
(G/B) is an Sˆ-module spanned by the basis of equivariant Schu-
bert classes, which we also denote as {Sx | x ∈ Waf} simply. Via the embedding
π∗ : H∗
Tˆ
(G/PY ) →֒ H∗Tˆ (G/B) induced by the natural projection π : G/B → G/PY ,
the equivariant cohomology H∗
Tˆ
(G/PY ) is also an Sˆ-module spanned by the basis of
equivariant Schubert classes {Sx | x ∈ WYaf }. As a consequence, equivariant Schu-
bert structure constants for G/PY are covered by equivariant Schubert structure
constants for G/B.
Remark 7.3. For Sx,Sy ∈ H∗
Tˆ
(G/B), SxSy =
∑
z∈Waf
p zx,yS
z. The equivariant
Schubert structure constant p zx,y is a polynomial in Sˆ. In terms of combination of
rational functions, one has p zx,y =
∑
v∈Waf
dx,vdy,vcz,v (see e.g. chapter 11 of [24]).
Let LanK = {f ∈ G | f(S1) ⊂ K} and ΩanK = {f ∈ LanK | f(1S1) = 1K}. Note
that each f ∈ G can be written as f(t) = fK(t) · fP (t) for some unique fK ∈ ΩanK
and fP ∈ P0. Therefore we can realize G/P0 as ΩanK, which is homotopy-equivalent
to ΩK, via the (LanK-equivariant) homeomorphism G/P0 → ΩanK (see [36] and
references therein for more details). Since we are concerned with properties at the
level of (co)homology only, we do not distinguish between ΩanK and ΩK. The
Bruhat decomposition of G/P0 readily gives a Bruhat decomposition of ΩK. As a
consequence and by abusing notations, we know thatH∗(ΩK,Z) (resp. H
∗(ΩK,Z))
has an additive Z-basis of Schubert (co)homology classes {Sx(resp. Sx) | x ∈ W
−
af }.
The (non-trivial part of the) Tˆ -action on G/P0 corresponds to the natural S1×T
action on ΩK, which consists of the rotation action of S1 on ΩK and the action
of T on ΩK by pointwise conjugation. By considering the T -action only, we ob-
tain the evaluation maps ev : H∗
Tˆ
(G/P0) → H∗T (G/P0) and ev : Sˆ = H
∗
Tˆ
(pt) →
H∗T (pt) = S, where the T -equivariant cohomology H
∗
T (G/P0) is an S-module with
S = Q[α1, · · · , αn]. The image of the null root δ = α0+ θ in S is 0. More precisely,
we have H∗
Tˆ
(G/P0) = SpanSˆ{Sˆ
x | x ∈ W−af } and H
∗
T (G/P0) = SpanS{S
x | x ∈
W−af }. Let f = f(α0, α1, · · · , αn) ∈ Sˆ, then we have ev(f) = f(−θ, α1, · · · , αn) ∈ S
and ev(fSˆx) = ev(f)Sx.
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Remark 7.4. SxSy =
∑
z∈W−
af
p˜ zx,yS
z. The T -equivariant Schubert structure
constant p˜ zx,y is a polynomial in S. It follows from Remark 7.3 and Lemma 4.22
that p˜ zx,y =
∑
v∈W−
af
dx,[v]dy,[v]cz,[v] as combination of rational functions.
Remark 7.5. The T -equivariant Schubert structure constant pwu,v for G/B can
also be expressed in terms of cu,v and du,v. The polynomial p
w
u,v is given by p
w
u,v =∑
v1∈W
du,v1dv,v1cw,v1 as combination of rational functions (see e.g. [24]).
Acknowledgements
The first author is supported in part by a RGC research grant from the Hong
Kong Government. Both authors thank Alberto Arabia, Haibao Duan, Sergey
Fomin, Thomas Lam, Peter Magyar, Victor Reiner, John R. Stembridge, Xiaowei
Wang and Yongchang Zhu for useful discussions. The second author is particularly
grateful to Thomas Lam for considerable helps.
References
1. A. Arabia,Cohomologie T -e´quivariante de la varite´te´ de drapeaux d’un groupe de Kacˇ-Moody,
Bull. Soc. Math. France 117 (1989), no. 2, 129-165.
2. A. Borel,Sur la cohomologie des espaces fibre´s principaux et des espaces homoge´nes de groupes
de Lie compacts, Ann. of Math. (2) 57, (1953), 115–207.
3. A.S. Buch,Quantum cohomology of Grassmannians, Compo. Math. 137(2003), 227–235.
4. A.S. Buch,Quantum cohomology of partial flag manifolds, Trans. Amer. Math. Soc. 357
(2005), no. 2, 443–458.
5. P.E. Chaput, L. Manivel, N. Perrin,Quantum cohomology of minuscule homogeneous spaces,
Transform. Groups 13 (2008), no. 1, 47–89.
6. H. Duan,Multiplicative rule of Schubert class, Invent. Math. 159 (2005), no. 2, 407–436.
7. S. Fomin,Lecture notes on quantum cohomology of the flag manifold, Geometric combinatorics
(Kotor, 1998), Publ. Inst. Math. (Beograd) (N.S.) 66 (80) (1999), 91–100.
8. S. Fomin, S. Gelfand, A. Postnikov,Quantum Schubert polynomials, J. Amer. Math. Soc. 10
(1997), no. 3, 565–596.
9. W. Fulton,On the quantum cohomology of homogeneous varieties, The legacy of Niels Henrik
Abel, 729–736, Springer, Berlin, 2004.
10. W. Fulton,Young tableaux: with applications to representation theory and geometry, Cam-
bridge University Press, Cambridge, 1997.
11. W. Fulton, R. Pandharipande,Notes on stable maps and quantum cohomology, Proc. Sympos.
Pure Math. 62, Part 2, Amer. Math. Soc., Providence, RI, 1997.
12. W. Fulton, C. Woodward,On the quantum product of Schubert classes, J. Algebraic Geometry
13 (2004), no. 4, 641-661.
13. W. Graham,Positivity in equivariant Schubert calculus, Duke Math. J. 109, no. 3 (2001),
599-614.
14. H. Hiller,The geometry of Coxeter groups, Boston : Pitman Pub., c1982.
15. J.E. Humphreys, Introduction to Lie algebras and representation theory, Graduate Texts in
Mathematics 9, Springer-Verlag, New York-Berlin, 1980.
16. J.E. Humphreys,Reflection groups and Coxeter groups, Cambridge University Press, Cam-
bridge, UK, 1990.
17. V.G. Kac, Infinite-dimensional Lie algebras,Cambridge University Press, Cambridge, 1990.
18. B. Kim,Quantum cohomology of flag manifolds G/B and quantum Toda lattices, Ann. of
Math. (2) 149 (1999), no. 1, 129–148.
19. A. Knutson, T. Tao,The honeycomb model of GLn(C) tensor products. I. Proof of the satu-
ration conjecture, J. Amer. Math. Soc. 12 (1999), no. 4, 1055–1090.
20. A. Knutson, T. Tao, C. Woodward,The honeycomb model of GLn(C) tensor products. II.
Puzzles determine facets of the Littlewood-Richardson cone, J. Amer. Math. Soc. 17 (2004),
no. 1, 19–48.
GROMOV-WITTEN INVARIANTS FOR G/B AND PONTRYAGIN PRODUCT FOR ΩK 33
21. B. Kostant, S. Kumar,The nil Hecke ring and the cohomology of G/P for a Kac-Moody group
G, Adv. in Math. 62 (1986), 187-237.
22. A. Kresch, H. Tamvakis,Quantum cohomology of orthogonal Grassmannians, Compos. Math.
140 (2004), no. 2, 482–500.
23. A. Kresch, H. Tamvakis,Quantum cohomology of the Lagrangian Grassmannian, J. Algebraic
Geometry 12 (2003), no. 4, 777–810.
24. S. Kumar,Kac-Moody groups, their flag varieties and representation theory, Progress in Math-
ematics 204, Birha¨user Boston, Inc., Boston, MA, 2002.
25. T. Lam, Schubert polynomials for the affine Grassmannian, J. Amer. Math. Soc. 21 (2008),
no. 1, 259–281.
26. T. Lam, M. Shimozono,Quantum cohomology of G/P and homology of affine Grassmannian,
Acta. Math., to appear; arxiv: math. AG/0705.1386.
27. T. Lam, L. Lapointe, J. Morse, M. Shimozono,Affine insertion and Pieri rules for the affine
Grassmannian, Memoirs of the AMS, to appear; arxiv: math.CO/0609110.
28. T. Lam, A. Schilling, M. Shimozono, Schubert polynomials for the affine Grassmannian of the
symplectic group, arxiv: math. AG/0710.2720.
29. N.C. Leung, C. Li,Quantum Littlewood-Richardson coefficients for G/P , in preparation.
30. G. Lusztig, Singularities, character formulas, and a q-analog of weight multiplicities, in “Anal-
ysis and topology on singular spaces II-III”, Aste´risque 101-102(1983), 208-229.
31. P. Magyar,Notes on Schubert classes of a loop group, arXiv: math. RT/0705.3826.
32. A.-L. Mare,Polynomial representatives of Schubert classes in QH∗(G/B), Math. Res. Lett.
9 (2002), no. 5-6, 757–769.
33. L.C. Mihalcea,Equivariant quantum cohomology of homogeneous spaces, Duke Math. J. 140
(2007), no. 2, 321–350.
34. L.C. Mihalcea,Positivity in equivariant quantum Schubert calculus, Amer. J. Math. 128
(2006), no. 3, 787–803.
35. D. Peterson,Quantum cohomology of G/P , Lecture notes at MIT, 1997 (notes by J. Lu and
K. Rietsch).
36. A. Pressley, G. Segal,Loop groups, Clarendon Press, Oxford, 1986.
37. J.R. Stembridge,Tight quotients and double quotients in the Bruhat order, Electron. J. Com-
bin. 11 (2004/06), no. 2, Research Paper 14-41.
38. C. Vafa, Topological mirrors and quantum rings, in: Essays on mirror manifolds (ed. S.T.
Yau), International Press 1992, 96-119.
39. C.T. Woodward,On D. Peterson’s comparison formula for Gromov-Witten invariants of
G/P , Proc. Amer. Math. Soc. 133 (2005), no. 6, 1601–1609.
The Institute of Mathematical Sciences and Department of Mathematics, The Chi-
nese University of Hong Kong, Shatin, Hong Kong
E-mail address: leung@ims.cuhk.edu.hk
The Institute of Mathematical Sciences and Department of Mathematics, The Chi-
nese University of Hong Kong, Shatin, Hong Kong
E-mail address: czli@math.cuhk.edu.hk
ar
X
iv
:0
81
0.
48
59
v3
  [
ma
th.
AG
]  
24
 Ju
l 2
01
1
GROMOV-WITTEN INVARIANTS FOR G/B AND
PONTRYAGIN PRODUCT FOR ΩK
NAICHUNG CONAN LEUNG AND CHANGZHENG LI
Abstract. We give an explicit formula for (T -equivariant) 3-pointed genus
zero Gromov-Witten invariants for G/B. We derive it by finding an explicit
formula for the Pontryagin product on the equivariant homology of the based
loop group ΩK.
1. Introduction
A flag variety G/B is the quotient of a simply-connected simple complex Lie
group by its Borel subgroup and it plays very important roles in many different
branches of mathematics. There are natural Schubert cycles inside G/B. The
corresponding Schubert cocycles σu’s form a basis of the cohomology ringH∗(G/B).
In terms of this basis, the structure coefficients Nwu,v of the intersection product,
σu · σv =
∑
w
Nwu,vσ
w,
are called Schubert structure constants, which is a direct generalization of the
Littlewood-Richardson coefficients for complex Grassmannians. When G = SL(n+
1,C), the coefficients Nwu,v count suitable Young tableaus (see e.g. [10]) or honey-
combs [19], [20]. An explicit formula for Nwu,v in all cases are given by Kostant
and Kumar [21] by considering Kac-Moody groups and an effective algorithm is
obtained by Duan [6] via topological methods. Note that a ring presentation of
H∗(G/B,C) is given much earlier by Borel [2] in terms of Chern classes of univer-
sal bundles over G/B = K/T , where K is a maximal compact Lie subgroup of G
and T = K ∩B is a maximal torus of K.
The (small) quantum cohomology ring of G/B, or more generally of any sym-
plectic manifold, is introduced by the physicist Vafa [38] and it is a deformation of
the ring structure on H∗(G/B) by incorporating genus zero Gromov-Witten invari-
ants of G/B into the intersection product. As complex vector spaces, the quantum
cohomology ring QH∗(G/B) is isomorphic to H∗(G/B)⊗C[q] with qλ = q
a1
1 · · · q
an
n
for λ = (a1, · · · , an) ∈ H2(G/B,Z). The structure coefficients Nw,λu,v of the quantum
product,
σu ⋆ σv =
∑
w,λ
Nw,λu,v qλσ
w,
are called quantum Schubert structure constants. As we will see in section 6.3,
Nw,λu,v = I0,3,λ(σ
u, σv, σω0w) is the 3-pointed genus zero Gromov-Witten invariant
for σu, σv, σω0w ∈ H∗(G/B), by the definition of the quantum product σu ⋆ σv.
We will use the terminology “quantum Schubert structure constants” instead of
“Gromov-Witten invariants” for G/B throughout this paper, in analog with the
classical Schubert structure constants.
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Because of the lack of functoriality, the study of the quantum cohomology ring
of G/B, or more generally partial flag varieties G/P , is a challenging problem. A
presentation of the ring structure on QH∗(G/B) is given by Kim [18] in terms of
Toda lattice for the Langlands dual Lie group. There have been a lot of studies of
QH∗(G/P ) in special cases including complex Grassmannians, partial flag varieties
of type A, isotropic Grassmannians and two exceptional minuscule homogeneous
varieties (see e.g. [3], [4], [22], [23] and [5] respectively and the excellent survey [9]).
Nevertheless, the quantum Schubert structure constants had only been computed
explicitly for very few cases, such as complex Grassmannians and complete flag
varieties of type A.
In this article, we give an explicit formula for the (equivariant) quantum Schu-
bert structure constants of the quantum cohomology ring QH∗(G/B) (for partial
flag varieties G/P , see [29]). We should note that an algorithm to determine the
equivariant quantum Schubert structure constants1 was obtained earlier by Mihal-
cea [33] and he used it to find a characterization of the torus-equivariant quantum
cohomology QH∗T (G/P ). To describe the formula, we consider the affine Weyl
group Waf = W ⋉ Q
∨, which is the semidirect product of the Weyl group W and
the coroot lattice Q∨. For any x, y ∈ Waf, we define cx,[y] and dx,[y] combinatorially,
which are rational functions in simple roots αi. In particular for x = utA, y = vtA
and z = wt2A+λ with A = −12n(n+ 1)
∑n
i=1 w
∨
i a sum of fundamental coweights
w∨i ’s, the rational function
∑
λ1,λ2∈Q∨
cx,[tλ1 ]cy,[tλ2 ]dz,[tλ1+λ2 ] will be shown to be a
constant, provided that 〈λ, 2ρ〉 = ℓ(u) + ℓ(v) − ℓ(w) where ρ is the summation of
fundamental weights wi’s. Furthermore, this number coincides with N
w,λ
u,v as stated
in our main theorem.
Main Theorem Let u, v, w ∈ W , λ ∈ Q∨, λ < 0. Let A = −12n(n+ 1)
∑n
i=1 w
∨
i .
The quantum Schubert structure constant Nw,λu,v for G/B is given by
Nw,λu,v =
∑
λ1,λ2∈Q∨
cutA,[tλ1 ]cvtA,[tλ2 ]dwt2A+λ,[tλ1+λ2 ],
provided that 〈λ, 2ρ〉 = ℓ(u) + ℓ(v)− ℓ(w) and zero otherwise.
The above summation does make sense, since there are in fact only finitely many
nonzero terms involved. Indeed, the summation over the infinite set Q∨ can be
simplified to the finite set Γ × W with Γ = {(λ1, λ2) | λ1, λ2 < A, λ1 + λ2 4
2A+ λ, λ1 and λ2 are anti-dominant elements in Q
∨} and we obtain
Nw,λu,v =
∑
(λ1,λ2,v1)∈Γ×W
cutA,[v1tλ1 ]cvtA,[v1tλ2 ]dwt2A+λ,[v1tλ1+λ2 ].
Quantum Schubert structure constants for G/P can be identified with certain
quantum Schubert structure constants forG/B via Peterson-Woodward comparison
formula [39], the corresponding formula and its applications are discussed in [29].
When v is a simple reflection, the equivariant quantum product σu ⋆ σv can
be given explicitly by the equivariant quantum Chevalley formula. This formula
was originally stated by Peterson in his unpublished lecture notes [35] and has
been proved recently by Mihalcea [33]. In [33], Mihalcea also showed that the
multiplication in QH∗T (G/B) is determined by the equivariant quantum Chevalley
1 Explicitly, the equivariant (quantum) Schubert structure constants are homogeneous
polynomials.
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formula together with a few other natural properties (see e.g. Proposition 4.18). As
a consequence, a recursive algorithm to determine Nw,λu,v was given in [33]. However,
an explicit formula is still lacking.
In [35] Peterson already stated that QH∗T (G/B) is ring isomorphic to H
T
∗ (ΩK)
after localization, which is called Peterson’s Theorem. Here ΩK is the based loop
group of the maximal compact subgroupK of G and the Pontryagin product defines
a ring structure on its (Borel-Moore) homology groupHT∗ (ΩK). In Peterson’s notes
[35], the powerful tool of nil-Hecke ring of Kostant-Kumar [21] was used heavily.
Lam and his co-authors had done many important works along this direction, such
as [25], [28], [26] and [27]. The proofs of Peterson’s Theorem in [35] are incomplete,
and in [26], Lam and Shimozono proved this result, with the help of Peterson’s
j-isomorphism.
The homology HT∗ (ΩK) is an associative algebra over S = H
∗
T (pt) and it has
an additive S-basis given by Schubert homology classes {Sx | x ∈ W
−
af }, where
W−af is the set of minimal length representatives of cosets in Waf/W . We obtain
the following explicit formula for the Pontryagin product of Schubert classes in
HT∗ (ΩK), based on well-known localization formulas due to Arabia [1] for affine
flag manifolds.
Theorem 3.3 For any Schubert classes Sx and Sy in H
T
∗ (ΩK), the structure
coefficients for their Pontryagin product
SxSy =
∑
z∈W−
af
b zx,ySz
are given by
b zx,y =
∑
λ,µ∈Q∨
cx,[tλ]cy,[tµ]dz,[tλ+µ].
In the present paper, we give an alternative proof of Peterson’s Theorem, in the
sense that we find elementary proofs of the following two formulas of Peterson-Lam-
Shimozono [26] on the Pontryagin product of certain Schubert classes, by analyzing
the combinatorial nature of the summation in the formula of b zx,y.
(i) For any wtλ, tµ ∈ W
−
af , one has SwtλStµ = Swtλ+µ;
(ii) For any σitλ, utµ ∈ W
−
af with σi = σαi , i ∈ I, one has
SσitλSutµ = (u(wi)−wi)Sutλ+µ +
∑
γ∈Γ1
〈γ∨, wi〉Suσγ tλ+µ +
∑
γ∈Γ2
〈γ∨, wi〉Suσγ tλ+µ+γ∨ ,
where Γ1 = {γ ∈ R
+ | ℓ(uσγ) = ℓ(u) + 1} and Γ2 = {γ ∈ R
+ | ℓ(uσγ) =
ℓ(u) + 1− 〈γ∨, 2ρ〉}.
Indeed, Lam and Shimozono noticed that combining the above formulas with the
criterion of Mihalcea gives a proof of Peterson’s theorem. This in turn shows that
any structure constant of QH∗T (G/B) coincides with certain structure constants
of HT∗ (ΩK), which yields our Main Theorem. In particular, there is a choice of
certain b zx,y’s which coincide with the same N
w,λ
u,v . For instance, we can choose one
such A as in Main theorem to make a certain choice (x, y, z) = (utA, vtA, wt2A+λ).
In many cases, we can replace it by a smaller one (see section 4.3 for more details
on the choices). As a consequence, there are only a few nonzero terms in the
summation for Nw,λu,v in many cases. For instance for G = SL(3,C) with u =
v = s1s2s1, w = s1s2 and λ = θ
∨, where θ is the highest root (see section 5.1 for
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more details on the notations), it suffices to take A = −θ∨ and the summation
for Nw,λu,v in fact contains one term only, namely N
w,λ
u,v = c
2
s0,[s0]
ds2s0,[s1s2s1t−2θ∨ ],
where cs0,[s0] = (−1)
1 1
s0(α0)
∣∣
α0=−θ
= − 1θ and ds2s0,[s1s2s1t−2θ∨ ] = ds2s0,[s0s1s2s1s0] =
s0s1(α2)s0s1s2s1(α0)
∣∣
α0=−θ
= θ2 by definition. Hence, Nw,λu,v = (−
1
θ )
2 ·θ2 = 1. This
coefficient can also be determined by Mihalcea’s algorithm but our formula is more
effective. To show the computational power of our formula, we will compute some
nontrivial coefficients for the higher rank group Spin(7,C).
There could be an alternative way to determine our structure coefficients by
finding polynomial representatives for Schubert classes. For instance, this approach
has been used by Fomin, Gelfand and Postnikov for complete flag varieties of type
A [8]. The work of Magyar [31] could be relevant for general cases. See also [7].
This paper is organized as follows. In section 2, we set up the notations that will
be used throughout this article and review some well-known facts on the theory of
Kac-Moody algebras and groups. In section 3, we define the important quantities
cx,[y], dx,[y] and derive an explicit formula for the Pontryagin product on H
T
∗ (ΩK).
In section 4, we analyze our formula and prove our main theorem. In section 5, we
give examples to demonstrate the effectiveness of our formula. The proofs of some
propositions stated in section 4 are given in the the appendix.
2. Notations
2.1. Notations. We introduce the notations that are used throughout the paper.
G: a simply-connected simple complex Lie group of rank n.
B,H : B is a Borel subgroup of G; H is a maximal torus of G contained in B.
K: a maximal compact subgroup of G.
T : T = K ∩H is a maximal torus in K.
g, h: g = Lie(G); h = Lie(H).
I, Iaf: I = {1, · · · , n}; Iaf = {0, 1, · · · , n}.
R,∆: R is the root system of (g, h); ∆ = {αi | i ∈ I} is a basis of simple roots.
R+: R+ = R ∩
⊕
i∈I Z≥0αi is the set of the positive roots; R =
(
−R+)
⊔
R+.
α∨i ,Q
∨: {α∨i | i ∈ I} are the simple coroots; Q
∨ =
⊕
i∈I Zα
∨
i is the coroot lattice.
Q˜∨: Q˜∨ = {µ ∈ Q∨ | 〈µ, αi〉 ≤ 0, i ∈ I} is the set of anti-dominant elements.
wi, ρ: {wi | i ∈ I} are the fundamental weights; ρ =
1
2
∑
β∈R+ β
(
=
∑
i∈I wi
)
.
w∨i : {w
∨
i | i ∈ I} are the fundamental coweights.
W : W = 〈σαi : i ∈ I〉 is the Weyl group of (g, h).
θ, ω0: θ is the highest (long) root of R; ω0 is the longest element in W .
gaf: the (untwisted) affine Kac-Moody algebra associated to g.
haf: Cartan subalgebra of gaf.
α0, δ: α0 is the affine simple root; δ = α0 + θ is the null root.
R+re: R
+
re = {α+mδ | α ∈ R,m ∈ Z
+} ∪R+ is the set of positive real roots.
S, Y : S = {σαi | i ∈ Iaf}; Y ⊂ ∆ is a subset.
Waf: the Weyl group of gaf; Waf = 〈σαi : i ∈ Iaf〉.
Waf,Y : the subgroup of Waf generated by {σα | α ∈ Y }.
WYaf : the subset {x ∈Waf | ℓ(x) ≤ ℓ(y), ∀y ∈ xWaf,Y } of Waf.
G: the Kac-Moody group associated to the Kac-Moody algebra gaf.
B: the standard Borel subgroup of G.
PY : the standard parabolic subgroup of G associated to Y ; PY ⊃ B.
W−af ,P0: W
−
af = W
∆
af ; P0 = P∆.
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LK,ΩK: LK = {f : S1 → K | f is smooth }; ΩK = {f ∈ LK | f(1S1) = 1K}.
S, Sˆ: S = Q[α1, · · · , αn]; Sˆ = Q[α0, α1, · · · , αn].
qλ: qλ = q
a1
1 · · · q
an
n for λ =
∑n
i=1 aiα
∨
i ∈ Q
∨.
σi, σβ : σi = σαi is a simple reflection. σβ is a reflection for β ∈ R
+
re
⊔(
−R+re
)
.
σu, σ
u: Schubert classes for G/B, where u ∈ W . σu ∈ H2ℓ(u)(G/B,Z) and σ
u ∈
H2ℓ(u)(G/B,Z) are defined in section 6.3.
Sx,S
x: Schubert classes for G/PY . Sx ∈ H2ℓ(x)(G/PY ,Z) andS
x ∈ H2ℓ(x)(G/PY ,Z)
are defined in section 6.4.
cx,[y]: defined in section 3.1 for any x, y ∈ W
−
af .
dx,[y]: defined in section 3.1 for any x, y ∈ W
−
af .
c′x,y: c
′
x,y = cx,y
∣∣
α0=−θ
with cx,y defined in section 3.1.
Γ1: Γ1(u) = {γ ∈ R+ | ℓ(uσγ) = ℓ(u) + 1}, or simply Γ1 = Γ1(u).
Γ2: Γ2(u) = {γ ∈ R+ | ℓ(uσγ) = ℓ(u) + 1− 〈γ∨, 2ρ〉}, or simply Γ2 = Γ2(u).
2.2. Some more explanations. See [17] and [24] for the meaning of the notations
as in section 2.1 as well as the theory of Kac-Moody algebras and groups.
The fundamental weights {wi | i ∈ I} are the dual basis to the simple coroots
{α∨i | i ∈ I} with respect to the natural pairing 〈·, ·〉 : h × h
∗ → C. The simple
reflections {σi = σαi | i ∈ I} act on h by σi(λ) = λ−〈λ, αi〉α
∨
i for λ ∈ h. Therefore
the Weyl group W , which is generated by the simple reflections, acts on h and h∗
naturally. Note that R = W ·∆. For any γ ∈ R, γ = w(αi) for some w ∈ W and
i ∈ I. We can well define γ∨ = w(α∨i ), which is independent of the expressions of
γ.
The Weyl group Waf of gaf is in fact an affine group, Waf = W ⋉Q
∨, where we
denote tλ
2 the image of λ ∈ Q∨ in Waf (by abusing notations). To be more precise,
one has σβ = σαtmα∨ for β = α+mδ ∈ Rre =
(
−R+re
)⊔
R+re. In particular, σα0 =
σθt−θ∨. Given w ∈ W,λ ∈ Q
∨, γ ∈
⊕
i∈I Zαi and m ∈ Z, we have tw·λ = wtλw
−1
and the following action
wtλ · (γ +mδ) = w · γ + (m− 〈λ, γ〉)δ.
Since
(
Waf,S
)
is a Coxeter system, we can define the length function ℓ : Waf → Z≥0
and the Bruhat order (Waf,4) (see e.g. [16]). We use the following notation
x = [σβ1 · · ·σβr ]red,
whenever (σβ1 , · · · , σβr ) is a reduced decomposition of x ∈ Waf; that is, r = ℓ(x),
x = σβ1 · · ·σβr and βi’s are simple roots. (It is possible that βi = βj for i 6= j.)
This notation will also be used throughout this article.
Explicitly, the affine Kac-Moody group G is realized as a central extension by C∗
of the loop group consisting of the C((t))-rational points G(C((t))) of G extended
by one dimensional complex torus. For each subset Y ⊂ ∆, there is a standard par-
abolic subgroup PY ⊂ G corresponding to Y . In particular, B = P∅ and we denote
P0 = P∆. For our purpose of studying the generalized flag varieties G/B and G/P0,
the group G can be taken simply to be G = G(C((t))). That is, G = Mor(C∗, G).
As a consequence, P0 = G(C[[t]]) = Mor(C, G) and B = {f ∈ P0 | f(0) ∈ B}.
In the present paper, we only consider the following two cases: Y = ∅ and Y = ∆.
Note that Waf,∅ = {1}, W
∅
af = Waf and Waf,∆ = W . We denote W
−
af = W
∆
af .
2 The notation tλ is used instead of tν(λ) as in chapter 6 of [17].
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3. Pontryagin product on equivariant homology of ΩK
The T -equivariant (Borel-Moore) homology HT∗ (ΩK) of based loop group ΩK
is a module over S = H∗T (pt) = Q[α1, · · · , αn] with an S-basis of Schubert classes
{Sx | x ∈ W
−
af }, where W
−
af is the set of minimal length representatives of cosets
in Waf/W . T acts on ΩK by pointwise conjugation. The Pontryagin product
ΩK ×ΩK → ΩK, given by (f · g)(t) = f(t) · g(t), is associative and T -equivariant.
Therefore, it induces a product map HT∗ (ΩK) ⊗ H
T
∗ (ΩK) → H
T
∗ (ΩK), making
HT∗ (ΩK) an associative S-algebra. The structure constants b
z
x,y ∈ S are defined by
SxSy =
∑
z∈W−
af
b zx,ySz
for x, y ∈ W−af . The main result of this section is Theorem 3.3, giving an explicit
formula for the Pontryagin product as b zx,y =
∑
λ,µ∈Q∨ cx,[tλ]cy,[tµ]dz,[tλ+µ] in which
the summation is in fact only over finitely many non-zero terms and cx,[y], dx,[y] are
defined combinatorially as below. Due to Peterson’s Theorem which was proved
by Lam and Shimozono, these structure coefficients b zx,y correspond to quantum
Schubert structure constants for the equivariant quantum cohomology QH∗T (G/B).
3.1. Definitions and properties of cx,[y] and dx,[y].
Definition 3.1. For any x, y ∈ Waf, we define the homogeneous rational function
cx,y = cx,y(α0, · · · , αn) ∈ Q[α
±1
0 , α
±1
1 , · · · , α
±1
n ] as follows. Let x = [σβ1 · · ·σβm ]red.
If y 64 x, then cx,y = 0; if y 4 x, then
cx,y := (−1)
m
∑(
σε1β1(β1)σ
ε1
β1
σε2β2(β2) · · ·σ
ε1
β1
· · ·σεmβm(βm)
)−1
,
where the summation runs over all (ε1, · · · , εm)∈{0, 1}m satisfying σ
ε1
β1
· · ·σεmβm = y.
We define cx,[y] ∈ Q[α
±1
1 , · · · , α
±1
n ] as follows.
cx,[y] :=
∑
z∈yW
cx,z
∣∣
α0=−θ
=
∑
z∈yW
cx,z(−θ, α1, · · · , αn).
Let γk denote the (positive real) root σβ1 · · ·σβk−1(βk). We define the homoge-
neous polynomial dy,x = dy,x(α0, α1, · · · , αn) ∈ Q[α0, · · · , αn] as follows.
If y 64 x then dy,x = 0; if y = 1, then dy,x = 1; if y 4 x and y 6= 1, then
dy,x :=
∑
γi1 · · · γir ,
where the summation runs over all subsequences (i1, · · · , ir) of (1, · · · ,m) such that
y = [σβi1 · · ·σβir ]red.
We define dy,[x] ∈ Q[α1, · · · , αn] as follows.
dy,[x] := dy,x
∣∣
α0=−θ
= dy,x(−θ, α1, · · · , αn).
Note that for any y, y′ ∈ Waf with yW = y′W , one has cx,[y] = cx,[y′]. In
addition, one has dx,[y] = dx,[y′] provided x ∈ W
−
af (following from Lemma 4.14).
Proposition 3.2 ([21]; see also chapter 11 of [24]). cx,y and dy,x are well-defined,
independent of the choices of reduced decompositions of x. The transpose of
(
cx,y
)
is the inverse of the matrix
(
dx,y
)
in the following sense∑
z∈Waf
cx,zdy,z = δx,y =
∑
z∈Waf
cz,xdz,y, for any x, y ∈Waf.
Note that both summations in the above proposition contain only finitely many
nonzero terms.
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3.2. Explicit formula for Pontryagin product on HT∗ (ΩK). Because of the
homotopy-equivalence between G/P0 and ΩK, we interchange the notations G/P0
and ΩK freely. Let TˆC denote the standard maximal torus of G with maxi-
mal compact sub-torus Tˆ . The Tˆ -equivariant cohomology H∗
Tˆ
(G/P0) is an Sˆ-
algebra with a basis of Schubert classes {Sˆx | x ∈ W−af }, where Sˆ = H
∗
Tˆ
(pt) =
Q[α0, α1, · · · , αn]. Note that T ⊂ Tˆ is a sub-torus. The T -equivariant cohomology
H∗T (G/P0) is an S-algebra with a basis of Schubert classes {S
x | x ∈ W−af }, where
S = H∗T (pt) = Q[α1, · · · , αn]. Furthermore, one has the following evaluation maps
ev : H∗
Tˆ
(G/P0)→ H∗T (G/P0) and ev : Sˆ → S such that ev(fSˆ
x) = ev(f)Sx, where
f = f(α0, α1, · · · , αn) ∈ Sˆ and ev(f) = f(−θ, α1, · · · , αn) ∈ S. (See appendix 6.4
for more details on the above descriptions.)
The T -equivariant homologyHT∗ (G/P0) is the submodule of HomS(H
∗
T (G/P0), S)
spanned by the equivariant Schubert homology classes {Sx | x ∈W
−
af }
3, which for
any x, y ∈W−af satisfy 〈Sx,S
y〉 = δx,y with respect to the natural pairing.
The adjoint action of T on K induces a canonical action on ΩK by pointwise
conjugation; that is, (t · f)(s) := t · f(s) · t−1 for any t ∈ T and f ∈ ΩK. The group
multiplicationK×K → K induces a so-called Pontryagin product ΩK×ΩK → ΩK
by pointwise multiplication; that is, (f · g)(s) = f(s) · g(s) for any f, g ∈ ΩK. The
Pontryagin product is obviously associative and T -equivariant. Therefore it induces
HT∗ (ΩK)⊗H
T
∗ (ΩK)→ H
T
∗ (ΩK), which is also called the Pontryagin product. As
a consequence, HT∗ (ΩK) is an associative S-algebra (see [35], [25]), and therefore
the structure coefficients b zx,y for the Pontryagin product
SxSy =
∑
z∈W−
af
b zx,ySz
for x, y ∈ W−af are polynomials in S. Now we state the main result of this section
as follows.
Theorem 3.3. For any x, y, z ∈ W−af , the structure coefficient b
z
x,y for H
T
∗ (ΩK) is
given by
b zx,y =
∑
λ,µ∈Q∨
cx,[tλ]cy,[tµ]dz,[tλ+µ].
In particular, b zx,y = b
z
y,x for all z, which implies SxSy = SySx. Furthermore,
cx,[tλ] 6= 0 only if there exists z ∈ tλW such that cx,z 6= 0, which holds only if
z 4 x. In particular, there are only finitely many nonzero terms of cx,[tλ]’s and
cy,[tµ]’s once x and y are fixed. Hence, the above summation for b
z
x,y does make
sense.
Note that P0 = P∆ and W
−
af = W
∆
af . By replacing ∆ with a general subset
Y ⊂ ∆, HT∗ (G/PY ) and S
x
Y can be defined in a similar manner. To distinguish
these with the case of our main interest G/P0, we denote Sx0 ,S
0
x for the case Y = ∅
(note that P∅ = B). These notions can be extended to Tˆ -equivariant (co)homology
for G/PY for a larger Tˆ -action. The corresponding Schubert classes are denoted by
“Sˆ” instead of “S”.
Definition 3.4. Given x ∈Waf, we define the element ψYx in HomS(H
∗
T (G/PY ), S)
to be the canonical morphism ψYx := (ι
Y
x )
∗ : H∗T (G/PY ) → H
∗
T (pt) = S, where ι
Y
x
is the T -equivariant map ιYx : pt→ G/PY given by pt 7→ xPY .
3We should note that we are using the equivariant Borel-Moore homology (see e.g. [13]).
8 NAICHUNG CONAN LEUNG AND CHANGZHENG LI
We define ψˆYx to be the element ψˆ
Y
x = (ι
Y
x )
∗ in HomSˆ(H
∗
Tˆ
(G/PY ), Sˆ), by consid-
ering the action by the larger group Tˆ .
Since we consider the cases Y = ∆ and Y = ∅ only, we simply denote
ψx = ψ
∆
x ; ψˆx = ψˆ
∆
x ; ψ
0
x = ψ
∅
x; ψˆ
0
x = ψˆ
∅
x.
The relation between Sˆ0x and ψˆ
0
y is expressed in the following lemma.
Lemma 3.5 (Proposition 3.3.1 of [1]4). For any x ∈ Waf, Sˆ
0
x =
∑
y∈Waf
cx,yψˆ
0
y.
Note that one has ψx = ψy whenever xW = yW (following the definition),
and that the canonical map π∗ : H
T
∗ (G/B) → H
T
∗ (G/P0), induced by the natural
projection π : G/B → G/P0, is given by (see e.g. Lemma 11.3.3 of [24])
π∗(S
0
x) =
{
0, if x 6∈ W−af
Sx, if x ∈ W
−
af
.
Proposition 3.6. (i) For any x ∈ Waf, ψ0x =
∑
y∈Waf
dy,[x]S
0
y in H
T
∗ (G/B).
(ii) For any x ∈W−af , ψx =
∑
y∈W−
af
dy,[x]Sy in H
T
∗ (G/P0).
(iii) For any x ∈W−af , Sx =
∑
t∈Q∨ cx,[t]ψt.
Proof. (i) It follows from Proposition 3.2 and Lemma 3.5 that
ψˆ0x =
∑
z∈Waf
δx,zψˆ
0
z =
∑
z∈Waf
∑
y∈Waf
dy,xcy,zψˆ
0
z =
∑
y∈Waf
dy,xSˆ
0
y.
Note that ι∅x is both T -equivariant and Tˆ -equivariant and idpt, idG/B are
morphisms preserving the T -action. Hence, the identity idG/B◦ι
∅
x = ι
∅
x◦idpt
induces ψ0x ◦ ev = ev ◦ ψˆ
0
x : H
∗
Tˆ
(G/B)→ S. Therefore,
ψ0x(S
y
0) = ψ
0
x ◦ ev(Sˆ
y
0) = ev ◦ ψˆ
0
x(Sˆ
y
0) = ev(dy,x) = dy,[x].
Hence, ψ0x =
∑
y∈Waf
dy,[x]S
0
y, where the summation contains only finitely
many nonzero terms since dy,[x] = 0 whenever y 64 x. Thus ψ
0
x ∈ H
T
∗ (G/B).
(ii) Note that ι∆x , ι
∅
x and π are all T -equivariant maps. Hence, the identity
ι∆x = π ◦ ι
∅
x induces ψx = ψ
0
x ◦ π
∗ : H∗T (G/P0)→ S. Therefore,
ψx = π∗(ψ
0
x) = π∗(
∑
y∈Waf
dy,[x]S
0
y) =
∑
y∈W−
af
dy,[x]Sy ∈ H
T
∗ (G/P0),
noting that the summation contains only finitely many nonzero terms.
(iii) Denote c′x,y = cx,y
∣∣
α0=−θ
. It follows from (ii) and Proposition 3.2 that
Sx =
∑
y∈Waf
δx,ySy =
∑
y∈Waf
∑
z∈Waf
c′x,zdy,[z]Sy =
∑
z∈Waf
c′x,zψz.
Note that ψz = ψy whenever z ∈ yW , and each coset yW has a unique
representative of translation in Q∨ ∼= Waf/W . Hence for any x ∈W
−
af ,
Sx =
∑
z∈Waf
c′x,zψz =
∑
t∈Q∨
( ∑
z∈tW
c′x,z
)
ψt =
∑
t∈Q∨
cx,[t]ψt.

4The terminologies used in [1] and the present paper can be identified as follows:Lx = Sˆ0x and
Θ(µ)(y) = ψˆ0y(µ) for µ ∈ H
∗
Tˆ
(G/B).
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The above proposition was essentially contained in Peterson’s notes [35].
The Pontryagin product gives an associative S-algebra structure on the equivari-
ant homology HT∗ (ΩK). The following proposition was stated in [35] by Peterson.
We learned the following proof from Thomas Lam.
Proposition 3.7. For any λ, µ ∈ Q∨, the Pontryagin product of ψtλ and ψtµ in
HT∗ (ΩK) is given by ψtλψtµ = ψtλtµ = ψtλ+µ .
Proof. Identify λ ∈ Q∨ with the co-character λ : S1 → T , which gives a point
λ : S1 → K in ΩK. These are the T -fixed points of ΩK. Note that ψt is the map
H∗T (ΩK) → H
∗
T (pt) induced by the map pt → ΩK with image t. Thus ψtλψtµ is
the map H∗T (ΩK) −→ H
∗
T (pt) induced by the following composition of maps:
pt −→ ΩK × ΩK −→ ΩK, which is given by pt 7→ (tλ, tµ) 7→ tλtµ.
Note that pointwise multiplication on the group takes the loops λ : S1 → T ,
µ : S1 → T to the loop (λ+ µ) : S1 → T. Thus ψtλψtµ = ψtλtµ = ψtλ+µ .

Now we can derive the proof of Theorem 3.3 easily.
Proof of Theorem 3.3. It follows from Proposition 3.6 and Proposition 3.7 that
SxSy =
( ∑
λ∈Q∨
cx,[tλ]ψtλ
)( ∑
µ∈Q∨
cy,[tµ]ψtµ
)
=
∑
λ,µ∈Q∨
cx,[tλ]cy,[tµ]ψtλψtµ
=
∑
λ,µ∈Q∨
cx,[tλ]cy,[tµ]ψtλ+µ
=
∑
λ,µ∈Q∨,z∈W−
af
cx,[tλ]cy,[tµ]dz,[tλ+µ]Sz.
Hence, b zx,y =
∑
λ,µ∈Q∨ cx,[tλ]cy,[tµ]dz,[tλ+µ]. 
Remark 3.8. The equivariant Schubert structure constants for the equivariant co-
homology of based loop group ΩK can also be expressed in terms of cx,[y] and dx,[y].
(See appendix 6.4 for more details.)
Note that cx,[tλ], cy,[tµ] and dz,[tλ+µ] are homogeneous rational functions of de-
gree −ℓ(x),−ℓ(y) and ℓ(z) respectively. Since b zx,y is a polynomial, we obtain the
following corollary.
Corollary 3.9. Let x, y, z ∈ W−af , one has b
z
x,y = 0 unless ℓ(z) ≥ ℓ(x) + ℓ(y).
Furthermore if ℓ(z) = ℓ(x) + ℓ(y), then the rational function b zx,y is a constant.
4. Explicit formula for (equivariant) quantum cohomology of G/B
In this section, we give an alternative proof of Peterson’s Theorem proved by
Lam and Shimozono, and derive the following combinatorial formula for quantum
Schubert structure constants Nw,λu,v ’s, which covers Main Theorem as stated in the
introduction.
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Theorem 4.1. For any u, v, w ∈ W , λ ∈ Q∨ with λ < 0, the quantum Schubert
structure constant Nw,λu,v for G/B is given as follows.
Denote A = −12n(n+1)
∑
i∈I w
∨
i (which is in fact a regular and anti-dominant
element in Q∨). Let x = utA, y = vtA and z = wt2A+λ.
(1) If 〈λ, 2ρ〉 6= ℓ(u) + ℓ(v)− ℓ(w), then Nw,λu,v = 0.
(2) If 〈λ, 2ρ〉 = ℓ(u) + ℓ(v)− ℓ(w), then
(a) The rational function
∑
λ1,λ2∈Q∨
cx,[tλ1 ]cy,[tλ2 ]dz,[tλ1+λ2 ], which belongs
to Q[α±11 , · · · , α
±1
n ], is in fact a constant.
(b) The quantum Schubert structure constant Nw,λu,v is given by
Nw,λu,v =
∑
λ1,λ2∈Q∨
cx,[tλ1 ]cy,[tλ2 ]dz,[tλ1+λ2 ].
Furthermore, one has the following (by simplifying the summation)
Nw,λu,v =
∑
(λ1,λ2,v1)∈Γ×W
cx,[v1tλ1 ]cy,[v1tλ2 ]dz,[v1tλ1+λ2 ],
where Γ = {(λ1, λ2) | λ1, λ2 < A, λ1 + λ2 4 2A+ λ, λ1, λ2 ∈ Q˜∨}.
The above theorem is in fact a direct consequence of Peterson’s Theorem and
Theorem 3.3, except for the last statement of it. As is shown in the above theorem,
our formula is a combinatorial formula, other than a recursive algorithm. Although
rational functions in equivariant parameters are involved in our formula, we can take
their valuations at a special point, so that the formula can be easily programmed.
In section 4.1, we calculate certain structure coefficients b zx,y’s for the Pontryagin
product onHT∗ (ΩK). These calculations allow us to re-establish the equivalence be-
tween the torus-equivariant quantum cohomology of G/B and the torus-equivariant
homology of ΩK after localization, which is explained in section 4.2. Finally in sec-
tion 4.3, we prove Theorem 4.1.
4.1. Calculations for structure coefficients b zx,y’s. In this subsection, we ana-
lyze the summation in the formula for the structure coefficients b zx,y’s. We obtained
several useful formulas, including the following two as the main results of this
subsection. The proofs are elementary and combinatorial in nature. These two
formulas have been stated in [35] and proved by Lam-Shimozono [26] by a different
method using nil-Hecke ring and Peterson j-isomorphism.
Proposition 4.2. For any wtλ, tµ ∈W
−
af , one has SwtλStµ = Swtλ+µ.
Proposition 4.3. Let σitλ, utµ ∈W
−
af , where σi = σαi with i ∈ I. Then one has
SσitλSutµ = (u(wi)−wi)Sutλ+µ +
∑
γ∈Γ1
〈γ∨, wi〉Suσγ tλ+µ +
∑
γ∈Γ2
〈γ∨, wi〉Suσγ tλ+µ+γ∨
5,
where Γ1 and Γ2 are as defined in section 2.1.
Since the proofs of all the lemmas in this subsection only involves simple argu-
ments, we leave them in the appendix (section 6.1).
Each element x ∈ Waf = W ⋉Q∨ can be written as x = wtλ for unique w ∈ W
and tλ ∈ Q∨. Recall that for any µ ∈ Q∨, µ is called regular if and only if
5 The coefficient 〈γ∨, wi〉 is always equal to zero if either γ ∈ Γ1 and uσγtλ+µ /∈W
−
af
or γ ∈ Γ2
and uσγtλ+µ+γ∨ /∈ W
−
af .
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〈λ, αi〉 6= 0 for all i ∈ I; µ is called anti-dominant if and only if 〈µ, αi〉 ≤ 0 for all
i ∈ I. We denote by Q˜∨ the set of anti-dominant elements in Q∨. The minimal
length representatives in W−af are characterized as follows.
Lemma 4.4 (see e.g. [26]). Let λ ∈ Q∨ and w ∈ W . Then wtλ ∈ W
−
af if and only
if λ ∈ Q˜∨ and if 〈λ, αi〉 = 0 then w(αi) < 0. When this happens, ℓ(wtλ) = ℓ(tλ)−
ℓ(w). Furthermore, ℓ(tµ) = 〈w(µ),−2ρ〉 whenever µ ∈ Q∨ satisfies w(µ) ∈ Q˜∨.
Recall that for any x, y ∈ Waf, y 4 x with respect to the Bruhat order (Waf,4)
if and only if y has an induced expression from a given reduced decomposition of
x. That is, if x = [σβ1 · · ·σβr ]red, then y = σβk1 · · ·σβks for some subsequence
(k1, · · · , ks). As shown in the next proposition, the Bruhat order among certain
elements becomes quite simple. This result, which was mentioned explicitly by
Lusztig in section 2 of [30], is proved by Stembridge as a special case of Theorem
4.10 of [37].
Proposition 4.5. For any λ, µ ∈ Q˜∨, tµ 4 tλ if and only if λ 4 µ; that is,
µ− λ =
∑
i∈I aiα
∨
i with ai ≥ 0 for each i ∈ I.
Corollary 4.6. Let tλ, wtµ ∈W
−
af . Then wtµ 4 tλ if and only if λ 4 µ.
Proof. We use induction on ℓ(w) and leave the details in section 6.1. 
Lemma 4.7. Suppose λ ∈ Q∨ satisfies 〈λ, αi〉 ≤ −2 for each i ∈ I.Then tλ ∈W
−
af
admits a reduced decomposition of the form tλ = ω0σ0u1σ0 · · ·urσ0, where uj ∈
W for all j. That is, we can write tλ = [σβ1 · · ·σβm ]red such that βℓ+1 = βm = α0
and ω0 = [σβ1 · · ·σβℓ ]red. Furthermore for any w ∈ W , there is a subsequence
1 ≤ i1 < · · · < ik ≤ m such that wtλ = σβi1 · · ·σβik , and any such a subsequence
must satisfy (ia+1, · · · , ik) = (ℓ+ 1, · · · ,m) for some 0 ≤ a < k.
Denote [z] the coset zW for z ∈ Waf. Each coset [z] contains a unique element
m[z] ∈ W
−
af of minimum length and a unique element of translation t[z] ∈ Q
∨. Note
that if m[z] = v1tλ1 , then t[z] = tv1(λ1) = v1tλ1v
−1
1 .
Definition 4.8. The length of a coset [z] is defined to be ℓ([z]) = ℓ(m[z]). Let
x ∈ W−af . We define (i) x 4 [z] if x 4 m[z] and (ii) [z] 4 x if m[z] 4 x.
Lemma 4.9. Let x = wtλ ∈ W
−
af and z ∈ Waf. If x 4 z, then x 4 [z]. If
y = utµ ∈ W
−
af , then cx,[y] = c
′
x,y, whenever either λ = µ with λ regular or
ℓ(x) = ℓ(y) + 1 holds.
For any x, y ∈ Waf, we denote c′x,y = cx,y
∣∣
α0=−θ
. To prove Proposition 4.2, we
analyze the effective summation first. In this case, it turns out that the summation
for the product contains at most one nonzero term as follows.
Proposition 4.10. Let wtλ, tµ∈W
−
af . If 〈µ, αi〉 < −ℓ(ω0) for all i ∈ I, then
SwtλStµ = c
′
wtλ,wtλc
′
tµ,wtµdwtλ+µ,[wtλ+µw−1]Swtλ+µ.
Proof. By Theorem 3.3, SxSy =
∑
z b
z
x,ySz =
∑
z
(∑
t1,t2
cx,[t1]cy,[t2]dz,[t1t2]
)
Sz.
Note that cx,[t1] = 0 unless x < [t1]; cy,[t2] = 0 unless y < [t2]; dz,[t1t2] = 0 unless
z 4 t1t2, which implies z 4 [t1t2] by Lemma 4.9. Combining with Corollary 3.9,
we conclude that the effective summation for SxSy is only over those (z, t1, t2)’s in
W−af ×Q
∨×Q∨ satisfying ℓ(z) ≥ ℓ(x)+ℓ(y), x < [t1], y < [t2] and z 4 t1t2. Then we
12 NAICHUNG CONAN LEUNG AND CHANGZHENG LI
claim [t1] = [wtλ], [t2] = [wtµ] and z = wtλ+µ. Consequently, [t1t2] = [wtλ+µw
−1].
Thus the statement follows by using Lemma 4.9 again.
It remains to show our claim. Indeed, we note ℓ(z) ≤ ℓ([t1t2]) and denote
vjtλj = m[tj ] for j = 1, 2. Then v2tλ2 = m[t2] 4 tµ and consequently µ 4 λ2
by Corollary 4.6. Therefore, λ2 = µ + κ with κ =
∑
i∈I ciα
∨
i , in which ci ≥ 0
for each i ∈ I = {1, · · · , n}. If
∑
i∈I 2ci > ℓ(ω0), then ℓ(tλ2) = 〈µ + κ,−2ρ〉 =
ℓ(tµ)−
∑
i∈I 2ci < ℓ(tµ)− ℓ(ω0), which deduces a contradiction as follows.
ℓ(x) + ℓ(y) ≤ ℓ([t1t2]) = ℓ([v1tλ1v
−1
1 v2tλ2 ]) ≤ ℓ(v1tλ1v
−1
1 v2tλ2)
≤ ℓ(v1tλ1) + ℓ(v
−1
1 v2) + ℓ(tλ2)
≤ ℓ(x) + ℓ(ω0) + ℓ(tλ2)
< ℓ(x) + ℓ(tµ) = ℓ(x) + ℓ(y).
If
∑
i∈I 2ci ≤ ℓ(ω0), then for each j ∈ I one has 〈λ2, αj〉 = 〈µ +
∑
i∈I ciα
∨
i , αj〉 <
−ℓ(ω0) + 2cj ≤ 0. Hence, λ2 ∈ Q˜∨ is regular. Therefore v
−1
1 v2tλ2 ∈ W
−
af and
ℓ(x) + ℓ(y) ≤ ℓ(z) ≤ ℓ([t1t2]) = ℓ([v1tλ1v
−1
1 v2tλ2 ]) ≤ ℓ(v1tλ1v
−1
1 v2tλ2)
≤ ℓ(v1tλ1) + ℓ(v
−1
1 v2tλ2)
≤ ℓ(x) + ℓ(tλ2)− ℓ(v
−1
1 v2)
≤ ℓ(x) + ℓ(tµ)− 0 = ℓ(x) + ℓ(y).
Hence, all inequalities are indeed equalities. Thus ℓ(z) = ℓ([t1t2]), ℓ(v
−1
1 v2) = 0,
v1tλ1 = x = wtλ and λ2 = µ. Hence, z = m[t1t2] = wtλ+µ and v1 = v2 = w. 
To prove Proposition 4.2, we need to compute the only coefficient as in the above
proposition. The following lemma is useful for calculations of certain structure
constants.
Lemma 4.11 (Lemma 11.1.22 of [24]). For v, u ∈ W ,
dv,u∏
β∈R+ β
= u
(
cv−1ω0,u−1ω0
)
.
Notation 4.12. Suppose that 〈λ, αi〉 ≤ −2 and 〈µ, αi〉 ≤ −2 for all i ∈ I. Let
m = ℓ(tλ) and p = ℓ(tµ). Because of Lemma 4.7, we can take reduced expressions
tλ = [σβ1 · · ·σβm ]red and tµ = [σβm+1 · · ·σβm+p ]red such that βr+1 = βm+r+1 = α0
and ω0 = [σβ1 · · ·σβr ]red = [σβm+1 · · ·σβm+r ]red, where r = ℓ(ω0). Note that tλ+µ =
[σβ1σβ2 · · ·σβm+p ]red . Denote Hi := σβ1 · · ·σβi−1(βj) for 1 ≤ i ≤ m+p, and denote
H˜j := σβm+1 · · ·σβm+j−1(βm+j) for 1 ≤ j ≤ p. Clearly, Hm+j = tλ(H˜j).
Proposition 4.13. Suppose 〈λ, αi〉 ≤ −2 for all i ∈ I. Using Notation 4.12, we
have cvtλ,utλ =
u(dv−1,u−1)∏m
j=1 u(Hj)
for any v, u ∈ W .
Proof. Due to Lemma 4.7, we can write vtλ = [σβi1 · · ·σβikσβr+1 · · ·σβm ]red with
(i1, · · · , ik) a subsequence of (1, · · · , r) and vω0 = [σβi1 · · ·σβik ]red. Furthermore
if utλ = σ
εi1
βi1
· · ·σ
εik
βik
σ
εr+1
βr+1
· · ·σεmβm for (εi1 , · · · , εik , εr+1, · · · , εm) ∈ {0, 1}
m−r+k,
then εr+1 = · · · = εm = 1 and σ
εi1
βi1
· · ·σ
εik
βik
= uω0. As a consequence, we have
cvtλ,utλ = cvω0,uω0 ·
1∏
m
j=r+1 u(Hj)
by definition. Note that {H1, · · · , Hr} are all the
positive roots which are mapped to negative roots under ω−10 (see e.g. Lemma 6.1).
Thus
∏r
i=1Hi =
∏
β∈R+ β. Hence, the statement follows by Lemma 4.11. 
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Lemma 4.14. For any x, y ∈ W−af and any w ∈ W , one has dx,yw = dx,y.
Proof of Proposition 4.2. We first assume 〈µ, αi〉 < −ℓ(ω0) for each i ∈ I. Note
tλ(H˜j)
∣∣
α0=−θ
= H˜j
∣∣
α0=−θ
. By definition, dwtλ+µ,wtλ+µ = dwtλ,wtλ
∏p
j=1 wtλ(H˜j),
d1,w−1 = 1, and cwtλ,wtλdwtλ,wtλ = 1. Thus by Lemma 4.14 and Proposition 4.13,
c′wtλ,wtλc
′
tµ,wtµdwtλ+µ,[wtλ+µw−1] =cwtλ,wtλ ·
w(d1,w−1)∏p
j=1 w(H˜j)
· dwtλ,wtλ
p∏
j=1
wtλ(H˜j)
∣∣
α0=−θ
=
∏p
j=1 wtλ(H˜j)∏p
j=1 w(H˜j)
∣∣
α0=−θ
= 1.
Hence, we have SwtλStµ = Swtλ+µ, by Proposition 4.10.
In general, we take κ ∈ Q˜∨ such that 〈κ, αi〉 < −ℓ(ω0) and 〈κ+ µ, αi〉 < −ℓ(ω0)
for each i ∈ I. Denote x = wtλ, y = tµ. Because of the associativity of the product,
Sxtµ+κ = SxStµ+κ = Sx(SyStκ) = (SxSy)Stκ =
∑
z
b zx,ySzStκ =
∑
z
b zx,ySztκ .
Hence, b zx,y = 0 if ztκ 6= xtµ+κ; b
z
x,y = 1 if ztκ = xtµ+κ, that is, z = wtλ+µ. 
With similar arguments, we obtain the following two propositions. Recall that
for u ∈ W ,
Γ1 = {γ ∈ R
+ | ℓ(uσγ) = ℓ(u) + 1},Γ2 = {γ ∈ R
+ | ℓ(uσγ) = ℓ(u) + 1− 〈γ
∨, 2ρ〉}.
Proposition 4.15. Let x, y ∈W−af with x = σitλ and y = utµ, where σi = σαi for
some i ∈ I. Suppose 〈λ, αj〉 < −ℓ(ω0) and 〈µ, αj〉 < −ℓ(ω0) for all j ∈ I, then
SxSy = c
′
x,utλc
′
y,ydutλ+µ,[utλ+µu−1]Sutλ+µ +
∑
γ∈Γ1
AγSuσγtλ+µ +
∑
γ∈Γ2
BγSuσγtλ+µ+γ∨ ,
where Aγ = c
′
x,utλc
′
y,yduσγ tλ+µ,[utλ+µu−1]+ c
′
x,uσγtλc
′
y,uσγtµduσγ tλ+µ,[uσγtλ+µσγu−1],
Bγ = c
′
x,utλ
c′y,yduσγ tλ+µ+γ∨ ,[utλ+µu−1]+
c′x,uσγtλc
′
y,uσγtµ+γ∨
duσγ tλ+µ+γ∨ ,[uσγtλ+µ+γ∨σγu−1].
Proof. See the appendix (section 6.2). 
Proposition 4.16. Suppose that 〈λ, αj〉 < −ℓ(ω0) and 〈µ, αj〉 < −ℓ(ω0) for all j ∈
I. Let u,w ∈W and σi = σαi with i ∈ I. Then we have dσi,u = wi − u(wi). Using
Notation 4.12, we have w(dw−1,w−1) · dwtλ+µ,wtλ+µ =
∏m+p
j=1 w(Hj). Furthermore,
(1) duσγ tλ+µ,utλ+µ =
1
u(γ)
· dutλ+µ,utλ+µ , for any γ ∈ Γ1.
(2) duσγ tλ+µ+γ∨ ,utλ+µ =
1
u(γ + δ)
· dutλ+µ,utλ+µ , for any γ ∈ Γ2.
(3) cutµ,uσγ tµ+γ∨duσγ tλ+µ+γ∨ ,uσγ tλ+µ+γ∨ = −
∏m
j=1 uσγtµ+γ∨(Hj)
u(γ + δ)
, for any γ ∈ Γ2.
Proof. See the appendix (section 6.2). 
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Proof of Proposition 4.3. Denote x = σitλ and y = utµ. We first assume 〈λ, αk〉 <
−ℓ(ω0) and 〈µ, αk〉 < −ℓ(ω0) and for each k ∈ I. Note that tλ(H˜j)
∣∣
α0=−θ
=
H˜j
∣∣
α0=−θ
. It follows from Lemma 4.14, Proposition 4.13 and Proposition 4.16 that
c′x,utλc
′
y,ydutλ+µ,[utλ+µu−1] =
u(dσi,u−1)∏m
j=1 u(Hj)
·
u(du−1,u−1)∏p
j=1 u(H˜j)
· dutλ,utλ
p∏
j=1
utλ(H˜j)
∣∣
α0=−θ
=
u(wi − u−1(wi))∏m
j=1 u(Hj)
·
∏m
j=1 u(Hj)∏p
j=1 u(H˜j)
·
p∏
j=1
u(H˜j)
∣∣
α0=−θ
= u(wi)− wi.
For γ ∈ Γ1, one has
c′x,utλc
′
y,yduσγ tλ+µ,[utλ+µu−1] + c
′
x,uσγtλ
c′y,uσγ tµduσγ tλ+µ,[uσγ tλ+µσγu−1]
=cx,utλcy,y
dutλ+µ,utλ+µ
u(γ)
+
uσγ(dσi,σγu−1)∏m
j=1 uσγ(Hj)
·
uσγ(du−1,σγu−1)∏p
j=1 uσγ(H˜j)
duσγ tλ+µ,uσγtλ+µ
∣∣
α0=−θ
=
u(wi)− wi
u(γ)
+
uσγ(wi)− wi∏m+p
j=1 uσγ(Hj)
· uσγ(
dσγu−1,σγu−1
γ
)duσγ tλ+µ,uσγtλ+µ
∣∣
α0=−θ
=
u(wi)− wi
u(γ)
−
uσγ(wi)− wi∏m+p
j=1 uσγ(Hj)
·
∏m+p
j=1 uσγ(Hj)
u(γ)
∣∣
α0=−θ
=
u(wi − σγ(wi))
u(γ)
= 〈γ∨, wi〉.
For γ ∈ Γ2, one has
c′x,utλc
′
y,yduσγ tλ+µ+γ∨ ,[utλ+µu−1] + c
′
x,uσγtλ
c′y,uσγtµ+γ∨duσγ tλ+µ+γ∨ ,[uσγtλ+µ+γ∨σγu−1]
=cx,utλcy,y
dutλ+µ,utλ+µ
u(γ + δ)
+
uσγ(dσi,σγu−1)∏m
j=1 uσγ(Hj)
·
−
∏m
j=1 uσγtµ+γ∨(Hj)
u(γ + δ)
∣∣
α0=−θ
=
u(wi)− wi
u(γ)
−
uσγ(wi)− wi∏m
j=1 uσγ(Hj)
·
∏m
j=1 uσγ(Hj)
u(γ)
∣∣
α0=−θ
=
u(wi − σγ(wi))
u(γ)
= 〈γ∨, wi〉.
Hence, the statement holds.
For general cases, the statement follows from Proposition 4.2 and the associativ-
ity and the commutativity of the Pontryagin product. 
4.2. Equivalence between QH∗T (G/B) and H
T
∗ (ΩK). In his lecture notes [35]
D. Peterson stated that there is an isomorphism between the torus-equivariant
quantum cohomology of G/B and the torus-equivariant homology of ΩK after lo-
calization. However, the proofs in these notes are incomplete, and in [26], Lam
and Shimozono proved this result, using some of Peterson’s original approach to-
gether with Mihalcea’s criterion. For completeness, we describe the literature of
this equivalence.
The T -equivariant quantum cohomology QH∗T (G/B) is a torus-equivariant ex-
tension of the quantum cohomology ring QH∗(G/B). (See section 6.3 for more
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details.) It is a commutative ring and has an S[q]-basis of Schubert classes σu’s
with S[q] = Q[α1, · · · , αn, q1, · · · , qn].
σu ⋆T σ
v =
∑
w∈W,λ∈Q∨
N˜w,λu,v qλσ
w, where N˜w,λu,v = N˜
w,λ
u,v (α) ∈ S = Q[α1, · · · , αn].
When λ = 0, N˜w,λu,v is equivalent to the corresponding equivariant Schubert structure
constant. The evaluation N˜w,λu,v |α1=···=αn=0 equals the quantum Schubert structure
constant Nw,λu,v . A direct calculation of a general N
w,λ
u,v can be rather difficult.
However if v is a simple reflection, then the following equivariant quantum Chevalley
formula holds, which was originally stated by Peterson in [35] and has been proved
by Mihalcea in [33].
Proposition 4.17 (Equivariant quantum Chevalley formula). Let u ∈ W and
si = σαi with i ∈ I. Then in QH
∗
T (G/B) one has
σsi ⋆T σ
u = (wi − u(wi))σ
u +
∑
γ∈Γ1
〈γ∨, wi〉σ
uσγ +
∑
γ∈Γ2
〈γ∨, wi〉qγ∨σ
uσγ ,
where Γ1 = {γ ∈ R+ | ℓ(uσγ) = ℓ(u) + 1} and Γ2 = {γ ∈ R+ | ℓ(uσγ) = ℓ(u) + 1−
〈γ∨, 2ρ〉}.
By evaluating at wi = 0, the quantum Chevalley formula (see [12]) is recovered.
Furthermore, the equivariant quantum Chevalley formula completely determines
the multiplication in QH∗T (G/B). That is the following Mihalcea’s criterion, a
special case (P = B) of which is stated here only.
Proposition 4.18 (Mihalcea’s criterion; see Theorem 2 of [33]).
Denote Q[α,q] = Q[α1, · · · , αn, q1, · · · , qn] and Q[α±1,q] = Q[α
±1
1 , · · · , α
±1
n , q1, · · · , qn].
Let A =
⊕
u∈W Q[α
±1,q]σu be any Q[α±1,q]-algebra with the product written as
σu ∗ σv =
∑
w,λC
w,λ
u,v qλσ
w where λ < 0. Suppose the structure coefficients Cw,λu,v
satisfy the following
(1) (homogeneity) Cw,λu,v ∈ Q[α
±1] is a homogeneous rational function of degree
deg(Cw,λu,v ) = ℓ(u) + ℓ(v)− ℓ(w) − 〈λ, 2ρ〉, whenever C
w,λ
u,v 6= 0;
(2) (multiplication by unit) Cw,λ
id,v =
{
1, if λ = 0 and w = v
0, otherwise
;
(3) (commutativity) σu ∗ σv = σv ∗ σu for any u, v ∈ W ;
(4) (associativity) (σsi ∗ σu) ∗ σv = σsi ∗ (σu ∗ σv) for any u, v ∈ W and any
simple reflection si ∈W ;
(5) (equivariant quantum Chevalley formula) For any u ∈ W and any simple
reflection si ∈W , the product of σsi ∗ σu is given by
σsi ∗ σu = (wi − u(wi))σ
u +
∑
γ∈Γ1
〈γ∨, wi〉σ
uσγ +
∑
γ∈Γ2
〈γ∨, wi〉qγ∨σ
uσγ .
Then for any u, v, w, λ, we have
Cw,λu,v = N˜
w,λ
u,v .
In particular, Cw,λu,v = 0 if deg(C
w,λ
u,v ) < 0, and (
⊕
u∈W
Q[α,q]σu, ∗) is canonically
isomorphic to QH∗T (G/B) as Q[α,q]-algebras.
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Remark 4.19. As shown in [34], the equivariant Schubert structure constants are
in fact nonnegative combinations of monomials in the negative simple roots. There-
fore, Mihalcea chose the negative simple roots instead of the positive ones for posi-
tivity reasons. For the same reason, we define the new algebra (HT∗ (ΩK), •) below.
As a consequence, the canonical isomorphism after localization between (HT∗ (ΩK), ·)
and QH∗T (G/B) looks even more natural.
Define a new product • on HT∗ (ΩK) as follows.
Sx •Sy =
∑
z∈W−
af
b˜ zx,ySz, where b˜
z
x,y = (−1)
ℓ(z)−ℓ(x)−ℓ(y)b zx,y.
Note that b zx,y is a homogeneous polynomial of degree ℓ(z) − ℓ(x)− ℓ(y). Thus
(HT∗ (ΩK), •) is canonically isomorphic to (H
T
∗ (ΩK), ·) as S-algebras. Immediately,
it follows from the definition of • and Proposition 4.2 that Sx • Stµ = Sxtµ for
any x, tµ ∈ W
−
af . As a consequence, {St | t ∈ Q˜
∨} is a multiplicatively closed set
without zero divisors. It is easy to show that the following map ϕ is an S-module
isomorphism.
ϕ : HT∗ (ΩK)[S
−1
t | t ∈ Q˜
∨] −→ QH∗T (G/B)[q
−1];
Swtλ •S
−1
tµ 7−→ qλ−µσ
w,
where QH∗T (G/B)[q
−1] = QH∗T (G/B)[q
−1
i |i ∈ I]. As a consequence, the algebra
HT∗ (ΩK)[S
−1
t | t ∈ Q˜
∨] has an S-basis {ϕ−1(qλσw) | λ ∈ Q∨, w ∈ W}. Therefore
for any A,B ∈ HT∗ (ΩK)[S
−1
t | t ∈ Q˜
∨], A •B =
∑
w,λC
w,λ
A,Bϕ
−1(qλσ
w). Thanks to
Mihalcea’s criterion, it becomes a routine to give a proof of Peterson’s Theorem as
below, as was done by Lam and Shimozono [26].
Theorem 4.20. (i) ϕ : HT∗ (ΩK)[S
−1
t | t ∈ Q˜
∨] −→ QH∗T (G/B)[q
−1] is an
S-algebra isomorphism.
(ii) Let u, v, w ∈ W and λ ∈ Q∨. Take η, κ, µ ∈ Q˜∨ such that x = utη, y =
vtκ, z = wtµ lie in W
−
af and λ = µ− η − κ. Then we have
N˜w,λu,v = b˜
z
x,y.
Remark 4.21. The assumption “λ < 0” in Mihalcea’s criterion becomes obvious
by using Proposition 4.24.
In section 4.1, we have given elementary proofs of Proposition 4.2 and Proposi-
tion 4.3. Since both of these two propositions play very important roles in the proof
made by Lam and Shimozono besides Mihalcea’s criterion, we give an alternative
proof of Peterson’s Theorem in this sense.
4.3. Proof of Theorem 4.1. Denote by vitλi = m[ti] ∈ W
−
af the minimal length
representative in the coset [ti] = tiW as before, where ti ∈ Q
∨, i = 1, 2. Note that
for any x ∈ W−af one has that cx,[ti] = cx,[vitλi ] by definition, and that dx,t1t2 =
dx,v1tλ1v
−1
1 v2tλ2v
−1
2
= dx,v2t
v
−1
2 v1(λ1)+λ2
following from Lemma 4.14. Therefore for
any x, y, z ∈W−af ,
b zx,y =
∑
t1,t2∈Q∨
cx,[t1]cy,[t2]dz,[t1t2] =
∑
v1tλ1 ,v2tλ2∈W
−
af
cx,[v1tλ1 ]cy,[v2tλ2 ]dz,[v2tv−1
2
v1(λ1)+λ2
].
The following lemma is contained in Lemma 13.2.A of [15].
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Lemma 4.22. For any λ ∈ Q∨, there exists a unique λ′ ∈ Q˜∨ and some w ∈ W
such that λ′ = w(λ). Furthermore, λ′ 4 λ.
Lemma 4.23. Let λ1, λ2 ∈ Q˜∨ with 〈λj , αi〉 ≤ −2ℓ(ω0) for all j ∈ {1, 2} and i ∈ I.
Let v1, v2 ∈W . If v1 6= v2, then ℓ(tv−12 v1(λ1)+λ2
) ≤ 〈λ1 + λ2,−2ρ〉 − 4ℓ(ω0).
Proof. Take w ∈ W such that w(v−12 v1(λ1) + λ2) ∈ Q˜
∨. By Lemma 4.22, one
has wv−12 v1(λ1) = λ1 + µ1 with µ1 < 0. If w 6= 1, then w = [σβ1 · · ·σβk ]red with
k ≥ 1. Note that w(λ2) = λ2−
∑k
j=1〈λ2, βj〉γ
∨
j , where γj = σβ1 · · ·σβj−1 (βj) ∈ R
+.
Therefore, it follows from Lemma 4.4 that
ℓ(tv−12 v1(λ1)+λ2
) = 〈λ1 + µ1 + w(λ2),−2ρ〉
= 〈λ1 + λ2 + µ1,−2ρ〉+
∑k
j=1
〈λ2, βj〉〈γ
∨
j , 2ρ〉
= 〈λ1 + λ2,−2ρ〉 − 〈µ1, 2ρ〉+ 〈λ2, β1〉 · 2 +
k∑
j=2
〈λ2, βj〉〈γ
∨
j , 2ρ〉
≤ 〈λ1 + λ2,−2ρ〉 − 0− 2ℓ(ω0) · 2 + 0.
If w = 1, then w(v−12 v1(λ1) + λ2) = λ2 + w
′(λ1) with w
′ = v−12 v1 6= 1. With the
same argument as above, one has ℓ(tv−12 v1(λ1)+λ2
) ≤ 〈λ1 + λ2,−2ρ〉 − 4ℓ(ω0). 
Proposition 4.24. Let x, y ∈ W−af with x = utη, y = vtκ. If 〈η, αi〉 ≤ −5ℓ(ω0)
and 〈κ, αi〉 ≤ −5ℓ(ω0) for each i ∈ I, then we have
SxSy =
∑
wtµ∈W
−
af
ℓ(wtµ)≥ℓ(x)+ℓ(y)
∑
v1∈W,λ1,λ2∈Q˜
∨
λ1<η,λ2<κ,λ1+λ24µ
cx,[v1tλ1 ]cy,[v1tλ2 ]dwtµ,[v1tλ1+λ2 ]Swtµ .
Proof. Note that SxSy =
∑
z∈W−
af
;ℓ(z)≥ℓ(x)+ℓ(y) b
z
x,ySz by Corollary 3.9. Now let
z = wtµ ∈W
−
af with ℓ(z) ≥ ℓ(x) + ℓ(y) = 〈η + κ,−2ρ〉 − ℓ(u)− ℓ(v).
Note that cx,[v1tλ1 ] 6= 0 only if v1tλ1 4 utη 4 tη, which implies λ1 < η;
cy,[v2tλ2 ] 6= 0 only if v2tλ2 4 vtκ 4 tκ, which implies λ2 < κ. Hence, λ1 =
η+λ3 = η+
∑
i∈I aiα
∨
i , λ2 = κ+λ4 = κ+
∑
i∈I biα
∨
i with ai, bi ≥ 0 for each i ∈ I.
Note that dz,[v2t
v
−1
2 v1(λ1)+λ2
] 6= 0 only if z 4 v2tv−12 v1(λ1)+λ2
, in particular only if
ℓ(v2tv−12 v1(λ1)+λ2
) ≥ ℓ(z) ≥ ℓ(tη+κ)− ℓ(u)− ℓ(v) ≥ ℓ(tη+κ)− 2ℓ(ω0). Furthermore,
ℓ(v2tv−12 v1(λ1)+λ2
) = ℓ(v1tλ1v
−1
1 v2tλ2)
≤ ℓ(v1tλ1) + ℓ(v
−1
1 v2) + ℓ(tλ2)
= 〈λ1,−2ρ〉 − ℓ(v1) + ℓ(v
−1
1 v2) + 〈λ2,−2ρ〉
= 〈η + κ,−2ρ〉 − 2
∑
i∈I
(ai + bi)〈α
∨
i , ρ〉 − ℓ(v1) + ℓ(v
−1
1 v2)
≤ ℓ(tη+κ)− 2
∑
i∈I
(ai + bi)− 0 + ℓ(ω0).
Hence, 2
∑
i∈I(ai + bi) ≤ 3ℓ(ω0). In particular, 0 ≤ 2ai ≤ 3ℓ(ω0), 0 ≤ 2bi ≤ 3ℓ(ω0),
〈λ1, αi〉 = 〈η, αi〉+ ai〈α∨i , αi〉+
∑
j 6=i aj〈α
∨
j , αi〉 ≤ −5ℓ(ω0)+ 3ℓ(ω0)+ 0 = −2ℓ(ω0)
and 〈λ2, αi〉 ≤ −2ℓ(ω0) for each i ∈ I. Therefore, v1 = v2; since if v1 6= v2, then a
contradiction comes out following from Lemma 4.23:
ℓ(v2tv−12 v1(λ1)+λ2
) ≤ ℓ(v2) + ℓ(tλ1+λ2)− 4ℓ(ω0) ≤ ℓ(ω0) + ℓ(tη+κ)− 4ℓ(ω0).
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So far, we have shown that the effective summation for z = wtµ runs over those
elements v1tλ1 , v1tλ2 ∈ W
−
af with λ1 < η and λ2 < κ. Note that λ1, λ2 ∈ Q˜
∨ are
regular, then v1tλi ∈ W
−
af for any v1 ∈ W . Note dz,[v1tλ1+λ2 ] 6= 0 only if wtµ 4
v1tλ1+λ2 4 tλ1+λ2 , which implies λ1 + λ2 4 µ. Thus the statement follows. 
Due to Peterson’s Theorem (Theorem 4.20) and Theorem 3.3, in fact, we obtain
an explicit formula for all the equivariant quantum Schubert structure constants
N˜w,λu,v ’s. Namely we just need to find η, κ, µ ∈ Q˜
∨ such that x = utη, y = vtκ, z =
wtµ lie inW
−
af and λ = µ−η−κ, and then compute N˜
w,λ
u,v = (−1)
ℓ(z)−ℓ(x)−ℓ(y)b zx,y. In
particular, we obtain a formula for quantum Schubert structure constants Nw,λu,v by
taking the non-equivariant limit (α1, · · · , αn)→ (0, · · · , 0) at the origin. Although
cx,[t1], cy,[t2] are rational functions, the summation b
z
x,y =
∑
t1,t2
cx,[t1], cy,[t2]dz,[t1t2]
turns out to be a polynomial in αi’s so that the non-equivariant limit does exist,
which will equal 0 if the degree does not match. Furthermore, if the degree matches,
then b zx,y turns out to be a constant function (Corollary 3.9) so that we can take
a non-equivariant limit at any point. In order to compute Nw,λu,v ’s in practise (by
hand or by computer), we would like to choose η, κ such that ℓ(x), ℓ(y) are as small
as possible. However, in order to give a neat formula, we would like to choose
A = η = κ that satisfies the assumption of 4.24. For instance, we have chosen
one such A in Theorem 4.1, in which the remark “which is in fact a regular and
anti-dominant element in Q∨” ensures that utA, vtA, wt2A+λ do lie in W
−
af .
Proof of Theorem 4.1. Note that Nw,λu,v = N˜
w,λ
u,v
∣∣
α1=···=αn=0
, the evaluation of the
equivariant quantum Schubert structure constant N˜w,λu,v ∈ Q[α1, · · · , αn] at the
origin (α1, · · ·αn) = (0, · · · , 0).
It follows from Theorem 4.20 that N˜w,λu,v = (−1)
ℓ(z)−ℓ(x)−ℓ(y)b zx,y for x, y, z ∈W
−
af
with x = utη, y = vtκ, z = wtµ and λ = µ− η− κ. Note that b zx,y is a homogeneous
(rational) polynomial of degree ℓ(z)− ℓ(x)− ℓ(y) = ℓ(tµ)− ℓ(w)− (ℓ(tη)− ℓ(u))−
(ℓ(tκ)− ℓ(v)) = ℓ(u) + ℓ(v)− ℓ(w)− 〈λ, 2ρ〉.
(1) If 〈λ, 2ρ〉 > ℓ(u) + ℓ(v) − ℓ(w), then it follows form Corollary 3.9 that
b zx,y = 0 and therefore N
w,λ
u,v = 0. If 〈λ, 2ρ〉 < ℓ(u) + ℓ(v) − ℓ(w), then b
z
x,y
is a homogeneous polynomial of positive degree ℓ(z)− ℓ(x)− ℓ(y) > 0. The
evaluation of b zx,y at the origin is 0, and therefore N
w,λ
u,v = 0.
(2) If 〈λ, 2ρ〉 = ℓ(u) + ℓ(v) − ℓ(w), then b zx,y is a constant polynomial. In
particular,
Nw,λu,v = N˜
w,λ
u,v
∣∣
α1=···=αn=0
= b zx,y
∣∣
α1=···=αn=0
= b zx,y
∣∣
α1=···=αn=1
.
Take η, κ, µ ∈ Q˜∨ such that x, y, z ∈ W−af with x = utη, y = vtκ, z = wtµ
and λ = µ− η − κ. This can be done as follows.
The possible determinant of the Cartan matrix
(
〈α∨i , αj〉
)
is 1, 2, 3, 4
and n + 1 (see e.g. section 13 of [15]). As a consequence, the element
A = −12n(n+1)
∑
i∈I w
∨
i is in the coroot lattice Q
∨. Furthermore, A ∈ Q˜∨
and 〈A,αi〉 = −12n(n+ 1) < −5|R
+| = −5ℓ(ω0) (see e.g. [15]). Note that
λ =
∑
i∈I aiα
∨
i < 0 and 〈λ, αi〉 ≤ 2ai ≤ 〈λ, 2ρ〉 = ℓ(u) + ℓ(v) − ℓ(w) ≤
2ℓ(ω0). Thus 〈2A + λ, αi〉 < 0 for each i ∈ I. Let x = utA, y = vtA and
z = wt2A+λ. Then x, y, z ∈ W
−
af and λ = (2A+ λ)−A−A.
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Hence, the first formula follows from Theorem 3.3 and Theorem 4.20,
and the second formula follows from Proposition 4.24 immediately.

The following vanishing criterion is also a consequence of Peterson’s Theorem.
Proposition 4.25. For any u, v, w ∈W and λ ∈ Q∨ with λ < 0, we take η, κ ∈ Q˜∨
such that x = utη and y = vtκ lie in W
−
af and we denote µ = η+κ+λ. If wtµ 6∈W
−
af ,
then the equivariant quantum Schubert structure constant N˜w,λu,v vanishes.
Proof. Denote d = ℓ(u) + ℓ(v) − ℓ(w) − 〈λ, 2ρ〉. Take M ∈ N with 12(n + 1)|M
and M ≫ 0 such that B = −M
∑
i∈I w
∨
i ∈ Q˜
∨, which does exist (following the
proof of Theorem 4.1), and µ+2B ∈ Q˜∨ is regular. Then xtB , ytB, wtµ+2B ∈W
−
af .
Therefore it follows from Theorem 4.20 that N˜w,λu,v = (−1)
db
wtµ+2B
xtB ,ytB . On the other
hand, it follows from Proposition 4.2 that
SxtBSytB = St2BSxSy = St2B
∑
z∈W−
af
b zx,ySz =
∑
z∈W−
af
b zx,ySzt2B .
Therefore for zt2B ∈W
−
af , b
zt2B
xtB,ytB 6= 0 only if z ∈W
−
af . Hence, N˜
w,λ
u,v = 0. 
As we will see in section 5.1, Proposition 4.25 is useful when we need to compute
the quantum Schubert structure constants for G/B by hand when the rank of G is
not too big.
5. Examples
In this section, we give two examples to demonstrate the effectiveness of our
formula. To make the procedure precise, the first example is simple and includes
some more explanations.
5.1. Type A2. G = SL(3,C); B ⊂ G consists of upper triangular matrices in G.
In this case, X = G/B = {V1 6 V2 6 C3 | dimC Vi = i, i = 1, 2}.
∆ = {α1, α2}, R+ = {α1, α2, θ = α1 + α2}. Denote si = σαi , then one has
W = {1, s1, s2, s1s2, s2s1, s1s2s1} ∼= S3. σs1s2 ⋆ σs1s2 , σs1s2 ⋆ σs2s1 , σs2s1 ⋆ σs2s1 ,
σs1s2 ⋆σs1s2s1 , σs2s1 ⋆σs1s2s1 and σs1s2s1 ⋆σs1s2s1 ∈ QH∗(X) are the only products
that are not given by the quantum Chevalley formula directly. As an application
of our theorems, we compute one of them in details as follows.
General discussion: For u, v ∈ W with ℓ(u) ≥ 2 and ℓ(v) ≥ 2, σu ⋆ σv =∑
w,λN
w,λ
u,v qλσ
w. Note that Nw,λu,v = 0 unless λ = a1α
∨
1 +a2α
∨
2 < 0 and 2(a1+a2) =
〈λ, 2ρ〉 = ℓ(u) + ℓ(v) − ℓ(w) ≥ 4 − ℓ(w) ≥ 1, in which case qλ = q
a1
1 q
a2
2 . Note that
−θ∨ = −α∨1 − α
∨
2 ∈ Q˜
∨ is regular. Therefore, x = ut−θ∨, y = vt−θ∨ ∈ W
−
af . Let
z = wt−2θ∨+λ. By Proposition 4.25, Theorem 4.20 and Theorem 4.1, we have the
following
(i) If z 6∈ W−af or ℓ(z) 6= ℓ(x) + ℓ(y), then N
w,λ
u,v = 0.
(ii) If z ∈ W−af , then
Nw,λu,v = b
z
x,y =
∑
t1,t2∈Q∨
cx,[t1]cy,[t2]dz,[t1t2] =
∑
cx,[v1tλ1 ]cy,[v2tλ2 ]dz,[v2tv−12 v1(λ1)+λ2
],
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where the effective summation runs over those vitλi = m[ti] ∈ W
−
af satisfying
v1tλ1 4 x and v2tλ2 4 y. Furthermore if x 6= 1, then dz,[t2] = 0 as ℓ(z) > ℓ(y) ≥
ℓ([t2]). In particular if x, y 6= 1, then we do not need to consider the case vitλi = 1.
Calculation for the case u = s1s2 and v = s1s2s1.
In this case, x = s1s2t−θ∨ = s2s0 and y = s1s2s1t−θ∨ = s0. λ = a1α
∨
1 + a2α
∨
2
with a1, a2 ≥ 0 and 2(a1 + a2) = ℓ(u) + ℓ(v) − ℓ(w) = 5 − ℓ(w). Hence, (a1, a2) =
(1, 1), (2, 0), (0, 2), (1, 0) or (0, 1).
If (a1, a2) = (2, 0), then z 6∈ W
−
af by noting −2θ
∨ + λ = 2α∨2 6∈ Q˜
∨. If (a1, a2) =
(1, 0), then λ = α1, ℓ(w) = 3 and w = s1s2s1. Since 〈−2θ∨ + α1, α1〉 = 0 while
w(α1) = −α2 6∈ R
+, z 6∈ W−af . Similarly, we can show z 6∈ W
−
af if (a1, a2) = (0, 2) or
(0, 1). Hence, Nw,λu,v = 0 unless (a1, a2) = (1, 1).
If (a1, a2) = (1, 1), then ℓ(w) = 5 − 2(1 + 1) = 1 and therefore w = s1 or s2.
Hence, σu ⋆ σv = C1q1q2σ
s1 + C2q1q2σ
s2 for some real numbers C1 and C2.
Note that 1 6= v1tλ1 4 x = s2s0 with v1tλ1 ∈ W
−
af implies that v1tλ1 = s0 or
s2s0. 1 6= v2tλ2 4 y = s0 with v2tλ2 ∈W
−
af implies that v2tλ2 = s0 = y. Hence,
b zx,y = cx,[s0]cy,[y]dz,[σθt−θ∨−θ∨ ] + cx,[s2s0]cy,[y]dz,[σθtσθs1s2(−θ∨)−θ∨ ]
= c′s2s0,s0c
′
s0,s0dz,[σθt−2θ∨ ] + c
′
s2s0,s2s0c
′
s0,s0dz,[σθt−α∨
2
−θ∨ ]
.
Note that c′s0,s0 = (−1)
1 ·
1
s0(α0)
∣∣
α0=−θ
= −
1
θ
;
c′s2s0,s0 = (−1)
2 ·
1
α2s0(α0)
∣∣
α0=−θ
=
1
α2θ
;
c′s2s0,s2s0 = (−1)
2 1
s2(α2)s2s0(α0)
∣∣
α0=−θ
=
1
α2s2(α0)
∣∣
α0=−θ
= −
1
α2α1
.
Note that σθt−2θ∨ = [s0s2s1s2s0]red and σθt−α∨2−θ∨ = [s0s2s1s0s1]red.
Now for w = s1 and λ = θ
∨, we have z = s1t−θ∨ = [s2s1s0]red. Therefore
dz,[σθt−2θ∨ ] = ds2s1s0,[s0s2s1s2s0] = s0(α2)s0s2(α1)s0s2s1s2(α0)
∣∣
α0=−θ
= −α1θ
2;
dz,[σθt−α∨
2
−θ∨ ]
= ds2s1s0,[s0s2s1s0s1] = s0(α2)s0s2(α1)s0s2s1(α0)
∣∣
α0=−θ
= −α21θ.
Hence, C1 = b
z
x,y =
1
α2θ
·
−1
θ
·(−α1θ
2)+
−1
α2α1
−1
θ
·(−α21θ) =
α1
α2
+(−
α1
α2
) = 0.
Now for w = s2 and λ = θ
∨, we have z = s2t−θ∨ = [s1s2s0]red. Note that
dz,[σθt−2θ∨ ] = ds1s2s0,[s0s2s1s2s0] = s0s2(α1)s0s2s1(α2)s0s2s1s2(α0)
∣∣
α0=−θ
= −α2θ2
and that dz,[σθt−α∨2 −θ∨ ]
= ds1s2s0,[s0s2s1s0s1] = 0 as s1s2s0 64 s0s2s1s0s1. Therefore,
C2 = b
z
x,y =
1
α2θ
· −1θ · (−α2θ
2) = 1.
Hence,
σs1s2 ⋆ σs1s2s1 = q1q2σ
s2 .
Similarly, we can compute quantum products for the remaining cases.
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5.2. Type B3. G = Spin(7,C); X = G/B = {V1 6 V2 6 V3 6 C7 | dimC Vi = i,
(Vi, Vi) = 0, i = 1, 2, 3}, where (·, ·) is a quadratic form on C7. See e.g. [15] for
◦−−◦⇒=◦ ; θ = α1 + 2α2 + 2α3 = s2s3s2(α1), θ
∨ = α∨1 + 2α
∨
2 + α
∨
3 , |R
+| = 9,
α1 α2 α3
W is generated by simple reflections {s1, s2, s3}, |W | = 48, σθ = [s2s3s2s1s2s3s2]red.
Calculation for σu ⋆ σv, where u = s1s2s3s1s2 and v = s3s1s2s3s1s2.
Note that 〈−θ∨, α2〉 = −1 < 0, 〈−θ
∨, αi〉 = 0 while u(αi) < 0 and v(αi) < 0 for
i = 1, 3. Hence, it suffices to take A = −θ∨. Then one has x = ut−θ∨ = [s3s2s0]red
and y = vt−θ∨ = [s2s0]red. Note that u(−θ∨) = α∨1+α
∨
2 and v(−θ
∨) = α∨1+α
∨
2+α
∨
3 .
Denote mt the minimal length representative in the coset tW for t ∈ Q∨, then one
has
b zx,y =
∑
cx,[v1tλ1 ]cy,[v2tλ2 ]dz,[mt1t2 ],
where vitλi = mti ∈ W
−
af and the effective summation runs over those satisfying
1 6= v1tλ1 4 x and 1 6= v2tλ2 4 y. Explicitly, the possible nonzero terms are listed in
the following table, where we denote η = −2α∨1 −3α
∨
2 −2α
∨
3 , κ = −2α
∨
1 −2α
∨
2 −α
∨
3 .
([v1tλ1 ], [v2tλ2 ]) t1 · t2 mt1t2 [mt1t2 ]red
([s0], [s0]) tθ∨+θ∨ σθt−2θ∨ s0s2s3s2s1s2s3s2s0
([s0], [s2s0]) tθ∨+v(−θ∨) s1s2s3s2s1s3s2s3tη s0s2s3s1s2s0
([s2s0], [s0]) tv(−θ∨)+θ∨ s1s2s3s2s1s3s2s3tη s0s2s3s1s2s0
([s2s0], [s2s0]) tv(−θ∨)+v(−θ∨) vt−2θ∨ s2s0s2s3s2s1s2s3s2s0
([s2s1s0], [s0]) tu(−θ∨)+θ∨ s1s2s1s3s2s1s3tη s0s3s2s3s1s2s0
([s2s1s0], [s2s0]) tu(−θ∨)+v(−θ∨) s1s2s3s2s1tκ s0s2s3s2s0
Note that s3s0 = s0s3 ∈ s0W . By definition,
cx,[s0] = c
′
s3s2s0,s0 + c
′
s3s2s0,s3s0 = (
(−1)3
α3α2s0(α0)
+
(−1)3
s3(α3)s3(α2)s3s0(α0)
)∣∣
α0=−θ
=
−2
α2θ(α2 + 2α3)
;
cx,[s2s0] = c
′
s3s2s0,s2s0 =
(−1)3
α3s2(α2)s2s0(α0)
∣∣
α0=−θ
=
1
α2α3(α1 + α2 + 2α3)
;
cx,[s3s2s0] = c
′
s3s2s0,s3s2s0 =
(−1)3
s3(α3)s3s2(α2)s3s2s0(α0)
∣∣
α0=−θ
=
−1
α3(α2 + 2α3)(α1 + α2)
;
cy,[s0] = c
′
s2s0,s0 =
(−1)2
α2s0(α0)
∣∣
α0=−θ
=
1
α2θ
;
cy,[s2s0] = c
′
s2s0,s2s0 =
(−1)2
s2(α2)s2s0(α0)
∣∣
α0=−θ
=
−1
α2(α1 + α2 + 2α3)
.
Let z = wt−2θ∨+λ. Then N
w,λ
u,v 6= 0 only if z ∈ W
−
af and ℓ(z) = ℓ(x) + ℓ(y) = 5.
Note that the only possibilities are z = s2s3s1s2s0, s1s2s3s2s0 or s0s2s3s2s0.
For z = s1s2s3s2s0 = wt−2θ∨+λ, we have w = s2s3s2 and λ = α
∨
1 + 2α
∨
2 + α
∨
3 .
Note that dz,[t1t2] 6= 0 only if z 4 mt1t2 . Thus only dz,[σθt−2θ∨ ] and dz,[vt−2θ∨ ] are
nonzero. Furthermore, we have
dz,[σθt−2θ∨ ] = −α2θ
2(α2+α3)(α2+2α3), dz,[vt−2θ∨ ] = α2α3(α2+2α3)(α1+α2+2α3)
2.
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Hence,
b zx,y = cx,[s0]cy,[s0]dz,[σθt−2θ∨ ] + cx,[s2s0]cy,[s2s0]dz,[vt−2θ∨ ]
=
2α2θ
2(α2 + α3)(α2 + 2α3)
α2θ(α2 + 2α3) · α2θ
−
α2α3(α2 + 2α3)(α1 + α2 + 2α3)
2
α2α3(α1 + α2 + 2α3) · α2(α1 + α2 + 2α3)
=
2(α2 + α3)
α2
−
α2 + 2α3
α2
= 1.
For z = s2s3s1s2s0 = wt−2θ∨+λ, we have w = s3s1s2 and λ = α
∨
1 + 2α
∨
2 + α
∨
3 .
dz,[t2θ∨ ] = −2θ
3(α2 + α3)(α1 + α2 + α3);
dz,[tθ∨+v(−θ∨)] = −θ(α2 + α3)(α1 + α2 + α3)(α1 + α2 + 2α3)
2;
dz,[tv(−2θ∨)] = −α3(α1 + α2 + 2α3)
2(2α21 + 2α1α2 + α
2
2 + 6α1α3 + 4α2α3 + 4α
2
3);
dz,[tu(−θ∨)+θ∨ ] = −α2θ(α1 + α2)
2(α1 + α2 + α3);
dz,[tu(−θ∨)+v(−θ∨)] = 0.
Substituting them in the summation for b zx,y and simplifying, we obtain b
z
x,y = 1.
For z = s0s2s3s2s0 = wt−2θ∨+λ, we have w = s1s2s3s2s1 and λ = 2α
∨
2 + α
∨
3 .
dz,[t2θ∨ ] = −θ
3(α21 + 3α1α2 + 3α
2
2 + 3α1α3 + 6α2α3 + 2α
2
3);
dz,[tθ∨+v(−θ∨)] = −θ
2(α1 + α2 + α3)(α1 + α2 + 2α3)
2;
dz,[tv(−2θ∨)] = −(α1 + α2 + 2α3)
2(α21 + 2α1α2 + 3α1α3 + α2α3 + 2α
2
3);
dz,[tu(−θ∨)+θ∨ ] = −θ
2(α1 + α2)
2(α1 + α2 + α3);
dz,[tu(−θ∨)+v(−θ∨)] = −α1θ(α1 + α2)(α1 + α2 + α3)(α1 + α2 + 2α3).
Substituting them in the summation for b zx,y and simplifying, we obtain b
z
x,y = 1.
Hence, we obtain the following
σs1s2s3s1s2 ⋆ σs3s1s2s3s1s2 = q1q
2
2q3(σ
s2s3s2 + σs3s1s2) + q22q3σ
s1s2s3s2s1 .
6. Appendix
6.1. Proofs of lemmas in section 4.1 and Corollary 4.6. In this subsection,
we first prove all the lemmas in section 4.1 after reviewing some basic facts on affine
Weyl group (as a Coxeter group). Then we give the proofs of all the lemmas in
section 4.1 as well as Corollary 4.6.
Recall that S = {σi | i ∈ Iaf}. Denote T = {xσix−1 | x ∈ Waf, σi ∈ S} =
{σγ | γ ∈ R+re}. Let x, x
′ ∈ Waf. We say x covers x′, denoted by x′ → x or
x′
σγ
→ x, if there exists some σγ ∈ T such that x = σγx′ and ℓ(x) = ℓ(x′) + 1.
We say x′ 4 x with respect to the Bruhat order (Waf,4), if there exists a chain
x′ = x1 → x2 → · · · → xk = x. We list some well-known facts (from [14] and [16])
for the Coxeter system (Waf,S) as follows.
Lemma 6.1. Let x, y ∈ Waf with x = [σβ1 · · ·σβr ]red. Denote γk = σβ1 · · ·σβk−1(βk).
(a) If y→x, then there exists a unique j, 1 ≤ j ≤ r, such that x = σγjy and
y = [σβ1 · · ·σβj−1σβj+1 · · ·σβr ]red.
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(b) If y 4 x, then y = [σβk1 · · ·σβks ]red for some subsequence (k1, · · · , ks),
which we call an induced reduced decomposition of y from x = [σβ1 · · ·σβr ]red.
In particular, if y 4 x and ℓ(x) = ℓ(y) + 1, then y
σγj
→ x for a unique j.
(c) (Lifting Property) Let σi ∈ S. Suppose ℓ(σix) > ℓ(x) and ℓ(σiy) < ℓ(y),
then the following are equivalent:
(i) σix 4 y; (ii) x 4 y; (iii) x 4 σiy.
(d) {γ1, · · · , γr} = {γ ∈ R+re | x
−1(γ) ∈ −R+re}; ℓ(xy) ≤ ℓ(x) + ℓ(y).
(e) Let γ ∈ R+re. ℓ(σγx) ≤ ℓ(x)⇐⇒ x
−1(γ) ∈ −R+re.
Lemma 6.2 (see e.g. [32]). For any γ ∈ R+, ℓ(σγ) ≤ 〈γ∨, 2ρ〉 − 1.
The following lemma is on the property of the longest element ω0 in W .
Lemma 6.3. ω0(−θ) = θ.
Proof. (We learned the proof from Victor Reiner.) The highest root θ0 ∈ R+ is
characterized among all the positive roots by the property that 〈θ0, α∨i 〉 ≥ 0 for all
αi’s. Note that ω0(−θ) is a positive roots. Furthermore for any simple root αi,
ℓ(σω0(αi)) = ℓ(ω0σiω0) = ℓ(ω0)−ℓ(σiω0) = ℓ(ω0)−(ℓ(ω0)−ℓ(σi)) = 1, which implies
that ω0(αi) = −αj for some j ∈ I. Note that ω0 = ω
−1
0 . Hence for θ0 = ω0(−θ),
〈θ0, α∨i 〉 = 〈ω0(−θ), α
∨
i 〉 = 〈θ,−ω0(αi)
∨〉 = 〈θ, α∨j 〉 ≥ 0. Thus θ0 = θ. 
The next lemma is a consequence of Lemma 4.4
Lemma 6.4. Suppose λ ∈ Q∨ is anti-dominant and regular. Then for any w, u ∈
W , we have (i) wtλ 4 tλ; (ii) wtλu 4 tλ implies u = 1.
Proof. Write w = [σβ1 · · ·σβr ]red. Denote xj = σβj · · ·σβr tλ for each 1 ≤ j ≤ r.
Since λ ∈ Q˜∨ is regular, xj ∈W
−
af for each 1 ≤ j ≤ r+1, where we denote xr+1 = tλ.
(i) ℓ(xj+1) = ℓ(tλ)− ℓ(σβj+1 · · ·σβr ) = ℓ(tλ)− (r− j). Note that xj+1 = σβjxj and
ℓ(xj+1) = ℓ(xj) + 1. Thus xj 4 xj+1 for 1 ≤ j ≤ r. Hence, wtλ = x1 4 xr+1 = tλ.
(ii) Note that xj ∈W
−
af for 1 ≤ j ≤ r+1. Hence, ℓ(xju) = ℓ(xj)+ℓ(u), ℓ(σβjxju) =
ℓ(xj+1u) > ℓ(xju) and ℓ(σβjxr+1) = ℓ(xr+1) − 1 < ℓ(xr+1). Therefore if xju 4
xr+1, then xj+1u = σβjxju 4 xr+1 by Lemma 6.1. Hence, x1u = wtλu 4 tλ = xr+1
implies tλu = xr+1u 4 xr+1, by induction on j. Thus ℓ(u) = 0 and u = 1. 
Proof of Lemma 4.7. By Lemma 6.3, tλ = t−θ∨tλ+θ∨ = ω0σθt−θ∨σθω0tλ+θ∨ . Note
that for each i ∈ I, 〈λ+θ∨, αi〉 ≤ −2+〈θ∨, αi〉 ≤ −2+1 = −1. Hence, λ+θ∨ ∈ Q˜∨
is regular and we have σθω0tλ+θ∨ ∈ W
−
af . Hence, any reduced decomposition of
σθω0tλ+θ∨ must be of the form u1σ0 · · ·urσ0. Furthermore,
ℓ(tλ) ≤ ℓ(ω0σθt−θ∨) + ℓ(σθω0tλ+θ∨)
= ℓ(ω0σ0) + ℓ(tλ+θ∨)− ℓ(σθω0)
= ℓ(ω0) + 1 + 〈λ+ θ
∨,−2ρ〉 − (ℓ(ω0)− ℓ(σθ))
= 1 + ℓ(tλ)− 〈θ
∨, 2ρ〉+ ℓ(σθ)
≤ 1 + ℓ(tλ)− 〈θ
∨, 2ρ〉+ 〈θ∨, 2ρ〉 − 1 = ℓ(tλ).
Hence, all inequalities are indeed equalities. Thus tλ admits a reduced decomposi-
tion of the form ω0σ0u1σ0 · · ·urσ0.
24 NAICHUNG CONAN LEUNG AND CHANGZHENG LI
For any w ∈ W , we have wtλ 4 tλ by Lemma 6.4. Thus there exist a subsequence
(i1, · · · , ik) as required. Furthermore any such a sequence gives an expression of
wtλ of the form wtλ = u
′
0σ0u
′
1σ0 · · ·u
′
rσ0 with u
′
0 4 ω0 and u
′
j 4 uj for each
1 ≤ j ≤ r. If u′j 6= uj for some 1 ≤ j ≤ r, then ℓ(u
′
j) ≤ ℓ(uj) − 1. Note that
tλ = ω0σ0u1σ0 · · ·urσ0 = w−1u′0σ0u
′
1σ0 · · ·u
′
rσ0. Thus
ℓ(ω0) + r + 1 +
∑
1≤k≤r
ℓ(uk) = ℓ(ω0σ0u1σ0 · · ·urσ0)
= ℓ(w−1u′0σ0u
′
1σ0 · · ·u
′
rσ0)
≤ ℓ(w−1u′0) + r + 1 +
∑
1≤k≤r
ℓ(u′k)
≤ ℓ(ω0) + r + 1 + ℓ(uj)− 1 +
∑
k 6=j
ℓ(uk)
= ℓ(ω0) + r +
∑
1≤k≤r
ℓ(uk).
This is a contradiction. Hence, the statement follows. That is, induced decom-
position(s) of wtλ must be of the form u0σ0u1σ0 · · ·urσ0 (in which u0 = wω0 =
σi1 · · ·σia). 
Proof of Lemma 4.9. Write m[z] = utµ ∈ W
−
af , then z = utµw for some w ∈ W .
Let w = [σβ1 · · ·σβk ]red and denote z˜ = utµσβ1 · · ·σβk−1 . Note that ℓ(σβkx
−1) =
ℓ(x−1) + 1 > ℓ(x−1) and ℓ(σβkz
−1) = ℓ(z−1)− 1 < ℓ(z−1). Since x 4 z, x−1 4 z−1
and therefore x−1 4 σβkz
−1 = z˜−1 by (c) of Lemma 6.1. Hence, x 4 z˜ with
ℓ(z˜) = ℓ(z)− 1. Hence, the first half of the statement holds by induction on ℓ(w).
To prove the second half, we recall that cx,[y] =
∑
y˜∈yW c
′
x,y˜. Given y˜ ∈ yW , we
have y˜ = utλv for some v ∈ W . Note that c′x,y˜ 6= 0 only if y˜ 4 x. Suppose λ = µ
and λ is regular, then utλv 4 wtλ 4 tλ implies v = 1 by Lemma 6.4. Suppose
ℓ(x) = ℓ(y) + 1. If y˜ 6= y, then ℓ(y˜) > ℓ(y) and therefore y˜ = x follows from y˜ 4 x,
which contradicts to the uniqueness of the minimal length representative in each
coset. Hence, cx,[y] = c
′
x,y if either of the two assumptions holds. 
Proof of Lemma 4.14. Let y = [σβ1 · · ·σβk ]red and w = [σβk+1 · · ·σβk+s ]red. Then
βk+1, · · · , βk+s ∈ ∆, βk = α0 and yw = [σβ1 · · ·σβk+s ]red. For any subsequence
J = (j1, · · · , ja) of (1, · · · , k+s), we denote σJ = σβj1 · · ·σβja . Suppose x = [σJ ]red,
then J must be a subsequence of (1, · · · , k). Therefore, dx,yw = dx,y by definition.
Indeed, if J = J1
⊔
J2 with J2 ⊂ (k + 1, · · · , k + s) nonempty and J1 ⊂ (1, · · · , k),
then σJ2 ∈ W and ℓ(x(σJ2)
−1) = ℓ(σJ1σJ2(σJ2)
−1) = ℓ(σJ1) ≤ |J1| < |J | = ℓ(x),
which contradicts to the fact that x is of minimal length in the coset xW .

Proof of Corollary 4.6. We can assume λ, µ to be regular. (Otherwise, we take any
regular τ ∈ Q˜∨ and consider λ + τ, µ + τ .) We claim that wtµ 4 tλ ⇐⇒ tµ 4 tλ.
Hence, the statement follows from Proposition 4.5 immediately.
Indeed, we have wtµ 4 tµ by Lemma 6.4. Suppose tµ 4 tλ, then we have
wtµ 4 tλ. Suppose wtµ 4 tλ. Write w = [σβ1 · · ·σβk ]red. Note that ℓ(σβ1wtµ) =
ℓ(tµ)− ℓ(w) + 1 > ℓ(wtµ) and ℓ(σβ1tλ) = ℓ(tλ)− 1 < ℓ(tλ). Hence, w˜tµ 4 tλ holds
by Lemma 6.1, where w˜ = σβ1w with ℓ(w˜) = ℓ(w)− 1. Thus we can deduce tµ 4 tλ
by induction on ℓ(w). 
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6.2. Proofs of Proposition 4.15 and Proposition 4.16.
Lemma 6.5. Let x, y, z ∈ W−af with x = σitλ and y = utµ where i ∈ I. Let
tj ∈ Q∨ and denote vjtλj = m[tj ], j=1, 2. Suppose x < [t1], y < [t2], z 4 [t1t2] and
ℓ(z) ≥ ℓ(x) + ℓ(y). Then only the following two possibilities can happen,
Case A: ℓ([t1t2]) = ℓ(x)+ℓ(y)+1; Case B: ℓ([t1t2]) = ℓ(z) = ℓ(x)+ℓ(y).
Proof. Note that z 4 [t1t2] implies ℓ(z) ≤ ℓ([t1t2]). Therefore,
ℓ(x) + ℓ(y) ≤ ℓ([t1t2]) = ℓ([v1tλ1v
−1
1 v2tλ2 ])
≤ ℓ(v1tλ1v
−1
1 v2tλ2)
≤ ℓ(v1tλ1) + ℓ(v
−1
1 ) + ℓ(v2tλ2)
= ℓ(tλ1) + ℓ(v2tλ2)
≤ ℓ(tλ) + ℓ(y) = ℓ(x) + 1 + ℓ(y).
Hence, only two cases (Case A or Case B) are possible. 
Lemma 6.6. Under the same assumptions as in Lemma 6.5, we assume λ is
regular. If Case A occurs, then v1tλ1 = utλ and v2tλ2 = utµ. Furthermore, only
one of the following three possibilities can happen,
a) z = utλ+µ;
b) there exists γ ∈ Γ1 such that z = uσγtλ+µ;
c) there exists γ ∈ Γ2 such that z = uσγtλ+µ+γ∨ .
Proof. Since Case A holds, it follows from the proof of Lemma 6.5 that λ1 = λ
and v2tλ2 = utµ. Furthermore,
ℓ(x) + ℓ(y) + 1 = ℓ([t1t2]) = ℓ([t2t1]) = ℓ([utµu
−1v1tλ])
≤ ℓ(utµu
−1v1tλ)
≤ ℓ(utµ) + ℓ(u
−1v1tλ)
= ℓ(y) + ℓ(tλ)− ℓ(u
−1v1)
= ℓ(y) + ℓ(x) + 1− ℓ(u−1v1).
Hence, ℓ(u−1v1) = 0 and therefore v1 = u. Hence, [t1t2] = [utλu
−1utµ] = [utλ+µ].
Note that ℓ(x) + ℓ(y) ≤ ℓ(z) ≤ ℓ(x) + ℓ(y) + 1 = ℓ([utλ+µ]) = ℓ(utλ+µ).
If ℓ(z) = ℓ(x) + ℓ(y) + 1 = ℓ(utλ+µ), then the condition z 4 [utλ+µ] implies that
z = utλ+µ. This is just case a).
If ℓ(z) = ℓ(x) + ℓ(y) = ℓ(utλ+µ)− 1, then the condition z 4 [utλ+µ] implies that
z
σγ+mδ
−→ utλ+µ for some γ+mδ ∈ R+re. Note thatm ≥ 0 and that z = σγ+mδutλ+µ =
σγutmu−1(γ)∨+λ+µ ∈ W
−
af . Since ℓ(σγ+mδutλ+µ) = ℓ(z) < ℓ(utλ+µ), it follows from
Lemma 6.1 that (utλ+µ)
−1(γ +mδ) = u−1(γ) +
(
m + 〈λ + µ, u−1(γ)〉
)
δ ∈ −R+re.
Hence, m + 〈λ + µ, u−1(γ)〉 ≤ 0. Since λ + µ ∈ Q˜∨ and m ≥ 0, we must have
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u−1(γ) ∈ R+. Therefore,
ℓ(tλ+µ)− ℓ(u)− 1 = ℓ(z)
= 〈mu−1(γ)∨ + λ+ µ,−2ρ〉 − ℓ(σγu)
= ℓ(tλ+µ)−m〈u
−1(γ)∨, 2ρ〉 − ℓ(uσu−1γ)
≤ ℓ(tλ+µ)−m〈u
−1(γ)∨, 2ρ〉 − ℓ(u) + ℓ(σu−1(γ))
≤ ℓ(tλ+µ)−m〈u
−1(γ)∨, 2ρ〉 − ℓ(u) + 〈u−1(γ)∨, 2ρ〉 − 1.
Hence, (m−1)〈u−1(γ)∨, 2ρ〉 ≤ 0. Since u−1(γ) ∈ R+, 〈u−1(γ)∨, 2ρ〉 > 0. Therefore,
0 ≤ m ≤ 1; that is, m = 0 or 1. Denote γ˜ = u−1(γ). Note that γ˜ ∈ R+.
If m = 0, then γ˜ ∈ R+, z = uσγ˜tλ+µ and ℓ(uσγ˜) = ℓ(u) + 1. This is just case b).
If m = 1, then γ˜ ∈ R+, z = uσγ˜tλ+µ+γ˜∨ and ℓ(uσγ˜) = ℓ(u) + 1 − 〈γ˜∨, 2ρ〉. This
is just case c). 
Lemma 6.7. Under the same assumptions as in Lemma 6.5, we assume that
〈λ, αj〉 < −ℓ(ω0) and 〈µ, αj〉 < −ℓ(ω0) for all j ∈ I. If Case B occurs, then
only one of the following two possibilities can happen,
a) there exists γ ∈ Γ1 such that v1tλ1 = uσγtλ, v2tλ2 = uσγtµ, z = uσγtλ+µ;
b) there exists γ ∈ Γ2 such that v1tλ1 = uσγtλ, v2tλ2 = uσγtµ+γ∨ , z = uσγtλ+µ+γ∨ .
Proof. Note that we have z = [t1t2] in this case. Since v1tλ1 4 σitλ 4 tλ, λ 4 λ1
by Corollary 4.6. Hence, ℓ(tλ1) = ℓ(tλ)− 2M for some M ≥ 0. Therefore,
ℓ(x) + ℓ(y) = ℓ([t1t2]) = ℓ([v1tλ1v
−1
1 v2tλ2 ])
≤ ℓ(v1tλ1v
−1
1 v2tλ2)
≤ ℓ(v1tλ1) + ℓ(v
−1
1 ) + ℓ(v2tλ2)
= ℓ(tλ1) + ℓ(v2tλ2)
≤ ℓ(tλ1) + ℓ(y) = ℓ(x) + 1− 2M + ℓ(y).
Hence, M = 0, λ1 = λ and ℓ(y) ≥ ℓ(v2tλ2) ≥ ℓ(x) + ℓ(y)− ℓ(tλ1) = ℓ(y)− 1.
Hence, there are only the following two possibilities.
Case (i): ℓ(v2tλ2) = ℓ(y), which implies that v2tλ2 = y = utµ.
Case (ii): ℓ(v2tλ2) = ℓ(y)− 1.
Due to Lemma 6.9 as below, Case (i) is impossible. It remains to discuss Case
(ii). In this case,
ℓ(x) + ℓ(y) = ℓ([t2t1]) = ℓ([v2tλ2v
−1
2 v1tλ])
≤ ℓ(v2tλ2v
−1
2 v1tλ)
≤ ℓ(v2tλ2) + ℓ(v
−1
2 v1tλ)
= ℓ(y)− 1 + ℓ(tλ)− ℓ(v
−1
2 v1) = ℓ(y) + ℓ(x)− ℓ(v
−1
2 v1).
Hence, ℓ(v−12 v1) = 0 and therefore v1 = v2.
Since ℓ(v2tλ2) = ℓ(y) − 1 and v2tλ2 4 y, there exists γ +mδ ∈ R
+
re such that
v2tλ2 = σγ+mδutµ. With the same discussion as in the proof of Lemma 6.6, we
have γ˜ = u−1(γ) ∈ R+ and v2tλ2 = uσγ˜tµ+mγ˜∨ ∈ W
−
af . Hence, v1 = v2 = uσγ˜ and
z = uσγ˜tλ+µ+mγ˜∨ ∈ W
−
af . With the same argument as in the proof of Lemma 6.6
again, we can deduce that either m = 0 or m = 1.
GROMOV-WITTEN INVARIANTS FOR G/B AND PONTRYAGIN PRODUCT FOR ΩK 27
If m = 0, then we have γ˜ ∈ R+ such that case a) holds; that is,
v1tλ1 = uσγ˜tλ; v2tλ2 = uσγ˜tµ; z = uσγ˜tλ+µ; ℓ(uσγ˜) = ℓ(u) + 1.
If m = 1, then we have γ˜ ∈ R+ such that v1tλ1 = uσγ˜tλ, v2tλ2 = uσγ˜tµ+γ˜∨ ,
z = uσγ˜tλ+µ+γ˜∨ and ℓ(uσγ˜) = ℓ(u) + 1− 〈γ˜∨, 2ρ〉; that is, case b) holds. 
Remark 6.8. The condition “〈µ, αj〉 < −ℓ(ω0) for all j ∈ I” does imply that
uσγtµ+γ∨ , uσγtλ+µ+γ∨ ∈W
−
af , whenever γ ∈ Γ2 and λ ∈ Q˜
∨.
Indeed, the statement can be checked directly for the case |I| = n = 1, 2. For
any γ ∈ R+, write γ∨ =
∑
i aiα
∨
i . Note that ℓ(ω0) = |R
+| ≥ 9 and ai ≤ 4 if
n = 3, 4, and that ℓ(ω0) > 12 and ai ≤ 6 if n ≥ 5 (see e.g. page 66 of [15]). Hence,
µ+ γ∨ ∈ Q˜∨ is regular if n ≥ 3. In particular, the statement holds.
Lemma 6.9. Case (i) in the proof of Lemma 6.7 can never occur.
Proof. Assume Case (i) holds, then we have λ1 = λ, v2tλ2 = utµ and
ℓ(x) + ℓ(y) = ℓ([t2t1]) = ℓ([utµu
−1v1tλ])
≤ ℓ(utµu
−1v1tλ)
≤ ℓ(utµ) + ℓ(u
−1v1tλ)
= ℓ(y) + ℓ(tλ)− ℓ(u
−1v1) = ℓ(y) + ℓ(x) + 1− ℓ(u
−1v1).
Therefore, we have either ℓ(u−1v1) = 0 or ℓ(u
−1v1) = 1.
For the former case, we have v1 = u, and therefore ℓ(x) + ℓ(y) = ℓ([t1t2]) =
ℓ(utλ+µ) = ℓ(x) + ℓ(y) + 1. This is a contradiction.
For the latter case, v1 = uσj for some j. If 〈λ, αj〉 ≤ 〈µ, αj〉, then λ + µ −
〈µ, αj〉α∨j ∈ Q˜
∨. Note that the integer 〈µ, αj〉 < −ℓ(ω0). Therefore
ℓ(x) + ℓ(y) = ℓ([t2t1]) = ℓ([utµu
−1uσjtλ])
≤ ℓ(utµσjtλ)
= ℓ(uσjtµ−〈µ,αj〉α∨j +λ)
≤ ℓ(uσj) + ℓ(tµ−〈µ,αj〉α∨j +λ)
= ℓ(uσj) + 〈µ− 〈µ, αj〉α
∨
j + λ,−2ρ〉
= ℓ(uσj) + ℓ(tλ+µ) + 2〈µ, αj〉
≤ ℓ(ω0) + ℓ(x) + 1 + ℓ(y) + ℓ(u)− 2ℓ(ω0)− 2 < ℓ(x) + ℓ(y).
If 〈λ, αj〉 > 〈µ, αj〉, then λ+ µ− 〈λ, αj〉α∨j ∈ Q˜
∨. Therefore,
ℓ(x) + ℓ(y) = ℓ([t1t2]) = ℓ([uσjtλσju
−1utµ])
≤ ℓ(uσjtλσjtµ)
= ℓ(utλ−〈λ,αj〉α∨j +µ)
≤ ℓ(u) + ℓ(tλ−〈λ,αj〉α∨j +µ)
= ℓ(u) + 〈λ− 〈λ, αj〉α
∨
j + µ,−2ρ〉
= ℓ(u) + ℓ(tλ+µ) + 2〈λ, αj〉
≤ ℓ(ω0) + ℓ(x) + 1 + ℓ(y) + ℓ(u)− 2ℓ(ω0)− 2 < ℓ(x) + ℓ(y).
Both cases deduce contradictions. Hence, Case (i) is impossible. 
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Proof of Proposition 4.15. Note thatSxSy =
∑
z∈W−
af
∑
t1,t2
cx,[t1]cy,[t2]dz,[t1t2]Sz,
where the only nonzero terms are those satisfying x < [t1], y < [t2], z 4 [t1t2] and
ℓ(z) ≥ ℓ(x) + ℓ(y). Therefore, our result follows from Lemma 6.6, Lemma 6.7 and
Lemma 4.9 immediately. 
Proof of Proposition 4.16. dσi,u = wi − u(wi) holds by expanding the right side
(with respect to a reduced expression of u) and comparing both sides. It follows
from the definition, Lemma 6.1 and Lemma 4.7 that dw,w =
∏
γ∈R+
w−1(γ)∈−R+
γ and
dwtλ,wtλ = dwω0,wω0 ·
m∏
j=r+1
w(Hj) =
(∏
γ∈R+
ω0w
−1(γ)∈−R+
γ
)
·
m∏
j=r+1
w(Hj). Note that ω0
is an involution that maps −R+ to R+, that {γ ∈ R+ | w(γ) ∈ R+} is w-invariant
and that
∏r
i=1Hi =
∏
β∈R+ β. Hence,
w(dw−1,w−1) · dwtλ+µ,wtλ+µ = w(
∏
γ∈R+
w(γ)∈−R+
γ)
( ∏
γ∈R+
w−1(γ)∈R+
γ
)
·
m+p∏
j=r+1
w(Hj)
= w
( ∏
γ∈R+
w(γ)∈−R+
γ
)
· w
( ∏
γ∈R+
w(γ)∈R+
γ
)
·
m+p∏
j=r+1
w(Hj)
= w(
∏
γ∈R+
γ) ·
m+p∏
j=r+1
w(Hj)
= w(
r∏
j=1
Hj) ·
m+p∏
j=r+1
w(Hj) =
m+p∏
j=1
w(Hj).
Let utµ = [σβi1 · · ·σβik ]red, utλ+µ = [σβi1 · · ·σβis ]red (k < s) and denote γj =
σβi1 · · ·σβij−1 (βij ). Note that uσγtµ+γ∨ , uσγtλ+µ+γ∨ ∈ W
−
af whenever γ ∈ Γ2,
by Remark 6.8. Therefore for γ ∈ Γ2, we have ℓ(uσγtλ+µ+γ∨) = ℓ(utλ+µ) −
1 and ℓ(uσγtµ+γ∨) = ℓ(utµ) − 1. Note that u(γ + δ) = u(γ) + δ ∈ R+re and
uσγtλ+µ+γ∨ = σu(γ+δ)utλ+µ. Hence, there is a unique 1 ≤ j ≤ s such that
uσγtλ+µ+γ∨ = [σβi1 · · · σ̂βij · · ·σβis ]red and γj = u(γ + δ) by Lemma 6.1. As a
consequence, duσγ tλ+µ+γ∨ ,utλ+µ =
1
γj
∏s
a=1 γa =
1
u(γ+δ)dutλ+µ,utλ+µ . Hence, (2)
holds. Similarly, (1) also holds.
With the same argument as above, there is a unique 1 ≤ j ≤ k such that
γj = u(γ + δ) and uσγtµ+γ∨ = σβi1 · · · σ̂βij · · ·σβik . Denote (a1, · · · , ak−1) =
(i1, · · · , iˆj , · · · , ik) and denote γ˜b = σβa1 · · ·σβab−1 (βab). Immediately, we have
cutµ,uσγ tµ+γ∨ = −(γj
∏k−1
b=1 γ˜b)
−1 and duσγ tµ+γ∨ ,uσγ tµ+γ∨ =
∏k−1
b=1 γ˜b by definition.
Therefore, (3) also holds by the following observation
duσγ tλ+µ+γ∨ ,uσγ tλ+µ+γ∨ = duσγ tµ+γ∨ ,uσγtµ+γ∨ ·
∏m
j=1 uσγtµ+γ∨(Hj). 
6.3. Equivariant quantum cohomology of X = G/B. The Lie group G pos-
sesses a so-called Bruhat decomposition G =
⊔
w∈W Bw˙B, labelled by elements in
the Weyl group W . It induces a decomposition of X := G/B into Schubert cells:
X =
⊔
w∈W Bw˙B/B, in which Bw˙B/B
∼= Cℓ(w). The closures Xw := Bw˙B/B are
called Schubert varieties in X . Let σw denote the image of the fundamental class
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[Xw] under the canonical map H∗(Xw,Z) → H∗(X,Z). Then σw ∈ H2ℓ(w)(X,Z)
and these Schubert homology classes σw’s form an additive basis of H∗(X,Z).
The cohomology group H∗(X,Z) also has an additive basis of Schubert coho-
mology classes σw’s such that 〈σu, σv〉 = δu,v for any u, v ∈ W . If we write
gu,v =
∫
[X]
σu ∪ σv, then the matrix
(
gu,v
)
is invertible with its inverse denoted as(
gu,v
)
=
(
gu,v
)−1
.
For each i ∈ I, we denote si = σαi and introduce a formal variable qi. Identify
H2(X,Z) =
⊕
i∈I Zσsi with Q
∨ via β =
∑
i diσsi 7→ λβ =
∑
i diα
∨
i . Denote
qλβ = q
β =
∏
i∈I q
di
i .
Let M0,m(X, β) be the Kontsevich’s moduli space of stable maps of degree β of
m-pointed genus 0 curves into X (see [11]). Let evi denote the i-th canonical eval-
uation map evi :M0,m(X, β)→ X given by evi([f : C → X ; p1, · · · , pm]) = f(pi).
The genus zero Gromov-Witten invariant for γ1, · · · , γm ∈ H∗(X) = H∗(X,Q) is
defined as
I0,m,β(γ1, · · · , γm) =
∫
M0,m(X,β)
ev∗1(γ1) ∪ · · · ∪ ev
∗
m(γm).
The (small) quantum product for a, b ∈ H∗(X) is a deformation of the cup
product defined as follows.
a ⋆ b =
∑
u,v∈W ;β∈H2(X,Z)
I0,3,β(a, b, σ
u)gu,vσ
vqβ .
The Q[q]-module H∗(X)[q] := H∗(X)⊗Q[q] equipped with ⋆ is called the small
quantum cohomology ring of X and denoted as QH∗(X). So the same Schubert
classes σu = σu ⊗ 1 form a basis for QH∗(X) over Q[q] and we write
σu ⋆ σv =
∑
w∈W,λ∈Q∨
Nw,λu,v qλσ
w.
The coefficients Nw,λu,v ’s are called the quantum Schubert structure constants. In
fact,
∑
v1∈W
gv1,wσ
v1 = σω0w (see e.g. [12]). Compared with the original definition
of quantum product, the quantum Schubert structure constant Nw,λu,v is exactly
equal to the (3-pointed genus zero) Gromov-Witten invariant I0,3,λ(σ
u, σv, σω0w).
When λ = 0, they give the classical Schubert structure constants for H∗(X). The
T -action on X induces an action on the moduli space M0,3(X, β) given by: t ·
(f : C → X ; p1, p2, p3) = (ft : C → X ; p1, p2, p3) where ft(x) := t · f(x). The
evaluation maps evi’s are T -equivariant. We use the same notation σ
u to denote
the equivariant Schubert class inH∗T (X). The equivariant Gromov-Witten invariant
is defined as IT0,3,β(σ
u, σv, σw) = πT∗ (ev
T
1 (σ
u) · evT2 (σ
v) · evT3 (σ
w)), where πT∗ is the
equivariant Gysin push forward. As a consequence, the equivariant (small) quantum
product ⋆T is defined (see e.g. [33]). The equivariant quantum cohomology ring
QH∗T (X) = (H
∗(X)[α,q], ⋆T ) is commutative and associative, which has an S[q]-
basis of Schubert classes with S[q] = Q[α1, · · · , αn, q1, · · · , qn]. Furthermore,
σu ⋆T σ
v =
∑
w∈W,λ∈Q∨
N˜w,λu,v qλσ
w, where N˜w,λu,v = N˜
w,λ
u,v (α) ∈ S = Q[α1, · · · , αn].
6.4. Equivariant cohomology of ΩK. The affine Kac-Moody group G possesses
a Bruhat decomposition
⊔
x∈Waf
BxB, where the canonical identification Waf ∼=
N(TˆC)/TˆC is used. Here TˆC = HomZ(hˆ
∗
Z
,C∗) denotes the standard maximal torus
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of G, in which hˆZ is the integral form of hˆ = haf (see e.g. chapter 6 of [24]). The
Bruhat decomposition of G induces a decomposition of G/PY into Schubert cells:
G/PY =
⊔
x∈WY
af
BxPY /PY . Schubert varieties are the closures of BxPY /PY ’s in
G/PY . Let SYx denote the image of the fundamental class [BxPY /PY ] under the
canonical map H∗(BxPY /PY ) → H∗(G/PY ). Then H∗(G/PY ,Z) has an additive
basis of Schubert homology classes {SYx | x ∈W
Y
af }. We denote Sx = S
Y
x wherever
there is no confusion. Similarly, the cohomology groupH∗(G/PY ,Z) has an additive
basis of Schubert cohomology classes {Sx | x ∈ WYaf }, where 〈Sx,S
y〉 = δx,y with
respect to the natural pairing.
The standard maximal torus TˆC of G has complex dimension n+2 with maximal
compact sub-torus Tˆ = HomZ(hˆ
∗
Z
, S1). With respect to the natural action of TˆC
on G/B, we consider the equivariant cohomology H∗
Tˆ
(G/B), which is an Sˆ-module
with Sˆ = S[hˆ∗
Z
] = H∗
Tˆ
(pt). Note that the 1-dimensional sub-torus C∗, which comes
from the central extension, acts on G/B trivially. As a consequence, the equi-
variant Schubert structure constants are polynomials in Q[δ, α1, · · · , αn] ⊂ Sˆ only.
Since we are concerned with the non-trivial part of the TˆC-action only, we denote
Sˆ = Q[δ, α1, · · · , αn] = Q[α0, α1, · · · , αn] by abusing of notations. H
∗
Tˆ
(G/B) is
an Sˆ-module spanned by the basis of equivariant Schubert classes (see e.g. [24]
for concrete definitions), which we also denote as {Sx | x ∈ Waf} simply. Via
the embedding π∗ : H∗
Tˆ
(G/PY ) →֒ H∗Tˆ (G/B) induced by the natural projection
π : G/B → G/PY , the equivariant cohomology H∗Tˆ (G/PY ) is also an Sˆ-module
spanned by the basis of equivariant Schubert classes {Sx | x ∈ WYaf }. As a con-
sequence, equivariant Schubert structure constants for G/PY are covered by equi-
variant Schubert structure constants for G/B.
Remark 6.10. For Sx,Sy ∈ H∗
Tˆ
(G/B), SxSy =
∑
z∈Waf
p zx,yS
z. The equivariant
Schubert structure constant p zx,y is a polynomial in Sˆ. In terms of combination of
rational functions, one has p zx,y =
∑
v∈Waf
dx,vdy,vcz,v (see e.g. chapter 11 of [24]).
Let LanK = {f ∈ G | f(S
1) ⊂ K} and ΩanK = {f ∈ LanK | f(1S1) = 1K}. Note
that each f ∈ G can be written as f(t) = fK(t) · fP (t) for some unique fK ∈ ΩanK
and fP ∈ P0. Therefore we can realize G/P0 as ΩanK, which is homotopy-equivalent
to ΩK, via the (LanK-equivariant) homeomorphism G/P0 → ΩanK (see [36] and
references therein for more details). Since we are concerned with properties at the
level of (co)homology only, we do not distinguish between ΩanK and ΩK. The
Bruhat decomposition of G/P0 readily gives a Bruhat decomposition of ΩK. As a
consequence and by abusing notations, we know thatH∗(ΩK,Z) (resp. H
∗(ΩK,Z))
has an additive Z-basis of Schubert (co)homology classes {Sx(resp. Sx) | x ∈ W
−
af }.
The (non-trivial part of the) Tˆ -action on G/P0 corresponds to the natural S1×T
action on ΩK, which consists of the rotation action of S1 on ΩK and the action
of T on ΩK by pointwise conjugation. By considering the T -action only, we ob-
tain the evaluation maps ev : H∗
Tˆ
(G/P0) → H∗T (G/P0) and ev : Sˆ = H
∗
Tˆ
(pt) →
H∗T (pt) = S, where the T -equivariant cohomology H
∗
T (G/P0) is an S-module with
S = Q[α1, · · · , αn]. The image of the null root δ = α0+ θ in S is 0. More precisely,
we have H∗
Tˆ
(G/P0) = SpanSˆ{Sˆ
x | x ∈ W−af } and H
∗
T (G/P0) = SpanS{S
x | x ∈
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W−af }. Let f = f(α0, α1, · · · , αn) ∈ Sˆ, then we have ev(f) = f(−θ, α1, · · · , αn) ∈ S
and ev(fSˆx) = ev(f)Sx.
Remark 6.11. SxSy =
∑
z∈W−
af
p˜ zx,yS
z. The T -equivariant Schubert structure
constant p˜ zx,y is a polynomial in S. It follows from Remark 6.10 and Lemma 4.14
that p˜ zx,y =
∑
v∈W−
af
dx,[v]dy,[v]cz,[v] as combination of rational functions.
Remark 6.12. The T -equivariant Schubert structure constant pwu,v for G/B can
also be expressed in terms of cu,v and du,v. The polynomial p
w
u,v is given by p
w
u,v =∑
v1∈W
du,v1dv,v1cw,v1 as combination of rational functions (see e.g. [24]).
Remark 6.13. Because of the natural S-module isomorphism H∗T (ΩK × ΩK)
∼=
H∗T (ΩK)⊗S H
∗
T (ΩK), the Pontryagin product ΩK ×ΩK → ΩK, which is associa-
tive and T -equivariant, induces a coassociative coproduct H∗T (ΩK) → H
∗
T (ΩK) ⊗
H∗T (ΩK). In particular, this gives an alternative definition of the T -equivariant ho-
mology of G/P0, which doesn’t use Borel-Moore homology. Indeed, define HT∗ (G/P0)
to be the submodule of HomS(H
∗
T (G/P0), S) spanned by those Sx ∈ HomS(H
∗
T (G/P0), S)
which for any x, y ∈ W−af satisfy 〈Sx,S
y〉 = δx,y with respect to the natural pair-
ing. Then the product of HT∗ (G/P0), induced from the coproduct of H
∗
T (G/P0) =
H∗T (ΩK), makes H
T
∗ (G/P0) an S-algebra. Note that the elements Sx coincide with
the integration operators Lw defined in [1] Prop. 2.5.1, so Arabia’s localization for-
mula can be applied. Thus the whole proof of the formula for structure coefficients
b zx,y’s still goes through.
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