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Abstract
Marks showed that F2Q8, the F2 group algebra over the quaternion
group, is a reversible nonsymmetric ring, then questioned whether or not
this ring is minimal with respect to cardinality. In this work, it is shown
that the cardinality of a minimal reversible nonsymmetric ring is indeed
256. Furthermore, it is shown that although F2Q8 is a duo ring, there are
also examples of minimal reversible nonsymmetric rings which are nonduo.
keywords: finite rings, reversible rings, symmetric rings, minimal rings, 2-primal
rings
1 Introduction and Overview
In [1], Cohn introduced reversible rings. A ring R is reversible if for any a, b ∈ R,
ab = 0 implies ba = 0. Since Cohn’s introduction of reversible rings there has
been many works connecting them to other ring properties (see [5, 7, 8, 10]). In
[9], Lambek studied what are now called symmetric rings. A ring R is symmetric
if for any a, b, c ∈ R, abc = 0 implies bac = 0. Although Lambek’s introduction
was some time ago, more recently, the connections between symmetric rings and
rings with related properties have been of some interest. In particular, Marks, in
[10], studied the relationship between reversible and symmetric rings with and
without identity. He showed that when considering rings without identity, these
two properties are independent. However, it is easy to see that a symmetric
ring with identity is reversible. He went on to show that F2Q8, the F2 group
algebra over the quaternion group, is a reversible nonsymmetric ring. He then
asked whether or not a minimal reversible nonsymmetric ring with respect to
cardinality is of order 256. The sole purpose of this paper is to answer this
question.
A ring is called right (resp. left) duo if every right (resp. left) ideal is
two-sided. Marks showed that this property even for rings with identity is
independent of being reversible nonsymmetric by proving that F2Q8 is right
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duo as well as showing the ring
k 〈x, y, z〉
〈x2, y2, z2, xyz, yzx, zxy〉
for a field k is reversible nonsymmetric and neither left nor right duo. This begs
the question, “Does minimality of reversible nonsymmetric rings depend on the
duo property?” With k = F2, this ring is of order 8192. We have found a ring
of order 256,
F2 〈u, v〉
〈u3, v3, u2 + v2 + vu, vu2 + uvu+ vuv〉
which is reversible nonsymmetric and neither left nor right duo (see Example
4.1). In analyzing indecomposable reversible nonsymmetric rings, which we
know must be local (see Proposition 2.3), for minimality the nilpotency of the
jacobson radical must be at least 4 (Proposition 2.4) and at most 6 (Proposition
3.2). Examples having nilpotency 4 or 5 are given in Section 4. As of yet we
have not identified an example with nilpotency 6.
There has been some work on specific ring types and minimality. In [14],
Xue showed that a minimal noncommutative duo ring is of order 16 and that
there are only three such rings. In [7], Kim and Lee showed that a minimal
reversible noncommutative ring is of order 16. In another paper [13], Xu and
Xue showed that a minimal zero-insertive ring (also known as semicommutative
or having S I condition) also has order 16 and that there are only 5 such rings.
From [4] we know there are only 13 noncommutative rings of order 16. From
their list and the fact that there is only one noncommutative ring or order 8,
with some effort, the minimal rings just mentioned could be found. Such work
becomes difficult when rings of larger orders are involve. With the classification
of rings of order p5 in [2] and [3], we see that such work becomes cumbersome as
the classification of finite rings is difficult and that even for small orders, there
is an abundance of rings. Hence, the techniques used in the papers mentioned
are important to find minimal rings with various properties.
The connections between various ring properties related to commutativity
such as reduced, symmetric, reversible, semicommutative and 2-primal are stud-
ied in [11] where the strict inclusion of these ring classes is presented. Adding
the fact that a ring is reversible if and only if it is semicommutative and reflexive
to their ring class inclusions we have the following diagram.
reduced

reflexive08
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
symmetric +3 reversible +ks
commutative
KS
semicommutative
%-
❚❚❚❚❚❚❚❚❚
❚❚❚❚❚❚❚❚❚
+3 2-primal
Having minimal examples showing these strict inclusions can be instructive when
studying them and our result here provides such an example. In a companion
paper, [12], we list minimal rings of these classes. Interestingly, many of the
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examples come from the set of noncommutative rings of order 16. It is shown
there for instance that F4[x;σ]〈x2〉 where σ is the Frobenius automorphism on F4, is
the minimal noncommutative nonreduced symmetric ring and that F2〈u,v〉〈u2,v2,uv〉 is a
minimal semicommutative nonreversible ring. Both are rings of order 16. As we
will see here, minimal reversible nonsymmetric rings are much larger than min-
imal rings of related types. Notice that reversible nonsymmetric rings in some
sense, live between noncommutative nonreduced symmetric rings and semicom-
mutative nonreversible rings. It is curious then that minimal nonsymmetric
rings are significantly larger than these other two types.
In Section 2 preliminaries are presented. Section 3 contains the main result
of the paper, namely that a minimal reversible nonsymmetric ring has order
256. Finally, in Section 4 examples are provided.
2 Preliminaries
We assume all rings have unity and that rings are finite with the exception of a
polynomial ring. Given a ring R, J(R) is the Jacobson radical of R and S(R)
is the socle of R. A ring R is symmetric if for all a, b, c ∈ R, abc = 0 implies
bac = 0. A ring R is reversible if for all a, b ∈ R, ab = 0 implies ba = 0. The
following is a well-known result.
Lemma 2.1 (see [6]). Let R be a finite local ring and F = R/J(R). Then F is
a field and J(R)k/J(R)k+1 is a finite dimensional F -vector space.
The following results on reversible rings are needed throughout.
Lemma 2.2. Let R be a ring which contains an idempotent e such that eR(1−
e) 6= 0. Then R is not reversible.
Proof. Let a ∈ eR(1 − e) 6= 0. Then ea = a 6= 0 and ae = 0 showing R is not
reversible.
Proposition 2.3. Let R be a reversible ring. Then R is local if and only if it
is indecomposable.
Proof. Local rings are indecomposable rings. Indecomposable rings have no
central idempotents other than 1. The result follows from Lemma 2.2.
Proposition 2.4. Let R be a local reversible ring. If J(R)3 = 0 then R is
symmetric.
Proof. Assume J(R)3 = 0. Let a, b, c ∈ R \ 0 and assume abc = 0. Since R
is local, at least two of a, b and c are in J(R). Assume b is a unit. Since R
is reversible, we have that cab = 0, ca = 0, ac = 0 and bac = 0. This logic
also shows if either a or c is a unit, bac = 0. Now assume a, b, c ∈ J(R). Since
J(R)3 = 0, bac = 0. Hence, R is symmetric.
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Gutan in [5] characterized reversible group rings, provided examples of re-
versible nonsymmetric group rings and showed that F2Q8 is a minimal reversible
nonsymmetric group ring. This result is easy to see in light of Lemma 2.2. The
only noncommutative group ring smaller than F2Q8 is F2S3. Since F2S3 has a
subring isomorphic to M2(F2), by Lemma 2.2, it is not reversible. This verifies
Gutan’s result. Gutan left open the question of F2Q8 being a minimal reversible
nonsymmetric ring or not.
3 Minimal Reversible Nonsymmetric Rings
Theorem 3.1. A minimal reversible nonsymmetric ring has order 256.
The proof of Theorem 3.1 will be given at the end of this section. As Marks
showed that F2Q8 is a reversible nonsymmetric ring of order 256, we show that
no ring of order less than 256 is reversible but nonsymmetric. Since the direct
sum of a set of reversible nonsymmetric rings is reversible nonsymmetric and
by proposition 2.3, a reversible ring is indecomposable if and only if it is local,
we need only consider local reversible rings.
Throughout this section, let R be a finite local reversible ring of order less
than 256, J = J(R), S = S(R) and F = R/J . Since R is finite and local,
F is a field. From Lemma 2.1 we know J i/J i+1 is an F -vector space. Let
di = dimF (J
i/J i+1) and D = (d1, d2, . . . , dK) where K is such that dK 6= 0
and dK+1 = 0. If J
3 = 0, by Proposition 2.4 R is symmetric. So, assume
J3 6= 0. Then |R| ≥ |F |4. If |F | ≥ 4, |R| ≥ 256 but we have assumed |R| < 256.
Therefore, F ∈ {F2,F3}. Now, |R| = p
m for a prime p and some positive integer
m. Since |R| < 256, |R| ∈ {24, 25, 26, 27, 34, 35}.
Proposition 3.2. Assume d2 = 1. If d1 ≤ 2 or F ∼= F2 then R is commutative.
Proof. From the assumption, J = Fa1 + Fa2 + · · ·+ Fan + J
2 for a1, . . . , an ∈
J \ J2, d2 = · · · = dK = 1, J
K−1 = Ft+ S(R) for some t ∈ JK−1 and S(R) =
JJK−1 = Fa1t+Fa2t+ · · ·+Fant. Since dK = 1, we may assume S(R) = Fa1t
after renumbering. For some λi ∈ F , ait = λia1t and so (ai − λia1)t = 0. Let
a′i = (ai−λia1) for i > 1. Then J = Fa1+Fa
′
2+ · · ·+Fa
′
n+J
2 and since R is
reversible, a′it = 0 = ta
′
i for i > 1. For notational purposes replace ai with a
′
i.
There must be a product of K − 1 elements from {a1, a2, . . . , an} in J
K−1 \
S(R). Let x1x2 . . . xK−1 be such a product. Then a1x1 . . . xK−1 6= 0 since a1
does not annihilate JK−1. By reversibility, any cyclic shift of the product is
also nonzero. Since ai for i > 1 annihilates J
K−1, xi = a1 for 1 ≤ i ≤ K − 1.
Hence, aK1 6= 0 and J
j/Jj+1 = Faj1 + J
j+1 for 2 ≤ j ≤ K.
Let 2 ≤ i ≤ n, aia1 =
∑K
j=2 αja
j
1 and a1ai =
∑K
j=2 βja
J
1 for some αj , βj ∈ F .
Since F is a prime field,
K∑
j=2
βja
j+1
1 = a1aia1 =
K∑
j=2
αja
j+1
1
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So, αj = βj showing aia1 = a1ai. Then a1 ∈ Z(R) and if n = 2 then R is
commutative. So, now we further assume F ∼= F2.
Now let 2 ≤ i, l ≤ n. If ala1 = 0 then aiala1 = 0. This implies that
aial ∈ S. Since F ∼= F2, by reversibility, aial = alai. So, assume ala1 6= 0.
Then aial =
∑K
j=2 γja
j
1, alai =
∑K
j=2 δja
j
1 and ala1 = a1al =
∑K
k=2 σka
k
1 for
some γj , δj, σ ∈ F . Since F ∼= F2 and a1 ∈ Z(R),
K∑
j,k=2
δjσka
j+k−1
1 = alaial =
K∑
j,k=2
γjσka
j+k−1
1
From this, since ala1 6= 0, it can be shown that γj = δj . In any case, aial = alai
and R is commutative.
If m ∈ {4, 5} the only possibilities for D are (1, 1, 1), (1, 1, 1, 1) or (2, 1, 1).
Proposition 3.2 shows in these cases R is symmetric. At this point, if R is
nonsymmetric then F ∼= F2 and |R| ∈ {2
6, 27}. In light of Proposition 3.2 the
only possibilities for D would be (2, 2, 1), (2, 2, 1, 1), (2, 2, 2), (2, 3, 1) or (3, 2, 1).
The next proposition rules out D ∈ {(2, 2, 1), (2, 2, 2), (2, 3, 1)}.
Proposition 3.3. If R is nonsymmetric, F ∼= F2 and D = (2, l, n) then l = 3
and n ≥ 2.
Proof. Assume R is non-symmetric, F ∼= F2 and D = (2, l, n) for some l and n.
Then there exists a, b, c ∈ J\J2 such that abc = 0 and bac 6= 0. If a+J2 = b+J2,
since J4 = 0, bac = a2c = abc = 0. So, a + J2 6= b + J2. It can be similarly
shown that a + J2 6= c + J2 and b + J2 6= c + J2. So, a + J2 and b + J2 are
linearly independent in J/J2 showing J = Fa+ Fb + J2 and c = a+ b + t for
some t ∈ J2. Since R is reversible, 0 = abc = aba + ab2, 0 = cab = a2b + bab
and 0 = bca = ba2 + b2a. So, aba = ab2, a2b = bab and ba2 = b2a. Again by
reversibility, if any degree two monomial involving a and b is in J3, all degree
3 monomials involving a and b other than a3 and b3 are 0. This would mean
bac = 0. So, a2, ab, ba, b2 ∈ J2 \ J3. Assume
αa2 + βab+ γba+ δb2 ∈ J3
for some α, β, γ, δ ∈ F . Considering left and right multiples of a and b we have
that
0 = αa3 + βa2b+ γaba+ δab2
0 = αa3 + βaba+ γba2 + δb2a
0 = αba2 + βbab+ γb2a+ δb3
0 = αa2b+ βab2 + γbab+ δb3
and with aba = ab2, a2b = bab and ba2 = b2a this becomes
0 = αa3 + βbab+ γaba+ δaba
0 = αa3 + βaba+ γba2 + δba2
0 = αba2 + βbab+ γba2 + δb3
0 = αbab+ βaba+ γbab+ δb3.
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Adding the first and second equations,
0 = (β + γ + δ)aba+ βbab+ (γ + δ)ba2.
If β = 1 then either aba = bab or ba2 = bab. In either case, bac = 0. So, β = 0.
Then
0 = (γ + δ)aba+ (γ + δ)ba2
and adding the third and fourth equations above,
0 = (α+ γ)bab+ (α + γ)ba2.
If α 6= γ, bab = ba2. Similarly, if δ 6= γ, aba = ba2. In either case, bac = 0. So,
α = γ = δ. Then α = γ = δ = 1 gives a non-zero solution and a2 + J3, ba+ J3
and b2 + J3 are linearly dependent in J2/J3. From these calculations we see
then that ab + J3, ba+ J3 and b2 + J3 are linearly independent in J2/J3. We
know that J2 = Fa2 + Fab+ Fba+ Fb2 + J3 so l = 3.
It was shown earlier that a2b = bab and ba2 = b2a. So, by reversibility,
either a2b = bab = b2a = ba2 = 0 or a2b = bab 6= 0 and ba2 = b2a 6= 0.
Since ba2 + bab = bac 6= 0, ba2 and bab are both nonzero and hence linearly
independent in J3. So, n ≥ 2.
In Section 4, a few examples of reversible nonsymmetric rings are discussed.
The proof of Proposition 3.3 led to Example 4.1 which turns out to be a minimal
reversible nonsymmetric non-duo ring.
The next proposition takes care of the case when F ∼= F2 and D = (3, 2, 1).
Proposition 3.4. If F ∼= F2 and D = (n, 2, 1) for some n ≥ 2 then R is
symmetric.
Proof. Assume F ∼= F2, D = (n, 2, 1) and R is non-symmetric. Since J
3 6= 0
and J4 = 0, there exists a, b, c ∈ J \ J2 such that abc = 0 and bac 6= 0. Since
R is reversible we can deduce the following: S = {0, bac}, acb = cba = bac 6= 0,
abc = cab = abc = 0, ac, cb ∈ J2 \ J3, ca, bc 6= 0, a2b = aba = ba2, b2a = bab =
ab2 and b2c = bcb = cb2. We know that J2 = Fab+Fba+J3 because otherwise
abc = bac. Since 1 − a is a unit, (1 − a)cb 6= 0 which shows c(1 − a)b 6= 0 and
bc 6= bac. Then bc ∈ J2 \ J3.
Now, cb = αab + βba + s for some α, β ∈ F not both 0 and s ∈ J3. Then
0 6= acb = αa2b+ βaba = (α+ β)a2b so a2b 6= 0 and α 6= β. In any case,
b2c = cb2 = αab2 + βbab = (α+ β)b2a = b2a.
Next, ac = ǫab + ζba + u for some ǫ, ζ ∈ F not both 0 and u ∈ J3. Then
0 6= acb = ǫab2 + ζbab = (ǫ + ζ)b2a so b2a 6= 0. Also, bc = γab + δba + t for
some γ, δ ∈ F not both 0 and t ∈ J3. Then 0 = abc = γa2b+ δaba = (γ+ δ)a2b.
Since a2b 6= 0, γ = δ = 1 showing bc = ab+ ba+ t. Then
0 6= b2a = b2c = bab+ b2a = 0.
Hence, if F ∼= F2 and D = (n, 2, 1) then R is symmetric.
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We have one final case to rule out, that being when |R| = 27 with D =
(2, 2, 1, 1).
Proposition 3.5. If F ∼= F2 and D = (2, 2, 1, 1) then R is symmetric.
Proof. Assume F ∼= F2 and D = (2, 2, 1, 1). Then J = Fa1 + Fa2 + J
2 for
a1, a2 ∈ J \ J
2, J3 = Ft + J4 for some t ∈ J3 and J4 = JJ3 = Fa1t + Fa2t.
Since d4 = 1, we may assume J
4 = Fa1t after renumbering. For some λ ∈ F ,
a2t = λa1t and so (a2 − λa1)t = 0. Replace a2 with a2 − λa1. Since R is
reversible, a2t = 0 = ta2.
There must be a product of 3 elements from {a1, a2} in J
3 \ J4. Let x1x2x3
be such a product. Then a1x1x2x3 6= 0 since a1 does not annihilate J
3. By
reversibility, any cyclic shift of the product is also nonzero. Since a2 annihilates
J3, x1 = x2 = x3 = a1. Hence, a
4
1 6= 0, J
3/J4 = Fa31 + J
4 and J4 = Fa41.
Further more there exists u ∈ {a1a2, a2a1, a
2
2} such that J
2/J3 = Fa21+Fu+J
3.
Note, a1u, a2u, ua1, ua2 ∈ J
4 since a1ua1, a2ua1, ua1a1 and ua2a1 are all 0.
Let a, b, c ∈ R such that abc = 0. If a, b or c is a unit, bac = 0. So assume
a, b, c ∈ J . Then a = α1a1+β1a2+γ1a
2
1+δ1u+t1, b = α2a1+β2a2+γ2a
2
1+δ2u+t2
and c = α3a1 + β3a2 + γ3a
2
1 + δ3u + t3 for αi, βi, γi, δi ∈ F and ti ∈ J
3. First,
if α1 = α2 = α3 = 1 then abc 6= 0. So, by reversibility we may assume α3 = 0.
If β3 = 0, bac = 0. So assume β3 = 1. Since R is reversible and a1a
2
2 ∈ J
4,
a1a
2
2 = a2a1a2. Then
bac = bac− abc = (α2β1 − α1β2)a1a
2
2 + (α1β2 − α2β1)a2a1a2
= (α2β1 − α1β2 + α1β2 − α2β1)a1a
2
2
= 0
Hence, R is symmetric.
We can now prove Theorem 3.1.
Proof to Theorem 3.1. In [10] it was shown that F2Q8 is reversible nonsym-
metric ring of order 256. Let T be a local reversible ring of order less than
256. If J(T )3 = 0, by Lemma 2.4 T is symmetric. So, assume J(T )3 6= 0.
By Lemma 2.1, T/J(T ) is a field and |T | = |T/J(T )|
l
for some l. This im-
plies |T/J(T )| ∈ {2, 3} and 4 ≤ l ≤ 7. This is precisely what was assumed
about R in this section. We reiterate: R is a finite local reversible ring where
|R| = pm ∈ {24, 25, 26, 27, 34, 35}, J(R)3 6= 0, J = J(R), F = R/J , F is a field,
|F | ∈ {2, 3}, di = dimF (J
i/J i+1), D = (d1, d2, . . . , dK) where K is such that
dK 6= 0 and dK+1 = 0.
If m = 4, D = (1, 1, 1) and if m = 5, D ∈ {(1, 1, 1, 1), (2, 1, 1)} then, by
Proposition 3.2, R is symmetric. If m ≥ 6, then |F | = 2. If m = 6,
D ∈ {(1, 1, 1, 1, 1), (2, 1, 1, 1), (2, 2, 1), (3, 1, 1)}
and if m = 7,
D ∈ {(1, 1, 1, 1, 1, 1), (2, 1, 1, 1, 1), (2, 2, 1, 1), (2, 2, 2), (2, 3, 1), (3, 2, 1), (4, 1, 1)}.
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If
D ∈ {(1, 1, 1, 1, 1), (2, 1, 1, 1), (3, 1, 1), (1, 1, 1, 1, 1, 1), (2, 1, 1, 1, 1), (4, 1, 1)},
by Proposition 3.2 R is symmetric. If
D ∈ {(2, 2, 1), (2, 2, 2), (2, 3, 1)},
by Proposition 3.3 R is symmetric. If D = (3, 2, 1), by Proposition 3.4 R is
symmetric. If D = (2, 2, 1, 1), by Proposition 3.5 R is symmetric. So, a local
reversible ring of order less than 256 is symmetric. Again, for reversible rings
local and indecomposable are equivalent conditions. In a ring direct sum, if
a direct summand is nonsymmetric, the ring itself is nonsymmetric. Hence, a
minimal reversible nonsymmetric ring is of order 256.
4 Examples of Minimal Reversible Nonsymmet-
ric Rings
In this section we provide two examples of minimal reversible nonsymmetric
rings, one which is duo and one that is not. The first example is a byproduct
of the proof to Proposition 3.3.
Example 4.1. Let
R =
F2 〈u, v〉
〈u3, v3, u2 + v2 + vu, vu2 + uvu+ vuv〉
.
We will show that this is a minimal reversible nonsymmetric ring that is neither
left nor right duo.
First, R is an 8-dimensional algebra over R/J(R) ∼= F2 with basis
{1, v1 = u, v2 = v, v3 = u
2, v4 = uv, v5 = v
2, v6 = uvu, v7 = vuv}
showing |R| = 256. Second, since
uv(u+ v) = u3 + uv(u+ v) = u3 + uvu+ uv2 = u(u2 + v2 + vu) = 0
and
vu(u+ v) = vu2 + vuv = uvu 6= 0,
R is nonsymmetric. Third, since uv /∈ vR and uv /∈ Ru, R is neither right nor
left duo. Finally, we show R is reversible. Let a, b ∈ J(R) with a =
∑7
i=1 αivi
and b =
∑7
i=1 βivi where αi, βi ∈ R/J(R). Then
ab = (α1β1 + α2β1)u
2 + (α1β2)uv + (α2β2 + α2β1)v
2 +
(α1β4 + α2β3 + α2β4 + α5β1 + α3β2)vuv +
(α1β5 + α2β3 + α4β1 + α5β1 + α4β2)uvu.
8
Assume ab = 0. From the coefficient of uv, α1 = 0 or β2 = 0. Then, considering
the coefficients of u2 and v2 there are three restrictions: (1) α2 = 0 or β1 = 0,
(2) α1 = 0 or β1 = 0 and (3) α2 = 0 or β2 = 0. This produces 7 possibilities
which we list along with their implications.
α1 β2 α2 β1
0 0 0 0 ab = 0
0 0 0 1 ab = α5vuv + (α4 + α5)uvu α4 = α5 = 0
0 0 1 0 ab = (β3 + β4)vuv + β3uvu β3 = β4 = 0
0 1 0 0 ab = α3vuv + α4uvu α3 = α4 = 0
0 1 0 1 ab = (α3 + α5)vuv + α5uvu α3 = α5 = 0
1 0 0 0 ab = β4vuv + β5uvu β4 = β5 = 0
1 0 1 0 ab = β3vuv + (β3 + β5)uvu β3 = β5 = 0
Then for any of these situations,
ba = (β1α1 + β2α1)u
2 + (β1α2)uv + (β2α2 + β2α1)v
2 +
(β1α4 + β2α3 + β2α4 + β5α1 + β3α2)vuv +
(β1α5 + β2α3 + β4α1 + β5α1 + β4α2)uvu = 0.
Hence, R is reversible.
As with the previous example, the next example, which was originally given
in [10], may have been discovered from the proof of Proposition 3.5.
Example 4.2. Let Q8 = {±1,±i,±j,±k} be the quaternions, {xg : g ∈ Q8}
and R = F2Q8 where we write elements of R as F2-linear combinations of
{xg : g ∈ Q8}. Let u = 1 + xi and v = 1 + xj . Since uv(uv) 6= 0 and
vu(uv) = 0, R is nonsymmetric. We first verify these key relations, u4 = 0,
v4 = 0, u2+ v2 = 0, and u2+uv+ vu+uvu = 0. Then one can see that J(R) =
F2u+F2v+J(R)
2, J(R)2 = F2uv+F2vu+J(R)
3, J(R)3 = F2uv
2+F2vu
2+J(R)4
and J(R)4 = F2uv
3. Then we deduce that
R ∼=
F2 〈u, v〉
〈u4, v4, u2 + v2, u2 + uv + vu+ uvu〉
.
These facts fit with the proof of Proposition 3.5 if the restriction of J(R)3 being
principal is removed. Had we found this ring we could have verified reversibility
similar to what was done for Example 4.1 although the proof in [10] is more
elegant. Though their proof is predicated on R being right duo for which their
proof is not straight forward. From our view of R we deduce the duo property
very simply. We need to show that sr ∈ rR for any r, s ∈ R. From the generators
of J(R)i, we see we need only verify that uv ∈ vR and that vu ∈ uR. First,
note that vuv = uvu. Then we have that
vu = u2 + uv + uvu = u(u+ v + vu)
and
uv = u2 + vu+ uvu = v2 + vu+ vuv = v(v + u+ uv).
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To close we point out that we have two examples of minimal reversible non-
symmetric rings, one which is duo and the other which is not. Furthermore, one
has a jacobson radical of nilpotency of 4 and the other of 5. From Propositions
2.4 and 3.2 we see that the nilpotency of jacobson radical must be between
4 and 6. Can we find a minimal reversible nonsymmetric ring that has a ja-
cobson radical of nilpotency 6? From the results in Section 3 we know that
D = (2, 2, 1, 1, 1) (as defined in Section 3) if such an example exists. Also, in
viewing the proof to Proposition 3.4, is there a minimal reversible nonsymmet-
ric ring with D = (3, 2, 2). Finally, can we identify all the minimal reversible
nonsymmetric rings?
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