Abstract. Stability property in Cramer's characterization of the normal law is considered in case of identically distributed summands. Opposite results are obtained in the problem with respect to the Kolmogorov metric, and the total variation norm and the entropic distance from the other side (addressing a question of M. Kac).
Introduction
A well-known theorem due to Cramer [Cr] states that, if the sum, say X + Y , of two independent random variables X and Y has a normal distribution, then both summands X and Y have to be normal. P. Lévy showed that this characterization property is stable in the topology of weak convergence of probability distributions on the real line. Using Lévy's metric, L (F, G) , to measure distances in weak convergence between any distribution functions F , G, there exists for any ε > 0 a number δ ε , depending on ε only, such that δ ε → 0, as ε → 0, and L(F * G, Φ) < ε implies L(F, Φ a 1 ,σ 1 ) < δ ε and L(G, Φ a 2 ,σ 2 ) < δ ε , for some a 1 , a 2 ∈ R and σ 1 , σ 2 > 0.
Here Φ a,σ denotes the distribution function of the normal law N (a, σ 2 ) with mean a and variance σ 2 . In the standard case, where a = 0 and σ = 1, we shall omit these indices. Furthermore, let F * G denote the convolution of the corresponding distributions.
There are similar results in terms of the Kolmogorov distance, including sharp quantitative estimates for the rate function δ ε . Here we refer to , [Z1-3] , [M1-2] , [L-O] , [Se] , [C1-2] , , [C-G] , [B-C-G2] . Other results in this context study characterizations and stability problems for distributions of more complicated functionals of independent summands, including linear and quadratic forms (cf. e.g 
. [K-L-R], [Ch-P-U]).
In the mid 1960's M. Kac, and then H.P. McKean raised the question of the stability in Cramer's theorem with respect to the entropic distance to normality; see [MK] , pp. 365-366. Let us recall that, if a random variable X with finite second moment has density p(x), the entropic distance of the distribution of X to a normal distribution, or to Gaussianity, is defined by
where ϕ a,σ stands for the density of a normal random variable Z with parameters a = EX, σ 2 = Var(X), and where
denotes the classical entropy functional. The quantity D(X) represents the shortest distance from the distribution F of X to the family of all normal laws on the line with respect to the Kullback-Leibler distance.
In general 0 ≤ D(X) ≤ +∞. Similarly as in the case of the Kolmogorov (or uniform) distance F − Φ a,σ = sup x |F (x) − Φ a,σ (x)| and as in the case of the total variation distance F − Φ a,σ TV , the value of D(X) does not depend on the mean or the variance of X. This distance is stronger than the total variation, in view of the Pinsker (or Pinsker-Csiszár-Kullback) inequality, which yields
Thus, Kac's question may be rephrased as to whether or not smallness of D(X + Y ) for independent summands implies the smallness of D(X) and D(Y ). A negative answer to this question with non-identically distributed summands has recently been given in [B-C-G1] . Surprisingly the random variables X and Y in another counter-example to the Kac conjecture can be chosen to be identically distributed. More precisely, we prove in this note the following: Theorem 1.1. For any ε > 0, there exist independent random variables X and Y with a common absolutely continuous symmetric distribution F such that a) D(X + Y ) < ε ; b) F − Φ a,σ TV > c, for all a ∈ R and σ > 0, where c > 0 is an absolute constant. In particular, D(X) is separated from zero.
As it is shown below, the distribution F in Theorem 1.1 may be chosen to be more or less well behaved. For example, in addition to the properties a) − b) (with constants c depending on α) it may have an almost standard normal density p in the sense that, for a prescribed α ∈ (0, 1),
In other words, a rather small oscillation of p around ϕ suffices to separate F and Φ, while at the same time moving F * F arbitrarily close to Φ * Φ in a strong metric, like the total variation and even entropic distance. Let us duscuss this result in view of previous variants of stability in the Cramer theorem for the Kolmogorov distance, which is essentially due to , [B-C-G2] ). If independent random variables X and Y have mean zero and (equal) variances Var(X) = Var(Y ) = 1, but not necessarily equal distributions, say, F and G, then the condition
with some absolute constant C. This bound is asymptotically optimal for small values of ε (cf. [M1] , [C1] ). However, in case of identically distributed summands, it is rather far from being optimal, since the bound can be improved to a polynomial rate. Il'in [I] observed that, if F has a median at zero (which is actually not important), the condition F * F − Φ * Φ ≤ ε with ε small guarantees that
We shall first sharpen the exponent in this estimate. In contrast to Sapogov's result, this can be done without using heavy tools from Complex Analysis, but rather using classical probabilistic arguments that involve Berry-Esseen's bound and Plancherel's formula. Theorem 1.2. If a distribution function F satisfies F * F − Φ * Φ ≤ ε < 1/e, then we obtain with some absolute constant C
Perhaps this bound is still not asymptotically attainable, and the exponent 2/5 might be replaced with 1/2 modulo a logarithmic factor. In order to see that the exponent 1/2 is unimprovable, we construct another family of probability distributions and prove: Theorem 1.3. For any ε ∈ (0, 1/e), there exists a probability distribution F on the real line, such that F * F − Φ * Φ ≤ ε, while
where c > 0 is an absolute constant.
In fact, even in the case of a stronger hypothesis, such as F * F − Φ * Φ TV ≤ ε, one can obtain a similar inequality F − Φ ≥ c ε 1/2 log −1/2 (1/ε).
Finally, let us emphasize that the stability property itself for identically distributed independent random variables (similar as in Theorem 1.2) remains valid for a large class of probability distributions on the line, viewed as "points of attraction" (although, in general, the Lévy distance should replace the Kolmogorov distance for an improved control of weak convergence). In other words, there is nothing special about the normal law in Theorem 1.2 beyond the problem of optimal rates. This can be seen from the following more general result. Theorem 1.4. Assume a distribution function G has a real positive characteristic function. There exists a positive, increasing function α = α G (ε), such that α(ε) → 0, as ε → 0, and the following property holds. For any distribution function F satisfying
Here, the assumption on the positivity of the characteristic function of G cannot be removed. For example, it is well-known (cf. [F] , Chapter XV) that there exist two different distributions F and G on the real line, such that F * F = G * G. Hence, G contradicts to the conclusion of Theorem 1.4. One of these distributions, say G, has a non-negative 2-periodic characteristic function g defined by g(t) = 1 − |t| for |t| ≤ 1, while F has the characteristic function f (t) = 2g(t/2) − 1.
The organization of the paper is as follows. In Section 2 we derive an elementary, but useful bound on the deviations of characteristic functions in terms of the Lévy metric. In Section 3 we consider some properties of squares of characteristic functions. Theorem 1.4 is proved in Section 4. Some additional technical bounds needed for the Gaussian case are collected in Section 5. The proof of Theorem 1.2 is completed in Section 6. Sections 7-9 are devoted to the proof of Theorem 1.1. Finally, Theorem 1.3 is proved in Section 4. 
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A Bound on Deviations of Characteristic Functions
Throughout the paper we deal with the following classical metrics in the space of all probability distributions on the real line:
1) The Kolmogorov distance
2) The Lévy distance
3) The total variation distance
where the sup is taken over all finite collections of points y 1 < x 1 < · · · < y n < x n .
Here, F and G denote arbitrary distribution functions. Introduce the characteristic functions
Lemma 2.1. For all t ∈ R and N > 0,
Here G{|x| > N } = {|x|>N } dG(x), and we use similar notations below. Proof. The argument is rather standard, and we include it for completeness.
Put h = L (F, G) . Without loss of generality, one may assume that N and N ± h are points of continuity of both F and G. Given t ∈ R, write
The last integral is bounded from above in absolute value by
Also, by the definition of the Lévy distance,
Hence, the last integral in (2.2) is bounded by
Next, integrating by parts, we have
(2.6) Now, let's turn to the integral in (2.5) over the interval (−N − h, N + h). Again, by the definition of the Lévy distance,
and similarly,
Each of the last two integrals does not exceed h, so
Together with the bounds (2.3) and (2.6), we obtain that
which is exactly (2.1).
Remark. With the same argument one may derive a similar inequality in terms of the classical β-metric defined in the space of all probability distributions via
where u BL = sup x |u(x)| + u Lip , cf. [D] , Ch.11. Replacing the function e itx in the proof of Lemma 2.1 with u(x) and maximizing over all admissible u, one arrives at
There is also an elementary reverse bound as well L(F, G) ≤ 2 β (F, G) .
Note that there is a slight refinement in Lemma 2.1 when switching to the Kolmogorov distance.
Lemma 2.2. For all t ∈ R and N > 0,
Indeed, write
The last integral is bounded in absolute value from above by
In addition, integrating by parts, we have
which is bounded in absolute value by 2 F − G (1 + N |t|). The two bounds lead to (2.7).
Squares of Characteristic Functions
Let F and G be two distribution functions with characteristic functions f and g, respectively. We want to estimate the difference f (t) − g(t) on large intervals in terms of the Lévy distance L(F * F, G * G) between these convolutions. When g is real and positive, we shall use the following special quantity, which we denote by T g .
Notation.
Define
where we put T g (ε) = +∞ in case |g(t)| > ε, for all t > 0.
To simplify the right-hand side, let X, X be independent random variables with distribution function G. Then
Replacing N with 2N , we thus get from (3.1) that
Now, assume that g(t) is real and positive.
and therefore |g(t 0 )| ≤ √ ε . But, if ε is small enough, the inequality |g(t 0 )| ≤ √ ε is possible for sufficiently large t 0 , only.
Thus, we conclude that
provided that ε ≤ 1. Hence,
On the other hand, the inequality |f (t) 2 − g(t) 2 | ≤ ε requires that
But for |t| ≤ T g ( √ ε ) we have Ref (t) ≥ 0, so the second assertion would imply that g(t) ≤ √ ε , which is only possible for |t| ≥ T g ( √ ε ). Hence,
One can summarize:
Lemma 3.1. Assume that G has a real positive characteristic function g. Suppose that L(F * F, G * G) ≤ ε, and for N > 0 and t ∈ R, let
Remark 3.2. Using similar arguments, and taking into account Lemma 2.2 and the inequality (2.7), the stronger assumption 4) provided that ε ≤ 1 and |t| ≤ T g ( √ ε ).
Stability Theorem
We are now ready to establish the stability property of convolutions for equal factors with respect to the Lévy distance, as described in Theorem 1.4.
It is enough to show that, for any δ > 0, one can find ε > 0, depending on ε and
We may additionally assume that the characteristic function g of G is vanishing at infinity (otherwise, a slight modification of the argument is needed). Under this assumption, the function ε → T g (ε) is finite for 0 < ε < 1. In addition, it is non-increasing and satisfies
We shall use the so-called λ-metric, introduced by Senatov and Zolotarev [S-Z]:
Thus,
Assume L(F * F, G * G) ≤ ε and apply Lemma 3.1 with, say, N = ε −1/3 . If |t| ≤ ε −1/3 , we may bound ε in (3.2) by ε ≤ ε G (ε) → 0, as ε → 0, with some positive function ε G , depending on G, only. Put
Then the conclusion (3.3) in Lemma 3.1 takes the form
where Y ≥ e may be any number, satisfying
The Gaussian Case
In order to find an explicit rate function α(ε) in the Gaussian case, one could use similar arguments as in the proof of the more general Theorem 1.4. However, this would lead us to unappropriate rates. So, we have to return to Lemma 3.1 (or Remark 3.2 concerning the Kolmogorov distance) and apply it in a more sophisicated way.
Thus, let G = Φ denote the standard normal distribution, and assume that, for a given distribution function F , we have
with ε ∈ (0, 1/e]. Note that, since Φ has a bounded density, it does not matter whether the Lévy or Kolmogorov distances are used to measure distance. We need to find appropriate bounds for the difference of the characteristic functions, f (t) − g(t), where now g(t) = e −t 2 /2 , on different intervals of t-axis.
First, in order to control the relatively small values of t, we apply Remark 3.2 with the value N = 2 log(1/ε). In particular, Φ{|x| > N } ≤ e −N 2 /2 = ε, so the quantity ε in (3.4) for ε ≤ 1 e is bounded by 4ε 1 + 2 log(1/ε) |t| + 4ε = 8ε + 4ε 2 log(1/ε) |t|.
For |t| ≤ N , the last expression may be bounded from above by 8 ε + 8 ε log(1/ε) ≤ 16 ε log(1/ε).
Thus, in case ε ≤ 1/e, the concluding inequality (3.3), |f (t) − g(t)| ≤ √ ε , holds with ε = 16 ε log(1/ε), provided that ε ≤ 1 and |t| ≤ min{N,
since the inequality on the left is equivalent to e −N 2 /2 ≤ √ ε , that is, 16 ε log(1/ε) ≥ ε 2 , which is true for ε ≤ 1/e. By Lemma 3.1/Remark 3.2, we obtain: Lemma 5.1. Assuming (5.1), with ε = 16 ε log 1 ε ≤ 1 and |t| ≤ log(1/ε ), we have
Furthemore, in order to control the deviations of f (t) around g(t) for very small values of t, or for relatively large t, a truncation procedure will be needed.
Definition. Given a random variable X with distribution function F , put X * = X in case |X| ≤ M and X * = 0 in case |X| > M , where
Denote by F * the distribution function and by f * the characteristic function of X * .
Since F * is supported on the interval [−M, M ], its characteristic function satisfies, for all t,
Using a similar inequality for the normal distribution, we have that
Before using this bound, one needs to quantify the distance between F * and F in the Kolmogorov metric. More generally, the next lemma allows to reduce Theorem 1.2 to the case of compactly supported distributions.
Lemma 5.2. Under (5.1),
Proof. The argument is rather standard. With a slight modification we borrow it from [S1], [Se] , where the non-i.i.d. case is treated.
Assume that ε is small enough, say, ε ≤ ε 0 = 1 4 − Φ(−1) = 0.091345.... This assumption allows one to bound a median m = m(X). Indeed, taking an independent copy Y of X and applying (5.1), we get
With a similar bound for −m, we obtain that |m(X)| < 1.
(5.4)
To simplify matters, we may assume that M is a point of continuity of F . By definition,
Hence, by (5.1) once more,
and, by (5.4),
, where F is treated as a measure. Now, for x < −M , we have |F * (x) − F (x)| = F (x) ≤ 6ε, and similarly for
, and if 0 < x < M , we have F * (x) = F (x) + (1 − F (M )). In both cases, |F * (x) − F (x)| ≤ 6ε. Therefore,
From this, by the triangle inequality,
Finally, by (5.1) and the triangle inequality again, we get
Thus, the bounds (5.3) hold for the values ε ≤ ε 0 . For the range ε > ε 0 , they hold automatically, since 13 ε 0 > 1. Thus, Lemma 5.2 is proved.
Lemma 5.3. Let ε = 16 ε log 1 ε ≤ 1/e and T 1 = log(1/ε ) < T . If F is supported on [−M (ε), M (ε)], then, assuming (5.1), we have
where C is an absolute constant.
Proof. Recall that g(t) = e −t 2 /2 . Since
one may apply Plancherel's formula
By the assumption (5.1), the integrand on the right-hand side is bounded by ε 2 , so
On the other hand, since F is supported on [−M, M ], for the region x > 2M we have (F * F )(x) = 1, while (F * F )(x) = 0 in x < −2M . Hence, in terms of a standard normal random variable Z,
With a similar bound for the region x < −2M , we can estimate the right integral in (5.5) by (1 + 4M )ε 2 < 5M ε 2 , which results in
Now, just write
so that (5.6) implies
Since T 1 ≥ 1, the last integral does not exceed
with some absolute constant C. Hence we get (using a different constant), for any T > T 1 ,
Applying Hölder's inequality with exponents p = 4, q = 4/3 with respect to the measure dµ(t) = dt/t 2 on the interval [T 1 , T ], and using (5.7), we get that
Thus, with some absolute constant
It remains to note that 1 √ 2π
Thus, Lemma 5.3 is proved.
Proof of Theorem 1.2
According to Lemma 5.2, we may assume that the distribution F is supported on the interval [−M, M ], where M = M (ε) = 1 + 2 log(1/ε) with ε > 0, such that ε = 16 ε log
In particular, the characteristic function f of F satisfies the bound (5.2). At this point we shall employ the Berry-Esseen bound (cf. e.g. [P] ): For any T > 0,
where c 1 , c 2 > 0 are universal constants and g(t) = e −t 2 /2 . We split the integral into the three parts. Put
Clearly, T 0 < T 1 . The value T > T 1 will be of order ε −2/5 modulo a logarithmic term, and will be specified somewhat later. Anyway, log T ≤ C log 1 ε with some absolute constant. By (5.2), the part of the integral (6.1) over the interval 0 < t < T 0 does not exceed 2M (ε) √ ε ≤ 8 ε log(1/ε).
By Lemma 5.1, the integral along the interval T 0 < t < T 1 does not exceed 4 ε log(1/ε) (log T 1 − log T 0 ).
Since − log T 0 = 1 2 log 1 ε and log T 1 is of order log log 1 ε , we conclude that
with some absolute constant C.
To bound the integral along the interval T 1 < t < T , we apply Lemma 5.3, which yields the bound CT 1/4 ε log(1/ε) .
Collecting all these bounds and applying (6.1), we arrive at
with some absolute constant C. It remains to choose the value T = (ε log(1/ε)) −2/5 , which is almost optimal. Thus, Theorem 1.2 is proved.
Oscillating Densities
Let us now focus on Theorem 1.1. At first we shall describe the class of probability distributions on the real line, which provide a counter-example to Kac's conjecture. Given parameters T > 0 and α ∈ (0, 1], put
where ϕ denotes the density of the standard normal law, and c = c T > 0 is a normalizing constant (meaning that c depends both on T and α). Denote by F T the corresponding distribution function,
By construction, the density p T has oscillations around ϕ, bounded by a multiple of αϕ. When T is large, this type of oscillation on one hand provides closeness of p T to ϕ in the weak sense, but on the other hand also separates p T from the normal in the strong sense.
To carefully develop the participating Fourier transforms, we start with a well-known elementary identity.
Lemma 7.1. For all complex numbers a and z, such that Re(z) > 0,
where √ z is the principal branch of the square root function in the half-plane Re(z) > 0.
For example, applying (7.3) with a = 0, z = 1 − 2iT , we find that e iT x 2 ϕ(x) dx =
Write cos(T x 2 ) = 1 2 e iT x 2 + 1 2 e −iT x 2 , so that to express the normalizing constant c = c T in (7.1) explicitly in terms of T and α:
As an immediate consequence, we obtain:
Thus, c T → 1, as T → +∞, uniformly over all allowed values of α. From (7.4), whenever T ≥ 4, one easily has
For T ≥ 4, one also has a uniform bound
Moreover, one can easily compute the characteristic function f T of F T , by applying (7.3) with a = it and z = 1 ± 2iT . Namely, for all t ∈ R, we get
and using Lemma 7.2, we arrive at the following conclusion.
Proposition 7.3. Uniformly for all α ∈ (0, 1], we have F T → Φ weakly, as T → +∞.
Equivalently, L(F T , Φ) → 0 for the Lévy distance.
To test the closeness with respect to the total variation norm, write
Restricting the integration to 0 < y < T and assuming T ≥ 1, we obtain that
for some absolute constant κ > 0. Hence, using the upper bound in (7.5),
One may now combine this bound with (7.6) and summarize.
Proposition 7.4. For some absolute constants T 0 > 0 and κ > 0,
Computations and Bounds for Convolutions
In the following we shall study the behaviour of the convolutions p T * p T for the growing parameter T . Again applying Lemma 7.1 as in the previous section, one can obtain explicit formulas for the densities of convolutions (so, the formula for the characteristic function f T is not needed).
In analogy with notations for distribution functions, for integrable functions p(x) and q(x) we write (p * q)(x) = p(x) * q(x) = p(x − y) q(y) dy.
For T real, define
In particular, u 0 = ϕ, so
Step 1. More generally, in the integral
we change variable via y = 
where we used (7.3) with a = iT x √ 2 and z = 1 − iT . Thus,
1+T 2 has a positive real part, we obtain that
Applying a similar representation to −T and using cos(T x 2 ) ϕ(
Step 2. Here, similarly as before, consider the convolution
Step 3. Using (x − y) 2 − y 2 = − √ 2 xs, we get
((x−y) 2 +y 2 ) dy
where now we applied (7.3) with a = −iT x √ 2 and z = 1. Hence,
Step 4. Furthemore, for T > 0, consider the convolution
Representing
and applying the Steps 2-3 (i.e., relations (8.3) and (8.4)), we obtain that, for all x ∈ R,
Step 5. Given T > 0 and α ∈ [0, 1], at last consider
By
Step 1 (the inequality (8.2)) and Step 4 (the inequality (8.5)), we get
Finally, for the density p T , introduced in (7.1), we have ζ T = c 2 T p T * p T . Using (8.6), we obtain that
By (7.4)-(7.5), if T ≥ 4, we have |
. Hence, the right-hand side of (8.7) does not exceed
Thus, we have arrived at:
Lemma 8.1. Given T ≥ 4 and α ∈ [0, 1], for all x ∈ R, (8.8) 9. Proof of Theorem 1.1
Having established Proposition 7.4 and Lemma 8.1, we may proceed with the last step of the proof of Theorem 1.1. More precisely, for large values of T , we need to verify statement a) in Theorem 1.1 for the distributions F = F T described in (7.1)-(7.2). Note that statement b) is provided by Proposition 7.4, when α is separated from zero (take α = 1, for example).
Let us recall that in the setting of an arbitrary probability space (Ω, µ), the Kullback-Leibler distance (also called informational divergence) is well-defined for any probability measure ν, which is absolutely continuous with respect to µ. Namely, if u is density of ν with respect to µ, the distance is given by Indeed, if u ≥ 1/e, we have |u log u| ≤ log((A + 1)e) |u − 1|, by the mean value theorem. For 0 ≤ u ≤ 1/e the latter inequality holds automatically, since u log u is decreasing on that interval.
Proof of Theorem 1.1. On the real line Ω = R, taking µ to be the normal law N (0, 2) with mean zero and variance 2, and taking ν to be the distribution F T * F T , the corresponding density u in Lemma 9.1 is given by
By Lemma 8.1 with T ≥ 4, we have |u − 1| ≤ 8.5. Hence, the assumption of Lemma 9.1 is fulfilled with A = 8.5. Using log((A + 1)e) < 4, we obtain by (9.1) and (8.8) that
where C is an absolute constant. Finally, let us apply the well-known fact that, if a random variable ξ has a distribution ν, which is absolutely continuous with respect to Lebesgue measure and has a finite second moment, the entropic distance D(ξ) to normality represents the shortest Kullback-Leibler distance from ν to the class of all normal laws. That is,
with minimum being attained for a = Eξ, σ 2 = Var(ξ). Hence, if X T and Y T are independent random variables distributed according to F T , by (9.2)-(9.3), applied with ξ = X T + Y T , we obtain that
Note there is no need to compute the parameters a and σ 2 for ξ. Hence, Theorem 1.1 is now proved.
10. Proof of Theorem 1.3
To prove Theorem 1.3, we introduce another family of probability distributions on the real line, which oscillate around the standard normal law and can be described by explicit formulas for their distribution functions. Using distribution functions seems more convenient for estimating the Kolmogorov distances compared to an "explicit density approach". This family has a much simpler structure than the family described in the proof of Theorem 1.1, and it can also be used to construct a counter example to Kac's question -however, not in the i.i.d. case.
Given T large enough (say, T ≥ 6), consider the distribution function
where T 0 = 4 √ log T and, as before, Φ and ϕ stand for the density and the distribution function of the standard normal law. If cos(T 2 0 ) = 0, which we may assume from now on, F T has density
Since T 0 < T , the function p T is positive and continuous everywhere (except for |x| = T 0 ). Since in addition F T (−∞) = 0 and F T (+∞) = 1, F T is indeed a distribution function. It is easy to check that, if X T is a random variable with distribution F T , we have EX T → 0 and Var(X T ) → 1, as T → +∞.
It follows immediately from the definition that |F T (x) − Φ(x)| attains its maximum at the origin, which we formulate below in terms of the Kolmogorov distance.
Lemma 10.1. For all T > 0, we have
Hence, to prove Theorem 1.3, it will be sufficient to show that for the corresponding convolutions the distance
is of order 1/T 2 modulo a logarithmic factor. Consequently, one may take ε to be of order 1/T 2 .
The remaining part of this section is devoted to the confirmation of this conjecture. Here and below, the convolution operator is applied to functions of bounded variation that are regarded as positive or signed measures. For example,
Rewrite F T in the form F T = Φ + G T + H T , where
Obviously, we have the bounds G T TV < 1 and H T TV < e −T 2 0 /2 , hence the sum of the last two terms in (10.2) has total variation less than 5 e −T 2 0 /2 = 5/T 8 .
The remaining convolutions in (10.2) are readily computable. Changing the variable y = Taking into account the previous bounds, we get the following preliminary conclusion.
Lemma 10.2. If T ≥ 6, we have
where the function G T is defined in (10.1) and U T has a total variation less than 7/T 4 .
It remains to proceed to the last step. The following simple identity is verified directly. ((x−y) 2 +y 2 ) dy.
, we get T 0 y + T 0 (x − y) = T 0 x and T 0 y − T 0 (x − y) = T 0 √ 2 s, so It remains to collect these formulas, and the proof is complete.
Proof of Theorem 1.3. In view of the equality of Lemma 10.3, we first note that xe −x 2 /4 < 1 and obtain that 4T 2 |G T (x) * G T (x)| < T 0 , whenever T ≥ 6. By Lemma 10.2,
Hence, choosing T = ε −1/2 log 1/4 (1/ε) with ε > 0 small enough, we get F T * F T − Φ * Φ < ε, while, by Lemma 10.1,
Thus, Theorem 1.3 is proved.
Remark. Inspecting the last step of the proof of Lemma 10.3, one recognizes that there is a stronger property, namely, T 2 G T * G T TV < CT 2 0 , which, by Lemma 10.2, leads to
with some absolute constant C. Hence, modulo a logarithmic factor, the statement of Proposition 1.3 may be sharpened: For ε > 0 small enough and T of the same order ε −1/2 log 1/4 (1/ε), we have F T * F T − Φ * Φ TV < ε, while F − Φ > cε 1/2 log −1/2 (1/ε), where c > 0 is an absolute constant.
