I. INTRODUCTION
I N PRACTICAL circuit and systems design it is often required to approximate certain specified characteristics with physical realizable response functions in such a way that the maximum deviation is minimized. Such Chebyshev or minimax solutions are usually not obtainable by analytical means in general cases with arbitrary specifications or when strongly frequency dependent elements are used in broadband systems design. It is therefore well motivated to try to develop iterative schemes to achieve performance approximations that are optimum in the minimax sense.
Ishizaki and Watanabe [I] and Osborne and Watson [2] introduced very similar approaches with successive local linearizations of the nonlinear equations. However, these methods may fail to converge if certain singularities are present. Bandler et al. have developed an algorithm not requiring derivatives [3] and also an algorithm which uses gradient information of one of more of the highest ripples in the response error function [4] . Recent work by Bandler and Charalambous [S], [6] used at least pth approach together with a gradient optimization algorithm to provide minimax solutions. This paper describes a new algorithm that is based on successive linear approximations to the nonlinear functions defining the problem. The resulting linear systems are solved in the minimax sense with automatically adjusted bounds on the solutions, depending on the goodness of the linear approximations. This approach has proved successful in least-squares approximation problems [7] . Unlike some of the previous developed methods, the present algorithm avoids expensive line searches. Although the method is intended for solution of a wjde range of nonlinear minimax problems, it will be compared here with other algorithms solving cascaded transmission-line transformer problems. The versatility of the algorithm is finally demon$trated by optimal design of microwave reflection amplifiers. 
At the kth stage of the algorithm a minimax solution bk to the linearized system fj@k)
i is found subject to the constraints Ilbkll = max lhkil I Ak. I (5) & is automatically adjusted during the process to try to provide the inequality F&k + -hk) < F&k) (6) allowing a new approximate solution to be defined as &,+I = &, + -hk*
Thus the value of 1, should depend on the goodness of the linear approximations to (2) at & = &. The more the residuals fj differ from a set of linear functions in the neighborhood of &k, the smaller I, should be chosen. Correspondingly, if the linear approximations are very good, and s, is not near a minimum, we will allow the next step to be larger by choosing a larger value of &+ 1. This strategy offers a greal deal of flexibility because it allows the algorithm to adapt to the local behavior of F(s).
B. Detailed Mathematical Description
Let F(_x,_h) be defined through
YenmarK. This subproblem may be solved by a standard linear programming routine. However, we have solved the subproblem by a method similar to the exchange algorithm [9] , which is more efficient than the linear programming method. The value &+r is defined as follows. If w (13) AFk I a AFk (14) where0.01 < a < 1, wechoose1,+, = BII-hkll, 0 < /3 < 1. As a consequence of this we will have 2, + r I /33Lk in the case where &+ r = -x,. This strategy ensures convergence because (12) will be positive for ll-hklI sufficiently small, unless a local minimum is reached. Experiments have shown that the values a = /? = 0.25 are appropriate, so in the computer' program we use these constants.
If (14) 
is a measure of the goodness of the linear approximation, we choose &+i = 21/&/l. In practice this will mean that if the linear approximation is very good, and z, is not near a local minimum, we will have 3Lk+ r = 22,.
If neither (14) nor (15) is satisfied, we let A,+i = ll_hklI. For the sake of clarity, a flow-diagram of the algorithm is shown in Fig. 1. the minimization subprogram and to code a subroutine for calculating the residuals and the sensitivities. On entry initial estimates of _x and A should be provided together with parameters n, m, and E. Since the bounds are adjusted by the subroutine the choice of the initial value of 1 is not critical. We suggest a value near 10 percent of the norm of the starting vector. In all the runs quoted in this paper the initial value of E. has been set equal to 0.1. The iterations are stopped whenever the convergence criterion where E is a small user-specified number, is met. It can be shown that the algorithm has sure convergence properties. The interested reader is referred to [8] for the rather lengthy and space-consuming convergence proofs.
The program package is available from the authors on request.
III. NUMERICAL RESULTS A. Comparison with Other Algorithms

C. Practical Implementation
The proposed algorithm has been implemented for a digital computer (IBM 370/165) in double precision Fortran IV. The package is user-oriented and very simple to apply. The user only needs to know the parameter list of To compare the proposed algorithm with already published minimax and least pth algorithms, the wellknown two-and three-section cascaded transmission-line 10: 1 transformers, see Fig. 2 , have been optimized over a loo-percent bandwidth. These test problems were introduced in [3] . The residualsfj have been correspondingly defined as fj(Z) = 3lPj(&)l"9 j = 1,2;**,11 (18) Characteristic impedances Z and electrical lengths 0 (radians at center frequency).
where the 11 normalized sample frequencies Gj are (0.5, 0.6, 0.7, 0.77, 0.9, 1.0, 1.1, 1.23, 1.3, 1.4, 1.5) in the threesection case and uniformly spaced in the two-section case. The gradients afj/axi are conveniently obtained using scattering matrix sensitivities [lo] , [ 1 l] based on the adjoint network concept [12] , [13] . S' mce the network is reciprocal, only one network analysis is required to find the sensitivities. The basis of algorithm comparisons is the number of total network frequency analysis (including evaluation of the gradients) that is required to bring the maximum reflection coefficient
within 0.01 percent of its known optimum value for the two-section transformer (0.42857) and to bring (19) within 5 decimals accuracy (0.19729) in the three-section case.
For our method we also quote the number of iterations used to bring (19) within 1 percent, 0.1 percent, and 0.01 percent of the optimum value.
With fixed quarter-wave lengths some results are given for the two-section case in Fig. 3 Table I comparisons are made with some previously published algorithms [3] -[53.
In Fig. 4 results for the three-section transformer are shown using the starting point (Z,,Z,,Z3) = (1.0,3.16228, 10.0) and keeping the lengths fixed at the optimum values n/2. In Table II , left column, also comparative results obtained in previous works [2] - [4] are tabulated.
The following two examples concerned with the threesection case varying both impedances and lengths exhibit a type of singularity-at the solution that causes extremely slow final convergence. From the discussion in Section IV it follows that when the system is singular at the solution, CY ought to be chosen smaller and /? larger than in the nonsingular case. In order to illustrate this point we present the number of function evaluations used by our algorithm for various values of (cc,/?) in Table II , right columns. The numbers also illustrate the point that the initial rate of convergence will normally not be affected by the singularity of the system. Also the corresponding results from the literature [2] - [4] , [6] are quoted. In [6] two least pth algorithms (with modifications) were presented. However, for the sake of brevity only the most favorable results are quoted here. From Tables I and II it occurs that our algorithm performs quite good on the particular test problems under consideration.
B. Optimum Design of Reflection AmpQers -'
Consider a reflection amplifier with a transferred electron device represented by its measured small signal impedance, Fig. 5 . An equalization network consisting of cascaded transmission line sections in front of the device is assumed in order to provide tuning facilities. The entire amplifier is then adequately modeled in analogy with the transformers previously described in Fig. 2 , the voltage gain at the sample frequency tij being given by IPjl. 7c/2,7c/2) results are revealed in Table III and Fig. 6 . Note that the starting point corresponds to the nonexistence of a tuning structure, i.e., no a,priori information has been used in selecting the initial values of the optimization parameters. It has not been the purpose of this section to deal with problems such as stability, discontinuity capacitances, device package parameters, etc., related to reflection-type amplifiers. Concerning these problems, the interested reader is referred to the literature, for example, [14] .
IV. DISCUSSION
The last two test problems considered in Section III-A belong to a class of minimax problems that are -singular in the following sense. Normally, at a minimax solution the extreme values of the residuals are attained in at least n + 1 points. In these two test problems, however, n = 6, but the optimum response only has r = 4 maxima [3] . Because of the continuity this means that near the solution r of the functions fj will determine F(s), and it can be shown that the corresponding r linear approximations of the form (4) are linearly dependent. Therefore, the unrestricted solution to (4) may not exist, and if it exists it will have the property ll!rkll -+ co. Consequently, we obtain convergence only because of the bounds (5) . This inconvenience may of course be eliminated, if, for example, the line lengths are kept fixed at the optimum values while searching for the optimum impedances.
Because of the linear dependence F(s) describes a steep valley near the optimum, and, consequently, the linear approximations must be very accurate in order to ensure a decreasing sequence of function values. This means that (14) often will be satisfied and as a result the bound on the step lengths will be very small, which means many iterations. Therefore, the conditions for decreasing the bound must be mild, which means that c1 must be smaller and that /I must be larger.
Note that the difficulty only occurs when x, is near the optimum, so we will have a fast initial convergence in all cases. The rather slow final convergence in the singular case is characteristic for methods using the objective function F(s) (this method, [I]- [4] ), whereas methods that work with smoother objective functions (e.g., [6] ) probably are superior at this point. When our algorithm is applied to nonsingular problems, the final rate of convergence is quadratic [S]. If, however, it is known in advance that the problem is singular we adjust the constants CI and p to improve the final rate of convergence.
V. CONCLUSION
A nonlinear minimax optimization method has been developed and documented. The comparisons that have been carried out with published algorithms seem to indicate that the proposed algorithm is quite effective in achieving optimal minimax solutions to specific network design problems. Also more practical design problems have been satisfactorily solved by the algorithm, namely, design of equilization networks for microwave reflection-type amplifiers using measured small-signal data for the active device. 795 The problems arising from singularities have been briefly discussed and suggestions have been made as to increase the final rate of convergence in such singular cases.
It is believed that the present method will find widely spread applications within the field of network design and other fields in which solution of nonlinear minimax problems is essential. been proposed and investigated for changes in one [I], [4] or more Cl], [5] , [6l P arameters, but there still exists a need for further assessment and comparative evaluation.
The effect of simultaneous large changes in more than one parameter is frequently of interest. The circuit designer may be interactively and dynamically adjusting a number of parameters in order to achieve a desired circuit response. Or, the changes may be automatic, as in a Monte-Carlo statistical circuit analysis [7] . The need to examine the consequence of change in the physical properties (e.g., temperature, doping level) of a circuit also involves the exploration of simultaneous parameter changes [S]; as does the calculation of performance contours [9] . This paper examines two algorithms originally employed to predict the effect of single large parameter changes in a linear circuit, and determines their efficiency when extended to deal with simultaneous multiparameter variation. One outcome is an extremely efficient algorithm which is appropriate when the sets of component changes represent combinations of individual component changes. Engineering applications of this approach-known as systematic exploration-are briefly illustrated.
