We provide explicit formulas for general multiplicative geometric structures on Lie groupoids in terms of the underlying infinitesimal data. Combined with our previous work [8] which constructs a local Lie groupoid out of a Lie algebroid with a compatible connection (called spray), we show that the corresponding explicit formulas produce concrete integrations of any geometry defined infinitesimally. As applications, we obtain several known and new results about integration and non-degenerate realization of Poisson, Nijenhuis-Poisson, Dirac, and Jacobi structures by local symplectic, symplectic-Nijenhuis, presymplectic, and contact groupoids, respectively.
Introduction
In recent years, the study of Poisson, symplectic and related geometries has been connected at a fundamental level to the underlying Lie theory of algebroids and groupoids [9, 11, 5, 16, 2] . In these contexts, Lie groupoids come endowed with additional geometric structures which are compatible with the groupoid structure, called multiplicative. A paradigmatic example of this interplay is the correspondence between Poisson manifolds and symplectic groupoids ( [9] ): Lie groupoids endowed with a multiplicative symplectic structure.
In general, a multiplicative form on a Lie groupoid is a differential form satisfying a certain cocycle-type condition. Multiplicative forms can be differentiated to the so-called infinitesimally multiplicative (or IM-) forms on the corresponding Lie algebroid, or more generally to Spencer operators when the multiplicative form has coefficients in a representation. For source one-connected Lie groupoids, the differentiation procedure gives a one-to-one correspondence [1, 4, 14] . In this paper we prove the local version of this result, namely, differentiation gives a one-to-one correspondence between germs of multiplicative forms on a local Lie groupoid and IM-forms/Spencer operator on the corresponding Lie algebroid. Moreover, our main result consists in providing an explicit formula for an integration in terms of the IM-data, which depends on a chosen tubular neighborhood of the identity section of the groupoid (Theorem 2). In our previous work [8] , we presented an explicit construction of a local Lie groupoid integrating a given Lie algebroid, called the spray groupoid, and in this case, the integration of IM-forms and Spencer operators procedure simplifies substantially (Theorem 3).
We also apply these integration results in the context of Poisson, Nijenhuis-Poisson, Dirac and Jacobi geometries, as mentioned above. The key point is that each of these geometries can be encoded by a Lie algebroid together with an IM-form. At the groupoid level, these correspond to geometric structures of a similar nature, which are multiplicative differential forms satisfying a specific non-degeneracy condition. By using the spray construction [8] , and the integration procedure, we construct explicit local symplectic, symplectic-Nijenhuis, presymplectic, and contact groupoids; and since the source map of these local Lie groupoids is a morphism in the same category, we obtain concrete non-degenerate realizations for several types of structures: Poisson, Nijenhuis-Poisson (including holomorphic Poisson), generalized complex, twisted Dirac, and Jacobi. This yields new proofs of the main results in the recent works [3, 13, 19, 28] .
Let us now explain our main result in the case of the spray groupoid ( [8] ) and for trivial coefficients (Theorem 1). First, we recall some terminology and results from [4] . Let (A, [·, ·], ρ) be a Lie algebroid over a manifold M . An IM-k-form on A consists of a pair of vector bundle maps (l, ν) :
satisfying, for all a, b ∈ Γ(A), the compatibility relations Let G ⇒ M be a Lie groupoid integrating A. The structure maps are denoted as follows: source and target maps σ, τ : G → M , unit map u : M → G, inversion ι : G → G, and multiplication map µ : G σ × τ G → G. A multiplicative k-form on G is a differential form ω ∈ Ω k (G) satisfying the compatibility relation
on the space of composable arrows G σ × τ G. Multiplicative k-forms can be differentiated to IM-k-forms: the differentiation of ω is the pair (l, ν) given by l(a) := u * (i a ω), ν(a) := u * (i a dω), ∀ a ∈ Γ(A). (1.3) If the source fibers of G are one-connected, then the differentiation map is a bijection between multiplicative forms on G and IM -forms on A [1, 4] . Not every Lie algebroid is integrable by a Lie groupoid, but every Lie algebroid is integrable by a local Lie groupoid [11] (regarding local Lie groupoids, we use the conventions from [8] ). If G is only a local Lie groupoid integrating A, one can still talk about local multiplicative forms, i.e. differential forms defined around the unit section of G which satisfy (1.2) around the unit section, and moreover, the differentiation operation is still defined and produces IM-forms on A. In this setting, our main result shows that differentiation gives a bijection from germs around the unit section of local multiplicative forms on G to IM-forms on A, with the aid of an explicit formula. We explain this for spray groupoids. Recall from [8] , that a Lie algebroid spray for A is a one-homogenous vector field V ∈ X(A) satisfying dq(V a ) = ρ(a), for all a ∈ A, where q : A → M denotes the bundle projection. Using a spray V , in [8] we build a local Lie groupoid G V ⇒ M integrating A, with total space an open neighborhood G V ⊂ A of the zero-section, with u(m) = 0 m , with σ = q| G V , with τ = q • φ 1 V , and with ι = −φ 1 V , where φ t V denotes the local flow of V . To define the multiplication µ, we first described the Maurer-Cartan form of G V which allows to write µ(a, b) as the solution to an ODE. We state now our main result in this particular case:
Theorem 1 Differentiation is a bijection between germs of locally defined multiplicative forms on the spray groupoid G V and IM-forms on its Lie algebroid A, with inverse (l, ν) → ω is given by the integral formula:
where Λ (l,ν) := l * (dα k−1 can ) + ν * (α k can ), and α p can ∈ Ω p (∧ p T * M ) denotes the tautological p-form.
Finally, let us illustrate our result for the problem of locally integrating a Poisson manifold (M, π). Using an ordinary connection ∇ on M , we can construct the spray V on T * M defined at a ∈ T * M as the horizontal lift of π ♯ (a) with respect to ∇. The resulting local symplectic groupoid constructed here, which integrates the cotangent Lie algebroid T * π M , is given by
where G V ⊂ T * M is a neighborhood of M , and ω 0 is the canonical symplectic structure on T * M ; thus ω is the multiplicative 2-form integrating the IM-2 form (−id, 0). Since the Maurer-Cartan form of G V is induced by the symplectic structure, the multiplication can be described more explicitely: µ(a, b) = k 1 , where
, is the solution of the ODE: 2 Differentiation and integration of multiplicative forms
Local multiplicative forms with coefficients
Let G ⇒ M be a local Lie groupoid. We follow the conventions from [8] about local Lie groupoids. In order to ease notation, we use a dashed arrow to indicate that the domain of a map is an open neighborhood of the unit section u : M → G; for example, the structure maps are denoted by source and target σ, τ :
and the axioms of a Lie groupoid are satisfied locally. The Lie algebroid A → M of G is constructed exactly as in the case of ordinary Lie groupoids: as a vector bundle A = ker(dσ)| M , the anchor of A is ρ = dτ | A : A → T M , and the Lie bracket is obtained by identifying sections of A with (germs of) right invariant vector fields on G.
The Maurer-Cartan form θ G of G refers to the vector bundle map covering the target map, given by right translation of vector field tangent to the source fibers to the Lie algebroid:
where T σ G := ker(dσ), and t → g t is any path so that σ(g t ) = x is fixed. The general linear groupoid GL(E) ⇒ M of a vector bundle p : E → M consists of linear isomorphism E x ∼ − → E y , x, y ∈ M . A representation of a local Lie groupoid G ⇒ M on E is defined as a local Lie groupoid map F : G GL(E) covering the identity map on M . Thus, for any arrow g ∈ G (which is close enough to M ), one has an associated linear isomorphism
satisfying (gh)·e = g ·(h·e), for all composable arrows (g, h) close enough to the identity section. Given a representation E of G, a local E-valued k-form on G is an ordinary differential k-form on an open neighborhood U of M in G with values in the vector bundle σ * (E):
We say that ω is multiplicative if it satisfies the following equation
For the trivial representation on E = R × M , we recover the notion of multiplicative forms (1.2) without coefficients from the introduction.
Spencer operators
A representation of a Lie algebroid A over M on the vector bundle E is a flat A-connection ∇ on E, i.e. a bilinear map
for all f ∈ C ∞ (M ), a, b ∈ Γ(A) and e ∈ Γ(E).
The infinitesimal version of E-valued multiplicative k-forms are Spencer operators of degree k on a Lie algebroid A, with values in a representation (E, ∇) of A [14, 29] . These consist of a vector bundle map l and a linear operator D:
satisfying the Leibniz identity 5) and the three compatibility conditions: 6) for all a, b ∈ Γ(A), and f ∈ C ∞ (M ); the operator L a acts on Ω k (M, E) by
In order to describe integration and differentiation operations, we introduce the linear differential form associated to a Spencer operators. Let q 1 , q 2 : F 1 , F 2 → N be two vector bundles. By a linear F 2 -valued k-form on the manifold F 1 we mean a differential form
where m t : F 1 → F 1 denotes the multiplication by t ∈ R. The space of all linear F 2 -valued differential forms will be denoted by
where, − → a denotes a regarded as a constant vertical vector field on F 1 and j : N → F 1 denotes the zero-section. The pair (l, D) satisfies the Leibniz identity (2.5); in fact, the following holds:
The relation (2.9) gives a one-to-one correspondence between:
• pairs (l, D) consisting of a vector bundle map l :
satisfying the Leibniz identity (2.5);
• elements Λ ∈ Ω k lin (F 1 ; F 2 ), i.e. F 2 -valued linear differential forms on the manifold F 1 . Proof: We only sketch the proof by writing the correspondence in local coordinates. Let x i denote local coordinates on U ⊂ N , f j a frame of F 1 | U with induced dual coordinates y j on the fibers of F 1 | U , and r l a local frame on F 2 | U . The correspondence is such that, if
where I p denotes an index set I p = {i 1 < . . . < i p } and dx Ip :
For a Spencer operator (l, D) of degree k on a Lie algebroid A with values in a representation E, we denote the corresponding linear E-valued differential form by
Let E = R × M be the trivial representation (i.e. given by the anchor). Then the Leibniz identity (2.5) for a degree k Spencer operator (l, D) is equivalent to the fact that D decomposes
where ν : A → ∧ k T * M is a vector bundle map. Writing the compatibility conditions (2.6) in terms of (l, ν), we obtain the relations (1.1). Thus, Spencer operators on the trivial representation are the same as IM-forms on a Lie algebroid A, which were discussed in the introduction. The associated linear differential form will be denoted by
and can be written directly in terms of (l, ν) as follows:
where
Differentiation
The differentiation procedure [29] , which associates to a local E-valued multiplicative kform ω on local Lie groupoid G ⇒ M an E-valued Spencer operator (l, D) of degree k on its Lie algebroid A, is simply given by the relations
for any a ∈ Γ(A), where a R ∈ Γ(T σ G) denotes the local right-invariant vector field on G corresponding to a which, using the Maurer-Cartan form, is given by θ G (a R ) = a. If (l, D) is given by (2.11), we say that ω integrates the Spencer operator (l, D).
In the case of trivial coefficients E = R × M , using Cartan's formula
, thus under the correspondence between Spencer operators and IM-forms, we recover the differentiation (1.3) from the Introduction.
The linear form corresponding to the Spencer operator can be thought of as the linearization of the multiplicative form. To make this precise, we recall some terminology from [8] . A tubular structure on a local Lie groupoid G ⇒ M with Lie algebroid A is a (locally defined) tubular neighborhood of M in G along the source fibers, i.e. an open embedding of bundles 12) such that: ϕ(0 x ) = x, for x ∈ M , and
Lemma 2 Let ω be a local E-valued multiplicative k-form on the local Lie groupoid G ⇒ M , and let (l, D) be the Spencer operator on the Lie algebroid A of G to which ω differentiates. For any tubular structure ϕ : A G, the linear form associated with (l, D) is given by:
where m t : A → A denotes multiplication by t ∈ R.
Proof:
By the correspondence (2.9) from Lemma 1, and the description of differentiation (2.11), it suffices to check the following two relations:
, and ϕ • j = u, we have that
which implies the first relation. Denote α t 1 = φ t a R • u and α t 2 = ϕ(ta). Note that the families α t i : M → G are sections of σ, i.e. σ • α t i = id M , and they both satisfy α 0 i = u and d dt α t i | t=0 = a. It is easy to check (e.g. by a local calculation) that for any two such families of maps, we have
The left hand side of this equation is
, the right hand side is a * (Λ). This proves the second relation.
Integration
We are ready to state the main result of this paper, which provides a formula for the inverse of the differentiation of multiplicative forms on a local Lie groupoid. Let G ⇒ M be a local Lie groupoid, let A be the Lie algebroid of G and θ G be the Maurer-Cartan form of G. Fix also a tubular structure ϕ : A G on G. The tubular structure induces a scalar multiplication on G along the source fibers
which is defined on a neighborhood of R × u(M ) in R × G. Next, we consider the map
. The following will be proven in the following subsections:
Theorem 2 Given a Spencer operator (l, D) of degree k on A with coefficients in E, with corresponding linear form Λ = Λ (l,D) , the formula
defines a local E-valued multiplicative k-form ω on G which integrates (l, D). Moreover, the germ around M of such an integration is unique.
Note the following consequence of the theorem (see also [25, Proposition 8] ):
Corollary 1 Let G ⇒ M be a local Lie groupoid with Lie algebroid A, and E a local representation of G. Differentiation gives a one-to-one correspondence between germs around M of E-valued multiplicative forms and E-valued Spencer operators.
The case of cocycles
We discuss now Theorem 2 in the case of cocycles and trivial coefficients. A local cocycle on a local Lie groupoid G ⇒ M is a degree zero multiplicative form on G, i.e. a smooth map f :
for all arrows g and h closed enough to the identities. This is equivalent to G being a Lie groupoid homomorphism. A cocycle on the Lie algebroid A is a degree zero IM-form on A, which is given by a linear map δ :
for all a, b ∈ Γ(A). This is equivalent to δ being a Lie algebroid homomorphism. In this case, differentiation becomes δ(a) = i a (df ), and Λ (0,δ) = δ ∈ Γ(A * ) is the underlying (1-)cocycle. By [8, Theorem 2.4], Lie algebroid maps can always be integrated to local Lie groupoid maps, and the germ of the integration around the unit section is unique. Moreover, [8, Theorem 2.4] gives the following recipe to construct the integration of morphisms. Namely, if f : G R integrates δ : A → R, then for g ∈ G, we have that f (tg) = x t is determined by the ODE
which has as solution
Thus f (g) = 1 0 δ(λ t (g))dt, and so this proves Theorem 2 in degree zero, for trivial coefficients.
Forms as cocycles on G k
Following [4, 7, 17] , we will prove Theorem 2 by embedding degree k multiplicative forms and Spencer operators as cocycles on suitable larger groupoids G k and algebroids A k , respectively, which we now introduce. The first ingredient is the tangent lift construction. Given a local Lie groupoid G ⇒ M , the application of the tangent functor to its structure maps defines a local Lie groupoid
called the local tangent groupoid associated to G. Note that T G is more than a local Lie groupoid, because its structure maps are vector bundle maps, covering the structure maps of G, and their domains are vector bundles over the domains of the structure maps of G; in fact, such an object will be called a local VB-groupoid, following the terminology of [20] , see also [27] . The infinitesimal counterpart of this construction is the tangent Lie algebroid structure on dq : T A → T M associated to a Lie algebroid q : A → M (see [27] for further information).
If A is the Lie algebroid of G, i.e. A = T σ G| M , then the Lie algebroid of T G ⇒ T M is naturally isomorphic to T A → T M (see [27] ). The identification between the vector bundles
by the natural involution of T (T G) which switches second order derivatives:
where g ǫ (t) ∈ G is a smooth two-parameter family, such that σ(g ǫ (t)) = x ǫ = g ǫ (0). For later use, we record the following characterization of the Maurer-Cartan form on T G.
Lemma 3
The Maurer-Cartan form of T G is given by:
where g ǫ (t) ∈ G is a smooth two-parameter family, such that σ(g ǫ (t)) = x ǫ is independent of t.
Proof: We have that
The second ingredient is given by the action construction on a given representation. Let G ⇒ M be a local Lie groupoid, and let E be a representation of G. The dual representation of E is defined by the action of G on E * given by (g · ξ)(e) :
. The associated local action groupoid G ⋋ E * = G × M E * ⇒ E * is defined by the structure maps:
Infinitesimally, let A be the Lie algebroid of G and ∇ the A-connection on E differentiating the representation. The Lie algebroid of G ⋋ E * is the action Lie algebroid A ⋋ E * = A × M E * → E * ; its structure maps are determined by two conditions: the canonical inclusion Γ(A) ⊂ Γ(A ⋋ E * ) preserves the Lie bracket, and the anchor ρ satisfies
where for f ∈ Γ(E), we denote by f ∈ C ∞ (E * ) the corresponding linear function on E * . Notice that G ⋋ E * is a local VB-groupoid and that A ⋋ E * is its VB-algebroid. By taking sums of the underlying local VB-groupoid structure maps (see e.g. [4] ), we get a local (VB-)groupoid structure on
Its algebroid is given by the following sum of VB-algebroids
where in the sum, we regard A ⋋ E * as a (pull-back) bundle over A. The algebroid structure can be found in [4] for trivial representations and in [7] in the case of non-trivial E. The isomorphism between the Lie algebroid of
The embedding trick ( [4, 7] ) consists of regarding E-valued k-forms on G and A as functions on G k and A k , as follows. Given an E-valued k-form ω on G, we consider the induced function
defined by a pair (l, D) satisfying the Leibniz property (c.f. Lemma 1), we define the induced function (or algebroid 1-cochain)
Note that the linearity of Λ (l,D) implies that δ (l,D) is linear for the projection A k → M k , so that it can be seen as a section of A * k → M k (i.e. an algebroid 1-cochain). Finally, we summarize the main properties of the embedding construction in the following compilation of results from [17] .
Proposition 1 [17] Let ω be an E-valued k-form on G and (l, D) be a pair satisfying the Leibniz property defining a linear E-valued k-form on A.
1. ω is multiplicative if and only if f ω is a cocycle in G k .
(l, D) defines a Spencer operator if and only if
3. Let ω be multiplicative and (l, D) the induced Spencer operator through (2.11). Then, differentiation of the cocycle
The results of [17] hold in a generalized context in which G ⋋ E * and A ⋋ E * are replaced by the duals of a general VB-groupoid V and of its algebroid v, respectively. The specialization to our case comes from considering 1 V = τ * E ⇒ M with the groupoid structure:
See [17, Proposition 5.9] for item 2 above, and [17, proof of Thm. 3.9 -Differentiation] for item 3 above; see also [17, Example 3.6] for the specialization to our case and the link to Spencer operators. The analogue of the above proposition for forms with trivial coefficients can be found in [4] . The application of the structures on G k and A k to the description of higher order cocycles and the van Est map can be found in [7] .
The proof of Theorem 2
The strategy will be to reduce the proof to the case of cocycles (c.f. section 2.5) by means of the embedding trick described in the previous section.
To this end, we need to endow G k with a tubular structure. Given a tubular structure ϕ : A G, consider the mapφ :
where a ∈ A x , v i ∈ T a A and ξ ∈ E * x .
Lemma 4 The mapφ defined above defines a tubular structure for G k . The associated familŷ
where λ : R × A G is defined from ϕ on G via (2.13).
Proof: Since G k is given as a k-fold sum of T G's and of G ⋋ E * , the proof reduces to the analgous statements for each summand. First, (a, ξ) → (ϕ(a), ξ) clearly defines a tubular structure on G ⋋ E * whose associated map R × (G ⋋ E * )
A ⋋ E * is fully characterized by the property
For the T G summand, we need to show that dϕ : T A T G defines a tubular structure and that the associated map λ dϕ t via equation (2.13) coincides with dλ t : T G T A. As ϕ is an open embedding then dϕ is an open embedding as well; since σ • ϕ = q, we have that dϕ • dσ = dq; and since ϕ| M = id M , we have that dϕ| T M = id T M . Consider a path a ǫ ∈ A, and
, is independent of t, by using Lemma 3, we obtain
For t = 0, since ϕ is a tubular structure, we obtain
which concludes the proof that dϕ is a tubular structure (the use of τ is necessary, because T A is only isomorphic to the Lie algebroid of T G as a vector bundle). For arbitrary t, we obtain
We are now ready to prove our main theorem.
Proof:[of Theorem 2] Let (l, D) be a Spencer operator of degree k on A with values in E and Λ = Λ (l,D) ∈ Ω k lin (A, E) the associated linear k-form (c.f. Lemma 1). Denote by δ = δ (l,D) : A k → R the induced function via (2.18). By Proposition 1 (item 2), δ is a cocycle on A k . As explained in section 2.5, given the tubular structureφ : A k G k described above, δ integrates to a local cocyclef : G k R given by the formulã
On the other hand, let ω be the E-valued k-form on G defined by the equation (2.22) in the statement of the Theorem and denote by f ω : G k R the associated function via (2.17). We claim thatf = f ω . Indeed,
In the first line above we used the characterization ofλ t given in Lemma 4; in the second line we used the definition (2.18) of δ in terms Λ; in the third line we used the definition of the dual representation of G on E * ; in the last line we used the definition (2.17) of f ω in terms of ω. Thus, sincef is a cocycle on G k , so is f ω . By Proposition 1 (item 1), we conclude that ω is multiplicative. By Proposition 1 (item 3) and Lemma 1, we conclude that the Spencer operator associated to ω via (2.11) coincides with the given (l, D), i.e. that ω integrates (l, D). Finally, to address the uniqueness, suppose thatω is another integration of (l, D). By Proposition 1 (item 3), both f ω and fω are cocycles on G k that integrate the same δ : A k → R. As discussed in Section 2.5, the germ of these two cocycles around M k ⊂ G k must coincide, and this directly implies that ω =ω on points near M ⊂ G. The theorem is thus proven.
Integration to the spray groupoid
We discuss the integration procedure for spray groupoids. Let A be a Lie algebroid and V ∈ X(A) be a Lie algebroid spray for A. Consider the associated local spray groupoid G V ⇒ M [8] . Recall that G V is an open subset of A containing the zero-section in A, which is the unit map, the source map is the bundle projection σ = q, the target is τ = q • φ 1 V , the inversion is ι = −φ 1 V . To define the multiplication, we first constructed the Maurer-Cartan form of
which had already been introduced in [31] . In particular, θ it is characterized by the property that it is a Lie algebroid map, by the relation (see [31, 8] )
, is the solution of the ODE:
Note that the identity map id : A G V induces a tubular structure on G V . By equation (2.19), the corresponding map λ t (2.13) becomes the flow of V
(2.20)
Consider a representation (E, ∇) of A. The spray condition implies that for any a ∈ A, we have that t → φ t V (a) is an A-path [11] , i.e. it satisfies
Therefore one can define the parallel transport [11, 18] of the A-connection ∇ along φ • V (a):
for all t in the domain of the flow φ • V (a). We review the details of this construction in the proof of the following result, which describes integration of representations to the spray groupoid:
Proof: The Lie algebroid gl(E) of GL(E) can be described as follows: as a vector bundle, the fiber of gl(E) over x ∈ M consists of linear vector fields along E x , namely:
where m t : E → E denotes multiplication by t ∈ R. Sections of gl(E) can be seen as linear vector fields on E, and the Lie algebroid bracket comes from the inclusion Γ(gl(E)) ⊂ X(E).
The Maurer-Cartan form of GL(E) is described as follows: given a smooth family of linear isomorphisms g t :
The representation of A can be viewed as a Lie algebroid map f : A → gl(E) covering the identity; the corresponding flat A-connection on E (see [12, Lemma 2.33] ) is determined by
where − → e ∈ X(E) denoted the constant vertical vector field corresponding to a section e ∈ Γ(E).
The parallel transport T
is the solution to the ODE:
By [8, Corollary 3.17] , f integrates to a local Lie groupoid map F : G V GL(E), determined by the condition that F (ta) is the solution to the same ODE; hence the conclusion.
By the proof above, we obtain that the action of G V on E is given by 
defines a local E-valued multiplicative k-form ω on G V which integrates (l, D). Moreover, the germ around M of such an integration is unique.
Some remarks
Remark 1 (Chain map) For later use let us remark the following: in the case of trivial coefficients, the differentiation procedure (1.3) is a chain map, where the differential on multiplicative forms is simply the de Rham differential, and the differential on IM-forms acts as
Remark 2 (Multiplicative forms at units) Let ω be a multiplicative form which integrates the IM-form (l, ν). At points x ∈ M ⊂ G on the unit section, under the natural decomposition 
where v i ∈ T x M , a i ∈ A x . Therefore, by relation (1.3), ω is determined by l at the unit section:
Applying this to d IM (l, ν) = (ν, 0), and Remark 1, we obtain a similar result for dω:
Remark 3 (Exact multiplicative forms) For the Lie algebroid
For any Lie algebroid A over M , one pulls back this IM-form via the anchor and obtain the IM-k-form (
The corresponding global construction is as follows. If G ⇒ M is a local Lie groupoid integrating A, then, for ̟ ∈ Ω k (M ), ω := τ * ̟ − σ * ̟ is a local multiplicative form which integrates (̟ ♭ • ρ, (d̟) ♭ • ρ). Let us verify that this is what Theorem 2 predicts. First, note that, for any η ∈ Ω p (M ) and any spray V on A, we have that:
This implies that the linear form corresponding to (̟
Therefore, we obtain the expected result:
Remark 4 (Mutiplicative forms on the space of A-paths) Recall from [11] that the Weinstein groupoid associated to a Lie algebroid A is G(A) = P (A)/F ⇒ M , where P (A) denotes the space of C 1 -A-paths, and F is the A-homotopy foliation. Given a spray V on A, there is an associated exponential map 24) and the spray groupoid G V is such that exp V induces a local groupoid map. The origin of the formula for integrating IM-forms becomes transparent using this example. Namely, an IM-kform (l, ν) on A induces naturally a differential k-form on P (A):
where ev :
It follows that the local form ω on G V from Theorem 1 coincides with exp * Vω . The fact that ω is multiplicative and integrates (l, ν) can be seen as a consequence of the fact thatω is basic relative to A-homotopy foliation F on P (A) (see also [4, Remark 4 after Theorem 2]). This argument is explained in detail in [3] . However, the proof of Theorem 1 that we shall provide here is independent of these observations, and does not involve any infinite dimensional differential geometry; it is based on the general properties of the spray groupoid construction.
Remark 5 (Characterizing global multiplicative forms) Let H ⇒ M be a (global) Lie groupoid which is source connected and simply connected, and let ω a multiplicative form on H with trivial coefficients (for simplicity). Following [2, Appendix A], the restriction ω| G to a source connected local Lie subgroupoid G ⊂ H over M fully determines ω. Moreover, any multiplicative form on G extends uniquely to a multiplicative form on H. Thus, the formula of Theorem 1 uniquely characterizes any multiplicative form on any source 1-connected Lie groupoid H ⇒ M .
Remark 6 (Integrating local multiplicative multivectors) Following [4, Section 6], the description of multiplicative multivectors is quite parallel to our discussion of multiplicative forms. In this case, the role of the tangent local groupoid T G ⇒ T M is replaced by the cotangent local (VB-)groupoid T * G ⇒ A * (with cotagent Lie algebroid T * A → A * ). A local multiplicative multivector field Π on G ⇒ M corresponds to a local 1-cocycle on k-copies of T * G and its infinitesimal counterpart π to a 1-cocycle on k-copies of T * A (for more details, see [4, 22] ). To provide a formula for Π in terms of the infinitesimal π analogous to that of Theorem 2, one can try to proceed as in the case of forms above and fix a tubular structure ϕ : T * A T * G, with associated family λ t : T * G T * A. Unlike the case of T G, there is no natural way of inducing a tubular structure on T * G from a tubular structure ϕ : A G (without making any additional non-canonical choices). Nevertheless, this construction leads to the following formula (recall the integration of cocycles from Subsection 2.5)
which can be shown to indeed define a local multipicative multivector Π integrating π. We also remark that the arguments for forms and multivectors can also be combined to yield formulas for local multiplicative tensor fields (see [6] ).
Applications
Many geometric structures, for example Poisson, Dirac, Jacobi, generalized complex structures etc., can be encoded by a Lie algebroid endowed with a certain IM-form or, more generally, with a Spencer operator. Here we apply our general results to provide explicit local integrations of such structures to local multiplicative forms on the corresponding spray groupoids. As a byproduct, we reprove the global formulas for realizations of the following structures: Poisson [13] , Dirac [19] , and Nijenhuis-Poisson (including holomorphic Poisson) [3, 28] . We work out the integration of Jacobi structures by local contact groupoids, which involve non-trivial representations.
Local integration of Poisson structures
In [9] , it is proven that a symplectic realization of a Poisson manifold, together with a fixed Lagrangian section, determine a local symplectic groupoid on the total space of the realization that integrates the Poisson manifold. This was one of the first general constructions of local Lie groupoids. By applying the "spray method" to this case, we give an explicit construction of a local symplectic spray groupoid integrating a Poisson manifold.
Let (M, π) be a Poisson manifold. The associated cotangent Lie algebroid has total space T * π M = T * M → M , has anchor map given by π turned into a bundle map π ♯ : T * π M → T M , and has Lie bracket given by [ 
The cotangent Lie algebroid T * π M carries a canonical closed IM-2-form given by (−id, 0), with corresponding Spencer operator (−id, −d), and with corresponding linear form the canonical symplectic structure ω 0 on T * M (see e.g. [4] ).
Given a spray V for T * π M , also called a Poisson spray, we construct the associated spray groupoid G V ⇒ M . By Theorem 1, G V carries a local multiplicative 2-form given by
We claim that, in a neighborhood of M ,
is a local symplectic groupoid integrating the Poisson manifold (M, π), in the sense of [9] . First, ω is obviously closed, and even exact, with (non-multiplicative) primitive − 1 0 (φ t V ) * α 0 dt, where α 0 denotes the tautological 1-form on T * M . At points on the unit-section x ∈ M ⊂ G V , using the canonical decomposition (2.23) gives
In particular, this formula shows that ω is non-degenerate along M , and hence, it is so in a neighborhood of M . Thus, (G V , ω) ⇒ M is indeed a local symplectic groupoid. Following [9] , ω −1 is q-projectable to a Poisson structure on M , and it follows from the expression (3.26) at points of M that this Poisson structure is π. This proves the claim. Being a local symplectic groupoid integrating π implies that q : (T * M, ω) (M, π) defines a symplectic realization. This fact already appears in [13] and the proof given there is a direct but tedious calculation, whereas the one given here is Lie theoretic in nature, as it exploits the local Lie groupoid G V and the multiplicativity of ω (another short, Dirac-geometric proof of the realization property is found in [19] ).
On the other hand, as noticed in [13] , the local Lie groupoid structure on G V is determined by the symplectic realization q : (G V , ω) → (M, π): first, in a neighborhood of M , the MaurerCartan form θ corresponding to the spray V can be given in terms of ω by:
This follows by the multiplicativity of ω: for any w ∈ T a G V , using (3.26) and writing θ a (v) = dµ(v, 0 a −1 ), and dτ (w) = dµ(w, dι(w)), we obtain:
which proves (3.27). Using formula (3.27), we obtain a simpler description of the ODE from [8] describing the multiplication of
where Π denotes the inverse of ω, which is defined on a neighborhood of M in G V .
Closed IM-2-forms on Poisson manifolds
Consider the same setting as in the previous subsection: (M, π) is a Poisson manifold, V is a spray on the cotangent Lie algebroid T * π M , and (G V , ω) ⇒ (M, π) is the corresponding local symplectic spray groupoid.
A closed IM-2-form on T * π M , is given by a vector bundle map l : T * M → T * M , such that:
The linear 2-form associated to (−l, 0), is given by:
where ω 0 is the canonical symplectic structure on T * M . Thus, the multiplicative closed 2-form on the spray groupoid G V corresponding to (−l, 0) is given by
Since the symplectic ω is non-degenerate around M , we can write:
The fact that ω and ω L are multiplicative implies that L is multiplicative, i.e. it is a groupoid morphism (the Lie algebroid morphism induced by L is the complete lift of l to the cotangent bundle [3, Definition 7.1], see also [6] ):
where the dual of l was denote by the same symbol l = l t : T M → T M . To see that the base map is indeed l, we calculate ω L = ω (−l,0) along the zero-section, using Remark 2, and obtain:
Finally, denote by Π := ω −1 . For each k ≥ 0, consider the bivector fields:
Since σ * (Π) = π, and L and l are σ related, it follows that also:
In general, these bivector fields are not Poisson.
The case of invertible IM-forms
We discuss now the case when l : T * M → T * M is invertible. By (3.29) , this is equivalent to L being invertible around M , and is also equivalent to ω L being symplectic. By the argument above, also for k < 0 we have that σ * (Π L k ) = π l k . Moreover, the following hold:
is a symplectic groupoid.
• The vector field
denotes the local symplectic spray groupoid of l * V , then
gives an isomorphism between germs of local symplectic groupoids.
, and σ * (Π L −1 ) = π l −1 , the first part follows. By a direct verification, l * V is indeed a Poisson spray for π l −1 , and clearly, its flow is φ t l * V = l • φ t V • l −1 . Since l intertwines the two sprays, [8, Example 3.18] implies that l is a local Lie groupoid map between the two spray groupoids l : G V G l * V . Finally, note that l is a local symplectomorphism:
This completes the proof of the claims made above.
In particular we have obtained that the projection σ = q : T * M = G V → M gives two symplectic realizations:
for some neighborhood U ⊂ T * M of M . This gives a different proof of [28, Theorem 3.3] , but without the assumption that l be a Nijenhuis tensor (!) (see also Subsection 3.2.3).
Deformations of a multiplicative symplectic structure
A closed IM-2-form l induces a deformation of the multiplicative symplectic structure ω of G V , namely, the one-parameter family of closed multiplicative 2-form on G V ⇒ M :
defined for small ǫ, which corresponds to l ǫ = Id + ǫl, and therefore L ǫ = Id + ǫL. We will assume that l ǫ is invertible (which always holds locally on M , for small ǫ), which implies that L ǫ is invertible, and also that ω Lǫ is symplectic. As discussed above,
is a symplectic groupoid. Note that Taylor expansion in ǫ of the Poisson structure is given by:
Let us discuss the case of trivial deformations, i.e. assume that π l = −[π, X], for some vector field X. This condition is equivalent to (X, l) being an IM-1-form, i.e. to l being exact; moreover, since the integration of IM -forms is a chain complex isomorphism to germs of multiplicative forms (Remark 1), the condition is also equivalent to ω L admitting a local multiplicative primitive η. By Theorem 1, this multiplicative 1-form integrating (X, l) is given by
where α 0 is the tautological 1-form on T * M and X ∈ C ∞ (T * M ) is X viewed as a linear function. Then ω L = −dη, and so ω Lǫ = ω − ǫdη. Consider the local, time-dependent vector field Y ǫ , defined by
Then Y ǫ is multiplicative, hence its flow φ ǫ Y• is a local groupoid map; and by the usual Moser argument, (φ ǫ Y• ) * ω Lǫ = ω. Thus we obtain a local symplectic groupoid isomorphism:
Since Y ǫ is multiplicative, it is σ-projectable to a vector field X ǫ on M whose flow, when defined, is a Poisson isomorphism:
In fact, by calculating ω Lǫ and η along the zero-section with the aid of Remark 2,
. Another interesting case are gauge transformations; i.e. when l = ̟ ♭ • π ♯ , for a closed 2-form ̟ on M . In this case, as discussed in Remark 3, we have that (−l, 0) integrates to ω L = σ * (̟)−τ * (̟). We obtain the deformation of symplectic groupoids (
is the gauge transformation of π by the closed 2-form ǫ̟.
Local integration of Poisson-Nijenhuis structures
Here, we recover the results on local integrations and realizations of Poisson-Nijenhuis structures [3, 28, 30] using the spray groupoid perspective. As before, let l be a closed IM-2-form on T * π M . The Nijenhuis torsion of l is defined by:
where l and its transposed are denoted the same. In our setting, this tensor appears as follows (the result below is inspired by results in [10] ):
; moreover, the following three equations are equivalent:
Proof: The result is based on the calculations from [10] . First, we note a general formula: for any 2-form Ω ∈ Ω 2 (N ) and any (1, 1) tensor A : T N → T N which satisfy Ω(AX, Y ) = Ω(X, AY ), we have that [10, Lemma 2.9]
for all u, v ∈ T N , where Ω A k (u, v) := Ω(A k u, v). Applying (3.30) to the multiplicative symplectic structure ω on G V , and to the (1, 1) tensor L, we obtain that:
In particular, this shows that (1) and (3) are equivalent. Denote by (l, ν) the IM-2-form corresponding to ω L 2 . By the differentiation procedure (1.3), and by the explicit description of ω and L along the zero-section, we have that:
where we have also used that T L (u, v) = T l (u, v) for u, v tangent to the unit section. This implies that ω L 2 integrates (−l 2 , −T l ). Finally, by Remark 1, ω L 2 is closed iff T l = 0.
Assume that (π, l) is a Poisson-Nijenhuis structure, i.e. π is a Poisson structure and l is a closed IM-2-form on T * π M whose Nijenhuis torsion vanishes. The above shows that
is a local symplectic Nijenhuis groupoid [30] , i.e. (G V , ω) is a local symplectic groupoid, L is multiplicative and (Π = ω −1 , L) is a Poisson-Nijenhuis structure inducing on the base the Poisson-Nijenhuis structure (π, l). By the general theory of Poisson Nijenhuis structures [24] , the bivector fields π l k , k ≥ 0, are all Poisson structures, which pairwise commute; and similarly, at the groupoid level, the local multiplicative bivector fields Π L k , k ≥ 0, are are all Poisson structures, which pairwise commute, and by the discussion in the beginning of Section 3.2, the source map is a Poisson map for all these structures (resp. the target map is anti-Poisson):
On the other hand, by using relation (3.30) for Ω = ω L k , one proves inductively that dω L k = 0 for all k ≥ 0. So, all these forms are multiplicative and closed, and their infinitesimal IM-forms are (−l k , 0). This shows that:
If l is invertible, the above discussion holds for all k ∈ Z, and we obtain symplectic realizations:
Remark 7 In [3] , the authors consider further holomorphic Poisson structures, i.e. Poisson Nijenhuis structures (M, π, j) such that j 2 = −Id. In this case, the local symplectic Nijenhuis groupoid (G V , ω, J) which is obtained by the above procedure is automatically a local holomorphic symplectic groupoid. This follows by integrating the closed IM-2-form (−j 2 , 0) = (Id, 0), and conclude that ω J 2 = −ω, hence J 2 = −Id.
Local integration of generalized complex structure
Another setting where closed IM-2-forms on Poisson manifolds appear are generalized complex manifolds [21] . Let us describe the integration of these structures to the corresponding spray groupoid, in the spirit of [10] (see also [2] for a more complete discussion of integration of generalized complex structures). Following [10] , a generalized complex structure can be described by a triple (π, l, ̟), where π is a Poisson structure on M , l is a closed IM-2-form on T * π M , and ̟ is a 2-form on M satisfying:
where, as usual, ̟ l (u, v) := ̟(l(u), v), and l and its transpose are denoted by the same symbol. Consider the local integration (G V , ω, ω L ) of (M, π, l), as in the beginnin of Section 3.2. Following [10] , the first set of equations has an interpretation in terms of IM-2-forms (for the second, we are not aware of such an interpretation); namely, the IM forms
integrate to the multiplicative forms ω, ω L 2 (Lemma 6) and τ * (̟) − σ * (̟) (Remark 3), respectively; therefore the first conditions are equivalent to:
The triple (Π = ω −1 , L, σ * (̟) − τ * (̟)) is a local multiplicative generalized complex structure on the spray groupoid G V , and which is a local integration in the sense of [10] of (π, l, ̟).
Local integration of twisted Dirac structures
Generalizing Poisson structures, Dirac structures provide another example of Lie algebroids which carry natural IM 2-forms [4, 5] . We discuss their local integrations obtained from sprays. Fix a closed 3-form H ∈ Ω 3 (M ). Recall [5] that an H-twisted Dirac structure is a subbundle L ⊂ T M ⊕ T * M =: TM over M which is lagrangian with respect to the natural symmetric pairing on TM and whose space of sections Γ(L) is involutive with respect to the H-twisted
is a Lie algebroid with anchor ρ(v + α) = v, which carries the canonical IM-2-form (−ρ,
The linear form on L corresponding to (−ρ, H ♭ • ρ) is given by
Let V be a spray on L with corresponding local spray groupoid G V ⇒ M . Consider the local multiplicative 2-form on
Since integration is a chain map (Remark 1), the multiplicative 3-form dω integrates the IM-3-form (H ♭ • ρ, 0), therefore, by Remark 3, we obtain that ω is relatively H-closed, i.e.
) and that L is isotropic, we obtain that
for all (v 1 , w 1 + α 1 ), (v 2 , w 2 + α 2 ) ∈ T x G V . This formula can be used to show that, along the unit section, ω satisfies the following so-called robustness condition [5] ker
This condition is open, therefore it is satisfied around the unit section. Thus, (G V , ω, H) ⇒ M defines a local version of the presymplectic groupoids defined in [5, Definition 2.1]. The local groupoid version of [5, Theorem 2.2] also holds, and therefore σ pushes the graph of ω forward to an H-twisted Dirac structure on M , and this Dirac structure is L 2 , as it can be straightforwardly checked at points of the unit section using (3.31), just as in the Poisson case. Moreover, the source-target map becomes a presymplectic realization [5] :
i.e. σ ×τ is a forward Dirac map and ker(σ ×τ )∩ker(ω) = 0. Here G V is endowed with the graph of ω, which is (σ × τ ) * (H, −H)-twisted, and M × M with the product Dirac structure L × −L, where −L := {v − α : v + α ∈ L} is the opposite Dirac structure, which is (H, −H)-twisted.
For H = 0, we have that ω = 1 0 (φ t V ) * ρ * ω 0 dt. In this case, the fact that (3.32) is a presymplectic realization was proven also in [19] , with a direct Dirac-geometric argument.
Local integration of multiplicative distributions
We start by recalling the local groupoid version of multiplicative distributions; as a reference to multiplicative distributions on Lie groupoids, see [14] .
By a local distribution on a local Lie groupoid G ⇒ M we mean a vector subbundle 
Any pointwise surjective E-valued local multiplicative 1-form ω ∈ Ω 1 loc (G; σ * (E)) (E any representation of G) gives rise to a multiplicative distribution: H := ker(ω). In fact, every local multiplicative distribution is associated with a surjective multiplicative one-form as above, and this gives the recipe to construct the infinitesimal counterpart of multiplicative distributions. To see this, let H ⊂ T G be a local multiplicative distribution, and denote
There is a canonical adjoint-like local action of G on the vector bundle A/g, defined as follows:
where w ∈ H g is any element satisfying dσ(w) = dτ (v) and θ G is the Maurer-Cartan form of G.
The existence of w is insured by the fact that dσ : H → T M is onto, at least in a neighborhood of M , and that the action is well-defined is a consequence of the fact that H is a subgroupoid. The associated local multiplicative 1-form ω ∈ Ω 1 (G; σ * (A/g)) is given by:
where u ∈ H g is any element such that dσ(v) = dσ(u). Again, using that H is a subgroupoid, one can prove that, in a small enough neighborhood of M , ω is well-defined, that it is multiplicative, and that ker(ω) = H. The infinitesimal counterpart of multiplicative distributions are the following objects on a Lie algebroid A: a subbundle g ⊂ A and a Spencer operator of the form
The action of A on A/g is recovered from the relations (2.6) as the flat A-connection:
The differentiation procedure is as follows. Given a local multiplicative distribution H ⊂ T G, the corresponding Spencer operator is explicitly given by g = (H ∩ T σ G)| M = H ∩ A, and
for any a ∈ Γ(A), v ∈ X(M ), where a R ∈ Γ(T σ G) is the right invariant vector field induced by a, and v ∈ Γ(H) is any extension of v in H around M satisfying that dσ( v) = v. In this case, we say that H integrates D.
For a fixed subbundle g ⊂ A and a fixed local Lie groupoid G ⇒ M , the above constructions give one-to-one correspondences between: For a spray groupoid G V ⇒ M , Theorem 3 makes the integration procedure, i.e. the passage from item 3 to item 2 above, also explicit. Namely, given a representation of A on A/g and a compatible Spencer operator (pr, D) as above, then the corresponding local multiplicative 1-form is given by 
Local integration of Jacobi structures
Another type of geometric structures which can be encoded by Spencer operators are Jacobi structures. These were first considered independently by Kirillov [23] and Lichnerowicz [26] ; here we follow the approach to Jacobi manifolds in terms Spencer operators developed in [15] . A Jacobi manifold (M, L, {, }) consists of a line bundle L over the manifold M together with a Lie bracket {, } on the space of sections of L which is local:
The Jacobi bracket induces a Lie algebroid structure on the first jet bundle of L q :
The structure maps of this Lie algebroid are uniquely defined by the relations
Further, the Lie algebroid J 1 L carries a degree one Spencer operator
which is uniquely determined by the condition D(j 1 u) = 0, u ∈ Γ(L), and the Leibniz identity with respect to pr. The linear one-form associated to (pr, D) is the canonical contact form
where we have used the canonical identification
Finally, the underlying representation
Example 1 (Contact structures as Jacobi brackets) Just as symplectic structures correspond to non-degenerate Poisson structures, contact structures correspond to non-degenerate Jacobi structures. Let H be a contact structure on M , i.e. H ⊂ T M is a codimension-one distribution which is maximally non-integrable, in the sense that the pairing
is non-degenerate, where X and Y ∈ Γ(H) denote extensions of X and Y , resp. The Lie algebra of Reeb vector fields of the contact structure H, denoted X Reeb (M, such that ψ is a surjective submersion. A local contact groupoid consists of a local Lie groupoid G ⇒ M together with a local multiplicative distribution H ⊂ T G which is contact. Let (G, H) be a local contact groupoid with Lie algebroid A. As discussed in the previous subsection, G has a canonical local action on the line bundle L := A/(H ∩ A) and a canonical multiplicative 1-form ω : T G → L, which satisfies H = ker ω, and so, it induces a fibre-wise invertible line bundle map
By adapting the arguments from [15] to this local setting, one can prove that:
• There is a unique Jacobi structure (L, {·, ·}) such that (σ, ω) is a contact realization. This holds because: the Jacobi bracket corresponding to H comes from the isomorphism Γ(L H ) ∼ = X Reeb (G, H); and we have the following equality around M
where X Reeb L-inv (G, H) denotes the space of local Reeb vector fields on G that are left-invariant (and so, tangent to the τ -fibres).
• There is a canonical isomorphism of Lie algebroids Φ : J 1 L ∼ − → A, between the Lie algebroid J 1 L corresponding to the Jacobi structure on L and the Lie algebroid A of G, which is uniquely determined by the relation:
where a L u ∈ X Reeb L-inv (G, H) denotes the left-invariant Reeb vector field satisfying ω(a L u ) = u • σ, and ι denotes the inversion of G.
• Under the isomorphism Φ : J 1 L ∼ − → A, the multiplicative form ω differentiates to the canonical Spencer operator (pr, D) on J 1 L.
Next, let us explain what our spray method gives in the case of Jacobi manifolds. Consider a Jacobi structure (M, L, {·, ·}). Let V be a spray on the associated Lie algebroid J 1 L, and let G V ⇒ M be the corresponding local spray groupoid. By the discussion in the previous section, the multiplicative L-valued form integrating the Spencer operator (pr, D) is given by:
Moreover, the corresponding local multiplicative distribution H := ker(ω) ⊂ T G V is contact. For this note that
• ker(pr) ⊂ J 1 L can be canonically identified with T * M ⊗ L;
• along the unit section, we have that H| M = T M ⊕ ker(pr) ∼ = T M ⊕ T * M ⊗ L; and, under this isomorphism, for a ∈ Ω 1 (M, L) we have that D(a) = −a;
• along the unit section, by (3.33), the pairing (3.36) satisfies:
for all X ∈ X(M ), a ∈ Ω 1 (M, L), where X ∈ Γ(H) is an extension of X such that dσ( X) = X, and a R ∈ Γ(T σ G) is the right invariant vector field induced by a.
The last item implies that the pairing is non-degenerate along M ; hence it is so in a neighborhood of M , which can be taken to be the domain of H. So (G V , H) ⇒ M is a local contact groupoid. Finally, by the discussion above, we have that (G V , H) ⇒ M integrates the Jacobi manifold (M, L, {, }), in the sense that the the source map σ : G V → M together with ω : T G V /H → σ * L define a contact realization (the proof of [15, Theorem 2] applies directly in this local case).
Example 2 Assume that L is trivializable and fix an isomorphism L ∼ = R × M . Then there exist a bivector field π ∈ X 2 (M ) and a vector field R ∈ X(M ) such that [23] {u, v} = π(du, dv) + R, du v − u R, dv , u, v ∈ Γ(L) ∼ = C ∞ (M ).
The Jacobi identity for {·, ·} is equivalent to the equations: [π, π] = 2R ∧ π, [π, R] = 0. In this case, we have the identification
The canonical Spencer operator acts as follows:
The corresponding linear 1-form is the contact form:
where α 0 ∈ Ω 1 (T * M ) is the tautological 1-form. For the Lie algebroid structure on J 1 L ∼ = R × T * M , see e.g. [16] ; let us just recall the anchor: 
