Abstract.
Introduction
The delay differential equation N(t-q) N'(t) = ßN(t) 1-q>0, K was proposed by Hutchinson [ 1 ] as a model for the growth of a single species. Using the change of variables x(t) = ^^ -1 and defining r = ßq , the above "Hutchinson's equation" can be reduced to x'(t) = -rx(t-l)[l+x(t)] (cf. Wright [4] ).
More realistically, we may assume that the growth rate r depends on time. Thus consider the delay differential equation (1.1) y'(t) = -r(t)[l+y(t)]y(t-l), t>0, where r : [0, oo) -► (0, oo) is continuous. This equation has been studied by Sugie [3] where it was shown that the zero solution of (1.1) is uniformly stable provided there exists a constant 0 < ro < § such that r(t) < rn for all t > 0. In this paper, we are interested in the global attractivity of the zero solution. Due to the biological interpretation of (1.1), we are only interested in solutions y(t) of (1.1) such that y(t) > -1 for -1 < t < 0 and y(0) > -1 . In that case, 1 +y(t) = (1 +y(0))e-for{sMs-l)dS > 0 and so y(t) > -1 for all / > 0.
We now state our main result. In the case when r(t) is a constant r0 and 0 < r0 < \ , Theorem 1.1 was proved in Wright [4] Proof. Let y(t) be an nonoscillatory solution of (1.1). Then there exists io such that y(t) is of one sign for t > to ■ Consider first the case y(t) < 0 for t > to ■ Since 1 + y(t) > 0, by (1.1) y'(t) > 0. Thus y(t) is increasing and limt-,00 y(t) = -c exists. Clearly -1 < y (to) < -c < 0. Integrating (1.1), we get (for t>t0+l) -ln(l+y(t)) + ln(l+y(t0 + l))= [ r(s)y(s -l)ds <-c f r(s)ds.
By (1.3), the right-hand side tends to -oo as t -► oo unless c = 0. On the other hand, the left-hand side has a finite limit; therefore c = 0. Hence limí_00y(í) = 0. The case when y(t) is eventually nonnegative is similar. This completes the proof.
The following lemma was essentially proved in [2, Theorem 3.1, p. 128].
Lemma 2.3. Assume (1.2) holds. Let y(t) be an oscillatory solution 0/(1.1). Then y(t) is bounded above and is bounded below from -1 for t > 0.
Proof. Let io > 0 be large enough so that (1.2) holds for all t > to. Let t* be a local maximum point of y(t) (t > to + 1). Then y'(t*) = 0 and by (1.1) y(t* -1) -0. Integrating (1.1) from t* -I to t*, we have -Vx = -v -e < y(t -I) < u + e = Ux, for t > to.
We assume that e is small enough so that 0 < vx < 1 and that io is large enough so that (1.2) holds for i > i0 -2. Using (1.1), we have
and ( 
3.4) y'(t)<r(t)[l+y(t)]vx, t>t0, y'(t)>-r(t)[l+y(t)]ux, t > i0.
Let {i*} be an increasing sequence such that i* > io+1, y'(t*n) -0, lim"^oo i* = oo and lim"_00y(i*) = w. By (1. The function <j>(x) = x -Le-vi(\-x)^ _ e ».*) js increasing for 0 < x < |.
Thus for /£_, r(0 ¿i < -InLLz^il < §, we have
Using the fact e x > 1 -x for x > 0, we have
according to (2.21) on p. 123 of [2] . The function x i-» x -^-e 2v>ev,x is increasing for 0 < x < \ . Thus, 
