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Introduction
In this paper an interval is always an interval being a convex hole conv{(0; a), (1; b)}
contained in the square [0; 1] × [0; 1] ⊂ R2. A parallelogram is always a convex hole
P = conv{(0; a), (0; a+ δ), (1; b), (1; b+ δ)} contained in [0; 1]× [0; 1. The two-dimensional
Lebesgue measure is denoted by λ2. The following theorem seems to be unexpected.
Theorem 1. For some set of intervals (It, t ∈ T ) we have
⋃
t∈T It ⊃ 0× [0; 1] and λ
2(
⋃
t∈T It) = 0.
This theorem is a rather immediate consequence of the existance of the Nikodym set
N . Namely for some system (lt, t ∈ T ) of straight lines on R
2, there exists a system
of points (wt, t ∈ T ) such that {wt, t ∈ T} = R
2 and λ2(
⋃
t∈T lt \ {wt}) = 0. The set
N = {lt, t ∈ T} is known as Nikodym set.
Proof of Theorem 1. Let S ⊂ T be the following subset S = {t ∈ T, wt ∈ {0} × [0; 1]}
and let wt = (0; b(t)) for t ∈ S. We use affine operations Ai,t(x, y) = (x, b(t) +
1
i
(y− b(t)))
for t ∈ S, i ∈ N to define the following setsNi = {Ai,t[lt]; t ∈ S,Ai,t[lt] contains an interval}
for i ∈ N. Let {Ii,t, t ∈ Si} be the set of intervals contained in the lines Ai,t[lt], t ∈ S. It is
enough to take {It, t ∈ T
′} =
⋃
i∈N{Ii,t, t ∈ Si} ∪ {[0; 1]× {0}, [0; 1]× {1}}. 
Any known construction the Nikodym set is long (see e.g. [1]). It could be interesting
that a much shorter proof of Theorem 1. can be obtained by martingale methods. This
new construction will contain two naturally separated parts: the geometrical one and the
probabilistic one. Our Theorem 2 below is just the geometrical part of this construction.
The probabilistic part will be done in [2].
I desire to thank A. Paszkiewicz for pointing me the geometrical problem, discussed
in the paper and for valuable discussion.
2
Construction of the Nikodym type
set
Let λ2 mean two-dimensional Lebesgue measure. Let parallelogram be a set Pb1,b2,δ :=
conv{(0; b1), (0; b1 + δ), (1; b2), (1; b2+ δ)} for 0 ¬ b1, b2 ¬ 1− δ, where δ > 0. Denote also
Ib,δ = {0} × [b, b+ δ] for 0 ¬ b ¬ 1− δ, where δ > 0. A interval Ib1,δ will call the left side
of parallelogram Pb1,b2,δ.
Theorem 2. For all ǫ > 0 there exists parallelograms Ps, s = 1, ..., S such that
(i) Ps = Pbs
1
,bs
2
,δs for s ∈ S and
⋃
s∈S Ibs1,δs ⊃ {0} × [ǫ; 1− ǫ]
and for any x0, y0 ∈ [0, 1] and J = [0, x0] × [0, 1] or [0, 1] × [0, y0] occur the following
properties:
(ii) |λ2(
⋃
s∈S Ps ∩ J)−
3
4
λ2(J)| < ǫ;
(iii) |
∑
s∈S λ
2(Ps ∩ J)− λ
2(J)| < ǫ.
Proof. Let n ­ 3 be an odd number and Qni = P i
n2
; i+n
n2
;n−2 i R
n
j = P j+n
n2
; j
n2
;n−2, for
i, j ∈ S(n) for S(n) := {0, 2, ..., n2 − n − 2}. A family of sets {Ps, 1 ¬ s ¬ S} can be
obtained in the form {Qni , i ∈ S(n)} ∪ {R
n
j , j ∈ S(n)} for sufficiently large n.
Property (i) takes place for sufficiently large, odd n ­ 3, because the sum of the left
sides of the parallelograms
⋃
s Ibs1,δs =
⋃
i∈S(n){0}× [
i
n2
, i
n2
+ 1
n2
]∪
⋃
j∈S(n){0}× [
j+n
n2
, j+n
n2
+ 1
n2
] = {0}× [ 1
n
, 1− 1
n
− 1
n2
] ⊃
{0} × [ǫ; 1− ǫ],
whenever n > 2
ǫ
.
We will show that the properties (ii), (iii) occur, only if odd n is greater than certain
n(ǫ), dependent only on ǫ.
(ii) Step 1o Let J = [0, x0]× [0, 1].
λ2((
⋃
i∈S(n)Q
n
i ∪
⋃
j∈S(n)R
n
j )∩J) = λ
2((
⋃
i∈S(n)Q
n
i ∩J)∪(
⋃
j∈S(n)R
n
j∩J)) = λ
2(
⋃
i∈S(n)Q
n
i ∩
J) + λ2(
⋃
j∈S(n)R
n
j ∩ J) − λ
2(
⋃
i∈S(n)Q
n
i ∩
⋃
j∈S(n)R
n
j ∩ J) = λ
2(
⋃
i∈S(n)Q
n
i ∩ J) +
λ2(
⋃
j∈S(n)R
n
j∩J)−λ
2(
⋃
i∈S(n)
⋃
j∈S(n)Q
n
i ∩R
n
j∩J) = Σi∈S(n)λ
2(Qni ∩J)+Σj∈S(n)λ
2(Rnj∩
3
J)− Σi∈S(n)Σj∈S(n)λ
2(Qni ∩ R
n
j ∩ J),
because it is the sum of sets mutually disjoint.
Note that
λ2(Qni ∩ J) =
1
n2
x0, λ
2(Rnj ∩ J) =
1
n2
x0 and λ
2(Qni ∩R
n
j ) =
1
2n3
for i, j = 0, 2, ..., n2 − n− 2.
Let E1 = λ
2(
⋃
i∈S(n)Q
n
i ∩
⋃
j∈S(n)R
n
j ∩ [0,
⌊nx0⌋
n
]× [ 1
n
− 1
n2
, 1− 2
n
+ 1
n2
]),
E2 = λ
2(
⋃
i∈S(n)Q
n
i ∩
⋃
j∈S(n)R
n
j ∩ [0,
⌊nx0⌋
n
]× [ 1
n
− 1
n2
, 1− 1
n
])
and E3 = λ
2([ ⌊nx0⌋
n
,
⌊nx0⌋+1
n
]× [0, 1] ∪ [0, ⌊nx0⌋
n
]× [0, 1
n
− 1
n2
] ∪ [0, ⌊nx0⌋
n
]× [1− 1
n
, 1]).
The following estimate is true
E1 ¬ Σi∈S(n)Σj∈S(n)λ
2(Qni ∩R
n
j ∩ J) ¬ E2 + E3.
⌊nx0⌋ ·
1
2n3
· n
2−3n+2
2
¬ Σi∈S(n)Σj∈S(n)λ
2(Qni ∩ R
n
j ∩ J) ¬ ⌊nx0⌋ ·
1
2n3
· n
2−2n+1
2
+ 1
n
+
⌊nx0⌋(
1
n2
− 1
n3
) + ⌊nx0⌋
1
n2
.
⌊nx0⌋
4
· ( 1
n
− 3
n2
+ 2
n3
) ¬ Σi∈S(n)Σj∈S(n)λ
2(Qni ∩ R
n
j ∩ J) ¬
⌊nx0⌋
4
· ( 1
n
− 3
2n2
+ 3
4n3
).
x0
4
· (1− 3
n
+ 1
n2
) ¬ Σi∈S(n)Σj∈S(n)λ
2(Qni ∩R
n
j ∩ J) ¬
x0
4
· (1− 3
2n
+ 3
4n2
).
Therefore |λ2(
⋃
i∈S(n)Q
n
i ∩
⋃
j∈S(n)R
n
j ∩ J) −
1
4
x0| < ǫ, only if n >
3
ǫ
, and in conse-
quence
|λ2((
⋃
i∈S(n)Q
n
i ∪
⋃
j∈S(n)R
n
j ) ∩ J)−
3
4
x0| < ǫ, only if n >
3
ǫ
.
Step 2o Let J = [0, 1]× [0, y0], y0 ∈ (0, 1).
Similarly like in 1o we have
λ2((
⋃
i∈S(n)Q
n
i ∪
⋃
j∈S(n)R
n
j )∩J) = Σi∈S(n)λ
2(Qni ∩J)+Σj∈S(n)λ
2(Rnj∩J)−Σi∈S(n)Σj∈S(n)λ
2(Qni ∩
Rnj ∩ J)
and note that
|
∑
i∈S(n) λ
2(Qni ∩ J) +
∑
j∈S(n) λ
2(Rnj ∩ J)− y0| < ǫ only if n >
2
ǫ
(see (iii) case 2o)
and λ2(Qni ∩ R
n
j ) =
1
2n3
for i, j = 0, 2, ..., n2 − n− 2.
Let E1 = λ
2(
⋃
i∈S(n)Q
n
i ∩
⋃
j∈S(n)R
n
j ∩ [0; 1]× [
1
n
− 1
n2
,
⌊ 1
2
n2y0⌋
n2
2
),
E2 = λ
2(
⋃
i∈S(n)Q
n
i ∩
⋃
j∈S(n)R
n
j ∩ [0; 1]× [
1
n
− 1
n2
,
⌊ 1
2
n2y0⌋+1
n2
2
])
and E3 = λ
2([0; 1]× [0, 1
n
− 1
n2
]).
The following estimation is true
E1 ¬ Σi∈S(n)Σj∈S(n)λ
2(Qni ∩R
n
j ∩ J) ¬ E2 + E3;
n · 1
2n3
· (⌊1
2
n2y0⌋ −
1
2
n + 1
2
) ¬ Σi∈S(n)Σj∈S(n)λ
2(Qni ∩ R
n
j ∩ J) ¬ n ·
1
2n3
· (⌊1
2
n2y0⌋ −
1
2
n + 3
2
) + 1
n
− 1
n2
;
⌊ 1
2
n2y0⌋
2n2
− 1
4n
+ 1
4n2
¬ Σi∈S(n)Σj∈S(n)λ
2(Qni ∩ R
n
j ∩ J) ¬
⌊ 1
2
n2y0⌋
2n2
− 3
4n
− 1
4n2
;
y0
4
− 1
4n
¬ Σi∈S(n)Σj∈S(n)λ
2(Qni ∩ R
n
j ∩ J) ¬
y0
4
− 3
4n
− 1
4n2
.
Therefore |Σi∈S(n)Σj∈S(n)λ
2(Qni ∩R
n
j ∩J)−
1
4
y0| < ǫ, only if n >
3
4ǫ
, and in consequence
|λ2((
⋃
i∈S(n)Q
n
i ∪
⋃
j∈S(n)R
n
j ) ∩ J)−
3
4
y0| < ǫ, only if n >
2
ǫ
.
4
(iii) Step 1o Let J = [0, x0]× [0, 1], x0 ∈ [0, 1]. Note that
λ2(Qni ∩ J) =
1
n2
x0 and λ
2(Rnj ∩ J) =
1
n2
x0 for i, j ∈ S(n).
Therefore
|
∑
i∈S(n) λ
2(Qni ∩J)+
∑
j∈S(n) λ
2(Rnj ∩J)−λ
2(J)| = |
∑
i∈S(n)
x0
n2
+
∑
j∈S(n)
x0
n2
−x0| =
|n
2−n
n2
x0 − x0| =
1
n
x0 < ǫ dla n >
1
ǫ
.
Step 2o Let J = [0, 1]× [0, y0], y0 ∈ (0, 1).
Note that
Qni ⊂ J for i ¬ n
2y0 − n,
Qni ∩ J = ∅ for i ­ n
2y0.
Similarly
Rnj ⊂ J for j ¬ n
2y0 − n,
Rnj ∩ J = ∅ for j ­ n
2y0.
Let f(n, y0) =
∑
i∈S(n) λ
2(Qni ∩ J) +
∑
j∈S(n) λ
2(Rnj ∩ J).
∑
i¬n2y0−n,i∈S(n) λ
2(Qni )+
∑
j¬n2y0−nj∈S(n) λ
2(Rnj ) ¬ f(n, y0) ¬
∑
i<n2y0,i∈S(n) λ
2(Qni )+
∑
j<n2y0,j∈S(n) λ
2(Rnj ).
Because Lebesgue’s measure of each parallelograms is equal 1
n2
, thus
1
n2
⌊n2y0⌋−n
2
· 2 ¬ f(n, y0) ¬
1
n2
⌊n2y0⌋−2
2
· 2.
Therefore
y0 −
1
n
− 1
n2
¬ f(n, y0) ¬ y0 −
2
n2
.
In consequence |f(n, y0)− λ
2(J)| = |f(n, y0)− y0| < ǫ, only if n >
2
ǫ
. 
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