ABSTRACT Owing to the fragile to external environment, current human activity recognition is still challenging in the area of computer vision. In particular, the recognition of subtle actions is a difficult task to distinguish from each other. In this paper, we proposed the methods for human action recognition based on improved sparse Gaussian process latent variable model (GPLVM) and hidden conditional random field (HCRF). We first fused the skeletal information and the motion characteristics of human body to extract human action features from a set of action sequences. And then, we proposed an improved sparse GPLVM algorithm for feature dimensionality reduction to satisfy the visualization and computation complexity for human actions recognition. Through sparse approximation with information vector machine and the dynamic process of human actions, the improved sparse GPLVM allows the action features to be represented by the low dimensional trajectory in manifold space. Furthermore, HCRF was applied to recognize the characteristics of human actions derived from manifold spaces and finally to classify human actions. The proposed methods are tested and evaluated on public action database. The experimental results show that our methods can achieve better performance of feature dimensionality reduction and visualization and obtain the average recognition accuracy of 93.68%.
I. INTRODUCTION
In the last two decades, human action recognition has become a widely discussed topic in the area of computer vision, artificial intelligence and pattern recognition [1] , [2] , which aims to analyze human action from a series of unknown image sequences. Fueled by the ongoing advancements in object recognition and tracking, many methods have been well studied and shown impressive results. However, human action recognition is still a challenging task caused by its vulnerable to self-occlusion, perspective, light, dynamic background and other factors. In particular, the recognition of subtle actions, such as walking, walk fast, walking slow, jumping, jumping forward and jumping high, is difficult to distinguish from each other only using the whole human body. The subtle actions recognition has many promising applications, such as sport motion analysis, digital entertainment and virtual reality [3] . In this paper, we mainly concentrate on the recognition of these subtle actions, such as walking, walking fast, walking slow, bouncy walking, walking with arms out and balance, hopping on left foot, jumping, jumping forward, and jumping high.
Generally, extracting useful motion features is one of crucial issues in human action recognition. Traditional feature extraction of human action frames is triggered by the work of image processing. Owing to the high dimensional action data, the space complexity of its storage and the computational complexity of its operation are both large. Meanwhile, most dimensionality reduction methods, such as Principal Components Analysis (PCA), are linear and can't effectively maintain the spatio-temporal characteristics. In order to represent action features better, this paper introduced a nonlinear dimensionality reduction method using sparse approximation to obtain the low dimension structure of high dimension motion data in manifold space. In addition, most current methods ignore the chain structure of human body that plays the fundamental role in human action identification. Thus, we extract features for human body based on skeletal information and motion features captured by motion capture technique
The action model is the other core part of human action recognition. Current popular action detection methods are the generative probabilistic graphical models, such as Hidden Markov Model (HMM), Bayesian networks (BNs), and Markov Random Field (MRF), which serve as the generative probability map suggested for the prediction of the next sequential state. However, such approach has strict demands for the independence between the observed data. Meanwhile, with limited training data, training a complex generative model may lead to model overfitting [4] . Therefore, this paper employed Hidden Conditional Random Field (HCRF) [5] to model the characteristics of human actions derived from manifold spaces and classify the style of human actions, which overcomes these shortcomings of generative probabilistic maps by considering the unique structure of the distinction between action categories.
Our work in this paper makes the following contributions. First, we provided a modeling methodology of human action recognition based on manifold learning. This concentrates on the recognition of human subtle actions and allows the features of human body to be represented by the low dimension trajectory in manifold space through sparse approximation with information vector machine and the dynamic process of human actions. Thus, this can not only realize the visualization of the action data, but also decrease the computation complex. Second, we implemented action recognition model based on skeletal information and motion characteristics extracted from human body. Previous work pointed out the chain structure of human body plays an essential role in action recognition. Thus, the time sequences of the action data can be modeled and associated with the context information of movement.
The remainder of this paper is organized as follows. The related works are reviewed in Section 2. Section 3 presents the proposed framework for human action recognition based on sparse GPLVM and HCRF. Section 4 introduces the improved sparse GPLVM algorithm for feature dimensionality reduction. In section 5, we discuss the HCRF mode for human action recognition. Section 6 illustrates experimental results and relevant discussions. In section 7, we make some conclusions and discuss the next work.
II. RELATED WORK
Research on human action recognition is mainly concerned with three crucial issues. The first one is the acquisition of action data. Various methods will not only bring about the varied data formats, but also contribute to the diverse methods of subsequent processing. The second one is feature extraction and representation. Due to the high dimension features of human action, the traditional linear dimensionality reduction method such as PCA is hard to maintain and represent the nature features of human actions. The last one is the recognition model establishment for spatio-temporal action patterns.
Current acquisition methods of human action sequences mainly include video frames captured by RGB camera, the coordinates and rotations of the body joints acquired by motion capture technology, and the depth images gained by depth cameras such as Kinect sensors [6] . Han et al. [3] proposed a hierarchical discriminative approach for human subtle action recognition. They employed Hierarchical Gaussian Process Latent Variable Model (HGPLVM) to learn the hierarchical manifold space in which motion patterns are extracted. Wang et al. [4] majored in the depth images captured by depth cameras from the Action3D MSR database. Despite the fact that video images contain a great deal of helpful information, they are still sensitive to the self-shielding problem and the changes of the external environment such as lights, perspective, which greatly limits the development of video-based human action recognition. Moreover, the human body is a chain structure and often characterized by the human action reflected in the change of the joint positions. Nevertheless, it is formidable to accurately capture the location of the body joints from the video images. Therefore, the latter two ways based on human 3D skeleton in combination with the 3D joint positions have attracted more attentions. However, the 3D joint positions that are generated via skeleton tracking from the depth map sequences are generally noisy. In the following subsections, we focus on typical work on feature extraction and classification algorithm for action recognition based on motion capture technology.
The traditional feature extraction methods from video frames are triggered by the work of image processing. But the feature extraction of the human skeleton joints not only requires the position information of each 3D joint point, but also needs the hierarchical structure of the human body, which plays a fundamental role in visual recognition purposes. The variable quantity of the 3D joint position [4] , the coordinates value and angle of the 3D joint node [7] , the histograms of 3D joint locations (HOJ3D) [8] etc. are commonly used as a compact representation of postures. Human action is characterized by spatio-temporal features, so individual feature is often challenging to express complex human action. For example, the 3D joint position feature and Local Occupancy Pattern (LOP) are combined to express the feature, and even the Fourier Temporal Pyramid is proposed to represent the temporal dynamics [4] . Consequently, it is a very challenging task to search for the suitable features for human action recognition. In this paper, we use the skeletal information and motion characteristics extracted from human body to implement human action recognition. Thus, the time sequences of the action data can be modeled and associated with the context information of movement.
Several methods of dimensionality reduction operated by linear techniques are demanding to effectively save the characteristics but not the nature, such as Principal Components Analysis (PCA) and Factor Analysis (FA) [9] . Another way to cope with high-dimensional data space is to learn lowdimensional latent variables models. In this paper, we pay more attention to nonlinear manifold learning proposed in [10] . It is an efficient method to project an action dataset onto a lower dimensional manifold space through nonlinear mapping, such as Isometric mapping (Isomap) [11] , Laplacian Eigenmaps (LE) [12] , Locally Linear Embedding (LLE) [13] , [14] , etc. However, methods like Isomap and LLE do not provide a mapping between the latent space and the data space.
In particular, manifold learning with priors can greatly improve the credibility of the model when considering the analysis of human motion from a large number of statistical data. Inspired by human action observation and prediction through the methods of Gaussian Process classification and regression, many approaches have been proposed around Gaussian Process to advance the state of the art in human action recognition. Considering less restrictive covariance functions that allow non-linear mappings, Lawrence et al. [15] firstly combine Gaussian Process model with hidden variables to build a Gaussian Process Latent Variable Model (GPLVM) [6] and then they proposed an extension of GPLVM for larger high-dimensional data, in which the dynamic process of the spatio-temporal characteristics of human motion was fused to overcome the 'abnormal points' problem [16] . Wang et al. [17] added the dynamic process into the model to form a Gaussian Process Dynamic Model (GPDM), and achieved successful application in visual tracking. Xiong et al. [18] proposed a dual diversified dynamical Gaussian process latent variable model for video repairing. Korkinof and Demiris [19] presented a multi-task and multi-kernel Gaussian process dynamical system. However, these methods lack the ability to deal with the large-scale data. Therefore, this paper applies the sparse approximation to represent human action features by the low dimensional trajectory in manifold space and the dynamic process of human actions, which can effectively decrease the computation complex and accelerate the computation process.
The action model is the core part of human action recognition. As indicated in the survey of action recognition methods, there are mainly three categories: templatebased method, probability-based method and semantic-based approach. Template matching [20] is an earlier method applied in the classifier learning for real-time action detection. To be specific, the image sequences of human action are transformed into one or a set of static templates through matching the sealed template with the known template to obtain the recognition results. However, creating the template takes much time and the templates are always not complete. Additionally, the multifarious levels and the strong composite structure of human behavior are similar to grammatical structure. Therefor the semantic model can be used for modeling action recognition. However, this method is still hard to find the high-level abstract description for human action without the consideration of the context. Therefore, the most popular action detection methods are probability-based. The movement of each static posture is defined as one state or the collection of the states that are connected together through the network. And the transformation between states is described by probability, i.e., the probability map. Currently, the probabilistic graphical model can be classified as generative and discriminative. Generative methods include hidden Markov model (HMM) [21] , Bayesian networks (BNs) [22] , Markov Random Field (MRF) [23] and discriminative methods contain Support Vector Machine (SVM) [6] , Conditional Random Field (CRF) [24] and Maximum Entropy Markov Model (MEMM) [25] . The commonly used algorithm HMM is the generative model that enumerates all possible observational sequences. There are two hypotheses: output independence and Markov assumption. The output independence assumption requires strict mutual independence of sequence data to ensure the correctness of the derivation. In fact, most of the sequence data cannot be expressed as a series of independent events. The MEMM model fused with the maximum entropy theory is a finite state model based on the states, but the Label Bias problem is local to the computation of the state sequence. CRF has the ability to overcome this problem. It can express long distance dependence and overlapping characteristics.
CRF is a discriminative model widely used in the field of human action recognition. Quattoni et al. [26] and [27] proposed a CRF model for object recognition and then applied Hidden Conditional Random Field (HCRF) to image recognition, which makes the model of time series information more flexible. Han et al. [3] proposed a cascade CRF to estimate the current state of a series of action patterns, especially for continuous human action recognition. Morency et al. [28] added a latent layer between the observation sequence and the marker sequence to form Latent Dynamic Conditional Random Field (LDCRF), which models for the sub-structure of human action. Izadinia and Shah [29] established a symbiotic relationship between sub-events and complex event categories through the tree structure CRF.
III. THE PROPOSED FRAMEWORK
We propose a general framework for human action recognition based on sparse GPLVM and HCRF, shown as in Fig. 1 . The proposed methods achieved the dimensionality reduction using sparse GPLVM, which fused both human skeletal information and motion features; and then, it modeled and recognized human actions using HCRF model.
In Fig 1, the synchronized action sequence data including the human skeletal information and motion characteristics are first preprocessed by data normalization, resampling, filtering and other operations. In this paper, we utilize the zeromean normalization method. Action features of human skeleton information and motion characteristics are shown in Fig. 2 . Secondly, the human skeleton model are established, which builds the tree structure based on the skeletal hierarchy of human body and calculates the relative position of each joint node to the root node. Then we construct a sparse GPLVM to select the active set from training set. The proposed sparse GPLVM is improved by information entropy theory to find the manifold structure in low dimension manifold space of high dimension action data. In addition, the proposed sparse GPLVM considers the dynamics process of human actions by placing the input time point t over the Gaussian process to alleviate the abnormal points caused by the variation of the action. Finally, we achieve human action recognition using HCRF and optimize the parameters using the maximum likelihood principle and multiple kernel learning methods
IV. FEATURE REDUCTION USING IMPROVED SPARSE GPLVM
We employ nonlinear dimensionality reduction to discover the informative dimension structures in manifold spaces of human actions. The sparse approximation is applied to accelerate the computation process while dynamics of human actions is also taken into considered for enhancing the descriptors of human actions.
A. GAUSSIAN PROCESS LATENT VARIABLE MODEL

Let low dimensional space
where the latent dimension q is lower than the data dimension d, supposed that noise variables is drawn independently from a Gaussian distribution ε n ∼ N (0, β −1 I ), and the latent space is governed by the prior distribution p(X ), then defined the mapping between low dimensional space to observational space as (1) .
where W ∈ R N ×d is a matrix of mapping parameter and β is the precision (inverse variance) of the noise. Given x n in latent space, the conditional probability of the observational data points y n can be written,
Assume that the points in the latent space are distributed independently, and the probability distribution of x n is,
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By means of the integration for the points in the latent variable space, the marginal likelihood of the observational data can be deduced in (4) .
Then joint likelihood of observation data is,
To obtain the mapping matrix W , we need to seek maximum likelihood estimation with respect to the latent positions. The key innovation in the GPLVM is to take the prior distribution over the mapping instead of the latent variables. In this case, the mapping can be marginalized, and non-essential approximation of the nonlinear latent variable model is also solved. More importantly, it is easier to improve the model by adding additional constraints or the prior information of the action data.
Assuming that the mapping of each dimension is drawn independently and identically distributed from Gaussian Process, GPLVM can be expressed in (6) .
where K x is covariance matrix (kernel function) determined by the latent variables. If X is given, the kernel function for each element is,
The parameters of the kernel function are θ = (σ rbf , σ bias , σ white , l x ), where σ rbf means the scale of output function, σ white is related with the white noise, δ ij denotes the Kronecker delta function and l x is the length scale of RBF term.
B. IMPROVED BY SPARSE APPROXIMATION WITH INFORMATION VECTOR MACHINE
The solution of GPLVM is also known as the process of learning, which applies the maximum likelihood principle to find a maximum a posterior (MAP) solution and optimize the parameter θ . Maximizing the joint likelihood distribution of the observed data by Scale Conjugate Gradient (SCG) method to solve the gradient, the position and the parameters of the latent variables in the low dimensional space can be obtained through the iterative optimization process. The computational complexity of GPLVM is O(N 3 ).
Due to the cube time complexity with respect to the size of the training set, time consumption will be too high for GPLVM to deal with big datasets. In order to overcome the scaling problem of the cubic time complexity with respect to the training size and speed up the calculation process, the sparse approximation is introduced.
The sparse approximation aims to select an active subset I from all dataset to reduce the number of parameters and the complexity of the computation. By exploiting a sparse approximation to the full Gaussian process, it is usually possible to reduce the computational complexity from an often prohibitive O(N 3 ) to a more manageable O(k 2 N ), where k is the number of points retained in the sparse representation. The recent methods focus on Fully Independent Training Conditional (FITC), Partially Independent Training Conditional (PITC), Deterministic Training Conditional (DTC) and sparse variation approximation (DTCVAR), and so on.
The utility of information vector machine (IVM) combined with information entropy theory is a good way to choose the active set I, which selects the next point to be included in the active set I from data points through greedy algorithm. Owing to allow selecting active sets online, the algorithm of Assumed Density Filter (ADF) is often used in the IVM theory. For all points in the non-active set j, by means of calculating the approximate posterior differential entropy, that is, the differential entropy score, these points whose score are highest should be selected into the active set I. The experimental results show that the computational complexity can be reduced to O(k · N 2 ).
The local properties of ADF and the fact that Q is Gaussian distribution, the approximate Gaussian Process can be deserved as,
where
. If the current active set is I, the Gaussian posterior p and the mean m of the data points that is not included in I are both zero. And A follows the Woodbury function:
where L is the lower-triangular Cholesky factor of
To obtain the differential entropy score for a point in nonactive set J , a jj and h j need to be calculated firstly. Thus, when including ith data point in the active set I, the matrix L and M should be updated to renew diag(A) and h [15] .
C. IMPROVED WITH DYNAMIC PROCESS
Human action is a dynamic process as time goes, such as walking, running and other basic actions. Wang and Mori [5] applied autoregressive Gaussian process to improve GPLVM with dynamics, which can guarantee the tracking continuity even in the loss of some frames. Given the previous state, it can predict the spatio-temporal location of next state in latent space. In fact, human action has its obvious periodicity. In this case, the mapping of each point in latent space could have a similar point in data set. Nonetheless, when suddenly changing from one state to another state, there will be a bifurcation point in latent space that cannot be correctly obtained by unimodal autoregressive dynamics. In order to solve this problem, the input time point t should be placed over Gaussian process to ease the requirements for uniform time interval. Thus the prior distribution in hidden space no longer is the function of latent space's location, which allows bifurcation point distribute on the mapping trajectory in latent space. Thus the prior probability distribution is changed as (9) .
The kernel function of latent variable is,
Combined with GPLVM into a new model,
The solution method is still to obtain the maximum posterior probability:
The first part in (12) is GPLVM, the second part is as follow:
The algorithm of the improved sparse GPLVM is described in Table 1 .
V. HUMAN ACTION RECOGNITIION
In essence, the problem of human action recognition can be regarded as giving a prediction label to each observational action sequence, then computing the accuracy of action recognition in comparison with the ground truth label. For feature extraction, we obtain the trajectories in manifold space based on nonlinear dimensionality reduction, i.e., sparse GPLVM. In this section, HCRF is applied to model latent variables in manifold space to identify action label.
The observation sequences of human action work as the input of HCRF, while the category labels of the corresponding movement pattern are regarded as the output. The requirements for observations are not harsh, independent, and sometimes can overlap in space and time. HCRF is a discriminative probabilistic model that is suitable for modeling sequential data such as image frames from video and inferring the categories y ∈ Y (Y is the set of action) of human action according to the input observational sequence x. Supposed that the hidden variable is h = {h 1 , h 2 , . . . , h m }, h i ∈ H , where H represents all possible hidden state, which may be a sub-action or the part of an observed sequence, the task of HCRF is to learn a mapping between a sequence of observations x and a sequence of labels y. The condition probability for the action categories can be modeled in (15) .
h e (y,h,x;θ ) y ,h e (y ,h,x;θ ) (15) where θ represents the relative parameters between observation data and action categories; the potential energy function (y, h, x : θ ) denotes the structure of the hidden states.
The training for parameters in HCRF is the process of parameter estimation.
In this paper, we use gradient ascent to search for the optimal parameters:
The recognition process obtains the corresponding action labels by giving a new test set of observation sequence x and the known training parameters θ .
VI. EXPERIMENTAL RESULTS
We perform experiments to evaluate the effectiveness of our framework and algorithms for human action recognition We first pay our attentions to the proposed methods of feature extraction and dimensionality reduction based on sparse GPLVM. And then, we report the results of action recognition based on traditional conditional random field (CRF) and its extended model HCRF and Latent Dynamics Conditional Random Field (LDCRF). In addition, we compare the discriminative model HCRF with the usual generative model SVM.
A. ACTION DATASET
In this paper, all experiments are performed on the CMU Mocap database [30] . Mocap database consists of 2605 trials in 6 categories and 23 subcategories captured by 12 Vicon infrared MX-40 cameras, each of which is capable of recording 120 Hz with images of 4 megapixel resolution and the images picked up by them are triangulated to get 3D data. With ASF/AMC format data in Mocap action sets, each frame of human action sequences can be defined as
, where f i denotes ith frame of action data, p i describes the translation information of the root node in ith frame and r 1 i , r 2 i , . . . , r n i is the rotation information of each bone segment relative to the root node. Therefore, an action sequence defined by ASF/AMC motion capture data could be represented as:
where motion follows the action sequence, m indicates the total number of frames of the action sequence.
In this experiment, each action was classified in the oneagainst-rest manner, and was captured from one person in different time. According to the previous work, the information in ASF/AMC format can be converted into n×62 matrix, where n is the number of samples. The sparse GPLVM is used for dimensionality reduction.
B. EXPERIMENTS ON FEATURE EXTRACTION
In order to investigate the advantages of sparse approximation in feature extraction and dimensionality reduction, we first evaluate standard GPLVM and sparse GPLVM respectively to three kinds of jumping actions (Jump, Forward Jump, and High Jump) of the 16th action set in Mocap database. The sparse algorithms include the IVM ADF algorithm and three common algorithms, i.e., Fully Independent Training Conditional (FITC), Partially Independent Training Conditional (PITC) and Deterministic Training Conditional (DTC). In this experiment, sample number in active set is 200. The latent layer dimension is 2. Each sample is added with back constraint condition so that the points in latent space can form a smooth function and similar points in data space also can be near in the latent space. The back constraints are provided by a multi-layer perception with 15 hidden nodes.
The performance of different sparse approximation is shown in Table 2 . The nearest neighbor errors in latent space are used to measure the results of dimensionality reduction for target instances. According to Table 2 , we can obtain that the effectiveness of sparse GPLVM with ADF in IVM is obvious, whose nearest neighbor errors in latent space are 5 and significantly less than that of three common sparse algorithms (FITC, PITC and DTC). In addition, the standard In order to further test the effectiveness of feature extraction according to the proposed methods, we further analyze and visualize action data in 3D manifold space. In this experiment, we focus on recognizing five subtle walking actions, i.e., Walk with arms out and balance, Walk Fast, Hop on left foot, Bouncy Walk, and Walk Slow, derived from the 132th subject on Mocap dataset, as shown in Fig. 3 . They are generally similar but different in many details, such as the speed, the walk pattern, and the arm swing. In Fig. 3 (a) , the arm movement is more distinct than that of others, which is out for balance. In Fig. 3 (b) , the body swing is bigger and the walking speed is more quickly. In Fig. 3 (c) , the action is to jump on left foot and more easily to distinguish from VOLUME 6, 2018 other four actions. In Fig. 3 (d) , the upward movement is more obvious. In Fig. 3 (e) , the arm swing is smaller and the walking speed is more slowly. Fig. 4 shows the distribution in 3D manifold space for the five walking action reduced the complex action data into 3-dimension space using the proposed sparse GPLVM. In Fig. 4 , five different color circles illustrate the five different movements respectively. Although their trajectory spaces seemingly overlap due to the two-dimensional visual errors, actually each action has its distribution space alone and can be availably recognized in different parts. Fig. 5 (a), (b) , (c), (d), and (e), we can conclude that different walking action has completely distinct trajectories in 3D manifold space; nevertheless, each specific walking action has similar trajectories in manifold space as shown in Fig. 5 (f) . Therefore, we can apply these trajectories to represent the features of human actions and further classify human action.
VII. EXPREIMENTS ON HUAMNA ACTION RECOGNITION
In this section, we evaluated the mean performance between the generative model such as SVM, IVM and the discriminative model such as CRF, HCRF and LDCRF both on two action category recognition tasks. We report the results for the five walking actions on CMU Mocap database. Given a general framework for our model, we trained multi-classifier to distinguish the time-sequential actions data formed from human skeleton structure on the consistently initial conditions Table 3 lists the experimental results of comparison between the state of the art methods According to Table 3 , we can obtain the mean recognition accuracy of 93.68% using HCRF algorithm. This is a decent result considering the uncontrollable factors during the experiments. When we directly train the dataset using IVM, the accuracy is 87.83%. Moreover, the accuracy drops to 69.44% based on SVM algorithm. Fig. 6 further illustrates the mean Receiver Operating Characteristic curve (ROC) of the five actions using CRF, HCRF FIGURE 6. The ROC curve of the five walking actions recognition using CRF, HCRF and LDCRF with respect to the dimensionality reduction based on sparse GPLVM when Window size is 3 and Hidden states is 10.
and LDCRF. The larger the area under the curve (AUC) the better is overall performance In Fig. 6 , the AUC of HCRF is closer to 1 than that of LDCRF and CRF, which indicates better performance of HCRF.
According to these experimental results we can obtain that the proposed sparse GPLVM algorithm and HCRF method can achieve comparable results with the state of the art methods. In Fig. 6 , near the origin of coordinates, there is a distortion on the curve of HCRF. We think the sensitivity and specificity of the model can be relatively large with a small number of samples.
VIII. CONCLUSION AND DISCUSSION
In this paper we have presented the methods for human action recognition based on sparse GPLVM and HCRF. In particular, we concentrated on the recognition of human subtle actions In our experiments, we have evaluated the performance with five walking actions for action recognition and three jumping actions for feature extraction on CMU Mocap database. Experimental results shown that the sparse GPLVM improved with sparse approximation and action dynamics can provide an excellent balance between high recognition accuracy and computational efficiency both at training and test phase. In addition, the sparse GPLVM is a nonlinear dimensionality reduction method and can obtain the low dimensional structure of high dimensional motion data in manifold space. The performance on action recognition, especially in subtle action recognition is impressive since the useful information hidden under time-sequential action data can be effectively utilized using HCRF. Compared with CRF and LDCRF, a decent improvement of the performance has been observed on three experiments resulting from the ability of the proposed sparse GPLVM to process a larger amount of training data and sample them visually. Another improving factor is the use of the prior distribution of the sampled features for supervision training.
The present work has addressed the dimensionality reduction for feature extraction. However, it is obvious that techniques like hierarchical human body can be incorporated with GPLVM to improve the feature extraction results. Exploiting the relations between movement states in the tree structure of human body is another promising approach for improving the recognition accuracy. One of the limitations of the current implementation seems to be using a single recognition algorithm for involute action recognition.
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