This article presents the possibility of using of multiple regression analysis (MRA) and dynamic neural network (DNN) for prediction of stability of Hydrocortisone 100 mg (in a form of hydrocortisone sodium succinate) freeze-dried powder for injection packed into a dual chamber container. Degradation products of hydrocortisone sodium succinate -free hydrocortisone and related substances (impurities A, B, C, D and E; unspecified impurities and total impurities) -were followed during stress and formal stability studies. All data obtained during stability studies were used for in silico modeling; multiple regression models and dynamic neural networks as well, in order to compare predicted and observed results. High values of coefficient of determination (0.95−0.99) were gained using MRA and DNN, so both methods are powerful tools for in silico stability studies, but superiority of DNN over mathematical modeling of degradation was also confirmed. (Figure 1 ) belonging to the group of corticosteroids, which are hydroxyl compounds (alcohols). They are relatively insoluble in water, and the sodium salt of the phosphate or succinate ester is generally used to provide water-soluble forms. Hydrocortisone hydrogen succinate (HC 21-HS) is 11β, 17-dihydroxy-3,20-dioxopregn-4-en-21-yl hydrogen butanedioate ( Figure 1 ) and it is usually used as active pharmaceutical ingredient.
concluded that the most frequent reactions occur at the lateral dihydroxyacetone chain, as well as the transesterifications between the positions C17 and C21.
Gőrőg has described the process of intramolecular oxidoreduction of lateral dihydroxyacetone chain under the action of oxygen [1] , as well as the sensitivity of acid and base to oxidation, depending on the present groups at C21 [2] . As early as in 1961, Herzog et al. [3] explained the changes occurring at C17 atom, whereby a small polar compound of enol aldehyde type is built in the process of dehydration. Di Giola et al. [4] have described the role of hydroxyl groups in the position C17 and C21 in the course of this reaction. The same associates have concluded that this substance of enol aldehyde type is synthesized as the mixture of E and Z isomers.
HC and HC 21-HS are official in Ph. Eur. 7 th (2011) [5] , which presents impurities of HC and HC 21-HS. Specified impurities of HC 21-HS are free HC and Hydrocor- tisone acetate. Hydrocortisone acetate is a by-product that originates from synthesis and is not consider as degradation product.
HC and its salts can be processed into different pharmaceutical dosage forms but they are very unstable substances, especially in the presence of moisture. So, for their parenteral administration freezedried pharmaceutical form must be used. A problem associated with this type of injection is the storage of the medications (powder and solution for reconstitution) that should be administered as separate component parts and mixed prior to injection. Therefore, dual chamber vials have been developed to facilitate the storage and mixing of such two-component medications. This container closure system consists of a glass vial with two chambers separated by an intermediate rubber closure and an upper closure on the top. The specific feature of this type of the products is that both the lyophilized active ingredient (in the lower chamber) and the solution for reconstitution (in the upper chamber) are in the same vial ( Figure 2 ). The goal of this work was to follow the chemical stabilities of HC 100 mg freeze dried power packaged in dual chamber vial, as a specific container closure system and to evaluate the possibility of using in silico method for prediction stability (multiple regression analysis and dynamic neural network).
Multiple regression analysis
Regression analysis is the branch of statistics that deals with the relationship (known as the regression function) between one variable y (dependent variable) and several others x i (independent variables). The regression function also involves a set of unknown parameters b i . If a regression function is linear in the parameters b i , it is known as a linear regression model. Furthermore, if there is more than one independent variable, it is called a multiple linear model.
The general formula for multiple linear models is:
with parameters defined as follows: p -number of independent variables; n -number of observations; ydependent variables (predicted by a regression model);
The main objective of multiple linear regression analysis is to get the best set of parameters b i , so that the model predicts experimental values of the dependent variable as accurately as possible (meaning that calculated values y j should be close to values y j *, j = = 1,2,…,n, obtained by experiment) [6] .
Dynamic neural networks (DNNs)
Dynamic neural networks (DNNs) are artificial neural networks used for the analysis of time series problems. Distinctions of DNNs are multiple presentations of inputs to the neural network allowing for the time dependent integration of inputs and outputs. Past information is used for the prediction of current and future states of the analyzed system. The incorporation of time in the neural networks allows for the nonlinear process to be modelled more precisely with respect to static neural networks. Feedback of the signal is usually performed in the hidden layers of the network. A dynamic neural network has the following characteristics: a high number of the degrees of freedom, i.e., possible connections between neurons, nonlinearity and the ability for dissipation [7] . Biological neurons also express dynamic behavior -apart from performing nonlinear operations they are capable of some other dynamic processes such as time delays, signal feedback and limit cycles [8] . Dynamic networks reportedly used for time series analysis are: memory neuron networks, dynamic neural unit, feedback networks and others [9] .
A dynamic network stores long term memory structure in its feedback (recurrent) and regular connections whose weights are adjusted during training [10] . The most prominent characteristics of a memory in neural network are its depth and resolution [11] . DNNs are also referred to as recurrent neural networks. If a network is fully recurrent, then every neuron receives inputs from every other neuron in the network. These networks are not arranged in the layers and still have not been widely employed due to their complexity.
Dynamic neural networks have been employed as an alternative to the model-based approach for the prediction of drug dissolution profiles. The Elman recurrent network has been used to predict the dissolution profiles of a matrix controlled release theophylline pellet preparation [12] . Superiority of dynamic neural networks over static neural networks in modeling of time dependent drug dissolution from hydrophilic polyethylene oxide matrices has been demonstrated [13] .
Up to now there has been only one assessment of the possible usage of static neural networks to predict the chemical degradation of drugs in stability studies [14] . Neural network modeling based on a back-propagation supervised learning algorithm has been employed to study the physical stability of lipophilic emulsions [15] . The generalized regression neural network model has been developed to assess the crystal purity of mebendazole raw material and to establish its physical stability in a suspension formulation [16] . The stability of the pellets and those of compressed tablets has been evaluated for degradation products under an accelerated stability protocol [17] . The data were analyzed using a static multilayer perceptron neural network and the only qualitative conclusions about the chemical degradation of the active substance could be withdrawn. The combined usage of the back-propagation neural network and a genetic algorithm has been utilized to design organic molecules presenting a specific biodegradability [18] . Genetic algorithms were introduced by Holland [19] , mimicking nature's evolutionary method of adapting to a changing environment. They are stochastic optimization methods and provide powerful means to perform directed random searches in a problem space [20] . Genetic algorithms basically represent the population of the candidate solutions to the problem and if no optimum solution is found, a further generation of possible solutions is produced by selecting those solutions judged by some fitness criteria [21] .
In the present study, the feasibility of dynamic neural networks to predict the extent of drug degradation is demonstrated. The dynamic treatment of data is possible since the degradation of substances is a time dependent process. Genetic algorithms are proposed as simple yet powerful optimization tools for the selection of an adequate dynamic network topology. The objective of the study is to propose the utilization of dynamic neural networks as in silico tools for the prediction of the degree of drug degradation.
EXPERIMENTAL

Design of the stability study
Stability testing is required for predicting the behavior of the medicines during the time. Stability studies were designed through stress and formal stability testing.
Stress stability testing is usually performed in order to define the degradation profile and the kinetics of degradation of active substance and to define the influence of different factors such as temperature, humidity, light etc., on the process of the degradation. In this work, stress studies were performed in order to collect results that could be used for statistical calculation. During this phase, samples were treated under the conditions defined in Table 1 . [22] [23] [24] in order to establish or confirm the retest period of a drug substance or the shelf life of a drug product. Formal stability testing includes long-term and accelerated (and intermediate) studies. In this study, formal stability testing was performed in order to get results that could be used to confirm predicted values obtained with mathematical methods. Storage conditions and testing frequencies for formal stability testing are presented in Table 2 . Some other stress testing (such as photostability testing) or formal (in use stability testing) tests were performed as well, but these results were not the scope of this article.
During the study, the vials were kept in upright, as well as, in horizontal position. Since there was no difference, herein will be presented only results from samples stored in horizontal position.
For determination of the analytes of interest validated high performance liquid chromatography (HPLC) methods were used.
Materials
This work was done on Hydrocortisone 100 mg powder for injections, in the form of freeze-dried product in dual chamber vial. It is manufactured by Hemofarm, Vršac, Serbia. The solution for reconstitution is water for injection/ 0.9% benzyl alcohol. Two milliliters of reconstituted product contains hydrocortisone sodium succinate (HCNaS) equivalent to 100 mg HC.
All samples were conditioned according to the requirements of the International Conference on Harmonization Standards for Stability (Q1A) and Photostability (Q1B). The following chambers were used: Weiss 2000, Weiss Gallenkamp, Weiss 600, Weiss Gallenkamp, Sanyo PSC 062, Sanyo Gallenkamp (Great Britain) and Weiss Umwelttechnik 140, Weiss Umwelttechnik, Germany.
The solvents used were: n-butyl chloride (Merck, Germany), tetrahydrofuran (Sigma-Aldrich, Germany) methanol (Merck, Germany), glacial acetic acid (SigmaAldrich, Germany), chloroform (Merck, Germany) and ortophosphoric acid (Merck, Germany) were of a grade suitable for high-performance liquid chromatography (HPLC) analysis. HC 21-HS (Aventis Pharma, France), HC and fluorometholone reference standards (RS) were obtained commercially. The reference standards were used without further purification.
Analytical methods
HPLC method for free HC determination
Analytical procedure for the free HC determination was in accordance with USP 32 [25] . The concentration of free HC is separately expressed, as it is an important degradation product. The analyses were performed on an Agilent Technology 1100 Series HPLC system equipped with 254 nm detector and column of porous silica particles packing (L3). The flow rate was 1.0 ml/min. Mobile phase was prepared by mixing n-butyl chloride, tetrahydrofuran, methanol and glacial acetic acid (95:7:3:3; v/v/v).
Internal standard solution of concentration 3 mg/ml was obtained by dissolving the required amount of fluorometholone (RS) in tetrahydrofuran.
HC solution. About 7.5 mg of HC RS was accurately weighed, transferred to a 25-ml volumetric flask and diluted with solvent to 25 ml.
Solvent. 3% glacial acetic acid in chloroform. Standard solution. About 32.5 mg of HC 21-HS RS was weighed accurately and transferred to a 50-ml volumetric flask. 5 ml of internal standard solution and 5 ml of HC 21-HS solution were added. Solvent was added up to 50 ml.
Test solution. The tested product was reconstituted according to the manufacturer's directions. Aliquots of 10 vials were collected and 1.0 ml of this solution was transferred to a volumetric flask of 100 ml. Internal standard solution was added (10 ml) and dissolved with solvent up to the mark. After 5 minute shaking, layers were separated and upper one was discarded. The injection volume was 10 μl of each sample.
HPLC method for determination of related substances
Analytical procedure for the determination of the related substances was in accordance with internal HPLC isocratic method. The apparatus was Agilent 1100 Series, with a variable wavelength UV-Vis detector. Separation was performed on a Column C 18 (250 mm×4.6 mm, 5 µm), and the flow rate was 1.0 ml/min. The mobile phase was prepared by combining acetonitrile, purified water and ortophosphoric acid (33:60:1, v/v/v) and diluted up to 1000 ml with purified water.
Test solution. Reconstituted solutions prepared from the contents of 10 vials of HCNaS for injection were mixed, 1.0 ml was transferred to 50-ml volumetric flask and diluted with mobile phase up to 20 ml. Concentration of solution is 0.1 % w/v.
Standard solution. 1 ml of test solution was transferred to a 100-ml volumetric flask and diluted with mobile phase. One ml of this solution was diluted with mobile phase to 10 ml. Concentration of standard solution was 0.0001 % w/v.
The injection volume was 10 μl of each sample.
Multiple regression analysis
Multiple regression analysis (Eq. (1)) was applied. The responses were: free HC, impurities A, B, C, D and E which were defined as degradation products due to the increasing concentration during the study; unspecified impurities and total amount of impurities. Predictors (independent variables) were: time (months), temperature (°C) and expressions of type time m ×tempe-rature n with m,n = 0,1,2… Regression models were obtained in two steps.
Step 1. A polynomial of degree 10 on time and temperature was fitted to each of the responses. The fit quality was measured by the coefficient of determination, R 2 .
Step 2. Models obtained in step 2 were improved by removing predictors (terms in the model) that are not statistically significant. This was done by performing a stepwise regression (removing a term that is least statistically significant or adding a term that is most significant in each step, until one obtains an acceptable model).
Expected levels of fit of all models were estimated by means of leave-one-out cross-validation technique. For each of the responses, one of the observations was removed from the sample (validation data), and the model was fitted to the rest of the sample (training data). This is repeated such that each observation is used once as validation data. Finally, as a measure of fit, coefficient of determination was computed. All calculations in this work were performed in MATLAB statistics toolbox.
Dynamic neural network
Commercially available Peltarion® software was used on a personal computer for designing the dynamic neural network. The topology of a DNN consists of blocks, information processing elements that are connected with links. The links of hidden layer neurons are configured to have a memory of certain order, allowing for the input signal to be delayed for a predetermined number of steps. A pre-designed, built-in partial topology from the software has been used to construct an adaptive system. The Recurrent One Layer dynamic network used in the study is represented in Figure 3 . Data sources provide inputs and outputs to the network.
The inputs presented to the network were temperature and time whereas outputs were percent of free HC, impurities A, B, C, D and E; unspecified impurities and the total amount of impurities. The network was presented with the data obtained from stress stability protocols carried out at temperatures of 60, 50, 40 °C and from 30 °C, which is part of formal stability study. The data was divided on training and validation set. The ability of the network to predict the degree of degradation at 25 °C was evaluated in order to test the network. The genetic optimizer algorithm was used in order to improve the network architecture. The progress of errors for both training and validation sets were monitored during training to decide when to stop the training. When there were no more changes in the training error or when the validation error started to diverge, the training was stopped.
Experimentally observed and in silico predicted fractions of free HC, impurities A, B, C, D and E; unspecified impurities and total amount of impurities after specific time intervals were compared by the determination of coefficient of correlation r 2 .
RESULTS AND DISCUSSION
In accordance with USP 32 analytical procedure for the free HC determination was applied. Chromatograms of standard and test solutions are presented in Figures 4a and 4b , respectively. The order of the elution of peaks is: the internal standard peak (fluorometholone), HC 21-HS peak and successive smaller peaks of free HC and hydrocortisone 17-hydrogen succinate (HC 17-HS).
Chromatogram of related substances -impurities A, B, C, D and E, obtained by applying internal, validated HPLC method, is presented in Figure 5 .
By following the concentration it was noticed the growing of these five impurities. The increase in concentration of these impurities is proportional to the The results of the concentration of free HC and related substances in stress testing are presented in Tables 3 and 4, respectively.
Those results were used for statistical analysis by applying methods of MRA and DNM. The results of the concentration of free HC and related substances in formal testing are presented in Tables 5 and 6 , respectively.
Multiple regression analysis (MRA) modeling
The results of the multiple regression analysis are presented in Table 7 .
High values of coefficient of determination (R 2 from 0.95 to 0.99) for impurities A, B, D and E indicate a good correlation between predicted and observed responses. However, despite the fact that a good correlation was observed, the main disadvantage of this method is obvious: separate models for each response as well as ponderous models. With such models it is hard to manipulate in terms of the simultaneous prediction of all impurities in the product (Table 7) .
Dynamic neural network (DNN) modeling
The dynamic network consists of an input layer, one hidden layer and an output layer. From data source 1, the signal goes to the first Weight layer. The first weight layer has 2 inputs and 7 outputs. The number of outputs has been optimized using a Genetic Optimizer algorithm in the training mode of the program. From the first Weight layer, 7 outputs go to the first Function layer that has modified links and a feedback connection to itself. The developed dynamic network is a partially recurrent network since the recurrent connections are sent from the hidden layer back to itself. The recur-rence of signals is determined by the order of the link memory. Mandatory memory is added to the recurrent link as well as the interpolation parameter; weight μ. Local feedback is always scaled with 1−μ. For each of the 7 outputs there is a separate feedback μ 1 to μ 7 ; outputs were optimized using a Genetic Optimizer, making it possible to set up connections that can most adequately predict future states of the system. For simulations used to construct dynamic network the number of populations was 200 and there were 1000 generations and 100 epochs. From the first, recurrent function layer, signal goes to second Weight layer that has 7 inputs and 8 outputs (fractions of HC and impurities). From the second weight layer signals go to the second function layer. The second Function layer is an ordinary function layer (in comparison to the first function layer). It has 8 inputs and 8 outputs and performs Tanh sigmoid function. The function of the delta terminator is to compare two signals -the first signal comes from the data source 2 and represents real, observed outputs; whereas the second signal comes from the second function layer and represents outputs predicted by the dynamic system. A strong correlation between observed and predicted values of the amount of free HC, impurities A, B, C, D and E; unspecified impurities and a total amount of impurities has been obtained. Experimentally observed values and values predicted by DNN as well as correlation coefficients at specific time intervals are given in Tables 8 and 9 .
Correlation of predicted and obtained values after 24 months for all tested parameters is presented in Figure 6 . The correlation between observed and predicted values is confirmed by r 2 ranging from 0.9622 to 0.9910. The capability of DNN to predict the degree of degradation was confirmed by comparing predicted and experimental data obtained by following degradation at 25 °C after different time intervals (3, 6, 9 and 24 months).
It is important to emphasize that the ability of the network to accurately predict the degree of degradation does not lessen with the increase of length of 
CONCLUSION
It has been demonstrated that dynamic neural networks are powerful tools for in silico stability studies. When compared to the MRA modeling of HC degradation, DNN shows superiority in terms of ease of application and the handling of obtained results.
With MRA models it is hard to manipulate in terms of the simultaneous prediction of all impurities in the product because the fact that every impurity requires its own models. On the other hand, DNN allows to set up connections between observed values and to get one network that can most adequately predict future states of the system. Furthermore, the ability of network to accurately predict the degree of degradation is not affected by the time.
By comparing predicted and experimental data it is confirmed that DNNs can be successfully used to predict the amount of drug degradation during storage, i.e., to predict the shelf life of the drug product.
