Several methods were suggested for constructing a fuzzy relationship between fuzzy independent and dependent variables. This paper reviews the use of the method by minimizing the square of the difference between an observed and a predicted fuzzy number in an α-level linear regression model. We introduce a new distance between fuzzy numbers on the basis of a mode, a core point and a radius of an α-level set of a fuzzy number and construct the fuzzy regression model using the proposed fuzzy distance. We also investigate sufficient conditions for an equivalence in the α-level regression model.
Introduction
were the first to introduce a fuzzy method to construct a functional relationship between fuzzy explanatory and response variables and suggested a fuzzy linear regression model as follows:
Y(X i ) = F(A, X i ), i = 1, . . . , n, (1.1)
where X i = (X i0 , X i1 , . . . , X ip ) is a (p+1)-dimensional vector of known predictors, A = (A 0 , A 1 , . . . , A p ) is a (p + 1)-dimensional vector of unknown coefficients, F(A, X i ) is a linear function about the vector A, and Y(X i ) is a predicted variable corresponding to the input vector X i . The coefficient A i , the predictor X ip , and the predicted value Y(X i ) are LR-fuzzy numbers in the regression equation (1.1). The membership function of an LR-fuzzy number A, denoted by (a, l a , r a ) LR , with a mode a and a right(left) spread r a > 0 (l a > 0) is
where the functions L and R are continuous and strictly decreasing functions on [0, 1] with L A (1) = R A (1) = 0 and L A (0) = R A (0) = 1. In particular, if the left and right spread are same, we denote the symmetric fuzzy number as (a, s) LR . Further, if L A (x) = R A (x) = 1 − x, we call the LR-fuzzy number a triangular fuzzy number and denote it as (a, l a , r a ) T . An α-level set of the fuzzy number A with the membership function µ A , denoted by A(α), is defined by A(α) = {x ∈ R|µ A (x) ≥ α} for all α ∈ (0, 1]. The 0-level set A(0) is defined as the closure of the set {x ∈ R|µ A (x) > 0}. Several methods have been suggested for constructing the fuzzy regression model (1.1). We can classify a method estimating the fuzzy regression (1.1) into two categories; the first is a numerical method minimizing the spread of the predicted fuzzy number and the second is a statistical method to minimize the sum of the distance between the observed and the predicted fuzzy numbers. Linear and non-linear programming have been used to construct the fuzzy regression model based on the objective problem with constrained conditions. The numerical methods for the fuzzy regression model was developed by many authors Chen (1999) , Hojati et al. (2005) , Kao and Chyu (2002) , Kao and Chyu (2003) , Nasrabadi and Nasrabadi (2004) , Sakawa and Yano (1992) , Tanaka et al. (1982) . Another direction for fuzzy regression is the statistical method that minimizes the difference between the estimated and the observed fuzzy outputs. The statistical method estimates fuzzy regression models by first defining the distance between two fuzzy numbers and then generalizing to the distance within the fuzzy regression model. Many studies have been suggested for the statistical method to construct the fuzzy regression model Bargiela et al. (2007) , Chang (2001) , Coppi et al. (2006) , Diamond (1988) , Diamond and Körner (1997) , D'Urso (2003), Hong and Hwang (2004) , Körner and Näther (1998) , Ming et al. (1997) , Näther (2006) , Wu (2003) , Wünsche and Näther (2002) , Xu and Li (2001) .
In a fuzzy theory, the α-level set A(α) describes the characteristics of the fuzzy number A and many of the operations and relations of fuzzy numbers. Further, the membership function µ A can be expressed by an indication function χ A(α) , which has 1 at points of A(α) and 0 at points of R \ A(α). These imply that the predicted value Y(X i ) in the fuzzy regression (1.1) can be estimated by the α-level set Y i (α) of the fuzzy number based on the α-level set of the independent and dependent variables {(X i (α), Y i (α))|i = 1, . . . , n}. Recently, Wu (2003) and Wu (2008) introduced the α-level linear regression model and constructed the model using numerical methods.
In this paper, we construct the α-level linear regression model of the fuzzy model (1.1) using a new fuzzy distance between fuzzy input and output numbers on the basis of the modes, core points, and radiuses of the α-level sets of fuzzy numbers and describe an equivalence in the fuzzy least squares regression models.
The rest of this paper is organized as follows. Section 2 presents an α-level linear regression model and we consider a new MCR(α)-distance to construct the fuzzy regression model in Section 3. The sufficient conditions for an equivalence of the α-level linear regression model based on the eight estimation methods are suggested in Section 4 and numerical examples are given in Section 5.
paper, we let F LR be a set of all LR-fuzzy numbers. The fuzzy number A = (a, l a , r a ) LR is called a nonnegative if l a ≤ a.
If A and B are fuzzy numbers in F LR and c is a real number, then the addition and multiplication for the α-level sets A(α) and B(α) are given by
In particular, if A and B are the nonnegative fuzzy numbers, then the multiplication of two level sets is
Since Tanaka first introduced the fuzzy regression models in 1982, they have been applied in many fields for explaining the relation between fuzzy independent and dependent variables. The fuzzy linear regression model can be classified as follows:
(i) Input data is a fuzzy number but the regression parameter is a crisp number.
(ii) The regression parameter is a fuzzy number but the input data is a crisp number.
(iii) The input data and regression parameter are both fuzzy numbers.
The one of purposes of the fuzzy regression analysis is to estimate the fuzzy output, which has lower error between the predicted and observed output than any other estimated fuzzy number. We can do this by predicting the α-level set of the observed fuzzy output. If the left and right reference functions L A and R A are known, we can predict the shape of the fuzzy number A by some inverse images of the membership function. Further, we can use the resolution identity, suggested by Zadeh (1975) , to find the membership function of the fuzzy number, in case the reference function of the fuzzy number is not known. The resolution identity states that the membership function can be rewritten as
The α-level set of the fuzzy linear regression model, denoted by Y(x i )(α), with fuzzy output, crisp input and fuzzy parameters are
where 0 < α < 1 and x i j ( j = 0, . . . , p) are positive numbers. The operations of the α-level set of the fuzzy number show that the above equation can be represented as follows:
where x i0 = 1. Moreover, when the input and output are fuzzy numbers and the parameter is crisp we know that the α-level set of the fuzzy linear regression model can be represented as
where l X i0 (α) = r X i0 (α) = 1 for all α. In particular, if we assume that
This model was studied by Kao and Chyu (2003) and Kim et al. (2008) . Combining equations (2.1) and (2.2), we get
where x i0 = 1 and l X i0 (α) = r X i0 (α) = 1 for all α. Equations (2.1) and (2.2) are just special cases of model (2.3) when the regression coefficients l k (α) and r k (α) are independent of the number α or the parameters l k (α) and r k (α) are regarded as constants.
On the other hand, it is not easy to represent the the α-level set of the fuzzy linear regression model with fuzzy input and parameters using the multiplication of the α-level set.This is because there are many definitions for the multiplication of fuzzy numbers and the multiplication of the intervals cannot be expressed in simple terms. Therefore, in this paper, we only consider the method constructing fuzzy linear regression models with crisp input and fuzzy parameters, or fuzzy input and crisp parameters using equation (2.3).
Fuzzy Regression Using MCR(α α α)-Distance
In this section, we define a new distance using the mode, core and radius of the α-level set of the fuzzy number and then estimate the regression coefficients in the α-level linear regression models.
Let C A (α) and R A (α) denote a core and radius of the α-level set of the fuzzy number A. Then,
Further, we define a distance between the α-level sets of two fuzzy numbers A and B, denoted by d 2 c (A(α), B(α)), as follows:
Since the distance includes the mode, core, and radius of the α-level set, we call the metric d 
In particular, when the fuzzy numbers A and B are symmetric, we get
The MCR(α)-distance gives the distance between two fuzzy numbers as follows:
where ω(α) is a nonnegative and continuous function on [0, 1] . Notice that the smaller the distance between two fuzzy numbers, the closer the MCR(α)-distance is to zero. Thus, we can estimate the fuzzy number that has a lower error between the predicted and observed fuzzy number using the MCR(α)-distance. For the normal equations about the regression coefficients, we now define the n-vectors and matrixes with (p + 1) columns and n rows:
, where t denotes a transpose of the matrix. When the α-level set of fuzzy input and output numbers are given as
the least squares estimates of the coefficient of the regression equation (2.3) based on the set {(X i1 (α), . . . , X ip (α), Y i (α))|i = 1, 2, . . . , n} and MCR(α)-distance, denoted byP c (α) = (â,l(α),r(α)), are the values obtained when the quantity
is minimum. Here, an i th term of the objective function equals
In order to obtain the least squares estimates (â,l(α),r(α)), we differentiate the i th term of the objective function partially with respect to the regression coefficients (a 0 , a j , l 0 (α), l j (α), r 0 (α), r j (α)), and equating these partial derivative to zero, we get
The following theorem summarizes the normal equations for obtaining the regression coefficients and uses a rank of the matrix, which is the maximal number of linearly independent columns of the matrix. Theorem 1. Suppose that the design matrix X t X has a full rank, and all components of the vec-
Then, the estimates of the α-linear regression coefficients using the MCR(α)-distance are given bŷ
Proof: First, adding the first equation, −1 times the third and fifth equations in (3.1) produce
When the input X ik (k = 1, . . . , p) are crisp, we know that l x ik (α) = r x ik (α) = x ik in the equation (2.2). Hence, the the second, fourth, and sixth equations in (3.1) give
Equations (3.2) and (3.3) and the vector notation show that the normal equation for estimating the regression coefficients a = (a 0 , . . . , a p ) t is
On the other hand, equation (3.2) and the third equation in (3.1) gives
Moreover, using the fourth equation in (3.1) and equation (3.3) we have
Thus, from the above equations, we get the normal equation as
where r(α) = (r 0 (α), . . . , r p (α)) t . Using the same methods that were used in the above normal equation, we show that the normal equation about the regression coefficient equals
where l(α) = (l 0 (α), . . . , l p (α)) t . The normal equations complete the proof.
Theorem 2. Suppose that the vectors (R
have positive components and the design matrixes X t X and R X (α) t R X (α) have a full rank. If X i j and Y i are symmetric fuzzy numbers, then the estimates of the regression coefficients in equation (2.3) using the MCR(α)-distance are given byâ
Proof: The assumptions imply that
From the above results and equation (3.1) we obtain equations (3.2) and (3.3),
The results prove the theorem.
When the α-linear regression does not satisfy the conditions suggested in Theorems 1 and 2, we do not obtain a unique solution for the regression coefficients in (2.3). In this case, we use an objective function as follows:
The least squares estimates (â,l(α),r(α)) using MCR(α)-distance indicate that the fuzzy least squares estimateŶ i (α) of the α-level set Y(X i )(α) equalŝ
(3.5)
In Section 5, we will show the least squares regression model based on MCR(α)-distance using equation (3.4).
Equivalence in the α α α-Level Linear Regression Model
In this section, we review some distances between two α-level sets of fuzzy numbers used in constructing the fuzzy regression models and then present the sufficient conditions for an equivalence in the α-level linear regression models.
First of all, we can use Euclidean distance to describe the distance between fuzzy numbers since the α-level set of the fuzzy number can be regarded as a vector in R 3 . The distance between two α-level sets A(α) and B(α) on the basis of Euclidean distance can be defined by
Next, we can consider the endpoints of the closed interval to define the distance between two α-level sets. Diamond and Körner (1997) , Ming et al. (1997) , Chang (2001) and Xu and Li (2001) defined the distance between fuzzy numbers using the integral of the endpoints of the α-level set. The distance based on the endpoints can be represented by
A simple calculation shows that the distance d
where ω(α) = 1 on the interval [0, 1]. On the other hand, Chen (1999) and Nasibov (2007) used an internally dividing point and a width of the α-level set to measure the distance between two fuzzy numbers. We write the internally dividing point and the width of the α-level set A(α) as
where 0 ≤ λ ≤ 1. The distance between two α-level sets A(α) and B(α), introduced by Chen (1999) , can be represented as
Using the mode and spreads of the fuzzy number, the distance d
Further, we can express the distance proposed by Nasibov (2007) as
When ω(α) = 1 on [0, 1], we know that the distance d
Now, we consider an equivalence of the α-level linear regression models. Similar to MCR(α)-distance in Section 3, we can estimate the regression coefficients in (2.3) by applying the distance between α-level sets (as suggested by many authors) to the α-level linear regression models. In order to guarantee the solution of the normal equation, we add the distances introduced in this section to the square of the difference between the modes of the fuzzy numbers. If there exist solutions of the normal equation, the distance changed by adding the mode has the same solutions with the original distance.
We denote the value that minimizes the following objective function
We also denote the estimator derived by using the endpoints asP ep (α), suggested by Chen (1999) asP ch (α), and by Nasibov (2007) asP na (α).
The following theorem shows that fuzzy regression coefficients estimated by mutually different methods are the same.
Theorem 3. Suppose that the α-linear regression model (1.1) satisfies conditions given in Theorem 1 (or Theorem 2). Then, the estimated regression coefficientsP ec (α),P ep (α),P ch (α) andP na (α) are all the same as the least squares estimators using the (â,l(α),r(α)) suggested in Theorem 1 (or Theorem 2).
Proof: Although it is a tedious and intricate process to find the normal equations using the distance d
, it is not difficult to obtain the same normal equation that is obtained by using MCR(α)-distance from similar methods in Theorem 1 (or Theorem 2). Hence, we dispense with the process in the proof.
The examples in Section 5 will show that the least squares estimatorsP ec (α),P ep (α),P ch (α) and P na (α) do not conform to the estimateP c (α) when the conditions given in Theorem 3 do not hold on the α-linear regression model.
Numerical Examples
In this section, we confirm the equivalence of the α-linear regression model estimated by several different methods through four examples, and we also compare the estimates of the parameters using several distances between α-level sets defined by different methods. We only use triangular fuzzy Example 1. Table 1 shows that 0.1-level sets of triangular fuzzy numbers used by Chang and Lee (1994) and Nasibov (2007) .
The fuzzy regression model using From Table 1 , we can easily observe that the determinant of the matrix X t X is 2528 and all components of (X t X) −1 X t L y (α) and (X t X) −1 X t R y (α) are positive numbers. Since the data given in Table 1 satisfy the conditions of Theorem 1, we get the same estimated α-linear regression model asŶ(0.1) in (5.1) although we use different methods, such as Euclidean distance method, the method using end points of 0.1-level sets, and the method using the distance based on internally dividing points. This result shows that there is no difference in the methods presented in Section 4 under some conditions.
Example 2. Table 2 shows the 0.1-level sets of asymmetric triangular fuzzy numbers suggested by Sakawa and Yano (1992) . (3.195, 0.626), (2.948, 0.519), (3.455, 0 .524)), respectively. From the above result, we can conclude that the estimated parameters are different in case the fuzzy regression model has asymmetric fuzzy input and output data. There is a difference between the regression parameters estimated by the method using the mode and the distance of α-level setsP c (0.1),P na (0.1), andP ch (0.1), and the method using the difference of the components of α-level setsP ec (0.1) andP ep (0.1). This shows that we have to compare the efficiency of the different methods when the sufficient conditions given in Theorem 2 are not satisfied.
In the following example, we consider the fuzzy regression models with symmetric fuzzy input and output data.
Example 3. Kao and Lin (2005) used the data presented in Table 3 to illustrate the entropy of the fuzzy regression model.
We can easily observe that the determinant det(X t X) is not zero and all the components of (X We verified that the estimates presented in Section 4P ec (0.1),P ep (0.1),P na (0.1), andP ch (0.1) are the same asP c (0.1) in (5.2) through simple computations using Matlab. This result coincides with Theorem 2. So, if we want to construct the fuzzy regression models, it is sufficient to choose a special method similar to Example 1. The next example presents the use of restricted conditions in cases where the predicted regression coefficients have negative spreads.
Example 4. Kim and Bishu (1998) introduced the least squares method using the mode and the distance of α-level sets, and they used real data presented in Table 4 to estimate the fuzzy multiple regression model. Although the design matrix X t X is nonsingular, the three components of the estimated coefficients (X t X) −1 X t L y (α) are negative, and only one component of the vector is positive. Hence, we should consider the restricted conditions where the spreads are positive. The regression parameter estimated by using the objective function (5.1) with constraints iŝ P c (0.1) = ((−16.8, −1.1, −1.18, 1.856), (0, 0, 0, 0.184)).
(5.3)
We confirmed that if we apply the restricted conditions l k (α) ≥ 0 and r k (α) ≥ 0(k = 0, . . . , p) to every method presented in Section 4, the results are the same asP c (0.1) in (5.3) using Matlab programming.
Conclusions
In this paper, we verified that if the α-linear regression model is used, we can express the relation between the variables that cannot be expressed clearly due to the vagueness of the data. Then, we introduced MCR(α)-distance based on the core and the radius of the α-level sets of predicted fuzzy numbers and observed fuzzy numbers. We also proposed the sufficient conditions for algebraically expressing the regression parameters of the α-linear regression model that are estimated by MCR(α)-distance method. Further, we confirmed that the eight estimators are equivalent in the following two cases: crisp input-fuzzy output and symmetric fuzzy input-output case. We verified that if the data satisfy the sufficient conditions proposed in this paper, we can choose only one method to estimate the regression parameters. Although we used computer programs because the equations are not algebraically solvable when we use MCR(α)-distance method in the case of asymmetric fuzzy input-output data. We confirmed this by the example that the results are different from those obtained using the Euclidean method.
Further research is needed to find the condition for raising the efficiency of each estimation method to the optimal level when the regression coefficients estimated by eight methods introduced in this paper are not equivalent.
