Abstract-In this paper, the linear quadratic Nash games for infinite horizon nonstandard multiparameter singularly perturbed systems (MSPS) without the nonsingularity assumption that is needed for the existing result are discussed. The new strategies are obtained by solving the generalized cross-coupled multiparameter algebraic Riccati equations (GCMARE). Firstly, the asymptotic expansions for the GCMARE are newly established. The main result in this paper is that the proposed algorithm which is based on the Newton's method for solving the GCMARE guarantees the quadratic convergence. In fact, the simulation results show that the proposed algorithm succeed in improving the convergence rate dramatically compared with the previous results. It is also shown that the resulting controller achieves ( 2 ) approximation of the optimal cost.
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I. INTRODUCTION
T HE linear quadratic Nash games and their applications have been studied intensively in many papers (see e.g., [1] , [2] ). Starr and Ho [1] derived the closed-loop perfect-state linear Nash equilibrium strategies for a class of analytic differential games. In [2] , a state feedback mixed control problem has been formulated as a dynamic Nash game. It is well-known that in order to obtain the Nash equilibrium strategies, we must solve the cross-coupled algebraic Riccati equations (CARE). Li and Gajić [3] proposed an algorithm called the Lyapunov iterations for solving the CARE. However, there are no results for the convergence rate of the Lyapunov iterations. It is easy to verify that the convergence speed is very slow when the simulation is carried out. In order to improve the convergence rate of the Lyapunov iterations, Mukaidani et al. [17] proposed the Riccati iterations which is based on the algebraic Riccati equation (ARE) for solving the CARE. On the other hand, Freiling et al. [4] proposed the algorithm which is different from [17] for solving the CARE. However, the convergence of these Riccati iterations have not been proved exactly. Multimodeling control problems have been investigated extensively (see e.g., [5] , [6] , [22] ). The multimodeling problems arise in large scale dynamic systems. For example, these multimodel situations in practice are illustrated by the multiarea power system [6] and the passenger car model [9] . The linear quadratic Nash games for the multiparameter singularly perturbed systems (MSPS) and the singularly perturbed systems (SPS) have been studied by using composite controller design [5] - [8] , [23] . When the parameters represent small unknown perturbations whose values are not known exactly, the composite design is very useful. However, the composite Nash equilibrium solution achieves only a performance which is (where denotes the norm of the vector ) close to the full-order performance. Moreover, in [5] - [8] , the assumptions that the fast state matrices are nonsingular are needed, while in [23] , the conservative condition for the existence of the reduced-order solution is assumed. Therefore, the composite design cannot be applied for the wider class of the MSPS. As another important drawback, since the closed-loop solution of the reduced Nash problem depends on the path along as , we cannot conclude that the closed-loop solution of the full problem converges to the closed-loop solution of the reduced problem [8] . Therefore, as long as the small perturbation parameters are known, much effort should be made toward finding the exact strategies which guarantees the Nash equilibrium without the ill-conditioning.
The recursive algorithm for solving the singularly perturbed Nash games has been attempted in [12] for the first time. In recent years, the recursive algorithm for solving the CARE for the SPS has been investigated [15] , [16] . It has been shown that the recursive algorithm is very effective to solve the CARE when the system matrices are functions of a small perturbation parameter . However, the recursive algorithm converges only to the approximation solution because the convergence solutions depend on the zeroth-order solutions. In addition, the recursive algorithm has the property of the linear convergence. Thus, the convergence speed is very slow. Very recently, the numerical algorithm which is based on the Newton's method for solving the CARE for the SPS [20] and the cross-coupled multiparameter algebraic Riccati equations (CMARE) [21] has been proposed. However, the conservative assumption guaranteeing that the proposed algorithm converge to the required solution is made. Furthermore, so far, the asymptotic structure for the CMARE has not been investigated exactly.
In this paper, we study the linear quadratic Nash games for infinite horizon nonstandard MSPS without the nonsingularity 1057-7122/$20.00 © 2005 IEEE assumption of the fast state matrices from a viewpoint of solving the CMARE. It should be noted that the cost functions are independent of the other player compared with the previous results [21] . As a result, although the availability of the result derived here is limited, the presented result has a good feature as a more complete formulation for the CMARE. After defining the generalized cross-coupled multiparameter algebraic Riccati equations (GCMARE), we first investigate the uniqueness and boundedness of the solution to the GCMARE and newly establish its asymptotic structure without nonsingularity assumption that the fast state matrices are invertiable. The proof of the existence of the solution to the GCMARE with asymptotic expansion is obtained by an implicit function theorem [10] . The main result of this paper is to propose a new iterative algorithm for solving the GCMARE. Since the new algorithm is based on the Newton's method, it is shown that the new algorithm has a quadratic convergence property. The quadratic convergence of the resulting algorithm is proved by using the Newton-Kantorovich theorem [24] . In particular, it is worth pointing out that the convergence rate of the proposed algorithm and its exact proof are first given in this paper. As a result, using the new algorithm, we will improve the convergence speed compared with the previous results [3] , [4] , [15] - [17] . Finally, for the practical power systems [6] the simulation results show that the proposed algorithm succeed in improving the convergence rate dramatically.
Notation: The notations used in this paper are fairly standard. The superscript denotes matrix transpose. denotes the identity matrix. denotes its Euclidean norm for a matrix.
denotes the determinant of . denotes an ordered stack of the columns of [14] . denotes Kronecker product.
denotes a permutation matrix in Kronecker matrix sense [14] such that . denotes a real part of . denotes the expection operator.
II. PROBLEM FORMULATION
Consider a linear time-invariant MSPS [5] (1a) It is assumed that the limit of exists as and tend to zero (see, e.g., [5] , [6] ), that is (4) It is worth pointing out that the matrices may be singular. In fact such systems arise in some real physical applications like a flexible space structure [11] . In this case, it should be noted that the composite design [5] - [8] cannot be applied.
Let us introduce the partitioned matrices
We now consider the linear quadratic Nash games for infinite horizon nonstandard MSPS (1) under the following basic assumptions (see, e.g., [3] , [5] These conditions are quite natural since at least one control agent has to be able to control and observe unstable modes. Our purpose is to find a linear feedback controller such that
The Nash inequality shows that regulates the state to zero with minimum output energy. The following lemma is already known [1] . Then, the closed-loop linear Nash equilibrium solutions to the full-order problem are given by
It should be noted that it is difficult to solve the CMARE (6) because of the different magnitude of their coefficient caused by the small perturbed parameter and high dimensions.
III. ASYMPTOTIC STRUCTURE
In order to obtain the solutions of the CMARE (6), we introduce the following useful lemma [20] , [21] .
Lemma 2: The CMARE (6) is equivalent to the following GCMARE (8), respectively:
where Moreover, we can change the form of the strategies (7) as follows:
The GCARE equation (8) Hence, the unique solutions of (11f) and (11j) are given by because of the stability of and . Thus the parameter does not appear in (11), namely, it does not affect the (11) in the limit when and tend to zero. Therefore, we obtain the zeroth-order equations (15) .
The Nash equilibrium strategies for the MSPS will be studied under the following basic assumption, so that one can apply the proposed method to the nonstandard MSPS. (18) hold. These formulations can be proved after direct algebraic manipulations, which are omitted here for brevity.
The following theorem will establish the relation between the solutions and and the zeroth-order solutions and for the reduced-order equations (17) .
Theorem 1: Suppose that (21) where and the matrix is stable. Under Assumptions 1-3, the GCMARE (8) admits the stabilizing solutions and such that these matrices possess a power series expansion at . That is
Proof: We apply the implicit function theorem [10] to the partitioned GCMARE (10). To do so, it is enough to show that the corresponding Jacobian is nonsingular at . It can be shown, after some algebra, that the Jacobian of (10) in the limit as is given by (23) , shown at the bottom of the next page, where
The Jacobian (23) can be expressed as (24) where . After some straightforward but tedious algebra, it is easy to show that the following relations hold:
where Hence, we have (26) Obviously, are nonsingular because the matrices and are stable under Assumption 2. By the nonsingularity assumption of the matrix , i.e., is nonsingular at . The conclusion of Theorem 1 is obtained directly by using the implicit function theorem.
It is worth pointing out that the asymptotic structures of the solutions and are established without the assumption that the matrices are nonsingular compared with the existing result in [5] . Moreover, for the existence of these solutions the conservative condition which is made in [21] is not (23) needed. That is, the existence condition is newly derived in detail compared with [5] , [21] . As a result, we succeed in finding the asymptotic structures of the solutions and in same dimension of the reduced-order subsystems even if the matrices are singular.
IV. NEWTON'S METHOD
In order to improve the convergence rate of the Lyapunov iterations [3] , we propose the following new algorithm which is based on the Newton's method: (27) where and the initial condition has the following form:
Note that the considered algorithm (27) is original.
The new algorithm (27) can be constructed by setting and neglecting term. Newton's method is well known and is widely used to find a solution of the algebraic equations, and its local convergence properties are well understood.
First we show that the algorithm (27) is equivalent to the Newton's method. Now, let us define the following matrix function: (29) where Taking the partial derivative of the function with respect to yields (30)
Taking the vec-operator transformation on both sides of (27) and (29), we obtain (31a) (31b) Subtracting (31b) from (31a) and noting that we have which is the desired result.
We are concerned with good choices of the starting points which guarantee to find a required solution of a given GCMARE (8) . Our new idea is to set the initial conditions to the matrix (28). The fundamental idea is based on which is derived from (22) . Consequently, we will get the required solution with rate of the quadratic convergence via the Newton's method. Moreover, using the Newton-Kantorovich theorem [24] , we will also prove the existence of the unique solution for the GCMARE (8) . The main result of this section is as follows.
Theorem 2: Under Assumptions 1-3, the new iterative algorithm (27) converges to the exact solution of the GCMARE (8) with the rate of quadratic convergence. Furthermore, the unique bounded solution of the GCMARE (8) is in the neighborhood of the exact solution . That is, the following conditions are satisfied:
where Proof: The proof is given directly by applying the Newton-Kantorovich theorem [24] for the GCMARE (8) . It is immediately obtained from (30) into of the subset , we can also get (32b). Therefore, (32) holds for the small . Remark 1: Using the Newton-Kantorovich theorem instead of the implicit function theorem, we can also prove (22) . That is, the structure of the solutions and are established by setting in (32a). It should be noted that the asymptotic structure for the GCMARE (8) is established by using the Newton-Kantorovich theorem which is different from implicit function theorem. As a result, the condition of the small parameter for existence of the solutions of the GCMARE (8) would be clear.
Remark 2: In view of [13] , we know that the solution of the GCMARE (8) is not unique and several nonnegative solutions exist. In this paper, it is very important to note that if the sufficient condition (21) holds, the new algorithm (27) converge to the desired positive semidefinite solution in the same way as the Lyapunov iterations [3] .
Remark 3: In order to obtain the initial condition (28), we have to solve the CARE (17a) and (17b) which are independent of the perturbation parameters . In this situation, we can also apply the Newton's method to these equations (17a) and (17b). The resulting algorithm is given by (37a) (37b) with (38a) (38b)
In the rest of this section, we explain the method for solving the generalized cross-coupled multiparameter algebraic Lyapunov equation (GCMALE) (27) with the dimension . So far, there is no argument as to the numerical method for solving the considered GCMALE (27). In order to reduce the dimension of the workspace, a new algorithm for solving the GCMALE (27) which is based on the existing algorithm [19] is established. Firstly, we set Using the above relations, we can get the following Newton's method:
(39) where and the initial condition has the following form:
It should be noted that the algorithm (39) has not 3 3 blocks but 2 2 blocks because we will use the existing results in [19] . That is, the coefficient matrices of the algorithm (39) can be changed such that . Secondly, we convert the GCMALE (39) into the following form: (41) where and the set of equations shown at the bottom of the next page, hold. and are the appropriate matrices. In order to show the form of these matrices, let us consider a simple fourth-order example with . The matrix is given in (42) at the bottom of the next page, where It should be noted that there exists an algorithm for constructing the matrices and . See for example [19] in detail. Moreover, it is well-known that although the matrices and contain the small parameters, these matrices are well-conditioned [18] , [19] .
Since the Newton-Kantorovich theorem guarantees the invertibility of the matrix , there exists the matrix for all . Hence we have . Finally, we can get the desired solution by multiplying the on the matrices and in the matrix . As a result, the following relation holds:
V. HIGH-OREDER APPROXIMATE NASH STRATEGY
In this section, we give the high-order approximate Nash strategy which is obtained by using the iterative solution (27) (43a) (43b) Using the relations and from (32a), we can change the form of (47) into (48) (48) It is easy to verify that because is stable by using the standard Lyapunov theorem [25] for sufficiently small . Consequently, the equality (44) holds. Consequently, when is known, we can design the high-order approximate strategy which achieves the approximation for the equilibrium value of the cost functional.
In addition, we will present an important implication. If the parameter are unknown, then the following corollary is easily seen in view of Theorem 3. It is worth noting that the proposed approximate strategies (49) can be implemented with the feature of (50) even if the perturbation parameters are unknown.
Remark 4: In [5] , the following theorem has been derived:
By using the similar manner which has been established in [5] , if the condition (21) holds under Assumptions 1-3, then the inequality (52) is also satisfied without the nonsingularity assumption of the fast state matrices. Since the proof can be done by using the similar step in [5] , it is omitted.
VI. NUMERICAL EXAMPLE
In order to demonstrate the efficiency of our proposed algorithm, we have run a numerical example. The system matrix is given as Appendix A in [6] .
The small parameters are chosen as . We give an initial condition and a solution of the GCMARE (8) as follows:
and in the sets of equations shown at the bottom of this page and at the bottom of the next page. Table I shows the results of the error per iterations, where " " stands for "
. We find that the solutions of the GCMARE (8) converge to the exact solution with accuracy of after 5 iterative iterations. Moreover, it is interested in pointing out that the result of Table I shows that the algorithms (27) are quadratic convergence. Table II shows the necessary number of iterations for the convergence of the Lyapunov iterations [3] versus the new algorithm under the same accuracy of . It can be seen that the convergence rate of the resulting algorithm is stable for all since the initial conditions is quite good. On the other hand, the Lyapunov iterations converge to the exact solutions very slowly. Finally, we evaluate the costs using the near-optimal strategies (49). We assume that the initial conditions are zero mean independent random vector with covariance matrix . The values of the cost functionals for various and are given in Table III, where and .
It is easy to verify that because is the same order.
VII. CONCLUSION
The linear quadratic Nash games for infinite horizon nonstandard MSPS have been studied. Firstly, the uniqueness, the boundedness and the asymptotic structure of the solution to the GCMARE have been newly proved without the nonsingularity assumption. Secondly, in order to solve the GCMARE, we have proposed the new iterations method which is based on the Newton's method. The proposed algorithm has the property of the quadratic convergence. It has been shown that the Newton's method can be used well to solve the GCMARE under the appropriate initial condition. It may be noted that the convergence rate of the proposed algorithm and its exact proof have been first given in this paper.
When the dimension of the MSPS is quite large, the algorithm appearing in Theorem 2 seems to be formidable. However, this is, in fact, quite numerically tractable for small dimension of the MSPS. Comparing with Lyapunov iterations [3] , even if the singular perturbation parameter is extremely small, we have succeeded in improving the convergence rate dramatically. It is expected that the Newton's method for solving the GCMARE is applied to the wider class of the control law synthesis involving the solution of the CMARE with indefinite sign quadratic term such as the mixed control problem [2] . This problem will be addressed in the near future.
