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Abstract
Non-Gaussian state-space models arise in several applications. Within this frame-
work, the binary time series setting is a source of constant interest due to its relevance
in many studies. However, unlike Gaussian state-space models—where filtering, pre-
dictive and smoothing distributions are available in closed-form—binary state-space
models require approximations or sequential Monte Carlo strategies for inference and
prediction. This is due to the apparent absence of conjugacy between the Gaussian
states and the likelihood induced by the observation equation for the binary data. In
this article we prove that the filtering, predictive and smoothing distributions in dy-
namic probit models with Gaussian state variables are, in fact, available and belong
to a class of unified skew-normals (sun) whose parameters can be updated recursively
in time via analytical expressions. Also the functionals of these distributions depend
on known functions, but their calculation requires intractable numerical integration.
Leveraging the sun properties, we address this point via new Monte Carlo methods
based on independent and identically distributed samples from the smoothing distri-
bution, which can naturally be adapted to the filtering and predictive case, thereby
improving state-of-the-art approximate or sequential Monte Carlo inference in small-
to-moderate dimensional studies. A scalable and optimal particle filter which exploits
the sun properties is also developed to deal with online inference in high dimensions.
Performance gains over competitors are outlined in a real-data financial application.
Keywords: Dynamic Probit Model, Kalman Filter, Particle Filter, State-Space Model,
Unified Skew-Normal Distribution.
1 Introduction
Despite the availability of several alternative approaches for dynamic inference and predic-
tion of binary time series (MacDonald and Zucchini, 1997), state-space models provide a
source of continuous interest due to their flexibility in accommodating a variety of repre-
sentations and dependence structures via an interpretable formulation (West and Harrison,
2006; Petris et al., 2009; Durbin and Koopman, 2012). Let yt = (y1t, . . . , ymt)
ᵀ ∈ {0; 1}m
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Figure 1: Representation of model (1)–(2). Dashed circles, solid circles and grey squares denote Gaussian
errors, Gaussian states and observed binary data, respectively.
denote a vector of binary event data at time t and define with θt = (θ1t, . . . , θpt)
ᵀ ∈ <p
the corresponding vector of state variables. Adapting the notation in Petris et al. (2009)
to our setting, we aim to provide closed-form expressions for the filtering, predictive and
smoothing distributions in the multivariate dynamic probit model
p(yt | θt) = Φm(BtFtθt; BtVtBt), (1)
θt = Gtθt−1 + εt, εt ∼ Np(0,Wt), t = 1 . . . , n, θ0 ∼ Np(a0,P0), (2)
with dependence structure as defined by the directed acyclic graph displayed in Figure 1.
In (1), Φm(BtFtθt; BtVtBt) is the cumulative distribution function of the Nm(0,BtVtBt)
evaluated at BtFtθt, with Bt = diag(2y1t−1, . . . , 2ymt−1) denoting the m×m sign matrix
associated with yt, which defines the multivariate probit likelihood in equation (1). Model
(1)–(2) is a natural generalization of univariate probit models to multivariate settings, as we
will clarify in equations (3)–(5). The quantities Ft,Vt,Gt,Wt, a0 and P0 define, instead,
known matrices controlling the location, scale and dependence structure in the state-space
model (1)–(2). Estimation and inference for these matrices is, itself, a relevant problem
which can be addressed both from a frequentist and a Bayesian perspective. Yet our focus
is on providing exact results for inference on state variables and prediction of future binary
events under (1)–(2). Hence, consistent with the classical Kalman filter (Kalman, 1960), we
rely on known system matrices Ft,Vt,Gt,Wt, a0 and P0. Nonetheless, results on marginal
likelihoods, which can be used in parameter estimation, are provided in Section 3.2.
Model (1)–(2) provides a general representation encompassing a variety of formulations.
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θ0 θ1 θ2 · · · θt · · · θn−1 θn
ε1 ε2 · · · εt · · · εn−1 εn
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Figure 2: Representation of model (3)–(5). Dashed circles, solid circles, white squares and grey squares
denote Gaussian errors, Gaussian states, latent Gaussian data and observed binary data, respectively.
For example, setting Vt = Im in (1) yields a standard probit regression, for t = 1, . . . , n,
which includes the classical univariate dynamic probit model when m = 1. These represen-
tations have appeared in several applications, especially within the econometrics literature,
due to a direct connection between (1)–(2) and dynamic discrete choice models (Keane
and Wolpin, 2009). This is due to the fact that representation (1)–(2) can be alternatively
obtained via the dichotomization of an underlying state-space model for the m-variate
Gaussian time series zt = (z1t, . . . , zmt)
ᵀ ∈ <m, t = 1, . . . , n, which is regarded, in econo-
metric applications, as a set of time-varying utilities. Indeed, adapting the classical results
from probit regression (Albert and Chib, 1993), model (1)–(2) is equivalent to
yt = (y1t, . . . , ymt)
ᵀ = 1(zt > 0) = [1(z1t > 0), . . . ,1(zmt > 0)]
ᵀ, t = 1, . . . , n, (3)
with z1, . . . , zn evolving in time according to the Gaussian state-space model
p(zt | θt) = φm(zt − Ftθt; Vt), (4)
θt = Gtθt−1 + εt, εt ∼ Np(0,Wt), t = 1 . . . , n, θ0 ∼ Np(a0,P0), (5)
having dependence structure as defined by the directed acyclic graph displayed in Figure 2.
In (4), φm(zt−Ftθt; Vt) denotes the density function of the Gaussian Nm(Ftθt,Vt) at point
zt ∈ <m. To clarify the connection between (1)–(2) and model (3)–(5), note that the generic
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element ylt = 1(zlt > 0) of yt is 1 or 0 depending on whether zlt > 0 or zlt ≤ 0. Therefore,
p(yt | θt) = pr(Btzt > 0) = pr[−Bt(zt−Ftθt) ≤ BtFtθt] = Φm(BtFtθt;BtVtBt), provided
that −Bt(zt − Ftθt) ∼ Nm(0,BtVtBt) under (4).
As is clear from model (4)–(5), if z1:t = (z1, . . . , zt) were observed, dynamic inference on
the states θt, for t = 1, . . . , n, would be possible via direct application of the Kalman filter
(Kalman, 1960). Indeed, exploiting Gaussian-Gaussian conjugacy and the conditional inde-
pendence properties displayed in Figure 2, filtering p(θt | z1:t) and predictive p(θt | z1:t−1)
distributions are also Gaussian and have parameters which can be computed recursively
via simple expressions relying on the previous updates. Moreover, also the smoothing dis-
tribution p(θ1:n | z1:n) and its marginals p(θt | z1:n), t ≤ n, can be obtained in closed-form
leveraging the Gaussian-Gaussian conjugacy. However, in (3)–(5) only a dichotomized ver-
sion yt of zt is available. Therefore the filtering, predictive and smoothing distributions
of interest are p(θt | y1:t), p(θt | y1:t−1) and p(θ1:n | y1:n), respectively. Recalling model
(1)–(2) and Bayes rule, the calculation of these quantities proceeds by updating the Gaus-
sian distribution for the states in (2) with the probit likelihood in (1), thereby providing
conditional distributions which seem not available in closed-form (Albert and Chib, 1993).
When the focus is online inference for filtering and prediction, a common solution to the
above issue is to rely on approximations of model (1)–(2) which allow the implementation
of standard Kalman filter updates, thus leading to approximate dynamic inference on the
state variables via extended (Uhlmann, 1992) or unscented (Julier and Uhlmann, 1997)
Kalman filters, among others. However, in different studies these approximations may lead
to unreliable inference (Andrieu and Doucet, 2002). Markov chain Monte Carlo (mcmc)
strategies (Carlin et al., 1992; Shephard, 1994; Soyer and Sung, 2013) address this problem,
but, unlike the classical Kalman filter updates, these methods are suitable for batch learning
of the smoothing distribution. Moreover, as discussed by Johndrow et al. (2019), common
mcmc strategies face mixing or time-inefficiency issues, especially for imbalanced binary
datasets. Sequential Monte Carlo solutions (Doucet et al., 2001) partially address mcmc
issues and are specifically developed for online inference via particle-based representations of
the conditional states distributions, which are propagated in time for dynamic filtering and
prediction (Gordon et al., 1993; Kitagawa, 1996; Liu and Chen, 1998; Pitt and Shephard,
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1999; Doucet et al., 2000; Andrieu and Doucet, 2002). These methods provide state-of-the-
art solutions in non-Gaussian state-space models, and can be also adapted to provide batch
learning of the smoothing distribution; see Doucet and Johansen (2009) for a discussion
on particle degeneracy issues that may arise in this setting. Nonetheless, sequential Monte
Carlo is clearly still sub-optimal compared to the case in which p(θt | y1:t), p(θt | y1:t−1)
and p(θ1:n | y1:n) are available in closed-form and belong to a tractable class of distributions
whose parameters can be sequentially updated in time via simple analytical expressions.
In Section 3, we prove that for the dynamic probit model defined in (1)–(2) the quanti-
ties p(θt | y1:t), p(θt | y1:t−1) and p(θ1:n | y1:n) are unified skew-normal (sun) distributions
(Arellano-Valle and Azzalini, 2006) having tractable expressions for the recursive compu-
tation of the corresponding parameters. To the best of our knowledge, this result provides
the first closed-form filter and smoother for binary time series, and allows improvements
both in online and in batch inference within this framework. As highlighted in Section
2, the multivariate sun distribution has several closure properties (Arellano-Valle and Az-
zalini, 2006; Azzalini and Capitanio, 2014) in addition to explicit formulas—involving the
cumulative distribution function of multivariate normals—for the moments (Azzalini and
Bacchieri, 2010; Gupta et al., 2013) and the normalizing constant (Arellano-Valle and Az-
zalini, 2006). In Sections 3, we exploit these properties to derive closed-form expressions
for key functionals of p(θt | y1:t), p(θt | y1:t−1) and p(θ1:n | y1:n), including, in particular,
the observations’ predictive distribution p(yt | y1:t−1) and the marginal likelihood p(y1:n).
Besides these analytical results, we further propose in Section 4.1 an exact Monte Carlo
scheme to compute complex functionals of the smoothing distribution. This routine relies
on a stochastic representation of the sun via a linear combination of Gaussians and trun-
cated Gaussians (Arellano-Valle and Azzalini, 2006), and can be also applied effectively to
calculate complex functionals of filtering and predictive distributions when the dimension
of the time series is small-to-moderate, a common situation in several studies. As discussed
in Section 4.2, the aforementioned strategies face computational bottlenecks in higher di-
mensional settings (Botev, 2017), due to challenges in computing cumulative distribution
functions of multivariate Gaussians and in sampling from multivariate truncated normals.
In these contexts, we propose a novel particle filter which exploits the sun properties to
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obtain an optimal (Doucet et al., 2000) sequential Monte Carlo which effectively scales with
t; see Section 4.2. As outlined in an illustrative study in Section 5, the methods developed
in this article improve current strategies for batch and online inference in dynamic probit
models. Future directions of research are discussed in Section 6.
2 The Unified Skew-Normal Distribution
Before deriving the filtering, predictive and smoothing distributions of model (1)–(2), let us
first briefly review the sun random variable. Arellano-Valle and Azzalini (2006) proposed
this class to unify different generalizations (Arnold and Beaver, 2000; Arnold et al., 2002;
Gupta et al., 2004; Gonza´lez-Far´ıas et al., 2004) of the original multivariate skew-normal
(Azzalini and Dalla Valle, 1996), whose density is obtained as the product of a multivariate
Gaussian density and the cumulative distribution function of a standard normal evaluated
at a value which depends on a skewness inducing vector of parameters. Motivated by the
success of this formulation and of its various generalizations (Azzalini and Capitanio, 1999),
Arellano-Valle and Azzalini (2006) developed a unifying representation, namely the unified
skew-normal distribution. A random vector θ ∈ <p has a unified skew-normal distribution,
θ ∼ SUNp,h(ξ,Ω,∆,γ,Γ), if its density function can be expressed as
p(θ) = φp(θ − ξ; Ω)Φh[γ + ∆
ᵀΩ¯
−1
ω−1(θ − ξ); Γ−∆ᵀΩ¯−1∆]
Φh(γ; Γ)
, (6)
where the covariance matrix of the Gaussian density φp(θ−ξ; Ω) is obtained as Ω = ωΩ¯ω,
that is by re-scaling a correlation matrix Ω¯ via a positive diagonal scale matrix ω = (Ω ◦
Ip)
1/2, with ◦ denoting the element-wise Hadamard product. In (6), the skewness inducing
mechanism is driven by the cumulative distribution function of the Nh(0,Γ −∆ᵀΩ¯−1∆)
computed at γ + ∆ᵀΩ¯
−1
ω−1(θ − ξ), whereas Φh(γ; Γ) denotes the normalizing constant
obtained by evaluating the cumulative distribution function of a Nh(0,Γ) at γ. Arellano-
Valle and Azzalini (2006) added a further identifiability condition which restricts the matrix
Ω∗, with blocks Ω∗[11] = Γ, Ω
∗
[22] = Ω¯ and Ω
∗
[21] = Ω
∗ᵀ
[12] = ∆, to be a full–rank correlation
matrix.
To clarify the role of the parameters in expression (6), let us discuss a generative repre-
sentation of the sun. In particular, if z0 ∈ <h and θ0 ∈ <p characterize two random vectors
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jointly distributed as a Nh+p(0,Ω
∗), then ξ + ω(θ0 | z0 + γ > 0) ∼ SUNp,h(ξ,Ω,∆,γ,Γ)
(Arellano-Valle and Azzalini, 2006). Hence, ξ and ω control location and scale, respec-
tively, whereas Γ, Ω¯ and ∆ define the dependence within z0 ∈ <h, within θ0 ∈ <p and
between these two random vectors, respectively. Finally, γ controls the truncation in the
partially observed Gaussian vector z0 ∈ <h. The above representation provides also key
insights on our closed-form filter for the dynamic probit model (1)–(2). Indeed, according
to (3)–(5), the filtering, predictive and smoothing distributions induced by model (1)–(2)
can be also defined as p[θt | 1(z1 > 0), . . . ,1(zt > 0)], p[θt | 1(z1 > 0), . . . ,1(zt−1 > 0)]
and p[θ1:n | 1(z1 > 0), . . . ,1(zn > 0)], respectively, with (zt,θt) from the Gaussian state-
space model (4)–(5) for t = 1, . . . , n, thus highlighting the direct connection between these
distributions and the generative representation of the sun.
Another fundamental stochastic representation of the sun distribution relies on linear
combinations of Gaussian and truncated Gaussian random variables, thereby facilitating
sampling from the sun. In particular, recalling Azzalini and Capitanio (2014, Chapter
7.1.2) and Arellano-Valle and Azzalini (2006), if θ ∼ SUNp,h(ξ,Ω,∆,γ,Γ), then
θ
d
= ξ + ω(U0 + ∆Γ
−1U1), U0 ⊥ U1, (7)
with U0 ∼ Np(0, Ω¯−∆Γ−1∆ᵀ) and U1 from a Nh(0,Γ) truncated below −γ. As we will
clarify in Section 4, this result can facilitate efficient Monte Carlo inference on complex
functionals of filtering, predictive and smoothing distributions in model (1)–(2), based on
sampling from the corresponding sun variable. Indeed, although key moments can be ex-
plicitly derived via direct differentiation of the sun moment generating function (Arellano-
Valle and Azzalini, 2006; Gupta et al., 2013), such a strategy requires tedious calculations
in the unified skew-normal framework, when the focus is on complex functionals. More-
over, recalling Azzalini and Bacchieri (2010) and Gupta et al. (2013), the first and second
order moments further require the evaluation of h-variate Gaussian cumulative distribution
functions Φh(·), thus affecting computational tractability in large h settings (Botev, 2017).
In these situations, Monte Carlo integration provides an effective solution, especially when
independent samples can be generated efficiently. Therefore, we mostly focus on improved
Monte Carlo inference in model (1)–(2) exploiting the sun properties, and refer to Azzalini
and Bacchieri (2010) and Gupta et al. (2013) for a closed-form expression of the expecta-
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tion, variance and cumulative distribution function of sun variables. As clarified in Section
3, h increases linearly with time t in the sun filtering and predictive distributions.
Before concluding our overview, we shall emphasize that unified skew-normal random
variables are also closed under marginalization, linear combinations and conditioning (Az-
zalini and Capitanio, 2014). These properties facilitate the derivation of the sun filtering,
predictive and smoothing distributions in model (1)–(2).
3 Filtering, Prediction and Smoothing
In this section, it is shown that all the distributions of interest admit a closed-form sun
representation. In particular, in Section 3.1 we prove that closed-form filters—meant here as
exact updating schemes for predictive and filtering distributions based on simple recursive
expressions for the associated parameters—can be derived for model (1)–(2), whereas in
Section 3.2 we present the form of the sun smoothing distribution and some important
consequences. The associated computational methods are then discussed in Section 4.
3.1 Filtering and Predictive Distributions
To obtain the exact form of the filtering and predictive distributions under (1)–(2), let us
start from p(θ1 | y1). This first quantity characterizes the initial step of the filter recursion,
and its derivation in Lemma 1 provides key intuitions to obtain the state predictive p(θt |
y1:t−1) and filtering p(θt | y1:t), for every t ≥ 2. Lemma 1 states that p(θ1 | y1) is a sun
distribution. In the following, consistent with the notation of Section 2, whenever Ω is a
p × p covariance matrix, the associated matrices ω and Ω¯ are defined as ω = (Ω ◦ Ip)1/2
and Ω¯ = ω−1Ωω−1, respectively. All proofs can be found in the Appendix and leverage
recent conjugacy results for sun priors in Bayesian probit regression (Durante, 2019).
Lemma 1. Under the dynamic probit model (1)–(2), the first-step filtering distribution is
(θ1 | y1) ∼ SUNp,m(ξ1|1,Ω1|1,∆1|1,γ1|1,Γ1|1), (8)
with parameters ξ1|1 = G1a0, Ω1|1 = G1P0G
ᵀ
1 + W1, ∆1|1 = Ω¯1|1ω1|1F
ᵀ
1B1s
−1
1 , γ1|1 =
s−11 B1F1ξ1|1 and Γ1|1= s
−1
1 B1(F1Ω1|1F
ᵀ
1+V1)B1s
−1
1 , where s1= [(F1Ω1|1F
ᵀ
1+V1) ◦ Im]
1
2 .
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Hence p(θ1 | y1) is a sun distribution and its parameters can be obtained via tractable
arithmetic expressions applied to the quantities characterizing model (1)–(2). Exploiting
the results in Lemma 1, the general filter updates for the multivariate probit model can be
obtained by induction for t ≥ 2 and are presented in Theorem 1.
Theorem 1. Let (θt−1 | y1:t−1) ∼ SUNp,m·(t−1)(ξt−1|t−1,Ωt−1|t−1,∆t−1|t−1,γt−1|t−1,Γt−1|t−1)
be the filtering distribution at t−1 under (1)–(2). Then the one-step-ahead state predictive
distribution at t is
(θt | y1:t−1) ∼ SUNp,m·(t−1)(ξt|t−1,Ωt|t−1,∆t|t−1,γt|t−1,Γt|t−1), (9)
with ξt|t−1 = Gtξt−1|t−1, Ωt|t−1 = GtΩt−1|t−1G
ᵀ
t + Wt, ∆t|t−1 = ω
−1
t|t−1Gtωt−1|t−1∆t−1|t−1,
γt|t−1 = γt−1|t−1 and Γt|t−1 = Γt−1|t−1. Moreover, the filtering distribution at time t is
(θt | y1:t) ∼ SUNp,m·t(ξt|t,Ωt|t,∆t|t,γt|t,Γt|t), (10)
with ξt|t = ξt|t−1, Ωt|t = Ωt|t−1, ∆t|t = [∆t|t−1, Ω¯t|tωt|tF
ᵀ
tBts
−1
t ], γt|t = [γ
ᵀ
t|t−1, ξ
ᵀ
t|tF
ᵀ
tBts
−1
t ]
ᵀ
and Γt|t characterizes a full-rank correlation matrix with blocks Γt|t[11] = Γt|t−1, Γt|t[22] =
s−1t Bt(FtΩt|tF
ᵀ
t+Vt)Bts
−1
t and Γt|t[21] = Γ
ᵀ
t|t[12] = s
−1
t BtFtωt|t−1∆t|t−1, where st is defined
as st = [(FtΩt|tF
ᵀ
t + Vt) ◦ Im] 12 .
Consistent with Theorem 1, online prediction and filtering in the multivariate dynamic
probit model (1)–(2) proceeds by iterating between equations (9) and (10) as new observa-
tions stream in with time t. Both steps are based on closed-form distributions and rely on
analytical expressions for recursive updating of the corresponding parameters as a function
of the previous ones, thus providing an analog of the classical Kalman filter.
We also provide closed-form results for the predictive distribution of the multivariate
binary data. Indeed, the prediction of future events yt ∈ {0; 1}m given the current data
y1:t−1, is a primary goal in applications of dynamic probit models. In our setting, this task
requires the derivation of the predictive distribution p(yt | y1:t−1) which coincides with∫
Φm(BtFtθt; BtVtBt)p(θt | y1:t−1)dθt in model (1)–(2), where p(θt | y1:t−1) is the state
predictive distribution in (9). Corollary 1 shows that this quantity has an explicit form.
Corollary 1. Under model (1)–(2), the observation predictive distribution p(yt | y1:t−1) is
p(yt | y1:t−1) =
Φm·t(γt|t; Γt|t)
Φm·(t−1)(γt|t−1; Γt|t−1)
, (11)
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for every time t, with parameters γt|t, Γt|t, γt|t−1 and Γt|t−1, defined as in Theorem 1.
Hence, the evaluation of probabilities of future events is possible via explicit calculations
after marginalizing out analytically the predictive distribution of the states. As is clear from
(11), this approach requires the calculation of Gaussian cumulative distribution functions
whose dimension increases with t and m. Efficient evaluation of these integrals is possible
for small-to-moderate t and m via recent minimax tilting (Botev, 2017). However, these
methods are impractical when t and m are large. In Section 4, we develop new Monte Carlo
methods based on independent samples and sequential Monte Carlo strategies to overcome
this issue and allow scalable inference exploiting Theorem 1 to improve current solutions.
3.2 Smoothing Distribution
We now turn our focus to the smoothing distribution. In this case, the whole data y1:n are
available and the interest is on the distribution of either the whole sequence of the states θ1:n
or a subset of it, given y1:n. Theorem 2 shows that also the smoothing distribution p(θ1:n |
y1:n) belongs to the sun family, and direct consequences of such a result, involving marginal
smoothing and marginal likelihoods are reported in Corollaries 2 and 3, respectively.
Before stating the result, let us first introduce two block-diagonal matrices, D and V,
having dimensions (m · n)× (p · n) and (m · n)× (m · n) respectively, with diagonal blocks
D[t,t] = BtFt ∈ <m×p and V[t,t] = BtVtBt ∈ <m×m, for every t = 1, . . . , n. Moreover,
let ξ and Ω denote the mean and covariance matrix of the multivariate Gaussian for θ1:n
induced by the state equations. Under (2), ξ is a (p ·n)×1 vector obtained by stacking the
p-dimensional blocks ξ[t] = E(θt) = G
t
1a0 ∈ <p for every t = 1, . . . , n, with Gt1 = Gt · · ·G1.
Similarly, letting Gtq = Gt · · ·Gq, also the (p · n)× (p · n) covariance matrix Ω has a block
structure with (p×p)-dimensional blocks Ω[t,t] = var(θt) = Gt1P0Gtᵀ1 +
∑t
q=2 G
t
qWq−1G
tᵀ
q +
Wt, for t = 1, . . . , n, and Ω[t,q] = Ω
ᵀ
[q,t] = cov(θt,θq) = G
t
q+1Ω[q,q], for t > q.
Theorem 2. Under model (1)–(2), the joint smoothing distribution is
(θ1:n | y1:n) ∼ SUNp·n,m·n(ξ1:n|n,Ω1:n|n,∆1:n|n,γ1:n|n,Γ1:n|n), (12)
where ξ1:n|n = ξ, Ω1:n|n = Ω, ∆1:n|n = Ω¯ωD
ᵀs−1, γ1:n|n = s
−1Dξ, Γ1:n|n = s−1(DΩDᵀ +
V)s−1 and s = [(DΩDᵀ + V) ◦ Im·n]1/2.
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Since the sun is closed under marginalization and linear combinations, it follows from
Theorem 2 that the smoothing distribution for any combination of states is still a sun. In
particular, direct application of the results in Azzalini and Capitanio (2014, Chapter 7.1.2)
provides the marginal smoothing distribution for any state θt reported in Corollary 2.
Corollary 2. Under model (1)–(2), the marginal smoothing distribution at time t is
(θt | y1:n) ∼ SUNp,m·n(ξt|n,Ωt|n,∆t|n,γt|n,Γt|n), (13)
where ξt|n = ξ[t], Ωt|n = Ω[t,t], γt|n = γ1:n|n, Γt|n = Γ1:n|n and ∆t|n = ∆1:n|n[t] denotes the
t-th block of p rows in ∆1:n|n. When t = n, (13) gives the filtering distribution at time n.
Another important consequence of Theorem 2 is the availability of a closed-form ex-
pression for the marginal likelihood p(y1:n), which is provided in Corollary 3.
Corollary 3. Under model (1)–(2), the marginal likelihood is p(y1:n) = Φm·n
(
γ1:n|n; Γ1:n|n
)
,
with γ1:n|n and Γ1:n|n as in Theorem 2.
The above result can be useful in several contexts, including empirical Bayes and esti-
mation of unknown system parameters via maximization of the marginal likelihood.
4 Inference via Monte Carlo Methods
As discussed in Sections 2 and 3, inference without sampling from (9)–(10) or (12) is, theo-
retically, possible. Indeed, since the sun densities of the filtering, predictive and smoothing
distributions are available from Theorems 1 and 2, the main functionals of interest can be
computed either via closed-form expressions (Arellano-Valle and Azzalini, 2006; Azzalini
and Bacchieri, 2010; Gupta et al., 2013; Azzalini and Capitanio, 2014) or by relying on
numerical integration. However, these strategies require multiple evaluations of multivari-
ate Gaussian cumulative distribution functions. Hence, they tend to be impractical as t
increases or when the focus is on complex functionals.
In these situations, Monte Carlo integration provides a tractable solution which allows
accurate evaluation of generic functionals E[g(θt) | y1:t], E[g(θt+1) | y1:t] and E[g(θ1:n) |
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y1:n] for the filtering, predictive and smoothing distribution via
1
R
R∑
r=1
g(θ
(r)
t|t ),
1
R
R∑
r=1
g(θ
(r)
t+1|t), and
1
R
R∑
r=1
g(θ
(r)
1:n|n),
where θ
(1)
t|t , . . . ,θ
(R)
t|t , θ
(1)
t+1|t, . . . ,θ
(R)
t+1|t and θ
(1)
1:n|n, . . . ,θ
(R)
1:n|n denote random samples from
p(θt | y1:t), p(θt+1 | y1:t) and p(θ1:n | y1:n), respectively. For example, the observations
predictive distribution can be computed as
∑R
r=1 Φm(Bt+1Ft+1θ
(r)
t+1|t; Bt+1Vt+1Bt+1)/R if
the evaluation of (11) is computationally demanding.
Clearly, to be implemented, the above approach requires an efficient strategy to sample
from (9)–(10) and (12). Exploiting the sun properties and recent results in Botev (2017),
an algorithm to draw independent and identically distributed samples from the exact sun
distributions in (9)–(10) and (12) is developed in Section 4.1. As illustrated in Section 5,
this technique is more accurate than state-of-the-art computational methods and can be
efficiently implemented in a variety of small-to-moderate dimensional time series. In Section
4.2 we develop, instead, a scalable sequential Monte Carlo scheme for high dimensional
settings, which has optimality properties.
4.1 Independent and Identically Distributed Sampling
As discussed in Section 1, mcmc and sequential Monte Carlo methodologies to sample from
p(θt | y1:t), p(θt+1 | y1:t) and p(θ1:n | y1:n) are available. However, the optimal solution,
when possible, is to rely on independent and identically distributed (i.i.d.) samples. Here,
we develop a Monte Carlo algorithm to address this goal with a main focus on the smoothing
distribution, and discuss immediate modifications to allow sampling also in the filtering and
predictive case. Indeed, Monte Carlo inference is particularly suitable in batch settings,
although, as discussed later, the proposed routine is useful, in practice, also when the focus
is on filtering and predictive distributions, since i.i.d. samples are simulated rapidly, for
each t, in small-to-moderate dimensional time series.
Exploiting the closed-form expression of the smoothing distribution in Theorem 2 and
the additive representation (7) of the sun, independent realizations θ
(1)
1:n|n, . . . ,θ
(R)
1:n|n from
the smoothing distribution (12) can be obtained via a linear combination between indepen-
dent samples from (p·n)-variate Gaussians and (m·n)-variate truncated normals. Algorithm
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Algorithm 1: Independent and identically distributed sampling from p(θ1:n | y1:n)
1. Sample U
(1)
0 1:n|n, . . . ,U
(R)
0 1:n|n independently from a Np·n(0, Ω¯1:n|n −∆1:n|nΓ−11:n|n∆ᵀ1:n|n).
2. Sample U
(1)
1 1:n|n, . . . ,U
(R)
1 1:n|n independently from a Nm·n(0,Γ1:n|n) truncated below −γ1:n|n.
3. Compute θ
(1)
1:n|n, . . . ,θ
(R)
1:n|n via θ
(r)
1:n|n = ξ1:n|n + ω1:n|n(U
(r)
0 1:n|n + ∆1:n|nΓ
−1
1:n|nU
(r)
1 1:n|n) for each r.
1 provides the pseudo-code for this novel routine, whose outputs are i.i.d. samples from
the joint smoothing distribution. Here, the most computationally intensive step is the
sampling from the multivariate truncated normal. In fact, although efficient Hamiltonian
Monte Carlo solutions are available (Pakman and Paninski, 2014), these strategies do not
provide independent samples. More recently, an accept-reject method based on minimax
tilting has been proposed by Botev (2017) to improve the acceptance rate of classical rejec-
tion sampling, while avoiding convergence and mixing issues of mcmc. Such a routine is
available in the R library TruncatedNormal and allows efficient sampling from multivariate
truncated normals having a dimension of few hundreds, thereby providing effective Monte
Carlo inference via Algorithm 1 in small-to-moderate dimensional time series.
Clearly, the availability of i.i.d. sampling schemes from the smoothing distribution over-
comes the need of mcmc methods and particle smoothers. The first set of strategies face
mixing or time-inefficiency issues, especially for imbalanced binary datasets (Johndrow
et al., 2019), whereas the second class of routines tend to be computationally intensive and
subject to particles degeneracy (Doucet and Johansen, 2009).
When the focus is on Monte Carlo inference for the marginal smoothing distribution
p(θt | y1:n) at a specific time t, Algorithm 1 requires minor adaptations relying again on the
additive representation of the sun in equation (13), under similar arguments considered for
the joint smoothing setting. This latter routine can be also used to sample from the filtering
distribution by applying such a scheme with n = t to obtain i.i.d. samples θ
(1)
t|t , . . . ,θ
(R)
t|t
from p(θt | y1:t). Based on these realizations, i.i.d. samples from the predictive distribution
can be simply generated via direct application of equation (2) to obtain θ
(1)
t+1|t = Gt+1θ
(1)
t|t +
ε
(1)
t+1, . . . ,θ
(R)
t+1|t = Gt+1θ
(R)
t|t +ε
(R)
t+1, with ε
(1)
t+1, . . . , ε
(R)
t+1 denoting independent samples from a
Np(0,Wt+1). Therefore, efficient Monte Carlo inference in small-to-moderate dimensional
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dynamic probit models is possible also for the filtering and predictive distributions.
4.2 Optimal Particle Filtering
When the dimension of the dynamic probit model (1)–(2) increases, sampling from mul-
tivariate truncated Gaussians in Algorithm 1 can face computational bottlenecks (Botev,
2017). This is particularly likely to occur in series monitored on a fine time grid. Indeed, in
several applications, the number of time series m is small-to-moderate, whereas the length
of the time window can be large. To address this issue and allow scalable online inference
for filtering and prediction also in large t settings, we propose a particle filter which exploits
the sun results to obtain optimality properties.
The proposed algorithm belongs to the class of sequential importance sampling-resampling
(sisr) algorithms which provide default strategies in particle filtering (e.g., Doucet et al.,
2000, 2001; Durbin and Koopman, 2012). For each time t, these routines sample R tra-
jectories θ
(1)
1:t|t, . . . ,θ
(R)
1:t|t, known as particles, conditioned on those produced at t − 1, by
iterating, in time, between the two steps summarized below.
Importance sampling. Let θ
(1)
1:t−1|t−1, . . . ,θ
(R)
1:t−1|t−1 be the particles’ trajectories at
t− 1, and denote with pi(θt|t | θ1:t−1,y1:t) the proposal. Then, for each r = 1, . . . , R,
(a) Sample θ¯
(r)
t|t from pi(θt|t | θ(r)1:t−1|1:t−1,y1:t) and set θ¯
(r)
1:t|t = (θ
(r)ᵀ
1:t−1|t−1, θ¯
(r)ᵀ
t|t )
ᵀ.
(b) Compute w
(r)
t = wt(θ¯
(r)
1:t|t) ∝ p(yt | θ¯(r)t|t )p(θ¯(r)t|t | θ(r)t−1|t−1)pi(θ¯
(r)
t|t | θ(r)1:t−1|1:t−1,y1:t)−1
and normalize these weights to ensure that their sum is 1.
Resampling. For r = 1, . . . , R, sample new particles θ
(1)
1:t|t, . . . ,θ
(R)
1:t|t from
∑R
l=1w
(l)
t δθ¯(l)
1:t|t
.
Based on these particles, functionals of the filtering distribution p(θt | y1:t) can be computed
exploiting the terminal values θ
(1)
t|t , . . . ,θ
(R)
t|t of each trajectory θ
(1)
1:t|t, . . . ,θ
(R)
1:t|t.
As is clear from the above steps, the performance of sisr relies on the proposal pi(θt|t |
θ1:t−1,y1:t). This importance function should allow tractable sampling along with efficient
evaluation of the importance weights, and should be also carefully specified to propose
effective candidate samples. Recalling Doucet et al. (2000), the optimal importance density
is pi(θt|t | θ1:t−1,y1:t) = p (θt | θt−1,yt) with weights wt(θ1:t) ∝ p (yt | θt−1). Indeed, this
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Algorithm 2: Optimal particle filter to sample from p(θt|y1:t), for t = 1, . . . , n
for t from 1 to n do
for r from 1 to R do
1. Propose a value θ¯
(r)
t|t by sampling from (14) conditioned on θt−1 = θ
(r)
t−1|t−1, via
1.1. Sample U
(r)
0 t|t from a Np(0, Ω¯t|t,t−1 −∆t|t,t−1Γ−1t|t,t−1∆ᵀt|t,t−1).
1.2. Sample U
(r)
1 t|t from a Nm(0,Γt|t,t−1) truncated below −γ(r)t|t,t−1 = −c−1t BtFtGtθ(r)t−1|t−1.
1.3. Compute θ¯
(r)
t|t = Gtθ
(r)
t−1|t−1 + ωt|t,t−1(U
(r)
0 t|t + ∆t|t,t−1Γ
−1
t|t,t−1U
(r)
1 t|t).
2. Calculate the associated importance weight w
(r)
t via (15) and normalize them.
3. Obtain θ
(1)
t|t , . . . ,θ
(R)
t|t by resampling from θ¯
(1)
t|t , . . . , θ¯
(R)
t|t with weights w
(1)
t , . . . , w
(R)
t .
choice minimizes the variance of the importance weights, thereby limiting degeneracy issues
and improving mixing. Unfortunately, in several dynamic models, tractable sampling from
p(θt | θt−1,yt) and direct calculation of p(yt | θt−1) is not possible (Doucet et al., 2000).
As outlined in Corollary 4, this is not the case for multivariate dynamic probit models. In
particular, as a direct consequence of Theorem 1 and of the closure properties of the sun,
sampling from p(θt | θt−1,yt) is straightforward and p(yt | θt−1) has a simple expression.
Corollary 4. Under model (1)–(2), the following results hold for each t = 1, . . . , n.
(θt | θt−1,yt) ∼ SUNp,m(ξt|t,t−1,Ωt|t,t−1,∆t|t,t−1,γt|t,t−1,Γt|t,t−1), (14)
p(yt | θt−1) = Φm(γt|t,t−1; Γt|t,t−1), (15)
with parameters ξt|t,t−1 = Gtθt−1, Ωt|t,t−1 = Wt, ∆t|t,t−1 = Ω¯t|t,t−1ωt|t,t−1F
ᵀ
tBtc
−1
t , γt|t,t−1 =
c−1t BtFtξt|t,t−1, Γt|t,t−1 = c
−1
t Bt
(
FtΩt|t,t−1F
ᵀ
t+Vt
)
Btc
−1
t , and ct =
[
(FtΩt|t,t−1F
ᵀ
t+Vt) ◦ Im
]1/2
.
Algorithm 2 illustrates the pseudo-code of the proposed optimal filter, which exploits
the additive representation of the sun and Corollary 4. Comparing Algorithms 1 and 2
it can be noticed that now the computational complexity of the different steps does not
depend on t, thus facilitating scalable sequential inference in large t studies. Samples from
the predictive distribution can be obtained from those of the filtering as in Section 4.1.
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5 Illustration on Financial Time Series
We study the performance of the methods in Sections 3 and 4 on a dynamic probit regression
for the daily opening directions of the French cac40 stock market index from January 4th,
2018 to March 29th, 2019. Consistent with this focus, the variable yt is on a binary scale,
with yt = 1 if the opening value of the cac40 on day t is greater than the corresponding
closing value in the previous day, and yt = 0 otherwise. Financial applications of this type
have been a source of particular interest in past and recent years (e.g., Kim and Han, 2000;
Kara et al., 2011; Atkins et al., 2018), with common approaches combining a wide variety of
technical indicators and news information to predict stock markets directions via complex
machine learning methods. Here, we show how a similar predictive performance can be
obtained via a simple and interpretable dynamic probit regression for yt, that combines past
information on the opening directions of cac40 with those of the nikkei225, regarded as
binary covariates xt with dynamic coefficients. Since the Japanese market opens before the
French one, xt is available before yt and, hence, provides a valid predictor for each day t.
Recalling the above discussion and leveraging default specifications in these settings
(e.g., Soyer and Sung, 2013), we rely on a dynamic probit regression for yt with two inde-
pendent random walk processes for the coefficients θt = (θ1t, θ2t)
ᵀ. Letting Ft = (1, xt) and
pr(yt = 1 | θt) = Φ(θ1t + θ2txt; 1), such a model can be expressed as in equation (1) via
p(yt | θt) = Φ[(2yt − 1)Ftθt; 1],
θt = θt−1 + εt, εt
i.i.d.∼ N2(0,W), t = 1, . . . n, θ0 ∼ N2(a0,P0),
(16)
where W is a time-invariant diagonal matrix. In (16), the element θ1t of θt measures the
trend in the directions of the cac40 when the nikkei225 has a negative opening on day t,
whereas θ2t characterizes the shift in such a trend if the opening of the nikkei225 index is
positive, thereby providing an interpretable probit model for yt, with dynamic coefficients.
To evaluate performance in smoothing, filtering and prediction, we consider a situation
in which the analysis starts on May 31st, 2018, with daily batch data available for the time
window from January 4th, 2018 to May 31st, 2018, and online observations streaming in
from June 1st, 2018 to March 29th, 2019. This setting motivates smoothing techniques for
the first t = 1, . . . , 97 times and online filters for the subsequent t = 98, . . . , 299 days.
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Figure 3: Pointwise median and interquartile range for the smoothing distributions of θ1t and θ2t under
the dynamic probit regression in (16), for the time window from January 4th, 2018 to May 31st, 2018.
Figure 3 shows the pointwise median and interquartile range of the smoothing distribu-
tion for θ1t and θ2t, t = 1, . . . , 97, based on 10
5 samples from Algorithm 1. To implement
such a routine, we set a0 = (0, 0)
ᵀ and P0 = diag(3, 3) following the guidelines in Gelman
et al. (2008) and Chopin and Ridgway (2017) for probit regression. The states variances
in the diagonal matrix W are instead set equal to 0.01 as suggested by a graphical search
of the maximum for the marginal likelihood computed under different combinations of
(W11,W22) via the analytical formula in Corollary 3.
As shown in Figure 3, the dynamic states θ1t and θ2t tend to concentrate around neg-
ative and positive values, respectively, for the entire smoothing window, thus highlighting
a general concordance between cac40 and nikkei225 opening patterns. However, the
strength of this association varies in time, supporting our proposed dynamic probit over
static specifications. For example, it is possible to observe a decay in θ1t and θ2t on April–
May, 2018 which reduces the association among cac40 and nikkei225, while inducing
a general negative trend for the opening directions of the French market. Such a result
could be due to the overall instability in the Eurozone on April–May, 2018 caused by the
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Figure 4: Ranking of the four sampling schemes in 100 replicated experiments according to the Wasser-
stein distance between the empirical smoothing distribution computed, at time t = 97, from 105 particles
and the one obtained by direct evaluation of the exact density (10) on two grids of 2000 equally spaced
values in [−2.5, 1.5] and [−1.5, 3] for θ1t and θ2t, respectively, with t = 97.
State iid rb boot ekf
θ1t at time t = 97 0.00173 0.00331 0.00670 0.01845
θ2t at time t = 97 0.00221 0.00428 0.01010 0.06245
Table 1: For each sampling scheme, Wasserstein distance, averaged across 100 experiments, between the
empirical smoothing distribution computed, at time t = 97, from 105 particles and the one obtained by
direct evaluation of the exact density (10) on two grids of 2000 equally spaced values in [−2.5, 1.5] and
[−1.5, 3] for θ1t and θ2t, respectively, with t = 97. The lowest distance for each state is bolded.
uncertainty after the Italian and British elections during those months.
To clarify the computational improvements provide by the methods in Section 4.1, we
also compare, in Figure 4 and in Table 1, their performance against the competing strate-
gies mentioned in Section 1. Here, the focus is on the marginal smoothing distribution of
θ1t and θ2t at the last day among those available for batch smoothing. Such a distribution of
interest coincides with the filtering at time t = 97, thereby allowing the implementation of
the filters discussed in Section 1, to evaluate performance both in terms of smoothing and
filtering. The competing methods include the extended Kalman filter (Uhlmann, 1992),
the bootstrap particle filter (Gordon et al., 1993) and the Rao-Blackwellized sequential
Monte Carlo by Andrieu and Doucet (2002) which leverages the hierarchical representation
(3)–(5) of model (1)–(2). Although being a popular solution in routine implementations,
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the extended Kalman filter relies on a quadratic approximation of the probit log-likelihood
which leads to a Gaussian filtering distribution, thereby affecting the quality of online learn-
ing when imbalances in the data induce skewness. The bootstrap particle filter (Gordon
et al., 1993) is, instead, motivated by the apparent absence of a tractable optimal proposal
distribution p(θt | θ(r)t−1|t−1,yt) (Doucet et al., 2000) and, therefore, proposes values from
p(θt|θ(r)t−1|t−1). Also Rao-Blackwellized sequential Monte Carlo (Andrieu and Doucet, 2002)
aims at providing an alternative particle filter, which addresses the apparent unavailabil-
ity of an analytical expression for the optimal proposal and the corresponding importance
weights. The authors overcome this key issue by proposing a sequential Monte Carlo strat-
egy for the Rao-Blackwellized filtering distribution p(zt | y1:t) of the partially observed
Gaussian data zt in model (3)–(5) and compute, for each trajectory z
(r)
1:t , relevant moments
of p(θt | z(r)1:t ) via classical Kalman filter updates—applied to model (4)–(5)—which are then
averaged across particles to obtain Monte Carlo estimates for the moments of p(θt | y1:t).
Although the above methods provide state-of-the-art solutions, the proposed strategies
are motivated by the apparent absence of a closed-form filter for (1)–(2), which is, in fact,
available according to our results in Section 3. Figure 4 and Table 1 highlight to what extent
this novel finding improves the existing methods. More specifically, Figure 4 compares the
rankings of the different sampling schemes, in 100 replicated experiments, according to the
Wasserstein distances (e.g., Villani, 2008) between the empirical smoothing distribution
induced by the particles generated from each sampling method under analysis and the one
obtained by direct evaluation of the exact density (10) on an appropriate grid. Table 1
shows, instead, these distances averaged across the 100 replicated experiments. For the sake
of clarity, with a little abuse of terminology, the term particle is used to denote both the
samples of the sequential Monte Carlo methods and those obtained under i.i.d. sampling
from the sun. The Wasserstein distance is computed via the R function wasserstein1d.
Note also that, although the extended Kalman filter and the Rao-Blackwellized sequential
Monte Carlo focus, mostly, on the first two central moments of p(θt | y1:t), these strategies
can be adapted to draw samples from an approximation of the marginal smoothing density.
Figure 4 confirms that the sampling scheme in Section 4.1 over-performs all the com-
petitors, since its ranking is 1 in most of the 100 experiments. The averaged Wasserstein
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Figure 5: Median and interquartile range of the filtering and predictive distributions for Φ(θ1t +xtθ2t; 1)
computed from 105 particles produced by the optimal particle filter in Algorithm 2. Black and grey
segments denote days in which xt = 1 and xt = 0, respectively.
distances in Table 1 yield the same conclusion. Such a result is due to the fact that the ex-
tended Kalman filter relies on an approximation of the filtering distribution, whereas, unlike
the proposed exact sampler, the bootstrap and the Rao-Blackwellized particle filters con-
sider sub-optimal dependent sampling strategies. Not surprisingly, the Rao-Blackwellized
particle filter is the second best choice. Nonetheless, as expected, exact i.i.d. sampling re-
mains the optimal solution and provides a viable strategy in any small-to-moderate study.
Motivated by the accurate performance of the Monte Carlo methods based on sun re-
sults, we also apply the optimal particle filter in Algorithm 2 to provide scalable online fil-
tering and prediction for model (16) from June 1st, 2018 to March 29th, 2019. Following the
idea of sequential inference, the particles are initialized with the marginal smoothing distri-
bution of May 31, 2018 from the batch analysis. Figure 5 outlines median and interquartile
range for the filtering and predictive distribution of the probability that the cac40 index
has a positive opening in each day of the window considered for online inference. These two
distributions can be easily obtained by applying the function Φ(θ1t+xtθ2t; 1) to the particles
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of the states filtering and predictive distribution. In line with Figure 3, a positive opening
of the nikkei225 provides, in general, an high estimate for the probability that yt = 1,
whereas a negative opening tends to favor the event yt = 0. However, the strength of this
result evolves over time with some periods showing less evident shifts in the probabilities
process when xt changes from 1 to 0. One-step-ahed prediction, leveraging the samples of
the predictive distribution for the probability process, led to a correct classification rate of
66.34% which is comparable to those obtained under more complex procedures combining
a wide variety of input information to predict stock markets directions via state-of-the-art
machine learning methods (e.g., Kim and Han, 2000; Kara et al., 2011; Atkins et al., 2018).
6 Discussion
This article shows that the filtering, predictive and smoothing distributions in a dynamic
probit model for multivariate binary data have a sun kernel and the associated parameters
can be computed via tractable expressions. As discussed in Sections 3–5, this result provides
advances in online inference for dynamic binary data and facilitates the implementation of
tractable methods to draw i.i.d. samples from the exact filtering, predictive and smoothing
distributions, thus allowing improved Monte Carlo inference in small-to-moderate time
series. High-dimensional filtering can be, instead, implemented via a scalable sequential
Monte Carlo which exploits sun properties to provide a particle filter with optimal proposal.
These results motivate additional future research. For instance, a relevant direction is to
adapt or generalize the derivations in Section 3 to dynamic tobit, binomial and multinomial
probit models, for which closed-form filters are unavailable. Joint filtering and prediction of
continuous and binary time series is also of interest (Liu et al., 2009). A natural state-space
model for these multivariate data can be obtained by generalizing (3)–(5) to allow only the
subset of Gaussian variables associated with the binary data to be partially observed.
However, also in this case, closed-form filters are not available. By combining our results
in Section 3 with the classical Kalman filter for Gaussian state-space models, such a gap
could be possibly covered. As discussed in Sections 1 and 3.2, estimation and inference
for possible unknown parameters characterizing the state-space model in (1)–(2) is another
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interesting problem which can be addressed by maximizing the marginal likelihood derived
in Section 3.2. Finally, additional quantitative studies beyond those in Section 5 can be
useful for obtaining a more comprehensive overview on the performance of our proposed
computational methods compared to state-of-the-art strategies.
Appendix A: Proofs of the main results
A.1. Proof of Lemma 1
To prove Lemma 1, it is sufficient to note that p(θ1 | y1) is the posterior distribution in
a Bayesian probit regression with likelihood p(y1 | θ1) = Φm(B1F1θ1; B1V1B1) and prior
p(θ1) = φp(θ1−G1a0; G1P0Gᵀ1+W1), where the expression for p(θ1) can be easily obtained
after noticing that θ1 = G1θ0+ε1 in (2), with θ0 ∼ Np(a0,P0) and ε1 ∼ Np(0,W1). Hence,
Lemma 1 can be obtained from Theorem 1 in Durante (2019), replacing the identity matrix
Im in the classical probit likelihood with B1V1B1.
A.2. Proof of Theorem 1
Recalling (2), the proof for p(θt | y1:t−1) in (9) requires studying the variable Gtθt−1 + εt,
given y1:t−1, where (θt−1 | y1:t−1) ∼ SUNp,m·(t−1)(ξt−1|t−1,Ωt−1|t−1,∆t−1|t−1,γt−1|t−1,Γt−1|t−1)
and εt ∼ Np(0,Wt), with εt ⊥ y1:t−1. To address this goal, first note that, by the closure
properties of the unified skew-normal under linear transformations (Azzalini and Capi-
tanio, 2014, Chapter 7.1.2), the variable (Gtθt−1 | y1:t−1) is still a unified skew-normal
and has parameters Gtξt−1|t−1, GtΩt−1|t−1G
ᵀ
t , [(GtΩt−1|t−1G
ᵀ
t )◦ Ip]−1/2Gtωt−1|t−1∆t−1|t−1,
γt−1|t−1 and Γt−1|t−1. Hence, to conclude the proof of equation (9), we only need to ob-
tain the distribution of the sum among this variable and the noise εt ∼ Np(0,Wt). This
can be accomplished by considering the moment generating function of such a sum—as
done by Azzalini and Capitanio (2014, Chapter 7.1.2) to prove closure under convolution.
Indeed, it is straightforward to notice that the product of the moment generating func-
tions for εt and (Gtθt−1 | y1:t−1) leads to the moment generating function of the unified
skew-normal variable having parameters ξt|t−1 = Gtξt−1|t−1, Ωt|t−1 = GtΩt−1|t−1G
ᵀ
t + Wt,
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∆t|t−1 = ω−1t|t−1Gtωt−1|t−1∆t−1|t−1, γt|t−1 = γt−1|t−1 and Γt|t−1 = Γt−1|t−1.
To prove (10) note that p(θt | y1:t) ∝ Φm(BtFtθt; BtVtBt)p(θt | y1:t−1) coincides with
the posterior distribution in a probit model with likelihood Φm(BtFtθt; BtVtBt) and sun
prior p(θt | y1:t−1) from (9). Hence, expression (10) can be derived from Corollary 4 in
Durante (2019), replacing the matrix Im in the classical probit likelihood with BtVtBt.
A.3. Proof of Corollary 1
To prove Corollary 1, first notice that
∫
Φm(BtFtθt; BtVtBt)p(θt | y1:t−1)dθt can be re-
written as Φm·(t−1)(γt|t−1; Γt|t−1)
−1 ∫ Φm(BtFtθt; BtVtBt)K(θt | y1:t−1)dθt where K(θt |
y1:t−1) = p(θt | y1:t−1)Φm·(t−1)(γt|t−1; Γt|t−1) is the kernel of the predictive distribution
in equation (9). Consistent with this expression, Corollary 1 follows after noticing that
Φm(BtFtθt; BtVtBt)K(θt | y1:t−1) is the kernel of the filtering distribution in (10), whose
normalizing constant
∫
Φm(BtFtθt; BtVtBt)K(θt | y1:t−1)dθt is equal to Φm·t(γt|t; Γt|t).
A.4. Proof of Theorem 2
First notice that p(θ1:n | y1:n) ∝ p(θ1:n)p(y1:n | θ1:n). Hence, p(θ1:n | y1:n) can be inter-
preted as the posterior distribution in the Bayesian model having likelihood p(y1:n | θ1:n)
and prior p(θ1:n) for the (p·n)×1 vector θ1:n = (θᵀ1, . . . ,θᵀn)ᵀ. As already pointed out in Sec-
tion 3.2, it immediately follows from the model specification (2) that θ1:n ∼ Np·n (ξ,Ω), with
ξ and Ω as in Section 3.2. The form of p(y1:n | θ1:n) can be instead obtained from (1), by
noticing that given θ1:n the vectors y1, . . . ,yn are conditionally independent, thus providing
the joint likelihood p(y1:n | θ1:n) =
∏n
t=1 Φm(BtFtθt; BtVtBt). Such a quantity can be also
expressed as Φm·n(Dθ1:n; V) with D and V as in Section 3.2. Combining these results, the
joint smoothing distribution p(θ1:n | y1:n) is proportional to φp·n(θ1:n−ξ; Ω)Φm·n(Dθ1:n; V),
which is the kernel of a unified skew-normal random variable with parameters as in (12).
A.5. Proof of Corollary 3
The formula for the marginal likelihood follows easily after noticing that p(y1:n) coincides
with the normalizing constant of the joint smoothing distribution. Indeed, p(y1:n) is for-
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mally defined as
∫
p(y1:n | θ1:n)p(θ1:n)dθ1:n. Hence, the integrand function coincides with
the kernel of the smoothing density, so that the whole integral is equal to Φm·n(γ1:n|n; Γ1:n|n).
A.6. Proof of Corollary 4
The proof of Corollary 4 is similar to the one of Lemma 1. Indeed, the proposal p(θt |
θt−1,yt) is the posterior distribution in a Bayesian probit regression with likelihood p(yt |
θt) = Φm(BtFtθt; BtVtBt) and prior p(θt | θt−1) = φp(θt −Gtθt−1; Wt). To derive the
expression of the importance weights in equation (15), it suffices to notice that the marginal
likelihood p(yt | θt−1) coincides with the normalizing constant of the sun in (14).
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