Let K be an algebraically closed field and A the Kronecker algebra over K. A general problem is to study the endomorphism algebras of A-modules M that are extensions of finite-dimensional, torsion-free, rank-one A-modules P, by infinite-dimensional, torsion-free, rankone A-modules N. Such endomorphism algebras can be studied by means of a quadratic polynomial f (Y) in one variable Y over the rational function field K(X). We call this f (Y) the regulator of the extension. We prove that if the regulator has non-zero discriminant, then End M is a Noetherian, commutative K-algebra. We also prove that, subject to a regulator with non-zero discriminant, End M is affine over K if and only if End N is affine, in which case End M is the coordinate ring of a hyperelliptic curve.
Introduction and the background framework
Let A be a tame, hereditary, finite-dimensional algebra over an algebraically closed field K. In a landmark paper [16] , Ringel classified, inter alia, the rank-one, indecomposable, torsion-free A-modules and their endomorphism algebras by means of so called height functions. Such a classification is almost surely intractable for the case of rank-two, because it remains so even for abelian groups, see e.g. [19] . However, those rank-two A-modules M that are extensions of finite-dimensional, torsion-free, rankone A-modules P by infinite-dimensional, torsion-free, rank-one A-modules N, may emerge as fruitful source of problems. This has proven to be the case for the Kronecker algebra.
If M is such an extension, one may enquire about the endomorphism algebra End M. In the case of the Kronecker algebra, quite a bit is known. For instance we have shown in [9] that End M is commutative whenever M is indecomposable. In [15] we have that if End M is an integral domain, then End M is onedimensional as a K-algebra and its radical is zero. When N is the unique, torsion free, indecomposable and divisible Kronecker module, we obtain in [13] that if M is indecomposable, then End M is the trivial algebra K. For one particular rank-one N, we show in [10] that End M are the coordinate rings of affine cubic curves that include all elliptic curves.
In this paper we determine precisely those M that cause End M to be Noetherian, and furthermore those M that cause End M to be a finitely generated K-algebra. In the latter case, the algebras End M are the coordinate rings of hyperelliptic curves in the sense of [17, Example 2.5.1 and Corollary 3.11] . As is well known, for any finite-dimensional, tame , hereditary algebra A, there is a full embedding of the category of Kronecker modules into Mod-A, see e.g. [5, 6] . In light of this, our results invite generalization to all algebras A that are finite-dimensional, tame, and hereditary, just as Ringel has done in [16] for a number of prior results on Kronecker modules.
Our approach towards endomorphisms of rank-2 Kronecker modules based on rational functions and derivers has been presented in a number of our papers. We find that it continues to be fruitful. For the sake of a self-contained presentation, this approach is reviewed in this section, but a fuller discussion of the background details can be found in [15] .
Pole spaces and pole algebras
Let K be an algebraically closed field of characteristic other than 2, and let K(X) be the field of rational functions in the indeterminate X. The elements of K(X) will simply be called functions.
For each θ in K, the shorthand notation X θ will denote the function 1/(X − θ). The 
basis of K(X)
over K that gives partial fraction expansions consists of 1 along with all X j and all X j θ , where θ ∈ K and j = 1, 2, 3, . . .
For each θ in K and each function t there is the valuation ord θ (t). When θ ∈ K, we take the integer ord θ (t) to be the exponent of the factor X θ in the unique factorization of a non-zero function t. When θ = ∞, the integer ord ∞ (t) is the degree of the numerator of t minus the degree of the denominator of t. For convenience, we set ord θ (0) = −∞ for all θ in K as well as for θ = ∞. When ord θ (t) > 0, we say that t has a pole at θ and ord θ (t) is its order. We also say that t has a zero at θ when ord θ (t) 
The subspace
A h = {r ∈ R h : r has no pole at θ when h(θ ) < ∞}
is a K-algebra that we call the pole algebra of h. The pole space R h becomes an A h -module using multiplication of functions. For any pole algebra A h and θ in K we shall say that θ supports A h whenever X θ ∈ A h . This amounts to saying that K[X θ ] ⊆ A h , or equivalently that h(θ ) = ∞. Likewise we say that ∞ supports A h when X ∈ A h .
The subspace S h = {r ∈ R h : r has no pole at θ when h(θ ) = ∞} (5) is called the spur of h. The spur and the pole algebra are complementary pole subspaces of R h in the sense that
R h = A h + S h and A h ∩ S h = K.
The reduction of a pole space R h is the subspace
If h(∞) = ∞, the reduction coincides with R h , but if h(∞) < ∞, then the standard basis for the reduction is obtained by deleting X h(∞) from the standard basis ( (3)) of R h .
The pole space of a function
For any function t, the smallest pole space containing t is called the pole space of t, and is denoted by P t . In more detail, P t is the pole space defined by the height k(θ ) = max{0, ord θ (t)} where θ ∈ K ∪ {∞}. Thus a function s lies in P t if and only if the partial fraction expansion of s extends no farther than the partial fraction expansion of t. To get a basis for the reduction P − t simply drop the highest power of X (which may well be X 0 = 1) from the above basis of P t . Every finite-dimensional pole space is the pole space of some function.
Derivers
We need to work with K-linear functionals α : K(X) → K. Let α, r denote the value in K that α takes at a function r. For each functional α and rational function r there is, according to [7, Section 3] , a unique rational function ∂ α (r) inside the reduction P − r such that ∂ α (r)(θ) = α, (r − r(θ ))X θ for all θ in K that are not poles of r. (6) For each α the resulting K-linear map ∂ α : K(X) → K(X) is called a deriver. Each function r along with α gives the functional t → α, rt to be denoted by α * r. The name deriver is motivated by the following derivation-like property which can be deduced from ((6)):
∂ α (st) = s∂ α (t) + ∂ α * t (s) for any functional α and functions s, t.
(7)
The explicit calculation of ∂ α on the standard basis of K(X) goes as follows:
for all θ in K and all n 1. In conjunction with the partial fraction expansion of any function r, the above calculations make it clear that derivers map pole spaces into their reduction. In particular they leave all pole spaces and all pole algebras invariant.
The regulator of a pair (h, α)
For a more thorough discussion of the regulator see e.g. [15] . Briefly, any deriver ∂ α is a K-linear operator on the space K(X). Every function t acts on K(X) as the multiplier s → ts. Identify t with its multiplier. Let A denote the K(X)-subalgebra of End K K(X) that is generated by ∂ α and by all multipliers.
Derivers need not commute with multipliers, but ((7)) can be used to show that the commutator of ∂ α with any multiplier t maps K(X) into the reduction P − t of the pole space of t, which is a finitedimensional space.
When an operator σ in A maps a subspace S of K(X) to a finite-dimensional space, we say that σ has finite rank on S. Take a pole space R h of infinite dimension over K, and let I be the proper subspace of A consisting of those σ in A that have finite rank on R h . As noted above, the commutator of any ∂ α with any multiplier has finite rank on K(X), and thus on R h . From this it can be checked that I is an ideal of A, and the algebra A/I is a commutative K(X)-algebra generated by the image ∂ α 
Thus the regulator of (h, α) is the unique monic or zero polynomial
• f (∂ α ) has finite rank on R h , and
The significance of regulators lies in the control that they exert on the endomorphism algebra of infinite-dimensional Kronecker modules of rank 2 that are extensions of finite-dimensional modules of rank 1. These modules are interesting because they include the family of all rank-2 purely simple modules, and also because they lead to intriguing connections with affine curves, see e.g. [8] .
Kronecker modules and endomorphisms
A Kronecker module is a representation of the quiver • −→ −→ •, i.e. a pair of linear transformations between a pair of K-linear spaces:
−→ V for which the following diagrams commute:
A general problem goes as follows: given a module U a −→ −→ b V , find its endomorphisms and elucidate the structure of its endomorphism algebra.
Rank-one modules
Given a pole space R h with reduction R 
R h , where a : r → r and b : r → Xr provide concrete models for the class of all torsion-free, indecomposable, rank-one modules, see [3] .
Among other things, in [3] it is shown that the endomorphism algebra of F h is the pole algebra A h .
The space V (m, h, α)
For a positive integer m, let Q m be the space of polynomials in X of degree strictly less than m, in other words the m-dimensional pole space P X m−1 . Its reduction Q − m is the space of polynomials of degree strictly less than m − 1. For instance, when m = 1 we have Q m = K and Q − m = (0).
We shall be working with K-linear subspaces of the space K(X) 2 of pairs of functions. Such pairs will be written in column notation.
Given a triplet (m, h, α) where m is a positive integer, h is a height function and α is a functional,
We may also think of V (m, h, α) as the space of all vectors in K(X)
2 that take the form
where r ∈ R h and u ∈ Q m .
Observe
Therefore Xr ∈ R h , and using ( (7)) and ( (8)) we get that
The modules V(m, h, α)
The rank-2 modules that we now present comprise exactly all extensions of finite-dimensional F k by infinite-dimensional F h . For a demonstration that they pick up all such extensions see [4, Section 2]. We introduce our modules in a way that makes them approachable via linear algebra.
The Kronecker module V(m, h, α) is defined to be: (9)) that matters in the technicalities of understanding End V(m, h, α).
Prior results about quadratic regulators and endomorphism algebras
Because of Theorem 1.1 we can represent the endomorphisms of V(m, h, α) as 2 × 2 matrices of rational functions acting on the columns of K(X) 2 in the usual way. The scalar matrices λI, where λ ∈ K and I is the identity matrix, are clearly endomorphisms. We cite [14 If the regulator of (h, α) is linear, V(m, h, α) has a proper finite-dimensional direct summand with a well-known endomorphism algebra, see [11, p. 1568] , and so this matter is no longer of concern.
The more interesting case, which has led us to a number of investigations, occurs when the regulator
Along with f (Y) comes what we call the generic matrix
We now cite the principal known results about End V(m, h, α) when the regulator is quadratic. ((12) ) and ( (13)).
The discriminant p 2 − 4q of the regulator will play a significant role.
Reducing the parameter space P down to the pole algebra
The A h -module P that parametrizes the endomorphisms according to ( (14) A little identity is worth noting at this point. Namely, if t ∈ K(X), λ ∈ K and ϕ = tD + ∂ α (t)I + λI,
To see ( (15) 
The definition of pole spaces in ( (2)) makes it clear that if the square of a function belongs to a pole space, then so does the function. Since A h + P 1/(p 2 −4q) is a pole space, we deduce that t ∈ A h + P 1/(p 2 −4q) .
Since A h properly contains K, its fraction field is K(X). Given a height-functional pair (h, α) and a non-zero function u in R h , define the height-functional pair (k, β) by Such u establishes an equivalence between height-functional pairs, and we have
We denote the above height k by h − ord(u). 
Thus the generic matrix for (h − ord(u), α * u) becomes
It is worth noting from ( (15) 
As shown in [15, Proposition 2.4 ] this isomorphism comes from the matrix
which implements a K-linear bijection from the space
Thus there emerges the conjugacy of endomorphism algebras
In addition, by doing the necessary matrix multiplications we can see that
Thus if ϕ happens to be an endomorphism of V(m, h, α), i.e. if the non-zero u ∈ P, then the generic
If Q is the parameter space for End V(m, h − ord(u), α * u), the fact that E = 1E + ∂ α * u (1)I tells us that 1 ∈ Q , and then the fact Q is an A h−ord(u) -module gives that A h−ord(u) ⊆ Q. In light of this and the above isomorphism of Kronecker modules we can suppose without loss of generality that if V(m, h, α) admits non-scalar endomorphisms, then the parameter space contains A h .
Proposition 1.5. If V(m, h, α) admits non-scalar endomorphisms and the discriminant p 2 − 4q of the regulator for (h, α) is not zero, then there is a non-zero function u in the parameter space
and the new parameter space for
Proof. Proposition 1.4 tells us that P = uA h for some function u in P, and u / = 0 since V(m, h, α) has non-scalar endomorphisms. Furthermore u ∈ R h since the parameter space P sits inside R h as noted in item 1 of Theorem 1. 3 
If ϕ = uD + ∂ α (u)I and ψ is given according to ((21)), then ((23)) reveals that tE + ∂ α * u (t)I = ψ −1 (tϕ + ∂ α * u (t)I)ψ. After that ((22)) shows that t lies in Q if and only if tϕ + ∂ α * u (t)I is an endomorphism of V(m, h, α). Using ( (7)) we get
Thus t ∈ Q if and only if tu ∈ P. Since P = uA h , it follows that t ∈ Q if and only if t ∈ A h . Finally observe from ( (18)) that A h = A h−ord (u) , so that the endomorphism space for End V(m, h − ord(u), α * u) is indeed the pole algebra of h − ord(u). 
Quadratic regulators in A h [Y]
For a given height h we seek in this section to establish necessary and sufficient conditions for a polynomial Y
to be the regulator of (h, α) for some functional α. To that end we are led to work with the completions of our valuations ord θ .
Laurent expansions of functions and functionals
For each θ in K the field K((X − θ)) of Laurent series in X − θ may be taken as the completion of K(X) with respect to the valuation ord θ , and the valuation ord θ extends to K((X − θ)) in the standard way. For θ = ∞ the completion of K(X) with respect to ord ∞ is taken to be the field K((X −1 )). A Laurent series in K((X − θ)) which involves negative powers of X − θ , i.e. positive powers of X θ , is said to have a pole at θ. Likewise series in K((X −1 )) that involve positive powers of X have a pole at ∞. When a function r from K(X) is embedded, in the natural way, into one of the K((X − θ)) or into K((X −1 )) we will denote its image simply by r in order to avoid clutter. Functions embed into these fields with their ord θ preserved. For details on these embeddings of K(X) into its completions see e.g.
For each functional β and θ in K, the θ-expansion of β is defined to be the formal series
The ∞-expansion of β is taken to be the formal
For future reference, note that θ-expansions of functionals do not have a pole at θ, and the ∞-expansion of a functional has a zero at ∞.
Since the coefficients of these expansions capture all the values of β on the standard basis ( (1)) of K(X), such expansions afford a useful way to define the functional. Namely, given a series u θ in 
In this way the space of functionals becomes a commutative K-algebra. The algebra of functionals has no identity element, as can be seen from the fact the expansions α ∞ lie in the proper ideal
The above definitions of the θ-expansions of a functional differ slightly from the definitions appearing at the start of [ 
Thus the space of derivers is closed under composition, and the resulting K-algebra is isomorphic to the commutative algebra of functionals just defined.
Proposition 2.2. If β is a functional, r a function and θ ∈ K ∪ {∞}, then the expansion of ∂ β (r) in the completion of K(X) with respect to ord θ is given by
∂ β (r) = rβ θ − (β * r) θ .
The image of pole algebras under the sum of a deriver and a multiplier
Given a functional β, a function t and a θ in K we see, from the fact that derivers leave the pole algebra
The next result will play an important role. It examines connections between the image and kernel of the operator
Proposition 2.3.
For any functional β, any function t and any θ in K, the following are equivalent.
The above are equivalent as well if ∞ replaces θ and X replaces X θ .
cannot sit inside the finite-dimensional P t . 
The assumption here implies that the image (
Hence it does not sit in the finite-dimensional P t .
The proof when ∞ replaces θ and X replaces X θ is omitted because it is identical in essence to the proof just done. 
Since A h is the sum of the spaces
A h , the desired conclusion follows readily. (28)), that β ∞ + t = 0. Since the ∞-expansion ((25)) of β ∞ has a zero at ∞, so does t have a zero at ∞. Thus, in case ∞ supports A h , the function t has no poles inside the support of A h , and has a zero at ∞. This forces t = 0. After that we get β θ = 0 for all θ supporting A h , including possibly θ = ∞. Thus β vanishes on A h , and using ( (8)) so does ∂ β vanish on A h .
Constraints on quadratic regulators in A h [Y]
If s, t are functions and ∂ β is a deriver for a functional β we note two identities:
Identity ((29)) comes from Proposition 2.1 which gives ∂ 2 β = ∂ β 2 , and from ( (7)) which gives ∂ β • s = ∂ β * s + ∂ β (s). The identity ((30)) comes from from Proposition 2.2. plus the fact (β 
By ((30)) we arrive at ((31)). We next examine refinements of the preceding results when the possible roots of the regulator are taken into consideration. These refinements involving regulators with roots in K(X) demand some attention to details. They are included here in order to have a complete record of all quadratics in A h [Y] that are regulators. 2 . Hence S h is infinite-dimensional.
Regulators with repeated roots
Since S h is infinite-dimensional there are infinitely many θ in K such that X θ ∈ S h . For such a θ an easy calculation using ( (8)) gives
2 is the regulator, the above functions lie in a common finite-dimensional space.
It follows that (r + α, X θ ) 2 = 0, and consequently r + α, X θ = 0, at all but finitely many θ for which X θ ∈ S h . Using ((8)) again we conclude (∂ α − r)(X θ ) = 0 for all but finitely many θ that satisfy X θ ∈ S h . We also have seen above that (∂ α − r)A h is finite-dimensional. Since (Y − r) 2 is the regulator, and not Y − r, the operator ∂ α − r does not have finite rank on R h . Thus there must be infinitely many
Now we turn to the converse and assume conditions 1, 2, and 3.
First suppose ∞ does not support A h . We define our functional α by specifying its various θ-expansions as in ( (24)) and ((25)). Accordingly let 
The latter inclusion holds because ∂ α leaves the pole space P s invariant and because r and s share no poles, which implies that rP s ⊆ P r + P s .
If, on the other hand, θ ∈ Δ r or θ does not support A h , then once more Proposition 2.3 yields that (∂ α − r)K[X θ ] ⊆ P r . From this, along with the fact that (∂ α − r)P s ⊆ P r + P s , we obtain Now we assume that items 1 and 2(i) hold while 2(ii) fails, and proceed to construct our functional α. Since 2(ii) does not hold, one of r or s has no poles. Indeed if both had poles, then such poles would fulfill the requirements of 2(ii). Say r has no poles, i.e r ∈ K. Since S h is infinite-dimensional, X θ ∈ S h for infinitely many θ in K. Partition the set of such θ into two infinite subsets, say Δ 1 and Δ 2 . Then define α by its θ expansions as follows: 
Since the sum of two positive integers exceeds their maximum, we would have a contradiction. Note here that θ = ∞ falls into the first case. As before R h ⊆ R k , A h ⊆ A k , and S k is finite-dimensional.
Also as before Y
A contradiction results because the sum of two non-negative integers cannot be less than their maximum. The functional α constructed in the proof of Proposition 2.13 so that Y 2 + pY + q regulates (h, α) need not be unique. This is because it is possible that, for some θ at which ord θ (p 2 − 4q) is even, both
This happens exactly when p, q have no pole at θ. In that case either solution can be taken as the θ-expansion of α.
Implications of the regulator's constraints on endomorphism algebras
The constraints on a quadratic regulator of (h, α) coming from Proposition 2.8, in conjunction with its irreducibility, lead to constraints on h, which in turn have consequences for endomorphism algebras. We next observe a couple of these consequences, which we have found particularly interesting and which have already appeared in the literature. 
When quadratic regulators imply non-trivial endomorphhisms
The purpose of quadratic regulators is to study the algebras End V(m, h, α) . If [14, p. 196] . However, in the significant case where R h = A h , and using the index m = 1, a quadratic regulator is all it takes to identify the endomorphisms of V (1, h, α) . This affords a tool for constructing a wide assortment of End V(m, h, α)'s explicitly.
Proposition 2.15. Suppose that h is such that R h
and regulates (h, α), then the generic matrix D as given in ( (13) where r ∈ A h and λ ∈ K.
They get mapped by D to pr + ∂ α (r) − λ qr , which we now check belong to V (1, h, α) as specified by ( (9)). Clearly pr + ∂ α (r) − λ ∈ A h , and from what we noted above:
Hence D is an endomorphism.
By item 1 of Theorem 1.3 the endomorphism algebra consists of all tD + ∂ α (t)I + λI where t runs through all of A h and λ runs through all of K. Propositions 2.13 and 2.15 taken together are useful for the construction of concrete examples of endomorphism algebras in the important case where the regulator is irreducible. This is the case of purely simple V(m, h, α).
A remark about ord
and regulates (h, α). The constraints of Proposition 2.8 make it easy to see that the poles of p coincide with those of p 2 − 4q, and for such poles θ that
As an aside, one may ask if ((32)) holds for all θ supporting A h rather than just θ that are poles of p. This need not be the case. By way of example, let p = X 2 and q = 1. Clearly q ∈ P − p and p
Let h be any height for which A h is supported precisely by 0 and ∞. Note that ord θ (X 4 − 4) is even for θ = 0 and θ = ∞, and since X 4 − 4 is not a perfect square in
Noetherian endomorphism algebras
Given (h, α) with quadratic regulator, a question of some interest is to decide when End V (m, h, α) is Noetherian. [2] yields that the bridge B is Noetherian.
In this section we will show that if the regulator is irreducible, then every non-zero ideal of End V(m, h, α) has finite co-dimension in End V(m, h, α). From this it follows immediately that End V(m, h, α) is Noetherian. For the rest of this section we assume that V(m, h, α) is a module with non-scalar endomorphisms and that the regulator Y 2 + pY + q of (h, α) is irreducible.
According to Proposition 1.5 and the remarks thereafter, we can and do suppose the regulator is in A h [Y] and that the parameter module P for End V(m, h, α) is precisely A h . Hence the endomorphisms of V(m, h, α) are nothing but the matrices tD + ∂ α (t)I + λI where t ∈ A h and λ ∈ K.
It will be convenient to work with the parametrizing K-linear embedding
With this notation we have
Note that ε(1) = D, and that ε is not multiplicative. A routine matrix multiplication, using the fact
Slightly more generally, if u, s ∈ A h and λ ∈ K, we get
This leads us to a consideration of the space Proof. Using ( (7)) we have
for every s in A h . Thus 
Note that t ∈ A h . We also define σ (s) = −∂ α * s (u) for every s in A h , and observe that σ (
With these notations
If θ supports A h , the operator ∂ β + t cannot have finite rank on K[X θ ]. Indeed, if it had finite rank, then Y + t would regulate (k, β) where k is the height that defines the pole space K[X θ ]. Since, as noted above, the regulator of (h − ord(u), β) is an irreducible quadratic, it must also be the regulator of (k, β). This gives the contradiction of having both a linear and a quadratic regulator for (k, β). If 
The result falls into place after noting that P u + P t is finite-dimensional.
Theorem 3.2. If the regulator Y
2 + pY + q of (h, α) is irreducible, then every non-zero ideal of End V(m, h, α) has finite codimension inside End V(m, h, α). Consequently End V(m, h, α) is Noetherian.
Proof. As noted already we can take
Let J be an ideal of End V(m, h, α) containing a non-zero element ε(u) + λI for some u ∈ A h and some λ ∈ K. It's enough to show that (ε(u) + λI)ε(A h ), which is part of J , has finite codimension in K + ε(A h ).
From ((36)) we deduce that , λ) ).
Since u and λ cannot both be zero, Lemma 3.1 causes M(u, λ) to have finite codimension in A h . Hence ε (M(u, λ) ) has finite-codimension in ε(A h ), and from that we get that K + ε (M(u, λ) ) has finite-codimension in K + ε(A h ). Now it follows by the equation just above that (ε(u) + λI)ε(A h ), and thereby J , has finite codimension in K + ε(A h ).
Affine endomorphism algebras
Continuing with a quadratic regulator as in ( (12)) for (h, α), another matter of interest is to identify those End V(m, h, α) that are affine K-algebras, i.e. finitely generated as algebras over K. To address this problem we will speak of the D-coefficient t in the parameter space P of an endomorphism ϕ = tD + ∂ α (t)I + λI.
A pole algebra A h is affine over K if and only if the number of θ that support it is finite. Suitable generators of A h as a K-algebra are the functions X θ for those θ that support A h , as well as X if ∞ supports A h .
If A h is not affine, then End V(m, h, α) cannot be affine either unless it is trivially just K. Indeed if V(m, h, α) has non-scalar endomorphisms, we can suppose, as discussed just prior to Proposition 1.5 The purpose of this section is to prove that if A h is affine and the discriminant p
is affine as well. This significantly extends the connection made in [10] from the modules V(m, h, α) to affine curves.
In accordance with Proposition 1.5 we henceforth take the parameter module P to be precisely A h , and the regulator Y 2 + pY + q of (h, α) to be in A h [Y] . We also have the embedding ε given in ((33)) along with the identification in ((34)).
The presence of hyperellitic curves
Algebras End V(m, h, α) that are affine are the coordinate rings of curves. This fact may possibly be worthy of further investigation. For instance, suppose that the regulator Y
Since the characteristic polynomial of D is the irreducible polynomial Y 2 − pY + q, this quadratic extension is a field. In fact it is the field of fractions of End V(m, h, α). Indeed, note that A h has some X θ or possibly 
Powers of endomorphisms and the poles of their trace
As shown in Proposition 2.8 the function q lies in the pole space P p . In terms of the generic matrix D this says that det D ∈ P trace D . We now prove this to be a constraint enjoyed by all endomorphisms. (t) ) + det ε(t) ∈ K. Since derivers leave pole spaces invariant, it follows that det ε(t) ∈ P trace ε(t) .
A general endomorphism has the form ϕ = ε(t) + λI for some t in A h and λ in K. Then det ϕ = det ε(t) + λ trace ε(t) + λ 2 . Since all three summands belong to P trace ε(t) we get det ϕ ∈ P trace ε(t) . Finally the fact trace ϕ = trace ε(t) + 2λ gives P trace ϕ = P trace ε(t) , and this completes the proof.
By the nature of determinants ord θ (det ϕ n ) = nord θ (det ϕ) for any matrix ϕ and any integer exponent n. We now show that this property persists for the trace s of endomorphisms at those θ where the trace s have poles. Proof. We first observe that if ψ is any 2 × 2 matrix over any field and n is a positive integer, then
Indeed, letting x, y be the eigenvalues of ψ (repeated or not) in some field containing them, the so called Newton identity
confirms what we need to know.
Now approach the proof of the proposition by induction on n. With n = 1 there is nothing to show, and with that suppose the result holds for positive integers up to and including n. First note that
By the general identity shown at the outset of this proof, along with the strict inequality coming from above, we obtain
Since, using the inductive assumption once more, we have
the desired equality for n + 1 can be observed from the equations above.
The D-coefficients of powers of endomorphisms
If ε(t) is an endomorphism with parameter t in A h , we can compute the positive powers ε(t) n .
The D-coefficients of these powers evolve according to ((38) 
If these conditions prevail, then
Proof. Assuming ord θ (trace ϕ) > 0, Proposition 4.1 gives
Assuming θ is a pole of trace 2 ϕ − 4 det ϕ, such θ must be a pole of trace ϕ or of det ϕ. Regardless, Proposition 4.1 reveals that θ is a pole of trace ϕ. Thus items 1 and 2 are equivalent.
The equivalence of items 2 and 3 comes from ( (15)), which reveals that 
and if ∞ supports A h that 
satisfies the conditions of Proposition 
An example
We now offer an example to illustrate how the theory works. In accordance with our notations we are taking p = X − 1/X, q = 1 + 1/X.
The observations below are straightforward.
• The discriminant of f (Y) is
• f (Y) is irreducible, since its discriminant is not a perfect square in K(X).
• ord ∞ (p 2 − 4q) = ord 0 (p 2 − 4q) = 2, and since p 2 − 4q has neither a pole nor a root at 1, we see that ord 1 (p 2 − 4q) = 0.
• 1, X, 1/X form the standard basis of the pole space P p , while 1, 1/X form the standard basis for the reduction P − p .
• q lies in P − p .
In conjunction with the above information, Proposition 2. By Proposition 2.13 such solutions exist, and the recipe for finding them lies in its proof . In anticipation of using the quadratic formula we obtain the square roots of the discriminant p 2 − 4q inside the fields of Laurent series K((X)) and K((X − 1)). We omit the full display of these three generating matrices. V(m, h, α) . For instance, when are they planar?
