INTRODUCTION
In this paper we are mainly concerned with two kinds of linear transformations, the sequence convolution transformation 00 (1) Jn = X) a n-vXv and the integral convolution transformation ƒ 00
A(x -t)f(t)dt,
-00
where the sequence {a n } and the function A(x) are thought of as given. In §2 we also consider the ordinary linear transformation The loosely connected topics to be discussed concerning these transformations are perhaps best brought together under the general subject of smoothing operations. In §1 we are concerned with transformations (1) of the kind used for the purpose of smoothing numerical data. Erastus L. De Forest proposed long ago the problem of describing the asymptotic behavior of the coefficients of high-order iterates of (1) (see Wolf enden [15] ). This question, as well as the question of when a formula (1) may rightly be called a smoothing formula, was answered by the author in [38] and [31 ] . It is shown in §1 that the author's criterion for a smoothing formula is essentially of the nature of a stability condition of the kind required of difference methods for the numerical integration of partial differential equations. From this point of view De Forest's problem amounts to constructing by difference methods the fundamental solutions of certain parabolic differential equations. These remarks are merely special cases of Fritz John's recent work [49] on the integration of parabolic differential equations.
The remainder of the paper discusses those transformations (1) and (2) which are variation-diminishing. These special classes of smoothing operations, while perhaps too narrow for practical smoothing purposes (because, in actuarial terms, they preserve only linear functions) , seem to deserve particular attention because of the interesting problems which arise if we attempt to characterize their respective generating functions 00 /» 00 X) a n z n and I e~x s A(x)dx.
-00 J -00 § §3 and 4 are devoted to these problems concerning (2) and (1), respectively. A discussion of (2) , initiated by Pólya in 1915, has recently received considerable attention by Widder, Hirschman, and the author. The transformation (1) , studied by M. Aissen, Anne Whitney and the author, is the subject of very significant as yet unpublished contributions at the hands of Albert Edrei ( §4). Edrei Our discussion in §2 of the transformation (3) is mainly intended to provide a background for the transcendental cases of (1) and (2) . Attention is called to a recent theorem of R. Gantmakher and M. Krein which is of interest in the present connection and is also helpful in a discussion of curves which are convex in higher-dimensional spaces. 2 
THE STABILITY OF SMOOTHING FORMULAE

What is a smoothing formula? Let
00
(1.1)
J m = ]C <*nir-pXp
P=z-0Q
be a given "moving average" formula which is such that the function which may be called its generating f unction, is regular in an open ring 2 This remark explains the presence of several geometrical papers in our bibliography. As seen from this brief description of contents, the paper is concerned with the most general smoothing operations on the one hand ( §1), with a very restricted class on the other ( § §3, 4). For the middle-range of operations which are useful in the practice of smoothing data we refer to the excellent expositions by WhittakerRobinson [l7] , and Wolfenden [15] . For the related subject of osculatory interpolation see Greville [29] and Schoenberg [31 ] .
containing the circle \z\ =1. Let us assume, as is generally the case in practice, that the given sequence of "weights" a m is symmetric about a 0 : may be used to advantage in describing some of the useful attributes of a moving average formula (1.1). Thus the formula (1.1) will leave unchanged, or invariant, sequences {x m \ which are equidistant ordinates of polynomials of degree 2fe -1, but of no higher degree, provided <fi(u) has an expansion in powers of u which is of the form
Good arguments were presented in [3l] and still better ones in [38] to the effect that a moving average formula (1.1) could be called a smoothing formula only if (perhaps also if) its characteristic function satisfies the condition
This condition implies that the coefficient X of (1.5) is positive. 4 If we subject the given se- 3 During his connection in the last war with the Data Analysis Section of the Boeing Aircraft Company, Dr. C. Lanczos has reached the same criterion (1.6) from the following point of view: If the formula (1.1) is applied to the simple vibration of frequency u, x v -e iuV ( -ooO<oo), we obtain the transformed sequence y m -e ium <J>(-u) (-00 <m< <*>), which is again a simple vibration of frequency u, of amplitude \<f>(-u)\. Requiring that the amplitude of every simple vibration with frequency in the range 0<u<2w be diminished in the process, Dr. Lanczos reached our condition (1.6 ). This interesting remark shows that the values of <f>(u) play the role of characteristic values of the matrix of the linear operation (1.1). The condition (1.6) is now seen to be related to the conditions found by R. Oldenburger and A. Dresden (for references see [47] ) which insure that the wth power of an ordinary matrix converges to a limit as n tends to infinity. 4 Erastus L. De Forest (1834-1888) contributed numerous original and fundamental papers on various aspects of the problem of fitting and smoothing irregular series by means of polynomials. His pioneer work remained practically unknown, however, until 1924, when its importance in relation to the graduation processes of actuaries was described by Hugh H. Wolfenden in his paper [l5] . A further summary of De Forest's contributions can be found in H. H. Wolfenden, The fundamental principles of mathematical statistics, Toronto, Macmillan, 1942. quence {x m } n times in succession to the same transformation (1.1), we obtain a linear transformation |tas-00 which is the w-fold iterate of (1.1). What is the asymptotic behavior of the coefficients of (1.7) as w-»<x> ? This question was answered for the case when all coefficients of (1.1) are non-negative, hence necessarily that & = 1 in (1.5), by De Forest and by G. B. Dantzig [26] .
5 A general solution is as follows:
Let (1.1) be such that (1.3), (1.6), and (1.5) are satisfied, hence X>0. Let
which is the normal function
an entire even function having infinitely many zeros, all real. The coefficients of (1.7) satisfy the asymptotic relations n m\
as n-» oo, where the "little o" symbol holds uniformly f or all integers v (see Schoenberg [38] ). It was also shown there by examples that (1.10) no longer holds if the equality sign is allowed in (1.6), and that the coefficient a£ n) diverges exponentially to + c©, as n = 2m tends to infinity through even values, if the inequality (1.6) is reversed anywhere in the range (0, 27r). 5 The following additional references, which I owe to T. S. Motzkin A corresponding discussion of smoothing of periodic data is related to the so-called finite Fourier series (see Schoenberg [47] ). Some unpublished work by Fritz John deals with the analogue of (1.10) for the periodic case.
A differential equation.
The connection with differential equations is briefly as follows. Observe that (1.8) implies
The function under the integral sign is immediately seen to satisfy, for all v, the differential equation and computing the values along each horizontal line from those on the line below by means of (1.1). This evidently amounts to iterating (1.1), so that we have
For any given x and />0, (1.14) goes over into (1.13) under the following circumstances: We first connect the mesh-sizes Ax and At by the relation
If the integers v and n are such that vAx->x and nAt-*t, as Ax-» + 0,
This follows readily from (1.14) and (1.13), in view of the asymptotic relations (1.10): (1.14) differs from a Cauchy-Riemann sum for the integral (1.13) by a quantity which tends to zero because of the uniformity in v of the error term of (1.10).
It is interesting to note that it matters little which formula (1.1) we use in this construction, as long as it preserves polynomials of degree 2& -1 and of no higher degree, i.e. satisfies (1.5), and above all that it satisfy the stability condition (1.6), the term "stability" meaning here stability on iteration. For the general theory of Fritz John of which the above situation (for k = l) is merely a very special example, see [49]. [58] . Totally positive squareshaped matrices were thoroughly investigated by Gantmakher-Krein 
VARIATION-DIMINISHING LINEAR TRANSFORMATIONS
Fundamental criteria. Let
n (2.1) y< -Z) a ik*k (i = 1, • • • ,
2.2.
A theorem of Gantmakher-Krein and convex curves. Let us assume that the rank of the matrix A, of (2.1), is equal to n. Choose n among the linear forms yi which are linearly independent. As their values may be chosen at wish, for instance alternating in sign, it is clear that sup x v(y)^n -l. The theorem of Gantmakher-Krein answers the question as to when we have the equality sign in this relation and may be stated as follows:
The system (1.1), of rank equal to n, is such that we always have This theorem seems fundamental for two reasons: Firstly, it implies easily the results of Schoenberg and Motzkin concerning variation-diminishing transformations and plays a similar role in a discussion of the related problem (2.3). Secondly, it seems indispensable in a discussion of curves which are convex in higher-dimensional spaces. The use of the term "convex" in this connection requires some explanation. We mention first the concept of an arc in E m of (linear) order m, due to C. Juel, intensively studied and generalized by O. Haupt, A. Marchaud [18] , P. Scherk [25] , and others: A Jordan arc in E m is of order m provided it is intersected by every hyperplane in at most m points. A related but distinct notion is as follows: A continuous arc
in the euclidean space E m is said to be convex in E m if it crosses every hyperplane of E m at most m times. If we also require that Y should not be contained in a lower-dimensional flat space, then we say that r is convex on E m (see Schoenberg [5ó] .)
The following criterion is an almost immediate corollary of the theorem of Gantmakher-Krein: The arc I\ defined by (2.5), is convex on E m if and only if the determinants (2.6)
do not all vanish and the nonvanishing among them are all of the same sign. The case when m = 2 seems intuitively obvious, for the theorem says that the plane arc P -P(t) is convex on E 2 provided the nondegenerate ones among the triangles P(to)P(ti)P(t2) have all the same orientation. All convex curves are rectifiable. If V is convex on E m and m is odd, then the arc Y can never close. In even-dimensional spaces E 2n we may well have closed curves convex on E 2n as seen by the example of the special curve
That Co spans Ei n is clear and equally so that Co is convex in E 2w : If l(xi) is a linear function and if we substitute the Xi from (2.7), then l(xi) becomes a real trigonometric polynomial of order n which is known to change sign within a period at most 2n times. Let
be a closed curve in E 2n defined by continuous functions of period 27r. C is found to be convex on E 2n provided the above restriction on the signs of the determinants (2.6) (with m = 2n) holds for parameter values restricted by the inequalities to<h< * • * </ n <^o + 27r. This criterion leads naturally to a useful expression for the 2w-dimensional volume V= V(K) of the convex hull K = K(C) of the curve C. Indeed, assuming the Xi(t) to be absolutely continuous, as is the case if / is proportional to the arc-length, then F can be expressed by the following Lebesgue integral
where e = 1, or -1, depending on the common sign of the determinants (2.6). This expression for V, which reduces to the classical areaintegral if w = l, allows one to generalize, by A. Hurwitz's method of Fourier series [3] , the classical isoperimetric inequality to closed curves in E 2n ' If the closed curve C is convex in £ 2 n, of length L, then the following inequality holds :
with the equality sign if and only if C is similar to the curve Co, defined by (2.7), or to its reflexion (see [56] ). If n = 1, (2.9) reduces to the well known inequality L 2 ^ 4ir V for convex curves in £ 2 , V being the area enclosed by C, and where equality holds only if C is a circle.
It is to be expected that this new approach to curves convex in E m will be fruitful and work in collaboration with T. S. Motzkin is in progress. In concluding it should be pointed out that the notion of convexity of curves is also related to the Chebyshev systems of functions (Kellogg [9; 10; 11 ], S. Bernstein [16], Laasonen [42] ) and to the systems satisfying Descartes' rule of signs ). Especially close is Polya's discussion [13] of linear homogeneous differential equations. Indeed, the notion of a curve convex on E m being affine invariant, such differential equations would seem to be the appropriate tool. They also showed that the subclass of those functions $(s) which are limits of polynomials with only real zeros and non-negative coefficients is characterized by the representation
l See also Szâsz [28] . For an extension of these results to entire functions of n variables see Motzkin-Schoenberg [50] . Pólya and Schur [7] have described these classes in terms of their Taylor expansions: A formal real power series
is the expansion of a function of the form (3.1) if and only if the polynomials
have only real zeros; also that it is the expansion of a function of the form is a polynomial having no more real zeros than ƒ (x). Conversely, if a real formal power series
, defined by (3.7), has never more zeros than the arbitrary polynomial /(x), then it is the expansion (3.5) of the reciprocal of a function "*($) of the form (3.4).
In 1920 Hamburger [12] , using his then recent solution of the moment problem bearing his name, concluded from (3.6) that the coefficients M?> of (3.5), are the moments of a nondecreasing function yp(x) and that (3.5) may be represented as a Laplace-Stieltjes integral
within the vertical strip of regularity of the left-hand function, containing the origin of the 5-plane. More recently Hirschman-Widder [40] and Schoenberg [34; 55] have established a representation of (3.5) in terms of a bilateral Laplace integral -00
Hence for polynomials, (3.10) being equivalent to (3.7), this integral transformation is inverted by is said to be a Pólya frequency f unction provided that for any two sets of numbers
we have the inequality [33] . Concerning the interesting property of Pólya frequency functions of being "bell-shaped" see Hirschman-Widder [40] , Schoenberg [34] , and a related note [45] by Hirschman.
Smoothing properties of Pólya frequency functions.
The remarkable smoothing property of the transformation (3.7), or (3.10), to the effect that the polynomial g(x) has no more real zeros than f(x), suggested the problem of finding the most general transformation of the form (3.10) which is variation-diminishing.
By this we mean, obviously enough, the following: Let where g(x) =y(e~x)e~x, ƒ(O-0(^0» while A 2 (x)=exp ( -x -e~x) is one of the Pólya frequency functions (3.15). The Laplace transformation (3.16) is thus seen to be equivalent to a special instance of the convolution transformation (3.10). 8 
J -00
This follows from the fact that (3.23) is a singular integral satisfying the classical conditions of Jordan:
Indeed, on expanding both sides of (3.21) in powers of s and comparing coefficients we find ƒ 00 /» 00 00
The fact that the variance <s\ converges to zero, as n-» oo, implies the property (ii) by a familiar Chebyshev argument. See Widder, loc. cit., where it is shown that the Post-Widder inversion operator for the Laplace transformation (3.16) is a special case of (3.19 gives rise to a theory in some respects analogous to the theory of §3.
Assuming that ]C| a "| <°°> we say that the transformation (4.1)
is variation-diminishing, provided that for every bounded sequence {x n }, (4.1) implies the inequality
Here, as before, v(x) and v{y) denote the numbers of changes of sign in their respective sequences and may well be infinite. Since x 0 = 1, x n = 0 (if HT^O) implies that y n = a n , for all n, we see that (4.2) implies that v(a n ) = 0. We may therefore assume all a n non-negative. A sequence {a n } is called totally positive provided that the matrix
is totally positive, i.e. has only non-negative minors, and that {a n \ is not a geometric progression of the form a n = Cr n (C^0, r>0). We say that the sequence {a n } is totally positive normalized provided {a n } is totally positive and the series ^a n converges. The totally positive normalized sequences are the discrete analogues of the Pólya frequency functions of §3. A restricted kind of total positivity (&-times positive sequences) was discussed as early as 1912 by M. Fekete [4] .
We saw in §2 that the transformation (2.1) is variation-diminishing if its matrix ||aa|| is totally positive. In our case of the convolution transformation (4.1) this condition is not only sufficient but also necessary as stated by the following theorem: The transformation in the ring containing the unit circle inside, then the sequence \a n } so generated is totally positive normalized. 9 This was easily established, the real difficulties arising as soon as we raise the following inverse problem : Given a totally positive normalized sequence {a n }> it is not hard to show that the corresponding Laurent series (4.6) converges in an open ring containing the unit circle and defining an analytic function F(z). Is it true, then, that F{z) is meromorphic in §<\z\ < °° and of the form (4.4), (4.5)? Let us look at some examples. The following remark is obvious: If A(x) is a Polya frequency function (Article 3.2) then a n =A(n) ( -oo<^<oo)isa totally positive sequence which is normalized ; for, indeed, ||a»_j|| =||A(i-j)|| is a "submatrix" of A(x -t). Using the functions (3.15) we now obtain sequences {a n } for exploratory purposes. Choosing A(x)=exp (~hx 2 ), where h is a positive constant and setting q = exp ( -h), we obtain the sequence a n -A(n)=q n2 which is totally positive and normalized. That the corresponding generating function (4.6) is of the form (4.4), (4.5) is shown by the famous Jacobian identity 00 00
where C\ does not depend on z. For the same reason (see (3.15) ) also the sequence a n = As(hn) = 1/cosh (hn)
is totally positive normalized. The following identity which is equivalent to the Fourier expansion of the elliptic function dnu: ) is expanded, as a numerical illustration, in a Laurent series 52 03 nZ n in a ring between its first and second pole. The extremely smooth behavior of the coefficients w n there obtained is explained by the fact that the sequence {w n } is totally positive normalized, in view of the result just stated.
JJ(l
shows that its generating function is of the form (4.4), (4.5). It was conjectured in [38] that the answer to the question is affirmative. This was recently established by A. Edrei converges for all s 5^0, then it represents a function of the form 00 00
10 Notice the interesting symmetry of (4.4) with respect to reciprocation: Also l/F(-z) is of the form (4.4). An easy corollary of Edrei's theorem is as follows: If the identity (]L1" ^n^XS"*, (~l) n b n z n ) = 1 holds in a ring n< \z\ <r 2i and if {a n } is totally positive, then either {b n } or else { -b n } is a totally positive sequence. As it happens, this proposition is actually a lemma in Edrei's proof of his theorem.
It should also be remarked that in analogy with the situation of §3, the Laurent expansions of (4.4) in every ring of regularity of F(z) will generate, up to a common negative sign, totally positive sequences. A third characterization of the same expansion in terms of the zeros of the polynomials (3.3) was stated in Article 3.1. Edrei's general theorem should be regarded as a notable contribution to the general type of problem initiated by Hadamard in his classical dissertation [2] . Of course, the condition of Edrei's theorem that the sequence {a n \ be totally positive is very strong, but then (4.4), (4.5) show the precise nature of the information on F(z) which the theorem furnishes. Moreover, the condition is not only sufficient but also necessary.
Let us briefly review the work leading up to Edrei's theorem. Aissen, Schoenberg, and Whitney [59] investigated totally positive sequences {a n } with the property that a n = 0 if n<0, ao = l, and showed that their generating function is necessarily of the form -00
If we convolute M\{x) with itself fe -1 times and convolute the result with Mo(x, /), we obtain a distribution function M k (x, t) whose transform, by (4.12) and (4.14), is evidently REMARKS. 11 1. The conclusion (4.17) "implies" that the sequence a n = M k (n, t) is totally positive. This, naturally, will turn out to be the case. However, if k>0, the transform (4.15), of Mk(x, /), has zeros. It is therefore not of the form (3.8) and we conclude that Mk(x, t) is not a Polya frequency function. We can therefore not apply the convenient argument used in Article 4.2 to show that the sequence M kin, i) is totally positive.
2. The argument is of course valid if fe = 0 since MQ{X, t) is the normal function (4.13). In this case our conclusion (4.17) is evidently true since it reduces to Jacobi's identity (4.7). If k>0, the representation (4.17) may be regarded as a generalization of Jacobi's relation.
3. Quite recently, J. Berghuis [54] succeeded in proving (4.17) for the two values k = 1 and k = 2 by standard methods of the theory of functions.
A general proof of (4.17) is as follows: We define the successive integrals of (4. Replacing the left-hand side by F{z), in view of (4.16), and replacing z by z/2 we obtain
From (4.20) we conclude that {gk(n+k/2)} is a totally positive sequence. Therefore {2~ng k (n+k/2)} is a totally positive sequence which is also normalized. By Edrei's theorem the left-hand side of (4.22) can be continued into the domain 0 < | z\ < °o as a function of the form (4.4), (4.5). On the other hand, the right-hand side of (4.22) is another such representation valid throughout the region 0<|z| < 00, having as only singularity the pole 3 = 2 of exact order k. On comparing these two analytic continuations of the left-hand side of (4.22) we conclude that F(z/2) is of the form (4.9) and therefore so is F(z). However, the Laurent expansion (4.16) of F(z) being symmetric, we conclude that F(z) allows a representation of the form is an analytic approximation to the given sequence of ordinates {y n } such that
is a smoothing operation in the sense of §1. We can now make the stronger assertion that this last operation is variation-diminishing. Indeed, as already pointed out, the sequence a n~Mk (n, t) is totally positive, a fact equivalent to our assertion (see Article 4.1).
4.4.
A few unsolved problems. 1. Our first question concerns the proof of Edrei's theorem. The ties between the totally positive functions ( §3) and totally positive sequences ( §4) are apparently not as close as to allow a proof of Edrei's theorem along the lines used in characterizing Laplace transforms of Pólya frequency functions. Is this really in the nature of things or could an "elementary" proof of Edrei's theorem be devised, at least for the case when (4.6) is a power series?
2. It was pointed out in Article 4.2 that if A(x) is a Polya frequency function, then (4.24) a n = A(n) (-<*> < n < co) is a totally positive normalized sequence. However, not all such sequences can be obtained in this way. Indeed, let \a n ) be a totally positive sequence such that its generating Laurent series converges in 0 < | z\ < oo, and hence is of the form (4.9). However, let it be different from the series (4.7). Such a sequence can not be obtained by 
1/2
was already noticed by Pólya [20] , not in its integral form (4.26) but rather in terms of the equivalent convolution of the respective Fourier series; 13 %W then becomes the Fourier kernel for a ring known from heat-conduction.
The 
