Improved computer model to predict neutron damage in Mo. TEM quantified defect density and sizes compared between in situ ion and neutron irradiations. Uncertainty and error analysis of TEM data. Model predicted neutron damage density to within a factor of 3 to experimental data. a r t i c l e i n f o 
Introduction
Advanced fission and fusion energy systems are envisioned to operate at high burn-up and high temperatures, with severe neutron irradiation and in corrosive environments. The major challenge in developing advanced reactor technologies is the demand for high-performance materials that can tolerate extreme nuclear environments with irradiation doses as high as >200 dpa (displacement per atom) [1] . Such a high irradiation damage level is outside of current knowledge, and no existing neutron irradiation facility allows for such high dose experiments to be conducted in a practical time frame. Predictive capabilities are essential to extrapolate current experience with confidence to extreme conditions anticipated in next-generation nuclear energy systems.
Radiation damage is a classical multiscale physical problem [2] . Irradiation by high-energy particles creates atomic-scale defects such as vacancies and interstitials at sub-picoseconds. These cascade defects develop with time into larger defect structure, e.g. dislocation loops, extended dislocation segments and network, voids and bubbles, resulting in material damage that impact the long-term performance and integrity of reactor components, and, ultimately, the safe and economical operations of nuclear reactors. It is essential such structural evolution initiated by irradiation damage can be quantitatively understood and predicted and its impact on materials properties and component life can be accurately evaluated. Traditional approaches for prediction of high-dose, long-term behavior of materials largely rely on empirical rules established by collecting a large amount of neutron irradiation data and statistical analysis. A more rigorous approach is made possible with recent advance in computational material science to develop computer models based on detailed knowledge of the entire process of damage formation and evolution under irradiation, and prediction of the material behavior can be done in a quantitative way.
Microstructural evolution under irradiation has been modeled successfully using two major classes of model schemes: discrete atomistic simulations and continuum theory. Atomic-scale MD simulations have been successfully applied to study the primary damage stage in displacement cascades, defect interactions, etc.
[3e6]. It is particularly useful to investigate small scale (<100 nm) and extremely fast (<200 ns) processes. The continuum approach, e.g. the reaction rate theory, has the advantage of simulating all the stages of microstructural evolution, and the simulation results can be directly compared with experiments. The rate theory can handle complex microstructural features simultaneously, e.g. free surfaces, dislocations, grain boundaries, precipitates, etc, and the parameterization of the model can be directly supported by well-designed experiments [7, 8] .
The development of physical models for radiation damage evolution requires highly accurate experimental data for quantitative calibration of key material parameters. Experiments must be designed to investigate a specific mechanism and test specific elements in a computer model, such as effects of various metallurgical (chemistry, processing, microstructure, etc.) and irradiation (temperature, dose, dose rate, recoil energy spectrum, etc.) variables. Ideally, neutron irradiation data should be used, but a number of complications with reactor irradiation experiments have limited their use in systematic studies and model development (e.g. activated material handling, cost, less well-controlled irradiation conditions, etc.). TEM with in situ heavy ion irradiation can be a useful tool in validating physics-based computer models.
Transmission electron microscopy (TEM) with in situ heavy ion irradiation is a valuable technique for understanding physical processes of radiation damage [9] . Well-controlled irradiation experiments can be conducted to examine the effect of a number of variables including ion type and energy, irradiation dose, dose rate, temperature, specimen orientation, etc. Irradiation dose rates can be varied over several orders of magnitude, and high fluxes (e.g. 10 16 ions/cm 2 /sec) allow high doses (e.g. 200 dpa) achieved in hours. Another important advantage of this in situ irradiation tool is real-time observation of dislocation loop formation, motion and evolution in a single specimen area. An often important characteristic of TEM with in situ ion irradiation is the defect sink effect of free surfaces in a thin foil specimen. Specimens observed under TEM are thin foils with a typical thickness of~100 nm. The surfaces of a TEM thin foil can act as effective sinks for point defects of interstitials and vacancies and small mobile dislocation loops, and thus significantly change defect diffusion kinetics and distribution profiles at sufficiently high temperatures. The surfaces of thin foil specimens are traditionally viewed as the limitation or complications of TEM with in situ ion irradiation experiments. Our recent work has successfully demonstrated that surfaces of thin films provide unique opportunities for the study of defect kinetics in support of development of a physical model [10] . In this study, in situ ion irradiation experiments of molybdenum were performed at Argonne's IVEM-Tandem Facility. The experiments took advantage of thin film specimens, and used the thickness of a thin film as an important variable in describing the depth distribution of dislocation loops by both plane-view TEM images and three-dimensional diffraction contrast electron tomography. An MD informed cluster dynamic model explicitly simulates the surface effect in ionirradiated thin films as infinite sinks for defect absorption, such that the boundary conditions at the surface set the concentrations of defect clusters to zero, as illustrated in our earlier work [8] . The model calculations were made for the irradiation conditions matched exactly with the in situ TEM ion irradiation experiments. Experimental data were compared in detail with computer modeling results and used to refine model parameters until a reasonable agreement of dislocation loop densities and sizes was achieved. The additional spatial dimension (foil thickness) allowed rigorous testing of defect reaction kinetics under irradiation. The development of defect contrast in TEM under the diffraction conditions employed (weak-beam dark-field, or bright field kinematic) is most consistent with the defect structure of a dislocation loop, even down to the smallest resolved at 1.5 nm. Defect mobility infers a dislocation loop structure, and the use of "cluster defect" is common in the modeling literature. Based on the irradiation temperature of 80 C (below stage III, vacancy migration) and the MD cascade calculations, it is likely the cluster defects or dislocation loops are interstitial in nature.
This paper presents the prediction of neutron damage in Mo bulk specimens using the experimentally-validated damage model of ion-irradiated thin films, adjusted for neutron irradiation conditions in bulk material, and compared with the neutron irradiation data of the identical material. A number of critical issues were considered in correlating damage between in situ ion irradiation of thin foils and neutron irradiation of bulk specimen, including primary recoil energy spectra, calculation of dpa values, determination of volume number density of dislocation loops, and effects of dose rates. These critical factors were treated carefully both in the experiments and computer simulations. This study demonstrates a promising direction in understanding and predicting neutron damage in bulk with in situ ion irradiation of thin films closely coupled with computer modeling.
Ion irradiation experiments and recent model developments
In our effort to model defect microstructure produced in Mo during neutron irradiation based on model parameters established with in situ ion irradiation, we have reevaluated our previous ion data and made significant improvements in the computer model [8] fit to this data. As described in our previous paper the in situ experimental data is acquired at a temperature of 80 C where only interstitials and small dislocation loops are mobile. Data includes loop densities and sizes as functions of ion fluence in the same sample areas that in a wedge-shaped sample include a variation in sample thickness. Data was acquired at three ion irradiation flux rates that ranged over two orders of magnitude. Representative results for measured dislocation loop areal densities along with comparisons to computer model simulations are shown in Fig. 1 . Similar results for loop sizes are shown in Fig. 2 . The experimental data are taken exactly from ref. 10 , while the simulations are improved over those presented in that earlier paper. We first discuss improvements in the model that are important for accurate simulations, and then we will add a new analysis of the error and uncertainty present in the ion data.
Model improvements
The defect evolution under in situ ion irradiation in a Mo thin foil specimen was simulated using the PARAllel SPAtially-dependent Cluster Evolution (PARASPACE) computer code [8] . This spatiallydependent cluster dynamics code is based on classical rate theory, allowing simulations of the temporal and spatial (1D) dependence of defect evolution under various irradiation or post-irradiation annealing conditions. The concentration of defects and defect clusters was calculated at different foil depths and times (doses), taking into account the irradiation with 1 MeV Kr ions, point defect and defect cluster diffusion, defect coalescence, dissociation, recombination reactions, and loss at surface sinks. The direct production of point defect clusters during cascade production was incorporated from the results of MD simulations of pure Mo in the following way. The primary recoil energy distribution in a Mo thin foil with 1 MeV Kr ion irradiation was calculated using the SRIM software. The production efficiencies for various sizes of SIA and vacancy clusters were determined by combining the distribution of PKA energies with the MD results for a binned approximation to this distribution after correction for electronic energy losses using Lindhard theory [11] . The surfaces of thin foils were explicitly modeled as infinite black sinks for defect absorption, such that the boundary conditions at the surface set the concentrations of all defects/clusters to zero while the point defects were maintained at their thermal equilibrium at the two surfaces. The finite difference method was used to discretize the sample along the depth direction and an implicit method with an adaptive order and time step [12] was used for time integration. The model calculations were performed to exactly coincide with the irradiation conditions in the in situ ion irradiation experiments.
Results of TEM with in situ ion irradiation of Mo thin foils and comparison with computer simulation were previously reported [10] . Simulation was further improved by making the following adjustments: (1) the migration energy was linearly spaced between 0.1 and 0.8 eV for clusters of 11e20 interstitials in the previous model; the new model uses the migration energy linearly spaced between 0.1 and 0.8 eV for clusters of 11e24 interstitials (see Table 1 ); (2) the previous model used the Fe cascade production data as input to the primary defect generation terms; the new model uses the recent Mo cascade data [13] , which directly simulates collision cascades in Mo initiated by PKAs of varying kinetic energy; (3) the resolution limit of visible defects was set as 1.3 nm (in diameter) in previous calculations; the resolution limit is changed to 1.5 nm in calculations presented here based on a more realistic assessment of the defect resolution threshold. The comparisons between the refined simulation results and in situ ion irradiation data are given in Figs. 1 and 2. It is known that impurities can affect interstitial mobilities, and since the material used in this study is not especially high purity, we would expect a somewhat different set of mobility parameters from that of very high purity material. However, as both the ion and neutron irradiated samples are from the same material supply, the impurity level does not affect the comparisons among these irradiation experiments and modeling. This is the reason it was important to use the same sample material source for both the ion and neutron irradiation experiments. Table 1 Optimized values of mobility parameters in rate theory based cluster dynamics model ("Previous" parameters employed in Ref. [10] ). Note that 0.9 eV migration energy for V listed here represents a lower bound only, above which no influence of this parameter on the modeled defect evolution at 80 C was observed. 
Ion irradiation experiments
The material used in both the ion and neutron irradiation studies was low-carbon arc-cast Mo with purity >99.95% and interstitial impurity contents of 140 wppm C, 6 wppm O and 8 wppm N. The material was annealed at 1200 C for 1 h in high vacuum, resulting in an equiaxed grain structure with an average grain size of 70 mm and very low dislocation density. Sample preparation details for TEM can be found in ref 10 .
TEM with in situ ion irradiation was conducted at the IVEMTandem User Facility at the Argonne National Laboratory (ANL). The electron-transparent thin foils were in situ irradiated in the Hitachi 9000 NAR microscope operated at 300 kV with sample temperature of 80 C. Irradiation was conducted with 1 MeV Kr ions with the ion beam incident at 30 from the electron beam and typically~15 from the foil normal. Further details can be found in ref 10 . The ion irradiation temperature and doses were comparable to the neutron irradiation conditions on the same material [14] .
Microstructure examination of ion-irradiated thin foils was performed using combined bright field (BF) and weak beam dark field (WBDF) imaging techniques, and diffraction contrast electron tomography [15] . All the WBDF imaging was performed using g ¼ 110 near a zone axis of <111>. Quantitative analysis of dislocation loops was made from WBDF images to determine the number density and size distribution of loops as functions of foil thickness, irradiation dose, and dose rate. The foil thickness was determined by thickness fringes in WBDF images. Detailed description of microstructural analysis can be found in our earlier publications [10] . ) examined, the calculation gave higher visible defect densities across the foil thickness. The experimental data showed a nearly linear relationship between the areal number density of visible dislocation loops and the foil thickness within the measured range of the foil thickness, implying that the overlapping of loop images issue was not significant in the measurements, if one assumes that the mean volumetric number density is nearly constant as the thickness increases. However, the validity of this assumption may depend on the dose (ion fluence) and the range of the foil thickness examined. The model provided finer details, and predicted that there was a gradual increase of dislocation loop density with increasing foil thickness in a non-linear fashion near the foil edge before transitioning to a relatively linear function in the thicker foil area.
Model fit to ion data
Experimental and modeling data of dislocation loop size distributions show a generally good agreement, as shown in Fig. 2 The size distributions of visible loops are compared in Fig. 2 visible loops showed no significant dependence on the foil thickness (within measurement errors), with only slight broadening as the foil thickness increases. The experiments showed peaks of size distributions around 2.5 nm, particularly in the thinner regions of the foil (24 nm and 48 nm thick foils), while the calculations showed a continuous increase in loop density with decreasing loop size for the same bin size and low size threshold. This discrepancy is largely due to inconsistent imaging of small loops near the low size threshold, which was discussed in ref 10, and will also be discussed later in the present paper. There is slight evidence for broadening of size distribution with dose ( Fig. 2c) , which is also seen in the simulation (Fig. 2d) .
Uncertainties in TEM data
Reliable calibration and validation of the computer simulation model requires accurate measurements of defect densities and sizes in the in situ ion irradiation experiments. The accuracy of such quantitative data depends largely on the relationship of defect image to the actual defect structure. Since the analysis of such data in the original ref 10 , we have made some further improvement in this area. While it is not possible to remeasure the original ion irradiation data, it is possible to estimate the correction and uncertainty that would exist if we could.
We have recently studied the defect resolution and image sizes under varying weak-beam diffraction conditions in the same Mo material and irradiation condition of 1 MeV Kr ions. In our original work we measured dislocation loop densities and sizes based on a single image under a weak-beam dark-field condition of g, 5 g, where the image was recorded in weakly diffracted beam g, while beam at 5 g was strongly diffracted. In more recent work [16] we employed 3 images under very slight variations (±0.2 g) in similar weak-beam diffraction conditions. Counting those loops that appear in at least 2 of 3 micrographs and comparing with a defect count using only one micrograph, we find the density determined in a single micrograph under estimates the true density by about 15%. We estimate an additional and independent measurement uncertainty of ±25% (À25% largely a result of image loss to foil thickness and loop depth variations [16] , and þ25% largely due to image gain by background fluctuations, both important for the smallest loops measured of 1e2 nm in diameter). An estimate of a correction to the density determined with one micrograph is thus þ15% with an overall uncertainty of ±25% in dislocation loop density. Later in this paper when a comparison is constructed between neutron irradiation loop densities and that predicted by the computer model, the density of loops in the neutron irradiation should be scaled up by the same þ15% with the same uncertainty of ±25%. How the increase in ion irradiation loop densities and uncertainties is carried through the determination of model parameters is not yet studied, but conservatively it should give predicted densities with an uncertainty no greater than that of the experiment.
A somewhat similar situation exists for the measurement of dislocation loop sizes. We have recently determined [16] using the image simulation work of Zhou [17] that the loop size is most accurately measured by the maximum extent of loop image contrast under sufficiently weak diffraction conditions, and that this is most accurately found using three micrographs with slight variations of weak beam diffraction condition. The result of this improved size measurement is that the average size taken from one micrograph under estimates the true average loop size by about 15% with a more narrow distribution of sizes when the maximum size is taken from one of three micrographs. This latter effect of size distribution width can be seen in Fig. 2 in comparing the broader distribution of sizes when measured experimentally (Fig. 2c) to that determined in simulation (Fig. 2d) .
As the ion data was obtained with a single diffraction condition, it is not possible to actually apply these more accurate methods of measuring loop densities and size distributions. Fortunately, the estimates above for corrections of about 15% are small enough to just point out in discussion along with the experimental uncertainties that can be applied to the existing data.
An important question in the measurement of dislocation loop density in comparison to a computer model simulation is an assignment of the resolution limit at low loop sizes. Although we resolve and count loops down to a low size of about 1.0 nm diameter, this does not accurately define a loop resolution threshold as a step function at 1.0 nm. The low size limit is not such a simple step function, but is rather an increasing function with increasing sizes up to the peak in an experimental size distribution near 2.5 nm in our data, which is due primarily to locally varying diffraction conditions and background noise. An obvious illustration of this is seen in Fig. 2 where the model densities increase with decreasing size in bins down to 1.5 nm. As discussed in Ref. [10] a compromise step function is assumed to exist at 1.5 nm for the computer model defect resolution, and rationalized by assuming the number of the loops with sizes measured and counted experimentally below 1.5 nm approximately equal to that of the loops not resolved with sizes just above 1.5 nm. The change in size threshold from 1.3 to 1.5 nm in the simulations also eliminates a pronounced peak in the simulated size distributions.
At our higher dose and thicker foil the possibility of defect image overlap in the two dimensional projection must be considered. However, we do not see clear evidence for overlap in the quantitative measurements of dislocation loop areal density. A simple estimate is the ratio of an average loop area, 10 nm 2 , to the area containing one loop at our maximum fluence (0.003/nm 2 ) and thickness (80 nm), 300 nm 2 . The probability of a second loop randomly occurring in this area and overlapping the first loop is the ratio of areas, 10/300, or 3%. Thus, we conclude image overlap at our highest loop density is not significant. In our original paper we reported the results of an analysis of dislocation loop Burger's vector, such that the fraction of invisible loops under our imaging diffraction condition could be accounted for in a comparison with the computer model simulations that count all loops. Due to a necessarily high defect density in this measurement a statistical method with an assumption of equal distributions on equivalent habit planes were required, rather than the more accurate Burgers vector determination for individual loops. This, plus a substantial uncertainty in the loop counts for each imaging condition results in a rather high level of uncertainty in the fraction of loops out of contrast. We found the average fraction of visible loops to be 1/1.9 of the total in the g ¼ 110 diffraction condition. An evaluation of the maximum uncertainty in the factor of 1.9 gives a range from 1.3 to 3.5 for this factor. This is a rather large uncertainty substantially exceeding the other sources of experimental error and uncertainty. Future experiments of a similar nature should put some effort to reduce this source of uncertainty when comparing experiment results to computer simulations.
The variation of dislocation loop density through the foil sample thickness was measured by electron diffraction contrast tomography and presented in the original paper [10] . Here in Fig. 3 we present the same experimental data but restricted to sizes >2.5 nm, a size above which all loops are imaged with confidence. Smaller loops were not as easily resolved in this 3D reconstruction. Comparison with simulation limited to this size threshold was straight forward, and the fit of data with simulation was slightly improved by including the depth dependence of the defect production term in the simulation. The presence of a denuded zone is well measured in this 3 D reconstructed data, and is consistent with the denuded zone evidence in the plane view data of Fig. 1 . An advantage of the thin foil data with measured denuded zone is to provide additional features to be required of the quantitative fit to computer model simulation.
The variation of dislocation loop sizes (>2.5 nm) with depth is given in Fig. 4 . Although the data is limited to a total of 100 loops and thus statistical fluctuations are somewhat large, the loss of loops to the two surfaces has not had a large influence on the size distributions over these three depth ranges. The loop size distribution may be a bit broader at the foil center (Fig. 4b) , and loop sizes a little smaller in the depth range (0e40 nm) at the ion entry surface.
An experiment we were unable to perform at this time was the determination of the interstitial or vacancy nature of the dislocation loops, but which should be possible with the measurement of defect depth by this tomographic technique. Using stronger diffraction conditions to produce more loops with black/white contrast along with defect depth can yield defect nature. However, with the sample irradiation temperature of 80 C (±5 C ), well below the known stage III temperature of vacancy migration in Mo (200 C), all dislocation loops are safely assumed to be interstitial in nature in this experiment.
In summary, although no changes to the original in situ ion irradiation data are proposed here, we have more carefully examined the error and uncertainty in our methods at that time in view of more recent experimental results and analysis in this area. We conclude that while the accuracy of future measurements of dislocation loop density and size could be improved by using the method of three images outlined above, it is not necessary to apply the 15% correction to the single image data in a comparison of ion and neutron irradiation data obtained in the same way. A potentially more important correction we note is the fraction of loops out of contrast which we had to measure in a less than ideal way, and which we will discuss in the comparison between predicted and measured loop densities under neutron irradiation to be found later in this paper. We conclude this review of measurement error and uncertainty with the above suggested ±25% measurement error in loop density and note this is consistent with data scatter in Fig. 4 between experimental measurements and computer model simulation for this one example of in situ ion irradiation data.
DPA calculations for ion and neutron irradiations
To make quantitative comparisons among ion and neutron irradiation data or computer model simulations of such data, a common damage parameter, displacements per atom (dpa), is required. In the original paper where only ion irradiation data and its computer model simulations were reported, the use of the damage parameter dpa was unnecessary, and all important results were reported exactly in ion flux and fluence, both well-defined and measured. Only an incidental use of the dpa unit was employed for information purposes. This previous dpa unit of damage was calculated using SRIM [18] in full cascade mode, which has now been shown to be inappropriate for a calculation of damage produced by ion irradiation. Instead, it is now recommended to make this SRIM calculation using the Kinchin and Pease model for defect production [19] . Fig. 6 illustrates the difference between these two calculation methods in the depth dependence of the vacancy damage. For a foil of thickness 100 nm the ratio of the integrated damage from these two methods is 1.7, and all the dpa values in the previous paper are here divided by this ratio. This ratio is slightly dependent on foil thickness, and we take the 100 nm thickness calculation as representative. The different slopes in Fig. 6 are not completely understood, but related in part to the forward bias of the secondary recoils in the full cascade calculation. The expression to calculate the damage dose in dpa for the 1 Mev Kr ion irradiation of 100 nm thick Mo sample (60 eV average threshold energy) follows as dpa ¼
where F is the fluence in ions/cm 2 , the damage rate is in vacancies/ ion/Å obtained with SRIM, and N is the atomic number density in atoms/cm 3 .
To calculate the damage dose in dpa for the neutron irradiation data we used the SPECTER program [20] giving the damage energy cross section for Mo (also employing a Kinchin-Pease model with 60 eV threshold energy) irradiated with the neutron energy spectrum measured for position H-7 [21] where the samples were positioned for irradiation in HFIR. The damage energy cross section employed in the earlier neutron irradiation work [14] differed rather significantly from that now calculated for the same irradiation. This results in a correction to the previous dpa values by a factor of a 1.7 increase. The explanation for this difference is not known, but the present calculation is believed correct.
These calculations of dpa for both ion and neutron irradiations are essentially the NRT [22] method that gives values of damage based on defect production by recoil cascades before subsequent cascade processes of recombination or clustering during the thermal spike relaxation phase. So we report the damage dose for ion, neutron, and computer model simulations in this manner. However, the real experiment of damage production of course includes these cascade processes, which we then model using molecular dynamics methods to determine the outcome of these cascade processes. So our defect production model begins with the distribution of primary recoil energies determined by SRIM for ion irradiation and SPECTER for neutron irradiation, subtraction of energy losses to the electronic system using Lindhard theory [11] , and finally MD simulation of the full cascade damage states. A comparison of the cumulative PKA energy distributions is given in Fig. 7a , and displays a surprising similarity between the two types of irradiations. This foretells a similarity of results for the MD-based intra-cascade cluster production as shown in Fig. 7b .
Comparison between ion and neutron irradiation experiments
Neutron irradiation of Mo bulk specimens was carried out in the hydraulic tube facility in the High Flux Isotope Reactor (HFIR) at the Oak Ridge National Laboratory (ORNL). Subsize type SS-3 sheet tensile specimens and rectangular coupon specimens were included in the neutron irradiation experiment. Thin foil specimens prepared for ion irradiations reported previously [10] and in the present paper were made from the same group of the coupon specimens used for neutron irradiation. Neutron irradiation of thicker material was conducted at~80 C to neutron fluences in the range of 2 Â 10 21 to 7.8 Â 10 24 n/m 2 (E > 0.1 MeV). The thin foil specimens were electropolished thin (10e150 nm) from the coupon specimens before ion irradiation. The bulk neutron irradiated samples were of thickness 0.5 mm and irradiated before electropolishing for TEM. Following neutron irradiation, the 3 mm discs were punched from neutron-irradiated coupon specimens or the grip regions of tensile specimens for TEM examinations. Disc specimens were electropolished in a Tenupol twin-jet polishing unit. As-irradiated microstructure was examined by TEM using combined bright field (BF) and weak beam dark field (WBDF) imaging techniques to characterize dislocation loop density, mean size and size distribution. Weak beam dark field imaging conditions were at (g/5 g or g/ 6 g, g ¼ 110) near a zone axis of <111>. Measurements of loop density and sizes were made using WBDF images. The foil thickness was determined by thickness fringes in WBDF images. The TEM techniques and data analysis were exactly the same as for the in situ ion irradiations, although performed at an earlier date. Details of the neutron irradiation experiment and microstructural analysis can be found in Ref. [14] .
A qualitative comparison of images of the dislocation loops formed by the ion and neutron irradiations is shown in Fig. 8 at two comparable low doses (a, b) and somewhat higher doses (c, d). Visual evidence for a denuded zone may exist in Fig. 8a , but this can be difficult to distinguish from the lower loop areal density in thinner area in bulk irradiated material. At higher doses an early stage of loop alignment can be seen in Fig. 8c and reduced density by loop coalescence may be expressed in Fig. 8d . Quantitative measurement of loop density becomes inaccurately low at higher doses. A quantitative comparison of experimental loop volume densities as function of irradiation dose for the neutron and ion irradiations at two dose rates are illustrated in Fig. 9 . Loop volume density is well determined from the slope of the areal density vs foil thickness in the neutron irradiated bulk samples [23] . In the case of ion irradiated thin foil samples the volume density (including surface losses) is approximately measured by the slope of a linear fit to this data as can be seen in Fig. 1 . Error bars represent the error in the measurement of volume density and are applied to only the ion irradiation data set for illustration. Loop invisibilities are assumed to be equal in the similarly measured densities between ion and neutron irradiated samples.
Three trends are exhibited in Fig. 9 at low dose: The higher dose rate in the ion irradiations yields a higher loop density, an intuitive result of a higher clustering rate for the higher instantaneous mobile defect concentration at higher dose rate. Another trend is the higher loop density for the bulk neutron irradiation than would be expected for a comparable dose rate in a thin film irradiation, also an intuitive result considering loop loss to the surfaces in the thin film irradiation. The close agreement between the bulk neutron irradiation at 5.1E-7 dpa/s dose rate and the in situ thin film ion irradiation at a dose rate of 3E-4dpa/s dose rate is coincidental. Here the effect of dose rate differences (5.1E-7 vs 3E-4) and that of near surface losses in thin foil balance or compensate for each other in this material and temperature. Finally, a third trend is the apparent loss of dose rate sensitivity in ion irradiations in the range of 0.01e.1 dpa, undoubtedly due to loop buildup resulting in sink dominant behavior. Also decreased effects of dose rate differences and of loop loss to surfaces in comparison to the bulk neutron irradiation data is seen by 0.02 dpa. This last trend is of course material and temperature dependent. Finally, at higher doses in the neutron irradiation data, a decreasing loop density is observed due to loop coalescence and raft formation resulting in a loop count inaccurately low.
A similar comparison of experimental loop size distributions is shown in Fig. 10 . Size data for one specific foil thickness (72 nm) is chosen arbitrarily to compare with size data for neutron irradiated bulk material at the same temperature (80 C). Size distribution peak positions and widths are seen to be quite similar. A calculated mean for each distribution is not attempted due to differences in size thresholds near the resolution limit at very low defect sizes.
Prediction of neutron irradiation microstructure with model simulation based on ion irradiation experiments
To simulate the neutron irradiation results found experimentally, using the model constructed based on the in situ ion irradiation data, the model is simply changed to replace loop production by ion irradiation to that for neutron irradiation, and remove the spatial meshes as well as the diffusion flux terms in the rate equations to change from a thin foil to a bulk sample irradiation. The resultant simulation of loop density is compared to the data for exactly the same Mo source material and the same irradiation temperature in Fig. 11 . Agreement between experiment and simulation is seen to be within a factor of about three. The experimental data shows the density decrease at doses >0.1 dpa due to defect coalescence forming extended dislocation raft structures. The simulation does not yet take this into account.
Comparison of loop sizes between experiment and simulations is shown in Fig. 12 . Both experiment and simulations show evidence for a peak in the size distributions near 2 nm. Experimental sizes below 2 nm show a fall-off in size due to the nature of visibility threshold of some form, but not a single value. While the simulations demonstrate a distribution of sizes more likely to exist with the single value of threshold for defect resolution. A tail of the simulation size distribution to large sizes is absent in the experiments at the two lower doses, perhaps due to poor statistics for very few loops in this size range. However, at the highest dose shown, evidence for a few loops in the larger sizes is found.
Discussion
The central idea of this work is to use the many variable parameters available with TEM and in situ ion irradiation to acquire data with which to construct a computer model of defect production in thin material that can be easily modified to predict the same under neutron irradiation of bulk material. In this paper we test that idea with direct comparison to similar data for neutron irradiation of the same molybdenum sample material. The quantifiable data for this is the density of resolvable irradiation dislocation loops and the distribution of their sizes as measured by careful TEM technique in relatively low irradiation dose experiments where loops are separately resolvable. Although we presented earlier our first effort in producing a computer model from in situ ion irradiation experiments [10] , several improvements are made to this original work in the present paper. A careful comparison is then made between predicted and measured loop densities and size distributions in neutron irradiated Mo.
The agreement between neutron irradiation experiment and simulation within a factor of about three, is considered reasonably good for a first attempt to construct a predictive computer model to simulate quantitatively dislocation loop densities and sizes under neutron irradiation conditions at low doses and low temperatures. Two possible thin sample effects, not explicitly considered nor measured could contribute to reasons for the simulation model to systematically under estimate the experimental loop density. In the ion irradiation of the thin samples, the distributions of Burger's vectors and habit planes that result might be influenced by surface image forces. This could give a smaller fraction of imaged loops in the ion irradiation experiments, thus forcing the computer model to predict fewer loops in the bulk neutron irradiation condition. Another possible effect of ion irradiation of thin foils is the loss of loops by slip to surfaces assisted by subsequent nearby cascade events. Again, this reduction in measured loop density under ion irradiation of thin sample could force the computer model to under predict the loop density for neutron irradiation of bulk samples. Both of these effects can be investigated experimentally, the latter most easily by taking data continuously at a relatively high frame rate that could reveal loops that are formed and lost to surfaces to within a minimum time interval of two frames (e.g. 0.1 s, typically; or 0.01 sec at our highest frame rate).
A critical improvement to our earlier work is the construction of the computer model now employing Molecular Dynamic results for Mo cascade simulations and with a small adjustment to the size dependence of the migration energy for interstitial clusters. The agreement between ion irradiation experiment and computer model is consistently good over the range of ion fluence (Figs. 1, 2c 2d, and 5), three ion fluxes (Fig. 1) , sample foil thickness (Figs. 1 and  2a-2b) , and foil depth (Figs. 3 and 4) . The ion irradiation data are unchanged from the earlier paper [10] . The agreement in foil depth displays the effect of loss of mobile loops to foil surfaces in this case of thin foil sample, a critical element in the computer simulation for TEM in situ ion irradiation. While these data and simulations are for only one irradiation temperature (80 C, the temperature of the neutron irradiation), and thus only model the results of interstitial cluster mobility, we hope to complete experiments and simulations for in situ ion irradiations at 300 C, where both interstitial and vacancy mobilities are significant in Mo.
In comparisons of quantitative TEM data between different irradiation experiments, and especially between experiment and computer model simulation, an evaluation of measurement error or uncertainties becomes important. Since the earlier paper on the ion irradiation experiments [10] , we have made significant progress in improving the accuracy of measurements of dislocation loop density and size distributions in the size range of 1e5 nm diameters [16] . Unfortunately, it is not possible to apply these methods to either the ion or neutron irradiation data in this paper. But we demonstrate in this paper the correction and uncertainties that must exist and conclude that the improved method for loop density and size distributions would result in corrections to the present data not greater than 15%, and with a measurement uncertainty of ±25%. These would be the same for both the ion and neutron irradiation data.
An important measurement is the local sample thickness. We employed thickness fringes that could be counted from the vacuum edge, and a calculation of the effective extinction distance for the diffraction condition. The accuracy of this measurement is estimated to be about ±20%. Somewhat greater accuracy can be achieved by EELS if the inelastic mean free path is known. The well known CBED technique is more accurate as long as the irradiation dose is sufficiently low that the Kossel-Moellenstedt fringes are still sharp and strong. A strong advantage to the use of thickness fringes is the thickness map with which one can define areas of constant average thickness, and a wedge profile to allow data from a range of thicknesses. In this instance the foil thickness becomes a useful experimental parameter, often with substantial variation in a single field of view.
Two additional and perhaps significant uncertainties exist in the quantification of the experimental data. One is the local nature of the resolution of dislocation loops at the lowest detected sizes. The lowest loop size resolved depends on a number of conditions of an overall nature such as the sample preparation, surface contamination, microscope skills, and local bending. This results in variation in this limit and not a single value. We have constructed a reasonable average value over this uncertainty, typically between 1.0 and 2.0 nm, thus 1.5 nm for the threshold size limit in this work.
Finally, the most significant uncertainty in comparing experimental dislocation loop density with simulation is the fraction of dislocation loops which are out of contrast due to Burger's vector invisibility. In an analysis of limited experimental data and a necessary assumption of a statistically equal distribution of loops on the four possible habit planes, we found about 1/2 to be out of contrast for our operating diffraction vector. And due to less than ideal conditions, the uncertainty in this value ranged from À30% to þ80%, values exceeding other uncertainties in the comparison between experiment and simulation. This uncertainty is applied to the simulation data in Fig. 11 . Future studies of this nature would certainly profit from a more accurate determination of this invisible fraction of loop contrast.
As noted in Fig. 11 , the experimental loop density begins to decrease with increasing dose above 0.1 dpa., while the simulated loop density is predicted to continue increasing. Images obtained in this dose range begin to show loop alignment and coalescence in both ion and neutron irradiated samples, as shown in Fig. 13 . Here we see this structure forming in Mo irradiated to about 1 dpa at 80 C with either 1 MeV Kr ions or HFIR neutrons. The pair of ion irradiation panels show that loop alignment that appears as one dimensional strings actually occurs in two dimensional planes as revealed by tilting 13 away from the <101> crystal direction to a <133> direction. This loop alignment produces significant image overlap and loop coalescence that results in the decrease in the density measurement of individual loops and which is reflected in the density decrease above 0.1 dpa in Fig. 9 . Experiments are underway on the IVEM at ANL to investigate the factors affecting loop alignment. Early results suggest the influence of irradiation dose and resultant higher loop density, crystallographic factors, and dislocation loop Burgers vector and habit plane. If successful, these experiments will determine computer model parameters that will allow simulation of defect states to doses at values higher than those of the present paper.
In situ ion irradiation experiments in Mo at 300 C are already under way in the IVEM at ANL. At this temperature both interstitials and vacancies are mobile in Mo. Preliminary results employing 3D tomography data indicate the formation of some vacancy loops in proximity to the surface sinks apparently more effective for interstitials, a result indicated in the earlier theoretical work of Sizmann [24] . With this data in 3D it is also possible to experimentally determine the interstitial or vacancy nature of some of the dislocation loops. In strongly diffracting conditions the direction of the defect contrast from black to white with respect to the operating diffraction vector, and the distance of the defect from the top or bottom foil surface will give the interstitial or vacancy nature of the loop [25] . However, in practice this method is difficult, especially for those defects in depths near foil center, where the defects often do not show black-white contrast.
Several simulation results obtained in the early stages of these experiments are worth mentioning. The cascade cluster production model gave far better fit to the ion irradiation data than a purely point defect production model for the 80 C irradiation temperature [8] . A variation in the simulation irradiation temperature by À20 C did not change the agreement to experimental data significantly. And an existing dislocation density of defect sinks showed no influence on the simulation up to 10 14 /m 2 , a value far exceeding the low dislocation density observed in the Mo foils before ion irradiation.
Summary
TEM data with in situ ion irradiation have been employed to construct a computer model to successfully predict dislocation loop densities and size distributions for molybdenum neutron irradiated to doses of 0.1 dpa at 80 C. This paper provides an improvement on our previous cascade cluster dynamics model for the ion irradiation data [10] , and includes a careful analysis of experimental measurement uncertainty. The computer simulation model constructed with the in situ ion irradiation data for a thin foil is then adjusted to predict results for neutron irradiation of a bulk sample. This prediction is then compared with data from earlier experiments with the same sourced Mo sample material in bulk, the same irradiation temperature, and incorporating the same TEM technique. Predicted dislocation loop densities fall within a factor of three to experiment. Possible reasons for differences are discussed. Additionally, effects of defect losses to surfaces in the in situ ion irradiation are measured in 3D by electron diffraction tomography and successfully modeled.
