The structure of the network can be described by motifs, which are subgraphs that often repeat themselves. In order to understand the structure of network motifs, it is of great importance to study subgraphs from the perspective of statistical mechanics. In this paper, we use clustering extensions in statistical physics to solve the problem of using motifs as network primitives. By projecting the network motifs to clusters in the gas model, we develop the partition function of the network, which enables us to calculate global thermodynamic quantities, such as energy, entropy, and vice versa. Then, we give the analytic expressions of the number of specific types of motifs and calculate their correlated entropy. We conduct algebraic experiments on datasets, both synthetic and in real life, and evaluate the qualitative and quantitative characterization of motif entropy derived from the partition function. Our findings show that the motif entropy of networks in real life, for instance, financial and stock market networks, is of high correlation to the change of network structure. Hence, our findings are consistent with recent studies about the similar topic that network motifs can be represented as basic elements of well-defined information processing functions.
The cluster expansion is a computational method and this method can be used to explain the partition function in terms of an approximating series [1] . With cluster expansion, we can write the grand canonical thermodynamic potential as a convergent perturbation over the interactions between particles. With the understanding of general principles of perturbation theory in particle systems, the cluster expansion enables us to infer complex systems of interactions in terms of the motif topology, which is in a diagrammatic expansion of the partition function. In fact, the cluster expansion is a general integral part of motifs and for a graph, the partition function can be expressed as the exponential of a sum over 40 connected sub-graphs, and we could call them network motifs. The interactions present in the partition function are represented in terms of motifs and these in turn express the network's statistical properties. In our work, we use the motif content of network and the corresponding partition function to compute the thermodynamic entropy. The thermodynamic entropy is a statistical characterization of network structure. We first outline the relation between the partition function, the thermodynamic characterization and the cluster expansion formalism. Then, with particle interactions, we review the classical cluster expansion method in the gas model. Next, we give an analytical solution for the numbers of network motifs and the scaling of all types of motifs with partition functions. Finally, we find invariants that can be used to represent the statistical topology of networks. Our study specifically focuses on entropy in terms of network motifs which occurs during the combination of information process and cluster expansion.
Related Works
For undirected graphs, the normalized Laplacian has proved to be an effective way to represent graph structure [3] . Actually, the thermodynamic depth has proved to provide a powerful means when characterizing a graph in terms of statistical complexity [11] . Recently, the normalized Laplacian spectrum has been shown to provide a complex y-level characterization via definition of the Von Neumann entropy (or quantum entropy) associated with a density matrix [7] . By mapping between discrete Laplacians and quantum states, provided that the discrete Laplacian [7] is scaled by the inverse of the volume of the graph, a density matrix is obtained whose entropy can be computed using the spectrum of the discrete Laplacian. For instance, the measure can distinguish between different structures in extremal graph theory. The entropy obtained is maximal for random graphs and is minimal for regular graphs. Han et.al [5] have taken this work further and have shown how to approximate the calculation of Von Neumann entropy in terms of simple degree statistics rather than the normalized Laplacian eigenvalues.
Background

Network Motif Representation
Motifs are representative sub-graphs that frequently appear in a graph. Motifs can be regarded as the basic building blocks of networks, which provide a better understanding of the entire network from statistical point of view [10] . Typically, there are numerous network motifs corresponding to small subgraph structures but appear more frequently than they would be expected in random networks. Motifs can define the properties of broad classes of networks, each with a specific type of elementary structure. The number of occurrence of each sub-graph is the motif frequency which is used as the basic structural pattern of networks [9] . Different types of motifs have specific functions as elementary patterns of interaction and allow us to interpret the structural properties of the overall network. This similarity of the motifs reflects a fundamental similarity in the organization of network structure, and the statistical significance of different motifs can be regarded as a unifying property of networks, too [6] . Thus, we use the network motifs as the elementary structural construction to interpret the local and global topological information in a network. From graph theory, the theory of generating functions can provide a means of counting structures that are constructed out of connected components or motifs. Given a graph G with n vertices and l connected components, the total number of motif combinations in each sub-graph satisfies:
where d l is the number of degree in each subgraph motif l. The total number of combinations of l connected components is also the maximum bound of the network motif m l :
Partition Function and Statistical Mechanics
We characterize the statistical content of the different motif structures of the network using a partition function suggested by an analogy with the particle gas in statistical mechanics [4] . We use motifs in a manner similar to groups of interacting particles in the thermodynamic gas model. The Hamiltonian operator of the particle in terms of the connection energy and potential energy is:
where r ij is the separation between particles. The partition function is the integral over the positions for all the particles,
When specified in this way, the various global thermodynamic characterizations of the network can be computed. For instance, the average energy of the network can be expressed in terms of Hamiltonian operator and partition function as
and the thermodynamic entropy by
Both the energy and the entropy can be regarded as characterizations of the network structure having different properties. In the following sections, we will explore these statistical properties in more details and in particular the entropy corresponding to the network motif decomposition.
Classical Cluster Expansion
The classical cluster expansion can be used to describe the interactions of particles in the gas model. The partition function can be written as separate integrals over momentum and location space, as follows:
where λ = � 2 ℎ 2 is the average de Broglie wavelength. The quantity ( , ) = 1 3 obtained from the momentum integral is referred to as the configuration integral.
The Boltzmann factor exp ( ) appearing in the partition function can be re-expressed in terms of the Mayer function,
where represents the intermolecular potential energy and is a function of the distance between particles | − | . Here, we use the Lennard-
which incorporates a hard core repulsion, in which the particles are forbidden from approaching closer than fixed distance by imposing an infinite potential . As a result the configuration integral can be rewritten as:
In the case of graph representation, in the above expression we can interpret the term f ij as meaning that that the two nodes i and j are connected by an edge. The configuration integral can thus be written in terms of sub-graphs. Then we can write the partition function for the classical cluster expansion as:
where n l characterizes the collection of all manners in which a network is divided into different clusters, n l depicts how many times the cluster that consists of l particles appears in the network, and b l is the cluster integral. To represent the structure of the network, l and n l satisfy the equation:
, m l = 0, 1, 2, …, N Then the cluster integral is calculated as
where {t l } is the sum of the configuration integrals of all possible topology in the cluster. The sample of calculation for the first three coefficients of the cluster integral is shown in Figure 1 .
Motif Expansion
Motif Cluster Expansion
Mapping the network motifs to the classical cluster expansion, we consider the motifs as the expansion coefficients of the partition function of network structure. By simplifying the function into one dimensional space and leaving out the momentum integral, the partition function for the network motifs can thus be written as,
Figure 1: The first coefficients of cluster integral
The network involves two parts. The first is an interaction term governed by the specific network motifs. The second is a non-interaction part, governed by the set of independent nodes. Thus, the partition function for motif mi is given by,
for all N -l i n i ≥ 0, where c i is the configuration integral for the i-th motif cluster and n i is the frequency number for the i-th motif-in the network. To generalize the partition function Z, we represent Z N,i (V,T) with the differential distribution N d in terms of the total distribution number of graph with N nodes
To express the cluster integral of network motifs, we omit the term 3 3 in Eq.13 since it is an intrinsic property of the particles depending on their de Broglie wavelength (i.e. the positional uncertainty associated with their momentum) which has no role in the network analogy. In addition, the three dimensional volume space V can be reduced to one-dimensional space r. Thus, the definition of the configuration integral for the i-th motif cluster is
where x i is the number of isomer(s) of motif i, l i is the number of nodes in the motif i, and M i is the configuration integral for the i-th individual motif structure. Now considering the high order motif coefficients, we take the limit of → ∞ with the maximum bound on the number of possible combinations ml given in Eq.2. As a result, the high order c l is given by
Therefore, the coefficient c i can be neglected when the number of vertices in the motif takes on a large value. This implies that the partition function can 90 be approximated by the first few significant leading coefficients.
Motif Cluster Integral for Undirected Graphs
According to classical cluster expansion where is applied to represent edge , the calculation of undirected motif integral is as follows,
where E u represents the configuration integral of an undirected edge and = 4 [( ) 12 − ( ) 6 ] is Lennard-Jones potential function. Due to the complicated formation of the configuration integral we employ Simpson Method to calculate the numerical simulation of edge integral,
where Δ → 0 is the differential of r and [r min , r max ] is the interval of integration. Taking the first three motifs in classic cluster expansion as instances, the cluster integral for undirected motif cluster is shown in Figure 2 . To render the floating point calculations in the computation of the partition function in Eq.13, we make use of Stirling's approximation to find the approximate solution of the logarithm of network motif partition function:
As a result, from Eq.5 the average energy is given by 
Experiments
In this section, we derive thermodynamic expressions of time-evolving complex networks and explore whether or not the characterization can be provided a useful tool for better understanding the evolution of dynamic networks. Specifically, we focus on figuring out whether abrupt changes in real-world timeevolving networks can be efficiently characterized by the proposed method.
Dataset
Our dataset is extracted from the New York Stock Exchange (NYSE) database, which encapsulates 347 stocks and their associated daily prices over 6004 trading days from January 1986 to February 2011. To extract the network representations, we use a time window of 28 days and move this window along time to obtain a sequence, in which each time window contains a series of daily stock prices over a period of 28 days. For each time window, we compute the cross correlation coefficients between the time series for each pair of stocks, and create connections between them if the maximum absolute value of the correlation coefficient is among the highest 5% of the total cross correlation coefficients. By doing this, the trades between different stocks are represented as a network with a fixed number of 347 nodes and varying edge structure of each of 5976 trading days.
Baseline
We use Von Neumann Entropy as the baseline and contrast the performance of these two methods of thermodynamic expression on several tasks.
Thermodynamic Measures for Network Evolution Analysis
We explore whether the motif entropy can be used for better understanding the evolution of realistic complex networks. To this end, we explore the evolutionary behavior of motif entropy and Von Neumann entropy applied on the NYSE stock market. At each time step, we compute the motif entropy and Von Neumann entropy respectively, which enables us to investigate the behavior of these two thermodynamic methods on representing time evolving networks. Specifically, we emphasis on whether critical financial events can be effectively detected in the network evolution. Figure 3 shows the time series for motif entropy (upper) and Von Neumann entropy (lower) in 5976 trading days. When a financial crisis occurs, the stock market network would experience dramatic structural changes. The result of Figure 3 indicates that these structural changes can be effectively detected by the series representations of motif entropy and Von Neumann entropy, since the fluctuations in two curved lines successfully correspond to several realistic financial crises. In addition, the motif entropy outperforms Von Neumann entropy on the detection for the curved line of motif entropy appears obviously more smooth during the period of normal times.
Kernel Embeddings from kPCA
To better explore the performance of the proposed method on characterizing timeevolving networks, especially incident detection problem, we conduct kernel Principle Component Analysis (kPCA) on the kernel matrix of both our motif entropy and Von Neumann entropy generated from the financial networks. Through kPCA the networks are embedded into a vectorized pattern space and we visualize the embedding results using the first three eigenvalues in Figure 4 and Figure 5 . Figure 4 shows the whole time series during 5976 trading days with financial crisis event highlighted in different makers. The plots in three representations of motif entropy (complete, first and second dimension) show a compact manifold structure. However, only the Black Monday (black triangles) can be identified in both four embeddings, while the other events cannot be detected. To take our study one step further, we exhibit the embeddings during a short period around two different financial crises to compare the two methods in a more detailed way. Figure 5 illustrates the structural changes in kPCA spaces before and after crucial events generated from motif entropy and Von Neumann entropy, respectively. The blue star represents the exact day before the crisis occurred and the orange stars represent the period during the crisis, both of which could be effectively detected by these two method as illustrated in Figure 5 . However, the embedding points before and after the crisis generated from Von Neumann entropy are totally mixed up, while those generated from motif entropy are clearly separated into distinct clusters, indicating that our motif entropy outperforms Von Neumann entropy. depicted by figure (a) and (b), while figure (c) and (d) illustrate the kernel space distribution around the period of Friday the mini crash.
In Figure 6 , we show a set of points indicating the path of the stock network in the entropy-energy space with time during (a) Black Monday, (b) Friday the mini crash and (c) Asian Financial Crisis. The color bar beside each plot represents the date in the time series. The top panel shows that before Black Monday (blue and green triangles), the network structure remains stable, while during Black Monday the network undergoes abrupt skip in space, following with a gradual return and still shows a compact manifold structure after the crisis. Different behaviors can be observed concerning the Friday the mini Crash and Asian Financial Crisis. The former records a gradual change rather than a significant crash when crisis appears and progressively return to a normal status with relatively discrete structure; and the latter shows that the stock network suffers a significant crash during the crisis, as signaled by a large decrease in both network energy and entropy, and the crash is followed by a quick recovery that continues with the structure before the crisis. Hence, in addition of detecting crucial events, our thermodynamic representation corresponded with motif can be utilized to distinguish different financial crises. 
Conclusion
In this paper, we develop a metric based on network motifs to measure the structural feature of undirected graphs using thermodynamic quantities. By applying cluster expansion on network motifs, we rewrite the traditional partition function of a network with respect to the amount of certain types of motifs, and consequently the average energy and entropy could be denoted by these numbers. Experiments on real-word datasets, a series of time-evolving networks, demonstrate the capability of motif entropy in characterizing network structures. To our best knowledge, this is the first attempt to measure the network structure in a macroscopic perspective, and we leave the motif entropy for directed graphs and dynamic systems as future works.
