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resumo Apresenta-se uma avaliação da energética da atmosfera global, segundo a 
decomposição básica nas componentes média zonal e das perturbações, a 
decomposição no domínio do número de onda zonal, e a decomposição em 
modos normais tridimensionais. A formulação da energética em modos 
normais é estendida, de modo a permitir o cálculo explícito das taxas de 
conversão de energia potencial disponível em energia cinética, bem como das 
suas taxas de geração e dissipação, nos domínios do número de onda zonal e 
vertical. Além disso, é proposto um novo diagrama para o ciclo da energia na 
atmosfera, estendido de modo a descrever o fluxo da energia nas 
componentes média zonal e das perturbações, e nas componentes barotrópica 
e baroclínica. 
A energética é calculada com base em três conjuntos de dados das reanálises 
e em dados simulados por cinco modelos climáticos recentes, os quais são 
considerados como representações das condições do clima presente. Segue-
se uma análise comparativa dos resultados da energética obtidos com base 
nos dados observados (reanálises) e simulados. De modo a estimar possíveis 
alterações na energética da atmosfera num cenário de clima futuro 
relativamente às condições de clima actual, a análise é estendida usando as 
simulações efectuadas pelos mesmos cinco modelos climáticos para um 
cenário de clima futuro, tal como definido no Relatório Especial dos Cenários 
de Emissões do Painel Intergovernamental para as Alterações Climáticas.
keywords global atmospheric energetics, reanalysis datasets, climate models, present 
climate, future climate.
abstract An evaluation of the global atmospheric energetics is presented in the 
framework of the basic decomposition into the zonal mean and eddy 
components, the zonal wavenumber decomposition, and the three-dimensional 
normal mode decomposition. An extension to the normal mode energetics 
formulation is also presented in the study, which enables the explicit evaluation 
of the conversion rate between available potential energy and kinetic energy 
along with their generation and dissipation rates, in both the zonal wavenumber 
and vertical mode domains. In addition, it has been proposed an extended 
energy cycle diagram describing the flow of energy among the zonal mean and 
eddy components, and also among the barotropic and baroclinic components.
The energetics is first assessed for three reanalysis datasets and five state-of-
the-art climate models simulations representing the present climate conditions. 
It is performed a comparative analysis between the observationally based 
energetics and that based on the climate models' simulations. In order to 
appraise possible changes in the atmospheric energetics of a future climate 
scenario relative to that of the present climate conditions, the analysis is 
extended using the datasets simulated by the same five climate models for a 
future climate scenario experiment, as defined in the Special Report on 
Emissions Scenarios (SRES) of the Intergovernmental Panel on Climate 
Change (IPCC).
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Chapter 1
Introduction
The global energy cycle in the atmosphere, which may be named more compactly as
atmospheric energetics, was introduced by Lorenz (1955). Lorenz used the concept of
available potential energy, by generalising the analysis of Margules (1903) for the energy
budget of an individual storm to the global domain. It has laid down the foundations
for a concise thermodynamical description of the atmosphere. In the formulation of
Lorenz (1955) (see also Lorenz, 1967), the global energy cycle is described by a set of
balance equations for the kinetic, K, and available potential, A, energies, decomposed
into their zonal means, KZ and AZ , and eddy contributions, KE and AE , respectively.
It accounts for the amounts of available potential and kinetic energies and the ways by
which they are generated, transformed and dissipated in the atmosphere.
Since its introduction by Lorenz (1955), the energetics of the atmospheric general
circulation has been further investigated with orthogonal projections of the circulation
field onto various basis functions. Saltzman (1957) presented the energetics in the zonal
wavenumber domain, using a zonal harmonic expansion, which allows for the analysis
of energy amounts and energy conversion/transfer rates in eddies of given wavenumber
as well as the interaction between the eddies. Kao (1968) and Hayashi (1980) extended
the approach of Saltzman (1957) to the wavenumber-frequency domain using a two-
dimensional Fourier expansion. Other expansions were also pursued in the zonal and
meridional directions using a spherical harmonic expansion (Eliasen and Machenhauer,
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1965; Lambert, 1984), and in the vertical direction with empirical orthogonal functions
(Holmstro¨m, 1963). Tanaka (1985) and Tanaka and Kung (1988) developed a three-
dimensional (3-D) normal mode energetics scheme, using the 3-D normal mode functions
as the expansion basis, which have been obtained as the eigensolutions of the linearised
primitive equations over a sphere by Kasahara (1976) and Kasahara and Puri (1981).
The 3-D normal mode energetics combines three one-dimensional spectral energetics in
domains of zonal wavenumbers, a meridional mode index and a vertical mode index. The
scheme can diagnose the 3-D spectral distribution of energy and energy conversions and
also the energetics characteristics of Rossby waves and gravity waves, and the energy
conversion between the barotropic and baroclinic modes (Tanaka and Kung, 1988).
With the recognition of the energy cycle there is the problem of explaining its intensity
and accounting for the directions in which the various steps proceed, which may be more
complicated than it might at first seem to be (Lorenz, 1967). For example, based on
numerous observational studies, the eddy transport of heat is mainly toward colder
latitudes, as classical turbulence theory would suggest, so that AZ is converted into
AE. On the other hand, the eddy transport of angular momentum is on the average
toward latitudes of higher angular velocity, so that KE is converted into KZ , which is
the opposite of what would be predicted by classical turbulence theory (Lorenz, 1967).
Therefore, it was only through observations that the direction of the energy cycle has
been ascertained.
Following different analysis schemes, the atmospheric energetics has been assessed in
many studies for observations/analysis. One of the first tentatives to select representa-
tive values for the yearly energy cycle in the Northern Hemisphere (NH) was provided
by Oort (1964), based on a critical survey of statistics obtained by several investiga-
tors. Krueger et al. (1965) used atmospheric temperature and geopotential height data
analysed at the National Weather Service (NWS) of National Oceanic and Atmospheric
Administration (NOAA), for the area north of 20 ◦ N, to identify the annual cycle in
some of the energetics terms. Their work was extended in the spectral domain by Wiin-
Nielsen (1967). The work of Oort (1964) has been extended by Peixoto and Oort (1974)
3and Oort and Peixoto (1974), giving a detailed description of the annual cycle of the en-
ergetics of the atmosphere. Their estimates were based in the collection of five years of
daily upper air data from more than 600 radiosonde stations, encompassing the region
north of 15 ◦ S. A review of several observational studies concerning the atmospheric
energetics in the wavenumber domain was given by Saltzman (1970). He showed that
the kinetic energy is generated at the synoptic scale wavenumbers (∼ n = 5 − 10),
being transferred to both planetary waves and short waves. Nevertheless, the need for
further work has been acknowledged by Saltzman (1970) due to the inadequacies of
data coverage, since those studies where all based on data for NH with variable spatial
extent, and also due to imbalances and omissions, as the maximum wavenumber used
in the analysis. In fact, most of the earlier computations of the energy components
of the atmosphere were based on data sets encompassing, at best, the region north of
15 ◦ S. An assessment of the cycle of the energetics in the Southern Hemisphere (SH)
is given in Peixoto and Corte-Real (1982, 1983), obtained from direct values of the ob-
servations of temperature, wind and geopotential taken during the calendar year 1958
of the International Geophysical Year (IGY) in more than hundred SH stations.
The balance equations for the energetics of a system with at least an open boundary,
as is the atmosphere of the NH or SH, needs extra terms in order to account for the flux
of energy across that boundary. Due to the lack of data for the whole atmosphere, this
approach had to be adopted in the earlier studies, although without a rigorous justi-
fication because the concept of available potential energy cannot be rigorously defined
for a portion of the atmosphere, since it is a property of the entire atmosphere (Lorenz,
1955). The availability of the data sets from the First Global Atmospheric Research
Program (GARP) Global Experiment (FGGE) has relieved the energetics studies from
the difficulty of inadequate coverage of the reporting upper air stations. The four-
dimensional (4-D) assimilation of an unprecedented volume of atmospheric data during
the FGGE period provided adequate global grid coverage for an energetics evaluation at
a global scale. A global energetics analysis for two separate sets of FGGE data, during
the first and second special observation periods (SOP-1 and SOP-2) of FGGE, pro-
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duced by the European Centre for Medium-Range Weather Forecasts (ECMWF) and
the Geophysical Fluid Dynamics Laboratory (GFDL), was made by Kung and Tanaka
(1983). Their analysis revealed a large discrepancy between the FGGE analysis and
previous estimates for the levels of kinetic and available potential energies, which was
attributed to the earlier restriction of data coverage. In addition, they found consid-
erable differences between the energy transformations obtained with the ECMWF and
GFDL data versions, that was traced to the specific 4-D data assimilation processes
involved in each FGGE data production. It was noted that the GFDL analysis of the
FGGE data is noisy, containing excessive small-scale structures, and is unbalanced for
the mass and momentum fields. The over excitation of the small-scale disturbances
resulted mainly from the continuous data insertion in the GFDL analysis scheme. On
the other hand, the vertical velocity is too weak in the ECMWF, and the divergent
wind is damped by a factor of two due to the adiabatic version of the nonlinear normal
mode initialisation of the ECMWF (Kung and Tanaka, 1983).
Based on the knowledge gained after the FGGE, the original analyses data sets were
later re-analysed by the ECMWF and the GFDL. Using the normal mode energetics
scheme, Tanaka and Ji (1995) found that the GFDL re-analysis is now smoother, and
the ECMWF re-analysis contains much divergent wind. However, they also found
that the discrepancy in the gravity mode energy between the ECMWF and GFDL
has been grown rather than been reduced by the re-analysis. Therefore, the models
and techniques involved in data assimilation may influence the data sets produced
and consequently their energetics, as pointed out by Kung and Tanaka (1983) and
Lorenc and Swinbank (1984). Using the normal mode energetics scheme, Tanaka and
Kimura (1996) concluded that the total energy levels of the gravity modes in more
recent operational global analysis by the ECMWF, the National Meteorological Center
(NMC) and the Japan Meteorological Agency (JMA) are converging to the value of
ECMWF FGGE re-analysis data.
The atmospheric energetics became a usefull tool to analyse important characteristic
processes of the general circulation of the observed atmosphere, and to assess the per-
5formance of global atmospheric/climate models. For example, an energetics analysis of
the Goddard Institute for Space Studies (GISS) model is given in Tenenbaum (1975),
where indirect conclusions concerning unresolved subgrid-scale processes were possible
from a wavenumber energetics analysis. Using a 3-D normal mode expansion, Tanaka
et al. (1989) found that the gravity mode energy levels in the Goddard Laboratory for
Atmospheres (GLA) General Circulation Model (GCM) were significantly reduced in
the higher wavenumbers and higher order vertical modes, and that the prediction error
of the model was reduced in the planetary waves of the barotropic mode and in the
synoptic waves of the baroclinic modes, by the increase of horizontal resolution. Based
on a comparative energetics analysis of the National Center for Atmospheric Research
(NCAR) Community Climate Model, version 2 (CCM2) with different horizontal res-
olutions, Hasegawa et al. (1997) found that the large-scale zonal motions are diffusive
against the short waves beyond wavenumber 30, which can be parameterized by various
forms of the diffusion schemes. Hence, the results obtained in previous studies that KZ
is supplied by the eddies, in terms of zonal-wave interactions of kinetic energy, is only
valid for wavenumbers up to about 30. Additionally, a minimum model resolution of
T42 has been suggested by Hasegawa et al. (1997) in order to represent the general
circulation properly.
In the last two decades, various reanalysis cooperating projects have been established
to fulfil the needs of global atmospheric datasets for the climate research communities.
The target of a reanalysis project is to produce a consistent and high-quality histori-
cal analysis dataset using a frozen state-of-the-art analysis/forecast model and a data
assimilation system. Following the advent of high-quality datasets, the atmospheric
energetics has been continuously assessed both for observations/analysis (e.g. Watarai
and Tanaka, 2007; Li et al., 2007; Terasaki and Tanaka, 2007a; Marques et al., 2009,
2010a) and for global atmospheric/climate models (e.g. Ulbrich and Ponater, 1992; Boer
and Lambert, 2008; Marques et al., 2010b). The comparison between the earlier and
the more recent estimates, expose noticeable discrepancies in some of the energy com-
ponents and conversion/transfer rates. These must be related to the inferiority of the
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old datasets in density, continuity, and quality of observation and physical consistency
and uniformity of data (Li et al., 2007). Some of the discrepancies between the various
energetics estimates can also be attributed to specific characteristics of the analysis
scheme used, as, for example, the different methods of separating the total kinetic and
available potential energies, which have been reviewed in Oort (1964).
Despite the limitations of the old datasets, which have clearly improved in the modern
reanalysis datasets, many features of the earlier studies still hold true. Even the data
assimilated by reanalysis, such as radiosondes and satellite retrievals, contains spuri-
ous errors, drifts, and discontinuities. However, there has been a considerably better
agreement, both qualitative and quantitative, between the various energetics estimates
within the more recent studies, which should be associated to the higher quality of the
present atmospheric datasets. The numerous earlier energetics studies were mostly in a
qualitative agreement, the only exceptions being the directions for the conversion of AZ
into KZ , term CZ , and for the generation of eddy available potential energy, term GE.
Estimated values for these two terms have been yielding opposite signs among different
investigators, depending also on the time periods and the extent of the spatial domain
used in each estimate.
Based in the more recent estimates, including three observationally-based estimates
by Marques et al. (2010a), the maintenance of the atmospheric general circulation,
characterised by the Lorenz energy cycle within its decomposition into zonal mean and
eddy components, may be illustrated as in Figure 1.1. The four boxes represent the
reservoirs for each energy form and the arrows indicate the directions in which the
energy flows. Climatologically, the global energy cycle may be described as follows
(This follows closely the earlier description provided by Lorenz (1955), except for the
directions in terms CZ and GE): The net heating of the atmosphere in the warmer low
latitudes and the net cooling in the colder high latitudes generates (term GZ) zonal
mean available potential energy AZ . Some AE is also generated by heating processes,
possibly by the release of latent heat in warm regions (term GE). Due to baroclinic
instabilities, almost all the energy generated in AZ is converted (or transferred) into
7eddy available potential energy AE , through horizontal and vertical transport of sensible
heat by the eddies across the temperature gradient (term CA), and then GE + CA is
converted into eddy kinetic energy KE , by rising of warmer air and sinking of colder
air at the same latitude (term CE). A large part of this energy is dissipated by friction
(term DE) and the remainder is converted (or transferred) into zonal mean kinetic
energy KZ , through horizontal and vertical transport of angular momentum by the
eddies (term CK), which are related to wave-mean flow interactions, being afterwards
dissipated by friction (term DZ). The direct conversion between AZ and KZ (term CZ)
is related to the zonal mean meridional overturnings. This involves processes like the
Hadley cell, where mostly AZ is converted into KZ , but also the indirect Ferrel cells,
where mostly KZ is converted into AZ . The net result of this conversion term tends to
be close to zero, although the estimates mentioned above have yielded a small positive
value for CZ .
Figure 1.1: Lorenz energy cycle diagram.
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Beyond an exclusive assessment of the flow of energy in the atmosphere, several stud-
ies have also been conducted using atmospheric energetics schemes on the analysis of
specific atmospheric phenomena. For example, the effects of wave-wave and wave-mean
flow interactions on the growth and maintenance of extratropical tropospheric transient
waves in the presence of a mean thermal restoring force, were studied by Hayashi and
Golder (1987). They have found that the wave-wave interactions play a more impor-
tant role in the growth of ultralong waves than in their maintenance, implying that the
energy transfer by nonlinear wave-wave interactions is sensitive to phase relations and
is more efficient during the growing stage. Wavenumber and normal mode energetics
were used by Kung et al. (1989) for the examination of winter blocking simulations in
the NH with the GLA GCM. Enough kinetic energy was simulated at the synoptic-scale
range, but the energy transfer from this source to wavenumber 1 was insufficient, due
in part to the coarse model resolution. The characteristics of the energy slope for the
barotropic component of the atmosphere have been examined in the framework of the
3-D normal mode energetics by Terasaki and Tanaka (2007b). Their results show that
the spectral slope agrees quite well with the −4 power law for the barotropic com-
ponent of the atmosphere, which is consistent from what is inferred from the Rossby
wave saturation theory (Tanaka et al., 2004). Observational evidence of an increase of
the baroclinic wave components in the Upper Troposphere/Lower Stratosphere (UTLS)
circulation, during the second half of the 20th century was given by Castanheira et al.
(2009). The evidence is given by significant positive trends in the energy of baroclinic
normal modes of the National Centers for Environmental Prediction (NCEP)/NCAR
reanalysis, and significant positive trends in the UTLS eddy available potential energy
of the NCEP/NCAR, ECMWF 40-year Re-Analysis (ERA-40), NCEP/Department of
Energy (DOE) and Japanese 25-year Reanalysis (JRA-25) reanalyses.
In this study the atmospheric energetics is evaluated in the framework of the ba-
sic decomposition of zonal mean and eddy components of Lorenz (1955), the zonal
wavenumber decomposition of Saltzman (1957), and the 3-D normal mode energetics
scheme of Tanaka (1985). An extension to the normal mode energetics formulation
9is presented in the study, which enables an explicit evaluation of the conversion rate
between available potential energy and kinetic energy along with their generation and
dissipation rates, in both the zonal wavenumber and vertical mode domains. In ad-
dition, it is proposed an extended energy cycle diagram describing the flow of energy
among the zonal mean and eddy components, and also among the barotropic and baro-
clinic components. The energetics is first assessed for three reanalysis datasets and five
state-of-the-art climate models simulations representing the present climate conditions.
The analysis is then extended using the datasets simulated by the same five climate
models for a future climate scenario, as defined in the Special Report on Emissions
Scenarios (SRES) of the Intergovernmental Panel on Climate Change (IPCC).
The relevant theoretical background is accounted in Chapter 2, with further details
given in Appendix A. The observationally-based and simulation-based datasets are de-
scribed in Chapter 3, along with the adopted methodology. An energetics analysis,
assessed from both the observationally-based and simulation-based datasets, that rep-
resent the present climate, is presented in Chapter 4. Chapter 5 discusses the energetics
obtained from the climate models simulations for both the present climate and future
climate scenario. The summary and conclusions of this study are finally addressed in
Chapter 6.
Chapter 2
Theoretical Framework
2.1 The concept of available potential energy
The sequence of events through which a small portion of solar energy reaching the earth
is converted into kinetic energy of the atmospheric motions, replacing thereby kinetic
energy dissipated by friction, led Lorenz (1955) to the concept of available potential
energy. It is essentially a measure of how much energy contained in the atmosphere in
the form of heat and potential energy, is available for conversion into kinetic energy.
The only relevant sources for the kinetic energy of the whole atmosphere are atmo-
spheric potential and internal energies, P and I respectively, which under hydrostatic
equilibrium bear a constant ratio to each other, P/I = (cp− cv)/cv (Lorenz, 1955). It is
therefore convenient to combine these two forms of energy into only one form, which is
usually called total potential energy, P = P+I. Thus, since I = cvT, the total potential
energy, P , integrated over the mass, M, of the whole atmosphere is given by
P =
∫
M
cpTdm =
1
g
∫ ps
0
∫
S
cpTds dp, (2.1)
where cv is the specific heat at constant volume, cp the specific heat at constant pressure
and T the temperature. A complete description of the symbols used here, which are
mostly customary, may be found in the List of Symbols. Substituting T = Θ pχ p−χ0
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into (2.1), yields
P =
cp
g pχ0
∫ ps
0
∫
S
Θ pχ ds dp, (2.2)
where p0 = 1000 hPa, χ = R/cp, Θ is the potential temperature and R the specific gas
constant. Integrating equation (2.2) by parts yields
P =
cp
g pχ0 (1 + χ)
(∫
S
[
Θ p1+χ
]ps
0
ds−
∫ ps
0
∫
S
p1+χ ds
dΘ
dp
dp
)
, (2.3)
or, since Θ =∞ at p = 0 and denoting Θ = Θs at p = ps,
P =
cp
g pχ0 (1 + χ)
(∫
S
[
Θ p1+χ
]ps
0
ds+
∫ ∞
Θs
∫
S
p1+χ ds dΘ
)
. (2.4)
Since Θ p1+χ → 0 when p→ 0 (e.g. Dutton, 1995), equation (2.4) may be written as
P =
cp
g pχ0 (1 + χ)
(∫
S
Θs ps
1+χ ds +
∫ ∞
Θs
∫
S
p1+χ ds dΘ
)
, (2.5)
Using an extended definition of p(Θ) below the earth’s surface (p > ps) regarded as
horizontal, in which p(Θ) = ps for all subsurface Θ ≤ Θs, equation (2.5) is written as
P =
cp
g pχ0 (1 + χ)
(∫
S
∫ Θs
0
p1+χ dθ ds+
∫ ∞
Θs
∫
S
p1+χ ds dΘ
)
, (2.6)
Therefore, the expression for the total potential energy may be written as
P =
cp
g pχ0 (1 + χ)
∫ ∞
0
∫
S
p1+χ ds dΘ. (2.7)
The minimum total potential energy which can result from an adiabatic rearrangement
of mass occurs when p = p˜ everywhere, and is obtained setting p = p˜ in (2.7), where the
wavy bar denotes an average over an isentropic surface. The portion of total potential
energy that is available for conversion into kinetic energy is the difference between the
total potential energy and the minimum total potential energy which could result from
any adiabatic redistribution of mass. As such, this quantity was called by Lorenz (1955)
as available potential energy, A, and is given by
A =
cp
g pχ0 (1 + χ)
∫ ∞
0
∫
S
(
p1+χ − p˜ 1+χ) ds dΘ. (2.8)
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Under hydrostatic equilibrium and neglecting topography, equation (2.8) is the exact
formula for A. However, equation (2.8) is not very usefull for numerical computations
since the atmospheric data are usually given at pressure levels rather than isentropic
levels. Additionally, the features of the atmosphere which are associated with significant
amounts of A may not be apparent (Lorenz, 1967). This led Lorenz (1955) to devise an
approximate expression for A with pressure as the vertical coordinate. He obtained the
approximation by observing first that since p > 0, χ > 0 and p˜ is an average of p, the
integral of p1+χ− p˜ 1+χ is positive definite for each isentropic surface. Second, provided
that the isentropic surfaces are not too greatly inclined to the horizontal, the variance
of p on an isentropic surface may be approximated in terms of the variance of Θ on an
isobaric surface. Thus, if p = p˜ + p′′, where the double prime denotes the deviations
from the average over an isentropic surface, and using the binomial theorem
(a+ b)n =
n∑
i=0
n!
i! (n− i)!a
n−i bi, (2.9)
applied to p1+χ = (p˜+ p′′)1+χ, results in
(p˜+ p′′)
1+χ
=
1+χ∑
i=0
(1 + χ)!
i! (1 + χ− i)! p˜
1+χ−i (p′′)i
=
(1 + χ)!
0! (1 + χ)!
p˜ 1+χ +
(1 + χ)!
1! (χ)!
p˜ χ p′′ +
(1 + χ)!
2! (χ− 1)! p˜
χ−1 (p′′)2 + · · ·
= p˜ 1+χ + (1 + χ) p˜ χ p′′ +
(1 + χ)χ(χ− 1)!
2! (χ− 1)! p˜
χ−1 (p′′)2 + · · ·
= p˜ 1+χ
[
1 + (1 + χ)
p′′
p˜
+
(1 + χ)χ
2!
(
p′′
p˜
)2
+ · · ·
]
. (2.10)
Hence,
p1+χ − p˜ 1+χ = p˜ 1+χ
[
1 + (1 + χ)
p′′
p˜
+
(1 + χ)χ
2!
(
p′′
p˜
)2
+ · · ·+ (−1)
]
= p˜ 1+χ
[
(1 + χ)
p′′
p˜
+
(1 + χ)χ
2!
(
p′′
p˜
)2
+ · · ·
]
. (2.11)
In (2.11), the term containing p′′/p˜ will vanish in the horizontal integration when intro-
duced into (2.8). In addition, the expansion is well represented by its remaining leading
term, as was shown by Lorenz (1955) in a rather extreme case. Therefore, equation
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(2.8) may be approximated as
A =
χ cp
2 g pχ0
∫ ∞
0
∫
S
p˜ 1+χ
(
p′′
p˜
)2
ds dΘ. (2.12)
If Θ˜ and T˜ are the averages of Θ and T over an isobaric surface, and Θ′′ and T′′ the
deviations from this average, the function Θ˜(p) is not completely determined by the
function p˜(Θ) but approximately p = p˜(Θ˜(p)), provided that the isentropic surfaces are
not too greatly inclined to the horizontal (Lorenz, 1955, 1967). That is, for example,
let p = 500 hPa and Θ˜(p = 500) = 300 K, then approximately p = p˜(300) = 500 hPa.
Then, one may write
p′′ = p(Θ)− p˜(Θ)
= p˜(Θ˜(p))− p˜(Θ)
= p˜(Θ−Θ′′)− p˜(Θ), (2.13)
or, by expanding (2.13) in Taylor series
p′′ ≃ −Θ′′ ∂p˜
∂Θ
. (2.14)
An equivalent relation to that of equation (2.14) is proved in Grotjahn (1993). Thus,
(2.12) is written as
A =
χ cp
2 g pχ0
∫ ∞
0
∫
S
p˜ 1+χ
p˜ 2
(
−Θ′′ ∂p˜
∂Θ
)2
ds dΘ. (2.15)
The expression for available potential energy, A, with pressure as vertical coordinate
may now be written by replacing the averages over isentropic surfaces by averages over
isobaric surfaces, i.e. p˜ is replaced by p, ∂p˜ by ∂p and ∂Θ by ∂Θ˜. Therefore, using
dΘ =
∂Θ
∂p
dp, (2.16)
equation (2.15) is written as
A =
χ cp
2 g
∫ 0
ps
∫
S
(
p
p0
)χ
Θ2
p
(
Θ′′
Θ
)2(
−∂Θ˜
∂p
)−1
ds (−dp) . (2.17)
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Since Θ′′Θ−1 = T′′T−1, then
A =
χ cp
2 g
∫ ps
0
∫
S
(
p
p0
)χ
T2
p
(
p0
p
)2χ(
T′′
T
)2(
−∂Θ˜
∂p
)−1
ds dp
=
cp
2 g
∫ ps
0
∫
S
R
p cp
Θ
T
(
−∂Θ˜
∂p
)−1
(T′′)
2
ds dp
=
cp
2 g
∫ ps
0
∫
S
γ (T′′)
2
ds dp, (2.18)
where γ represents the stability parameter, and is given by
γ = − R
p cp
Θ
T
(
∂Θ˜
∂p
)−1
. (2.19)
2.2 Atmospheric energetics
2.2.1 Fundamental equations
Using the fact that, to a high degree of accuracy, the atmosphere is in a state of
hydrostatic equilibrium, we may take the pressure, p, as the vertical coordinate. Thus,
neglecting the Coriolis-force terms involving the vertical component of the wind, the
equations of motion, the continuity equation, the thermodynamical energy equation
and the equation of state may be expressed as follows in spherical coordinates (e.g.
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Saltzman, 1957):
∂u
∂t
+ ~V · ∇u+ ω∂u
∂p
= v
(
f +
u tan θ
a
)
− g
a cos θ
∂z
∂λ
− Fu, (2.20)
∂v
∂t
+ ~V · ∇v + ω∂v
∂p
= −u
(
f +
u tan θ
a
)
− g
a
∂z
∂θ
− Fv, (2.21)
0 = −g∂z
∂p
− α, (2.22)
∂ω
∂p
= −∇ · ~V = −
(
1
a cos θ
∂u
∂λ
+
1
a
∂v
∂θ
− v tan θ
a
)
, (2.23)
q = cp
dT
dt
− ωα, (2.24)
α =
RT
p
, (2.25)
where f = 2Ω sin θ, ∇ = ıˆ 1
a cos θ
∂
∂λ
+ ˆ 1
a
∂
∂θ
and ~V = uıˆ + vˆ, which denote the Coriolis
parameter, the Del operator in a pressure surface and the two-dimensional horizontal
wind vector, respectively.
2.2.2 Zonal mean and eddy energetics
By decomposing the field of motion onto the mean zonal motion and associated eddies,
the atmospheric kinetic energy, K, may be partitioned into zonal mean kinetic energy,
KZ , and eddy kinetic energy, KE, which corresponds essentially to an analysis of vari-
ance of the wind field. A similar analysis of variance is possible for the temperature
field, leading thereby to a partion of available potential energy into zonal mean available
potential energy, AZ , and eddy available potential energy, AE. The maintenance of each
type of energy, the ways by which they are generated, transformed and dissipated in
the atmosphere, characterises the atmospheric energy cycle, which is described by a set
of balance equations for each type of energy.
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The set of balance equations for KZ , KE , AZ and AE , may be derived from equations
(2.20) to (2.25) by applying suitable averaging processes (see Appendix A). They may
be written as
∂
∂t
KZ = CK + CZ −DZ , (2.26)
∂
∂t
KE = −CK + CE −DE, (2.27)
∂
∂t
AZ = −CZ − CA +GZ , (2.28)
∂
∂t
AE = CA − CE +GE, (2.29)
where,
KZ =
∫
M
[u]2 + [v]2
2
dm, (2.30)
KE =
∫
M
[
(u∗)2
]
+
[
(v∗)2
]
2
dm, (2.31)
AZ =
∫
M
γ
cp
2
(
[T]′′
)2
dm, (2.32)
AE =
∫
M
γ
cp
2
[
(T∗)2
]
dm, (2.33)
CK =
∫
M
(
[u∗v∗]
cos θ
a
∂
∂θ
(
[u]
cos θ
)
+ [v∗v∗]
1
a
∂ [v]
∂θ
− [u∗u∗] [v] tan θ
a
+ [u∗ω∗]
∂ [u]
∂p
+ [v∗ω∗]
∂ [v]
∂p
)
dm, (2.34)
CZ = −
∫
M
g
a
[v]
∂ [z]
∂θ
dm
= −
∫
M
R
p
[ω]′′ [T]′′ dm, (2.35)
DZ = −
∫
M
([u] [Fu] + [v] [Fv]) dm, (2.36)
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CE = −
∫
M
(
g
a cos θ
[
u∗
∂z∗
∂λ
]
+
g
a
[
v∗
∂z∗
∂θ
])
dm
= −
∫
M
R
p
[ω∗T∗] dm, (2.37)
DE = −
∫
M
([u∗F ∗u ] + [v
∗F ∗v ]) dm, (2.38)
CA = −
∫
M
γ cp
(
[v∗T∗]
1
a
∂ [T]
∂θ
+ [ω∗T∗]
T
Θ
∂ [Θ]′′
∂p
)
dm, (2.39)
GZ =
∫
M
γ [T]′′ [q]′′ dm, (2.40)
GE =
∫
M
γ [T∗q∗] dm, (2.41)
and the square brackets, [ ], denoting the zonal mean operator and the asterisk, ∗, the
deviation from the zonal mean. The stability parameter γ is given by (2.19).
The left-hand sides of (2.26)-(2.29) contain the rates of change of each energy type.
The energy conversion/transfer terms appear with opposite signs in these equations.
Term CK represents the transfer from eddy to zonal mean kinetic energy, terms CZ
and CE the conversions of available potential energy to kinetic energy in the mean and
eddy components of the flow, respectively, and CA the transfer from zonal mean to eddy
available potential energy. The dissipation of zonal and eddy kinetic energy, DZ and
DE respectively, and the generation of zonal and eddy available potential energy, GZ
and GE respectively, complete the balance of energy. The two alternative expressions
for CZ and CE, in (2.35) and (2.37) respectively, are equivalent provided that global
integrals are considered (Peixoto and Oort, 1992).
2.2.3 Energetics in the zonal wavenumber domain
As mentioned in the previous section, the global energy cycle derived by Lorenz (1955)
is described by a set of balance equations for the kinetic and available potential energies,
partitioned into their zonal mean and eddy contributions. Further decomposition of the
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eddies has been proposed by Saltzman (1957), by applying a Fourier analysis along the
latitude circles, which is considered bellow.
The basic equations (2.20) to (2.24) may be transformed from the space domain
to the wavenumber domain, by multiplying them by 1
2π
e−inλ, integrating around a
latitude circle, and using relations (A.32) to (A.37) and (A.39), given in Appendix A
(section A.2.1). By applying a similar procedure used to derive the balance equations
(2.26), (2.27), (2.28) and (2.29) to the basic equations in the wavenumber domain,
Saltzman (1957) obtained the balance equations in the wavenumber space corresponding
to (2.26), (2.27), (2.28) and (2.29). These equations may be written as:
∂
∂t
K(0) =
∞∑
n=1
M(n) + C(0)−D(0), (2.42)
∂
∂t
K(n) = −M(n) + L(n) + C(n)−D(n), (2.43)
∂
∂t
A(0) = −
∞∑
n=1
R(n)− C(0) +G(0), (2.44)
∂
∂t
A(n) = R(n) + S(n)− C(n) +G(n). (2.45)
In Appendix A (section A.2), the derivation of equations (2.42) to (2.45) is presented,
along with the detailed expressions for all its terms.
The set of equations derived by Lorenz (1955) may be obtained from those of Saltz-
man (1957) by summing Equations (2.43) and (2.45) over all wavenumbers, excluding
wavenumber zero, and noting that
∑∞
n=1 S (n) =
∑∞
n=1L (n) = 0. The correspondence
between the terms in both formulations is as follows
AZ = A (0) AE =
∞∑
n=1
A (n) KZ = K (0) KE =
∞∑
n=1
K (n)
CA =
∞∑
n=1
R (n) CE =
∞∑
n=1
C (n) CK =
∞∑
n=1
M (n) CZ = C (0)
GZ = G (0) GE =
∞∑
n=1
G (n) DZ = D (0) GE =
∞∑
n=1
G (n)
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According to Saltzman (1957), the terms L(n) and S(n) in (2.43) and (2.45), respec-
tively, which do not have counterpart in (2.27) and (2.29) since they sum to zero, are
measures of energy transfer, due to nonlinear interactions, between a disturbance of a
given wavenumber and disturbances of all other wavenumbers. Therefore, these terms
are usually called as wave-wave interactions of kinetic and available potential energy,
respectively. On this basis, terms M(n) and R(n) may be called as zonal-wave inter-
actions of kinetic and available potential energy, respectively. The conversion rates of
available potential energy of wavenumber n to eddy kinetic energy of wavenumber n
and of zonal mean available potential energy to zonal mean kinetic energy are given by
the terms C(n) and C(0), respectively. Terms G(n) and G(0), represent the generation
rates of available potential energy of wavenumber n due to nonadiabatic heating and of
zonal mean available potential energy due to the zonally averaged heating, respectively,
while D(n) and D(0) give the viscous dissipation rates of the kinetic energy of eddies
of wavenumber n and of zonal mean kinetic energy.
The transfer of available potential or kinetic energy, due to nonlinear interaction,
between pairs of wavenumbers, i.e. between a disturbance of wavenumber n and a
disturbance of wavenumber m (n 6= m), may be achieved by not performing the sum-
mations in (A.54) or (A.59). A similar approach has been adopted by DaCamara (1991)
in the analysis of planetary wave activities, for the kinetic energy of an open system
(Northern Hemisphere).
2.2.4 3-D Normal mode energetics
The equations of horizontal motion and thermodynamics with three dependent variables
(u, v, φ) may be written in the (λ, θ, p, t) coordinate system as (e.g. Tanaka and Kung,
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1988)
∂u
∂t
− fv + 1
a cos θ
∂φ
∂λ
= −~V · ∇u− ω∂u
∂p
+
tan θ
a
uv + Fu, (2.46)
∂v
∂t
+ fu+
1
a
∂φ
∂θ
= −~V · ∇v − ω∂v
∂p
− tan θ
a
u2 + Fv, (2.47)
− ∂
∂t
[
∂
∂p
(
1
S0
∂φ
∂p
)]
+∇ · ~V = ∂
∂p
[
R
pS0
(
−~V · ∇T − ω∂T
∂p
)]
+
∂
∂p
(
q R
p cp S0
)
, (2.48)
where T is the departure of the temperature from the reference state temperature T0,
φ is the departure of geopotential from a reference state geopotential, φ0, and S0 is the
static stability parameter of the reference state, which is defined as in Kasahara (1984)
by
S0 =
R
p
(
RT0
pcp
− dT0
dp
)
. (2.49)
The remaining symbols are the same as in (2.20)-(2.25). Since a scaling of T0 ≫ T has
been introduced in (2.48), the associated term ωRT/pcp has been neglected.
Vertical structure equation
The vertical structure equation is a Sturm-Liouville ordinary differential equation whose
eigensolutions describe the vertical structure of the normal modes of the linearised
primitive equations (Cohn and Dee, 1989). It is obtained by a separation of variables
for the linearised versions of (2.46)-(2.48) about a reference state at rest in which the
temperature is a function of pressure only. Thus, the vertical structure equation may
be written as (e.g. Kasahara, 1984; Castanheira, 2000)
∂
∂p
(
1
S0
∂Gk(p)
∂p
)
+
1
g hk
Gk(p) = 0, (2.50)
where hk are equivalent heights. The k
th vertical eigenvector, Gk(p), satisfy the or-
thonormal condition
1
ps
∫ ps
0
Gk(p)Gj(p)dp = δkj, (2.51)
where δkj denotes the Kronecker delta and is equal to unity if k = j and zero otherwise.
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Using (2.51), a set of vertical transforms may be defined as
f(p) =
∞∑
k=0
fkGk(p), (2.52)
fk =
1
ps
∫ ps
0
f(p)Gk(p)dp, (2.53)
where f(p) is an arbitrary function of pressure, satisfying the system boundary condi-
tions. The modes corresponding to vertical index k = 0 are called barotropic modes,
whereas those corresponding to k ≥ 1 are called baroclinic modes (see section A.3.4).
Horizontal structure equation
Applying the vertical transform (2.53) to (2.46)-(2.48), a dimensionless equation is
obtained in the following vector form:
∂
∂tˆ
Wk + LWk = Bk +Ck +Dk, (2.54)
where
tˆ = 2Ω t, (2.55)
Wk = X
−1
k

u
v
φ

k
, (2.56)
Bk = Y
−1
k

−~V · ∇u− ω ∂u
∂p
+ tan θ
a
uv
−~V · ∇v − ω ∂v
∂p
− tan θ
a
u2
0

k
, (2.57)
Ck = Y
−1
k

0
0
∂
∂p
[
R
pS0
(
−~V · ∇T − ω ∂T
∂p
)]

k
, (2.58)
Dk = Y
−1
k

Fu
Fv
∂
∂p
(
q R
p cp S0
)

k
. (2.59)
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The subscript k denotes the kth component of the vertical transform. The vectors are
made dimensionless by the scaling matrices Xk and Yk, involving the equivalent height,
hk, and 2Ω for time, and are given by
Xk =

√
ghk 0 0
0
√
ghk
0 0 ghk
 , (2.60)
Yk =

2Ω
√
ghk 0 0
0 2Ω
√
ghk
0 0 2Ω
 . (2.61)
The linear operator L is given by
0 − sin θ αk
cos θ
∂
∂λ
sin θ 0 αk
∂
∂θ
αk
cos θ
∂
∂λ
αk
cos θ
∂
∂θ
(cos θ (·)) 0
 , (2.62)
where the dimensionless coefficient, αk, is defined as
αk =
√
g hk
2Ω a
. (2.63)
The horizontal structure equations corresponds to the homogeneous part of (2.54), by
setting the right-hand side to zero, and are usually called as Laplace’s tidal equations
(e.g. Longuet-Higgins, 1968). This system describes small-amplitude motions of an in-
compressible, homogeneous, hydrostatic and inviscid fluid over a rotating sphere (Kasa-
hara, 1976). The solutions of the Laplace tidal equations are called Hough harmonics,
Hnlk, after Hough (1898), and are obtained as eigensolutions of (e.g. Longuet-Higgins,
1968; Swarztrauber and Kasahara, 1985):
− i σnlkHnlk + LHnlk = 0, (2.64)
where σnlk are the eigenfrequencies for the free waves, the Hough harmonics Hnlk are
given by
Hnlk (λ, θ) = Θnlk (θ) e
i n λ, (2.65)
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and the Hough vector functions Θnlk(θ) are given by
Θnlk (θ) =

Unlk (θ)
iVnlk (θ)
Φnlk (θ)
 . (2.66)
The Hough vector functions components, i.e. Unlk,Vnlk, and Φnlk, are the vertical
and Fourier-Hough transforms (see below) of zonal and meridional wind, (u, v), and
perturbation geopotential, φ, respectively. The factor i in front of Vnlk (θ) is introduced
to account for a phase shift of π/2 (Kasahara, 1977). The subscripts n, l and k denote
zonal wavenumber, meridional mode number and vertical mode number, respectively.
In order to distinguish each wave type, the westward propagating Rossby wave and the
westward and eastward propagating gravity waves, the meridional index l is defined
as a sequence of three distinct modes, lr, lw and le, respectively (see section A.3.3 in
Appendix A).
The Hough harmonics satisfy the orthonormal condition given by
1
2 π
∫ pi
2
−pi
2
∫ 2π
0
H⋆nlk ·Hn′ l′k cos θdλdθ = δnn′ δll′ , (2.67)
where the star, ⋆, denotes a conjugate transpose and the right-hand side is unity if
n = n
′
and l = l
′
, and zero otherwise.
Using orthonormal condition (2.67), a set of Fourier-Hough transforms may be written
as
Wk (λ, θ, t) =
∞∑
l=0
∞∑
n=−∞
wnlk(t)Hnlk (λ, θ) , (2.68)
wnlk(t) =
∫ pi
2
−pi
2
∫ 2π
0
H⋆nlk (λ, θ) ·Wk (λ, θ, t) cos θdλdθ. (2.69)
Applying the Fourier-Hough transforms to (2.54), yields
d
dt
wnlk + i σnlk wnlk = bnlk + cnlk + dnlk, (2.70)
where the complex variables wnlk, bnlk, cnlk and dnlk are the Fourier-Hough transforms
of the vector variables (2.56)-(2.59), respectively. According to (2.70), the time change
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of the expansion coefficient of a normal mode, wnlk, depends on a linear term related
with phase change of the wave, nonlinear terms due to the wind and mass fields, and
a diabatic process. The linear term do not contributes to the amplitude change of the
wave because the eigenfrequencies, σnlk, are always real (Swarztrauber and Kasahara,
1985).
Energy balance equations for the normal modes
Multiplying the linearised versions of (2.46), (2.47) and (2.48) by u, v and −φ, respec-
tively, summing the three resulting equations, integrating over the whole atmospheric
mass and using upper boundary condition A.89 given in Appendix A, the equation of
energy conservation is obtained as
d
dt
[
1
g S
∫
S
(∫ ps
0
E dp +
1
2
ps
RTs
φ2s
)
ds
]
= 0, (2.71)
where
E = K + A, (2.72)
K =
1
2
(
u2 + v2
)
, (2.73)
A =
1
2S0
(
∂φ
∂p
)2
, (2.74)
and the subscript s denotes the variables at p = ps. The available potential energy
in the normal mode energetics involves contributions from geopotential flux across the
lower boundary, which is expressed by the surface integral in (2.71). However, the
observed variance of φs is only 1% of K + A in the first term of (2.71), and therefore
negligible (Tanaka and Kung, 1988). By expanding the dependent variables onto the
vertical normal modes using (2.52), equation (2.71) takes the form
d
dt
[
∞∑
k=0
ps hk
2S
∫
S
(
u2k + v
2
k + φ
2
k
)
ds
]
= 0. (2.75)
Expanding (2.75) onto the Fourier-Hough harmonics using (2.68), the energy conserva-
tion is finally expressed in terms of a summation of energies associated with each mode,
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i.e.
d
dt
∞∑
k=0
∞∑
l=0
∞∑
n=0
Enlk = 0, (2.76)
where
E0lk =
1
4
ps hk|w0lk|2, (2.77)
Enlk =
1
2
ps hk|wnlk|2. (2.78)
Substituting (2.70) into the time derivatives of (2.77) and (2.78), the energy balance
equations for the normal modes are finally obtained as
d
dt
Enlk = Bnlk + Cnlk +Dnlk, (2.79)
where
Bnlk = ps Ωhk [w
⋆
nlk bnlk + wnlk b
⋆
nlk] , (2.80)
Cnlk = ps Ωhk [w
⋆
nlk cnlk + wnlk c
⋆
nlk] , (2.81)
Dnlk = ps Ωhk [w
⋆
nlk dnlk + wnlk d
⋆
nlk] . (2.82)
Equations (2.80)-(2.82) should be multiplied by 1/2 for n = 0 as in (2.77). The terms
Bnlk,Cnlk, and Dnlk that contribute to the time change ofEnlk are respectively associated
with nonlinear interactions of kinetic and available potential energies and with an energy
source or sink due to diabatic processes which includes dissipation.
By summing up the 3-D normal mode energetics terms within the same physical
categories, the energetics characteristics can be assessed separately, not only for the
zonal mean and eddy components, but also for the barotropic and baroclinic modes,
and for the Rossby and gravity waves. However, it should be noted that, the total energy
associated with each mode, Enlk, cannot be separated into the available potential and
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kinetic energies of each mode, Anlk and Knlk, because Unlk, Vnlk and Φnlk are not
orthogonal to one another. It is for this reason that the wavenumber energetics terms
(L(n)−M(n)) and (R(n) + S(n)) of the Saltzman scheme, may be obtained from terms
Bnlk and Cnlk, respectively, by summing over all meridional and vertical indices, i.e.
∞∑
k=0
∞∑
l=0
Bnlk = L(n)−M(n), (2.83)
∞∑
k=0
∞∑
l=0
Cnlk = R(n) + S(n), (2.84)
whereas, the conversion between available potential energy and kinetic energy cannot
be explicitly shown in the 3-D normal mode energetics scheme. On the other hand,
A and K may be correctly separated in the vertical and zonal wavenumber domains,
and thence it is possible to obtain explicitly the energy conversion term as a function of
both the vertical mode and zonal wavenumber. As shown bellow, this energy conversion
term may be obtained by combining the balance equations for A and K in both the
vertical and zonal wavenumber domains, with the energy balance equation for the 3-D
normal modes (2.79). This approach is different to that used by Terasaki and Tanaka
(2008) for the analysis of the spectral energetics of the atmosphere in the vertical
wavenumber domain. They have used the analytical vertical structure functions as a
basis function for the vertical direction, which can be obtained by assuming the static
stability parameter, γ, to be a constant value. Therefore, the formulation for the energy
conversion term as a function of both the vertical mode and zonal wavenumber may
constitute a new result since, apparently, it hasn’t been described in the literature so
far, and is obtained as follows:
The first two components of (2.54), may be written as
∂uˆk
∂tˆ
− sin θ vˆk + αk
cos θ
∂φˆk
∂λ
= bˆ1k +
(
Fˆu
)
k
, (2.85)
∂vˆk
∂tˆ
+ sin θ uˆk + αk
∂φˆk
∂θ
= bˆ2k +
(
Fˆv
)
k
, (2.86)
28 2. Theoretical Framework
where
uˆk =
uk√
g hk
, vˆk =
vk√
g hk
, φˆk =
φk
g hk
, (2.87)
(
Fˆu
)
k
=
(Fu)k
2Ω
√
g hk
,
(
Fˆv
)
k
=
(Fv)k
2Ω
√
g hk
, (2.88)
bˆ1k =
1
2Ω
√
g hk
[
−~V · ∇u− ω∂u
∂p
+
tan θ
a
]
k
, (2.89)
bˆ2k =
1
2Ω
√
g hk
[
−~V · ∇v − ω∂v
∂p
− tan θ
a
u2
]
k
. (2.90)
By applying the Fourier transform to (2.85) and (2.86), yields
∂uˆnk
∂tˆ
= sin θ vˆnk − i nαk
cos θ
φˆnk + bˆ1nk +
(
Fˆu
)
nk
, (2.91)
∂vˆnk
∂tˆ
= − sin θ uˆnk − αk∂φˆnk
∂θ
+ bˆ2nk +
(
Fˆv
)
nk
. (2.92)
Multiplying (2.91) and (2.92) by uˆ⋆nk and vˆ
⋆
nk, respectively, and adding to each resulting
equation the corresponding complex conjugate equation, gives
∂
∂tˆ
(uˆ⋆nk uˆnk) = sin θ (uˆ
⋆
nk vˆnk + uˆnk vˆ
⋆
nk) +
i nαk
cos θ
(
uˆnk φˆ
⋆
nk − uˆ⋆nk φˆnk
)
+
(
uˆ⋆nk bˆ1nk + uˆnk bˆ1
⋆
nk
)
+
(
uˆ⋆nk
(
Fˆu
)
nk
+ uˆnk
(
Fˆu
)⋆
nk
)
, (2.93)
∂
∂tˆ
(vˆ⋆nk vˆnk) = − sin θ (vˆ⋆nk uˆnk + vˆnk uˆ⋆nk)− αk
(
vˆ⋆nk
∂φˆnk
∂θ
+ vˆnk
∂φˆ⋆nk
∂θ
)
+
(
vˆ⋆nk bˆ2nk + vˆnk bˆ2
⋆
nk
)
+
(
vˆ⋆nk
(
Fˆv
)
nk
+ vˆnk
(
Fˆv
)⋆
nk
)
. (2.94)
Summing equations (2.93) and (2.94), multiplying the resulting equation by pshk/2,
integrating over the latitude and recalling that tˆ = 2Ω t, the rate of change of kinetic
energy in the zonal wavenumber and vertical mode number domains, i.e. Knk, may be
written as
∂
∂t
Knk = Bnk +Dnk, (2.95)
2.2. Atmospheric energetics 29
where
Knk =
ps hk
2
∫ pi
2
−pi
2
(uˆ⋆nk uˆnk + vˆ
⋆
nk vˆnk) cos θdθ, , (2.96)
Bnk = ps Ωhk
∫ pi
2
−pi
2
{
i nαk
cos θ
(
uˆnk φˆ
⋆
nk − uˆ⋆nk φˆnk
)
− αk
(
vˆ⋆nk
∂φˆnk
∂θ
+ vˆnk
∂φˆ⋆nk
∂θ
)
+
(
uˆ⋆nk bˆ1nk + uˆnk bˆ1
⋆
nk
)
+
(
vˆ⋆nk bˆ2nk + vˆnk bˆ2
⋆
nk
)}
cos θ dθ, (2.97)
Dnk = ps Ωhk
∫ pi
2
−pi
2
{(
uˆ⋆nk
(
Fˆu
)
nk
+ uˆnk
(
Fˆu
)⋆
nk
)
+
(
vˆ⋆nk
(
Fˆv
)
nk
+ vˆnk
(
Fˆv
)⋆
nk
)}
cos θ dθ. (2.98)
Equation (2.95) summed over all vertical modes, k, is equivalent to equation (2.43).
That is,
∞∑
k=0
∂
∂t
Knk =
∂
∂t
K(n), (2.99)
(2.100)
from which it may be concluded that
∞∑
k=0
Bnk = −M(n) + L(n) + C(n), (2.101)
∞∑
k=0
Dnk = −D(n). (2.102)
Therefore, the terms for the energy conversion from available potential energy into
kinetic energy, C(n) and C(0), of the Saltzman scheme, may be obtained from equations
(2.83) and (2.101) as
C(n) =
∞∑
k=0
Bnk −
∞∑
k=0
∞∑
l=0
Bnlk, (2.103)
C(0) =
∞∑
k=0
B0k −
∞∑
k=0
∞∑
l=0
B0lk. (2.104)
In addition, the conversion rates from eddy available potential energy into eddy kinetic
energy, and from zonal mean available potential energy into zonal mean kinetic energy in
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the vertical mode domain, denoted as CE(k) and CZ(k), respectively, may be obtained
as
CE(k) =
∞∑
n=1
Bnk −
∞∑
n=1
∞∑
l=0
Bnlk, (2.105)
CZ(k) = B0k −
∞∑
l=0
B0lk. (2.106)
Following a similar procedure for the third component of (2.54), the rate of change of
available potential energy in the zonal wavenumber and vertical mode number domains,
i.e. Ank, may be written as
∂
∂t
Ank = Cnk +Gnk, (2.107)
where
Ank =
ps hk
2
∫ pi
2
−pi
2
(
φˆ⋆nk φˆnk
)
cos θ dθ, (2.108)
Cnk = ps Ωhk
∫ pi
2
−pi
2
{
i nαk
cos θ
(
φˆnk uˆ
⋆
nk − φˆ⋆nk uˆnk
)
− αk
cos θ
(
φˆ⋆nk
∂vˆnk cos θ
∂θ
+ φˆnk
∂vˆ⋆nk cos θ
∂θ
)
+
(
φˆ⋆nk cˆ3nk + φˆnk cˆ3
⋆
nk
)}
cos θ dθ, (2.109)
Gnk = ps Ωhk
∫ pi
2
−pi
2
(
φˆ⋆nk dˆ3nk + φˆnk dˆ3
⋆
nk
)
cos θ dθ, (2.110)
and
cˆ3nk =
1
2Ω
(
∂
∂p
[
R
pS0
(
−~V · ∇T − ω∂T
∂p
)])
nk
, (2.111)
dˆ3nk =
1
2Ω
[
∂
∂p
(
q R
p cp S0
)]
nk
. (2.112)
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Therefore, the terms for the conversion rates of available potential energy into kinetic
energy given by (2.103)-(2.106), may be obtained alternatively as
C(n) =
∞∑
k=0
∞∑
l=0
Cnlk −
∞∑
k=0
Cnk, (2.113)
C(0) =
∞∑
k=0
∞∑
l=0
C0lk −
∞∑
k=0
C0k, (2.114)
CE(k) =
∞∑
n=1
∞∑
l=0
Cnlk −
∞∑
n=1
Cnk, (2.115)
CZ(k) =
∞∑
l=0
C0lk − C0k. (2.116)
Moreover, the expressions for the energy generation and dissipation terms may be ob-
tained explicitly in the zonal wavenumber and vertical mode domains, from the balance
equations (2.95) and (2.107). The expressions in the zonal wavenumber domain may
be written as
G(n) =
∞∑
k=0
∂
∂t
Ank −
∞∑
k=0
Cnk, (2.117)
G(0) =
∞∑
k=0
∂
∂t
A0k −
∞∑
k=0
C0k, (2.118)
D(n) =
∞∑
k=0
Bnk −
∞∑
k=0
∂
∂t
Knk, (2.119)
D(0) =
∞∑
k=0
B0k −
∞∑
k=0
∂
∂t
K0k, (2.120)
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and the expressions in the vertical mode domain may be written as
GE(k) =
∞∑
n=1
∂
∂t
Ank −
∞∑
n=1
Cnk, (2.121)
GZ(k) =
∂
∂t
A0k − C0k, (2.122)
DE(k) =
∞∑
n=1
Bnk −
∞∑
n=1
∂
∂t
Knk, (2.123)
DZ(k) = B0k − ∂
∂t
K0k. (2.124)
Chapter 3
Datasets and Methodology
3.1 Reanalysis data
The NCEP and the NCAR produced their first reanalysis (NCEP/NCAR-R1) covering
the period from 1948 to present. The prognostic variables are represented, in the hori-
zontal, by spherical harmonic series triangularly truncated at wavenumber 62 and, in the
vertical, by 28 vertical levels, i.e. T62 L28 (Kalnay et al., 1996). NCEP and the DOE
completed their NCEP/DOE Atmospheric Model Intercomparison Project (AMIP)-II
Reanalysis (NCEP-R2 hereafter) using an improved forecast model and data assimila-
tion system of NCEP/NCAR-R1 (NCEP-R1 hereafter) (Kanamitsu et al., 2002). The
ECMWF produced their ECMWF 15-year Re-Analysis (ERA-15) from 1979 to 1993
with resolution T106 L31 (Gibson et al., 1997). ECMWF completed their second re-
analysis, ERA-40 (Uppala et al., 2005), spanning the period from September 1957 to
August 2002 with a higher resolution of TL159 L60, and using an improved system from
ERA-15. More recently, the JMA and Central Research Institute of Electric Power In-
dustry (CRIEPI) produced the JRA-25, covering the period 1979 to present and with
a resolution of T106 L40 (Onogi et al., 2007).
Since the first generation reanalysis, NCEP-R1 and ERA-15, became available, sev-
eral diagnostic/comparative studies have been performed (e.g. Mo and Higgins, 1996;
Stendel and Arpe, 1997; Trenberth et al., 2002; Trenberth and Stepaniak, 2002, among
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others) which uncovered substantial problems that limit their use. NCEP-R2 is a sec-
ond limited version of NCEP-R1, that was generated to handle some problems and
should be regarded as an updated and human error-fixed version of NCEP-R1 (Kana-
mitsu et al., 2002). Besides fixing the human processing errors, upgrades to the forecast
model and a new diagnostic package were incorporated into NCEP-R2, which is still
considered a first generation reanalysis. Two second generation reanalysis, ERA-40
and JRA-25, have addressed some of the shortcomings of the earlier reanalysis (Up-
pala et al., 2005; Onogi et al., 2007), but many of the problems remain, which can be
attributed to changes in the observing system, the different model biases and different
assimilated observational data (e.g. Chen and Bosilovich, 2007; Trenberth et al., 2010).
In spite of their shortcomings, the reanalysis products have proven to be among the
most valuable and widely used in the history of climate science. The NCEP-R2, ERA-40
and JRA-25 reanalysis datasets are included in this study as representing the observed
atmosphere.
The NCEP-R2 reanalysis have been extracted from the NOAA/OAR/ESRL PSD
website at http://www.cdc.noaa.gov. The ERA-40 datasets have been obtained from
the ECMWF data server (http://data-portal.ecmwf.int/data/d/era40 daily/).
The JRA-25 datasets are provided in the framework of the cooperative research project
of the JRA-25 long-term reanalysis by the JMA/CRIEPI from it’s website at http://
jra.kishou.go.jp. The variables used in the energetics computation are temperature
(T), the three wind components (u, v, ω) and the geopotential height (z) (or geopotential
(φ = φ + φ0) for ERA-40). For NCEP-R2, 6-hourly values of these variables at 17
pressure levels (1000, 925, 850, 700, 600, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30,
20, 10 hPa) with an horizontal resolution of 2.5 ◦ Longitude by 2.5 ◦ Latitude, are used.
The same resolutions were considered for the other two datasets, except for ERA-40,
for which 23 pressure levels (the same as NCEP-R2 plus 750, 7, 5, 3, 2 and 1 hPa) are
used, and JRA-25 for which 23 pressure levels (the same as NCEP-R2 plus 7, 5, 3, 2, 1
and 0.4 hPa) are used. The period 1979 to 2001 is selected for JRA-25 and NCEP-R2,
since these datasets are only available from 1979 onwards, while for ERA-40 the period
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1970-2001 is considered.
3.2 Models data
The simulated atmosphere is represented by five state-of-the-art climate models, which
have participated in the Coupled Model Intercomparison Project, phase three (CMIP3)
and Intergovernmental Panel on Climate Change - Fourth Assessment Report (IPCC-
AR4). The choice of the five climate models used in this study was only determined by
the availability of high temporal resolution data, i.e. 6-hourly. The datasets from all
these models are for the 20th Century Climate in Coupled Models (20C3M) experiment
(20C hereafter) of CMIP3/IPCC-AR4, which run with greenhouse gases increasing as
observed through the 20th Century. From this experiment, which represents the present
climate, the period 1970 to 1999 was selected for all models.
Datasets representing a future climate were taken from IPCC’s new SRES. The SRES
scenarios, which are images of the future or alternative futures, cover a wide range of the
main driving forces of future emissions, from demographic to technological and economic
developments. The SRES approach involved the development of a set of four alternative
scenario “families“. Each family of SRES scenarios (A1, A2, B1 and B2) includes a
descriptive part (called a ”storyline“) and a number of alternative interpretations and
quantification of each storyline developed by six different modeling approaches (A1FI,
A1T, A1B, A2, B1 and B2). Each storyline describes a demographic, social, economic,
technological, and policy future for each of the scenario families. Within each family
different scenarios explore variations of global and regional developments and their
implications for greenhouse gas (GHG), ozone precursors, and sulphur emissions. Each
of these scenarios is consistent with the broad framework specified by the storyline of
the scenario family, and all are equally sound. Details concerning this SRES may be
found at http://www.ipcc.ch/ipccreports/sres/emission/index.php?idp=0. The
6-hourly data from the above five climate models where only available for the SRES-A1B
experiment. Therefore, this experiment was chosen to represent the future climate, and
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the period 2070 to 2099 was selected for all models. A brief description of the climate
models and their datasets used here will follow.
Data from the Third generation Coupled Global Climate Model (CGCM3.1) has been
obtained from the Canadian Centre for Climate Modelling and Analysis (CCCma) web-
site at http://www.cccma.bc.ec.gc.ca/data/cgcm3/cgcm3.shtml. The data used
are for its medium-resolution version, in which the atmospheric component was run
with a horizontal resolution of 47 waves triangular spectral truncated (T47) and 31
levels in the vertical (Model top at 1 hPa). Gridded output fields of CGCM3.1 occur
on the reduced “linear” Gaussian grid associated with the chosen spectral truncation,
with a size of 96 × 48 that corresponds approximately to 3.75 ◦ × 3.75 ◦ (Lon × Lat).
Details for the atmospheric component of CGCM3.1 may be found in McFarlane et al.
(2005). The other components are described in the CCCma website at http://www.
cccma.bc.ec.gc.ca/models/cgcm3.shtml and references therein. The atmospheric
variables T, u, v, ω and z are provided on the reduced Gaussian grid (96×48) at the
31 model levels.
The Community Climate System Model, version 3.0 (CCSM3), from NCAR, run an
atmospheric component with T85 horizontal resolution, corresponding to a Gaussian
grid of size 256 × 128 (approximately 1.4 ◦ × 1.4 ◦ (Lon × Lat)), and 26 levels in the
vertical (Model top at 2.2 hPa). An overview of CCSM3 is given by Collins et al. (2006).
Data from CCSM3 have been obtained from the Earth System Grid (ESG) data portal
at http://www.earthsystemgrid.org/. The atmospheric variables T, u, v, and z of
CCSM3 are available on the 256 × 128 grid and 26 model levels from the ESG data
portal. The vertical p-velocity, ω, isn’t available at 6-hourly interval for this model and
had to be computed offline.
Data from the Centre National de Recherches Me´te´orologiques Coupled global climate
Model, version 3 (CNRM-CM3) were supplied by Meteo France. The atmospheric com-
ponent run with T63 horizontal resolution, with “linear” reduced Gaussian grid equiva-
lent to T42 quadratic grid, and 45 vertical levels (Model top at 0.05 hPa). Output data
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of CNRM-CM3 are therefore on a grid size of 128 × 64, corresponding approximately
to 2.8 ◦ × 2.8 ◦ (Lon × Lat). Details for the CNRM-CM3 climate model may be found
in Salas-Me´lia et al. (2003). The datasets with the atmospheric variables T, u, v, ω
and z from CNRM-CM3, were provided on the 128 × 64 Gaussian grid at nine pressure
levels (1000, 925, 850, 700, 500, 300, 200, 100, and 50 hPa).
The datasets from the Model for Interdisciplinary Research on Climate (MIROC3.2)
were supplied by the National Institute for Environmental Studies, the Center for Cli-
mate System Research of University of Tokyo, the Frontier Research Center for Global
Change, and the Ministry of Education, Culture, Sports, Science and Technology of
Japan. The MIROC3.2 data used in this study are from the medium-resolution version,
which run an atmospheric component with T42 horizontal resolution and 20 vertical
levels (The height of model top is ∼ 30 km). An application of the MIROC3.2 climate
model may be seen in Nozawa et al. (2005) and a technical description in Nozawa et al.
(2007). The variables T, u, v, ω and z were provided on the grid size of 128 × 64 (Lon
× Lat) at 18 pressure levels (1000, 925, 850, 775, 700, 600, 500, 400, 300, 250, 200, 150,
100, 70, 50, 30, 20, 10 hPa).
The fifth-generation atmospheric general circulation model (ECHAM5) developed
at the Max Planck Institute for Meteorology (MPIM) is the most recent version in
a series of ECHAM models evolving originally from the spectral weather prediction
model of the ECMWF. The ECHAM5/MPI-OM climate model (ECHAM5 hereafter)
run an atmospheric component with resolution T63 in the horizontal and 31 levels in the
vertical (Model top at 10 hPa). A detailed description of the atmospheric model is given
by Roeckner et al. (2003). A study evaluating the sensitivity of the model to horizontal
and vertical resolution was performed by Roeckner et al. (2006). The variables T, u,
v, ω and z from ECHAM5, have been obtained on the Gaussian grid of size 192 ×
96 (approximately 1.875 ◦ × 1.875 ◦ (Lon × Lat)), and at 17 pressure levels (the same
as for MIROC3.2 excluding the 20 hPa level) from the Climate and Environmental
Retrieval and Archive (CERA) database of World Data Center for Climate (WDCC)
maintained by Model and Data (M&D), which is hosted at the MPIM, in cooperation
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with the German Climate Computing Centre (DKRZ).
A list with documentation, references and links for the above models (and other
CMIP3 climate models) may be found in the Program for Climate Model Diagnosis
and Intercomparison (PCMDI) website at http://www-pcmdi.llnl.gov/ipcc/model
documentation/ipcc model documentation.php.
3.2.1 Pre-processing of models data
Since the vertical p-velocity, ω, needed for the energetics, wasn’t available at 6-hourly
interval for CCSM3 model, it had to be computed for this model. The computation
was accomplished via the same routine used in the CCSM3 model. Datasets from
models CGCM3.1 and CCSM3 were interpolated from model levels to 17 pressure levels
(the same as NCEP-R2). The interpolation method uses the ECMWF formulation, as
described by Trenberth et al. (1993), to extrapolate to the parts of the pressure levels
that are eventually below the surface (i.e. when a given pressure level is greater than
the surface pressure at some point in a given time). The pressure levels data provided
from model MIROC3.2 had “gaps” (i.e. missing values) at some points in the lower
levels, which correspond to points belowground. These missing values were filled by
solving Poisson’s equation via relaxation. The tasks abovementioned were performed
with the NCAR Command Language (NCL) software, freely available at http://www.
ncl.ucar.edu/.
Finally, all model data were interpolated from their Gaussian grids to the same
regular grid as the reanalysis data (2.5 ◦ Longitude × 2.5 ◦ Latitude). The interpolation
method uses a conservative remapping scheme, as described by Jones (1999). This was
accomplished with the Climate Data Operators (CDO) software developed at MPIM,
and is freely available at https://code.zmaw.de/projects/cdo.
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3.3 Methodology
The global wavenumber energetics was computed using the detailed expressions for
the terms in the balance equations (2.42)-(2.45), which are given in Appendix A. The
dissipation, D(0) and D(n), and generation terms, G(0) and G(n), were indirectly ob-
tained as residuals from the respective balance equation. The maximum wavenumber
for the analysis was set to N = 72 to fulfil the Nyquist frequency, which is half the
sampling frequency. In the case of a 2.5 degree grid the sampling frequency is equal
to 144. It is worth to mention that, for the case of those models with a coarser na-
tive horizontal resolution than that of a 2.5 degree grid (i.e. models CGCM3.1 (T47)
and MIROC3.2 (T42)), the values of their energetics spectra are meaningless for the
wavenumbers beyond their native resolution. The zonal mean and eddy energetics were
obtained from the same equations, by summing the contributions from wavenumbers 1
to N in equations (2.43) and (2.45) and noting that
∑∞
n=1 S (n) =
∑∞
n=1 L (n) = 0 (see
section 2.2.3)
For the computation of the rate of conversion of zonal available potential energy to
zonal kinetic energy, C(0), and the rate of conversion of available potential energy of
wavenumber n to eddy kinetic energy of wavenumber n, C(n), there are two possible
formulations (see Equations (2.35) and (A.52) (or (2.37)), usually referred to as “v ·
∇z” and “ωα” (e.g. Peixoto and Oort, 1974), which correspond to different physical
processes. For example, formulation “ωα” for C (0) (second equality in Equation (2.35))
shows that zonal kinetic energy, K (0), can be produced through the ascent of warm air
relative to the descent of cool air in the mean meridional circulation. On the other hand,
formulation “v · ∇z” for C (0) (first equality in Equation (2.35)) shows that K (0) can
be produced by horizontal cross isobaric flow down the north-south pressure gradient.
Although the integrands for the two formulations are locally different, their integrals
should be, in theory, equal, provided that global integrals are considered (e.g. Peixoto
and Oort, 1992). However, the expected (approximate) equality of the global integrals
computed with both formulations, may not be found in practice. This is essentially a
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consequence of neglecting the topography in the derivation of the energy cycle equations
(Lorenz, 1955; Saltzman, 1957), while the data used in energetics computations is usu-
ally given on pressure levels even when these pressure levels are pierced by topography.
Data in these “underground” regions are unphysical, and as such, shouldn’t enter the
calculations. The integrands for the two formulations may have different local contri-
butions from the regions of unphysical (i.e. underground) data. Hence, their integrals
may be different even if global integrals are considered, depending also on the way data
is interpolated/extrapolated to pressure levels crossing the topography. Nonetheless,
the “ωα” formula for C(n) is less sensitive to the inclusion or exclusion of unphysical
data in pressure levels (i.e. underground data) than the “v · ∇z” formula, because its
contribution to the integral is not concentrated near the surface (e.g. Marques et al.,
2009). On the other hand, data in underground regions have less impact on the global
integral of C (0), when computed with the “v ·∇z” formula, than when computed with
the “ωα” formula. Additionally, using the “v · ∇z” formula removes the direct depen-
dence of C(0) on the zonal mean field of ω, which seems overly influenced by the data
assimilation processes (Kung and Tanaka, 1983).
In this study the terms C(0) and C(n) were computed using both the “v · ∇z” and
“ωα” formulae. However, for quantitative purposes the “v · ∇z” formula is used for
C(0), and the “ωα” formula is used for C(n), which are expected to give more accurate
estimates of “reality”, although both formulations may be used in the qualitative sense.
The effects of data in underground regions are less problematic to the other directly
computable energetics terms, because their contributions are either small relative to
the contributions of the remaining data in the atmosphere (∼10% for A (0), A (n) and
R (n)) or negligible (<1% for K (0), K (n) and M (n)).
For the 3-D Normal Mode Energetics, the same periods were considered. First,
the vertical structure functions were computed, using a reference state of the global
mean temperature averaged over the periods considered for each dataset. The vertical
structure equation was solved by a spectral method as in Kasahara (1984) (see also
Castanheira et al., 1999), which has the advantage, over the finite difference method,
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that the derivatives of the vertical structure function can be calculated by analytical
differentiation. In the spectral method the solution of (2.50) is approximated by a series
expansion of Legendre polynomials, where the expansion coefficients are determined by
a Galerkin procedure. In this study, 23 Legendre polynomials were used to approxi-
mate the solution of (2.50) and 15 vertical modes were retained. It should be noted
that, by adopting this spectral method for the solution of (2.50), an extra factor of 1
2
must be taken into account in the computation of the normal mode energetics terms
(equations (2.77),(2.78) and (2.80)-(2.82)).
Second, the Hough vector functions were computed following the method described in
the paper of Swarztrauber and Kasahara (1985), being truncated by 30 Rossby modes,
20 eastward and 20 westward gravity modes. The zonal wavenumber has been truncated
at n = 42. The modes for n = 0 were determined following the approach suggested by
Shigehisa (1983), which is also described in Swarztrauber and Kasahara (1985). Finally,
the normal mode energetics are computed by applying the three-dimensional data ex-
pansion into the normal mode functions, following the analysis scheme of Tanaka (1985).
The assumption of vanishing surface wind at the lower boundary of the atmosphere has
been adopted as in Tanaka and Kung (1988), in order to obtain an energetically con-
sistent set of equations.
The energetics terms were computed at each time step (6-hourly) for all datasets and
then averaged over selected periods to obtain the corresponding mean values in each
season of the year. First, the time averages were computed over 1979-2001 for ERA-40,
JRA-25 and NCEP-R2, in order to evaluate the differences and similarities between
the three reanalysis (Chapter 4, section 4.1). The mean values of energetics terms for
the present climate were obtained by averaging over the period 1979-1999 for JRA-25
and NCEP-R2, since these datasets are only available from 1979 onwards, and over
1970-1999 for ERA-40 and the climate models (Chapter 4, section 4.2). Finally, the
energetics terms were computed at each time step for the models’ datasets corresponding
to experiment SRES-A1B. The time averages were then taken over the period 2070-2099
to obtain the corresponding mean values for the future climate in each season of the
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year (Chapter 5). The seasons are defined as usual, namely DJF (northern winter),
MAM (northern spring), JJA (northern summer) and SON (northern autumn). Model
CNRM-CM3 was excluded from the normal mode energetics because the data from
this model was only available at nine pressure levels, which is insufficient for a reliable
normal mode energetics analysis in the present setup compared to the other datasets.
Chapter 4
Energetics in the Present Climate
Atmospheric energetics is analysed first from the viewpoint of the energy cycle of Lorenz
(1955), within its basic resolution of zonal mean and eddy components. It will be fol-
lowed by the energy cycle of Saltzman (1957), which allows for the analysis of energy
forms and energy conversion rates in eddies of given wavenumber as well as the inter-
action between the eddies. Finally, the normal mode energetics is discussed, which can
diagnose the 3-D spectral distribution of energy and energy interactions/conversions,
the energetics characteristics of Rossby waves and gravity waves, and the energy con-
version between the barotropic and baroclinic modes.
4.1 Energetics in the reanalysis
4.1.1 Lorenz energy cycle
Diagrams for the zonal mean and eddy components of the Lorenz energy cycle from
ERA-40, JRA-25 and NCEP-R2, are illustrated in Figure 4.1. Values surrounding
energetics symbols are averages over 1979-2001, each standing for a different season,
DJF (upper left), MAM (upper right), JJA (bottom left) and SON (bottom right).
Values for the time derivatives of available potential and kinetic energies are omitted.
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Figure 4.1: Lorenz energy cycle diagram from ERA-40 (left), JRA25 (middle) and NCEP-R2 (right)
averaged over 1979-2001. The four values surrounding each symbol correspond to a different season:
DJF (upper left), MAM (upper right), JJA (bottom left) and SON (bottom right). Units are 104 J
m−2 for energy levels and 10−2 W m−2 for conversion rates.
Overall, the global energy cycles from the three reanalysis datasets are similar to
each other (Figure 4.1). The direction of the energy flow is consistent among the
three datasets. Nevertheless, there are differences in the magnitude of some energy
and energy conversion/transfer rates between the datasets, which varies from season to
season. In general, the magnitude of energetics is larger for ERA-40, followed by JRA-
25 and finally by NCEP-R2. The cross-sections of the various energetics terms directly
computed from the reanalysis and for all seasons are displayed in Figures 4.2 to 4.11,
and the stability parameter (γ) in Figure 4.12. In Figures 4.2 to 4.11, the quantities
(AZ , AE , KZ , etc.) are plotted as black contours, and the differences between each
reanalysis and the composite mean reanalysis are shaded with a distinct colour pallet.
Energy levels
Figure 4.2 shows the main tropospheric contributions to zonal mean available potential
energy, AZ , at high latitudes related to the rapid decrease of temperature with latitude.
There is a secondary maximum at 100 hPa, while the contributions around level 200
hPa and from the mid-latitudes of both hemispheres at all levels are small. All these
features are shared by the three datasets. The differences between the three datasets
for the global integrated values of AZ are quite small (≤3% ) for all seasons.
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Figure 4.2: Mean cross-sections of zonal mean available potential energy, AZ , for ERA-40 (Left
column), JRA-25 (Middle column) and NCEP-R2 (Right column). Averages are over 1979-2001 for
all seasons: DJF (Top row), MAM (Second row), JJA (Third row) and SON (Bottom row). The AZ
quantities are contoured (black) and the differences between each reanalysis and the composite mean
reanalysis are shaded (colour). Units are J m−2 Pa−1 (105 J m−2 bar−1). The zero contour is omitted
and the contour interval is 50. The zonal mean topography is shaded in black.
The cross-sections of eddy available potential energy, AE , in Figure 4.3, show all
levels contributing importantly to the global integral at the high latitudes of both
hemispheres (displaced to the equator compared to those in AZ), reflecting the greater
zonal variability in the temperature field at these latitudes. Overall, the distributions
of the AE integrands agree among the three reanalysis, with the integrated values
reasonably close to each other. The greatest difference is of about 15% between ERA-
40 and NCEP-R2 in JJA (.10% in the other seasons). It is also noticeable that the
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contributions from the mid troposphere upwards of Southern Hemisphere (SH) are
somewhat smaller in NCEP-R2 as compared to the others datasets, while those over
the Antarctica region are somewhat larger.
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Figure 4.3: The same as in Figure 4.2, but for eddy available potential energy, AE . The contour
interval is 2.
Despite some local differences in magnitude, Figure 4.4 show an almost perfect match
in the shape of the cross-sections of zonal mean kinetic energy, KZ , among the three
datasets. Differences between the integrated values are always less than 10%. The inte-
grand of KZ is dominated by the tropospheric jets, peaking at 200 hPa, with secondary
contributions from the stratospheric polar night jets and low latitude easterlies.
4.1. Energetics in the reanalysis 47
Pr
es
su
re
 (h
Pa
)
ERA−40
30
10
50
30
10
−90 −60 −30 0 30 60 90
10
100
200
300
400
500
600
700
850
1000
KZ
JRA−25
30
10
50
30
10
−90 −60 −30 0 30 60 90
NCEP−R2
30
10
50
30
10
DJF
−90 −60 −30 0 30 60 90
Pr
es
su
re
 (h
Pa
)
30
10
30
10
−90 −60 −30 0 30 60 90
10
100
200
300
400
500
600
700
850
1000
30
10
30
10
−90 −60 −30 0 30 60 90
30
10
30
10 MAM
−90 −60 −30 0 30 60 90
Pr
es
su
re
 (h
Pa
)
5030
10
10
−90 −60 −30 0 30 60 90
10
100
200
300
400
500
600
700
850
1000
5030
10
10
−90 −60 −30 0 30 60 90
50
30
10
10
JJA
−90 −60 −30 0 30 60 90
Latitude
Pr
es
su
re
 (h
Pa
)
30
10
30
10
−90 −60 −30 0 30 60 90
10
100
200
300
400
500
600
700
850
1000
Latitude
30
10
30
10
−90 −60 −30 0 30 60 90
Latitude
30
10
30
10 SON
−90 −60 −30 0 30 60 90
 −25 −15 −5 5 15 25
Figure 4.4: The same as in Figure 4.2, but for zonal mean kinetic energy, KZ . The contour interval
is 10.
The cross-sections for the eddy kinetic energy, KE , are displayed in Figure 4.5. The
main contribution to KE, is associated with the tropospheric jet stream and its me-
anders, peaking at 250 hPa for all seasons. Additional contributions associated with
the stratospheric polar night jets are also found, specially during DJF in the Northern
Hemisphere (NH) and throughout JJA and SON in the SH. Although the NCEP-R2
values are again somewhat smaller than those from ERA-40 and JRA-25 near the SH
jet stream, the cross-sections of KE are similar between the three reanalysis and the
differences in the global integrals of KE do not exceed 10%.
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Figure 4.5: The same as in Figure 4.2, but for eddy kinetic energy, KE . The contour interval is 5.
Energy conversion/transfer rates
Figure 4.6 shows all tropospheric levels contributing positively to the integral of the
rate of transfer of zonal mean to eddy available potential energy, CA, at the extrat-
ropical latitudes of both hemispheres in all seasons. Additional positive contributions
come from the high latitudes in the upper levels, while small negative contributions
are found at middle latitudes in the lower stratosphere centred around 100-150 hPa.
These patterns in the integrands of CA agree well between the datasets, although local
differences in their magnitude are also apparent. The values of the CA integrand from
JRA-25 are typically lower than those of ERA-40 and NCEP-R2 at low levels (700-925
hPa) and larger at the upper troposphere (∼200-400 hPa). The largest difference in
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the global integrals of CA is between ERA-40 and NCEP-R2 in JJA (∼12%), and hence
tracked in the SH, while for the other seasons those differences are less than 8%.
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Figure 4.6: The same as in Figure 4.2, but for the transfer rate of zonal mean to eddy available
potential energy, CA. Positive (Negative) values of CA are represented by continuous (dotted) contours.
Units are 105 W m−2 Pa−1 (W m−2 bar−1).
The conversion rate from eddy available potential energy to eddy kinetic energy, CE ,
computed with the “ωα” formulation, is displayed in Figure 4.7. The three reanaly-
sis have in common the positive contributions in the extratropical troposphere, with
additional positive contributions at the winter hemisphere upper levels, and small neg-
ative values in the lower stratosphere. NCEP-R2 values are typically lower in the SH
than those of ERA-40 and JRA-25 for all seasons, and also in the upper troposphere
of NH for JJA. These facts lead to the differences between the global integrals of CE
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for NCEP-R2 and ERA-40 (JRA-25) that reach 19% (17%) in JJA, and 14% (12-13%)
in SON and MAM. In DJF the same difference is 9% (6%). The same conversion rate
computed with the “v ·∇z” formulation is in Figure 4.8. It is evident that the stronger
contributions for CE with the “v · ∇z” formula is concentrated near the surface. Ac-
cording to the discussion in section 3.3, the global integral of CE , computed with the
“v·∇z” formula, is therefore strongly dependent on the contributions from underground
(i.e. unphysical) data and the way it is interpolated/extrapolated to the pressure levels
crossing the topography. Hence, the global integral of CE should be more accurately
estimated by using the “ωα” formula.
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Figure 4.7: The same as in Figure 4.6, but for the conversion rate of eddy available potential energy
to eddy kinetic energy, CE , computed with the “ωα” formulation.
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Figure 4.8: The same as in Figure 4.7, but computed with the “v · ∇z” formulation.
In Figure 4.9, the cross-sections for the rate of transfer of eddy to zonal mean kinetic
energy, CK , show maximum positive contributions just equatorward the tropospheric
jets, surrounded by smaller negative contributions in the winter hemisphere. Secondary
positive contributions are seen equatorward the stratospheric polar night jets. These
features are in good qualitative agreement among the three datasets, but quantitative
differences are also detected, which are located mostly in the SH. Since this term is
approximately one third of term CA, the differences in the global integral of CK between
ERA-40 and NCEP-R2 (JRA-25) is about 31% (13%) in JJA and 17-22% (11%) in
MAM and SON. In DJF, this difference is 5% (9%).
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Figure 4.9: The same as in Figure 4.6, but for the transfer rate of eddy to zonal mean kinetic energy,
CK . Both positive and negative contour intervals is 1.
Figures 4.10 and 4.11 show the cross-sections for the conversion rate of zonal mean
available potential energy to zonal mean kinetic energy, CZ , computed with formulations
“ωα” and “v·∇z”, respectively. Both formulae yield positive and negative contributions
in the integrand of CZ . These contributions of opposite signs tend to cancel each other in
the global integral of CZ , leading this term to be the smallest in the global energy cycle.
It may be seen that CZ computed with formula “ωα” has a strong positive contribution
from the underground region of Antarctica, which may erroneously imbalance the cancel
effect towards the positive side. Positive contributions from the same region to the
integrand of CZ still exist when using formula “v · ∇z”, but their weight to the global
integral of CZ is less important. Consequently, term CZ should be more accurately
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evaluated with formula “v · ∇z”, for quantitative purposes.
Positive values of CZ computed with formula “ωα”, are usually associated with a
thermodynamically direct circulation and negative values with an indirect circulation
(e.g. Oriol, 1982). The positive and negative values alternating in the vertical are
associated with the thermally direct Hadley cells, the indirect Ferrel cells and to some
extent with the also direct Polar cells.
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Figure 4.10: The same as in Figure 4.6, but for the conversion rate of zonal mean available potential
energy to zonal mean kinetic energy, CZ , computed with the “ωα” formulation. Both positive and
negative contour intervals is 5.
For CZ computed with formula “v · ∇z”, there are negative contributions in the
upper troposphere just poleward of the tropospheric jets and positive contributions
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equatorward the same jets in the upper troposphere/lower stratosphere. Additionally
positive contributions are also found mainly at mid to high latitudes near the surface
in the SH.
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Figure 4.11: The same as in Figure 4.10, but computed with the “v · ∇z” formulation.
Although the distributions of the CZ integrands agree qualitatively between the three
datasets, there are local differences in the magnitude of the contributions, which are
once again stronger in the SH troughout the year. Despite these differences, the three
datasets agree on the smallness of this conversion rate, which has little weight in the
atmospheric energy cycle and, additionally, has an inter-annual variation comparable
to its average value.
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The comparison of the stability parameter (γ) in Figure 4.12, shows a close fitting
between the three reanalysis in all seasons, peaking at the 400 hPa level and near the
surface.
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Figure 4.12: Mean vertical profile of the stability parameter, γ, for ERA-40 (△), JRA-25 (2) and
NCEP-R2 (◦). Averages are over 1979-2001 for all seasons: DJF (Top left), MAM (Top right), JJA
(Bottom left) and SON (Bottom right). Units are K−1.
This analysis was performed for the period after 1979, when the Television Infrared
Observation Satellite Operational Vertical Sounder (TOVS) data are available, which is
regarded as the most substantial change in the observing system. Since these satellite
observations are used in all three assimilation systems, eventual discrepancies between
the three reanalysis cannot be attributed to this change in the observing system “per
se”. However, the TOVS data are assimilated differently among the reanalysis sys-
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tems, which may account for some of the differences between ERA-40, JRA-25 and
NCEP-R2. The ERA-40 and JRA-25 systems assimilate satellite radiances directly in
a variational scheme, while NCEP-R2 (and NCEP-R1) assimilates radiance retrievals
produced by the National Environmental Satellite, Data and Information Service (NES-
DIS). Additionally, the Special Sensor Microwave/Imager (SSM/I), 1987 onwards, and
the Advanced Microwave Sounding Unit (AMSU) from Advanced TOVS (ATOVS),
replacing TOVS from 1998 onwards, are assimilated only in the ERA40 and JRA-25
reanalysis (Kanamitsu et al., 2002; Uppala et al., 2005; Onogi et al., 2007).
Time series of globally integrated terms of the Lorenz energy cycle are displayed
in Figures 4.13 and 4.14 for DJF and JJA, respectively. The differences between the
reanalysis are smaller for DJF and larger for JJA. The curves are generally in phase,
which indicates consistency in the temporal variability of the energy cycle terms in the
three reanalysis. It is also evident that the curves become closer to each other for the
later years, which is probably due to the increase in the number of observations that
are assimilated in the reanalysis (see Kistler et al., 2001, Figure 1), reducing therefore
the influence of the models in the analysis and consequently their associated bias.
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Figure 4.13: DJF time series of the Lorenz energy cycle terms for ERA-40, JRA-25 and NCEP-R2.
Units are 105 J m−2 for energy levels and W m−2 for conversion/transfer rates.
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Figure 4.14: The same as in Figure 4.13, but for JJA.
Apparently, the assimilation of SSM/I data in ERA-40 and JRA-25 does not have a
great impact on the energetics since, otherwise, its influence should have been noted
only in ERA-40 and JRA-25, which isn’t perceptible from Figures 4.13 and 4.14. The
different horizontal and vertical resolutions of the models used for the reanalysis may
be implied in some of the discrepancies between them. For example, Dell’Aquilla et al.
(2005) argue that the spectral truncation can affect the horizontal convergence of mo-
mentum, which changes the horizontal wind shear that controls the growth of the
baroclinically unstable eddies. In addition, the vertical resolution may influence the
meridional and vertical heat fluxes associated with baroclinic perturbations.
In summary, it is clear from Figures 4.2 to 4.11 that the shape and location of the
latitude-pressure distributions in the various integrands, are rather similar among the
three reanalysis. Differences are mainly related to the magnitude of some of those
distributions, which are typically weaker in NCEP-R2 and almost exclusively located
in the SH. In general, the differences are fairly unimpressive and are likely due to the
different model biases and resolutions, and the different data assimilation methods used
in the reanalysis systems.
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4.1.2 Saltzman energy cycle
The spectra of the various energetics terms averaged over 1979-2001 for all seasons, are
represented in Figures 4.15 to 4.22. A linear-log scale is used to highlight the differences
for the lowest order wavenumbers, that account for most of the energy flow. As expected
from the previous analysis, some differences in the magnitudes of energy and energy
conversion/transfer are found at each wavenumber, yet, overall, the peaks and slopes
in the various spectra are coherent among the three datasets for all seasons.
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Figure 4.15: Mean wavenumber spectra of available potential energy, A(n), for ERA-40, JRA-25
and NCEP-R2. Averages are over 1979-2001 for all seasons: DJF (Top left), MAM (Top right), JJA
(Bottom left) and SON (Bottom right). Units are 105 J m−2
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The shape of the available potential energy spectra, A(n), is similar among the three
datasets in all seasons, with the JRA-25 values closer to those of NCEP-R2 (Figure
4.15). Analogous features and similarities is seen in the spectra of kinetic energy, K(n),
represented in Figure 4.16, except that the JRA-25 values are closer to those of ERA-
40. Using a log-log scale, both spectra, A(n) and K(n), follow a −3 power law beyond
wavenumber 6 for all reanalysis (not shown), which is in agreement with previous studies
(e.g. Hasegawa et al., 1997). A log-log scale can also emphasise the differences between
the various datasets in the tail of the spectra, although it may obscure the differences
for the first wavenumbers (say n = 1 to 15). This type of scale is used in section 4.1.3
for the energy spectra within the 3-D normal mode energetics scheme, becoming then
evident the power law behaviour.
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Figure 4.16: The same as in Figure 4.15, but for kinetic energy, K(n).
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Energy conversion/transfer rates
The spectra for the rate of transfer of zonal mean available potential energy to the
eddy available potential energy in wavenumber n, R(n), which may be denominated by
zonal-wave interactions of available potential energy, are shown in Figure 4.17. In DJF,
the R(n) spectra peaks at the planetary-scale wavenumber n = 3 and secondarily at
the synoptic-scale wavenumber n = 6. In the other seasons it has a characteristic broad
maximum at synoptic-scale wavenumbers n = 4 to 6. These properties are present in
the three datasets. At each wavenumber, the conversion values of JRA-25 are generally
closer to those of ERA-40 for all seasons except for SON.
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Figure 4.17: Mean wavenumber spectra of zonal-wave interactions of available potential energy,
R(n), for ERA-40, JRA-25 and NCEP-R2. Averages are over 1979-2001 for all seasons: DJF (Top
left), MAM (Top right), JJA (Bottom left) and SON (Bottom right). Units are W m−2.
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Figures 4.18 and 4.19 contain the spectra for baroclinic conversion of available poten-
tial energy of wavenumber n to eddy kinetic energy of wavenumber n, C(n), computed
with the “ωα” and “v · ∇z” formulae, respectively. The greater discrepancies between
the estimates with formula “v · ∇z” are associated to its strong dependence on the
underground data (see Figure 4.8) and the way it is interpolated/extrapolated to the
pressure levels crossing the topography. Nevertheless, the shape of the spectra is similar
among the three reanalysis. In DJF, these spectra have maxima at n = 1 to 3, and at
n = 6. In the remaining seasons, the C(n) spectra peak at n = 1 (most notable in JJA
and MAM) and have a secondary broad maximum at about n = 4 to 6.
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Figure 4.18: The same as in Figure 4.17, but for baroclinic conversion, C(n), computed with the
“ωα” formulation.
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Figure 4.19: The same as in Figure 4.18, but computed with the “v · ∇z” formulation.
Figure 4.20 illustrates the spectra of zonal-wave interactions of kinetic energy, M(n).
These spectra have maxima at n = 3 and 6 in all seasons. There is another maximum
at n = 1 in MAM, SON and DJF (most prominent) for the three datasets (except
for NCEP-R2 in SON). The M(n) values in JRA-25 are closer to those in ERA-40 for
planetary-scale wavenumbers and to those in NCEP-R2 at the synoptic-scale, in all
seasons, and agrees with the estimates of Watarai and Tanaka (2007) for DJF. Most
of the 31% (17%) difference between the CK =
∑N
n=1M (n) of NCEP-R2 and that of
ERA-40 (JRA-25) in JJA is reflected in the spectra of M(n) at n = 1 to 3, the NCEP-
R2 values being substantially lower than those of the other two datasets. Analysis of
the cross-sections for
∑3
n=1M (n) (not shown) confirms that the smaller values of CK
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equatorward the SH tropospheric jet in NCEP-R2 (Figure 4.9), are mostly due to a
smaller transfer rate from eddy to zonal mean kinetic energy, at these wavenumbers
(n = 1 to 3), in all seasons (most prominent in JJA).
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Figure 4.20: The same as in Figure 4.17, but for zonal-wave interactions of kinetic energy, M(n).
Nonlinear wave-wave interactions
The spectra for the rate of transfer of available potential energy to the eddies of
wavenumber n from eddies of all other wavenumbers, S(n), which may be termed non-
linear wave-wave interactions of available potential energy, are shown in Figure 4.21. In
all seasons, S(n) is negative at wavenumbers in the range of about n = 2 to 7 (and also
n = 1 in DJF), which indicates that the energy is transferred from the eddies in this
range to smaller eddies, implying that the flux is associated with the downscale energy
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cascade, and also to n = 1 (specially in MAM and SON), forming an upscale energy
cascade. Throughout the year, the synoptic waves are an important source of available
potential energy for smaller waves, which are dominant during MAM and SON.
1 5 10 20 30 50 70
−0.08
−0.06
−0.04
−0.02
0.00
0.02
0.04
S (n) − DJF
W
 m
−
2
1 5 10 20 30 50 70
−0.08
−0.06
−0.04
−0.02
0.00
0.02
0.04
S (n) − MAM
 
 
ERA−40
JRA−25
NCEP−R2
1 5 10 20 30 50 70
−0.08
−0.06
−0.04
−0.02
0.00
0.02
0.04
S (n) − JJA
Zonal Wavenumber
W
 m
−
2
1 5 10 20 30 50 70
−0.08
−0.06
−0.04
−0.02
0.00
0.02
0.04
S (n) − SON
Zonal Wavenumber
Figure 4.21: The same as in Figure 4.17, but for wave-wave interactions of available potential energy,
S(n).
Figure 4.22 illustrates the spectra of nonlinear wave-wave interactions of kinetic en-
ergy, L(n). In all seasons, these spectra are generally positive at both the planetary-scale
and short-scale wavenumbers, being negative at intermediate wavenumbers, including
the synoptic-scale. This leads to the transfer of kinetic energy from the spectral region
of negative L(n) to the planetary waves, forming an upscale energy cascade, and to
the short waves, forming a downscale energy cascade. In DJF, there is an exception at
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wavenumber 2, where L(n) is negative in the three reanalysis. Hence, an orographic
forcing in response to the variation of zonal background flow may be the source of energy
at wavenumber 2, instead of the synoptic waves, during DJF. The L(n) spectra agree
qualitatively well among the three reanalysis, despite some differences in the magnitude
of the spectra at each wavenumber, which are smaller in DJF. Another difference in
the L(n) spectra between the three datasets, is observed in the spectral range of the
energy source region. This region extends from about n = 5 to 12 in NCEP-R2, while
in ERA-40 and JRA-25 the same region is wider, extending from about n = 5 to 16.
This implies that waves at the scale of wavenumbers n = 13 to 16 receive energy from
the source range in NCEP-R2, while the same waves supply energy to the planetary
and short waves in both ERA-40 and JRA-25.
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Figure 4.22: The same as in Figure 4.17, but for wave-wave interactions of kinetic energy, L(n).
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The shorter range in the L(n) energy source region of NCEP-R2 may be attributed
most likely to one or both of the following characteristics. The first is the lower hor-
izontal resolution of the model (T62 for NCEP-R2, TL159 for ERA-40 and T106 for
JRA-25) and the second is a consequence of filtering/smoothing when converting data
from model levels to pressure levels, which is the case for NCEP-R2 (and also ERA-40,
although with much less smoothing), as discussed further below. These two aspects
should influence the important downscale cascade of kinetic energy, which must be re-
produced, if possible, within the available spectral resolution. Therefore, with lower
horizontal resolution it may be expected that the downscale energy cascade starts at
lower wavenumbers.
Wavenumber energetics were recently calculated by Watarai and Tanaka (2007) for
the DJF case, using ERA-40, JRA-25 and NCEP-R1 reanalysis over the 1979-2001
period. Their estimates are in good agreement with those in this study for DJF. Small
numerical differences between both estimates are certainly related to some discrepancies
in the variables used for computing the energy cycle terms. For example, they didn’t
used the vertical velocity (ω) provided by the reanalysis datasets, as being done here,
but computed it by integrating the continuity equation from the top of the atmosphere.
In Watarai and Tanaka (2007), the energy cycle term for generation of eddy available
potential energy, GE, is an energy output for NCEP-R1, while here the same term
is an energy input for NCEP-R2, which agrees with both ERA-40 and JRA-25. A
rapid decrease in the spectra of NCEP-R1 and ERA-40 for short waves was reported by
Watarai and Tanaka (2007), while such decrease is absent in JRA-25. This is supported
in this study as it was also found a rapid decrease for short waves in the spectra of
both NCEP-R2 (n = 36) and ERA-40 (n = 63) in all seasons, which should be a
consequence of filtering/smoothing when converting data from model levels to pressure
levels. The smoothing is done by transforming the data to spectral space, and truncating
the spectrum at T36 for NCEP-R2 (see Roman et al., 2004, for NCEP-R1) and at T63
for ERA-40 (e.g. Trenberth et al., 2002), and then transforming back to grid.
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4.1.3 Normal mode energetics
The summation of the normal mode energetics terms over all the normal modes is
equivalent to the integration over the entire mass of the atmosphere. If a term is
summed over all meridional and vertical modes, becomes a function only of the zonal
wavenumber (see section 2.2.4), and, therefore, may be compared with the standard
energetics in the wavenumber domain. It should be recalled that, the separation of K
and A cannot be performed within the 3-D normal mode energetics. Tanaka (1994)
has argued that, the separation in K and A obtained trough multiplication of Enlk by
coefficients (βu, βv, βφ) representing energy ratios of Unlk, Vnlk and Φnlk, although it is
not correct, may be a good approximation to the reality. Nevertheless, this separation
of K and A was not performed in this study, for correctness. However, K and A may be
correctly separated in the vertical and zonal wavenumber domains, and this has been
included in this study.
A comparison of the normal mode energetics with the standard energetics in the
wavenumber domain is illustrated in Figure 4.23, for ERA-40 in DJF. The spectra of
K(n) and A(n) were obtained by projecting the data only in the vertical and zonal
domains, and summing over all vertical modes. The nonlinear interactions terms, Bnlk
and Cnlk, were summed over all vertical and meridional modes. The conversion term,
C(n), was computed with both equivalent formulae (2.103) and (2.113), in the left and
right panels, respectively. Despite the discrepancies in the magnitude of some spectra
at each wavenumber, the results obtained with the two schemes agree reasonably well
with each other. The discrepancies may be attributed to the assumptions and the
specific computational procedures involved in the normal mode energetics scheme, such
as the non-slip lower boundary condition for the horizontal wind (see section 3.3), the
approximations discussed in section 2.2.4, and the truncations in the 3-D normal modes
(see also Tanaka and Kung, 1988). As expected, these assumptions and computational
procedures impact the normal mode energetics differently among the reanalysis, varying
also with the season. For example, Figure 4.24 shows, overall, a better agreement
between the two energetics schemes, for NCEP-R2 in MAM.
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Figure 4.23: Comparison of the normal mode energetics (black circles) with the standard energetics
in the wavenumber domain (red triangles), for ERA-40 in DJF.
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Figure 4.24: The same as in Figure 4.23, but for NCEP-R2 in MAM.
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The vertical structure functions, Gk(p), for the first nine vertical modes, k = 0 − 8,
are represented in Figure 4.25. The first vertical mode k = 0 is called a barotropic (or
external) mode because has no node in the vertical and its values are almost constant
throughout the troposphere. The vertical structures of the baroclinic (or internal)
modes, k ≥ 1, show increased variations with pressure for increasing k. The functions
Gk(p) are rather similar among the three reanalysis, because they depend only on the
vertical profile of the reference temperature, T0, and have been obtained with the same
number of Legendre polynomials approximating the solution of (2.50).
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Figure 4.25: Vertical structure functions for the first nine vertical modes, k = 0− 8.
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Energy levels
In this section, only the spectra in DJF will be presented, for compactness. Other sea-
sons (e.g. JJA) may also be included if justified. A log-log scale is used to display the
energy spectra in the wavenumber domain in order to assess their power law behaviour.
In addition, the log-log scale emphasises the differences in the tail of the spectra, com-
plementing therefore the linear-log scale used for the spectra in section 4.1.2.
Figure 4.26 shows the wavenumber spectra of total energy, Enlk, for ERA-40, JRA-25
and NCEP-R2 in DJF. The contributions from the barotropic and baroclinic vertical
modes are presented separately in the left and right panels, respectively. Within each
column of panels, the contributions from all meridional modes are presented in the top
row, while the contributions from the gravity modes, with both the westward (dashed
lines) and eastward (dotted lines) propagating gravity modes, have been separated from
those of the Rossby modes in the middle and bottom rows, respectively.
Most of the energy is included in the Rossby modes for both barotropic and baroclinic
modes. For the baroclinic modes, the energy spectrum of the gravity modes is an order
of magnitude smaller than that of the Rossby modes at the lower zonal wavenumbers,
but it becomes comparable at higher wavenumbers. For the barotropic mode, the energy
of the gravity modes is about two orders of magnitude smaller than that of the Rossby
modes at all wavenumbers. Within the baroclinic components, the wavenumber spectra
of Enlk follows the −3 power law for the Rossby modes in the range of 7 . n . 30, which
is in line with several results reported in the literature (e.g. Charney, 1971; Nastrom
and Gage, 1985; Tanaka, 1985; Tanaka et al., 1986; Terasaki and Tanaka, 2007a), and
has been regarded as an inertial subrange for two-dimensional isotropic turbulence in
the atmosphere. The energy spectrum for the gravity modes follows approximately
the −5/3 power law for 7 . n . 20, which is regarded as three-dimensional isotropic
turbulence in the atmosphere (Tanaka, 1985). On the other hand, Enlk follows the
−4 power law for the Rossby modes of the barotropic component, which agrees with
Terasaki and Tanaka (2007b), and can be explained with the Rossby wave saturation
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theory according to Tanaka et al. (2004). Nevertheless, a complete understanding of
the atmospheric energy spectrum remains elusive (e.g. Tung and Orlando, 2003). The
higher levels of the eastward gravity modes for the long waves of the baroclinic modes
are attributable to the first eastward gravity meridional mode (Tanaka and Kung, 1988),
referred to as a Kelvin wave, which is clearly evident below in Figure 4.27. The three
reanalysis show identical energy spectra in the zonal wavenumber domain, appart from a
few exceptions, which are worth to mention. On the one hand, there is a rapid decrease
in the spectra of NCEP-R2 at n & 36, previously discussed at the end of section 4.1.2,
which is clearly evident now by using a log-log scale. In addition, it may be seen that
the energy spectra for NCEP-R2 starts to decrease more rapidly than those for ERA-40
and JRA-25 at wavenumbers n & 25 (Figure 4.26). On the other hand, the spectra of
NCEP-R2 for the gravity modes decays more slowly for wavenumbers n . 25, and for
this reason it follows more closely the −5/3 power law in the range 7 . n . 20 than
the same spectra of ERA-40 and JRA-25.
The energy distributions for the Kelvin mode (le = 0) and for the first Rossby mode
(lr = 0), which is referred to as a mixed Rossby-gravity wave, because it behaves like a
Rossby mode for small values of ε (see Appendix A), but behaves more like a gravity
mode for large values of ε (Swarztrauber and Kasahara, 1985), are shown in Figure 4.27.
The spectra are presented separately for the zonal wavenumber domain (left panel) and
for the vertical domain (right panel). Most of the energy is included in the planetary
waves for the Kelvin mode, whereas for the mixed Rossby-gravity mode the spectrum
peaks at the cyclone-scale waves (n = 5 − 7). These features are similar among the
three reanalysis data, but both the Kelvin and Rossby-gravity modes of NCEP-R2 have
higher levels of energy than those of ERA-40 and JRA-25 for wavenumbers n & 10. In
the vertical domain, most of the energy is included in the barotropic mode (k = 0) for
the mixed Rossby-gravity mode. The Kelvin mode has a maximum at the baroclinic
mode k = 4, and little energy in the barotropic mode. The minimum at the first
baroclinic mode (k = 1) in the Kelvin mode of ERA-40 and JRA-25, is not present in
NCEP-R2 which agrees with Tanaka (1985) using the FGGE data of GFDL. The Kelvin
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mode value at k = 1 for ERA-40 and JRA-25 is almost an order of magnitude smaller
than the same value in NCEP-R2, and therefore accounts for some of the difference in
the wavenumber spectra between NCEP-R2 and the other two reanalysis.
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Figure 4.26: Total energy spectra in the wavenumber domain for ERA-40, JRA-25 and NCEP-R2
in DJF. The barotropic (left panels) and baroclinic (right panels) modes are presented separately. For
each column of panels, the spectra is presented for all meridional modes (top row), only for the gravity
modes (middle row), with the westward gravity (dashed lines) distinguished from the eastward gravity
(dotted lines), and only for the Rossby modes (bottom row). Units are J m−2.
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Figure 4.27: Energy distributions for Kelvin (dotted line) and mixed Rossby-Gravity (continuous
line) modes in the zonal wavenumber domain (left) and vertical mode domain (right), for ERA-40,
JRA-25 and NCEP-R2 in DJF (1979-2001). Units are J m−2.
The wavenumber spectra of available potential energy, A(n), and kinetic energy,
K(n), are depicted in the left and right panels of Figure 4.28, respectively, for ERA-40,
JRA-25 and NCEP-R2 in DJF. The contributions from all vertical modes are presented
in the top rows, while the separated contributions from the barotropic and baroclinic
modes are presented in the middle and bottom rows, respectively. Again, the three
reanalysis show identical spectra for A(n) and K(n) in the zonal wavenumber domain,
except at wavenumbers n & 25 for NCEP-R2 as discussed above. Most of A(n) resides
in the baroclinic modes, whereas for K(n) there are comparable amounts of energy
among the barotropic and baroclinic modes. Both energy spectra follows the −3 power
law for the baroclinic modes, in agreement with the spectra of Figure 4.26. For the
barotropic mode, the spectra of K(n) follows the −4 power law, agreeing also with
Figure 4.26, but the slope for the spectra of A(n) is steeper following approximately a
−5 power law. This −5 power law behaviour of the spectra of A(n) has been observed in
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the work of Steinberg (1971). Additionally, Merilees and Warn (1972) argues that any
numerical model which has a much finer resolution in the horizontal than the vertical,
would ultimately have a section of the spectrum where A(n) would follow the −5 power
law.
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Figure 4.28: Zonal wavenumber spectra of available potential energy (left panels), A(n), and kinetic
energy (right panels), K(n), for ERA-40, JRA-25 and NCEP-R2 in DJF. Within each energy form,
the spectra is presented for all vertical modes (top row), for the barotropic mode (middle row), and
for the baroclinic modes (bottom row). Units are J m−2.
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The total energy spectra in the vertical mode domain are illustrated in Figure 4.29.
The contributions from the zonal mean component (n = 0) are presented separately
from that of the eddy component (n = 1−42) in the left and right panels, respectively.
Within each component, the contributions from all meridional modes are in the top
row, those from the gravity modes, with both the westward gravity (dashed lines) and
eastward gravity (dotted lines), in the middle row, and those from the Rossby modes
in the bottom row. The energy distribution of the zonal mean component shows a
maximum at k = 5 for both the Rossby and gravity modes (both eastward and westward
propagating), with the energy levels in the Rossby modes about five to ten times larger
than that of the eastward gravity modes, which in turn is about two orders of magnitude
higher than that of the westward gravity modes at most vertical modes. Another energy
peak is seen at the barotropic mode (k = 0). Almost all eddy energy is included in
the Rossby modes, peaking at the barotropic mode, with another energy peak at the
baroclinic mode k = 5. The gravity modes show an energy peak at k = 4 − 5, which
is about an order of magnitude smaller than that of the Rossby mode. These spectra
are similar among the three reanalysis, appart for a few differences in magnitude at the
higher vertical modes (specially for the zonal mean), and for the first two baroclinic
modes (k = 1 and 2) of the gravity modes in the eddy component, where NCEP-R2 >
ERA-40 & JRA-25.
The total energy spectra in the vertical mode domain may be presented separately for
the available potential energy, A, and kinetic energy, K, but the additional separation
of these two forms of energy into Rossby and gravity modes is not correct, as stated
earlier in this section. Therefore, Figure 4.30 shows the spectra of A and K in the
vertical mode domain for the zonal mean and eddy components, i.e. AZ(k), AE(k),
KZ(k) and KE(k). The distribution of available potential energy shows a maximum
at k = 5 for both the zonal mean and eddy components, with the AE(k) maximum
an order of magnitude smaller than that of AZ(k). In AZ(k), there is another peak of
energy at k = 0, while for AE(k) the energy level is small at the barotropic mode. A
large amount of kinetic energy is included at the barotropic mode for both the zonal
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mean and eddy components, with comparable magnitudes. In both KZ(k) and KE(k),
there is another energy peak at k = 4 − 5, which may be caused by the tropospheric
jet near 250 hPa (e.g. Tanaka, 1985), where G5(p) has a maximum (Figure 4.25).
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Figure 4.29: Total energy spectra in the vertical mode domain for ERA-40, JRA-25 and NCEP-R2
in DJF. The spectra are presented separately for the zonal mean (left panels) and eddy (right panels)
components, and for all meridional modes (top row), only for the gravity modes (middle row), with
the westward gravity (dashed lines) distinguished from the eastward gravity (dotted lines), and only
for the Rossby modes (bottom row). Units are J m−2.
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Figure 4.30: Spectra of available potential energy (top row) and kinetic energy (bottom row) in the
vertical mode domain, for the zonal mean (left panels) and eddy (right panels) components of ERA-40,
JRA-25 and NCEP-R2 in DJF. Units are J m−2.
By separating the available potential energy from the kinetic energy in the vertical
mode domain, it is concluded that the energy peak at k = 0 in zonal mean Enlk has
comparable contributions from AZ(k) and KZ(k), with that of KZ(k) somewhat larger,
while the same peak at k = 0 in eddy Enlk is due to KE(k). On the other hand, the
energy peak at k = 5 in zonal mean Enlk is due to AZ(k), while the same peak at
k = 5 in eddy Enlk has comparable contributions from AE(k) and KE(k), although the
contribution of AE(k) is somewhat larger.
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The total eddy energy spectra in the meridional mode domain are shown in Figure 4.31,
for the barotropic (left) and baroclinic components (right). The spectra are also decom-
posed into Rossby, eastward gravity and westward gravity modes. Within the barotropic
mode, the energy distribution for the Rossby modes peaks at l = 3− 4. According to
Tanaka (1985, 1994), the wave energy started to propagate vertically when the energy
peak reached l = 3 − 4, which is a critical meridional scale for the vertical propaga-
tion. The range l . 4 is therefore regarded as pertaining to the propagative mode,
whereas the range of larger meridional mode is the trapped mode. The spectra for
the baroclinic modes show energy peaks at l = 4− 6, associated with the characteristic
meridional scale of the cyclone-scale waves (Tanaka, 1994). The energy spectra for both
the westward and eastward gravity modes peaks at the first meridional mode (l = 0),
decreasing for the higher meridional modes, first slowly in the range 2 6 l . 5 and then
more rapidly for l & 6, within both barotropic and baroclinic modes. The energy levels
for the eastward gravity modes are larger than those for the westward gravity modes, at
the meridional modes l > 1 of the barotropic mode, and at 0 6 l 6 5 of the baroclinic
modes. The spectra for the Rossby modes are rather similar among the three reanalysis,
with the exception for the higher meridional modes (l > 20) where the energy spectra
decreases somewhat more rapidly in NCEP-R2. The shape of the spectra for both the
westward and eastward gravity modes is also similar among the reanalysis, but show
typically higher levels of energy in NCEP-R2, specially in the barotropic mode, which
is consistent with Figure 4.26. As have been pointed by Tanaka and Kung (1988),
the energy level of the gravity modes is very sensitive to the atmospheric ageostrophic
components, and therefore may be influenced by the assimilation process applied to the
dataset.
The features in the energy spectra for DJF, presented and discussed above in this
section, remain essentially the same for the other seasons. For this reason and for
compactness, the various energy spectra within the normal mode energetics scheme
were not shown for the other seasons.
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Figure 4.31: Energy distributions in the meridional mode domain for the barotropic mode (left) and
baroclinic modes (right). The spectra for the westward (dashed lines) and eastward (dotted lines)
propagating gravity modes, and for the Rossby modes (continuous lines) are presented in each panel,
for ERA-40, JRA-25 and NCEP-R2 in DJF. Units are J m−2
Energy interactions
The spectra for the interactions of available potential energy, Cnlk, in the wavenumber
domain are illustrated in Figure 4.32 for ERA-40, JRA-25 and NCEP-R2 in DJF. The
separation into barotropic (k = 0) and baroclinic modes (k = 1 − 14) is shown in the
left and right panels, respectively, while the separation into all meridional modes, only
gravity modes, and only Rossby modes is shown in the top, middle and bottom rows,
respectively. The positive values of Cnlk means that the zonal mean available potential
energy is transferred into the eddy available potential energy. Most of this interaction
takes place within the baroclinic modes, and almost all interaction is included in the
Rossby modes. There is also a significant interaction in the barotropic Rossby modes
of JRA-25 and NCEP-R2, whereas in the same modes of ERA-40 the interaction has
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the same sign but is considerably smaller. These spectra remain essentially the same
in the other seasons, appart for a small reduction in the interaction for the barotropic
Rossby modes and the changes in the shape of the spectra for the baroclinic component
of Cnlk, which are coherent with the changes in the shape of spectra R(n) and S(n)
troughout the seasons (see Figures 4.17 and 4.21).
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Figure 4.32: As in Figure 4.26, but for interactions of available potential energy. Units are W m−2.
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The above results are in relative contradiction with those of Tanaka (1985), for the
Rossby modes, in which most of the interaction is included in the barotropic mode,
instead of the baroclinic modes. The discrepancy is explained by the treatment of the
lower surface wind. By assuming the vanishing wind at the lower surface, as done here
and in Tanaka and Kung (1988) and Terasaki and Tanaka (2007a), the barotropic com-
ponent of Cnlk is greatly reduced. It seems therefore that, the barotropic component
of Cnlk is very sensitive to the treatment of the lower boundary. The treatment of
vanishing surface wind seems a reasonable and physically correct assumption for the
normal mode energetics (e.g. Tanaka and Kung, 1988; Tanaka, 1994). Part of the dis-
crepancies in the barotropic interaction between ERA-40 and the other two reanalysis,
may be related to the treatment of data at the lower levels, namely in those regions
of the pressure levels pierced by topography. It has become apparent by now that the
treatment (interpolations/extrapolations) of this pressure levels data is different among
the reanalysis, as inferred from the results in Figures 4.8 or 4.10, for example.
On the other hand, the interactions of kinetic energy in the wavenumber domain,
Bnlk, depicted in Figure 4.33, show negative values for the baroclinic modes, consid-
ering the contributions of all meridional modes, which means that the eddy kinetic
energy is transformed into the zonal mean kinetic energy. However, this is only valid
for the Rossby modes, since the separation into gravity and Rossby modes shows an
opposite flow of baroclinic kinetic energy for the gravity modes. The same opposite
flow of kinetic energy is found for the Rossby modes of the barotropic component, in-
dicating an energy flow from the zonal mean kinetic energy to the eddy kinetic energy.
As have been pointed by Tanaka (1994), this would suggest for an investigation of
barotropic instability, but both zonal and eddy kinetic energy of the barotropic mode
seems to be supplied by the eddy kinetic energy of the baroclinic modes, as shown below
(Figure 4.35). Again, the analysis remains basically unaltered for the other seasons,
appart for the changes in the shape of Bnlk spectra, in agreement with the changes in
the spectra of M(n) and L(n) troughout the seasons (see Figures 4.20 and 4.22). The
absolute values of Bnlk are generally smaller in NCEP-R2, which is also coherent to its
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smaller values for the spectra M(n) in Figure 4.20.
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Figure 4.33: As in Figure 4.26, but for interactions of kinetic energy. Units are W m−2.
Figure 4.34 shows the interactions of available potential energy in the vertical mode
domain for the three reanalysis in DJF. The zonal mean and eddy components are
separated in the left and right panels, respectively, and the meridional modes have
been separated as in Figure 4.32. The top row of Figure 4.34 shows negative values of
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Cnlk at both the barotropic (k = 0) and baroclinic modes (peaking at k = 5) of the zonal
mean component, whereas for the eddy component both the barotropic and baroclinic
modes (peaking at k = 4) have positive values. This means that AZ is transformed into
AE at both the barotropic and baroclinic modes, but not necessarily in a barotropic-to-
barotropic and baroclinic-to-baroclinic correspondence. It is also possible, for example,
that the AZ contained in the barotropic mode is transformed into AE of both the
barotropic and baroclinic modes. The transformation of AZ into AE , as mentioned
above, is valid only for the Rossby modes, since, on the one hand, the interaction Cnlk
is neglegible for the gravity modes of the eddy component, and, on the other hand, it is
positive for the gravity baroclinic modes (k = 3−5) of the zonal mean component. The
value of Cnlk in ERA-40 is substantially smaller than that in JRA-25 and NCEP-R2 for
the barotropic Rossby modes of the eddy component, which is coherent to Figure 4.32,
and also for the barotropic gravity modes of the zonal mean component, where it has
even an opposite sign. The same is found in NCEP-R2 for the barotropic Rossby modes
of the zonal mean component. Since the energy level is very small for the eddy available
potential energy of the barotropic mode (see Figure 4.30), the energy must be either
converted immediately to eddy kinetic energy or dissipated radiatively. However, as it
will be shown later on, the AE is in fact dissipated radiatively at the barotropic mode
(Figure 4.39), whereas its conversion into KE occurs in the baroclinic modes, mostly
in k = 3− 6 (Figure 4.38). This explains the low levels of AE in the barotropic mode,
and seems that it hasn’t been described in the literature so far.
Figure 4.35 illustrates the interactions of kinetic energy, Bnlk, in the vertical mode
domain for the three reanalysis in DJF. The interactions are dominated by the Rossby
modes, where the negative values at the baroclinic modes (k = 3 − 7) of the eddy
component, are balanced by positive values at the barotropic mode of both the zonal
mean and eddy components, and also at the baroclinic modes (k = 4− 5) of the zonal
mean component. This means that theKE contained in the baroclinic component of the
Rossby modes is transferred into the barotropic component of both KZ and KE, which
agrees with previous studies (e.g. Tanaka, 1985; Tanaka and Kung, 1988; Terasaki and
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Tanaka, 2007a). A small amount of baroclinic eddy kinetic energy is also transformed
into baroclinic zonal mean kinetic energy. The interactions of kinetic energy for the
gravity modes are relatively small and the flow of energy is in the opposite direction
compared to that for the Rossby modes. This is seen by positive Bnlk in the baroclinic
modes (k = 4− 6) of the eddy component and by negative Bnlk in the barotropic and
baroclinic modes (k = 3− 5) of the zonal mean component.
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Figure 4.34: As in Figure 4.29, but for interactions of available potential energy. Units are W m−2.
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Figure 4.35: As in Figure 4.29, but for interactions of kinetic energy. Units are W m−2.
Interactions of AE andKE in the meridional mode domain are depicted in Figure 4.36.
It is seen that the AE supplied into the barotropic mode is mostly accomplished by the
Rossby modes in the range of l = 2− 8, with the values for ERA-40 substantially lower
than those for the other two reanalysis. The AE is supplied similarly to the baroclinic
modes, except that the contributions from the higher Rossby modes are still appreciable,
and the agreement among the three reanalysis is much better. The KE is transferred
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from almost all baroclinic Rossby modes, excluding the mixed Rossby-gravity mode,
into the barotropic Rossby modes mostly in the range of l = 2−10. On the other hand,
KE is supplied at the baroclinic gravity modes, with the maximum at l = 0, which is
due to the first eastward gravity mode (the Kelvin mode), and secondary maxima in
the range of about l = 3− 10, which are due to westward gravity modes.
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Figure 4.36: Interactions of eddy available potential energy (top row) and eddy kinetic energy (bot-
tom row) in the meridional mode domain for ERA-40, JRA-25 and NCEP-R2 in DJF. The barotropic
and baroclinic modes are presented separately in the left and right panels, respectively. Units are W
m−2.
Energy conversion
As mentioned previously, the conversion rate between available potential energy and
kinetic energy cannot be explicitly shown in the 3-D normal mode framework. Nev-
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ertheless, using the appropriate formulae derived in section 2.2.4, the spectra for this
energy conversion rate can be computed explicitly in both the zonal wavenumber and
vertical mode domains. These spectra, which are to be presented below, haven’t been
described in the literature so far, and therefore it may constitute a new result on this
subject.
Figure 4.37 shows the spectra for the conversion of eddy available potential energy
into eddy kinetic energy in the zonal wavenumber domain, C(n), for the three reanal-
ysis in DJF. Two theoretically equivalent formulae were used for the computation of
C(n), which have yielded nearly identical spectra, as seen in the left and right panels.
The contributions from the barotropic mode are neglegible, which confirms the baro-
clinic nature of conversion C(n). It may be seen that the spectra have maxima at the
planetary-scale wavenumbers n = 1 − 3, and at the sinoptic-scale wavenumber n = 6,
which agree with the spectra of Figures 4.18 and 4.19 in DJF.
The spectra for the conversion of available potential energy into kinetic energy in the
vertical mode domain, are illustrated in Figure 4.38 for the three reanalysis in DJF. Two
equivalent formulae were also used for each zonal mean and eddy components (see figure
caption). The conversion between the zonal mean components of available potential and
kinetic energies is relatively small for all reanalysis, as seen in the left panels. It seems
that zonal mean available potential energy is converted into zonal mean kinetic energy
in the barotropic mode k = 0, and in the baroclinic modes k = 3 and 4, whereas in
the baroclinic modes k = 1 and 5 the conversion is in the opposite direction. However,
since these values are relatively small, their reliability may be doubtful. Nevertheless,
there is consistency among the three reanalysis, and when the contributions from all
vertical modes are summed, a small positive conversion is obtained, which agrees with
the small positive values for CZ in Figure 4.1. The spectra for the conversion between
the eddy components of available potential and kinetic energies are shown in the right
panels of Figure 4.38. Despite the nonzero values at k = 0 (specially for JRA-25 and
NCEP-R2), it is seen that this conversion is essentially accomplished at the baroclinic
modes, mainly at k = 3− 6 with maximum at k = 5.
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Figure 4.37: Conversion of eddy available potential energy into eddy kinetic energy in the wavenum-
ber domain, C(n), for ERA-40, JRA-25 and NCEP-R2 in DJF. The two equivalent formulae (2.113)
and (2.103) were used in the computations, corresponding to the left and right panels, respectively. The
barotropic and baroclinic modes are presented separately in the middle and bottom rows, respectively,
and their sum in the top row. Units are W m−2.
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Figure 4.38: Conversion of available potential energy into kinetic energy in the vertical mode domain,
for ERA-40, JRA-25 and NCEP-R2 in DJF. The zonal mean and eddy components are presented
separately in the left and right panels, respectively. The computations are according to formulae
(2.106), (2.105), (2.116) and (2.115), from left to right and top to bottom, respectively. Units are W
m−2.
Energy generation and dissipation
Figure 4.39 shows the spectra for the generation and dissipation terms of the zonal
mean and eddy components of available potential energy and kinetic energy in the
vertical mode domain, i.e. GZ(k), GE(k), DZ(k) and DE(k), respectively. These terms
were computed as residuals from the balance equations (2.95) and (2.107), accounting
for the time change of available potential energy and kinetic energy. The spectra of
GE(k) shows that eddy available potential energy is generated at the baroclinic modes
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(GE(k) > 0 at k = 3− 6), peaking at k = 5, but it is dissipated at the barotropic mode
(GE(k) < 0 at k = 0). The energy dissipated is approximately of the same amount as
the energy supplied from the zonal mean available potential energy into the barotropic
component of eddy available potential energy (Figure 4.34), explaining therefore the
low levels of barotropic AE .
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Figure 4.39: Generation of zonal and eddy available potential energy (left panels) and dissipation
of zonal and eddy kinetic energy (right panels) in the vertical mode domain for ERA-40, JRA-25 and
NCEP-R2 in DJF. Units are W m−2.
According to the results presented troughout this section, it is evident that the basic
characteristics of the flow of energy in the atmosphere are determined by the Rossby
modes, whereas the contributions from the gravity modes are relatively small. Most of
the energy of the atmospheric general circulation is generated at both the barotropic and
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baroclinic components of zonal mean available potential energy, AZ , by the differential
heating of solar radiation, as seen by the positive values of GZ(k) in Figure 4.39. Almost
all the energy generated in AZ is transformed into eddy available potential energy,
AE, at the planetary and synoptic-scale eddies of both the barotropic and baroclinic
components, as seen by the positive values of interaction Cnlk in Figure 4.32, and by
the negative values of the zonal mean component of Cnlk in Figure 4.34, which are
balanced by the positive values of the eddy component. Both AZ and AE are contained
mainly in the baroclinic component of the atmosphere, because the energy generated at
the barotropic component of AZ is transformed into both the barotropic and baroclinic
components of AE, and the energy supplied into the barotropic component of AE is
dissipated radiatively, probably by the warming of cold air masses and the cooling of
warm air masses in middle latitudes (Lorenz, 1955), as seen by the negative values
of GE(k) at k = 0 in Figure 4.39. Some energy is also generated in the baroclinic
components of AE , as seen by the positive values of GE(k) in Figure 4.39. This energy,
together with the energy supplied from AZ into the baroclinic component of AE, is
converted into the eddy kinetic energy, KE, of the baroclinic component, mostly by the
planetary and synoptic-scale eddies, as seen by the positive values of C(n) and CE(k)
in Figures 4.37 and 4.38, respectively. Part of the energy supplied into the baroclinic
KE is dissipated by surface friction and viscosity, as seen by positive DE(k) for k > 0
in Figure 4.39, whereas the remainder part is transformed by the synoptic to planetary
waves into barotropic kinetic energy of both the zonal mean and eddy components, KZ
and KE , and also into zonal mean kinetic energy of the baroclinic component, as seen
by positive Bnlk in Figures 4.33 and 4.35. The kinetic energy supplied to the barotropic
component of both KZ and KE is also dissipated by surface friction and viscosity, as
seen by positive DZ(k) and DE(k) at k = 0 in Figure 4.39. Some dissipation also
takes place in the baroclinic KZ (Figure 4.39), and the remainder small part of energy
generated in AZ , seems to be converted into KZ , as seen by the net positive values of
CZ(k) over all vertical modes in Figure 4.38.
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4.2 Energetics in the climate models
4.2.1 Lorenz energy cycle
Table 4.1 displays the numerical values of energy cycle terms averaged over 1979-1999
for JRA-25 and NCEP-R2, and over 1970-1999 for ERA-40 and the climate models.
The percentage differences between the climate models and the reanalysis, calculated
with respect to the average energy cycle of the three reanalysis, are represented in
parentheses. Due to its smallness, the term CZ is only indicated as having the same (S)
or different (D) sign from that of the reanalysis average. Values for the time derivatives
(left hand sides in (2.26)-(2.29)) of available potential and kinetic energies are omitted.
A comparison of the global energy cycle between the three reanalysis and the five
models, is illustrated in Figure 4.40, for all seasons. In both Table 4.1 and Figure 4.40,
the values of CE were computed with the “ωα” formula while those of CZ were computed
with the “v · ∇z” formula.
The direction of the energy flow is generally consistent among the datasets, with the
exception for conversion CZ , which, depending on the season and the dataset considered,
has opposite signs among the various estimates (Table 4.1). However, this conversion
is the smallest among the energy cycle terms and has, therefore, little weight in the
global energy cycle. Additionally, the smallness of CZ is a characteristic shared by
all datasets, despite the somewhat larger CZ for JRA-25, NCEP-R2 and CNRM-CM3.
Nevertheless, the global energy cycle is generally too strong in the models compared to
that in the reanalysis (Figure 4.40, Table 4.1). The contributions for the global integrals
are represented in Figures 4.41 to 4.50, as a function of latitude and pressure, for the
reanalysis and models averages, and for each model. These cross-sections are shown
only for DJF and JJA, for compactness. The differences between the models’ integrands
and those of the reanalysis average are shaded with a distinct colour pallet. The zonal
mean topography is represented, for displaying purposes, by the time mean of the zonal
average surface pressure, shown as the black filled portions in the cross-sections. The
stability parameter, γ, is displayed in Figure 4.51 for all seasons.
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Table 4.1: Global integrated energetics for the reanalysis and the climate models. Percentage differences between the energy cycle in the climate
models and those in the reanalysis, calculated with respect to the average energy cycle of the three reanalysis, are represented in parentheses. Due
to its smallness, the term CZ is only indicated in the percentage differences as having the same (S) or different (D) sign from that of the average
reanalysis. Units are 105 J m−2 for energy levels and W m−2 for conversion/transfer rates.
Dataset AZ AE KZ KE CA CE CK CZ GZ GE DZ DE Season
ERA-40 47.8 6.40 8.74 8.15 2.19 2.65 0.80 0.14 2.39 0.46 0.93 1.85 DJF
JRA-25 46.4 6.16 8.63 8.18 2.19 2.59 0.73 0.28 2.52 0.40 1.00 1.86
NCEP-R2 46.5 6.00 8.32 7.64 2.11 2.43 0.66 0.23 2.40 0.32 0.88 1.77
CGCM3.1 51.5 (10) 6.18 (0) 8.96 (5) 7.49 (-6) 2.47 (14) 2.83 (11) 0.77 (5) 0.07 (S) 2.60 (7) 0.36 (-8) 0.83 (-11) 2.06 (13)
CCSM3 52.2 (11) 6.14 (-1) 10.7 (25) 8.29 (4) 2.69 (24) 2.98 (17) 0.93 (27) 0.09 (S) 2.84 (16) 0.29 (-25) 1.01 (8) 2.05 (12)
CNRM-CM3 54.3 (16) 4.54 (-27) 8.51 (-1) 5.54 (-31) 2.37 (10) 2.82 (10) 0.75 (3) 0.32 (S) 2.73 (12) 0.45 (15) 1.07 (14) 2.07 (13)
MIROC3.2 48.4 (3) 5.53 (-11) 9.38 (10) 7.25 (-9) 2.45 (13) 2.84 (11) 1.01 (38) -0.12 (D) 2.40 (-2) 0.39 (-1) 0.88 (-6) 1.83 (0)
ECHAM5 49.3 (5) 6.48 (5) 8.80 (3) 8.72 (9) 2.57 (19) 3.17 (24) 0.82 (12) 0.10 (S) 2.72 (11) 0.60 (54) 0.92 (-5) 2.35 (26)
ERA-40 46.7 5.67 7.93 7.21 2.18 2.58 0.67 0.12 2.23 0.39 0.80 1.92 MAM
JRA-25 45.0 5.31 7.89 7.25 2.20 2.57 0.62 0.36 2.48 0.36 0.99 1.96
NCEP-R2 45.5 5.16 7.67 6.82 2.09 2.27 0.58 0.27 2.28 0.16 0.86 1.70
CGCM3.1 50.6 (11) 5.67 (5) 8.61 (10) 7.20 (2) 2.65 (23) 2.97 (20) 0.79 (27) -0.09 (D) 2.50 (7) 0.31 (3) 0.71 (-19) 2.18 (17)
CCSM3 52.8 (15) 5.90 (10) 10.2 (30) 7.86 (11) 2.86 (33) 3.13 (27) 0.97 (56) 0.02 (S) 2.82 (21) 0.27 (-12) 1.00 (14) 2.17 (16)
CNRM-CM3 50.0 (9) 3.82 (-29) 7.08 (-10) 4.90 (-31) 2.16 (0) 2.71 (10) 0.60 (-4) 0.26 (S) 2.29 (-2) 0.55 (81) 0.89 (1) 2.12 (14)
MIROC3.2 47.1 (3) 4.91 (-9) 8.98 (15) 6.77 (-5) 2.42 (12) 2.71 (10) 0.79 (27) -0.05 (D) 2.28 (-2) 0.28 (-6) 0.75 (-15) 1.93 (4)
ECHAM5 47.8 (5) 6.11 (14) 8.10 (3) 8.12 (14) 2.65 (23) 3.30 (33) 0.84 (35) -0.01 (D) 2.57 (10) 0.64 (112) 0.84 (-5) 2.46 (32)
ERA-40 45.9 5.38 8.96 6.85 2.03 2.66 0.70 0.10 2.18 0.63 0.78 1.97 JJA
JRA-25 43.9 5.03 8.94 6.89 1.99 2.64 0.63 0.35 2.38 0.65 0.96 2.02
NCEP-R2 44.3 4.73 8.17 6.35 1.82 2.24 0.54 0.31 2.18 0.42 0.83 1.71
CGCM3.1 51.2 (15) 5.80 (15) 9.01 (4) 7.06 (5) 2.44 (25) 2.94 (17) 0.68 (9) -0.01 (D) 2.50 (11) 0.50 (-12) 0.66 (-24) 2.27 (20)
CCSM3 53.1 (19) 6.06 (20) 10.5 (21) 7.52 (12) 2.55 (31) 3.12 (24) 0.88 (41) -0.05 (D) 2.56 (14) 0.57 (1) 0.81 (-6) 2.25 (18)
CNRM-CM3 50.3 (13) 4.42 (-12) 6.82 (-22) 5.08 (-24) 1.93 (-1) 2.79 (11) 0.50 (-20) 0.33 (S) 2.37 (6) 0.86 (53) 0.81 (-5) 2.29 (21)
MIROC3.2 46.5 (4) 5.14 (2) 9.05 (4) 6.61 (-1) 2.11 (8) 2.78 (11) 0.66 (6) 0.03 (S) 2.18 (-3) 0.67 (18) 0.68 (-21) 2.13 (12)
ECHAM5 48.2 (8) 5.83 (16) 8.73 (0) 8.04 (20) 2.36 (21) 3.18 (27) 0.66 (6) 0.20 (S) 2.62 (13) 0.82 (45) 0.85 (-1) 2.52 (33)
ERA-40 45.9 5.62 8.45 7.32 2.25 2.67 0.82 -0.01 2.20 0.44 0.83 1.83 SON
JRA-25 44.0 5.36 8.41 7.31 2.18 2.66 0.76 0.20 2.36 0.50 0.98 1.88
NCEP-R2 44.3 5.09 8.01 6.79 2.11 2.36 0.69 0.12 2.20 0.27 0.82 1.65
CGCM3.1 50.4 (13) 5.78 (8) 8.98 (8) 7.28 (2) 2.67 (22) 3.01 (17) 0.87 (15) -0.14 (D) 2.46 (9) 0.35 (-14) 0.74 (-15) 2.13 (19)
CCSM3 52.5 (17) 5.89 (10) 10.6 (28) 7.83 (10) 2.84 (30) 3.17 (24) 1.04 (37) -0.08 (D) 2.70 (20) 0.33 (-18) 0.97 (11) 2.12 (19)
CNRM-CM3 52.4 (17) 3.99 (-26) 7.67 (-7) 5.12 (-28) 2.25 (3) 2.81 (10) 0.68 (-10) 0.26 (S) 2.48 (10) 0.56 (39) 0.93 (6) 2.13 (19)
MIROC3.2 46.5 (4) 4.83 (-10) 8.99 (8) 6.74 (-6) 2.37 (9) 2.76 (8) 0.87 (15) -0.14 (D) 2.21 (-2) 0.40 (0) 0.73 (-16) 1.88 (5)
ECHAM5 48.2 (8) 5.92 (11) 8.64 (4) 8.10 (13) 2.70 (24) 3.33 (30) 0.97 (28) -0.09 (D) 2.57 (14) 0.64 (59) 0.89 (1) 2.36 (32)
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Figure 4.40: Lorenz energy cycle in the present climate, for ERA-40 (red), JRA-25 (green), NCEP-
R2 (blue), CGCM3.1 (black), CCSM3 (pink), CNRM-CM3 (grey), MIROC3.2 (brown) and ECHAM5
(cyan) in the four seasons (DJF, MAM, JJA and SON). Averages are over 1970-1999 for ERA-40 and
the five models, and over 1979-1999 for JRA-25 and NCEP-R2. Units are 105 J m−2 for energy levels
and W m−2 for conversion/transfer rates.
Energy levels
The structure of the integrand of zonal mean available potential energy, AZ , in the mod-
els agree generally well with that of the reanalysis average, as summarised in Figure 4.41.
Nevertheless, the integral of AZ for all models is greater than the corresponding value
for the reanalysis average (Table 4.1). This may be seen as the energetics manifestation
of the classical temperature cold bias in high latitudes of the models’ atmosphere (spe-
cially in the middle and upper troposphere). Some deficit of AZ in parts of the models’
atmosphere is also present.
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The cross-sections for AE are illustrated in Figure 4.42. Overall, the structure of the
AE integrand in the models agrees with that of the reanalysis, but local excesses and/or
deficits are also found. Globally, the models have less AE than the average reanalysis
in DJF, except for ECHAM5, typically in the NH high latitudes, particularly from the
middle/upper troposphere upwards. In JJA there is an overall excess of AE in the
models, except for CNRM-CM3. The deficit of AE is rather prominent in CNRM-CM3
throughout all levels, although much less pronounced in JJA.
Figure 4.43 shows the cross-sections for the integrand of zonal mean kinetic energy,
KZ . In general, the models and reanalysis agree on the fact that the distributions in
the KZ integrand are dominated by the tropospheric jets, peaking at 200 hPa, and,
secondarily, by the stratospheric polar night jets and low latitude easterlies, specially
in JJA. Overall, there is too much KZ in the models, most notably in CCSM3, which
is mainly related to the tropospheric jets being too strong in the models. In models
CGCM3.1, MIROC3.2 and CNRM-CM3, the SH tropospheric jet is also somewhat
displaced to the equator in DJF.
The cross-sections of eddy kinetic energy, KE , are obtained from the spatial variance
of the horizontal wind field, and are displayed in Figure 4.44. The main features in
the structure of KE , associated with the tropospheric and stratospheric jet streams and
its meanders, are commun to reanalysis and models. Despite this general agreement,
models CNRM-CM3 and MIROC3.2 have less KE than the average reanalysis in all
seasons, which is most remarkable in CNRM-CM3, while in MIROC3.2 it is relatively
modest troughout the year (Table 4.1). Also modest is the deficit (excess) of KE in
DJF (JJA) for CGCM3.1. The SH maximum for models CGCM3.1, CNRM-CM3 and
MIROC3.2, is displaced to the equator in DJF, and also in JJA for CNRM-CM3 and
MIROC3.2. The NH maximum is somewhat weaker and less extended poleward in
those three models, which may indicate less pronounced meanders in theirs NH tropo-
spheric jets. Models CCSM3 and ECHAM5 have too much KE near the tropospheric
jet streams, being less prominent in DJF, in particular for CCSM3.
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Figure 4.41: Mean cross-sections of zonal mean available potential energy, AZ , for the reanalysis
average, the models average and the five individual models, in DJF (left panels) and JJA (right
panels). Averages are over 1970-1999 for ERA-40 and the five models, and over 1979-1999 for JRA-25
and NCEP-R2. The AZ quantities are contoured (black) and the differences between the models and
the reanalysis average are shaded (colour). Units are J m−2 Pa−1 (105 J m−2 bar−1).
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Figure 4.42: The same as in Figure 4.41, but for eddy available potential energy, AE .
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Figure 4.43: The same as in Figure 4.41, but for zonal mean kinetic energy, KZ .
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Figure 4.44: The same as in Figure 4.41, but for eddy kinetic energy, KE .
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Energy conversion/transfer rates
Cross-sections for the rate of transfer from zonal mean to eddy available potential
energy, CA, which depends upon the γ weighted horizontal and vertical transports of
sensible heat up the temperature gradient, are shown in Figure 4.45. The structure
of the main positive contributions to CA, is similar between models and reanalysis.
Negative contributions are mainly found in the lower stratosphere (∼ 100-150 hPa) for
both models and reanalysis, which reflect the known reverse conversion from AE to AZ
(e.g. Oort and Peixoto, 1974), being most evident in DJF. However, there is generally
too much CA in the models, mostly at the tropospheric extratropical latitudes of the
winter hemispheres and nearby Antarctica in JJA. The exception is in model CNRM-
CM3, for which the excess of CA is mainly found at the tropical upper troposphere in
DJF and JJA, and also nearby Antarctica in JJA, while in the lower troposphere of the
mid latitudes there is some deficit of CA in this model.
The conversion rates from eddy available potential energy to eddy kinetic energy,
CE, computed with both “ωα” and “v ·∇z” formulations, are displayed in Figures 4.46
and 4.47, respectively. As mentioned in section 4.1.1, the estimates of CE should
reflect “reality” more accurately when computed with the “ωα” formula. Therefore,
the analysis of this term is based on the estimates with this formula, while the results
with the “v · ∇z” formula are only included for comparison and completeness. On
the contrary, the estimate of CZ is much less sensitive to the inclusion of underground
data when the calculations are performed with the “v · ∇z” formula (section 4.1.1),
and hence, the comparative analysis between models and reanalysis for CZ will be
based on the estimates with this formula. Figure 4.46 shows, for both reanalysis and
models, the principal positive contributions to CE in the extratropical troposphere,
peaking at mid latitudes of the middle troposphere in the winter hemispheres, and
nearby Antarctica in JJA. Additional positive contributions are found at upper levels
of the winter hemisphere, and negative values in the lower stratosphere. Once again,
there is too much CE in the models, most noticeable in ECHAM5 and CCSM3, and at
similar regions as those for the excess of CA.
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Figure 4.45: The same as in Figure 4.41, but for the rate of transfer from zonal mean to eddy available
potential energy, CA. Positive (Negative) values of CA are represented by continuous (dotted) contours.
Units are 105 W m−2 Pa−1 (W m−2 bar−1).
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Figure 4.46: The same as in Figure 4.45, but for the conversion rate of eddy available potential
energy to eddy kinetic energy, CE , computed with the “ωα” formulation.
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Figure 4.47: The same as in Figure 4.46, but computed with the “v · ∇z” formulation.
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Figure 4.48 shows the cross-sections for the rate of transfer of eddy to zonal mean
kinetic energy, CK , which depends upon the horizontal and vertical transports of angu-
lar momentum by the eddies along the gradient of relative angular velocity. Maximum
positive contributions are found just equatorward the tropospheric jets, with that of the
winter hemispheres between the main negative contributions, centred slightly upward
the positive maximums. Secondary positive contributions are located just equatorward
the stratospheric polar night jets. These features are generally common to reanalysis
and models, but both qualitative and quantitative differences are also evident. Over-
all, there is too much CK in the models, more evident for CCSM3 in all seasons, for
MIROC3.2 in DJF and for ECHAM5 in MAM (Table 4.1). The CNRM-CM3 model
is an exception, showing less CK than the reanalysis average in all season, except for
a modest excess in DJF, which is also the case for model CGCM3.1 in this season. In
DJF, the SH positive contributions are displaced equatorward for models CGCM3.1,
CNRM-CM3 and MIROC3.2.
The conversion rates from zonal mean available potential energy to zonal mean kinetic
energy, CZ , computed with the “ωα” and “v·∇z” formulae, are displayed in Figures 4.49
and 4.50, respectively. Depending on the season, the global integral of CZ is negative
for some models (Table 4.1), which disagrees with the positive values found for the
reanalysis average. This difference is mainly due to stronger negative contributions
in the upper troposphere (Figure 4.50), which seems typical in the models, except for
CNRM-CM3. In DJF, the negative contributions of SH are also slightly displaced to the
equator in CGCM3.1, CNRM-CM3 and MIROC3.2. Despite the above disagreements,
the distributions of CZ integrand are reasonably similar between models and reanalysis,
which agree also on the smallness of this conversion rate.
The stability parameter, γ, is shown in Figure 4.51, generally peaking at 400 hPa
and near the surface for the reanalysis. The models’ main differences seem to be in
CCSM3, MIROC3.2 and ECHAM5, which have somewhat larger values at 250 hPa and
300 hPa, the later being where γ peaks for these models instead at 400 hPa. At the
remaining levels there is a reasonably close agreement between models and reanalysis.
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Figure 4.48: The same as in Figure 4.45, but for the rate of transfer from eddy to zonal mean kinetic
energy, CK .
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Figure 4.49: The same as in Figure 4.45, but for the conversion rate from zonal mean available
potential energy to zonal mean kinetic energy, CZ , computed with the “ωα” formulation.
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Figure 4.50: The same as in Figure 4.49, but computed with the “v · ∇z” formulation.
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Figure 4.51: Mean vertical profile of the stability parameter, γ, for ERA-40 (red), JRA-25 (green),
NCEP-R2 (blue), CGCM3.1 (black), CCSM3 (pink), CNRM-CM3 (grey), MIROC3.2 (brown) and
ECHAM5 (cyan). Averages are over 1970-1999 for ERA-40 and the five models, and over 1979-1999
for JRA-25 and NCEP-R2, for all seasons: DJF (Top left), MAM (Top right), JJA (Bottom left) and
SON (Bottom right). Units are K−1.
4.2.2 Saltzman energy cycle
Energy levels
The shape of the available potential energy, A(n), spectra is similar among the datasets
in all seasons, with the CNRM-CM3 values clearly bellow those of the other datasets,
although less pronounced in JJA (Figure 4.52).
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Figure 4.52: Mean wavenumber spectra of available potential energy, A(n), for ERA-40 (red), JRA-25
(green), NCEP-R2 (blue), CGCM3.1 (black), CCSM3 (pink), CNRM-CM3 (grey), MIROC3.2 (brown)
and ECHAM5 (cyan). Averages are over 1970-1999 for ERA-40 and the five models, and over 1979-
1999 for JRA-25 and NCEP-R2, for all seasons: DJF (Top left), MAM (Top right), JJA (Bottom left)
and SON (Bottom right). Units are 105 J m−2.
Analogous features and similarities reported for the A(n) spectra, may be seen in
the spectra of kinetic energy, K(n), represented in Figure 4.53. In a log-log scale, both
spectra, A(n) andK(n), also follow a −3 power law beyond wavenumber 6 for reanalysis
and models (not shown), in agreement with section 4.1.3.
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Figure 4.53: The same as in Figure 4.52, but for the spectra of kinetic energy, K(n).
Energy conversion/transfer rates
The spectra for the rate of transfer of zonal mean available potential energy to the eddy
available potential energy in wavenumber n, R(n), are shown in Figure 4.54. Overall,
the peaks and slops in these spectra of zonal-wave interactions of available potential
energy agree between models and reanalysis, with just a few exceptions. In DJF, the
R(n) spectra peaks at the planetary-scale wavenumber n = 3 and secondarily at the
synoptic-scale wavenumber n = 6, while in the other seasons it has a characteristic
broad maximum at wavenumbers from about n = 4 to 6, included in the synoptic-scale.
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On the other hand, the magnitude of R(n) is generally larger in most models, specially
at the synoptic-scale wavenumbers from about n = 4 to 10, with some exceptions in
CNRM-CM3.
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Figure 4.54: The same as in Figure 4.52, but for the spectra of zonal-wave interactions of available
potential energy, R(n). Units are W m−2.
The spectra for baroclinic conversion of available potential energy of wavenumber n
to eddy kinetic energy of wavenumber n, C(n), are depicted in Figures 4.55 (“ωα”)
and 4.56 (“v · ∇z”) for all seasons. Their shape characteristics are in general common
to reanalysis and models. In DJF, these spectra have maxima at n = 1 to 3, and at
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n = 6, while in the remaining seasons, they peak at n = 1 (most notable in JJA) and
have a secondary broad maximum at about n = 4 to 6 (Figure 4.55). Once again, the
magnitude of C(n) is typically larger in the models, at the synoptic-scale wavenumbers.
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Figure 4.55: The same as in Figure 4.54, but for baroclinic conversion spectra, C(n), computed with
the “ωα” formulation.
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Figure 4.56: The same as in Figure 4.55, but computed with the “v · ∇z” formulation.
Figure 4.57 illustrates the spectra of zonal-wave interactions of kinetic energy, M(n).
For the reanalysis, the M(n) spectra have maxima at n = 3 and 6 in all seasons,
and another maxima at n = 1 in MAM, SON (except for NCEP-R2) and DJF (most
prominent). For the models, in addition to the generally larger magnitudes of M(n) at
the synoptic-scale wavenumber, again with exceptions for CNRM-CM3, the shape of
these spectra seems also less well simulated. For example, the two distinct maxima in
JJA are missing in all models, although this seems to improve in DJF.
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Figure 4.57: The same as in Figure 4.54, but for the spectra of zonal-wave interactions of kinetic
energy, M(n).
Nonlinear wave-wave interactions
The spectra for the nonlinear wave-wave interactions of available potential energy, S(n),
are shown in Figure 4.58. Despite the differences in the magnitude of S(n) at each
wavenumber, the main characteristics of these spectra in the reanalysis are also present
in the models. In all seasons, S(n) is negative at wavenumbers in the range of about
n = 2 to 7 (and also n = 1 in DJF for all reanalysis and model CGCM3.1), indicating
that energy is transferred from the eddies in this range to smaller eddies, prevailing the
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flux associated with the downscale energy cascade, and also to n = 1 (specially in MAM
and SON), forming an upscale energy cascade. The synoptic waves transfer important
amounts of available potential energy for the smaller waves, particularly during MAM
and SON, which is generally excessive in the models.
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Figure 4.58: The same as in Figure 4.54, but for wave-wave interactions of available potential energy
spectra, S(n).
Figure 4.59 illustrates the spectra of nonlinear wave-wave interactions of kinetic en-
ergy, L(n). Overall, the shape of this spectra is similar between models and reanalysis
in all seasons. A few discrepancies are also evident such as those at wavenumbers 3 and
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4 for CNRM-CM3. The L(n) spectra is generally positive at both the planetary-scale
and short-scale wavenumbers, being negative at intermediate wavenumbers, including
the synoptic scale. Hence, the transfer of kinetic energy is from the spectral region of
negative L(n) to the planetary waves, forming an upscale energy cascade, and to the
short waves, forming a downscale energy cascade. The spectral range of this energy
source region is different among the various datasets, probably as a consequence of the
different native horizontal and vertical resolutions.
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Figure 4.59: The same as in Figure 4.54, but for wave-wave interactions of kinetic energy spectra,
L(n).
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It should be remarked that 6-hourly data for model CNRM-CM3 was only available
at 9 pressure levels, and some of the unavailable pressure levels, as the 250 hPa and 400
hPa, have important contributions to the global integrals of some energetics quantities.
Hence, the energy cycle computations for this model were restricted by a smaller number
of pressure levels data compared to the other datasets. This may have influenced the
results to be in “favour” of the model in some cases (i.e. leading to a smaller difference
between the model-based estimates and those based in the reanalysis) and in other
cases to be “against” the model (i.e. increasing the difference between the model and
reanalysis energetics). For example, the stronger positive contributions for L(3) in JJA
and for L(4) in DJF are found at 250 hPa for most models and reanalysis (not shown).
This may explain part of the discrepancies in L(n) at wavenumbers 3 and 4 for CNRM-
CM3. On the other hand, the strong contributions for AZ present in all other models
and reanalysis at 400 hPa, would lead to even more excessive AZ in CNRM-CM3 if the
400 hPa data was available and used.
Test experiments (not shown) have confirmed that all the conclusions based on the
above results remain essentially the same if the analysis is restricted to the period 1979-
1999, and also if the evaluation for the models is performed on the original Gaussian
grid. The later couldn’t be confirmed for the reanalysis, since the reanalysis data was
not available on the native grid.
In general, the results presented here for the classic energy cycle of Lorenz show
that the distributions in the integrands are reasonably well simulated by the models
in a qualitative sense, when compared to the reanalysis. However, in addition to some
contributions in the models’ integrands being somewhat displaced, as is the case for
those related to the tropospheric jets, the magnitude of the distributions in the inte-
grands is generally greater in the models, resulting in larger quantities of energy and
an overactive energy cycle. Accordingly, the magnitude of the various energy and en-
ergy conversion/transfer spectra is generally excessive in the models, specially at the
synoptic-scale wavenumbers from about n = 4 to 10, although the shape of most spectra
agree reasonably well between models and reanalysis.
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The temperature cold bias and the too strong tropospheric jets, along with the jets’
shifts in some cases, constitute some of the main deficiencies in the models simulations
which are directly implicated in their excessive energy and too vigorous energy cycle.
Improving these deficiencies should lead to significant benefits in the energy cycle of
the models. Reducing the temperature cold bias should decrease AZ and GZ , leading
also to a weaker meridional temperature gradient, that should reduce CA. Weakening
the jets and improving their position, should reduce both KZ and CK .
Various sensitive studies show that increasing horizontal resolution leads to a warm-
ing of the troposphere, predominantly at mid-latitudes, and to a poleward shift and
intensification of the westerly jets (e.g. De´que´ et al. (1994); Williamson et al. (1995);
Stratton (1999); Pope and Stratton (2002); Roeckner et al. (2006)), while increasing
vertical resolution leads to an increase in the upper-tropospheric and stratospheric tem-
peratures and to a equatorward shift and weakening of the westerly jets (e.g. Pope et al.
(2001); Stratton (2004); Roeckner et al. (2006)). High vertical resolution has also been
shown to be specially important on the simulation of the tropical climate and its vari-
ability (Hamilton et al. (1999); Ruti et al. (2006)). The Hadley circulation can also be
sensitive to resolution. Pope et al. (2001) reported a slight weakening of the Hadley
circulation and less extending into the stratosphere with increased vertical resolution,
and thus should be reflected in CZ and CE.
These results seem to indicate some improvements in the models’ simulations as a
result of refining both horizontal and vertical resolution, that is in agreement with
the arguments of Lindzen and Fox-Rabinovitz (1989), which, on the basis of quasi-
geostrophic theory, advocate a consistent choice of vertical and horizontal resolution
for a proper representation of horizontal and vertical scales. However, it is also appar-
ent that increasing the vertical resolution has the opposite effect to that of increasing
the horizontal resolution (Roeckner et al., 2006), at least with respect to the tropo-
spheric jets. For example, the cross-sections of AZ and KZ for models CCSM3 and
ECHAM5 indicate a temperature bias in upper troposphere/lower stratosphere and
too strong westerly jets. Therefore, according to the aforementioned sensitive stud-
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ies, models CCSM3 and ECHAM5 can improve with increased vertical resolution, that
should reduce the temperature bias and weaken the jets, but the consequent equator-
ward shift of the westerly jets can also deteriorate these models’ simulations. On the
other hand, the same cross-sections for models CGCM3.1 and CNRM-CM3 indicate a
predominant temperature bias in the troposphere and also too strong jets shifted equa-
torwards. Hence, increasing horizontal resolution may help to improve the temperature
bias and shift the jets poleward, but may also enhance the jets which are already too
strong. As for model MIROC3.2, it is not clear that increasing both horizontal and
vertical resolutions will improve its energetics, once more due to the opposite effects
achieved by refining both spatial resolutions.
This suggest that improvements in the energy cycle of the models are not straight-
forward achieved by simple increasing their horizontal and vertical resolutions, unless
there exists some optimal balance between the two resolutions that needs to be found,
which is currently not evident. Therefore, it seems inevitable that attention should
be given to improve fundamental aspects of the climate models, such as the numeri-
cal schemes, physics parameterisations and resolution dependence of parameterisations.
For example, Pope et al. (2001) showed that the behaviour of the convection scheme
in the Hadley Centre Atmospheric Climate Model version 3 (HadAM3) is sensitive to
the position and number of model levels. In experiments with the same model, Pope
and Stratton (2002) also report changes in the energetics of both the full and dynam-
ical core models by increasing horizontal resolution, in line with the results of Boer
and Denis (1997), in experiments with the CCCma second generation Coupled Global
Climate Model (CGCM2), using the Held and Suarez forcing (Held and Suarez, 1994).
Both these studies showed that the level of convergence in the models energetics may
depend partly on the model physical parameterisations and not entirely on the model
dynamics, implying that the simulated climate depend on the ability to correctly and
consistently parameterise the physical processes in a climate model as a function of
resolution.
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By analysing the Lorenz energy cycle of 12 atmospheric models participating in
AMIP2 (the second phase of AMIP1 (the first Atmospheric Model Intercomparison
Project)), Boer and Lambert (2008) also reported an energy cycle too strong simulated
by those models. They suggest that excessive generation of zonal mean available po-
tential energy, GZ , and excessive dissipation of eddy kinetic energy, DE , in the models,
are implicated on the overactive energy cycle, through what they termed as “genera-
tion push” and “dissipation pull”, respectively. The basic reasoning is that too large
GZ “pushes” more energy into the available potential energy side of the energy cycle,
increasing both AZ and its transfer rate to AE , while too large DE weakens KE which
“pulls” more energy from AE via CE, being AE maintained by too large GE and CA.
Boer and Lambert (2008) suggest, therefore, that decreasing both GZ and DE would
improve the models energy cycle, and hence, efforts should be made to improve the
physical processes controlling GZ and DE in models. For example, the study of Kunz
et al. (2008) show that the kinetic energy dissipation may be reduced by increasing
the horizontal diffusivity which reduces the amplitude and efficiency of the large scale
eddies.
Overall, the results in this study (see also Marques et al., 2010b) agree with those of
Boer and Lambert (2008), and consequently seem to support their “generation push”
and “dissipation pull” hypothesis. Moreover, the generation and dissipation terms have
been computed indirectly as residuals from the balance equations and, hence, their
values are strongly dependent on the estimates for the conversion/transfer rates terms
(CA, CE, CK and CZ), which are computed directly from the atmospheric data. As
the models are devised to conserve energy, the processes controlling the generation,
dissipation and the conversion/transfer rates terms should be closely related. There-
fore, since the models show excessive energy conversion/transfer rates typically at the
synoptic-scale wavenumbers (Figures 4.54 to 4.59), the synoptic-scale processes should
be of significant importance also for the generation and dissipation terms.
Global energetics analysis in the wavenumber domain has been performed by Ha-
segawa et al. (1997) for the NCAR CCM2 model with different horizontal resolutions
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(R15, T42, T63 and T106) and 18 vertical levels. They found no evidence that a high
resolution model is allways better than the low resolution model, although it was gen-
erally found a better agreement with the observationally based energetics for the higher
resolution models. An important finding in Hasegawa et al. (1997) is the downscale
energy transfer beyond wavenumber 30 for the zonal-wave interactions of kinetic en-
ergy, which led them to suggest T42 as the minimum resolution required for a sufficient
two-way interaction between eddies and zonal motion. Accordingly, resolution R15 is
clearly inadequate for climate simulations from the viewpoint of energetics. In JJA, the
observed upscale energy cascade for the wave-wave interactions of kinetic energy was
only reproduced in T106 model, being missing in both T42 and T63 models. There
is also in JJA a double jet structure in the SH meridional distribution of zonal mean
kinetic energy associated with the subtropical and polar frontal jets, which is totally
missing in T42 model but improves in the higher resolution models, specially in the
T106 model. This double jet structure observed in JJA also reflects that the strato-
spheric polar night jet of SH extends downward and is connected with the polar frontal
jet, while its NH counterpart in DJF does not extend to low levels.
All models (and reanalysis) in this study show the downscale energy transfer for the
zonal-wave interactions of kinetic energy, although the wavenumber beyond which this
energy transfer occurs varies with the dataset. Most models also show the upscale
energy cascade for the wave-wave interactions of kinetic energy, specially in JJA. The
downward extension of the SH polar night jet in JJA is clearly seen only in models
CCSM3 and CGCM3.1, although being too strong in CCSM3 (Fig. 4.43). Accordingly,
the SH double jet structure in the meridional distribution of zonal mean kinetic energy
(not shown) is only present in those two models.
122 4. Energetics in the Present Climate
4.2.3 Normal mode energetics
In this section, the energetics of the global atmosphere in the climate models is assessed
against that in the three reanalysis, by using the normal mode energetics scheme. It
is recalled that model CNRM-CM3 was excluded from the normal mode energetics
analysis, due to the small number of pressure levels data available for this model. The
results are displayed in analogous Figures to those of section 4.1.3, with the various
spectra presented separately for the barotropic and baroclinic vertical modes, and for
the Rossby and gravity meridional modes.
Energy levels
Figure 4.60 shows the wavenumber spectra of total energy, Enlk, for the three reanalysis
and four climate models in DJF, with the separations into barotropic-baroclinic and
Rossby-gravity modes presented as in Figure 4.26. It is seen that the basic characteris-
tics in the spectra of Enlk for the models, such as their power law behaviour, agree to
those for the reanalysis, excluding the higher wavenumbers, say n & 30. Discrepancies
are seen at the tail of the spectra, in which the energy decreases more rapidly for the
lower horizontal resolution models, MIROC3.2 and CGCM3.1, than that for the higher
resolution models, ECHAM5 and CCSM3. The rapid decrease at higher wavenum-
bers was found similarly for NCEP-R2, which has a native horizontal resolution (T62)
close to that of ECHAM5 (T63), and should be due to data filtering/smoothing (see
section 4.1.2).
The energy distributions for the Kelvin and mixed Rossby-gravity modes are shown
in Figure 4.61. Overall, the spectral peaks of these two modes in the models agree
with those in the reanalysis for both the zonal wavenumber and vertical mode domains.
However, from zonal wavenumber n ≃ 10 onwards, the spectra of these two particular
modes decrease slower in the models than in ERA-40 and JRA-25, and therefore have
more energy, but decrease faster in the models than in NCEP-R2, and therefore have
less energy. The energy level of the gravity modes is sensitive to the atmospheric
ageostrophic components, while that of the (rotational) Rossby mode is sensitive to the
4.2. Energetics in the climate models 123
geostrophic components. It seems therefore that, the ageostrophic components in the
models’ atmosphere are stronger than those of ERA-40 and JRA-25 and weaker than
those of NCEP-R2. The minimum seen in the first baroclinic mode (k = 1) of the
Kelvin mode of ERA-40 and JRA-25, is not present in both the NCEP-R2 reanalysis
and the climate models.
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Figure 4.60: As in Figure 4.26, but for both the three reanalysis and four climate models.
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Figure 4.61: As in Figure 4.27, but for both the three reanalysis and four climate models.
The wavenumber spectra of available potential energy, A(n), and kinetic energy,
K(n), are depicted in the left and right panels of Figure 4.62, respectively. As for the
spectra of Enlk, the basic characteristics of the A(n) and K(n) spectra are common to
reanalysis and models, excluding the higher wavenumbers. Namely, both energy spectra
follows the −3 power law for the baroclinic modes, whereas the spectra of K(n) follows
the −4 power law and the spectra of A(n) follows approximately the −5 power law for
the barotropic mode.
Figure 4.63 shows the total energy spectra in the vertical mode domain. The maxi-
mum at k = 5 and the secondary maximum at the barotropic mode (k = 0) found in
the reanalysis (Figure 4.29) for both the Rossby and gravity modes of the zonal mean
component, is also present in the climate models. For the Rossby modes of the eddy
component, the energy spectra peaks at the barotropic mode, with another peak at the
baroclinic mode k = 5, whereas for the gravity modes the maximum energy is found
at k = 4 − 5, which is also in agreement between models and reanalysis. Therefore,
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it may be concluded that the main features of the total energy spectra in the vertical
mode domain are similar amongst the reanalysis and climate models for both the zonal
mean and eddy components, and for the gravity and Rossby modes. The differences
found are essentially related to the magnitude in these spectra at some vertical modes,
and mainly for the zonal mean component, which shows a somewhat larger dispersion
among the datasets than that for the eddy component.
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Figure 4.62: As in Figure 4.28, but for both the three reanalysis and four climate models.
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Figure 4.63: As in Figure 4.29, but for both the three reanalysis and four climate models.
Figure 4.64 shows the spectra of available potential and kinetic energies for the zonal
mean and eddy components, AZ(k), AE(k),KZ(k) andKE(k). Once again these spectra
are similar between the reanalysis and climate models. In all datasets, the spectra of
available potential energy shows a maximum at k = 5 for both AZ(k) and AE(k), with
the later an order of magnitude smaller than that of the former, and another peak at
k = 0 for AZ(k). Most of the kinetic energy is included at the barotropic mode for both
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the zonal mean and eddy components, with a secondary peak at k = 4− 5.
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Figure 4.64: As in Figure 4.30, but for both the three reanalysis and four climate models.
Figure 4.65 illustrates the total eddy energy spectra in the meridional mode do-
main. The main characteristics found in these spectra for the reanalysis, as discussed
in section 4.1 (Figure 4.31), such as, for example, the range l . 4 pertaining to the
propagative mode for the barotropic Rossby waves, are also present in the climate
models. The total eddy energy spectra of the models in the meridional mode domain,
is therefore rather identical to that of the reanalysis, despite a few differences in the
energy magnitude at some meridional modes.
128 4. Energetics in the Present Climate
0 5 10 20 30
100
102
104
106
Barotropic Vertical Mode (k=0)
Meridional Mode
J 
m
−
2
∑
n>0
Enlk
0 5 10 20 30
100
102
104
106
Baroclinic Vertical Modes (k=1−14)
Meridional Mode
 
 
Rossby
Eastward Gravity
Westward Gravity
ERA−40
JRA−25
NCEP−R2
CGCM3.1
CCSM3
MIROC3.2
ECHAM5
Figure 4.65: As in Figure 4.31, but for both the three reanalysis and four climate models.
Energy interactions
The spectra for the interactions of available potential energy, Cnlk, in the wavenumber
domain are in Figure 4.66. Nearly all the zonal mean available potential energy trans-
ferred into the eddy available potential energy (Cnlk > 0) is included in the Rossby
modes, and most of which in the baroclinic component. The shape of the spectra for
the baroclinic Rossby modes in the models agrees to that of the reanalysis, but there
is too much interaction in the models, typically at the synoptic-scale wavenumbers
n ≃ 4 − 8, which is consistent to the excessive transfer rate R(n) in the models, as
found in section 4.2.2 (Figure 4.54). The spectra for the part of Cnlk taking place
at the barotropic Rossby modes, shows that the models CGCM3.1 and CCSM3 are
close to JRA-25 and NCEP-R2, with appreciable interactions at the lower wavenum-
bers, whereas model MIROC3.2 is close to ERA-40, with little interactions, and model
ECHAM5 is in between these two groups.
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Figure 4.66: As in Figure 4.32, but for both the three reanalysis and four climate models.
Figure 4.67 shows the interactions of kinetic energy in the wavenumber domain,
Bnlk. It is seen that the flow of kinetic energy is coherent among models and reanal-
ysis, although Bnlk is generally excessive in the models. The excessive transfer rate of
eddy to zonal mean kinetic energy, M(n), specially at the synoptic-scale wavenumbers
(Figure 4.57) is reflected in Bnlk, but somewhat differently among the models. Models
CCSM3 and ECHAM5, have an excessive transfer of eddy to zonal mean kinetic energy
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in the baroclinic Rossby modes, at n ≃ 1−8 and n ≃ 4−8, respectively. However, part
of this excess, is balanced by an excessive transfer in the opposite direction at large
scales (n ≃ 2 − 8) in the baroclinic gravity modes, and also in the barotropic Rossby
modes for ECHAM5. For models CGCM3.1 and MIROC3.2, excessive transfer of eddy
to zonal mean kinetic energy is found at n ≃ 4− 8 and n ≃ 1, 2, 4− 8, respectively, for
the baroclinic Rossby modes, but not in the opposite direction.
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Figure 4.67: As in Figure 4.33, but for both the three reanalysis and four climate models.
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Figure 4.68 shows the interactions of available potential energy in the vertical mode
domain. The AZ is transformed into AE at both the barotropic and baroclinic Rossby
modes, which is common to the reanalysis and climate models. There is an exception
in the zonal mean component of the barotropic Rossby mode for model MIROC3.2,
at which some AZ seems to be suplied by the baroclinic Rossby modes of the same
component. The transfer of energy from AZ to AE is typically too strong in the baro-
clinic Rossby modes of the models, specially at k = 4 and 5. For the barotropic Rossby
modes, in addition to the different sign in the zonal mean component of MIROC3.2,
the magnitude of Cnlk varies greatly among the datasets in both the zonal mean and
eddy components. For the zonal mean component, the values of ERA-40 and JRA-
25 are close to each other, with those of ECHAM5 somewhat stronger and those of
CCSM3 somewhat weaker. The same values for CGCM3.1 and NCEP-R2 are small
and close to each other. On the other hand, for the eddy component, the Cnlk values of
CCSM3, CGCM3.1, JRA-25 and NCEP-R2 have the strongest magnitude and are close
to each other, wheres those of ERA-40 and MIROC3.2 are the smallest, and the value
in ECHAM5 is in between the strongest and the smallest ones. For the gravity modes,
interaction Cnlk remains neglegible in the eddy component of the models, whereas in
the zonal mean component it has a positive maximum at k = 4 for both models and
reanalysis, and different signs at the barotropic mode, being positive for ECHAM5,
MIROC3.2 and ERA-40, and strongly negative for the other models and reanalysis.
As mentioned previously, the barotropic mode of Cnlk seems sensitive to the treat-
ment of the lower boundary. Although the vanishing surface wind was adopted as a
lower boundary condition for all datasets, the treatment of the atmospheric data in the
lower levels, such as the interpolation from model levels to pressure levels, is likely to
be different among the datasets, and therefore may be implicated in the discrepancy
between the various datasets for the barotropic mode of Cnlk. For example, for model
MIROC3.2 the below ground data were filled by solving the Poisson equation, whereas
the data for models CCSM3 and CGCM3.1 were interpolated from model levels to pres-
sure levels using an ECMWF formulation to extrapolate geopotential and temperature
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below ground.
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Figure 4.68: As in Figure 4.34, but for both the three reanalysis and four climate models.
Figure 4.69 illustrates the interactions of kinetic energy, Bnlk, in the vertical mode
domain. For the models, these interactions are rather similar to those for the reanalysis,
in a qualitative sense. The discrepancies between models and reanalysis are in the
magnitude of Bnlk. The models transform too much eddy kinetic energy contained
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in the baroclinic components k = 4 and 5 of the Rossby modes, into the barotropic
component of both the zonal mean and eddy kinetic energy. In models CCSM3 and
MIROC3.2, it seems that most of the excessive eddy kinetic energy transferred from the
baroclinic Rossby modes goes into the barotropic mode of the zonal mean component,
whereas in model ECHAM5 the excessive energy goes mostly into the barotropic mode
of the eddy component.
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Figure 4.69: As in Figure 4.35, but for both the three reanalysis and four climate models.
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Figure 4.70: As in Figure 4.36, but for both the three reanalysis and four climate models.
Figure 4.70 shows the interactions of AE and KE in the meridional mode domain, i.e.
Cnlk and Bnlk, respectively, for n > 0. For model MIROC3.2, the AE supplied into the
barotropic Rossby modes is close to that for ERA-40, and is substantially lower than
that for CCSM3, NCEP-R2, CGCM3.1 and JRA-25, which are reasonable close to each
other, except for CCSM3 at l = 3 − 5 which is somewhat too high. The AE supplied
into the same modes for ECHAM5 lays in between the lower and higher values. In the
case of the AE supplied into the baroclinic Rossby modes, the various datasets show
identical spectra, although the energy supplied into these modes tends to be too high
for the climate models, specially in the range l ≃ 5− 10. The interactions of KE show
similar spectra among reanalysis and climate models. However, the KE transferred
from the baroclinic Rossby modes is too high in the models, specially in the range of
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l ≃ 2− 10. The KE supplied into the barotropic Rossby modes is reasonable identical
among the various datasets, excluding the values for ECHAM5 at l ≃ 1− 4, which are
too high. These results for the eddy componet of available potential and kinetic energies
in the meridional mode domain, complements those obtained for the same component
in the wavenumber and vertical mode domains.
Based on the above results, it is concluded that the excessive transfer rates of zonal
mean to eddy available potential energy and of eddy to zonal mean kinetic energy in
the models, which are compactly expressed by terms CA and CK , are mostly due to
synoptic-scale Rossby waves in the baroclinic modes k = 4 and 5. This is seen by
the too strong values in the R(n) and M(n) spectra, typically at the synoptic-scale
wavenumbers n ≃ 4 − 8 for all models (Figures 4.54 and 4.57), being complemented
further by the spectra of Cnlk and Bnlk in the zonal wavenumber domain (Figures 4.66
and 4.67), in which the excessive energy transfer rates in the models were typically found
at the synoptic-scale wavenumbers n ≃ 4 − 8 for the Rossby modes of the baroclinic
component. In addition, the vertical spectra of both Cnlk and Bnlk has revealed the
baroclinic modes k = 4 and 5, as those vertical modes in the models with the most
excessive interactions of both available potential and kinetic energies (Figures 4.68
and 4.69). The fact that the excessive energy transfer rates in the models is basically
determined by the Rossby modes, is also expressed in the spectra of Cnlk and Bnlk in
the meridional mode domain (Figure 4.70).
Energy conversion
The spectra for the conversion rate of eddy available potential energy into eddy kinetic
energy in the zonal wavenumber domain, C(n), are displayed in Figure 4.71. It is
seen that this baroclinic conversion rate is too strong in the models, typically at the
synoptic-scale wavenumbers, but also at the planetary-scale wavenumbers (specially at
n = 2) for most models, excluding CGCM3.1. It is also seen that the results obtained
with the Saltzman scheme, which are illustrated in Figure 4.55 (or Figure 4.56), and
those obtained within the normal mode energetics scheme are similar to one another.
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Figure 4.71: As in Figure 4.37, but for both the three reanalysis and four climate models.
The spectra for the conversion rate of available potential energy into kinetic energy
in the vertical mode domain, are illustrated in Figure 4.72. The conversion between the
zonal mean components of available potential and kinetic energies, CZ(k), is relatively
small for both the reanalysis and climate models. At the barotropic mode k = 0,
the conversion CZ(k) seems to be in the opposite direction for most models, excluding
model ECHAM5, as compared to the reanalysis. The spectra for the conversion rate
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between the eddy components of available potential and kinetic energies, CE(k), shows
that the major contributions in both models and reanalysis are at the baroclinic modes,
mainly at k = 3−6, with too strong values for the models at k = 5, where CE(k) peaks,
and also at k = 4 for MIROC3.2 and ECHAM5.
0 2 4 6 8 10 12 14
−0.4
0.0
0.4
0.8
1.2
CZ(k) = B0k −
∑
l
B0lk
W
 m
−
2
0 2 4 6 8 10 12 14
−0.4
0.0
0.4
0.8
1.2
CE(k) =
∑
n
Bnk−
∑
n
∑
l
Bnlk
 
 
ERA−40
JRA−25
NCEP−R2
CGCM3.1
CCSM3
MIROC3.2
ECHAM5
0 2 4 6 8 10 12 14
−0.4
0.0
0.4
0.8
1.2
CZ(k) =
∑
l
C0lk− C0k
W
 m
−
2
Vertical mode
0 2 4 6 8 10 12 14
−0.4
0.0
0.4
0.8
1.2
CE(k) =
∑
n
∑
l
Cnlk−
∑
n
Cnk
Vertical mode
Figure 4.72: As in Figure 4.38, but for both the three reanalysis and four climate models.
Energy generation and dissipation
The vertical mode spectra for the generation and dissipation terms of the zonal mean
and eddy components of available potential energy and kinetic energy are in Figure 4.73.
Overall, it is seen that the inputs and outputs of energy in the models agree to those
in the reanalysis, with an exception for model MIROC3.2 in the barotropic mode of
GZ . The other differences between models and reanalysis are related to the magnitude
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in the energy generation and dissipation rates. These are seen mainly in the baroclinic
modes of GZ , where too much AZ is generated in the models at k = 4−5, most notably
for MIROC3.2, in which part of this energy is dissipated in the barotropic mode. In
addition, the AE is dissipated in the barotropic mode at a smaller rate for MIROC3.2,
ECHAM5 and ERA-40 than that for the other datasets. Finally, the KE is generally
dissipated at a higher rate in the models at baroclinic modes k = 4 − 5 and at the
barotropic mode for ECHAM5, whereas the KZ is generally dissipated at a slightly
lower rate in the barotropic mode of models CGCM3.1 and CCSM3.
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Figure 4.73: As in Figure 4.39, but for both the three reanalysis and four climate models.
4.2. Energetics in the climate models 139
Extended energy cycle diagram
Based on the results presented troughout this section, it is here proposed an extended
energy cycle diagram describing the flow of energy among the zonal mean and eddy
components, and also among the barotropic and baroclinic components. That is, the
available potential and kinetic energies, A and K, are decomposed into the zonal mean
and eddy components, AZ , AE , KZ and KE, and each of these components is also
decomposed into the barotropic and baroclinic components, which are denoted by the
extra subscripts B and b, respectively. Thus, for example, term AZB denotes the zonal
mean available potential energy of the barotropic component. The other subscripts
appearing in the terms for the energy conversion/transfer rates are the letters A and
K, referring to available potential and kinetic energies, respectively. When these sub-
scripts appear alone, it means that the term designates an energy conversion/transfer
rate within that type of energy, A or K, with the origin and destination specified by an
appropriate combination of letters Z, E, B and b between parenthesis. For example,
CA(ZB,Eb) designates the transfer rate of available potential energy from the zonal
mean barotropic component, AZB, to the eddy baroclinic component, AEb. When a
subscript A or K is followed by the letters B or b, it means that the term designates
an energy conversion/transfer rate between the zonal mean and eddy components of
the energy type A or K contained in component B or b. For example, term CAB refers
to the transfer rate of available potential energy between the barotropic components,
which are AZB and AEB. When neither A nor K appears as a subscript in a term, it
means that the term designates an energy conversion/transfer rate between the ener-
gies contained in the components identified by the two subscripts. For example, term
CZB denotes the conversion rate between the energies contained in the zonal barotropic
components, which are AZB and KZB. This extended energy cycle diagram is illus-
trated in Figure 4.74, in which the boxes represent the levels of energy and the arrows
the energy generation/dissipation rates and the energy conversion/transfer rates. The
estimates in the diagram are for the reanalysis average (top values) and the models
average (bottom values) in the DJF climate. A negative value means that the energy
flows in the opposite direction of that indicated by the arrow.
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All the terms presented in the diagram of Figure 4.74 may be computed directly with
the formulae given in section 2 and Appendix A, except the term CA(ZB,Eb). This
term must exist to account for the part of the energy involved in the interactions of
available potential energy, Cnlk, that is not supplied into the eddy available potential
energy of the barotropic component, AEB, but it can only be estimated indirectly from
Cnlk. This is so because, on the one hand, the negative value of Cnlk obtained for
n = 0, k = 0 and summing over all l, denoted for simplicity as C0l0, gives the amount
of energy that flows out of AZB, which, by definition, excludes both the conversion
of available potential energy into kinetic energy and the generation (or dissipation)
of available potential energy. Therefore, this energy flowing out of AZB can only be
transferred into another component of available potential energy, but not toAZb because
this component is supplying energy instead of receiving energy from elsewhere due to
the nonlinear interactions, as seen by the negative value of Cnlk obtained for n = 0, and
summing over all k > 0 and all l, denoted as C0l(k>0). Hence, the energy from AZB can
only be transferred into AEB or AEb, or both. On the other hand, the positive value
of Cnlk obtained for k = 0, and summing over all n > 0 and all l, denoted as C(n>0)l0,
gives the amount of energy that flows into AEB. Since C(n>0)l0 is less than the absolute
value of C0l0, then it means that part of the energy flowing out of AZB is transferred
into AEB, which is represented by CAB, and the remainder energy must be transferred
to AEb, which is represented by CA(ZB,Eb). Therefore, CA(ZB,Eb) must exit and
may be computed as the difference between the absolute values of C0l0 and C(n>0)l0.
In addition, for an unstable perturbation to grow, by extracting available potential
energy from the mean flow, it must tilt westward and therefore a baroclinic instabil-
ity will result (Vallis, 2006). That is, the energetics of baroclinic waves require that
they remove available potential energy from the mean flow (Holton, 2004). Thus, the
baroclinic available potential energy of the zonal mean component, AZb, is transferred
into the eddy baroclinic available potential energy, AEb, which is the energy source for
the eddy baroclinic kinetic energy, KEb. This energy transferred from AZb to AEb is
represented by CAb in Figure 4.74. As expected, by the existence of term CA(ZB,Eb)
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shown above, CAb is less than the positive value of Cnlk that is obtained by summing
over all n > 0, k > 0 and all l, denoted as C(n>0)l(k>0), and which represents the amount
of energy flowing into AEb. Thus, the difference C(n>0)l(k>0)−CAb gives another possible
indirect estimation for term CA(ZB,Eb).
Figure 4.74: Energy cycle diagram for the reanalysis average (top values) and models average (bottom
values) in DJF, separated into both the zonal mean and eddy components, and into barotropic and
baroclinic components. Units are 105 J m−2 for energy levels and W m−2 for conversion rates.
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Using either one or the other indirect estimations presented above for term CA(ZB,Eb),
should yield the same value. However, the values obtained for CA(ZB,Eb) with the two
indirect estimations were somewhat different, and the discrepancy is due to an imbal-
ance in the nonlinear term Cnlk. The summations of Cnlk, Bnlk and Dnlk over all indices
n, k, and l, should ideally be zero, but this condition was not met due to the assump-
tions and approximations discussed in sections 3.3 and 2.2.4, and the truncations in n,
k, and l. When the imbalance in Cnlk is adjusted, by redistributing the error linearly
among all indices, which is similar to the approach of Terasaki and Tanaka (2007a),
the two indirect estimations for CA(ZB,Eb) are perfectly equal. This approach was
adopted in the estimates presented in Figure 4.74, in order to adjust the imbalances of
0.23 (0.08) W m−2 in Cnlk and of 0.10 (0.12) W m
−2 in Bnlk, for the reanalysis (models).
From Figure 4.74, it is seen that most of the energy is generated at both the barotropic
and baroclinic components of zonal mean available potential energy, AZB and AZb, as
seen by the positive values of GZB and GZb. Almost all the energy generated in AZB
is transformed into both AEB, and AEb, as indicated by positive values of terms CAB
and CA(ZB,Eb), respectively. Virtually all the energy supplied into AEB is dissipated
radiatively, as seen by the negative values ofGEB, although there is a residual conversion
of energy from AEB into KEB, as seen by the positive CEB. For the reanalysis, a small
part of the energy generated in AZB is also converted into KZB, whereas for the models
a small amount of energy is converted in the opposite direction, as seen by positive and
negative CZB, respectively, which is the only discrepancy in the flow of energy between
the models average and the reanalysis average. With the zonal wavenumber energetics
scheme, the sum CZB + CZb yields a small positive value for the models average (0.04
W m−2), agreeing therefore qualitatively with the reanalysis average. Nevertheless,
the sum CZB + CZb is small, and has little weight in the energy cycle. All the energy
generated in AZb, along with a small amount of energy converted from KZb into AZb,
as seen by positive GZb and negative CZb, respectively, is transformed into AEb, as
indicated by positive CAb. Some energy is also generated in AEb, as seen by the positive
values of GEb. This energy, together with the energy supplied from both AZB and AZb
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into AEb, is converted into the eddy kinetic energy of the baroclinic component, KEb,
as seen by the positive values of CEb. Part of this energy is dissipated in KEb, and part
is transferred into the eddy kinetic energy of the barotropic component, KEB, being
afterwards dissipated, as indicated by positive values of DEb, CK(Eb,EB) and DEB.
The remainder part of the energy converted from AEb into KEb is transformed into the
zonal mean kinetic energy of both the barotropic and baroclinic components, KZB and
KZb, as seen by positive values of CK(Eb, ZB) and CKb, respectively, being afterwards
dissipated in each component of the zonal mean kinetic energy, as indicated by positive
values of DZB and DZb.
Chapter 5
Energetics in a Future Climate
Scenario
According to section 3.3, the energetics terms for the future climate were computed, at
each time step, from the models’ datasets for experiment SRES-A1B. The climatological
mean values correspond to the averages taken over the period 2070-2099. The energetics
for the SRES-A1B climate are compared to that for the present climate (20C). In the
same manner as that for Chapter 4, the zonal mean and eddy components of the
Lorenz energy cycle, are discussed first, followed by the energetics in the domain of
zonal wavenumber, and finally by the normal modes energetics.
5.1 Lorenz energy cycle
One way to assess how the energetics of the atmosphere may be affected by the increase
in global mean temperature, which is implied by higher greenhouse gas concentrations,
is through the Lorenz energy cycle. In its simpler form, the Lorenz energy cycle charac-
terises the maintenance of the general circulation in terms of the generation of available
potential energy A, its conversion into kinetic energy K, and its further frictional dis-
sipation. The terms of the more detailed Lorenz energy cycle, which is obtained by
the decomposition of A and K into zonal mean and eddy components, are related to
specific processes as described in section 1.
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Recently, Herna´ndez-Deckers and von Storch (2010) have studied the energetics re-
sponses to CO2 increases, by evaluating the changes in the Lorenz energy cycle using
the output from the ECHAM5 climate model. Evidently, their study is related to the
present study, which analyses the energetics responses to increases of greenhouse gas
concentrations, that are inherent to the future climate scenario (A1B). They have been
motivated by the fact that A depends both on the spatial variance of temperature over
constant pressure levels and on the inverse mean static stability, γ, and therefore it
would not be affected by a homogeneous temperature increase, but rather by changes
in horizontal or vertical temperature gradients, that could trigger changes in the whole
Lorenz energy cycle. Most of their principal results agree to the changes in the Lorenz
energy cycle obtained in this study for the A1B climate relative to the present climate
(20C), as will be discussed troughout this section.
A comparison between the global energy cycle of the five climate models for the
present climate (20C) in both DJF and JJA, and that for the future climate scenario
(A1B), is illustrated in Figure 5.1. It is apparent some global changes in the energetics
for the A1B climate relative to the 20C climate. These include, a decrease in GZ , which
seems to imply a decrease in both the transfer rate from AZ to AE, and the conversion
rate from AE to KE , and also a decrease in the dissipation of KE. On the other hand, it
is seen an increase in CK , which seems to lead to a strong increase in KZ . It is also seen
global increases in GE , AZ and DZ , whereas CZ decreases slightly and KE is virtually
unchanged in DJF, but increases slightly in JJA. However, the global nature of the
values in Figure 5.1 may have obscured opposite changes in the energetics responses to
higher greenhouse gas concentrations of the A1B climate, that should be important for
understanding the dynamical changes in the circulation of the atmosphere of a warmer
planet. Therefore, the vertical cross-sections of the energetics terms are displayed in
Figures 5.2 to 5.10, in order to assess the contributions for the energetics changes in the
A1B climate as function of latitude and pressure. In these figures, the contours show
the energetics quantities for the A1B climate, while the colour shadings indicates the
95% significant changes, obtained via the t-test, relative to the 20C climate.
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Figure 5.1: As in Figure 4.40, but for the climate models in the present climate (20C) versus the
future climate scenario (A1B).
Figure 5.2 shows a strong increase of AZ in the upper troposphere and lower strato-
sphere (UTLS), whereas throughout the middle and lower troposphere AZ decreases.
This pattern is specially evident in the winter hemisphere, and it is also seen in CA, AE ,
CE, and KE (Figures 5.3 to 5.6). On the other hand, an increase response dominates in
CK and KZ (Figures 5.7 and 5.8). Following Herna´ndez-Deckers and von Storch (2010),
these different patterns in the changes of CK and KZ relative to the other terms, may
be explained by the vertical distribution of these terms. Both CK and KZ are related to
the jet streams, and thus are more concentrated in the upper levels of the troposphere,
whereas the other terms are widely spread throughout the troposphere. Therefore, the
global response of CK and KZ is dominated by the values in the upper troposphere,
where the increase response is present, whereas the global response of the other terms
is partially dominated by the values in the middle and lower troposphere, where the
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decrease response is strong.
The positive and negative values of CZ , depicted in Figure 5.9, are associated with the
thermally direct Hadley cells, the indirect Ferrel cells and to some extent with the also
direct Polar cells. It is generally seen an increase in the positive contributions to CZ in
the UTLS, whereas the same contributions show a decrease in the lower troposphere. On
the other hand, the increase response dominates in the negative contributions to CZ (it
should be noted that, a strengthening in the negative contributions to CZ , corresponds
to a negative colour shading). The global decrease seen in CZ seems therefore related
to a higher conversion from KZ to AZ . This also implies that the increase in KZ must
be due by the increase in CK , which agrees with Herna´ndez-Deckers and von Storch
(2010). They have concluded that the increase in KZ must be mostly driven by the
changes in the AZ → AE → KE → KZ side of the energy cycle, and not by changes in
the direct conversion from AZ to KZ .
The analysis of the vertical cross sections suggests therefore a strengthening of the
energy cycle in the upper levels and a weakening in the lower levels, which is seen in all
the five climate models used in this study. Globally, the weakening of the Lorenz energy
cycle in the lower levels dominates and leads to a decrease in the energy flow from AZ to
AE to KE . This weakening reflects a reduction in baroclinic activity and is consistent
with earlier studies (Boer, 1995; Castanheira et al., 2009; Herna´ndez-Deckers and von
Storch, 2010). On the other hand, the strengthening of the Lorenz energy cycle in the
upper levels leads to an increase in CK together with a significant increase in KZ . As
shown by Herna´ndez-Deckers and von Storch (2010), the two opposite responses result
from the warming structure implied by higher greenhouse gas concentrations, with the
strongest warming in the upper tropical troposphere and in the lower troposphere at
high latitudes (e.g. Nieho¨rster et al., 2008). This warming structure causes changes
in the horizontal temperature variance and in the mean static stability, as seen in
Figure 5.12, which increase zonal mean available potential energy AZ in the upper
troposphere and decrease it below, triggering the two opposite responses via changes in
baroclinic activity.
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Figure 5.2: Cross-sections of zonal available potential energy, AZ , averaged over 2070-2099 in DJF
(left) and JJA (right). The AZ quantities for the A1B climate are contoured (black) and the significant
changes (95%) relative to the 20C climate are shaded (colour). Units are J m−2 Pa−1.
150 5. Energetics in a Future Climate Scenario
Pr
es
su
re
 (h
Pa
)
C
A
 − DJF (A1B)
2
2
6
2
−1 −1
MODELS
AVERAGE
10
100
200
300
400
500
600
700
850
1000
C
A
 − JJA (A1B)
2
6
2
−1
Pr
es
su
re
 (h
Pa
)
2
2 6
2
−1−1
CGCM3.1
10
100
200
300
400
500
600
700
850
1000
2
6
2
−1
Pr
es
su
re
 (h
Pa
)
2
6
2
2
−1
CCSM3
10
100
200
300
400
500
600
700
850
1000
2
6
2
−1
Pr
es
su
re
 (h
Pa
)
2
6
2
−1
CNRM−CM3
10
100
200
300
400
500
600
700
850
1000
2
2
−1
Pr
es
su
re
 (h
Pa
)
2
2
6
−1 −1
MIROC3.2
10
100
200
300
400
500
600
700
850
1000
2
6
2
Latitude
Pr
es
su
re
 (h
Pa
)
2
6
2
2
2
−1
ECHAM5
−90 −60 −30 0 30 60 90
10
100
200
300
400
500
600
700
850
1000
Latitude
26−1
−90 −60 −30 0 30 60 90
 −2.5 −1.5 −0.5 0.5 1.5 2.5
Figure 5.3: The same as in Figure 5.2, but for the rate of transfer from zonal to eddy available
potential energy, CA. Positive (Negative) values of CA are represented by continuous (dotted) contours.
Units are 105 W m−2 Pa−1.
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Figure 5.4: The same as in Figure 5.2, but for eddy available potential energy, AE .
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Figure 5.5: The same as in Figure 5.3, but for the conversion rate of eddy available potential energy
to eddy kinetic energy, CE , computed with the “ωα” formulation.
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Figure 5.6: The same as in Figure 5.2, but for eddy kinetic energy, KE.
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Figure 5.7: The same as in Figure 5.3, but for the rate of transfer from eddy to zonal kinetic energy,
CK .
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Figure 5.8: The same as in Figure 5.2, but for zonal kinetic energy, KZ .
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Figure 5.9: The same as in Figure 5.3, but for the conversion rate of eddy available potential energy
to eddy kinetic energy, CZ , computed with the “ωα” formulation.
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Figure 5.10: The same as in Figure 5.5, but computed with the “v · ∇z” formulation.
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Figure 5.11: The same as in Figure 5.9, but computed with the “v · ∇z” formulation.
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Figure 5.12: Mean vertical profile of the stability parameter, γ, for the climate models. Averages
are over 1970-1999 for the 20C climate and over 2070-2099 for the A1B climate for all seasons: DJF
(Top left), MAM (Top right), JJA (Bottom left) and SON (Bottom right). Units are K−1.
For completeness, the cross-sections for the conversion rates CE and CZ computed
with the v ·∇z formula are displayed in Figures 5.10 and 5.11, respectively. These terms
are related to the horizontal cross isobaric flow down the pressure gradient in the eddies
and the zonal mean, respectively, and therefore the structures in their cross-sections
are locally different from that of same terms computed with the ωα formula.
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5.2 Saltzman energy cycle
In the previous section it has been shown a clear strengthening of the Lorenz energy
cycle in the upper troposphere/lower stratosphere and the weakening of the cycle below,
for the A1B climate relative to the 20C climate. These two opposite responses suggest
an increase in baroclinic activity in the upper region and a reduction below, leading to
a global decrease in the energy flow from AZ to AE to KE, and to an increase in CK
together with a significant increase in KZ .
In this section the zonal wavenumber spectra of the energy cycle terms are analysed
to assess the changes in the A1B climate among the different scales of eddies. The
spectra of the zonal-mean interactions of available potential and kinetic energies, R(n)
and M(n), together with the conversion rate of available potential energy into kinetic
energy in wavenumber n, C(n), are shown in Figure 5.13, for DJF and JJA of both the
20C and A1B climates. The terms R(n) and C(n) are responsible for the energy flow
from AZ to AE to KE , whereas term M(n) represents the energy transfer rate from
KE to KZ (see section 2.2.3 for the correspondence between the energy cycle terms of
Lorenz with that in the zonal wavenumber formulation of Saltzman). The spectra for
the available potential and kinetic energies, A(n) and K(n), and for their wave-wave
interactions, S(n) and L(n), are illustrated in Figure 5.14. The contributions from the
longer waves n = 1 − 6 and from the intermediate to short waves n = 7 − 72 for the
wavenumber energetics, are displayed in table 5.1, to help in the analysis of Figures 5.13
and 5.14.
For the A1B climate, it is generally seen an increase of C(n) in the longer waves
(n = 1 − 6), whereas in the intermediate to short waves (n = 7 − 72) it decreases
(Figure 5.13 and Table 5.1). The same is also true for R(n), although the increase
in the longer waves is much smaller or even absent, as in the DJF season. On the
other hand, the increase of M(n) is clearly seen in the longer waves, but it remains
virtually unchanged in the intermediate to short waves. This reflects that the increase
of baroclinic activity at the upper region is due to the large-scale waves, whereas its
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reduction at the lower region is due to the short-scale waves, which is in line with
observations, the energy containing eddies in the wintertime stratosphere have larger
horizontal wavelengths than the eddies in the troposphere (Held, 1993).
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Figure 5.13: Zonal wavenumber spectra for zonal-wave interactions of available potential energy
(R(n), top row) and kinetic energy (M(n), bottom row), and for the conversion of A(n) to K(n)
(C(n), middle row). The values for the individual models are represented for both the 20C (dashed
lines) and the A1B (dotted lines) climates, along with the models’ averages for both the 20C (red
triangles) and A1B (green circles), for DJF (left) and JJA (right). Units are W m−2.
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Figure 5.14: As in Figure 5.13 but for available potential and kinetic energies in wavenumber n,
A(n) and K(n), and their wave-wave interactions, S(n) and L(n). Units are 105 J m−2 for energy
levels and W m−2 for interactions.
The zonal wavenumber spectra of kinetic energy, K(n), also shows an increase in the
longer waves and a decrease in the intermediate to short waves for the A1B climate,
which is consistent with the spectra of C(n). On the other hand, the spectra of available
potential energy, A(n), shows a global decrease for all wavenumbers (Figure 5.14 and
Table 5.1). It could have been expected an increase of A(n) in the longer waves,
reflecting the increase response in the stratosphere. However, analysing the cross-
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sections for the largest scale planetary waves (n = 1− 3), which contain most of A(n),
it is found that their distributions are spread over both the stratosphere and troposphere
(not shown), and thus the increase stratospheric response is dominated by the decrease
tropospheric response also in the longer waves. Globally, the wave-wave interactions
of both the available potential and kinetic energies, S(n) and L(n), respectively, show
less activity in the A1B climate. On the one hand, the long waves (n ≃ 2− 7) transfer
slightly less available potential energy to the shorter waves (n & 8), and on the other
hand, the synoptic waves (n = 5− 10) also transfer slightly less kinetic energy to both
the planetary and short waves.
Table 5.1: Energetics of the climate models average for the longer waves n = 1 − 6, and for the
intermediate to short waves n = 7− 72, in DJF and JJA of both the 20C and A1B climates. Units are
105 J m−2 for energy levels and W m−2 for conversion/transfer rates.
DJF JJA
n 20C A1B 20C A1B
R(n)
1− 6 1.83 1.83 1.64 1.67
7− 72 0.69 0.59 0.64 0.53
C(n)
1− 6 1.84 1.91 1.95 2.03
7− 72 1.08 0.95 1.01 0.90
M(n)
1− 6 0.57 0.65 0.47 0.55
7− 72 0.28 0.27 0.21 0.20
A(n)
1− 6 5.00 4.74 4.70 4.69
7− 72 0.77 0.72 0.75 0.70
K(n)
1− 6 5.57 5.67 5.09 5.32
7− 72 1.89 1.78 1.77 1.65
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5.3 Normal mode energetics
Energy levels
The strengthening of the atmospheric energy cycle in the upper troposphere/lower
stratosphere and the weakening of the cycle below, suggesting an increase of baroclinic
activity at the upper region mostly due to the large-scale waves, and a reduction at the
lower region mainly due to the intermediate and short-scale waves, has been assessed in
sections 5.1 and 5.2, for the A1B climate relative to the 20C climate. Furthermore, these
changes were attributed to the warming pattern simulated for the A1B climate, with
the strongest warming in the upper tropical troposphere and in the lower troposphere
at high latitudes.
The 3-D normal mode energetics scheme may give further insight on the changes in
the atmospheric energy cycle due to higher greenhouse gas concentrations. The results
discussed in the previous sections may be complemented or additionally supported with
the 3-D normal mode scheme, specially by using the separation of the energetics into
the barotropic and baroclinic components. Thus, the results obtained with this scheme
are presented and discussed troughout the remainder of this section.
Figure 5.15 shows the zonal wavenumber spectra of total energy, Enlk, for each climate
model and for the models’ average in DJF, of both the 20C and A1B climates. The
separations into barotropic-baroclinic and Rossby-gravity modes are presented as in
Figure 4.26. It isn’t detected relevant changes in the basic characteristics of total
energy Enlk spectra for the A1B climate relative to the 20C climate, appart from the
expected changes in the magnitude of the spectra at each wavenumber, in line with
the results of section 5.2. Globally, the total eddy energy in the A1B climate decreases
at the higher wavenumbers for all components, both the barotropic and baroclinic,
and Rossby and gravity, and increases (decreases) at the lower wavenumbers for the
barotropic (baroclinic) component of both Rossby and gravity modes. On the other
hand, the universal power law behaviour in the Enlk spectra for the present climate
(Figure 4.60), is also found in the future climate for both the barotropic and baroclinic
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components, and within the Rossby and gravity modes.
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Figure 5.15: As in Figure 4.26, but for each climate model and the models’ average in DJF of both
20C and A1B climates.
The wavenumber spectra of available potential energy, A(n), and kinetic energy,
K(n), are depicted in the left and right panels of Figure 5.16, respectively. As for the
spectra of Enlk, the basic characteristics, related to the power law behaviour in the A(n)
and K(n) spectra, are common to both climates. The global decrease of the total eddy
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energy for the A1B climate, found above in the lower wavenumbers of the baroclinic
component, is due to the decrease of A(n) which dominates the increase of K(n) in the
same wavenumbers. For the barotropic component, A(n) increases slightly in the lower
wavenumbers, and thus Enlk also increases in these wavenumbers.
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Figure 5.16: As in Figure 4.28, but for each climate model and the models’ average in DJF of both
20C and A1B climates.
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Figure 5.17 shows the total energy spectra in the vertical mode domain. For the A1B
climate, it is seen typically an increase of total energy at the baroclinic modes k = 3−4,
and also a slight increase at the barotropic mode k = 0, in both the zonal mean and
eddy components, and in both the Rossby and gravity modes.
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Figure 5.17: As in Figure 4.29, but for each climate model and the models’ average in DJF of both
20C and A1B climates.
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Most of the variations in vertical structures of the baroclinic modes k = 3−4 are found
in the UTLS (see Figure 4.25), with their first node at about 300-400 hPa. Therefore,
these modes should reflect essentially the energetics changes in the UTLS, as captured
in their vertical structures. This is consistent with the increase of baroclinic energy in
the upper region, leading to a strengthening of the energy cycle, due to the increase
of baroclinic activity in response to the warming pattern in this region. This is also
true for both the zonal mean and eddy components of available potential and kinetic
energies, as seen in their vertical mode spectra illustrated in Figure 5.18.
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Figure 5.18: As in Figure 4.30, but for each climate model and the models’ average in DJF of both
20C and A1B climates.
An energy decrease is seen in modes k = 5 − 7 (Figures 5.17 and 5.18), suggesting
that the decrease response in the lower levels, is dominating via increased variations
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in the vertical structures of these modes at lower levels, as compared to the low order
modes k ≤ 4. The maximum of AZ(k) and the secondary maximum of KE(k) are found
at k = 4 for the A1B climate, whereas the same maxima where found at k = 5 for the
20C climate. The secondary maximum of KZ(k) is also more clearly defined at k = 4
for A1B, while for 20C the modes k = 4 and 5 have nearly the same amount of zonal
kinetic energy. This also suggests a vertical structure change in the tropospheric jets.
Figure 5.19 shows the total eddy energy spectra in the meridional mode domain. For
the A1B climate, it was found, in general, an increase of energy in the lowest meridional
modes of both the barotropic and baroclinic components, and for both Rossby and
gravity modes. On the other hand, an overall decrease of energy was found in the higher
meridional modes of all components. Thus, these spectra also suggest a strengthening
of the planetary and cyclone-scale waves, and, on the other hand, a weakening of the
short-scale waves in the A1B climate.
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Figure 5.19: As in Figure 4.31, but for each climate model and the models’ average in DJF of both
20C and A1B climates.
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Energy interactions
The zonal wavenumber spectra for the interactions of available potential energy, Cnlk,
are illustrated in Figure 5.20. For the A1B climate, it is seen a decrease in the baroclinic
component of Cnlk for wavenumbers n ≥ 6, which means a combined weakening of the
wave-wave and wave-mean interactions of available potential energy, S(n)+R(n). The
net result for the lowest wavenumbers n = 1 − 5 of the baroclinic component, corre-
sponding to the larger scales, yields virtually no change. In the barotropic component of
Cnlk it is also undetected appreciable changes at all wavenumbers, suggesting therefore
that most of the energetics responses to increases of greenhouse gas concentrations, are
through changes in baroclinic activity.
Figure 5.21 shows the spectra for the interactions of kinetic energy, Bnlk, in the
zonal wavenumber domain. The eddies in the baroclinic component of Bnlk show a
strengthening in the larger scales, and a weakening in the smaller scales, for the A1B
climate, which agrees with the increases and decreases of M(n) in the same scales, as
shown in Figure 5.13. The barotropic eddies in Bnlk don’t show appreciable changes,
which means that the amount of kinetic energy flowing from the baroclinic component
into the barotropic component is virtually the same in both A1B and 20C climates.
Therefore, the increase in the baroclinic component of Bnlk, must represent the increased
transfer rate of kinetic energy from the eddy component to the zonal mean component,
specially in the large-scale waves, which leads ultimately to the increase of the zonal
mean kinetic energy in the A1B climate.
These results discussed above for the interactions of available potential and kinetic
energies, Cnlk and Bnlk, support and complement the results of sections 5.1 and 5.2.
The changes in the baroclinic component of Cnlk, correspond to the global decrease
of CA (Figure 5.3), and to the decrease of R(n) in the higher wavenumbers, which is
nearly unchanged in the lowest wavenumbers (Table 5.1). The increase in the large-
scale waves of the baroclinic component of Bnlk, represents the global increase of CK
(Figure 5.7) and the increase of M(n) in the lowest wavenumbers (Table 5.1). These
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features abovementioned for interactions Cnlk and Bnlk, are mostly characteristic of the
Rossby modes, since, on the one hand, the energetics of the gravity waves are usually
small, and, on the other hand, the flow of energy within the gravity modes is sometimes
in the opposite direction from that of the Rossby modes, as seen in Figure 5.21 for
example.
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Figure 5.20: As in Figure 4.32, but for each climate model and the models’ average in DJF of both
20C and A1B climates.
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Figure 5.21: As in Figure 4.33, but for each climate model and the models’ average in DJF of both
20C and A1B climates.
Figure 5.22 shows the interactions of available potential energy, Cnlk, in the vertical
mode domain. For the Rossby modes of the future climate A1B, it is seen that the
absolute value of the zonal mean component of Cnlk increases in the baroclinic modes
k = 3 − 4, and secondly at the barotropic mode k = 0, whereas the absolute value
of Cnlk decreases in the baroclinic modes k = 5 − 6 of the same component. These
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changes in the zonal mean component of Cnlk are balanced by an increase of Cnlk in the
baroclinic modes k = 3− 4 of the eddy component, and by a decrease in the baroclinic
modes k = 5 − 7 of the same component. When considering the contributions of all
meridional modes, the absolute increase of Cnlk in the barotropic mode k = 0 of the
zonal mean component, is reinforced due to the gravity mode, which has a comparable
value in this vertical mode to that of the Rossby mode. The contribution from the
gravity modes in the eddy component of Cnlk is neglegible for all vertical modes.
The spectra for the interactions of kinetic energy, Bnlk, are illustrated in Figure 5.23
as a function of the vertical mode. Within the Rossby modes of the future climate,
it is seen that the baroclinic modes k = 3 − 4 (k = 5 − 6) of the eddy component
supply higher (lower) amounts of kinetic energy, which must be transferred into both
the barotropic mode of the same component, and the zonal mean flow. This is accom-
panied by an increase of Bnlk in the barotropic k = 0 and baroclinic modes k = 3 − 4
of the zonal mean component, and a decrease in the baroclinic mode k = 5 of the
same component, whereas the barotropic mode of the eddy component is unchanged.
Considering all meridional modes together, the increase in the zonal mean component
of Bnlk is essentially seen in the barotropic mode and secondly in the baroclinic mode
k = 4. For the gravity modes, the flow of kinetic energy is from the zonal mean to the
eddy component, in the manner suggested by classical turbulence theory.
As for the energy spectra discussed previously, the overall increases seen in interac-
tions Cnlk and Bnlk at the baroclinic modes of low order (k = 3 − 4), should reflect
the changes in the UTLS of the future climate, whereas the decreases in the baroclinic
modes of higher order (k = 5 − 7) must correspond to the changes in the lower and
middle troposphere where the decrease response dominates. Therefore, the decrease in
the lower region of the transfer rate of available potential energy from the zonal mean
to the eddy component, CA, as seen in Figure 5.3 for the A1B climate, is mostly due
to a weakening in the baroclinic disturbances of intermediate to short scales, reflected
in the internal (or baroclinic) modes k = 5 − 7, as seen in Figures 5.20 and 5.22. On
the other hand, the increase in the upper region of the transfer rate from eddy to zonal
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kinetic energy, CK , as seen in Figure 5.7, is the consequence of a strengthening in the
baroclinic disturbances of planetary to synoptic scales, reflected in the internal modes
k = 3− 4, as seen in Figures 5.21 and 5.23.
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Figure 5.22: As in Figure 4.34, but for each climate model and the models’ average in DJF of both
20C and A1B climates.
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Figure 5.23: As in Figure 4.35, but for each climate model and the models’ average in DJF of both
20C and A1B climates.
Figure 5.24 shows the interactions of eddy available potential,
∑
n>0Cnlk, and eddy
kinetic energies,
∑
n>0 Bnlk, in the meridional mode domain. Once again, it is seen
that these interactions are essentially determined by the Rossby modes. The decrease
response dominates in the baroclinic component of the interactions of eddy available
potential energy, which means that less energy is globally supplied into the eddy com-
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ponent in the future climate. On the other hand, the interactions of eddy kinetic energy
are dominated by an increase of energy that is supplied from the eddy component in
the modes lr = 3 − 6. The net result for the barotropic component yelds virtually no
change in both eddy interactions.
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Figure 5.24: As in Figure 4.36, but for each climate model and the models’ average in DJF of both
20C and A1B climates.
Energy conversion
The spectra for the conversion rate of eddy available potential energy into eddy kinetic
energy, C(n), are displayed in Figure 5.25, in the zonal wavenumber domain. The
barotropic component is neglegible, which confirms the baroclinic nature of conversion
C(n). It is seen increased baroclinic conversion rates for the A1B climate in the eddies
of larger scales (n ≤ 6), whereas the conversion rate is reduced in the eddies of smaller
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scales (n ≥ 7). This result is rather similar with that displayed in Figure 5.13, which
was obtained using Saltzman’s formulation.
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Figure 5.25: As in Figure 4.37, but for each climate model and the models’ average in DJF of both
20C and A1B climates.
The vertical spectra for the conversion rate of available potential energy A into kinetic
energy K, are illustrated in Figure 5.26. The conversion rate between the zonal mean
components of A and K, i.e. CZ(k), is small in both climates, having therefore little
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weight in the energetics. For the A1B climate, an increase of the conversion rate between
the eddy components of available potential and kinetic energies, CE(k), is seen in the
baroclinic modes k = 3−4, whereas a decrease of CE(k) is seen in the baroclinic modes
k = 5−6. The maximum of CE(k) has changed from k = 5 to k = 4 in the A1B climate
relative to the 20C climate.
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Figure 5.26: As in Figure 4.38, but for each climate model and the models’ average in DJF of both
20C and A1B climates.
These results are in line with those for the interactions of available potential and
kinetic energies, Cnlk and Bnlk, respectively. Therefore, the decrease in the A1B climate,
of the conversion rate of eddy available potential energy into eddy kinetic energy, CE,
in the lower and middle troposphere, as seen in Figure 5.5, is also due to a weakening
in the baroclinic disturbances of intermediate to short scales, which are projected in
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the internal modes k = 5 − 7, as seen in Figures 5.25 and 5.26. On the other hand,
the increase of CE in the upper region, is driven by a strengthening in the baroclinic
disturbances of planetary to synoptic scales, which are captured in the internal modes
k = 3− 4.
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Figure 5.27: As in Figure 4.39, but for each climate model and the models’ average in DJF of both
20C and A1B climates.
The vertical spectra of the generation and dissipation terms for the zonal mean and
eddy components of available potential energy and kinetic energy, is finally illustrated
in Figure 5.27. For the A1B climate, greater amounts of AZ are generated in the
barotropic k = 0 and baroclinic modes k = 3 − 4, whereas the generation of AZ is
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reduced in the baroclinic modes k = 5− 6. An increase of GE is seen in the baroclinic
modes k = 3− 4, while it is reduced in the baroclinic mode k = 6. The net result over
all modes yields an increase of DZ , which is rather small, since it is the result of a small
increase in the barotropic mode, and a slight decrease over the baroclinic modes. A
global decrease of DE is obtained by summing the contributions over all vertical modes,
with the decreases in the baroclinic modes k = 5− 6 dominating over the increases in
the baroclinic modes k = 3− 4.
From the results presented troughout this section, it is concluded that, the energetics
for the A1B climate show a global decrease in the Lorenz energy cycle strength, defined
as the total conversion of available potential energy A into kinetic energy K, but also
an increase in the zonal mean kinetic energy, KZ , and in the wave-mean interactions
of kinetic energy, CK . These global changes agree rather well with the findings in the
study of Herna´ndez-Deckers and von Storch (2010) on the energetics responses to CO2
increases. They are a consequence of the strengthening of the Lorenz energy cycle in the
upper troposphere and lower stratosphere (UTLS), sustained by enhanced baroclinic
eddies of large horizontal scales, and the weakening of the cycle below, mostly driven
by weaker baroclinic eddies of intermediate to small scales. The results also show a
greater generation of A in the upper troposphere, as a consequence of the increase in
greenhouse gas concentrations, while it is reduced in the lower troposphere. This is seen
in Herna´ndez-Deckers and von Storch (2010), by the Lorenz energy cycle computed for
the atmosphere splited at 350 hPa, whereas in this study it is seen by the increases of GZ
and GE in the low-order baroclinic modes, k = 3− 4, whose structure is concentrated
essentially in the UTLS, and by their decreases in the baroclinic modes k = 5 − 6,
which have increasing structure in the lower and middle troposphere where the decrease
response dominates.
The two opposite responses result from the simulated warming pattern that shows
the strongest warming in the upper tropical troposphere and in the lower troposphere
at high latitudes (e.g. Nieho¨rster et al., 2008). Held (1993) pointed out the dual role of
this warming pattern for baroclinic eddies, which can be strengthened by an increase
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in pole-to-equator temperature gradient in the upper troposphere but are weakened
by the decrease in this gradient in the lower troposphere. An increase of UTLS wave
baroclinicity and its decrease in the lower troposphere was reported by Castanheira
et al. (2009), which is also consistent with this warming pattern.
In agreement with earlier studies (Boer, 1995; Herna´ndez-Deckers and von Storch,
2010), the weakening of the energy cycle in the middle and lower troposphere is expected
from the reduced equator-to-pole temperature gradients, because of high-latitude warm-
ing, and the reduced land-sea contrasts during the winter season, because of stronger
warming over continents. It reflects a reduction in baroclinic activity, as one prominent
change in the global energy cycle. The other prominent feature is the significant in-
crease in KZ , which is driven by an increase in CK . The strong increase in KZ is seen
in all five climate models used in this study. Lorenz and DeWeaver (2007) found that
the IPCC-AR4 climate models show a strengthening and poleward shifting of the tro-
pospheric zonal jets and of momentum flux in response to global warming, that suggest
an increase in both CK and KZ , which are dominated by the tropospheric jets. The
poleward shifting of the tropospheric zonal jets is visible in both this study and that
of Herna´ndez-Deckers and von Storch (2010), as the increase of KZ in the SH on the
poleward side of the jet throughout the whole troposphere.
The tropical upper-troposphere warming is known to be related to moist convection
within the tropics (Held, 1993). According to Herna´ndez-Deckers and von Storch (2010),
this would suggest that moisture is an important factor in the upper-level strengthen-
ing of the energy cycle, although Lorenz and DeWeaver (2007) have argued that the
strengthening of the polar jets, which they find in all IPCC models, is mostly driven
by the rising of the tropopause rather than by the increase in moisture content, the
latter playing a secondary role. However, as pointed by Herna´ndez-Deckers and von
Storch (2010), it could be also argued that the tropopause rises mostly because of the
strong tropical upper-troposphere warming, which is caused by moisture effects. On
the other hand, Schneider et al. (2010) have shown that, because extratropical water
vapour dynamics generally decreases meridional potential temperature gradients and
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increases the (dry) static stability, it primarily damps eddies, rather than energising
them. Therefore, it is also argued by Herna´ndez-Deckers and von Storch (2010) that
part of the weakening response of the energy cycle in the lower and middle troposphere
is related to the increase in mean static stability (decrease of γ), which is also related
to water vapour effects.
In addition, according to Held (1993), the dominant wintertime baroclinic eddies,
cohering through the depth of the troposphere, transport energy poleward, and it is
the balance between this transport and the pole-to-equator heating gradient that de-
termines the statistically steady temperature gradient on the Earth, as well as the
average strength of the eddies. Since the eddies carry moisture also, this transport
contributes to the energy transferred poleward. If the water evaporated in the sub-
tropics is transferred to higher latitudes before condensing and releasing its latent heat,
the temperature gradient is reduced compared to that which would exist if the vapour
condensed at the latitude of evaporation. As the atmosphere becomes moister, this
latent heat transport increases, making the eddies more efficient at transporting energy
polewards. Smaller eddies are then required to maintain the same temperature gra-
dient, so that eddy amplitude will decrease as the moisture content increases. Pavan
et al. (1999) have found that the presence of moisture can either increase or decrease
the peak eddy kinetic energy of a developing wave, depending on the initial moisture
distribution. A relative abundance of moisture at mid-latitudes tends to weaken the
wave, while a relative abundance at low latitudes tends to strengthen it. This seems
to be consistent with recent studies indicating a poleward shift of the storm tracks and
the midlatitude precipitation zone in the warming world that will lead to subtropical
drying and higher latitude moistening (e.g. Wu et al., 2010, and references therein).
Chapter 6
Summary and Conclusions
The global atmospheric energetics was evaluated in the frameworks of the basic decom-
position of zonal mean and eddy components of Lorenz (1955), the zonal wavenumber
decomposition of Saltzman (1957), and the 3-D normal mode energetics scheme of
Tanaka (1985). An extension to the normal mode energetics formulation has been pre-
sented in the study, which enables an explicit evaluation of the conversion rate between
available potential energy and kinetic energy along with their generation and dissipation
rates, in both the zonal wavenumber and vertical mode domains. In addition, it has
been proposed an extended energy cycle diagram describing the flow of energy among
the zonal mean and eddy components, and also among the barotropic and baroclinic
components. The energetics was first assessed for three reanalysis datasets and for the
simulations of five state-of-the-art climate models representing the present climate con-
ditions. The analysis was then extended using the datasets simulated by the same five
climate models for a future climate scenario experiment, as defined in the SRES of the
IPCC.
According to the results obtained from the datasets representing the present climate
conditions, it was seen that the basic characteristics of the flow of energy in the atmo-
sphere are determined by the Rossby modes, whereas the contributions from the gravity
modes are relatively small. Most of the energy of the atmospheric general circulation is
generated in both the barotropic and baroclinic components of zonal mean available po-
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tential energy, AZ , by the differential heating of solar radiation. Almost all the energy
generated in AZ is transformed into eddy available potential energy, AE , mostly by the
planetary and synoptic-scale eddies of both the barotropic and baroclinic components.
Both AZ and AE are contained mainly in the baroclinic component of the atmosphere,
because the energy generated at the barotropic component of AZ is transformed into
both the barotropic and baroclinic components of AE, and the energy supplied into
the barotropic component of AE is dissipated radiatively, possible by the warming of
cold air masses and the cooling of warm air masses in middle latitudes (Lorenz, 1955).
Some energy is also generated at the baroclinic component of AE , which together with
the energy supplied from AZ into the baroclinic component of AE , is converted into
the eddy kinetic energy, KE , of the baroclinic component, mostly by the planetary and
synoptic-scale eddies. Part of the energy supplied into the baroclinic KE is dissipated
by surface friction and viscosity, whereas the remainder part is transformed by the
synoptic to planetary waves into barotropic kinetic energy of both the zonal mean and
eddy components, KZ and KE, and also into zonal mean kinetic energy of the baroclinic
component. The kinetic energy supplied to the barotropic component of both KZ and
KE is also dissipated by surface friction and viscosity. Some energy dissipation also
takes place in the baroclinic component of KZ . The remainder small part of energy
generated in the barotropic component of AZ , seems to be converted into KZ , whereas
for the baroclinic component the conversion appears to be in the opposite direction.
The shape and location of the latitude-pressure distributions in the integrands of
the various energetics terms, are rather similar among the three reanalysis. Differences
are mainly related to the magnitude of some of those distributions, which are typically
weaker in NCEP-R2 and almost exclusively located in the SH. In general, the differences
are fairly unimpressive and are likely due to the different model biases and resolutions,
and the different data assimilation methods used in the reanalysis systems.
In general, it was seen that the distributions in the integrands of the energetics terms
are reasonably well simulated by the models in a qualitative sense, when compared to
the reanalysis. However, the magnitude of the distributions in the integrands is gen-
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erally greater in the models, resulting in larger quantities of energy and an overactive
energy cycle. Accordingly, the magnitudes of the various energy and energy conver-
sion/transfer spectra are generally excessive in the models, specially at the synoptic-
scale wavenumbers from about n = 4 to 10, although the shape of most spectra agree
reasonably well between models and reanalysis. The temperature cold bias and the too
strong tropospheric jets, along with the jets’ shifts in some cases, constitute some of
the main deficiencies in the models simulations which are directly implicated in their
excessive energy and too vigorous energy cycle. Improving these deficiencies should
lead to significant benefits in the energy cycle of the models. Reducing the temperature
cold bias should decrease AZ and GZ , leading also to a weaker meridional temperature
gradient, that should reduce CA. Weakening the jets and improving their position,
should reduce both KZ and CK .
As have been suggested by Boer and Lambert (2008), the excessive generation of
zonal mean available potential energy, GZ , and excessive dissipation of eddy kinetic
energy, DE , in the models, seem to be implicated on the overactive energy cycle, and
hence, efforts should be made to improve the physical processes controlling GZ and
DE in the models. The processes controlling the generation, dissipation and the con-
version/transfer rates terms should be closely related, since the models are devised to
conserve energy. Therefore, the synoptic-scale processes should be of significant impor-
tance, since the models show excessive energy conversion/transfer rates typically at the
synoptic-scale wavenumbers.
Overall, it is concluded that the inputs and outputs in the energy cycle of the models
agree to those of the reanalysis. Differences between models and reanalysis are mainly
related to the magnitudes of energy, energy conversion/transfer rates, and energy gen-
eration and dissipation rates. Too much AZ is generated in the models at the baroclinic
modes k = 4−5. The excessive transfer rates of zonal mean to eddy available potential
energy and of eddy to zonal mean kinetic energy in the models, which are compactly
expressed by terms CA and CK , are mostly due to the synoptic-scale Rossby waves of
the baroclinic modes k = 4 and 5. This is seen by the too strong values in the R(n) and
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M(n) spectra, typically at the synoptic scale wavenumbers n ≃ 4 − 8 for all models,
being complemented further by the spectra of Cnlk and Bnlk in the zonal wavenumber
domain, in which the excessive energy transfer rates in the models were typically found
at the synoptic scale wavenumbers n ≃ 4 − 8 for the Rossby modes of the baroclinic
component. In addition, the vertical spectra of both Cnlk and Bnlk has revealed the
baroclinic modes k = 4 and 5, as those vertical modes in the models with the most
excessive interactions of both available potential and kinetic energies. The same should
be true for the conversion rate of eddy available potential energy to eddy kinetic en-
ergy, CE. That is, the excessive values of CE in the models were also typically found
at the synoptic-scale waves of the baroclinic modes k = 4 and 5, yet the separation
into Rossby and gravity modes is not possible for this term within the normal mode
energetics scheme. Finally, the KE is generally dissipated at a higher rate in the models
at the baroclinic modes k = 4− 5.
The energy cycle changes in the A1B climate, result from a dual role of the warm-
ing pattern, characterised by the strongest warming in the tropical upper troposphere
and in lower level high latitudes. This pattern causes an increase of AZ in the upper
troposphere (upper region) and a decrease of AZ in the lower troposphere, near the
surface, which is in line with the results of Herna´ndez-Deckers and von Storch (2010).
They have also showed that in the free troposphere (roughly between 700 and 400 hPa)
where the warming is approximately homogeneous, the increase in mean static stability
is responsible for a decrease in AZ , which was supported in this study by the decrease of
γ (increase in mean static stability) found in the lower and middle troposphere (lower
region). The result is a decrease in AZ throughout the lower region and an increase
in the upper region. The results also show that an increase in greenhouse gas con-
centrations leads to a greater generation of A in the upper troposphere and a reduced
generation of A in the lower troposphere. This, together with the response of baroclinic
activity due to the changes in temperature gradients and static stability, and therefore
to the changes in A, explains the general strengthening of the energy cycle in the upper
region and its weakening in the lower region for the future climate.
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The changes in moisture content, implied by the warming pattern, should be also
an important factor for the changes in the energy cycle, since the poleward moisture
transport contributes to the poleward energy transport and, therefore, to the equator-
to-pole temperature gradients.
Globally, the total dissipation decreases in A1B, although the zonal mean dissipation
increases slightly. When integrated globally, the weakening of the energy cycle in the
lower region dominates and leads to decreases in the part of the energy cycle that
links AZ to AE to KE . The strengthening of the energy cycle in the upper region, on
the other hand, appears together with a significant increase in KZ , due to an increase
in the transfer rate of eddy to zonal kinetic energy, CK . These global changes are a
consequence of the strengthening of the Lorenz energy cycle in the upper troposphere
and lower stratosphere, sustained by enhanced baroclinic eddies of large horizontal
scales, and the weakening of the cycle below, mostly driven by weaker baroclinic eddies
of intermediate to small scales.
Appendix A
Atmospheric Energetics
In the following sections, the equations describing the energy cycle of the global at-
mosphere are derived by using the fundamental equations presented in chapter 2 (sec-
tion 2.2.1).
A.1 Lorenz energy cycle
A.1.1 Kinetic energy balance equations
The mechanical energy equations for the ‘horizontal’ wind components are obtained by
multiplying equations (2.20) and (2.21) by u and v, respectively, and may be written
as
∂
∂t
(
u2
2
)
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(
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2
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− ω ∂
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Averaging (A.1) and (A.2) with respect to longitude gives:
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where [A] denotes the zonal average of a quantity A, and is defined by [A] = 1
2π
∫ 2π
0
A dλ.
Multiplying (2.20) and (2.21) by [u] and [v], respectively, applying the continuity
equation (2.23), and averaging the resulting equations along a latitude circle, yields the
relations
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These equations may be expanded further as
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∂t
(
[u]2
2
)
=
{
1
a cos θ
∂
∂θ
((
[v]
[u]2
2
− [u] [uv]
)
cos θ
)}
+
{
∂
∂p
(
[ω]
[u]2
2
− [u] [uω]
)}
+ [u∗v∗]
cos θ
a
∂
∂θ
(
[u]
cos θ
)
+ [u∗ω∗]
∂ [u]
∂p
+ [u] [v]
(
f + [u]
tan θ
a
)
− [u] [Fu] , (A.7)
∂
∂t
(
[v]2
2
)
=
{
1
a cos θ
∂
∂θ
((
[v]
[v]2
2
− [v] [vv]
)
cos θ
)}
+
{
∂
∂p
(
[ω]
[v]2
2
− [v] [vω]
)}
+ [v∗v∗]
1
a
∂ [v]
∂θ
+ [v∗ω∗]
∂ [v]
∂p
− [u∗u∗] [v] tan θ
a
− [u] [v]
(
f + [u]
tan θ
a
)
−g [v]
a
∂ [z]
∂θ
− [v] [Fv] . (A.8)
The rate of change of the kinetic energy of the zonally-averaged flow, is now obtained
by adding (A.7) and (A.8), i.e.,
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The equations for the rate of change of the mean eddy kinetic energy may be obtained
by subtracting (A.7) and (A.8) from (A.3) and (A.4), respectively, in accordance with
the relations
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, (A.11)
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where the superscript asterisk represents deviations from the zonal mean, so that, e.g.,
u = [u] + u∗. The resulting equations may be expressed in the form
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Summing (A.12) and (A.13), yields
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Finally, the balance equations for zonal mean and eddy kinetic energy, KZ and KE,
are obtained by integrating equations (A.9) and (A.14) over a closed mass fluid (e.g.
A.1. Lorenz energy cycle 193
the entire atmosphere), and may be written as
∂
∂t
KZ = CK + CZ −DZ , (A.15)
∂
∂t
KE = −CK + CE −DE , (A.16)
where,
KZ =
∫
M
[u]2 + [v]2
2
dm, (A.17)
KE =
∫
M
[
(u∗)2
]
+
[
(v∗)2
]
2
dm, (A.18)
CK =
∫
M
(
[u∗v∗]
cos θ
a
∂
∂θ
(
[u]
cos θ
)
+ [u∗ω∗]
∂ [u]
∂p
+ [v∗ω∗]
∂ [v]
∂p
+ [v∗v∗]
1
a
∂ [v]
∂θ
− [u∗u∗] [v] tan θ
a
)
dm, (A.19)
CZ = −
∫
M
g
a
[v]
∂ [z]
∂θ
dm
= −
∫
M
R
p
[ω]′′ [T]′′ dm, (A.20)
DZ = −
∫
M
([u] [Fu] + [v] [Fv]) dm. (A.21)
CE = −
∫
M
(
g
a cos θ
[
u∗
∂z∗
∂λ
]
+
g
a
[
v∗
∂z∗
∂θ
])
dm
= −
∫
M
R
p
[ω∗T∗] dm, (A.22)
DE = −
∫
M
([u∗F ∗u ] + [v
∗F ∗v ]) dm. (A.23)
In (A.17) to (A.23), dm = 1
g
a2 cos θ dλ dθ dp and M indicates that the integration
is over the whole atmosphere. The terms between braces, { }, in equations (A.9) and
(A.14) vanish in case of global integrals, and so they do not appear in equations (A.15)
and (A.16). Using the hydrostatic equation (2.22) and the continuity equation (2.23), it
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may be shown that the two alternative expressions for CZ and CE, in (A.20) and (A.22)
respectively, are equivalent provided that global integrals are considered (Peixoto and
Oort, 1992).
A.1.2 Available potential energy balance equations
Following Lorenz (1955), the balance equations for zonal and eddy available potential
energy may be derived by applying similar averaging processes to the first law of ther-
modynamics (2.24) as those used in (2.20) and (2.21) to derive the zonal and eddy
kinetic energy balance equations (A.15) and (A.16). These equations take the following
form, respectively
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and the stability parameter, γ, is defined as
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A.2 Energetics in the zonal wavenumber domain
A.2.1 Basic concepts from the theory of Fourier analysis
Any real, single-valued function f (λ), which is piecewise differentiable in the interval
(0, 2π), may be written in terms of a Fourier representation,
f(λ) =
∞∑
n=−∞
F (n)einλ, (A.32)
where the complex coefficients, F (n), are given by
F (n) =
1
2π
∫ 2π
0
f(λ)e−inλ dλ. (A.33)
For the purposes of this discussion, it is considered the Fourier representation of
meteorological quantities specified along a given latitude circle. Thus, in (A.32) and
(A.33), λ is taken as longitude and n is the number of waves around the latitude circle.
The functions f(λ) and F (n) to be considered are listed in Table A.1.
Table A.1: Fourier transform pairs.
f(λ) - u v ω z T q Fu Fv
F (n) - U V Ω Z B Q FU FV
The quantity F (n) is the representation of f(λ) in the domain of wavenumber and
is called the spectral function of f . The set of equations, (A.32) and (A.33), is often
referred to as a Fourier transform pair.
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Using (A.32) and (A.33), the Fourier transform pairs for the derivatives of f(λ, θ, p, t)
may be written as
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where ξ may be θ, p, or t, and the use of subscript denotes a partial differentiation, i.e.
Fξ(n) =
∂F (n)
∂ξ
.
The product of two functions, f(λ) and g(λ), whose spectral functions defined by
(A.33) are F (n) and G(n), respectively, may be written as
1
2π
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0
f(λ) g(λ) e−inλ dλ =
1
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)
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The existence and uniqueness of the Fourier representation (A.32) is guaranteed since
the atmospheric fields satisfy the Dirichlet conditions (MacRobert, 1967), which are a
sufficient condition for the convergence of (A.32). Hence, g(λ) may be assumed as
uniformly convergent, and so the order of summation and integration in (A.38) may be
interchanged, which yields
1
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1
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Expression (A.39) gives the spectral function for the product of two variables, and is
often called the multiplication theorem. As a special case, the Parseval’s theorem may
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be obtained by setting n = 0 in (A.39):
1
2π
∫ 2π
0
f(λ) g(λ) dλ =
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If, further, f = g, yields
1
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f 2(λ) dλ =
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It has been used in (A.41) the fact that F (−m) is the complex conjugate of F (m),
which implies that F (m)F (−m) = |F (m)|2. It may be noted, also, from (A.33) that
F (0) = [f ].
A.2.2 Transformation of fundamental equations
Using of the relations presented above, the basic equations (2.20) to (2.24) may be
transformed from the space domain to the domain of wavenumber. The transformation
is effected by multiplying (2.20) to (2.24) by 1
2π
e−inλ, integrating around a latitude
circle, and applying (A.32) to (A.37) and (A.39). Therefore, the equations of motions
for the horizontal components of the wind take the form (see Table A.1)
∂
∂t
U(n) = −
∞∑
m=−∞
(
im
a cos θ
U(m)U(n−m) + 1
a
∂U(m)
∂θ
V (n−m)
+
∂U(m)
∂p
Ω(n−m)− tan θ
a
U(m)V (n−m)
)
− ing
a cos θ
Z(n) + f V (n)− FU(n), (A.42)
∂
∂t
V (n) = −
∞∑
m=−∞
(
im
a cos θ
V (m)U(n−m) + 1
a
∂V (m)
∂θ
V (n−m)
+
∂V (m)
∂p
Ω(n−m) + tan θ
a
U(m)U(n −m)
)
−g
a
∂Z(n)
∂θ
− f U(n)− FV (n). (A.43)
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The hydrostatic equation (2.22), the continuity equation (2.23) and the thermodynam-
ical energy equation (2.24) take the form, respectively
∂Z(n)
∂p
= −R
gp
B(n). (A.44)
∂Ω(n)
∂p
= − in
a cos θ
U(n)− 1
a
∂V (n)
∂θ
+
tan θ
a
V (n). (A.45)
∂
∂t
B(n) = −
∞∑
m=−∞
(
im
a cos θ
B(m)U(n−m) + 1
a
∂B(m)
∂θ
V (n−m)
+
∂B(m)
∂p
Ω(n−m)− 1
cp
R
p
B(m) Ω(n−m)
)
+
1
cp
Q(n). (A.46)
Equations (A.42) to (A.46) represent a closed system of equations governing the five
dependent variables U , V , Ω, Z and B as functions of n, θ, p and t, provided that the
heating distribution Q(n) is specified.
A.2.3 Kinetic energy equations
The equations for the rate of change of kinetic energy of disturbances of given scale
may now be derived using the transformed equations (A.42) to (A.46).
Multiplying (A.42) and (A.43) by U(−n) and V (−n), respectively, and applying
(A.45), the expressions for the rate of change of the separate components of K(n) may
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be obtained as
∂
∂t
|U(n)|2 = − (U(−n)V (n) + U(n)V (−n))cos θ
a
∂
∂θ
(
[u]
cos θ
)
− (U(−n) Ω(n) + U(n) Ω(−n))∂ [u]
∂p
+ 2
(
U(−n)U(n)) [v] tan θ
a
−
∞∑
m=−∞
m6=0
(
in
a cos θ
U(m)
(
U(−n)U(n−m)− U(n)U(−n −m))
+
1
a cos θ
U(−n) ∂
∂θ
(
U(m)V (n−m) cos θ)
+
1
a cos θ
U(n)
∂
∂θ
(
U(m)V (−n−m) cos θ)
+U(−n) ∂
∂p
(
U(m)Ω(n −m))+ U(n) ∂
∂p
(
U(m) Ω(−n −m))
− tan θ
a
V (m)
(
U(−n)U(n −m) + U(n)U(−n −m)))
− ing
a cos θ
(
Z(n)U(−n) − Z(−n)U(n)) − (U(−n)FU (n) + U(n)FU (−n))
+
(
f + [u]
tan θ
a
) (
U(−n)V (n) + U(n)V (−n)), (A.47)
∂
∂t
|V (n)|2 = − 2 V (−n)V (n)1
a
∂ [v]
∂θ
− (V (−n)Ω(n) + V (n)Ω(−n))∂ [v]
∂p
−
∞∑
m=−∞
m6=0
(
in
a cos θ
V (m)
(
V (−n)U(n−m)− V (n)U(−n−m))
+
1
a cos θ
V (−n) ∂
∂θ
(
V (m)V (n−m) cos θ)
+
1
a cos θ
V (n)
∂
∂θ
(
V (m)V (−n−m) cos θ)
+ V (−n) ∂
∂p
(
V (m)Ω(n−m))+ V (n) ∂
∂p
(
V (m)Ω(−n−m))
+
tan θ
a
U(m)
(
V (−n)U(n−m) + V (n)U(−n−m)))
−g
a
(
∂Z(n)
∂θ
V (−n) + ∂Z(−n)
∂θ
V (n)
)
− (V (−n)FV (n) + V (n)FV (−n))
−
(
f + [u]
tan θ
a
) (
U(−n)V (n) + U(n)V (−n)). (A.48)
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The desired equation for the rate of change of the total kinetic energy of a given
wavenumber may be finally obtained by summing (A.47) and (A.48), and integrating
over the entire mass of the atmosphere. This equation may be written as
∂
∂t
K(n) = −M(n) + L(n) + C(n)−D(n), (A.49)
where
K(n) =
∫
M
|U(n)|2 + |V (n)|2 dm, (A.50)
M (n) = −
∫
M
2U(n)U(−n) [v] tan θ
a
dm
+
∫
M
(
2 V (n)V (−n) 1
a
∂ [v]
∂θ
+
(
V (n)Ω(−n) + V (−n)Ω(n)) ∂ [v]
∂p
)
dm
+
∫
M
(
U(n)Ω(−n) + U(−n)Ω(n)) ∂ [u]
∂p
dm
+
∫
M
(
U(n)V (−n) + U(−n)V (n)) cos θ
a
∂
∂θ
(
[u]
cos θ
)
dm, (A.51)
C (n) = −
∫
M
i n g
a cos θ
(
Z (n)U (−n)− Z (−n)U (n)
)
dm
+
∫
M
g
a
(
∂Z(n)
∂θ
V (−n) + ∂Z(−n)
∂θ
V (n)
)
dm
= −
∫
M
R
p
(
Ω(n)B(−n) + Ω(−n)B(n)) dm, (A.52)
D (n) = −
∫
M
(
U (n)FU (−n) + U (−n)FU (n)
)
dm,
−
∫
M
((
V (n)FV (−n) + V (−n)FV (n)
)
dm, (A.53)
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L (n) = −
∫
M
∞∑
m=−∞
m6=0
in
a cos θ
U (m)
(
U (−n) U (n−m)− U (n) U (−n−m)) dm
+
∫
M
∞∑
m=−∞
m6=0
in
a cos θ
V (m)
(
V (−n) U (n−m)− V (n) U (−n−m)) dm
−
∫
M
∞∑
m=−∞
m6=0
tan θ
a
V (m)
(
U (n−m)U (−n) + U (−n−m) U (n)) dm
+
∫
M
∞∑
m=−∞
m6=0
tan θ
a
U (m)
(
U (n−m) V (−n) + U (−n−m) V (n)) dm
+
∫
M
∞∑
m=−∞
m6=0
(
U(−n) ∂
∂p
(
U(m) Ω(n−m))+ U(n) ∂
∂p
(
U(m) Ω(−n−m)) dm
+
∫
M
∞∑
m=−∞
m6=0
(
V (−n) ∂
∂p
(
V (m) Ω(n−m))+ V (n) ∂
∂p
(
V (m) Ω(−n−m)) dm
+
∫
M
∞∑
m=−∞
m6=0
1
a cos θ
U (−n) ∂
∂θ
(
U (m) V (n−m) cos θ) dm
+
∫
M
∞∑
m=−∞
m6=0
1
a cos θ
U (n)
∂
∂θ
(
U (m) V (−n−m) cos θ) dm
+
∫
M
∞∑
m=−∞
m6=0
1
a cos θ
V (−n) ∂
∂θ
(
V (m) V (n−m) cos θ) dm
+
∫
M
∞∑
m=−∞
m6=0
1
a cos θ
V (n)
∂
∂θ
(
V (m) V (−n−m) cos θ) dm. (A.54)
As a special case, the equation for the time rate of change of the kinetic energy of
the mean flow may be obtained by setting n = 0 in (A.49) and using the continuity
equation (A.45). This equation may be written as
∂
∂t
K(0) =
∞∑
n=1
M(n) + C(0)−D(0), (A.55)
where K(0) = KZ , C (0) = CZ and D (0) = DZ .
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Equations (A.49) and (A.55) represent the transforms of (A.16) and (A.15) in the
wave-number ”space“.
A.2.4 Available potential energy equations
The equation describing the variations of the separate scales of eddy available potential
energy, may be obtained by applying the same procedure used to obtain (A.49) from the
equations of motion to the thermodynamical energy equation (A.46). This equation,
which is the Fourier transform of (A.25), may be written in the following form
∂
∂t
A(n) = R(n) + S(n)− C(n) +G(n), (A.56)
where
A(n) =
∫
M
γ cp |B(n)|2 dm, (A.57)
R (n) = −
∫
M
γ cp
(
V (n)B(−n) + V (−n)B(n))1
a
∂ [T]
∂θ
dm
−
∫
M
γ cp
(
Ω(n)B(−n) + Ω(−n)B(n))T
Θ
∂ [Θ]′′
∂p
dm, (A.58)
S (n) = −
∫
M
γ cp
∞∑
m=−∞
m6=0
in
a cos θ
B(m)
(
B(−n)U(n−m) +B(n)U(−n−m)) dm
+
∫
M
γ cp
∞∑
m=−∞
m6=0
1
a
B(m)
(
V (n−m)∂B(−n)
∂θ
+ V (−n−m)∂B(n)
∂θ
)
dm
+
∫
M
γ cp
∞∑
m=−∞
m6=0
B(m)
(
Ω(n−m) ∂B(−n)
∂p
+ Ω(−n−m) ∂B(n)
∂p
)
dm
+
∫
M
γ cp
∞∑
m=−∞
m6=0
R
pcp
B(m)
(
Ω(n−m)B(−n) + Ω(−n−m)B(n)) dm,
(A.59)
G (n) =
∫
M
γ
(
B(n)Q(−n) +B(−n)Q(n)) dm. (A.60)
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For completeness, the Fourier transform of the balance equation for the zonal mean
available potential energy, (A.24), is written in the form
∂
∂t
A(0) = −
∞∑
n=1
R(n)− C(0) +G(0), (A.61)
where A(0) = AZ and G(0) = GZ .
A.3 Atmospheric normal modes
A.3.1 Linearised primitive equations
Under the usual approximation of a shallow-atmosphere, i.e. an atmosphere with a
vertical dimension much smaller than the horizontal dimension, and using coordinates
(λ, θ, p, t), a system of primitive equations may be written as
∂u
∂t
− fv + 1
a cos θ
∂φ
∂λ
= −~V · ∇u− ω∂u
∂p
+
tan θ
a
uv + Fu, (A.62)
∂v
∂t
+ fu+
1
a
∂φ
∂θ
= −~V · ∇v − ω∂v
∂p
− tan θ
a
u2 + Fv, (A.63)
∇ · ~V + ∂ω
∂p
= 0, (A.64)
∂φ
∂p
= −RT
p
, (A.65)
dT
dt
− R
p cp
ωT =
q
cp
, (A.66)
In (A.62)-(A.66) the approximations of constant gravity acceleration, g, and earth ra-
dius, a, are also considered.
By considering the reference state temperature, T0, which is a function of pressure
only, and the deviation from T0, denoted by T for simplicity, then temperature T in
(A.66) may be partitioned as T = T + T0. Therefore, the thermodynamic equation
204 AppendixA. Atmospheric Energetics
(A.66) may be written as
dT
dt
+
dT0
dt
− R
p cp
ω (T + T0) =
q
cp
. (A.67)
Assuming that the perturbation temperature, T , is neglegible compared to the reference
state temperature, T0, i.e. T ≪ T0, expanding the total time derivatives, and recalling
that T0 is a function of pressure only, equation (A.67) is now written as
∂T
∂t
+ ~V · ∇T + ω∂T
∂p
+ ω
dT0
dp
− R
p cp
ω T0 =
q
cp
, (A.68)
or
∂T
∂t
− p
R
S0 ω = −~V · ∇T − ω∂T
∂p
+
q
cp
, (A.69)
where
S0 =
R
p
(
R
p cp
T0 − dT0
dp
)
. (A.70)
Multiplying (A.69) by − R
pS0
and using (A.65), results in
1
S0
∂
∂t
(
∂φ
∂p
)
+ ω =
R
pS0
(
~V · ∇T + ω ∂T
∂p
)
− R q
p cp S0
. (A.71)
Taking the derivative of (A.71) relative to pressure and using (A.64), yields
∂
∂t
∂
∂p
(
1
S0
∂φ
∂p
)
−∇ · ~V = ∂
∂p
[
R
pS0
(
~V · ∇T + ω ∂T
∂p
)]
− ∂
∂p
(
Rq
p cp S0
)
. (A.72)
The right-hand of equations (A.62), (A.63) and (A.72) contain the nonlinear terms,
frictional forces and the diabatic heat sources. By setting the right-hand sides of those
equations to zero, the linearised system of equations for the three dependent variables
u, v and φ is written as
∂u
∂t
− fv + 1
a cos θ
∂φ
∂λ
= 0, (A.73)
∂v
∂t
+ fu+
1
a
∂φ
∂θ
= 0, (A.74)
∂
∂p
[
1
S0
∂
∂p
(
∂φ
∂t
)]
−∇ · ~V = 0. (A.75)
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Multiplying (A.73), (A.74) and (A.75) by u, v and −φ, respectively, and summing the
resulting equations, yields
∂
∂t
(
u2 + v2
2
)
− φ ∂
∂p
[
1
S0
∂
∂p
(
∂φ
∂t
)]
= −∇ · φ~V . (A.76)
Integrating (A.76) over the whole atmospheric mass, gives∫
S
∫ ps
0
∂K
∂t
dp ds−
∫
S
∫ ps
0
φ
∂
∂p
[
1
S0
∂
∂p
(
∂φ
∂t
)]
dp ds = −
∫
S
∫ ps
0
∇ · φ~V dp ds
= 0. (A.77)
Integrating by parts the second integral in (A.77), results in∫
S
∫ ps
0
∂K
∂t
dp ds−
∫
S
[
φ
S0
∂
∂p
(
∂φ
∂t
)]ps
0
ds+
∫
S
∫ ps
0
∂φ
∂p
1
S0
∂
∂p
(
∂φ
∂t
)
dp ds = 0,
(A.78)
or, by interchanging the time and pressure derivatives of φ in the third integral,∫
S
∫ ps
0
∂K
∂t
dp ds−
∫
S
[
φ
S0
∂
∂p
(
∂φ
∂t
)]ps
0
ds+
∫
S
∫ ps
0
1
2S0
∂
∂t
(
∂φ
∂p
)2
dp ds = 0.
(A.79)
Using (A.64) into the linearised thermodynamical equation (A.75), yields
ω = − 1
S0
∂
∂p
(
∂φ
∂t
)
, (A.80)
and substituting (A.80) into (A.79), gives∫
S
∫ ps
0
∂K
∂t
+
1
2S0
∂
∂t
(
∂φ
∂p
)2
dp ds = −
∫
S
[φω]ps0 ds
= −
∫
S
φs ωsds +
∫
S
lim
p→0
(φω) ds. (A.81)
or,∫
S
∫ ps
0
∂K
∂t
+
1
2S0
∂
∂t
(
∂φ
∂p
)2
+
φs ωs
ps
dp ds =
∫
S
lim
p→0
(φω) ds, (A.82)
where the subscript s denote the variables at p = ps.
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Specifying the lower boundary condition to be the actual vertical velocity, w, equal
to zero at the surface, which corresponds to no mass flux through the earth’s surface
(Cohn and Dee, 1989), gives
w = 0 ⇒ dz
dt
= 0 ⇒ d
dt
(φ+ φ0) = 0, at p = ps. (A.83)
Expanding the total derivative in (A.83), yields
∂φ
∂t
+ ~V · ∇φ+ ω ∂φ
∂p
+
∂φ0
∂t
+ ~V · ∇φ0 + ω ∂φ0
∂p
= 0, (A.84)
or, by recalling that φ0 is a function of pressure only,
∂φ
∂t
+ ~V · ∇φ+ ω ∂φ
∂p
+ ω
∂φ0
∂p
= 0. (A.85)
Linearizing equation (A.85), results in(
∂φ
∂t
)
p=ps
+
(
ω
∂φ0
∂p
)
p=ps
= 0. (A.86)
Using (A.80) into (A.86), gives(
∂φ
∂t
)
p=ps
−
[
1
S0
∂
∂p
(
∂φ
∂t
)(
∂φ0
∂p
)]
p=ps
= 0, (A.87)
Using the hydrostatic equation (A.65) for the reference state into (A.87), the lower
boundary condition for the linearised system (A.73)-(A.75) may be finally written as
∂
∂p
(
∂φ
∂t
)
+
S0 p
RT0
(
∂φ
∂t
)
= 0, at p = ps. (A.88)
Specifying the upper boundary condition by
lim
p→0
(φω) = 0, (A.89)
would guarantee energy conservation in (A.82). Substituting (A.80) into (A.89), and
since the atmosphere must be considered bounded, i.e. limp→0 |φ (p) | <∞, for consis-
tency with the shallowness approximations in the nonlinear primitive equations (Cohn
and Dee, 1989), the upper boundary condition takes the form:
lim
p→0
1
S0
∂
∂p
(
∂φ
∂t
)
= 0. (A.90)
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The system of linearised primitive equations (A.73)-(A.75) with the boundary con-
ditions (A.88) and (A.90) constitutes a linearised model of the atmosphere, whose
solutions should be square-integrable functions over [0, ps].
A.3.2 Vertical structure functions
In the linearised system (A.73)-(A.75) the vertical coordinate only appears troughout
the vertical differential operator
D =
∂
∂p
[
1
S0
∂
∂p
(·)
]
. (A.91)
The properties of D may be used to design a vertical transform in such a way that it
eliminates the vertical structure in (A.73)-(A.75), represented by the vertical deriva-
tives, in order to obtain separable solutions for this system (Sneddon, 1972; Fulton and
Schubert, 1985). Such a vertical transform, T, may be defined for a generic function of
pressure, f(p), as
fk = T [f (p)] =
1
ps
∫ ps
0
f(p)Gk(p)dp, (A.92)
where Gk(p) is the kernel of the vertical transform, which is to be chosen so that
T
[
D
∂f (p)
∂t
]
= − ξk ∂
∂t
T [f (p)] , (A.93)
with ξk a constant (Fulton and Schubert, 1985).
Applying the vertical differential operator D to f(p) in (A.92) and integrating by
parts twice, yields
T [Df (p)] =
1
ps
(
Gk(ps)
(
1
S0
df(p)
dp
)
p=ps
− f (ps)
(
1
S0
dGk(p)
dp
)
p=ps
)
+
1
ps
lim
p→0
1
S0
(
f (p)
dGk(p)
dp
−Gk(p)df(p)
dp
)
+
1
ps
∫ ps
0
f(p)DGk(p)dp. (A.94)
For consistency with the shallowness approximations, the functions Gk(p) must be
bounded, i.e. limp→0 |Gk (p) | < ∞, and if they satisfy analogous boundary conditions
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as (A.88) and (A.90), i.e.
∂G
∂p
+
p S0
RT0
G = 0 at p = ps, (A.95)
lim
p→0
1
S0
∂G
∂p
= 0. (A.96)
then, by setting f(p) = ∂φ
∂t
equation (A.94) is reduced to
T
[
D
∂φ
∂t
]
=
1
ps
∫ ps
0
∂φ
∂t
DGk(p)dp
=
∂
∂t
{
1
ps
∫ ps
0
φDGk(p)dp
}
. (A.97)
Equation (A.97) shows that the desired property (A.93) will hold provided that Gk(p)
and ξk are chosen as eigensolutions of the vertical structure equation
DGk(p) + ξkGk(p) = 0. (A.98)
In fact, using (A.92) and (A.98) it may be shown that
T
[
D
∂φ
∂t
]
= − ξk ∂
∂t
T [φ] . (A.99)
Assuming a bounded atmosphere Cohn and Dee (1989) have obtained the following
results:
(i) The solutions of (A.98) that satisfy boundary conditions (A.95) and (A.96) are
bounded functions.
(ii) The eigenvalues ξk are all positive and their spectrum is totally discrete.
(iii) The eigenfunctions Gk(p) form a complete orthogonal basis for the space of func-
tions which are square-integrable over 0 < p < ps, with the inner product defined
by
〈f, g〉 = 1
ps
∫ ps
0
f(p) g(p) dp. (A.100)
Moreover, Gk has precisely k zeros on 0 ≤ p ≤ ps.
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Statement (iii) justifies the use of the vertical structure functions Gk as a basis for
spectral expansions. That is, any function of pressure, f(p), may be expanded as
f (p) =
∞∑
k=0
fkGk (p) , (A.101)
with fk given by (A.92). Using the vertical transform pair (A.92) and (A.101), the
column vector (u, v, φ)T, whose components are the dependent variables of the linearised
system (A.73)-(A.75), may be expanded as
(u, v, φ)T =
∞∑
k=0
(uk, vk, φk)
T Gk (p) , (A.102)
where
(uk, vk, φk)
T =
1
ps
∫ ps
0
(u, v, φ)T Gk (p) dp, (A.103)
with the superscript T denoting transpose.
A.3.3 Horizontal structure functions
Applying the vertical transform (A.92) to the system of equation (A.73)-(A.75) results
in
∂uk
∂t
− fvk + 1
a cos θ
∂φk
∂λ
= 0, (A.104)
∂vk
∂t
+ fuk +
1
a
∂φk
∂θ
= 0, (A.105)
∂φk
∂t
+
g hk
a cos θ
[
∂uk
∂λ
+
∂
∂θ
(vk cos θ)
]
= 0, (A.106)
where g hk = ξ
−1
k .
The system of equations (A.104)-(A.106) is often referred to as Laplace’s tidal equa-
tions without the tide-generating terms. This system appears as that of the horizontal
structure equations when the linearised model of an atmosphere at rest is resolved
into its vertical and horizontal parts using the method of separation of variables. In
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this case, the mean free surface height hk is interpreted as the constant of separation
which links the vertical and horizontal operators and is known as the equivalent height
(Swarztrauber and Kasahara, 1985).
In the case of free oscillations (normal modes) the solutions of interest for (A.104)-
(A.106), are those for positive values of hk, although a negative value of hk may be
admitted for cases of forced oscillations.
Introducing the dimensionless variables
uˆk =
uk√
g hk
, vˆk =
vk√
g hk
, φˆk =
φk
g hk
, and tˆ = 2Ω t, (A.107)
then (A.104)-(A.106) can be written in the form
∂
∂tˆ
Wk + LWk = 0, (A.108)
where Wk denotes the vector dependent variable
Wk =
(
uˆk, vˆk, φˆk
)T
. (A.109)
The linear differential matrix operator L is given by
L =

0 − sin θ αk
cos θ
∂
∂λ
sin θ 0 αk
∂
∂θ
αk
cos θ
∂
∂λ
αk
cos θ
∂
∂θ
(cos θ (·)) 0
 , (A.110)
in which
αk =
√
g hk
2Ω a
, (A.111)
is a dimensionless constant that characterises the nature of shallow-water flows. The
related quantity, εk = α
−2
k is called Lamb’s parameter.
Since (A.108) is a linear system with respect to tˆ, the solution Wk can be expressed
as a linear combination of functions that have the form
Wk
(
λ, θ, tˆ
)
= Hnlk (λ, θ) e
−i σnlk tˆ, (A.112)
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where Hnlk (λ, θ) is the horizontal structure of the normal mode and σnlk is the corre-
sponding frequency scaled by 2Ω. Substituting (A.112) into (A.108) gives
− i σnlkHnlk (λ, θ) + LHnlk (λ, θ) = 0, (A.113)
and thus the problem reduces to finding Hnlk (λ, θ) and σnlk that satisfy the eigenvalue
equation (A.113).
Because (A.108) is also linear with respect to longitude λ, the horizontal structure
functions Hnlk (λ, θ), which are referred to as Hough harmonics (after Hough, 1898),
can be expressed in the form
Hnlk (λ, θ) = Θnlk (θ) e
i n λ, (A.114)
where n denotes the zonal wavenumber and Θnlk (θ) the meridional modal functions,
which are referred to as Hough vector functions and depend only on latitude θ.
It can be shown by direct substitution followed by integration by parts with respect
to λ and θ that
〈u,Lv〉 = −〈Lu, v〉 , (A.115)
where u and v are arbitrary functions defined on the sphere and the inner product is
defined by
〈u, v〉 =
∫ 2π
0
∫ pi
2
−pi
2
u⋆v cos θdθdλ, (A.116)
in which u⋆ is the conjugate transpose of u. Thus, for real α or positive ε, L is skew-
Hermitian, and (A.115) can be used to determine that all the frequencies σnlk in (A.113)
are real and that any modes corresponding to distinct frequencies are orthogonal. Let
H1 and H2 be modes that correspond to frequencies σ1 and σ2, respectively. Then,
setting u = H1 and v = H2 in (A.115), gives
〈H1, iσ2H2〉 = −〈iσ1H1,H2〉 , (A.117)
or,
(σ2 − σ1) 〈H1,H2〉 = 0, (A.118)
where the overbar denotes a complex conjugate.
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IfH1 = H2, then σ1 = σ2 and (A.118) only holds if σ1 = σ1. Thus, all the frequencies
σ are real. On the other hand, if the frequencies are real and distinct, then (σ2 − σ1) is
nonzero and (A.118) only holds if 〈H1,H2〉 = 0, meaning that the modes are orthogonal.
There are a number of Hough vector functions corresponding to each wavenumber.
Hence, the Hough harmonics Hnlk (λ, θ) and the associated frequencies σnlk depend on
the zonal wavenumber n, the meridional mode denoted by index l and the vertical mode
denoted by index k.
In the case n ≥ 1, there are two different kinds of motion with distinct frequencies.
The first kind corresponds to eastward and westward propagating gravity-inertia waves,
and the second kind to westward propagating rotational waves of the Rossby-Haurwitz
type. The meridional mode number is therefore defined as a sequence of three distinct
modes. One is a westward propagating Rossby mode specified by lr, and the other
two are westward and eastward propagating gravity modes, lw and le, respectively. In
the case of n = 0, the frequencies of gravity-inertia motion appear as pairs of positive
and negative values with equal magnitudes. The meaning of eastward and westward
propagations is lost in this case, but the term eastward (westward) is nevertheless
used to indicate positive (negative) frequency. On the other hand, the frequencies of
the rotational motion, as well as the gravity frequencies corresponding to the lowest
meridional index l = 0, are zero (Longuet-Higgins, 1968; Swarztrauber and Kasahara,
1985).
For n > 0, all the frequencies are distinct and thus the modes are orthogonal. How-
ever, for n = 0, the frequencies of the rotational modes are all zero and hence the modes
are not necessarily orthogonal. Nevertheless, it is possible to derive an orthogonal set
of rotational modes for n = 0 (Shigehisa, 1983), which are also orthogonal to the modes
for n > 0. Hence, all the modes are orthogonal for n ≥ 0, that is the Hough harmonics
H (λ, θ) satisfy the orthonormal condition given by
1
2 π
∫ pi
2
−pi
2
∫ 2π
0
H⋆nlk ·Hn′ l′k cos θdλdθ = δnn′ δll′ , (A.119)
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where the right-hand side is unity if n = n
′
and l = l
′
, and zero otherwise.
Using orthonormal condition (A.119) a set of Fourier-Hough transforms may be con-
structed as
Wk (λ, θ, t) =
∞∑
l=0
∞∑
n=−∞
wnlk(t)Hnlk (λ, θ) , (A.120)
wnlk(t) =
∫ pi
2
−pi
2
∫ 2π
0
H⋆nlk (λ, θ) ·Wk (λ, θ, t) cos θdλdθ, (A.121)
or,
(uk, vk, φk)
T =
∞∑
l=0
∞∑
n=−∞
wnlk(t)XkHnlk (λ, θ) , (A.122)
wnlk(t) =
∫ pi
2
−pi
2
∫ 2π
0
H⋆nlk (λ, θ) ·
(
X−1k (uk, vk, φk)
T
)
cos θdλdθ, (A.123)
with Xk given by (2.60).
A.3.4 3-D Normal mode functions
The eigensolutions of the linearised primitive equations (A.73)-(A.75), are referred to
as normal mode functions. The normal mode functions, Πnlk (λ, θ, p), are defined by
the product of the vertical normal modes and the horizontal normal modes (Kasahara,
1976). The vertical normal modes Gk(p) are solutions of the vertical structure equation
and the horizontal normal modes Hnlk (λ, θ) the solutions of the horizontal structure
equation.
Replacing (uk, vk, φk)
T in (A.102) by expansion (A.122) results in
(u, v, φ)T =
∞∑
k=0
∞∑
l=0
∞∑
n=−∞
wnlk(t) Πnlk (λ, θ, p) , (A.124)
where
wnlk(t) =
∫ pi
2
−pi
2
∫ 2π
0
∫ ps
0
Π⋆nlk (λ, θ, p) ·
(
X−1k (u, v, φ)
T
)
cos θ dp dλ dθ, (A.125)
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and
Πnlk (λ, θ, p) = XkGk (p) Hnlk (λ, θ) = XkGk (p) Θnlk (θ) e
i n λ. (A.126)
The three-dimensional (3-D) normal mode functions, Πnlk (λ, θ, p), define the 3-D struc-
tures of the normal modes of an adiabatic atmosphere linearised about a state at rest.
They form a complete set of expansion basis and satisfy the following orthonormal
condition under an inner product 〈 , 〉
〈Πnlk,Πn′ l′k′ 〉 =
1
2 π ps
∫ pi
2
−pi
2
∫ 2 π
0
∫ ps
0
Π⋆nlk ·Πn′ l′k′ cos θ dp dλ dθ. (A.127)
The vertical index, k, represents the number of nodes of the vertical structure func-
tions Gk(p) over the interval 0 ≤ p ≤ ps (Cohn and Dee, 1989). Therefore, since G0(p)
has no node and is approximately constant in the vertical, the modes Πnl0 are called
external or barotropic modes. The modes Πnlk for k ≥ 1 are called internal or baroclinic
modes, and have k nodes in the vertical.
The expansion of the horizontal wind and mass fields simultaneously in terms of 3-D
normal mode functions, that permits the partion of energy into two distinct kinds of
motions, the gravity-inertia modes and the rotational modes of the Rossby-Haurwitz
type, was introduced by Kasahara and Puri (1981). By applying the three-dimensional
expansion into normal mode functions, Tanaka (1985) has developed a 3-D normal
mode energetics scheme, which describes the energy flow among the different normal
modes in the atmosphere.
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