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FINITE-DIMENSIONAL MODULES OF THE UNIVERSAL
ASKEY–WILSON ALGEBRA AND DAHA OF TYPE (C∨1 , C1)
HAU-WEN HUANG
Abstract. Assume that F is an algebraically closed field and let q denote a nonzero scalar
in F that is not a root of unity. The universal Askey–Wilson algebra△q is a unital associative
F-algebra defined by generators and relations. The generators are A,B,C and the relations
state that each of
A+
qBC − q−1CB
q2 − q−2
, B +
qCA− q−1AC
q2 − q−2
, C +
qAB − q−1BA
q2 − q−2
is central in △q. The universal DAHA (double affine Hecke algebra) Hq of type (C
∨
1
, C1) is
a unital associative F-algebra generated by {t±1i }
3
i=0 and the relations state that
tit
−1
i = t
−1
i ti = 1 for all i = 0, 1, 2, 3;
ti + t
−1
i is central for all i = 0, 1, 2, 3;
t0t1t2t3 = q
−1.
Each Hq-module is a △q-module by pulling back via the injection △q → Hq given by
A 7→ t1t0 + (t1t0)
−1,
B 7→ t3t0 + (t3t0)
−1,
C 7→ t2t0 + (t2t0)
−1.
We classify the lattices of △q-submodules of finite-dimensional irreducible Hq-modules. As
a corollary, for any finite-dimensional irreducible Hq-module V , the △q-module V is com-
pletely reducible if and only if t0 is diagonalizable on V .
Keywords: double affine Hecke algebras, Askey–Wilson algebras, lattices.
MSC2020: 16G30, 33D45, 33D80, 81R10, 81R12.
1. Introduction
Throughout this paper, we adopt the following conventions. Assume that F is an alge-
braically closed field and fix a nonzero scalar q ∈ F that is not a root of unity.
In [27], Zhedanov proposed the Askey–Wilson algebras to link the Askey–Wilson polyno-
mials and the representation theory. In [23], Terwilliger introduced a central extension of
the Askey–Wilson algebras, called the universal Askey–Wilson algebra and denoted by △q.
The algebra △q is a unital associative F-algebra defined by generators and relations. The
generators are A,B,C. The relations assert that each of
A +
qBC − q−1CB
q2 − q−2
, B +
qCA− q−1AC
q2 − q−2
, C +
qAB − q−1BA
q2 − q−2
is central in △q. The algebra △q has connections to the Racah–Wigner coefficients [14, 15],
the quantum algebra Uq(sl2) [22], the DAHA (double affine Hecke algebra) of type (C
∨
1 , C1)
[17, 18, 24], the q-Higgs algebra [4], the q-Onsager algebra [25], and the distance-regular
graphs of q-Racah type [26].
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Inspired by the results [17, 18] of Koornwinder, Terwilliger [24] related the algebra △q to
the universal DAHA Hq of type (C
∨
1 , C1) in the following way: By definition the algebra Hq
is a unital associative F-algebra with generators {t±1i }
3
i=0 and the relations state that
tit
−1
i = t
−1
i ti = 1 for all i = 0, 1, 2, 3;
ti + t
−1
i is central for all i = 0, 1, 2, 3;
t0t1t2t3 = q
−1.
Note that Hq is a central extension of the DAHA of type (C
∨
1 , C1) [19, §6.4]. In [24, Theorem
4.1] it was given an F-algebra homomorphism ζ : △q → Hq that sends
A 7→ t1t0 + (t1t0)
−1,
B 7→ t3t0 + (t3t0)
−1,
C 7→ t2t0 + (t2t0)
−1.
Thus each Hq-module is a△q-module by pulling back via ζ . In [8] and [13] the present author
classified the finite-dimensional irreducible Hq-modules and △q-modules, respectively. With
the assistance, the main result of this paper is to classify the lattices of △q-submodules
of finite-dimensional irreducible Hq-modules. The paper is structured as follows. In §2 we
recall some results concerning the homomorphism ζ : △q → Hq. In §3 we recall some facts
concerning the finite-dimensional irreducible △q-modules and Hq-modules. In §4 we classify
the lattices of △q-submodules of finite-dimensional irreducible Hq-modules case by case. In
§5 we integrate the results of §4 into a brief summary.
We mention some related works. The algebras △q and Hq are the q-analogues of the
universal Racah algebra ℜ and the universal additive DAHA H of type (C∨1 , C1), respectively
[5–7, 10, 16]. In [9], the present author classified the lattices of ℜ-submodules of finite-
dimensional irreducible H-modules, provided that F is of characteristic zero. Let V denote a
finite-dimensional irreducible Hq-module. In [20], Nomura and Terwilliger gave the sufficient
conditions for the A and B acting as the so-called Leonard pairs [21] on the eigenspaces of t0
in V . In [11], it is given the necessary and sufficient conditions for A,B,C acting as Leonard
triples [3, 12] on all composition factors of the △q-module V .
2. The universal Askey–Wilson algebra and DAHA of type (C∨1 , C1)
In this section we more formally introduce the universal Askey–Wilson algebra △q and
the universal DAHA Hq of type (C
∨
1 , C1). Additionally we describe the homomorphism of
△q into Hq in further detail.
Definition 2.1 (Definition 2.1, [23]). The universal Askey–Wilson algebra △q is a unital
associative F-algebra defined by generators and relations in the following way. The generators
are A,B,C and the relations state that each of
A +
qBC − q−1CB
q2 − q−2
, B +
qCA− q−1AC
q2 − q−2
, C +
qAB − q−1BA
q2 − q−2
commutes with A,B,C.
Define the three elements α, β, γ of △q as follows:
α
q + q−1
= A+
qBC − q−1CB
q2 − q−2
,
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β
q + q−1
= B +
qCA− q−1AC
q2 − q−2
,
γ
q + q−1
= C +
qAB − q−1BA
q2 − q−2
.
Note that α, β, γ are central in △q. Additionally, the remarkable element
Ω = qABC + q2A2 + q−2B2 + q2C2 − qAα− q−1Bβ − qCγ
is central in △q. We call Ω the Casimir element of △q [23, 27].
Lemma 2.2. The algebra △q is generated by A,B, γ.
Proof. By Definition 2.1 the algebra △q is generated by A,B,C. By the setting of γ we have
C =
γ
q + q−1
−
qAB − q−1BA
q2 − q−2
.
Hence the lemma follows. 
The DAHA was introduced by Cherednik in connection with Macdonald eigenvalue prob-
lems [1, 2]. The DAHA of type (C∨1 , C1) is the most general DAHA of rank 1. In [24] a
central extension of this algebra was proposed as follows:
Definition 2.3 (Definition 3.1, [24]). The universal DAHA Hq of type (C
∨
1 , C1) is a unital
associative F-algebra defined by generators and relations. The generators are {t±1i }
3
i=0 and
the relations state that
tit
−1
i = t
−1
i ti = 1 for all i = 0, 1, 2, 3;
ti + t
−1
i is central for all i = 0, 1, 2, 3;(1)
t0t1t2t3 = q
−1.(2)
Define the elements {ci}
3
i=0 and X, Y of Hq as follows:
ci = ti + t
−1
i for all i = 0, 1, 2, 3;(3)
X = t3t0,(4)
Y = t0t1.(5)
Note that ci is central in Hq.
Theorem 2.4 (§4, [24]). There exists a unique F-algebra homomorphism ζ : △q → Hq that
sends
A 7→ t1t0 + (t1t0)
−1,
B 7→ t3t0 + (t3t0)
−1,
C 7→ t2t0 + (t2t0)
−1,
α 7→ c3c2 + c1(qt
−1
0 + q
−1t0),
β 7→ c2c1 + c3(qt
−1
0 + q
−1t0),
γ 7→ c1c3 + c2(qt
−1
0 + q
−1t0).
Moreover the image of Ω under ζ is equal to
(q + q−1)2 − (q−1t0 + qt
−1
0 )
2 − c21 − c
2
2 − c
2
3 − c1c2c3(q
−1t0 + qt
−1
0 ).
From now on each Hq-module is viewed as a △q-module by pulling back via ζ .
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3. Finite-dimensional irreducible △q-modules and Hq-modules
In §3.1 we rephrase some results on the finite-dimensional irreducible △q-modules from
[13]. In §3.2 and §3.3 we recall from [8] some results on the even-dimensional and odd-
dimensional irreducible Hq-modules, respectively.
3.1. Finite-dimensional irreducible △q-modules.
Proposition 3.1 (§4.1, [13]). For any nonzero scalars a, b, c ∈ F and any integer d ≥ 0,
there exists a (d + 1)-dimensional △q-module Vd(a, b, c) satisfying the following conditions
(i), (ii):
(i) There exists an F-basis for Vd(a, b, c) with respect to which the matrices representing A
and B are 

θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd

 ,


θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕd
0 θ∗d

 ,
respectively, where
θi = aq
2i−d + a−1qd−2i for i = 0, 1, . . . , d,
θ∗i = bq
2i−d + b−1qd−2i for i = 0, 1, . . . , d,
ϕi = a
−1b−1qd+1(qi − q−i)(qi−d−1 − qd−i+1)
× (q−i − abcqi−d−1)(q−i − abc−1qi−d−1) for i = 1, 2, . . . , d.
(ii) The elements α, β, γ act on Vd(a, b, c) as scalar multiplication by
(b+ b−1)(c+ c−1) + (a+ a−1)(qd+1 + q−d−1),
(c+ c−1)(a+ a−1) + (b+ b−1)(qd+1 + q−d−1),
(a + a−1)(b+ b−1) + (c + c−1)(qd+1 + q−d−1),
respectively.
Note that the △q-module Vd(a, b, c) from Proposition 3.1 is unique up to isomorphism by
Lemma 2.2.
Theorem 3.2 (Theorem 4.4, [13]). For any nonzero scalars a, b, c ∈ F and any integer d ≥ 0,
the △q-module Vd(a, b, c) is irreducible if and only if
abc, a−1bc, ab−1c, abc−1 6∈ {q2i−d−1 | i = 1, 2, . . . , d}.
Define
[n]q =
qn − q−n
q − q−1
for all integers n ≥ 0.
Theorem 3.3 (Corollary 4.10, [13]). Let d ≥ 0 denote an integer. Suppose that V is a
(d+1)-dimensional irreducible △q-module. Let trA, trB, trC denote the traces of A,B,C on
V , respectively. For any nonzero scalars a, b, c ∈ F the following are equivalent:
(i) The △q-module Vd(a, b, c) is isomorphic to V .
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(ii) a, b, c are the roots of the quadratic polynomials
[d+ 1]qx
2 − trAx+ [d+ 1]q,
[d+ 1]qx
2 − trBx+ [d+ 1]q,
[d+ 1]qx
2 − trCx+ [d+ 1]q,
respectively.
Let Z denote the additive group of integers. Recall that Z/2Z is the additive group of
integers modulo 2. Observe that there exists a unique Z/2Z-action on △q such that each
element of Z/2Z acts on △q as an F-algebra automorphism in the following way:
ε ∈ Z/2Z A B C α β γ
0 (mod 2) A B C α β γ
1 (mod 2) B A C + AB−BA
q−q−1
β α γ
Table 1. The Z/2Z-action on △q
Let V denote a △q-module. For any F-algebra automorphism ε of △q, the notation
V ε
stands for the △q-module obtained by twisting the △q-module V via ε.
Lemma 3.4. Let a, b, c denote nonzero scalars in F and let d ≥ 0 be an integer. If the
△q-module Vd(a, b, c) is irreducible, then the △q-module Vd(a, b, c)
1 mod 2 is isomorphic to
Vd(b, a, c).
Proof. By Table 1 the traces of A,B,C on Vd(a, b, c)
1 mod 2 are equal to the traces of B,A,C
on Vd(a, b, c), respectively. By Theorem 3.3 the lemma follows. 
3.2. Even-dimensional irreducible Hq-modules.
Proposition 3.5 (Proposition 2.3, [8]). Let d ≥ 1 denote an odd integer. Assume that
k0, k1, k2, k3 are nonzero scalars in F with
k20 = q
−d−1.
Then there exists a (d + 1)-dimensional Hq-module E(k0, k1, k2, k3) satisfying the following
conditions:
(i) There exists an F-basis {vi}
d
i=0 for E(k0, k1, k2, k3) such that
t0vi =
{
k−10 q
−i(1− qi)(1− k20q
i)vi−1 + (k0 + k
−1
0 − k
−1
0 q
−i)vi for i = 2, 4, . . . , d− 1,
k−10 q
−i−1(vi − vi+1) for i = 1, 3, . . . , d− 2,
t0v0 = k0v0, t0vd = k0vd,
t1vi =
{
−k1(1− q
i)(1− k20q
i)vi−1 + k1vi + k
−1
1 vi+1 for i = 2, 4, . . . , d− 1,
k−11 vi for i = 1, 3, . . . , d,
t1v0 = k1v0 + k
−1
1 v1,
t2vi =
{
k−10 k
−1
1 k
−1
3 q
−i−1(vi − vi+1) for i = 0, 2, . . . , d− 1,
(k0k1k3qi−k2)(k0k1k3qi−k
−1
2 )
k0k1k3qi
vi−1 + (k2 + k
−1
2 − k
−1
0 k
−1
1 k
−1
3 q
−i)vi for i = 1, 3, . . . , d,
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t3vi =
{
k3vi for i = 0, 2, . . . , d− 1,
−k−13 (k0k1k3q
i − k2)(k0k1k3q
i − k−12 )vi−1 + k
−1
3 vi + k3vi+1 for i = 1, 3, . . . , d− 2.
t3vd = −k
−1
3 (k0k1k3q
d − k2)(k0k1k3q
d − k−12 )vd−1 + k
−1
3 vd.
(ii) The elements c0, c1, c2, c3 act on E(k0, k1, k2, k3) as scalar multiplication by
k0 + k
−1
0 , k1 + k
−1
1 , k2 + k
−1
2 , k3 + k
−1
3 ,
respectively.
Recall the elements X and Y of Hq from (4) and (5).
Lemma 3.6. With reference to Proposition 3.5, the following (i) and (ii) hold:
(i) The action of X on E(k0, k1, k2, k3) is as follows:
(1− k0k3q
2⌈ i
2
⌉X(−1)
i−1
)vi =
{
0 if i = 0,
̺ivi−1 if i = 1, 2, . . . , d,
where
̺i =
{
(k0k1k3q
i − k2)(k0k1k3q
i − k−12 ) for i = 1, 3, . . . , d,
(1− qi)(1− k20q
i) for i = 2, 4, . . . , d− 1.
(ii) The action of Y on E(k0, k1, k2, k3) is as follows:
(1− k0k1q
2⌈ i
2
⌉Y (−1)
i−1
)vi =
{
0 if i = d,
vi+1 if i = 0, 1, . . . , d− 1.
Proof. Evaluate the actions of X, Y on E(k0, k1, k2, k3) by Proposition 3.5. 
Theorem 3.7 (Theorem 5.8, [8]). For any odd integer d ≥ 1 and any nonzero k0, k1, k2, k3 ∈
F with k20 = q
−d−1, the Hq-module E(k0, k1, k2, k3) is irreducible if and only if
k0k1k2k3, k0k
−1
1 k2k3, k0k1k
−1
2 k3, k0k1k2k
−1
3 6∈ {q
−i | i = 1, 3, . . . , d}.
Recall that Z/4Z is the additive group of integers modulo 4. Observe that there exists
a unique Z/4Z-action on Hq such that each element of Z/4Z acts on Hq as an F-algebra
automorphism in the following way:
ε ∈ Z/4Z t0 t1 t2 t3
0 (mod 4) t0 t1 t2 t3
1 (mod 4) t1 t2 t3 t0
2 (mod 4) t2 t3 t0 t1
3 (mod 4) t3 t0 t1 t2
Table 2. The Z/4Z-action on Hq
Let V denote an Hq-module. For any F-algebra automorphism ε of Hq the notation
V ε
stands for the Hq-module obtained by twisting the Hq-module V via ε.
Theorem 3.8 (Theorem 6.1, [8]). Let d ≥ 1 denote an odd integer. If V is a (d + 1)-
dimensional irreducible Hq-module, then there exist an ε ∈ Z/4Z and nonzero k0, k1, k2, k3 ∈
F with k20 = q
−d−1 such that the Hq-module E(k0, k1, k2, k3)
ε is isomorphic to V .
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3.3. Odd-dimensional irreducible Hq-modules.
Proposition 3.9 (Proposition 2.6, [8]). Let d ≥ 0 denote an even integer. Assume that
k0, k1, k2, k3 are nonzero scalars in F with
k0k1k2k3 = q
−d−1.
Then there exists a (d + 1)-dimensional Hq-module O(k0, k1, k2, k3) satisfying the following
conditions:
(i) There exists an F-basis {vi}
d
i=0 for O(k0, k1, k2, k3) such that
t0vi =
{
k−10 q
−i(1− qi)(1− k20q
i)vi−1 + (k0 + k
−1
0 − k
−1
0 q
−i)vi for i = 2, 4, . . . , d,
k−10 q
−i−1(vi − vi+1) for i = 1, 3, . . . , d− 1,
t0v0 = k0v0,
t1vi =
{
−k1(1− q
i)(1− k20q
i)vi−1 + k1vi + k
−1
1 vi+1 for i = 2, 4, . . . , d− 2,
k−11 vi for i = 1, 3, . . . , d− 1,
t1v0 = k1v0 + k
−1
1 v1, t1vd = −k1(1− q
d)(1− k20q
d)vd−1 + k1vd,
t2vi =
{
k2q
d−i(vi − vi+1) for i = 0, 2, . . . , d− 2,
−k2(1− k
−2
2 q
i−d−1)(1− qd−i+1)vi−1 + (k2 + k
−1
2 − k2q
d−i+1)vi for i = 1, 3, . . . , d− 1,
t2vd = k2vd,
t3vi =
{
k3vi for i = 0, 2, . . . , d,
−k−13 (1− k
−2
2 q
i−d−1)(1− qi−d−1)vi−1 + k
−1
3 vi + k3vi+1 for i = 1, 3, . . . , d− 1.
(ii) The elements c0, c1, c2, c3 act on O(k0, k1, k2, k3) as scalar multiplication by
k0 + k
−1
0 , k1 + k
−1
1 , k2 + k
−1
2 , k3 + k
−1
3 ,
respectively.
Lemma 3.10. With reference to Proposition 3.9, the following (i) and (ii) hold:
(i) The action of X on O(k0, k1, k2, k3) is as follows:
(1− k0k3q
2⌈ i
2
⌉X(−1)
i−1
)vi =
{
0 if i = 0,
̺ivi−1 if i = 1, 2, . . . , d,
where
̺i =
{
(qi−d−1 − 1)(k−22 q
i−d−1 − 1) for i = 1, 3, . . . , d− 1,
(1− qi)(1− k20q
i) for i = 2, 4, . . . , d.
(ii) The action of Y on O(k0, k1, k2, k3) is as follows:
(1− k0k1q
2⌈ i
2
⌉Y (−1)
i−1
)vi =
{
0 if i = d,
vi+1 if i = 0, 1, . . . , d− 1.
Proof. Evaluate the actions of X, Y on O(k0, k1, k2, k3) by Proposition 3.9. 
Theorem 3.11 (Theorem 7.7, [8]). For any even integer d ≥ 0 and any nonzero k0, k1, k2, k3 ∈
F with k0k1k2k3 = q
−d−1, the Hq-module O(k0, k1, k2, k3) is irreducible if and only if
k20, k
2
1, k
2
2, k
2
3 6∈ {q
−i | i = 2, 4, . . . , d}.
Theorem 3.12 (Theorem 8.1, [8]). Let d ≥ 0 denote an even integer. If V is a (d + 1)-
dimensional irreducible Hq-module, then there exist nonzero k0, k1, k2, k3 ∈ F with k0k1k2k3 =
q−d−1 such that the Hq-module O(k0, k1, k2, k3) is isomorphic to V .
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4. The lattices of △q-submodules of finite-dimensional Hq-modules
In §4.1 we investigate the role of t0 in the △q-submodules of an Hq-module. In §4.2–4.6 we
inspect the △q-submodules of the irreducible Hq-modules following the results of Theorems
3.8 and 3.12.
4.1. The eigenspaces of t0 and △q-modules. By [24, Theorem 4.5] the F-algebra homo-
morphism ζ : △q → Hq given in Theorem 2.4 is injective. Thus the universal Askey–Wilson
algebra △q can be considered as a subalgebra of Hq.
Let A denote an algebra. Recall that the commutator [x, y] of two elements x, y ∈ A is
defined by [x, y] = xy − yx. Given a subset S of A, the centralizer of S in A is the set of all
elements x ∈ A satisfying [x, y] = 0 for all y ∈ S.
Lemma 4.1. The element t0 is in the centralizer of △q in Hq.
Proof. It suffices to show that t0 commutes with each of A,B,C by Definition 2.1. Using
t20 = c0t0 − 1 yields that
[t0, t1t0] = t1 − t
−1
0 t1t0.(6)
Using t−11 = c1 − t1 yields that
[t0, (t1t0)
−1] = t−10 t1t0 − t1.(7)
Recall that A = t1t0+(t1t0)
−1 from Theorem 2.4. Adding both sides of (6) and (7) yields that
[t0, A] = 0. By similar arguments each of [t0, B] and [t0, C] is zero. The lemma follows. 
Lemma 4.2. The following equations hold in Hq:
(i) t0t3 + (t0t3)
−1 = t3t0 + (t3t0)
−1 = X +X−1.
(ii) t1t0 + (t1t0)
−1 = t0t1 + (t0t1)
−1 = Y + Y −1.
(iii) t2t1 + (t2t1)
−1 = t1t2 + (t1t2)
−1 = qX + q−1X−1.
(iv) t3t2 + (t3t2)
−1 = t2t3 + (t2t3)
−1 = qY + q−1Y −1.
Proof. Recall the Z/4Z-action on Hq from Table 2. Set ε = 1 (mod 4).
(i): Using Lemma 4.1 yields the first equality. By (4) the second equality holds.
(ii): It follows by applying ε to Lemma 4.2(i).
(iii): The first equality follows by applying ε to Lemma 4.2(ii). By (2) the element
t1t2 = q
−1X−1. Hence the second equality holds.
(iv): It follows by applying ε to Lemma 4.2(iii). 
Given any Hq-module V and any θ ∈ F we let
V (θ) = {v ∈ V | t0v = θv}.
Proposition 4.3. Let V denote an Hq-module. Then V (θ) is a △q-submodule of V for any
θ ∈ F.
Proof. It follows from Lemma 4.1 that V (θ) is x-invariant for all x ∈ △q for any θ ∈ F. 
Lemma 4.4. If V is a finite-dimensional irreducible Hq-module, then at least one of {ci}
3
i=0
acts on V as multiplication by a nonzero scalar.
Proof. Let d+1 be the dimension of V for some integer d ≥ 0. We divide the argument into
the two cases: (i) d is odd; (ii) d is even.
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(i): By Theorem 3.8 there are an ε ∈ Z/4Z and nonzero k0, k1, k2, k3 ∈ F with k
2
0 = q
−d−1
such that V is isomorphic to E(k0, k1, k2, k3)
ε. Since q is not a root of unity, the value k20
is not equal to −1. By Proposition 3.5(ii) the element c0 acts on E(k0, k1, k2, k3) as scalar
multiplication by k0 + k
−1
0 6= 0. Therefore the lemma holds for this case.
(ii): By Theorem 3.12 there are nonzero k0, k1, k2, k3 ∈ F with k0k1k2k3 = q
−d−1 such that
V is isomorphic to O(k0, k1, k2, k3). Since q is not a root of unity, the value k0k1k2k3 is not
equal to ±1. Hence there exists an i ∈ {0, 1, 2, 3} such that k2i 6= −1. By Proposition 3.9(ii)
the element ci acts on O(k0, k1, k2, k3) as scalar multiplication by ki + k
−1
i 6= 0. Therefore
the lemma holds for this case. 
Proposition 4.5. Let V denote a finite-dimensional irreducible Hq-module. For any irre-
ducible △q-submodule W of V , there exists a nonzero scalar θ ∈ F such that W ⊆ V (θ).
Proof. Suppose that W is an irreducible △q-submodule of V . By Schur’s lemma we may
divide the argument into the two cases: (i) At least one of {ci}
3
i=1 acts on V as multiplication
by a nonzero scalar. (ii) Each of {ci}
3
i=1 vanishes on V .
(i): First we assume that c1 acts on V as multiplication by a nonzero scalar. Observe that
q−1t0 + qt
−1
0 = qc0 − (q − q
−1)t0.
Since q2 6= 1 it follows from Theorem 2.4 that t0 is an F-linear combination of 1 and α as
endomorphisms of V . By Schur’s lemma the element α acts on W as scalar multiplication.
Hence t0 acts on W as multiplication by a scalar θ ∈ F. Hence W ⊆ V (θ). Since t0 is
invertible in Hq the scalar θ is nonzero.
When c2 or c3 acts on V as multiplication by a nonzero scalar, the proposition is true by
a similar argument.
(ii): Observe that
(q−1t0 + qt
−1
0 )
2 = −(q − q−1)2 + q2c20 − c0(q
2 − q−2)t0.
By Lemma 4.4 the element c0 acts on V as multiplication by a nonzero scalar. Combined
with q4 6= 1 this yields that t0 is an F-linear combination of 1 and Ω as endomorphisms of V
by Theorem 2.4. By Schur’s lemma the element Ω acts onW as scalar multiplication. Hence
t0 acts on W as multiplication by a scalar θ ∈ F. Hence W ⊆ V (θ). Since t0 is invertible in
Hq the scalar θ is nonzero. 
4.2. The lattice of △q-submodules of E(k0, k1, k2, k3). Throughout §4.2–§4.5 we use the
following conventions: Let d ≥ 1 denote an odd integer and assume that k0, k1, k2, k3 are
nonzero scalars in F with
k20 = q
−d−1.(8)
Let {vi}
d
i=0 denote the F-basis for E(k0, k1, k2, k3) from Proposition 3.5(i). Set
̺i =
{
(k0k1k3q
i − k2)(k0k1k3q
i − k−12 ) for i = 1, 3, . . . , d,
(1− qi)(1− k20q
i) for i = 2, 4, . . . , d− 1.
In this subsection, we study the △q-submodules of the Hq-module E(k0, k1, k2, k3). Recall
that A = t1t0 + (t1t0)
−1 and B = t3t0 + (t3t0)
−1 from Theorem 2.4.
Lemma 4.6. The actions of A and B on the Hq-module E(k0, k1, k2, k3) are as follows:
Avi =
{
θivi − k
−1
0 k
−1
1 q
−i−1(q − q−1)vi+1 − k
−1
0 k
−1
1 q
−i−2vi+2 for i = 0, 2, . . . , d− 3,
θivi − k
−1
0 k
−1
1 q
−i−1vi+2 for i = 1, 3, . . . , d− 2,
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Avd−1 = θd−1vd−1 − k
−1
0 k
−1
1 q
−d(q − q−1)vd, Avd = θdvd,
Bvi =
{
θ∗i vi − k
−1
0 k
−1
3 q
−i̺i̺i−1vi−2 for i = 2, 4, . . . , d− 1,
θ∗i vi + k
−1
0 k
−1
3 q
−i(q − q−1)̺ivi−1 − k
−1
0 k
−1
3 q
1−i̺i̺i−1vi−2 for i = 3, 5, . . . , d,
Bv0 = θ
∗
0v0, Bv1 = θ
∗
1v1 + k
−1
0 k
−1
3 q
−1(q − q−1)̺1v0,
where
θi = k0k1q
2⌈ i
2
⌉ + k−10 k
−1
1 q
−2⌈ i
2
⌉ for i = 0, 1, . . . , d,
θ∗i = k0k3q
2⌈ i
2
⌉ + k−10 k
−1
3 q
−2⌈ i
2
⌉ for i = 0, 1, . . . , d.
Proof. By Lemma 4.2 we have A = Y + Y −1 and B = X + X−1. Using Lemma 3.6 it is
straightforward to verify the lemma. 
Lemma 4.7. The matrix representing t0 with respect to the F-basis
v0, vd, vi + (q
i − 1)vi−1 for i = 2, 4, . . . , d− 1, q
i+1vi for i = 1, 3, . . . , d− 2
for E(k0, k1, k2, k3) is 

k0I2 0 0
0 k0I d−1
2
−k−10 I d−1
2
0 0 k−10 I d−1
2

 .
Proof. It is routine to verify the lemma by using Proposition 3.5(i). 
Lemma 4.8. (i) If d = 1 then t0 is diagonalizable on E(k0, k1, k2, k3) with exactly one
eigenvalue k0.
(ii) If d ≥ 3 then t0 is diagonalizable on E(k0, k1, k2, k3) with exactly two eigenvalues k
±1
0 .
Proof. The statement (i) is immediate from Lemma 4.7. By (8) and since qd+1 6= 1 the values
k0 and k
−1
0 are distinct. Applying the rank-nullity theorem to Lemma 4.7 the statement (ii)
follows. 
Lemma 4.9. E(k0, k1, k2, k3)(k0) is of dimension
d+3
2
with the F-basis
v0, vd, vi + (q
i − 1)vi−1 for i = 2, 4, . . . , d− 1.
Proof. Immediate from Lemma 4.7. 
In light of Proposition 4.3, E(k0, k1, k2, k3)(k0) is a △q-submodule of E(k0, k1, k2, k3). We
are now going to study the △q-module E(k0, k1, k2, k3)(k0) and the quotient △q-module of
E(k0, k1, k2, k3) modulo E(k0, k1, k2, k3)(k0).
Lemma 4.10. Let
µi = (−1)
i
2k
− i
2
0 k
− i
2
1 q
−
i(i+2)
4 for i = 2, 4, . . . , d+ 1.
Then the matrices representing A and B with respect to the F-basis
v0, µi(vi + (q
i − 1)vi−1) for i = 2, 4, . . . , d− 1, µd+1(q
d+1 − 1)vd(9)
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for the △q-module E(k0, k1, k2, k3)(k0) are

θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd+1
2

 ,


θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕ d+1
2
0 θ∗d+1
2


,
respectively, where
θi = k0k1q
2i + k−10 k
−1
1 q
−2i for i = 0, 1, . . . , d+1
2
,
θ∗i = k0k3q
2i + k−10 k
−1
3 q
−2i for i = 0, 1, . . . , d+1
2
,
ϕi = k
−1
1 k
−1
3 q
d+3
2 (qi − q−i)(qi−
d+3
2 − q
d+3
2
−i)
× (q−i − k0k1k2k3q
i−1)(q−i − k0k1k
−1
2 k3q
i−1) for i = 1, 2, . . . , d+1
2
.
The elements α, β, γ act on the △q-module E(k0, k1, k2, k3)(k0) as scalar multiplication by
(k3 + k
−1
3 )(k2 + k
−1
2 ) + (k1 + k
−1
1 )(qk
−1
0 + q
−1k0),(10)
(k2 + k
−1
2 )(k1 + k
−1
1 ) + (k3 + k
−1
3 )(qk
−1
0 + q
−1k0),(11)
(k1 + k
−1
1 )(k3 + k
−1
3 ) + (k2 + k
−1
2 )(qk
−1
0 + q
−1k0),(12)
respectively.
Proof. By Lemma 4.9 the vectors (9) are an F-basis for E(k0, k1, k2, k3)(k0). Applying Lemma
4.6 a direct calculation yields the matrices representing A and B with respect to (9). By
Theorem 2.4 the elements α, β, γ act on E(k0, k1, k2, k3)(k0) as scalar multiplication by (10)–
(12), respectively. 
Proposition 4.11. The △q-module E(k0, k1, k2, k3)(k0) is isomorphic to
V d+1
2
(
k0k1q
d+1
2 , k0k3q
d+1
2 , k0k2q
d+1
2
)
.
Moreover if the Hq-module E(k0, k1, k2, k3) is irreducible then the△q-module E(k0, k1, k2, k3)(k0)
is irreducible.
Proof. Set (a, b, c) = (k0k1q
d+1
2 , k0k3q
d+1
2 , k0k2q
d+1
2 ) and d′ = d+1
2
. Under the assumption (8)
the scalar (11) is equal to
(c+ c−1)(a + a−1) + (b+ b−1)(qd
′+1 + q−d
′−1).
Comparing Proposition 3.1 with Lemma 4.10 we see that the △q-module E(k0, k1, k2, k3)(k0)
is isomorphic to Vd′(a, b, c).
Suppose that the Hq-module E(k0, k1, k2, k3) is irreducible. Using Theorem 3.7 yields that
abc, a−1bc, ab−1c, abc−1 6∈ {q2i−d
′−1 | i = 1, 2, . . . , d′}.
Hence the △q-module Vd′(a, b, c) is irreducible by Theorem 3.2. The proposition follows. 
Lemma 4.12. Suppose that d ≥ 3 and let
µi = (−1)
i−1
2 k
− i−1
2
0 k
− i−1
2
1 q
− (i−1)(i+1)
2 for i = 1, 3, . . . , d− 2.
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Then the matrices representing A and B with respect to the F-basis
µivi + E(k0, k1, k2, k3)(k0) for i = 1, 3, . . . , d− 2(13)
for the △q-module E(k0, k1, k2, k3)/E(k0, k1, k2, k3)(k0) are

θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd−3
2

 ,


θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕ d−3
2
0 θ∗d−3
2


,
respectively, where
θi = k0k1q
2i+2 + k−10 k
−1
1 q
−2i−2 for i = 0, 1, . . . , d−3
2
,
θ∗i = k0k3q
2i+2 + k−10 k
−1
3 q
−2i−2 for i = 0, 1, . . . , d−3
2
,
ϕi = k
−1
1 k
−1
3 q
d−1
2 (qi − q−i)(qi−
d−1
2 − q
d−1
2
−i)
× (q−i − k0k1k2k3q
i+1)(q−i − k0k1k
−1
2 k3q
i+1) for i = 1, 2, . . . , d−3
2
.
The elements α, β, γ act on the △q-module E(k0, k1, k2, k3)/E(k0, k1, k2, k3)(k0) as scalar
multiplication by
(k3 + k
−1
3 )(k2 + k
−1
2 ) + (k1 + k
−1
1 )(qk0 + q
−1k−10 ),(14)
(k2 + k
−1
2 )(k1 + k
−1
1 ) + (k3 + k
−1
3 )(qk0 + q
−1k−10 ),(15)
(k1 + k
−1
1 )(k3 + k
−1
3 ) + (k2 + k
−1
2 )(qk0 + q
−1k−10 ),(16)
respectively.
Proof. By Lemma 4.9 the cosets (13) are an F-basis for E(k0, k1, k2, k3)/E(k0, k1, k2, k3)(k0).
Applying Lemmas 4.6 and 4.9 a direct calculation yields the matrices representing A and B
with respect to (13). By Lemma 4.7 we have
(t0 − k
−1
0 )vi ∈ E(k0, k1, k2, k3)(k0) for i = 1, 3, . . . , d− 2.
Combined with Theorem 2.4 and Proposition 3.5(ii) this yields that α, β, γ act on the quo-
tient of E(k0, k1, k2, k3) modulo E(k0, k1, k2, k3)(k0) as scalar multiplication by (14)–(16),
respectively. 
Proposition 4.13. Suppose that d ≥ 3. Then the quotient △q-module of E(k0, k1, k2, k3)
modulo E(k0, k1, k2, k3)(k0) is isomorphic to
V d−3
2
(
k0k1q
d+1
2 , k0k3q
d+1
2 , k0k2q
d+1
2
)
.
Moreover the △q-module E(k0, k1, k2, k3)/E(k0, k1, k2, k3)(k0) is irreducible if the Hq-module
E(k0, k1, k2, k3) is irreducible.
Proof. Set (a, b, c) = (k0k1q
d+1
2 , k0k3q
d+1
2 , k0k2q
d+1
2 ) and d′ = d−3
2
. Under the assumption (8)
the scalar (15) is equal to
(c+ c−1)(a + a−1) + (b+ b−1)(qd
′+1 + q−d
′−1).
Comparing Proposition 3.1 with Lemma 4.12 yields that the quotient△q-module ofE(k0, k1, k2, k3)
modulo E(k0, k1, k2, k3)(k0) is isomorphic to Vd′(a, b, c).
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Suppose that the Hq-module E(k0, k1, k2, k3) is irreducible. Using Theorem 3.7 yields that
abc, a−1bc, ab−1c, abc−1 6∈ {q2i−d
′−1 | i = 0, 1, . . . , d′ + 1}.
Hence the △q-module Vd′(a, b, c) is irreducible by Theorem 3.2. The proposition follows. 
Theorem 4.14. Assume that the Hq-module E(k0, k1, k2, k3) is irreducible. Then the follow-
ing hold:
(i) If d = 1 then the △q-module E(k0, k1, k2, k3) is irreducible.
(ii) If d ≥ 3 then
{0}
E(k0, k1, k2, k3)(k0)E(k0, k1, k2, k3)(k
−1
0 )
E(k0, k1, k2, k3)
is the lattice of △q-submodules of E(k0, k1, k2, k3).
Proof. (i): Suppose that d = 1. Then E(k0, k1, k2, k3) = E(k0, k1, k2, k3)(k0) by Lemma
4.8(i). It follows from Proposition 4.11 that the △q-module E(k0, k1, k2, k3) is irreducible.
The statement (i) follows.
(ii): Suppose that d ≥ 3. By Propositions 4.11 and 4.13 the sequence
{0} ⊂ E(k0, k1, k2, k3)(k0) ⊂ E(k0, k1, k2, k3)(17)
is a composition series for the △q-module E(k0, k1, k2, k3). By Proposition 4.3 and Lemma
4.8(ii), E(k0, k1, k2, k3)(k
−1
0 ) is a nonzero △q-submodule of E(k0, k1, k2, k3). Hence
{0} ⊂ E(k0, k1, k2, k3)(k
−1
0 ) ⊂ E(k0, k1, k2, k3)(18)
is a composition series for the △q-module E(k0, k1, k2, k3) by Jordan–Ho¨lder theorem. By
Proposition 4.5 there is no other irreducible △q-submodule of E(k0, k1, k2, k3). Therefore
(17) and (18) are the unique two composition series for the △q-module E(k0, k1, k2, k3). The
statement (ii) follows. 
4.3. The lattice of △q-submodules of E(k0, k1, k2, k3)
1 mod 4. Recall from Table 2 that
1 mod 4 sends t0, t1, t2, t3 to t1, t2, t3, t0, respectively. In this subsection, we study the △q-
submodules of the Hq-module E(k0, k1, k2, k3)
1 mod 4.
Lemma 4.15. The actions of A and B on the Hq-module E(k0, k1, k2, k3)
1 mod 4 are as fol-
lows:
Avi =
{
θ∗i vi + k
−1
0 k
−1
3 q
−i̺i(q − q
−1)vi−1 − k
−1
0 k
−1
3 q
1−i̺i̺i−1vi−2 for i = 2, 4, . . . , d− 1,
θ∗i vi − k
−1
0 k
−1
3 q
−i̺i̺i−1vi−2 for i = 3, 5, . . . , d,
Av0 = θ
∗
0v0, Av1 = θ
∗
1v1,
Bvi =
{
θivi − k
−1
0 k
−1
1 q
−i−1(q − q−1)vi+1 − k
−1
0 k
−1
1 q
−i−2vi+2 for i = 0, 2, . . . , d− 3,
θivi − k
−1
0 k
−1
1 q
−i−1vi+2 for i = 1, 3, . . . , d− 2,
Bvd−1 = θd−1vd−1 − k
−1
0 k
−1
1 q
−d(q − q−1)vd, Bvd = θdvd,
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where
θi = k0k1q
2⌈ i
2
⌉ + k−10 k
−1
1 q
−2⌈ i
2
⌉ for i = 0, 1, . . . , d,
θ∗i = k0k3q
2⌊ i
2
⌋+1 + k−10 k
−1
3 q
−2⌊ i
2
⌋−1 for i = 0, 1, . . . , d.
Proof. By Lemma 4.2 the actions of A and B on E(k0, k1, k2, k3)
1 mod 4 are identical to the
actions of qX + q−1X−1 and Y + Y −1 on E(k0, k1, k2, k3), respectively. Using Lemma 3.6 it
is routine to evaluate the actions of qX + q−1X−1 and Y + Y −1 on E(k0, k1, k2, k3). 
Lemma 4.16. The matrix representing t0 with respect to the F-basis
v1, vi+1 − k
2
1̺ivi−1 for i = 2, 4, . . . , d− 1, vi for i = 0, 2, . . . , d− 1
for E(k0, k1, k2, k3)
1 mod 4 is (
k−11 I d+1
2
k−11 I d+1
2
0 k1I d+1
2
)
.
Proof. Note that the action of t0 on E(k0, k1, k2, k3)
1 mod 4 is identical to the action of t1 on
E(k0, k1, k2, k3). It is routine to verify the lemma using Proposition 3.5(i). 
Lemma 4.17. (i) If k21 = 1 then t0 is not diagonalizable on E(k0, k1, k2, k3)
1 mod 4 with
exactly one eigenvalue k1.
(ii) If k21 6= 1 then t0 is diagonalizable on E(k0, k1, k2, k3)
1 mod 4 with exactly two eigenvalues
k±11 .
Proof. Applying the rank-nullity theorem to Lemma 4.16 the lemma follows. 
Lemma 4.18. E(k0, k1, k2, k3)
1 mod 4(k−11 ) is of dimension
d+1
2
with the F-basis
vi for i = 1, 3, . . . , d.(19)
Proof. By Lemma 4.16 the vectors v1 and vi+1 − k
2
1̺ivi−1 for i = 2, 4, . . . , d − 1 form an
F-basis for E(k0, k1, k2, k3)
1 mod 4(k−11 ) as well as (19). 
Lemma 4.19. Let
µi = (−1)
i−1
2 k
− i−1
2
0 k
− i−1
2
1 q
− (i−1)(i+1)
4 for i = 1, 3, . . . , d.
Then the matrices representing A and B with respect to the F-basis
µivi for i = 1, 3, . . . , d(20)
for the △q-module E(k0, k1, k2, k3)
1 mod 4(k−11 ) are

θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕ d−1
2
0 θ∗d−1
2


,


θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd−1
2

 ,
respectively, where
θi = k0k1q
2i+2 + k−10 k
−1
1 q
−2i−2 for i = 0, 1, . . . , d−1
2
,
θ∗i = k0k3q
2i+1 + k−10 k
−1
3 q
−2i−1 for i = 0, 1, . . . , d−1
2
,
FINITE-DIMENSIONAL MODULES OF △ AND Hq 15
ϕi = k
−1
1 k
−1
3 q
d−1
2 (qi − q−i)(qi−
d+1
2 − q
d+1
2
−i)
× (q−i − k0k1k2k3q
i+1)(q−i − k0k1k
−1
2 k3q
i+1) for i = 1, 2, . . . , d−1
2
.
The elements α, β, γ act on the△q-module E(k0, k1, k2, k3)
1 mod 4(k−11 ) as scalar multiplication
by
(k0 + k
−1
0 )(k3 + k
−1
3 ) + (k2 + k
−1
2 )(qk1 + q
−1k−11 ),(21)
(k3 + k
−1
3 )(k2 + k
−1
2 ) + (k0 + k
−1
0 )(qk1 + q
−1k−11 ),(22)
(k2 + k
−1
2 )(k0 + k
−1
0 ) + (k3 + k
−1
3 )(qk1 + q
−1k−11 ),(23)
respectively.
Proof. By Lemma 4.18 the vectors (20) are a basis for E(k0, k1, k2, k3)
1 mod 4(k−11 ). Us-
ing Lemma 4.15 a routine calculation yields the matrices representing A and B with re-
spect to (20). The actions of c0, c1, c2, c3 on E(k0, k1, k2, k3)
1 mod 4 are identical to the
actions of c1, c2, c3, c0 on E(k0, k1, k2, k3). By Theorem 2.4 the elements α, β, γ act on
E(k0, k1, k2, k3)
1 mod 4(k−11 ) as scalar multiplication by (21)–(23), respectively. 
Recall the Z/2Z-action on △q from Table 1.
Proposition 4.20. The △q-module E(k0, k1, k2, k3)
1 mod 4(k−11 ) is isomorphic to
V d−1
2
(
k0k1q
d+3
2 , k0k3q
d+1
2 , k0k2q
d+1
2
)1 mod 2
.
Moreover the △q-module E(k0, k1, k2, k3)
1 mod 4(k−11 ) is irreducible and it is isomorphic to
V d−1
2
(k0k3q
d+1
2 , k0k1q
d+3
2 , k0k2q
d+1
2 ) provided that the Hq-module E(k0, k1, k2, k3) is irreducible.
Proof. Set (a, b, c) = (k0k1q
d+3
2 , k0k3q
d+1
2 , k0k2q
d+1
2 ) and d′ = d−1
2
. Under the assumption (8)
the scalar (22) is equal to
(b+ b−1)(c+ c−1) + (a+ a−1)(qd
′+1 + q−d
′−1).
By Proposition 3.1 and Lemma 4.19 the △q-module E(k0, k1, k2, k3)
1 mod 4(k−11 ) is isomorphic
to Vd′(a, b, c)
1 mod 2.
Suppose that the Hq-module E(k0, k1, k2, k3) is irreducible. Using Theorem 3.7 yields that
a−1bc 6∈ {q2i−d
′−1 | i = 0, 1, . . . , d′};
abc, ab−1c, abc−1 6∈ {q2i−d
′−1 | i = 1, 2, . . . , d′ + 1}.
Hence the △q-module Vd′(a, b, c) is irreducible by Theorem 3.2. By Lemma 3.4 the △q-
module Vd′(a, b, c)
1 mod 2 is isomorphic to Vd′(b, a, c). The proposition follows. 
Lemma 4.21. Let
µi = (−1)
i
2k
− i
2
0 k
− i
2
1 q
−
i(i+2)
4 for i = 0, 2, . . . , d− 1.
Then the matrices representing A and B with respect to the F-basis
µivi + E(k0, k1, k2, k3)
1 mod 4(k−11 ) for i = 0, 2, . . . , d− 1(24)
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for the △q-module E(k0, k1, k2, k3)
1 mod 4/E(k0, k1, k2, k3)
1 mod 4(k−11 ) are

θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕ d−1
2
0 θ∗d−1
2


,


θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd−1
2

 ,
respectively, where
θi = k0k1q
2i + k−10 k
−1
1 q
−2i for i = 0, 1, . . . , d−1
2
,
θ∗i = k0k3q
2i+1 + k−10 k
−1
3 q
−2i−1 for i = 0, 1, . . . , d−1
2
,
ϕi = k
−1
1 k
−1
3 q
d+3
2 (qi − q−i)(qi−
d+1
2 − q
d+1
2
−i)
× (q−i − k0k1k2k3q
i−1)(q−i − k0k1k
−1
2 k3q
i−1) for i = 1, 2, . . . , d−1
2
.
The elements α, β, γ act on the △q-module E(k0, k1, k2, k3)
1 mod 4/E(k0, k1, k2, k3)
1 mod 4(k−11 )
as scalar multiplication by
(k0 + k
−1
0 )(k3 + k
−1
3 ) + (k2 + k
−1
2 )(qk
−1
1 + q
−1k1),(25)
(k3 + k
−1
3 )(k2 + k
−1
2 ) + (k0 + k
−1
0 )(qk
−1
1 + q
−1k1),(26)
(k2 + k
−1
2 )(k0 + k
−1
0 ) + (k3 + k
−1
3 )(qk
−1
1 + q
−1k1),(27)
respectively.
Proof. By Lemma 4.18 the cosets (24) are a basis for the quotient of E(k0, k1, k2, k3)
1 mod 4
modulo E(k0, k1, k2, k3)
1 mod 4(k−11 ). By Lemmas 4.15 and 4.18 we obtain the matrices rep-
resenting A and B with respect to (24). By Lemma 4.16 we have
(t0 − k1)vi ∈ E(k0, k1, k2, k3)
1 mod 4(k−11 ) for i = 0, 2, . . . , d− 1.
Combined with Theorem 2.4 and Proposition 3.5(ii) this yields that α, β, γ act on the quotient
△q-module of E(k0, k1, k2, k3)
1 mod 4 modulo E(k0, k1, k2, k3)
1 mod 4(k−11 ) as scalar multiplica-
tion by (25)–(27), respectively. 
Proposition 4.22. The △q-module E(k0, k1, k2, k3)
1 mod 4/E(k0, k1, k2, k3)
1 mod 4(k−11 ) is iso-
morphic to
V d−1
2
(
k0k1q
d−1
2 , k0k3q
d+1
2 , k0k2q
d+1
2
)1 mod 2
.
Moreover the △q-module E(k0, k1, k2, k3)
1 mod 4/E(k0, k1, k2, k3)
1 mod 4(k−11 ) is irreducible and
it is isomorphic to V d−1
2
(k0k3q
d+1
2 , k0k1q
d−1
2 , k0k2q
d+1
2 ) if the Hq-module E(k0, k1, k2, k3) is
irreducible.
Proof. Set (a, b, c) = (k0k1q
d−1
2 , k0k3q
d+1
2 , k0k2q
d+1
2 ) and d′ = d−1
2
. Under the assumption (8)
the scalar (26) is equal to
(b+ b−1)(c+ c−1) + (a+ a−1)(qd
′+1 + q−d
′−1).
By Proposition 3.1 and Lemma 4.21 the quotient △q-module E(k0, k1, k2, k3)
1 mod 4 modulo
E(k0, k1, k2, k3)
1 mod 4(k−11 ) is isomorphic to Vd′(a, b, c)
1 mod 2.
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Suppose that the Hq-module E(k0, k1, k2, k3) is irreducible. Using Theorem 3.7 yields that
a−1bc 6∈ {q2i−d
′−1 | i = 1, 2, . . . , d′ + 1};
abc, ab−1c, abc−1 6∈ {q2i−d
′−1 | i = 0, 1, . . . , d′}.
Hence the △q-module Vd′(a, b, c) is irreducible by Theorem 3.2. By Lemma 3.4 the △q-
module Vd′(a, b, c)
1 mod 2 is isomorphic to Vd′(b, a, c). The proposition follows. 
Theorem 4.23. Assume that the Hq-module E(k0, k1, k2, k3)
1 mod 4 is irreducible. Then the
following hold:
(i) If k21 = 1 then
{0}
E(k0, k1, k2, k3)
1 mod 4(k1)
E(k0, k1, k2, k3)
1 mod 4
is the lattice of △q-submodules of E(k0, k1, k2, k3)
1 mod 4.
(ii) If k21 6= 1 then
{0}
E(k0, k1, k2, k3)
1 mod 4(k1)E(k0, k1, k2, k3)
1 mod 4(k−11 )
E(k0, k1, k2, k3)
1 mod 4
is the lattice of △q-submodules of E(k0, k1, k2, k3)
1 mod 4.
Proof. (i): Suppose that k21 = 1. By Propositions 4.20 and 4.22 the sequence
{0} ⊂ E(k0, k1, k2, k3)
1 mod 4(k1) ⊂ E(k0, k1, k2, k3)
1 mod 4(28)
is a composition series for the △q-module E(k0, k1, k2, k3)
1 mod 4. It follows from Proposition
4.5 and Lemma 4.17(i) that every irreducible △q-submodule of E(k0, k1, k2, k3)
1 mod 4 is con-
tained in E(k0, k1, k2, k3)
1 mod 4(k1). Therefore (28) is the unique composition series for the
△q-module E(k0, k1, k2, k3)
1 mod 4. The statement (i) follows.
(ii): Similar to the proof of Theorem 4.14(ii). 
4.4. The lattice of △q-submodules of E(k0, k1, k2, k3)
2 mod 4. Recall from Table 2 that
2 mod 4 sends t0, t1, t2, t3 to t2, t3, t0, t1, respectively. In this subsection, we study the △q-
submodules of the Hq-module E(k0, k1, k2, k3)
2 mod 4.
Lemma 4.24. The actions of A and B on the Hq-module E(k0, k1, k2, k3)
2 mod 4 are as fol-
lows:
Avi =
{
θivi − k
−1
0 k
−1
1 q
−i−1vi+2 for i = 0, 2, . . . , d− 3,
θivi − k
−1
0 k
−1
1 q
−i−1(q − q−1)vi+1 − k
−1
0 k
−1
1 q
−i−2vi+2 for i = 1, 3, . . . , d− 2,
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Avd−1 = θd−1vd−1, Avd = θdvd,
Bvi =
{
θ∗i vi + k
−1
0 k
−1
3 q
−i̺i(q − q
−1)vi−1 − k
−1
0 k
−1
3 q
1−i̺i̺i−1vi−2 for i = 2, 4, . . . , d− 1,
θ∗i vi − k
−1
0 k
−1
3 q
−i̺i̺i−1vi−2 for i = 3, 5, . . . , d,
Bv0 = θ
∗
0v0, Bv1 = θ
∗
1v1,
where
θi = k0k1q
2⌊ i
2
⌋+1 + k−10 k
−1
1 q
−2⌊ i
2
⌋−1 for i = 0, 1, . . . , d,
θ∗i = k0k3q
2⌊ i
2
⌋+1 + k−10 k
−1
3 q
−2⌊ i
2
⌋−1 for i = 0, 1, . . . , d.
Proof. By Lemma 4.2 the actions of A and B on E(k0, k1, k2, k3)
2 mod 4 are identical to the
actions of qY +q−1Y −1 and qX+q−1X−1 on E(k0, k1, k2, k3), respectively. Using Lemma 3.6 a
direct calculation yields the actions of qY +q−1Y −1 and qX+q−1X−1 on E(k0, k1, k2, k3). 
Lemma 4.25. (i) E(k0, k1, k2, k3)
2 mod 4(k2) is of dimension
d+1
2
with the F-basis
(1− k0k1k
−1
2 k3q
i)vi−1 − vi for i = 1, 3, . . . , d.(29)
(ii) E(k0, k1, k2, k3)
2 mod 4(k−12 ) is of dimension
d+1
2
with the F-basis
(1− k0k1k2k3q
i)vi−1 − vi for i = 1, 3, . . . , d.(30)
Proof. Note that the action of t0 on E(k0, k1, k2, k3)
2 mod 4 is identical to the action of t2
on E(k0, k1, k2, k3). For i = 1, 3, . . . , d let Wi denote the F-subspace W of E(k0, k1, k2, k3)
spanned by vi−1 and vi. By Proposition 3.5(i), Wi is t2-invariant. Since E(k0, k1, k2, k3) is a
direct sum of Wi for all i = 1, 3, . . . , d the lemma follows by evaluating the eigenspaces of t2
in Wi. 
Lemma 4.26. (i) If k22 = 1 then t0 is not diagonalizable on E(k0, k1, k2, k3)
2 mod 4 with
exactly one eigenvalue k2.
(ii) If k22 6= 1 then t0 is diagonalizable on E(k0, k1, k2, k3)
2 mod 4 with exactly two eigenvalues
k±12 .
Proof. By Proposition 3.5(ii) the element t2 has at most two eigenvalues k2 or k
−1
2 in the
Hq-module E(k0, k1, k2, k3). Combined with Lemma 4.25 the lemma follows. 
Lemma 4.27. Let
µi = (−1)
i−1
2 k
− i−1
2
0 k
− i−1
2
1 q
−
(i−1)(i+3)
4 for i = 1, 3, . . . , d.
Then the matrices representing A and B with respect to the F-basis
µi((1− k0k1k2k3q
i)vi−1 − vi) for i = 1, 3, . . . , d(31)
for the △q-module E(k0, k1, k2, k3)
2 mod 4(k−12 ) are

θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd−1
2

 ,


θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕ d−1
2
0 θ∗d−1
2


,
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respectively, where
θi = k0k1q
2i+1 + k−10 k
−1
1 q
−2i−1 for i = 0, 1, . . . , d−1
2
,
θ∗i = k0k3q
2i+1 + k−10 k
−1
3 q
−2i−1 for i = 0, 1, . . . , d−1
2
,
ϕi = k
−1
1 k
−1
3 q
d+1
2 (qi − q−i)(qi−
d+1
2 − q
d+1
2
−i)
× (q−i − k0k1k2k3q
i+1)(q−i − k0k1k
−1
2 k3q
i−1) for i = 1, 2, . . . , d−1
2
.
The elements α, β, γ act on the△q-module E(k0, k1, k2, k3)
2 mod 4(k−12 ) as scalar multiplication
by
(k1 + k
−1
1 )(k0 + k
−1
0 ) + (k3 + k
−1
3 )(qk2 + q
−1k−12 ),(32)
(k0 + k
−1
0 )(k3 + k
−1
3 ) + (k1 + k
−1
1 )(qk2 + q
−1k−12 ),(33)
(k3 + k
−1
3 )(k1 + k
−1
1 ) + (k0 + k
−1
0 )(qk2 + q
−1k−12 ),(34)
respectively.
Proof. By Lemma 4.25(ii) the vectors (31) are a basis for E(k0, k1, k2, k3)
2 mod 4(k−12 ). Apply-
ing Lemma 4.15 a direct calculation yields the matrices representing A and B with respect
to (31). The actions of c0, c1, c2, c3 on E(k0, k1, k2, k3)
2 mod 4 are identical to the actions of
c2, c3, c0, c1 on E(k0, k1, k2, k3). Combined with Theorem 2.4 and Proposition 3.5(ii) we get
that α, β, γ act on E(k0, k1, k2, k3)
2 mod 4(k−12 ) as scalar multiplication by (32)–(34), respec-
tively. 
Proposition 4.28. The △q-module E(k0, k1, k2, k3)
2 mod 4(k−12 ) is isomorphic to
V d−1
2
(
k0k1q
d+1
2 , k0k3q
d+1
2 , k0k2q
d+3
2
)
.
Moreover the△q-module E(k0, k1, k2, k3)
2 mod 4(k−12 ) is irreducible provided that the Hq-module
E(k0, k1, k2, k3) is irreducible.
Proof. Set (a, b, c) = (k0k1q
d+1
2 , k0k3q
d+1
2 , k0k2q
d+3
2 ) and d′ = d−1
2
. Under the assumption (8)
the scalar (33) is equal to
(c+ c−1)(a + a−1) + (b+ b−1)(qd
′+1 + q−d
′−1).
By Proposition 3.1 and Lemma 4.27 the △q-module E(k0, k1, k2, k3)
2 mod 4(k−12 ) is isomorphic
to Vd′(a, b, c).
Suppose that the Hq-module E(k0, k1, k2, k3) is irreducible. Using Theorem 3.7 yields that
abc−1 6∈ {q2i−d
′−1 | i = 0, 1, . . . , d′};
abc, a−1bc, ab−1c 6∈ {q2i−d
′−1 | i = 1, 2, . . . , d′ + 1}.
Hence the △q-module Vd′(a, b, c) is irreducible by Theorem 3.2. The proposition follows. 
Lemma 4.29. Assume that the Hq-module E(k0, k1, k2, k3) is irreducible. Let
µi =
(−1)
i−1
2 k
− i−1
2
0 k
− i−1
2
1 q
−
(i−1)2
4
1− k0k1k2k3qi
for i = 1, 3, . . . , d.(35)
Then the matrices representing A and B with respect to the F-basis
µivi + E(k0, k1, k2, k3)
2 mod 4(k−12 ) for i = 1, 3, . . . , d(36)
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for the △q-module E(k0, k1, k2, k3)
2 mod 4/E(k0, k1, k2, k3)
2 mod 4(k−12 ) are

θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd−1
2

 ,


θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕ d−1
2
0 θ∗d−1
2


,
respectively, where
θi = k0k1q
2i+1 + k−10 k
−1
1 q
−2i−1 for i = 0, 1, . . . , d−1
2
,
θ∗i = k0k3q
2i+1 + k−10 k
−1
3 q
−2i−1 for i = 0, 1, . . . , d−1
2
,
ϕi = k
−1
1 k
−1
3 q
d+1
2 (qi − q−i)(qi−
d+1
2 − q
d+1
2
−i)
× (q−i − k0k1k2k3q
i−1)(q−i − k0k1k
−1
2 k3q
i+1) for i = 1, 2, . . . , d−1
2
.
The elements α, β, γ act on the △q-module E(k0, k1, k2, k3)
2 mod 4/E(k0, k1, k2, k3)
2 mod 4(k−12 )
as scalar multiplication by
(k1 + k
−1
1 )(k0 + k
−1
0 ) + (k3 + k
−1
3 )(qk
−1
2 + q
−1k2),(37)
(k0 + k
−1
0 )(k3 + k
−1
3 ) + (k1 + k
−1
1 )(qk
−1
2 + q
−1k2),(38)
(k3 + k
−1
3 )(k1 + k
−1
1 ) + (k0 + k
−1
0 )(qk
−1
2 + q
−1k2),(39)
respectively.
Proof. By Theorem 3.7 the denominator of (35) is nonzero. By Lemma 4.25(ii) the cosets
(36) are a basis for the quotient of E(k0, k1, k2, k3)
2 mod 4 modulo E(k0, k1, k2, k3)
2 mod 4(k−12 ).
Applying Lemmas 4.24 and 4.25(ii) it is routine to verify the matrices representing A and B
with respect to (36). Using Proposition 3.5(i) and Lemma 4.25(ii) it is routine to check that
(t0 − k2)vi ∈ E(k0, k1, k2, k3)
2 mod 4(k−12 ) for i = 1, 3, . . . , d.
Combined with Theorem 2.4 and Proposition 3.5(ii) the elements α, β, γ act on the quotient
△q-module of E(k0, k1, k2, k3)
2 mod 4 modulo E(k0, k1, k2, k3)
2 mod 4(k−12 ) as scalar multiplica-
tion by (37)–(39), respectively. 
Proposition 4.30. Assume that the Hq-module E(k0, k1, k2, k3) is irreducible. The △q-
module E(k0, k1, k2, k3)
2 mod 4/E(k0, k1, k2, k3)
2 mod 4(k−12 ) is isomorphic to
V d−1
2
(
k0k1q
d+1
2 , k0k3q
d+1
2 , k0k2q
d−1
2
)
.
Moreover the △q-module E(k0, k1, k2, k3)
2 mod 4/E(k0, k1, k2, k3)
2 mod 4(k−12 ) is irreducible.
Proof. Set (a, b, c) = (k0k1q
d+1
2 , k0k3q
d+1
2 , k0k2q
d−1
2 ) and d′ = d−1
2
. Under the assumption (8)
the scalar (38) is equal to
(c+ c−1)(a + a−1) + (b+ b−1)(qd
′+1 + q−d
′−1).
By Proposition 3.1 and Lemma 4.29 the △q-module E(k0, k1, k2, k3)
2 mod 4 is isomorphic to
Vd′(a, b, c).
Since the Hq-module E(k0, k1, k2, k3) is irreducible, it follows from Theorem 3.7 that
abc−1 6∈ {q2i−d
′−1 | i = 1, 2, . . . , d′ + 1};
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abc, a−1bc, ab−1c 6∈ {q2i−d
′−1 | i = 0, 1, . . . , d′}.
Hence the △q-module Vd′(a, b, c) is irreducible by Theorem 3.2. The proposition follows. 
Theorem 4.31. Assume that the Hq-module E(k0, k1, k2, k3) is irreducible. Then the follow-
ing hold:
(i) If k22 = 1 then
{0}
E(k0, k1, k2, k3)
2 mod 4(k2)
E(k0, k1, k2, k3)
2 mod 4
is the lattice of △q-submodules of E(k0, k1, k2, k3)
2 mod 4.
(ii) If k22 6= 1 then
{0}
E(k0, k1, k2, k3)
2 mod 4(k2)E(k0, k1, k2, k3)
2 mod 4(k−12 )
E(k0, k1, k2, k3)
2 mod 4
is the lattice of △q-submodules of E(k0, k1, k2, k3)
2 mod 4.
Proof. Using the above lemmas and propositions, the result follows by an argument similar
to the proof of Theorem 4.23. 
4.5. The lattice of △q-submodules of E(k0, k1, k2, k3)
3 mod 4. Recall from Table 2 that
3 mod 4 sends t0, t1, t2, t3 to t3, t0, t1, t2, respectively. In this subsection, we study the △q-
submodules of the Hq-module E(k0, k1, k2, k3)
3 mod 4.
Lemma 4.32. The actions of A and B on the Hq-module E(k0, k1, k2, k3)
3 mod 4 are as fol-
lows:
Avi =
{
θ∗i vi − k
−1
0 k
−1
3 q
−i̺i̺i−1vi−2 for i = 2, 4, . . . , d− 1,
θ∗i vi + k
−1
0 k
−1
3 q
−i(q − q−1)̺ivi−1 − k
−1
0 k
−1
3 q
1−i̺i̺i−1vi−2 for i = 3, 5, . . . , d,
Av0 = θ
∗
0v0, Av1 = θ
∗
1v1 + k
−1
0 k
−1
3 q
−1(q − q−1)̺1v0,
Bvi =
{
θivi − k
−1
0 k
−1
1 q
−i−1vi+2 for i = 0, 2, . . . , d− 3,
θivi − k
−1
0 k
−1
1 q
−i−1(q − q−1)vi+1 − k
−1
0 k
−1
1 q
−i−2vi+2 for i = 3, 5, . . . , d− 2,
Bvd−1 = θd−1vd−1, Bvd = θdvd,
where
θi = k0k1q
2⌊ i
2
⌋+1 + k−10 k
−1
1 q
−2⌊ i
2
⌋−1 for i = 0, 1, . . . , d,
θ∗i = k0k3q
2⌈ i
2
⌉ + k−10 k
−1
3 q
−2⌈ i
2
⌉ for i = 0, 1, . . . , d.
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Proof. By Lemma 4.2 the actions of A and B on E(k0, k1, k2, k3)
3 mod 4 are identical to the
actions of X +X−1 and qY + q−1Y −1 on E(k0, k1, k2, k3), respectively. Using Lemma 3.6 a
direct calculation yields the actions of X +X−1 and qY + q−1Y −1 on E(k0, k1, k2, k3). 
Lemma 4.33. Assume that the Hq-module E(k0, k1, k2, k3) is irreducible. Then the matrix
representing t0 with respect to the F-basis
̺ivi−1 − k
2
3vi+1 for i = 1, 3, . . . , d− 2, ̺dvd−1, vi for i = 1, 3, . . . , d(40)
for E(k0, k1, k2, k3)
3 mod 4 is (
k3I d+1
2
−k−13 I d+1
2
0 k−13 I d+1
2
)
.
Proof. Note that the action of t0 on E(k0, k1, k2, k3)
3 mod 4 is identical to the action of t3 on
E(k0, k1, k2, k3). It is routine to verify the lemma using Proposition 3.5(i). 
Lemma 4.34. Assume that the Hq-module E(k0, k1, k2, k3) is irreducible. Then the following
hold:
(i) If k23 = 1 then t0 is not diagonalizable on E(k0, k1, k2, k3)
3 mod 4 with exactly one eigen-
value k3.
(ii) If k23 6= 1 then t0 is diagonalizable on E(k0, k1, k2, k3)
3 mod 4 with exactly two eigenvalues
k±13 .
Proof. Applying the rank-nullity theorem to Lemma 4.33 the lemma follows. 
Lemma 4.35. If the Hq-module E(k0, k1, k2, k3) is irreducible then E(k0, k1, k2, k3)
3 mod 4(k3)
is of dimension d+1
2
with the F-basis
vi for i = 0, 2, . . . , d− 1.(41)
Proof. By Lemma 4.33 the vectors ̺ivi−1 − k
2
3vi+1 for i = 1, 3, . . . , d− 2 and ̺dvd−1 form an
F-basis for E(k0, k1, k2, k3)
1 mod 4(k−11 ) as well as (41). 
Lemma 4.36. Assume that the Hq-module E(k0, k1, k2, k3) is irreducible. Let
µi = (−1)
i
2k
− i
2
0 k
− i
2
1 q
− i
2
4 for i = 0, 2, . . . , d− 1.
Then the matrices representing A and B with respect to the F-basis
µivi for i = 0, 2, . . . , d− 1(42)
for the △q-module E(k0, k1, k2, k3)
3 mod 4(k3) are

θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕ d−1
2
0 θ∗d−1
2


,


θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd−1
2

 ,
respectively, where
θi = k0k1q
2i+1 + k−10 k
−1
1 q
−2i−1 for i = 0, 1, . . . , d−1
2
,
θ∗i = k0k3q
2i + k−10 k
−1
3 q
−2i for i = 0, 1, . . . , d−1
2
,
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ϕi = k
−1
1 k
−1
3 q
d+3
2 (qi − q−i)(qi−
d+1
2 − q
d+1
2
−i)
× (q−i − k0k1k2k3q
i−1)(q−i − k0k1k
−1
2 k3q
i−1) for i = 1, 2, . . . , d−1
2
.
The elements α, β, γ act on the △q-module E(k0, k1, k2, k3)
3 mod 4(k3) as scalar multiplication
by
(k2 + k
−1
2 )(k1 + k
−1
1 ) + (k0 + k
−1
0 )(qk
−1
3 + q
−1k3),(43)
(k1 + k
−1
1 )(k0 + k
−1
0 ) + (k2 + k
−1
2 )(qk
−1
3 + q
−1k3),(44)
(k0 + k
−1
0 )(k2 + k
−1
2 ) + (k1 + k
−1
1 )(qk
−1
3 + q
−1k3),(45)
respectively.
Proof. By Lemma 4.35 the vectors (42) are an F-basis for E(k0, k1, k2, k3)
3 mod 4(k3). By
Lemma 4.32 we obtain the matrices representing A and B with respect to (42). The ac-
tions of c0, c1, c2, c3 on E(k0, k1, k2, k3)
3 mod 4 are identical to the actions of c3, c0, c1, c2 on
E(k0, k1, k2, k3). Combined with Theorem 2.4 and Proposition 3.5(ii) the elements α, β, γ
act on E(k0, k1, k2, k3)
3 mod 4(k3) as scalar multiplication by (43)–(45), respectively. 
Proposition 4.37. Assume that the Hq-module E(k0, k1, k2, k3) is irreducible. Then the
△q-module E(k0, k1, k2, k3)
3 mod 4(k3) is isomorphic to
V d−1
2
(
k0k3q
d−1
2 , k0k1q
d+1
2 , k0k2q
d+1
2
)
.
Moreover the △q-module E(k0, k1, k2, k3)
3 mod 4(k3) is irreducible.
Proof. Set (a, b, c) = (k0k1q
d+1
2 , k0k3q
d−1
2 , k0k2q
d+1
2 ) and d′ = d−1
2
. Under the assumption (8)
the scalar (44) is equal to
(b+ b−1)(c+ c−1) + (a+ a−1)(qd
′+1 + q−d
′−1).
By Proposition 3.1 and Lemma 4.36 the △q-module E(k0, k1, k2, k3)
3 mod 4(k3) is isomorphic
to Vd′(a, b, c)
1 mod 2.
Since the Hq-module E(k0, k1, k2, k3) is irreducible it follows from Theorem 3.7 that
ab−1c 6∈ {q2i−d
′−1 | i = 1, 2, . . . , d′ + 1};
abc, a−1bc, abc−1 6∈ {q2i−d
′−1 | i = 0, 1, . . . , d′}.
Hence the △q-module Vd′(a, b, c) is irreducible by Theorem 3.2. By Lemma 3.4 the △q-
module Vd′(a, b, c)
1 mod 2 is isomorphic to Vd′(b, a, c). The proposition follows. 
Lemma 4.38. Assume that the Hq-module E(k0, k1, k2, k3) is irreducible. Let
µi = (−1)
i−1
2 k
− i−1
2
0 k
− i−1
2
1 q
−
(i−1)(i+3)
4 for i = 1, 3, . . . , d.
Then the matrices representing A and B with respect to the F-basis
µivi + E(k0, k1, k2, k3)
3 mod 4(k3) for i = 1, 3, . . . , d(46)
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for the △q-module E(k0, k1, k2, k3)
3 mod 4/E(k0, k1, k2, k3)
3 mod 4(k3) are

θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕ d−1
2
0 θ∗d−1
2


,


θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd−1
2

 ,
respectively, where
θi = k0k1q
2i+1 + k−10 k
−1
1 q
−2i−1 for i = 0, 1, . . . , d−1
2
,
θ∗i = k0k3q
2i+2 + k−10 k
−1
3 q
−2i−2 for i = 0, 1, . . . , d−1
2
,
ϕi = k
−1
0 k
−1
3 q
d−1
2 (qi − q−i)(qi−
d+1
2 − q
d+1
2
−i)
× (q−i − k0k1k2k3q
i+1)(q−i − k0k1k
−1
2 k3q
i+1) for i = 1, 2, . . . , d−1
2
.
The elements α, β, γ act on the △q-module E(k0, k1, k2, k3)
3 mod 4/E(k0, k1, k2, k3)
3 mod 4(k3)
as scalar multiplication by
(k2 + k
−1
2 )(k1 + k
−1
1 ) + (k0 + k
−1
0 )(qk3 + q
−1k−13 ),(47)
(k1 + k
−1
1 )(k0 + k
−1
0 ) + (k2 + k
−1
2 )(qk3 + q
−1k−13 ),(48)
(k0 + k
−1
0 )(k2 + k
−1
2 ) + (k1 + k
−1
1 )(qk3 + q
−1k−13 ),(49)
respectively.
Proof. By Lemma 4.35 the cosets (46) are a basis for the quotient of E(k0, k1, k2, k3)
3 mod 4
modulo E(k0, k1, k2, k3)
3 mod 4(k3). By Lemmas 4.32 and 4.35 we obtain the matrices repre-
senting A and B with respect to (46). By Lemma 4.33 we have
(t0 − k
−1
3 )vi ∈ E(k0, k1, k2, k3)
3 mod 4(k3) for i = 1, 3, . . . , d.
Combined with Theorem 2.4 and Proposition 3.5(ii) we see that α, β, γ act on the quotient
△q-module ofE(k0, k1, k2, k3)
3 mod 4 modulo E(k0, k1, k2, k3)
3 mod 4(k3) as scalar multiplication
by (47)–(49), respectively. 
Proposition 4.39. Assume that the Hq-module E(k0, k1, k2, k3) is irreducible. Then the
△q-module E(k0, k1, k2, k3)
3 mod 4/E(k0, k1, k2, k3)
3 mod 4(k3) is isomorphic to
V d−1
2
(
k0k3q
d+3
2 , k0k1q
d+1
2 , k0k2q
d+1
2
)
.
Moreover the △q-module E(k0, k1, k2, k3)
3 mod 4/E(k0, k1, k2, k3)
3 mod 4(k3) is irreducible.
Proof. Set (a, b, c) = (k0k1q
d+1
2 , k0k3q
d+3
2 , k0k2q
d+1
2 ) and d′ = d−1
2
. Under the assumption (8)
the scalar (48) is equal to
(b+ b−1)(c+ c−1) + (a+ a−1)(qd
′+1 + q−d
′−1).
By Proposition 3.1 and Lemma 4.38 the quotient △q-module E(k0, k1, k2, k3)
3 mod 4 modulo
E(k0, k1, k2, k3)
3 mod 4(k3) is isomorphic to Vd′(a, b, c)
1 mod 2.
Since the Hq-module E(k0, k1, k2, k3) is irreducible, it follows from Theorem 3.7 that
ab−1c 6∈ {q2i−d
′−1 | i = 0, 1, . . . , d′};
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abc, a−1bc, abc−1 6∈ {q2i−d
′−1 | i = 1, 2, . . . , d′ + 1}.
Hence the △q-module Vd′(a, b, c) is irreducible by Theorem 3.2. By Lemma 3.4 the △q-
module Vd′(a, b, c)
1 mod 2 is isomorphic to Vd′(b, a, c). The proposition follows. 
Theorem 4.40. Assume that the Hq-module E(k0, k1, k2, k3) is irreducible. Then the follow-
ing hold:
(i) If k23 = 1 then
{0}
E(k0, k1, k2, k3)
3 mod 4(k3)
E(k0, k1, k2, k3)
3 mod 4
is the lattice of △q-submodules of E(k0, k1, k2, k3)
3 mod 4.
(ii) If k23 6= 1 then
{0}
E(k0, k1, k2, k3)
3 mod 4(k3)E(k0, k1, k2, k3)
3 mod 4(k−13 )
E(k0, k1, k2, k3)
3 mod 4
is the lattice of △q-submodules of E(k0, k1, k2, k3)
3 mod 4.
Proof. Using the above lemmas and propositions, the result follows by an argument similar
to the proof of Theorem 4.23. 
4.6. The lattice of △q-submodules of O(k0, k1, k2, k3). Throughout this subsection we
use the following conventions: Let d ≥ 0 denote an even integer and assume that k0, k1, k2, k3
are nonzero scalars in F with
k0k1k2k3 = q
−d−1.(50)
Let {vi}
d
i=0 denote the basis for O(k0, k1, k2, k3) from Proposition 3.9(i). Set
̺i =
{
(qi−d−1 − 1)(k−22 q
i−d−1 − 1) for i = 1, 3, . . . , d− 1,
(1− qi)(1− k20q
i) for i = 2, 4, . . . , d.
In this subsection, we investigate the △q-submodules of the Hq-module O(k0, k1, k2, k3).
Lemma 4.41. The actions of A and B on the Hq-module O(k0, k1, k2, k3) are as follows:
Avi =
{
θivi − k
−1
0 k
−1
1 q
−i−1(q − q−1)vi+1 − k
−1
0 k
−1
1 q
−i−2vi+2 for i = 0, 2, . . . , d− 2,
θivi − k
−1
0 k
−1
1 q
−i−1vi+2 for i = 1, 3, . . . , d− 3,
Avd−1 = θd−1vd−1, Avd = θdvd,
26 HAU-WEN HUANG
Bvi =
{
θ∗i vi − k
−1
0 k
−1
3 q
−i̺i̺i−1vi−2 for i = 2, 4, . . . , d,
θ∗i vi + k
−1
0 k
−1
3 q
−i(q − q−1)̺ivi−1 − k
−1
0 k
−1
3 q
1−i̺i̺i−1vi−2 for i = 3, 5, . . . , d− 1,
Bv0 = θ
∗
0v0, Bv1 = θ
∗
1v1 + k
−1
0 k
−1
3 q
−1(q − q−1)̺1v0,
where
θi = k0k1q
2⌈ i
2
⌉ + k−10 k
−1
1 q
−2⌈ i
2
⌉ for i = 0, 1, . . . , d,
θ∗i = k0k3q
2⌈ i
2
⌉ + k−10 k
−1
3 q
−2⌈ i
2
⌉ for i = 0, 1, . . . , d.
Proof. By Lemma 4.2 we have A = Y + Y −1 and B = X + X−1. Using Lemma 3.10 it is
routine to evaluate the actions of Y + Y −1 and X +X−1 on O(k0, k1, k2, k3). 
Lemma 4.42. The matrix representing t0 with respect to the F-basis
v0, vi−1 + q
−i(vi − vi−1) for i = 2, 4, . . . , d, vi for i = 1, 3, . . . , d− 1
for O(k0, k1, k2, k3) is 
k0 0 00 k0I d
2
−k−10 I d
2
0 0 k−10 I d
2

 .
Proof. Apply Proposition 3.9(i) to verify the lemma. 
Lemma 4.43. (i) If d = 0 then t0 is diagonalizable on O(k0, k1, k2, k3) with exactly one
eigenvalue k0.
(ii) If d ≥ 2 and k20 = 1 then t0 is not diagonalizable on O(k0, k1, k2, k3) with exactly one
eigenvalue k0.
(iii) If d ≥ 2 and k20 6= 1 then t0 is diagonalizable on O(k0, k1, k2, k3) with exactly two
eigenvalues k±10 .
Proof. To see the lemma, apply the rank-nullity theorem to Lemma 4.42. 
Lemma 4.44. O(k0, k1, k2, k3)(k0) is of dimension
d
2
+ 1 with the F-basis
v0, vi−1 + q
−i(vi − vi−1) for i = 2, 4, . . . , d.
Proof. Immediate from Lemma 4.42. 
Lemma 4.45. Let
µi = (−1)
i
2k
− i
2
0 k
− i
2
1 q
− i(i−2)
4 for i = 2, 4, . . . , d.
Then the matrices representing A and B with respect to the F-basis
v0, µi(vi−1 + q
−i(vi − vi−1)) for i = 2, 4, . . . , d(51)
for the △q-module O(k0, k1, k2, k3)(k0) are

θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd
2

 ,


θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕ d
2
0 θ∗d
2


,
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respectively, where
θi = k0k1q
2i + k−10 k
−1
1 q
−2i for i = 0, 1, . . . , d
2
,
θ∗i = k0k3q
2i + k−10 k
−1
3 q
−2i for i = 0, 1, . . . , d
2
,
ϕi = k
−1
0 k2q
d
2
+2(qi − q−i)(qi−
d
2
−1 − q
d
2
−i+1)
× (q−i − k20q
i−2)(q−i − k−22 q
i−d−2) for i = 1, 2, . . . , d
2
.
The elements α, β, γ act on the △q-module O(k0, k1, k2, k3)(k0) as scalar multiplication by
(k3 + k
−1
3 )(k2 + k
−1
2 ) + (k1 + k
−1
1 )(q
−1k0 + qk
−1
0 ),(52)
(k2 + k
−1
2 )(k1 + k
−1
1 ) + (k3 + k
−1
3 )(q
−1k0 + qk
−1
0 ),(53)
(k1 + k
−1
1 )(k3 + k
−1
3 ) + (k2 + k
−1
2 )(q
−1k0 + qk
−1
0 ),(54)
respectively.
Proof. By Lemma 4.44 the vectors (51) are an F-basis for E(k0, k1, k2, k3)(k0). Applying
Lemma 4.41 a direct calculation yields the matrices representing A and B with respect to
(51). By Theorem 2.4 and Proposition 3.9(ii) the elements α, β, γ act on O(k0, k1, k2, k3)(k0)
as scalar multiplication by (52)–(54), respectively. 
Proposition 4.46. The △q-module O(k0, k1, k2, k3)(k0) is isomorphic to
V d
2
(
k0k1q
d
2 , k0k3q
d
2 , k0k2q
d
2
)
.
Moreover the △q-module O(k0, k1, k2, k3)(k0) is irreducible if k
2
0 6= 1 and the Hq-module
O(k0, k1, k2, k3) is irreducible.
Proof. Set (a, b, c) = (k0k1q
d
2 , k0k3q
d
2 , k0k2q
d
2 ) and d′ = d
2
. Under the assumption (50) the
scalar (53) is equal to
(c+ c−1)(a + a−1) + (b+ b−1)(qd
′+1 + q−d
′−1).
Comparing Proposition 3.1 with Lemma 4.45 we see that the △q-module O(k0, k1, k2, k3)(k0)
is isomorphic to Vd′(a, b, c).
Suppose that k20 6= 1 and the Hq-module O(k0, k1, k2, k3) is irreducible. Combined with
Theorem 3.11 this yields that
abc 6∈ {q2i−d
′−1 | i = 0, 1, . . . , d′};
a−1bc, ab−1c, abc−1 6∈ {q2i−d
′−1 | i = 1, 2, . . . , d′}.
Hence the △q-module Vd′(a, b, c) is irreducible by Theorem 3.2. The proposition follows. 
Lemma 4.47. Suppose that d ≥ 2. Let
µi = (−1)
i−1
2 k
− i−1
2
0 k
− i−1
2
1 q
−
(i−1)(i+1)
4 for i = 1, 3, . . . , d− 1.
Then the matrices representing A and B with respect to the F-basis
µivi +O(k0, k1, k2, k3)(k0) for i = 1, 3, . . . , d− 1(55)
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for the △q-module O(k0, k1, k2, k3)/O(k0, k1, k2, k3)(k0) are

θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd
2
−1

 ,


θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕ d
2
−1
0 θ∗d
2
−1


,
respectively, where
θi = k0k1q
2i+2 + k−10 k
−1
1 q
−2i−2 for i = 0, 1, . . . , d
2
− 1,
θ∗i = k0k3q
2i+2 + k−10 k
−1
3 q
−2i−2 for i = 0, 1, . . . , d
2
− 1,
ϕi = k
−1
0 k2q
d
2
−1(qi − q−i)(qi−
d
2 − q
d
2
−i)
× (q−i − k20q
i+2)(q−i − k−22 q
i−d) for i = 1, 2, . . . , d
2
− 1.
The elements α, β, γ act on O(k0, k1, k2, k3)/O(k0, k1, k2, k3)(k0) as scalar multiplication by
(k3 + k
−1
3 )(k2 + k
−1
2 ) + (k1 + k
−1
1 )(qk0 + q
−1k−10 ),(56)
(k2 + k
−1
2 )(k1 + k
−1
1 ) + (k3 + k
−1
3 )(qk0 + q
−1k−10 ),(57)
(k1 + k
−1
1 )(k3 + k
−1
3 ) + (k2 + k
−1
2 )(qk0 + q
−1k−10 ),(58)
respectively.
Proof. By Lemma 4.44 the cosets (55) are an F-basis for O(k0, k1, k2, k3)/O(k0, k1, k2, k3)(k0).
Applying Lemmas 4.41 and 4.44 a direct calculation yields the matrices representing A and
B with respect to (55). By Lemma 4.42 we have
(t0 − k
−1
0 )vi ∈ O(k0, k1, k2, k3)(k0) for i = 1, 3, . . . , d− 1.
Combined with Theorem 2.4 and Proposition 3.9(ii) the elements α, β, γ act on the quotient
△q-module of O(k0, k1, k2, k3) modulo O(k0, k1, k2, k3)(k0) as scalar multiplication by (56)–
(58), respectively. 
Proposition 4.48. Suppose that d ≥ 2. Then the△q-module O(k0, k1, k2, k3)/O(k0, k1, k2, k3)(k0)
is isomorphic to
V d
2
−1
(
k0k1q
d
2
+1, k0k3q
d
2
+1, k0k2q
d
2
+1
)
.
Moreover the △q-module O(k0, k1, k2, k3)/O(k0, k1, k2, k3)(k0) is irreducible if the Hq-module
O(k0, k1, k2, k3) is irreducible.
Proof. Set (a, b, c) = (k0k1q
d
2
+1, k0k3q
d
2
+1, k0k2q
d
2
+1) and d′ = d
2
− 1. Under the assumption
(50) the scalar (57) is equal to
(c+ c−1)(a + a−1) + (b+ b−1)(qd
′+1 + q−d
′−1).
By Proposition 3.1 with Lemma 4.47 the quotient △q-module of O(k0, k1, k2, k3) modulo
O(k0, k1, k2, k3)(k0) is isomorphic to Vd′(a, b, c).
Suppose that the Hq-module O(k0, k1, k2, k3) is irreducible. Using Theorem 3.11 yields
that
abc, a−1bc, ab−1c, abc−1 6∈ {q2i−d
′−1 | i = 1, 2, . . . , d′ + 1}.
Hence the △q-module Vd′(a, b, c) is irreducible by Theorem 3.2. The proposition follows. 
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For the rest of this subsection we let
O(k0, k1, k2, k3)(k0)
′
denote the F-subspace of O(k0, k1, k2, k3)(k0) spanned by vi−1 + q
−i(vi − vi−1) for all i =
2, 4, . . . , d.
Lemma 4.49. Suppose that d ≥ 2 and k20 = 1. Let
µi = (−1)
i
2
−1k
1− i
2
0 k
1− i
2
1 q
− i(i−2)
4 for i = 2, 4, . . . , d.
Then O(k0, k1, k2, k3)(k0)
′ is a △q-module and the matrices representing A and B with respect
to the F-basis
µi(vi−1 + q
−i(vi − vi−1)) for i = 2, 4, . . . , d(59)
for O(k0, k1, k2, k3)(k0)
′ are

θ0 0
1 θ1
1 θ2
. . .
. . .
0 1 θd
2
−1

 ,


θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2
. . .
. . . ϕ d
2
−1
0 θ∗d
2
−1


,
respectively, where
θi = k0k1q
2i+2 + k−10 k
−1
1 q
−2i−2 for i = 0, 1, . . . , d
2
− 1,
θ∗i = k0k3q
2i+2 + k−10 k
−1
3 q
−2i−2 for i = 0, 1, . . . , d
2
− 1,
ϕi = k
−1
0 k2q
d
2
−1(qi − q−i)(qi−
d
2 − q
d
2
−i)
× (q−i − k20q
i+2)(q−i − k−22 q
i−d) for i = 1, 2, . . . , d
2
− 1.
Proof. By Lemma 4.45, O(k0, k1, k2, k3)(k0)
′ is invariant under A and β; under the assump-
tion k20 = 1 it is also invariant under B. Therefore O(k0, k1, k2, k3)(k0)
′ is a △q-module by
Lemma 2.2. Moreover the matrices representing A and B with respect to (59) are as stated.
The lemma follows. 
Proposition 4.50. Suppose that d ≥ 2 and k20 = 1. Then the following hold:
(i) The △q-module O(k0, k1, k2, k3)(k0)
′ is isomorphic to
V d
2
−1
(
k0k1q
d
2
+1, k0k3q
d
2
+1, k0k2q
d
2
+1
)
.
(ii) If the Hq-module O(k0, k1, k2, k3) is irreducible then the △q-module O(k0, k1, k2, k3)(k0)
′
is irreducible.
(iii) The △q-module O(k0, k1, k2, k3)(k0)/O(k0, k1, k2, k3)(k0)
′ is isomorphic to
V0 (k0k1, k0k3, k0k2) .
Proof. (i): Set (a, b, c) = (k0k1q
d
2
+1, k0k3q
d
2
+1, k0k2q
d
2
+1) and d′ = d
2
− 1. Under the assump-
tions (50) and k20 = 1 the scalar (53) is equal to
(c+ c−1)(a + a−1) + (b+ b−1)(qd
′+1 + q−d
′−1).
By Proposition 3.1 along with Lemma 4.47 the quotient △q-module of O(k0, k1, k2, k3) mod-
ulo O(k0, k1, k2, k3)(k0) is isomorphic to Vd′(a, b, c).
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(ii): By Proposition 4.50(i) the statement (ii) is immediate from Proposition 4.48.
(iii): Set (a, b, c) = (k0k1, k0k3, k0k2). By Lemma 4.45 the elements A,B, γ act on the △q-
module O(k0, k1, k2, k3)(k0)/O(k0, k1, k2, k3)(k0)
′ as scalar multiplication by a+ a−1, b+ b−1,
and
(k2 + k
−1
2 )(k1 + k
−1
1 ) + (k3 + k
−1
3 )(q
−1k0 + qk
−1
0 ),(60)
respectively. Under the assumption k20 = 1 the scalar (60) is equal to
(c+ c−1)(a+ a−1) + (b+ b−1)(q + q−1).
Hence the △q-module O(k0, k1, k2, k3)(k0)/O(k0, k1, k2, k3)(k0)
′ is isomorphic to V0(a, b, c) by
Proposition 3.9. 
Theorem 4.51. Assume that the Hq-module O(k0, k1, k2, k3) is irreducible. Then the follow-
ing hold:
(i) If d = 0 then the △q-module O(k0, k1, k2, k3) is irreducible.
(ii) If d ≥ 2 and k20 = 1 then
{0}
O(k0, k1, k2, k3)(k0)
′
O(k0, k1, k2, k3)(k0)
O(k0, k1, k2, k3)
is the lattice of △q-submodules of O(k0, k1, k2, k3).
(iii) If d ≥ 2 and k20 6= 1 then
{0}
O(k0, k1, k2, k3)(k0)O(k0, k1, k2, k3)(k
−1
0 )
O(k0, k1, k2, k3)
is the lattice of △q-submodules of O(k0, k1, k2, k3).
Proof. (i): If d = 0 then O(k0, k1, k2, k3) is one-dimensional irreducible △q-module.
(ii): Suppose that d ≥ 2 and k20 = 1. Since the △q-submodule O(k0, k1, k2, k3)(k0)
′ of
O(k0, k1, k2, k3)(k0) is of codimension 1, the quotient △q-module O(k0, k1, k2, k3)(k0) modulo
O(k0, k1, k2, k3)(k0)
′ is irreducible. Combined with Propositions 4.48 and 4.50 the sequence
{0} ⊂ O(k0, k1, k2, k3)(k0)
′ ⊂ O(k0, k1, k2, k3)(k0) ⊂ O(k0, k1, k2, k3)(61)
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is a composition series for the △q-module O(k0, k1, k2, k3).
By Proposition 4.5 and Lemma 4.43(ii), every irreducible△q-submodule of O(k0, k1, k2, k3)
is contained in O(k0, k1, k2, k3)(k0). To prove (ii), it remains to show that O(k0, k1, k2, k3)(k0)
′
is the unique irreducible △q-submodule of O(k0, k1, k2, k3)(k0). Suppose on the contrary that
W is an irreducible △q-submodule of O(k0, k1, k2, k3)(k0) different from O(k0, k1, k2, k3)(k0)
′.
By irreducibility, we have W ∩ O(k0, k1, k2, k3)(k0)
′ = {0}. Hence W is of dimension 1 and
O(k0, k1, k2, k3)(k0) = W ⊕ O(k0, k1, k2, k3)(k0)
′.(62)
Applying Jordan–Ho¨lder theorem to (61) the△q-moduleW is isomorphic toO(k0, k1, k2, k3)(k0)
′
if d = 2 or the △q-module W is isomorphic to O(k0, k1, k2, k3)(k0)/O(k0, k1, k2, k3)(k0)
′.
Suppose that d = 2 and the △q-module W is isomorphic to O(k0, k1, k2, k3)(k0)
′. By
Lemma 4.45 the eigenvalues of A in O(k0, k1, k2, k3)(k0) are
θ0 = k0k1 + k
−1
0 k
−1
1 ,
θ1 = k0k1q
2 + k−10 k
−1
1 q
−2.
By Lemma 4.49 the eigenvalue of A in O(k0, k1, k2, k3)(k0)
′ is θ1. Combind with (62) this
implies that θ0 = θ1. Since q
2 6= 1 and k20 = 1 it follows that k
2
1 = q
−2, a contradiction to
Theorem 3.11.
Suppose that the △q-module W is isomorphic to O(k0, k1, k2, k3)(k0)/O(k0, k1, k2, k3)(k0)
′.
By Proposition 4.50(iii) the elements A and B act on W as the scalars
θ0 = k0k1 + k
−1
0 k
−1
1 ,
θ∗0 = k0k3 + k
−1
0 k
−1
3 ,
respectively. For v ∈ O(k0, k1, k2, k3)(k0) let [v] denote the coordinate vector of v relative to
(51). Observe that the θ0-eigenspace of A in O(k0, k1, k2, k3)(k0) is equal to W . Hence W
contains a vector w such that the last entry of [w] is 1. By Lemma 4.45 the last entry of
[Bw] is
θ∗d
2
= k0k3q
d + k−10 k
−1
3 q
−d.
Since w is a θ∗0-eigenvector of B this implies that θ
∗
0 = θ
∗
d
2
. Since qd 6= 1 and k20 = 1 it follows
that k23 = q
−d, a contradiction to Theorem 3.11. Therefore O(k0, k1, k2, k3)(k0)
′ is the unique
irreducible △q-submodule of O(k0, k1, k2, k3)(k0). The statement (ii) follows.
(iii): Using the given lemmas and propositions in this subsections, the statement (iii)
follows by an argument similar to the proof of Theorem 4.14(ii). 
5. The summary
We summarize §4.2–§4.6 as follows:
Theorem 5.1. Let V denote a finite-dimensional irreducible Hq-module. Given any θ ∈ F
let V (θ) denote the null space of t0 − θ in V . Then the following hold:
(i) Suppose that t0 is not diagonalizable on V . Then t0 has a unique eigenvalue θ ∈ {±1}
in V . Moreover the following hold:
(a) If the dimension of V is even then the lattice of △q-submodules of V is as follows:
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{0}
V (θ)
V
(b) If the dimension of V is odd then the lattice of △q-submodules of V is as follows:
{0}
V (θ)′
V (θ)
V
Here V (θ)′ is the irreducible △q-submodule of V (θ) that has codimension 1.
(ii) Suppose that t0 is diagonalizable on V . Then there are at most two eigenvalues of t0 in
V . Moreover the following hold:
(a) If t0 has exactly one eigenvalue in V then the △q-module V is irreducible of dimen-
sion less than or equal to 2.
(b) If t0 has exactly two eigenvalues in V then there exists a nonzero scalar θ ∈ F with
θ 6∈ {±1} such that the lattice of △q-submodules of V is as follows:
{0}
V (θ−1) V (θ)
V
As byproducts of Theorem 5.1 we have the following corollaries:
Corollary 5.2. Let V denote a finite-dimensional irreducible Hq-module. If θ is an eigen-
value of t0 in V then either V = V (θ) or the △q-module V/V (θ) is irreducible.
Corollary 5.3. For any finite-dimensional irreducible Hq-module V , the △q-module V is
completely reducible if and only if t0 is diagonalizable on V .
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