[1] In this paper we present flow and travel time ensemble statistics based on a new simulation methodology, the adaptive Fup Monte Carlo method (AFMCM). As a benchmark case, we considered two-dimensional steady flow in a rectangular domain characterized by multi-Gaussian heterogeneity structure with an isotropic exponential correlation and lnK variance s Y 2 up to 8. Advective transport is investigated using the travel time framework where Lagrangian variables (e.g., velocity, transverse displacement, or travel time) depend on space rather than on time. We find that Eulerian and Lagrangian velocity distributions diverge for increasing lnK variance due to enhanced channeling. Transverse displacement is a nonnormal for all s Y 2 and control planes close to the injection area, but after xI Y = 20 was found to be nearly normal even for high s Y 2 . Travel time distribution deviates from the Fickian model for large lnK variance and exhibits increasing skewness and a power law tail for large lnK variance, the slope of which decreases for increasing distance from the source; no anomalous features are found. Second moment of advective transport is analyzed with respect to the covariance of two Lagrangian velocity variables: slowness and slope which are directly related to the travel time and transverse displacement variance, which are subsequently related to the longitudinal and transverse dispersion. We provide simple estimators for the Eulerian velocity variance, travel time variance, slowness, and longitudinal dispersivity as a practical contribution of this analysis. Both two-parameter models considered (the advection-dispersion equation and the lognormal model) provide relatively poor representations of the initial part of the travel time probability density function in highly heterogeneous porous media. We identify the need for further theoretical and experimental scrutiny of early arrival times, and the need for computing higher-order moments for a more accurate characterization of the travel time probability density function. A brief discussion is presented on the challenges and extensions for which AFMCM is suggested as a suitable approach.
Introduction
[2] Because of the obvious limitations and difficulties in carrying out physical experiments on transport in heterogeneous porous media, numerical simulations have always been an indispensable part of theoretical advances [Freeze, 1975] . First-order analysis [e.g., Dagan, 1982 Dagan, , 1984 Shapiro and Cvetkovic, 1988; Rubin, 1990] has been provided a solid basis for predictions. More recent extensions to second-order theories [Dagan, 1994; Deng and Cushman, 1995; Hsu et al., 1996; Hsu and Lamb, 2000] have further strengthened the confidence in the analytical methods for predicting transport in heterogeneous formations. Although first-and second-order theoretical results have significantly advanced our understanding of flow and advective transport in heterogeneous porous media, and constitute indispensable predictive tools, their limitations are still not fully understood and are an ongoing topic of investigations where numerical tools play a central role [Bellin et al., 1992 [Bellin et al., , 1994 Chin and Wang, 1992; Cvetkovic et al., 1996; Salandin and Fiorotto, 1998; Hassan et al., 1998; Maxwell et al., 1999; Hassan et al., 2001; Rubin, 2003; Janković et al., 2003; de Dreuzy et al., 2007] .
[3] On the one hand, the perturbation expansions would imply that the first-order results should strictly apply only for s Y 2 ( 1. On the other hand, numerical simulations indicate that the first-order results are robust and applicable for s Y 2 close to and even above 1 [Bellin et al., 1992; Salandin and Fiorotto, 1998; Hassan et al., 1998 ]; this has been explained by a combined effect of reduced fluctuations and increased correlation of the flow field relative to the lnK field. Furthermore, the Lagrangian/trajectory theoretical approaches [e.g., Dagan, 1982 Dagan, , 1984 Shapiro and Cvetkovic, 1988] typically assume the equivalence between Lagrangian and Eulerian flow fields, the statistics of which can diverge for increasing variability. Thus there are still open issues regarding the relationship between the lnK and Lagrangian random fields, the resolution of which can provide more reliable predictive tools.
[4] Geological formations may exhibit a wide range of heterogeneous structures, often with significant complexity depending on the scale of interest. Typical well known examples are low heterogeneous Borden (s Y 2 = 0.29 [Mackay et al., 1986] ) and Cape Cod (s Y 2 = 0.26 [LeBlanc et al., 1991] ) aquifers or highly heterogeneous Columbus aquifers (MADE-1 and MADE-2 tracer test [Boggs et al., 1992] ) with approximately s Y 2 = 4.5 consisting of, for instance, alluvial terrace deposits composed of sand and gravel with minor amounts of silt and clay which span hydraulic conductivity values over 6 orders of magnitude. Therefore variations in the hydraulic properties may be very large and it is of considerable theoretical and practical interest to better understand flow and advective transport in formations of high heterogeneity. To this end, numerical simulations are a first choice as an experimental method; however, accurate simulations of flow and advective transport in highly heterogeneous porous media still pose considerable challenges for any numerical method.
[5] Several studies have specifically addressed flow and transport in highly heterogeneous porous media, typically using a ''benchmark'' configuration and structure: A two-or three-dimensional regular (rectangular) domain with a multi-Gaussian lnK and an exponential correlation structure. Cvetkovic et al. [1996] analyzed Lagrangian velocity statistics and its deviations from Eulerian velocity statistics in presence of the high heterogeneity with lnK variance up to 4, using a hybrid finite element numerical scheme. Salandin and Fiorotto [1998] used classic finite element formulation with velocity postprocessor [Cordes and Kinzelbach, 1992] and studied flow and advective transport with lnK variance up to 4 in order to show Lagrangian and Eulerian velocity statistics and dispersion coefficients. More recently, de Dreuzy et al. [2007] extended their work to high-performance 2-D parallel simulations in a large domain and lnK variance up to 9, investigating asymptotic behavior of the macrodispersion tensor. A unique methodology was proposed by Janković et al. [2003 Janković et al. [ , 2006 and Fiori et al. [2006] using a multiindicator structure in three dimensions and addressing effects of high heterogeneity in non-Gaussian lnK fields. Moreover, Zinn and Harvey [2003] compared flow, dispersion, and mass transfer characteristics in the classic multiGaussian field and two non-Gaussian fields with connected either high-and low-conductivity zones, respectively; all having lnK variances from 1 to 9. Trefry et al. [2003] studied preasymptotic transport behavior for a multi-Gaussian heterogeneity field with s Y 2 4 and Gaussian correlation structure. Valuable insight was gained from these studies on flow statistics and macroscopic dispersion, in particular that the first-order solutions provide robust estimates for a multi-Gaussian heterogeneity field with lnK variance up to 1 ].
[6] In this paper we shall take advantage of the new simulation methodology referred to as the adaptive Fup Monte Carlo method (AFMCM) presented by Gotovac et al. [2009] and study flow and travel time ensemble statistics in highly heterogeneous porous media with lnK variance up to 8; this approach relies on the general adaptive Fup multiresolution framework [Gotovac et al., 2003 [Gotovac et al., , 2007 [Gotovac et al., , 2009 . Probability density functions (pdf's) of Lagrangian velocity, transverse displacement, and travel time are to be investigated for increasing lnK variability. Furthermore, statistical moments for key transport variables are to be analyzed and compared with available first-and second-order results, whereas the simulated probability density functions for key transport variables will be compared with standard distributions, including the solution to the advection-dispersion equation. Particularly, this paper will show that correlation structures of two Lagrangian variables, inverse Lagrangian velocity or slowness and slope, define preasymptotic behavior of the longitudinal and transverse dispersion. Finally, we provide simple estimators for Eulerian and Lagrangian velocity variance, travel time variance, slowness, and longitudinal macrodispersivity applicable for lnK variance as high as 8.
Problem Formulation
[7] In this paper we shall take advantage of the simulation methodology AFMCM and its high accuracy presented by Gotovac et al. [2009] to study experimentally flow and advective transport in a highly heterogeneous porous medium. All relevant flow and transport variables are considered as random space functions (RSFs).
[8] In real aquifers, the heterogeneous structures can typically be very complex, possibly exhibiting high variability, anisotropy, trends, connectivity of extremely low and/or high permeability zones, and three-dimensional nonGaussian features [e.g., Gomez-Hernandez and . In this study, we consider a ''classical'' structure of the hydraulic conductivity, as a reference case for comparison with analytical and other numerical solutions: multi-Gaussian with an exponential covariance, completely defined by first two spatial moments.
[9] The exponential covariance, typically assumed in analytical first-and second-order studies of groundwater flow due to suitable integration properties, abruptly decreases values close to the origin in comparison with other common covariances (e.g., Gaussian as given by Trefry et al. [2003] ). These effects cause log conductivity fields in each realization to exhibit large spatial contrasts and gradients, which make flow and transport simulations very demanding for any numerical procedure; hence this configuration provides a challenging benchmark for our numerical solution.
[10] Our further simplification is to consider a two-dimensional steady state and ''uniform-in-the-average'' flow field with a basic configuration illustrated in Figure 1 , imposing the following flow boundary conditions: Left and right boundaries are prescribed a constant head, while the top and bottom are no-flow boundaries. The groundwater velocity field u = (v x , v y ) is also a RSF with the mean u A (v xA u, v yA 0), where the subscript A denotes the arithmetic mean, i.e., u A E (u) and u E (u). This configuration is linked with multi-Gussian lnK field and has been extensively studied in the literature [e.g., Bellin et al., 1992; Salandin and Fiorotto, 1998; Hassan et al., 1998; Janković et al., 2003; de Dreuzy et al., 2007] .
[11] Furthermore, we shall focus on quantifying advective transport using travel time and transverse displacement statistics as functions of the longitudinal distance (i.e., ''control plane,'' parallel to the mean flow) Cvetkovic et al., 1992; Andricevic and Cvetkovic, 1998 ] required frequently in applications such as risk assessment and regulatory analysis. Transport simulations will be performed in the inner computational domain in order to avoid nonstationary influence of the flow boundary conditions (Figure 1 ). Injection tracer mass is divided to the certain number of particles which all carry the equal fraction of total mass. Particles are injected along the source line and followed downstream such that travel time and transverse displacement are monitored at arbitrary control planes denoted by x.
[12] There are two different injection modes: uniform resident and uniform in-flux [Kreft and Zuber, 1978; Demmy et al., 1999] . For brevity, we use terms ''resident'' and ''in-flux'' injection mode. For both modes, uniform refers to the homogeneous mass density in the source. ''Resident'' refers to the volume of resident fluid into which the solute is introduced, while ''in-flux'' refers to the influent water that carries the solute into the flow domain. Particles are separated by equal distance within the source line for resident and by distance inversely proportional to the specified flow rate between them for in-flux mode [Demmy et al., 1999] . In this study, inert tracer particles are injected instantaneously according to the in-flux injection mode which yields statistically stationary Lagrangian velocities in the entire transport domain; this is in contrast to the resident injection mode where Lagrangian velocity statistics are nonstationary over a significant distance following the source line [Cvetkovic et al., 1996] .
[13] In this first application of the AFMCM for analyzing flow and advective transport in heterogeneous porous media, our main interest is (1) to demonstrate the applicability of the method for a ''benchmark'' configuration and conditions that are familiar in the literature and hence can be compared, both with theoretical and simulation results, and (2) to elucidate some possible new features of advective transport in this simple configuration when lnK variance of hydraulic conductivity exceeds 4. The main output stochastic variables are Lagrangian and Eulerian velocity, travel time, and transverse displacement, but also slowness (inverse Lagrangian velocity) and streamline Lagrangian slope which are important for analyzing longitudinal and transversal dispersivity, respectively.
Theory
[14] Let K(x) = K G e Y(x) define a random space function (RSF) for the hydraulic conductivity where the subscript G denotes the geometric mean and Y is a multi-Gaussian log conductivity field completely represented by two first moments:
. For a given Y, it is a possible to calculate Eulerian velocity statistics for ''uniform-in-the-average-flow'' defined by pdf or alternatively by mean u A (v xA u, v yA 0) and covariances C v x and C v y , which are available in closed form as functions of u, s Y 2 , and I Y for lower heterogeneity [e.g., Cvetkovic and Shapiro, 1990; Rubin, 1990] . A consistent first-order approximation yields for the mean velocity u A = u = K G J/n e , (where J is a mean hydraulic gradient, n e is a constant effective porosity, and u G % u H % u A ) and for the variances Dagan, 1989] . A complete first-order covariance is given by Rubin [1990] . A more complicated second order flow analysis yields
and closed form covariance expressions given by Hsu et al. [1996] .
[15] Let a dynamically inert and indivisible tracer parcel (or particle) be injected into the transport (inner computational) domain at the source line (say at origin x = 0) for a given velocity field. The tracer advection trajectory can be described using the Lagrangian position vector as a function of time X(t) = [X 1 (t), X 2 (t)] [e.g., Dagan, 1984] or, alternatively, using the travel (residence) time from x = 0 to some control plane at x, t(x), and transverse displacement at x, h(x) . The t and h are Lagrangian (random) quantities describing advective transport along a streamline. The advective tracer flux [M/TL] is proportional to the joint probability density function (pdf) f th (t, h; x) . Marginal pdf's f t = R f th dh and f h = R f th dt separately quantify advective transport in the longitudinal and transverse directions, respectively. Formally, t and h are related to X 1 and X 2 as t(x) = X 1 À1 (x) and h(x) = X 2 [t(x)]; this description is unique if the tracer particle moves in the direction of the mean flow only, i.e., if X 1 (t) is a monotonously increasing function implying no backward flow
where y = a is the initial point of a streamline at x = 0. This concept is valid from low to mild heterogeneity where v x > 0 [e.g., Dagan et al., 1992; Guadagnini et al., 2003; Sanchez-Villa and Guadagnini, 2005] .
[16] In the present study, we shall require a more general definition than (1) where t and h are calculated along streamlines using the total velocity instead of its longitudinal component in order to account for backward flow and multiple crossings. Let l denote the intrinsic coordinate (length) along a streamline/trajectory originating at y = a and x = 0; we shall omit a in the following expressions for simplicity. The trajectory function can be parameterized using l as [X x (l), X y (l)] and we can write
Our focus in the computations will be on the first-passage time; then we can introduce a simple scaling
[17] In (3), a is referred to as the ''slowness'' or the inverse Lagrangian velocity [T/L], while b in (4) is referred to as the dimensionless streamline slope function, or briefly ''slope.'' It may be noted that in this approach, all Lagrangian quantities depend on space rather than time as in the traditional Lagrangian approach [e.g., Taylor, 1921; Dagan, 1984] . Scaled velocities defined by w(V) v/l and w y (V) v y /l will be useful for subsequent statistical analysis (in the rest of the paper, we shall refer to w(V) as ''Langrangian velocity''). Note that l(x) is unique as the trajectory length for the first crossing at x.
[18] The first two moments of t (3) and h (4) are computed as
where the covariance functions are defined by
The moments of the travel time and transverse displacement are completely defined by the statistics of the slowness and slope; implicit in (5) and (6) is the assumption of statistical stationarity, i.e., integral functions in (5) and (6) are assumed independent of a and x.
[19] The first-order approximation of advective transport is based on the assumption that the streamlines are essentially parallel, i.e., h(x) % 0 and l % 1, whereby w % v x (x, 0) and v y [x, h(x)] % v y (x, 0), which implies the equivalence of the Eulerian and Lagrangian velocity, with absence of backward flow. Under such conditions, the covariances C m (m = a, b) in (5) can be computed as
where C v x and C v y are covariance functions of the Eulerian velocity components v x and v y [Rubin, 1990] , respectively; in (7) we have used the fact that the cross covariance between v x and v y is zero [Rubin, 1990] . Since at first order a A % (1/u) A % 1/u, the first moment of travel time is obtained from (5) as
[20] Using (5) and (7), the travel time variance is derived in an analogous form as the longitudinal position variance [e.g., Dagan, 1989] ,
where c x/I Y , E = 0.5772156649 is the Euler number, and Ei is the exponential integral. Asymptotic values of s t 2 were derived by Shapiro and Cvetkovic [1988] .
[21] The first-order result for the transverse displacement variance s h 2 is obtained from (5) and (7) in an analogous form as the transverse variance obtained from Lagrangian position analysis [e.g., Dagan, 1989] :
[22] Finally, we note the empirical relationships for the geometric mean of the Lagrangian velocity [Cvetkovic et al., 1996] ,
and variance of the ln(w), Gotovac et al. [2009] , supports the EulerianLagrangian formulation which separates the flow from the transport problem and consists of the following common steps [Rubin, 2003] : (1) generation of as high number as possible of log conductivity realizations with predefined correlation structure, (2) numerical approximation of the log conductivity field, (3) numerical solution of the flow equation with prescribed boundary conditions in order to produce head and velocity approximations, (4) evaluation of the displacement position and travel time for a large number of the particles, (5) repetition of steps 2 -4 for all realizations, and (6) statistical evaluation of flow and transport variables such as head, velocity, travel time, transverse displacement, solute flux, or concentration (including their cross moments and pdf's).
[24] Figure 2 shows the flowchart of the AFMCM, which represents a general framework for flow and transport in heterogeneous porous media. The methodology is based on Fup basis functions with compact support (related to the other localized basis functions such as splines or wavelets) and Fup collocation transform (FCT), which is closely related to the discrete Fourier transform and can simply represent, in a multiresolution way, any signal, function, or set of data using only few Fup basis functions and resolution levels on nearly optimal adaptive collocation grid resolving all spatial and/or temporal scales and frequencies. Fup basis functions and FCT were presented in detail by Gotovac et al. [2007] . New or improved Monte Carlo methodology aspects are (1) Fup regularized transform (FRT) for data or function (e.g., log conductivity) approximation in the same multiresolution way as FCT, but computationally more efficient, (2) novel form of the adaptive Fup collocation method (AFCM) for approximation of the flow differential equation, (3) new particle tracking algorithm based on Runge-Kutta-Verner explicit time integration scheme and FRT, and (4) Monte Carlo (MC) statistics represented by Fup basis functions. All mentioned MC methodology parts are presented by Gotovac et al. [2009] .
[25] Finally, AFMCM uses a random field generator HYDRO_GEN [Bellin and Rubin, 1996] for step 1, FCT or FRT for log conductivity approximation (step 2), AFCM for the differential flow equation (step 3), new particle tracking algorithm for transport approximations for step 4, and statistical properties of the Fup basis functions for step 6 (Figure 2 ).
Experimental Setup
[26] Figure 1 shows flow and inner transport domain, while Table 1 presents all input data needed for Monte Carlo simulations. Experimental setup presented here is based on convergence and accuracy analysis of Appendix A and Gotovac et al. [2009] .
[27] Figure 1 shows a 2-D computational domain for steady state and unidirectional flow simulations using three sets of simulations defined on domains Table 1 ), imposing the following boundary conditions: Left and right boundaries are prescribed a constant head, while the top and bottom are no-flow boundaries. The random field generator HYDRO_GEN [Bellin and Rubin, 1996] generates lnK fields for six discrete values of lnK variance: 0.25, 1, 2, 4, 6, and 8; for simplicity, the porosity will be assumed uniform. Gotovac et al. [2009] defines discretization or resolution for lnK and head field for domain 64I Y Â 32I Y in order to get accurate velocity solutions for particle tracking algorithm (Table 1) larger domains we use n Y /I Y = 4 and n h /I Y = 16 for high heterogeneity in order to keep 2.1 Â 10 6 head unknowns in each realization, which is our current computational limit (Table 1) , but still maintaining a relatively accurate velocity solution according to Gotovac et al. [2009] .
[28] Transport simulations will be performed in the inner domain in order to avoid nonstationary influence of the flow boundary conditions. Appendix A shows particular analysis which finds an inner computational domain for all three sets of simulations implying flow criterion that each point of the inner domain must have constant Eulerian velocity variance (Table 1, Figure A1 ). Figure A2 shows that for high heterogeneity all domains ensure similar travel time results, while larger transversal dimensions are needed for reliable transverse displacement statistics. All simulations use up to N P = 4000 particles, n MC = 500 Monte Carlo realizations and relative accuracy of 0.1% for calculating t and h in each realization in order to minimize statistical fluctuations [Gotovac et al., 2009, Table 1 ]. Source area (or line; y 0 = 12I Y ) is located in the middle of the left side of the inner domain and is sufficiently small that injected particles do not fluctuate outside the inner domain and sufficiently large such that change in transport ensemble statistics due to source size is minimized (Table 1, Figure A3 ). Finally, as mentioned above, in-flux injection mode is used, which imply that position of each particle (y i ) in the local coordinate system of source line can be obtained solving the following nonlinear equation: Demmy et al., 1999] .
[29] The cumulative distribution function (CDF) of the travel time is to be computed as
where H is a Heaviside function, N P is number of particles, n MC is number of Monte Carlo realizations, while travel time in (13) has the form (3) for each particular particle and realization; therefore expectation in (13) is made over all realizations and particles from the source. Probability density function (pdf) is simply obtained as f t (t;x) = @(F t (t;x))/@t. Table 1 (simulations 1 -6).
[31] Dimensionless mean travel time is closely reproduced with expression (8) for all considered s Y 2 . The dimensionless travel time variance as a function of distance is illustrated in Figure 3 where a comparison is made with the first-order solution (9). The simulated variance is a nonlinear function of the distance from the source only, say, up to about 5I Y , after which it attains a near-linear dependence. Interestingly, the nonlinear features of s t 2 with distance diminish as s Y 2 increases: The discrepancy of the simulated s t 2 from a line set at the origin is larger for, say, s Y 2 = 2 ( Figure 3a) than for s Y 2 = 8 ( Figure 3b) ; this s t 2 behavior will be explained in the sequel with respect to the slowness correlation (equation (5)).
[32] The comparison with the first-order solutions indicates, consistent with earlier studies, that up to s Y 2 = 1, equation (9) reproduces simulated values reasonably well, although some deviations are visible even for s Y 2 = 0.25 (Figure 3a ). With increasing s Y 2 , the deviations are significantly larger between the simulated and first-order solution (relative error e r = (s t,AFMCM 2 À s t,1 2 )/s t,AFMCM 2 of the firstorder theory is only 4.7% for s Y 2 = 0.25, 13.3% for s Y 2 = 1, but even 65.6% for s Y 2 = 8; Figure 3b ). Actually, the firstorder variance is relatively accurate and robust for low heterogeneity up to s Y 2 = 1. Note that s t 2 in Figure 3 retains a concave form, in contrast to the case of particle injection in the resident injection mode, where the variance s t 2 attains a convex form within the first 7 -12 integral scales [Cvetkovic et al., 1996] . The main reason for the difference is the nonstationarity of the Lagrangian velocity and slowness for resident injection mode. For in-flux injection, the Lagrangian velocity and slowness are stationary and consequently the travel time variance attains a linear form already after a few integral scales [Demmy et al., 1999] . Impact of the 1000  1000  1000  4000  4000  4000  4000  4000  4000  4000 Lagrangian velocity and slowness will be further discussed in sections 7 and 9.
[33] The travel time probability density functions (pdf's) are illustrated on a log-log plot for three chosen control planes and all considered s Y 2 in Figure 4 . Deviations from a symmetrical distribution (e.g., lognormal) decrease with distance from the source area, and increase significantly with increasing s Y 2 . For low heterogeneity (Figures 4a and  4b) , small deviations from a symmetric distribution occur only within the first 10-20 integral scales, while almost complete symmetry is attained after 40 integral scales. For mild heterogeneity (Figure 4c ) asymmetry of the travel time density become larger, diminishing with increasing distance; at around 40 integral scales a symmetric distribution approximates well the simulated pdf. For high heterogeneity (Figures 4d-4f ) the computed pdf is increasingly asymmetric, with both the early and late arrival shifted to later times. Although the asymmetry in the pdf diminishes with increasing distance, for high heterogeneity it is still maintained over the entire considered domain of 40I Y . The second set of simulations with larger longitudinal domain of 100I Y does not show significantly smaller deviations between the actual travel time pdf and lognormal approximation.
[34] The travel time density exhibits power law tailing with an increasing (steeper) slope for larger distance. The inferred slopes are summarized in Table 2 for all considered s Y 2 and three locations (x/I Y = 10, 20, and 40). All slopes are higher than 3:1, implying that in spite of a power law asymptotic form, advective transport under investigated conditions is not anomalous even for the highest s Y 2 considered Fiori et al., 2007] .
Transverse Displacement
[35] Appendix A shows that transverse spreading is very sensitive to the transversal size of the domain. Therefore we use the largest required domain for high heterogeneity cases (s Y 2 > 2) as stated in section 4.2 (simulations 1 -3, 7 -8, and
10; see also [36] Figures 5b-5d show transverse displacement pdf (s Y 2 = 1, 4, and 8) at three different control planes (x/I Y = 1, 5, and 40). Generally, the transverse displacement pdf shows a higher peak and wider tailings compared with the normal distribution, mainly due to streamline fluctuations around the mean and flow channeling. These deviations are more significant for very close control planes (x/I Y < 10) and high heterogeneity cases (s Y 2 ! 4). Moreover, for x/I Y > 20, transverse displacement is found to be very close to the normal distribution, even in a case of high heterogeneity [Cvetkovic et al., 1996] . This behavior is also shown in Table 3 with respect to the kurtosis coefficient and s Y 2 = 8. Kurtosis is relatively high for very close control planes implying sharper peak around the mean, while for x/I Y > 20 kurtosis is close to 3, implying convergence to the normal distribution.
Flow Statistics
[37] If integral expressions for travel time and transverse displacement (1) are written in a discrete form, e.g., as
we obtain a form consistent with a random walk representation of transport [e.g., Scher et al., 2002] . Of particular (Table 1 ).
Figure 4. Travel time probability density function (pdf) for three different control planes and all considered s Y 2 in log-log scale including comparison with lognormal distribution. Simulations 1 -6 are used (Table 1) . significance is that we use a Cartesian coordinate x as the independent variable, and thus the domain can be defined with a specified number of segments of a constant or variable length, and a particle is viewed as performing jumps (''hops'') from one segment to the next. In such a representation of advective transport, the key statistical quantities are a and b. Furthermore, the segment length (constant or variable) needs to be appropriately defined in relation to the integral scales of the Lagrangian velocity field. Without attempting to pursue such analysis at this time, we shall take advantage of the proposed AFMCM approach in order to study the flow statistics, first of the (Table 1) . velocity field, and then more significantly, of the slowness a with emphasis on travel time and longitudinal dispersion, and slope b with emphasis on transverse displacement and transverse dispersion. Simulations 1 -6 are used for all variables; apart from b which use simulations 1 -3, 7 -8, and 10 (Table 1) . It means that both velocities share the same area, i.e., inner computational domain as specified in Figures 1 and A1 where Eulerian velocity is stationary. Eulerian velocity statistics are calculated in collocation points of head solution within the inner domain. On the other side, Lagrangian velocity and other Lagrangian variables are calculated using the certain number of particles and control planes as specified in Table 1 . Because of the weak stationarity of log conductivity field that correlation depends only on the separation between two points, rather than its actual positions, both velocities share the same property. Consequently, mean, variance, and pdf are stationary for all points for Eulerian velocity or control planes for Lagrangian velocity in the inner domain which significantly simplifies this analysis.
Mean and Variance
[38] Figure 6a illustrates how different dimensionless mean velocities change with increasing s Y 2 . Arithmetic mean of v x /u and v y /u is unity and zero, respectively [Dagan, 1989] . Discrepancy between theoretical and numerical results is the first indicator of numerical error (<3% even for high-heterogeneity cases; see Gotovac et al. [2009] ). Geometric mean of the dimensionless Lagrangian velocity w/u increases linearly, while Eulerian geometric mean decreases nonlinearly with increasing s Y 2 , due to the formation of preferential flow ''channels.'' An empirical expression for geometric mean of Lagrangian velocity suggested by Cvetkovic et al. [1996, equation (11) ] appears as a good estimator, even for s Y 2 > 4. Note that arithmetic mean of au and b is unity and zero, respectively.
[39] In Figures 6b-6d the dependence of velocity-related variances on s Y 2 is illustrated. The Eulerian velocity variance is bounded by the first-order [Rubin, 1990] and secondorder [Hsu et al., 1996 ] results as lower and upper limit, respectively (Figures 6b and 6c) . The first-order solution is accurate for low heterogeneity cases s Y 2 < 1 and acceptable for mild heterogeneity with s Y 2 2 (relative error less than 10% for longitudinal velocity, but up to 34% for transverse velocity). The second-order solution is accurate and robust for low and mild heterogeneity, but not appropriate for high heterogeneity (for s Y 2 = 4 relative error is around 19% for transversal velocity).
[40] Generally, both analytic solutions better approximate longitudinal than the transverse velocity variance. Numerical results of Salandin and Fiorotto [1998] 
where the superscript in brackets denotes variance corrections obtained by the first-and second-order presented in section 3, while c is an unknown real number which can be calibrated using MC results. We obtain c as 0.175 and 0.535 for longitudinal and transversal Eulerian variance, respectively, whereby 
Figures 6b-6c show that estimators (15) and (16) reproduce reasonably well MC results.
[41] Figure 6b shows dimensionless variance of logLagrangian velocity for which empirical expression given by Cvetkovic et al. [1996, equation (12) ] appears as a good estimator, even for s Y 2 > 4. Figure 6c presents variance of the slope function which is smaller than one and increases as s Y 2 increases due to more variable flow in transversal direction. Figure 6d presents dimensionless variances of Lagrangian velocity and slowness which are significantly larger than Eulerian velocity variances. Note that all mean and variances show stationarity with same values in all control planes due to used in-flux injection mode. On the other side, Cvetkovic et al. [1996] used resident mode and reported Lagrangian nonstationarity within first 7-12I Y . In section 7 we shall take advantage of the relatively simple dependency of s a 2 u on s Y 2 as given in Figure 6d to derive an estimator for longitudinal dispersion.
Correlation
[42] The correlation of the Eulerian velocity components v x and v y is illustrated in Figures 7a and 7b , respectively, for different s Y 2 . Longitudinal velocity correlation function in the x direction decreases with increasing s Y 2 (Figure 7a ) due to change in velocity structure by preferential flow. In Figure 7b , high heterogeneity yields a diminishing ''hole effect.'' It is important to note, however, that in contrast to the correlation function, the covariance function increases with s Y 2 because variance (Figures 6b and 6c ) more rapidly increases than correlation function decreases for large s Y 2 . (11) -(12) from Cvetkovic et al. [1996] are included in order to estimate geometric mean and variance of the Lagrangian velocity, respectively. Equations (15) and (16) (Figure 8a ), contrary to the Eulerian longitudinal velocity component (Figure 7a ). Thus the opposing effect of increasing s Y 2 on the correlation function of v x and w clearly demonstrates the effect of increasingly persistent flow along preferential channels.
[44] Correlation of the slowness a decreases with increasing of s Y 2 (Figures 8b and 8c ), which has a direct effect on the longitudinal dispersion quantified by the travel time variance (section 7). Furthermore, travel time variance is a completely defined by the covariance of the slowness (equation (5)). Figures 8b and 8c indicate a relatively small slowness correlation length and integral scale, approximately equal to the integral scale of log conductivity. Therefore integration of equation (5) Because of decreasing of the slowness correlation with increasing s Y 2 , the travel time variance reaches an asymptotic linear shape at a smaller distance for higher s Y 2 , which is intuitively unexpected and principally enables more efficient calculation of the longitudinal dispersion than in the classical ''temporal'' Lagrangian approach [see de .
[45] Figure 8d presents slope correlation for high heterogeneity cases s Y 2 ! 4. The slope correlation shows ''hole effect'' with integral scale which converges to zero. Correlation does not change significantly with increasing s Y 2 , approaching zero correlation between 4 and 5I Y . By definition of equation (5), transverse displacement variance asymptotically reaches constant sill if integral scale of the slope function converges to zero. Impact of the slope correlation and transverse displacement variance on transverse dispersion will be shown in section 8.
Distribution
[46] Eulerian and Lagrangian velocity pdf's are illustrated on a log-log plot in Figures 9a and 9b for a low and high s Y 2 . Negative values of Eulerian longitudinal velocity are discarded because pdf is significantly closer to the lognormal than normal pdf. The two pdf's are very similar for small heterogeneity as assumed by first-order theory [Dagan, 1989] , but significant differences arise for high heterogeneity (s Y 2 > 3) (Figure 9b ). Once again, the divergence of the v x and w pdf's with increasing s Y 2 indicate preferential flow or channeling [Moreno and Tsang, 1994; Cvetkovic et al., 1996] : The Lagrangian velocity pdf reflects a higher proportion of larger velocities pertinent to the trajectories. By contrast, Eulerian velocity pdf reflects a significant part of low velocities, since preferential flow channels occupy only a relatively small portion of the domain. A lognormal distribution appears to be a satisfactory model only in the case of the small heterogeneity; deviations are significant for mild and especially high heterogeneity due to enhanced asymmetry of the simulated pdf (Figure 9b ). Therefore differences between Eulerian and Lagrangian velocity pdf, as well as pdf deviations from the lognormal distribution, are indicators of preferential flow and channeling.
[47] Slowness (a) pdf shows similar characteristics as the Lagrangian velocity (w) pdf concerning its shape, deviations from the lognormal distribution, and its tailing (Figures 9c  and 9d ). Slope (b) pdf shows symmetric and nearly normal distribution for low heterogeneity (Figure 9e ). High heterogeneity (Figure 9f ) causes strongly nonnormal behavior implying a more uniform pdf and different shape of the 
Estimators for Asymptotic Longitudinal Dispersion
[48] From the application perspective, the main interest is predictive modeling of tracer transport, in particular the possibility of relating a few key transport quantities to measurable properties such as statistical parameters of the hydraulic conductivity. The first-order theory provides a robust predictive model for low to moderate lnK variances; however, its limitations for highly heterogeneous porous media are apparent for s Y 2 > 1.
[49] Different conceptual strategies for modeling transport in heterogeneous porous media have been presented in the literature, such as the trajectory approach [Dagan, 1984; Dagan, 1994a, 1994b] , fractional diffusion equation [Benson et al., 2000] , nonlocal transport approaches [Cushman and Ginn, 1993; Neuman and Orr, 1993] , and continuous random walk methods Berkowitz et al., 2002] . In spite of these theoretical advances, our main problem still remains understanding the flow velocity and its Lagrangian variants (such as slowness) and their relationship with the statistics of the hydraulic conductivity. Here we shall focus our discussion on longitudinal transport as quantified by the statistics of travel time, in an attempt to provide simple and robust estimators first of the slowness statistical properties, and then of the travel time variance and the corresponding longitudinal dispersivity for highly heterogeneous media with s Y 2 ! 4.
[50] Dimensionless travel time variance can be described asymptotically as
We first recognize in Figure 6d that a reasonably good estimator for slowness variance is a polynomial of the form
Next, we compute the integral scale of I a from correlation function in Figures 8b and 8c to obtain a relatively simple dependence of I a on s Y 2 . Figure 10 indicates that the slowness integral scale decreases with increasing heterogeneity variability, converging to about (4/3)I Y for s Y 2 ! 6. Note that this is in contrast to what was assumed by Cvetkovic et al. [1996] with resident injection mode for flow and advective transport with s Y 2 4. As noted earlier, the decrease of I a with an increasing level of variability can be explained by increasingly violent meandering, whereby the connectivity of slowness in the longitudinal direction also decreases.
[51] The simplest model for capturing the exponentialtype curve in Figure 10 is
where a best estimate in least square sense is A = 4/3, B = 3/2, and C = 1/5.
[52] Combining the above two equations, we write equation (17) for asymptotic travel time variance in the final form
Note that this asymptotic estimator is robust for high s Y 2 due to the near-linear dependence of travel time variance on distance only after a few integral scales (due to small correlation length of the slowness; Figures 9b and 9c) . The complete linear behavior of the travel time variance and consequently asymptotic longitudinal dispersion is reached at a double distance where slowness correlation approaches approximately zero (equation (5)). Figures 8b and 8c show that after around 30I Y slowness correlation reaches zero which means that after 60I Y longitudinal dispersion becomes equal to the asymptotic (macrodispersion) longitudinal constant coefficient.
[53] In view of the relationship between the longitudinal dispersion coefficient and travel time variance (that is typically used in the time domain with the variance of particle position [Dagan [1989] ), (Table 1) .
the longitudinal dispersivity l L can now be expressed in the dimensionless form combining equations (20) and (21) as
Because of a linear dependence of s t 2 with distance, in particular for increasing s Y 2 , dimensionless longitudinal dispersivity in (22) depends only on log conductivity variance. Salandin and Fiorotto [1998] and de Dreuzy et al.
[2007] presented analysis of dispersivity for 2-D case with exponential covariance, whereas Janković et al. [2003] and Fiori et al. [2006] considered dispersivity for 2-D and 3-D cases with non-Gaussian heterogeneity structures, where longitudinal dispersivity was determined as a function of time. We can directly compare equation (22) with first-order theory [Dagan, 1989] (Figure 11 ). Small deviations occur for mild heterogeneity (s Y 2 = 1 -2) and extremely high heterogeneity (relative error for s Y 2 = 8 is around 14%). Furthermore, these results also agree with the recent study of Dentz and Tartakovsky [2008] who showed that the classic first-order theory using two-point closure scheme is insufficient for the correct calculation of the longitudinal dispersion and significantly underestimates the macrodispersion value for high heterogeneity (s Y 2 > 4).
[54] It is worthwhile noting that the ''spatial'' travel time approach can provide an asymptotic longitudinal dispersivity using a relatively small domain, in comparison with the ''temporal'' position approach which requires a larger domain (e.g., Janković et al. [2003] , where hundreds of integral scales in 2-D and 3-D were used, or de Dreuzy et al. [2007] , with 2-D simulations in an approximately 1600I Y Â 800I Y domain). For each control plane, all slow and fast streamlines are integrated and considered through the travel time distribution, covering all temporal scales; this requires long time simulations but in relatively small domains. ''Temporal'' concept is computationally more demanding because it requires a similar number of fast and slow streamlines and therefore a similar number of data for all lag times. However, in highly heterogeneous porous media there are only few percent of slow streamlines (reflected by the tail of the travel time pdf, Figure 4 ) and displacement statistics for large times exhibit significant fluctuations and uncertainties. Therefore particle position analysis requires large domains and number of streamlines to include all time lags and enable reliable statistics .
[55] To test equation (22) and assess the nature of the dispersion process, we shall use the mean and variance of travel time (20) in the inverse Gaussian model defined by
Equation (23) is the solution of the advection-dispersion equation for a semi-infinite domain and injection in the flux [Kreft and Zuber, 1978] . A comparison is made for different variances s Y 2 at a few selected distances in Figures 12a-12d . , inverse Gaussian pdf deviates from the simulated pdf in the first part of the breakthrough curve. However, with increasing distance, the difference between simulated and modeled curves decreases, while after around 40I Y the inverse Gaussian pdf reproduces well the peak and later part of the experimental pdf (Figures 12b -12d) . A second set of simulations with larger longitudinal domain of 100I Y shows similar deviations between the actual travel time pdf and ADE approximation. We observe that transport in highly heterogeneous porous media is non-Fickian for the first 40I Y (100I Y ). Qualitatively, ADE solution as well as lognormal distribution cannot fully reproduce the features of the simulated travel time pdf in highly heterogeneous porous media. We therefore conclude that the first two moments are not sufficient for a complete description of the travel time distribution for high s Y 2 and distances up to 40I Y (100I Y ) [e.g., Bellin et al., 1992; Cvetkovic et al., 1996; Woodbury and Rubin, 2000] .
Preasymptotic Behavior of the Transverse Dispersion
[57] Transverse dispersion was analyzed with respect to the first-order theory [e.g., Dagan, 1989] , second-order theory [Hsu et al., 1996] , numerical simulations in multi-Gaussian formations for low and high heterogeneity [Salandin and Fiorotto, 1998; de Dreuzy et al., 2007] , or recently in non-Gaussian highly heterogeneous fields [Janković et al., 2003] . These analyses presented that transverse dispersion in 2-D fields for pure advection increases in time until it rapidly reaches a maximum value and then slowly decreases to zero. This behavior was proved for low as well as high heterogeneity . A convenient measure of transverse dispersivity can be obtained from the second transverse displacement moment (s h 2 ) in analogy with the longitudinal dispersivity (equation (21))
Letting x/I Y ! 1 and using equation (5), equation (24) transforms to the following asymptotic form:
Therefore asymptotic transverse dispersion depends only on the second moment of the slope function, more precisely, on its variance and integral scale. Figure 8d shows that integral scale of the slope function converges to the zero, which means that transverse macrodispersion value also goes to zero as in the ''temporal'' Lagrangian approach. However, we can show only preasymptotic behavior because asymptotic distance outperforms our current computational capacity. Figure 13 presents preasymptotic behavior of the transverse dispersion (domain 128I Y Â 64I Y ) within the first 60I Y in which maximum value is reached after only 4 -5I Y , followed by a decreases for s Y 2 ! 4, but with a slower rate for increasing s Y 2 .
Discussion
[58] The most important consequence of the high heterogeneity is changing the flow patterns in the form of (Table 1) .
preferential flow channels, which is reflected by a significant difference between Eulerian and Lagrangian velocities (Figures 9a and 9b) . Preferential flow channels connect highly conductive zones and concentrate the main portion of the flow rate to few flow paths. Therefore Lagrangian velocity records the higher values, in contrast to the Eulerian velocity which contains a significantly larger fraction of low velocities [Cvetkovic et al., 1996] . Both pdf's exhibit strongly nonlognormal behavior.
[59] High heterogeneity also introduces significant changes to the correlation structure of all Eulerian and Lagrangian flow variables (v x , v y , w, a, and b). For example, v x , w, and a have essentially the same correlation structure for low heterogeneity. High heterogeneity affects strongly the correlation structure for v x , w, and a due to increasingly dramatic meandering and consequently decreases correlation length and integral scale, except for the Lagrangian velocity w, which attains a nonzero correlation over many log conductivity integral scales due to persistency of channeling. On the other side, v y and b shows the ''hole effect'' and its integral scale in the longitudinal direction converges to the zero. This paper focuses on the second moment of advective transport with respect to the covariance of slowness and slope which completely determines travel time and transverse displacement variances by equation (5) which in turn completely defines longitudinal (equation (21)) and transverse dispersion (equation (24)) as common measures of plume spreading (ADE). Furthermore, correlation of the slowness and slope as well as its integral scales determines asymptotic dispersion behavior and plays a key role in the advective transport as quantified by the travel time approach .
[60] Travel time variance results of the present study with in-flux injection, and those of Cvetkovic et al. [1996] with resident injection, expose a very important influence of the injection mode to the advective transport [Demmy et al., 1999] . In the flux injection mode, initial Lagrangian velocity distribution is the flux weighted Eulerian velocity pdf, which is equal to the asymptotic Lagrangian velocity pdf [Le Borgne et al., 2007] . It means that Lagrangian velocity pdf is the same at each control plane, which implies that Lagrangian velocity, as well as slowness and slope, is statistically stationary with constant mean and variance, while correlation depends only on separation distance (section 6).
[61] Contrarily, resident injection mode exhibits nonstationarity of Lagrangian velocity close to the source line since it transforms from initially Eulerian velocity distribution to the asymptotic Lagrangian distribution. Le Borgne et al. [2007] proved that in multi-Gaussian fields after around 100I Y (practically around 20I Y ), particles ''loose memory'' of the initial velocity, which means that in both injection cases an asymptotic Lagrangian velocity distribution is equal to the flux-weighted Eulerian velocity pdf and does not depend on the injection mode. Demmy et al. [1999] showed that travel time deviations between different modes occur even for s Y 2 < 1, while Cvetkovic et al. [1996] showed that for high heterogeneity (s Y 2 > 3) travel time variance changes from the concave to the convex form increasing considerably values within the first 7 -12I Y , after which a similar slope as for the variance in the flux injection mode is exhibited (compare their Figure 7 and our Figure 3 ). This preasymptotic behavior is closely related to the velocity conditional correlation of Le Borgne et al. [2007] because many particles injected in low-conductivity zones require sufficient distance to reach preferential flow channels which carry a large part of the plume. Therefore longitudinal dispersion in resident injection mode rapidly increases within the first 7 -12I Y , reaching the maximum value that is higher than the asymptotic value, and then gradually decreases to the asymptotic value estimated by equation (22).
[62] Most related studies (including this work) discuss flow and transport in multi-Gaussian heterogeneity structures which are completely characterized by first two moments and lack of correlation for low and high conductivity values. Many field experiments show that multiGaussian field may not be realistic, mainly due to neglecting significant correlation of highly connected zones (e.g., MADE-1 and MADE-2 tracer test [Boggs et al., 1992] ). Moreover, differences between multi-Gaussian and some selected non-Gaussian fields are discussed with respect to the travel time ], macrodispersion ], mass transfer [Zinn and Harvey, 2003] , and especially influence of the highly connected conductivity zones on flow and transport analysis [Zinn and Harvey, 2003; Liu et al., 2004; Knudby and Carrera, 2005] . Particularly, Gomez-Hernandez and and Zinn and Harvey [2003] argue that first arrivals can be 10 times faster in non-Gaussian fields which are important for risk assessment, for instance. Moreover, Wen and Gomez-Hernandez [1998] proved that even in a case of low heterogeneity, macrodispersion could be considerably different in non-Gaussian fields. Furthermore, presented results show asymmetry of the travel time and velocity distributions is enhanced compared with the lognormal distribution for large s Y 2 , implying that the classical analytical first-order theory, which is based on assuming equality of Eulerian and Lagrangian velocities, is robust only for s Y 2 < 1, especially in the presence of arbitrary non- Figure 13 . Preasymptotic transverse dispersion for high heterogeneity as a function of x/I Y . Simulations 7 -8 and 10 are used (Table 1 ).
Gaussian and highly heterogeneous fields. Thus the first two moments are insufficient, and higher moments are needed in order to reproduce the enhanced skewness of the pdf, kurtosis, and particularly prediction of the tailing.
[63] An estimator for longitudinal dispersion (22) for multi-Gaussian fields is in reasonable agreement with estimator of de Dreuzy et al. [2007] . Recently, Fiori et al. [2008] discussed arguments why their own estimator for non-Gaussian fields overestimates the one of de Dreuzy et al. [2007] for high heterogeneity (s Y 2 > 6). They put forward two main arguments: (1) different heterogeneity structure and (2) possible numerical error due to the approximation of travel time tailings [Fiori et al., 2008, Figure 5] . Our Figure 4 confirms that in multi-Gaussian fields, travel time pdf tailings can be computed very accurately without significant statistical fluctuations; consequently, accurate calculations of the travel time variance can be obtained for estimator (22) . Multi-Gaussian fields do not contain extremely slow streamlines which travel only in low-conductivity zones and produce very large travel times and therefore higher travel time variance and longitudinal dispersion. We can conclude that the main reason for this estimator difference between our results and de on the one side, and Fiori et al. [2006 Fiori et al. [ , 2008 on the other is the difference in heterogeneity structure [de Dreuzy et al., 2008] .
[64] The Lagrangian theory developed for travel time analysis using the distance along the mean flow as an independent variable (x/I Y ) Cvetkovic et al., 1992 Cvetkovic et al., , 1996 is strictly applicable only if the longitudinal velocity component is positive at all points such that the longitudinal displacement X(t) is monotonically increasing. In the present study, we extend the conceptual framework (section 3) consistent with Monte Carlo simulations which can accurately describe even backward flow through the control plane and found that there is an increasing fraction of negative longitudinal velocities or backward flow components for increasing s Y 2 . The exact fractions are given in Table 4 . Backward flow occurs on trajectories which bypass extremely low permeable zones. For high heterogeneity with s Y 2 = 8, there is almost 5% of the negative Eulerian and Lagrangian velocities.
[65] Figure 14 presents quantitative analysis of the influence of the backward flow for s Y 2 = 6. Figures 14a and 14b shows travel time and transverse displacement variance and perfect agreement between MC simulations and equation (5) using the covariance of the slowness and slope. This agreement proves the validity of conceptual framework, definition of the slowness and slope, and its weak stationarity. If we remove all streamline points with negative horizontal velocity from the statistics in equation (5), it is possible to calculate related variances without influence of the backward flow. Figure 14a indicates that backward flow yields around 5% higher travel time variance because trajectories bypass extremely low-conductivity zones, but on average, the Lagrangian velocities in backward flow are smaller than mean velocity which produces larger travel times and therefore larger variance. Nevertheless, influence of the backward flow is more important for the transverse displacement variance (Figure 14b ), increasing it around 16% due to significant influence of the vertical component of Lagrangian velocity. Note that MC simulations record all multiple travel time passages and backward flow, but calculate only first time passages at the control plane (equations (1) - (6)). A general framework for transport analysis suitable for relating particle position and travel time pdfs with multiple crossings is the continuous time random walk method Scher et al., 2002] , which could be used for further studies of backward flow effects.
[66] This work clearly emphasizes the need for further scrutiny of the early arrival times. The simulated travel time pdf's exhibit the tendency of delayed first arrival compared with the lognormal and inverse-Gaussian distributions, a behavior that in part is due to a limited number of realizations. An earlier arrival as predicted by the two-parameter models considered (ADE and lognormal) is conservative from, say, a risk assessment perspective; however, the overestimation may be rather extreme when considering strongly decaying contaminants. In such cases, a relatively small difference in early arrival may result in dramatic differences in the peaks. Thus there is a need from both theoretical and application perspectives to gain a better understanding on how to accurately model early arrival [Margolin and Berkowitz, 2004] ; one interesting possibility is to consider joint space, time, and velocity statistics in a random walk model [Le Borgne et al., 2008] . The key challenge for applications is to relate in an effective way early arrival statistics to structural properties of the lnK field.
Conclusions
[67] In this paper we present flow and travel time ensemble statistics based on a new simulation methodology (AFMCM) which was developed by Gotovac et al. [2009] . As a benchmark case, a two-dimensional, steady flow, and advective transport was considered in a rectangular domain characterized by multi-Gaussian heterogeneity structure with an isotropic exponential correlation and lnK variance s Y 2 up to 8. Lagrangian transport was analyzed using travel time and transverse displacement statistics given as functions of the longitudinal distance x [e.g., Shapiro and Cvetkovic, 1988; Cvetkovic et al., 1996] . Moreover, in-flux injection mode is considered [Demmy et al., 1999] .
[68] The main conclusions of this work can be summarized as follows:
[ [71] 3. Travel time variance exhibits an almost perfectly linear dependence with distance for high s Y 2 , but with values several times higher than predicted by first-order expressions; this suggests a relatively simple relationship for estimating a constant longitudinal dispersivity, l L (equation (22)).
[72] 4. The Lagrangian and Eulerian velocity statistics and correlation functions diverge for increasing s Y 2 due to channelized flow, with the pdf of w shifted to the higher values and with increasing/more persistent correlation. Both pdf's are strongly nonlognormal for high heterogeneity, while asymptotic Lagrangian velocity pdf is equal as a flux-averaged Eulerian velocity distribution.
[73] 5. Pdf of h is non-Gaussian for all s Y 2 and control planes close to the injection source line with higher portion of zero values. However, distribution of h seems to converge to a Gaussian distribution even for high s Y 2 after x/I Y = 20 (Table 3) .
[74] 6. Pdf of t was found to be asymptotically power law with lowest exponent being 1:3 for x = 10I Y and s Y 2 = 8; the slopes increase (become steeper) for increasing distance.
Comparison of the experimental pdf with inverse Gaussian pdf (ADE solution) in a semi-infinite domain as well as with lognormal distribution shows that transport in highly heterogeneous porous media may deviate from these models for the first 40(100)I Y , in particular, regarding the first arrivals. Thus the first two moments are insufficient for complete description of travel time arrivals, peak, and tailings.
[75] 7. Correlation of slowness decreases with increasing s Y 2 implying that after 60I Y travel time variance attains a linear shape and reaches asymptotic longitudinal dispersion estimated by equation (22); correlation of slope exhibits a ''hole effect'' with integral scale converging to zero which appears that the asymptotic transverse dispersion converges to zero as predicted by de Dreuzy et al. [2007] .
[76] There are a number of open issues, the resolution of which may take advantage of the proposed AFMCM approach. Larger domains, as well as three-dimensional domains, could be studied with a comparable accuracy as in this study, if, say, Gaussian covariance structure for lnK is assumed, rather than an exponential one. Another important topic is incorporating pore-scale dispersion in the simulations where the semianalytical basis of the AFMCM may offer several advantages for incorporating, say, random (Brownian) steps between streamline; in particular, the derivative @h(x;a)/@a, where a is the initial location, quantifies the relative distance between streamlines important for establishing criteria for random steps. The statistics of a and b presented in this work can be a starting point for constructing random walk models for longitudinal and transversal dispersion in high heterogeneous media; to this end, a better understanding on how to define relevant steps/ segments is of interest, as well as the relevance of segment to segment correlation [e.g., Painter et al., 2008] . Finally, we emphasize the need to further study early particle arrival in highly heterogeneous porous media. To this end, one viable approach would be the derivation of higher-order moments using AFMCM and a reconstruction of the pdf by means of the maximum entropy principle [Christakos, 2000] ; such analysis is currently in progress. (Table 1) . These resolutions are selected according to the accuracy and convergence analysis of Gotovac et al. [2009] . In each flow realization there are around 2.1 Â 10 6 head unknowns that present our current computational limit.
[78] The influence of the boundary conditions on the nonstationarity of the Eulerian velocity statistics in case of low and mild heterogeneity was studied by Dagan [1988, 1989] analytically and Bellin et al. [1992] numerically. Both of these studies concluded that flow criterion says that an inner computational domain should be removed at least 2-3I Y from the no-flow and constant head boundaries in order to ensure stationary Eulerian velocity statistics (e.g., constant velocity variance). Salandin and Fiorotto [1998] and Janković et al. [2003] performed the same analysis in case of high heterogeneity, where typically more than 10I Y were used (Figure 1) . Following these works, we perform a similar analysis using AFMCM and present the results in Figure A1 . We can conclude that the inner longitudinal domain should be removed by 12-14I Y from the constant head boundaries in order to obtain constant longitudinal variance ( Figure A1a) . Transverse Eulerian velocity variance along the transversal direction is presented for all three used domains ( Figures A1b -A1d) . The inner transversal domain should be removed by 10-16I Y from the no-flow boundaries, while this distance increases for increasing of the transversal domain. Note that all three domains yield similar Eulerian flow statistics.
[79] Transport simulations are performed in the inner domain in order to avoid nonstationary influence of the flow boundary conditions. Source area (or line, y 0 ) is located in the middle of the left side of the inner domain. Therefore we define transport criterion that there are no streamlines injected in the specified source line which exit Table 1 ).
from the inner domain. Since section 5, Figure 5 , and Table 3 present that transverse displacement is nearly normal for x/I Y > 20, transport criterion in transverse direction can be presented as (Figure 1 Table 1 ). According to the criterion (A1), Figure A3 shows that y 0 = 12I Y is sufficiently large to yield a travel time variance independent of the source size. Table 1 ).
