Abstract In this paper, a two-phase quasi-Newton scheme is proposed for solving an unconstrained optimization problem. The global convergence property of the scheme is provided under mild assumptions. The super linear rate of the scheme is also proved in the vicinity of the solution. The advantages of the proposed scheme over the traditional scheme are justified with numerical table and graphical illustrations.
Introduction
The basic idea behind the quasi-Newton methods for unconstrained optimization problem lies on updating the hessian approximation in a computationally cheap way, that ensures the secant condition. DFP and BFGS methods are popular quasi-Newton schemes. DFP method is sensitive to inaccurate line searches, where as BFGS scheme is widely used for its robustness and self correcting properties. quasi-Newton methods have super linear convergence property under exact or inexact line searches. One may see ( [3] , [4] , [7] , [9] , [10] , [15] , [16] , [17] ) for the recent advances in this direction. Consider a general minimization problem (P ) M in x∈R n f (x), where f : R n → R is a twice continuously differentiable function. Solution of (P) satisfies the system of equations ∇f (x) = 0. Several advanced iterative processes exist so far to solve a system of nonlinear equations F (x), F : R n → R m ( [11] , [13] , [14] ). The two-phase iterative scheme for the same, proposed by ( [2] ) takes the following form.
where J(x k ) is the Jacobian of F (x), at the k-th iteration of the iterative scheme. These two-phase schemes have been further studied in unconstrained and constrained optimization problems( [5] , [6] ).
In this paper, we propose a variant of quasi-Newton scheme for unconstrained optimization problem, which involves two phases and based on the basic idea of above iterative process. The new scheme guarantees the super linear global convergence behavior. In numerical illustrations, it is observed that the number of iterations of the proposed scheme are significantly less than the standard BFGS scheme in comparable execution time.
This concept is organized in following sections. Two-phase quasi-Newton scheme is proposed in Section 2, convergence analysis of the scheme is discussed in Section 3, followed by Numerical illustrations in Section 4.
Proposing two-phase quasi-Newton scheme
In a general line search method for (P ), a descent sequence {x k } is generated as x k+1 = x k + α k p k , where p k is the descent direction at x k and the positive scalar α k is the step length at x k along the direction p k . The condition p T k ∇f k < 0 guarantees that the function f can be reduced along the direction p k . The search direction may take the form p k = −B −1 k ∇f k , where B k is a symmetric positive definite matrix of order n × n. The most popular quasi-Newton (BFGS) scheme generates a sequence of positive definite hessian approximation B k at the current iterate x k as
and α k is computed from a line search procedure. The sequence {x k } shows global super linear convergence behavior under some standard assumptions. The proposed modified scheme is as follows. Consider a positive definite matrix B 0 at initial stage k = 0 and
B k is upgraded as
where
where αk and α k are computed by inexact Wolfe search.
In this proposed method we modify the search direction in two phases as follows. The step length α k and αk are chosen by Wolfe search method.
and
If B k is positive definite then this new matrix B k+1 is positive definite being the arithmetic mean of B k and the standard BFGS updation of it. B k+1 is used at two consecutive stages: at the k th stage to determine x k+1 , as well as at k+1 th stage to determine x k+1 . In the vicinity of the solution of (P ), the parameters α k and αk are chosen as unit length for k greater than sufficiently large k 0 ∈ N. This fact will be used in next section to prove the convergence of the scheme.
3 Convergence of the proposed scheme Theorem 1 Suppose f : R n → R is twice continuously differentiable and x k is updated by (2) and (3) . Assume that the sequence {x k } generated by (1) 
Since the limiting hessian ∇ 2 f * is positive definite, so
is bounded above for x k sufficiently close to x * , and hence from (5),
Dividing both side by pk , letting k → ∞, x k → x * and using (4), we have
Note that for sufficiently large k ∈ N, p k − pk → 0, since
where ǫ is arbitrarily small real number. For some N 2 ∈ N,
Using (6) and (7), we have
This shows super linear convergence behavior of the sequence {x k }.
Convergence analysis
By Taylor series expansion,
Theorem 2 The sequence {x k } generated by (1) possesses global convergence property under the following assumptions.
1. For some x 0 ∈ R n , the level set L = {x ∈ R n |f (x) ≤ f (x 0 )} is convex and there exist positive constants m and M such that m
Step length is found by Wolfe's inexact line search method.
We have
For any a, b, u, v ∈ R n , it is true that det(I + ab
Define a function ψ : R n×n → R as ψ(B) = trace(B) − ln(det(B)) where B is a positive definite matrix. Since the eigenvalues λ i 's of B are positive so
From (11) and (12),
Since the real valued function h(t) = 1 − t − ln(t) is always non positive for
can be assumed to be positive with out loss of generality.
Assumption 1 implies that ∇f Lipschitz continuous. Hence there exists a con-
Here we employ Wolfe inexact line search to determine the step length αk at the iterating point x k for which
while the Lipschitz continuity of ∇f implies that
Combining (15) and (16), we obtain αk ≥ c2−1 L1
Substituting this value of αk in the first inequality of Wolfe's condition we can get
where c = c 1
1−c2
L1 . For each k, Assumption 2 implies f k+1 ≤ fk, which gives
Since f is bounded below, f 0 − f k+1 is less than some positive constant, for all k. Taking the limit k → ∞ we can get
Hence cos
Then cos θ j → 0 is not true. Otherwise if cos θ j → 0 then there exists a natural number k 2 > 0 such that for all j > k 2 we have ln(cos 2 θ j ) < −2c, where c is the constant defined in (14) . Then from (14) we get
R.H.S. of this inequality is negative for large k, which is a contradiction. Therefore there exists a subsequence of indices {j k } k=1,2,... such that cos θ jk ≥ δ > 0. Hence lim ∇f k → 0. Since the problem is strongly convex, it proves that
Theorem 3 Suppose the hessian G(x) is Lipschitz continuous. Then the sequence {x k }, generated by (1) converges to minimizer of (P ) at super linear order.
Proof Suppose the sequence {x k }, generated by (1) converges to x * , which is a solution of P . Denote
Ifθ k is the angle betweens k andB ksk then cosθ k =s
By pre and post multiplying two-phase quasi-Newton update (10) by G 
. Following the similar logic of (13) from Subsection (3.1), we get
Using the Lipschitz continuity property of hessian matrix, we have
Replacing s k by pk in Theorem 6.6 (Chapter 6 [12] ) and using (17) we conclude that lim (B k −G * )pk pk = 0. This is the condition for super liner convergence of the sequence in Theorem 1, with unit step length α k = 1 in the vicinity of the solution. Hence the result.
Algorithm
In the previous section a two-phase quasi-Newton sequence (1) is developed, B k is updated at each iteration using intermediate update Bk. Since solving matrix system has expensive computational cost, so we frame the algorithm for the proposed scheme such that it includes matrix-vector multiplication only. Denote the inverse B k at x k as H k . As per the proposed scheme B k+1 = λB k + (1 − λ)Bk, which implies,
To frame the algorithm we use the standard inverse Hessian update as follows.
Algorithm 1: Two Phase quasi-Newton Algorithm Input: 
Numerical results and discussions
We fix the set up for numerical computation on MATLAB R2015a platform with 4 GB RAM in a 64 bit computer. We fix λ = 0.5 for proposed two-phase quasi-Newton scheme. The tolerance limit is taken to be 10 −6 . The Armijo parameter, Wolfe parameter, backtracking factors are taken to be 10 −4 , 0.9 and 0.5 respectively. We choose 30 test functions of 10 dimensions from [1] and run the traditional BFGS and the proposed algorithm (Two-phase QN) in this platform with the initial points specified in [1] . For each function, both the algorithms are executed for 5 runs. Note the number of iterations and average execution time in Table 1 . It presents that two-phase quasi-Newton scheme takes less number of iterations to reach the solution point whereas execution time remains almost same.
Furthermore, we provide a graphical illustration (Figure 1 ) of performance profile for number of iteration and average execution time for both of the algorithms on this test set. The performance ratio defined by Dolan and More [8] 
min{r (p,s) :1≤r≤ns} , where r (p,s) refers to the iteration (or, execution time) for solver s spent on problem p and n s refers to the number of problems in the model test set. In order to obtain an overall assessment of a solver on the given model test set, the cumulative distribution function P s (τ ) is P s (τ ) = 1 np size{p ∈ T : ρ (p,s) ≤ τ }, where P s (τ ) is the probability that a performance ratio ρ (p,s) is within a factor of τ of the best possible ratio. 
Conclusion
In this paper we have proposed a two-phase quasi-Newton scheme for optimization problem, which shows super linear convergence property under some suitable assumptions. The algorithm is executed for some test functions and the results show the advantage of the proposed scheme in terms of iterations in comparable time over the traditional schemes, which is provided in the performance profiles.
