The weak KAM theory predicts the survivals of invariant measures of Hamiltonian systems under large perturbations. It is the subject of an extensive research in the last few decades.
5. For any x, y ∈ M let K T x,y be the set of all absolutely continuous paths z : [0, T ] → M connecting x to y, that is, z(0) = x, z(T ) = y. 6 . Given µ 1 , µ 2 ∈ M + , the set P(µ 1 , µ 2 ) is defined as all the measures Λ ∈ M + (M × M ) such that π 1,# Λ = µ 1 and π 2,# Λ = µ 2 , where π i : M×M → M defined by π 1 (x, y) = x, π 2 (x, y) = y. We assume that l ∈ C 2 (T M ) is super-linear on the fibers T x M uniformly in x ∈ M as well:
Background
The weak KAM (WKAM) theory, originated in the seminal paper of Mather [12] , deals with minimal invariant measures of Lagrangians, and the corresponding Hamiltonians defined on a manifold M . In this theory the concept of an orbit z = z(t) : R → M is replaced by that of a probability measure on T M : It can be shown [11] that any maximizer of (1.2) is invariant under the flow induced by the Euler-Lagrange flow on T M : d dt ∇ẋl(x,ẋ) = ∇ x l(x,ẋ) .
There is also a dual formulation of (1.2) [10] , [16] : 
Then h(x, p) = p 2 /2 + V (x), E = max x∈T n V (x) and the maximizer µ M of (1.4) is supported at the points of maxima of V .
ii) M = T n again, and l(
Then (1.2) implies E ≤ 0. In fact, it can be shown that E = 0 for any choice of W .
iii) In general, if P is in the first cohomology of M (H 1 (M )) then l → l(x, v) − P , v induced the hamiltonian h → h(x, p + P ) and E = α(P ) corresponds to the celebrated Mather (α) function [12] on the cohomology H 1 (M ). See also [13] .
The Monge problem of mass transportation, on the other hand, has a much longer history. Some years before the the France revolution, Monge (1781) proposed to consider the minimal cost of transporting a given mass distribution to another, where the cost of transporting a unit of mass from point x to y is prescribed by a function C(x, y). In modern language, the Monge problem on a manifold M is described as follows: Given a pair of Borel probability measures µ 0 , µ 1 on M , consider the set K(µ 0 , µ) of all Borel mappings Φ :
and look for the one which minimize the transportation cost
In this generality, the set K(µ 0 , µ 1 ) can be empty if, e.g., µ 0 contains an atomic measure, so C(µ 0 , µ 1 ) = ∞ in that case. In 1942, Kantorovich proposed a relaxation of this deterministic definition of the Monge cost. Instead of the (very nonlinear) set K(µ 0 , µ 1 ), he suggested to consider the set P(µ 0 , µ 1 ) defined in section 1.1- (6) . Then, the definition of the Monge metric is relaxed into the linear optimization
Example: The Wasserstein distance W p (p ≥ 1) is obtained by the power p of the metric D g induced by the Riemannian structure:
The advantage of this relaxed definition is that C(µ 0 , µ 1 ) is always finite, and that a minimizer of (1.6) always exists by the compactness of the set P(µ 0 , µ 1 ) in the weak topology C * (M × M ). If µ 0 contains no atomic points then it can be shown that C(µ 0 , µ 1 ) ′ s given by (1.5) and (1.6) coincide [1] .
The theory of Monge-Kantorovich (M-K) was developed in the last few decades in a countless number of publications. For updated reference see [5] , [15] . 1 Returning now to WKAM, it was observed by Bernard and Buffoni ([2] [3]-see also [16] ) that the minimal measure and the ground energy can be expressed in terms of the M-K problem subjected to the cost function induced by the Lagrangian
(1.8)
where the minimizers of (1.9) coincide, for any T > 0, with the projected Mather measure µ M maximizing (1.4) [3] .
The action C T induces a metric on the manifold M :
It is not difficult to see that either D E (x, x) = 0 for any x ∈ M , or D E (x, y) = −∞ for any x, y ∈ M . In fact, it follows ( [11] , [13] ) that D E (x, y) = −∞ for E < E and D E (x, x) = 0 for E ≥ E and any x, y ∈ M .
Let now a λ + , λ − ∈ M + where that λ :
be the Monge distance of λ + and λ − with respect to the metric D E . There is a dual formulation of D E as follows: Consider the set L E of D E Lipschitz functions on M :
Then (see, e.g [5] , [15] )
Objectives
The object of this paper is to establish some relations between the action C T and a modified action C T . For given λ ∈ M 0 we generalize (1.1) into The modified action C T : M 0 → R ∪ {∞}, T > 0 have several equivalent definitions as given in Theorem 1 below: Theorem 1. The following definitions are equivalent:
In that case the minimizer µ T λ ∈ M + 1 of (2.5), T > T c is given by
where µ M is the projected Mather measure.
Remark 2.1. As special case of Theorem 1 was introduced in [17] .
Next we study the link between the C T and C T . Let
For the next result we need the following additional assumptions:
H1) There exists a sequence of smooth, positive mollifiers δ ε :
where the convergence is in C 0 (M ) (res. C 1 (M )) and for any ε > 0 and φ ∈ C 1 (M )
H2)
For any x, y ∈ M and ε > 0 there exists
H2 holds for most relevant hamiltonian functions including the mechanical ones h(x, p) :
Theorem 2. Assmue H1, H2. Let
Then, for any λ ∈ M 0 ,
where {·} lsc is the semi-continuous envelop on M 0 .
Recall that the lower semi continuous envelop {f } lsc :
Indeed, we prove this conjecture in the case where µ has a smooth, positive density and λ has smooth density on M in Lemma 6.3 and 6.4 as a step toward the proof of Theorem 2.
As an application of Theorem 2 we may consider the case where the lagrangian l is just the kinetic energy with respect to a Riemannian metric g (x) : y) and E = 0. Hence, by Theorem 1 and Theorem 2
Remark 2.4. The optimal transport description of the weak KAM theory (1.9) can be considered as a special case of
for any ε > 0 by (2.6) , and inf µ∈M + (1.9) . On the other hand, since 
Conditional action
There is also an interest in the definition of action (and metric distance) conditioned with a given probability measure µ ∈ M + 1 . We introduce these definitions and reformulate parts of the main results Theorems 1-2 in terms of these.
For a given µ ∈ M + 1 and E ≥ E, let
In analogy with (1.13) we define the µ−conditional metric on λ ∈ M 0 :
The conditioned, modified action with respect to µ ∈ M + 1 is defined in analogy with (2.4, 2.5)
Then Theorem 1 implies
There is also a dual formulation of C T , C T which generalizes (2.6):
where µ ∈ M + 1 and λ = λ + − λ − ∈ M 0 . We will show that Theorem 2 follows from Theorem 1 and
where {·} lsc stands for the l.s.c envelop on M 0 × M + 1 .
Auxiliary results
We start by showing that for any λ ∈ M 0 we have C(λ) < ∞ as defined in (2.2). Since the Lagrangian l is bounded from below on T M , it is enough to show:
It is enough to show that there exists a compact set K ⊂ T M and a sequence {λ n } ⊂ M 0 converging weakly to λ such that for each n there exists ν n ∈ M c λn whose support is contained in K. Indeed, such a set is compact and there exists a weak limit ν = lim n→∞ ν n which satisfies lim n→∞ vν n = vν as well.
Since ν n ∈ M c λn we get M dφ, v dν n = M φdλ n for any n, so the same equality holds for ν as well. Now, we consider
where x j , y j ∈ M and α n > 0. For any pair (x j , y j ) consider a geodesic arc corresponding to the Riemannian metric which connect x to y, parameterized by the arc length: z j : [0, 1] → M and |ż| = D g (x j , y j ) (recall section 1.1-(1)). Then
hence ν n ∈ M c λn . Finally, we can certainly find such s sequence λ n of the form (4.1) which converges weakly to λ.
For E ∈ R, let σ E : T M → R the support function of the level surface h(x, p) ≤ E, that is:
It follows from our standing assumptions (Section 1.1-7) that σ E is differentiable as a function of E for any (x, v) ∈ T M . For the following Lemma see, e.g. [14] :
where C T as defined in (1.8) .
Then
For the following Lemma see [11] (also [13] ): Note that the differentiability of σ E with respect to E does not imply that D E (x, y) is differentiable for each x, y ∈ M . However, since D E (x, y) is a concave function of E for each x, y ∈ M , it is differentiable for almost any E > E. x,y realizing (4.5) such that the E derivative of D E (x, y) is given by 
Proof of Theorem 1
For a given µ ∈ M + 1 and λ ∈ M 0 let us define Indeed, from (2.1) it follows that H(ν, φ; λ) = H(ν, λ) if ν ∈ M c λ . We also observe that sup φ∈C 1 (M ) H(ν, φ; λ) = ∞ if ν ∈ M c λ . In particular both sides equal ∞ if M c λ,µ = ∅. Next, note that H is an affine (and hence convex) function of ν (res. concave function of φ ∈ C 1 (M )). In addition, M µ is a compact set with respect to the weak topology C * (T M ), and H(·, φ; λ), being affine, is continuous for fixed φ, λ with respect to the same topology. The Minmax theorem, then, can be applied (see, e.g. [14] ), and the claim follows.
Proof of Theorem 1:(1⇆2):
A minimizer ν λ ∈ M c λ of (2.2) exists due to the following argument: If {ν n } is a minimizing sequence of (2.2), then T Ml (v)dν n are uniformly bounded wherel is super-linear due our Standing Assumptions 1.1-7. It follows that this sequence, along with the sequence vν n , are still compact in C * (T M ). In particular, a limit ν ∈ M + 1 (T M ) exists and, moreover, the first moments of ν n are preserved in this limit. So, condition (2.1) is satisfied in this limit, hence dφ(x) ). So, the second term on the right of (5.10) is non-positive, but 
We extend the definition of H to the larger class of Lipschitz functions by the following
where L E as defined in (1.12) .
Proof. First we show that if φ ∈ L E ∩ C 1 (M ) then h(x, dφ) ≤ E for all x ∈ M . Indeed, for any x, y ∈ M and any curve z(·) connecting x to y
. Then for any ε > 0 we can find T ε > 0 and z ε ∈ K Tε x,y so
Integrate (5.7) from 0 to T ε and use z ε ∈ K Tε x,y , (5.6, 5.7) and the definition of L E to obtain
Hence, the supremum of h(x, dφ) along the orbit of z ε is, at least, E − ε. Since ε is arbitrary, then H(φ) ≥ E. where we used the duality relation given by (1.13). (1.13) .
Also, for each λ ∈ M + 1 , D E (λ) is concave and finite in E for E ≥ E. It follows that D is mutually continuous on [E, ∞[×M 0 . From (4.8) we also get that D is coercive on M 0 , that is lim E→∞ E −1 D E (λ) = 0 locally uniformly on M 0 . These imply that H * T is continuous on M + 1 via (5.9).
We return now to Proof. Let E n ց E. For each n, set Λ λ En be a minimizer of (5.11) subjected to E = E n . We choose a subsequence so that the limit
exists for any x, y ∈ A. Evidently, Λ λ E + ∈ P(λ) is an optimal plan for (5.11). Next,
Divide by E n − E > 0 and let n → ∞, using (5.13) and (4.6) we get 
where µ E x,y are as given in (5.4) and Λ λ E is the particular optimal plant given in Lemma 5.3.
Definition 5.2. For any λ ∈ M 0 , E(λ, T ) is the maximizer of (5.9) , that is
By Corollary 4.1 (in particular, the concavity of D E (λ) with E) we obtain
where d + /dE (res. d − /dE) stands for the right (res. left) derivative. If E(λ) = E then
We now define, for any λ ∈ M 0 , a measure µ λ ∈ M + 1 in the following way: Assume, for now, that λ ∈ M(A).
Then µ E n Λn and µ En Λn are given by Definition 5.1 for any n. Let µ + λ be a weak limit of the sequence µ E n Λn , and, similarly, µ − λ be a weak limit of the sequence µ En Λn . By Lemma 5.4 and Remark 5.1 we get
If E(λ) = E then we can still define µ + λ , and it satisfies the left inequality of (5.16). • If E(λ) > E then µ λ is a convex combination of T −1 µ + λ , T −1 µ − λ given by (5.16 ) such that µ λ ∈ M + 1 (that is, dµ λ , = 1).
• If E(λ) = E then
where µ M is a Mather measure.
ii) For λ ∈ M 0 (A), let λ n ∈ M 0 (A) be a sequence converging weakly to λ. Then {µ λ } is the set of weak limits of the sequence µ λn .
Proof of Theorem 1:(2⇆3):
Define for any λ ∈ M 0 . It is enough to prove (5.21) for a dense set of in M 0 , say for any λ ∈ M 0 (A). Suppose (5.21) holds for a sequence {λ n } ⊂ M 0 (A) converging weakly to λ ∈ M 0 , that is, H * T (λ n ) = C T (λ n ). Since H * T is weakly continuous by Corollary 5.1 we get H * T (λ) = lim n→∞ H * T (λ n ). On the other hand we recall that, according to definition 2 of Theorem 1, 
This, with the right inequality of (5.22) yields the equality Q T (λ, µ λ ) = H * T (λ). Finally, if E(λ, T ) = E we proceed as follows: Let E n ց E and µ + λ := lim n→∞ µ E n λ . It follows that
Let µ λ as in (5.17) . From (5.18, , 5.27) and (1.4) we get
while (1.4) and the left part of (5.25) for E = E imply 
Proof of Theorem 2
We start by the following auxiliary results The proofs of lemma 6.1-6.4 are given at the end of this section.
Proof. of Proposition 3.1: From Lemma 6.3 and Lemma 6.4 we get that, for µ n , λ n verifying the assumption of Lemma 6.4, C T (λ n µ n ) = C T (λ n µ n ) = lim ε→0 ε −1 C εT µ n + ελ − n , µ n + ελ + n = C T (λ n µ n ) . This, with (6.2) and the l.s.c. of C T implies C T lsc = C T . The proof for C T is analogous.
Proof. of Lemma 6.4: We may describe the optimal mapping S εT : M → M associated with C εT (µ + ελ − , µ + ελ + ) in local coordinates on each chart. It is given by the solution to the Monge-Amper equation det∇ x S εT = ρ(x)(1 + εq − (x)) ρ(S εT (x))(1 + εT q + (S εT (x)) (6.9)
where ∇ψ = −∇ x C εT (x, S εT (x)) (6.10) and C εT µ + ελ − , µ + ελ + = M C εT (x, S εT (x))ρ(1 + εT q − )dx (6.11)
We recall that the inverse of ∇ x C εT (x, ·) with respect to the second variable is I d + εT ∇ψ, to leading order in ε. That is, ∇ x C εT x, x + εT ∂ p h(x, p) + (εT ) 2 Q(x, p, ε) = −p (6.12)
where (here and below) Q is a generic smooth function of its arguments. Hence, S εT can be expanded in ε in terms of ψ as
