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Введение. На практике статистические данные часто содержат информацию об изменении 
реального процесса во времени и в пространстве совместно . Поэтому математические модели на 
основе пространственно-временных данных дают возможность адекватно описывать реальные 
процессы и проводить их статистический анализ, учитывая большее число факторов [1] . При-
ведем краткий обзор моделей пространственно-временных данных .
В [2] для анализа пространственно-временных данных младенческой смертности исполь-
зуется байесовская иерархическая статистическая модель со скрытым динамическим марков-
ским случайным процессом . В [3] байесовская геостатистическая биномиальная и отрицатель-
ная биномиальная модели разработаны для моделирования распределения плотности локализа-
ции малярийных комаров . В [4] рассмотрена байесовская биномиальная геостатистическая 
модель и проведен сравнительный анализ со стандартными биномиальными моделями . Иерар-
хические байесовские модели предложены для моделирования лонгитюдных и пространственно 
коррели рованных биномиальных данных в [5] .
В сообщении предлагается новая модель пространственно-временных данных – бино миаль-
ная условно авторегрессионная модель, исследуются вероятностные свойства этой модели и ре-
шается задача статистического оценивания параметров модели по наблюдаемым простран ствен-
но-временным данным .
Биномиальная условно авторегрессионная модель и ее свойства. Введем обозначения: 
( , , )F PΩ  – вероятностное пространство;   – множество натуральных чисел, 0 {0}= ∪  ; { }I H  –
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6индикаторная функция события Н; = {1, 2,  . . ., }s S n∈  – индексная переменная, кодирующая про-
странственные координаты географических регионов (условимся далее их называть сайтами), на 
которые разбита изучаемая пространственная облаcть; n – число сайтов; {1, 2,  . . ., }t T∈  – дис крет-
ное время; T – длительность временного промежутка наблюдений; , {0,1, , }s tx N A∈ =  – дис крет ная 
случайная величина наблюдения в момент времени t в сайте s; < ,= { : , 1}t uF x u S t Fτσ ∈ τ ≤ − ⊂  – 
σ-алгебра, порожденная указанными в скобках случайными величинами; , 0, 1,  . . ., ,j tz j m≥ =  – 
наблюдаемый (известный) набор значений m внешних факторов в момент времени t; ( )L ξ  – закон 
распределения вероятностей случайной величины ξ; {},⋅E  {},⋅D  cov{}⋅  – символы математи-
ческого ожидания, дисперсии, ковариации случайных величин соответственно; ( ; , )Bi N p⋅  – 
биномиальный закон распределения вероятностей с параметрами ,N ∈  0 1p≤ ≤  для случайной 
величины ξ:
 { } ( ; , ) :: (1 ) , , { } = ( ; , ),l l N lNl Bi l N p C p p l A L Bi N p
−ξ = = = − ∈ ξ ⋅P  (1)
где ( !/ ( )! !) .lNC N N l l= −
Построим биномиальную условно авторегрессионную модель пространственно-временных 
наблюдений ,{ },s tx  следуя [6; 7] . Будем предполагать, что при фиксированной предыстории 
,{ : , 1}sx s S tτ ∈ τ ≤ −  случайные величины 1, 2, ,, , ,t t n tx x x  условно независимы, причем
 , < ,{ | } = ( ; , ),s t t s tL x F Bi N p⋅  (2)
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столбцы параметров модели . Число параметров модели равно ( ) .D n n m= +  
Из (3) получим полезные выражения для вычисления ,s tp :
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где 1, 2, ,( , , , )
m
t t t m tZ z z z R′= ∈  – вектор-столбец, задающий значения внешних факторов в мо-
мент времени t; 1, 2, ,( , , , )
n
t t t n tX x x x A′= ∈  – вектор-столбец, задающий временной срез иссле-
дуемого явления в момент времени ;t∈  1( { 1} , ) ,  .
n m
t t tY I t X Z R t
+
− ′ ′ ′= > ∈ ∈  Обозначим 
1, ,{ ( , , ) : 1, 2, , ( 1) }
n n
j j n jL l l l A j N′= = ∈ = +   – упорядоченное множество ( 1)
nNν = +  значе-
ний, которые принимает вектор  .tX  Например, множество L может быть упорядочено сле дую-
щим образом: 
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Здесь при упорядочении сначала идет нулевой вектор, затем – векторы всевозможных комби-
наций 0 и 1, затем – комбинации из 0, 1 и 2 и так далее . 
Т е о р е м а 1 . Если имеет место модель (2), (3), то наблюдаемый векторный временной ряд 
tX  является неоднородной n-мерной векторной цепью Маркова с конечным пространством сос-
тояний L, матрицей вероятностей одношаговых переходов ,( ) ( ( )) [0,1] :I JQ t q t
ν×ν= ∈
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7и начальным распределением вероятностей ( ) [0,1] :Jp p
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Д о к а з а т е л ь с т в о . Покажем, что для модели (2), (3) выполняется марковское свойство . 
Воспользуемся обобщенной формулой умножения вероятностей, модельными предположениями 
(2), (3) и условной независимостью случайных величин 1, 2, ,, , ,t t n tx x x A∈  при фиксированной 
σ-алгебре < ,= { : , 1}:t uF x u S tτσ ∈ τ ≤ −
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Таким образом, выполняется марковское свойство и tX  является неоднородной n-мерной 
векторной цепью Маркова . Матрица вероятностей одношаговых переходов ,( ) ( ( ))I JQ t q t=  опре-
де ляется с учетом (1), (3) и свойства условной независимости:
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Далее, с учетом (4) имеем
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что совпадает с (5) .
Вычислим теперь начальное распределение вероятностей ( ) [0,1]Jp p
ν′= ∈  цепи Маркова tX  
согласно (1)–(4)
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что совпадает с (6) . □
С л е д с т в и е 1 . В условиях теоремы 1 матрица условных вероятностей переходов 
1 2 , 1 2( , ) ( ( , )),i jH t t h t t=  2 1, 1 2( , ) { | }, , ,I J t th t t X J X I I J L= = = ∈P  цепи Маркова tX  за 2 1t t−  шагов 
от момента времени 1t  до момента 2t  ( 1 2 1 2, ,t t t t N< ∈ ) имеет вид
 1 2 1 1 2( , ) ( 1) ( 2) ( ) .H t t Q t Q t Q t= + + 
С л е д с т в и е 2 . В условиях теоремы 1 если вектор внешних факторов 1( , , )
m
t mZ Z z z R′= = ∈  
не зависит от t, то матрица вероятностей одношаговых переходов (5) не зависит от t и цепь 
Маркова является однородной:
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8С л е д с т в и е 3 . Текущее распределение вероятностей ( ) ( ( )) [0,1] ,Jp t p t
ν′= ∈  
( ) :: { }, ,J tp t X J J L= = ∈P  в момент времени t определяется соотношением 
 ,( ) (1, ), , ,J I I J
I L
p t p h t J L t
∈
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или в матричном виде
 ( ) (1, ) , ,p t H t p t′= ∈
где (1,1)H ν= I  – единичная матрица порядка ν .
Л е м м а 1 . Если имеет место модель (2), (3), то распределение вероятностей , ,{ }, 1,s t s tx i s= ≥P  
,t∈  находится следующим образом:
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где матрицы ( ),Q t p  определены в теореме 1.
Д о к а з а т е л ь с т в о . Для нахождения , ,{ }s t s tx i=P  воспользуемся формулой маргинального 
распределения вероятностей
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Далее в силу следствий 1, 3 имеем
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что совпадает с доказываемым выражением . □
Л е м м а 2 . Если имеет место модель (2), (3), то математическое ожидание и дисперсия 
случайной величины ,s tx  имеют вид
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Д о к а з а т е л ь с т в о . Воспользуемся формулой полного математического ожидания и тем 
фактом, что в силу модели (2), (3) случайная величина
 ,s t
x  имеет условное биномиальное рас-
пределение
 , , 1 1{ } { { }} { ( , )} .s t s t t s t tx x X Np X Z− −= =E E E E
По определению математического ожидания и в силу следствия 3 к теореме 1 получим
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где ( , ),s tp I Z  ( 1)Ip t −  находятся из (4) и (7) соответственно .
Далее, пользуясь формулой полного математического ожидания, свойством дисперсии бино-
миального распределения и полученными ранее результатами, найдем дисперсию
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9Л е м м а 3 . Если имеет место модель (2), (3) и 1( , , )
m
t mZ Z z z R′= = ∈  не зависит от t, то 
для n-мерной векторной цепи Маркова tX  существует единственное стационарное рас пре де-
ление.
Д о к а з а т е л ь с т в о . Условия леммы удовлетворяют следствию 2 теоремы 1, поэтому цепь 
Маркова tX  является однородной . Оценим снизу элементы матрицы Q:
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для всех ,  .I J L∈  Поэтому со глас-
но [8] цепь Маркова является эргодической и существует единственное стационарное рас пре-
деление . □ 
Для нахождения стационарного распределения ( ) [0,1]I
ν×νπ = π ∈  необходимо решить сис те-
му уравнений
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Статистическое оценивание параметров. Примем обозначения: ( )1( , , )
n n m
n R
+′ ′ ′θ = θ θ ∈  – 
составной вектор параметров, подлежащих оцениванию .
Т е о р е м а 2 . В рамках модели (2), (3) логарифмическая функция правдоподобия для наблю-
дений { : 1, 2,  . . ., }tX t T=  имеет аддитивный по 1, , nθ θ  вид
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Д о к а з а т е л ь с т в о . Воспользуемся обобщенной формулой умножения и марковским 
свойством, установленным в теореме 1, для построения функции правдоподобия
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∏
P
P  
Тогда имеем
 
, ,, ,
1 1 1 1
( ) (exp{ }) (1 exp{ }) (exp{ }) (1 exp{ })  .s t s ts t s t
T n n Tx xx xN N
s t s t s t s tN N
t s s t
L C Y Y C Y Y− −
= = = =
′ ′ ′ ′θ = θ + θ = θ + θ∏∏ ∏∏
Вычислим логарифмическую функцию правдоподобия
 
( )
, ,
,
1 1
,
1 1 1
( ) ln ( ) ln (exp{ }) (1 exp{ })
( ) ln(1 exp{ }) ln ( ),
s t s t
s t
n T x x N
s t s tN
s t
n T nx
s t s t s t s sN
s t s
l L C Y Y
x Y N Y C l
−
= =
= = =
 ′ ′θ = θ = θ + θ = 
 
′ ′θ − + θ + = θ
∏∏
∑∑ ∑
что совпадает с (8) . □
Для нахождения оценки максимального правдоподобия (ОМП)   1( , , )n
′ ′ ′θ = θ … θ  параметров 
модели необходимо максимизировать логарифмическую функцию правдоподобия (8)
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 ( ) max .l
θ
θ →
 
(9)
Из теоремы 2 следует, что задача (9) распадается на n экстремальных задач:
 ( ) max,  .
s
s sl s S
θ
θ → ∈  (10)
Необходимое условие для нахождения локального максимума в задаче (10) имеет вид
 ( )( ) ,s s s n n mlθ +∇ θ = Ο  (11)
где ( )n n m+Ο  – вектор-столбец, все n(n + m) элементов которого равны нулю .
Л е м м а 4 . Для модели (2), (3) вектор-столбец производных первого порядка и матрица 
производных второго порядка по параметру sθ  от функции ( ),s sl θ  ,s S∈  имеют вид
 
2
, 21 1
exp{ } exp{ }
( ) , ( )  .
1 exp{ } (1 exp{ })
s s
T T
s t s t
s s s t t s s t t
t ts t s t
Y Y
l x N Y l N Y Y
Y Y
θ θ
= =
 ′ ′θ θ ′ ∇ θ = − ∇ θ = −
 ′ ′+ θ + θ 
∑ ∑
При условии 
21
exp{ }
0
(1 exp{ })
T
s t
t t
t s t
Y
Y Y
Y=
′θ ′ ≠
′+ θ
∑  матрица 2 ( )s s slθ∇ θ  является отрицательно опреде ленной.
Д о к а з а т е л ь с т в о . Вектор-столбец первых производных по параметру sθ  от функции 
( ), ,s sl s Sθ ∈  вычисляется из (8) следующим образом:
 
,
,
1
1
, ,
1 1
( ) ( ( ) ln(1 exp{ })) ln
( ( ) ln(1 exp{ })) ( (1 exp{ }) exp{ } ) .
s t
s s
s s
T x
s s s t s t s t N
t
T T
s t s t s t s t t s t s t t
t t
l x Y N Y C
x Y N Y x Y N Y Y Y
θ θ
=
−
θ θ
= =
 ′ ′∇ θ = ∇ θ − + θ + = 
 
′ ′ ′ ′∇ θ − ∇ + θ = − + θ θ
∑
∑ ∑
Имеем цепочку матричных равенств
 
2 1
,
1
1
21 1
( ) ( ( )) ( (1 exp{ }) exp{ } )
exp{ }
( (1 exp{ }) exp{ } )  .
(1 exp{ })
s s ss
s
T
s s s s s t t s t s t t
t
T T
s t
s t s t t t t
t t s t
l l x Y N Y Y Y
Y
N Y Y Y N Y Y
Y
−
θ θ θθ
=
−
θ
= =
 ′ ′∇ θ = ∇ ∇ θ =∇ − + θ θ = 
 
′θ′ ′ ′∇ − + θ θ = −
′+ θ
∑
∑ ∑
Оценим квадратичную форму 2 ( )
s s sz l zθ′∇ θ , где 
n mz R +∈  – произвольный вектор-столбец
 2
2 21 1
exp{ } exp{ }
( ) ( )( ) 0 .
(1 exp{ }) (1 exp{ })s
T T
s t s t
s s t t t t
t ts t s t
Y Y
z l z z N Y Y z N z Y z Y
Y Y
θ
= =
 ′ ′θ θ′′ ′ ′ ′ ′ ∇ θ = − = − ≤
 ′ ′+ θ + θ 
∑ ∑   (12)
Так как при условии 
21
exp{ }
0
(1 exp{ })
T
s t
t t
t s t
Y
Y Y
Y=
′θ ′ ≠
′+ θ
∑  равенство в (12) достигается только при нуле-
вом векторе ,z  то выполняется свойство отрицательной определенности
 
2 ( ) 0
s s slθ∇ θ   . □
Пусть *sθ  – некоторое решение системы (11), тогда достаточным условием локального макси-
мума (10) в точке *sθ  является условие отрицательной определенности матрицы вторых произ-
водных в этой точке, которое выполняется в силу леммы 4 .
Систему (11) будем решать численно, применяя итерационный метод Ньютона, который обла-
дает квадратичной сходимостью . Для этого метода (k + 1)-я итерация имеет вид (  0,1, 2,k =  ):
 ( 1) ( ) 2 ( ) 1 ( )( ( )) ( ),ss
k k k k
s s s s s sl l+ − θθθ = θ − ∇ θ ∇ θ  (13)
где ( )ksθ  – приближение к ОМП  sθ  на k -м шаге; 
( )( )s
k
s slθ∇ θ  – вектор-столбец производных 
первого порядка в точке ( ) ;ksθ   
2 ( )( )
s
k
s slθ∇ θ  – матрица производных второго порядка в точке 
( )  .ksθ  
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Итерационные вычисления заканчиваем, если норма ( )|| ( ) || ,s
k
s slθ∇ θ < ε  где 0ε >  – наперед зада н-
ная достаточно малая величина, определяющая точность вычисления ОМП; при этом в качестве 
ОМП принимаем статистику  ( 1)  .ks s
+θ = θ  
Логарифмическая функция правдоподобия в задаче (10) может иметь несколько локальных 
максимумов, поэтому для нахождения глобального максимума ( )s sl θ  будем применять итера-
ционный алгоритм (13) несколько раз для различных начальных значений, а в качестве оценки 
 sθ  выберем то решение задачи (10), для которого функция правдоподобия принимает наибольшее 
значение . 
Так как , 1 ,{ | } ,s t t s tx X Np− =e  то
 
, , 1
, , 1 , ,
, , 1 1 =1
{ | }
ln ln = { 1}  .
1 { | }
n ms t s t t
s i i t s j j t
s t s t t i j
p x X
I t a x b z
p N x X
−
−
− =
= > +
− −
∑ ∑
e
e
Тогда в качестве одного из возможных векторов начального приближения (0)sθ  для итера-
ционного алгоритма (13) примем
 
1
(0)
, , , ,
1 1
,
T T
s s t s t s t s t
t t
v Y Y Y
−
= =
  ′ ′θ =   
  
∑ ∑
где ,,
,
ln ;s ts t
s t
x
v
N x
+ g
=
− + g
1( { 1} , ) , ;
n m
t t tY I t X Z R t
+
− ′ ′ ′= > ∈ ∈ 0g >  – некоторая достаточно малая 
константа для регуляризации вычислений .
Результаты компьютерного моделирования. Компьютерные эксперименты проводились 
на модельных данных . Рассматривалась модель (1)–(3) при 10, {0,1,  . . .,10},N A= =  3,n =  
{1, 2, 3},S =  0,m =  1 ( 0,2, 0,08, 0,05) ,= − −θ ′  2
( 0,06, 0,15, 0,08) ,= − −θ ′  3 (0,01, 0,05, 0,2)  .′= − −θ  
Статисти ческие оценки параметров, полученные по 50T =  наблюдениям, имеют вид
 
  
1 2 3( 0,17, 0,0007, 0,03) , ( 0,08, 0,14, 0,05) , (0,03, 0,03, 0,29)  .′ ′ ′= − = −θ θ− −θ − =
На рисунке представлен график зависимости выборочной среднеквадратической ошибки 
оце нивания параметров в зависимости от длительности наблюдений T ( [20, 300]T ∈ ) по методу 
Монте-Карло:
 
 { } 2 ( ) 2
1
1
|| || ,
M k
kM =
δ = θ − θ = θ − θ∑ e
где 
( )k
θ  – оценка максимального правдоподобия параметров по k-й реализации пространствен-
но-временных данных; θ – истинное значение параметров; 1000M =  – количество реализаций 
Монте-Карло . Рисунок иллюстрирует состоятельность построенной оценки параметров  .θ
Среднеквадратическая погрешность ОМП модели (1)–(3)
Заключение. В сообщении разработана биномиальная условно авторегрессионная модель на 
основе пространственно-временных данных . Доказано, что данная модель является неоднород-
ной векторной Марковской моделью . Исследованы вероятностные свойства модели и построены 
оценки максимального правдоподобия параметров модели . Проведены компьютерные экспери-
менты на модельных данных .
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