In this paper, we are concerned with the existence of solutions 
Introduction and statements of main results
In this paper we consider the existence of solutions to the following nonlinear Schrödinger equation 1) where N 3 and 1 < p < N+2 N−2
. From the physical point of view, one of the most interesting solutions of (1.1) should be of finite energy, namely, the solutions u ∈ H 1 (R N ) are required. Such solutions are called as bound states (this definition can be found in [3] and so on).
Considerable attention has been paid in recent years to the problem (1.1) for small ε > 0 since these solutions are known as semiclassical states, which can be used to describe the transition from Quantum to Classical Mechanics. In addition, as a specific consequence induced by the nonlinear term
p , the concentration of semiclassical states can happen at some points when ε → 0. We refer the readers to [2] [3] [4] [5] [6] [7] [8] [9] [10] 12, 13, 15, 18, 19, 25, 26, 28] and the references therein. In these works, it is usually assumed that there exist two positive constants v 0 and k 0 such that
hold true. This means that V (x) has a positive lower bound at infinity and K (x) is bounded.
Recently, Ambrosetti, Felli and Malchiodi in [3] (see also [24] and [27] for earlier results with ε = 1) considered the case in which potential V (x) may decay to zero at infinity. Concretely speaking, it is assumed that the smooth functions V (x) and K (x) satisfy the following restrictions Under these assumptions, the authors in [3] show that Eq. , the existence of ground states concentrating at a point x 0 with V (x 0 ) = 0 has been proved in [7] as ε → 0. In addition, if the potential V (x) decays to zero at infinity with the rate at most like (1 + |x|) −2 , V (x) and K (x) satisfy some certain conditions, and the power p in (1.1) is allowed in a wider range, bound states of (1.1) have also been obtained in [5, 6] by perturbed methods. An interesting question naturally arises (as pointed out in p. 11 of [4] ): In all the results discussed above, the potential is required to decay to zero at infinity at most like (1 + |x|) −2 , is it possible to handle potentials with faster decay, or compactly supported? In particular, it is illustrated in [4] that "clearly, the approach used so far can not be repeated. However, any result, positive or negative, would be interesting." In this paper, we will focus on this problem.
We assume that V (x) and K (x) satisfy:
(H 1 ) V (x) and K (x) are nonnegative smooth functions in R N .
(H 2 ) There exists a smooth bounded domain
We now state our first result, which answers the problem mentioned above (also see p. 11 of [4] ) when G(x) has a local positive minimum. 
(iii) In this paper, we only look for the bound states of (1.1) (not the ground states). As illustrated in Proposition 15 in [3] , under the assumptions (H 1 )-(H 3 ), the ground states of (1.1) may not exist.
with α > 2 and A > 0, and u is a positive solution of (1.1), then one gets u −
Adapting the argument of Lemma (H 1 ) in [16] , we can know that there exist two positive constants R ε and C ε depending on V (x) and ε such that
(1.5)
Thus, it is necessary to require N 5 in order to guarantee u(x) ∈ L 2 (R N ) and find the bound states of (1.1).
(ii) Here we emphasize that the choice of β < (p − 1)(N − 2) − 2 in (H 3 ) is motivated by the following results: Consider the Emden-Fowler equation 6) with N 3, p > 1.
If K (x) 0 in R N and satisfies for large |x|
then the oscillation theory (see p. 517 in [22] or p. 10 in [23] ) implies that (1.6) has no positive solution. Therefore, it seems to be plausible that we assume β < (p − 1)(N − 2) − 2 in (H 3 ) to guarantee the existence of positive solutions to (1.1). In fact, this assumption is also necessary. Otherwise, if the conditions (1.4) with α > 2 and (1.7) hold, then we can assert that (1.1) has no positive solution. With respect to the detailed proof on this assertion, one can see Lemma A.1 of Appendix A.
Next, we consider two cases that V (x) is bounded below by A 1+|x| α with α = 2 and 0 < α < 2. Here one should note that K (x) will be required to satisfy different growth conditions for α = 2 and 0 < α < 2 respectively.
N , here A, k 1 and k 2 are positive constants.
here 
is a suitable constant which will be chosen in the proof procedure of Theorem 1.1 (one can see (4.21) of Section 4 in this paper). Such a modification is due to the following reasons: (i) we hope that f ε (x, u) coincides with K (x)u p for the positive u, this naturally yields that one should put the term u ε hold outside Λ. Here we point out that modifying the nonlinear term of (1.1) has also been used in [5, 10, 12, 13] and [19] due to different applications, however, these modifications are different from ours because of the distinct characters of V (x). Next, to study the decay estimate of solution u ε of the modified equation, as in [3] or [15] , we will establish a concentration-compactness result and subsequently derive that the integral ε −N |x−ξ ε |>ερ 1 
Some preliminaries
In this section, we will recall some well-known facts for the reader's convenience and the later
The associated functional to (2.1) is defined as 
of (2.1), whose expression is derived in [28] . By use of the results in [26] and [28] , we know that G(ξ ) = inf u∈M ξ I ξ (u) holds, where M ξ is the Nehari manifold with
By [14, 16, 20] , up to translations, (2.1) has a unique positive ground state ω(
which is spherically symmetric and decays exponentially at infinity. Let E ε be a class of weighted Sobolev space as follows
The norm of the space E ε is denoted by
Next, we give a weighted Sobolev embedding inequality, which will be used frequently later on. 
where Λ is given in the assumption (H 2 ).
Then it follows from the Sobolev embedding theorem that
where the embedding constant C ε,p depends only on p and the uniform conic property of Λ ε (see Lemma 5.14 and Corollary 5.16 of [1] ). This implies that C ε,p can be uniformly controlled by a suitable
On the other hand, by the hypotheses (H 1 ) and (H 2 ), one can deduce that V (x) and K (x) are positive functions in a neighborhood of Λ. Thus, for some fixed constant r 0 > 0, there exist positive constants
and 
Existence of critical points of the modified equation
For the requirements to prove Theorems 1.1 and 1.2, we will modify Eq. (1.1) and then discuss the existence of critical points to the modified equation. This kind of technique is often used in the study of the nonlinear elliptic equations, for instance, one can see Ref. [12] or Chapter 12 of [17] .
For the proof of Theorem 1.1 we define the function f ε (x, ξ) as follows:
where ξ + = max{ξ, 0} and θ 0 > 2 whose further restrictions will be stated later in (4.21) of Section 4; while for the proof of Theorem 1.2 we define the function f ε (x, ξ) to be:
where θ 0 > 2 is a number (without further restrictions on it). It is easy to know that f ε (x, ξ) satisfies the following global Lipschitz condition with respect to ξ ,
where χ Λ (x) represents the characteristic function of the set Λ. Obviously, g ε (x, ξ) has a local Lipschitz property in the variable ξ due to (3.2).
We now consider the following modified equation
The associated functional to Eq. (3.3) is
where For u ∈ E ε , we have
Thus, it follows from (2.4) and (3.4) that I ε (u) is well defined on E ε . Moreover, one can easily infer I ε ∈ C 1 (E ε , R).
Next we verify that the functional I ε of the modified equation (3.3) satisfies the Palais-Smale condition.
Then {u n } has a convergent subsequence.
Proof. Arguing as in the proof of (3.4), we find 0
In this lemma, O (1) and o(1) denote by bounded and vanishing quantities as n → ∞, respectively. Inserting (3.4) and (3.5) into (3.6) and eliminating the therm
which leads to the boundedness of {u n } in E ε .
, then the boundedness of {u n } in E ε implies that there exists u 0 ∈ E ε satisfying, after passing to a subsequence if necessary,
Next we focus on showing u n ε → u 0 ε , which and (3.7) lead to the desired strong convergence of {u n } in E ε .
Using I ε (u n )u 0 → 0 and taking into account (3.7), we conclude
In addition, from (3.6) and the boundedness of {u n }, we have
Since by use of (3.8) and (3.9), we find 12) and for any R > 0 (without loss of generality, let Λ ⊂ B R ), 13) where B R denotes the ball centered at the origin with radius R.
Thus, in order to obtain u n ε → u 0 ε , it follows from (3.10)-(3.13) that we only need to prove: for any given δ > 0, there exists R > 0 such that for all n In fact, it is enough to check the first inequality only in (3.14) since the second one is similar. As in the proof of (3.4), we have
The last estimate follows from the choice of θ 0 > 2 and the boundedness of {u n }. Thus, the proof of Lemma 3.1 is completed. 2
Given small ε > 0, by the virtue of (2.4) and (3.4) , there is a number r > 0 such that
Next, choosing a nontrivial smooth function ϕ with support contained in Λ, then we can derive from p > 1 that
Hence I ε has the Mountain-Pass geometry. It follows from the standard Mountain-Pass Theorem 
, and this means u − ε ≡ 0 and u ε 0 hold in R N . In Section 4, it will be shown that u ε vanishes at infinity, thus it follows from the maximum principle that u ε > 0, which will satisfy the requirement on the positivity of u in (1.1).
In the following lemma, we intend to obtain an upper estimate of c ε so that we can estimate 
and |η (t)|
. Choose ξ ∈ M and set
is the unique positive ground state of (2.1) which is spherically symmetric about the origin. Noting that w ε is compactly supported in Λ, then one can get F ε (x, t w ε ) = 0 for all t 0, and there exists a sufficiently large R > 0 such that I ε (R w ε ) < 0. This implies that the
are smooth functions and ω decaying exponentially at infinity, we deduce
Hence, by use of the transformation of variable y =
x−ξ ε , for 0 t 1, we arrive at
As in the argument of [26] or [28] , we can get (1)) and the proof is completed. 2
For ε > 0, the solution manifold of (3.3) is
Denote the ground energy associated with (3.3) by c * ε = inf u∈M ε I ε (u). It follows from u ε ∈ M ε and I ε (u ε ) = c ε that c * ε c ε holds. Next, we give the estimates on ε −N inf u∈M ε u 2 ε , which will be applied in the proof of Proposition 4.1. Proof. By (2.4) and (3.5), one arrives at, for u ∈ M ε ,
By use of p > 1, (3.19) means that there exists a positive number c 1 independent of ε such that ε −N u 2 ε c 1 for u ∈ M ε . Namely, we obtain the first inequality of (3.18). It follows from (3.4) and (3.19) 
By (3.10) and c * ε c ε , we have
Thus the proof of Lemma 3.4 is completed. In this section, first we state a concentration-compactness result-Proposition 4.1, from this we can establish an integral estimate on the solution u ε to the modified equation (3.3) . Based on this integral estimate together with the one-sided Harnack inequality, we can derive the pointwise decay of the solution u ε as in [3] . By these estimates, we can show g ε (x, u) ≡ K (x)u p and complete the proof of Theorems 1.1 and 1.2.
Let {u ε } be the solutions obtained in Lemma 3.2. Now we state Proposition 4.1. Since its proof is lengthy, it will be postponed in Section 5. 
In the following three lemmas we only study the decay estimates of u ε under the condition V (x) 
Take ε 2 = min{ε 1 (ν 0 ), 
with R n,ε = e cεn and letñ >n be integers such that
By the second inequality of (4.3), one gets R n,ε Rn ,ε 2 and n n, and this also yields 
Proof. For ε < ε 2 , it follows from a straightforward computation that
This yields
From the choice of c, one has for ε < ε 2 and n n n+1,ε
for all x in R n,ε |x − ξ ε | < R n+1,ε . Note that ∇χ n,ε is supported in R n,ε |x − ξ ε | < R n+1,ε , the above two estimates imply, for ε < ε 2 and n n,
(4.9)
By (4.8), we have
Next we estimate |II|. Clearly, we only need to consider the case Λ ∩ Ω n,ε = ∅. In this situation there is a set Σ n,ε such that Λ ⊂ Σ n,ε ⊂ Λ r 0 , and Σ n,ε ∩ Ω n,ε has a uniform cone property.
Arguing as in (2.4), one gets
In addition, by use of (4.5), we arrive at Σ n,ε ∩ Ω n,ε ⊂ R N \ B ερ 1 (ν 0 ) (ξ ε ) for ε < ε 2 and n n. Thus, it follows from (4.1) and the definition of ν 0 that for those x and n described in the assumptions of this lemma. In addition, by use of (4.7), one has
Iterating the above process and applying (4.2) yields provided that ε is small.
Proof. By (3.3), one knows that v ε (x) = u ε (εx) is a classical solution of the following equation
where χ ε is a characteristic function of Λ ε = {ε −1 x: x ∈ Λ}.
Denote by Λ ε 
By (2.6), one sees that c ε (x) has an L ∞ bound max{K 1 c p−1 ∞ , ε 3 }, which is independent of small ε.
By use of (4.17), we obtain for all nonnegative φ(
The last inequality follows from v ε > 0 and (3.1). This means that v ε is a weak subsolution of v + c ε (x)v = 0. By Theorem 8.17 in [17] , there is a constant C 2 depending only on d 0 , the space dimension N and the L ∞ bound of c ε (
where
and the integer n with R n+2,ε |x − ξ ε | < R n+3,ε , a direct calculation yields R n+2,ε − R n+1,ε εcd 0 4 for small ε. Thus B εcd 0 (x) ⊂ Ω n+1,ε . Noting that the embedding constant
) is independent of n, then it follows from (4.18) and (4.13) that Proof. Under the assumption (H 2 ), we know that (2.6) holds. By the choice of c we find that (4.7) holds for those n withn n ñ. Repeating the arguments in the proof of Lemma 4.2, (4.6) holds true for such n. By use of (4.15) and
, we have B εcd 0 (x) ⊂ Ωñ +1,ε for small ε. Arguing as in the proof of (4.19), we get
Then for any number θ 1, there exists ε 3 > 0 depending on ε 2 and θ such that for ε < ε 3 ,
Remark 4.2. If the assumptions (H 1 ), (H 2 ) and V (x)
A 1+|x| α with 0 < α < 2 hold, then we can choose 
provided that ε is small. Here we omit the details.
Next we start to prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. It follows from the assumption (H 3 ) that there exist numbers θ 0 and σ 0 satis-
here σ 0 is less than but very near the number N − 2.
Define the following comparison function
It is easy to know that
for small ε. Recalling v ε (x) = u ε (εx) vanishes at infinity, then it is also true for Z . Using and sufficiently small ε
then, by the maximum principle we deduce u ε
, which and the uniform boundedness of ξ ε imply we aim to prove the uniform compactness of measure sequence {μ n } relating to the modified equation, and subsequently we complete the proof on Proposition 4.1, here μ n is defined as
below). The proof will be carried out in the spirit of the corresponding arguments in [9] and [28] , where the measure sequence {μ n } related to the original equation (1.1) other than to its modified equations is considered, in particular, the restriction V (x) > C > 0 is essentially posed in [9] and [28] . By this restriction, the proof on the impossibility of dichotomy with respect to {μ n } can be simplified somewhat by use of Lemma III.1 of Part 1 in [21] (the illustrations will be given in Remark 5.1 below). In our setting V (x) > C > 0 is not guaranteed, then this will bring us some concrete troubles for the argument on the compactness of {μ n }, for example, it seems that we should use the more general conclusion Lemma I.1 of Part 1 in [21] instead of its variants, and this makes the related analysis on the dichotomy of μ ε become more involved. Note also that, unlike the results in [9] and [28] , where the measure sequence {μ n } corresponding to ground states of (1.1) concentrates on the "global" minimum points of the ground energy function G, the measures {μ n } corresponding to the bounded states in our setting concentrate only on the "local" minimum points of G.
Given u ∈ M ε (see (3.17) for definition), for any Ω ⊂ R N , we define the measure μ u as follows
where εΩ = {εx: x ∈ Ω}.
By use of (3.18), we have
This means that there exist ε n → 0 as n → ∞, u n ∈ M ε n and
where μ n stands for μ u n .
Denote by v n (x) = u n (ε n x). It follows from (3.19) and (5.3) that v n satisfies
Now by the concentration-compactness lemma of P.L. Lions (see Lemma I.1 in [21] ), up to a subsequence, {μ n } satisfies one of the following three mutually exclusive possibilities:
ν. that the dichotomy (ii) can be replaced by the following convenient way: There exist a constant
N , ρ n → +∞ and two nonnegative measure sequences {μ
This result has been applied in [9] and [28] to rule out the possibility of dichotomy.
To prove Proposition 4.1, first we rule out the possibility of vanishing.
Lemma 5.1. For small ε > 0, the vanishing property (i) does not occur.
Proof. First, we show that there is a positive integer m independent of ε such that for
where ε < r 0 , C 1 and r 0 are the constants given in (2.4) and (2.6) respectively. Arguing as in the proof of (2.4) and using the definition of μ u , we have for any ξ ∈ Λ,
Covering Λ by a family of balls with radius ε in such a way that any point of Λ is contained in at most m balls of the family (the integer m is only related to space dimension N, see [11] or [21] ), and summing the last inequality over the mentioned family of balls yield
where Λ r 0 is an r 0 -neighborhood of Λ. This means that (5.9) is true. Then combining (3.5) with (5.9) yields for u ∈ M ε
Noting u ε = 0 for u ∈ M ε , then there exists a constant c > 0 such that
for ε sufficiently small. In particular, sup ξ ∈Λ μ n (B 1 (ε −1 n ξ)) c > 0 holds for the large n in (5.3) . Thus, the possibility of vanishing cannot occur. 2 Proof. We will use the contrary method to show Lemma 5.2. Namely, we assume that there exists
}, there exist ρ > 0, {ζ n } ⊂ R N and ρ n → ∞ as n → ∞ such that (5.6) and (5.7) hold. In order to derive the contradiction, first we prove the following assertion.
Assertion. For any ν described above, there exists an integer
Indeed, if (5.11) was not true, then up to a subsequence, dist(ε n ζ n , Λ) r 0 hold for all n.
This yields that there exists an integer l satisfying 1 l L such that
, 0 η n 1 and |∇η n | 2. Set φ n = η n v n , then a simple computation yields
Noting that ε n A n ⊂ Λ r 0 holds for n > N 2 , then it follows from (2.6), the estimate above, (5.12) and the choice of L that
Combining (5.7) with (5.13) yields
(5.14)
In addition, by (3.5) and (5.4), we have for large n and (5.14)-(5.16) that
) ∈ M ε n (one notes that φ n ≡ 0 by (5.16)), then we can assert θ n 1 + o(1) as in [28] , here o(1) represents a vanishing quantity as n → ∞.
Indeed, by θ n φ n (
By use of (5.17) and (5.18), one has
This means together with (5.15) that
In addition, it follows from (3.5), (5.14) and a direct computation that 
By use of (5.16), we arrive at
This leads to
Thus, by (5.17) , the definition of b 1 in (5.3) and (5.21), we get for large n
this is contradictory with ν < b 2 4 , then the assertion (5.11) holds true. Based on the result in Assertion, next we start to prove Lemma 5.2. By the hypothesis of dichotomy, for each positive integer k satisfying 1 k
N and ρ k n → ∞ as n → ∞ such that (5.6) and (5.7) hold. Thus, it follows from (5.11) that there exists N 1 ( 0 and we infer that from (5.6)
Let η k be smooth cut-off functions such that
Arguing as in the proof of (5.13) and taking into account (5.22) yield
Combining (5.6) with (5.23) leads to
Taking k → ∞, we get
Arguing similarly, we have, as k → ∞,
It follows from the proof procedure of (2.4) and (5.22) that 
Arguing as in the proof of (5.2) and taking into account (3.5) and (5.20)-(5.21) yield
(5.27) By (5.24)-(5.27), we easily derive that: for at least one λ (λ = 1 or λ = 2), the following inequality
Without loss of generality, we suppose (5.28) holds for λ (1) . From the definition of b 1 and (5.24), we get
this leads to a contradiction with b 2 ∈ (0, b 1 ) . Similarly, in the case of λ = 2, we can also obtain a contradiction. Thus the possibility of dichotomy cannot occur. 
By (5.29), one gets
. This and (2.4) yield 
Given ρ > 0, by (5.30) one can get ε n x + ε n ζ n ∈ Λ r 0 for x ∈ B ρ when n is large. Then it follows from (2.6) that for large n B ρ 
For simplicity of notation, let
We have Σ n ⊂ Ω n ⊂ {ε −1 n x: x ∈ Λ 2r 0 } for large n. For any ν > 0, the compactness of {μ n } implies that there exists ρ = ρ(ν) > 1 such that 
Noting u n ∈ M ε n and ν can be arbitrarily small, then one has where μ n is the measure corresponding to u ε n . By (5.36) and (5.37) one concludes that {μ n } cannot vanish and be compact. Using the same argument of Lemma 5.2, one deduces that dichotomy of {μ n } does not occur. Thus, we draw a contradiction to Lions's concentration-compactness principle and prove the validity of (4.1).
Next we prove (4.2). If contrary, then there is a sequence ε n → 0 as n → ∞ and a number ν 0 such that dist(ξ ε n , M) ν 0 > 0.
(5.38) Let μ n be measures corresponding to u ε n . By the argument above, {μ n } is compact. Repeating the argument in proving Lemma 5.3, up to a subsequence, there exists a sequence {ζ n } ⊂ R N such that μ n is centered at ζ n and ε n ζ n → ξ 0 ∈ M as n → ∞. The compactness of {μ n } and (5.36) imply that there exists a positive number ρ 0 independent of n such that |ζ n − ε −1 n ξ ε n | < ρ 0 . Hence |ε n ζ n − ξ ε n | < ε n ρ 0 → 0 as n → ∞ and therefore ξ ε n → ξ 0 ∈ M, this is a contradiction to (5.38). Therefore, the proofs on (4.1) and (4.2) are completed. Proof. We will use the contradiction method to prove Lemma A.1. That is, suppose that (1.1) has a positive solution u. Since (1.4) holds with α > 2, then as in Remark 1.2, one can find that u satisfies (1.5). Combining (1.4), (1.5) with (1.7) yields
where R > 0 is sufficiently large.
Together with Eq. (1.1), we have
Using oscillation criterion (see Theorem 3.41 in [22] , which is also valid for such a differential inequality), we conclude the last equation has no positive solution. This yields a contradiction. Thus, we complete the proof of Lemma A.1. Using some transformations and asymptotic properties of Bessel function (see (24) and (25) in [5] with some slight modifications), one finds that for α = 2, 
