• We want to transmit a message accurately along a "noisy channel", where there may be interference.
• If the received message contains errors, we want to decode it to recover the orginal transmitted message.
• If the possible messages are sufficiently "different", then this will be possible.
• What do we mean by "different"? If messages are strings of the same length, then the Hamming distance between two strings is the number of places in which they differ. For example, d H (001, 010) = 2.
• Formally, a code, C, is a set of strings of symbols ("codewords") chosen from some alphabet.
• The minimum distance of C is min
If C has minimum distance d, then C can correct r = d − 1 2 errors.
• "Good" codes have:
1. a reasonably large number of codewords;
2. a reasonably large minimum distance;
3. a usable decoding algorithm.
Note that properties 1 and 2 are mutually incompatible; for a fixed length and alphabet size, as the number of codewords increases they will become closer together, thus reducing the minimum distance. So a compromise will have to be found. Also, note that property 3 is independent of either of the first two! Our approach
• The usual approach to coding theory is to use linear codes, where the code is a kdimensional subspace of an n-dimensional vector space over a finite field, F q .
• Our approach is to use permutation groups, in the manner described below.
• Let G be a permutation group acting on Ω, where |Ω| = n.
• We can write elements of G as ordered n-tuples of distinct symbols from Ω, e.g. 2 3 1 7 9 4 6 8 5 ∈ S 9
• Can define Hamming distance as before.
• However,
• Thus the minimum distance is
the minimum degree of G.
• Also useful to us is the following notion:
Definition:
A base for G is a sequence of points (x 1 , . . . , x b ) from Ω such that its pointwise stabiliser is the identity.
• A consequence of this is that the action of g ∈ G on a base uniquely determines that element. This will be of use in our decoding algorithm -more on which later.
• The minimum degree and base structure are not always easy to determine, but for the following families it is straightforward.
Sharply k-transitive groups (of degree n)
Minimum distance: n − k + 1 (no two elements can agree on k or more points) Base structure: any k points C m S n acting on {1, . . . , m} n Minimum distance: m (fixed points occur in multiples of m) Base structure: n points, one from each copy of {1, . . . , m} GL(n, q) acting on F n q \ {0} Minimum distance: q n − q n−1 (fixed points sets: vector subspaces of F n q ) Base structure: a basis for F n q AGL(n, q) acting on F n q Minimum distance: q n − q n−1 (fixed points sets: affine subspaces of F n q ) Base structure: an affine basis for F n q A decoding algorithm
• If a received word contains r errors, then clearly it must contain n − r correct symbols.
• So, if these correct symbols lie in positions labelled by a base, we can decode successfully.
PROBLEM:
We can't necessarily tell in which positions the errors are.
SOLUTION:
We need a set of bases such that any combination of r error positions is disjoint from at least one base. We call this an uncovering-by-bases (UBB).
• Finding a UBB, in general, is not easy! At least, finding a "good" one (i.e. one that is relatively small) is not easy.
• For sharply k-transitive group (say of degree n), any k-tuple of points forms a base. So what we require is a set of k-subsets of {1, . . . , n} such that any r-set of errors is disjoint from at least one k-set.
In fact, what we have here is that the k-sets are the complements of the blocks of an (n, n − k, r)-covering design. (This is where the name "uncovering" comes from.) Clearly, the set of all k-subsets of {1, . . . , n} forms an uncovering, just not a very good one. However, finding an minimal one is more difficult and there is no general method.
• For other groups it is more complicated. To start with, you need to prove that a UBB actually exists, by showing that given an arbitrary set of r error positions, there is a base disjoint from it. This is non-trivial, but is straightforward. In the worst case, you would need a different base for each set of error positions. Actually finding a reasonably small UBB is much more difficult.
The decoding algorithm works as follows:
• Look in the positions of the received word, w, that are labelled by the first base in the UBB.
• If the symbols appearing are all distinct, identify the unique group element g (if it exists: existence is only guaranteed if the group is sharply ktransitive) that corresponds. (There are algorithms in computational group theory that do this.)
≤ r, then we have decoded.
If not, move to the second base and repeat the process.
The diagram describes this procedure. = 3 errors.
• Since any 5-tuple of points forms a base, we need a set of 5-subsets of {1, . . . , 12} such that any 3-subset is disjoint from at least one 5-set. An example is shown on the right. 1 2 3 4 5 1 2 6 11 12 1 3 7 8 9 1 4 6 7 10 1 5 8 9 11 2 4 8 9 12 2 5 7 10 11 3 4 7 11 12 3 5 6 10 12 3 6 8 9 11 6 7 8 9 10
Suppose we transmit g = 1 2 3 4 5 6 7 8 9 10 11 12
and receive w = 6 2 1 4 6 6 7 8 9 10 11 12 w has errors in positions 1, 3 and 5.
As the algorithm works through the uncovering, it outputs:
Error (repeated symbol); Error (repeated symbol); 6 3 1 4 12 2 7 8 9 5 10 11, which is distance 6 from w and is rejected; Error (repeated symbol); Error (repeated symbol); 1 2 3 4 5 6 7 8 9 10 11 12, which is distance 3 from w and is accepted.
