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Scalability of flying photonic quantum systems in generating quantum entanglement offers a po-
tential for implementing large-scale fault-tolerant quantum computation, especially by means of
measurement-based quantum computation (MBQC). However, existing protocols for MBQC in-
evitably impose a polynomial overhead cost in implementing quantum computation due to geomet-
rical constraints of entanglement structures used in the protocols, and the polynomial overhead po-
tentially cancels out useful polynomial speedups in quantum computation. To implement quantum
computation without this cancellation, we construct a protocol for photonic MBQC that achieves as
low as poly-logarithmic overhead, by introducing an entanglement structure for low-overhead qubit
permutation. Based on this protocol, we design a fault-tolerant photonic MBQC protocol that
can be performed by experimentally tractable homodyne detection and Gaussian entangling opera-
tions combined with the Gottesman-Kitaev-Preskill (GKP) quantum error-correcting code, which
we concatenate with the 7-qubit code. Our fault-tolerant protocol achieves the threshold 7.8 dB in
terms of the squeezing level of the GKP code, outperforming 8.3 dB of the best existing protocol
for fault-tolerant quantum computation with the GKP surface code. Thus, bridging a gap between
theoretical progress on MBQC and photonic experiments towards implementing MBQC, our results
open a new way towards realization of a large class of quantum speedups including those polynomial.
I. INTRODUCTION
Photonic quantum technologies [1–3] provide a plat-
form for generating multipartite quantum entanglement,
correlation that is characteristic to multipartite quantum
systems [4–6], on a large scale that can be useful for quan-
tum computation. Quantum computation offers advan-
tages over conventional classical computation in terms
of speedup in computational time [7, 8] and stronger se-
curity [9, 10], where whether the quantum speedup is
exponential or polynomial may depend on computational
tasks. Owing to the nature of photonic systems that fly in
space, photonic architectures can achieve the large-scale
entanglement generation through a time-domain multi-
plexing (TDM) approach [11], where different time do-
mains of light emitted continuously from a light source
are used many times, which are potentially unlimited, as
subsystems for an entangled state to be generated. Using
the TDM approach, the experiment in Ref. [12] has gen-
erated a continuous-variable (CV) 1-dimensional cluster
state on the scale of 1.2× 106 entangled modes, and the
experiments in Refs. [13, 14] have also generated large-
scale 2-dimensional CV cluster states.
Multipartite entanglement on this large scale mat-
ters to measurement-based quantum computation
(MBQC) [15, 16] and quantum error correction
∗Electronic address: hayata.yamasaki@gmail.com
(QEC) [17–20]. MBQC, also known as one-way quantum
computation, is a model of quantum computation imple-
mentable by generating a fixed multipartite entangled
state as a computational resource, followed by sequen-
tially measuring each subsystem of this resource entan-
gled state. In MBQC, the resource state is independent
of what to compute, the computation is conducted by
switching between measurements in different bases. To
achieve the quantum computation in a fault-tolerant way,
QEC is a key technique for suppressing noise-induced er-
rors in computation by redundantly representing a state
of a logical quantum bit (qubit) as an entangled state of
an adequate number of physical qubits. Besides several
strategies to implement photonic quantum computation
such as the Knill, Laflamme, and Milburn scheme [21]
and the loop-based architecture [22], the scalability of
the photonic architectures suggests a promising frame-
work of MBQC through the TDM approach, using the
large-scale entanglement generation for preparing the re-
source state, followed by immediate measurements of the
resource to execute the computation [3, 11–14], as illus-
trated in Fig. 1.
In this paper, we construct a low-overhead protocol
for implementing the fault-tolerant quantum computa-
tion using the photonic MBQC. Algorithms for quantum
computation are conventionally represented as quantum
circuits where quantum logic gates may act on arbitrary
qubits [23], but implementation of the algorithms in ex-
periments may incur an overhead computational cost due
to architectural constraints as well as QEC. For example,
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FIG. 1: Measurement-based quantum computation (MBQC)
through the time-domain multiplexing (TDM) approach.
Light sources continuously emit optical modes. Shifting the
timing by optical delay lines, we use different time domains
of the light from the sources as subsystems (blue and red
circles). We generate a resource state for MBQC by entan-
gling these subsystems. Detectors immediately measure the
resource state before decoherence. The resource state is in-
dependent of what to compute, and the MBQC is conducted
by switching between different measurements. In our MBQC
protocol, measurements are two types of homodyne detection
in the position and momentum quadratures, and entangling
operations can be Gaussian operations, while we concentrate
the technological challenge of introducing non-Gaussianity on
light sources, in the mode of which we encode qubits by means
of the Gottesman-Kitaev-Preskill (GKP) code.
Geometrically nonlocal gate 
to be implemented
             gates required for 
implementation per gate
FIG. 2: An example of polynomial overhead per implementa-
tion of a multiqubit gate on architectures with the constraints
of geometrically local interactions, such as superconducting
qubits. Suppose that N qubits depicted as circles are allowed
to interact only between those neighboring with respect to
a 2-dimensional geometrical constraint given by the square
lattice in the figure. One way to implement a geometrically
nonlocal two-qubit gate (red arrow) between distant qubits
(red circles) is to implement SWAP gates repeatedly between
neighboring qubits along the blue arrows, so that the state of
the two distant qubits can be brought to two neighboring
qubits on which the two-qubit gate is implementable using
the geometrically local interaction. In this case, the overhead
of implementation per gate is polynomially large O(
√
N) in N
and potentially cancels out polynomial speedups in quantum
computation such as those based on Grover search.
matter-based superconducting qubits [24, 25] arranged
on a 2-dimensional chip surface impose the constraints
of geometrically local interactions only between neighbor-
ing qubits on the surface. Within such an architectural
constraint on the geometry, the overhead in applying a
multiqubit gate to geometrically distant qubits can be
polynomially large in terms of the number of qubits to
mediate the distant interactions on the chip surface [26],
as illustrated in Fig. 2. While we may still achieve uni-
versal quantum computation only by geometrically lo-
cal two-qubit gates, rewriting a geometrically nonlocal
quantum circuit into a geometry-respecting circuit may
increase the size of the circuit for interacting geometri-
cally distant qubits; e.g., as shown in Fig. 2, the imple-
mentation of the SWAP gates repeated many times to
mediate interactions at a distance incurs additional com-
putational steps in the rewriting. The additional com-
putational steps (i.e., the additional circuit size) in the
implementation of quantum computation, compared to
the original geometrically nonlocal circuit, are referred
to as the overhead.
As for MBQC, whereas various multipartite entangled
states are known to serve as resources [27–44], MBQC us-
ing the existing resource states similarly produces poly-
nomial overheads since the resource states for MBQC are
conventionally designed to be generated within the con-
straints of geometrically local interactions [146], which
would be relevant to the matter-based architectures, such
as the superconducting qubits, or to spin systems ap-
pearing in condensed matter physics. For example, the
cluster state [27–29], that is, a graph state represented
as a 2-dimensional square lattice, can be generated by
geometrically local interaction with respect to a square
lattice. To implement a given geometrically nonlocal cir-
cuit by MBQC using the cluster state, we need to rewrite
the given circuit into a circuit only with the geometri-
cally local two-qubit gates that are implementable us-
ing the cluster state. Due to this rewriting, similarly
to Fig. 2, MBQC using the cluster state incurs a poly-
nomial overhead. In general, the overhead arising from
2-dimensional, or d-dimensional, geometrical constraints
scales polynomially O(Nα) in terms of the number N of
the qubits in the circuit [26], where α > 0, and hence
causes polynomial overhead in implementing quantum
computation.
These polynomial overheads in implementing quan-
tum computation are problematic because the polyno-
mial overheads, totally or partially, cancel out promis-
ing polynomial speedups of quantum computation that
have potential social impacts, such as those for NP-hard
combinatorial optimization [45, 46], recommendation sys-
tems [47–49], machine learning [50–52], and a general
class of quantum speedups based on Grover search [53].
Indeed, it has been an actual issue in Refs. [54–56] how
to compile a given geometrically nonlocal circuit into a
circuit respecting the given geometry for an implementa-
tion at a small (yet polynomial) overhead cost, while the
optimization in this compilation is computationally hard
in general [57–60]. In contrast with the matter-based ar-
chitectures with the geometrical constraints, the flying
photonic systems are essentially free from the geometri-
cal constraints. However, as long as we use the resource
states for MBQC that are generated by the geometry-
respecting interactions, the photonic MBQC suffers from
3the same problem of the polynomial overheads.
To overcome this problem, we here construct an
MBQC protocol optimized for the photonic MBQC and
achieving as low as a poly-logarithmic (polylog) over-
head in implementing any quantum circuit composed of
a computationally universal gate set, where no geomet-
rical constraint is assumed on the gates. In our protocol,
the resource state for MBQC is a multiqubit hypergraph
state that can be encoded into optical modes using the
Gottesman-Kitaev-Preskill (GKP) code [61], which en-
codes a discrete qubit into a CV mode. This MBQC
protocol is also implementable using discrete qubits, not
only using the CV mode with the GKP code. We refer
to the logical qubit encoded into the CV mode via the
GKP code as a GKP qubit, and to the physical CV state
of the GKP code as a GKP state.
While MBQC requires adaptive switching of measure-
ments to conduct the quantum computation, our MBQC
protocol switches only between two types of homodyne
detection of the optical mode in the position quadra-
ture and in the momentum quadrature. Significantly,
we can reliably perform this under current technologies
by applying a phase shift to the local oscillator used
in implementing the homodyne detection. Furthermore,
the resource state can be generated by experimentally
tractable Gaussian operations for entangling the opti-
cal modes from light source, given that the light source
can emit a GKP-codeword state denoted by |0〉 and a
GKP magic state denoted by
∣∣pi
8
〉
. Our strategy concen-
trates the challenge in implementing quantum computa-
tion on realization of the states |0〉 and ∣∣pi8 〉 of the GKP
code, which are non-Gaussian. Note that rather than
realizing both |0〉 and ∣∣pi8 〉, we can use a single source
that emits only one of the states |0〉 and ∣∣pi8 〉 to pre-
pare the other by Gaussian operations [62, 63]. Non-
Gaussian states and operations are technologically more
costly to use than Gaussian states and operations, but
non-Gaussianity is necessary for universal quantum com-
putation. The non-Gaussianity is also indispensable for
correcting errors in CV quantum computation [64], where
the use of the GKP code is well motivated due to its high
performance in QEC [65–67]. Advantageously, our re-
source state can be generated mostly using Gaussian op-
erations and GKP |0〉s similarly to the conventional mul-
tiqubit cluster states encoded by the GKP code; that is,
the required number of logical non-Clifford gates on the
GKP code for generating the resource state is kept small
so as to simplify the resource state preparation. Note
that as long as we take the advantage of implementing
MBQC only with homodyne detection, which performs
Pauli-basis measurements of GKP qubits for our resource
state, it is impossible to remove all the non-Clifford gates
from our resource state due to the Gottesman-Knill theo-
rem [68, 69]. The required logical non-Clifford gate, i.e.,
the controlled-controlled-Z (CCZ) gate in our case, can
be implemented by Gaussian operations on at most two
optical modes combined with GKP magic states
∣∣pi
8
〉
s.
This implementation of a CCZ gate may require a con-
stant additional implementation cost of non-Gaussianity,
but the cost of preparing a GKP magic state
∣∣pi
8
〉
is com-
parable to that of non-Gaussian |0〉 of the GKP code [63].
Owing to the periodicity of our resource state for MBQC,
we can generate the resource state by a non-adaptive op-
tical circuit of the Gaussian operations. Therefore, our
MBQC protocol can be implemented feasibly in the all-
Gaussian way as long as we can additionally realize the
GKP code as the source of non-Gaussianity, where no
other non-Gaussianity than the GKP code is necessary.
Our overhead reduction in MBQC is achieved by intro-
ducing an idea of sorting networks [70] into the entangle-
ment structure of our resource states for the MBQC, so
that the multiqubit state during the computation can
be rearranged in an arbitrary order at a polylog over-
head cost. As a result, the required number of non-
Gaussian GKP qubits for implementing our polylog-
overhead MBQC protocol is significantly small compared
to implementing the existing MBQC protocol with the
polynomial overhead. Moreover, owing to the entan-
glement structure for efficient qubit permutation, our
MBQC protocol does not require the computationally
hard compilation of a given geometrically nonlocal cir-
cuit into a geometry-respecting circuit.
Furthermore, based on this MBQC protocol, we con-
struct a fault-tolerant MBQC protocol that leads to
a QEC threshold outperforming that of the existing
leading-edge protocol for CV quantum computation. Fol-
lowing Refs. [71–74], we evaluate the threshold in terms
of the squeezing level of each non-Gaussian GKP state,
|0〉 and ∣∣pi8 〉, given initially by the source. A smaller
squeezing level of the GKP code means a worse ini-
tial quality of the GKP code, leading to more noise.
In contrast with the existing state-of-the-art technique
for fault-tolerant CV quantum computation that com-
bines topological QEC with the GKP code [72–76], we
use the concatenated 7-qubit code [23, 77, 78] to rep-
resent our GKP-encoded multiqubit resource state for
MBQC, discovering that not only the topological QEC
but also the concatenated QEC can provide a promis-
ing scheme for fault-tolerant CV quantum computation.
Significantly, our numerical calculation shows that our
protocol achieves the threshold 7.8 dB in terms of the
required squeezing level and outperforms the previous
leading-edge protocol with threshold 8.3 dB [73] in the
same noise model. With this threshold, our fault-tolerant
MBQC protocol is applicable to MBQC using an ar-
bitrary multiqubit resource state at a logical level, in
contrast with the existing fault-tolerant MBQC proto-
cols [32–35, 39, 40] requiring a fixed geometry of interac-
tion, such as the 3D square lattice for MBQC using the
3D cluster state. Applying this protocol to our resource
hypergraph state, we can achieve fault-tolerant MBQC
at a polylog overhead cost.
To improve the threshold, we introduce two new QEC
techniques for reducing errors that we need to suppress
in fault-tolerant computation with the GKP code. The
first technique reduces CV errors arising from variances
4of Gaussian functions representing a finitely squeezed
GKP state of a physical CV mode. Instead of a con-
ventional variance-reduction algorithm, we introduce a
technique to enhance performance of the variance reduc-
tion by adjusting variances of an auxiliary GKP qubit
used in the algorithm. The second technique reduces
bit- and phase-flip errors of GKP qubits at the logical
level of the GKP code. To achieve this, we establish a
low-overhead error-detection technique for post-selecting
constant-size building blocks for generating our resource
state in high fidelity, by using the 7-qubit code not only
as an error-correcting code but also as an error-detecting
code. Our protocol begins with preparing high-fidelity
building-block states by post-selection to attain high
fault tolerance, and then, we switch into deterministi-
cally transforming these building blocks into our resource
state to achieve low overhead asymptotically. Each post-
selection of the constant-size building block may incur
at most a constant overhead, and our MBQC protocol
including QEC is designed to achieve the polylog overall
overhead cost. Remarkably, the asymptotic scaling of the
overhead in QEC is the same as that of the existing low-
overhead protocols for fault-tolerant computation with
the 7-qubit code [79, 80] up to a constant factor. More-
over, we can reduce the constant factor of the overhead
by controlling a parameter of our fault-tolerant proto-
col depending on how much better squeezing level of the
GKP code we can realize than the threshold 7.8 dB.
Consequently, the combination of these MBQC pro-
tocols establishes a framework for realizing polylog-
overhead fault-tolerant quantum computation, without
canceling out a large class of quantum speedups in-
cluding those polynomial. Furthermore, the general-
ity of our protocols suggests a wide range of applica-
tions beyond implementing quantum computation; e.g.,
our polylog-overhead MBQC protocol can be useful for
achieving polylog overhead in blind quantum computa-
tion based on MBQC [9, 10], and our fault-tolerant re-
source preparation protocol is applicable to preparing
multipartite entangled states that serve as resources for
distributed quantum information processing over opti-
cal networks [6, 81–83]. Our results open up a route of
taking flight from the geometrically constrained architec-
tures, towards realizing quantum information processing
without canceling out not only exponential but also poly-
nomial quantum advantages in terms of speedup.
The rest of this paper is structured as follows. In
Sec. II, we provide preliminaries to the GKP code, uni-
versal MBQC, techniques for fault-tolerant CV MBQC,
and overhead cost in implementing quantum computa-
tion. In Sec. III, we introduce and analyze an MBQC
protocol using a multiqubit resource hypergraph state for
implementing quantum computation at a polylog over-
head cost. Based on this MBQC protocol, we construct
a protocol for achieving fault-tolerant MBQC in Sec. IV.
Our conclusion is given in Sec. V.
II. PRELIMINARIES
In this section, we provide preliminaries to this pa-
per. In Sec. II A, we recall the Gottesman-Kitaev-Preskill
(GKP) code and fix notations for continuous-variable
(CV) quantum computation. In Sec. II B, we recall
the idea of measurement-based quantum computation
(MBQC) and clarify the definition of the universality
of MBQC. In Sec. II C, we summarize techniques for
quantum error correction (QEC) and fault-tolerant CV
MBQC. In Sec. II D, we define the overhead cost in im-
plementing quantum computation. The readers who are
familiar with the GKP code can skip Sec. II A, and those
who are familiar with MBQC can skip Sec. II B. The
readers who are interested only in Sec. III on our results
of polylog-overhead MBQC can skip Secs. II A and II C.
A. Gottesman-Kitaev-Preskill (GKP) code
In this section, we recall the GKP code. We first intro-
duce the notion of ideal GKP code, and then proceed to
introducing the approximate GKP code that we consider
in this paper.
Ideal GKP code: The GKP code [61] is a CV code
for encoding qubits into oscillators’ position quadrature
qˆ and momentum quadrature pˆ,
qˆ =
1√
2
(
aˆ+ aˆ†
)
, pˆ =
1√
2i
(
aˆ− aˆ†) , (1)
⇔ aˆ = 1√
2
(qˆ + ipˆ) , aˆ† =
1√
2
(qˆ − ipˆ) , (2)
and aˆ and aˆ† are the annihilation and creation opera-
tors, respectively, of a bosonic mode representing a CV
system [1, 2]. The GKP code is designed to correct dis-
placement errors in the qˆ and pˆ quadratures, and this
method of quantum error correction (QEC) can achieve
nearly optimal performance against Gaussian errors [65–
67]. Regarding notations on qubit-based quantum com-
putation [23], Pauli operators on a qubit are written as
X := |0〉 〈1|+ |1〉 〈0| , (3)
Y := i |1〉 〈0| − i |0〉 〈1| , (4)
Z := |0〉 〈0| − |1〉 〈1| . (5)
The X basis refers to{
|+〉 := 1√
2
(|0〉+ |1〉) , |−〉 := 1√
2
(|0〉 − |1〉)
}
, (6)
the Y basis refers to{
1√
2
(|0〉+ i |1〉) , 1√
2
(|0〉 − i |1〉)
}
, (7)
and the Z basis refers to the computational basis
{|0〉 , |1〉} . (8)
5A one-qubit measurement in the X, Y , and Z bases is
called the X, Y , and Z measurement, respectively, where
the bit values 0 and 1 of the measurement outcome refer
to those corresponding to |0〉 and |1〉 in the Z measure-
ment, respectively, and to |+〉 and |−〉 in the X measure-
ment. The identity operator is denoted by 1.
Each codeword of a GKP code is ideally a superposi-
tion of infinitely many Gaussian states that are infinitely
squeezed. The simplest class of the GKP codes is the
one-mode square lattice GKP code, and its orthogonal
codewords corresponding to the Z basis {|0〉 , |1〉} are rep-
resented in terms of eigenstates |q〉 of qˆ as
|0〉 ∝
∞∑
s=−∞
∣∣q = 2s√pi〉 , (9)
|1〉 ∝
∞∑
s=−∞
∣∣q = (2s+ 1)√pi〉 , (10)
where we have qˆ |q = q˜〉 = q˜ |q = q˜〉 for any q˜ ∈ R. In
this case, the codewords corresponding to the X basis
{|+〉 , |−〉} are represented in terms of eigenstates |p〉 of
pˆ as
|+〉 := 1√
2
(|0〉+ |1〉) ∝
∞∑
s=−∞
∣∣p = 2s√pi〉 , (11)
|−〉 := 1√
2
(|0〉 − |1〉) ∝
∞∑
s=−∞
∣∣p = (2s+ 1)√pi〉 , (12)
where we have pˆ |p = p˜〉 = p˜ |p = p˜〉 for any p˜ ∈ R. We
refer to the logical qubit encoded in this GKP code as
a GKP qubit, and a physical state of the GKP code as
a GKP state. As shown in Ref. [61], Gaussian oper-
ations [1, 2] suffice to perform Clifford gates on GKP
qubits, such as the H, S, and controlled-Z (CZ) gates
H :=
1√
2
(|0〉 〈0|+ |0〉 〈1|+ |1〉 〈0| − |1〉 〈1|) , (13)
S := |0〉 〈0|+ i |1〉 〈1| , (14)
CZ := |0〉 〈0| ⊗ 1 + |1〉 〈1| ⊗ Z
=
1∑
b1,b2=0
(−1)b1b2 |b1〉 〈b1| ⊗ |b2〉 〈b2| . (15)
These gates are implemented by symplectic transforma-
tions of quadratures
H : qˆ → pˆ, pˆ→ −qˆ, (16)
S : qˆ → qˆ, pˆ→ pˆ− qˆ, (17)
CZ : qˆ1 → qˆ1, pˆ1 → pˆ1 + qˆ2,
qˆ2 → qˆ2, pˆ2 → pˆ2 + qˆ1, (18)
where qˆ1, pˆ1 and qˆ2, pˆ2 are quadratures of the control and
target modes, respectively. Note that to implement Clif-
ford unitary transformations, instead of the CZ gate, we
p
⇡
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FIG. 3: Wigner functions of GKP states in the Z and X
bases of a GKP qubit, where each blue filled circle represents
a positive delta function δ, and each red circled X represents
the corresponding negative delta function −δ; e.g., |0〉 is rep-
resented by W (q, p) ∝∑s,t∈Z (−1)stδ (q −√pis) δ (p− √pi2 t).
The Z basis {|0〉 , |1〉} can be identified by measuring qˆ, where
the blue solid lines at 2
√
pi intervals represent the peaks of the
probability density function in measuring qˆ, while the proba-
bility vanishes on red dotted lines due to interference. The X
basis {|+〉 , |−〉} can be identified by measuring pˆ, similarly
to the Z basis.
can use the controlled-NOT (CNOT) gate, which we
also call the controlled-X (CX) gate
CNOT := |0〉 〈0| ⊗ 1 + |1〉 〈1| ⊗X, (19)
and the CNOT gate on GKP qubits is implemented by
CNOT : qˆ1 → qˆ1, pˆ1 → pˆ1 − pˆ2,
qˆ2 → qˆ1 + qˆ2, pˆ2 → pˆ2, (20)
where the notations are the same as those in (18).
The Z and X measurements of the GKP qubits can be
performed by measuring the quadratures qˆ and pˆ, respec-
tively, and hence can be implemented by the most com-
mon Gaussian measurement, homodyne detection [2].
The ideal GKP states in the Z and X basis are illus-
trated in Fig. 3 as Wigner functions, where the Winger
function of a density operator ψˆ is defined as
W (q, p) :=
1
2pi
∫ ∞
−∞
dx eixp
〈
q − x
2
∣∣∣ ψˆ ∣∣∣ q + x
2
〉
, (21)
and the probability density functions in measuring qˆ and
pˆ are represented, respectively, as〈
q
∣∣∣ ψˆ ∣∣∣ q〉 = ∫ ∞
−∞
W (q, p) dp, (22)〈
p
∣∣∣ ψˆ ∣∣∣ p〉 = ∫ ∞
−∞
W (q, p) dq. (23)
The Z measurement of a GKP qubit is implemented by
homodyne detection of qˆ, and the X measurement by
6|ψ〉∣∣pi
8
〉
X Z
S T |ψ〉
FIG. 4: A state-injection quantum circuit for applying the T
gate to any input one-qubit state |ψ〉. The circuit is composed
only of Clifford gates except the auxiliary qubit prepared in
the pi
8
state
∣∣pi
8
〉
defined as (26), where the Clifford gates on
GKP qubits can be implemented by Gaussian operations.
that of pˆ. In the ideal case of infinitely squeezed GKP
qubits for |0〉 in (9) and |1〉 in (10), from the measurement
outcome q˜ ∈ R of the homodyne detection, we can obtain
the logical bit value b˜ ∈ {0, 1} of the Z measurement of
the GKP qubit by
b˜ =
{
0 if q˜ ∈ {2s√pi : s ∈ Z} ,
1 if q˜ ∈ {(2s+ 1)√pi : s ∈ Z} . (24)
As for non-Clifford gates on GKP qubits, Ref. [61] pro-
vides protocols using Gaussian operations and an auxil-
iary mode prepared in a GKP Hadamard eigenstate, a
GKP pi8 state, or a cubic phase state for deterministically
performing T gates on a GKP qubit
T := |0〉 〈0|+ eipi4 |1〉 〈1| . (25)
In particular, the GKP pi8 state is defined as∣∣∣pi
8
〉
:= T |+〉 = 1√
2
(|0〉+ eipi4 |1〉) , (26)
and the T gate can be applied to any input state |ψ〉
by performing Gaussian operations that implement the
quantum circuit in Fig. 4 on GKP qubits. Using the
protocol for implementing T , we can deterministically
implement the controlled-controlled-Z (CCZ) gate, an-
other non-Clifford gate, on GKP qubits
CCZ :=
1∑
b1,b2,b3=0
(−1)b1b2b3 |b1〉 〈b1|⊗ |b2〉 〈b2|⊗ |b3〉 〈b3| ,
(27)
by a quantum circuit composed of Clifford gates (e.g., H,
S, and CZ), four T gates, and one auxiliary GKP qubit
prepared in |0〉 [84–86] (as we will see later in Fig. 27
in Sec. IV C), or by a quantum circuit composed of Clif-
ford gates and seven T gates without any auxiliary GKP
qubit [87, 88]. Similarly to
∣∣pi
8
〉
, we may write
|CCZ〉 := CCZ |+〉⊗3
=
1
2
√
2
1∑
b1,b2,b3=0
(−1)b1b2b3 |b1〉 ⊗ |b2〉 ⊗ |b3〉 .
(28)
In this paper, in addition to Gaussian operations, light
sources that can emit |0〉 and ∣∣pi8 〉 of GKP qubits are as-
sumed to be available, up to an approximation shown in
the following. Since |0〉 and ∣∣pi8 〉 of the GKP code can
be generated by Gaussian operations from
∣∣pi
8
〉
s and |0〉s
respectively [62, 63], one of these light sources are ac-
tually optional for universal quantum computation, but
to simplify the presentation, we assume that both are
available.
Approximate GKP code: The codewords of the
ideal GKP codes, such as the right-hand sides of (9)
and (10), are non-normalized and hence unphysical,
but this normalization problem can be circumvented by
considering a superposition of finitely squeezed states
weighted by a Gaussian envelope [61, 89]. In particu-
lar, we substitute |q〉 in (9) and (10) with a normalized
finitely squeezed vacuum state
Sˆ
(
− ln
√
2σ2
)
|vac〉 =
(
1
2piσ2
) 1
4
∫ ∞
−∞
dq e
− 1
2(2σ2)
q2 |q〉 ,
(29)
where |vac〉 is the vacuum state, Sˆ is the squeezing oper-
ator defined as
Sˆ (r) := e
r
2 (aˆ
2−aˆ†2), r ∈ R, (30)
and σ2 represents the variance of the Gaussian probabil-
ity density function obtained by measuring the state (29)
in the qˆ quadrature. Using the variance of |vac〉, i.e., 12 ,
as the reference, we may represent the squeezing level
corresponding to σ2 in terms of the decibel (dB)
−10 log10
(
2σ2
)
, (31)
where the negative sign is by convention [71]. To obtain
approximate GKP codewords, we consider the superpo-
sition of the squeezed vacuum states (29) displaced and
weighted by a Gaussian envelope in such a way that the
code space spanned by the codewords is symmetric, i.e.,
invariant under reversal of qˆ and pˆ. As a result, we have
the following standard form [89] of approximately orthog-
onal codewords of the symmetric approximate GKP code
that converges to those of the ideal GKP code as σ → 0
7|0〉 ∝
∞∑
s=−∞
∫ ∞
−∞
dq e
− 2σ2
2(1−4σ4)
(
2s
√
(1−4σ4)pi
)2
e
− 1
2(2σ2)
(
q−2s
√
(1−4σ4)pi
)2
|q〉
=
∞∑
s=−∞
e
− 2σ2
2(1−4σ4)
(
2s
√
(1−4σ4)pi
)2
Vˆ
(
2s
√
(1− 4σ4)pi, 0
)
Sˆ
(
− ln
√
2σ2
)
|vac〉
= Sˆ
(
− ln
√
1− 4σ4
) ∞∑
s=−∞
e−
2σ2
2 (2s
√
pi)
2
Vˆ
(
2s
√
pi, 0
)
Sˆ
(
− ln
√
2σ2
1− 4σ4
)
|vac〉 ,
(32)
|1〉 ∝
∞∑
s=−∞
∫ ∞
−∞
dq e
− 2σ2
2(1−4σ4)
(
(2s+1)
√
(1−4σ4)pi
)2
e
− 1
2(2σ2)
(
q−(2s+1)
√
(1−4σ4)pi
)2
|q〉
=
∞∑
s=−∞
e
− 2σ2
2(1−4σ4)
(
(2s+1)
√
(1−4σ4)pi
)2
Vˆ
(
(2s+ 1)
√
(1− 4σ4)pi, 0
)
Sˆ
(
− ln
√
2σ2
)
|vac〉
= Sˆ
(
− ln
√
1− 4σ4
) ∞∑
s=−∞
e−
2σ2
2 ((2s+1)
√
pi)
2
Vˆ
(
(2s+ 1)
√
pi, 0
)
Sˆ
(
− ln
√
2σ2
1− 4σ4
)
|vac〉 ,
(33)
where Vˆ (rq, rp) is the generalized Weyl-Heisenberg dis-
placement operator [89] defined as
Vˆ (rq, rp) := e
− i2 rqrpeirpqˆe−irq pˆ, rq, rp ∈ R, (34)
Vˆ (rq, 0) |q = 0〉 = |q = rq〉 , (35)
Vˆ (0, rp) |p = 0〉 = |p = rp〉 , (36)
Sˆ
(− ln√1− 4σ4) contributes to making the approxi-
mate GKP code symmetric, and by convention, we will
approximate 1− 4σ4 ≈ 1 to simplify the presentation in
this paper. Note that Vˆ (rq, rp) can be represented in
terms of the conventional displacement operator Dˆ (α)
as
Vˆ (rq, rp) = Dˆ
(
rq + irp√
2
)
, (37)
where Dˆ (α) is defined as
Dˆ (α) := eαaˆ
†−α∗aˆ, α ∈ C. (38)
When we measure a GKP qubit in the qˆ quadrature,
each finitely squeezed vacuum state in the superposition
of the approximate GKP codewords yields a Gaussian
peak in the probability density function of the real-valued
measurement outcome. For the symmetric GKP code, a
measurement in the pˆ quadrature yields Gaussian peaks
in the same positions as those in qˆ. In this regard, the
variances of the GKP qubit in qˆ and pˆ quadratures re-
fer to the variances of the squeezed vacuum state corre-
sponding to each of these Gaussian peaks. In particular,
for the symmetric approximate GKP code (32) and (33),
the squeezing level of the GKP code with the variance
σ2 is defined as (31). Note that as we will discuss in
Sec. II C, even if initialized symmetrically, a GKP qubit
during the computation may have different variances in
qˆ and pˆ quadratures, which we write as σ2q and σ
2
p, re-
spectively.
B. Measurement-based quantum computation
(MBQC)
In this section, we provide preliminaries to MBQC. We
first define MBQC and hypergraph states. Then, we give
a definition of complexity and universality of MBQC used
in this paper, where our definition of complexity is based
on the size of quantum circuits, rather than the depth
of the circuits. Finally, we describe properties of MBQC
protocols that may affect implementability of MBQC, es-
pecially when Clifford operations are more tractable than
non-Clifford operations as is the case of the GKP code.
MBQC and hypergraph states: MBQC [27–29] is a
model of quantum computation that is performed by ini-
tially preparing a multipartite entangled resource state,
followed by sequential quantum measurements of each
subsystem for this resource state [15, 16]. The resource
state for MBQC is independent of given computational
tasks, and the computation is driven by the measure-
ments whose bases and temporal order can be adaptively
chosen depending on the outcomes of previous measure-
ments. This adaptation of the measurements is necessary
for correcting byproduct operators, that is, randomly ap-
plied unitary transformations caused by previous mea-
surements. The classical process of determining next
measurements from the previous measurement outcomes
is called feed-forward.
Several protocols for MBQC are known, and different
protocols may use different families of resource states,
such as the cluster state [27–29], the brickwork state [30],
the graph states on the triangular lattice [31], the 3D
cluster states [32–35], the Affleck-Kennedy-Lieb-Tasaki
(AKLT) state [36, 37], the parity-phase (weighted) graph
states [38], and the crystal-structure cluster states [39,
40]. References [41–44] have shown that there also ex-
ist MBQC protocols using hypergraph states [90–92] as
8a resource, which will play a key role in our construc-
tion of MBQC protocols. Hypergraph states are multi-
qubit entangled states that are defined using mathemat-
ical structure of hypergraphs, including graph states [93]
as special cases. While a graph consists of vertices and
edges connecting two vertices, a hypergraph represents
a generalized structure consisting of vertices and hyper-
edges connecting any number of vertices. We may refer
to a hyperedge between two vertices of a hypergraph as
an edge between the two. Let
G = (V,E) (39)
be a hypergraph of M vertices, where
V = {v1, . . . , vM} (40)
is the set of vertices, and
E = {e1, e2, . . .} (41)
is the set of hyperedges satisfying for each e ∈ E
e = {vm1 , vm2 , . . .} ⊆ V. (42)
The hypergraph state for G is an M -qubit state denoted
by
|G〉 (43)
and obtained as follows: first, for each vm ∈ V , a qubit
labeled vm is initialized as |+〉vm , and then, for each hy-
peredge e = {vm1 , . . . , vmk} ∈ E and k = |e|, we apply a
generalized controlled-Z gate CkZ [91] to k qubits corre-
sponding to the k vertices vm1 , . . . , vmk in the hyperedge
e, where |e| denotes the cardinality of e, and
CkZ := 1vm1 ,...,vmk − 2 |11 · · · 1〉 〈11 · · · 1|vm1 ,...,vmk .
(44)
The generalized controlled-Z gate CkZ is symmetric un-
der permutation of qubits, and reduces to the Z gate, the
CZ gate, and the CCZ gate in the case of k = 1, 2, 3,
respectively. In the same way as the hypergraph states,
graph states are defined for graphs, i.e., a special class
of hypergraphs, where all the edges of the graphs corre-
spond to CZ gates. While graph states can be prepared
using only Clifford gates, that is, performing CZ gates
on |+〉s, a preparation of a hypergraph state may require
non-Clifford gates since the generalized controlled-Z gate
in (44) can be a non-Clifford gate such as the CCZ gate.
As graphs are special hypergraphs, we may also refer to
graph states as hypergraph states.
Universality and complexity of MBQC: In this
paper, especially in Sec. III, we will analyze the com-
plexity of our MBQC protocol defined based on sequen-
tial implementation. This definition especially matters
to photonic MBQC based on the TDM approach using
sequential resource state preparation and measurements.
We will also analyze required depths for resource state
preparation and measurements in Appendices A and B,
respectively.
We refer to the number of computational steps of an
MBQC protocol as the complexity of the MBQC protocol,
which consists of the preparation complexity, the quan-
tum complexity, and the classical complexity [94]. Our
definition of complexity is based on the size of quantum
circuits, rather than the depth of the circuits. The size of
a quantum circuit composed of a certain gate set refers
to the total number of elementary gates contained in the
circuit, that is, the time steps required for performing
the circuit under the condition that elementary gates in
the circuit are applied sequentially. The depth of a quan-
tum circuit refers to the minimal time steps required for
performing the circuit under the condition that at each
time step, only at most a single elementary gate can be
applied to each qubit, but elementary gates on disjoint
sets of qubits can be applied in parallel.
In particular, we define the complexity of the MBQC
protocol as follows. The preparation complexity refers to
the required size of the circuit for preparing the resource
state for the MBQC protocol from a fixed product state
|0〉 ⊗ |0〉 ⊗ · · · , where the resource state preparation in
this paper is performed using a gate set that can exactly
implement the unitary transformationsH, CZ, and CCZ
using a fixed number of the elementary gates, such as the
gate sets
{H,CZ, T} , (45)
{H,S,CZ,CCZ} . (46)
The quantum complexity of the MBQC protocol is the
required total size of quantum circuits for performing
measurements in appropriately adapted bases, that is,
for implementing each of these measurements in MBQC
by a unitary transformation followed by a measurement
in the computational basis. The classical complexity of
the MBQC protocol consists of the required total size of
classical circuits for describing the classical processes in
the protocol, which include preprocessing for obtaining
the description of the quantum circuit for implement-
ing the MBQC protocol from the given computational
problem, and also include feed-forwards for providing a
temporal order and bases of next measurements (i.e., the
measurement patterns) from the sequence of the previous
measurement outcomes.
To discuss the notion of universal MBQC, recall that
universality in the circuit model of quantum computa-
tion can be defined in two different ways, i.e., strict uni-
versality and computational universality. In the circuit
model, a fixed initial N -qubit state |0〉⊗N in the compu-
tational basis, i.e., the Z basis {|0〉 , |1〉}, is transformed
by a sequence of quantum gates in a given gate set, and
classical outcomes of the computation are obtained from
the final state of this unitary transformation by single-
qubit measurements in the computational basis. A gate
set is strictly universal if it can implement an arbitrary
N -qubit unitary transformation with an arbitrarily high
precision. A gate set is computationally universal if for
any output probability distribution of an N -qubit quan-
tum circuit composed of t gates in a strictly universal
9gate set, we can use a quantum circuit composed of the
computationally universal gate set to sample the classi-
cal outcomes according to this probability distribution
up to an error  in the total variation distance within
at most poly-logarithmic overhead in terms of N , t, and
1
 [95]. For example, the gate set {H,CCZ} is not strictly
universal since it cannot generate a quantum state hav-
ing imaginary coefficients with respect to the computa-
tional basis, but {H,CCZ} is computationally univer-
sal [96]. We can rewrite any quantum circuit composed
of the H gate and the controlled-S (CS) gate, which is
strictly universal, as the corresponding circuit composed
of {H,CCZ} at a constant overhead cost [95]. Using
this fact, we can rewrite any quantum circuit composed
Clifford gates and the T gate as the corresponding cir-
cuit composed of {H,CCZ} within a polylog overhead
in terms of N , t, and 1 , while the gate sets {H,CS}
and {H,CCZ} cannot exactly implement the T gate at
a constant overhead cost [97].
As for universality in MBQC, we use a definition of
universality that corresponds to the computational uni-
versality in the circuit model. We call a family of quan-
tum states a universal resource for MBQC if there exists
a protocol for MBQC using a state in this family for
simulating any N -qubit D-depth quantum circuit com-
posed of a computationally universal gate set within a
polynomial number of computational steps in terms of
N and D [98, 99], where the simulation of the circuit
in this paper refers to sampling the classical outcomes
from the output probability distribution of the circuit,
and the resource states used in the protocol depend only
on N and D and are independent of the N -qubit D-depth
quantum circuit. This definition of universality is called
efficient CC-universality in Ref. [94], where CC refers to
classical inputs and classical outputs, while universality
in the sense of performing arbitrary unitary transforma-
tions [94, 100] is different from this definition of universal-
ity. Note that this definition of universal resources based
on deterministic and exact simulation of quantum cir-
cuits suffices for this paper, while generalization to prob-
abilistic or approximate simulations is straightforward.
Implementability of MBQC: The choice of resource
states for MBQC crucially affects implementability of the
MBQC protocols. In particular, it is not necessary for
universal MBQC with multiqubit resource states to real-
ize arbitrary single-qubit rotation in implementing mea-
surements, but a restricted subclass of the rotation may
suffice. For example, it suffices to use measurements
in bases on the XY -plane for MBQC with the cluster
state [101] and the brickwork state [30], to use Pauli-X,
Y , and Z measurements for MBQC with the hypergraph
states in Refs. [41, 43], and to use Pauli-X and Z mea-
surements for MBQC with the parity-phase (weighted)
graph states [38] and the hypergraph state in Ref. [44].
A resource state for universal MBQC only with measure-
ments in Pauli bases is called Pauli universal. Although
resource states can be prepared by a fixed quantum cir-
cuit before we decide what to compute, measurement
bases in MBQC are needed to be adapted by feed-forward
processes and cannot be fixed before the computation.
In this regard, measurements are online operations in
MBQC, and the required measurement bases for MBQC
should be suitably chosen so that these measurements can
be faithfully realized in experiments. Such suitable mea-
surement bases may depend on a given physical system
used for implementing MBQC; e.g., for superconduct-
ing qubits where the Z basis is the energy eigenbasis, X
measurements are not particularly easier to implement
than those in other bases on the XY -plane. But in cases
of photonic GKP qubits, experimentally tractable homo-
dyne detection corresponds to Pauli measurements such
as Z and X measurements on GKP qubits. Thus, aiming
at MBQC using GKP qubits, we will provide universal
resources for MBQC only with Z and X measurements
in Sec. III.
In addition to the measurement bases, there is an-
other factor affecting implementability of MBQC pro-
tocols, that is, the required number of costly elemen-
tary gates to realize in experiments for generating the
resource state. Whether a gate is costly or not may
depend on the physical system. In MBQC using pho-
tonic GKP qubits, the costly gates on the GKP qubits
in preparing resources are logical non-Clifford gates on
the GKP qubits. Note that non-Clifford gates cannot be
completely removed from a quantum circuit for prepar-
ing Pauli universal resources [41]; otherwise, i.e., if only
Clifford gates were used for both resource state prepa-
ration and measurements in MBQC, the whole MBQC
could be efficiently simulated by a classical computation
due to the Gottesman-Knill theorem [68, 69]. Hence in
this paper, we will also discuss an advantage of our re-
source states in terms of the required number of logical
non-Clifford gates, in particular, the CCZ gates, for the
resource preparation.
C. Quantum error correction (QEC) for photonic
MBQC
In this section, we present preliminaries to quantum er-
ror correction (QEC) in this paper. We first fix our noise
model and describe how to perform fault-tolerant MBQC
using the GKP code. In fault-tolerant computation using
GKP qubits, we need to suppress two types of errors; one
is variances of finitely squeezed GKP qubits that may ac-
cumulate as computation proceeds, and the other is the
bit- and phase-flip errors in the GKP qubits as a result of
this finite squeezing. Then, we recall the definition of 7-
qubit code, which we use to correct the bit- and phase-flip
errors of the GKP qubit. QEC for GKP qubits is differ-
ent from that for discrete qubits in that we may correct
the bit- and phase-flip errors of GKP qubits using analog
information that is given by real-valued outcomes of ho-
modyne detection, in addition to digital information of
discrete bit values that can be estimated using the strat-
egy (49) below. The use of analog information leads to
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an improved QEC performance. Thus finally, we review
the following techniques for GKP error correction that
we will use in combination:
• Single-qubit quantum error correction (SQEC),
which reduces accumulated variances for a data
GKP qubit during computation using an auxiliary
GKP qubit [61, 73];
• Highly reliable measurements (HRMs), which
uses post-selection to decrease the probability of
misidentifying the bit value of the measurement
outcome of a GKP qubit [72, 73];
• Analog quantum error correction (AQEC), which
uses analog information to improve the perfor-
mance of QEC in deciding the logical bit value of
the outcome of a logical measurement on a multi-
qubit quantum error-correcting code concatenated
with GKP qubits [65].
Noise model and QEC in fault-tolerant MBQC
using the GKP code: To realize scalable quantum
computation, it is indispensable to perform quantum er-
ror correction (QEC) [17–20] for attaining fault tolerance.
One way to achieve fault-tolerant MBQC is to represent
the resource state for MBQC as a logical state of a quan-
tum error-correcting code. For example, MBQC proto-
cols using the 3D cluster state [33–35] combine the clus-
ter state with the surface code for topological QEC [102–
104], where syndrome measurements for QEC can be per-
formed by measuring qubits for this resource state. This
technique of embedding a quantum error-correcting code
in resource states is called foliation [105]. In QEC, the
failure probability refers to the probability for a QEC
protocol to fail to recover from the errors induced by the
noise. The noise model determines how the errors may
occur, and the threshold is the amount of noise below
which we can arbitrarily suppress the failure probabil-
ity in QEC. Notice that the threshold should be re-
garded as a rough standard for quantifying how highly
fault-tolerant a protocol is, since the fault-tolerant pro-
tocols usually incur impractically large overheads near
the threshold; however, the threshold is useful for com-
paring the performance of different protocols in terms of
fault tolerance.
In this paper, we use the same noise model as the ex-
isting works [71–74], where the amount of noise is quanti-
fied by the squeezing level of initial states of a GKP qubit
given by the approximate GKP code shown in Sec. II A.
Note that Refs. [71–74] and this paper use the same
approximate GKP code based on the one-mode square
lattice GKP code. In this noise model, the smaller the
squeezing level, the worse the quality of the approximate
GKP code, which leads to more noise. The threshold in
this paper is defined as the infimum of the squeezing level
of the GKP qubit that a fault-tolerant protocol can use
to reduce the failure probability to as small as desired.
In particular, we assume that we can initialize each
GKP qubit in |0〉 or ∣∣pi8 〉 ∝ |0〉+eipi4 |1〉 using the approx-
imate GKP code with a fixed nonzero variance σ2 in qˆ
and pˆ quadratures, where |0〉 and |1〉 are defined as (32)
and (33), respectively. We regard the variance σ2 as a
main source of noise for simplicity, abstracting effects of
other possible noise sources such as loss and imperfection
in Gaussian operations and homodyne detections, while
these effects may also be taken into account in terms of an
increase of σ2 [73]. Even though Gaussian operations are
noiseless in this model, the variances of GKP qubits accu-
mulate as the computation proceeds with implementing
logical gates using the Gaussian operations. To calculate
the accumulation of the variances of GKP qubits feasibly,
in place of a GKP state consisting of multiple Gaussian
peaks, we may perform the calculation approximately for
a single Gaussian function representing each peak in the
same way as Ref. [71–74]; e.g., given two GKP qubits la-
beled 1 and 2 with variances
(
σ21,q, σ
2
1,p
)
and
(
σ22,q, σ
2
2,p
)
,
respectively, the variances of the two GKP qubits changes
by applying the CZ gate according to (18) as(
σ21,q, σ
2
1,p
)→ (σ21,q, σ21,p + σ22,q) ,(
σ22,q, σ
2
2,p
)→ (σ22,q, σ22,p + σ21,q) , (47)
and by applying the CNOT gate according to (20) as(
σ21,q, σ
2
1,p
)→ (σ21,q, σ21,p + σ22,p) ,(
σ22,q, σ
2
2,p
)→ (σ21,q + σ22,q, σ22,p) . (48)
Note that this noise model is different from the code ca-
pacity model analyzed in Refs. [72, 75, 76], where the
accumulation of the variances in preparing the resource
state for MBQC is ignored. In contrast to the code ca-
pacity model, a CZ gate on GKP qubits in our noise
model doubles the variance σ2 in pˆ of the GKP qubits
due to (47), and hence in the resource state preparation,
we should use a technique for variance reduction, i.e.,
SQEC, as we review later in this section.
In a measurement of the GKP qubit, the accumulated
variances of a GKP qubit cause a nonzero probability of
misidentifying the approximately orthogonal codewords
of the GKP qubit; e.g., when a finitely squeezed GKP
state |0〉 is measured in the logical Z basis of the GKP
code, there is a nonzero probability of obtaining a mea-
surement outcome corresponding to |1〉. In the cases of
finite squeezing, in contrast to the ideal case (24), the
real-valued measurement outcome q˜ ∈ R of homodyne
detection may deviate from 2s
√
pi and (2s + 1)
√
pi due
to the nonzero variances of the Gaussian functions of ap-
proximate GKP codewords (32) and (33). Then, one way
to decide an estimate b˜ ∈ {0, 1} of the logical bit value
from q˜ is to estimate it by minimizing the absolute value
of the deviation ∆˜ from 2s
√
pi and (2s+ 1)
√
pi, that is,
b˜ := argmin
b∈{0,1}
min
s∈Z
{|q˜ − q| : q = (2s+ b)√pi} , (49)
s˜ := argmin
s∈Z
{
|q˜ − q| : q =
(
2s+ b˜
)√
pi
}
, (50)
qb˜,s˜ :=
(
2s˜+ b˜
)√
pi, (51)
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∆˜ := q˜ − qb˜,s˜ ∈
[
−
√
pi
2
,
√
pi
2
]
. (52)
The effects of nonzero variances σ2q and σ
2
p of a GKP
qubit are analogous to bit- and phase-flip errors at the
logical bit level of the GKP code. Note that these flips
are not necessarily uniform over Z and X bases of a GKP
qubit, since it may hold that σ2q 6= σ2p as the variances
accumulate in the computation.
We can attain fault tolerance by concatenating the
GKP code with a multiqubit error-correcting code, so
that the bit- and phase-flip errors caused by the accu-
mulated variances of the GKP qubits can be suppressed.
While a quantum error-correcting code may require a
large number of quantum systems to represent a logical
state, large-scale entanglement generation through the
TDM approach illustrated in Fig. 1 serves as a promising
candidate for achieving fault-tolerant MBQC in a scal-
able way. As for protocols for fault-tolerant MBQC us-
ing photonic CV systems, Ref. [71] has first introduced
a protocol using the Gaussian CV cluster state [106]
as a resource state, where errors in this protocol aris-
ing from finite squeezing are corrected using auxiliary
GKP qubits prepared in a codeword of a multiqubit
error-correcting code. Another direction of fault-tolerant
photonic MBQC has later established in Refs. [72–76],
achieving a better threshold than that in Ref. [71] by
directly preparing GKP qubits in a multiqubit resource
state to avoid errors arising from Gaussian CV states.
References [72–76] use a multiqubit 3D cluster state rep-
resented by the GKP qubits, and errors caused by fi-
nite squeezing are corrected using topological QEC. To
achieve a good threshold, our protocol will be based on
the latter approach of representing a multiqubit resource
state using GKP qubits; however, our approach will be
different from Ref. [72–76] in that the resource state is a
multiqubit hypergraph state represented by the concate-
nated 7-qubit code, and the errors will be corrected using
concatenated QEC rather than topological QEC.
In addition to the choice of a quantum error-correcting
code, the threshold for QEC in the given noise model is
determined by how to detect and recover from errors us-
ing the quantum error-correcting code. Techniques us-
ing post-selection are crucial for achieving better thresh-
olds. For example, magic state distillation [107] and
Knill’s error-correcting C4/C6 architecture [108, 109] use
post-selection for probabilistically discarding low-fidelity
quantum states, so as to attain high fault tolerance in im-
plementing quantum computation. As for post-selection
in fault-tolerant MBQC, higher fidelity in the preparation
of resource states encoded by a quantum error-correcting
code leads to better accuracy in MBQC. When a success
probability of a post-selection is lower bounded by p, rep-
etitions of the post-selection 1p times succeed at least once
in expectation. However, a post-selection of the whole
resource state of n qubits in high fidelity would succeed
with an exponentially small probability as n increases,
and hence would incur an exponentially large computa-
tional cost in terms of n. In contrast, Refs. [72, 110]
suggest a scalable protocol for resource state prepara-
tion with post-selection, which probabilistically select a
constant number of qubits prepared in a graph state to
guarantee high fidelity, incurring only a constant over-
head cost. Then, the constant-size high-fidelity graph
states are deterministically entangled to obtain the whole
resource state for MBQC. In particular, Ref. [110] com-
bines the 7-qubit code with the post-selection to achieve
a comparable threshold to those of the surface code
and Knill’s error-correcting C4/C6 architecture. While
Ref. [110] uses the 7-qubit code as a quantum error-
correcting code, the novelty of our fault-tolerant protocol
is to improve the threshold further by using the 7-qubit
code not only as the error-correcting code but also as
an error-detecting code. Moreover, in contrast to Knill’s
error-correcting C4/C6 architecture [108, 109] using an
error-detecting code at all the levels of concatenation,
our fault-tolerant protocol is advantageous since we can
switch the 7-qubit code from the error-detecting code to
the error-correcting code so as to reduce the overhead
cost of post-selection at large concatenation levels.
Steane’s 7-qubit code: We summarize definition and
properties of the 7-qubit code [23, 77, 78]. Each codeword
of the 7-qubit code at a concatenation level L ∈ {0, 1, . . .}
consists of 7L physical qubits, where a logical qubit at
the concatenation level 0 refers to a physical qubit and
corresponds to a GKP qubit in our case, and for each l ∈
{1, . . . , L}, a level-l logical qubit consists of 7 level-(l − 1)
logical qubits. The codewords at the concatenation level
l are represented in terms of 7 level-(l − 1) qubits as∣∣∣0(l)〉 = 1√
8
( |0000000〉+ |1010101〉+ |0110011〉
+ |1100110〉+ |0001111〉+ |1011010〉
+ |0111100〉+ |1101001〉), (53)∣∣∣1(l)〉 = 1√
8
( |1111111〉+ |0101010〉+ |1001100〉
+ |0011001〉+ |1110000〉+ |0100101〉
+ |1000011〉+ |0010110〉), (54)
where the state of each of the seven qubits on the right-
hand sides is encoded using level-(l − 1) logical qubits.
The stabilizers of the 7-qubit code are generated by
1⊗ 1⊗ 1⊗ Z ⊗ Z ⊗ Z ⊗ Z,
Z ⊗ 1⊗ Z ⊗ 1⊗ Z ⊗ 1⊗ Z,
Z ⊗ Z ⊗ 1⊗ 1⊗ Z ⊗ Z ⊗ 1,
1⊗ 1⊗ 1⊗X ⊗X ⊗X ⊗X,
X ⊗ 1⊗X ⊗ 1⊗X ⊗ 1⊗X,
X ⊗X ⊗ 1⊗ 1⊗X ⊗X ⊗ 1,
(55)
and logical Z and X operators of the 7-qubit code can
be given respectively by
ZL := Z ⊗ 1⊗ 1⊗ 1⊗ 1⊗ Z ⊗ Z,
XL := X ⊗ 1⊗ 1⊗ 1⊗ 1⊗X ⊗X, (56)
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which are equivalent to Z⊗7 and X⊗7 respectively up
to multiplication of the stabilizers (55). Logical Clifford
gates of the 7-qubit code have transversal implementa-
tions [18]; that is, a level-l logical Clifford gate can be
implemented at the l − 1 level by performing a Clifford
gate on all the physical qubits in parallel. In particular,
the logical H and S gates of the 7-qubit code at the con-
catenation level 1 can be implemented respectively at the
physical level by
H⊗7,
S†⊗7.
(57)
The logical CZ and CNOT gates can be implemented in
the same way as the implementations (56) of the logical
Z and X gates, that is, by performing CZ and CNOT,
respectively, on 1st, 6th, and 7th pairs of 2×7 = 14 phys-
ical qubits for the control logical qubit and the target
logical qubit. Using the logical operators Z⊗7 and X⊗7
equivalent to (56), logical Z and X measurements of the
7-qubit code can be implemented transversally by the Z
and X measurements of all the physical qubits, respec-
tively. Note that logical non-Clifford gates for the 7-qubit
code cannot have transversal implementations even up to
a reasonably small approximation [111–113], but we can
use the state injection in Fig. 4 to implement a logical T
gate, using the logical Clifford operations and the logical
magic state
∣∣pi
8
〉
.
The 7-qubit code can be used either as an error-
correcting code or as an error-detecting code. In the
logical Z and X measurements of the 7-qubit code, we
can correct up to one Z error and up to one X error,
or can detect up to two Z errors and up to two X er-
rors in the given state. Two Z errors and two X errors
cannot be corrected because the measurement outcomes
of a 7-qubit codeword with two errors are the same as
another codeword with one error; if two Z errors and
two X errors occur, the operation for correcting the one
error would cause a logical Z and X error, respectively.
Thus, to detect up to two errors using the 7-qubit code,
we perform the measurement in the same way as the er-
ror correction with the 7-qubit code, and if we detect any
error, we discard the post-measurement state. In this pa-
per, we use the 7-qubit code as an error-correcting code,
unless stated otherwise.
Single-qubit quantum error correction (SQEC):
SQEC aims to reduce variances of a GKP qubit that ac-
cumulate during computation as shown in (47) and (48).
Given a data GKP qubit 1 used for computation and
an auxiliary GKP qubit 2 prepared in |0〉, the qˆ quadra-
ture of these GKP qubits is denoted by qˆ1 and qˆ2, the pˆ
quadrature by pˆ1 and pˆ2, and the variances by
(
σ21,q, σ
2
1,p
)
and
(
σ22,q, σ
2
2,p
)
, respectively. The SQEC in the qˆ quadra-
ture (qˆ-SQEC) is performed by measuring pˆ2 + qˆ1 using
a quantum circuit shown in the upper part of Fig. 5 for
estimating the deviation of qˆ1 for the data GKP qubit 1,
and the SQEC in the pˆ quadrature (pˆ-SQEC) by measur-
ing pˆ2 − pˆ1 using a quantum circuit shown in the lower
|ψ〉 (σ21,q, σ21,p)
|0〉 (σ22,q, σ22,p) Z pˆ Vˆ
(
−∆˜q, 0
)
|ψ〉 (σ′21,q, σ′21,p)
|ψ〉 (σ21,q, σ21,p)
|0〉 (σ22,q, σ22,p) X pˆ Vˆ
(
0,−∆˜p
)
|ψ〉 (σ′′21,q, σ′′21,p)
FIG. 5: Single-qubit quantum error correction (SQEC) for re-
ducing the variance in the qˆ quadrature of a data GKP qubit
1 with variances
(
σ21,q, σ
2
1,p
)
using an auxiliary GKP qubit 2
with variances
(
σ22,q, σ
2
2,p
)
at the top (qˆ-SQEC), and that in
the pˆ quadrature at the bottom (pˆ-SQEC). Using the mea-
surement outcome of the homodyne detection, the qˆ-SQEC
estimates the deviation in qˆ of the data GKP qubit 1 as ∆˜q
given by (58), and the pˆ-SQEC estimates that in pˆ as ∆˜p given
by (59), followed by the displacement Vˆ defined as (34). As
a result, for any input state |ψ〉 of the data GKP qubit, the
output is the same state |ψ〉 of a GKP qubit with variances(
σ′21,q, σ
′2
1,p
)
given by (60) in qˆ-SQEC and with
(
σ′′21,q, σ
′′2
1,p
)
given by (61) in pˆ-SQEC.
part of Fig. 5 for estimating that of pˆ1. As established in
Ref. [73], we can use the Gauss-Markov theorem, which
is widely known in statistics, to perform a maximum-
likelihood estimation of the deviations of a GKP qubit,
which leads to reduced variances compared to the original
SQEC [61] without the maximum-likelihood estimation.
In the SQECs [73] using the maximum-likelihood esti-
mation, we first calculate ∆˜ from the measurement out-
come of the auxiliary GKP qubit 2 in the same way
as (52), and then estimate the deviation of qˆ1 or pˆ1 in
the data GKP qubit 1, taking into account the vari-
ances of the auxiliary GKP qubit 2. To describe how
the maximum-likelihood estimation works in the SQECs,
instead of GKP states consisting of multiple Gaussian
peaks, simply consider the data mode 1 as one Gaussian
peak with variances
(
σ21,q, σ
2
1,p
)
in qˆ1 and pˆ1, and the aux-
iliary mode 2 as another Gaussian peak with variances(
σ22,q, σ
2
2,p
)
in qˆ2 and pˆ2. In the maximum-likelihood es-
timation, the deviations in qˆ1 and pˆ1 are respectively es-
timated by
∆˜q :=
σ21,q
σ21,q + σ
2
2,p
∆˜, (58)
∆˜p :=
σ21,p
σ21,p + σ
2
2,p
∆˜. (59)
If we perform the displacements in Fig. 5 using these
estimates ∆˜q and ∆˜p, in the case of one Gaussian peak,
the variances
(
σ′21,q, σ
′2
1,p
)
of the mode 1 after the qˆ-SQEC
and
(
σ′′21,q, σ
′′2
1,p
)
after the pˆ-SQEC are respectively given
by
(
σ′21,q, σ
′2
1,p
)
=
(
σ21,qσ
2
2,p
σ21,q + σ
2
2,p
, σ21,p + σ
2
2,q
)
, (60)
(
σ′′21,q, σ
′′2
1,p
)
=
(
σ21,q + σ
2
2,q,
σ21,pσ
2
2,p
σ21,p + σ
2
2,p
)
, (61)
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Highly reliable 
measurement (HRM)
Conventional strategy 
for deciding a bit value
⌫
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FIG. 6: A conventional strategy for deciding a bit value of
the outcome of a logical Z or X measurement of a GKP qubit
from the real-valued outcome of homodyne detection at the
top, and a highly-reliable measurement (HRM) using post-
selection for decreasing the probability of misidentifying the
bit value in this decision. In the conventional strategy (49),
the decision is correct if the deviation ∆ is in the blue re-
gion (62), and may be incorrect if ∆ is in the red region (63).
In contrast, the HRM introduces a safety margin ν and dis-
cards an unreliable decision if an estimate ∆˜ of the deviation
is not in a smaller region (65) than the blue region of the
conventional strategy by this margin. In the HRM, the de-
cision is correct if ∆ is in the blue region (66), is discarded
if in the yellow region (67), and may be incorrect if in the
red region (68), which is smaller than the red region in the
conventional strategy.
which reduce σ21,q and σ
2
1,p to σ
′2
1,q and σ
′′2
1,p, respectively.
While actual GKP states may be in superposition of mul-
tiple Gaussian peaks, we perform the SQECs for GKP
qubits with the maximum-likelihood estimation in the
same way. We consider the variances of the data GKP
qubit 1 after the qˆ-SQEC and the pˆ-SQEC to be the same
as (60) and (61), respectively.
This approximate description of SQECs for GKP
qubits using one Gaussian peak is reasonable as long as
the estimation of ∆˜ is correct. However, since GKP states
consist of multiple Gaussian peaks, the measurements in
the SQECs may cause bit- or phase-flip errors in b˜ at the
logical bit level of the GKP code, and unlike measuring
one Gaussian peak, these errors may lead to errors in es-
timating ∆˜. Because of this trade-off relation between
the reduction of the variances and the errors caused by
logical bit or phase flips in SQECs, we cannot arbitrar-
ily reduce the variance of GKP qubits even if we repeat
SQECs many times. Thus in Sec. IV, we will develop
an optimized SQEC algorithm that adjusts the squeez-
ing levels of auxiliary GKP qubits, so as to enhance the
performance of variance reduction per SQEC compared
to the existing techniques.
Highly reliable measurements (HRMs):
HRMs [72, 73] aim to decrease the probability of
misidentification in deciding a bit value of a GKP qubit
from an outcome of homodyne detection compared to the
conventional strategy (49). We explain the HRM in the
Z basis of a GKP qubit, while that in the X basis works
in the same way. For a bit value b ∈ {0, 1}, consider a
case where the GKP qubit to be measured is in state
|b〉. If we perform homodyne detection of |b〉 in the qˆ
quadrature, the probability distribution of the measure-
ment outcome q˜ ∈ R consists of multiple Gaussian peaks
centered at {qb,s := (2s+ b)
√
pi : s ∈ Z}. Suppose that
q˜ is in the interval [qb,s −
√
pi, qb,s +
√
pi] for some s. We
here write the deviation ∆ := q˜ − qb,s ∈ [−
√
pi,
√
pi]. As
illustrated in the upper part of Fig. 6, if the deviation ∆
satisfies
|∆| <
√
pi
2
, (62)
then the decision b˜ in the conventional strategy (49) on
the bit value of the GKP qubit is correct. On the other
hand, if ∆ satisfies
|∆| =
√
pi
2
, (63)
then b˜ may be incorrect.
In contrast to this conventional strategy, instead of the
upper bound
√
pi
2 in (62), HRM introduces a fixed safety
margin denoted by
ν ∈
(
0,
√
pi
2
)
, (64)
and discards the decision b˜ if the estimated deviation ∆˜
does not satisfy ∣∣∣∆˜∣∣∣ < √pi
2
− ν. (65)
As illustrated in the lower part of Fig. 6, if ∆ satisfies
|∆| <
√
pi
2
− ν, (66)
then the decision b˜ in HRM is correct. If ∆ satisfies
√
pi
2
− ν 5 |∆| 5
√
pi
2
+ ν, (67)
then this decision is considered to be unreliable and hence
is discarded. If ∆ satisfies
|∆| >
√
pi
2
+ ν, (68)
then b˜ after the post-selection may still be incorrect, but
this region is smaller than that in (63). The HRM can
detect and avoid an unreliable decision of b˜ using this
post-selection. In this paper, we set ν for HRM
ν =
2
√
pi
5
. (69)
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49 level-0 physical GKP qubits
7 level-1 logical qubits
1 level-2 logical qubit
FIG. 7: Analog quantum error correction (AQEC) for de-
ciding a bit-value outcome 0, 1 of a logical Z and X mea-
surement for the 7-qubit code at the concatenation level 2
from measurement outcomes of homodyne detection of all the
physical GKP qubits in the qˆ and pˆ quadrature, respectively.
Let (n0, n1) for each n0, n1 ∈ {1, . . . , 7} label each of the
7×7 = 49 physical GKP qubits comprising the level-2 logical
qubit, where the n0th of the 7 physical GKP qubits comprises
the n1th level-1 logical qubit. Let ∆˜n0,n1 ∈
[
−
√
pi
2
,
√
pi
2
]
de-
note an estimate of the deviation defined as (52) in measur-
ing the n0th physical GKP qubit comprising the n1th level-1
logical qubit. For each level-0 physical GKP qubit (n0, n1),
we calculate the likelihood Fn0,n1(0) of the level-0 bit value
0 and Fn0,n1(1) of 1, using the real-valued estimate ∆˜n0,n1
of the deviation as shown in (74) and (75). For each level-
1 logical qubit n1, we calculate the likelihood Fn1(0) of the
level-1 logical bit value 0 and Fn1(1) of 1, using the level-0
likelihoods Fn0,n1(0) and Fn0,n1(1) as shown in (78) and (79).
Recursively, we calculate the likelihood F (0) of the logical bit
value 0 at the top level 2, and F (1) of 1, using the level-
1 likelihoods Fn1(0) and Fn1(1) as shown in (82) and (83).
We decide an estimate b˜(AQEC) ∈ {0, 1} of the logical bit
value using the top-level likelihoods F (0) and F (1) as shown
in (84), and these likelihoods also yield a more likely estimate
∆˜
(AQEC)
n0,n1 ∈ [−
√
pi,
√
pi] of the deviation defined as (87) than
∆˜n0,n1 .
In our protocol, we require that the number of HRMs
should be upper bounded by a constant, and other mea-
surements than these HRMs should be performed with-
out post-selection, so that the post-selection of HRM may
incur at most a constant overhead cost in implementing
the computation.
Analog quantum error correction (AQEC):
AQEC [65] improves the QEC performance using the
analog information of homodyne detection of GKP
qubits. As shown in (49), in the Z measurement of
a GKP qubit, we can make a decision on an estimate
b˜ ∈ {0, 1} of the bit value from the measurement out-
come q˜ ∈ R of homodyne detection of the GKP qubit in
the qˆ quadrature. In QEC using a concatenated quan-
tum error-correcting code for discrete qubits, given digi-
tal information of binary outcomes of syndrome measure-
ments, Ref. [114] provides an efficient and optimal way
of deciding how to recover from errors by calculating a
likelihood function from the digital information. When
we concatenate the multiqubit quantum error-correcting
code with GKP qubits, the likelihood function for this
decision could be calculated from the bit values decided
by the outcomes of homodyne detection using the strat-
egy (49). In contrast to this strategy based on digital
information, the AQEC calculates likelihoods from ana-
log information of real-valued outcomes q˜ ∈ R of homo-
dyne detection. For a GKP qubit with variance σ2, this
likelihood is approximated using a Gaussian function
f (x) :=
1√
2piσ2
e−
x2
2σ2 , (70)
where x is the distance between q˜ and the closest Gaus-
sian peak of the GKP state. In particular, in the mea-
surement of the logical Z basis {|b〉} of the GKP code for
b ∈ {0, 1}, we approximate the likelihood of b = b˜ using
fhigh
(
∆˜
)
:= f
(
∆˜
)
=
1√
2piσ2
e−
∆˜2
2σ2 , (71)
and that of b 6= b˜ using
flow
(
∆˜
)
:= f
(∣∣∣√pi − ∣∣∣∆˜∣∣∣∣∣∣)
=
1√
2piσ2
e−
(
√
pi−|∆˜|)2
2σ2 . (72)
In the AQEC, we can reduce incorrect decisions by con-
sidering the likelihood of the joint event of the deviations
that occur on multiple GKP qubits, and choosing the
most likely candidate of the deviations.
In the following, we describe the AQEC applied to
a concatenated code, specifically, the Steane’s 7-qubit
code [23, 77, 78] introduced above. As depicted in Fig. 7,
we describe how to perform logical Z measurement of
the 7-qubit code with AQEC, which can be used both
for error correction and error detection. When a mea-
surement in the logical Z basis of a level-L logical qubit
is performed, the AQEC decides an estimate of the logi-
cal bit value of the measurement outcome by calculating
the likelihood using the real-valued outcomes of homo-
dyne detection of all the 7L physical GKP qubits in the
qˆ quadrature. In particular, we explain the calculation of
the likelihood of a level-2 bit value from outcomes of ho-
modyne detection in the qˆ quadrature, i.e., L = 2, while
the likelihood of the level-L bit value for L = 3 in general
can be calculated from the likelihood of the level-(L− 1)
bit values in a recursive manner. Note that a logical bit
value corresponding to a measurement in the logical X
basis is decided in the same way by substituting the qˆ
quadrature with the pˆ quadrature.
A level-2 logical qubit consists of 7 level-1 logical qubits
where each consists of 7 GKP qubits, i.e., 49 GKP qubits
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in total, where the physical GKP qubits are considered
to be at level 0. We label these 49 GKP qubits as
(n0, n1) , (73)
where n1 ∈ {1, . . . , 7} denotes a label representing each
of the 7 level-1 logical qubits that comprise the level-2
logical qubit, and for each n1, n0 ∈ {1, . . . , 7} denotes a
label representing each of the 7 GKP qubits that com-
prise the level-1 logical qubit labeled n1. Measuring these
7 × 7 GKP qubits, we obtain the 49 measurement out-
comes q˜n0,n1 and hence 49 estimates b˜n0,n1 of the bit
values given by (49) and 49 estimates ∆˜n0,n1 of the de-
viations given by (52), where subscripts represents the
label of the GKP qubits.
For the GKP qubit labeled (n0, n1), the likelihood of
the level-0 bit value 0, i.e., |0〉 of the approximate GKP
qubit at the physical level, is given by
Fn0,n1 (0) =
fhigh
(
∆˜n0,n1
)
, if b˜n0,n1 = 0,
flow
(
∆˜n0,n1
)
, if b˜n0,n1 = 1,
(74)
and that of 1, i.e., |1〉, is given by
Fn0,n1 (1) =
flow
(
∆˜n0,n1
)
, if b˜n0,n1 = 0,
fhigh
(
∆˜n0,n1
)
, if b˜n0,n1 = 1,
(75)
where fhigh and flow are defined as (71) and (72), respec-
tively. To calculate the likelihoods of a level-1 logical
bit value, consider the 7 GKP qubits (1, n1) , . . . , (7, n1)
comprising a level-1 logical qubit labeled n1. Suppose
that the bit sequence
(
b˜1,n1 , . . . , b˜7,n1
)
that we obtain as
the estimated bit values is one of (0000000), (1010101),
(0110011), (1100110),(0001111), (1011010), (0111100),
and (1101001), and then, it is likely that the logical bit
value of the level-1 logical qubit n1 is 0 due to (53), where
there is no errors on the 7 physical GKP qubits for n1.
In contrast, if the bit sequence is (1000000), then we
consider 8 error patterns for each of the 2 possible level-
1 logical bit values 0 and 1 of n1, where each of these
8 × 2 = 16 patterns corresponds to each term on the
right-hand side of (53) and (54). For the level-1 logi-
cal bit value 0, the first error pattern is a single error
on the physical GKP qubits that changes the state of a
term on the right-hand side of (53) from (0000000) to
(1000000), and the second pattern is triple errors that
change (1010101) to (1000000). The other patterns for
the logical bit value 0 can be described in the same way
as the first and second patterns using each term on the
right-hand side of (53). Then, using (71) and (72), we
calculate the likelihoods of the first pattern F
(1)
n1 (0) and
the second error pattern F
(2)
n1 (0) for the logical bit value
0 of n1 as
F (1)n1 (0) =
7∏
n0=1
Fn0,n1 (0)
= flow(∆˜1,n1)fhigh(∆˜2,n1)fhigh(∆˜3,n1)
× fhigh(∆˜4,n1)fhigh(∆˜5,n1)
× fhigh(∆˜6,n1)fhigh(∆˜7,n1), (76)
F (2)n1 (0) = F1,n1(1)F2,n1(0)F3,n1(1)
× F4,n1(0)F5,n1(1)F6,n1(0)F7,n1(1)
= fhigh(∆˜1,n1)fhigh(∆˜2,n1)flow(∆˜3,n1)
× fhigh(∆˜4,n1)flow(∆˜5,n1)
× fhigh(∆˜6,n1)flow(∆˜7,n1), (77)
and those of the other patterns F
(3)
n1 (0), . . . , F
(8)
n1 (0) are
also calculated in the same way. The likelihood of the
level-1 logical value 0, that is, |0(1)〉, for n1 is given by
Fn1 (0) = F
(1)
n1 (0) + · · ·+ F (8)n1 (0) . (78)
In the same way, using (54) instead of (53), the likelihood
of the level-1 logical value 1, that is,
∣∣1(1)〉, for n1 is given
by
Fn1 (1) = F
(1)
n1 (1) + · · ·+ F (8)n1 (1) . (79)
As for the likelihoods of the level-2 logical bit values∣∣0(2)〉 and ∣∣1(2)〉, we consider the eight error patterns for
the level-1 logical states corresponding to each term on
the right-hand sides of (53) and (54). For example, the
likelihoods corresponding to the first and second terms
in (53) are calculated respectively by
F (1)(0) =
7∏
n1=1
Fn1(0), (80)
F (2)(0) =F1(1)F2(0)F3(1)
× F4(0)F5(1)F6(0)F7(1). (81)
Then, the likelihood of the level-2 logical bit value 0 cor-
responding to
∣∣0(2)〉 and that of 1 corresponding to ∣∣1(2)〉
are given by
F (0) = F (1)(0) + · · ·+ F (8)(0), (82)
F (1) = F (1)(1) + · · ·+ F (8)(1). (83)
More generally, the likelihoods of the level-l logical bit
value for any l = 3 can be obtained from the likelihoods
of the level-(l− 1) bit values in a similar manner by sub-
stituting n1 in the above calculation at level 2 with nl−1.
Consequently, given the outcomes of homodyne detec-
tion of all the 7L GKP qubits, the AQEC decides an
estimate b˜(AQEC) of the level-L logical bit value by cal-
culating the likelihoods F (0) and F (1) at the top level of
concatenation, followed by choosing
b˜(AQEC) =
{
0 if F (0) = F (1),
1 if F (0) < F (1).
(84)
Once b˜(AQEC) is obtained, we can also decide estimates
of level-l logical bit values for each l ∈ {L− 1, . . . , 0}
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using the likelihoods, as we explain for L = 2 in
the following. Suppose that we have b˜(AQEC) = 0.
Then, we decide an estimate b˜
(AQEC)
n1 of a level-1 log-
ical bit value of each level-1 logical qubit labeled n1
using the bit values maximizing the likelihoods among
the eight patterns
{
F (1)(0), . . . , F (8)(0)
}
corresponding
to (53). For example, if F (1)(0) is the maximal, we de-
cide
(
b˜
(AQEC)
1 , . . . , b˜
(AQEC)
7
)
as (0000000), and if F (1)(1)
is the maximal, we decide as (1010101). Suppose that
we have b˜(AQEC) = 1. Then, we decide b˜
(AQEC)
n1 as
those maximizing
{
F (1)(1), . . . , F (8)(1)
}
corresponding
to (54). By repeating this estimation in a recursive man-
ner from level L to level 0, for each level-0 GKP qubit
labeled (n0, n1), we can decide an estimate b˜
(AQEC)
n0,n1 of a
level-0 logical bit value, which may be different from the
estimate b˜n0,n1 given by (49) without AQEC. This esti-
mate b˜
(AQEC)
n0,n1 is more likely than b˜n0,n1 in terms of the
likelihoods with respect to the 7-qubit code (53) and (54).
Then, similarly to the estimate ∆˜n0,n1 of the deviation
of the GKP qubit labeled (n0, n1) given by (52) with-
out AQEC, we can use b˜
(AQEC)
n0,n1 to obtain a more likely
estimate ∆˜
(AQEC)
n0,n1 than ∆˜n0,n1 , that is,
s˜(AQEC)n0,n1 := argmin
s∈Z
{|q˜n0,n1 − q| :
q =
(
2s+ b˜(AQEC)n0,n1
)√
pi
}
, (85)
q
b˜
(AQEC)
n0,n1
,s˜
(AQEC)
n0,n1
:=
(
2s˜(AQEC)n0,n1 + b˜
(AQEC)
n0,n1
)√
pi, (86)
∆˜(AQEC)n0,n1 := q˜n0,n1 − qb˜(AQEC)n0,n1 ,s˜(AQEC)n0,n1
∈ [−√pi,√pi] , (87)
where the range [−√pi,√pi] of ∆˜(AQEC)n0,n1 is larger than
that of ∆˜n0,n1 since qb˜(AQEC)n0,n1 ,s˜
(AQEC)
n0,n1
is not necessarily the
closest Gaussian peak to the outcome q˜n0,n1 . In Sec. IV,
we will combine ∆˜
(AQEC)
n0,n1 obtained from the AQEC with
the SQEC to suppress errors caused by bit or phase flips
in the SQEC.
Given n = 7L physical qubits for QEC, the AQEC
calculates O(n) likelihood functions in total, and if each
likelihood function can be calculated within a constant
time using a numerical library, the calculation of these
likelihoods to decide the level-L logical bit value can be
performed efficiently within time
O (n) . (88)
D. Overhead in implementing quantum
computation
In this section, we define overhead in implementing
quantum computation, and give examples of the over-
head. We first define the overhead. Then, we discuss
overheads that appear in MBQC and QEC.
Definition of overhead in implementing quan-
tum computation: Given a quantum circuit represent-
ing quantum computation, an overhead in implement-
ing the quantum computation refers to the extra compu-
tational steps required for its implementation compared
to the size of the original quantum circuit. Algorithms
for the quantum computation are conventionally repre-
sented as quantum circuits where elementary gates may
act on arbitrary qubits in the circuits [23], and we call
these circuits and gates geometrically nonlocal circuits
and gates, respectively. In contrast to the geometrically
nonlocal circuits, it is also possible to consider circuits
consisting of one-qubit gates and multiqubit gates acting
only on neighboring qubits with respect to a certain ge-
ometrical alignment of the qubits, and such circuits and
gates are called geometrically local circuits and gates, re-
spectively. It is important to reduce overheads in imple-
menting a given geometrically nonlocal quantum circuit
since polynomial overheads may cancel out some poly-
nomial quantum speedups such as those shown in Sec. I.
Whether we can realize polynomial quantum speedups
also matters to security analysis of post-quantum cryp-
tography [115, 116]. The geometrical constraints, as well
as quantum error correction (QEC), may cause overheads
in the implementation, as we discuss in this section.
The overhead of an MBQC protocol refers to the ex-
tra computational steps of the MBQC protocol compared
to the sizes of the quantum circuits to be simulated by
the MBQC. In particular, an N -qubit D-depth quantum
circuit may consist of O (DN) elementary gates. In this
case, let t (D,N) be the complexity of an MBQC proto-
col for simulating the N -qubit D-depth quantum circuit.
Then, the overhead refers to the function
t (D,N)
DN
, (89)
where the denominator DN is the maximal number of
elementary gates in N -qubit D-depth quantum circuits
to be simulated, and we are interested in the scaling
of an upper bound of this function in simulating arbi-
trary N -qubit D-depth quantum circuits. In case an
MBQC protocol probabilistically succeeds in simulating
the circuit, we repeat the MBQC protocol until we suc-
ceed, and the overhead of the MBQC protocol may re-
fer to the function (89) to succeed once in expectation.
Photonic MBQC illustrated in Fig. 1 performs resource
state preparation and measurements sequentially, and
the above definition of overhead based on the size of
quantum circuits especially matters to this sequential
implementation of quantum computation using the pho-
tonic architecture. We also discuss the depth of quan-
tum circuits to be simulated and MBQC implementing
the circuit using parallel measurements in Appendix B.
Examples of overhead: An overhead in MBQC typ-
ically arises from geometrical constraints. As discussed
in Sec. I, a resource state for MBQC that can be pre-
pared only by geometrically local multiqubit gates, e.g.,
those with respect to a lattice on a 2D plane, leads to
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the polynomial overheads. However, whether such geo-
metrical locality and planarity of interactions are neces-
sary or not may depend on physical quantum systems
for realizing MBQC. Some matter-based systems such
as superconducting qubits may use qubits arranged on a
2D plane, but in the case of photonic MBQC, these geo-
metrical locality and planarity are not essential since the
photonic GKP qubits can be easily moved in space com-
pared to the matter-based systems. Our goal here is to
avoid the polynomial overhead in MBQC and achieve an
implementation of geometrically nonlocal circuits within
a poly-logarithmic overhead, by taking advantage of the
property of the photonic GKP qubits moving in space.
In contrast to the polynomial overheads caused by the
geometrical constraints, QEC using a concatenated quan-
tum error-correcting code conventionally incur a poly-
logarithmic overhead cost, unless we use too many post-
selections. One way of implementing a given circuit in
a fault-tolerant way is to replace the initialization of a
physical qubit in |0〉 with a preparation of a logical qubit
in |0〉 of a concatenated quantum error-correcting code,
and to replace each physical elementary gate in the cir-
cuit with an implementation of the corresponding logical
elementary gate on the code followed by QEC. While the
overhead cost of this implementation may depend on the
concatenation level of the code, the required concatena-
tion level L for implementing a circuit of size t within a
failure probability  is known to scale [23]
L = O
(
log
(
polylog
(
t

)))
. (90)
For each gate in the original circuit, the required num-
ber of physical gates for implementing the corresponding
logical gate in the fault-tolerant circuit is
O
(
polylog
(
t

))
. (91)
For implementing the fault-tolerant circuit as a whole,
the required number of physical gates is
O
(
t× polylog
(
t

))
, (92)
which is only poly-logarithmically larger than the orig-
inal circuit. If we use post-selection in QEC, the post-
selection can be another factor causing the overhead. As
discussed in Sec. II C, let p be a lower bound of the
success probability of a post-selection, and each of the
post-selection may incur an overhead cost of order 1p in
expectation. Hence, to achieve polylog overhead includ-
ing QEC, we will design the fault-tolerant protocol to
keep the sum of the overhead costs caused by the post-
selections at most poly-logarithmic.
III. POLYLOG-OVERHEAD UNIVERSAL
MBQC PROTOCOL FOR PHOTONIC SYSTEMS
In this section, we introduce a family of hypergraph
states that serve as resources for MBQC achieving poly-
logarithmic overhead in simulating an arbitrary N -qubit
D-depth quantum circuit only by Z and X measure-
ments, which can be implemented by homodyne detec-
tion on GKP qubits as discussed in Sec. II. These hyper-
graph states, defined in Sec. III A, are denoted by{∣∣∣G(N,D)res 〉 : N,D ∈ {1, 2, . . .}} , (93)
where G
(N,D)
res is the corresponding hypergraph defined
later as (101) and illustrated in Fig. 14. To prove
the universality, we discuss the preparation complexity
of these resource hypergraph states in Sec. III B. Then
in Sec. III C, we show our protocol for MBQC using∣∣∣G(N,D)res 〉 as a resource for simulating an arbitrary N -
qubit D-depth quantum circuit composed of a computa-
tionally universal gate set {H,CCZ}. How this protocol
works will be illustrated in Fig. 15, while the patterns of
the Z and X measurements for implementing gates in a
quantum circuit will be summarized in Fig. 16. Note that
our construction of the resource hypergraph states can be
used for MBQC on arbitrary multi-qubit systems, while
optimized based on the properties of GKP qubits. In the
following, the floor and ceiling functions are denoted by
b · · · c and d · · · e, respectively.
A. Definition of resource states
In this subsection, we define a hypergraph G
(N,D)
res
(shown later in Fig. 14) representing a hypergraph state∣∣∣G(N,D)res 〉 which serves as a universal resource state for
MBQC to simulate an arbitrary N -qubit D-depth quan-
tum circuit composed of a computationally universal gate
set {H,CCZ}. For two hypergraphs G1 = (V1, E1) and
G2 = (V2, E2), their union G1 ∪G2 is defined as a hyper-
graph
G1 ∪G2 := (V1 ∪ V2, E1 ∪ E2) , (94)
where V1 and V2 may share vertices with the same label
that are identified with each other.
Our construction of the hypergraph G
(N,D)
res consists
of D sub-hypergraphs G
(N,1)
depth, G
(N,2)
depth, . . . , G
(N,D)
depth (shown
later in Fig. 13), where G
(N,d)
depth for each d ∈ {1, . . . , D}
represents a hypergraph state for simulating an arbitrary
N -qubit 1-depth quantum circuit, so that simulations of
anN -qubitD-depth quantum circuit usingG
(N,D)
res can be
achieved by simulating arbitrary N -qubit 1-depth quan-
tum circuits repeatedly D times. As illustrated in Fig. 8,
any N -qubit 1-depth quantum circuit, which may contain
geometrically nonlocal CCZ gates, can be implemented
18
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FIG. 8: Rewriting an N -qubit 1-depth quantum circuit com-
posed of {H,CCZ} in terms of geometrically local CCZ gates
using permutation of N qubits. We implement this permu-
tation using a sorting network, e.g., the odd-even merging
networks of depth O
(
log2N
)
, as shown in the main text.
Note that equivalence of the circuits in the figure is up to
permutation of the output.
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FIG. 9: Definitions of hypergraphs G
(n,d)
1,H,CCZ , G
(n,d)
1,H and
G
(n1,n2,d)
C . Vertices are represented as circles, and an edge
between two vertices and a hyperedge among three vertices
are represented as a black line and a red rectangle, respec-
tively. We may collectively refer to edges and hyperedges as
hyperedges for brevity. Some of the vertices are labeled as
shown in the figure, and vertices represented as dotted cir-
cles of each hypergraph will be identified with another hyper-
graph’s vertices represented as solid circles having the same
label when these hypergraphs are pasted together to obtain
the union defined as (94). Vertices and hyperedges that are
not explicitly labeled will never be identified with any other
when we take the union of hypergraphs.
(up to permutation of the output) by first permuting the
N qubits appropriately, followed by performing an N -
qubit 1-depth quantum circuit whose CCZ gates are ge-
ometrically local. Our construction ofG
(N,d)
depth consists of a
graph G
(N,d)
S (shown later in Fig. 12) for arbitrarily sort-
ing the N qubits in the circuit, hypergraphs G
(n,d)
1,H,CCZ
1
2
4
3
7
8
6
5
1
2
3
4
5
6
7
8
sorting network
comparator
x
y
x
y
y SWAP
x if x > y
x identity
y if x 5 y
FIG. 10: A sorting network of N wires and the comparators
represented as two dots connected by a vertical line, where
the figure in particular shows the odd-even merging network
for N = 8. A sorting network is a fixed circuit composed
of wires and the comparators acting as a SWAP or identity
gate to rearrange any input in ascending order, implementing
arbitrary permutation.
2dlog2Ne =
N
FIG. 11: Construction of a sorting network of N wires from
that of 2dlog2 Ne wires, by removing the dashed wires and the
dashed comparators involving the removed wires. For any
N , we may use a sorting network of N wires that can be
obtained from the odd-even merging network of 2dlog2 Ne wires
by removing the last 2dlog2 Ne −N wires.
for performing an arbitrary 3-qubit 1-depth circuit com-
posed of {H,CCZ} (including 1⊗3) on the (n − 2)th,
(n−1)th, and nth qubits in the circuit, and graphs G(n,d)
1,H
for performing 1 or H on the nth qubit in the circuit.
The graph G
(N,d)
S for permuting the N qubits consists
of graphs G
(n1,n2,d)
C for performing a SWAP or identity
gate on the n1th and n2th qubits in the circuit. Def-
initions of these hypergraphs (which include graphs as
special cases) G
(n,d)
1,H,CCZ , G
(n,d)
1,H , and G
(n1,n2,d)
C are given
in Fig. 9, where some of the vertices are labeled as shown
in Fig. 9. Each unlabeled vertex in Fig. 9 is considered to
have a different label from any other and is never iden-
tified with other vertices when we take the union of hy-
pergraphs. In the following, we define G
(N,d)
S , G
(N,d)
depth,
and G
(N,D)
res using the hypergraphs G
(n,d)
1,H,CCZ , G
(n,d)
1,H , and
G
(n1,n2,d)
C .
Our construction of the graph G
(N,d)
S for the permu-
tation is based on sorting networks [70]. As illustrated
in Fig. 10, a sorting network is a fixed circuit that is
composed of comparators and N wires, and rearranges
N arbitrary inputs from {1, . . . , N} in ascending order,
where each of the N wires represents each of 1, . . . , N ,
19
and each comparator is a two-input two-output gate act-
ing as a SWAP or identity gate so that the two inputs
are output in ascending order. Using a sorting network,
we can rearrange N inputs in arbitrary order by appro-
priately performing a SWAP or identity gate at each of
the comparators in the sorting network.
While construction of the shallowest sorting network
is believed to be computationally hard [117], several ex-
plicit constructions of (not necessarily optimal but practi-
cal) sorting networks are known to have poly-logarithmic
depths, such as the bitonic sorters, the odd-even merging
networks, and the pairwise sorting networks. The bitonic
sorters [118] are sorting networks defined for N = 2l and
suitable for graphics processing unit sorting [119], having
depth
1
2
(log2N) (log2N + 1) , (95)
and the number of comparators is
1
4
N
(
log22N + log2N
)
. (96)
The odd-even merging networks [118] are also defined for
N = 2l, having the same depth as the bitonic sorters
1
2
(log2N) (log2N + 1) , (97)
and a smaller number of comparators than that of the
bitonic sorters for N = 4
1
4
N
(
log22N − log2N + 4
)− 1. (98)
The pairwise networks [120] have the same depth and
number of comparators as the odd-even merging net-
works, but are different construction. As shown in
Fig. 11, given any sorting network of 2dlog2 Ne wires, a
sorting network of N wires can be obtained by remov-
ing 2dlog2 Ne−N wires and the comparators that involve
these removed wires. Although any sorting network of
N wires can be used for our construction of G
(N,d)
S , in
the following, we specifically use the odd-even merging
network of N wires obtained from that of 2dlog2 Ne wires
by removing the last wires in the same way as the one in
Fig. 11. For brevity, a sorting network may refer to this
construction of sorting network,
Given a sorting network of N wires, G
(N,d)
S is defined in
such a way that G
(n1,n2,d)
C plays the role of each compara-
tor in the sorting network, as illustrated in Fig. 12. To
provide a formal definition of G
(N,d)
S , represent the given
sorting network of N wires as a directed acyclic graph
D
(N)
S =
(
V
(N)
S , A
(N)
S
)
, where each vertex v ∈ V (N)S rep-
resents an input, an output, or a comparator of the sort-
ing network, and each arc (i.e., directed edge) a ∈ A(N)S
represents a wire connecting these components of the
sorting network. The vertices that are incident with
two incoming arcs and two outgoing arcs represent the
comparators, colored white in D
(N)
S of Fig. 12. The N
vertices that are incident with no incoming arc and one
outgoing arc represent the N inputs, and the N vertices
that are incident with one incoming arc and no outgoing
arc represent the N outputs, colored black in Fig. 12.
The set of the vertices of D
(N)
S representing the com-
parators is denoted by V
(N)
C ⊂ V (N)S . For each compara-
tor c ∈ V (N)C , let a0, a1 ∈ A(N)S be the two incoming
arcs, and a2, a3 ∈ A(N)S be the two outgoing arcs. Then,
define G′(c)C as a graph G
(n1,n2,d)
C with its vertex labels
vn1,d, vn2,d, un1,d, and un2,d relabeled as wa0 , wa1 , wa2 ,
and wa3 , respectively. Using the union to equate vertices
labeled wa for the same arc a ∈ A(N)S , we define
G′(N,d)S :=
⋃
c∈V (N)C
G′(c)C , (99)
and define G
(N,d)
S as a graph G
′(N,d)
S with its labels wa for
outgoing arc a of the N inputs relabeled as v1,d, . . . , vN,d,
and with its labels wa for incoming arc a of the N outputs
relabeled as u1,d, . . . , uN,d. The labels wa for any other
arc a are to be removed.
For any N and d, the hypergraph G
(N,d)
depth is defined
so that any N -qubit 1-depth quantum circuit composed
of {H,CCZ} can be simulated by MBQC using the
corresponding hypergraph state. This N -qubit 1-depth
quantum circuit can be rewritten as a quantum circuit
using permutation and geometrically local CCZ gates,
as illustrated in Fig. 8. Suppose that this permuta-
tion is performed so that these geometrically local CCZ
gates act only on (3m − 2)th, (3m − 1)th, and (3m)th
qubits in the circuit for some m ∈ {1, . . . , ⌊N3 ⌋}. On
the remaining (N mod 3) qubits, i.e., nth qubits for
n ∈ {3 ⌊N3 ⌋+ 1, . . . , N}, H and 1 may act but CCZ does
not act. As illustrated in Fig. 13, G
(N,d)
depth corresponding
to this rewritten quantum circuit is defined as
G
(N,d)
depth :=
G
(N,d)
S ∪
bN3 c⋃
m=1
G
(3m,d)
1,H,CCZ
 ∪
 N⋃
n=3bN3 c+1
G
(n,d)
1,H
 .
(100)
For any N and D, the hypergraph G
(N,D)
res is defined
so that any N -qubit D-depth quantum circuit composed
of {H,CCZ} can be simulated by MBQC using the cor-
responding hypergraph state. As illustrated in Fig. 14,
G
(N,D)
res is a hypergraph where G
(N,d)
depth for performing N -
qubit 1-depth quantum circuits is repeated D times, de-
fined as
G(N,D)res :=
D⋃
d=1
G
(N,d)
depth. (101)
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FIG. 12: A graph G
(N,d)
S defined as (99) using G
(n1,n2,d)
C . For a sorting network of N wires such as the odd-even merging
network, let D
(N)
S =
(
V
(N)
S , A
(N)
S
)
be a directed acyclic graph representing the sorting network, where the white vertices
c ∈ V (N)C ⊂ V (N)S represent the comparators, and the black vertices represent the inputs and the outputs of the sorting network.
Using D
(N)
S , we define G
(N,d)
S in the main text as the graph obtained by replacing each comparator acting of the n1th and n2th
wires of the sorting network with G
(n1,n2,d)
C .
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FIG. 13: A hypergraph G
(N,d)
depth defined as (100) using G
(N,d)
S ,
G
(n,d)
1,H,CCZ , and G
(n,d)
1,H . Based on Fig. 8 on rewriting any
N -qubit 1-depth quantum circuit composed of {H,CCZ} in
terms of permutation and geometrically local CCZ gates, the
permutation part in the rewritten circuit is replaced with
G
(N,d)
S for a sorting network, the H and CCZ part is replaced
with as many G
(n,d)
1,H,CCZs as possible, and the remainder is re-
placed with G
(n,d)
1,H s, where G
(n,d)
1,H,CCZ for each n = 3m, m ∈{
1, . . . ,
⌊
N
3
⌋}
corresponds to an arbitrary 3-qubit 1-depth cir-
cuit composed of {H,CCZ} on the (3m − 2)th, (3m − 1)th,
and (3m)th qubits in the rewritten circuit, and G
(n,d)
1,H for
each n ∈ {3 ⌊N
3
⌋
+ 1, . . . , N
}
corresponds to H or 1 on the
nth qubit.
In the following subsections, we may use a recursive re-
lation of G
(N,D)
res , i.e.,
G(N,1)res = G
(N,1)
depth (D = 1) ,
G(N,D)res = G
(N,D−1)
res ∪G(N,D)depth (D > 1) .
(102)
B. Complexity of resource state preparation
We analyze the required number of operations for
preparing the hypergraph state
∣∣∣G(N,D)res 〉 that serves as a
resource for our MBQC protocol. To analyze this prepa-
ration complexity, we count the numbers of vertices and
hyperedges of the hypergraph G
(N,D)
res defined as (101),
where hyperedges may refer to edges between two ver-
tices and hyperedges among three. This counting yields
the following proposition.
Proposition 1 (The numbers of vertices and hyper-
edges). The number of vertices of the hypergraph G
(N,D)
res
defined as (101) is
3
2
DN dlog2Ne2 +O (DN) . (103)
The number of hyperedges of G
(N,D)
res is
2DN dlog2Ne2 +O (DN) . (104)
In particular, for any N and D, the number of hyperedges
among three vertices of G
(N,D)
res is
D
⌊
N
3
⌋
. (105)
Using this proposition on the number of vertices and
edges of G
(N,D)
res , the preparation complexity of
∣∣∣G(N,D)res 〉
is shown in the following theorem. We also discuss the
efficiency of the preparation of these resource states in
terms of the required number of CCZ gates, after show-
ing this theorem.
Theorem 2 (Preparation complexity). For any N and
D, if we use a gate set {H,S,CZ,CCZ} as shown
21
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FIG. 14: A hypergraph G
(N,D)
res defined as (101) using G
(N,d)
depth. An arbitrary N -qubit D-depth quantum circuit composed of
{H,CCZ} can be performed by repeating N -qubit 1-depth quantum circuits D times, and G(N,D)res is defined as a hypergraph
where G
(N,d)
depth is repeated D times.
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FIG. 15: A circuit identity between an arbitrary N -qubit D-depth geometrically nonlocal quantum circuit composed of
{H,CCZ} on the left-hand side and its equivalent circuit on the right-hand side illustrating our MBQC protocol using
the resource hypergraph state
∣∣∣G(N,D)res 〉, where G(N,D)res is a hypergraph in Fig. 14 representing ∣∣∣G(N,D)res 〉. For each depth
d ∈ {1, . . . , D}, let |ψd〉 denote an N -qubit state that can be generated from |0〉⊗N by the first d-depth part of the quantum
circuit illustrated on the left-hand side. In the corresponding part of the equivalent circuit on the right-hand side, we obtain
an N -qubit state H⊗N |ψ′d〉 from |+〉⊗N , where |ψ′d〉 coincides with |ψd〉 up to permutation of its N qubits. Our MBQC proto-
col implements arbitrary permutations using resources corresponding to G
(N,d)
S , followed by implementing geometrically local
CCZ gates, H gates, and identity gates 1 = H2 using resources represented by G
(n,d)
1,H,CCZ and G
(n,d)
1,H , so that the N qubits
corresponding to v1,d, . . . , vN,d of G
(N,D)
res can be prepared in H
⊗N |ψ′d−1〉. After repeating these implementations D times to
prepare H⊗N |ψ′D〉, we perform X measurements to obtain classical outcomes k′1, . . . , k′N , as illustrated on the right-hand side
of the circuit identity. These outcomes in MBQC are equivalent to the outcomes k1, . . . , kN of the Z measurements in the
circuit model on the left-hand side of the circuit identity, up to permutation.
in (46), the preparation complexity of the hypergraph
state
∣∣∣G(N,D)res 〉 corresponding to the hypergraph G(N,D)res
defined as (101) is
7
2
DN dlog2Ne2 +O (DN) , (106)
in terms of the required number of H, CZ, and CCZ
gates.
Proof of Proposition 1. We count vertices and hyper-
edges of G
(N,D)
res in the following.
As for vertices, consider first a case where N is a
power of 2 so that log2N is an integer, while gen-
eral cases of any N are discussed later. The hyper-
graph G
(N,D)
res consists of D sub-hypergraphs G
(N,d)
depth,
as shown in (101). Each G
(N,d)
depth consists of one sub-
graph G
(N,d)
S ,
⌊
N
3
⌋
sub-hypergraphs G
(n,d)
1,H,CCZ , and(
N − 3 ⌊N3 ⌋) subgraphs G(n,d)1,H,CCZ , as shown in (100).
The graph G
(N,d)
S corresponding to a sorting network
consists of subgraphs G
(n1,n2,d)
C corresponding to its com-
parators, as shown in (99), and when an odd-even merg-
ing network is used as the sorting network, there are(
1
4N
(
log22N − log2N + 4
)− 1) subgraphs G(n1,n2,d)C as
shown in (98). The number of vertices of G
(n1,n2,d)
C other
22
than vn1,d and vn2,d is 6, and the numbers of vertices of
G
(n,d)
1,H,CCZ and G
(n,d)
1,H other than un−2,d, un−1,d, and un,d
are 18 and 3, respectively, where the counted vertices are
illustrated as solid circles in Fig. 9, and those illustrated
as dotted circles in Fig. 9 are not counted for avoiding
double counting. Counting N vertices v1,1, . . . , vN,1 of
G
(N,D)
res in addition to vertices of these sub-hypergraphs,
for any N that is a power of 2, we obtain the number of
vertices of G
(N,D)
res
N +D
[(
1
4
N
(
log22N − log2N + 4
)− 1) · 6
+
⌊
N
3
⌋
· 18 +
(
N − 3
⌊
N
3
⌋)
· 3
]
.
(107)
In the general cases, let
∣∣∣VG(N,D)res ∣∣∣ denote the number of
vertices of G
(N,D)
res for any N and D, and then
∣∣∣VG(N,D)res ∣∣∣
satisfies∣∣∣VG(N,D)res ∣∣∣
5 N +D
[(
1
4
N
(
dlog2Ne2 − dlog2Ne+ 4
)
− 1
)
· 6
+
⌊
N
3
⌋
· 18 +
(
N − 3
⌊
N
3
⌋)
· 3
]
=
3
2
DN dlog2Ne2 +O (DN) ,
(108)
which yields (103).
As for hyperedges, the number of hyperedges of
G
(n1,n2,d)
C , G
(n,d)
1,H,CCZ , and G
(n,d)
1,H are 8, 34, and 4, re-
spectively, and in a similar way to the above counting of
vertices, for any N that is a power of 2, we obtain the
number of hyperedges of G
(N,D)
res
D
[(
1
4
N
(
log22N − log2N + 4
)− 1) · 8
+
⌊
N
3
⌋
· 34 +
(
N − 3
⌊
N
3
⌋)
· 4
]
.
(109)
In the general cases, let
∣∣∣EG(N,D)res ∣∣∣ denote the number
of hyperedges of G
(N,D)
res for any N and D, and then∣∣∣EG(N,D)res ∣∣∣ satisfies∣∣∣EG(N,D)res ∣∣∣
5 D
[(
1
4
N
(
dlog2Ne2 − dlog2Ne+ 4
)
− 1
)
· 8
+
⌊
N
3
⌋
· 34 +
(
N − 3
⌊
N
3
⌋)
· 4
]
= 2DN dlog2Ne2 +O (DN) ,
(110)
which yields (104).
The number of hyperedges among three vertices of
G
(N,D)
res is given by (105) because each G
(n,d)
1,H,CCZ has
one hyperedge among three vertices, and G
(n1,n2,d)
C
and G
(n,d)
1,H,CCZ have no hyperedges among three ver-
tices. Q.E.D.
Proof of Theorem 2. The hypergraph state
∣∣∣G(N,D)res 〉
can be prepared from |0〉⊗ |0〉⊗ · · · by applying H gates
to all the qubits, which yields |+〉 ⊗ |+〉 ⊗ · · · , followed
by applying CZ and CCZ gates corresponding to all the
hyperedges of G
(N,D)
res . The required number of H gates
equals the number of vertices of G
(N,D)
res given by (108)
in the proof of Proposition 1. In addition, the required
number of CZ and CCZ gates equals the number of hy-
peredges of G
(N,D)
res given by (110) in the proof of Propo-
sition 1. In total, the required number of H, CZ, and
CCZ gates are
7
2
DN dlog2Ne2 +O (DN) , (111)
which yields the conclusion. Q.E.D.
Remark 1 (Saving of required number of qubits in
MBQC). The hypergraph state
∣∣∣G(N,D)res 〉 is designed so
that the number of qubits for
∣∣∣G(N,D)res 〉 should be small.
As will be shown in Sec. III C, we can use
∣∣∣G(N,D)res 〉 as
a resource for MBQC simulating an N -qubit D-depth
quantum circuit composed of a gate set {H,CCZ}. The
saving of the number of qubits for
∣∣∣G(N,D)res 〉 stems from
two factors. First, the use of the sorting network in∣∣∣G(N,D)res 〉 reduces the number of qubits; in particular, in
terms of N , the existing resource states for MBQC with
polynomial overhead require Ω(N1+α) qubits with α > 0
to simulate the N -qubit circuit due to the geometrical
constraint as discussed in Sec. I, but the required num-
ber of qubits for
∣∣∣G(N,D)res 〉 is reduced to O(N log2N) as
shown in Proposition 1. Second, we reduce the number
of qubits required for implementing each H and CCZ
gate in MBQC; for example, a hypergraph state
∣∣G13〉 in
Ref. [44] uses 66 qubits to implement an arbitrary 3-qubit
1-depth circuit composed of {H,CCZ} by MBQC, but∣∣∣G(n,d)
1,H,CCZ
〉
in Fig. 9 uses as few as 21 qubits for this im-
plementation. A drawback of
∣∣∣G(N,D)res 〉 may arise from
the fact that due to the sorting network, the preparation
of
∣∣∣G(N,D)res 〉 requires interactions that are not necessar-
ily local with respect to some 2- or 3-dimensional ge-
ometry. However, the nonlocal interactions are vital to
overcoming the geometrical constraint causing the poly-
nomial overhead, and when we use photonic GKP qubits
to prepare resource states for MBQC, we can move pho-
tonic systems in space feasibly to realize the nonlocal in-
teractions. In the case of photonic architectures, rather
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than the nonlocal interactions, the cost of realizing non-
Gaussian operations is crucial. Since a GKP state is a
non-Gaussian state that is technologically costly to gen-
erate, the saving of the number of qubits in MBQC us-
ing
∣∣∣G(N,D)res 〉 is advantageous to MBQC using the GKP
qubits in reducing the cost of non-Gaussianity.
Remark 2 (The required number of CCZ gates for re-
source state preparation). As discussed in Sec. II B, when
we aim at preparing resource states for MBQC using pho-
tonic GKP qubits, Clifford gates implemented by Gaus-
sian operations are preferable, and to simplify the re-
source state preparation, reducing the required number
of non-Clifford CCZ gates is advantageous. As will be
shown in Sec. III C, the hypergraph state
∣∣∣G(N,D)res 〉 is
used as a resource for MBQC simulating an N -qubit D-
depth quantum circuit composed of a gate set {H,CCZ},
and such a circuit may include
⌊
N
3
⌋
CCZ gates per
depth. Theorem 2 shows that the number of CCZ gates
that are used for preparing
∣∣∣G(N,D)res 〉 is D ⌊N3 ⌋ in total,
i.e.,
⌊
N
3
⌋
per depth of the circuit to be simulated, and
all the other required operations than these CCZ gates
are Clifford gates that are also used for preparing graph
states, that is, H and CZ gates. Note that the existing
resource hypergraph states in Refs. [41–44] do not con-
sider this optimization in terms of the number of CCZ
gates; e.g., to implement an N -qubit D-depth circuit
composed of {H,CCZ}, the resource hypergraph state in
Ref. [44] uses O
(
N3
)
CCZ gates per depth, rather than
O (N) in our case. Our construction of
∣∣∣G(N,D)res 〉 is ad-
vantageous since no redundant CCZ gate is used; that is,
the
⌊
N
3
⌋
CCZ gates used in the preparation of
∣∣∣G(N,D)res 〉
per depth are necessary for implementing at most
⌊
N
3
⌋
CCZ gates at each depth of the N -qubit quantum cir-
cuit, as long as we use a periodic resource state whose
period corresponds to each depth of the circuit. Note
that a general proof on the optimality of the number of
CCZ gates among all possible resource states without
assuming the periodicity is unknown.
Remark 3 (The depth for resource state preparation).
While Theorem 2 on the preparation complexity of the
hypergraph state
∣∣∣G(N,D)res 〉 shows the size of the quantum
circuit for preparing
∣∣∣G(N,D)res 〉, the depth of this quan-
tum circuit can be as small as a constant in terms of D
and N , as shown in Appendix A. This constant-depth
resource preparation where the gates are performed in
parallel may be beneficial to reducing errors caused by
finite decoherence time of quantum systems and loss in
optical fibers in photonic MBQC, while the preparation
complexity for sequential resource preparation also mat-
ters to photonic MBQC illustrated in Fig. 1 where re-
source states are generated in order.
C. Protocol for universal MBQC and its quantum
and classical complexities
We prove the universality of MBQC using our resource
hypergraph state
∣∣∣G(N,D)res 〉, by constructing an MBQC
protocol. In particular, we show the following theorem
on the complexity of our MBQC protocol. The general-
ity of our construction of universal resource states and
the corresponding MBQC protocols are discussed in Re-
mark 4 after giving the proof. Remarkably, this theorem
achieves a poly-logarithmic overhead in simulating quan-
tum circuits by MBQC without assuming geometrical lo-
cality of gates in the circuits to be simulated. Moreover,
this MBQC protocol can be performed only with Z and
X measurements.
Theorem 3 (Universal resources for polylog-overhead
MBQC with Z and X measurements). There exists an
MBQC protocol that uses Z and X measurements for
a family of hypergraph states
{∣∣∣G(N,D)res 〉}
N,D
defined
as (93), to simulate an arbitrary N -qubit D-depth quan-
tum circuit composed of a computationally universal gate
set {H,CCZ} within the complexity
O
(
DN log2N
)
, (112)
where the complexity includes the preparation, quantum,
and classical complexities as discussed in Sec. II B.
To show the Theorem 3, we recall state transforma-
tions of graph and hypergraph states using Z and X
measurements, as well as commutation relations used for
correcting byproduct operators induced by these Z and
X measurements. In the following, given any hypergraph
(including a graph), vertices are illustrated as circles, and
an edge between two vertices and a hyperedge among
three vertices are illustrated as a black line and a red
rectangle, respectively, in the same way as Fig. 9. For a
hypergraph state represented by the hypergraph, a qubit
that is supposed to be measured in the Z basis and that
measured in the X basis are represented as a vertex il-
lustrated by a black and gray circle, respectively. For
clarity, a qubit where we input a state, which is not nec-
essarily |+〉, is illustrated by a circle surrounded by a
square. For Z measurements in {|0〉 , |1〉}, the outcomes
corresponding to |0〉 and |1〉 are denoted by k = 0 and
k = 1, respectively. For X measurements in {|+〉 , |−〉},
the outcomes corresponding to |+〉 and |−〉 are denoted
by k = 0 and k = 1, respectively.
Given a hypergraph state, if a Z measurement is per-
formed on a qubit, the measured qubit is disentangled
and removed from the rest of this hypergraph state, while
depending on the measurement outcome, byproduct op-
erators may be applied to the neighboring qubits of this
measured qubit on the corresponding hypergraph. For
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example, the following circuit identity holds:
|+i
|+i
|+i
|+i
Z
Z
Z k
=
|+i
|+i
|+i
Zk
Zk
(113)
where k is the outcome of the Z measurement, the hy-
pergraphs below the circuits correspond to hypergraph
states obtained from the circuits, and the dotted edge
represents byproduct CZk depending on k and acting on
the two neighboring qubits of the measured qubit with
respect to the initial hyperedge representing CCZ, while
local Pauli byproduct Zk acting on another neighboring
qubit with respect to the initial edge representing CZ is
not explicitly illustrated in the hypergraph.
Apart from this Z measurement, an X measurement
performed on a qubit in a graph state can be understood
as quantum teleportation [121]. In particular, if a qubit
in a graph state is measured in the X basis, the state of
the measured qubit is transferred to a qubit represented
as a neighbor on the graph, with the Hadamard gate H
and a byproduct Pauli operator applied to this state. For
example, the following circuit identity holds:
| i
|+i Z
X k
= | i H Xk
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(114)
where k is the outcome of the X measurement, and local
Pauli byproduct Xk acting on the neighboring qubit of
the measured qubit is not explicitly illustrated.
To achieve deterministic MBQC using our resource hy-
pergraph state
∣∣∣G(N,D)res 〉, byproduct operators induced
by these Z and X measurements must be corrected ap-
propriately. For the correction, outcomes of these mea-
surements are memorized temporarily and used in the
feed-forward classical processes for calculating commuta-
tion relations
|ψ〉 Zk
Z
k1
k2
=
|ψ〉
Z
Zk k1
k2
(115)
|ψ〉 Xk
Z
k1
k2
=
|ψ〉
Z
Xk
Zk
k1
k2
(116)
|ψ〉 Zk
Z
k1
k2
k3
=
|ψ〉
Z
Zk k1
k2
k3
(117)
|ψ〉 Xk
Z
k1
k2
k3
=
|ψ〉
Z
Xk
Zk
k1
k2
k3
(118)
where byproduct operators conditioned on a previous
measurement outcome k and applied directly to the input
state |ψ〉 on the left-hand sides are translated into those
applied just before any measurements on the right-hand
sides by commuting them with the CZ and CCZ gates
corresponding to hyperedges, which have been applied to
the qubits in the initial preparation of the resource hyper-
graph state
∣∣∣G(N,D)res 〉. As long as Z and X measurements
are concerned, the Zk and Xk byproduct operators ap-
plied just before the Z and X measurements on these
right-hand sides only flip the outcomes of the Z and X
measurements due to
Z |0〉 = |0〉 , Z |1〉 =− |1〉 , (119)
X |0〉 = |1〉 , X |1〉 = |0〉 , (120)
Z |+〉 = |−〉 , Z |−〉 = |+〉 , (121)
X |+〉 = |+〉 , X |−〉 =− |−〉 , (122)
and hence according to these equations, these local Pauli
byproducts Zk and Xk can be corrected by appropri-
ately relabeling measurement outcomes that are labeled
by {0, 1}, without adaptively changing the measurement
bases. As for the CZk byproduct operator applied be-
fore the measurements on the right-hand side of (118),
our MBQC protocol adaptively implement CZ gates con-
ditioned on k to cancel this byproduct CZk. This MBQC
protocol is described in the following proof of Theorem 3.
Proof of Theorem 3. Using the resource hypergraph
state
∣∣∣G(N,D)res 〉, we construct an MBQC protocol whose
complexity of simulating an arbitrary N -qubit D-depth
quantum circuit composed of {H,CCZ} satisfies the
bound (112). Since Theorem 2 shows that the prepara-
tion complexity of
∣∣∣G(N,D)res 〉 is O (DN log2N), it suffices
to show that the quantum and classical complexities are
also O
(
DN log2N
)
, which we will show after providing
the description of the MBQC protocol.
Sketch of the MBQC protocol: Given an arbi-
trary N -qubit D-depth quantum circuit composed of
{H,CCZ} illustrated on the left-hand side of Fig. 15, our
MBQC protocol implements an equivalent quantum cir-
cuit illustrated on the right-hand side of Fig. 15. Let |ψd〉
for each d ∈ {1, . . . , D} denote the N -qubit state gener-
ated from |0〉⊗N by the first d-depth part of the given
25
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FIG. 16: Measurement patterns of the resource hypergraph state
∣∣∣G(N,D)res 〉 for implementing quantum gates used in our MBQC
protocol in Theorem 3 to achieve universal quantum computation, where edges and hyperedges are illustrated in the same
way as Fig. 9. The patterns for implementing the identity and SWAP gates using resources corresponding to the hypergraph
G
(n1,n2,d)
C are shown on the top left, those for the identity and H gates using G
(n,d)
1,H are on the bottom left, and those for the
identity, H, CZ, and CCZ gates using G
(n,d)
1,H,CCZ are on the right. For each pattern, the input qubits correspond to the leftmost
vertices, and the output qubits that are not measured in the pattern are illustrated as the rightmost white vertices. Black
and gray vertices represent qubits that are measured in the Z and X bases, respectively. For implementing CCZ gates, the
CZ byproducts can be corrected by adaptively choosing Z or X measurements of qubits represented as dashed white vertices,
so that appropriate CZ gates for the correction can be adaptively implemented. As discussed in Appendix B, to implement
multiple CCZ gates in parallel, we can perform these corrections of CZ byproducts collectively later using the blue dotted
edges for implementing CZ gates, while these blue dotted edges are optional for the universality.
circuit (see the left-hand side of Fig. 15). In the equiva-
lent circuit, we obtain an N -qubit state H⊗N |ψ′d〉 from
|+〉⊗N after the corresponding part (see the right-hand
side of Fig. 15), where |ψ′d〉 is given by permuting the N
qubits of |ψd〉. In our MBQC protocol, each quantum
gate applied to |ψd〉 in the given circuit is implemented
on H⊗N |ψ′d〉 by first performing a set of the Hadamard
gates H to obtain |ψ′d〉, and then applying the gate to|ψ′d〉, followed by performing another set of Hadamard
gates H; e.g., a CCZ gate on |ψd〉 is simulated by im-
plementing (H⊗3)CCZ(H⊗3) on H⊗N |ψ′d〉, as shown in
Fig. 15. While classical outputs in the circuit model are
obtained by Z measurements for the N -qubit state |ψD〉
output from theD-depth circuit, our MBQC protocol can
prepare the state H⊗N |ψ′D〉 on the N qubits represented
as the vertices v1,D+1, . . . , vN,D+1 of G
(N,D)
res illustrated
in Fig. 14, by appropriately performing Z and X mea-
surements of all the rest of the qubits that are initially
prepared in
∣∣∣G(N,D)res 〉. By performing X measurements
for H⊗N |ψ′D〉, we can obtain the same classical outputs
as those of Z measurements for |ψD〉 in the corresponding
circuit model up to permutation.
Since G
(N,D)
res is inductively defined using the same hy-
pergraphs G
(N,1)
depth, . . . , G
(N,D)
depth as shown in (102), we prove
by induction that for any d ∈ {1, . . . , D}, MBQC using∣∣∣G(N,d)res 〉 can prepare H⊗N |ψ′d〉. For this proof, it suffices
to show that we can use each G
(N,d)
depth given in (100) and
composed of G
(N,d)
S , G
(n,d)
1,H,CCZ , and G
(n,d)
1,H to implement
an arbitrary N -qubit 1-depth quantum circuit up to per-
mutation. As illustrated on the right-hand side of Fig. 15,
we show that our MBQC protocol can achieve this imple-
mentation of an arbitrary N -qubit 1-depth quantum cir-
cuit by performing an arbitrary permutation of N qubits
using G
(N,d)
S , followed by performing identity, H, and ge-
ometrically local CCZ gates using G
(n,d)
1,H,CCZ and G
(n,d)
1,H .
In the following, we provide patterns of the Z andX mea-
surements for these implementations, followed by analy-
sis of quantum and classical complexities of this MBQC
protocol, where we refer to the vertices of hypergraphs
G
(n1,n2,d)
C , G
(n,d)
1,H , and G
(n,d)
1,H,CCZ using the labels shown
in Fig. 9.
Implementation of permutations: To implement
the permutation using G
(N,d)
S , by construction of G
(N,d)
S
using a sorting network as shown in Fig. 12, it suffices to
show that eachG
(n1,n2,d)
C corresponding to each compara-
tor of the sorting network can be used for implementing
identity and SWAP gates from the two input qubits rep-
resented as vertices vn1,d and vn2,d, to the two output
qubits represented as un1,d and un2,d. The measurement
pattern of G
(n1,n2,d)
C for implementing the identity gate
1
⊗2 for the two qubits is labeled “1⊗2” on the top left of
Fig. 16. In this case, Z measurements acting as shown
in (113) are used for deleting vertices so that the re-
sulting graph consists of a unique path connecting vn1,d
and un1,d, and that connecting vn2,d and un2,d. For each
path, X measurements acting as shown in (114) are used
for teleporting the input state with the H gate applied
to the input state. Since H2 = 1, repeating the X mea-
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surements twice on each path transfers any input state of
a qubit represented as vn1,d (and vn2,d) to the same out-
put state of that represented as un1,d (and un2,d, respec-
tively). The measurement pattern of G
(n1,n2,d)
C for imple-
menting the SWAP gate, which is labeled “SWAP” on
the top left of Fig. 16, works in a similar way, using two
paths connecting vn1,d and un2,d, and connecting vn2,d
and un1,d. Appropriately choosing these measurement
patterns for implementing identity and SWAP gates for
each subgraph G
(n1,n2,d)
C corresponding to a comparator,
we can implement any permutation of N qubits using
G
(N,d)
S , where any state can be input from the qubits
represented as v1,d, . . . , vN,d of G
(N,d)
S , and an arbitrar-
ily permuted state of this input state is output to those
represented as u1,d, . . . , uN,d.
Implementation of identity gates: Similarly to
the above implementation of the identity gate using of
G
(N,d)
S , the measurement pattern of G
(n,d)
1,H labeled “1”
on the bottom left of Fig. 16 can be used for implement-
ing the identity gate, where a Z measurement is used
for making a path, and X measurements are used for
teleporting the input state twice. As for G
(n,d)
1,H,CCZ , the
pattern labeled “1⊗H⊗H” in Fig. 16 works in the same
way, where all the qubits illustrated as the black vertices
are removed from the resource hypergraph state by Z
measurements.
Implementation of H gates: While the above im-
plementation of the identity gate uses the H gates twice,
we implement the H gate by using it only once rather
than three times. Using (114) and linear-algebraic calcu-
lation, we have the following circuit identity:
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| i
|+i
|+i
Z
Z Z
X
X
k1
k2 =
| i
|+i Z H Xk2 Z
X k1
=
| i Zk1+k2+1 Xk2
(123)
indicating that given three qubits corresponding to three
vertices that are connected as a cycle, X measurements
of two of these qubits implement the one-qubit identity
gate, up to local Pauli byproduct operators. Thus, the
measurement pattern of G
(n,d)
1,H that is labeled “H” on the
bottom left of Fig. 16 can be used for implementing the
H gate, where the input state of the qubit un,d is first
teleported to the qubit neighboring vn,d without applying
H, and then teleported to the qubit vn,d with H applied.
As for G
(n,d)
1,H,CCZ , the H gate can be implemented by
the same measurement pattern, as shown in the pattern
labeled “1⊗H ⊗H” in Fig. 16.
Implementation of CZ gates: In addition to these
implementations of 1 and H using G
(n,d)
1,H,CCZ , we can also
use G
(n,d)
1,H,CCZ to implement CZ gates by a measurement
pattern labeled “CZs” in Fig. 16. Note that this imple-
mentation of CZ gates using the blue dotted edges in
Fig. 16 is optional for universal quantum computation
to prove Theorem 3; that is, a hypergraph state corre-
sponding to G
(N,D)
res without these blue dotted edges still
serves as a universal resource. However, this implemen-
tation of CZ gates is beneficial to implementing multi-
ple CCZ gates in parallel as discussed in Appendix B,
and we will also apply a similar measurement pattern to
correcting CZ byproducts in implementing CCZ gates.
By performing X measurements of the two qubits cor-
responding to a pair of connected vertices incident with
blue dotted edges in Fig. 16, we can apply a CZ gate to
the two qubits represented as vertices connected to the
measured qubits by the blue dotted edges, due to the
following circuit identity:
<latexit sha1_base64="(null)">(null)</latexit> <latexit sha1_base64="(null)">(null)</latexit>
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which indicates that given four qubits corresponding to
four vertices connected in the form of a line graph, X
measurements of the inner two qubits directly connect
the outer two by an edge representing CZ, up to local
Pauli byproduct operators. Thus, the measurement pat-
tern labeled “CZs” in Fig. 16 implements three CZ gates
acting on all the pairs of qubits in the 3-qubit 1-depth cir-
cuit corresponding to G
(n,d)
1,H,CCZ , while CZ gates for any
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two qubits can be implemented in the same way by re-
moving unnecessary pairs of vertices by Z measurements
rather than the X measurements.
Implementation of CCZ gates: To implement a
CCZ gate using G
(n,d)
1,H,CCZ , instead of using the paths
from un−2,d to vn−2,d, from un−1,d to vn−1,d, and from
un,d to vn,d for implementing identity and H gates,
we use the other paths from un−2,d, un−1,d, un,d to
vn−2,d, vn−1,d, vn,d as shown in the measurement pattern
labeled “CCZ and CZs” in Fig. 16. Due to the com-
mutation relation (118), two-qubit byproduct operators
CZ may appear in this measurement pattern, depend-
ing on the outcomes of X measurements of the qubits
represented as un−2,d, un−1,d, and un,d, as well as local
Pauli byproduct operators caused by the previous mea-
surements. Using (124), we cancel these CZ byproducts
by adaptively choosing whether Z or X measurements
are performed on two qubits that are represented as two
connected dashed vertices in Fig. 16 corresponding to
each of these CZ byproducts.
Complexity: We analyze the quantum complexity
and the classical complexity of this MBQC protocol,
while the preparation complexity is O(DN log2N) as
shown in Theorem 2. Regarding the quantum com-
plexity, each Z or X measurement can be implemented
by a constant-depth quantum circuit, and since there
are O
(
DN log2N
)
qubits to be measured, the quantum
complexity is
O
(
DN log2N
)
. (125)
Thus in the following, we analyze the classical com-
plexity of our MBQC protocol. Given a classical descrip-
tion of any N -qubit D-depth quantum circuit composed
of {H,CCZ}, we perform classical preprocessing before
beginning measuring the qubits, so that this description
of the circuit is converted into the form on the right-hand
side of Fig. 15. In such a conversion, for each of the D
depths, the sorting network is classically performed for
identifying which of the comparators act as the identity
gates and which as the SWAP gates to achieve an appro-
priate permutation, taking O
(
N log2N
)
steps per depth
for the odd-even merging networks. Thus, this classical
preprocessing for all the D depths takes O
(
DN log2N
)
steps in total, which determines measurement patterns to
make the paths used in our MBQC protocol from each
of {v1,d, . . . , vN,d} to one of {v1,d+1, . . . , vN,d+1} for each
d ∈ {1, . . . , D}. After this preprocessing, we obtain mea-
surement patterns for the qubits except for those repre-
sented as dashed vertices of G
(n,d)
1,H,CCZ in Fig. 16, which
may be used for corrections of CZ byproducts in imple-
menting CCZ gates.
In addition to this classical preprocessing, after per-
forming each measurement of the qubits, we need feed-
forward classical processes to calculate and memorize lo-
cal Pauli byproduct operators applied to the N qubits,
so that the CZ byproducts can be identified and cor-
rected. The calculation of the byproducts can be per-
formed within O(DN log2N) steps in total using the
following procedure. For memorizing and tracing local
Pauli byproducts for all the O(DN log2N) qubits (i.e.,
1, X, Z, or XZ for each qubit), we assume that we
can use an array data structure, where initialization of
O
(
DN log2N
)
elements corresponding to these byprod-
ucts for the qubits takes O
(
DN log2N
)
steps, and ran-
dom access to each element and rewriting each element
take a constant step. In our MBQC protocol, before
performing each X measurement of a qubit represented
by a vertex v, we list up all the neighboring vertices of
v, and if some qubits corresponding to the neighboring
vertices are supposed to be measured in the Z basis,
then we perform the Z measurements of the neighbor-
ing qubits prior to the X measurement for v. In the
case of performing a Z measurement of a qubit repre-
sented by a vertex v′, we list up all the neighboring
vertices of v′ before the Z measurement, and if some
qubits corresponding to the neighboring vertices are sup-
posed to be measured in the Z basis, then we perform
the Z measurements of the neighboring qubits prior to
the Z measurement for v′. Applying this procedure re-
cursively before each X measurement, we can guaran-
tee that each X measurement is performed after making
the path by Z measurements to remove the neighbor-
ing qubits. Meanwhile, we trace and correct local Pauli
byproducts caused by the X and Z measurements, using
the patterns (113), (114), (123), and (124) combined with
the commutation relations (115), (116), (117), and (118).
For each measurement, the number of qubits that are af-
fected by local Pauli byproducts are upper bounded by a
constant since the maximal degree of G
(N,D)
res is five. Note
that a degree of a vertex of a hypergraph refers to the
number of hyperedges that include the vertex, and the
maximal degree is the maximal of the degrees among all
the vertices. Hence, the feed-forward classical processes
for the measurements of all the O
(
DN log2N
)
qubits
take O
(
DN log2N
)
steps in total.
Therefore, including both the classical preprocessing
and the feed-forward classical processes, the classical
complexity is
O
(
DN log2N
)
. (126)
These analyses of quantum and classical complexities,
together with the analysis of preparation complexity in
Theorem 2, yield the conclusion. Q.E.D.
Remark 4 (Generality of our construction of universal
resource states and MBQC protocols). Our construction
of universal resource states
∣∣∣G(N,D)res 〉 straightforwardly
generalizes to other universal resource states in the fol-
lowing two ways. Firstly, we can use different sorting
networks from the odd-even merging networks for im-
plementing the qubit permutation. In particular, apart
from the sorting networks discussed in Sec. III A, namely,
the bitonic sorters, the odd-even merging networks, and
the pairwise networks, there exist sorting networks whose
depth is O (logN) and whose number of comparators
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is O (N logN), asymptotically optimal in scaling [122–
124]. Instead of the odd-even merging networks, we may
use such asymptotically optimal sorting networks to con-
struct an MBQC protocol achieving the complexity
O (DN logN) , (127)
while the constant factors of the known asymptotically
optimal sorting networks are impractically large. Note
that it is an open problem to construct practical and
asymptotically optimal sorting networks for any N , while
shallower sorting networks than the odd-even merging
networks are also known for some special N [70]. In
contrast to such large constant factors for the asymp-
totically optimal sorting networks, the odd-even merging
networks yield practically small constant factors as shown
in Proposition 1 and Theorem 2. Secondly, in addition to
this possibility of changing sorting networks correspond-
ing to Gn1,n2,dS in the definition of G
N,D
res , hypergraphs
G
(n,d)
1,H,CCZ and G
(n,d)
1,H for implementing each elementary
gate in the gate set {H,CCZ} can also be replaced with
other entangled states for implementing a different gate
set, without increasing the scaling of the complexity in
terms of D and N . Note that if this replacement uses
an entangled state that is not a hypergraph state, the re-
sulting resource state can be different from a hypergraph
state, and the required measurement bases for universal
MBQC are not necessarily the Z and X bases.
Remark 5 (Verifiability). We remark on situations where
the resource state
∣∣∣G(N,D)res 〉 for the MBQC protocol
in Theorem 3 are prepared by an untrusted quantum
source that we need to verify using trusted measure-
ment devices, so that we can guarantee that outcomes
of MBQC protocols using these resource states are cor-
rect. Such situations may arise when an experimentalist
constructs a quantum source for generating
∣∣∣G(N,D)res 〉 and
checks whether the source is working correctly, while the
verification is also crucial for blind quantum computa-
tion [9, 10]. We here discuss the complexity of verifica-
tion of the multiqubit hypergraph state
∣∣∣G(N,D)res 〉 for any
D and N . While the verification would be achievable by
quantum state tomography [125] at an exponential cost
of the required number of states from the source in terms
of D and N , we show that in the verification of
∣∣∣G(N,D)res 〉,
the required number of states from the source can indeed
be independent of D and N . In the task of verifica-
tion, the source repeatedly provides multiqubit quantum
states that may not be independently and identically dis-
tributed, and we perform measurements of these states
so that measurement outcomes can guarantee that this
source provides
∣∣∣G(N,D)res 〉. Each measurement of a state
that is supposed to be
∣∣∣G(N,D)res 〉 is called a test, and the
state is said to pass a test if the outcomes of the measure-
ments of all the qubits for this multiqubit state satisfy
a certain success condition for passing the test. Given
a significance level δ > 0, an infidelity level  > 0, and
(t + 1) states from a source, we use t states for t tests
to verify whether the last one state ρ is
∣∣∣G(N,D)res 〉 or not.
If the source provides
∣∣∣G(N,D)res 〉 every time, then all the
states from the source pass the tests, and on the other
hand, if the fidelity between ρ and
∣∣∣G(N,D)res 〉 is smaller
than 1− , that is,〈
G(N,D)res
∣∣∣ ρ ∣∣∣G(N,D)res 〉 < 1− , (128)
then the probability of the states passing all the t tests
is at most δ. A state-of-the-art protocol for this type of
verification for a hypergraph state is given in Refs. [126–
128]. The cost t of verification in this protocol depends
on the vertex coloring of the hypergraph corresponding
to the hypergraph state, that is, the number χ of col-
ors necessary for coloring vertices of the hypergraph so
that neighboring vertices of the hypergraph have different
colors. As shown in Appendix C, the minimal number of
colors for the vertex coloring of the hypergraph G
(N,D)
res
corresponding to
∣∣∣G(N,D)res 〉 is χ = 3. Then, the protocol
in Ref. [126] achieves the verification of
∣∣∣G(N,D)res 〉 using t
tests where
t =
⌊
4.06

ln
1
(1− ) δ
⌋
, (129)
which is independent of D and N . Note that this veri-
fication is implementable by nonadaptive measurements
of the qubits for
∣∣∣G(N,D)res 〉 only in the Z and X bases,
i.e., the same measurement bases as the MBQC proto-
col using
∣∣∣G(N,D)res 〉 in Theorem 3. The complexity of the
MBQC protocol in Theorem 3 using
∣∣∣G(N,D)res 〉, combined
with this verification, is in total
O
((
DN log2N
)× 1

log
(
1
δ
))
, (130)
and hence including the verification, the polylog overhead
cost in this MBQC protocol using
∣∣∣G(N,D)res 〉 in terms of D
and N is still achievable. Note that combining this verifi-
cation with the asymptotically optimal sorting networks
(with a large constant factor) as discussed in Remark 4,
we can also obtain an MBQC protocol with verification
of complexity
O
(
(DN logN)× 1

log
(
1
δ
))
. (131)
IV. FAULT-TOLERANT PHOTONIC MBQC
PROTOCOL
In this section, we construct a fault-tolerant MBQC
protocol that achieves a polylog overhead using the mul-
tiqubit hypergraph state
∣∣∣G(N,D)res 〉 given in Sec. III as a
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resource. Aiming at implementing fault-tolerant MBQC
using photonic architectures, we represent each qubit
for
∣∣∣G(N,D)res 〉 as a logical qubit of the concatenated 7-
qubit code at concatenation level L [23, 77, 78] using
photonic GKP qubits as physical qubits, which we call
the GKP 7-qubit code. For an integer l ∈ {0, . . . , L}, a
level-l logical qubit refers to a logical qubit of the GKP
7-qubit code at concatenation level l, which consists of
7l physical GKP qubits. In Sec. IV A, we describe how
to perform fault-tolerant MBQC if a sufficiently high-
fidelity resource state
∣∣∣G(N,D)res 〉 encoded by the GKP 7-
qubit code is given. To prepare this resource state in
a fault-tolerant way, in Sec. IV B, we introduce an opti-
mized algorithm for reducing variances of GKP qubits,
which improves the performance of SQEC summarized
in Sec. II C. Then in Sec. IV C, we provide a protocol
for the fault-tolerant resource state preparation shown in
Protocol 1. This protocol for fault-tolerant resource state
preparation is applicable in general; that is, we can use
our fault-tolerant state preparation protocol for prepar-
ing not only
∣∣∣G(N,D)res 〉 for our MBQC protocol but also
for any multiqubit entangled state generated by Clifford
and T gates, while we will describe the protocol using∣∣∣G(N,D)res 〉 for clarity. As for the overhead, we show in
Sec. IV D that the overall overhead of the fault-tolerant
MBQC protocol for implementing an N -qubit D-depth
quantum circuit within a failure probability  scales poly-
logarithmically, and hence if we use
∣∣∣G(N,D)res 〉, the polylog
overhead of the MBQC protocol in Theorem 3 still holds
including QEC. As shown in Sec. IV E by numerical cal-
culation, the threshold for our fault-tolerant MBQC pro-
tocol is 7.8 dB in terms of the squeezing level of the GKP
code.
A. Fault-tolerant MBQC protocol using encoded
resource state
We describe a protocol for performing the MBQC pro-
tocol in Theorem 3 in a fault-tolerant way, using a given
hypergraph state
∣∣∣G(N,D)res 〉 shown in Sec. III that we here
assume is represented as a logical state of the GKP 7-
qubit code in a sufficiently high fidelity. To achieve the
high fidelity of the logical state required for this protocol,
we will also show in Sec. IV C how to prepare arbitrarily
high-fidelity
∣∣∣G(N,D)res 〉 encoded by the GKP 7-qubit code
from given GKP qubits at a better squeezing level than
a threshold. Throughout the resource state preparation
shown in Sec. IV C, we keep track of the variances of each
physical GKP qubit, and hence, we here assume that our
protocol can use the values of the variances of each GKP
qubit in the qˆ and pˆ quadratures for QEC.
Suppose that a sufficiently high-fidelity encoded state
of
∣∣∣G(N,D)res 〉 using the GKP 7-qubit code is provided,
where the variances of each GKP qubit are also given.
Then, we can perform the MBQC protocol in Theorem 3
by replacing Z and X measurements in the protocol with
logical Z and X measurements implemented by homo-
dyne detection in qˆ and pˆ quadratures, respectively, us-
ing transversal implementations of logical Clifford opera-
tions for the 7-qubit code summarized in Sec. II C. Finite
squeezing of GKP qubits may cause errors that are anal-
ogous to bit- and phase-flip errors at the logical level of
the GKP code. We correct these bit- and phase-flip er-
rors using the analog quantum error correction (AQEC)
summarized in Sec. II C. In the same way as (73), we
label each of the 7L GKP qubit as
(n0, . . . , nL−1) ∈ {1, . . . , 7}L (132)
where n0 is a label of a physical GKP qubit, and nl for
each l ∈ {1, . . . , L− 1} is a label of a level-l logical qubit
composed of 7 level-(l−1) logical qubits. When perform-
ing the logical Z or X measurement of the GKP 7-qubit
code, we estimate a bit-valued logical measurement out-
come b˜(AQEC) from real-valued outcomes of homodyne
detection in such a way as (84) of the AQEC, and calcu-
late the deviations of the outcome of homodyne detection
∆˜(AQEC)n0,...,nL−1 (133)
using (87). We use b˜(AQEC) to perform the MBQC pro-
tocol in Theorem 3 at the logical level, while we addi-
tionally perform correction using the analog information
∆˜
(AQEC)
n0,...,nL−1 at the physical level.
The correction can be performed in analogy to
Knill’s quantum-teleportation-based quantum error cor-
rection [108, 109], but we exploit the analog information
∆˜
(AQEC)
n0,...,nL−1 obtained from the AQEC to improve the per-
formance of QEC. In the fault-tolerant MBQC protocol,
after each logical X measurement (114) for quantum tele-
portation, we correct the deviation in a similar way as the
single-qubit quantum error correction (SQEC) using ∆˜q
defined as (58), as shown in Fig. 17. In particular, for
each GKP qubit labeled as (132), we obtain from (58)
the deviation for the correction
∆˜n0,...,nL−1,q :=
σ2n0,...,nL−1,1,q
σ2n0,...,nL−1,1,q + σ
2
n0,...,nL−1,2,p
∆˜(AQEC)n0,...,nL−1 ,
(134)
where
(
σ2n0,...,nL−1,1,q, σ
2
n0,...,nL−1,1,p
)
denotes the vari-
ances of the GKP qubit labeled (n0, . . . , nL−1)
that remains after the quantum teleportation, and(
σ2n0,...,nL−1,2,q, σ
2
n0,...,nL−1,2,p
)
denotes the variances of
the GKP qubit labeled (n0, . . . , nL−1) and measured in
the quantum teleportation. The variances of the GKP
qubit labeled (n0, . . . , nL−1) after the quantum teleporta-
tion and the correction are given in the same way as (60),
denoted by
(
σ′2n0,...,nL−1,1,q, σ
′2
n0,...,nL−1,1,p
)
. We refer to
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∣∣ψ(L)〉 (σ22,q, σ22,p)∣∣+(L)〉 (σ21,q, σ21,p) Z
a part of
a hypergraph state
↓
pˆ AQEC
Vˆ
(
−∆˜n0,...,nL−1,q, 0
)
H
∣∣ψ(L)〉 (σ′21,q, σ′21,p)
quantum teleporta-
tion (QT-SAQEC)
FIG. 17: Quantum-teleportation single-logical-qubit analog quantum error correction (QT-SAQEC) analogous to Knill’s
quantum-teleportation-based quantum error correction for a given GKP 7-qubit code state
∣∣∣ψ(L)〉 at a concatenation level
L. For all the physical GKP qubits labeled (n0, . . . , nL−1) that remains after the quantum teleportation, the variances(
σ2n0,...,nL−1,1,q, σ
2
n0,...,nL−1,1,p
)
in the qˆ and pˆ quadratures are collectively written as
(
σ21,q, σ
2
1,p
)
. These GKP qubits are
prepared in a fixed level-L logical state
∣∣∣+(L)〉 and connected with the input GKP qubits prepared in ∣∣∣ψ(L)〉 by a transversally
implemented CZ gate, which can be a part of the resource hypergraph state for our MBQC protocol. For all these input
GKP qubits labeled (n0, . . . , nL−1) and measured in the quantum teleportation, the variances
(
σ2n0,...,nL−1,2,q, σ
2
n0,...,nL−1,2,p
)
are collectively written as
(
σ22,q, σ
2
2,p
)
. Homodyne detection of the GKP qubits for
∣∣∣ψ(L)〉 in the pˆ quadrature achieves the
quantum teleportation in the same way as (114), and at the same time, AQEC illustrated in Fig. 7 yields estimates of the
deviations of the measurement outcomes for all the measured GKP qubits for
∣∣∣ψ(L)〉. Thus, the QT-SAQEC corrects this devi-
ation using the estimate ∆˜n0,...,nL−1,q of the deviation given by (134) for each GKP qubit. The variances after this correction(
σ′2n0,...,nL−1,1,q, σ
′2
n0,...,nL−1,1,p
)
is given in the same way as qˆ-SQEC (60) illustrated in the upper part of Fig. 5, collectively
written as
(
σ′21,q, σ
′2
1,p
)
.
this QEC method as quantum-teleportation single-logical-
qubit analog quantum error correction (QT-SAQEC).
Note that we do not perform this correction after log-
ical Z measurements of the GKP 7-qubit code.
After performing each QT-SAQEC, we obtain the de-
viation ∆˜n0,...,nL−1,q given by (134) in the qˆ quadrature
of each of the 7L GKP qubits comprising a logical qubit
of the GKP 7-qubit code where the input state is tele-
ported. Throughout the protocol, we do not have to ex-
plicitly apply displacement transformation for correcting
the deviation to physical GKP qubits for the resource
state; instead, the deviation can be corrected by appro-
priately relabeling real-valued measurement outcomes of
homodyne detection by subtracting the deviations from
the outcomes. In a Z measurement of a GKP qubit
labeled (n0, . . . , nL−1), we correct the real-valued out-
come q˜ ∈ R of homodyne detection in the qˆ quadra-
ture by subtracting ∆˜n0,...,nL−1,q from q˜. Furthermore,
in a X measurement of a GKP qubit connected to the
GKP qubit (n0, . . . , nL−1) by a CZ gate transversally
implemented using (18), we correct the real-valued out-
come p˜ ∈ R of homodyne detection in the pˆ quadrature
according to (18), that is, by subtracting ∆˜n0,...,nL−1,q
from p˜. In contrast to the CZ gate, a logical CCZ gate
of the GKP 7-qubit code is not implemented transver-
sally. Although an outcome p˜ of homodyne detection in
the pˆ quadrature of a GKP qubit connected to the GKP
qubit (n0, . . . , nL−1) by implementing the logical CCZ
gate may also be changed by ∆˜n0,...,nL−1,q similarly to the
CZ gate, we ignore the changes in p˜ potentially caused
by the logical CCZ gate; that is, when we perform the X
measurement of a logical qubit of the GKP 7-qubit code
connected to two logical qubits by the logical CCZ gate,
we do not add or subtract the deviations in qˆ of these two
neighboring logical qubits in correcting the measurement
outcome, but only subtract the deviations that can be
calculated from the transversal CZ gates. In this case,
even if we ignore the potential deviation at the physical
level caused by the logical CCZ gate of the GKP 7-qubit
code, we can correct the logical bit- and phase-flip er-
rors caused by this ignorance at the logical level of the
7-qubit code as long as the failure probability in QEC
is sufficiently suppressed by preparing the high-fidelity
resource state.
In this way, we can combine the MBQC protocol in
Theorem 3 with the QT-SAQEC to achieve fault-tolerant
MBQC by homodyne detection, as long as we can prepare
a sufficiently high-fidelity hypergraph state
∣∣∣G(N,D)res 〉 en-
coded by the GKP 7-qubit code.
B. Optimized GKP single-qubit quantum error
correction (SQEC)
Before providing a protocol for preparing a high-
fidelity encoded state
∣∣∣G(N,D)res 〉 in the next subsection,
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we introduce an optimized algorithm of SQEC, where
SQEC is summarized in Sec. II C. In the same way as
Sec. II C, consider a data GKP qubit 1 and an auxiliary
GKP qubit 2 in the following, where the variances in the
qˆ and pˆ quadratures are
(
σ21,q, σ
2
1,p
)
for 1 and
(
σ22,q, σ
2
2,p
)
for 2. SQEC aims at reducing the variances σ21,q and σ
2
1,p
of the data GKP qubit that accumulate as we apply quan-
tum gates, using an auxiliary GKP qubit 2 with variances
σ22,q and σ
2
2,p that are expected to be smaller than σ
2
1,q
and σ21,p. Observe that the variances σ
2
1,q and σ
2
1,p of the
data GKP qubit eventually cause bit- and phase-flip er-
rors of the GKP qubit, respectively, and when we use the
GKP 7-qubit code for correcting the errors, the eventual
failure probability of QEC is determined by the larger
variance of σ21,q and σ
2
1,p since the larger variance causes
more errors than the other. Based on this observation,
we here aim to minimize
max
{
σ21,q, σ
2
1,p
}
(135)
by adjusting the variances
(
σ22,q, σ
2
2,p
)
of the auxiliary
GKP qubit in SQEC.
Consider a case where a given data GKP qubit satisfies
σ21,q = σ21,p, (136)
and we optimize qˆ-SQEC (60) illustrated in the upper
part of Fig. 5. The case of σ21,q < σ
2
1,p for pˆ-SQEC (61)
will be discussed later. Suppose that we can prepare
auxiliary GKP qubits in |0〉, where the variances are(
σ22,q, σ
2
2,p
)
. SQEC using this auxiliary GKP qubit would
decrease σ21,q to σ
′2
1,q and increase σ
2
1,p to σ
′2
1,p, where σ
′2
1,q
and σ′21,p are given by (60). In contrast, we here optimize
the variances of the auxiliary GKP qubit corresponding
to
(
σ22,q, σ
2
2,p
)
, so that neither of the variances of the data
GKP qubit after SQEC corresponding to σ′21,q and σ
′2
1,p
can be dominant; that is, the variances corresponding to
σ′21,q and σ
′2
1,p can be as close as possible. To achieve this
optimization by only using auxiliary GKP qubits pre-
pared in |0〉 with variances (σ22,q, σ22,p), we prepare |0〉
with variances
(
1
mσ
2
2,q,mσ
2
2,p
)
or
(
mσ22,q,
1
mσ
2
2,p
)
for any
m ∈ {1, 2, . . .}, which we call variance adjustment.
For the variance adjustment, we use the circuits shown
in Fig. 18. In the upper and lower circuits of Fig. 18, for
each m ∈ {1, 2, . . .}, we input a GKP qubit prepared in
|0〉 with variances ( 1mσ2q ,mσ2p) and (mσ2q , 1mσ2p), respec-
tively, and we also prepare |0〉 of an auxiliary GKP qubit
with variances
(
σ2q , σ
2
p
)
. Then, using the CNOT gate
implemented by (20), we measure qˆ1 + qˆ2 and pˆ1 + pˆ2,
respectively, where qˆ1 and qˆ2 denote the qˆ quadratures of
the control mode and the target mode of the CNOT gate
in the upper circuit of Fig. 18, and pˆ1 and pˆ2 denote the
pˆ quadratures of the control mode and the target mode
of the CNOT gate in the lower circuit of Fig. 18. In the
same way as SQECs (58) and (59), to estimate the de-
viation for the correction in the upper and lower circuits
|0〉 ( 1mσ2q ,mσ2p)
|0〉 (σ2q , σ2p) X qˆ Vˆ
(
−∆˜′q, 0
)
|0〉
(
1
m+1σ
2
q , (m+ 1)σ
2
p
)
|0〉 (mσ2q , 1mσ2p)
|0〉 (σ2q , σ2p) X pˆ Vˆ
(
0,−∆˜′p
)
|0〉
(
(m+ 1)σ2q ,
1
m+1σ
2
p
)
FIG. 18: Quantum circuits for variance adjustment to opti-
mize the performance of SQEC in Fig 5. Given GKP qubits
prepared in |0〉 with variances (σ2q , σ2p), the variance adjust-
ment uses only these GKP qubits to prepare |0〉 with vari-
ances
(
1
m
σ2q ,mσ
2
p
)
by the upper circuit and
(
mσ2q ,
1
m
σ2p
)
by
the lower circuit for any m ∈ {1, 2, . . .}. In the upper cir-
cuit, for each m, we input a GKP qubit prepared in |0〉 with
variances
(
1
m
σ2q ,mσ
2
p
)
, and the variance adjustment estimates
the deviation in qˆ of this input as ∆˜′q given by (137), fol-
lowed by the displacement Vˆ defined as (34). As a result, the
variances of the input changes into
(
1
m+1
σ2q , (m+ 1)σ
2
p
)
as
shown in (139). In the lower circuit, for each m, we input a
GKP qubit prepared in |0〉 with variances (mσ2q , 1mσ2p), and
estimate the deviation in pˆ of this input as ∆˜′p given by (138),
followed by Vˆ . As a result, the variances of the input changes
into
(
(m+ 1)σ2q ,
1
m+1
σ2p
)
as shown in (140).
of Fig. 18, we use, respectively,
∆˜′q :=
1
mσ
2
q
1
mσ
2
q + σ
2
q
∆˜, (137)
∆˜′p :=
1
mσ
2
p
1
mσ
2
p + σ
2
p
∆˜, (138)
where ∆˜ is given by (52). For each variance adjustment,
the variances of the input GKP qubit change in the same
way as SQECs (60) and (61), that is, in the upper and
lower circuits of Fig. 18, respectively,(
1
m
σ2q ,mσ
2
p
)
→
(
1
m+ 1
σ2q , (m+ 1)σ
2
p
)
, (139)(
mσ2q ,
1
m
σ2p
)
→
(
(m+ 1)σ2q ,
1
m+ 1
σ2p
)
. (140)
To exploit these variance adjustments for improving
the performance of the qˆ-SQEC, we optimize m so that
we can obtain
m = m∗q :=
sup
{
m :
σ21,q ·mσ22,p
σ21,q +mσ
2
2,p
5 σ21,p +
1
m
σ22,q,
m ∈ N or 1
m
∈ N
}
, (141)
where N = {1, 2, . . .}, and the right-hand side yields the
case where σ′21,q and σ
′2
1,p in (60) are close; that is, the
larger of σ′21,q and σ
′2
1,p is minimized. Note that if σ
2
1,q >
σ21,p, then m
∗
q is finite, since we have for sufficiently small
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∣∣0(L)〉 ( 1mσ2q ,mσ2p)∣∣0(L)〉 (σ2q , σ2p) X qˆ AQEC Vˆ
(
−∆˜′n0,...,nL−1,q, 0
) ∣∣0(L)〉 ( 1m+1σ2q , (m+ 1)σ2p)
analog variance adjustment∣∣0(L)〉 (mσ2q , 1mσ2p)∣∣0(L)〉 (σ2q , σ2p) X pˆ AQEC Vˆ
(
0,−∆˜′n0,...,nL−1,p
) ∣∣0(L)〉 ((m+ 1)σ2q , 1m+1σ2p)
analog variance adjustment∣∣ψ(L)〉 (σ21,q, σ21,p)∣∣0(L)〉 ( 1mq σ22,q,mqσ22,p) Z pˆ AQEC
Vˆ
(
−∆˜n0,...,nL−1,q, 0
) ∣∣ψ(L)〉 (σ′21,q, σ′21,p)
qˆ-SAQEC∣∣ψ(L)〉 (σ21,q, σ21,p)∣∣0(L)〉 ( 1mpσ22,q,mpσ22,p) X pˆ AQEC
Vˆ
(
0,−∆˜n0,...,nL−1,p
) ∣∣ψ(L)〉 (σ′′21,q, σ′′21,p)
pˆ-SAQEC
FIG. 19: Analog variance adjustment in the first and second circuits corresponding to the upper and lower circuits in Fig. 18,
respectively, single-logical-qubit analog quantum error correction (SAQEC) analogous to Steane’s quantum error correction
for bit-flip errors (qˆ-SAQEC) for a given state
∣∣∣ψ(L)〉 of the GKP 7-qubit code at concatenation level L in the third circuit,
and SAQEC analogous to that for phase-flip errors (pˆ-SAQEC) in the fourth circuit. The notations are the same as those
for QT-SAQEC in Fig. 17. Analog variance adjustment uses AQEC in Fig. 7 to apply variance adjustment in Fig. 18 to
quantum error-correcting codes, where the AQEC estimates the deviation as ∆˜′n0,...,nL−1,q given by (149) and ∆˜
′
n0,...,nL−1,p
given by (150). In qˆ- and pˆ-SAQEC, we use the analog variance adjustment to enhance the performance of SAQEC compared
to conventional SQEC in Fig. 5 without variance adjustment; that is, we adjust the variances
(
σ22,q, σ
2
2,p
)
of the auxiliary qubit
labeled 2 depending on the variances
(
σ21,q, σ
2
1,p
)
of the data qubit labeled 1. The parameters mq and mp for the analog variance
adjustment are given by (144) and (147), respectively, where we use the sums of the variances of all the physical qubits instead
of the variances in the single-qubit case. The variances after qˆ-SAQEC and pˆ-SAQEC, collectively written as
(
σ′21,q, σ
′2
1,p
)
and(
σ′′21,q, σ
′′2
1,p
)
, are given by (60) and (61), respectively, in the same way as the single-qubit cases. In these circuits, the logical
CZ and CNOT gates are transversally implemented by Gaussian operations on the 7L physical GKP qubits as discussed in
Sec. II A, and the AQEC decides estimates of the deviations, followed by correcting the deviations using ∆˜n0,...,nL−1,q given
by (134) and ∆˜n0,...,nL−1,p given by (151).
m > 0
σ21,q ·mσ22,p
σ21,q +mσ
2
2,p
< σ21,p +
1
m
σ22,q, (142)
and for sufficiently large m
σ21,q ·mσ22,p
σ21,q +mσ
2
2,p
> σ21,p +
1
m
σ22,q, (143)
where the left-hand sides and the right-hand sides of
these inequalities monotonically increase and decrease,
respectively, as m increases. As σ21,q and σ
2
1,p get
closer, m∗q gets larger, and the larger variance m
∗
qσ
2
2,p
of
(
1
m∗q
σ22,q,m
∗
qσ
2
2,p
)
may cause more logical phase-flip
errors. To avoid the increase of these logical phase-flip
errors, let M be an upper bound of the larger variance
of the GKP qubit, and define
mq :=
{
m∗q if m
∗
q 5M,
M if m∗q > M,
(144)
where we set in our protocol
M = 4. (145)
Consequently, the optimized qˆ-SQEC is performed by the
same circuit as the upper part of Fig. 5 yet using the
auxiliary GKP qubit 2 prepared in |0〉 with variances(
1
mq
σ22,q,mqσ
2
2,p
)
adjusted by repeating the variance ad-
justment mq times if mq = 1 (or 1mq times if mq < 1).
In the same way, consider a case where a given data
GKP qubit satisfies
σ21,q < σ
2
1,p, (146)
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and we optimize pˆ-SQEC (61) illustrated in the lower
part of Fig. 5. Define
m∗p := sup
{
m : σ21,q +
1
m
σ22,q =
σ21,p ·mσ22,p
σ21,p +mσ
2
2,p
,
m ∈ N or 1
m
∈ N
}
, (147)
mp :=
{
m∗p if m
∗
p 5M,
M if m∗p > M,
(148)
where m∗p yields the case where σ
′′2
1,q and σ
′′2
1,p in (61)
are close, and M is the same as that in (144). Then,
the optimized SQEC for pˆ is performed by the same cir-
cuit as the lower part of Fig. 5 yet using the auxiliary
GKP qubit 2 prepared in |0〉 with the adjusted variances(
1
mp
σ22,q,mpσ
2
2,p
)
.
In addition to these optimized SQECs for a single GKP
qubit, we generalize SQEC to that for a logical one-qubit
state of a quantum error-correcting code concatenated
with the GKP code, which is analogous to Steane’s quan-
tum error correction [129] but we exploit the AQEC to
improve the performance. We refer to this method for
qˆ and pˆ as qˆ-SAQEC and pˆ-SAQEC, respectively, where
SAQEC refers to single-logical-qubit analog quantum er-
ror correction. We may collectively refer to qˆ-SAQEC
and pˆ-SAQEC as SAQECs.
In the SAQECs, we use the variance adjust-
ment combined with the AQEC, which we call
analog variance adjustment. The analog variance
adjustment only uses auxiliary logical qubits of
the level-L GKP 7-qubit code prepared in
∣∣0(L)〉
with variances
(
σ2n0,...,nL−1,q, σ
2
n0,...,nL−1,p
)
to prepare∣∣0(L)〉 with variances ( 1mσ2n0,...,nL−1,q,mσ2n0,...,nL−1,p) or(
mσ2n0,...,nL−1,q,
1
mσ
2
n0,...,nL−1,p
)
for any m ∈ {1, 2, . . .},
where
(
σ2n0,...,nL−1,q, σ
2
n0,...,nL−1,p
)
denotes the variances
of physical GKP qubits labeled (n0, . . . , nL−1) in the
same way as (132). Corresponding to the upper and the
lower circuits of Fig. 18 for the variance adjustment in
the single-qubit case, we perform the first and second cir-
cuits in Fig. 19, respectively, where the logical bit value
and the deviations are decided by AQEC summarized in
Sec. II C. Similarly to the estimation (134) of the devia-
tion in the QT-SAQEC, we obtain from (137) and (138)
the deviations for the correction
∆˜′n0,...,nL−1,q :=
1
mσ
2
n0,...,nL−1,q
1
mσ
2
n0,...,nL−1,q + σ
2
n0,...,nL−1,q
∆˜(AQEC)n0,...,nL−1 ,
(149)
∆˜′n0,...,nL−1,p :=
1
mσ
2
n0,...,nL−1,p
1
mσ
2
n0,...,nL−1,p + σ
2
n0,...,nL−1,p
∆˜(AQEC)n0,...,nL−1 ,
(150)
where ∆˜
(AQEC)
n0,...,nL−1 is defined as (133). By performing the
first and second circuits in Fig. 19, the variances of the
input GKP qubits change in the same way as the single-
qubit case (139) and (140), respectively.
To describe the qˆ-SAQEC, consider a data logical qubit
of the GKP 7-qubit code at a concatenation level L la-
beled 1, and an auxiliary logical qubit of this GKP 7-
qubit code labeled 2. Let
∣∣ψ(L)〉 be a state of the log-
ical qubit 1, and σ21,q and σ
2
1,p be the sum of the vari-
ances
(
σ2n0,...,nL−1,1,q, σ
2
n0,...,nL−1,1,p
)
in qˆ and pˆ, respec-
tively, for all the 7L physical GKP qubits (n0, . . . , nL−1)
that comprise
∣∣ψ(L)〉. In addition, assume that we
can prepare
∣∣0(L)〉 of an auxiliary logical qubit labeled
2, and let σ22,q and σ
2
2,p be the sum of the variances(
σ2n0,...,nL−1,2,q, σ
2
n0,...,nL−1,2,p
)
of qˆ and pˆ, respectively,
for all the 7L GKP qubits (n0, . . . , nL−1) for
∣∣0(L)〉. Us-
ing these sums of the variances, calculate mq by (144)
in the same way as the single-qubit case. We perform
the qˆ-SAQEC for
∣∣ψ(L)〉 of the data logical qubit us-
ing the third circuit of Fig. 19, where the variances
of the auxiliary GKP qubits in
∣∣0(L)〉 are adjusted
to
(
1
mq
σ2n0,...,nL−1,2,q,mqσ
2
n0,...,nL−1,2,p
)
using the analog
variance adjustment repeatedly, and the logical bit value
and the deviations are decided by the AQEC, followed
by the same corrections as the QT-SAQEC (134). The
variances of the GKP qubit labeled (n0, . . . , nL−1) after
the qˆ-SAQEC are given in the same way as (60), denoted
by
(
σ′2n0,...,nL−1,1,q, σ
′2
n0,...,nL−1,1,p
)
.
As for pˆ-SAQEC, we perform the pˆ-SAQEC for
∣∣ψ(L)〉
using the fourth circuit of of Fig. 19, where the vari-
ances of the auxiliary GKP qubits are adjusted to(
1
mp
σ22,q,mpσ
2
2,p
)
, and the AQEC is followed by similar
corrections to QT-SAQEC (134) but obtained from (59)
rather than (58), that is,
∆˜n0,...,nL−1,p :=
σ2n0,...,nL−1,1,p
σ2n0,...,nL−1,1,p + σ
2
n0,...,nL−1,2,p
∆˜(AQEC)n0,...,nL−1 ,
(151)
where ∆˜
(AQEC)
n0,...,nL−1 is defined as (133). The variances
of the GKP qubit labeled (n0, . . . , nL−1) after the pˆ-
SAQEC are given in the same way as (61), denoted by(
σ′′2n0,...,nL−1,1,q, σ
′′2
n0,...,nL−1,1,p
)
.
C. Fault-tolerant resource state preparation
In this section, we show a fault-tolerant resource state
preparation protocol for obtaining an arbitrarily high-
fidelity encoded state
∣∣∣G(N,D)res 〉 using the GKP 7-qubit
code at a given concatenation level L, from given GKP
qubits in |+〉 and ∣∣pi8 〉 at a squeezing level above the
threshold. We give this protocol in Protocol 1. Note that
our resource state preparation protocol works in general,
that is, also for preparing any other multiqubit entangled
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Protocol 1 Fault-tolerant preparation of a hypergraph state
∣∣∣G(N,D)res 〉 using the GKP 7-qubit code.
Require:
Positive integers N and D for an N -qubit D-depth quantum circuit composed of {H,CCZ} to be implemented by MBQC.
A parameter  > 0 representing the failure probability to be achieved.
Protocols for optimized single-qubit quantum error correction (SQEC) and single-logical-qubit analog quantum error cor-
rection (SAQEC) with variance adjustment that we have introduced in Sec. IV B, as shown in Fig. 19.
Protocols for highly-reliable measurements (HRM) shown in Fig. 6.
Protocols for analog quantum error correction (AQEC) shown in Fig. 7.
Protocols using building blocks to implement quantum gates by measurement patterns in Fig. 20 using quantum-
teleportation SAQEC (QT-SAQEC) shown in Fig. 17.
Light sources that can emit GKP qubits prepared in |+〉 and ∣∣pi
8
〉
at a squeezing level larger than the threshold given in
Sec. IV E.
Ensure:
Returning the resource hypergraph state
∣∣∣G(N,D)res 〉 defined as (101) that is represented by logical qubits of the GKP 7-qubit
code at a concatenation level that can achieve fault-tolerant MBQC with a failure probability smaller than .
1: procedure PrepareResource(N,D, ) . Prepare
∣∣∣G(N,D)res 〉 using GKP 7-qubit code at concatenation level L.
2: L← a positive integer of an order L = O (log (polylog (DN

)))
representing the required concatenation level.
3: L0 ← a constant positive integer, e.g., L0 = 4, representing the concatenation level prepared with post-selection.
4: for l ∈ {0, . . . , L0} do . Prepare
∣∣∣+(L0)〉, ∣∣∣pi8 (L0)〉, and ∣∣∣G(L0)〉 with HRM and post-selection.
. In this loop, measurements are performed by HRMs, and the 7-qubit code is used as the error-detecting code.
5: if l = 0 then
6: Prepare quantum states
∣∣∣G(0)〉 from GKP qubits in |0〉 with HRM (Fig. 21).
7: else
8: if l = L0 or l = L then
9: Prepare quantum states
∣∣∣+(l)〉 from ∣∣∣G(l−1)〉 with HRM, using error detection once (Fig. 22).
10: else
11: Prepare quantum states
∣∣∣+(l)〉 from ∣∣∣G(l−1)〉 with HRM, using error detection twice (Fig. 23).
12: end if
13: if l = L0 or l = L then
14: Prepare quantum states
∣∣∣pi8 (l)〉 from ∣∣∣pi8 (l−1)〉 and ∣∣∣G(l−1)〉 with HRM, using error detection once (Fig. 24).
15: else
16: Prepare quantum states
∣∣∣pi8 (l)〉 from ∣∣∣pi8 (l−1)〉 and ∣∣∣G(l−1)〉 with HRM, using error detection twice (Fig. 25).
17: end if
18: Prepare quantum states
∣∣∣G(l)〉 from ∣∣∣+(l)〉 and ∣∣∣G(l−1)〉 with HRM (Fig. 26).
19: end if
20: end for
. In the following, HRM is not used, and the 7-qubit code is used as the error-correcting code.
21: if L > L0 then
22: for l ∈ {L0 + 1, . . . , L} do . Prepare
∣∣∣+(L)〉, ∣∣∣pi8 (L)〉, and ∣∣∣G(L)〉 without HRM.
23: Prepare quantum states
∣∣∣+(l)〉 from ∣∣∣G(l−1)〉, using error detection once (Fig. 22).
24: Prepare quantum states
∣∣∣pi8 (l)〉 from ∣∣∣pi8 (l−1)〉 and ∣∣∣G(l−1)〉, using error detection once (Fig. 24).
25: Prepare quantum states
∣∣∣G(l)〉 from ∣∣∣+(l)〉 and ∣∣∣G(l−1)〉 (Fig. 26).
26: end for
27: end if
28: Prepare quantum states
∣∣∣CCZ(L)〉 from ∣∣∣pi8 (L)〉 and ∣∣∣G(L)〉 (Fig. 27).
29: Prepare
∣∣∣G(N,D)res 〉 from ∣∣∣CCZ(L)〉 and ∣∣∣G(L)〉.
30: return
∣∣∣G(N,D)res 〉.
31: end procedure
state than
∣∣∣G(N,D)res 〉 that can be generated by Clifford
and T gates and is represented as a logical state of the
GKP 7-qubit code.
Sketch of the fault-tolerant resource state
preparation protocol: We outline our fault-tolerant
resource state preparation protocol. Each step will be de-
tailed later. For each concatenation level l ∈ {0, 1, . . . , L}
where level 0 corresponds to physical GKP qubits, we
prepare level-l logical qubits in |+〉 and ∣∣pi8 〉, denoted re-
35
H
XZ
building block measurement patterns
S
input from other qubits 
noisy CZ connecting different blocks 
qubit where S is performed before X measurement
FIG. 20: A graph on the left representing a graph state
∣∣∣G(l)〉
that serves as a building block for fault-tolerant preparation
of the resource state
∣∣∣G(N,D)res 〉 for our MBQC protocol, and
the measurement patterns on the right that can be used for
applying the gates in the figure to any given input state of
the logical qubits (blue dotted circles) of the level-l GKP 7-
qubit code. Each vertex represents a level-l logical qubit of
the GKP 7-qubit code. In the same way as Fig. 16, the color
of each vertex represents in which logical basis the qubit is to
be measured. To apply a gate in the figure to the given GKP
qubits, perform potentially noisy CZ gates (red dotted lines)
for connecting the given logical qubits and a building block,
and then perform pˆ-SAQEC and qˆ-SAQEC in Fig 19 in this
order for each of the GKP qubits where the CZ gates act,
followed by performing Z and X measurements of the logical
qubits using AQEC in Fig. 7 and QT-SAQEC in Fig. 17. In
the implementation of the S gate, we perform the S gate on
the logical qubit represented as the red vertex by transver-
sal Gaussian operations, and then perform pˆ-SAQEC and qˆ-
SAQEC in this order, followed by the X measurement of this
logical qubit. Note that S† can be implemented in the same
way as S. Combining
∣∣∣pi8 (l)〉 with ∣∣∣G(l)〉, we can also per-
form the T gate by implementing each gate of the circuit in
Fig. 4, while T † = S†T can be implemented by performing T
followed by S†.
spectively by ∣∣∣+(l)〉 and ∣∣∣∣pi8 (l)
〉
. (152)
We use
∣∣+(l)〉 for SAQEC introduced in Sec. IV B, and∣∣∣pi8 (l)〉 for implementing a logical non-Clifford gate of the
GKP 7-qubit code. Furthermore, our protocol prepares
a logical 4-qubit graph state encoded using level-l con-
catenation, which is denoted by∣∣∣G(l)〉 , (153)
called a building block, and represented as a graph illus-
trated on the left of Fig. 20.
The building block
∣∣G(l)〉 serves as a resource for im-
plementing Clifford gates acting on other level-l logical
qubits, in particular, the CZ gate, the CNOT gate, the
H gate, and the S gate, as shown on the right of Fig. 20
that works in the same way as the MBQC protocol shown
in Sec. III C. Combined with
∣∣G(l)〉, ∣∣∣pi8 (l)〉 serves as a
resource for implementing the T gate on a level-l logi-
cal qubit by implementing each gate in the circuit for
state injection shown in Fig. 4. We can also implement
T † = S†T by implementing T followed by S†, where S†
can be implemented using the same measurement pat-
tern as that of S. Note that the implementation of the
H gate in Fig. 20 is not explicitly used in our protocol for
resource state preparation, but we include H in Fig. 20
to complete the universal gate set, i.e., the Clifford and
T gates.
To implement a gate shown on the right of Fig. 20,
we first connect a building block
∣∣G(l)〉 with given level-l
logical qubits by directly applying CZ gates, which we
can implement for the GKP 7-qubit code transversally
using Gaussian operations. Second, to reduce the vari-
ances that accumulate due to the CZ gates, for each of
the directly applied CZ gates, we perform pˆ-SAQEC and
qˆ-SAQEC in this order for the two level-l logical qubits
on which the CZ gate acts, using
∣∣0(l)〉 = H ∣∣+(l)〉 with
analog variance adjustment shown in Fig. 19. Finally, we
follow measurement patterns that are illustrated on the
right of Fig. 20 to implement the gate, where these mea-
surement patterns are implemented using QT-SAQEC
in Fig. 17 to suppress logical bit- and phase-flip errors.
The directly applied CZ gates in the first step are po-
tentially noisy in the sense that CZ gates increase vari-
ances of the GKP qubits causing logical bit- and phase-
flip errors eventually, and hence we reduce the variances
by the SAQEC. Our resource state preparation proto-
col is designed to use reliable gates implemented by the
variance-reduced building blocks as much as possible, so
that the potentially noisy CZ gate acts on each level-
l logical qubit at most once per variance reduction by
SAQECs.
We use the quantum gates implemented by the level-
(l− 1) building blocks ∣∣G(l−1)〉 to prepare ∣∣+(l)〉, ∣∣∣pi8 (l)〉,
and
∣∣G(l)〉 from ∣∣+(l−1)〉 and ∣∣∣pi8 (l−1)〉. Repeating this
preparation for each l ∈ {1, . . . , L}, we obtain level-
L states
∣∣+(L)〉, ∣∣∣pi8 (L)〉, and ∣∣G(L)〉. In addition, us-
ing
∣∣G(L)〉 and ∣∣∣pi8 (L)〉, we generate level-L logical three
qubits prepared in |CCZ〉 denoted by∣∣∣CCZ(L)〉 . (154)
Then, we use
∣∣G(L)〉s to add edges representing CZ gates
to
∣∣CCZ(L)〉s, so that we can deterministically prepare
the resource state
∣∣∣G(N,D)res 〉. In the following, we describe
each step of Protocol 1 in detail.
Decision of required concatenation level: Proto-
col 1 in lines 2 and 3 begins with deciding the required
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|+〉
|+〉
|+〉
|+〉
Z
Z
Z
∣∣G(0)〉
FIG. 21: A quantum circuit for preparing a level-0 building
block
∣∣∣G(0)〉 in Fig. 20 from |+〉 of GKP qubits. The GKP
qubits are initialized as |+〉 = H |0〉. Logical Clifford gates
on GKP qubits are implemented by Gaussian operations as
shown in Sec. II A. Each gate in the circuit is immediately
followed by optimized pˆ-SQEC and optimized qˆ-SQEC in this
order to reduce the variances, where we introduce these opti-
mized SQECs with variance adjustment in Sec. IV B.
concatenation level for achieving a given failure proba-
bility . The total number of elementary operations in
implementing the MBQC protocol in Theorem 3 is of
order
O
(
DN log2N
)
. (155)
When we use the 7-qubit code, or a concatenated quan-
tum error-correcting code in general, for performing these
operations in a fault-tolerant way within , it suffices to
choose the concatenation level L as shown in (90), i.e.,
L = O
(
log
(
polylog
(
DN log2N

)))
= O
(
log
(
polylog
(
DN

)))
. (156)
To improve the threshold, our protocol uses techniques
based on post-selection, namely, highly reliable measure-
ments (HRMs) shown in Fig. 6, and the use of the 7-qubit
code as the error-detecting code rather than the error-
correcting code as explained in Sec. II C. HRMs decrease
misidentification of a bit-valued outcome in measuring a
GKP qubit at the expense of probabilistically discarding
the generated building blocks. Let p ∈ (0, 1) be a lower
bound of the success probability of an HRM. If HRMs
were used in generating level-L building blocks, the joint
probability of succeeding in all the O
(
7L
)
HRMs would
be lower bounded by a probability of order
O
(
ppolylog(
DN
 )
)
, (157)
which would decrease super-polynomially in terms of D
and N . As discussed in Sec. II D, the super-polynomially
small success probability (157) would incur a super-
polynomial overhead cost. Our protocol avoids this
super-polynomial overhead by using HRMs only a con-
stant number of times at an early stage of concatenation
levels 0, . . . , L0 in generating the building blocks, where
L0 ∈ {0, 1, . . .} is a constant that we set in our numerical
simulation in Sec. IV E of our protocol
L0 = 4. (158)
At the rest of the concatenation levels L0 + 1, . . . , L, we
never use HRMs. In the same way, at concatenation
levels 0, . . . , L0, we use the 7-qubit code as the error-
detecting code that can detect up to two errors, by dis-
carding the state if any one or two errors are detected
in measuring the stabilizers (55) of the 7-qubit code. At
the rest of the concatenation levels L0 + 1, . . . , L, we use
the 7-qubit code as the error-correcting code that can
correct up to one error. Since the parameter L0 is a con-
stant chosen independently of N , D, and , the number
of the post-selections in the protocol at the early stage of
concatenation levels 0, . . . , L0 is bounded by a constant.
Thus, in order for the post-selections at levels 0, . . . , L0 to
succeed at least once, it suffices to repeat them a constant
number of times in expectation; that is, the overhead
arising from these post-selections is bounded by a con-
stant. Note that L0 is chosen depending on the squeezing
level of the GKP code so that the threshold of QEC can
be improved compared to the protocol without the post-
selections, as we will discuss in Sec. IV E.
Preparation of
∣∣G(0)〉 from GKP codewords
(Fig. 21): At the concatenation level 0, Protocol 1
in lines 6 prepares level-0 building-block states
∣∣G(0)〉
of physical GKP qubits using Gaussian operations and
GKP qubits prepared initially in |0〉. The graph state∣∣G(0)〉 is generated using a circuit illustrated in Fig. 21.
This circuit begins with initializing GKP qubits in |+〉 =
H |0〉 using the initial GKP state |0〉 and the Gaussian op-
erations summarized in Sec. II A. Then, CZ gates are im-
plemented by Gaussian operations. Each application of
the gates in the circuit is immediately followed by the op-
timized pˆ-SQEC and the optimized qˆ-SQEC in this order
to reduce the variances, where we have introduced these
optimized SQECs with variance adjustment in Sec. IV B.
Notice that in the circuit of Fig. 21, the second and
third qubits are more prone to bit- and phase-flip errors
of GKP qubits caused by the CZ gates compared to the
first and the fourth qubits. This is because two CZ gates
act on the second and third qubits, while only one CZ
gate act on the first and the fourth qubits. Thus, to
decrease propagation of these errors of the GKP qubits,
we perform the CZ gate on the second and third qubits
before that on the first and second qubits and that on
the third and fourth qubits, as in the circuit of Fig. 21.
Preparation of
∣∣+(l)〉 (Fig. 22 using error detection
once, and Fig. 23 using error detection twice): At the
concatenation level l ∈ {L0, L0 + 1 . . . , L}, Protocol 1 in
lines 9 and 23 prepares a level-l state
∣∣+(l)〉, using er-
ror detection once, from
∣∣G(l−1)〉, which we here assume
has already been prepared in the protocol. We use
∣∣+(l)〉
for SAQECs in performing the measurement patterns in
Fig. 20, while
∣∣+(l)〉 will also be used for preparing ∣∣G(l)〉
in Fig. 26. Based on a low-overhead circuit for prepar-
ing a codeword of the 7-qubit code in Ref. [79],
∣∣+(l)〉
is prepared using a circuit illustrated in Fig. 22, which
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∣∣+(l−1)〉∣∣0(l−1)〉∣∣0(l−1)〉∣∣0(l−1)〉∣∣+(l−1)〉∣∣+(l−1)〉∣∣+(l−1)〉
X
X
X
X
X
X
X
X
∣∣+(l)〉
↓
∣∣+(l−1)〉
X
X
X
X k
∣∣+(l)〉
error detection
FIG. 22: A quantum circuit using error detection once for
preparing a level-l logical qubit in |+〉, denoted by
∣∣∣+(l)〉 for
l ∈ {L0, . . . , L}. This circuit is implemented using multiple
level-(l − 1) building blocks
∣∣∣G(l−1)〉 later prepared in Fig. 26,
by the measurement patterns in Fig. 20. The blue wire in the
circuit is an auxiliary qubit whose measurement outcome is
used for error detection; that is, if the measurement outcome
is k = 1, then the output state of this circuit is discarded.
The circuit is designed so that even if any one of the gates
suffers from an X or Z error, the output state in the case
of k = 0 should include at most one error. For clarity, the
measurement patterns in this case are shown in the lower part,
where the notations are the same as those in Fig. 20, and the
blue-bordered vertex is the qubit whose logical bit value of
the measurement outcome decided by the AQEC in Fig. 7 is
used for the error detection. Note that a part of
∣∣∣G(l−1)〉s
can be used as
∣∣∣+(l−1)〉s and ∣∣∣0(l−1)〉s in the circuit to be
implemented.
is implemented as shown in the lower part of Fig. 22
using the measurement patterns in Fig. 20. While the
circuit starts from
∣∣+(l−1)〉s and ∣∣0(l−1)〉s, we can use a
part of
∣∣G(l−1)〉s as ∣∣+(l−1)〉s and ∣∣0(l−1)〉s in the cir-
cuit to be implemented. Also at the concatenation level
l ∈ {0, . . . , L0 − 1}, Protocol 1 in line 11 prepares a level-
l state
∣∣+(l)〉, using error detection twice, from ∣∣G(l−1)〉.
To achieve the preparation of
∣∣+(l)〉 using error detec-
tion twice, we construct a circuit illustrated in Fig. 23.
Whereas the circuit in Fig. 23 is similar to that in Fig. 22
based on Ref. [79], our contribution here is to design the
error detection in Fig. 23 so that not only one but also
two errors can be detected, as explained in the following.
In the circuits of Figs. 22 and 23, we discard the output
state if any error is detected; that is, k = 1 in the circuit
of Fig. 22, and k1 = 1 or k2 = 1 in the circuit of Fig. 23.
Each gate in the circuits of Figs. 22 and 23, implemented
∣∣+(l−1)〉∣∣0(l−1)〉∣∣0(l−1)〉∣∣0(l−1)〉∣∣+(l−1)〉∣∣+(l−1)〉∣∣+(l−1)〉
X
X
X
X
X
X
X
X
∣∣+(l)〉
↓
∣∣+(l−1)〉∣∣+(l−1)〉
X X
X X
X X
X
X
k1
k2
∣∣+(l)〉
error detection
FIG. 23: A quantum circuit using error detection twice for
preparing a level-l logical qubit in |+〉, denoted by
∣∣∣+(l)〉 for
l ∈ {1, . . . , L0 − 1}. The circuit is implemented in the same
way as Fig. 22 by the measurement patterns in Fig. 20. The
blue wires in the circuit are auxiliary qubits whose measure-
ment outcomes are used for error detection; that is, if k1 = 1
or k2 = 1, then the output state of this circuit is discarded.
The circuit is designed so that even if any two of the gates
suffer from X or Z errors, the output state in the case of
k1 = k2 = 0 should include at most two errors.
using the measurement patterns in Fig. 20, may suffer
from level-(l−1) bit- and phase-flip errors, i.e., X and Z
errors. If anX or Z error occurs on a qubit in the circuits,
the error may propagate to other qubits through the two-
qubit gates in the circuits according to the commutation
relations
X
X
=
X
X
X
(159)
X X
=
X X
(160)
Z
X
=
X
Z
(161)
Z X
=
X
Z
Z
,
(162)
which may cause X and Z errors on multiple qubits at
the end of the circuits. We use the circuit in Fig. 22 when
the level-l 7-qubit code for the output state
∣∣+(l)〉 is to
be used as the error-correcting code that can correct up
to one X error and one Z error. In the circuit of Fig. 22,
the preparation of
∣∣+(l)〉 is followed by one error detec-
tion, so that even if the gates in the circuit suffer from at
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most one X error and at most one Z error, the state at
the end of the circuit should include at most one-qubit
X and Z errors, which we can correct by the 7-qubit
code. Similarly, we use the circuit in Fig. 23 when the
level-l 7-qubit code for the output state
∣∣+(l)〉 is to be
used as the error-detecting code that can detect up to
two X errors and two Z errors, by discarding the state
when any error is detected as summarized in Sec. II C.
In the circuit of Fig. 23, the preparation of
∣∣+(l)〉 is fol-
lowed by two error detections, so that even if the gates
in the circuit suffer from at most two X errors and at
most two Z errors in total, the state at the end of the
circuit should include at most two-qubit X and Z errors,
which we can detect by the 7-qubit code. Note that as
long as the squeezing level of the GKP qubits is larger
than the threshold, the probability of detecting an er-
ror is expected to approach zero doubly exponentially as
the concatenation level l increases, and hence, the post-
selection in the error detection of Figs. 22 and 23 does
not affect asymptotic scaling of the overhead.
In particular, to show these fault-tolerant properties
of the circuits in Figs. 22 and 23 mathematically, we use
the following definition of fault tolerance [17, 80].
Definition 4 (Fault tolerance in terms of quantum er-
ror correction). In terms of the error correction, a state-
preparation protocol is said to be 1-fault-tolerant for X
errors if the following conditions are satisfied:
• if there are s X errors in the protocol for s 5 1, then
the errors in the state prepared by the protocol have
at most weight s;
• if there are s X errors in the protocol for s 5 1,
then after the protocol, by performing an error-
recovery (i.e., decoding) operation that is free from
errors, the state prepared by the protocol with the
errors is transformed into the error-free state that
is supposed to be prepared.
The 1-fault tolerance for Z errors is defined in the same
way as the 1-fault tolerance for X errors by replacing X
with Z. If a state-preparation protocol is 1-fault-tolerant
for X errors and also 1-fault-tolerant for Z errors, then
the protocol is said to be 1-fault-tolerant.
In terms of this definition, the circuit in Fig. 22 is 1-
fault-tolerant as shown in Ref. [79]. In the same way, the
circuit in Fig. 23 is also 1-fault-tolerant, and moreover,
the circuit in Fig. 23 followed by the error detection using
the 7-qubit code as the error-detecting code can detect
two errors in a fault-tolerant way, as we show in Ap-
pendix D. In particular, the circuit in Fig. 23 has the
following fault-tolerant property for two errors in terms
of the error detection.
Definition 5 (Fault-tolerant property in terms of quan-
tum error detection). In terms of the error detection, a
state-preparation protocol is said to have a fault-tolerant
property for two errors if the following conditions are
satisfied for both X errors and Z errors:
• if there are s X (Z) errors in the protocol for s 5 2,
then the errors in the state prepared by the protocol
have at most weight s;
• if there are s X (Z) errors in the protocol for s 5 2,
then after the protocol, by performing an error-
detecting operation that is free from errors, the
state prepared by the protocol with the errors is
transformed into the error-free state that is sup-
posed to be prepared, which should be satisfied con-
ditioned on the success of the post-selection in the
error-detecting operation.
Preparation of
∣∣∣pi8 (l)〉 (Fig. 24 using error detection
once, and Fig. 25 using error detection twice): At the
concatenation level l ∈ {L0, L0 + 1 . . . , L}, Protocol 1 in
lines 14 and 24 prepares a level-l magic state
∣∣∣pi8 (l)〉 of
the GKP 7-qubit code, using error detection once, from∣∣G(l−1)〉 and ∣∣∣pi8 (l−1)〉, which we here assume have al-
ready been prepared in the protocol. Based on a low-
overhead circuit for preparing a magic state of the 7-
qubit code in Ref. [79], we prepare
∣∣∣pi8 (l)〉 using a circuit
illustrated in Fig. 24, which is implemented using the
measurement patterns in Fig. 20 in the same way as the
preparation of
∣∣+(l)〉 in Fig. 22. Note that the circuit in
Fig. 24 has the same number of gates as an equivalent
circuit used in Refs. [80, 130] based on the technique of
flag qubits [131–134], but has a shorter depth than that
in Ref. [80], which contributes to reducing errors. While
the circuit starts with
∣∣+(l−1)〉s and ∣∣0(l−1)〉s, we can
use a part of
∣∣G(l−1)〉s as ∣∣+(l−1)〉s and ∣∣0(l−1)〉s in the
circuit to be implemented. The T gate in the circuit is
implemented using the circuit for state injection shown
in Fig. 4, where
∣∣∣pi8 (l−1)〉 is used in addition to ∣∣G(l−1)〉.
Similarly, at the concatenation level l ∈ {0, . . . , L0 − 1},
Protocol 1 in line 16 prepares a level-l GKP magic state∣∣∣pi8 (l)〉, using error detection twice, from ∣∣G(l−1)〉 and∣∣∣pi8 (l−1)〉. To achieve the preparation of ∣∣∣pi8 (l)〉 using er-
ror detection twice, we construct a circuit illustrated in
Fig. 25. Whereas the circuit in Fig. 25 is similar to that
in Fig. 24 based on Ref. [79], our contribution here is to
design the error detection in Fig. 25, so that not only one
but also two errors can be detected as explained in the
following.
In the circuits of Figs. 24 and 25, we discard the output
state if any error is detected; that is, k1 = 1 or k2 = 1 in
the circuit of Fig. 24, and k1 = 1, k2 = 1, . . ., or k6 = 1
in the circuit of Fig. 25. In the same way as Fig. 22, the
circuit in Fig. 24 is designed so that even if the gates in
the circuit suffer from at most one X error and at most
one Z error, the state at the end of the circuit should
include at most one-qubit errors, which we can correct
using the 7-qubit code as the error-correcting code; in
particular, the circuit in Fig. 25 is 1-fault-tolerant in the
sense of Definition 4 [79, 80]. Also, in the same way as
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∣∣∣pi8 (l−1)〉∣∣+(l−1)〉∣∣+(l−1)〉∣∣+(l−1)〉∣∣0(l−1)〉∣∣0(l−1)〉∣∣0(l−1)〉 X X
X
X
X
X
X
X
X
X
X
∣∣∣pi8 (l)〉
↓
∣∣+(l−1)〉∣∣0(l−1)〉
T
T
T
T
T
T
T
X
X
X
X
X
X
X
X
X
T †
T †
T †
T †
T †
T †
T †
X
Z
k1
k2
∣∣∣pi8 (l)〉
error detection
FIG. 24: A quantum circuit using error detection once for preparing a level-l logical qubit in
∣∣pi
8
〉
, denoted by
∣∣∣pi8 (l)〉 for
l ∈ {L0, . . . , L}. This circuit is implemented using multiple level-(l − 1) building blocks
∣∣∣G(l−1)〉 later prepared in Fig. 26, and∣∣∣pi8 (l−1)〉, by the measurement patterns in Fig. 20, where ∣∣∣pi8 (l−1)〉 is used to perform T gates and T † gates by implementing
the circuit in Fig. 4. Note that a part of
∣∣∣G(l−1)〉 can be used as ∣∣∣+(l−1)〉s and ∣∣∣0(l−1)〉s in this circuit, in the same way as
the implementation shown in the lower part of Fig. 22. Each blue wire in the circuit is an auxiliary qubit for error detection
in the same way as Fig. 22; that is, if at least one of the measurement outcomes k1 and k2 is 1, then the output state of this
circuit is discarded. The circuit is designed so that even if any one of the gates suffers from an X or Z error, the output state
in the case of k1 = k2 = 0 should include at most one error.
∣∣∣pi8 (l−1)〉∣∣+(l−1)〉∣∣+(l−1)〉∣∣+(l−1)〉∣∣0(l−1)〉∣∣0(l−1)〉∣∣0(l−1)〉 X X
X
X
X
X
X
X
X
X
X
∣∣∣pi8 (l)〉
↓
∣∣+(l−1)〉∣∣0(l−1)〉
∣∣+(l−1)〉∣∣0(l−1)〉
∣∣0(l−1)〉∣∣0(l−1)〉
T
T
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T †
T †
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T †
T †
T †
T †
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Z
X
Z
Z
Z
k1
k2
k3
k4
k5
k6
∣∣∣pi8 (l)〉
error detection
FIG. 25: A quantum circuit using error detection twice for preparing a level-l logical qubit in
∣∣pi
8
〉
, denoted by
∣∣∣pi8 (l)〉 for
l ∈ {1, . . . , L0 − 1}. This circuit is implemented in the same way as Fig. 24, by the measurement patterns in Fig. 20. Each blue
wire in the circuit is an auxiliary qubit for error detection in the same way as Fig. 24; that is, if at least one of the measurement
outcomes k1, . . . , k6 is 1, then the output state of this circuit is discarded. The circuit is designed so that even if any two of
the gates suffer from X or Z errors, the output state in the case of k1 = · · · = k6 = 0 should include at most two errors.
Fig. 23, the circuit in Fig. 25 is designed so that even if
the gates in the circuit suffer from at most two X errors
and at most two Z errors, the state at the end of the
circuit should include at most two-qubit errors, which we
can detect using the 7-qubit code as the error-detecting
code; in particular, the circuit in Fig. 25 is also 1-fault-
tolerant, and moreover, the circuit in Fig. 25 followed by
the error detection using the 7-qubit code has a fault-
tolerant property in detecting two errors in the sense of
Definition 5, as we show in Appendix D. Note that for
the same reason as the error detection of
∣∣+(l)〉, the post-
selection in the error detection of Figs. 24 and 25 does
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∣∣+(l)〉
∣∣+(l)〉
∣∣+(l)〉
∣∣+(l)〉
Z
Z
Z
Z
Z
Z
Z
Z
Z
∣∣G(l)〉
CZ
FIG. 26: A quantum circuit for preparing a level-l building
block
∣∣∣G(l)〉 for l ∈ {1, . . . , L}. This circuit is implemented
using level-l states
∣∣∣+(l)〉 prepared in Figs. 22 and 23, and
level-(l − 1) building blocks
∣∣∣G(l−1)〉, by the measurement
patterns in Fig. 20. Note that at the logical level of the 7-
qubit code, this circuit implements the circuit in Fig. 21.
not affect asymptotic scaling of the overhead, as long as
the squeezing level of the GKP qubits is larger than the
threshold.
Preparation of
∣∣G(l)〉 (Fig. 26): At a nonzero con-
catenation level l ∈ {1, . . . , L0}, Protocol 1 in lines 18
and 25 prepares
∣∣G(l)〉 from ∣∣+(l)〉 and ∣∣G(l−1)〉, which
we here assume have already been prepared in the pro-
tocol. The graph state
∣∣G(l)〉 is prepared from ∣∣+(l)〉s
using a circuit illustrated in Fig. 26 by the transversal
implementations of logical Clifford gates of the 7-qubit
code shown in Sec. II C, which we implement using the
measurement patterns in Fig. 20.
Preparation of
∣∣CCZ(L)〉 (Fig. 27) and ∣∣∣G(N,D)res 〉:
At the concatenation level L, Protocol 1 in line 28 pre-
∣∣+(L)〉∣∣+(L)〉∣∣+(L)〉∣∣+(L)〉
T
T †
T
X
X T † X
H S
Z
X
Z ∣∣CCZ(L)〉
FIG. 27: A quantum circuit for preparing level-L logical
qubits in |CCZ〉, denoted by
∣∣∣CCZ(L)〉. This circuit is imple-
mented using level-L states
∣∣∣pi8 (L)〉 prepared in Fig. 24 and
level-L building blocks
∣∣∣G(L)〉 prepared in Fig. 26, by the
measurement patterns in Fig. 20.
pares level-L states
∣∣CCZ(L)〉 from ∣∣∣pi8 (L)〉 and ∣∣G(L)〉
given above. Based on a circuit for implementing a CCZ
gate using four T gates in Refs. [84, 85],
∣∣CCZ(L)〉 is gen-
erated by a circuit illustrated in Fig. 27, which we imple-
ment using the measurement patterns in Fig. 20. Note
that in the same way as Fig. 22 for preparing
∣∣+(l)〉,
we can use a part of
∣∣G(L)〉s as ∣∣+(L)〉s in this circuit.
The
∣∣CCZ(L)〉s are used to generate the resource state∣∣∣G(N,D)res 〉, which can be obtained by adding edges repre-
senting CZ gates to hyperedges of
∣∣CCZ(L)〉s using the
building blocks
∣∣G(L)〉 and the measurement patterns in
Fig. 20. Note that we can use
∣∣∣pi8 (L)〉 and ∣∣G(L)〉 to im-
plement the universal gate set, the Clifford and T gates,
for preparing not only
∣∣∣G(N,D)res 〉 but an arbitrarily mul-
tiqubit entangled state in a fault-tolerant way.
D. Complexity of fault-tolerant MBQC protocol
and resource state preparation
In this subsection, we show that the overhead cost of
the fault-tolerant MBQC protocol given in this section,
including the QEC, scales poly-logarithmically in imple-
menting an N -qubit D-depth quantum circuit within a
failure probability . In the following, we analyze the
number of computational steps in Protocol 1 for the re-
source state preparation shown in Sec. IV C, and that in
the fault-tolerant MBQC protocol shown in Sec. IV A.
First, we analyze the number of computational steps
in Protocol 1 for the resource state preparation shown
in Sec. IV C. For implementing the MBQC protocol in
Theorem 3 in a fault-tolerant way within , the required
concatenation level L given by (156) shows that the num-
ber of physical GKP qubit for representing each level-L
logical qubit is
7L = O
(
polylog
(
DN

))
. (163)
A constant number of the level-L logical qubits comprise
each level-L building block
∣∣G(L)〉, and hence, the num-
ber of physical GKP qubits comprising each of
∣∣+(L)〉,
41∣∣∣pi8 (L)〉, and ∣∣G(L)〉 is of the same order as (163). Since
the post-selections in Protocol 1 are designed to incur at
most a constant overhead cost as discussed in Sec. IV C,
Protocol 1 can prepare each of
∣∣+(L)〉, ∣∣∣pi8 (L)〉, and ∣∣G(L)〉
within a complexity per level-L state in expectation
O
(
polylog
(
DN

))
. (164)
Note that the AQEC for a level-L logical qubit can be
performed efficiently within a complexity of the same or-
der as (163), as shown in (88). Due to Theorem 2, the
required number of
∣∣∣pi8 (L)〉 and ∣∣G(L)〉 for preparing the
level-L encoded resource state
∣∣∣G(N,D)res 〉 is
O
(
DN log2N
)
. (165)
Therefore, the preparation complexity of the fault-
tolerant resource state preparation by Protocol 1 is in
expectation
O
(
DN log2 (N)× polylog
(
DN

))
= O
(
DN × polylog
(
DN

))
. (166)
Next, we analyze the number of computational steps
in the fault-tolerant MBQC protocol shown in Sec. IV A.
In this fault-tolerant MBQC protocol, each homodyne
measurement in the MBQC protocol in Theorem 3 is re-
placed with AQEC for a level-L logical qubit, whose cost
is of the same order as (163). Thus, the complexity of
this fault-tolerant MBQC protocol is again
O
(
DN log2 (N)× polylog
(
DN

))
= O
(
DN × polylog
(
DN

))
. (167)
Consequently, the overall fault-tolerant MBQC protocol
including the fault-tolerant resource state preparation
and this fault-tolerant computation using the resource
has this complexity, the overhead of which scales poly-
logarithmically.
E. Threshold
In this subsection, we show the improvement of our
fault-tolerant MBQC protocol in fault tolerance over the
existing protocols by numerically calculating the thresh-
old of our fault-tolerant MBQC protocol.
We simulate QEC in the fault-tolerant MBQC proto-
col shown in Sec. IV A using the resource state generated
by Protocol 1 in Sec. IV C, by means of a Monte Carlo
method in the same way as Refs. [72, 73]; in particu-
lar, we simulate the QEC for Clifford gates. The noise
FIG. 28: Simulation results of the failure probability of QEC
for performing Clifford gates in the fault-tolerant MBQC pro-
tocol shown in Sec. IV A using the resource state prepared by
Protocol 1 in Sec. IV C, where the parameter L0 represent-
ing the concatenation level using post-selection is chosen as
L0 = 4. The failure probability is plotted as a function of the
squeezing level −10 log10
(
2σ2
)
in decibel of the GKP qubits
at a concatenation level l, where l is 1 (filled red circles),
2 (open red circles), 3 (filled blue circles), 4 (open blue cir-
cles), 5 (filled green circles), and 6 (open green circles). The
threshold of our protocol is 7.8 dB, where the parameter L0
of the protocol should be chosen appropriately depending on
the squeezing level of the GKP qubit. In particular, the figure
shows that it suffices to choose L0 = 4 when we can realize
the GKP code at a squeezing level larger than 7.98 dB.
model is summarized in Sec. II C. In cases of the 7-qubit
code [79, 80], errors of the Clifford gates are usually dom-
inant compared to those of the preparation of the magic
state for implementing non-Clifford gates, and in this pa-
per, following the previous works [71–74] to compare with
our work, we use the QEC for the Clifford gates to es-
timate the threshold. Note that numerical simulation
of AQEC in the preparation of the magic state
∣∣∣pi8 (L)〉
of the level-L GKP 7-qubit code is computationally hard
due to the non-Clifford gates, and hence, further research
is needed to establish techniques for numerical simulation
to confirm that the threshold for the preparation of the
magic state using AQEC is indeed better than that for
the Clifford gates.
A feature of our fault-tolerant MBQC protocol is that
it switches between two protocols, that is, one with post-
selection at earlier concatenation levels 0, . . . , L0 to im-
prove the threshold, and the other without post-selection
at later concatenation levels L0 + 1, . . . , L to achieve
low overhead. In contrast to fault-tolerant protocols us-
ing post-selection at all the concatenation levels such
as Knill’s error-correcting C4/C6 architecture [108, 109],
our protocol can control the trade-off between the failure
probability and the overhead of QEC by choosing a pa-
rameter L0 of the protocol. As discussed in Sec. II C, the
threshold of our protocol is defined in terms of the squeez-
ing level of initial GKP qubits; by definition, as long as
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the squeezing level of the initial GKP qubits is strictly
larger than the threshold, a fault-tolerant protocol can re-
duce the failure probability to arbitrarily small  > 0 by
increasing the concatenation level L. The post-selection
at earlier levels 0, . . . , L0 in Protocol 1 contributes to re-
ducing errors, and thus to improving the threshold. By
contrast, although achieving lower overhead, a protocol
without post-selection at later levels than L0 would have
a worse threshold than that with post-selection. In Pro-
tocol 1, the parameter L0 should be chosen appropriately
so that the post-selection at the earlier levels 0, . . . , L0
can reduce the failure probability of QEC at the level
L0 + 1 to this worse threshold of the protocol without
post-selection. Owing to this error reduction at the ear-
lier levels, we can use the low-overhead protocol without
post-selection at later levels L0 + 1, . . . , L to reduce the
failure probability arbitrarily. As shown in (156), the
required level L of all the concatenations may get large
as we decrease  and increase the size of the quantum
circuit to be implemented; by contrast, the parameter
L0 of Protocol 1 is independent of  and the size of the
circuit to be implemented, determined depending on the
squeezing level of the GKP code. Note that as the squeez-
ing level of the initial GKP qubits gets larger owing to
progress on quantum technologies, we can choose smaller
L0 to reduce the constant factor of the overhead; in the
smallest case, i.e., L0 = 0, the overhead of our proto-
col reduces to that of the state-of-the-art low-overhead
fault-tolerant protocols in Refs. [79, 80] by construction.
Consequently, with the appropriate choice of the param-
eter L0, the threshold of our fault-tolerant protocol is
given by that at the earlier concatenation level with post-
selection.
In Fig. 28, we plot the failure probabilities of the QEC
at concatenation levels
l = 1, 2, 3, 4, 5, 6 (168)
as a function of the squeezing level (31), −10 log10
(
2σ2
)
,
in decibel of the initial physical GKP qubit (32) and (33),
where the parameter L0 of the protocol is chosen as L0 =
4. The numerical result shows that the threshold value
of the squeezing level is
7.8 dB, (σ = 0.288), (169)
and moreover, if we can realize the squeezing level of
GKP qubits larger than 7.98 dB, (σ = 0.282), then it
suffices to choose L0 = 4 to suppress the failure prob-
ability arbitrarily by increasing the concatenation level.
Compared to the threshold value 8.3 dB of the best exist-
ing protocol [73] in the same noise model, the threshold
value of our protocol is improved by ≈ 0.5 dB. This im-
provement arises from two factors. First, logical bit- and
phase-flip errors in preparing the building blocks of the
resource state are reduced by the techniques using the
post-selection at the earlier concatenation levels, that is,
the HRM and the use of the 7-qubit code as the error-
detecting code. Second, throughout the preparation of
the resource state for our MBQC protocol, the variances
of GKP qubits are maintained small by the optimized
SQEC algorithm with the variance adjustment that we
have developed in Sec. IV B, and also by our protocol de-
sign for reducing variance accumulation in preparing the
resource state deterministically from the building blocks;
in particular, the protocol in Ref. [73] applies two po-
tentially noisy CZ gates to each GKP qubit to obtain
the resource 3-dimensional cluster state, but our proto-
col applies only one to each in the measurement pat-
terns of Fig. 20. Consequently, our protocol can achieve
the better threshold and at the same time can control the
trade-off between the failure probability and the overhead
of QEC, serving as a starting point of future research on
optimizing the parameters of the protocol to balance the
fault tolerance and the overhead based on advances of
quantum technologies in experiments.
V. DISCUSSION AND CONCLUSION
We have constructed a protocol for measurement-
based quantum computation (MBQC) that can imple-
ment any N -qubit D-depth quantum circuit composed
of a computationally universal gate set, Hadamard (H)
and controlled-controlled-Z (CCZ) gates, at a poly-
logarithmic (polylog) overhead cost in terms of N and
D, even if no geometrical constraint is imposed on the
CCZ gates in the original circuit to be implemented.
This polylog-overhead MBQC protocol is advantageous
over the existing MBQC protocol incurring polynomial
overhead in implementing the geometrically nonlocal cir-
cuit as discussed in Sec. I. Furthermore, we have de-
veloped a fault-tolerant MBQC protocol for implement-
ing this MBQC protocol on photonic architectures at a
polylog overhead cost including quantum error correc-
tion (QEC), where the threshold of QEC in our protocol
outperforms the existing state-of-the-art protocol [73] for
continuous-variable (CV) quantum computation. Our
protocols can be implemented by homodyne detection
and Gaussian entangling operations with light sources
that can emit a one-qubit computational-basis state |0〉
or a magic state
∣∣pi
8
〉
encoded in optical modes using
the Gottesman-Kitaev-Preskill (GKP) code. Our MBQC
protocols establish a new way for implementing quan-
tum algorithms at a polylog overhead cost in a fault-
tolerant way, where we can realize not only exponential
but also any polynomial quantum speedups, without can-
celing out the speedups.
To optimize the overhead cost of MBQC in Sec. III, we
discover a structure of multipartite quantum entangle-
ment for implementing an arbitrary qubit permutation
within a polylog overhead, introducing the idea of the
sorting networks to MBQC. The entanglement structures
that we have introduced are applicable not only to our re-
source state but to a wide class of other resource states for
MBQC, as discussed in Remark 4. In recent theoretical
progress on MBQC, useful entanglement structures for
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MBQC, including the hypergraph states [41], have found
in states of many-body quantum systems characterized
by local-interaction Hamiltonians that are potentially rel-
evant to condensed matter physics, but geometrical con-
straints of the interactions inevitably cause polynomial
overheads in implementing quantum computation. We
open up another perspective on MBQC; rather than ob-
taining the entanglement structures from Hamiltonians
with local interactions, we arbitrarily design as optimized
entanglement structures as we can. This discloses what
complexity is allowed in MBQC within the law of quan-
tum mechanics and bridges a gap between the theoretical
progress on MBQC and the experimental implementation
of MBQC especially by means of photonic architectures.
In this direction, it remains an open question whether it
is possible or not to achieve constant-overhead MBQC,
i.e., a further improvement of our results, while constant-
space-overhead QEC has recently been attracting grow-
ing interest [135, 136] as another aspect of reducing over-
head in implementing quantum computation.
To achieve the improved threshold of QEC in Sec. IV,
we optimize the conventionally used single-qubit QEC
for reducing variances of a GKP-encoded qubit by intro-
ducing variance-adjustment techniques, and also develop
techniques for post-selecting high-fidelity building-block
states that can be transformed into our resource state for
MBQC. Using our protocol concatenating the GKP code
with the 7-qubit code, we can prepare any multiqubit en-
tangled state at a logical level, and hence can implement
MBQC using any multiqubit resource state in a fault-
tolerant way, in contrast to existing fault-tolerant MBQC
protocols using specific resource states [32–35, 39, 40].
The 7-qubit code has been gaining in importance due
to its potential applicability to small- and intermediate-
scale quantum computation at a few concatenation lev-
els by means of flag qubits [131–134]. In contrast, the
QEC techniques that we have introduced indicate that
also on the large scale, the performance of QEC using
the 7-qubit code in MBQC can outperform that of topo-
logical QEC using the surface code combined with the
GKP code [72–76] in terms of the threshold. The thresh-
old of our protocol is 7.8 dB in terms of the required
squeezing level of the GKP code, outperforming 8.3 dB
of the best existing protocol [73] in the same noise model.
Comparable to this threshold, experiments on generat-
ing GKP codewords have demonstrated 7.4–9.5 dB using
a superconducting cavity [137] and 5.5–7.3 dB using a
trapped-ion mechanical oscillator [138], while it remains
a technological challenge to transform the GKP code-
words of these matter-based systems into those of flying
qubits. Another possible way to realize the GKP code in
optical modes is all-optical GKP state preparation using
photon-number-resolving (PNR) detectors [63, 139, 140],
circumventing the state transformation from matter to
the flying CV mode. As the squeezing level of the GKP
code realizable in experiments gets larger, we can reduce
the constant factor in the overhead of QEC by controlling
a parameter of our fault-tolerant MBQC protocol, while
further research is needed to optimize the parameters of
the protocol based on advances in quantum technologies.
Our results open up a route of taking flight from the
geometrically constrained matter that can prepare GKP
codewords, and of advancing techniques for implementing
MBQC using flying photonic systems, towards establish-
ing architectures for implementing quantum computation
without canceling out not only exponential but also poly-
nomial quantum speedups.
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Appendix A: Constant-depth resource state
preparation
In this appendix, we show that there exists a constant-
depth quantum circuit for preparing the hypergraph state∣∣∣G(N,D)res 〉 for any N and D represented as a hypergraph
G
(N,D)
res shown in Sec. III, which serves as a resource for
the MBQC protocol in Theorem 3. In particular, we
show that any part of
∣∣∣G(N,D)res 〉 corresponding to a sub-
hypergraph of G
(N,D)
res can be prepared by a constant-
depth quantum circuit. In the context of the photonic
MBQC, this constant-depth preparation is preferable be-
cause the loss caused by an optical fiber can be upper
bounded by a constant.
Given a hypergraph state (including a graph state as
a special case), the preparation depth refers to the re-
quired depth of the circuit for preparing the state, which
is characterized by edge coloring [141] of the hypergraph
representing the hypergraph state. In the context of the
edge coloring, a hypergraph G = (V,E) is said to be k-
edge-colorable if k different colors can be assigned to its
hyperedges in such a way that no vertex is incident with
two different hyperedges e1, e2 ∈ E of the same color;
i.e.,
@v ∈ V such that v ∈ e1 and v ∈ e2. (A1)
Note that given a hypergraph G in general, it is NP-
hard (and hence computationally hard) to compute
the optimal (i.e., minimal) k such that G is k-edge-
colorable [141]. A hypergraph state corresponding to a
k-edge-colorable hypergraph can be prepared by a (k+1)-
depth quantum circuit from |0〉⊗|0〉⊗· · · consisting of the
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FIG. 29: Edge coloring of sub-hypergraphs of the hyper-
graph G
(N,D)
res in Fig. 14. Hyperedges of these hypergraphs
G
(n,d)
1,H,CCZ , G
(n,d)
1,H , and G
(n1,n2,d)
C in Fig. 9 can be colored us-
ing at most five colors, namely, green, yellow, blue, pink, and
black, and due to the periodicity of G
(N,D)
res , we show in the
main text that hyperedges of G
(N,D)
res can also be colored using
these five colors. As shown in Protocol 2, this edge coloring
provides a protocol represented by a 6-depth quantum circuit
for preparing the corresponding resource hypergraph state,
which serves as a resource for our MBQC protocol in Theo-
rem 3.
Hadamard gate and the generalized controlled-Z gate,
where the first of the k + 1 depths corresponds to con-
verting |0〉⊗|0〉⊗· · · to |+〉⊗|+〉⊗· · · by the Hadamard
gates, and each of the other k depths corresponds to ap-
plying the generalized controlled-Z gates represented as
hyperedges having the same color. In particular, if a hy-
pergraph corresponding to an M -qubit hypergraph state
is K-edge-colorable where K is a constant that is inde-
pendent of M , the preparation depth of this hypergraph
state is constant even if M is arbitrarily large.
We show that
∣∣∣G(N,D)res 〉 can be prepared by a 6-depth
quantum circuit from |0〉 ⊗ |0〉 ⊗ · · · . In the proof, we
exploit the periodicity of G
(N,D)
res for proving that the hy-
pergraph G
(N,D)
res is 5-edge-colorable for any N and D,
while not 4-edge-colorable, which yields the following.
Theorem 6 (Constatnt-depth preparation of resouce hy-
pergraph states). For any N , D, any sub-hypergraph
of the hypergraph G
(N,D)
res defined as (101) is 5-edge-
colorable but not necessarily 4-edge-colorable, and if we
use a gate set {H,S,CZ,CCZ} as shown in (46), a hy-
pergraph state corresponding this sub-hypergraph can be
prepared from a fixed product state |0〉 ⊗ |0〉 ⊗ · · · by a
6-depth quantum circuit.
Proof. Since the maximum degree of the vertices of the
hypergraph G
(N,D)
res , which is 5, implies that G
(N,D)
res can-
not be 4-edge-colorable, it suffices to show that G
(N,D)
res is
5-edge-colorable. Correspondingly, we obtain Protocol 2
for preparing
∣∣∣G(N,D)res 〉, which can be represented by a 6-
depth quantum circuit. Note that it suffices to consider
preparation of the whole state
∣∣∣G(N,D)res 〉 since a circuit
for this preparation can also be used for any hypergraph
state corresponding to a sub-hypergraph of G
(N,D)
res .
To show that G
(N,D)
res is 5-edge-colorable, observe the
periodicity of G
(N,D)
res composed of three fixed hyper-
graphs G
(n,d)
1,H,CCZ , G
(n,d)
1,H , and G
(n1,n2,d)
C shown in Fig. 9.
Hyperedges of these hypergraphs G
(n,d)
1,H,CCZ , G
(n,d)
1,H , and
G
(n1,n2,d)
C can be colored by five colors, namely, green,
yellow, blue, pink, and black, as illustrated in Fig. 29. In
this edge coloring, edges of G
(n,d)
1,H,CCZ with which un−2,d,
un−1,d, and un,d are incident are colored green, yellow,
and blue, and those with which vn−2,d+1 vn−1,d+1, and
vn,d+1 are incident are colored pink and black. In the
same way, edges of G
(n,d)
1,H with which un,d is incident are
colored green, yellow, and blue, and those with which
vn,d+1 is incident are colored pink and black. As for
G
(n1,n2,d)
C , edges of G
(n1,n2,d)
C with which vn1,d and vn2,d
are incident are colored green and yellow, and those with
which un1,d and un2,d are incident are colored pink and
black. By repeating G
(n1,n2,d)
C having this edge coloring
to construct G
(N,d)
S in the same way as shown in (99) and
Fig. 12, we obtain an edge coloring of G
(N,d)
S where edges
with which v1,d, . . . , vN,d are incident can be colored
green and yellow, and those with which u1,d, . . . , uN,d are
incident can be colored pink and black. By combining
these edge colorings of G
(n,d)
1,H,CCZ , G
(n,d)
1,H , and G
(N,d)
S to
construct G
(N,d)
depth in the same way as shown in (100) and
Fig. 13, we obtain an edge coloring of G
(N,d)
depth where edges
with which v1,d, . . . , vN,d are incident are colored green
and yellow, and those with which v1,d+1, . . . , vN,d+1 are
incident are colored pink and black. By repeating G
(N,d)
depth
with this edge coloring to construct G
(N,D)
res in the same
way as shown in (101) and Fig. 14, we obtain an edge
coloring of G
(N,D)
res by the five colors, which proves that
G
(N,D)
res is 5-edge-colorable.
This edge coloring of G
(N,D)
res yields Protocol 2 for
preparing
∣∣∣G(N,D)res 〉. This protocol consists of 6 com-
putational depths, and hence can be represented by a
6-depth quantum circuit. Q.E.D.
Appendix B: Parallelizability
We discuss parallelizability of MBQC protocols us-
ing our construction of the resource hypergraph state∣∣∣G(N,D)res 〉 shown in Sec. III. In contrast to the MBQC
protocol shown in Theorem 3 where qubits for
∣∣∣G(N,D)res 〉
are measured sequentially, we here consider a situation
where measurements on different qubits in MBQC can
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Protocol 2 Preparation of the hypergraph state
∣∣∣G(N,D)res 〉 based on the edge coloring of the hypergraph G(N,D)res
obtained from Fig. 29.
1: Apply the Hadamard gate H to each of the M qubits initialized as |0〉 in parallel to obtain |+〉⊗M , where M is the number
of qubits for the hypergraph state
∣∣∣G(N,D)res 〉.
2: for c ∈ {green, yellow, blue, pink, black}, where c represents each of the five colors used in the edge coloring of G(N,D)res , do
. Repeated five times in total.
3: In parallel apply CZ and CCZ gates corresponding to the hyperedges of G
(N,D)
res colored c.
4: end for
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FIG. 30: A quantum circuit representing implementation of a quantum circuit by MBQC using parallel measurements of the
resource hypergraph state
∣∣∣∣G(N,D′)res 〉 defined as (93) and shown in Fig. 14. In the circuit, ln,d ∈ {0, 1} represents whether the
H gate on the nth qubit in the depth corresponding to the dth measurement round in MBQC is applied or not. In particular,
the H gate is applied if ln,d = 1, and not if ln,d = 0. We can rewrite an arbitrary N -qubit D-depth quantum circuit composed
of a gate set {H,CCZ} into this form. The required number of rounds of parallel measurements in this MBQC protocol can
be smaller than D, while the required number of qubits for
∣∣∣∣G(N,D′)res 〉 can be larger; i.e., it may hold that D′ > D, which
exhibits the trade-off between spatial and temporal resources in MBQC.
be performed in parallel, as long as the measurements
in each measurement round are not conditioned on the
outcomes of any other measurements that are performed
simultaneously in the same round or will be performed
in future rounds. In this situation of parallel MBQC,
there can be a trade-off relation between spatial and tem-
poral resources as we recall in Sec. B 1. We discuss in
Sec. B 2 how this trade-off arises in the case of MBQC
using
∣∣∣G(N,D)res 〉 as a resource.
1. Definition of spatial and temporal resources in
MBQC
In MBQC, there are two types of computational re-
sources analogous to those in the context of the space-
time trade-off, as discussed in Ref. [142]. One is the num-
ber of qubits for a resource state to simulate any N -qubit
D-depth quantum circuit, called a spatial resource, and
the other is the required rounds of parallel measurements
for MBQC to simulate the circuit, called a temporal re-
source. These spatial and temporal resources are in a
trade-off relation in the sense that in some cases, proto-
cols for MBQC may use a larger number of qubits than
those for a quantum circuit to be simulated, so that the
rounds of parallel measurements in MBQC can be smaller
than the depth of the circuit to be simulated [143]. This
compression of the measurement rounds in MBQC is pos-
sible because a part of quantum circuit can be simu-
lated in MBQC without adaptively changing measure-
ment bases, and corrections of byproduct operators can
be collectively performed later. For example, MBQC us-
ing the cluster state for simulating a quantum circuit
composed of Clifford gates and a one-qubit non-Clifford
gate can simulate any part of the circuit consisting only
of Clifford gates without any adaptation of measurement
bases, and hence, Clifford gates can be parallelized in
this case [29]. Similar parallelizability is also shown for
MBQC using a hypergraph state for simulating circuits
consisting of {H,CCZ}, where CCZ gates can be par-
allelized [43]. Parallelizability in MBQC is useful for po-
tentially decreasing the required time steps for obtaining
outcomes of a computation [43, 144, 145] compared to
the circuit model, while parallelizable gates depend on
resource states for MBQC.
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2. Parallelizability and trade-off between spatial
and temporal resources in MBQC
We show a trade-off between spatial and temporal
resources in MBQC using
∣∣∣G(N,D)res 〉. As discussed in
Sec. B 1, MBQC may exhibit a trade-off between the spa-
tial and temporal resources, i.e., the number of qubits
for resources and the number of rounds of measurements
in MBQC protocols using these resources. In cases of
MBQC using
∣∣∣G(N,D)res 〉, we show such a trade-off in par-
allel implementation of multiple CCZ gates.
While the MBQC protocol that we show in the proof of
Theorem 3 corrects byproducts after each measurement,
some of these corrections can be delayed and collectively
performed later, so that multiple measurements can be
performed in parallel without any adaptation conditioned
on the other measurement outcomes. To use the paral-
lel measurements in MBQC for simulating a given N -
qubit D-depth quantum circuit composed of {H,CCZ},
instead of rewriting this circuit into the form on the right-
hand side in Fig. 15 that is used for the MBQC protocol
in Theorem 3, we rewrite it into a form shown in Fig. 30,
which consists of parts composed only of the H gates and
parts composed only of the CCZ gates.
When CCZ gates are implemented in MBQC using∣∣∣G(N,D)res 〉 and the measurement pattern labeled “CCZ
and CZs” in Fig. 16, it is possible to delay the correc-
tions of CZ byproducts by performing Z measurements
for removing all the qubits represented as the dashed ver-
tices in Fig. 16, and in such a case, the corrections are
performed later by the measurement pattern for adap-
tively implementing CZ gates, which is labeled “CZs”
in Fig. 16. While the set of local Pauli byproduct opera-
tors generated by {X,Z} is closed under the conjugation
with H in the sense of the group theory
HXH = Z, (B1)
HZH = X, (B2)
the set of all the possible byproduct operators generated
by {X,Z,CZ} is not, and hence, the CZ byproducts are
needed to be corrected before applying H gates. Thus, a
part of the circuit composed only of CCZ gates, which
can be of an arbitrarily large depth and may include ge-
ometrically nonlocal gates that are implemented as geo-
metrically local gates combined with permutations, can
be simulated in MBQC using
∣∣∣G(N,D)res 〉 by only one round
of parallel measurements for implementing CCZ gates
as well as permutations. After implementing this part
composed of the CCZ gates, we perform a collective cor-
rection of CZ byproducts in the next round of parallel
measurements for implementing CZ gates that may be
geometrically nonlocal and hence are implemented as ge-
ometrically local CZ gates combined with permutations.
Note that the permutations can be implemented in the
same way as the MBQC protocol in Theorem 3 using a
sorting network. Due to commutation relations shown
in (115), (116), (B1), and (B2), corrections of one-qubit
Pauli byproducts in implementing CZ and H gates can
also be delayed. Hence, a part of the circuit composed
only of H gates after the part composed only of the CCZ
gates can be simulated by MBQC in the same round of
parallel measurements as the round for correcting CZ
byproducts.
Therefore, in rewriting the given circuit into the form
shown in Fig. 30, each layer of the rewritten circuit con-
sists of the corrections of the CZ byproducts conditioned
on measurement outcomes in the previous round of im-
plementing the CCZ gates, and the implementations of
theH gates, followed by the implementations of the CCZ
gates, where MBQC uses one round of parallel measure-
ments per implementation of each layer. Then using this
rewritten circuit in Fig. 30, we can simulate the original
D-depth quantum circuit by MBQC that may require a
smaller number of rounds of parallel measurements than
D, where the number of these rounds is determined by
that of the layers in the rewritten circuit as shown in
Fig. 30. Note that similar parallelization of CCZ gates
and SWAP gates is also possible in MBQC using other
hypergraph states than
∣∣∣G(N,D)res 〉 [43].
As for the required number of resource qubits for this
parallelized simulation of the N -qubit D-depth quantum
circuits, the MBQC protocol in this section may require
a hypergraph state
∣∣∣∣G(N,D′)res 〉 for some D′ > D. This
hypergraph state is larger than
∣∣∣G(N,D)res 〉 in terms of the
number of qubits, where the extra qubits corresponding
to (D′ −D) repetitions of
∣∣∣G(N,d)depth〉 are used for correc-
tions of CZ byproducts. Note that in terms of the com-
plexity of MBQC using sequential measurements, D′ can
be too large to achieve the poly-logarithmic overhead,
while we assume in this section that an arbitrary num-
ber of measurements can be performed in parallel. In this
regard, this parallelized MBQC protocol requires more
spatial resources, that is, the number of the qubits, than
that in Theorem 3, for reducing temporal resources in
terms of the number of rounds of parallel measurements,
exhibiting the trade-off between spatial and temporal re-
sources in MBQC using
∣∣∣G(N,d)depth〉.
Appendix C: Vertex coloring
In this appendix, we show that three colors suffice for
the vertex coloring [141] of the hypergraph G
(N,D)
res shown
in Sec. III for any N and D. The vertex coloring is used
for the verification of MBQC as discussed in Remark 5. A
hypergraph G = (V,E) is said to be k-vertex-colorable,
or k-colorable for short, if k different colors can be as-
signed to its vertices so that no two vertices v1 and v2 of
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FIG. 31: Vertex coloring of sub-hypergraphs of the hyper-
graph G
(N,D)
res in Fig. 14. Vertex coloring is used in verifi-
cation of MBQC as discussed in Remark 5. Vertices of these
hypergraphs G
(n,d)
1,H,CCZ , G
(n,d)
1,H , and G
(n1,n2,d)
C in Fig. 9 can be
colored using three colors, namely, red, blue, and yellow. The
figure shows a vertex coloring of G
(n,d)
1,H with un,d and vn,d+1
colored red, but in the same way as this vertex coloring, we
can obtain vertex colorings of G
(n,d)
1,H with un,d and vn,d+1 col-
ored in the same color, for any color such as blue and yellow.
In the same way as the vertex colorings of G
(n1,n2,d)
C in the
figure, we can obtain vertex colorings of G
(n1,n2,d)
C with vn1,d
and un1,d colored in the same color and with vn2,d and un2,d
colored in the same color, for any colors regardless of whether
these two colors are the same or not. Then in the main text,
using the periodicity of G
(N,D)
res , we show the vertex coloring
of G
(N,D)
res with these three colors.
the same color are the neighbor of each other; i.e.,
@e ∈ E such that v1 ∈ e and v2 ∈ e. (C1)
The minimum k for which G is k-colorable is called the
chromatic number of G, denoted by χ. Note that given a
hypergraph G, it is NP-hard in general (and hence com-
putationally hard) to compute the chromatic number χ
of G [141].
We here show that for any N and D, the chromatic
number χ of G
(N,D)
res is χ = 3. The proof exploits the
periodicity of G
(N,D)
res for constructing a vertex coloring
of G
(N,D)
res using three colors, while G
(N,D)
res cannot be 2-
colorable, which yields the following.
Theorem 7 (Vertex coloring of hypergraphs for resource
hypergraph states). For any N and D, the chromatic
number χ of the hypergraph G
(N,D)
res defined as (101) is
χ = 3. (C2)
Proof. It suffices to prove that G
(N,D)
res is 3-colorable,
that is, χ 5 3, since the hyperedges of G(N,D)res among
three vertices yields χ = 3. We show a construction of
the vertex coloring of G
(N,D)
res using three colors, namely,
red, blue, and yellow, where for any n = 3m, the vertices
labeled
v3m−2,1, u3m−2,1, v3m−2,2, u3m−2,2, . . . , v3m−2,D+1 (C3)
are colored red,
v3m−1,1, u3m−1,1, v3m−1,2, u3m−1,2, . . . , v3m−1,D+1 (C4)
are colored blue, and
v3m,1, u3m,1, v3m,2, u3m,2, . . . , v3m,D+1 (C5)
are colored yellow. In the same way as the proof of The-
orem 6, recall that G
(N,D)
res is composed of three fixed
hypergraphs G
(n,d)
1,H,CCZ , G
(n,d)
1,H , and G
(n1,n2,d)
C shown in
Fig. 9. Vertices of G
(n,d)
1,H,CCZ , G
(n,d)
1,H , and G
(n1,n2,d)
C can
be colored by three colors, namely, yellow, blue, and
red, as illustrated in Fig. 31. In the vertex coloring of
G
(n,d)
1,H,CCZ in Fig. 31, the vertices are colored so that
v3m−2,d and u3m−2,d+1 can be colored red, v3m−1,d and
u3m−1,d+1 colored blue, and v3m,d+1 and u3m,d+1 colored
yellow, for any m and d. The vertex coloring of G
(n,d)
1,H
in Fig. 31 yields those with un,d and vn,d+1 colored in
the same color, for any n, d, and color. The vertex col-
orings of G
(n1,n2,d)
C in Fig. 31 shows those with vn1,d and
un1,d colored in the same color and with vn2,d and un2,d
colored in the same color, for any n1, n2, d, and colors,
where these two colors can either be the same or differ-
ent. Then, using the periodicity of G
(N,D)
res in the same
way as the edge coloring in the proof of Theorem 6, we
obtain a vertex coloring of G
(N,D)
res by the three colors,
which proves that G
(N,D)
res is 3-colorable. Q.E.D.
Appendix D: Fault tolerance of state preparation
In this appendix, we analyze fault tolerance of prepa-
ration of
∣∣+(l)〉 using error detection twice (Fig. 23), and
that of preparation of
∣∣∣pi8 (l)〉 using error detection twice
(Fig. 25). We show that the circuits in Figs. 23 and 25
are 1-fault-tolerant in terms of the error correction (Def-
inition 4), and also have the fault-tolerant property for
two errors in terms of the error detection (Definition 5).
In particular, our proof will mainly focus on showing the
fault-tolerant property for two errors in terms of the error
detection, since the 1-fault tolerance in terms of the error
correction can be shown in the same way as our analysis
as well as the established arguments in Refs. [79, 80]. We
prove the following two propositions.
Proposition 8 (Fault tolerance of preparation of
∣∣+(l)〉
using error detection twice). The circuit in Fig. 23 is
1-fault-tolerant in terms of the error correction (Defini-
tion 4) and has the fault-tolerant property for two errors
in terms of the error detection (Definition 5).
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FIG. 32: A quantum circuit equivalent to the circuit in Fig. 23 followed by the error detection using the 7-qubit code as the
error-detecting code. We decompose the circuit into four parts, namely, A, B, C, and D, where the states obtained from the
parts A, AB, ABC, and ABCD of the circuit are denoted by |ψA〉, |ψB〉, |ψC〉, and |ψD〉, respectively.
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FIG. 33: A quantum circuit equivalent to the circuit in Fig. 25 followed by the error detection using the 7-qubit code as the
error-detecting code. We decompose the circuit into four parts, namely, A, B, C, and D, where the states obtained from the
parts A, AB, ABC, and ABCD of the circuit are denoted by |ψA〉, |ψB〉, |ψC〉, and |ψD〉, respectively. Note that the circuit
in Fig. 25 and that in the figure are equivalent since T †
⊗7
in the part B and T⊗7 in the part C cancel out due to T †T = 1.
Proposition 9 (Fault tolerance of preparation of
∣∣∣pi8 (l)〉
using error detection twice). The circuit in Fig. 25 is
1-fault-tolerant in terms of the error correction (Defini-
tion 4) and has the fault-tolerant property for two errors
in terms of the error detection (Definition 5).
Proof of Proposition 8. We analyze the fault-tolerant
property for two errors in terms of the error detection,
since the 1-fault tolerance in terms of the error correc-
tion can be shown essentially in the same way as our
analysis and Ref. [79]. To analyze the circuit in Fig. 23
followed by the error detection using the 7-qubit code
as the error-detecting code, we decompose the circuit
into four parts, namely, A, B, C, and D in Fig. 32,
where the states obtained from the parts A, AB, ABC,
and ABCD of the circuit are denoted by |ψA〉, |ψB〉,
|ψC〉, and |ψD〉, respectively. Since the 7-qubit code is a
Calderbank-Shor-Steane (CSS) code, the analyses of the
fault-tolerant property for two X errors and that for two
Z errors will be similar, and in the following, errors may
refer to either X and Z errors unless stated otherwise.
We consider the following exhaustive cases of two er-
rors on ABC in Fig. 32, which corresponds to the circuit
in Fig. 23.
1. Two errors occur in A or B.
2. One error occurs in A or B, and one error occurs
in C.
3. Two errors occur in C.
Case 1: After the parts A and B with errors, we ob-
tain a state |ψB〉. Using stabilizers (55) of the 7-qubit
code, we can reduce the X and Z errors in |ψB〉 to a com-
bination of a one-qubit X error, a one-qubit Z error, a
logical X error, and a logical Z error. For n ∈ {1, . . . , 7},
let Xn and Zn denote the one-qubit X error and the
one-qubit Z error, respectively, on the nth qubit of the
7-qubit code. Then, we can write |ψB〉 suffering from the
errors as
|ψB〉 = E(X)n E(Z)m E(X)L E(Z)L
∣∣∣+(l)〉 , (D1)
where E
(X)
n ∈ {1, Xn} for n ∈ {1, . . . , 7} represents the
one-qubit X error on the nth qubit, E
(Z)
m ∈ {1, Zm}
for m ∈ {1, . . . , 7} represents the one-qubit Z error on
the mth qubit, and E
(X)
L ∈
{
1
⊗7, XL
}
and E
(Z)
L ∈{
1
⊗7, ZL
}
represent logical X and Z errors in terms of
the logical operators XL and ZL defined as (56). Since∣∣+(l)〉 is stabilized by XL
XL
∣∣∣+(l)〉 = ∣∣∣+(l)〉 , (D2)
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|ψB〉 in (D1) can indeed be written as
|ψB〉 = E(X)n E(Z)m E(Z)L
∣∣∣+(l)〉 . (D3)
In the part C, we detect the logical Z error by measuring
whether the state is stabilized by XL. In the part D, we
detect up to two-qubit X and Z errors. Hence, after C
and D, the state (D3) is projected onto
|ψD〉 =
∣∣∣+(l)〉 , (D4)
which includes no error.
Case 2: Since the parts A and B are the same as the
circuit in Fig. 22, one error in A and B causes at most
one-qubit error in |ψB〉 as shown in Ref. [79]; that is, we
have
|ψB〉 = E(X)n E(Z)m
∣∣∣+(l)〉 . (D5)
Since one error occurs in C, we have the following cases,
which show that |ψC〉 is
∣∣+(l)〉 with at most two-qubit
errors.
• If the one-qubit X error and the one-qubit Z error
in C occur on the n′th qubit and the m′th qubit of
the 7-qubit code, respectively, then we have
|ψC〉 = E(X)n′ E(Z)m′
(
E(X)n E
(Z)
m
∣∣∣+(l)〉) . (D6)
• If the one-qubit X error in C occurs in the auxil-
iary qubit for the error detection in C with mea-
surement outcome k2, the X error propagates to
the qubits for
∣∣+(l)〉 according to the commutation
relation (160), and in the same way as (D1), we
have for some n′
|ψC〉 = E(X)n′ E(X)L
(
E(X)n E
(Z)
m
∣∣∣+(l)〉)
∝ E(X)n′
(
E(X)n E
(Z)
m
∣∣∣+(l)〉) , (D7)
where we use (D2) to ignore the logical X error.
• If the one-qubit Z error in C occurs in the auxiliary
qubits for the error detection in C, the Z error
never propagates to the qubits for
∣∣+(l)〉.
Since we can detect up to two-qubit errors in D, we ob-
tain from any of (D6) and (D7)
|ψD〉 =
∣∣∣+(l)〉 . (D8)
Case 3: We have
|ψB〉 =
∣∣∣+(l)〉 . (D9)
In the same way as Case 2, due to the fact that the logical
X error in
∣∣+(l)〉 can be ignored, two errors in C cause
at most two-qubit errors
|ψC〉 = E(X)n′ E(X)n E(Z)m′ E(Z)m
∣∣∣+(l)〉 . (D10)
Then, we can detect these two-qubit errors in D
|ψD〉 =
∣∣∣+(l)〉 . (D11)
Therefore, even if the circuit in Fig. 32 includes two
errors, |ψC〉 in any of these cases includes at most two-
qubit errors that can be detected in D. Thus, we obtain
the conclusion. Q.E.D.
Proof of Proposition 9. In the same way as the proof of
Proposition 8, we analyze the fault-tolerant property for
two errors in terms of the error detection, since the 1-fault
tolerance in terms of the error correction can be shown
essentially in the same way as our analysis and Refs. [79,
80]. To analyze the circuit in Fig. 25 followed by the error
detection using the 7-qubit code as the error-detecting
code, we consider an equivalent circuit in Fig. 33 that is
decomposed into four parts, namely, A, B, C, and D in
Fig. 33, where the states obtained from the parts A, AB,
ABC, and ABCD of the circuit are denoted by |ψA〉,
|ψB〉, |ψC〉, and |ψD〉, respectively. Note that the circuits
in Figs. 25 and 33 are equivalent since T †⊗7 in the part B
of Fig. 33 and T⊗7 in the part C of Fig. 33 cancel out due
to T †T = 1. The circuit in Fig. 33 includes non-Clifford
gates T and T † following commutation relations
TX = ei
pi
4 XS†T, (D12)
T †X = e−i
pi
4 XST †, (D13)
TZ = ZT, (D14)
T †Z = ZT †. (D15)
Thus, even if X and Z errors occur on qubits in the
circuit, the state prepared by this circuit may include
errors represented by Clifford gates including S and S†,
not only X and Z. However, we can expand the Clifford
gates representing the errors using
S =
1 + i
2
1 +
1− i
2
Z, (D16)
S† =
1− i
2
1 +
1 + i
2
Z, (D17)
so that each term can be represented in terms of X and
Z. Based on this expansion, we analyze the X and Z
errors in the following of this proof, and in the same way
as the proof of Proposition 8, errors may refer to either
X and Z errors unless stated otherwise.
We consider the following exhaustive cases of two er-
rors on ABC in Fig. 33, which corresponds to the circuit
in Fig. 25.
1. Two errors occur in A or B.
2. One error occurs in A, and one error occurs in C.
3. One error occurs in B, and one error occurs in C.
4. Two errors occur in C.
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Case 1: We here show that given |ψB〉 with errors,
after C and D without error, the state is projected onto
|ψD〉 =
∣∣∣∣pi8 (l)
〉
, (D18)
which includes no error. In B and C for the error detec-
tion of
∣∣∣pi8 (l)〉, similarly to the magic state preparation in
Refs. [79, 80], we exploit the fact that a one-qubit state∣∣pi
8
〉
is stabilized by a Clifford gate TXT †
TXT †
∣∣∣pi
8
〉
=
∣∣∣pi
8
〉
. (D19)
Due to the transversal implementation (57) of Clifford
gates for the 7-qubit code, a logical Clifford gate TXT † =
e−i
pi
4 SX of the 7-qubit code at the concatenation level
l is implemented by
(
T †XT
)⊗7
=
(
ei
pi
4 S†X
)⊗7
at the
concatenation level l − 1; e.g., a level-1 state
∣∣∣pi8 (1)〉 of
the 7-qubit code is stabilized by
(
T †XT
)⊗7 ∣∣∣∣pi8 (1)
〉
=
∣∣∣∣pi8 (1)
〉
. (D20)
Without any error, |ψB〉 after B would be projected
onto a +1 eigenstate of
(
T †XT
)⊗7
in the same way as
Ref. [79], and in Case 1, |ψC〉 after C is projected onto
a +1 eigenstate of
(
T †XT
)⊗7
. Note that if no error oc-
curs, only the first auxiliary qubit in C with measurement
outcome k3 is necessary for this projection, while we will
use the other three auxiliary qubits in C with measure-
ment outcomes k4, k5, and k6 later to detect errors in
the auxiliary qubits. The obtained +1 eigenstate |ψC〉 of(
T †XT
)⊗7
may not be
∣∣∣pi8 (l)〉 since this +1 eigenstate of(
T †XT
)⊗7
is not necessarily stabilized by the stabilizers
of the 7-qubit code. After D without error, the state is
projected onto a +1 eigenstate of all the stabilizers (55)
of the 7-qubit code. Since
(
T †XT
)⊗7
is a logical op-
erator commuting with all the stabilizers of the 7-qubit
code, we obtain the +1 eigenstate of
(
T †XT
)⊗7
in the
code space of the 7-qubit code, i.e.,
|ψD〉 =
∣∣∣∣pi8 (l)
〉
. (D21)
Case 2: In the same way as Case 1, given |ψA〉 with
errors, after B without error, the state is projected onto a
+1 eigenstate of
(
T †XT
)⊗7
. Then, since one error occurs
in C, we have the following cases, which show that |ψC〉
is a +1 eigenstate of
(
T †XT
)⊗7
with at most one-qubit
errors.
• If the one-qubit X error and the one-qubit Z error
in C occur on one of the qubits for
∣∣∣pi8 (l)〉, then after
C, we have a +1 eigenstate of
(
T †XT
)⊗7
with one-
qubit errors.
• If the one-qubit X error in C occurs in the first
auxiliary qubit for the error detection in C with
measurement outcome k3, the X error propagates
to the qubits for
∣∣∣pi8 (l)〉 according to the commu-
tation relation (160). However, the X error also
propagates to the second auxiliary qubit with mea-
surement outcome k4, and the measurement out-
come of the second auxiliary qubit becomes k4 = 1;
that is, the state is discarded.
• If the one-qubit X error in C occurs in one of
the second, third, and fourth auxiliary qubits with
measurement outcomes k4, k5, and k6, respectively,
the X error never propagates to the qubits for∣∣∣pi8 (l)〉.
• If the one-qubit Z error in C occurs in the auxiliary
qubits for the error detection in C, the Z error
never propagates to the qubits for
∣∣∣pi8 (l)〉.
Note that a +1 eigenstate |ψC〉 of
(
T †XT
)⊗7
with one-
qubit errors means that by applying one-qubit operators
to |ψC〉 for correcting the one-qubit errors, we could ob-
tain one of the +1 eigenstates of
(
T †XT
)⊗7
. Since the
7-qubit code has distance 3, after applying D to |ψC〉
even with one-qubit errors, we obtain the +1 eigenstate
of
(
T †XT
)⊗7
projected onto the code space of the 7-
qubit code, i.e.,
|ψD〉 =
∣∣∣∣pi8 (l)
〉
. (D22)
Case 3: We have
|ψA〉 =
∣∣∣∣pi8 (l)
〉
. (D23)
As shown in Ref. [79], if B includes one error, then after
B, we have a +1 eigenstate of
(
T †XT
)⊗7
with at most
one-qubit errors. Then after C with another error, due
to the same analysis as Case 2, we have a +1 eigenstate
of
(
T †XT
)⊗7
with at most two-qubit errors. In this case,
we can detect these two-qubit errors in D
|ψD〉 =
∣∣∣∣pi8 (l)
〉
. (D24)
Case 4: We have
|ψB〉 =
∣∣∣∣pi8 (l)
〉
. (D25)
Then, since two errors occur in C, we have the follow-
ing cases, which show that |ψC〉 is a +1 eigenstate of(
T †XT
)⊗7
with at most two-qubit errors.
• For n = 1, 2, if n errors in C occur on n out of
the 7 qubits for
∣∣∣pi8 (l)〉, then after C, we have a +1
eigenstate of
(
T †XT
)⊗7
with n-qubit errors.
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• If one or two X errors in C occur in the first aux-
iliary qubit for the error detection in C with mea-
surement outcome k3, the X errors propagate to
the qubits for
∣∣∣pi8 (l)〉 according to the commutation
relation (160). However, each X error also propa-
gates to at least one of the second, third, and fourth
auxiliary qubits with measurement outcomes k4,
k5, and k6. The part C of the circuit in Fig. 33
is designed so that at least one of the measurement
outcomes of these auxiliary qubits should become
1 in this case; that is, the state is discarded.
• If one or two X errors in C occur in one of the sec-
ond, third, and fourth auxiliary qubits with mea-
surement outcomes k4, k5, and k6, respectively, the
X errors never propagate to the qubits for
∣∣∣pi8 (l)〉.
• If one or two Z errors in C occur in the auxiliary
qubits for the error detection in C, the Z errors
never propagate to the qubits for
∣∣∣pi8 (l)〉.
Then, we can detect up to two-qubit errors in D
|ψD〉 =
∣∣∣+(l)〉 . (D26)
Therefore, even if the circuit in Fig. 33 includes two
errors, |ψD〉 in any of these cases is
∣∣∣pi8 (l)〉. Also note
that since the 7-qubit code has distance 3, errors in |ψC〉
can be reduced to at most two-qubit errors. Thus, we
obtain the conclusion. Q.E.D.
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