Abstract. Suppose (B, β) is an operator ideal, and A is a linear space of operators between Banach spaces X and Y . Modifying the classical notion of hyperreflexivity, we say that A is called B-hyperreflexive if there exists a constant C such that, for any T ∈ B(X, Y ) with α = sup β(qT i) < ∞ (the supremum runs over all isometric embeddings i into X, and all quotient maps of Y , satisfying qAi = 0), there exists a ∈ A, for which β(T −a) Cα. In this paper, we give examples of Bhyperreflexive spaces, as well as of spaces failing this property. In the last section, we apply S E -hyperreflexivity of operator algebras (S E is a regular symmetrically normed operator ideal) to constructing operator spaces with prescribed families of completely bounded maps.
1. Introduction
Main definitions.
In the early 1970s, the notions of hyperreflexivity of operator algebras (and, more generally, of subspaces of B(H), where H is a Hilbert space) was introduced by W. Arveson [4] , in order to compute the distance to nest algebras. Later, the notion of hyperreflexivity was expanded to subspaces of B(X, Y ), where X and Y are Banach spaces.
In this paper, we consider hyperreflexivity of spaces of operators with respect to operator ideals. More precisely: suppose X is a class of Banach spaces, stable under taking subspaces and quotients. Suppose B is a maximal Banach operator ideal, defined for members of X . That is, for any X, Y ∈ X , B(X, T Y β(T ) T X . Maximality of B means that, for every T ∈ B(X, Y ), β(T ) = sup β(qT i), where i : E → X is an injection, q : Y → F is a quotient, and the spaces E, F ∈ X are finite dimensional. For further information about operator ideals, see [13, 14, 37, 47] .
We say that a maximal Banach ideal B is nice if there exists a sequence of positive scalars β n ∞, so that for any n-dimensional E ∈ X and any T ∈ B(E, Y ), β(T ) β n whenever T e 1 for any e ∈ E. By Dvoretzky Theorem, this is equivalent to the existence of a sequence of positive scalars β n ∞ s.t. β(T ) β n whenever T ∈ B( n 2 , Y ) is such that T e 1 for any e ∈ n 2 .
1991 Mathematics Subject Classification. 46A32, 46B28, 47L05, 46L07, 47L25. The author was partially supported by the NSF grant DMS-0500957. [37] . On the other hand, the ideal Γ p of p-factorable operators is maximal (see e.g. Chapter 9 of [14] ), but not nice. Suppose A is a non-empty absolutely convex subset of B(X, Y ), closed in the weak operator topology (that is, in the topology determined by the family of seminorms p x,y * (T ) = y * Throughout the paper, we work with maximal Banach ideals. In this case, the condition that E and F are finite dimensional is redundant.
If A → B(X, Y ) (throughout the paper, we use the notation "Z 1 → Z 2 " to mean "Z 1 is a closed linear subspace of a Banach space Z 2 ") is C −B-ASHR (or B-ASHR), we simply say that A is C − B-hyperreflexive (resp. B-hyperreflexive). The space A is C − B-hyperreflexive iff we have To indicate the connection with the classical definition of hyperreflexivity (see e.g. [12, 30] Thus, the left hand side of (1.2) becomes left hand side of (1.2) when we take B to be the ideal of bounded operators. Over the last thirty years, a lot of information about hyperreflexivity has been accumulated (see e.g. [11] ). For instance, by [44] , that any one-dimensional subspace of B(X, Y ) is 3-hyperreflexive (1-hyperreflexive if X and Y are Hilbert spaces, see [3] ). More generally, by [30] , any reflexive finite dimensional space of operators is hyperreflexive. In the case of B-hyperreflexivity, this is false. By Theorem 2.12 and Proposition 2.14, for many pairs of infinite dimensional Banach spaces (X, Y ), and many nice ideals B, there exists T ∈ B(X, Y ) s.t. FT is not B-hyperreflexive (here, F stands for the field of scalars, either R or C). Moreover, by Theorem 2.15, for many nice ideals B (such as Γ p for 1 < p < ∞, and Π q for 1 q < 2) there exists a Banach space X s.t. FI X is not B-hyperreflexive. However, by Theorem 2.1, FI X is Π q2 -hyperreflexive (for 2 q ∞) for any Banach space X. Moreover, if B is a nice operator ideal, and X is a L p space (1 p ∞), then FI X is B-hyperreflexive (Theorem 2.9).
In Section 3, we consider spaces of operators between complex Hilbert spaces. In particular, Theorem 3.1 shows that any von Neumann algebra is S E -hyperreflexive, when E is a reflexive symmetric sequence space E (the question of whether every von Neumann algebra is hyperreflexive is open). By Theorem 3.3, the linear span of a non-compact operator is S E -hyperreflexive. On the other hand, the nest algebras with infinite nests, and the algebras of analytic Toeplitz or Laurent operators, are hyperreflexive, but not S E -hyperreflexive for most symmetric sequence spaces E (Theorems 3.4, 3.5).
In Section 4, we apply B-hyperreflexivity to the problem of constructing operator spaces with prescribed sets of c.b. maps. Theorem 4.1 shows: suppose E is a symmetric sequence space satisfying certain properties, S E is the corresponding operator ideal, H is a separable Hilbert space, and A is an absolutely convex S E -ASHR subspace of the unit ball of B(H), containing the identity I H . The H can be equipped with an operator space structure X, s.t. CB(X) = CA + S E . Remark 1.1. (1) The term "Azoff-Shehada hyperreflexivity" is inspired by the works of E. Azoff and H. Shehada (see e.g. [5] ) on reflexivity of convex sets.
(2) By changing the above definitions slightly, we define
as the infimum of all λ > 0 with the property that, for any γ > 0 (as opposed to "γ 1" in the definition of d A,B (T )), β(qT i) λγ whenever the injection i : E → X and the quotient map q :
}.
We say that A is (C − B) -Azoff-Shehada hyperreflexive if for any T ∈ B(X, Y ) with d A,B (T ) finite, and any ε > 0, we can write T = a+b, with a ∈ FA, b ∈ B(X, Y ), and ρ(a) + β(b) (C + ε)d A,B (T ). It is not clear whether the notion of (C − B) -ASHR is strictly weaker than of C − B-ASHR. In this paper, we mostly consider B-hyperreflexivity of spaces of operators, in which case, the distinction between the two versions of versions of ASHR is irrelevant. We selected our definition of ASHR over the possible alternatives for the sake of applications to the theory of operator spaces (Section 4). Remark 1.2. In this paper, all the ideals are assumed to be normed. Many proofs will also go through for quasi-normed ideals. Indeed, suppose first that (B, β) is a normed ideal. If T is a rank n contraction, then it factors contractively through an n-dimensional space, and therefore, by the existence of an Auerbach basis, it can be represented as a sum of rank 1 contractions T 1 , . . . , T m , with m n. By 6.1.5 of
T rank T for any finite rank operator T . Now suppose the ideal (B, β) is quasi-normed. By Section 6.2 of [37] (and passing to an equivalent ideal norm if necessary), we can assume the existence of r ∈ (0, 1] such that β(
. The proofs where finding an upper estimate for β(T ) (for a finite rank T ) is important can be done in this setting, too. Thus, Theorems 2.1, 2.12, 2.15, and Corollary 2.2 still hold in the quasi-normed setting. On the other hand, we cannot establish Lemma 2.11 without assuming that the ideal involved is normed. We do not know if Theorems 2.9 and 2.10 remain valid for quasi-normed ideals.
1.2. Preliminaries. We some observations, to be used throughout the paper. First, we prove that B-hyperreflexivity, and B-ASHR, are stable under isomorphisms. 
A T B . Thus, β(ASB)
(here, we use the identity T = V SU
−1
).
A similar statement holds for Azoff-Shehada hyperreflexivity. 
The proof of this proposition is similar to that of Proposition 1.3. We do not compute the B-Azoff-Shehada hyperreflexivity constant explicitly, since we never need it.
Similarly, we show that "deformations" of sets of operators preserve their B-AzoffShehada hyperreflexivity. 
Proof. Suppose T ∈ B(X, Y ) is such that, for any γ 1, and any pair of finite rank contractions u, v with β(uav) γ for any a ∈ A , we have β(uT v) γ. Fix γ 1, and suppose the finite rank contractions u and v are such that β(uav) γ for any a ∈ A. Then β(uav) max{1, C 2 }γ for any a ∈ A , and therefore,
ε can be arbitrarily small, hence we are done.
We also need to mention a connection between B-hyperreflexivity of subspaces, and B-Azoff-Shehada hyperreflexivity of their unit balls. Clearly, if A is a WOT closed subspace of B(X, Y ), then its closed unit ball Ba(A) is also WOT closed. 
Finally, we introduce several Banach space definitions, with an eye for stating a version of the "principle of small perturbations".
A family of finite dimensional subspaces (F n ) n∈N of a Banach space X is said to be a finite dimensional decomposition (FDD, for short) if X = span n∈N F n , and sup n P n < ∞, where P n is the projection onto span[
The number sup n P n is called the FDD constant of (F n ). We say that a sequence (F n ) of subspaces of X is an FDD sequence if it is an FDD of span n∈N F n .
A sequence (x n ) n∈N in a Banach space X is called a basis (respectively, a basic sequence) if (Fx n ) n∈N is an FDD (resp. FDD sequence) in X. The FDD constant in this case is called the basic constant. A basis (or a basic sequence) (x i ) is called C-unconditional if, for any eventually null sequence (α i ) i∈N of scalars, and for any sequence (ω i ) i∈N with |ω i | = 1 for every i, we have
infimum of all such C's is called the unconditionality constant of (x n ). The basis (x n ) is called normalized if x n = 1 for each n. We denote by ν 1 (T ) the nuclear norm of an operator T . It is known that the set of nuclear operators is a Banach ideal, but not a maximal ideal. For any Banach ideal (B, β), and any operator T , we have T It is easy to see that, for any linear operator u, π ∞2 (u) = u . By [30] , every 1-dimensional space is hyperreflexive. Thus, only the case of 2 q < ∞ needs to be considered.
Before proving the theorem, we state and prove its corollary. Proof. We shall use C 0 , C 1 , . . . to denote constants, depending only on P , Q, and A. Let X 2 = ker P and Y 2 = ker Q. Any T ∈ B(X, Y ) can be written as
Viewing QAP as an invertible operator from ran P to ran Q, we conclude that d FQAP,Π q2 (QT P ) < 1. By Theorem 2.1 and Proposition 1.3, there exists λ ∈ F s.t. π q2 (QT P − λQAP ) < C 0 . We shall show that π q2 (T − λA) < C 1 . Without loss of generality, we can assume that λ = 0.
Note first that
(we use the fact that (I − Q)AP = 0). Similarly, π q2 (QT (I − P )) < Q I − P .
To handle (I − Q)T (I − P ), pick c ∈ (0, π q2 ((I − Q)T (I − P ))), and prove that c C 2 . Indeed, if its not so, then there exists w :
We estimate the left hand side from above.
By p. 207 of [14] , lim n π q2 (I n 2 ) = ∞, hence, by Dvoretzky Theorem, QT P is strictly singular. Perturbing T slightly (cf. Lemma 1.7), we can assume the existence of an n-dimensional subspace F → ran P s.t. T | F = 0, and d( 
We conclude the proof by observing that T x ∞ k=n |α k |γ k . The following result seems to be well-known, too. We sketch the proof for the sake of completeness.
Lemma 2.5. Suppose X is an infinite dimensional complex Banach space, and (γ n ) is a sequence of positive numbers. Then for every T ∈ B(X) there exists λ ∈ C and a normalized basic sequence (x n ) in X, such that lim n (T − λ)x n = 0, and, for each n ∈ N,
. . is an eventually null sequence of scalars.
Sketch of the proof. By Lemma 2.3, it suffices to prove that, for some λ ∈ C, T − λ is not an isomorphism on any finite codimensional subspace of X. Indeed, otherwise the generalized Fredholm index i(T − λ) is defined for every λ. By the continuity of the generalized Fredholm index (see Section 4.
Corollary 2.6. Suppose X is an infinite dimensional complex Banach space. Then for every T ∈ B(X) there exists λ ∈ C so that, for every finite dimensional subspace E of X, ε > 0, and n ∈ N, there exists λ ∈ C, and a subspace F of X, (1 + ε)-isomorphic to n 2 , and such that (i) (T − λ)f ε f for any f ∈ F , and (ii) for any e ∈ E and f ∈ F , e + f max{(1 + ε)
Proof. By Lemma 2.5, there exist λ ∈ C and a sequence (x n ) in X, with basic constant less than 2, such that ( 36 , with λ ∈ C from Corollary 2.6. Clearly, it suffices to assume that λ = 0, and prove that π q2 (T ) 36.
Pick c ∈ (0, π q2 (T )). By Chapter 11 of [47] , there exists a contraction u :
Perturbing T slightly and applying Corollary 2.6, we prove the existence of an n-dimensional F → X, s.t. d(F, n 2 ) < 2, T | F = 0, and e + f max{ e , f }/3 for any f ∈ F and e ∈ E = span[ran u, ran T u]. Find u 1 : We next handle the real case of Theorem 2.1. For a real Banach space X define its complexification X c as a complex Banach space, isomorphic to X ⊕ X as a real space.
Consequently,
It is well known (see e.g. Section 1.1 of [1] ) that X c is indeed a complex Banach space. Henceforth, we identify (x, y) ∈ X c with x + iy.
Since we are working with direct sums of Banach spaces, we need:
Lemma 2.7. Suppose X 1 and X 2 are infinite dimensional Banach spaces. Denote by P 1 and P 2 the canonical projections from
Then there exists a normalized basic sequence (x n ), with the basic constant less than 2, and such that
for each n. We shall show that P 2 is an isometry on Z = span[x n | n ∈ N]. Indeed, by Lemma 2.4, P 1 x < x for every x ∈ Z. However, x = max{ P 1 x , P 2 x }, hence P 2 x = x for any x ∈ Z.
Lemma 2.8. Suppose X c is the complexification of a real Banach space, T ∈ B(X), and a norm one vector
Show first that x + by C for each b ∈ R. Indeed, suppose x + by < γ < 1. Then |b| y x + by + x < 2, hence |b| 4. Therefore,
and therefore, γ 1/(4( T + 4)). This show that ax + by C|a|. Similarly, we show that ax + by C|b|.
Proof of Theorem 2.1, the real case. Consider T ∈ B(X), with
Indeed, we can view Z as a subspace of X ⊕ X, and denote by P 1 and P 2 the projections onto the first and the second copies of X (the "real" and "imaginary" parts of X c , respectively). By Lemma 2.7, we can assume the existence of c > 0, and of an infinite dimensional
The proof can then be completed as in the complex case. By considering T − αI X instead of T , we can assume that α = 0. We need to establish that, if the restriction of (T c − iβI X c ) to an infinite dimensional subspace of X c is compact, and d RI X ,Π 2 (T ) is finite, then β = 0.
Indeed, otherwise we can assume that β = 1. We are going to find (inductively) a normalized sequence
( T +4)), and the spaces F n = span[x n , y n ] form an FDD sequence with constant less than 2.
First note that, by Lemma 2.5, there exists a normalized sequence z n ∈ X, which has basic constant less than 2, and such that
is non-trivial (as before, P 1 is the "real part" projection from X c to X, that is, P 1 (x + iy) = x). Below we prove that any norm 1
Clearly, we can assume w = 1. If w 2, there is nothing to prove. Otherwise, write w = ax n+1 + by n+1 , where a, b ∈ R, and (by Lemma 2.
. (2.3) now follows from
is an FDD sequence, with constant not exceeding 1.25.
Define T n ∈ B(F n ) by setting T n x n = y n , T n y n = −x n . To find an upper estimate for ν 1 (T | Fn − T n ), define projections P 1 , P 2 ∈ B(F n ) by setting P 1 x n = x n , P 1 y n = 0, P 2 y n = y n , and P 2 x n = 0. By the Lemma 2.8, P 1 , P 2 C = 4( T + 4). As 
Suξ + η ξ for any ξ, η ∈ G. Therefore, Suξ + uη ξ /2 for such η and ξ. Denote by q the quotient of X by u(G). Then, for any ξ ∈ G, qT uξ ξ /2. Therefore, by Proposition 19.1 of [47] ,
hence, for every n ∈ N,
which yields a contradiction.
As seen from the proof above, the ideals Π q2 are special, due to their connection to the Hilbert spaces (and due to Dvoretzky Theorem). For an arbitrary nice ideal B, FI X can be shown to be B-hyperreflexive if X has some "structure."
, and B is a maximal ideal, then FI X is C − B-hyperreflexive, with C dependent only on κ.
We say that a basis (e i ) is a Banach space E is self-repeating if there exists C 1 s.t., for any N ∈ N, and for any infinite S ⊂ N,
It is easy to observe that every subsymmetric basis is self-repeating. Theorem 2.10. Suppose X is a Banach space with a self-repeating unconditional basis, and B is a maximal ideal. Then FI X is B-hyperreflexive.
Note however that simply the existence of an unconditional basis does not entail the B-hyperreflexivity of FI X (see Theorem 2.15).
We start the proof of the two preceding theorems by learning to "diagonalize" operators. If X is a Banach space with an unconditional basis (e i ) i∈I , we call T ∈ B(X) diagonal if, for every i ∈ I, T e i = t i e i (t i ∈ F).
Lemma 2.11. Suppose B is a maximal ideal, X is a Banach space with a C-un-
Proof. By homogeneity, we can assume that d FI X ,B (T ) < 1. We shall only consider the case of infinite dimensional X (the finite dimensional one is tackled similarly).
Denote by f i the functional biorthogonal to e i , let t i = f i (T e i ), and denote by T 1 the linear operator on X, defined by T 1 e i = t i e i . We shall show that
For F ⊂ N, define the projection P F by setting
For simplicity, we denote P {1,...,n} by Q n . Observe that
To this end, it suffices to prove that an operator S ∈ B(X) satisfies β(S) 1 whenever β(Q n SQ n ) < 1 for each n. Indeed, for every ε ∈ (0, β(S)) there exist finite rank contractions A and B such that β(ASB) > β(S) − ε. Note that lim m ν 1 (Q m B − B) = 0, hence, by a small perturbation argument, we can assume that Q m B = B. By a small perturbation once again, we can assume that, for some n m, Q n SQ m = SQ m . Thus,
Since ε is arbitrary, we get the desired estimate.
Proof of Theorem 2.9. In this proof, C 0 , C 1 , . . . stand for constants, which depend only on κ (we do not keep track on the rate of growth of our constants C i as κ → ∞, but it appears to be polynomial).
By [25] , X contains an increasing net of finite dimensional subspaces (
, X = ∪ i∈I X i , and, for each i, there exists a projection P i from X onto X i of norm less than C 0 . Then, for each i, there exists a normalized basis (e
j=1 is the canonical basis in
is such that β(AT B) < 1 whenever A and B are finite rank contractions with AB = 0. For each i consider T i = P i T P i as an operator on X i . For any pair of finite rank contractions B : E → X i and A :
whenever AB = 0 (we view B as taking E to X, and AP i as mapping X to F ). By Lemma 2.11, there exists an operator S i ∈ B(X), diagonal with respect to (e
Consider the real case first. We have:
j . By changing the enumeration, we can assume that s 1 s 2 . . .
is a median of the sequence (s j )), and show that (2.5) holds for this value of s (i) . To achieve this, consider the maps B :
j=1 is the canonical basis for
). Clearly, max{ A , B } 1, and AB = 0. Therefore,
On the other hand, 4C
Denote by Λ, Λ 1 , and Λ 2 the diagonal operators on
and
hence (2.5) holds. The complex case is slightly more involved. There, we write s j = α i + iβ j . Let α and β be medians of (α j ) and (β j ), respectively. As above, it suffices to show that the diagonal operators (α j − α) and (β j − β), acting on X i , have β-norms bounded by a constant C 2 /2. Now suppose α 1 α 2 . . . α K i . With A and B as in (2.6), we show that the
Here, diag (t j )
j=1 is viewed as a diagonal operator on
= α + iβ, and C 2 = 2C 5 . The inequality (2.5), and the reasoning preceding it, imply that
Therefore,
Passing to a subnet of I if necessary, we can assume that lim i s
Taking the limit, we see that, for each i,
and we are done.
Proof of Theorem 2.10. Suppose (e i ) is a self-repeating unconditional basis in a Banach space X. By renorming, we can assume that this basis is 1-unconditional, and normalized. Consider T ∈ B(X) with d FI X ,B (T ) < 1, and show that β(T −sI X ) C 0 for some s ∈ F (in this proof, C 0 and C 1 denote constants, depending only on the "self-repeating constant" κ). By Lemma 2.11, there exists a diagonal operator S s.t.
Let s be a cluster point of the sequence (s i ), and show that β(S − sI X ) C 1 .
Without loss of generality, assume s = 0. Denote by Q n the n-th basis projection (Q n e i = e i if i n, Q n e i = 0 if i > n). As in the proof of the previous theorem, it suffices to show that β(SQ n −sQ n ) < C 1 for each n. By a small perturbation method, and using the definition of the self-repeating basis, we can assume the existence of
α j e i j κ n j=1 α j e j for all α 1 , . . . , α n ∈ F, and Se i j = 0 for 1 j n. Let E = span[e 1 , . . . , e n ], and consider B : E → X : e j → (e j + e i j )/(2κ). Define A : X → E by setting Remark 2.13. G. Pisier (see e.g. [39, 40] ) constructed an example of a Banach space X P on which every approximable operator is nuclear. We do not know whether there exists T ∈ B(X P ) for which FT is not B-hyperreflexive.
is a contraction of rank not exceeding n k , F k is a finite dimensional subspace of X, and the following collection of inequalities is satisfied:
Indeed, the selection of such 4 tuples can be done inductively. First let α 1 = 2 −6 , n 1 = 10, and pick u 1 and F 1 to satisfy (2.7(1)). If the first k 4-tuples have already been selected, find α k+1 > 0 for which (2.7(2)) holds. Then find n k+1 to satisfy (2.7(3)). Finally, we pick u k+1 and F k+1 satisfying (2.7(1)).
Consider
). We claim that FT is not B-hyperreflexive. To this end, show first that T / ∈ B(X, Y ). Indeed, for each k > 1,
. Therefore, (2.8) and (2.7(3)) imply:
. Next we estimate d FT,B (α k u k ) from above. To this end, suppose A and B are contractions, and AT B = 0. Then
and therefore,
.
Thus, by (2.9) and (2.7),
To complete the proof of part (a), recall that k can be arbitrarily large.
(2) Pick a finite rank S ∈ B(X) with β(S) > C, and let T = S − λI X , where λ ∈ (0, (rank (S)) To prove (2), fix n, and select E n → X, C-isomorphic to n 2 , for which there exists a projection P n : (2) implies (3), by [38] . 
as the second one is handled similarly. We work with the space
with p i 2, and n i ∞. More precisely:
(1) n i 's increase very fast: for each k,
(this is possible, since, for m ∈ N and j 2m,
The space X was introduced by W. Johnson in [20] (see also pp. 112-113 of [27] ). He proved that all subspaces of X have the Bounded Approximation Property, although X is not isomorphic to a Hilbert space.
Denote by P i the natural contractive projection onto
To complete the proof, we have to show that d FI X ,B (P i )
i−1 k=1 n k + 6d i . Assuming the above inequality is true, we would have, for each i
which, by definition, means that FI X is not B-hyperreflexive.
Fix i, and show that, for any subspace E of X, β(q E P i i E )
i−1 k=1 n k + 6d i , where i E is the injection of E into X, and q E : X → X/E is the quotient map. To achieve this, let [27] or [20] , G = q Z (F ) is 3-isomorphic to 
Going back to (2.10), we obtain the result.
Remark 2.17. In [22] , D. Larson proposed the following generalization of hyperreflexivity from algebras of operators to general Banach algebra. We say that a subspace A of a Banach algebra U is C-Larson hyperreflexive (C-LHR, for short) if, for any u ∈ U , we have
We say that A is Larson hyperreflexive (LHR) if it is C-Larson hyperreflexive for some C. The motivation for this definition comes from the following observation: a subspace of U = B(X) (X being a Banach space) is C-Larson hyperreflexive iff it is C-hyperreflexive in the usual sense.
As noted above, every one-dimensional subspace of B(X) is hyperreflexive. This is not the case if we consider Larson hyperreflexivity.
Corollary 2.18. There exists a Banach algebra U with the identity I, such that CI is not Larson hyperreflexive.
Proof. Find an infinite dimensional Banach space X and a maximal Banach ideal B s.t. CI X is not B-hyperreflexive (the existence of such X and B was established in Theorem 2.15). Define U as CI X ⊕ 1 B(X) (for λ ∈ C and T ∈ B(X), we set λI X ⊕ 1 T U = |λ| + β(T )). We can view U as a subalgebra of B(X), with the usual operator multiplication, but with a different norm. It remains to show that CI is not Larson hyperreflexive. Indeed, for any n ∈ N there exists T ∈ B(X) s.t. β(T ) > n, and β(vT w) < 1 whenever v and w are contractions satisfying vw = 0. Then
On the other hand, if v, w ∈ U are such that max{ v U , w U } 1, then v and w belong to the unit ball of B(X). Therefore,
As n can be arbitrarily large, CI is not Larson hyperreflexive. is not B-hyperreflexive for any n ∈ N. is reflexive, and therefore, by [30] , hyperreflexive.
3. The Hilbert space case 3.1. The Hilbert space case: introduction. In this section, we deal with the class of Hilbert spaces, and the separable symmetrically normed ideals (see [17, 45] for general information on the topic). To describe these ideals, suppose E is a symmetric sequence space, that is, a Banach space of sequences of complex scalars, such that, for any sequence (α i ) i∈N of scalars, any sequence (ω i ) i∈N of scalars with |ω i | = 1, and any permutation π of N, we have (α i ) i∈N E = (ω i α π(i) ) i∈N E . Henceforth, we assume that (1, 0, 0, . . .) E = 1. Then S E consists of all compact operators T with
are the singular values of T ), with the norm T
Suppose a symmetric normed space E coincides with E 0 = span[e n | n ∈ N] → E, where e n = (0, . . . , 0, 1, 0, . . .) (1 occupies n-th position). It is known (Section III.6 of [17] ) that S E is a separable symmetrically normed ideal. Conversely, if S is a separable symmetrically normed ideal, then S = S E , for a symmetrically normed space E satisfying E = E 0 .
As an analogue of maximality, we require the space E to be mononormalizing (the term comes from p. 88 of [17] ; in [45] , such spaces are called regular). That is, we require that two conditions be satisfied: (i) if lim n (x 1 , . . . , x n , 0, 0, . . .) E = C < ∞, then (x i ) i∈N ∈ E, and (x i ) i∈N E = C; and (ii) if (x i ) i∈N ∈ E, then lim n (x n , x n+1 , . . .) E = 0. Note that these two conditions guarantee E = E 0 . As before, we say that the the symmetric sequence space E, and the corresponding ideal S E , are nice, if E is mononormalizing, and lim n I n 2 E = ∞, or equivalently, lim n c E (n) = ∞, where c E (n) = (1, . . . , 1, 0, . . .) E (n 1's followed by 0's). In other words, a symmetric mononormalizing sequence space E is nice if the formal identity map I : E → c 0 is not an isomorphism.
It is easy to see that, for every A → B(H, K) (H and K are Hilbert spaces) and T ∈ B(H, K), d A,E (T ) = sup P ⊥ A(ran Q) T Q E , where the supremum is taken over all orthogonal projections Q, and P ⊥ A(ran Q) is the orthogonal projection with kernel A(ran Q). In particular, if A → B(H) is a unital operator algebra, then d A,E (T ) = sup Q ⊥
T Q E , with the supremum taken over all orthogonal projections Q onto invariant subspaces of A.
3.2.
The Hilbert space case: main results. As in the Banach space setting, the differences between the classical hyperreflexivity and S E -hyperreflexivity are numerous. For instance, it is unknown whether every von Neumann algebra is hyperreflexive (this question is equivalent to the famous Kadison Similarity Problem, see e.g. Section 27 of [41] ). However, we have: 
. If E is a nice sequence space, and A ∈ B(H, K) is not compact, then
On the other hand, it is known (see e.g. [4, 11] ) that any nest algebra is hyperreflexive. The algebras of analytic Toeplitz and analytic Laurent operators are hyperreflexive ( [10] and [43] , respectively). By contrast, we have:
Theorem 3.4. Suppose E is a nice sequence space. Then a nest algebra A is S Ehyperreflexive if and only if the corresponding nest contains finitely many projections.
The algebra L of analytic Laurent operators is the algebra of multiplication oper- is E-hyperreflexive whenever E is nice, and A is a unital weak *
closed subalgebra of B(H) (H is a Hilbert space).
Proof of Theorem 3.1. (1) We use the standard connection between derivations and hyperreflexivity. Consider a von Neumann sub-algebra N of B(H) (H is a Hilbert space). Suppose T ∈ B(H) is such that, for any N -invariant orthogonal projection P , we have (I − P )T P E 1. We shall show that there exists a ∈ N s.t. T − a E 8. To this end, introduce a map δ : (N is the commutant of  N ) . To check that δ is bounded, note that, for any P ∈ N ,
Therefore, δU E 4 if U is self-adjoint unitary, which, in turn, implies that δ 8. By [19] , there exists S ∈ S E , s. 
for each i, and
Remark 3.7. Suppose the sequence space E in Theorem 3.1(1) is such that there exists a constant κ with the property that, for two disjointly supported vectors x, y ∈ E, we have x + y κ max{ x , y } (for instance, if E = p , then κ = 2 1/p works). Then, in the above proof, we have
and we conclude that any von Neumann algebra is 4κ − S E -hyperreflexive.
Proof of Theorem 3.3. Suppose, without loss of generality, that A ∈ B(H, K) satisfies
We shall show the existence of λ ∈ C for which T 0 − λA E 8 + 4 A c 
for some λ ∈ C. By Theorem 3.1(2), CP → B(ran P ) is 4 − S E -hyperreflexive. Moreover, QAP (viewed as an operator from ran P to ran Q) has an inverse of norm not exceeding c 
Therefore, there exists λ ∈ C s.t. QT P − λQAP E < 4 A c −1 . Passing from T to T − λA if necessary, we may assume that λ = 0.
Next we estimate (I−Q)T (I−P ) E . For every ε > 0 there exists an n-dimensional
As A ess < 1, and QT P is compact, we can assume (by perturbing T slightly) the existence of an n-dimensional E 2 → ran P s.t. A| E 2 < 1, and T | E 2 = 0. Consider the isometries u j : n 2 → E j (j = 1, 2), and let u = (u 1 + u 2 )/ √ 2. Let E = ran u, and let R be the orthogonal projection onto A(E)
However, Au 2 η c η , while Au 1 η c η . Therefore,
We can, therefore, write
As ε > 0 is arbitrary, we conclude that (I − Q)T (I − P ) E 6, and
. The constant c can be arbitrarily close to A ess , hence the desired estimate for dist E (T, CA).
Proof of Theorem 3.4.
The case of a finite nest is easy to handle. If a nest on a Hilbert space H is infinite, find a strictly increasing sequence of projections 0 = P 0 < P 1 < . . . < P n < P n+1 = I in the nest. For 1 k n, pick unit vectors
(the sequence on the right contains n 1's, followed by 0's), and, for any projection P from the nest,
Assuming these two inequalities hold, we complete the proof by observing that
, and letting n grow without a bound. To handle (3.1), denote by P and Q the orthogonal projections onto span[η k | 1 k n] and span[ξ k | 1 k n], respectively. For a ∈ A, T − a E P T Q − P aQ E (here, we identify P B(H)Q with n × n matrices). We can view P T Q − P aQ as an n × n matrix (the bases in the range space and in the domain space are (η k ) and (ξ k ), respectively). Under this identification, P aQ is a strictly upper triangular matrix, and P T Q is the identity matrix I. By the pinching inequality ((IV.52) of [6] , or Theorem 1.19 of [45] ), P T Q − P aQ E I E = c E (n), hence (3.1). To deal with (3.2), pick P from the nest, and find i ∈ {1, . . . , n} s.t.
But P ξ k = 0 for k i − 1, while (I − P )η k = 0 for i k. Hence, only two terms in the centered sum above do not vanish.
Proof of Theorem 3.5. For the sake of brevity, we use the notation L
Consider the case of the analytic Toeplitz algebra T first. By Halmos's generalization of Beurling's Theorem (see [18] , or Section 3.1 of [35] ), any invariant subspace for T consists of functions
2 ) is analytic on T, U (z) is an isometry for every z, and m n. Denote by P U the corresponding projection.
Let T be the left shift (of multiplicity n) on H
In other words,
As in the proof of Theorem 3.4, we can show that T − a / ∈ S E for any a ∈ T . It remains to show that, for any U as above,
2 ). It is easy to see that, for 1 k m, and j 1, g : z → f j (z)U (z)e k is an analytic function, and
Now deal with the analytic Laurent algebra L. In this case, by [18] , or by Section 3.1 of [35] ), we have invariant subspaces of two types. First, there are those consisting of functions
2 }, where m n, and U :
2 ) is a measurable map, such that U (z) is an isometry for any z ∈ T. Denote by P U the orthogonal projection onto such subspace. Then, there are invariant subspaces of the form
2 }, with U as above. The corresponding orthogonal projection will be denoted by Q U . Consider the left shift
∈ S E for any a ∈ L, and (I − P U )T P U E n for any U . Moreover, ran Q U is invariant under T , hence (I − Q U )T Q U = 0. Thus, (I − P )T P E n for any L-invariant orthogonal projection P , and we are done.
Next we study optimal hyperreflexivity constants. By [28] , any 1-dimensional space of operators on a Hilbert space is 1-hyperreflexive. The situation is different for S E -hyperreflexivity.
Proposition 3.8. Suppose H and K are Hilbert spaces, S E is a nice ideal, and A is a C − E-hyperreflexive subspace of B(H, K), which does not contain any non-zero elements of S
Remark 3.9. The condition A ∩ S E = ∅ is important. Indeed, denote by (e i ) ∞ i=1 the canonical basis in 2 , and let A = {T ∈ B( 2 ) | T e 1 , e 1 = 0}. In other words, A is the set of infinite matrices, with 0 in the upper left corner. Suppose E is a symmetric sequence space. Let T = e 1 ⊗ e 1 ∈ B( 2 ) (that is, T h = h, e 1 e 1 for any h ∈ 2 ). Clearly, dist E (T, A) = 1. Now denote by P the orthogonal projection onto span[e 1 ], and observe that P T P E = 1, while P AP = 0.
Proof. (1) Fix c ∈ (0, 1) , and find a ∈ A and e ∈ H with a = 1 = e , and ae > c. Let f = ae/ ae , and consider the finite rank operator T = e ⊗ f (that is, T h = h, e f for h ∈ H). By assumption, A ∩ S E = {0}, hence dist(T, A) = T E = T = 1 (here, we use the fact that T is a rank 1 operator). Furthermore, if P and Q are orthogonal projections, then QT P = P e ⊗ Qf again has rank 1 (that is, for h ∈ H, QT P h = h, P e Qf ). Thus, QT P E = QT P = P e Qf . To complete the proof, it suffices to show that
for any pair of orthogonal projections P and Q, satisfying QaP = 0. Suppose P and Q are as above. Write P e = λe+e , where λ is a scalar, and e ⊥ e . Then 0 = P e, e − P e = λe + e , (1 − λ)e − e = λ − |λ| Qf ae ,
(recall that here, λ 1/2). Thus, (3.3) holds.
(2) Suppose A contains an orthogonal projection R. Find e ∈ ran R,and consider T = e ⊗ e. As in part (a), it suffices to show that QT P 1/2 if Q and P are orthogonal projections with QRP = 0.
Denote by P 1 and P 2 the orthogonal projections onto RP (H) and (I − R)P (H), respectively. Then RP 2 = 0, and QRP 1 = QR • RP 1 = 0 (to see this, approximate the elements of ran P 1 by those in ran (RP )). In fact, ran P 1 is a closed subspace of ran R. Therefore,
On the other hand, P 1 + P 2 P , hence QT P QT (P 1 + P 2 ) . But e is orthogonal to ran P 2 → ran (I − R), hence T P 2 = 0, and therefore, QT (P 1 + P 2 ) = QT P 1 (I − P 1 )T P 1 . Thus, it suffices to prove that, for any orthogonal projection P , (I − P )T P 1/2. To achieve this, note that
Denoting the canonical trace on B(H) by tr, we have:
(we use the fact that all the operators involved have rank 1). By the arithmeticgeometric mean inequality, P T P
1/2, and (3.4) yields the desired estimate for (I − P )T P .
We now modify the construction of Theorem 2.12 to give examples of 1-dimensional subspaces of B(H) which are not S E -hyperreflexive. (1) If T / ∈ S E , and
where (e i ) and (f i ) are orthonormal systems in H and K, respectively. That is, T h = ∞ i=1 t i h, e i f i for any h ∈ H. Fix C > 0, and show that CT is not C − E-hyperreflexive. In proving both (a) and (b), we shall use the operator
. It remains to show that uT n v E τ (n) whenever the contractions u and v satisfy uT v = 0. Indeed, for such u and v, uT n v = u(T n − T )v. Thus, the singular values of uT n v (call them s 1 s 2 . . . 0) are dominated by those of T n − T . That is, s j t n+j for every j ∈ N. Moreover, rank (uT n v) rank T n = n, hence s j = 0 for j > n. Therefore,
(2) Without loss of generality, assume that τ (1) = T E = 1. For n ∈ N let τ (n) = (t n+1 , t n+2 , . . .) E . The space E is mononormalizing, hence lim n τ (n) = 0.
Find n for which 2Cτ (n) < τ (n) < 1/2. Then, by the triangle inequality, τ (n)
(to see the last inequality, consider the cases of |λ| 1/2 and |λ| > 1/2 separately). It remains to show that u(T −T n )v E τ (n) whenever the contractions u and v satisfy uT v = 0. To this end, denote the singular values of
and we are done. is not S E -hyperreflexive. This contrasts with the results of [30] , where it was shown that, for any n-dimensional
is hyperreflexive. (2) Define a sequence (t k ) by setting t 1 = 1, and t k = (j + 1)
] (j 0). Then, in the notation of Proposition 3.10, τ (2
, and
where c is a constant. We apply Proposition 3.10(2) to finish the proof.
3.3. Some common constructions, and an example. In this section, we show that many classical constructions of operator theory (such as direct sums and ampliations) preserve the S E -hyperreflexivity. We finish the section by proving that the unit ball of the second of the James quasi-reflexive space, viewed as a subset of the diagonal operators on 2 , is S 2 -ASHR. 2 , and denote by A the set of all T ∈ B(H, K) for which Q j T P i ∈ A ij for any (i, j) ∈ I × J (P i and Q j stand for the orthogonal projections onto H i and
Proof. Suppose T ∈ B(H, K) is such that uT v E < γ whenever γ 1, and the contractions v ∈ B(H) and u ∈ B(K) satisfy uav E γ for any a ∈ A. Restricting ourselves to the case when ran v ⊂ H i and (ker u) ⊥ ⊂ K j , we conclude that, for each ε > 0, we can write
In case of S E = S p , the lemma below yields a better upper estimate on b E . Lemma 3.14. Suppose 1 p ∞, and let q = min{p, 2}. Suppose, furthermore, that H and K are Hilbert spaces, and (P i ) i∈I and (Q j ) j∈J are families of mutually orthogonal projections, such that I H = i P i , and
Proof. Denote by (E ij ) the matrix units in the space of |I| × |J | matrices. Consider the operator Φ : ( i∈I,j∈J
By complex interpolation of non-commutative L p -spaces (see e.g. [42] ), it suffices to show that Φ is a contraction when p ∈ {1, 2, ∞}. For p = 1, 2, this is obvious. To tackle the case of p = ∞, fix ε > 0, and consider unit vectors ξ ∈ H and η ∈ K, s.t. T ξ, η > T − ε. For i ∈ I and j ∈ J , let ξ i = P i ξ, and η j = Q j η. Using the convention 0/0 = 0, we observe that
(we used Buniakovsky-Cauchy-Schwartz Inequality here). 
Then AT B E < 1 whenever A and B are contractions. Therefore, there exist a ∈ CA and b ∈ S E s.t.T = a + b, and ρ(a) + b E C. Clearly, one can assume that a ∈ A i .
(
Show first that T is an S p -perturbation of a "block-diagonal" operator. More precisely, denote by
= i∈S P i , and Q
Moreover,
, where the average is taken over all subsets F of S. But Q (T −T )P (F ) p < 1, and therefore, T −T p < 4. Then we show that each of the T i 's is an S p -perturbation of a member of A i . Indeed, consider orthogonal projections P ∈ B(H i ) and Q ∈ B(K i ) s.t. QA i P = 0. Identifying Q and P with orthogonal projections on H and K, we see that
Indeed, for each i we can find orthogonal projections P i ∈ B(H i ) and Q i ∈ B(K i ), s.t. Q i A i P i = 0, and
Let P = i P i , and Q = i Q i . Then QAP = 0, and
. Therefore, 
where N is selected to be so large that (T − a 
Therefore, for any such b, Q(b ⊗ I 2 ⊗ 2 2 )P is represented by a matrix with φ(b) on the diagonal, and 0's away from it. Thus,
On the other hand,
However, let γ = c E (m)C. Then
there exists σ ∈ (0, 1/2) s.t. uT v E < (1 − 2σ)γ whenever the contractions u and v are such that ua (n) v E γ, (as before, γ 1). As in part (1), we use Theorem 3.1 to show that there exists a 0 ∈ B(H, K)
(1 − σ)γ whenever γ 1, and the finite rank contractions u and v are such that ua
Moreover, fix i ∈ {1, . . . , n}, and restrict our attention to the contractions u and v s.t. ran u ⊂ H ⊗ e i , and (ker v) (e 1 , . . . , e n is the canonical basis for n 2 ). Identify H ⊗ e i and K ⊗ e i with H and K, respectively. Then, by (3.5), for every ε > 0 there exist a ∈ A and b ∈ B(H, K) s.t. a 0 = a +b, and ρ(a) + b E < 9C.
Let b =b
Here, as before, (E ij ) denote the matrix units in B( n 2 ). Let n 1 = n/2 , and n 2 = n − n 1 . Using Lemma 4.6 of [34] as in the proof of Theorem 3.1(3) (and keeping the same notation), we get:
where a = ( 
Proof. Denote by P s the orthogonal projection from H onto H s (s = 1, 2).
(1) Suppose A is C − S E -hyperreflexive, and T ∈ B(H) is such that dÃ ,E (T ) < 1. We shall show that dist E (T,Ã) < 9 + C. Clearly, d P rÃ P s ,E (P r T P s ) < 1 whenever r, s ∈ {0, 1}. This allows us to consider each of the four blocks of B(H) separately.
By definition ofÃ, P 1Ã P 2 = 0, hence
(2) SupposeÃ is C − S E -hyperreflexive. We have to prove that dist E (T, A) < C whenever T ∈ B(H 1 , H 2 ) satisfies d A,E (T ) < 1. To this end, considerT = 0 T 0 0 ∈ B(H). By Proposition 56.4 of [7] , K → H is an invariant subspace for 
(the suprema run over all the projections Q, Q 1 , and Q 2 , arising from invariant subspaces in a manner described above). Therefore, there exist λ 1 , λ 2 ∈ C and A ∈ A
, which is what we need.
To finish this section, we consider the James quasi-reflexive space, and its second dual. For
(we identify i 2n+1 with i 1 ). The James space J is the completion of c 00 (the space of all eventually null sequences) with respect to the norm · J It is known (see e.g. Section 1.d of [26] , or [16] ) that dim J * * /J = 1. Most remarkably, it turns out that J * * is isomorphic to J (in fact, for a certain equivalent norm on J, J and J * * are isometric).
By [2] , J * * can be renormed to be a unital Banach algebra: for x ∈ ∞ , set x = sup{ xy J | y ∈ c 00 , y J 1}
(here xy refers to the pointwise product of the two sequences). Denote by B the set of all x ∈ ∞ for which x < ∞. It is shown in [2] that B = span[J, 1], where 1 = (1, 1, . . .) ∈ ∞ , and moreover, B is isomorphic to J * * . We can view B as a subset of the diagonal of B( 2 ). More precisely, denote the canonical basis of 2 by (e n ) n∈N , and define π : B → B( 2 ) by setting π(b)e n = b n e n , for each n. Let A = π(BaB). In this notation, we have:
Remark 3.20. We do not know whether A is S E -ASHR for other ideals S E .
Proof. Recall some estimates for the norms of elements of B. Note first that, for any x ∈ B, x x ∞ . Indeed, fix n ∈ N, and consider y = (0, . . . , 0, 1, 0, 0, . . .) ∈ c 00 (1 in the n-th position). Then y J = 1, and xy J = |x n |.
Less trivially, by [2] , x x J /2 for any x ∈ ∞ , and x 2 x J for any x ∈ J . Now suppose T ∈ B( 2 ) satisfies d A,2 (T ) < 1. Let T 0 = n T e n , e n e n , and T 1 = T − T 0 . For S ⊂ N, we have P S aP N\S = 0 for each a ∈ A, hence P S T P N\S 2 1. But P S T 1 P N\S = P S T P N\S , hence T 1 2 4. If u and v are contractions, and uav 2 γ (γ 1) for any a ∈ A, then (3.6) uT 0 v 2 uT v 2 + T 1 2 5γ.
For convenience, let t n = T e n , e n . Abusing the notation somewhat, we identify T 0 with (t n ) n∈N ∈ ∞ , and write things like T 0 . Now consider i 1 < i 2 < . . . < i 2n . For 1 j n, let ξ j = (e i 
5.
Moreover, for n ∈ N, consider the projection R n onto span[e n ]. As noted in the beginning of the proof, R n aR n 2 = R n aR n 1 for each a ∈ A. Therefore, |t n | = R n T R n 2 < 1. If t is a cluster point of the sequence (t n ), then |t| 
Applications to operator spaces
In this section, we apply S E -AS-hyperreflexivity to constructing Hilbertian operator spaces with prescribed families of c.b. maps (see e.g. [31, 32, 33, 34] for other work in this direction). The reader is referred to e.g. [15, 36, 41] for general information on operator spaces. This theorem, together with the results of the previous sections, provides a way of producing operator spaces with prescribed families of completely bounded maps (and, consequently, with interesting properties). In [31] , we used ampliations (as in Proposition 3.16(1)), while in [32] , we worked with the Banach algebra arising from the James space (as in Proposition 3.19). Here we provide one more example. [29] .
The proof of Theorem 4.1 uses some ideas of [31] . To define the space X, pick a sequence (n i ) ∞ i=1 ⊂ N, in which every positive integer occurs infinitely many times. By [34] , there exists a family (E i ) ∞ i=1 of finite dimensional operator spaces such that: (i) E i is isometric to 2 such that u i E = 1 and, for any ε > 0, n ∈ N, and u : H → n 2 , there exists i ∈ N for which n i = n and u i − u 1 < ε. On the Banach space level, we identify the range of u i with E i described above. Denote by K 0 the space of compact operators on 2 with finitely many non-zero entries. We define the operator space X as follows: for x ∈ H ⊗ K 0 , let (4.1)
X is an operator space, since Ruan's axioms are satisfied. It is easy to see that X is isometric to H (as a Banach space). Moreover, all operators on X, belonging to the class S E , are completely bounded: 
To estimate the c.b. norms of operators from below, we need: However, ε can be chosen to be arbitrarily small.
Proof of Theorem 4.1. By (4.1) and the remark following it, a is completely contractive whenever a ∈ A. By Lemma 4.3, b cb b E for any b ∈ S E . This proves part (1) of the theorem.
To prove part (2), pick T ∈ CB(X) with T cb 1, and show that, for every ε > 0, there exist a ∈ CA and b ∈ S E satisfying ρ(a)+ b E < 4C +ε, and T = a+b. Indeed, otherwise there exist γ 1, and contractions u 0 , v 0 ∈ B(H), s.t. u 0 av 0 E γ for any a ∈ A, yet u 0 T v 0 E > 4γ. By the duality between E and E , there exist n ∈ N, v 1 ∈ B( 
