We consider network design problems in which we are given a graph G = (V, E) with edge costs, and seek a min-cost/size 2-nodeconnected subgraph G = (V , E ) that satisfies a prescribed property.
Introduction
A graph is k-connected if it contains k internally disjoint paths between every pair of nodes; if the paths are only required to be edge disjoint then the graph is k-edge-connected. A subset S of nodes in a graph is a dominating set if every node v / ∈ S has a neighbor in S; if v has m neighbors in S then S is an mdominating set. We consider problems when we are given a graph G, possibly with edge costs (or with node weights), and the goal is to find a minimum size/cost/weight 2-connected (or 2-edge-connected) subgraph of G that satisfies a given property. Specifically, we consider the following problems.
Block-Tree Augmentation
Input: A tree T = (V, E T ) and an edge set E on V . Output: A min-size edge set F ⊆ E such that T ∪ F is 2-connected.
This problem is equivalent to the problem of augmenting an arbitrary connected graph to be 2-connected, by considering the block-tree of the graph, c.f. [25] .
2-Connected Dominating Set
Input: A graph G = (V, E). Output: A 2-connected subgraph (S, F ) of G that dominates V and has minimum number of edges/nodes. Note that since |S| ≤ |F | ≤ 2|S| holds for any edge-minimal 2-connected graph (S, F ), then the approximability of the objectives of minimizing the number of nodes and the number of edges are equivalent, up to a factor of 2.
Two additional problems that we consider are as follows, and note that the former is a particular case of the latter.
2-Connected k-Subgraph
Input: A graph G = (V, E) with edge costs {c e : e ∈ E} and an integer k. Output: A min-cost 2-connected subgraph (S, F ) of G with |S| ≥ k.
2-Connected Quota Subgraph
Input: A graph G = (V, E) with edge costs {c e : e ∈ E}, node profits {p v : v ∈ V }, and a quota Q. Output: A min-cost 2-connected subgraph of G that has profit at least Q.
Inspired by the papers of Gupta, Krishnaswamy, and Ravi [23] , Basavarju et al. [3] (see also [31] ), and a recent paper of Byrka, Grandoni, and Ameli [6] , we give simple approximation algorithms that are based on a generic reduction of the above problems to variants of the following problem:
Node Weighted Steiner Tree Input: A graph H = (U, I), a set R ⊆ U of terminals, and node weights {w v : v ∈ U \ R}. Output: A min-weight subtree of H that contains R.
In general, the Node Weighted Steiner Tree problem is Set Cover hard to approximate, and the best known ratio for it is O(ln |R|) [27, 22] . However, often the Node Weighted Steiner Tree instances arising from the reduction have special properties. For example, in the case of the Block-Tree Augmentation problem, non-terminals have unit weights, the neighbors of every terminal induce a clique, and every v ∈ V \ R has at most two neighbors in R. This enables us to use the algorithm of [6] that achieves ratio 1.91 for such instances. For the 2-Connected Dominating Set problem the reduction is to the following more general problem:
Subset Steiner Connected Dominating Set
Input: A graph H = (U, I) and a set R ⊆ V of (independent) terminals. Output: A min-size node subset F ⊆ V \ R such that H[F ] is connected and F dominates R. 
O(σ log n) Table 1 . Previous and our ratios for 2-connectivity network design problems. The ratios for plain connectivity are for the corresponding node weighted problems.
For other problems we use the results for the plain connectivity quota problem, that achieves ratio O(log min{n, Q}) [4] . We note that often the graph H arising from the reduction is the incidence graph of the paths and edges/nodes of a tree, and thus such instances may admit better (constant) ratios than the ones known for general graphs. We also note that the reduction for edge connectivity problems that combines the methods of [23, 3] was already used in [5] , but the reduction for node connectivity problems presented in this paper is new.
Given a distribution T over spanning trees of a graph G, the stretch of T is max
denotes the distance between u and v in a graph H. Let σ = σ(n) denote the lowest known upper bound on the stretch that can be achieved by a polynomial time construction of such T for a graph on n nodes. By the work of Abraham, Bartal, and Neiman [1] , that is in turn based on the work of Elkin, Emek, Spielman, and Teng [13] , we have:
Our ratios and previous best known ratios are summarized in Table 1 . The first two rows give the main results in the paper. The purpose of the other two rows is just to demonstrate the method, that enables to obtain easily polylogarithmic approximation ratios that are not too far from the best known ones. We also give a bi-criteria approximation (1 + )σ, Ω 2 log n for the 2-Connected Budgeted Subgraph problem, where the goal is to maximize the profit under cost budget constraints. But for this problem the algorithm of Chekuri and Korula [7] , that achieves bi-criteria approximation 2 + , Ω log 2 n for any ∈ (0, 1], has a much smaller budget violation. The main purpose of this paper is to resolve open questions on the approximability of the two old fundamental problems -Block-Tree Augmentation and 2-Connected Dominating Set. We now briefly survey some literature on these problems, and on the edge connectivity versions of these problems -Tree Augmentation and 2-Edge-Connected Dominating Set.
Tree Augmentation and Block-Tree Augmentation problems admit several simple 2-approximation algorithms even when the edges have costs [17, 26] . The problem of obtaining ratio below 2 for the min-size case for these problems was posed by Khuller [25, p. 263 ]. For Tree Augmentation this was resolved by Nagamochi [32] . Subsequently, the Tree Augmentation problem was studied in many papers [8, 32, 14, 9, 30, 10, 29, 3, 2, 15, 34, 20] . It admits an efficient 1.5approximation algorithm [29] , and also several LP-based algorithms, with the current best ratio 1.458 [20] . When costs are bounded by a constant the mincost version admits ratio 1.5 + [15] ; this is so also for logarithmic edge costs [34] .
A cactus is a "tree-of-cycles", namely, a 2-edge-connected graph in which every block is a cycle (equivalently -every edge belongs to exactly one simple cycle). In the Cactus Augmentation problem we seek a min-size edge set F ⊆ E to make a cactus 3-edge-connected. Tree Augmentation is a particular case, when every cycle has length 2. Basavaraju et al. [3] gave an approximation ratio preserving reduction from Cactus Augmentation to special instances of the Node Weighted Steiner Tree problem. Recently, Byrka, Grandoni, and Ameli [6] showed that such instances admit ratio 2 ln 4 + 967 1120 + < 1.91, thus obtaining the first ratio below 2 also for Cactus Augmentation. However, no ratio below 2 was known for the Block-Tree Augmentation problem.
As was mentioned, we extend the reduction of [3] to the Block-Tree Augmentation problem. We also prove a related general result in Section 4. Two sets A, B cross if the sets A∩B, A\B, B \A, V \(A∪B) are all non-empty. A set
The 2-edge-cuts of a cactus form a symmetric crossing family, with the additional property that for any A, B ∈ F that cross, the set (A \ B) ∪ (B \ A) is not in F; such a crossing family is called proper. Dinitz, Karzanov, and Lomonosov [11] showed that the family of minimum edge cuts of a graph G can be represented by 2-edge cuts of a cactus. Furthermore, when the edge-connectivity of G is odd, the min-cuts form a laminar family and thus can be represented by a tree. Dinitz and Nutov [12, Theorem 4.2] (see also [33, Theorem 2.7] ) extended this by showing that an arbitrary crossing family F can be represented by 2-edge cuts and specified 1-node cuts of a cactus; when F is a proper crossing family this reduces to the cactus representation of [11] . (A representation identical to the one of [12] was announced later by Fleiner and Jordán [16] .)
Let us say that an edge f covers a set A if f has exactly one endnode in A. We show that our result for Block-Tree Augmentation extends to the following problem, that combines the difficulties of the Cactus Augmentation and the Block-Tree Augmentation problems.
Crossing Family Augmentation
Input: A crossing family F on V and an edge set E on V . Output: A min-size edge set J ⊆ E that covers F. Problems of finding low size/weight k-connected m-dominating set were vastly studied, but in general graphs non-trivial approximation algorithms are known only for the easier case m ≥ k, c.f. [21, 18, 37, 35, 5] and the references therein. For m < k, constant ratios are known for unit disk graphs and k ≤ 3 and m ≤ 2 [36] , and ratioÕ(log 2 n) for 2-Edge-Connected Dominating Set in general graphs [5] . It was an open problem to obtain a non-trivial ratio for 2-Connected Dominating Set in general graphs. Note that our result is valid for unit node-weights only. For general node weights, the problem is still open.
Our reductions are independent and they can be combined or used separately. In the first reduction, the problem is reduces the problem to a variant of the tree augmentation problem. This reduction is similar to the one of [23] , and it invokes a factor of σ =Õ(log n) in the ratio. In the second reduction, an augmentation problem is reduced to the corresponding Node Weighted Steiner Tree problem -this reduction is similar to that of [3] .
Reduction to the augmentation problem
Suppose that we have a distribution T over spanning trees of G with stretch σ. For simplicity of exposition we will assume throughout the paper that we are given a single spanning tree T = (V, E T ) with stretch σ, namely that
where T f denotes the path in the tree between the endnodes of f . We say that
the forest formed by the tree edges of T that are covered by the edges of F . Let us consider the following problem.
Tree Augmentation Network Design
Input: A tree T = (V, E T ), an edge set E on V with costs, and property Π. Output: A min-cost edge set F ⊆ E such that T F is a tree and the graph T F ∪F is 2-connected and satisfies Π. Proof. Clearly, if F is a feasibleÎ solution then T F ∪ F is a feasible I solution.
We show that if (S, J) is a feasible I solution then J \ E T is a feasibleÎ solution. Hence if F a ρ-approximateÎ solution, then T F ∪ F is a feasible I solution and
is obtained from the 2-connected graph (S, J) by sequentially adding for each f ∈ J \E T the path T f . Adding a simple path P between two distinct nodes of a 2-connected graph results in a 2-connected graph; this is so also if P contains some edges of the graph. It now follows by induction that F ∪ T F is 2-connected, concluding the proof of the lemma.
Reduction to Node Weighted Steiner Tree
We need some definitions before presenting the reduction. Given a set F of paths in a graph G = (V, E G ), the paths-nodes incidence graph has node set F ∪ V and edge set {f v : v ∈ f ∈ F }, and the paths-edges incidence graph has node set F ∪ E G and edge set {f e : e ∈ f ∈ F }. Let T = (V, E T ) be a tree and F an edge set on V , see Fig. 1 . The (F, V )-incidence graph is the pathsnodes incidence graph for the set of paths {T f : f ∈ F }, where T f denotes the unique path in T between the endnodes of f ; we let V be the set of terminals of this graph. Similarly the (F, E T )-incidence graph is defined as the path-edges incidence graph for {T f : f ∈ F }, and we let E T to be the set of terminals of this graph. We now define two modifications of these graphs, see Fig. 1 .
-The short-cut (F, V )-incidence graph is obtained from the (F, V )-incidence graph by short-cutting all terminals (nodes in V ), where short-cutting a node v means adding a clique on the set of neighbors of v.
The short-cut (F, E T )-incidence graph and the reduced (F, E T )-incidence graph are obtained from the (F, E T )-incidence graph in a similar way, by shortcutting terminals (nodes in E T ) and removing V \ L, respectively, with L being the set of leaf edges of T ; in both cases, we let R = L to be the set of terminals of these "reduced" graphs. Let J = T ∪ F , and let λ J (s, t) and κ J (s, t) denote the maximum number of edge disjoint and internally disjoint st-paths in J, respectively. By [3] , λ J (s, t) ≥ 2 if and only the (F, V )-incidence graph H has an st-path. Thus a Min-Cost Tree Augmentation instance T = (V, E T ), E, c is equivalent to the Node-Weighted Steiner Tree instance H = (V ∪ E T , I), w, R, where H is the (E, V )-incidence graph, R = V is the set of terminals, node weights w(f ) = c(f ) if f ∈ E and w(v) = 0 for v ∈ V . One can modify this Node-Weighted Steiner Tree instance to obtain a more compact instance, where H is the reduced (E, V )-incidence graph and R = L is the set of terminals.
1. Since the nodes in V have weight zero, they can be short-cut. 2. It is easy to see that T ∪ F is 2-edge-connected if and only if λ J (s, t) ≥ 2 for all s, t ∈ L. Thus we can remove V \ L and let R = L be the set of terminals.
Summarizing, we have the following:
Lemma 2 (Basavaraju et al. [3] ). Let T = (V, E T ) be a tree, F an edge set on V , and J = T ∪F . Then λ J (s, t) ≥ 2 if and only if the (F, V )-incidence graph has an st-path. J is 2-edge-connected if and only if the reduced (F, V )-incidence graph has a path between every two terminals.
We note that [3] proved the first part of the lemma for the case when s, t are leaves of T , but the proof easily extends to the case of arbitrary s, t ∈ V . Our main result in this section is the following extension of this lemma to the node-connectivity case. Let P be the st-path in T . In the rest of this section we prove Lemma 3 by induction on the number of edges |P | in P . The case |P | = 1 is obvious, since then e s = e t , while the case |P | = 2 is given in the following lemma. Proof. Let v be the middle node of P . Consider the graph J \ {v} and the branches hanging on v in T (see Fig. 2 ), where we denote by B s and B t the branches that contain s and t, respectively. We need to prove that:
Suppose that κ J (s, t) ≥ 2. Then J \ {v} has an st-path, and there exists such a path that visits every branch at most once; say the visited branches are B s , B 1 , . . . , B k , B t , where s ∈ B s and t ∈ B t (see Fig. 2(a) ). Then the sequence e s , f 1 , e 1 , f 2 , . . . , e k+1 , f k+1 , e t of nodes of H forms an e s e t -path Q in H.
Suppose that κ J (s, t) = 1. Then J \ {v} has no st-path. Let S be the union of branches reachable from s in J \ {v} (see Fig. 2(b) ). Let F s and F t be the set of edges in F with both ends in S ∪ {v} and in V \ S, respectively. Then F s and F t is a partition of F . In H, there is no path between F s and F t , and thus s can reach only nodes in S. Since t / ∈ S, t is not H-reachable from s.
To apply the induction we use the following lemma.
Lemma 5. If |P | ≥ 3 and vt = e t and uv are the last two edges of P then: Proof. We prove (i). Let C be the cycle in J formed by the 2 internally disjoint st-paths.
If v ∈ C then we are done. Otherwise, let a ∈ P sv such that P av has only the node a in common with C. One can easily verify that C ∪ P av ∪ {vt} contains 2 internally disjoint sv-paths. For (ii), note that in H, there is a path between e s and uv and there is a path between uv and e t ; the union of these paths contains an e s e t -path.
We prove (iii). In H, let Q = Q(e s , e t ) be a path between e s and e t . We claim that there exists f ∈ F that belongs to this path and is adjacent to uv. Otherwise, let Q s and Q t be the set of edges in F with both ends in the connected component of T \ {uv} that contains s and t, respectively. Then F s and F t partition F . In H, there is no path between F s and F t . This contradicts that Q is a path between e s and e t . This concludes the proof of Lemma 3.
Applications

Block-Tree Augmentation
Theorem 1. Block-Tree Augmentation admits ratio 2 ln 4 + 967 1120 + < 1.91.
Proof. We construct the reduced (F, E T )-incidence graph H R . The corresponding Node Weighted Steiner Tree instance has unit non-terminal weights, and the following two properties:
1. The neighbors of every r ∈ R induce a clique (by the construction). 2. Every non-terminal has at most two neighbors in R (since every edge connects at most two leaves).
Byrka, Grandoni, and Ameli [6] showed that such Node Weighted Steiner Tree instances admit approximation ratio as in the theorem. Proof. Since |S| ≤ |F | ≤ 2(|S| − 1) holds for any edge-minimal 2-connected graph (S, J), we may consider the objective of minimizing the number of edges. Applying the reduction from Section 2.1 invokes a loss of σ in the ratio and gives the following problem: Given a Dominating Block-Tree instance T = (V, E T ), E construct a Subset Steiner Connected Dominating Set instance H = (U, I), R as follows (see Fig. 3 ) . The graph H has node set V ∪ E, where R = V is the set of terminals, and edge set I = I dom ∪ I con where
2-Connected Dominating Set
It follows from Lemmas 1 and 3 that for F ⊆ E = U \ R, F is a feasible solution to the Dominating Block-Tree instance if and only if F is a feasible solution to the constructed Subset Steiner Connected Dominating Set instance. In [5] it is shown that ratio ρ(n, k) for Group Steiner Tree with n nodes and k groups implies ratio ρ(|U \ R|, |R|) for Subset Steiner Connected Dominating Set. Specifically, obtain an equivalent Group Steiner Tree instance with unit node weights as follows: for every u ∈ U \ R, introduce a group S u that consists of the neighbors of u in H, and then remove u. Since feasible solutions are trees, the obtained instance is equivalent to the unit edge costs case, that by [19] admits ratio O(log 3 |U \ R| = O(log 3 n). The overall (expected) ratio is O(σ log 3 n). Proof. Consider the Tree Augmentation Network Design instance T = (V, E T ), E, c, Π obtained by applying the reduction from Section 2.1. Here we need to find a min-cost edge set F ⊆ E such that T F has at least k nodes. Equivalently, we may require that T F has at least k − 1 edges. Next, consider the corresponding node weighted problem defined by the short-cut (E, E T )-incidence graph H with weights w(e) = c(e) for all f ∈ E, see Section 2.2. In this problem we need to find a minimum weight subtree with at least k − 1 terminals, and it admits ratio O(log k), by [4, 28] . The overall (expected) ratio is O(σ log k). Proof. The problem can be reduced to the "rooted" version of the problems, when the subgraph should contain a specified node s, c.f. [7] . We apply the reduction from Section 2.1, and root T at s. For every node v, its parent edge in the tree will get the profit p(v) of v. Next, consider the corresponding node weighted problem defined by the short-cut (E, E T )-incidence graph H with weights w(e) = c(e) for all f ∈ E, and appropriate profits. Here we need to find a minimum weight subtree of profit at least Q, and it admits ratio O(log n), by [4, 28] . The overall (expected) ratio is O(σ log n).
Min-Cost 2-Connected k-Subgraph
Min-Cost 2-Connected Quota Subgraph
A similar method can be used to obtain a bi-criteria approximation ratio (1 + )σ, Ω 2 log n for the 2-Connected Budgeted Subgraph problem. The reduction is the same as in the proof of Theorem 4, but we need to find a maximum profit subtree of weight at most B. This problem admits a bi-criteria approximation (1 + , Ω( 2 / log n)) [4] , giving the overall ratio as above.
Crossing Family Augmentation
Recall that in the Crossing Family Augmentation problem we need to cover a crossing set family F by a min-size edge set J ⊆ E. In this problem the family F may not given explicitly, and a polynomial time implementation requires that some queries related to F can be answered in polynomial time. We make a standard assumption that for any s, t ∈ V and any edge set J, we can check in polynomial time whether there is A ∈ F that is not covered by J such that |A ∩ {s, t}| = 1. Under this assumption we prove the following generalization of Theorem 1.
Theorem 5. Crossing Family Augmentation admits ratio 2 ln 4+ 967 1120 + < 1.91.
Let F be a set family on V and J and edge set on V . We say that a set A ∈ F separates edges f, g ∈ J if one of f, g has both ends in A and the other has no end in A; if such A exists then f, g are separable, and f, g are inseparable otherwise. The inclusion-minimal members of F are are called F-cores and we denote them by C. The separability graph H = (U, I) of F, J has node set U = C ∪ J and edge set
Lemma 6. Let F be a symmetric set family and J an edge set on V . If the separability graph H of F, J has a CC -path for all C, C ∈ C then J covers F.
Proof. Suppose that J does not cover some A ∈ F. Let C, C be such that C ⊆ A and C ⊆ V \ A; such C exists since F is symmetric. Let S be the set edges in J that have both ends in A. Then A separates any f ∈ S from any g ∈ J \ S. Consequently, in H, there is no edge from S ∪{C} to U \(S ∪{C }), contradicting that H has a CC -path.
In the case of a symmetric crossing family F, the F-cores are pairwise disjoint, so w.l.o.g. we may assume that they are all singletons, and that C is just a subset of V . We prove the following theorem, and then explain how it implies Theorem 5. 
Since F is a crossing family, F P Q is a ring-family, namely, A ∩ B, A ∪ B ∈ F whenever A, B ∈ F. For S ⊆ U and g = uv ∈ J \ S let F Sg = F P Q where P is the union of C ∩ S and the ends of the edges in J ∩ S, and Q = {u, v}.
We prove that if J covers F then H has an st-path for all s, t ∈ C; the other direction is given in Lemma 6. Suppose to the contrary that H has no st-path for some s, t ∈ C. Let S be the connected component of H that contains s. Assume that J ∩ S = ∅ and J \ S = ∅, as otherwise one of the sets {s}, {t} is not covered by J. Let g = uv ∈ J \ S. We claim that F Sg = ∅. For any f ∈ J ∩ S there is a set A f ∈ F that separates f, g. For any adjacent f, f ∈ J ∩ S the sets A f , A f cross, or one of them contains the other. Thus the set A f ∪ A f is in F and it separates both f and f from g. By induction we get that ∪ f ∈S A f g is in F and separates all f ∈ J ∩ S from g; thus ∪ f ∈S A f g belongs to F Sg , so F Sg = ∅.
Let A be the (unique) inclusion minimal set in F Sg . We claim that A is not covered by J. Suppose that there is g ∈ J that covers A. Note that g / ∈ S, thus F Sg = ∅. Let B ∈ F Sg . The sets A, B cross, hence A ∩ B ∈ F. Moreover, A ∩ B ⊂ A and A ∩ B ∈ F Sg , contradicting the minimality of A.
Let us show that Theorem 6 implies Theorem 5. The algorithm will construct the auxiliary graph H for the edge set E. This reduces the problem to the Node Weighted Steiner Tree problem with unit weights, in which the neighbors of every r ∈ R induce a clique and every non-terminal has at most two neighbors in R. This allows us to apply the algorithm of [6] in the same way as in Section 3.1. It remains to show that H can be constructed in polynomial time, namely, that for any pair f = uv and f = u v we can check in polynomial time whether f, f are separable. This is equivalent to checking whether there is A ∈ F that is not covered by F = {f, f } such that |A ∩ {s, t}| = 1 for some (s, t) ∈ {u, v} × {u v }. Now we explain why Theorem 6 generalizes the result of [3] and how it is related to the second part of Lemma 3. A node x is a cut-node of G if G \ {x} is disconnected, and a union of a proper subset of connected components of G\{x} is called an x-bundle. Let F(G) denote the family of minimum edge cuts of G and B(G, X) the set of the x-bundles of nodes in X.
Dinitz, Karzanov, and Lomonosov [11] showed that the family F(G) of minimum edge cuts of a graph G can be represented by the family F(Ĝ) of minimum edge cuts of a cactusĜ = (V ,Ê) and a mapping ψ : V −→V , such that F(G) = {ψ −1 (Â) :Â ∈ F(Ĝ)}. As was observed in [11] (see also [12, 33] ), the above representation is almost bijective (except one case when a min-cut of G can be represented twice). In [12] this representation was extended to arbitrary crossing families, as follows.
Theorem 7 (Dinitz & Nutov [12] ). Let F be a crossing family on V . Then there exists a cactusĜ = (V ,Ê), a mapping ψ : V −→V , and a set X of cutnodes ofĜ with ψ −1 (X) = ∅, such that F = {ψ −1 (Â) :Â ∈ F(Ĝ) ∪ B(Ĝ, X)}. Furthermore, if F is a proper crossing family then X = ∅.
Suppose that X = ∅ in this representation. ThenĜ is an ordinary cactus; let J an edge set on its nodes and f = uv ∈ J. If u, v belong to distinct cycles, then there is a "path of cycles and cut-nodes" P(f ) = C 1 , x 1 , C 2 , x 2 , . . . x p−1 , C p that connects the cycle C 1 that contains u to the cycle C p that contains v, where each x i is a cut node that belongs to both C i and C i+1 ; we refer the reader for more precise definitions to [3] and [6] . Every consecutive pair x i , x i+1 of cut nodes on this "path" divides the cycle C i into exactly two paths; say P C (f ) and P C (f ). In [3] was defined the following relation: f, g cross if P(f ) and P(g) have a common cycle C such that each of P C (f ) andP C (f ) has a node in common with each of P C (g) andP C (g). In the auxiliary graph H in [3] , leaves of the cactus (nodes of degree exactly 2) are connected to the edges in J incident to these leaves, and f, g ∈ J are connected if they cross. With these definitions and construction, they proved a result analogous to Theorem 6. One can however verify that f, g cross if and only if they are non-separable. To see this, consider the transformation of the cactus after "squeezing" the cycles of P(f ) (namely, identifying the endnodes of f and the cut-nodes along P(f ) into one new node), and then performing a similar operation for g (see [12] for such transformation of a cactus). It is not hard to see that if there is one new node then f, g are both inseparable and cross, while if there are 2 new nodes then f, g are both non-crossing and separable. Thus in the case of a cactus, our result reduces to the one of [3] , but our definitions and proof are simpler. Now consider the case when every cycle ofĜ has length 2. Removing one edge from each cycle gives an equivalent representation by a tree T . Consider the case when X is the set of non-leaf nodes of T . One can verify that in this case f, g are inseparable if and only if the paths T f and T g have an edge in common. Still, even if there is a way to deduce Lemma 3 from Theorems 6, this is not immediate, since the representation in Theorem 7 does not allow for edges in J to have an endnode in X.
