The local and global well-posedness for the Cauchy problem for a class of nonlinear Klein-Gordon equations is studied in the Sobolev space H s = H s (Ê n ) with s ≥ n/2. The global well-posedness of the problem is proved under the following assumptions: (1) Concerning the nonlinearity f , f (u) behaves as a power u 1+4/n near zero. At infinity f (u) has an exponential growth rate such as exp(κ|u| ν ) with κ > 0 and 0 < ν ≤ 2 if s = n/2, and has an arbitrary growth rate if
§1. Introduction
We consider the local and global well-posedness in the Sobolev space Here u is a complex-valued function of (t, x) ∈ I × R n ,
There is a large literature on the Cauchy problem for (1.1) and on the asymptotic behavior in time of global solutions. We only refer to [7, 11, 19] at the level of H 1 and [2, 12] at the level of H 2 for global solutions of (1.1) with some structural assumption on f (u), and to [20, 21, 23, 27, 28] for global solutions of (1.1) at the level of H 1 with small data setting. In [29, 30] For any s ∈ R and any r with 1 < r < ∞, H where S (R n ) and P(R n ) denote the sets of tempered distributions and of the polynomials on R n , respectively. We refer to [1, 6, 26] 2 . For any Banach spaces X and Y having a common dense subspace, we put a; X ∩ Y ≡ max{ a; X , a; Y } for any a ∈ X∩Y . For any interval I ⊂ R and any Banach space X we denote by C(I; X) the space of strongly continuous functions from I to X, by L q (I; X) the space of measurable functions u from I to X such that u(·); X ∈ L q (I), and by C b (I; X) the space (C∩L ∞ )(I; X). To describe the free propagator which solves the free Klein-Gordon equations, we define the operators U (t) ≡ exp(itω), K(t) ≡ sin(tω)/ω,K(t) ≡ cos(tω), where ω ≡ (1 − ∆) 1/2 . For any r with 1 ≤ r ≤ ∞, r is the exponent dual to r defined by 1/r + 1/r = 1. The Cauchy problem for the equation (1.1) with given data (φ, ψ) will be treated in the form of the integral equation
u(t) = Φ(u)(t) ≡K(t)φ + K(t)ψ
To describe the nonlinear interaction f with large growth at infinity as well as with a vanishing behavior as a power p at zero, we introduce the following assumption N (s, µ, p) with n/2 ≤ s, 0 ≤ µ ≤ s and 1 ≤ p < ∞.
N (s, µ, p) : f ∈ C
[µ] (C; C) and for all k with 0 ≤ k ≤ [µ], f (k) satisfies the estimates |f (k) (z)| ≤ |z| (p−k)+ M (|z|) and We are now in a position to state our main theorem in this paper.
Let s * be a number with
Let (φ, ψ); H n/2 be sufficiently small for s = n/2 and ν = 2 in the following
(1) and (3).
(1) (NLKG) has a unique local solution u with (u,
for any given initial data (φ, ψ) ∈ H s , where T can be taken depending only on
Then T * and T * are estimated from below as 
as j → ∞ for any µ with µ < s, where (φ
The solutions given by (1) 
be the corresponding solutions of (NLKG) given by (1) 
Remark 1.1. For s = n/2, the global case (4) in the theorem above covers for instance the nonlinearities of the form
with c ∈ C, κ > 0. To our knowledge, both in the local and global cases there is no other work to treat Klein-Gordon equations with nonlinearity of exponential growth in the H s -theory with s ≤ n/2. In view of Trudinger's inequality the growth rate as e κ|z| 2 at infinity seems to be optimal at the level of H n/2 (see [25] ).
The method of proof of Theorem 1.1 depends on the Strichartz estimates and on the Leibniz type estimate on the composite function f • u, both of which are described in terms of Besov spaces. The former is given by Corollary 2.1 below, which extends the estimates in [29, Proposition 1.6] . The latter is given by Proposition 3.1. In this paper, different positive constants might be denoted by the same letter C.
§2. Strichartz Estimates for Klein-Gordon Equations
In order to describe our propositions in concise form, we use the geometric notation, following T. Kato [8] . For any 0 ≤ θ ≤ 1, let λ and σ be numbers defined by
E, F be the points, and T and T 0 be the subsets of 2 given by
where
denote the interiors of the segment, triangle, quadrangle in 2 determined by {Q j } in 2, and [ 
where α(r) ≡ 1/2 − 1/r, the constant C is independent of I, J, h, but may be dependent on ρ andρ. For any preadmissible pair (Q,Q) we call the pair admissible pair if
for any interval I ⊂ R, φ ∈ H s and s, ρ ∈ R with
where the constant C is independent of I, φ, but may be dependent on s and ρ. 
Moreover let
Proof of Proposition 2.1. Letψ and {ψ j } j∈Z be as in the definition of the Besov space in the introduction. We start from following estimates, which are derived from the method of stationary phase (see [3, Theorem 3.2] , [6, Appendix] ).
for any j ≥ 1, where the constant C is independent of j and t. Therefore (2.7) is rewritten as
for any j ≥ 1. We denote byˆthe Fourier transform F . Sinceψ = (ψ +ψ 1 )ψ
for any j ≥ 1, where the constant C is independent of j and φ. Therefore by the definition of the Besov space, we have
Interpolating between (2.8) and the unitarity of U (t) in L 2 = B 0 2 , we also have
for any 2 ≤ r ≤ ∞. Now let q 1 and r 1 satisfy 1 < q 1 < ∞ and
Then applying the Hardy-Littlewood-Sobolev inequality to (2.9) in the time variable, we have
for any intervals I, J ⊂ R, where we have used the fact that for any µ ∈ R and any r with 1 ≤ r ≤ ∞ the operator ω µ is an isomorphism on B 0 r to B −µ r . Especially by the unitarity of U (t) in L 2 and a duality argument, (2.11) also
for any intervals I, J ⊂ R, where we have used L 2 = B 0 2 with equivalent norms. Interpolating between (2.11) and (2.12), and applying a duality argument on U , we obtain for any ( 
for any intervals I, J ⊂ R. On the other hand, if we consider the dual operator U of U (·) on function spaces of space-time R 1+n of the form
then a similar argument on (2.12) shows the inequality
for any interval I ⊂ R. Applying duality for this inequality, we have
where we note that (2.15) also holds for q 1 = ∞ since in the case q 1 = ∞, r 1 is equal to 2, so that the above inequality reduces to the unitary of U (t) in L 2 .
Consequently we have obtained the following lemma.
. Then for any s ∈ R, U satisfies the estimates
).
Now letQ and Q be as in the assumption of Proposition 2.1 withQ = B and 1/r ≤ 1/r . Let η be the parameter given by η = −2α(r) (so that 0 < η < 1), and let r 1 = (1 − η)r, 1/q 1 = σα(r 1 )/2. Then (1/q 1 , 1/r 1 ) satisfies (2.10). Therefore applying the complex interpolation between (2.8) and (2.15), we have
where is given by 1/ ≡ (1 − η)/q 1 . To estimate the integral operator in space-time as in (2.2), we exploit the standard duality in (1 + n)-variables of the form
Changing the variable by τ = t − s and applying duality in space-time to I, we have
where L τ denotes the L norm with respect to the variable τ . By (2.16) and the Hölder inequality in the variable s, we have
; Lq s .
The second factor on the right hand side of the last inequality is rewritten as
Now let r * be given by
Then we apply the HardyLittlewood-Sobolev inequality to I 1 to obtain
So that we have
for any interval J. Equivalently we have
for any interval J ⊂ R. Since for any µ ∈ R, ω µ is an isomorphism from B 0 r to B −µ r with 1 ≤ r ≤ ∞, we obtain the required results except for the casesQ = B or 1/r > 1/r . In the caseQ = B , we have obtained the required results by Lemma 2.1. Since the assumptions in Proposition 2.1 hold with 1/r > 1/r for the pair (Q , Q ) in the case 1/r > 1/r , by the above argument, we conclude that (Q , Q ) is a preadmissible pair. So that (Q,Q) is also a preadmissible pair by Remark 2.1.
2
Proof of Proposition 2.2. Letψ and {ψ j } j∈Z be as in the definition of the Besov space. We start from (2.6) and (2.7). Let λ, σ be those in (2.1) with σ > 2. Then
Interpolating between the above inequality and the equality ψ * U (t)φ;
, then by a direct calculation we have
and
for any j ≥ 1, where the constant C is independent of j. Therefore by the Young inequality, we have
for any interval J ⊂ R, where the constant C is independent of J and h. Similarly if we useψ j = j+1 k=j−1ψ kψj , then we have
for any j ≥ 1 and any interval J ⊂ R. So that by the definition of the Besov norm, we have
3) is rewritten as
so that (2.17) shows that (Q,Q) is a preadmissible pair. Taking r as 1/r → (σ − 2)/2σ and considering Remark 2.2, we conclude (Q,Q) is a preadmissible pair for any Q ∈ (CD] andQ ∈ (C D ]. For these (Q,Q), (2.4) with (2.5) follows from the duality for the estimate
which is derived from the unitarity of U (t). So that (Q,Q) is also an admissible pair. 
§3. Estimates for Nonlinear Terms
In this section, we show estimates for nonlinear terms in Besov spaces.
And let m be a number with 2 ≤ m ≤ ∞ and 1/ = (p − 1)/m + 1/r. Then for s = n/2 the following estimates hold.
where δ(0) = 1 and δ(x) = 0 for x = 0, κ and ν are nonnegative constants appearing in the assumption N (s, µ, p) and C is a constant independent of u. And for s > n/2 the following estimates hold.
Moreover we may replaceḂ with B on the RHS of (3.3), (3.4) and (3.6).
Proof of Proposition 3.1. Estimates (3.2), (3.5) follow from the Hölder inequality. And (3.6) is shown in [14, Proposition 1.1]. We show the estimates (3.3) as (A), (3.4) with 1 ≤ µ < 2 as (B), (3.4) with µ ≥ 2 as (C) in the following. We use the equivalent norms of the homogeneous Besov space such as 
where the constant C is independent of u. Applying the Hölder inequality to the last estimate with the equation
So that by (3.7) we obtain
(B) By the Taylor expansion of M with the equation
we have
Since we have
by (3.8), denoting by Λ 1 , Λ 2 , Λ 3 the first, second, third term, respectively, on the RHS of (3.10), it suffices to show that |||Λ j |||, 1 ≤ j ≤ 3, are estimated by the RHS of (3.4). For Λ 1 we have
by the Hölder inequality with 1/r = (p
Then by the equation 1/r = ν /r 1 ( ) + p/r( ), we have
where we have used
By the convex inequality
and the embedding (3.9), we obtain
For Λ 3 let r( ) be a number given by the equation 2/r( ) = 1/r 2 ( ) + 1/r.
Then by the equation 1/r = ((p − 2) + + ν )/r 2 ( ) + 2/r( ), we have
and (3.9), we obtain
We note that Λ 3 is considered when p / ∈ (µ, 2).
for any given µ ≥ 1 and 1 ≤ r ≤ ∞. We have
where the constant
then we have
In the following we proceed our argument with 1 ≤ k ≤ [µ] − 1 fixed, and
Moreover the last term on the RHS of the above equation is rewritten as
With repeated use of the same calculation, the LHS of (3.15) is rewritten as a linear combination of the terms such as
where m2 j=m1 z j is disregarded for m 2 < m 1 , and A 4 appears only for k ≥ 2. It is sufficient to prove that
is dominated by the RHS of (3.4) for any j = 1, 2, 3, 4, since other terms similar to A j , j = 1, 2, 3, 4, are estimated quite analogously.
For A 1 , we have
Therefore by the definition of f , we have
We estimate A 1 by considering contributions of A 
and we show that |||A j 1 |||, j = 1, 2, 3, are dominated by the RHS of (3.4), so that the required estimate on |||A 1 ||| follows.
We also have
where the constant C is independent of u. In the following, θ j , r j , j = 0, 1, . . . , k, are defined respectively from the case A 
where the constant C is independent of u. Let θ j , r j be given by
Therefore applying the Hölder inequality, we have 
By (3.8), we have
, this is one of the estimates that we have required.
For A 
. By (3.7) with
By (3.9) with 2(p − [µ] + 1) ≥ 2, we have
, where the constant C in the last two inequalities are independent of since θ 0 is in a compact set in (0, 1). We also have the estimates of the form (3.16) for 1 ≤ j ≤ k. Applying the convex inequalities such as
1 is considered only for the case µ < p, the above inequality is one of the estimates that we have required.
For A 3 1 , let θ j , r j be given by
so that we have
where we have used (3.9) for the last inequality, and the constant C is independent of since θ 0 is in a compact set in (0, 1). We also have the estimates of the form (3.16) for 1 ≤ j ≤ k. Applying the convex inequalities such as
Since k + 2 ≤ [µ] + 1, this is one of the estimates that we have required. We note that A 
.
By the Hölder inequality and (3.7), we have
where we have used (3.9) for the last inequality, and the constant C is independent of since θ j , j = 0, 1, are in a compact set in (0, 1). We also have the estimates of the form (3.16) for 2 ≤ j ≤ k. Applying the convex inequalities such as
, this is one of the estimates that we have required. For A 3 , let θ j , j = 1, . . . , k, be given by
where δ(0) = 1, δ(x) = 0 for x = 0, and
, we note that p ∨ k − 1 + ν = 0 occurs if and only if p = k = 1 and = 0. By (3.8), we have
, where the constant C is independent of since θ 1 is in a compact set in ( 
Since k ≤ [µ] − 1, this is one of the estimates that we have required.
For A 4 , first we note that A 4 is considered only for k ≥ 2, so that p ∨ k − 1 + ν > 0. Let θ j , r j , j = 1, . . . , k, be given by
. By the Hölder inequality and (3.7), we have
where we have used (3.9) for the last inequality, and the constant C is independent of since θ j , j = 1, 2, are in a compact set in (0, 1). We also have the estimates of the form (3.16) for 3 ≤ j ≤ k. Applying the convex inequalities such as
Since k ≤ [µ] − 1, this is the last one of the estimates that we have required.
At the end of the proof, we mention the last statement in the proposition. .11) and (3.13), we obtain
The same argument is also true for µ ≥ 2 applying the embedding B µθj rj →Ḃ µθj rj to (3.16) , where the constant appearing in the embedding is independent of since θ j is in a compact set in (0, 1], so that we can replaceḂ with B on the RHS of (3.4). And we also have the same result for (3.6).
§4. Proof of Theorem 1.1
Let σ and λ satisfy (2.1) with σ = 2λ − 2 in the sequel. In particular we can take σ as any number which satisfies n − 1 ≤ σ ≤ n and σ > 0. Taking σ = n in the following argument, we obtain the proof of Theorem 1.1. Let n, s, s * , p be as in Theorem 1.1. Let p 0 satisfy
There exist s 0 ,ρ and an admissible pair ((1/q 0 , 1/r 0 ), (1/q, 1/r)) with 0 < s 0 ≤ 1/2,ρ ≤ −s 0 and
Indeed, the above s 0 ,ρ, q 0 , r 0 ,q,r are given by
where the admissibility follows from Corollary 2.1.
For any interval
) with the norm
) .
Then we show the existence of solutions of (NLKG) in the function space defined by
First we consider the proof for s = n/2. For any ≥ 0 and k ≥ 1 with
Let f satisfy N (n/2, (n/2 +ρ) + , p). Since r 0 ,r satisfy 0 < 1/r 0 < 1/2, 1/2 ≤ 1/r ≤ 1 and r k ( ) satisfies 0 < 1/r k ( ) ≤ 1/r 0 , applying Proposition 3.1 to the composite function f (u), for any µ with −ρ < µ ≤ n/2 we have 
where the constant C 0 is independent of , so that the RHS of (4.7) is estimated by
where we define a k ( ) by
Therefore by the fact θ ≥ 0, applying the Hölder inequality in the time variable, we have
for any interval I ⊂ R. Similarly, by (3.2) and the Hölder inequality in space and time variables we also have
Therefore by the embedding B 
where we have used the fact thatq = 1,r = 2 for p = 1, and the embeddings
. Therefore by (4.9) with the embedding Lr → B µ+ρ r for µ = s 0 or µ = n/2 with µ +ρ < 0, and by (4.10) for µ = n/2 with µ +ρ ≥ 0, we have
for any µ = s 0 , n/2, and any u ∈ X(I, R s0 , R n/2 ), where F (·) is a nonnegative series defined by
Here we note that F (ρ) exists for any ρ 
(4.12)
Now, for any t 0 ∈Ī and any data (φ, ψ) ∈ A n/2 (γ s0 , γ n/2 ), let Φ t0 be an operator defined as
By the admissibility of ((1/q 0 , 1/r 0 ), (1/q, 1/r)), we have
On the other hand, by the same argument as above, we also have
Applying Corollary 2.1 to the RHS of the last inequality, we have
By the embedding Lr → B s0+ρ r
, we obtain
By the Hölder inequality in space and time variables with (4.3) we have
Therefore we obtain (4.14). By the above argument, if γ µ > 0, R µ > 0 and I ⊂ R satisfy
for µ = s 0 , n/2, where (4.17) which is from (4.12) ensures the existence of F (R n/2 ) and is disregarded for ν = 2, then Φ t0 is a contraction map on X(I, R s0 , R n/2 ). Since X(I, R s0 , R n/2 ) is a complete metric space, Φ t0 has a unique fixed point in X(I, R s0 , R n/2 ) and the solution u of (NLKG) with the data u(0) = φ, ∂ t u(0) = ψ is given by the fixed point of Φ 0 . Let R µ ≡ 2Cγ µ , µ = s 0 , n/2. Then (4.17), (4.18) and (4.19) are rewritten as
for a series G and a positive constant C depending on p 0 but not on φ and ψ, where (4.20) is disregarded for ν = 2. We see that the fixed point u satisfies (u, ∂ t u) ∈ C b (I; H n/2 ) by using Corollary 2.1 with (4.11) and the unitarity of the operator U (t).
The following lemma gives the uniqueness of solutions of (NLKG) in C(I; H n/2 ) with the same data at some point in I.
Lemma 4.2.
Let u, v be the solutions of (NLKG) in C(I; H n/2 ) which satisfy
is sufficiently small, then the same conclusion holds.
Proof of Lemma 4.2. Let u and v satisfy (4.22) for some t = t 1 ∈ I. Then u and v satisfy 
for w = u, v. Therefore similarly to (4.15) and (4.16) we have
where θ + (p 0 − 1)/q 0 > 0 since θ ≥ 0, p 0 = 1 and 1/q 0 = 0. So that if ν < 2, then for sufficiently small ε > 0 we have In the following argument let γ n/2 > 0 be any number which satisfies (4.20) . (2) Let ν < 2. We consider the case T * < ∞. The proof for T * < ∞ follows quite similarly. Let p 0 < p * in the argument before (1). Now let
Let ε > 0 be a number which satisfies
where G is the same function appearing in (4.21). Let t 0 > 0 be a number such that T * ∈ (t 0 , t 0 + ε). Then by the same argument as in (1), the operator Φ t0,u defined as (4a) With above γ s0 > 0 fixed, for any (φ, 
n/2 . Indeed, by Corollary 2.1, we have
where we have used the continuity of K * t f (u) with respect to the time variable. Since the last term of the last inequality in (4.26) is estimated as (4.11) with |I| θ replaced by 1, φ ± ; H n/2 is finite. It follows that ψ ± ∈ H n/2−1 analogously.
With these φ ± and ψ ± , (1.3) holds. Indeed, since v ± are rewritten as
by the same argument in (4.26) we have 
Therefore by the unitarity of U (t), we conclude φ 0 =
By the argument before (1) in this section, Φ −∞ has a unique fixed point u in X(R, R s0 , R n/2 ), where R µ > 0, µ = s 0 , n/2, are chosen to satisfy R µ = 2Cγ µ , µ = s 0 , n/2, with the same constant C appearing in (4.18). Let (φ, ψ) and (φ + , ψ + ) be defined by the equations (4.25). Then, as in the argument on (4.26), we have (φ, ψ), (φ + , ψ + ) ∈ H n/2 . Now u is rewritten as
which implies exactly that u is a solution of (NLKG) in X(R, R s0 , R n/2 ) with the data u(0) = φ, ∂ t u(0) = ψ. u is also a unique solution of (NLKG) in C(R; H n/2 ) which satisfies 
by (4.29) with u replaced by v, and (v − (t), ∂ t v − (t)); H µ ≤ γ µ by the unitarity of the free propagator, namely
for any t ∈ R. Therefore v is also a fixed point of Φ −∞ in
Since Φ −∞ has a unique fixed point in Then by the condition (4.32) and the same argument in (4a), Φ t0,v has a unique fixed point in X(R, R s0 , R n/2 ) for some R µ > 0, µ = s 0 , n/2, and the fixed point is in C(R; H n/2 ). Since v is a fixed point of Φ t0,v with v ∈ C(R; H n/2 ), by the uniqueness of solutions of (NLKG) in C(R; H n/2 ) v must satisfy v ∈ X(R, R s0 , R n/2 ) ⊂ X n/2 s0 (R).
Therefore by the uniqueness in C(R; H n/2 ) ∩ X n/2 s0 (R), we conclude u = v. So that u is a unique solution of (NLKG) in C(R; H n/2 ) which satisfies (4.29) .
Similarly to the argument on (4.27) we have (1.3) for these u, (φ + , ψ + ), (φ − , ψ − ), and we also have the uniqueness of (φ + , ψ + ) for (φ − , ψ − ) with (1.3).
By the above argument, we are able to define the scattering operator S on A n/2 (γ s0 , γ n/2 ) to H n/2 as S((φ − , ψ − )) = (φ + , ψ + ) by way of a unique global solution u of (NLKG) in C(R; H n/2 ) with (1.3). Moreover, the correspondence is given by (4. Therefore we obtain (1.5). as j → ∞ for any ν with ν < n/2, the proof is analogous and omitted. Consequently we obtain the required results. For s > n/2, the sufficient conditions to show that Φ t0 is a contraction map on X(I, R s0 , R s * , R s ) are given by ≤ 1 independently of γ s . The remaining proof for s > n/2 is carried out along the lines of the proof for s = n/2. 2
