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Abstract. The original proof of Dacorogna-Moser theorem on the prescribed
Jacobian PDE, det∇ϕ = f , can be modified in order to obtain control of
support of the solutions from that of the initial data, while keeping optimal
regularity. Briefly, under the usual conditions, a solution diffeomorphism ϕ
satisfying
supp(f − 1) ⊂ Ω =⇒ supp(ϕ− id) ⊂ Ω
can be found and ϕ is still of class Cr+1,α if f is Cr,α, the domain of f being
a bounded connected open Cr+2,α set Ω ⊂ Rn.
In memoriam Ju¨rgen Moser
1. Introduction
In [DM, p.4], Dacorogna and Moser formulated a celebrated result on the solu-
tions to the Jacobian determinant PDE with pointwise fixed boundary condition,
which found many applications across several fields of research. It is one of the
main tools for the correction of volume distortion (in relation to the standard vol-
ume) in Ho¨lder spaces. Its main advantage over similar results lies in its optimal
regularity, the solution diffeomorphism ϕ is Cr+1,α if the initial data f is Cr,α.
Nevertheless, from the point of view of applications, Dacorogna-Moser theorem
has, perhaps, one main drawback: even if supp(f − 1) ⊂ Ω, the solution obtained
does not, in general, extend by the identity to the whole Rn (in the Cr+1,α class).
This is a serious limitation, for it is often necessary to guarantee that the volume
correcting diffeomorphism acts (by composition) only inside the region Ω where the
volume distortion takes place, while keeping the original diffeomorphism (or map)
unchanged outside that domain (see the Example below). This limitation comes
from the elliptic regularity solutions to Neumann problems arising in the proof of
the auxiliary linearized problem. Other approaches (e.g. the flow method of Moser)
permit to take control of support
supp(f − 1) ⊂ Ω =⇒ supp(ϕ− id) ⊂ Ω (1.1)
but fail to achieve the desired gain of regularity. Notwithstanding, it is possible
to modify Dacorogna-Moser original proof (in its improved form given in [CDK,
p.192]) in order to guarantee that condition (1.1) holds, keeping simultaneously
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optimal regularity, which significantly enlarges the scope of applicability of the
original result.
Theorem 1. Let Ω ⊂ Rn be a bounded connected open Cr+2,α set, r ≥ 0 an integer
and 0 < α < 1. Given f ∈ Cr,α(Ω) such that f > 0 in Ω and ∫
Ω
f = measΩ, there
exists ϕ ∈ Diffr+1,α(Ω,Ω) satisfying:{
det∇ϕ = f in Ω
ϕ = id on ∂Ω
(1.2)
Moreover, if supp(f − 1) ⊂ Ω then supp(ϕ− id) ⊂ Ω and no regularity needs to be
imposed on Ω.
Example. We give an application to a situation that arises in conservative dynam-
ics. It corresponds to the natural improvement of the example given in [DM, p.3],
made possible by the additional control of support condition (1.1). Let r, α be as
in Theorem 1. Suppose that ψ ∈ Diffr+1,α(Rn) and Ω is a bounded connected open
set such that (a) ψ(Ω) = Ω and (b) ψ is volume preserving in a neighbourhood of
Rn \ Ω (always in relation to the standard volume; the diffeomorphisms are of Rn
onto itself and orientation preserving). Then setting f = det∇ψ−1|Ω in Theorem 1
(noting that supp(f − 1) ⊂ Ω), and extending the solution obtained by the identity
to the whole Rn, we find ϕ ∈ Diffr+1,α(Rn) such that
• Ψ := ϕ ◦ ψ ∈ Diffr+1,αvol (Rn) i.e. Ψ is volume preserving on Rn
• Ψ = ψ in a neighbourhood of Rn \Ω
i.e. ϕ corrects the volume distortion of ψ inside Ω, while keeping ψ unchanged
in Rn \ Ω. Observe that under the above conditions (a) and (b) plus additional
regularity imposed on Ω, Dacorogna-Moser theorem only guarantees the existence
of ϕ0 ∈ Diffr+1,α(Ω,Ω) such that Ψ0 = ϕ0 ◦ ψ|Ω ∈ Diffr+1,αvol (Ω,Ω) and Ψ0 = ψ on
∂Ω (prescribed boundary data), but nothing guarantees that Ψ0 extends by ψ to the
whole Rn (in the Cr+1,α class). Needless to say, the above reasoning immediately
applies to precompact connected open subsets Ω of orientable n-manifolds (second
countable, Hausdorff and boundaryless), provided Ω smoothly embeds in Rn.
1.1. The control of support problem for optimal regularity solutions to
the Jacobian determinant equation. The problem of obtaining solutions to the
general pullback equation f = ϕ∗(g) (between prescribed volume forms with the
same total volume over a domain), exhibiting both optimal regularity and control
of the support had already been pointed out in [DM, Section III] (see also [CDK,
p.19]). Here we will restrict our attention to the particular case of g ≡ 1 i.e. to the
problem of finding solutions to the Jacobian determinant equation det∇ϕ = f that
simultaneously satisfy these two particularly useful conditions.
In [AV, Theorems 3 and 4], such solutions were found in the C∞ case. Standing
within Rn, Avila used the duality between divergence-free vector fields and closed
(n − 1)-forms together with the relative Poincare´ lemma and Dacorogna-Moser
original solution [DA, Theorem 2] to solve the corresponding linearized problem
divu = f − 1 with control of the support (and, implicitly, also with that of the
norms). Working in the smooth category, he could then use Moser’s flow method
[DM, Lemma 3] to immediately get the desired solution diffeomorphism. The idea
behind the simple yet efficient and elegant method providing the solution to the
linearized problem seems, as this author himself points out, to have earlier roots
(see for instance [TA, p.290]). In principle, the same method could be applied
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to get the desired solutions to the corresponding linearized problem in the Cr,α
(Ho¨lder) case. However, due to the loss of regularity under exterior derivation, the
relative Poincare´ lemma had to be obtained with optimal regularity (see Section
(1.2) below), but such result seemed to be lacking.
In [MA], Matheus made a simple yet crucial remark: the missing link (relative
Poincare´ lemma with optimal regularity, see Theorem 2) could be readily obtained
combining the standard relative Poincare´ lemma (with no gain of regularity, see
[CDK, Theorem 17.3], [AMR, p.447]) with the quite recent global Poincare´ lemma
with optimal regularity of Csato´, Dacorogna and Kneuss [CDK, p.148]. In fact,
this last result turns out to be the key new ingredient in the solution to the cor-
responding linearized problem (Theorem 3). From this point, by following directly
the steps of Dacorogna-Moser original proof, a preliminary solution to the Jacobian
determinant equation with optimal regularity and control of the support in the case
of ‖f − 1‖C0,α small enough (corresponding to [DM, Lemma 4]) is readily obtained
(Theorem 4), with only a trivial and obvious modification in the definition of three
functional spaces appearing in the original proof (see Section 5 below).
However, to get to the general case, with no restriction imposed on the Ho¨lder
norms of f − 1, a last difficulty had to be overcome when adapting the final step
in Dacorogna-Moser proof ([DM, Step 4, p.12]). Originally, the correction of the
measure of an auxiliary function needed in the process was (implicitly) achieved
multiplying it by a suitable constant (see [DA, p.544], [CDK, p.201-202 and 391]),
but this approach no longer works in the present (control of support) case, as all
functions involved must now equal 1 in a neighbourhood of ∂Ω. A new measure
correcting method adapted to this particular case is needed.
Our contribution here is twofold: to provide this last step (Theorem 6) in the so-
lution to the problem under consideration, thus completing the puzzle formed by the
contributions of Dacorogna-Moser, Avila, Csato´-Dacorogna-Kneuss and Matheus.
Due to the action of the convolution operator, in Theorem 6 the solution diffeomor-
phism will equal the identity in a collar that is only slightly thinner than the original
collar where f equals 1 (this difference being as small as pleased). The measure
correcting problem mentioned above is then solved multiplying the auxiliary func-
tion by a suitable measure correcting smooth function found via the intermediate
value theorem. At this point, Theorem 1 easily follows, any bounded connected
open set Ω (domain) having an exhaustion by smooth domains (Appendix, Lemma
1). However, upon closer inspection, one sees that the control of support conclu-
sion in Theorem 1 is not completely satisfactory. Assuming that Ω is any bounded
connected open set and fixing a small enough d > 0, for each function f as in the
statement and such that the distance from supp(f − 1) to ∂Ω is ≥ d, by Theorem 1
there exists a neighbourhood Vf of ∂Ω (in Ω) where the solution diffeomorphism ϕf
equals the identity, but nothing guarantees a priori the existence of a neighbourhood
Vd of ∂Ω, depending only on d, where all these solutions ϕf (for all f as above)
equal the identity, simultaneously. Actually, this desirable conclusion easily follows
from Theorem 6, and Theorem 7 refines the statement of Theorem 1 to account for
it.
Our second aim here is to present a complete and coherent proof of the whole
result, which is roughly sketched in [MA] essentially only up to Theorem 5. An
often neglected condition which proves crucial when adapting the original proof
of Dacorogna-Moser to the control of support case is universality. Care must be
taken to ensure that the bounded linear operator constructed in the solution to the
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linearized problem divu = h (Theorem 3) is universal i.e. independent of r and α,
otherwise the proof of Theorem 4 (adapting that of [DM, Lemma 4]) will not work.
(For instance, in [AV, Theorem 3] it is implicitly assumed that the solution vector
field provided by [DM, Theorem 2] is smooth (C∞) if the function g is smooth.
Actually this does not follow from the statement in [DM] (which guarantees only,
for each integer r ≥ 0 and 0 < α < 1, the existence of a solution ur,α of class
Cr+1,α), but it does indeed follow from the inspection of the proof, see Footnote 3
below).
1.2. Solution to the linearized problem. For the convenience of the reader,
and serving as a guide to Sections 3 and 4, we detail here part of the proof strategy
up to Theorem 3. The first step in adapting Dacorogna-Moser original proof to the
control of support case is to construct an universal1 bounded linear operator h→ u
solving, with optimal regularity, the linearized problem
{
divu = h in Ω
u = 0 in U
(1.3)
where Ω ⊂ Rn is a bounded connected open C∞ set (here briefly called a smooth
domain), h ∈ Cr,α(Ω) satisfies ∫
Ω
h = 0 and h = 0 in a smooth collar U of Ω
(see Definition 2). This is achieved as follows (c.f. [AV, Theorem 3]): under the
hypothesis above, [DM, Theorem 2] provides a first solution u0 ∈ Cr+1,α(Ω) to
divu0 = h in Ω which, however, only guarantees that u0 = 0 on ∂Ω. But u0 can
be modified to satisfy u = 0 in U while still verifying the estimate
‖u‖Cr+1,α ≤ C ‖h‖Cr,α (1.4)
for some constant C = C(r, α, U,Ω) > 0 and furthermore, the correspondence h→ u
can be made linear and universal (Theorem 3). It is enough to find an universal
bounded linear operator extending u0|U to a divergence-free Cr+1,α vector field u˜0
on Ω and then set u := u0 − u˜0. Here the idea is to replicate the procedure in [AV,
Theorem 3], but now using the relative Poincare´ lemma with optimal regularity
(Theorem 2) to circumvent the loss of regularity under exterior derivation. Briefly,
this goes as follows: instead of trying to extend u0|U directly, in a divergence-free
way, to the whole Ω (which doesn’t seem easy), the idea is to exploit the natural
duality v ↔ v yω (where ω stands for the canonical volume form on Rn) to make
u0|U correspond to a closed Cr+1,α (n − 1)-form u∗ on U . Since u0|U vanishes on
∂Ω, so does u∗. By the relative Poincare´ lemma with optimal regularity (Theorem
2), there is a Cr+2,α (n− 2)-form γ on U such that dγ = u∗. It remains to extend
γ to the whole Ω and then follow the inverse procedure to recover the vector field
u0|U , now extended (in the Cr+1,α class) to the whole Ω, in a divergence-free way.
However, to get the desired solution to (1.3) satisfying (1.4), care must be taken in
the construction of this extension operator to guarantee that it is, not only linear
bounded (in relation to the Cr+2,α norm), but also universal i.e. independent of r
and α (as mentioned in Section (1.1), this turns out to be crucial in the proof of
Theorem 4).
1See Remark 3.
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1.3. Limitations of the present solution to the main problem. As it will be
seen ahead, when supp(f − 1) ⊂ Ω, the construction provided here of a diffeomor-
phism ϕ simultaneously satisfying (1.2) and (1.1) depends, in an essentially way, on
the distance d from supp(f − 1) to ∂Ω. As a consequence, global estimates of the
kind
‖ϕ− id‖Cr+1,α ≤ C ‖f − 1‖Cr,α (1.5)
obtained in [CDK, p.192], with C is independent of d, which are valid if condition
(1.1) is dropped, are actually impossible to attain by the present method (see Section
8; c.f. Theorem 4). For this reason, a more uniform method of construction of the
solutions to problem under consideration, permitting useful estimates as (1.6) with
C independent of d, would be desirable.
On the other hand, while the existence of optimal regularity solutions for the more
general pullback equation f = ϕ∗(g) (between prescribed volume forms with equal
total volume over Ω) follows immediately from Dacorogna-Moser result mentioned
above (see [DM, p.4]), presently we are unable to derive the corresponding control
of support condition
supp(f − g) ⊂ Ω =⇒ supp(ϕ− id) ⊂ Ω (1.6)
from the results here obtained.
From the technical point of view, it should be recognized that the present note
adds little to the deepness and beauty of Dacorogna and Moser’s original proof, its
main advantage being, perhaps, the complete transparency and the low deductive
effort from previously known results. It is also worth mentioning that most of the
key results involved in the simple deduction chain that follows are still due to the
original authors, Bernard Dacorogna and Ju¨rgen Moser, working together, alone or
with other authors. This note is dedicated to the memory of the later.
Finally, we would like to call the reader’s attention to the excellent book [CDK] by
Csato´, Dacorogna and Kneuss, providing an invaluable (and quite unique) reference
on the pullback equation for differential forms, the generalized Poincare´ lemma and
on Ho¨lder spaces in general.
2. Dimension one, notation and conventions
2.1. The one-dimensional case. When n = 1 i.e. Rn = R, Dacorogna-Moser
Theorem 1’ [DM, p.4] with additional control of support is trivially true: let Ω =
(a, b), where −∞ < a < b < ∞; let r ≥ 0 be an integer and 0 ≤ α ≤ 1. If
f ∈ Cr,α(Ω) satisfies f > 0 in Ω and ∫ b
a
f = b− a, then
ϕ(x) = a+
∫ x
a
f(t) dt
belongs to Diffr+1,α(Ω,Ω), ϕ = id on ∂Ω = {a, b} and for any 0 < η ≤ (b − a)/2,
letting U = [a, a+ η] ∪ [b− η, b], it is immediate to verify that
f = 1 in U =⇒ ϕ = id in U
For this reason we shall concentrate on the case n ≥ 2. Note, for instance, that
while Theorem 3 is trivially true for n = 1, its proof fails in that dimension.
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2.2. Notation and conventions. For brevity of expression, we introduce the fol-
lowing definition of domain, which is narrower than the usual one (as boundedness
is imposed).
Definition 1. • Domain. A bounded, connected open set Ω ⊂ Rn is called here
a domain. Let r ≥ 0 be an integer and 0 ≤ α ≤ 1. Domains with Cr,α boundary
(briefly Cr,α domains) are defined in the usual way [CDK, p.338]. A domain is
smooth if it is C∞.
• Banach space Cr,α(Ω). Let Ω ⊂ Rn be a domain, r ≥ 0 an integer and
0 ≤ α ≤ 1. The space Cr,α(Ω) is defined in the usual way [CDK, p.336-337].
C0(Ω) is the space of continuous functions on Ω and we define Cr,α(Ω) as the
subspace of all functions f ∈ C0(Ω) such that (1) f |Ω is Cr, (2) all its partial
derivatives up to order r extend continuously to Ω and (3) for every multiindex b
of order |b| = r, [∂bf ]C0,α(Ω) <∞, where for D ⊂ Rn (with more than one point),
[g]C0,α(D) := sup
x,y∈D; x 6=y
{ |g(x)− g(y)|
|x− y|α
}
As usual, u ∈ Cr,α(Ω;Rn) if all its components belong to Cr,α(Ω). If Ω,Ω′ ⊂ Rn
are domains and r ≥ 1, then ϕ ∈ Diffr,α(Ω,Ω′) if ϕ is a bijection from Ω to Ω′ and
ϕ ∈ Cr,α(Ω;Rn), ϕ−1 ∈ Cr,α(Ω′;Rn).
Remark on notation. Our definition of Cr,α(Ω) is slightly different from the
more common one, which usually defines Cr,α(Ω) as consisting of all restrictions
f |Ω , where f ∈ C0(Ω) satisfies conditions (1) to (3) above. The present definition
is more convenient in the following sense: if f ∈ Cr,α(Ω) and Ω is Lipschitz (i.e.
C0,1), then f has a Cr,α-extension f˜ to the whole Rn (see [CDK, p.342]).2 By Cr
continuity, all the partial derivatives of f˜ up to order r at the points of ∂Ω (i.e. the
r-jets of f |∂Ω) are uniquely determined by f |Ω , and therefore they are common to
all possible Cr,α-extensions f˜ . Hence, it makes sense to evaluate all these partial
derivatives of f on ∂Ω and f should be regarded as the restriction to Ω of all
possible Cr,α extensions of f to the whole Rn. If u ∈ Cr,α(Ω;Rn) and r ≥ 1, then
the existence of these extensions for u also implies, for instance, that div u and
det∇u, which are defined in Ω, have Cr−1,α-extensions to the whole Rn, which
are uniquely determined on ∂Ω by u. Therefore, div u and det∇u should also be
seen as belonging to Cr−1,α(Ω). In this context, we see that in Dacorogna-Moser
theorem [DM, Theorem 1’], where Ω is Cr+3,α and thus Lipschitz, the solution
ϕ ∈ Diffr+1,α(Ω,Ω) actually satisfies
det∇ϕ = f in Ω
or simply
det∇ϕ = f
as both det∇ϕ and f are in C0(Ω) and det∇ϕ = f in Ω. The above identity actu-
ally means that det∇ϕ and f have r-jet coincidence all over Ω (by Cr continuity,
these r-jets still coincide on ∂Ω). Analogously, in [DM, Theorem 2] we actually
have
divu = h (in Ω)
2All domains we will encounter are at least C2,α.
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For brevity, we shall adopt from now on this natural convention: f = g means that
these two functions have the same domain and agree all over it.
The present definition of Cr,α(Ω) is more consistent than the usual one, since
adopting the later it is still often necessary to evaluate f ∈ Cr,α(Ω) (and functions
depending continuously on its r-jet) at points of ∂Ω, while the domain of f is
actually Ω, by definition. Moreover, for u as above, ∂Ω ⊂ Ω immediately implies
‖u‖Cr,α = ‖u‖Cr,α(Ω) := ‖u|Ω‖Cr,α , where ‖u‖Cr,α = ‖u‖Cr + max|b|=r [∂
bu]C0,α(Ω) (see
[CDK, p.336]).
3. Optimal regularity relative Poincare´ lemma
Definition 2. (Collar of Ω). If Ω ⊂ Rn is a smooth domain, there is a smooth
embedding ζ : ∂Ω × [0,∞) ↪→ Ω such that ζ(x, 0) = x (collar embedding [HI,
Chapter 4]). For each  > 0 we call U := ζ(∂Ω × [0, ]) a (compact) collar of Ω.
Every neighbourhood of ∂Ω contains a collar and every collar is contained in the
relative interior of another collar.
The following result is the key lemma in this note and it is interesting on its own.
Theorem 2. (Optimal regularity relative Poincare´ lemma). Let r ≥ 1 and 1 ≤
k ≤ n be integers and 0 < α < 1. Let Ω ⊂ Rn, n ≥ 2, be a bounded connected
open smooth set and U a collar of Ω. Then there is a constant C = C(r, α, U) > 0
such that: given a closed form β ∈ Cr,α(U ;Λk) that vanishes when pulledback to ∂Ω
(i.e. i∗β = 0 where i : ∂Ω → Ω is the inclusion), there exists ω ∈ Cr+1,α(Ω;Λk−1)
satisfying:
(1) dω = β in U
(2) ‖ω‖Cr+1,α ≤ C ‖β‖Cr,α(U)
Furthermore, the correspondence β → ω can be chosen linear and universal.
Remark 1. (Universality). The above correspondence is universal in the sense that
ω depends only on β and Ω, but not on r, α. More precisely, if β also belongs
to class Cs,δ, s ∈ Z+ and 0 < δ < 1, then the same solution ω is of class Cs+1,δ
and the corresponding estimate (2) holds for some constant C = C(s, δ, U) > 0. In
particular, ω is smooth if β is smooth. The universality of β → ω will be used in
the proof of Theorem 3.
Proof. (A) β has a C1 primitive ω0 in U (i.e. dω0 = β).
Since U is a collar, β is C1, dβ = 0 and β vanishes when pulledback to ∂Ω,
β has a primitive ω0 of class C
1 on U . This is immediate to verify following the
standard proof of the relative Poincare´ lemma, which uses the homotopy formula
with integration along time fibres. Alternatively, this fact immediately follows from
the more general result [CDK, Theorem 17.3], taking Remark 17.4 into consideration
(briefly, let ζ be the map defining the collar and ζ−1(x) = (ψ(x), τ(x)), where
ψ(x) ∈ ∂Ω and τ(x) ∈ [0, ]. Define the smooth map
Ft(x) = F (t, x) : [0, 1]× U −→ U
(t, x) 7−→ ζ(ψ(x), tτ(x))
Then, (i) β is closed, (ii) F ∗1 (β) = β since F1 = id and (iii) F
∗
0 (β) = 0 since
F0(U) ⊂ ∂Ω and β vanishes when pulledback to ∂Ω. Therefore ([CDK, Theorem
17.3]), there exists on U a (k − 1)-form ω0 of class C1 satisfying dω0 = β).
(B) Finding a Cr+1,α primitive ω̂ of β in U with control of the norm.
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Now observe that Ω′ := intU (in Rn) and β satisfy the hypothesis of [CDK,
Theorem 8.3] since dβ = 0 and for every ψ ∈HN (intU,Λk) (noting that each such
ψ extends to ψ˜ ∈ C∞(U,Λk) [CDK, p.122]), we have, integrating by parts [CDK,
p.88] and using the primitive ω0 found in (A),∫
intU
〈β, ψ〉 =
∫
intU
〈dω0, ψ〉 = −
∫
intU
〈ω0, δψ〉+
∫
∂U
〈ω0, νyψ〉 = 0
as δψ = 0 = νyψ by definition of HN . Therefore β has a Cr+1,α primitive ω̂ on U
satisfying
‖ω̂‖Cr+1,α(U) ≤ C1 ‖β‖Cr,α(U)
where C1 = C1(r, α,U) > 0 is the constant given in [CDK, Theorem 8.3].
(C) Universal extension of ω̂ to the whole Ω with control of the Cr+1,α norm. As
a k-form is completely determined by its
(
n
k
)
components and U is smooth, there is
a universal linear operator (see [CDK, p.342])
E : Cr+1,α(U ;Λk−1) −→ Cr+1,α(Ω;Λk−1)
and a constant C2 = C2(r, U) ≥ 1 such that
E(γ)|U = γ and ‖E(γ)‖Cr+1,α ≤ C2 ‖γ‖Cr+1,α(U)
hence the extension ω = E(ω̂) ∈ Cr+1,α(Ω;Λk−1) satisfies
‖ω‖Cr+1,α ≤ C1C2 ‖β‖Cr,α(U)
Therefore, dω = β in U and there is C = C(r, α, U) > 0 as claimed. Since β → ω̂
and ω̂ → ω are both linear and universal (see [CDK, p.148-149]) so is β → ω. 
Remark 2. Actually, in the above situation, a much simpler extension operator
could be used. If h ∈ Cr,α(Ω) and Ω is Cr,α ∩C1, then h can be Cr,α-extended by
a bounded linear operator as in [GT, p.136]. But even if the domain Ω is smooth,
this extension operator actually fails to be universal as E(γ) depends on r. To
render it universal (in the case Ω is smooth), instead of balls and half-balls we use
(open) cubes (−2, 2)n and halfcubes [0, 2) × (−2, 2)n−1 for the smooth boundary
rectification, and use Seeley’s operator [SE] (c.f. also [BI]) to extend functions from
the right halfcube to the cube, noting that, by construction, Seeley’s extension of
a function h to the left halfline (−∞, 0] × y depends only on the values taken by
h on the interval [0, 2) × y. This operator provides a simultaneous bounded linear
extension in all classes of differentiability.
4. The linearized problem when h = 0 in a collar
Theorem 3. Let r ≥ 0 be an integer and 0 < α < 1. Let Ω ⊂ Rn, n ≥ 2, be
a bounded connected open smooth set and U a collar of Ω. Given h ∈ Cr,α(Ω)
satisfying {∫
Ω
h = 0
h = 0 in U
there exists u ∈ Cr+1,α(Ω;Rn) satisfying{
div u = h
u = 0 in U
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Furthermore, the correspondence h → u can be chosen linear and universal and
there exists C = C(r, α, U,Ω) > 0 such that
‖u‖Cr+1,α ≤ C ‖h‖Cr,α
Remark 3. (Universality). The above correspondence is universal in the sense that
u depends only on h and U (to say that u depends on Ω is redundant since Ω =
domh), but not on r, α. More precisely, if h also belongs to class Cs,δ, s ∈ N0 and
0 < δ < 1, then the same solution u is Cs+1,δ and the corresponding estimate holds
for some constant C = C(s, δ, U) > 0. In particular, u is smooth if h is smooth.
The universality of h→ u will be used in the proof of Theorem 4.
Proof. (A) Reduction to existence of a divergence-free extension universal bounded
linear operator. Theorem 9.2 in [CDK, p.180] provides a first solution to the prob-
lem, u0 ∈ Cr+1,α(Ω;Rn), which however only guarantees that u0 = 0 on ∂Ω. More-
over, the correspondence h → u0 is linear and universal3 and there is a constant
C1 = C1(r, α,Ω) > 0 such that
‖u0‖Cr+1,α ≤ C1 ‖h‖Cr,α
Since divu0 = h = 0 in U (see Remark on notation, Section 2.2), in order to find u it
is enough to construct an universal (bounded) linear operator H(·) extending each
divergence-free X ∈ Cr+1,α(U ;Rn) vanishing on ∂Ω, to a divergence-free H(X) ∈
Cr+1,α(Ω;Rn) such that
‖H(X)‖Cr+1,α ≤ C2 ‖X‖Cr+1,α(U)
for some constant C2 = C2(r, α, U) > 0, for it is then immediate to verify that
u := u0 −H(u0|U ) is the desired solution and C = C(r, α, U,Ω) = C1(1 + C2). As
h→ u0 and u0 → u are both linear and universal so is h→ u.
(B) Construction of operator H(·). Suppose thatX ∈ Cr+1,α(U ;Rn) is divergence-
free and vanishes on ∂Ω. In order to construct X˜ := H(X) we use, as in [AV, The-
orem 3], the isomorphism between Cr+1,α divergence-free vector fields and Cr+1,α
closed (n− 1)-forms given by
X ←→ X∗ = X yω
where ω is the standard volume form on Rn, which immediately gives
• X∗ ∈ Cr+1,α(U ;Λn−1)
• dX∗ = (divX)ω = 0
• X∗ = 0 in ∂Ω (as X = 0 there)
• ‖X‖Cr+1,α(U) = ‖X∗‖Cr+1,α(U)
Applying Theorem 2 to X∗ we find γ ∈ Cr+2,α(Ω;Λn−2) and a constant C3 =
C3(r, α, U) > 0 such that dγ = X
∗ in U and
‖γ‖Cr+2,α ≤ C3 ‖X∗‖Cr+1,α(U)
Moreover, the correspondence X∗ → γ is both linear and universal. We now go in
the opposite direction:
3When Ω is smooth, the correspondence h → u0 given by [CDK, Theorem 9.2] can be made
universal in the sense that u0 can be made to depend only on h but not on r and α, as made
precise in Remark 3. This is easy to verify inspecting its proof: in Step 1, the Neumann problem
with condition
∫
Ω w = 0 has a unique solution, which guarantees the universality of h → w. In
Step 2, opting for Proof 2 of Lemma 8.8 [CDK, p.150] and taking smooth admissible boundary
coordinate systems ϕi, the correspondence w → v is also clearly universal.
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• dγ ∈ Cr+1,α(Ω;Λn−1) is a closed form
• dγ = X∗ in U
• ‖dγ‖Cr+1,α ≤ (n− 1) ‖γ‖Cr+2,α
and dγ corresponds, under the isomorphism described above, to a divergence-free
X˜ ∈ Cr+1,α(Ω;Rn), X˜|U = X. The correspondence X → X˜ is linear and universal,
being a composition of universal linear operators
X −→ X∗ −→ γ −→ dγ −→ X˜ = H(X)
Following the above chain we readily get C2 = (n− 1)C3 (n = dimΩ) and H(·) is
as claimed. 
5. Solution when f = 1 in a collar and ‖f − 1‖C0,γ is small
Directly following Dacorogna-Moser original proof, a first solution is found under
the assumption that ‖f − 1‖C0,γ is sufficiently small, for some 0 < γ ≤ α (actually,
under a slightly more general hypothesis). An advantage of this preliminary solution
is that it automatically gives useful estimates on the Ho¨lder norms of ϕ − id, and
for this reason we rather follow the proof of Theorem 10.9 in [CDK, p.198] (which
improves Lemma 4 in [DM, p.10]). The only change needed in that proof essentially
amounts to an obvious and rather trivial modification in the definitions of the
functional spacesX, Y andB (all references below are to [CDK, p.198-201]). We call
the reader’s attention to the fact that the universality of the operator constructed
in Theorem 3 above is used in an essential way below.
Theorem 4. Let r ≥ 0 be an integer and 0 < α, γ < 1 with γ ≤ r+α. Let Ω ⊂ Rn,
n ≥ 2, be a bounded connected open smooth set and U a collar of Ω. Then, there
are constants  = (r, α, γ, U,Ω) > 0 and c = c(r, α, γ, U,Ω) > 0 such that: given
f ∈ Cr,α(Ω), f > 0 in Ω, satisfying
∫
Ω
f = measΩ
f = 1 in U
‖f − 1‖C0,γ ≤ 
there exists ϕ ∈ Diffr+1,α(Ω,Ω) satisfying{
det∇ϕ = f (in Ω)
ϕ = id in U
(5.1)
‖ϕ− id‖Cr+1,α ≤ c ‖f − 1‖Cr,α and ‖ϕ− id‖C1,γ ≤ c ‖f − 1‖C0,γ
Remark 4. See Remark on notation (Section 2) for the identity det∇ϕ = f in Ω
above.
Remark 5. The following fundamental result on the inclusion of Ho¨lder spaces will
be often implicitly used without mention: if the domain Ω ⊂ Rn is Lipschitz,
0 ≤ s˜ ≤ s are integers and 0 ≤ β, β˜ ≤ 1, with s˜+β˜ ≤ s+β, then Cs,β(Ω) ⊂ C s˜,β˜(Ω)
[CDK, p.342].
Proof. Step 1. Let
X =
{
a ∈ Cr+1,α(Ω;Rn) : a = 0 in U}
Y =
{
b ∈ Cr,α(Ω) :
∫
Ω
b = 0 and b = 0 in U
}
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By the divergence theorem, L(a) = div a is a well defined bounded linear oper-
ator L : X → Y . By Theorem 3 there is a bounded linear operator L−1 :
Y → X such that LL−1 = id on Y and for which the correspondence b → a
is universal (i.e. a only depends on b but not on r, α, see Remark 3), there-
fore 10.16 and 10.17 in the original proof are simultaneously satisfied for K1 =
max(C(r, α, U,Ω), C(0, γ, U,Ω)), where the constants are provided by Theorem 3
(this fact is implicit but not mentioned in [CDK]).
Step 2. For any real n× n matrix ξ let
Q(ξ) = det (I + ξ)− 1− trace(ξ)
where I is the identity matrix. Observe that a solution to (5.1) is given by ϕ := v+id
provided v ∈ Cr+1,α(Ω;Rn) satisfies{
div v = f − 1−Q(∇v)
v = 0 in U
(5.2)
Letting N(v) = f − 1 − Q(∇v), it is immediate to verify that (5.2) is satisfied by
any fixed point of the nonlinear operator L−1N : X → X. By Banach’s theorem,
it remains to find a subset B of X, complete in relation to an adequate norm and
such that L−1N maps B into itself and acts there as a contraction (N : X → Y
is well defined since N(v) = 0 in U for any v ∈ X (as both f = 1 and v = 0
in U) and
∫
Ω
N(v) = 0, see [CDK]). Define B as in [CDK, p.200] changing only
u = 0 in ∂Ω to u = 0 in U and again endow it with the C1,γ norm (note that all
this is consistent since, by hypothesis, 1 + γ ≤ r + 1 + α and Ω is smooth, thus
Cr+1,α(Ω) ⊂ C1,γ(Ω), see Remark 5). Then, B is complete being a closed subset
of the original B (by C0 continuity). The remaining of the original proof (including
all estimates) is unchanged. 
6. Solution when f = 1 in a neighbourhood of a collar
Theorem 5. (Moser’s flow method solution) Let r ≥ 1 be an integer and 0 ≤ α ≤ 1.
Let Ω ⊂ Rn, n ≥ 2, be a bounded connected open smooth set and U a collar of Ω.
Given f ∈ Cr,α(Ω), f > 0 in Ω, satisfying{∫
Ω
f = measΩ
f = 1 in U
there exists ϕ ∈ Diffr,α(Ω,Ω) satisfying{
det∇ϕ = f
ϕ = id in U
Proof. (The proof is a trivial adaptation of that of Lemma 2 in [DM, p.9-10]; c.f.
[CDK, Theorem 10.7]). Note that Ω being smooth, we have (1) f ∈ Cr−1,1/2(Ω) if
α = 0 and (2) f ∈ Cr,1/2(Ω) if α = 1. By Theorem 3 there is a solution v to{
div v = f − 1
v = 0 in U
which solution is (1) in Cr,0(Ω;Rn) ⊃ Cr,1/2(Ω;Rn) if α = 0, (2) in Cr,1(Ω;Rn) ⊃
Cr+1,1/2(Ω;Rn) if α = 1, (3) in Cr,α(Ω;Rn) ⊃ Cr+1,α(Ω;Rn) if 0 < α < 1 (for
(1) and (2) we have just used that Cr,0 ⊂ Cr−1,1/2 and Cr,1 ⊂ Cr,1/2, see Remark
5). Thus v and vt (see [DM]) are always of class C
r,α and so are the solution
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diffeomorphisms Φt, t ∈ [0, 1]. With the above v, the proof is the same as the
original one, noting that v = 0 in U implies vt = 0 in U for all t ∈ [0, 1], which by
its turn implies Φt = id in U , for all such t. 
Theorem 6. Let r ≥ 0 be an integer and 0 < α < 1. Let Ω ⊂ Rn, n ≥ 2, be a
bounded connected open smooth set and U a collar of Ω. Given f ∈ Cr,α(Ω), f > 0
in Ω, satisfying {∫
Ω
f = measΩ
f = 1 in a neighbourhood of U
there exists ϕ ∈ Diffr+1,α(Ω,Ω) satisfying{
det∇ϕ = f
ϕ = id in a neighbourhood of U
Proof. The adaptation of Step 4 in the proof of Theorem 1’ [DM, p.12] requires
special attention since it is not straightforward (see Section 1.1). Here the general
case of arbitrary f is reduced to the case where ‖f − 1‖C0,γ is small enough (The-
orem 4), for some fixed 0 < γ < α < 1. Let  = (r, α, γ, U,Ω) > 0 be the constant
given by Theorem 4. We shall find F ∈ Cr,α(Ω), F > 0 in Ω, satisfying
∫
Ω
F = measΩ
F = 1 in a neighbourhood of U
‖F − 1‖C0,γ ≤ 
(6.1)
F being the product of f and h/f˜ , where f˜ is a convolution of f and h is a measure
correcting smooth function C0,γ-close to 1.
Fix 0 < γ < α. Note that f ∈ C0,γ(Ω) since Ω is smooth (and thus Lipschitz),
see Remark 5. By continuity of the multiplication and reciprocal (1/·) operations
in relation to the C0,γ norm, there is δ > 0 such that for any f˜ , h ∈ C0,γ(Ω),
‖f˜ − f‖C0,γ , ‖h− 1‖C0,γ ≤ δ =⇒
∥∥∥∥hf
f˜
− 1
∥∥∥∥
C0,γ
≤ 
Reparametrizing the 2nd factor of ∂Ω × [0,∞) we may assume that U = U1 =
ζ(∂Ω× [0, 1]) for some collar embedding ζ:∂Ω× [0,∞) ↪→ Ω (see Definition 2), and
that f = 1 in U3, where Ut := ζ(∂Ω × [0, t]), for each t > 0.
(A) Claim. There is a sequence fk ∈ C∞(Ω), k ∈ Z+, satisfying
(1) fk > 0 in Ω
(2) fk = 1 in U2
(3) ‖fk − f‖C0,γ ≤ δ
(4) ‖fk − f‖C0,γ −−−−→
k→∞
0
Fix a mollifier ρ ∈ C∞(Rn) such that ρ > 0 in Bn, ρ = 0 elsewhere and ∫Rn ρ = 1.
Since f extends by 1 to the whole Rn (in the Cr,αclass), for k ∈ Z+
fk := ρk ∗ f ∈ C∞(Ω)
where ρk(x) = k
nρ(kx), is well defined and fk > 0 in Ω (∗ is the convolution
operator), thus (1) holds; for k large enough, say k > k0, (2) holds since supp(fk −
1) ⊂ supp(f − 1) + supp ρk, supp ρk → {O} (in the Hausdorff metric, O the origin
of Rn), supp(f − 1) ⊂ Ω \ U3 and U2 ⊂ intU3 (in Ω). To see that (4) holds, first
note that f, fk ∈ C0,α(Ω) satisfy
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1
0
Figure 6.1. Finding ht̂ satisfying
∫
Ω
(f/f˜)ht̂ = measΩ. The func-
tions ht are seen in the background (bell shaped).
(a) ‖fk − f‖C0 −−−−→
k→∞
0
(b) [fk]C0,α ≤ [f ]C0,α (see Definition 1)
For this last assertion see for instance [GT, p.148], noting that f = 1 in a neigh-
bourhood of ∂Ω, thus f extends by 1 to f̂ ∈ C0,α(Rn) and [f̂ ]C0,α = [f ]C0,α (the
norms being taken on the respective domains of definition). Now, (4) easily follows
from (a) and (b), see for instance Step 1.1 in the proof of [CDK, Theorem 16.22].
Therefore, for k large enough, say k > k1 ≥ k0, (3) holds and reindexing fk as
fk → fk+k1 , both (2) and (3) hold for all k ∈ Z+and the Claim is proved. Note
that by the continuity of the reciprocal operation in relation to the C0,γ norm, (4)
also implies
(5) ‖f/fk − 1‖C0,γ −−−−→
k→∞
0
(B) Finding a measure correcting smooth function h. Fix φ ∈ C∞(Ω) such that
φ = 0 in U2 and 0 < φ < 1 elsewhere. Take η > 0 small enough so that H := ηφ
satisfies ‖H‖C0,γ ≤ δ. For t ∈ [−1, 1] let ht := 1 + tH. Note that
• ht > 0 in Ω
• ht = 1 in U2
• ‖ht − 1‖C0,γ ≤ ‖H‖C0,γ ≤ δ
• ∫
Ω
h1 = measΩ +
∫
Ω
H > measΩ
• ∫
Ω
h−1 = measΩ −
∫
Ω
H < measΩ
Now, by (5) above, fixing k ∈ Z+ large enough and letting f˜ := fk we have∫
Ω
(f/f˜)h1 > measΩ and
∫
Ω
(f/f˜)h−1 < measΩ
(we can see f/f˜ acting (by multiplication) as a small C0 perturbation on h1 and
h−1, see Fig. 5.1). As
∫
Ω
(f/f˜)ht varies continuously with t, by the intermediate
value theorem ∫
Ω
(f/f˜)h = measΩ
where h := ht̂ for some −1 < t̂ < 1.
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(C) Finding the solution diffeomorphism ϕ. Summing up, we now have
• f˜ , h ∈ C∞(Ω), f˜ , h > 0 in Ω
• f˜ = 1 = h in U2
• ‖f˜ − f‖C0,γ , ‖h− 1‖C0,γ ≤ δ
Therefore, F := (h/f˜)f ∈ Cr,α(Ω), F > 0 in Ω and (6.1) above holds, the neigh-
bourhood of U in question being U2. Now (as in the original proof [DM, p.13]), use
Theorem 4 to find a solution ϕ1 ∈ Diffr+1,α(Ω,Ω) of{
det∇ϕ1 = F
ϕ1 = id in U2
and Theorem 5 to find ϕ2 ∈ Diffr+1,α(Ω,Ω) solving{
det∇ϕ2 = (f˜/h) ◦ ϕ−11
ϕ2 = id in U2
noting that G := (f˜/h) ◦ ϕ−11 ∈ Cr+1,α(Ω), G > 0 in Ω,
∫
Ω
G = measΩ (by
the change of variables theorem) and G = 1 in U2. It is immediate to verify that
ϕ = ϕ2 ◦ ϕ1 has all claimed properties (U2 being the neighbourhood of U where
ϕ = id). 
7. The main result
A stronger formulation of Theorem 1 in the case supp(f − 1) ⊂ Ω is proved
below. It shows that in this case, a solution diffeomorphism ϕ can be found that
is the identity in a neighbourhood Vd of ∂Ω (in Ω), which neighbourhood depends
only on the distance d from supp(f − 1) to ∂Ω (being independent of the function
f itself). When supp(f − 1) 6⊂ Ω, the solution diffeomorphism is found instead
via Dacorogna-Moser original result [DM, Theorem 1’], noting that the required
regularity of the boundary can be lowered from Cr+3,α to Cr+2,α as remarked in
[CDK, Theorem 10.3] (obviously, the only reason for requiring Ω to be of class
Cr+2,α in Theorem 1 is to guarantee the existence of Dacorogna-Moser solution in
the later case).
Before stating the main result we need to establish a convention, whose reason
is explained below.
Convention. IfΩ ⊂ Rn is a domain (see Definition 1), then d(∅, ∂Ω) := inradiusΩ,
where d(·, ∗) is the euclidean distance between two subsets of Rn and
inradiusΩ := sup { > 0 : Ω contains an open ball of radius }
Theorem 7. (Dacorogna-Moser Theorem - Case supp(f − 1) ⊂ Ω). Let Ω ⊂ Rn
be a bounded connected open set, r ≥ 0 an integer and 0 < α < 1. For each
0 < c ≤ R := inradiusΩ there exists a neighbourhood Vc of ∂Ω in Ω such that:
given any f ∈ Cr,α(Ω) with f > 0 in Ω and any 0 < d ≤ R satisfying:{∫
Ω
f = measΩ
d(supp(f − 1), ∂Ω) ≥ d
there exists ϕ ∈ Diffr+1,α(Ω,Ω) satisfying:{
det∇ϕ = f
ϕ = id in Vd
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Remark 6. The construction of the neighbourhoods Vd in the proof immediately
reveals that these are nested,
0 < ĉ < c ≤ R =⇒ Vĉ ⊂ Vc , Vc dH−−−−→
c→0+
∂Ω and VR = Ω. (7.1)
(as usual, dH(·, ∗) is the Hausdorff metric in the space of nonvoid closed subset of
Rn).
Remark 7. If supp(f − 1) 6= ∅ then this set has nonvoid interior, thus its distance
to ∂Ω is smaller than R := inradiusΩ. The compactness of Ω actually implies
that BR(x) ⊂ Ω for some x ∈ Ω, and it is easily seen that for each 0 <  ≤ 1
there are functions f as above for which supp(f−1) = BR(x), thus implying that
d(supp(f − 1), ∂Ω) = (1 − )R may actually attain any value 0 ≤ d < R. That
is why we have adopted the convention d(∅, ∂Ω) := R thus covering the limit case
supp(f − 1) = ∅ in a continuous way (roughly speaking, supp(f − 1) vanishes in
the limit, as → 0+, since it cannot be reduced to a single point).
Proof. (of theorem 7). If n = 1 then the solution is trivial, see Section 2.1. Suppose
that n ≥ 2. If d = R := inradiusΩ, then supp(f − 1) = ∅ i.e. f = 1 in Ω, in
which case we have the natural solution ϕ = id in Ω =: VR. Otherwise we proceed
as follows.
(A) Construction of a suitable smooth exhaustion of Ω. For each 0 < c < R, let
[c] be the unique k ∈ Z+ such that
R
k + 1
≤ c < R
k
By Lemma 1 (see the Appendix), we can find a subsequence of Ωk∈Z+ , still labeled
Ωk∈Z+ , and a sequence Uk∈Z+ , Uk a small collar of Ωk, such that
(1) dH
(
U1 ∪ (Ω \Ω1), ∂Ω
)
< R/2
(2) dH
(
Uk+1 ∪ (Ω \Ωk+1), ∂Ω
)
< min
(
R
k+2 , d(∂Ωk, ∂Ω)
)
, for each k ≥1.
Define 
V ∗k = Uk ∪ (Ω \Ωk) for k ∈ Z+
Vc = V
∗
[c] for 0 < c < R
VR = Ω
Clearly, by construction V ∗k+1 ⊂ intV ∗k and 0 < ĉ < c ≤ R implies Vĉ ⊂ Vc ⊂ Ω, as
0 < ĉ < c < R implies [ĉ] ≥ [c]. Also, by construction, dH(V ∗k , ∂Ω) tends to zero as
k →∞, hence dH(Vc, ∂Ω) tends to zero as c→ 0+ (thus (7.1) holds).
(B) Solution for 0 < d < R = inradiusΩ. Given f and d as in the statement, note
that, by construction of V ∗[d], f = 1 in a neighbourhood of V
∗
[d], hence
∫
Ω\Ω[d] f =∫
Ω\Ω[d] 1 = measΩ \Ω[d], thus∫
Ω[d]
f =
∫
Ω
f −
∫
Ω\Ω[d]
f = measΩ −measΩ \Ω[d] = measΩ[d]
and f = 1 in a neighbourhood of collar U[d] (in Ω[d]). Apply Theorem 6 to get
ϕ̂ ∈ Diffr+1,α(Ω[d], Ω[d]) satisfying{
det∇ϕ̂ = f |Ω[d]
ϕ̂ = id in U[d]
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Finally, extend this solution to ϕ ∈ Diffr+1,α(Ω,Ω), letting ϕ = id in Ω \ Ω[d]. It
is immediate to check that ϕ has all claimed properties, in particular ϕ = id in
Vd = V
∗
[d] = U[d] ∪ Ω \Ω[d]. 
8. Impossibility of the estimate ‖ϕ− id‖Cr+1,α ≤ C ‖f − 1‖Cr,α
By the present method, which guarantees control of the support of solutions, an
estimate in Theorem 7 as that in Theorem 10.3 of [CDK, p.192] cannot be attained.
Even restricting to functions f that are C0,α-close enough to 1 (c.f. Theorem 4 and
[CDK, Theorem 10.9]), we shall exhibit strong evidence pointing to the fact that
the estimate
‖ϕ− id‖Cr+1,α ≤ C ‖f − 1‖Cr,α (8.1)
for some constant C = C(r, α,Ω) > 0, is impossible to obtain simultaneously with
control of support
supp(f − 1) ⊂ Ω =⇒ supp(ϕ− id) ⊂ Ω
if one employs the present method (or variants of it) for the construction of the
solutions. To simplify the explanation, suppose that Ω is smooth. Obviously, any
solution to det∇ϕ = f in Ω satisfies
supp(ϕ− id) ⊃ supp(f − 1)
Actually, if supp(f − 1) ⊂ Ω, then to carry out the present method for the con-
struction of a solution ϕ satisfying supp(ϕ − id) ⊂ Ω, we need in first place to fix
a collar U = ζ(∂Ω × [0, ]) of Ω such that U ⊂ Ω \ supp(f − 1), in order to be able
to apply Theorem 4. Clearly,
thickU < d (supp(f − 1), ∂Ω)
where thickU (the thickness of U) is the distance between ∂Ω and the “internal”
boundary ∂0U of U i.e.
thickU := d(∂Ω, ∂0U) where ∂0U := ζ(∂Ω × ) = ∂U \ ∂Ω
Let Uk∈Z+ be a sequence of collars of Ω such that
thickUk −−−−→
k→∞
0
We shall now produce enough evidence that in Theorem 4, fixing γ = α, the unde-
sirable facts
c = c(r, α, Uk, Ω) −−−−→
k→∞
∞ and  = (r, α, Uk, Ω) −−−−→
k→∞
0
cannot be avoided, thus dissipating any hope of establishing the estimate (8.1) with
C independent of d (supp(f − 1), ∂Ω). The proof of Theorem 4 is closely modeled
on that of [CDK, Theorem 10.9], all the estimates being the same. In particular, a
brief inspection reveals that
c = c(r, α, Uk, Ω) = 2K1 and  = (r, α, Uk, Ω) ≤ 1/2K1
where K1 ≥ C, C = C(r, α, Uk, Ω) > 0 being the constant given by Theorem 3 (see
Step 1 in the Proof of Theorem 4). Actually, in this C it enters as a multiplicative
factor a constant Ĉ = C2(r, Uk) ≥1, controlling (in the case under question) the
Cr+2,α norm of an extension operator introduced in the Proof of Theorem 2. We
now show evidence that, when r ≥ 1, there is no way to keep C2(r, Uk) bounded as
k →∞ i.e. when k →∞ the thickness of Uk tends to zero and
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Figure 8.1. Extending g ∈ C1(U) to the whole Ω.
C2(r, Uk) −−−−→
k→∞
∞ (8.2)
cannot be avoided. All extension methods (applicable in the context of (C) in
the Proof of Theorem 2) that are known to us are variants of the same global
strategy and are consequently subject to problem (8.2), see below. Let U be any
of the Uk’s. Briefly, the extension of a function g ∈ C1(U) to the whole Ω is
obtained gluing together finitely many local extensions from the interior to the
exterior of U , performed on small balls (or cubes) centred at points of ∂0U . To
simplify the explanation, we adopt the extension method described in [GT, p.136]
with the modification of Remark 2. Since we wish only to extend g to the whole
Ω (and not to the whole Rn), we start by covering ∂0U with finitely many open
“cubes” Vi, 1 ≤ i ≤ j, each having one of its halves V +i contained in U (see
Fig. 7.1).4As explained in [GT] (see also Remark 2), we then use the boundary
rectifying diffeomorphisms (see Footnote 4) and Seeley’s extension operator to get,
for each 1 ≤ i ≤ j, a C1 extension gi of g|V +i to the whole Vi. Note that if we set
V0 := U \ ∂0U , then {Vi}0≤i≤j is an open covering of U in Ω. Fix a partition of
unity {ηi}0≤i≤j subordinate to this covering.5 Finally, let g0 = g|V0 and define the
4More precisely, ∪1≤i≤jVi ⊃ ∂0U , where each Vi is an open set intersecting ∂0U for which
there is a (boundary rectifying) diffeomorphism ψi ∈ Diff∞(Vi, (−2, 2)n) such that ψi(V +i ) =
[0, 2)× (−2, 2)n−1, where V +i = Vi ∩ U , thus implying Vi ∩ ∂Ω = ∅.
5Note that necessarily η0 = 0 in a neighbourhood of ∂0U and η0 = 1 in a neighbourhood of
∂Ω (in Ω).
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desired extension g˜ ∈ C1(Ω) of g as
g˜ =
j∑
i=0
ηigi
(with the convention that gi = 0 in Ω \ Vi). Now, in order to to find a constant
Ĉ = Ĉ(1, U) ≥1 such that
‖g˜‖C1(Ω) ≤ Ĉ‖g‖C1(U)
we are naturally lead to the estimates
‖g˜‖C1(Ω) ≤
∑j
i=0 ‖ηigi‖C1
≤ ∑ji=0 ‖ηi‖C1‖gi‖C0 + ‖ηi‖C0‖gi‖C1
≤ 2∑ji=0 ‖ηi‖C1‖gi‖C1
It is easily seen that there is a constant K ≥ 1 depending only on the boundary
rectifying diffeomorphisms ψi (see Footnote 4) and on the extension operator from
the right halfcube C+ to the cube C = (−2, 2)n (in our case Seeley’s operator) such
that
‖gi‖C1 ≤ K‖g‖C1(U)
and therefore the above estimate leads to
‖g˜‖C1(Ω) ≤ Ĉ‖g‖C1(U) where Ĉ = 2K
j∑
i=0
‖ηi‖C1
But the problem now lies in the factor
∑j
i=0 ‖ηi‖C1 , for one can easily see that as
k → ∞, the thickness of U = Uk tends to zero and simultaneously this quantity
diverges to ∞, regardless of the particular partition of unity employed for each Uk.
In fact let δ = thickU and fix x ∈ ∂0U and y ∈ ∂Ω such that d(x, y) = |x− y| = δ
(see Fig. 7.1). For 1 ≤ i ≤ j , y /∈ Vi since Vi ∩ ∂Ω = ∅ (see Footnote 5), hence for
all such indices i, ηi(y) = 0. Therefore, by the mean value theorem, for 1 ≤ i ≤ j
‖ηi‖C1 ≥ ηi(x)− ηi(y)|x− y| =
ηi(x)
δ
and since
∑j
i=1 ηi(x) = 1 (as x ∈ ∂0U implies η0(x) = 0) we finally have
j∑
i=0
‖ηi‖C1 ≥ δ−1
j∑
i=1
ηi(x) = δ
−1
therefore, when k → ∞, Ĉ = Ĉ(1, Uk) → ∞ as δk := thickUk → 0. It remains
to mention that if instead of the above extension operator, that of [CDK, p.342] is
employed, then we run into the very same problem (see in particular [CDK, p.353-
355] where an explicit formula for this extension operator is obtained, noting that
the auxiliary functions λi play the analogue role to the above ηi).
9. Appendix
For the sake of completeness we include a brief proof that any domain has an
exhaustion by smooth domains (despite being a well known fact, we could not locate
a proof in the literature).
Definition 3. For eachM ⊂ 2Rn (2Rn being the set of all subsets of Rn), we define
∪M = ∪S∈MS ⊂ Rn.
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Lemma 1. (Exhaustion by smooth domains). Let Ω ⊂ Rn be a bounded connected
open set. Then there is a sequence Ωk of bounded connected open smooth sets
satisfying:
(1) Ωk ⊂ Ωk+1 ⊂ Ω for all k ∈ Z+
(2) ∪k∈Z+Ωk = Ω
(3) dH(Ω \Ωk, ∂Ω) −−−−→
k→∞
0
Proof. Let xk∈Z+ be a dense sequence in Ω and define Bk = B(xk, δk), where
δk = d(xk, ∂Ω)/2. Let B = {Bk}k∈Z+ . Clearly
∪B = Ω (9.1)
Let Ω1 = B1. We proceed by induction over k ∈ Z+. Supposing that Ωk has
already been found, we now find Ωk+1. Define
ξ(k) = min
{
j ∈ Z+ : ∪ji=1Bi ⊃ Ωk
}
Θk = {Bi : 1 ≤ i ≤ ξ(k)}
Eventually, ∪Θk is disconnected. In this case let γk : [0, 1] → Ω be an injective
path that intersects all the components of ∪Θk. Since γ˜k = im γk is compact, we
can find a finite collection Υk ⊂ B such that each ball in Υk intersects γ˜k and
γ˜k ⊂ ∪Υk. If ∪Θk is connected, simply let Υk = ∅. Let Ck = Θk ∪ Υk. Note that
∪Ck is connected. Slightly increasing the radius of each ball Bi ∈ Ck (always to
less than the double of the original radius, in order to keep its closure within Ω),
we make all the boundary spheres ∂Bi intersect transversely, so that the union of
these enlarged balls is a connected open set Ω′k+1with piecewise smooth boundary
containing ∪Ck, whose closure Ω′k+1 is contained in Ω. Smooth out the edges of
Ω′k+1 to get Ωk+1, the closure of a connected open smooth set Ωk+1 satisfying
(a) ∪Ck ⊂ Ωk+1
(b) Ωk+1 ⊂ Ω
This is clearly possible since the smoothing of Ω′k+1 can be performed arbitrarily
near ∂Ω′k+1. Since Ωk ⊂ ∪Ck, it follows from (a) and (b) that (1) holds. Observe
that the inductively defined function ξ : Z+ → Z+ is strictly increasing, as for all
k ≥ 1, Ωk ⊂ Θk ⊂ Ωk+1, therefore by (9.1), (2) holds. To see that (3) holds we
proceed by contradiction. First note that ∂Ω ⊂ Ω \ Ωk for all k ≥ 1, hence if
(3) fails then there is  > 0, a subsequence of Ωk, still labeled Ωk, and a sequence
of points zk ∈ Ω \ Ωk such that d(zk, ∂Ω) ≥ . Since Ω is compact, zk has a
subsequence (still labeled zk) converging to some point z ∈ Ω. Clearly z can belong
to no Ωk, otherwise, by (1), there is a neighbourhood of zk contained in ∩i≥kΩi,
which contradicts the existence of sequence zk as defined above. But z /∈ ∪k∈Z+Ωk
contradicts ∪k∈Z+Ωk = Ω. 
Acknowledgment. The author wishes to thank an anonymous referee for call-
ing his attention to [CDK, Theorem 17.3] and to its usefulness in the proof of
Theorem 2.
Note added in proof. After the conclusion of this work, Olivier Kneuss informed
(without further details) the author that he had also obtained Theorem 1.
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