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ABSTRACT
KURODA’S CLASS NUMBER FORMULA
Hatice S¸ahinog˘lu
M.S. in Mathematics
Supervisor: Associate Prof. Dr. Franz Lemmermeyer
June, 2007
In number theory theory, the class number of a field is a significant invariant.
All over the time, people have come up with formulas for some cases and in this
thesis I will discuss a proof of a class number formula for V4-extensions.
Keywords: Class Field Theory, Class number.
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O¨ZET
KURODA NIN SINIF SAYISI FORMU¨LU¨
Hatice S¸ahinog˘lu
Matematik, Yu¨ksek Lisans
Tez Yo¨neticisi: Associate Prof. Dr. Franz Lemmermeyer
Haziran, 2007
Sayı teorisinde bir cisimin sınıf sayısı o¨nemli bir sabittir. Zaman ic¸inde bazi
cisim genis¸lemeleri ic¸in sınıf sayısı hesaplandı. Bu tezde ise Klein -4 group cisim
genis¸lemeleri ic¸in Kuroda tarzı sınıf sayısı formu¨lu¨nu¨ ele alacag˘ız.
Anahtar so¨zcu¨kler : Sınıf sayısı, Sınıf cismi teorisi.
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Chapter 1
Introduction
Let k be a number field and K/k a V4-extension, i.e., a normal extension with
Galois Group Gal(K/k) = V4, where V4 = Z/2Z × Z/2Z . K/k has three inter-
mediate fields, say k1, k2, and k3. We will use the symbol N
i (resp. Ni) to denote
the norm of K/ki (resp. ki/k), and by a common abuse of notation we will apply
N i and Ni not only to numbers, but also to ideals and ideal classes. The unit
groups (groups of roots of unity, groups of fractional ideals, class numbers) in
these fields will be denoted by Ek, E1, E2, E3, EK (Wk, W1, . . . , JK , J1, . . . , hk,
h1, . . . ) respectively, and the (finite) index q(K) = (EK : E1E2E3) is called the
unit index of K/k.
When we look at the literature, we see for k = Q, k1 = Q(
√−1 ) and k2 =
Q(
√
m ) Dirichlet knew that hK =
1
2
q(K)h2h3. Bachmann [2], Amberg [1] and
Herglotz [6] generalized this class number formula to multi-quadratic extensions
of Q. Varmon proved a class number formula for extensions with Gal(K/k) an
elementary abelian p-group;
Kuroda [8] later gave a formula in case there is no ramification at the infinite
primes. Wada stated a formula for 2-extensions of k = Q without any restric-
tion on the ramification, and finally Walter [13], by using Brauer’s class number
relations, deduced the most general Kuroda-type formula.
1
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The proofs mentioned above are all analytic; however, for V4-extensions K/Q,
there exist algebraic proofs given by Hilbert (if
√−1 ∈ K), Kuroda [9] (if √−1 ∈
K), Halter-Koch [4] (if K is imaginary), and Kubota [10, 11].
In this project I will follow Lemmermeyer’s paper[12] in which he shows how
Kubota’s [10, 11] proof can be generalized. The proof consists of two parts;
in the first part, where we measure the extent to which Cl(K) is generated by
classes coming from the Cl(ki). We will be using class field theory in its ideal-
theoretic formulation. The second part of the proof is an extremely lengthy index
computation. My thesis will start with listing the results from class field theory
and group theory that we will be needed, then I will present Lemmermeyer’s[12]
proof in my words and organization.
Chapter 2
Preliminaries
2.1 Class Field Theory
First we will explain some notions from class field theory and then state the
theorems we will need.
Artin map ϕL/K maps the group I
m
K of ideals in OK coprime to m onto
Gal(L/K).
Definition 1. A subgroup H of IK is called a congruence subgroup if there is a
modulus m for K such that
ι(Km,1) ⊆ H ⊆ ImK
where ι(Km,1) is the principal ideals in I
m
K which are generated by elements con-
gruent to 1 modulo m.
Now we can define an equivalence relation on the set of congruence subgroups.
Two congruence subgroups H1 and H2 are said to be equivalent if they have a
common restriction, that is if there is a modulus m such that,
H1 ∩ Im = H2 ∩ Im.
3
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Since for any m | m′ we get Im′ ⊆ Im, this helps us to show transitivity. Given
H1 ∼ H2 modulo m so is true for any multiple of m. Hence for H1 ∼ H2 modulo
m and H2 ∼ H3 modulo m′ we get H1 ∼ H3 modulo lcm(m,m′). Also we need
the following lemma from Janusz [7].
Lemma 1. Let H1 and H2 be congruence subgroups defined modulo m1 and m2
respectively, which have a common restriction H3 = H1∩ Im3 = H2∩ Im3. Letting
m be the greatest common divisor of m1 and m2. Then there is a congruence
subgroup H defined modulo m such that H ∩ Imi = Hi for i = 1, 2.
An equivalence class of congruence subgroups is called an ideal group. If H
denotes an ideal group and if m is a modulus such that there is some congruence
subgroup defined mod m which belongs to H, then there is only one subgroup
in H defined modulo m and denoted as Hm. By the lemma above, whenever Hm
and Hn belong to the ideal group H so does the Hm
′
for m′ equal to the greatest
common divisor of m and m′. So we should have a unique modulus f such that
Hf ∈ H, and Hm ∈ H⇒ f | m
It is easy to see that f is greatest common divisor of all m such that Hm ∈ H.
This f is called the conductor of the ideal group H.
The close relation between the Artin map and ideal groups leads us to deeper
analysis. Actually for an abelian extension L of the number field K such that
reciprocity law modulo m holds, the kernel of the Artin map ϕL/K on I
m
K is also
a congruence subgroup and denoted as Hm(L/K).
Definition 2. Let L be an abelian extension of the number field K. The ideal
group H(L/K) containing all congruence subgroups Hm(L/K) such that reci-
procity law holds, is called the class group of the extension L of K and L is called
the class field for the ideal group H(L/K). The conductor of H(L/K) is denoted
by f(L/K).
We now list the basic theorems of class field theory.
Theorem 1 (Artin’s Reciprocity Law). For an unramified and abelian ex-
tension of number fields K/F , the Artin map, I → Gal(K/F ), is surjective and
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its kernel consists of the group of principal ideals. In particular, the Artin sym-
bol (K/F
p
) only depends on the ideal class [p] of p, and induces an isomorphism
Cl(F ) ' Gal(K/F )
Theorem 2 (The Classification Theorem). Let L be any algebraic number
field, the correspondence L ↔ H(L/K) is a one to one, inclusion reversing cor-
respondence between finite dimensional abelian extensions L of K and the ideal
groups of K.
Theorem 3 (Translation Theorem). Having an abelian extension L/K Let
F be any finite dimensional extension of K and m be a modulus divisible by
conductor of the extension L/K . Then the ideal group to the abelian extension
FL/F is the ideal group which contains the congruence subgroup
{A ∈ ImF : NLF/F (A) ∈ Hm(L/K)}
where ImF denotes the ideals of F coprime to m
Note that ι(K∗) is a congruence subgroup defined modulus m = 1. The class
field to the ideal group containing ι(K∗) is called the Hilbert class field of K.
Given K/k a normal extension of number fields, if F is the Hilbert class field of
K/k it turns out that F is the maximal, abelian and unramified extension of K.
Here we will list some theorems from Hilbert class field theory that will be used
in the thesis.
Theorem 4. Every number field F has a unique Hilbert class field K.
Theorem 5. Let k/F be an unramified abelian extension. Then
(Cl(F ) : Nk/FCl(k)) = (k : F ).
In particular Nk/FCl(k) = 1 for the Hilbert class field K of F
Another term we will be using is the genus field. We will mention what it is
and add some properties without proof.
Definition 3. Given an abelian extensionK/k the genus field ofK is the maximal
extension of K contained in Hilbert Class field of K that is abelian over k. It is
denoted by Kgen.
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Theorem 6. If K is a class field of F , then for each field L with F ⊆ L ⊆ K, L
is a class field of F , and K is a class field of L.
Using the theorem above, since Kgen is a subfield of a class field it is also a
class field over K. The property of Kgen is that it is class field of k for the ideal
group NK/kH
(m)
K .H
(1)
m where m is a multiple of the conductor of f(K/k).
We next explain norm residues and Hilbert symbols for quadratic extensions.
Definition 4. Given an extension K/k, α ∈ k× is said to be a norm residue
mod pl if α ≡ NKk A mod pl for some A ∈ K×. Moreover α is said to be a norm
residue at p if the above relation holds for all l ≥ 0.
Now let us see some properties of quadratic Hilbert symbols. Having a
quadratic extension K = k(
√
µ) for µ ∈ θk and not a square. We denote Hilbert
symbol over this extension as follows:
(ν, µ
p
)
2
=
+1 if ν is a norm residue at pinK/k−1 if ν is a norm non-residue at p
But Hasse and Hilbert symbols are connected in the sense that
(
ν,K
p
)
=
(
ν,µ
p
)
2
for K = k(
√
µ) So we attain the following property of Hasse symbols that will be
needed for our thesis. (ν,K1K2
p
)
=
(ν,K1
p
)
2
(ν,K2
p
)
2
for two quadratic extensions K1, and K2.
Now we will state Hasse’s Norm Theorem the proof of which can be found in
Janusz[7].
Theorem 7 (Hasse’s Norm Theorem). Let L be a cyclic extension of the
number field K, an element of K is a norm from L if and only if it is a norm
residue at every prime of K.
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2.2 Group Theory
Now we will state and prove the Snake Lemma which we will make use of.
Theorem 8.
1 −−−→ a f−−−→ b g−−−→ c −−−→ 1yα yβ yγ
1 −−−→ a′ −−−→ b′ −−−→ c′ −−−→ 1
Having two exact sequences located as above and connected with homomorphisms,
give us the exact sequence below,
1→ kerα→ ker β → ker γ → cokα→ cokβ → cokγ → 1,
Proof. For short call kerα as ak ker β as bk ker γ as ck obviously these lie in a, b, c.
Let’s denote the images of α, β, γ as ai, bi, ci respectively.
First denoting cokα as aq cokβ as bq cokγ as cq,while these lie in a
′, b′, c′ we also
get that aq = a
′/ai, bq = b′/bi, cq = c′/ci.
Hence with these notations we will prove the exactness of
1→ ak → bk → ck → aq → bq → cq → 1.
First observe that ak is mapped into bk and bk is mapped into ck since the diagram
is commutative ak is mapped to zero by α if we apply f
′ to this it becomes same
as applying first f and then β to it. Since it is zero we get that f maps ak into
bk. Similarly bk is mapped into ck by g.
Since f maps ak into bk this shows exactness at ak.
Now we will show exactness at bk. For any element in a, say x such that
g(f(x)) = 0, So it is true for the restriction on ak. Hence image is mapped into
the kernel. For the converse, take y ∈ bk such that g(bk) = 0 in ck. If x is the
preimage of y in a with respect to f . Since β(y) = 0, we get α(x) = 0. So x ∈ bk;
we get that kernel is in the image. This completes the proof of exactness at bk.
Observe that each y ∈ ai comes from some x ∈ a. Taking the two paths from
x to b′ we see ai is mapped into bi, so we can map each coset of ai ∈ a′ into a
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coset of bi ∈ b′. That is f ′ defines a well defined map from aq into bq. Similarly
g′ defines a well defined map from bq into cq.
To prove exactness at bq, consider that everything in a
′ becomes zero in c′.
So every coset of ai in a
′ becomes zero in c′. So the image of f ′ is contained
in kernel ofg′. Conversely every y′ in b′ act as a coset representative for bq, and
suppose it becomes 0 in in cq. In other words g
′(y′) lies in ci. Pull this up to
something in c, and pull this back to some y in b. If β(y) differs from y′, the
difference lies in the kernel of g′. Call this difference z. Now z and y′, represent
the same coset of bi, so we may as well use z. Since z becomes 0, in c
′, let w in
a′, map to z. Now the coset w + ai map to the coset z + bi. The kernel equals
the image, and bq is exact.
Now we should find a map from ck to aq. Given an element y in ck, pull it
back to some x ∈ b, and afterwards down to b′. This moves forward to 0, so lies
in the image of a′. Pull it back to a′, thus defining a coset of ai, or an element
aq. To check well-definedness observe that if we had selected a different x in
the preimage of aq, the difference would map to 0 in c, and would come from
some w ∈ a. Since α(w) ∈ ai, the coset has not changed. After proving the
well-definedness we can call this map h.
Apply h, and then g′, and reach up in bi. The image of h lies in the kernel of
g′. Conversely, let w ∈ a′ and bi ∈ b′. Going up to b and over to c and find y.
Now γ(y) = g′(f ′(w)), which is 0, hence y ∈ ck, and is a valid preimage under h.
The kernel equals the image, and aq is exact.
We will be done after showing the exactness of ck. Letting x ∈ bk mapped
to y ∈ ck, applying h, the result becomes 0, hence the image lies the kernel.
Conversely, let y ∈ ck pull back to x ∈ b, and down and back to something in ai.
We lift this to w ∈ a, and subtract f(w) from x. Note that g(x) still equals y,
and now, β(x) = 0. Thus x ∈ bk, the kernel equals the image, and ck is exact.
Hence this completes the proof of Snake Lemma.
In addition, we will state and prove the following group theoretical lemma
which will help us to find the proper index values.
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Lemma 2. Let G be a group and assume that H is a subgroup of finite index in
G. If f is a homomorphism from G to another group, then
(G : H) = (Gf : Hf )(GfH : H),
where Gf = imf , Gf = ker f , and H
f is the image of the restriction of f to H.
Proof. Consider the map from (G/H) to (Gf/Hf ) where gH → f((g)f(H) This
map is well defined and surjective. the kernel is the cosets (GfH/H) and this
gives the index relation (G : H) = (Gf : Hf )(GfH : H).
Finally we will state and prove a particular case of Hilbert′s Theorem 90.
Theorem 9. For a quadratic extension E = F (
√
d)/F of characteristic zero, if
given α ∈ E has the property that NE/F (α) = 1. Then there exists b ∈ E? such
that α = bσ/b, where σ is the non-trivial automorphism of E/F .
Proof. If for α = −1, we take b = √d. Otherwise given b = (1 + α)−1, then
1+α
1+ασ
= (1+α)α
(1+ασ)α
= (1+α)α
α+αασ
= (1+α)α
1+α
= α.
Chapter 3
Kuroda’s Formula
Our aim is to prove that for a V4 extension K/k:
h(K) = 2d−κ−2−vq(K)h1h2h3/h2k. (3.1)
where
• d is the number of infinite places ramified in K/k;
• κ is the Z-rank of Ek;
• v = 1 if K = k(√ε,√η ) with units ε, η ∈ Ek, and v = 0 otherwise.
To show 3.1 we will first show that
h(K) =
cokj
ker j
· h1h2h3. (3.2)
Considering the homomorphism,
j : Cl(k1)× Cl(k2)× Cl(k3) −→ Cl(K)
where ci = [ai] is the ideal class in ki generated by ai; and j(c1, c2, c3) =
[a1a2a3OK ] where OK is the ring of integers in K, we get
h(K) =
cokj
ker j
· h1h2h3.
10
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Since the aim is to compute h(K) one has to compute the orders of the groups
ker j and cokj = Cl(K)/imj. To do this construct the subgroup
Ĉ = {(c1, c2, c3) |N1c1N2c2N3c3 = 1}
of
Cl(k1)× Cl(k2)× Cl(k3)
and denote the restriction of j on this subgroup as ĵ.
We will try to show that
hk · cokj
ker j
=
cokĵ
ker ĵ
. (3.3)
and by means of this we will be able to find h(K) in terms of cokĵ and ker ĵ,
which will be determined soon.
To show this consider the following map:
Let
ν : C = Cl(k1)× Cl(k2)× Cl(k3) −→ Cl(k), ν(c1, c2, c3) = N1c1N2c2N3c3.
If there exists a ramified extension ki/k is we get NiCl(ki) = Cl(k) by class field
theory. But when all the ki/k are unramified, the groups NiCl(ki) will have index
2 = (ki : k) in Cl(k), and they will be different from each other as by the Artin
map there is a correspondence among
ki/k and NiCl(ki)
But ν is onto in any case. In addition, we observe Ĉ = ker ν and obtain the exact
sequence
1 −−−→ Ĉ −−−→ C −−−→ Cl(k) −−−→ 1.
Let ĵ be the restriction of j to Ĉ; then the diagram
1 −−−→ Ĉ −−−→ C −−−→ Cl(k) −−−→
ν
1yĵ yj y
1 −−−→ Cl(L) −−−→ Cl(L) −−−→ 1
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is exact and commutative. The snake lemma gives us an exact sequence
1 −−−→ ker ĵ −−−→ ker j −−−→ Cl(k) −−−→ cokĵ −−−→ cokj −−−→ 1,
and this gives that:
hk · cokj
ker j
=
cokĵ
ker ĵ
. (3.4)
Next we will be calculating cokĵ. Before this we will prove the following propo-
sition which will be needed in the proof
Proposition 1. For V4-extensions K/k, the following assertions are equivalent:
(i) r ∈ k× is a norm residue in K/k at every place of k;
(ii) r ∈ k× is a (global) norm from k1/k and k2/k;
(iii) there exist α ∈ K× and a ∈ k× such that r = a2 ·NK/kα.
Proof. (i) =⇒ (ii) If r ∈ k× is a norm residue in K/k at every place of k, then
it is a norm residue in k1/k and k2/k for every place of k but k1/k and k2/k are
cyclic extensions. Therefore by Hasse’s norm residue theorem, which says that
for cyclic extensions an element is a global norm if and only if its a local norm
for all primes, we get that r ∈ k× is a (global) norm from k1/k and k2/k.
(ii) =⇒ (iii).Having r ∈ k× is a (global) norm from k1/k and k2/k, there
exist α1 ∈ k1 and α2 ∈ k2 such that N1α1 = N2α2 = r. But then we get
that (α1/α2) ∈ K and (α1/α2)1+στ = 1. Since K/k3 is a cyclic extension we
can use Hilbert′s Theorem 90, this says that there exists α ∈ K× such that
α1/α2 = α
1−στ . But
α1−στ = α1+σ(α1+τ )−σ this implies α1+σ/α1 = (α1+τ )σ/α2
Since
α1+σ/α1 ∈ k1 and(α1+τ )σ/α2 ∈ k2 it is also in the intersection which is k.
Assigning a = α1+σ/α1 we have
NK/kα = (α
1+σ)1+τ = (α1a)
1+τ = N1(α
1)a2 = a2r (3.5)
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where a, r ∈ k×.
(iii) =⇒ (i) As r = Ni(N iα)/a) for i = 1, 2 so it is norm residue at every place
of k1 and k2 hence using the relation which says,(β , k1k2
p
)
=
(β , k1
p
)(β , k2
p
)
.
we see that r is a norm residue in k1k2 = K at every place.
We define K(2) to be the maximal subextension of Kgen/k such that
Gal(K(2)/k) is an elementary abelian 2-group. Moreover, we let JK (resp. HK)
denote the group of (fractional) ideals (resp. principal ideals) of K. Then we
have the following theorem.
Proposition 2. To every subfield F of the Hilbert class field K1 of K there is a
unique ideal group hF such that HK ⊆ hF ⊆ JK and F is class fied for hF . Under
this correspondence,
Gal(K1/F ) ' Cl(K)/(JK/hF ) ' hF/HK ,
and we find the following diagram of subextensions F/k of K/k and corresponding
Galois groups Gal(K1/F ):
K1 ﬀ - 1
Kgen ﬀ - imĵ
K(2) ﬀ - imj
K ﬀ - Cl(K)
Proof. We need to show Kgen ←→ imĵ. We know that Kgen is the class field
of k for the ideal group NK/kH
(m)
K · H(1)m , where the defining modulus m is a
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multiple of the conductor f(K/k). But any element of this ideal group is of form
NK/k(A) · (α) where α ≡ 1 mod m and (A) +m = (1) so we get that it has
the form NK/k(A) mod m. This ideal class consists of norm residues modulo
m. So elements of ideal class group become norm residue in K/k for every place
of k. Using Proposition 1 we see that elements of the ideal class group have the
form a2 · NK/kα where a ∈ k, α ∈ K, and (α) + m = (1). Using the translation
theorem we derive that the ideal group corresponding to Kgen/K is:
hgen = {a ∈ JK | a+m = (1), NK/ka ∈ NK/kH(m)K ·H(1)m }.
Having NK/ka = a
2 · NK/kα we get NK/k(a/α) = (a)2. Set b = a/α. Our aim is
to show that b = a1a2a3 for ai in ki. Without loss of generality we can assume
that no ideal in ki divides b. So any P | b can not have inertia degree greater
than 1 and can not have a conjugate dividing b. Therefore given that Pm ‖ b
this implies that
NK/kP
m ‖ NK/kb = (a2),
hence this says that 2 | m. But
2 = 1 + σ + τ + στ − (1 + στ)σ
where σ, τ, στ are non-trivial elements of Gal(K/k) fixing k1, k2, k3 respectively.
This means any element in square form say P2 is of form P2 = N1P · N2P ·
(N3P)−σ. So (a2) = NK/ka1a2a3 = (N1a1 · N2a2 · N3a3)2 hence we get that
(a) = N1a1 ·N2a2 ·N3a3.
The identity 3 shows P2 = N1P ·N2P · (N3P)−σ, and we are done with the
claim.
On the other hand any ideal a = a1a2a3 with a + m = (1) and (a) = N1a1 ·
N2a2 ·N3a3 lies in hgen. In addition, H(m)K ⊆ hgen. So we get that
hgen = {a = a1a2a3 | a+m = (1), N1a1 ·N2a2 ·N3a3 = (a) for some a ∈ k} ·H(m)K ,
We can remove the condition a + m = (1) (because hgen can be defined modulo
(1) ) and get an equivalent ideal group which is:
hgen = {a = a1a2a3 |N1a1 ·N2a2 ·N3a3 = (a) for some a ∈ k} ·HK .
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The corresponding class group is hgen/HK , and
Gal(K1/K) ' hgen/HK = {c = c1c2c3 |N1c1N2c2N3c3 = 1} = imĵ.
Hence this was all we needed,
#cokĵ = (Cl(K) : imĵ) = (Kgen : K). (3.6)
But Furuta’s [3] formula says,
(Kgen : K) = 2
d−2hk
∏
e(p)
(Ek : H)
.
Hence it gives that
#cokĵ = 2d−2hk
∏
e(p)
(Ek : H)
. (3.7)
The derivation of #ker ĵ requires a lengthy index computation which will be
done in several steps. For this we must introduce some new notions.
We call an ideal ai in ki ambiguous when we have a
τ
i = ai for any τ ∈
Gal(K/k). Similarly we call an ideal class c ∈ Cl(ki) ambiguous if cτ = c for
any τ ∈ Gal(K/k), and strongly ambiguous if c = [ai] for some ambiguous ideal
ai ∈ ki(i = 1, 2, 3). Letting Ai denote the group of strongly ambiguous ideal
classes in ki (i = 1, 2, 3), A = A1 × A2 × A3 turns out to be a subgroup of C,
and Â = Ĉ ∩A becomes a subgroup of Ĉ. Having already the formula for #Ai’s
we get #A and one can try to calculate #ker ĵ by restricting the map to ĵ to Â,
finding the kernel of this restricted map and index relation between the kernels
of the original map and restricted map.
H, which was defined earlier as group of units in Ek that are norm residues
in K/k at every place of k turns out to be the following:
H = {η ∈ Ek | η = Niαi for some αi ∈ ki, i = 1, 2, 3}.
Then we form H0 = E
N
1 ∩ EN2 ∩ EN3 that’s the subgroup of H consisting of the
units in H that are norm residues of units in ki/k, for every i. Now we can start
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the computations. We will continue by doing a series of claims and then prove
them and get the result we want by combining derived results.
Claim 1. Let’s call restriction of the map ĵ to Â as j∗ , then
#ker ĵ = (H : H0) ·#ker j∗. (3.8)
Proof. Let ([a1], [a2], [a3]) ∈ ker ĵ; then a1a2a3 = (α) for some α ∈ K×.
([a1], [a2], [a3]) ∈ Ĉ, so (NK/kα) = (N1a1 · N2a2 · N3a3)2 = (a)2 for some a ∈ k.
Therefore η = (NK/kα)/a
2 is a unit in Ek which is unique mod NEK ·E2k . So we
can define the following well defined homomorphism.
θ0 : ker ĵ −→ H/NEK · E2k , ([a1], [a2], [a3]) 7−→ ηNEK · E2k ,
We intend to get an isomorphism, by showing our map is onto and finding the
kernel of it. To show θ0 is onto, take η ∈ H, by theorem1 we have b ∈ k×, α ∈ K∗
such that, η = b2NK/kα, letting b = a
−1 we get a2η = NK/kα. We have seen
that an equation NK/ka = (a)
2 implies the existence of ideals ai in ki such that
a = a1a2a3. This gives that (α) = a1a2a3. We get Now (N1a1 · N2a2 · N3a3)2 =
(NK/kα) = (a)
2 means (a) = (N1a1 ·N2a2 ·N3a3), so the triple ([a1], [a2], [a3]) is in
ker ĵ given η we could find a triple in ker ĵ, this proves surjectivity. Now we will
a bit modify the image set, to achieve a relation between #ker ĵ and #ker j∗.
As θ0 : ker ĵ −→ H/NEK ·E2k is onto, we will again get a onto map by replacing
NEK ·E2k/ with a larger group including it. Hence H0 = EN1 ∩EN2 ∩EN3 is such
a group.
We construct ρi = (N
iα)/a; then Niρi = η ∈ H0. Also we observe that
a1−τ1 = (ρ1) as ρ1 = (N
1α)/a and
(N1α)/a = a1+σ1 a
1+σ
2 a
1+σ
3 /a
1+τ
1 a
1+σ
2 a
1+στ
3 = a
2−(1+τ)
1 = a
1−τ
1 (3.9)
Similarly a1−στ2 = (N
2α)/a = (ρ2) and
a1−σ3 = (N
3α)/a = (ρ3)
Writing η = Niεi, where εi ∈ Ei, and replacing ρi by ρi/εi, we modify ρi
’s such that Niρi = 1. Since ki/k’s are cyclic extensions we apply Hilbert’s
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Theorem 90 and get ρ2 = β
1−στ
2 , and ρ3 = β
1−σ
3 for some βi ∈ ki. But then the
ideals fbi = aiβ
−1
i become ambiguous; to see this, consider b1 = a1β
−1
1 . Then τ
acts as follows:
bτ1 = a
τ
1β
−τ
1 = a
τ
1ρ1β
−1
1 = a1β
−1
1 (3.10)
But [bi] = [ai] so [ai] turn out to be strongly ambiguous. Hence we get
ker θ ⊆ ker ĵ ∩ A1 × A2 × A3 = ker j∗.
And for ([a1], [a2], [a3]) ∈ ker j∗ ρi = (N iα)/a become units, moreover
η = θ([a1], [a2], [a3]) = Niρi ∈ EN1 ∩ EN2 ∩ EN3 = H0.
So ker θ = ker j∗. Using this fact we construct the following exact sequence
1 −−−→ ker j∗ −−−→ ker ĵ θ−−−→ H/H0 −−−→ 1
This gives the index relation: # ker ĵ = (H : H0)·#ker j∗, and proves claim1.
Claim 2. Let R = {a1a2a3 | ai ∈ Ii is ambiguous in ki/k} and Rpi = R ∩ HK;
then
#ker j∗ = #A/(R : Rpi). (3.11)
Proof. Let
R = {A |A = a1a2a3, ai ∈ Ji ambiguous},
R̂ = {A |A = a1a2a3, ai ∈ Ji ambiguous, ν([a1], [a2], [a3]) = 1},
and define a homomorphism pi mapping A ∈ R̂ ⊆ JK to [A] ∈ Cl(K). Then
pi : R̂ −→ imj∗ is onto as the map is defined similarly on the same set with
j∗. It is easily seen that ker pi = R̂ ∩ HK . On the other hand if ρ ∈ K and
(ρ) = a1a2a3 ∈ R̂, then
(ρ)2 = (a1a2a3)
2 = (Na1 ·Na2 ·Na3) = (r)
for some r ∈ k. So
ker pi = {(ρ) | ρ ∈ K, (ρ)2 = (r) for some r ∈ k} = Rpi,
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and
(R̂ : Rpi) = #impi = #imj
∗ = (Â : ker j∗),
which says
#ker j∗ =
#Â
(R̂ : Rpi)
. (3.12)
Now we will try to see a relation between (A : Â) and(R : R̂). For this examine the
homomorphism below: ν : C −→ Cl(k) defined previously sends ([a1], [a2], [a3]) ∈
A = A1 × A2 × A3 ⊆ C to [a1a2a3]2 ∈ Cl(k) , and we get the following exact
sequence.
1 −−−→ Â −−−→ A ν−−−→ A21A22A23 −−−→ 1
We construct another exact sequence as follows:
1 −−−→ R̂ −−−→ R ν−−−→ A21A22A23 −−−→ 1,
where ν(a1a2a3) = ν([a1], [a2], [a3]) = [a1a2a3]
2. From these sequences one can
conclude that (A : Â) = (R : R̂), and substituting this in the equation above we
get:
# ker j∗ =
#Â
(R̂ : Rpi)
=
(A : Â) ·#Â
(R : R̂)(R̂ : Rpi)
=
#A
(R : Rpi)
.
which proves the claim2.
Now we will compute (R : Rpi). To do this, take (ρ) ∈ Rpi. Since (ρ)2 = (r)
for some r ∈ k×, construct η = ρ2/r is a unit in OK . As the ideal (ρ) is fixed by
Gal(K/k), ηi = (N
iρ)/r is a unit in Ei since Ni(ηi) = ρ
4/r2 ∈ Ok.
Picking σ ∈ Gal(K/k), the automorphism that acts nontrivially on k3/k, we
observe that η = η1η2η
−σ
3 ∈ E1E2E3, and
N1η1 = N2η2 = N3(η
−σ
3 ) = (NK/kρ)/r
2.
Because of the way the unit η is constructed it is determined up to a factor in
EkE
2, where E is used as short of the unit group EK , Therefore we can define a
homomorphism ϕ : Rpi −→ E/EkE2 by assigning the ideal (ρ) ∈ Rpi that satisfies
(ρ)2 = (r), r ∈ k× to the class of the unit η = ρ2/r. Since we had η = η1η2η−σ3
and Ni(η1) = N2(η2) = N3(η3), we can restrict the image set to the following;
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E∗ = {e1e2e3 | ei ∈ Ei, N1e1 ≡ N2e2 ≡ N3e3 mod E2k}
Thus we get that imϕ ⊆ E∗/EkE2. And the lemma below will tell about the
surjectivity of the map.
Lemma 3. Having η = e1e2e3 ∈ E∗, K(√η )/k is a normal extension with an
elementary abelian Galois group and for η , there are ρ ∈ K× and r ∈ k× such
that η = ρ2/r.
Proof. We know that an extension K(
√
η )/k is normal if and only if for every
σ ∈ Gal(K/k) there exists an ασ ∈ K× such that η1−σ = α2σ. For a V4 extension
with galois group Gal(K/k) = {1, σ, τ, στ}, say σ fixes k1; then
η1−σ = (e1e2e3)1−σ = (e2e3)1−σ = (e2e3)2/(N2e2 ·N3e3),
and this is a square in K× as N2e2 ≡ N3e3 mod E2k .
We take it known that Gal(K(
√
η )/k) is elementary abelian if and only if α1+σσ =
α1+ττ = α
1+στ
στ = +1. Picking ασ = e2e3/e where e ∈ Ek and e2 = N2e2 ·N3e3, we
get α1+σσ = (N2e2 ·N3e3)/e2 = +1).
Since K(
√
η )/k is elementary abelian, k(
√
η ) = k(
√
r ) for some r ∈ k×. But
then there must exist ρ ∈ k× such that ρ2 = ηr.
Given η we could find (ρ, r) giving ρ2 = ηr therefore ϕ : Rpi −→ E∗/EkE2 is
onto. And,
kerϕ = {(ρ) ∈ Rpi | ρ2/r = ue2, u ∈ Ek, e ∈ E}
= {(ρ) ∈ Rpi | ∃ r ∈ k×, e ∈ E : (ρ/e)2 = r}
= {(ρ) ∈ Rpi | ρ2 = r for r ∈ k×} = R0.
Just, we defined R0 = kerϕ; the group of principal ideals Hk is a subgroup of R0,
and we will calculate the index (R0 : Hk)
Claim 3. (R0 : Hk) = 2
2−u, where 2u = (E(2) : Ek) and E(2) = {e ∈ E : e2 ∈
Ek}.
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Proof. let Λ = {ρ ∈ K× | ρ2 ∈ k×} and map Λ/k× onto R0/Hk by sending ρ · k×
to (ρ) ·Hk.
The kernel of this map is E(2)k×/k× since it is a normal subgroup of Λ/k×
and elements of E(2)k×/k× corresponds to unit elements of Λ/k× under the map
defined. Hence we get the following exact sequence:
1 −−−→ E(2)k×/k× −−−→ Λ/k× −−−→ R0/Hk −−−→ 1
and Λ/k× has order 4 as (Λ/k× = {k×,√a · k×,√b · k×,√ab · k×} for K =
k(
√
a,
√
b )) and E(2)k×/k× ' E(2)/Ek = 2u. So we really get that (R0 : Hk) =
22−u.
Claim 4. (R : Hk) = (R : Jk)(Jk : Hk) = 2
thk, where t = #Ram(K/k).
Proof. It is already defined that that (Jk : Hk) = hk, what about (R/Jk); This
consists of the triples a · b · c where a, b, c are ramified primes in respectively
k1, k2, k3. This seems to give 2
t1 · 2t2 · 2t3 triples, where ti denotes the number
of finite primes ramified in ki, but we should be careful since any ramified prime
either ramifies in two of the subextensions or three of them. Hence we can use
them only once. So any ramified can contribute only once therefore we should
divide our number by 4 for totally ramified primes and by two for those ramifying
in only two of the subextensions. But this gives exactly 2t elements by claim4,
which says 2t1+t2+t3 = 2t
∏
e(p), where t is the number of ramified primes in
K.
So we get
(R : Rpi) =
(R : Hk)
(Rpi : R0)(R0 : Hk)
= 2t−2hk
(E(2) : Ek)
(E∗ : EkE2)
.
Since
(E : EkE
2) =
(E : E2)
(EkE2 : E2)
,
(EkE
2 : E2) = (Ek : E
2 ∩ Ek) = (Ek : E
2)
(E2 ∩ Ek : E2k)
and
(E2 ∩ Ek : E2k) = (E(2) : Ek),
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we get (E : EkE
2) = 2λ−κ(E(2) : Ek), where λ and κ denote the Z-ranks of E and
Ek, respectively.
Putting all these together, we find
(R : Rpi) = 2
thk
1
(E∗ : EkE2)(R0 : Hk)
= 2thk
(E : E∗)(E(2) : Ek)
4(E : EkE2)
= 2t+κ−λ−2hk(E : E∗).
Writing (E : E∗) = (E : E1E2E3)(E1E2E3 : E∗), where the first factor is the unit
index q(K), we get
(R : Rpi) = 2
t+κ−λ−2q(K)hk(E1E2E3 : E∗). (3.13)
To calculate (E1E2E3 : E
∗) we will find (E1E2E3 : E∗1E
∗
2E
∗
3) and (E
∗/E∗1E
∗
2E
∗
3)
the ratio of whom will give the index desired and where E∗i is defined as E
∗
i =
{ei ∈ Ei |Niei ∈ E2k}. After the construction we easily observe that;
Lemma 4. We have
E∗/E∗1E
∗
2E
∗
3 ' H0/E2k . (3.14)
Since E∗ exactly consists of triples with each ith component in Ei and all with
the same norm mod E2k . We can define a map onto H0/E
2
k by assigning any i
th
component to its norm modulo E2k . This is onto since for any α ∈ H0modulo E2k
there exists units in Ei ( i ∈ 1, 2, 3) and we pick the product of these units which
is already in E2k . The kernel of this map consists of tuples whose terms have norm
in E2k . But this is exactly E
∗
1E
∗
2E
∗
3 . So we get the relation desired.
Now we will determine the index (E1E2E3 : E
∗
1E
∗
2E
∗
3); so let us consider the
homomorphism
ξ : E1/E
∗
1 × E2/E∗2 × E3/E∗3 −→ E1E2E3/E∗1E∗2E∗3 ,
Letting e1 denote the coset eiE
∗
i we find
ker ξ = {(e1, e2, e3) : e1e2e3 = u1u2u3 for some ui ∈ E∗i }.
If (e1, e2, e3) ∈ ker ξ; then e1e2e3 = u1u2u3 for some ui ∈ E∗i . We replace the
ei = eiE
∗
i by eiu
−1
i E
∗
i , so get e1e2e3 = 1. When σ is the element of Galois group
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fixing (e1e2e3)
1+σ = e21N2e2N3e3 = 1, and this implies e
2
2 ∈ Ek; in a similar way
we find that e22 ∈ Ek and e23 ∈ Ek. If N2e2 were a square in Ek, so were N3e3,
and e1 would have to lie in Ek: but then ei ∈ E∗i for i = 1, 2, 3, and (e1, e2, e3) is
trivial. So if ker ξ 6= 1, we must have ei ∈ Ei \ Ek for i = 2, 3; but we have seen
e2i =: εi ∈ Ek, so we get ki = k(
√
εi ) for i = 2, 3 and, therefore, k1 = k(
√
ε2ε3 ).
Moreover,
ker ξ = {1, (√ε1 · E∗1 ,
√
ε2 · E∗2 ,
√
ε3 · E∗3)}
in this case.
Thus we have shown that #ker ξ 6= 1 implies u = 2 and #ker ξ = 2, where
the index 2u = (E(2) : Ek) was introduced above. If, on the other hand, u = 2,
then ki = k(
√
εi ) for units εi ∈ Ek, and (√ε1 ·E∗1 ,
√
ε2 ·E∗2 ,
√
ε3 ·E∗3) is a nontrivial
element of ker ξ. Therefore #ker ξ = 2v with v = 2u − u− 1, and
(E1E2E3 : E
∗
1E
∗
2E
∗
3) = 2
−v∏(Ei : E∗i ). (3.15)
To determine (Ei : E
∗
i ), we will use the group theoretical lemma which have
been proved in preliminaries part:
Lemma 5. Let G be a group and assume that H is a subgroup of finite index in
G. If f is a homomorphism from G to another group, then
(G : H) = (Gf : Hf )(GfH : H),
where Gf = imf , Gf = ker f , and H
f is the image of the restriction of f to H.
We apply this lemma to G = Ei, H = E
∗
i , and f = Ni. Then Gf = {ε ∈
Ei |Niε = 1} ⊆ E∗i = H, Gf = ENi = {Niε | ε ∈ Ei}, and Hf = E2k ; now Lemma
5 gives
(Ei : E
∗
i ) = (G : H) = (G
f : Hf ) = (ENi : E
2
k). (3.16)
Putting (3.13), (3.14), (3.15), (3.16) together, we find
(R : Rpi) = 2
t+κ−λ−2q(K)hk(E1E2E3 : E∗)
= 2t+κ−λ−2q(K)hk
(E1E2E3 : E
∗
1E
∗
2E
∗
3)
(E∗ : E∗1E
∗
2E
∗
3)
= 2t+κ−λ−2−vq(K)hk
∏ (ENi : E2k)
(H0 : E2k)
,
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We have the following ambiguous class number formula for the quadratic
extension ki, the proof of which can be found among the lecture notes of Lem-
mermeyer’s Global Class Field Theory course.
#Ai = 2
δi−κ−2hk · (ENi : E2k), (3.17)
where δi denotes the number of (finite and infinite) places in k that are ramified
in ki/k.
Since #A =
∏
#Ai, we obtain that
#A = 2δ1+δ2+δ3−3κ−6h3k ·
∏
(ENi : E
2
k);
by 3.11 dividing by 3.13 yields
#ker j∗ = 2t1+t2+t3−t+d1+d2+d3+λ−4κ−4+vh2k · (H0 : E2k)/q(K), (3.18)
Now we will show the following index relation for a neater formula.
Claim 5. Let ti be the finite part of δi and di be infinite part of δi where δi denotes
the number of prime ideals in k ramified in ki/k, then δi = ti + di and
2t1+t2+t3 = 2t
∏
e(p), 2d = d1 + d2 + d3, and λ− 4κ = 3− 2d (3.19)
where t denotes the number of ramified finite primes and d number of infinite
primes in K/k also λ is the unit index of K and κ is the unit index of k.
Proof. For ramified finite primes p it has either e(p) = 4, or e(p) = 2, if e(p) = 4
the inertia field becomes k so p ramifies in all subextensions. On the other hand
when e(p) = 2, we get that inertia field has index 2 over k, that is there exists only
2-extension in which p is unramified. So it ramifies in two of the ki’s, this gives
us the first relation. Now let κ be the map corresponding to an infinite prime. At
this point we should note that this infinite prime ramifies in the extension k
√
m
if and only if κ(
√
m) < 0. Say k1 = k(
√
m), k2 = k(
√
n), k3 = k(
√
mn). As
κ(
√
mn) = κ(
√
m).κ(
√
n) we see that any infinite prime ramifies in two of the
subextensions or does not ramify in any. This gives the second equation.
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We have n = (k : Q) = rk + 2sk since (K : k) = 4 we get 4n = (K : Q) =
rK + 2sK (where (r,s) refers to number of real and non-real infinite places). If
none of the primes ramify we get rK = 4rk, sK = 4sk, but if d of the infinite
primes in k ramifies we get rK = 4(rk−d) and sK = 12(4n−4(rk−d)) = 4sk+2d.
Finally we calculate the unit index of k denoted as κ, κ = rk + sk − 1 = and
λ = rK + sK − 1 = 4(rk − d) + 4sk + 2d− 1 = 4κ− 2d+ 3.
This gives the relation λ− 4κ = 3− 2d.
Now we are ready to get the neat formula, for this we should remember what
relations we have and do the proper substitutions:
We obtain from 3.19 and 3.18 that
#ker j∗ = 2v−1h2k
∏
e(p) · (H0 : E2k)/q(K).
by 3.8 , multiplying this with (H : H0), we get
#ker ĵ = (H : H0).#ker j
∗ = 2v−1h2k
∏
e(p) · (H : E2k)/q(K), (3.20)
Having
h(K) =
cokj
ker j
· h1h2h3.
and the relation
hk · cokj
ker j
=
cokĵ
ker ĵ
. (3.21)
knowing already cokĵ by 3.7 We get that
h(K) = 2d−κ−2−vq(K)h1h2h3/h2k. (3.22)
In particular,
h(K) =

1
4
q(K)h1h2h3 if k = Q and K is real,
1
2
q(K)h1h2h3 if k = Q and K is complex,
1
4
q(K)h1h2h3/h
2
k if k is a complex quadratic extension of Q.
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Example
Let us calculate the class number formula of the extension K = Q(
√−5,√6).
Let k1 = Q(
√−5), k2 = Q(
√
6), k3 = Q(
√−30). Since K is complex we have
the formula h(K) = 1
2
q(K)h1h2h3. For quadratic number fields with small dis-
criminants, it is not a big deal to calculate the class number. Actually we get
that h1 = 1, h2 = 2 and h3 = 4. The main task is to find q(K). After finding
the fundamental units, which is ε = 5+2
√
6 we test whether its square roots are
also units.
√
ε =
√
2 +
√
3, and
√−ε = i(√2 +√3). But these are not elements
of K. Hence we see that every unit of K is included in one of the subextensions.
That is q(K) = 1 and it turns out that h(K) = 4.
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