The assimilation of Soil Moisture and Ocean Salinity (SMOS) data into the ECMWF (European Centre for Medium Range Weather Forecasts) H-TESSEL (Hydrology revised -Tiled ECMWF Scheme for Surface Exchanges over Land) model is presented. SMOS soil moisture (SM) estimates have been produced specifically b y t raining a n eural n etwork w ith S MOS brightness temperatures as input and H-TESSEL model SM simulations as reference. This can help the assimilation of SMOS information in several ways: (1) the neural network soil moisture (NNSM) data have a similar climatology to the model, (2) no global bias is present with respect to the model even if regional differences can exist. Experiments performing joint data assimilation (DA) of NNSM, 2 metre air temperature and relative humidity or NNSM-only DA are discussed. The resulting SM was evaluated against a large number of in situ measurements of SM obtaining similar results to those of the model with no assimilation, even if significant differences were found from site to site. In addition, atmospheric forecasts initialized with H-TESSEL runs (without DA) or with the analysed SM were compared to measure of the impact of the satellite information. Although, NNSM DA has an overall neutral impact in the forecast in the Tropics, a significant positive impact was found in other areas and periods, especially in regions with limited in situ information. The joint NNSM, T 2m and RH 2m DA improves the forecast for all the seasons in the Southern Hemisphere. The impact is mostly due to T 2m and RH 2m but SMOS NN DA alone also improves the forecast in July-September. In the Northern Hemisphere, the joint NNSM, T 2m and RH 2m DA improves the forecast in April-September, while NNSM alone has a significant positive effect in July-September. Furthermore, forecasting skill maps show that SMOS NNSM improves the forecast in North America and in Northern Asia for up to 72 hours lead time.
Introduction

24
The amount of moisture in the soil is an important variable to understand the coupling of the 25 continental surface and the atmosphere [1, 2] . Soil moisture (SM) initialization is also crucial for data [39] [40] [41] . H-TESSEL uses four soil layers. The thickness of the soil layers are in an approximate 124 geometric relation (7 cm for the top layer and then 21, 72, and 189 cm). The ECMWF Integrated Forecast 125 System (IFS) uses a spectral representation of meteorological fields where each field is expanded in 126 series of spherical harmonics. The spatial resolution is determined by the truncation of the serie at 127 a given total wavenumber. In this study, the model was run with a spectral truncation T511, since This study used the CATDS AUX_CDFECA and AUX_CDFECD products, which contain ECMWF
133
IFS data re-sampled from a Gaussian N400 grid to the EASE grid of the SMOS L3TB product using a 134 bilinear spatial interpolation and interpolated linearly in time to match the time of SMOS overpasses in 135 between two consecutive 3 hours forecasts. Therefore, we used those products to extract the volumetric 136 moisture content in the first soil layer (0-7-cm depth; hereafter ECMWF SM 1 ) to train the NNs. In 137 addition, the snow depth and the soil temperature in the first layer were used to filter out regions with 138 snow or frozen soils (see Sect. 3). 
In Situ Measurements
140
Surface synoptic observations (SYNOP) of T 2m and RH 2m are used by NWP centers to analyse 141 SM. First, a screen level analysis is performed, which provides gridded fields of analysed T 2m and 142 RH 2m . Subsequently, these fields are used as input of the SM analysis [31, 44] . This is the approach 143 used in this study to assimilate SLVs.
144
In addition to data for assimilation, in situ measurements were also used for evaluation. The Table 1 shows a summary of the networks used, including the depth of the measurement, 151 the location and the number of sensors. 
Methods
153
Figure 1 shows a flow chart of the SMOS NNSM data assimilation and the evaluation methodology, 154 which can be divided in three main blocks. First, instead of implementing an observation operator 155 computing the radiative transfer from SM to T b s, here, it is the NN that is trained to find a non-linear 156 mapping from T b s to SM. This is presented in detail in Sect. 3.1. Second, the NNSM data, with and
The training database was constructed using data from 10 November 2010 to 31 December 2013.
169
The data were temporally sampled with a time step of 5 days . Finally, the data were also spatially 170 sampled with a step of three grid points both in latitude and longitude. ECMWF H-TESSEL model 171 estimations of snow depth and the temperature of the first soil layer were used to filter out regions 172 with snow or frozen soils. In addition, SMOS data with a probability of being affected by artificial 173 emission (radio frequency interferences) higher than 20 % as given by the RFI_Prob parameter in 174 SMOS Level 3 files were also filtered out.
175
From the filtered data subset, 60% of the samples were used for the actual NN training, 20%
176
were used for evaluation of the training process and to avoid over-training, while the final 20% was 177 used as a test set to evaluate the performances of the trained NN a posteriori. The training was done 190 which implies that there is not a significant bias in between both SM datasets. 
Offline surface-only land data assimilation system
192
The data assimilation framework used in this study is the ECMWF surface-only Land Data Assimilation System (so-LDAS). Table 2 summarizes the main differences of the so-LDAS and the LDAS of the Integrated Forecast System (IFS-LDAS). The so-LDAS uses a similar point-wise Simplified Extended Kalman filter scheme as the IFS-LDAS [22] to perform a SM analysis ingesting analysed SLVs provided by the IFS-LDAS and remote sensing SM. The so-LDAS relies on an offline sequential data assimilation in a 24-hours window, based on the H-TESSEL land surface model [38] with ERA-Interim atmospheric forcing [43] . The control vector x has three elements corresponding to the SM from the three first soil layers of the model. For each observation within the assimilation window, the observation vector y o has one element when only NNSM is assimilated or three elements if T 2m and RH 2m are also assimilated. The analysis increments, ∆x, are computed as the product of the Kalman gain matrix K and the innovations of first guest departure vector (difference of the model at time t, y t , and the observation operator h applied to the control vector at time 0).
The Kalman gain is computed as:
where B is the background error covariance matrix, R is the observation error covariance matrix and
193
H is the Jacobian of the observation operator, which is estimated by perturbing each component of 
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The matrix B is time-independent (simplified EKF series. The STD and RMS of the difference time series were computed. The bias was computed as the 232 mean of the analysed (or OL) times series minus the mean of the in situ measurement times series.
233
Those metrics, in addition to the Pearson correlaltion, were computed sensor by sensor with respect to 234 the closest grid point. Afterwards, the metrics were analysed site per site and network per network.
235
The results are presented in Sect. 4.3. forecasts were compared to this reference in periods of three months. In a second step, the scores 241 obtained for the forecast using the surface model with no DA were subtracted to the scores obtained 242 for the forecasts using analysed surface fields. Therefore, negative values imply that the forecast using the NNSM map is similar to the H-TESSEL map but it shows small differences coming from the SMOS
251
T b s and the trained NN. To get further insight on the data set to be assimilated, NNSM, RH 2m , and
252
T 2m were compared systematically to the model simulations. Figure 4 shows the mean innovations
253
(observations-model) for NNSM and RH 2m for January-March (JFM) and July-September (JAS). Figure   254 4 also shows the mean innovations for T 2m but computed as model-observations because the T 2m and
255
SM relationship is, in principle, inverse (the more SM the lower T 2m , and conversely). In general, the given to NNSM data during the assimilation makes that the impact is very low.
274
As expected, the third model soil layer increments are mainly due to SLV DA (see Figs. 5a,c), It is noteworthy that the analysis of SLV gives positive increments in Asia in areas where SMOS data is 281 not available due to contamination by artificial emission at 1.4 GHz (radio frequency interference, RFI).
282
The seasonal behaviour of the assimilation of NNSM is shown in Fig. 6 for experiment NNSM.
283
Cumulative increments in Australia, South Africa and parts of South America are negative in 284 January-March and October-December and they are positive from April to September. This behavior is 285 in agreement with NNSM innovations (Fig. 4) . is not shown in Fig. 10 . NNSM-SLV and SLV* show some small improvements for October-December (not shown in Fig. 10 ).
330
In contrast, experiment NNSM might imply a slight decrease of performance in July-September (taking 331 into account the errorbars, the RMS difference is compatible with a neutral impact). The improvement is higher in July-December, being significant until days 4-5 in October-December.
335
When using SM from the NNSM experiment the forecast skill improve up to day 2-3 in July-September.
336
It is noteworthy that in this period, the forecast skill when using the NNSM-SLV analysis is better than 337 that using the SLV* analysis. In conclusion, SMOS NNSM adds significant information to the SLVs and 
340
Forecasts using NNSM-SLV and SLV* show an increase in performances in April-September (Fig. 10) .
341
As in the Southern Hemisphere, the RMS decreases more for forecasts using NNSM-SLV than for those 342 using only the SM analysis with SLV* DA. The forecast using the SM analysis from the NNSM NN DA 343 alone also has a significant positive effect in July-September.
344
To get further insight into the increase in forecasts skill when using the NNSM and NNSM-SLV 345 analyzed SM fields, it was also studied using global maps. Figure 11 shows maps of the forecast skill 346 for air temperature at 850 hPa averaged for the July-September period as a function of the forecast 347 time from 12 to 72 hours. The six left panels (Fig. 11a) show the results for experiment NNSM-SLV and 348 the six right panels (Fig. 11b) show the results for experiment SLV*. [9]. As discussed above, many sites and larger time periods must be analyzed to obtain robust results.
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A more general result using tens of sites was discussed by , who presented 
389
The current study uses a much larger evaluation data set (more than 900 sensors) that those used 390 in the studies cited above and, as shown in Fig. 9 , at some sites the correlation improves by similar
391
(or higher) values to those found in previous studies [48, 49] . In summary, the average low impact of 
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The offline approach has the great advantage to enable to perform, at a reasonable computing cost, the that is still difficult to model and for which it is difficult to provide state-dependent uncertainties. The different SM analyses were studied and compared for the four quarters of 2012. Some seasonal 436 effects and regional differences were found when using SMOS NNSM. For instance cumulative 
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The different SM analyzed fields were evaluated against a large number of in situ SM 444 measurements. Significant differences were found from site to site but on average the SM analysis gives Table 3 . Experiments compared in this study. Experiment labels are shown in column 1. Column 2 shows the SM dataset assimilated if any. Column 3 shows the observation error assumed for the SM dataset (σ SM ) as a function of σ NN , which is provided by the retrieval algorithm. Figure 3 shows an example of σ NN . Column 4 shows if T 2m and RH 2m are also assimilated for each experiment. 
