Let P(D) be a matrix of linear differential operators with constant coefficients and f be a vector of functions defined on a domain D in Rn. We consider the problem whether a solution u of the equation P(D)u = f exists or not on the domain Q assuming that f satisfies the compatibility condition. For example, let P(D) be the Cauchy-Riemann system (resp, the de Rham system).
Then the solution always exists if the domain 9 is pseudo-convex (resp. simply connected). If 9 is convex, this problem has been affirmatively solved for general P(D) by Ehrenpreis
[3], Malgrange [9], Hormander [6], Palamodov [11] and Komatsu [7] in many function spaces.
In this note we discuss two special cases of the problem in § 2 and § 3 respectively.
The first one is the case where the domain has a compact hole and the second one is the case where P(D) is a partial de Rham system. First we introduce some notations in § 1. § 1. We denote by P the ring of linear partial differential operators with constant coefficients in Rn, by A, ., ~1', e the sheaves of real analytic functions, hyperf unctions, distributions and infinitely differentiable functions over Rn respectively and generally by 9 one of these sheaves. Let M be a finitely O E---M E-fro E--~pr 1 Eg r 2 E--...
where t P(D) is the transposed matrix of the r1X ro matrix P(D). We regard f' and M as constant sheaves over Rn. Then M and 2F are sheaves of flyModules in the natural way.
Applying the functor 9t'omg(., 9) to (1.1), we have a cochain complex of sheaves of ~-Modules :
where we denote by the solution sheaf 9Com~(M, S'), We denote by F(Q) the space of the sections r(Q, F) and apply the functor Hom~(•, F(Q)) to (1.1) or the functor T(Q, •) to (1 .2), then we have a cochain complex of ?-modules:
Since the i-th cohomology group of (1.3) is Extp(M, 9(Q)) by definition, a vector of functions u 9(Q)r0 satisfies P(D)u = 0 if and only if u Hom~(M, 9(Q)), and assuming that Ext(M, 9(Q)) =0, the equation P(D)u= f on Q has a solution u if and only if the compatibility condition P1(D)f= 0 holds.
In THEOREM 1.1. Let 9 be one of B, flY' and e (or LA) and W be a convex open (resp, convex compact) set in Rn. Then 9(W) is an injective iP-module, i. e., Extp(M, 9(W))=0 for any c-module M.
Since the above sets W form a fundamental system of neighbourhoods at any point of Rn, the sequence (1.2) is exact. Namely (1.2) is a resolution ~f 9'.
Moreover, B, D' and e are soft sheaves and Ht(Q, LA) = 0 for i >_ 1 by a theorem of Malgrange. Hence the i-th cohomology group of (1.3) is equal to H1(Q, 9M). Thus we have (1.4) H1(Q, 9M) = Extp(M, 9(Q)) for i >_ 0.
Let Z be a closed set in Rn. Then the i-th cohomology group of
... _* -8z(Rn)r~-1 ciz(Rn)ra --~ aZ(Rn)ri+1--~ is equal to HZ(R, ABM) since is a flabby sheaf, where we denote by B(R) the space of the global sections of . whose supports are contained in Z. We get also (1.5) by applying the functor Hom~(•, fl 3(R)) to (1.1), so that we have (1.6) Hz(RT, BM) = Ext}p(M, fl9z(R' )) for i >_ 0. § 2. In this section we discuss the first case in the space of hyperfunctions.
THEOREM 2.1. Let Q be a domain in Rn with a compact hole, i. e., there exist a domain V in Rn and a compact subset K/=o of V such that Q= V-K and M be a finitely generated ~P-module. Then the following condition (1) implies (2) for an arbitrary positive integer i. (2) Ext 1(M, P)=0.
PROOF. According to Komatsu [8] we have the following exact sequence :
Therefore (1) and (1.4) imply HK 1( V, ABM) =0. Since H 1(V, .cBM) is equal to HR 1(Rn, cBM), the i+1-th part of (1.5) and its Fourier-Laplace transform
are exact, where Pi(l;) and P2+1(c) are the matrices with polynomial elements which we get replacing -/-1 a/ax; by 1,. We can assume {0} E K without loss of generality, then the space of polynomials with n variables, which we denote by A, is contained in Since the ring' is isomorphic to the ring A by the above correspondence, we have proved the following sequence is exact :
We also get the sequence (2.3) by applying the function Homy(., ~P) to (1.1). This implies (2). q, e. d. REMARK. This theorem does not hold in the space A nor e. (See Example 3.2 iii).)
Conversely we have the following theorem because of the flabbiness of B. THEOREM 2.2. Let k be a positive integer and assume that a finitely generated 5'-module M satisfies the condition (2) for any i>_ k. Then the condition (1) holds for any domain Q in Rn and any i>_ k.
PROOF. Any finitely generated ~P-module N has a free resolution:
From the short exact sequence
we obtain the long exact sequence : q. e. d.~ § 3. Throughout this section we assume the ~P-module M equals 9/ where g is the ideal of ~? generated by a/ax1, ..•,/axk (1 <_ k <_ n). We denote by y and z the coordinates x1, • • • , xk and xk+1, • • • , xn respectively and by ?C the projection from a domain Q in Rn to Rn-k defined by (y, z) E--± z. Moreover we denote by F one of the sheaves A, B, ID', e over Rn as in § 1 and by the corresponding sheaf over Rn-k. Then the solution sheaf yM is isomorphic to 7r* n_k because h1 is constant along the fibre of ~r. Here we denote by 7r h7 the inverse image of the sheaf over Rn-k under the map 7r. We cite some examples.
Let k equal 2 in the examples, which means that we think the system of the equations -au = fi (i=1, 2). Then the compatibility condition is the equation --=--. Assume that Q-=Rn-A, ax l ax2 n >-3 and A is as follows: EXAMPLE 3.1. A= {(x2, x2i z) Rn ; x1= z= 0} .
Set D Rn-2-{0}. Then we have
This vanishes if and only if E is B. For instance, the following system on Q has no solution in e. Then by Leray's theorem on cohomology groups of the covering Q = U1 U U2i H1(Q, FM) is isomorphic to the cokernel of the map
Therefore we have (3.1) by the following isomorphisms :
and P (U1 U2, g W) P (D, Fn-2) 3 (U, n-2) EXAMPLE 3.2. i) A= {(x1, x2f z) E Rn ; x1= x2 = 0}, ii) A {(x1, x2, z) Rn , x1-x2 =0, x3 0}, iii) A = {(x1, x2, z) c Rn ; x1= x2 = z= 0} . In i), ii) and iii) we have We have the following theorems as expected by these examples. THEOREM 3.3. Assume that M is the ?-module P/~ where g is the ideal o f f' generated by a/ax1, .
•., a/axk. Then the two conditions are equivalent for a domain Q in Rn.
To prove the theorem we employ a method similar to Suzuki [13], which argues the problem in the holomorphic category in the case k =1. First we give some definitions. Given a point x Q, let Lx be the connected component of the set 7r-1.1r(x) containing x. We denote by X the quotient space of Q with the quotient topology by the equivalence relation " Lx = Lx•" for x, x' Q. We write the natural projections 1r1 : Q-X and ire : X--R. Then the following is clear: 2 _ ~2 • ~1 and .~M "' 2r*pn-k = 7r1 7r2 Fn-k (3.5)
r1 is an open map with connected fibres ; ~r2 is a local homeomorphism.
We prepare two lemmas: LEMMA 3.4. The sheaf r2*g3n_k is flabby.
Global existence of solutions of linear differential equations 581.. PROOF. Let P be an arbitrary point of X. Since the map ir2 is a local homeomorphism, there exists a neighbourhood U of P such that ir2*2n_k 1 U is a flabby sheaf. Therefore we can prove easily by Zorn's lemma that 2r2*-~n-k is flabby (cf.
[4], Chapter II, § 3.1).
q. e. d. LEMMA 3.5. Using the above notations and assuming that H1(2rj1(P), C)=0 at every point P in X, we have ` C 1(1r1*~) = 0 for any sheaf ~7 o f C-Module over X. Here we denote by 9C~1(Q') the q-th direct image o f a sheaf ~' over 0 under the projection 7r1. Let u be a section of O1 over 7r11(U) satisfying plu = 0. Then there exist a convex open set V7, 2rl 1(U) and a section vx E ~0(Vx) for every x 7rj 1(U) such that Vx x and p0vx = u Vx. We choose a point x° E ,rl 1(P) and denote by U' the open set 7r1(V0) containing P. Then we can find v ~~'0C1r11(U')} satisfying p0v = u 2r11(U') as follows :
For a point x ir11(U') there exist finite points xl, ••• , xr contained in ~1 1.1r1(x) such that Vxi n Vxi+1 ~ 0 for 0 < i < r where we denote by xr+1 the point xo set U" = U f l Since v -v+1 is an element of n ~1 Vxin Vxi+1)• 0<_i<r F(Vxin, Vxi+1, r1*g) and 7r1 Vxin Vxi+1 is an open map with connected fibres,, we can find the unique section wi E Q(U") such that 7rl*wi = vxi-v+1 on. Vxi n Vxi+1 n ~ci 1(U"). Then we define v by the equality r v I Vxn1r11(U'~)=vx-~-TC1* wi.
i-°
The well-definedness of v is due to the assumption meaning that H1(7ri 1.2r1(x)r ~nl(x>) = 0.
This shows the right side of (3.6) equals 0 by definition. So we have 9C;~1(?rl*~~ )P = 0 for P E X, thus 9Cn1(7r1*2) =0.
q. e. d. PROOF OF THEOREM 3.3. (4) (5). It suffices to prove that the equations on 7r-1(z°) Since u-u is a solution of (3.8), we see that the section $(u-u)dxk+l dxn over ir-1(z°) is a solution of (3.7). In fact, the well-definedness of the integral follows from (3.9). This completes the proof of the theorem.
In the space of distributions we have the following theorem. THEOREM 3.6. Assume that M is the same as in Theorem 3.3. Then the followings are equivalent conditions for a domain Q in Rn.
<6)
Ext(M, o'(Q)) = 0,
H1(7r-1(z), C) _ O for any z c Rn-k and the topology of X is Hausdorff. In our proof of Theorem 3.6 we need the following lemmas. LEMMA 3.7. Let u be an element o f P(Q-7r'1(z°), JJ'M) where z° E Rn-k Assume a has an extension u' F(Q, flY). Then we can also extend u over Q as a section o f g'M.
PROOF. The set 7r-1(z°) has the following decomposition into the connected components : x~ 24
For every 2 A we can find convex open sets VCR' and W C Rn-k such that x 2 E: V x W C Q. Choose a function cp(y) ~D(V) satisfying $co(y)dy * 0.
We define a distribution w2 E fl'(W) by the equality w2 _ $co(y)u'dy/$(y)dy. T hat is, <w2, p(z)> _ <u', ~(y) p(z)/ cp(y)dy> for any p(z) E (W). Let U2=
7rr1.7r1(V x W). Since the distribution u' U2-7r-1(z°) is constant along the fibre of 7z and 7r U2 has connected fibres, it is clear that the distribution 7z*w~ flj'M(U2) equals u' and also u on U2-7r-1(z°).
Hence there exists u f'M(Q) such that u I U2 = 7r*wA for a E .
q. e. d.
LEMMA 3.8. Assume ' is A, flY or 8. Then the followings are equivalent conditions for X :
The topology of X is Hausdorff.
(9) H1(X, 7r2*sn-k) = 0.
PROOF. (8) b (9)
. This is clear, because (8) implies that X is an (n-k)-dimensional real analytic manifold and that 7r2*E"n_k is a sheaf of real analytic functions, distributions or infinitely differentiable functions over the manifold.
(9) G (8). Suppose that the topology of X is not Hausdorff.
Let P and P' be distinct points in X which cannot be separated by open sets. Let U and U' be open neighbourhoods of P and P' respectively such that 7r2 I U and ir21 U' are into-homeomorphisms.
We denote shortly by V the open set X-{P} and by 2 the sheaf 7r2*Fn_k. Consider the following commutative diagram :
The first row is the exact Mayer-Vietoris sequence (cf.
[1], Chapter II, 13), the map p1 (or p2) is defined by (u1, u2) H u1-u2, and r1 and r2 are restrictions. Note that U'3 V = X, Un V = U-{P} . Condition (9) implies that p1 is surjective, therefore Imr2CIm p2. Considering r(U, 7) "'r(2r2(U), 9n-k) etc., we define the maps r2 : r(ir2(U)-ir2(P), sn-k) --~ r(ir2(Un U'), n-k) and p2: r(~2(U ), n-k)~r(~2(U'), sn-k) -~ r(~2(Un U'), sn-k),
then Im r C Im p2. We can find f E Im r-Im p2 in the undermentioned way, which contradicts this fact and completes the proof : There exists a sequence {Pi} of points in Un U' which converges to P and P'. Then the sequence {zr2(P2)} converges to the point 7r2(P) = 7r2(P'). In the case where F is LA or e, we set f =1/ z-rr2(P) 2 and in the case is in jective (cf. (3.11)), it follows immediately from (1.4) and Lemma 3.8 that (6) implies (8).
(7) (6) follows from Lemma 3.5 and Lemma 3.8. See the proof of "(5) ~, (4) q. e. d. We define the conditions for a domain Q in Rn
Ext~~(M, e(Q)) = 0, then the following theorem also follows from the same proof as above. THEOREM 3.9. On the same assumptionn as in Theorem 3.6, i) (7) implies (10) and (11), ii) (10) implies (8), (11) implies (8). Note that neither (10) nor (11) implies (7) except in the cases where k=1 and where k = n (cf. Example 3.2). PROPOSITION 3.10. Assume that M=c'/g where is an ideal of generated by a/ax1 and a/axe (i, e, k =2) and that a domain Q in Rn satisfies the conditions (11) and (12) Q = int Q (= the interior o f the closure o f Q).
Then (7) holds. PROOF. It suffices to prove (5). Suppose that there exists a point z° R2 such that H1(1r'-1(z°), C) *0. Then there exist a Jordan curve C in R2 and a point y° contained in the domain which is surrounded by C such that Cxz°cQ, (y°, z°)EEQ.
Assume that (y°, z°) aQ. Then we can find convex open sets V in R2 and W in Rn-2 such that VBy°, WBz°, CnV=O, CxWcQ.
Since (12) implies that asp = a(Rn-Q), the set V x W n (Rn-Q) is non-void. Choose a point (y1, z1) in the set. Thus we can assume that (y°, z°) Q from the beginning replacing (y°, z°) by (y1, z1) if necessary. 
