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Abstract
Purpose – Generally, the user requires customized information reflecting his/her current needs and interests 
that are stored in his/her profile. There are many sources which may provide beneficial information to enrich 
the user’s interests such as his/her social network for recommendation purposes. The proposed approach 
rests basically on predicting the reliability of the users’ profiles which may contain conflictual interests. The 
paper aims to discuss this issue.
Design/methodology/approach – This approach handles conflicts by detecting the reliability of 
neighbors’ profiles of a user. The authors consider that these profiles are dependent on one another as they 
may contain interests that are enriched from non-reliable profiles. The dependency relationship is determined 
between profiles, each of which contains interests that are structured based on k-means algorithm. This 
structure takes into consideration not only the evolutionary aspect of interests but also their semantic 
relationships.
Findings – The proposed approach was validated in a social-learning context as evaluations were conducted 
on learners who are members of Moodle e-learning system and Delicious social network. The quality of the 
created interest structure is assessed. Then, the result of the profile reliability is evaluated. The obtained 
results are satisfactory. These results could promote recommendation systems as the selection of interests 
that are considered of enrichment depends on the reliability of the profiles where they are stored. 
Research limitations/implications – Some specific limitations are recorded. As the quality of the created 
interest structure would evolve in order to improve the profile reliability result. In addition, as Delicious is 
used as a main data source for the learner’s interest enrichment, it was necessary to obtain interests from 
other sources, such as e-recruitement systems.
Originality/value – This research is among the pioneer papers to combine the semantic as well as the 
hierarchical structure of interests and conflict resolution based on a profile reliability approach.
Keywords Enrichment, Interests, Reliability, Temperature, k-means, Semantic similarity
1. Introduction
Recommender systems suggest to users resources (called items) relative to their interests.
These systems are based on three basic approaches including collaborative filtering,
content-based filtering and knowledge-based recommendation (Felfernig et al., 2014).
These approaches suffer from certain limits such as data sparsity and cold start problems
( Jadhav and Wankhade, 2016).
Recently, social-based recommendation approaches have emerged to overcome these limits
(Kumar et al., 2016; Mezghani et al., 2017; Kalaï et al., 2017; Yu et al., 2018). Generally, these
approaches enrich the user’s profile, in different contexts (e-commerce, e-learning, etc.), with
interests extracted from many sources such as his/her social behavior (Mezghani et al., 2017)
(e.g. tagging behavior) or his/her social profiles (Martinez et al., 2014; Kalaï et al., 2017).
Particularly, in e-learning context, the learner’s profile may contain incomplete or partial data.
As a consequence, there is a strong need to enrich the learner’s profile in a social-learning
context for recommendation purposes (e.g. recommend: relevant pedagogic resources for
learning based on the learner’s social interests, traineeships, jobs, etc.). DOI 10.1108/OIR-02-2017-0068
With the evolutionary aspect of social networks, the enrichment of the user’s/learner’s
profile with interests from various social profiles becomes a crucial problem. This problem
resides in the fact that interests that are selected for enrichment may be conflictual (out-of-
date, duplicate, ambiguous, etc.). Most of the conflict resolution approaches (Li et al., 2016) in
different fields such as users’ profiling field (Varma et al., 2017; Li et al., 2017) are based on
source reliability methods. These methods tend to detect the reliability of sources (profiles)
and trustworthy data values (values of interests) in the corresponding sources (Li et al.,
2016). We notice that source reliability methods rest on non-organized data namely ignoring
the semantic relationship between data and their evolutionary aspect over time.
In this paper, we propose a new approach to resolve conflicts between interests for
recommendation purposes. This approach detects reliable neighbors’ profiles of a user
based on organized profiles. We propose to organize each profile by generating a
hierarchical structure of interests that takes into account their semantic relationships as well
as their evolutionary aspect over time. This approach was validated, in social-learning
context, based on learners who are members of Moodle e-learning system and Delicious
social network. Results show that the generated hierarchies improve the results of conflict
resolution by predicting the reliability of profiles. These results could promote
recommendation systems as the selection of interests that are considered for enrichment
depends on the reliability of profiles.
The rest of this paper is organized as follows. In Section 2, some existing studies about
users’ profile reliability and conflict resolution are presented and discussed. Then, in
Section 3, we give an overview of our approach. In Sections 4 and 5, we identify the
proposed mechanisms of our approach. In Section 6, we describe the evaluation results.
Finally, Section 7 concludes the paper and offers certain prospects for future works.
2. Related works
In this section, an overview about reliability of users’ profiles and methods for conflict
resolution are presented followed by a synthesis.
2.1 Reliability of users’ profiles
In literature, the reliability of users’ profiles appeared with user profiling approaches
(Varma et al., 2017; Li et al., 2017). These approaches consist in extracting, from different
sources/profiles, data about a specific user (interests, preferences, goals, background, etc.)
and enriching with these data his/her profile. The major challenges of user profiling
approaches (Barforoush et al., 2017) are: the reliability of the profiling sources, the data that
constitute the profile and the enrichment techniques.
The reliability of the profiling sources consists in detecting the reliability of profiles in
order to obtain the required data about a user. These data should be evacuated from
conflicts. In order to resolve conflicts, some approaches are based on source reliability
methods (Varma et al., 2017; Li et al., 2017). These methods are detailed in the next
subsection. Other approaches such as in educative area consider that a profile is reliable
only if it is frequently updated (Martinez et al., 2014) or manually notified (Walsh et al., 2013)
by the learner.
It is also interesting to consider data that constitute the profile for user profiling. In fact, a
profile may contain data with conflicts (irrelevant: duplicate, ambiguous, out-of-date, etc.). In
this context, some approaches tend to organize the user’s profile in order to maintain
relevant data. Generally, the profile organization is carried out mainly by using the
machine learning techniques (co-training (Ghorbel et al., 2016), KNN (Xu et al., 2015),
k-means (Li et al., 2016), etc.). These techniques permit the structuring of the user’s data by
deleting the out-dated ones.
As the user’s data and particularly his/her interests change over time, other studies use
the notion of temperature including the interest freshness and popularity (Mezghani et al.,
2014) to keep in the profile some popular interests (interests of a wide number of similar
users) relative to a specific period of time.
Enrichment consists in adding relevant data in the corresponding profile in order to
improve its content. Several studies, in literature, applied three different techniques allowing
the validation of the relevance of data (interests). The first technique rests on using the
vector space model (Gemmell et al., 2008) that consists in extracting and adding the
keywords relative to the user’s queries or tags reflecting the user’s interests. However, it is
likely that the system enriches the user’s profile with redundancy, ambiguity and lack of
semantics. In order to resolve this problem, other studies proposed the knowledge-based
technique (Simpson, 2008).
The second technique considers the semantic relationship between interests and an
external semantic dictionaries, such as Wordnet (http://wordnet.princeton.edu). Generally,
these dictionaries provide a restrictive set of words and concepts. Thus, the new used
concepts and words that do not exist in the dictionary are not considered for enrichment.
For this reason, the context-based technique appears to overcome this limit.
The third technique is based not only on semantic dictionary, but also on other
knowledge resources such as the interests relative to social profiles (profiles of the user’s
closest friends or neighbors) (Mezghani et al., 2014). This technique needs to apply a conflict
resolution method in order to enrich the user’s profile with the most relevant data.
2.2 Methods for conflict resolution
The conflict resolution is made through two methods which are majority voting as well as
source reliability (Li et al., 2016).
The majority voting method rests on merging in the corresponding source (profile in our
case) data with the highest number of occurrences existing in the other sources. The major
shortcoming of this method is that it assumes that all sources providing data are equally
reliable (Li et al., 2016). As a matter of fact, the second method emerged in order to estimate
the source reliability degrees and infer true data. The sources providing true data will be
assigned higher reliability, and data supported by reliable sources will be regarded as true
data (Dong et al., 2013).
Source reliability methods are extremely interesting as they lay the ground for certain
beneficial applications in different fields including user profiling field. In literature, we find
several methods (Li et al., 2016) that are established in order to distinguish reliable and
non-reliable sources by inferring their reliability degrees and to derive true data by
conducting weighted aggregation (Dong et al., 2013; Pasternack and Roth, 2010; Li et al.,
2014; Zhao et al., 2014; Zhang et al., 2016). These methods adopt some characteristics that
are summarized in several aspects, such as input data, source reliability and output.
The input aspect describes the pre-processing of the input data which can be duplicated.
In order to solve the problem of data duplication, some studies take into account the
evolutionary aspect of data over time by considering their freshness values (Sarma et al.,
2011; Rekatsinas et al., 2014; Huang et al., 2017; Li et al., 2017; Varma et al., 2017).
Moreover, the input data can be structured (Dong et al., 2013; Pasternack and Roth, 2010;
Dong et al., 2014; Varma et al., 2017), unstructured (Yu et al., 2014), categorical (Huang et al.,
2017), continuous (Pasternack and Roth, 2010) or heterogeneous (Li et al., 2014; Zhang et al.,
2016; Li et al., 2017). For example, in Dong et al. (2014), the input data are related to spaces in
the world which are represented in a hierarchical structure.
The source reliability aspect describes the used assumptions. The most popular
assumption is related to the source dependency. Some studies assume that sources are
independent as they do not copy data from each other (Li et al., 2014; Huang et al., 2017).
Other studies assume that sources are dependent on one another (Dong et al., 2013; Sarma
et al., 2011; Huang and Wang, 2016; Li et al., 2017). The authors adjust the weight of each
source based on the copying relationship among sources. In fact, a source can copy data
from non-reliable source (direct copying) and these data can be copied to another source (co-
copying, transitive copying).
As for the output aspect, these approaches use either the labeling technique (Pasternack
and Roth, 2010), which assigns a label (true or false) to each source or a scoring technique
that assigns a score to each source in the form of a probability (Dong et al., 2013; Zhang et al.,
2016; Rekatsinas et al., 2017).
2.3 Synthesis
Departing from this state-of-the-art, we can notice that the conflict resolution has whetted
the interest of different researchers in different fields, which gave birth to several
approaches. The most popular approaches rely on source reliability methods.
Table I presents a comparative study about these approaches. The comparison rests on
aspects of source reliability methods: input aspect, assumptions used to estimate the
reliability of sources and output.
We notice that despite the efforts provided in some approaches in order to improve the
result of source reliability based on unstructured or structured and heterogeneous (categorical
and continuous) input data, these approaches suffer from two main shortcomings.
The first limit resides in the fact that some of them have ignored data evolution over time
(temperature) in each source (Pasternack and Roth, 2010; Dong et al., 2013, 2014; Li et al.,
2014; Huang and Wang, 2016), which improves the result of source reliability in (Yin and
Tan, 2011; Yu et al., 2014; Huang et al., 2017; Varma et al., 2017; Li et al., 2017).
The second limit lies, to the best of our knowledge, in the fact that all these approaches
do not take into account the semantic relationship between data in sources. Indeed, ignoring
the semantic relationship between data may affect the accuracy of these methods because
data existing in sources cannot be regarded as separate.
In fact, the learner’s profile as a source contains different values, especially those of
interests which are semantically dependent on each other in the same period of time.
The user’s interests can be characterized by their temperature value (Manzat et al.,
2010; Mezghani et al., 2014), including their freshness and popularity values that
change over time.
Thus, we need to know how far these interests are up-to-date (freshness) and popular and
decide whether some of them are irrelevant in order to exclude them from enrichment. As a
consequence, the organization of the user’s profile by taking into account the semantic
relationship between interests and their temperature values is required.
Moreover, we notice that the majority of approaches that are based on source
dependency assumption assign scores to sources (Yin and Tan, 2011; Dong et al., 2013;
Huang and Wang, 2016; Li et al., 2017). These approaches are motivated to choose the
scoring technique because sources have a certain probability (score) to be reliable. However,
with the labeling techniques (Pasternack and Roth, 2010; Varma et al., 2017), this
information is lost.
In this paper, we propose a users’ profile reliability approach to resolve conflicts between
interests for recommendation purposes. This profile was validated in social-learning
context. In fact, a learner may benefit from his/her social data including data stored in the
profiles of his/her friends or neighbors. The originality of this approach resides in the fact
that it detects reliable neighbors’ profiles of a user/learner by applying some aspects of the
source reliability methods based on organized profiles. A user’s profile is organized by
generating a semantic and hierarchical structure of the user’s interests based on k-means
machine learning algorithm.
Aspects
Input Organization Assumption Output
Approaches Unstructured Structured Continuous Categorical Semantic Temperature Non-dependency Dependency Labels Scores
Pasternack and Roth (2010) – | – | – – | – | –
Yin and Tan (2011) | | | | – | – | – |
Dong et al. (2013) – – – | – – – | – |
Li et al. (2014) – | | | – – | – – |
Dong et al. (2014) | – | – – | – – |
Yu et al. (2014) | – | | – – – | – |
Huang and Wang (2016) | – | | – – – | – |
Huang et al. (2017) – | – | – | – | – |
Varma et al. (2017) | – | | – | | – | –
Li et al. (2017) – | | | – | | – – |
Our approach – | | | | | – | – |
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3. Overview of the proposed profile reliability approach
In this section, the principle of the proposed approach is first presented. Second, the used
factors are exhibited.
3.1 Principle
The user’s profile and particularly the user’s interest can be enriched from several
profiles for recommendation purposes. These profiles may be non-reliable as they
may provide interests with conflicts namely false interests. For this reason, our
approach attempts to detect the most reliable profiles in order to extract true interests
for enrichment.
We denote P ¼ p1; :::; pk; :::; pn
 !
the set of profiles of the user and the user’s neighbors.
Each profile includes a set of interests denoted by I¼ {i1, ..., ia, ..., im}. Each interest (ia) in pk,
denoted by pk(ia), is represented by three elements: a word, its freshness and its popularity.
Our approach rests on aspects of source reliability methods for which we propose
improvements. Figure 1 illustrates the integration of these aspects with the mechanisms of
the proposed approach as well as the used factors. The latter takes into account the
following aspects:
• Input data: most of the proposed research studies are confined to the evolution of data
over time (Yin and Tan, 2011; Yu et al., 2014; Huang et al., 2017; Varma et al., 2017; Li
et al., 2017), which we judge insufficient to resolve conflicts. Indeed, we find that taking
into account the semantic relationship between data may improve the result of the
profile reliability. For this reason, in our work, we take into account, on the one hand,
the degree of semantic similarity between interests through the semantic factor and on
the other hand, their evolutionary characteristics that encompass the values of
freshness and popularity. These values are designated by the temperature factor that
distinguishes between recent/non-recent and/or popular/non-popular interests.
Semantic and temperature factors are used to represent the interests in a semantic
and hierarchical structure. For this reason, we propose an organization mechanism
which is based on the unsupervised machine learning technique. This technique can
automatically affect interests to groups instead of manually assigning labels to all
interests that are very numerous. Thus, we are based on the k-means algorithm which
is the most popular among the unsupervised algorithms.
• Source reliability assumption: most of the proposed research studies are based on the
estimation of the dependence between sources. They are based on structured input
data by taking into account their evolutionary characteristics uniquely. In our work,
we assume that profiles are dependent on one another by taking into account not only
Input
Organization
Clustering
Hierarchization
Assumption
Reliability
Profile
dependency
Profile reliability
weight prediction
Output
Weight of Pn
Weight of P1
Semantic Temperature
User’s
interests Aspect Mechanism Process Factor
Hierarchy of
user’s interests
Weighted
user’s interests
Legend:
(a) (b) (c)
Figure 1.
The proposed profile
reliability approach
the evolutionary characteristics of interests (temperature factor), but also their
semantic relationships (semantic factor). This assumption allows the prediction of the
degree of dependency between the profiles based on the semantic and hierarchical
structure of the interests of each profile (organization mechanism). Subsequently, it
makes possible the prediction of the profile reliability weights (scores). For this
reason, we propose a reliability mechanism.
• Output: for this aspect, we propose to assign weights to interests and profiles. For
this reason, we assign a weight to each interest with a probability value. This weight
is calculated based on the degrees of dependency of profiles and the temperature
factor. Subsequently, the interest weights of a profile are aggregated to predict its
reliability weight based on the reliability mechanism.
The above mentioned aspects stand for the cornerstone of the reliability mechanism
which is in turn based on the organization mechanism by using the semantic and
temperature factors.
3.2 Semantic factor
This factor is used in order to measure the similarity between two interests based on
semantic similarity measures. There are six measures of semantic similarity (Gomaa and
Fahmy, 2013); three of them are based on information content (IC): Resnik (res), Lin (lin) and
Jiang and Conrath (jcn). The other three measures are based on Path Length (PL): Leacock
and Chodorow (lch), Wu and Palmer (wup) and path.
In our work, the similarity between two interests ia and ib is measured through the
combination between the IC and PL measures based on the following equation:
Similarity ia; ibð Þ ¼ a" IC ia; ibð Þþb" PL ia; ibð Þ ; (1)
with α and β are the weighting parameters in [0, 1] and β¼ 1−α.
Equations (2) and (3) represent, respectively, the average of the similarity values between
all IC (res, lin and jcn) measure values and all PL (lch, wup and path) measure values:
IC ia; ibð Þ ¼ Average res ia; ibð Þ; lin ia; ibð Þ; jcn ia; ibð Þð Þ ; (2)
PL ia; ibð Þ ¼ Average lch ia; ibð Þ;wup ia; ibð Þ; path ia; ibð Þð Þ : (3)
3.3 Temperature factor
Generally, temperature reflects the importance of a resource (document: text, video, image,
etc.) for a user (Manzat et al., 2010) based on his/her interaction with this resource. In
Mezghani et al. (2014), temperature is calculated over a period of time based on the user’s
annotation behavior for a resource. This temperature is related to three main parameters:
freshness, which is relative to the dates of the annotated tags, popularity, which expresses
the number of annotated tags and the similarity of users, which considers users who
annotated the same resource.
In our work, we consider that friends have similar interests. From this perspective, we
are basically interested in redefining the first-two parameters that are calculated for each
interest (ia) in pk (pk(ia)) belonging to the set of profiles (P) across two equations. In fact, each
of these two parameters expresses differently the importance of an interest. These
parameters are introduced separately whether for the organization mechanism or the
reliability mechanism.
The freshness parameter of an interest pk(ia) is calculated by Equation (4). We take into
consideration the date of pk(ia) and the period of time between the minimum date and the
maximum date of interests in pk which are, respectively, defined by Date(pk(imin)) and Date
(pk(imax)). Therefore, the value of freshness is a normalized date that is transformed into a
value between 0 and 1:
Freshness pk iað Þð Þ ¼
Date pk iað Þð Þ$Date pk iminð Þð Þ
Date pk imaxð Þð Þ$Date pk iminð Þð Þ
: (4)
The popularity parameter of an interest is used to express the number of interests ia existing
in all profiles of P. In fact, an interest ia can exist in a subset of P defined by P
þ . Hence, the
popularity of ia is calculated by Equation (5) according to the size of P
þ , which is a value
between 0 and 1:
Popularity iað Þ ¼
size Pþ
" #
size Pð Þ
: (5)
4. Organization mechanism
The organization mechanism is one of the aspects of source reliability methods that
corresponds to input data relative to interests in a profile pk belonging to P. It is based on
two processes: clustering and hierarchization. These two processes are identified in the
Hierarchical-based Semantic and Temperature k-means algorithm (HSTK-means).
In order to better explain the organization mechanism, first, the clustering and the
hierarchization processes are identified. Second, a scenario of their execution is presented.
4.1 Clustering process
The clustering process allows to group the user’s interests. It is illustrated in Figure 2(a).
This process takes as input the interest set, the number of clusters “kc,” the number of
sub-clusters “ksc,” the number of iterations “nbIteration,” and the “factor” which is
initialized by “semantic.” It applies k-means to generate, on the one hand, for each user
profile a set of n clusters C¼ {C1, C2,…, Cn}, according to the semantic factor, in order to
process the user’s interests semantic link. In this case, k-means uses Equation (1) in order to
compute the distance between interests (semantic distance). On the other hand, the
clustering process applies the k-means algorithm to generate, for each ith cluster, a set of m
sub-clusters SCi¼ {SCi1, SCi2, …, SCim}, according to the temperature factor. Each
sub-cluster contains a set of interests whose values of freshness as well as those of
popularity are very close. In this case, k-means compute the distance between interests
based on Euclidian distance by combining the freshness and popularity values that are
presented, respectively, in Equations (4) and (5) (temperature distance).
4.2 Hierarchization process
Generally, the representation of data in a hierarchical structure improves the result of
source reliability in several works such as in Pasternack and Roth (2010) and Dong et al.
(2014). However, the structuring is related only to the evolutionary characteristics
of data and does not take into account the data semantic relationship. For this reason,
the proposed hierarchization process allows the representation of the user’s interests in
not only a hierarchical structure but also in a semantic one based on clusters and
sub-clusters generated by the clustering process. With this structure, the processing of
interests becomes easier and more meaningful. The hierarchization process is illustrated
in Figure 2(b). It takes as input the result of the clustering process: the clusters (C) and
their relative sub-clusters (SCi).
First, sub-clusters SCi are ordered in descending order according to the values of
freshness and popularity. Second, interests relative to sub-clusters are added into levels that
depend on their scheduling. Finally, each interest existing in a sub-cluster is assigned to its
direct parent based on the semantic factor (distance). The output of this step is a semantic
tree that contains the hierarchy of interests constituted by sub-hierarchies (clusters).
4.3 Scenario of the organization mechanism (HSTK-means)
We show the execution of the organization mechanism (HSTK-means algorithm) with a
scenario instance illustrated in Figure 3. This figure is divided into four parts: (a), (b), (c) and (d).
Part (a) shows the input data constituted by a set of a user’s interests. Each interest is
characterized by a word (W), freshness (F ) and popularity (P).
Start
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Organization
mechanism
(HSTk-means)
In order to simplify the representation of the clustering process results, we illustrate, in part (b),
the user’s interests that are divided into only two clusters C1 and C2. For instance, the interests
such as learning, science, machine, etc., which are semantically very close are included in the
same cluster. Afterwards, C1 (C2) is divided into three (two) sub-clusters SC11, SC12 and SC13
(SC21 and SC22). For example, the interests such as technology, machine and training, which
have close popularity values and freshness values are included in the same sub-cluster SC12.
Part (c) presents the hierarchization process which generates the hierarchy of interests
according to clusters and their sub-clusters. Sub-clusters of each cluster are assigned to
levels of the hierarchy while starting by adding the interests of the first sub-cluster.
User’s interests
W = Training F = 0.9 P = 0.32
W = Learning F = 0.9 P = 0.9
W = Programming F = 0.9 P = 0.9
W = Engineering F = 0.9 P = 0.23
W = Web F = 0.9 P = 0.39
W = Science F = 0.7 P = 0.62
W = Encyclopedias F = 0.9 P = 0.63
W = Technology F = 0.9 P = 0.43
W = Language F = 0.9 P = 0.32
W = Machine F = 0.9 P = 0.39
Training
Encyclopedias
Technology
Learning Science
Engineering
C1 C2
SC12
SC11 SC13
Programming
SC21 Web
Language
SC22
Root
Level 1
Level 2
Level 3
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@F =0.9
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@F =0.9
@P=0.23
Sub-hierarchy (cluster: C1)
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Legend: F : Freshness
W: word P : popularity Process Cluster Sub-cluster
Semantic distance
Temperature distance
Notes: (a) Input; (b) clustering process; (c) hierarchization process; (d) output
Figure 3.
An instance scenario
of the organization
mechanism
For example, the first level of the hierarchy highlights the interests of the first sub-clusters
SC11 and SC21. It contains the interest “Learning” and “Programming” which have the
highest values of F and P. The levels of the hierarchy are linked based on the semantic
distance. For example, the interest “Science” existing in the third level is the closest
semantically to “Technology” compared to “Machine” and “Training.”
Part (d) presents how the interest hierarchy constituted by sub-hierarchies (clusters) is
saved in an xml document. Each element (e.g. o interest W¼ “learning” F¼ 0.9 P¼ 0.9/W )
represents an interest and each interest is related to a list of similar interests
(o list_Similar_InterestsW ).
5. Reliability mechanism
The reliability mechanism is based on the last two aspects that are described in subsection
3.1. The first aspect is described by estimating the dependency between profiles through a
profile dependency process. The second aspect predicts the reliability weight of each profile
through a profile reliability weight prediction process.
For further clarification, the profile dependency and reliability weight prediction
processes are identified followed by a scenario of their execution.
5.1 Profile dependency process
The profile dependency process allows to quantify the copying relationship between two
profiles pi and pj in the form of probability. The probability of dependency of pi on pj denoted p
(pi→pj) is a weight that is calculated based on the profile dependency algorithm (cf. Figure 4(a)).
This algorithm differs from the state of the art algorithms in how to assess a data value
(interest) that is copied from other sources and false. Moreover, the difference resides in the
fact of using the semantic and hierarchical structure for the user’s interests represented by
their temperature factor.
The profile dependency algorithm takes into account two types of user’s interest: local
interest, which is not provided from the other profiles and distributed interest, which is
provided from the other profiles. Distributed interest may be considered false during
copying. In fact, a false value can propagate through copying, which can reduce the weight
of reliability. However, a distributed interest may be considered true when its semantically
corresponding interests have a better value of temperature.
This algorithm takes as input two organized profiles pi and pj and returns their
probability of dependency. This probability is the quotient of the number of interests copied
“nbCopiedInterests” by pi from pj by the total number of interests “nbTotalInterests” in pi
(cf. below equation):
p pi-pj
" #
¼
nbCopiedInterests pið Þ
nbTotalInterests pj
" # : (6)
The number of copied interests (false interests) is calculated as follows: the algorithm checks
the existence of each interest of pi(ia) in pj, in case of existence, pi(ia) is considered as copied
only if it is distributed in the other profiles and its freshness value in pi is lower than its
freshness value in pj, if pi(ia) is a copied interest and has descendants in the hierarchy then the
number of the copied interests is incremented by the total number of the descendants of pi(ia).
One possible reason for this incrementation could be related to the generated semantic and
hierarchical structure of interests. In fact, an interest situated in an upper level has a freshness
value higher than its descendants which are semantically very close. Thus, if an interest in an
upper level is considered copied, it is reasonable that its descendants are also copied, the
algorithm calculates the probability of dependency of pi on pj based on Equation (6).
5.2 Profile reliability weight prediction process
The profile reliability weight prediction process identify the reliability weight of each
profile in P based on the result of the profile dependency process. The algorithm of the
profile reliability weight prediction process browses the semantic and hierarchical
structure of interests relative to each profile pi. Afterwards, it assigns a weight to each
interest in pi by taking into account the temperature values and the result of the
dependency between pi and each profile pj in P (cf. Equation (7)). Thus, the weight of each
interest is calculated as the sum of the products of two main values relative to each profile
in P (cf. Figure 4(b)).
The first value corresponds to the product of the freshness and popularity of an interest
in pj. The second value is the probability of non-dependency (1−p(pi→pj)) which is proposed
by source reliability approaches that assume the dependency between sources. Through
this probability, the weight of dependency is subtracted from the first value (product of the
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Reliability mechanism
freshness and popularity). Therefore, the weight of the interest decreases which implies also
the decrease of the reliability weight:
Weight pi iað Þð Þ ¼
P size Pð Þ
j¼0 Freshness pj iað Þ
" #
" Popularity pj iað Þ
" #
" 1$p pi-pj
" #" #
size Pð Þ
: (7)
Finally, the algorithm aggregates the weights of interests of pi in order to compute its
reliability weight (cf. Equation (8)). This weight is the quotient of the sum of its interest
weights by the total number of interests in pi denoted N:
Reliability pið Þ ¼
PN
n¼1 Weight pi inð Þð Þ
N
: (8)
5.3 Scenario of reliability mechanism
In this scenario, we consider three profiles in P¼ {pi, pj, pk}. We would compute the
reliability weight of pi. We assume that the probability of dependency, respectively, of pi on
pj p(pi→pj) and pi on pk (p(pi→pk)) are equal to “0.66” and “0.33.” We also assume that the
interest “Web” of pi is copied from pj and pk and its freshness and popularity values in pj and
pk, respectively, equal to “0.9” and “0.8.” Therefore, the weight of the interest “Web” in pi is
calculated based on Equation (7) as follows:
Weight Web pi
% &" #
¼ FreshnessðWeb pi
% &#
" Popularity Web pi
% &" #"
þFreshness Web pj
% &#
" Popularity Web p2j
% &" #
" 1$p pi-pj
" #" #"
¼ 0:9" 0:8þ0:9" 0:8" 1$0:66ð Þþ0:9" 0:8" 1$0:33ð Þð Þ=3
¼ 0:504
We notice that the weight of “Web” decreases from its initial weight (0.9× 0.8) in pi based on
the probability of non-dependency. The reliability weight of pi is calculated by aggregating
the weights of all the interests in pi based on Equation (8).
6. Evaluation
In this section, data sets and metrics used for the evaluation are described. Then, the
obtained results are displayed.
6.1 Data sets and metrics
Our experiment was conducted on users who are at the same time members of the e-learning
system Moodle (https://Moodle.org) and the social network Delicious (https://del.icio.us/).
Moodle contains the learner’s interests which are explicitly provided by the learner or
implicitly based on the visited and learned courses or lessons belonging to various domains.
Delicious data set provides information about the user’s friend relationships and the tagging
behavior (ouser, tag, resourceW ). A tag reflects a user’s interest and may be related to an
educational resource. Therefore, it enriches the user’s interests in Moodle.
Regarding the evaluation, we extracted from Delicious the profiles of friends (explicit
neighbors of each user) of a set of first-year university learners who belong to different sexes
and who study in various areas, such as computer sciences, physics, etc. Each learner is
provided with many links related to different pedagogic resources (courses, activities, etc.).
Some of them do not match his/her current interests. For this reason, it is significant to
recommend relevant pedagogic resources to the learner in order to support him while
learning. In this social-learning context, recommendation results depend on learner’s
interests that are enriched by the interests of his/her friends. These interests may be
conflictual as they are coming from non-reliable profiles. In this evaluation, we assess the
new profile reliability approach which we consider mandatory for each recommender
system as it prevents the enrichment of interests from non-reliable profiles.
Figure 5(a) presents some characteristics of our data set.
The user’s interests are represented in the form of matrix (cf. Figure 5(b)).
In each line, we find an interest which is described in three columns. The first column
contains the values of interests represented by words. The second and the third columns
contain, respectively, the freshness and popularity values.
We applied our proposed approach in order to detect the most reliable profiles so as to
resolve conflicts between interests which can be enriched in the profile of a learner in
Moodle. As mentioned in the previous sections, our approach rests on two mechanisms:
organization (cf. Section 4) and reliability (cf. Section 5).
The first mechanism consists in creating a semantic and hierarchical structure of the
user’s interests based on two processes (clustering and hierarchization). The originality of
this mechanism resides in merging temperature and semantic factors in HSTK-means
algorithm.
Thus, two well-known evaluation metrics to assess the clustering result are selected: the
Silhouette coefficient (Kaufman and Rousseeuw, 2009) and the Dunn Index (Dunn, 1974):
S ithð Þ ¼
bi$aið Þ
max bi; aið Þ
: (9)
The silhouette coefficient (Kaufman and Rousseeuw, 2009) allows to know to what
extent an interest (i) belongs to its cluster. The silhouette coefficient is calculated for
each interest in a cluster based on Equation (9) resting in turn on two values. The first
value is relative to the average distance between each ith interest in a cluster and all
other interests. This value is denoted ai. The second value is relative to the average
distance between the ith interest of a cluster and all clusters that do not contain this
interest. This value is denoted bi. The average of the silhouette coefficient of a cluster is
calculated by taking the average of the silhouette coefficients of interests belonging to
this cluster. A global measure of clustering relevance can be obtained by calculating the
average of the silhouette coefficient of all clusters. A larger value means better
clustering result.
Description Number
Number of users
Number of generated
hierarchies (including
users and their neighbors)
Average number of
neighbors (profiles)
per learner
Average number of
interests per learner
100
545
7
79
(a) (b)
Figure 5.
Description of the
data set (a) and an
example of a user’s
interests (b)
The Dunn Index (Dunn, 1974) is introduced in order to recognize the well-separated and
dense cluster. Let us denote by dmin the minimal distance between the interests of different
clusters and dmax the largest distance within clusters. The Dunn Index is the ratio of dmin to
dmax (cf. see below equation):
D ¼
dmin
dmax
: (10)
If a data set contains well-separated clusters, the distance between the clusters dmin is
generally large and dmax of the clusters are expected to be small. Therefore, a larger value
means better clustering result.
After the clustering and sub-clustering step, HSTK-means algorithm creates the user’s
interest hierarchy which is in turn composed of sub-hierarchies that are evaluated on the
basis of human judgment.
The second mechanism (cf. Section 5) consists in detecting the reliability weight for
each profile of a learner’s friend based on the profile dependency and profile reliability
weight prediction processes. These processes rest on the semantic and hierarchical
structure of interests. In order to evaluate the accuracy of the detected weights, we
calculate the mean absolute error (MAE) and the root mean square error (RMSE)
(Bobadilla et al., 2013). To calculate these metrics, each user in Moodle is provided
with the profile of his/her friends in Delicious for manual ranking. Afterwards, these
profiles are ranked based on their reliability weights. MAE (cf. Equation (11)) is computed
with the deviation between predicted rank (pi) and manual rank (ri) which constitutes
sound truth of a profile:
MAE ¼
1
n
Xn
i¼1
pi$ri
(( ((: (11)
RMSE (cf. Equation (12)) is similar to MAE. What differs is that much more emphasis is put
on larger deviation. Smaller MAE or RMSE indicates better accuracy:
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
n
Xn
i¼1
pi$rið Þ
2
vuut : (12)
After evaluating the organization and reliability mechanism, we evaluate the impact of the
generated hierarchies on the reliability mechanism in terms of response time. The latter
includes the time for computing the dependency between profiles and the profile reliability
weights.
6.2 Evaluation of the organization mechanism
In this section, we demonstrate the evaluation results relative to a sample of 20 users which
are selected randomly. This evaluation consists of two phases.
The first phase aims at assessing the effectiveness of the semantic and temperature
factors in terms of the clustering process.
The average of the silhouette coefficient values is measured for each user’s generated
clusters based on the semantic similarity factor. The semantic factor is calculated through
the average of the IC and path length similarity measures (cf. Equation (1)). In other terms,
we take the case where α¼ β¼ 0, 5. These values are illustrated in Figure 6(a). The results
indicate an improvement, for the majority of users, in the silhouette coefficient values based
on the semantic factor compared to the results based only on the IC similarity measure
(α¼ 1 and β¼ 0). Noting that for some users (user 8, 17, 19) the IC similarity measure
provides efficient silhouette coefficient values compared to the semantic factor, we found
that the average of the silhouette values, with the semantic factor, rises from 67 to
70 percent. In order to improve this average, we need to adjust the parameters α and β to
highlight either IC or PL similarity measure.
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Silhouette coefficient
comparison values
Moreover, the average of the silhouette coefficient values is measured for each user’s
generated sub-clusters based on popularity and temperature factors. Figure 6(b) displays
the generated results which exhibit a significant improvement. In fact, the average of the
silhouette values for all users increases from 0.60 with popularity and reaches 0.75 with
temperature factors.
Furthermore, the average of the silhouette and the Dunn Index values are measured for each
user based on the simple k-means (which uses Euclidean distance as a factor) and our proposed
HSTK-means algorithm (semantic and temperature factors). Figure 6(c) depicts a clear
improvement in the silhouette values for all users since the average increases from 54 to
75 percent. In addition, the Dunn Index values show a clear improvement in Figure 6(d). We
record an average of 0.97 for the simple k-means and 1.09 for our proposed HSTK-means. These
results demonstrate that taking into account the semantic factor in addition to the temperature
factor participates largely in the improvement of the generated clusters and sub-clusters.
The second phase aims at validating the created hierarchies for each user on the basis of
human judgment. Figure 6(e) shows the evaluation result related to each user. There are
three levels of hierarchy quality: high, medium and low. For each level, the percentage is
specified with respect to the total created sub-hierarchies for each user.
For example, for user 1 there are 60 percent of sub-hierarchies with high quality,
20 percent are with medium quality and 20 percent are with low quality. Based on these
evaluation values, we infer the percentage average value, for each level, relative to all the
users’ interest created hierarchies. We recorded that 54 percent of the total users’ interests
created hierarchies have high quality, 18 percent have medium quality and 28 percent have
low quality.
The generated results (75 percent silhouette value, 1.09. Dunn Index and 54 percent
hierarchies with high quality) prove that our organization mechanism is efficient.
6.3 Evaluation of the reliability mechanism
In this section, we demonstrate the evaluation results relative to 100 learners. Through this
evaluation step, we propose to validate the importance of considering the semantic and
hierarchical structure of interests in profile reliability weight detection. For this reason, we
verify the potential and superiority of our approach compared to some existing approaches
such as (Dong et al., 2013; Huang andWang, 2016; Li et al., 2017) that do not take the semantic
and hierarchical structure of data. For each user, we compute three values of MAE and RMSE.
At a first stage, we evaluate the accuracy of the majority voting method which assigns highest
weight to the profiles having highest number of interests that figure in the majority of other
profiles. At a second stage, we assess the accuracy of reliability results without organization.
Finally, we evaluate our approach which combines reliability and organization.
The results illustrated in Figure 7(a) and (b) portray a clear improvement of MAE and
RMSE in our approach for all learners. For further clarification, MAE and RMSE values
corresponding to a sample of ten learners are illustrated in a Table II.
We notice that results from the majority voting (average of 4.38) as well as those from
reliability-based approach without organization (3.17) are not very satisfactory. One
possible reason to account for these results is that in majority voting and previous
reliability-based approaches, interests are regarded as separate (there is no relationship
between interests whether in semantic or in temperature). However, the results obtained by
considering the semantic interest hierarchy have clearly improved and are always the best
with the lowest MAE average value (2.63).
The results of RMSE (cf. Figure 7(b)) confirm also that our approach remains the best
with the lowest RMSE average value (3.15). This value indicates that there is a little
deviation between the detected ranks and the manual ranks compared to other approaches
in which we record an RMSE average values of 5.24 and 3.75.
After evaluating the MAE and RMSE values, we extracted the response time taken by the
reliability mechanism for computing the reliability weights of the profiles of each learner’s
neighbors. Figure 7(c) illustrates the response time according to the number of profiles of
neighbors. A clear improvement of response time where the reliability mechanism rests on
the organization mechanism (semantic and hierarchical structure of the profiles). In fact, the
average of response time decreases from 996 ms without organization to 518 ms with
organization. Thus, we record 448 ms gain in response time which corresponds to
44.97 percent of time reduction.
These results imply that the use of the semantic interest hierarchy improves not only the
reliability results (reduction of MAE and RMSE values according to previous approaches)
but also the time taken to provide the reliability weights of profiles.
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evaluations
7. Conclusion
In this paper, we have detailed the proposed profile reliability approach attempting to
resolve conflicts which may occur in neighbors’ profiles of a user. This approach is based on
two mechanisms which will be included in a recommender system: the organization
mechanism which generates a semantic and hierarchical structure of each user’s interests
resting on two processes that are included in the hierarchical-based temperature and
semantic k-means algorithm (HSTK-means), and the reliability mechanism that predicts the
profile reliability weights. This weight is calculated grounded on the dependency weight
between profiles which relies on the semantic and hierarchical structure of users’ interests
resulting from the organization mechanism.
We have experimented our approach, in social-learning context, based on learners/
users in Moodle and Delicious. The generated results show the effectiveness of the
proposed approach and prove that it can resolve conflicts among interests by predicting
the reliability of profiles. For this reason, we consider that our approach is mandatory for
each recommender system. Nevertheless, the proposed approach should be more
improved. We should start by improving the semantic factor which needs the adjustment
of parameters α and β. Besides, we should focus on other factors in addition to semantic
and temperature.
On that account, in future works, we aspire to ensure the opening of e-learning systems
and social networks on other systems, such as e-recruitment systems. These systems need
the recommendation of the appropriate candidates for working. These candidates are
recommended based on their learning experiences and their interests that are, respectively,
stored in their distributed profiles and their curriculum vitae (CVs). As a consequence, a
large number of profiles and CVs can be taken into account for conflict resolution. This may
disturb the satisfaction of recruiters for such a candidate since many of his/her profiles and
CVs may contain conflicting data. For this reason, we tend to consider, in addition to
determining the reliability of profiles and CVs, two other concepts: intrusion detection (Peng
et al., 2016; Washha et al., 2017) and serendipity (Kotkov et al., 2016).
Intrusion detection systems are important for detecting and reacting to the presence of
unauthorized users of a network or a system (Peng et al., 2016). An intrusion detection
system exploits the users’ behavior (keystroke speeds, mouse use, language, preferences,
etc.) in order to confirm or deny the legitimacy of their presence in the system. We suggest
detecting unauthorized profiles and CVs as a first step before applying our approach.
Serendipity is a property that reflects how good a recommender system is at suggesting
serendipitous items that are relevant, novel and unexpected. Novelty and unexpectedness
require serendipitous items to be relatively unpopular and significantly different from a
MAE RMSE
Learners MV Rel-Org Our approach MV Rel-Org Our approach
1 6.17 4.00 3.44 7.50 4.76 4.33
2 5.13 3.50 2.38 6.55 4.18 3.37
3 7.41 4.45 4.18 9.11 5.44 4.73
4 8.12 6.00 3.85 10.43 7.07 4.84
5 4.20 3.11 2.44 4.52 3.09 2.33
6 4.38 3.50 2.75 5.66 4.18 3.61
7 2.25 1.50 0.50 2.92 1.87 0.71
8 6.20 4.50 2.50 7.95 5.34 3.27
9 8.17 5.50 2.42 9.71 6.49 2.96
10 3.83 2.50 1.67 4.83 3.03 2.31
Notes: MV, majority voting; Rel-Org, reliability–organization; our approach, reliability+organization
Table II.
Validation of the
reliability mechanism
with MAE and
RMSE values
user’s profile (Kotkov et al., 2016). For this reason, we suggest using this concept in the
organization mechanism as well as the reliability mechanism.
In addition, as the number of profiles and CVs is evolving, we plan to implement the
platform “Hadoop (http://hadoop.apache.org/)” which allows to analyze, store and
manipulate large data (called big data).
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