The paper derives many existing risk measures and premium principles by minimizing a Markov bound for the tail probability. Our approach involves two exogenous functions v(S) and (S,p) and another exogenous parameter ␣ ≤ 1. Minimizing a general Markov bound leads to the following unifying equation:
For any random variable, the risk measure p is the solution to the unifying equation. By varying the functions and v, the paper derives the mean value principle, the zero-utility premium principle, the Swiss premium principle, Tail VaR, Yaari's dual theory of risk, mixture of Esscher principles and more. The paper also discusses combining two risks with super-additive properties and sub-additive properties. In addition, we recall some of the important characterization theorems of these risk measures.
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INTRODUCTION
In the economic and actuarial financial literature the concept of insurance premium principles (risk measures) has been studied from different angles. An insurance premium principle is a mapping from the set of risks to the reals, cf. e.g. Gerber (1979) . The reason to study insurance premium principles is the well-known fact in the actuarial field that if the premium income equals the expectation of the claim size or less, ruin is certain. In order to keep the ruin probability restricted one considers a risk characteristic or a risk measure for calculating premiums that includes a safety loading. This concept is essential for the economics of actuarial evaluations. Several types of insurance premium principles have been studied and characterized by means of axioms as in Goovaerts et al. (1984) . On the other hand, desirable properties for premiums relevant from an economic point of view have been considered. An insurance premium principle is often considered as the "price'' of a risk (or of a tail risk in reinsurance), as the value of a stochastic reserve, or as an indication of the maximal probable loss. This gives the relation to ordering of risks that is recently developed in the actuarial literature. In Artzner (1999) , see also Artzner et al. (1999) , a risk measure is also defined as a mapping from the set of r.v.'s to the reals. It could be argued that a risk measure is a broader concept than an insurance premium calculation principle. Indeed, for a risk X, the probability (X) = Pr[X > 1.10E [X] ] is a risk measure, but this is not a premium calculation principle because tacitly it is assumed that premiums are expressed in monetary units. However, assuming homogeneity for a risk measure, hence (aX) = a(X) for all real a > 0 and all risks X, implies that (X) allows changing the monetary units. On the other hand, because the parameters appearing in the insurance premium principles may depend on monetary units, the class of insurance premiums contains the risk measures that are homogeneous as a special case. In addition, let X be a risk variable with finite expectation and let u be an initial surplus. Defining a transformed random variable describing risk as
also allows risk measures to depend on other monetary quantities. Consequently it is difficult to give a distinction between insurance premium principles and homogeneous risk measures. Different sets of axioms lead to different risk measures. The choice of the relevant axioms of course depends on the economics of the situations where it is used for. Desirable properties might be different for actual calculation of premiums, for reinsurance premiums, or for allocation, and so on.
In this paper we present a unified approach to some important classes of premium principles as well as risk measures, based on the Markov inequality for tail probabilities. We prove that most well-known insurance premium principles can be derived in this way. In addition, we will refer to some of the important characterization theorems of these risk measures.
Basic material on utility theory and insurance goes back to Borch (1968 Borch ( , 1974 , using the utility concept of von Neumann and Morgenstern (1944) . The foundation of premium principles was laid by Bühlmann (1970) who introduced the zero-utility premium, Gerber (1979) and comprehensively by Goovaerts et al. (1984) . The utility concept, the mean-value premium principle as well as the expected value principle can be deduced from certain axioms. An early source is Hardy et al. (1952) . The Swiss premium calculation principle was introduced by Gerber (1974) and Goovaerts (1979) . A multiplicative equivalent of the utility framework has led to the Orlicz principle as introduced by Haezendonck and Goovaerts (1982) . A characterization for additive premiums has been introduced by Gerber and Goovaerts (1981) , and led to the so-called mixture of Esscher premium principles. More recently, Wang (1996) introduced in the actuarial literature the distortion functions into the framework of risk measures, using Yaari's (1987) dual theory of choice under risk. This approach also can be introduced in an axiomatic way. Artzner (1999) restricted the class of Orlicz premium principles by adding the requirement of translation invariance to its axioms, weakened by Jarrow (2002) . This has mathematical consequences that are sometimes contrary to practical insurance applications. In the 1980's the practical significance of the basic axioms has been discussed; see Goovaerts et al. (1984) . On the same grounds Artzner (1999) provides an argumentation for selecting a set of desirable axioms. In Goovaerts et al. (2003) it is argued that there are no sets of axioms generally valid for all types of risky situations. There is a difference in desirable properties when one considers a risk measure for allocation of capital, a risk measure for regulating purposes or a risk measure for premiums. There is a parallel with mathematical statistics, where characteristics of distributions may have quite different meanings and uses, like e.g. the mean to measure central tendency, the variance to measure spread, the skewness to reflect asymmetry and the peakedness to measure the thickness of the tails. In an actuarial context, risk measures might have different properties than in other economic contexts. For instance, if we cannot assume that there are two different reinsurers willing to cover both halves of a risk separately, the risk measure (premium) for the entire risk should be larger than twice the original risk measure.
This paper aims to introduce many different risk measures (premium principles) now available, each with their desirable properties, within a unified framework based on the Markov inequality. To give an idea how this is achieved, we give a simple illustration. 
Using variations of the Markov bound above, the various equations that generate various premium principles (or risk measures) can be derived. Section 2 presents a method to do this, Section 3 applies this method to many such principles, and discusses their axiomatic foundations as well as some other properties; Section 4 concludes.
GENERATING MARKOVIAN RISK MEASURES
Throughout this paper, we denote the cumulative distribution function (cdf) of a random variable S by F S . For any non-negative and non-decreasing function
we define an associated r.v. S* having a cdf with differential
It is easy to prove that
we have the following inequalities:
This is a generalized version of the Markov inequality, which has S ≥ 0 with probability 1 and p ≥ 0, (s,p) = s/p and v (s) / 1. Therefore, we denote it by the acronym [GMI] . Similar discussions can be found in Runnenburg and Goovaerts (1985) , where the functions v(и) and (и,и) are specified as v(и) / 1, and (s,p) = f(s)/f (p) respectively, for some non-negative and non-decreasing function f(и). For the inequality [GMI] to make sense, the bivariate function (s,p) given in (2.4) and the r.v. S should satisfy
for all relevant p. Note that if (2.6) holds for some -∞ < p < +∞ then (2.1) does as well. By assuming (2.6), it is clear that the family of r.v.'s S considered in the inequality [GMI] is restricted, in the sense that the right tail of S can not be arbitrarily heavy. For the given functions (и,и) and v(и) as above, we introduce below a family of all admissible r.v.'s which satisfy (2.6):
(2.7)
Sometimes we are interested in the case that there exist s a minimal value p
Note that both (2.8) produces an upper bound for the ␣-quantile q ␣ (S) of S. For each 0 ≤ ␣ ≤ 1, the restriction (2.4) on (и,и) allows us further to introduce a subfamily of ‫ޓ‬ ,v as follows:
If in (2.4) the function (s,p) is strictly smaller than 1 for at least one point (s,p), then it is not difficult to prove that there are some values of 0 ≤ ␣ < 1 such that the subfamilies ‫ޓ‬ ,v,␣ are not empty. We also note that ‫ޓ‬ ,v,␣ increases in ␣ ≥ 0. Hereafter, for a real function f (и) defined on an interval D and a constant b in the range of the function f (и), we write an equation f (p) = b with understanding that its root is the minimal value of p satisfying f (p) ≤ b and max {f (x) | x ∈ (p -e, p + e) ʝ D} ≥ b for any e > 0. With this convention, the minimal value p (␣) M such that the second inequality in (2.8) holds is simply the solution of the equation ( ) , . 
We can obtain from the equation
• in case X 1 and X 2 are independent when the risk measure p 
SOME MARKOVIAN RISK MEASURES
In what follows we will provide a list of some important insurance premium principles (or risk measures) and show how they can be derived from the equation [UE]. We will also list a set of basic underlying axioms. In practice, for different situations different sets of axioms are needed.
The mean value principle
The mean value principle has been characterized by Hardy et al. (1952) ; see also Goovaerts et al. (1984) , Chapter 2.8, in the framework of insurance premiums. 
The zero-utility premium principle
The zero-utility premium principle was introduced by Bühlmann (1970). We assume that either the risk or the utility function is bounded from above. Because u(и) and u(и) + c define the same ordering in expected utility, the utility is determined such that u(x) → 0 as x → + ∞. To obtain the zero-utility premium principle, one chooses in the equation [UE] the functions (s, p) = u (p -s) / u (0) and v(и) / 1.
In order to relate the utility to the VaR one should proceed as follows. By the inequality [GMI], we get
where p ␣ is the solution of the equation E[u(p -S )] = ␣u(0). The result obtained here requires that the utility function u (и) is bounded from below. However, this restriction can be weakened by considering limits for translated utility functions. Let the symbol ) eu represent the weak order with respect to the zero-utility premium principle, that is, X ) eu Y means that X is preferable to Y. We write X + eu Y if both X ) eu Y and Y ) eu X. It is well-known that the preferences of a decision maker between risks can be described by means of comparing expected utility as a measure of the risk if they fulfill the following five axioms which are due to von Neumann and Morgenstern (1944) (combining Denuit et al. (1999) and Wang and Young (1998) 
A2.2. The order ) eu is reflexive, transitive and complete;
A2.5. If X ) eu Y and if the distribution functions of XЈ p and Y
From these axioms, the existence of a utility function u (и) can be proven, with the property that X ) eu Y if and only if E [u (-X )] ≥ E[u(-Y)].
The Swiss premium calculation principle
The Swiss premium principle was introduced by Gerber (1974) to put the mean value principle and the zero-utility principle in a unified framework. 
Definition 3.3. Let w(и) be a non-negative and non-decreasing function on
See for instance Dhaene et al. (2002a, b) for the definition of ≤ cx (convex order). For two random pairs (S 1 , S 2 ) and (S " 1 , S " 2 ) with the same marginal distributions, we call (S 1 , S 2 ) more related than (S " 1 , S " 2 ) if the probability Pr[S 1 ≤ x, S 2 ≤ y] that S 1 and S 2 are both small is larger than for S " 1 , and S " 2 , for all x and y; see e.g. Kaas et al. (2001), Chapter 10.6 . In this case one gets from (3.4)
The risk measure of the sum of a pair of r.v.'s with the same marginal distributions depends on the dependence structure, and in this case increases with the degree of dependence between the terms of the sum.
Remark 3.4. Gerber (1974) proves the following characterization: Let w (и) be strictly increasing and continuous, then the Swiss premium calculation principle generated by w(и) is additive for independent risks if and only if w(и) is exponential or linear.

The Orlicz premium principle
The Orlicz principle was introduced by Haezendonck and Goovaerts (1982) as a multiplicative equivalent of the zero-utility principle. To introduce this premium principle, they used the concept of a Young function c, which is a mapping from ‫ޒ‬ Artzner (1999) . Indeed if p(-1) = -1 and one extends these properties to r.v.'s supported on the whole line ‫,ޒ‬ then
The interested reader is referred to Haezendonck and Goovaerts (1982) . If in addition translation invariance is imposed for non-negative risks, it turns out that the only coherent risk measure for non-negative risks within the class of Orlicz principles is an expectation p(X) = E[X]. 
More general risk measures derived from Markov bounds
For this section, we confine to risks with the same mean. We consider more general risk measures derived from Markov bounds, applied to sums of pairs of r.v.'s, which may or may not be independent. The generalization consists in the fact that we consider the dependence structure to some extent in the risk premium, letting the premium for the sum X + Y depend both on the distribution of the sum X +Y and on the distribution of the sum X c +Y c of the comonotonic (maximally dependent) copies of the r.v.'s X and Y. Because of this, we would rather denote the premium for the sum X +Y by p(X,Y) rather than by p(X +Y). When the r.v.'s X and Y are comonotonic, however, there is no difference in understanding between the two symbols p(X,Y ) and p(X + Y).
Taking p(X) simply equal to p(X, 0), we consider the following properties: 
This inequality expresses the fact that, with probability 1, the residual risk of the merged company is smaller than the risk of the split company. In case d ≥ d 1 + d 2 , one gets, also with probability 1, Embrechts et al. (2002) .
Let c be an increasing and convex non-negative function on ‫ޒ‬ satisfying lim x→+∞ c(x) = +∞. For fixed 0 < p < 1, we get, by choosing v (и) = 1, the equality 
and by solving [UE] for p, the following risk measure for the sum of two r.v.'s:
for some parameter 0 < p < 1. Hereafter, the pth quantile of a r.v. X with d.f. F X is, as usual, defined by
It is easily seen that there exists a unique constant a(p) > 0 such that
. Now we check that A5.1, A5.2 and A5.3 a are satisfied by p (subadditive case). In fact, the proofs for the first two axioms are trivial. As for A5.3 a , we derive
This proves A5.3 a .
Remark 3.10. If the function c(и) above is restricted to satisfy c(1) = cЈ(1), then it can be proven that the risk measure
gives the lowest generalized Orlicz measure. In fact, since c is convex on ‫ޒ‬ and satisfies c(1) = cЈ(1), we have
Let p(X) be a generalized Orlicz risk measure of the risk X, that is, p(X) is the solution of the equation
By (3.19) and recalling that
Remark 3.11. Now we consider the risk measure
for some parameter 0 < p < 1. Similarly as in Remark 3.12, if the function c(и) is restricted to satisfy c(1) = cЈ (1), we obtain the lowest risk measure as It is also clear that the set of risks for which p is finite contains all risks with finite mean.
Mixtures of Esscher principles
The mixture of Esscher principles was introduced by Gerber and Goovaerts (1981) . It is defined as follows: 
