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ABSTRACT

Data compression is the reduction of redundancy m data representation in
order to decrease storage and communication costs. Data compression techniques
have been used in practice primarily through software implementations which fail
to meet the speed and performance requirements of current and future systems.
This Ph.D. dissertation presents a set of hardware algorithms for compression and
decompression techniques and the results of detailed simulations performed to
quantify the effects of incorporating such hardware in various architectural environments.
A new pipelined algorithm for data compression applicable to static binary
encoding schemes is presented. A fast hardware algorithm for decompression that
uses a balanced binary tree structure to eliminate code storage tables is introduced.
Hardware algorithms are presented for the multi-group compression technique,
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run-length encoding method and an enhanced version of arithmetic coding scheme.
These algorithms are suitable for VLSI implementation and can provide speeds that
are an order of magnitude higher than currently obtainable encoding speeds. The
design and implementation of a prototype compression chip for the Huffman's
encoding scheme is presented. The chip yields an estimated compression rate of 10
million characters per second.
The effect of employing compression hardware on the performance of a general purpose computer system and a special purpose back-end multiprocessor
machine is analyzed by constructing detailed simulation models. Simulation results
establish that our VLSI chips for compression and decompression cause significant
improvements in system performance.
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CHAPTER 1
INTRODUCTION
The increasing use of computer-based systems and explosive growth in the
size of data within centralized and distributed information processing systems mandate the availability of massive on-line and archival storage medium as well as
high-capacity communication links.
Data compression is the reduction of redundancy in data representation in
order to decrease data storage requirements and data communication costs. A
mechanism to encode the data in order to reduce the redundancy could possibly
provide a 30-80% reduction in the size of data in a large commercial database.
Due to their complexity, past implementations of data compression techniques have
been mostly restricted to software. The overheads incurred by the compression
process to encode data and the expansion process to recover original data are so
high that some databases do not use any compression technique. With the advent
of VLSI technology, the obvious solution is to design and develop fast VLSI chips
that could be integrated into real time systems, so that data can be encoded and
decoded on the fly.
The objective of this Ph.D. dissertation is to design and develop hardware
algorithms for data compression and decompression and establish, with quantified
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petformance measures, the benefits of integrating such hardware into different
architectures, through detailed simulation studies.
In this chapter, we will discuss the background and motivation for data

compression in sections 1. 1 and 1.2. Section 1.3 discusses problems related to data
compression. The importance of VLSI algorithms for data compression and
decompression is described in section 1.4. The summary of contributions is given
in section 1.5. The last section describes the outline of the dissertation.

1 .i Background
Data compression can be defined as the reduction in the amount of signal
space that must be allocated to a given message or a data sample set (Lynch 1985).
The signal space may be in a physical volume, such as a storage medium like the
disk; an interval of time, such as the time required to transmit a given message set;
or bandwidth required to transmit the given message set. All these forms of signal
space -- volume, time, and bandwidth -- are interrelated, in the sense that volume
is a function of the product of time and bandwidth. Thus, a reduction in volume
can be translated into a reduction in transmission time or bandwidth.
Data compression techniques are broadly classified as reversible and irreversible techniques. These classifications are also generally referred to as redundancy

3

reduction and entropy reduction, respectively, in the literature. We can think of
data representation as a combination of information and redundancy (Shannon
1948). Information is the portion of data that must be preserved in its original
form permanently.

However, redundancy is that portion of data that can be

removed and reinserted at a later time and place. Most often, the redundancy has
to be reinserted in order to recognize the original data. A redundancy reduction
technique removes, or at least reduces, the redundancy in such a way that it can be
subsequently reinserted into the data. Thus, redundancy reduction is always a
reversible process, since the original data can be completely recovered. Entropy
can be defined as a measure of the average information of the source data set.
Entropy gives a lower bound to the average information content of the source.
Hence, entropy reduction results in a reduction of information. The information
lost can never be recovered, so an entropy reduction is irreversible.
The entropy reduction schemes are classified as quantization techniques and
others. The redundancy reduction schemes are further classified into optimum
source coding, nonredundant sample coding, binary source coding and others. For
example, the Huffman code and the Shannon-Pano codes are optimum source
codes while run-length coding is used for non-redundant sample coding as well as
binary source coding. These techniques have been widely used in many applications including the fields of Speech, Telemetry, Television, Pictures, and Computer
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Infonnation Systems. The theoretical background, the various techniques and their
applications are described in great detail in Lynch (1985).
In this dissertation, we are concerned with data compression techniques for

redundancy reduction that are applicable to text files in order to decrease data
storage requirements and communication costs in a distributed or general purpose
computer system. Hence, in this dissertation, all references to data compression are
assumed to be in the context of text compression. Also, the terms compression and
encoding are used interchangeably.

The terms decompression, expansion and

decoding will mean the same process of recovering the original data by reinserting
the redundancy removed during the compression phase. Within a digital system,
information is represented as an encoding of symbols. This representation involves
two distinct steps, the choice of a physical representation which is a set of symbols
from a given alphabet and the choice of a code set which maps each symbol to a
particular code. We will assume that the symbol set consists of the alphabets,
digits and special characters represented using the ASCII code set. In this context,
data compression involves the encoding of data with codes that will reduce the
redundancy in this representation.
Compression Ratio is defined as the ratio of the length of a message before

compression to the length of the same message after compression. This parameter
reflects the effectiveness of compression.
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Compression Rate is defined as the number of characters that can be encoded

per second. The speed of different hardware algorithms proposed in Chapter 3 will
be compared using compression rate as the metric.

1.2 Motivation
Data compression offers several benefits.

A complete discussion on the

advantages of data compression is given in Bassiouni (1985). The most obvious
advantage of data compression is that of reducing the storage requirement of information. Reducing the storage requirement of databases is equivalent to increasing
the capacity of the storage medium. This latter issue is a constantly pressing problem in virtually all large database systems. In systems with several levels of
storage hierarchies, it is possible (at least in principle) to use data compression for
moving data files to higher (faster) storage levels (usually with smaller capacity). It
is interesting to note here that although advances in technology are continuously
reducing the cost and increasing the maximum capacity of storage devices, the
interest in and the need for data compression research have actually increased.
One main reason behind this is the fact that the explosive proliferation of data and
information processing applications continues to outgrow any advances in technology. In addition, data compression has other appealing benefits, as explained
below.
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Since compressed data are encoded using smaller number of bytes, transfer of
compressed information from one place to another requires less time (hence resulting in a higher effective transfer rate). The growing recognition of the importance
of data compression in reducing the cost of data transmission within distributed
databases and document delivery systems has become one of the main motivations
behind the increased interest in data compression. Great cost savings can be
achieved by compressing the voluminous amounts of data and electronic mail
before they are transmitted over long-distance communication links. In 1/0 bound
systems, the fast transfer rate of compressed data from disk to main memory or
vice versa can contribute to reducing the transaction's turnaround time (or user's
response time). Since data compression reduces the loading of J/O channels, it
becomes feasible to process more J/O requests per second and hence achieve a
higher effective channel utilization.
Efficient data encoding schemes can also be very valuable to the design and
performance of supercomputers (Bassiouni and Mukherjee 1987). Some supercomputers (e.g., Fujitsu VP-200) use a compress/expand mode as one of the available
vector instruction modes (Lubeck 1985; Riganati and Schneck 1984). It is important to realize that unless J/O transfer rates are proportionally improved, processor
utilization in supercomputers may yield sustained performance figures that are orders of magnitude lower than peak rates.

Attaining dramatic gains in the
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performance of J/0 and communication devices may prove to be one of the most
important challenges facing the design of future supercomputers. High speed VLSI
chips for data compression/encoding represent a viable solution that can effectively
increase the speed of 1/0 and communication devices.
Data compression also plays an important role in reducing the cost of backup
and recovery in many computer systems. Backup copies of the files and dumps of
databases are often stored in compressed form. Not only does this process reduce
the cost of backup, but it also speeds up recovery. Upon a system failure, the
backup copies are read and used to restore the database to the consistent state of
the last checkpoint (Kaunitz and Ekert 1984), and the audit trail is then processed
to restore the database to the consistent state at the time of failure. Recovery time

is therefore reduced since data compression reduces the overhead of the timeconsuming operation of writing into or reading from the backup tapes. It is also
worth mentioning that data security may be enhanced by data compression since
compressed data usually need to be decoded before it can be processed or interpreted.
Data compression can lead to other types of improvement in system performance. For example, in some index structures it is possible through compression
to pack more keys into each index block (Batory 1983). When the database is
searched for a given key value, the key is first compressed and the search is
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performed against the compressed keys in the index blocks. The net effect is that
a fewer number of blocks have to be retrieved and thus the average search cost is
reduced. This justifies why data compression is provided as a standard option in
the IBM VSAM access method. Similar arguments may apply for associative
buffers used to store a subset of database records in main memory (Bassiouni
1985). When a database record needs to be accessed, the associative buffer is first
searched and a disk access operation is avoided if the record is found in the buffer.
By compressing records, the effective capacity of the buffer increases and consequently its hit ratio (the probability that a record will be found in buffer) increases.

1.3 Problems
The availability of fast and efficient compression methods does not assure an
effective system. Data compression introduces several problems as we try to
integrate compression into a computer system. The remainder of this section
discusses the disadvantages of data compression.
The overhead incurred by the compression process to encode data and the
decompression process to recover original data is one of the most serious disadvantages of data compression. For some applications, this overhead could be considerable enough to discourage any consideration for employing data compression. The
compression rates of previous methods that use hardware assist features for imple-
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menting compression have been estimated to be around the order of 0.64 Mega
bytes per second (Lea 1978) and 1.57 Mega bytes per second (Hawthorn 1982).
These figures still do not meet the performance requirements of current and future
systems. The solution to this problem is the design of complete hardware and/or
hardware assist features to implement efficient compression schemes. This dissertation focuses on solving this major problem by proposing fast and efficient VLSI
algorithms for implementing compression.
The length of the compressed message is usually not predictable prior to actually compressing the data since it depends on the compression method as well as
the contents of the message itself.

Sometimes, the message may not be

compressed at all. Therefore, the space allocated for the compressed message has
to be as big as the size of the original message. Unpredictability in length of the

compressed message also impacts bandwidth requirements of a system; as a result
data paths in the system have to be overdesigned to handle peak load demands
(Welch 1984).
It is obvious that reducing redundancy in data representation would in turn
reduce the ability to recover data from errors. A single-bit error in the output of
the Huffman Code (Huffman 1952), for example, could cause the decoder to misinterpret all subsequent bits. This problem has been alleviated to some degree by the
increasingly reliable technology in disk storage and communications media (Cysper

1978). Also, most telecommunication networks employ protocols for detecting
transmission errors, e.g., SDLC (Synchronous Data Link Control) and HDLC
(High-Level Data Link Control) protocols (Shanker and Lam 1983).
Many data compression schemes disrupt data properties that may be important
for some applications.

For example, by not preserving the lexical order of

compressed data, efficient sorting and searching schemes can become inapplicable.
In this case, expansion of data is done and the search is performed on the original

data. Some order-preserving compression methods have been proposed (Alsberg
1975; Batory 1983 and Knuth 1973) which allow search operations to be performed directly on compressed data.
Most software implementations of data compression are coded in assembler
languages (for efficiency reasons), and there are not enough well-defined standards
in this area to make data compression utilities completely portable or easily
modifiable.
Some compression techniques require the storage of extra data like the
encoding/decoding trees in the Huffman's scheme (Huffman 1952) and the header
file in the header compression method (Eggers 1981). However, this overhead is
far less than the space saving due to compression.
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1.4 Importance of Hardware Algorithms for Compression
Several data compression algorithms of different philosophy, complexity and
application scope have been proposed in the literature. We will review these algorithms in Chapter 2. Many of these algorithms have been used in practice primarily through software implementations which fail to meet the speed and performance requirements of current and future systems. The most serious disadvantage
of data compression is the time and space overheads incurred during the encoding
and decoding phases. Successful implementation of efficient VLSI chips for data
compression and decompression that can be integrated into the remote terminals,
disk controllers, and communication controllers can result in significant improvement in the performance of computer systems. To use Lynch and Brownrigg 's
(1981) words:

We are not aware of any generally available hardware assist features for algorithms such as Huffman coding at the present time, which seems strange since
such a feature could be used to good advantage throughout the design of an
operating system, a file subsystem or a database management system. If one considers the less revolutionary (and in our view, more likely) scenerio of gradually
increasing controller intelligence, data compression (along with cache, encryption,
and perhaps expanded independent key searching capabilities) would seem like a
strong prospect for inclusion in an advanced disk controller. (441)
In 1988, the essence of this idea remains unchanged. A few paper designs
have been reported in the literature, but none have been implemented. Thus, we
see the need for development and implementation of efficient hardware algorithms

12

for data compression and decompression.
The effect of compression hardware on the performance of a computer system
can be quantified by constructing detailed simulation models of the system with
and without compression. We constructed such models and ran simulation programs for various input data. We will report the results of the simulations in
Chapter 5.
response

Important performance measures like utilization, throughput and
time

were

compared,

using

typical

values

of

system

parameters/characteristics. The improvement in the performance of the system can
be used to evaluate the effectiveness of the proposed VLSI chips.
The architectures considered for the simulations are a general purpose computer system and a special purpose back-end machine. The compression hardware
will be of great advantage in communication systems. However, we will not consider communication architectures for simulation purposes since the improvement
in the effective bandwidth of the communication links due to compression is
directly dependent on the compression ratio. Device controllers and I/O channels
are appealing choices for location of data compression hardware in a general purpose machine. The data have to be compressed before being stored and expanded
before being supplied to the CPU for processing. Compression will be transparent
to both the user and the application software. The configuration used for the simulation is similar to that of a VAX

11nso machine.
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There are different classifications of database machines depending on factors
like processor organization, storage schema, control strategy and several others
(Srinidhi and Sloan 1988). We performed simulations for one such architecture
which is similar to that of the DELTA machine (Shibayama, Kakuta, Miyazaki,
Yokota and Murakami 1984). Such machines are equipped with very high speed
hardware mechanisms for performing operations like selection and join. The tuple
reconstruction overhead due to the adopting of an attribute-based internal schema
for data storage is extremely high, which makes the high speed processing capability of the machine transparent and useless to the user. The large number of disk
accesses required to fetch the large domains of attributes for tuple reconstruction
considerably affects the performance of the system. The tuple reconstruction time
could be reduced by storing the attribute values in compressed form. Our simulation results, which are reported in Chapter 5, quantify the improvements in the performance of such a system due to compression hardware.
Supercomputers and telecommunication networks can use the power of
hardware algorithms for compression and decompression. Supercomputers suffer
from degradation of the net sustained performance because of low processor utilization in spite of high vector processing speeds. One of the major factors for this
degradation is due to I/O delays resulting from poor I/O transfer rates. Attaining
significant improvements in the performance of I/O devices may be one of the
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major challenges facing the design of future supercomputer systems. High speed
VLSI chips for data compression/expansion represent a viable solution that can
effectively increase the speed of I/O and overcome the speed limitations of
mechanical disk devices.
Telecommunication links are currently among the most bandwidth-restricted
devices in computer systems. VLSI encoding chips can be inserted into the
transmitter logic of the communication controllers of these devices so that huge
amounts of data and electronic mail can be compressed before being transmitted
over communication channels. The original data can be recovered by the expansion
hardware inserted into the receiver logic of the communication controller at the
receiving end. Thus the placement of compression hardware into these systems
increases the effective bandwidth of communication links thereby reducing
transmission costs.

1.5 Summary of Contributions
The major contributions of the dissertation are:

(i)

development of a set of new hardware algorithms for data compression
and decompression that have applicability to various architectures of
present and future computing. The speed of these algorithms are an
order of magnitude higher than currently obtainable compression speeds.
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(ii)

simulation results that quantify the performance improvements obtained
by incorporating compression hardware in various architectural environments.
Specifically, we make the following contributions:
Under (i),

*

A new pipelined architecture for data compression applicable to any
static coding scheme is developed.

*

A hardware algorithm for decompression applicable to static binary
codes is presented.

*

A set of new hardware algorithms for the multi-group compression and
decompression schemes is proposed.

*

A hardware algorithm for run-length encoding scheme is presented.

*

Hardware designs for implementing an enhanced version of arithmetic
coding scheme are introduced.

*

Design and implementation of a prototype CMOS VLSI chip for
Huffman coding is described.
Under (ii),

*

Improvement in throughput of a general purpose computer system due
to compression hardware is quantified through simulation studies and
quantified measures of improvement in system performance are
presented.
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*

Quantified measures of improvement in query execution time as a result
of including compression hardware in a special purpose multiprocessorbased back-end machine architecture are presented.

1.6 Outline of Dissertation
A detailed literature survey is given in Chapter 2, which summarizes the various software techniques that exist in the literature. Also, the state of the art with
respect to hardware implementations of compression/decompression is discussed in
the second part of Chapter 2.
Chapter 3 presents a set of new VLSI algorithms for software compression
and decompression techniques. A new pipelined architecture for data compression
applicable to any static coding scheme is proposed. A hardware algorithm for
decompression applicable to static codes is introduced. Hardware algorithms are
proposed for the multi-group compression technique, run-length encoding scheme
and an enhanced version of arithmetic coding scheme. Speed estimates of various
algorithms are also discussed.
The design and implementation of a prototype CMOS VLSI chip for the
Huffman encoding scheme are described in Chapter 4. The chip implements the
above mentioned pipelined algorithm for compression using static codes. The
results of detailed simulations to quantify the effects of incorporating compression
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hardware in various architectural environments are discussed in Chapter 5.
We conclude in Chapter 6 by summarizing our results and identifying directions for further research.

CHAPTER 2
LITERATURE SURVEY
This chapter presents an overview of both software and hardware techniques
for data compression. Several data compression techniques of different philosophy,
complexity, and application scope have been reported in the literature and many
have been used in practice primarily through software implementations. A detailed
literature survey of the various techniques is presented in the following section of
this chapter. A few paper designs exist in the literature that propose partial or
complete hardware assist features for implementing compression, but no implementation has been done. The state of the art with respect to hardware implementation
of compression and decompression techniques is discussed later in the chapter.

2.1 Software Compression Techniques
Several data compression algorithms such as Huffman's method (Huffman
1952), adaptive Huffman's method (Gallager 1978), multi-group compression
method ( Bassiouni and Hazboun 1983; Hazboun and Bassiouni 1982), run-length
encoding (Golomb 1966), header compression method (Eggers, QI.ken and Shoshani
1981), LZ algorithm (Ziv and Lempel 1977), L'ZW algorithm (Welch 1984), arithmetic coding (Langdon 1984), dictionary based methods (Wagner 1973; Storer and
18
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Szymanski 1982) and many variations of these have been proposed in the literature. In the rest of this section, these techniques are described and illustrated with
examples.

2.1.1 The Huffman's Encoding Scheme
The Huffman's encoding scheme (Huffman 1952) takes advantage of the variability of the frequency of occurrence of characters. Accordingly, the more frequent
characters are assigned the shorter codes and the less frequent ones get the longer
codes. This reduces the average number of bits per character to a minimum value
in the encoded message. The Huffman's code has the prefix property, which

guarantees that no code for a character appears as a prefix in the code for any other
one.
The Huffman's method builds a decoding tree which yields codes that minimize the average number of bits per character. If Pi is the probability of occurrence
of the character i in the alphabet

:r., and d;

is the length of the path from the root

of the tree to the leaf node representing the character i, then the Huffman's tree
minimizes the quantity
N

L
i=l

where N is the size of :r..

P;d;
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In the Huffman's tree, the leaf nodes represent the characters. The tree is con-

structed as follows: a parent node is created for the two nodes with the lowest probabilities. The sum of the probabilities of the two nodes will be assigned as the
probability of the parent node. Then the two nodes are replaced by the parent node
for further construction. The above steps are repeated until a single node is left
with an assigned probability of 1. This node becomes the root of the Huffman tree.
The left and right branches of each parent node are labeled as zero and one respectively, or vice versa. An example of Huffman's tree is given in Figure 2.1. The
tree is constructed for a set of 7 characters A, B, C, 0, 1, 2, b(blank) with the
corresponding probabilities of occurrence being 0.1, 0.1, 0.1, 0.3, 0.1, 0.1, and 0.2
respectively.
The Huffman's code for a character is the sequence of O's and 1's in the
unique path from the root of the tree to the leaf node representing the character
(the code for A is 000 and that of 0 is 01). To encode (compress) the string
"OAF", for example, the encoder concatenates the codes for the three characters to
produce the binary string "01000100".

To decode (decompression) this latter

string, the decoder moves down the tree while processing the binary string from
left to right. Thus the first "0" causes the decoder to branch to the right child of the
root. The following "1" causes it to branch to the external node representing the
character D. After emitting "D" in the output, the decoder repeats this process start-
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B

Figure 2.1. An example Huffman tree.

C
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ing at the root node. Thus the decoder must receive bits in the correct order, i.e.,
bits of the Huffman's codes must be generated starting at the root of the tree and
ending at an external node.
There are overheads involved m implementing the Huffman's compression
scheme. Typically, it is a two pass algorithm where one pass is required to compute the frequency counts of the characters in the file to be compressed and a
second pass to actually encode the file. Moreover, the translation table must be
stored along with the compressed file for use during decompression. Another problem associated with Huffman's scheme, which is common to variable length coding
schemes, is that the length of each code is not known until a few bits have been
interpreted. Furthermore, the Huffman's scheme uses only the distributional properties of data and ignores the correlational properties (Bassiouni 1985). This leads to
the discussion of the next technique which makes use of both the above properties.

2.1.2 The Multi-group Compression Technique
The multi-group compression technique (Hazboun and Bassiouni 1982) is an
improvement over Huffman's since it takes advantage of the distributional as well
as the correlational properties observed in most commercial files. The method
makes use of two properties: (i) the group locality of character reference behavior
and (ii) the variable frequency of occurrence of different characters within the
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different subgroupings of the character set. The first property refers to the tendency
of consecutive characters to fall within the same type, e.g., alphabets, digits, successive blanks, etc. The entire character set is divided into subgroups depending on
their types. The second property implies that there is skewness in distribution of
the frequency of occurrence of characters within any subgroup.
The Multi-group scheme involves building two sets of trees: local trees and
failure trees. A local tree for a given group is a Huffman tree for the characters
within that group along with a special character that will be used to indicate group
switch. This special character called the "failure" character is assigned a weight
computed from the average sequential run-length and the weights of the characters
in that group. The average sequential run-length of a locality group is the expected
number of consecutive characters from that group before a character from a
different locality group is encountered. The failure tree of each group is constructed by assigning appropriate weights to other groups depending on the statistics of the transition frequencies among the different groups.
The Multi-group scheme is illustrated with the same example that was used to
describe the Huffman's scheme. The character set is divided into three subgroups:
alphabets, digits and blanks with ' & ' being the failure character. The local and
failure trees are given in Figure 2.2. In the case of three subgroups, the weights in
failure trees are immaterial since each such tree has only two leaf nodes. The string
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Figure 2.2. Local and failure trees for multi-group scheme.
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ABC00012bb can be coded in 23 bits as follows: 01 11 10 00 1 0 0 0 101 100 11
0 1 1. Notice that after the code for C (which is 10), the failure code 00 followed
by the branching code 1 (from alphabet failure tree) are used to indicate a switch
to the digit group. It should be noted that the same string needs 27 bits to be coded

using the Huffman's tree given in Figure 2.1.
Further optimization can be obtained by combining the local tree and failure
tree of each group (Bassiouni and Hazboun 1983). In this version, the failure character and the branching code are replaced by a single group switch indicator, with
one for each possible group switch. The group switch indicator represented as
&(ij) is used to indicate a switch from group i to group j. The weight of &(i,j) is
assigned a value based on the expected frequency of transitions from group i to
group j. The alphabet local and failure trees in Figure 2.2 are combined into a single tree as given in Figure 2.3.
The multi-group method achieves average compression improvement of 25%
over the Huffman's method (Bassiouni 1985). It should be noted that the technique has the disadvantage of the need to gather statistics about transition frequencies among the different groups in addition to the individual character frequencies
required by the Huffman's method. Both the methods need a first pass for collection of statistics and this overhead is eliminated in the next variation of the
Huffman's scheme discussed below.
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Figure 2.3. Combining local and failure trees for the alphabet group.
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2.1.3 The Adaptive Huffman's Encoding Method
The adaptive Huffman's encoding scheme is another variation of the
Huffman's method. This scheme aims at achieving further compression by adapting the Huffman's method to slowly varying estimates of the frequency distribution. Many recent versions of the UNIX operating system (Ritchie and Thompson
1974) provide a file compression facility based on this adaptive Huffman's method.
The adaptive scheme maintains a counter for each character in the alphabet,
and increments the counter each time that character occurs. The algorithm uses
these counts directly as the weights required to construct the Huffman's tree. The
idea of the scheme is to change the codes (i.e., the Huffman's tree) as the running
estimates of character frequencies change. Gallager (Gallager 1978) showed that a
Huffman's tree must have the property that each node (except the root) has a
sibling, and that the nodes can be listed in order of nonincreasing weight, with
each node being adjacent in the list to its sibling. We will illustrate the technique
with an example from Bassiouni (1985). Consider an alphabet of the five characters A,B,C,D, and E, with counts 20,10,10,10, and 17 respectively. Figure 2.4
shows a Huffman's tree for this example. A list satisfying the sibling property
mentioned above is
Vl

V2

V3

V4

V5

V6

V7

V8

28

V6

Figure 2.4. An example Huffman tree for the adaptive scheme.
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which can be grouped into sibling pairs as
(Vl

V2) (V3 V4) (V5 V6) (V7 V8)

Whenever a character occurs, the counts in the reversed path from the leaf node to
the root are incremented by one (in the order specified by the reversed path). For
example, if letter A occurs, the count of vertex V3 becomes 21, and then that of
Vl becomes 41. Whenever the count of a node is incremented, the new count must
be compared with the two counts of the next higher sibling pair (if any) in the
ordered list. If the new count becomes larger than any one of those two counts,
then the two nodes must be interchanged. For example, if for the tree of Figure
2.4, the letter C occurred, the new count (of value 11) of node V8 is compared to
the counts of V5 and V6 (since V5 and V6 form the next sibling pair higher than
v8 in the list given above). Therefore V6 and V8 are interchanged. The count of
the new parent of V8 (now V2) is incremented by one to become 28 and the final
tree is shown in Figure 2.5. Thus the occurrence of the character C has caused the
code of that character to change from 100 to 00.
Notice that the code change is made after the encoder has generated the old
code of the encountered character. This is necessary because the decoder must
decode the old code to obtain information on which changes are based. Notice
also that several node interchanges along the reversed path could occur as a result
of an occurrence of one character. Two forward and two backward pointers per
each sibling pair are used to implement the interchange in a constant amount of
time (Gallager 1978).
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VB

8

D

Figure 2.5. Updated tree after one occurrence of the character C.
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The adaptive method described above uses two parameters: N and ex. The
parameter N represents the periodic (fixed) interval (i.e., number of characters)
after which estimates (counts) must be re-evaluated. The fraction ex represents the
degree by which previous intervals affect the current estimates. After every interval
of N characters, the counts are multiplied by ex. Thus if ex=O, counts are computed
using only the current interval, and hence resulting in rapidly changing estimates.
When ex=l, estimates are computed using the entire previous history, resulting in a
slow adaptation. In Gallager (1978), the use of cx=0.5 is advocated to make the
multiplication process easier and to give reasonable slowly changing estimates.

2.1.4 Run-length and Header Compression
Many scientific and statistical databases are sparse in nature and contain long
sequences of repeated zeros or missing value codes. This fact makes the technique
of run-length encoding (Golomb 1966) and its variations one of the most effective
and commonly used data compression methods for scientific and statistical databases (Bassiouni 1985). Run-length encoding is also very effective in picture processing and some business and commercial applications.
The run-length encoding scheme replaces sequences of identical characters by
a count field followed by an identifier for the repeated value. The count field must
be somehow flagged so that it can be recognized from other data values. Also, the
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selected run-lengths must be large enough for their replacement by the identifier
and count values to be advantageous. For example, in the 8-bit EBCDIC code,
non-special characters are encoded with a zero in the second bit from the left. This
bit is set to one when the byte is used to store a count value. A second byte is
used to store the repeated character. Thus, only sequences of three repeated characters or more are replaced since smaller sequences do not give any storage savings.
Run-length encoding has the disadvantage that it requires serial decoding of
the compressed data in order to access a given data item. The Header compression
scheme described in Eggers, Olken and Shoshani (1981) overcomes this problem.
It achieves logarithmic access time by compressing data to a minimum byte size
and employing a variation of run-length encoding. This method produces two
different files: a compressed data file and a header file. The run-lengths are
extracted from the data stream and an entry for each run-length is stored in the
header file. The entry for the ith sequence is of the form (Ti, Li, Pi). Ti is a bit
flag where zero indicates a repeated sequence and one indicates a sequence of
different values requiring the same byte length. Li is an integer value that gives the
cumulative count of the total number of bytes of sequences 1 through i. Pi gives
the cumulative count of the total number of bytes in the compressed stream of
sequences 1 through i. The data stream,
6 2 4 8 10 2 2 2 2 600 700 800 900 0 0 0 0
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contains 4 sequences, with the first sequence having four single-byte integers, the
second having a single-byte integer repeated four times, the third having four twobyte integers and the last sequence with a single-byte integer repeated again four
times. The corresponding compressed file will contain
6 2 4 8 10 2 600 700 800 900 0
The header file for the above example is given in Table 1.

TABLE 1
HEADERFORTHEEXAMPLEDATASTREAM
i

ith sequence

T I•

L;

P;

1

1

5

5

0

3

624810
2222
600 700 800 900

4

0000

0

9
13
17

6
14
15

2

1

In order to access a data value in a specific position, a binary search is done

on the L; field of the header file with the position as the index. Say we want to
access the 14th data value in the original data stream. A logarithmic search indicates that the value is in the fourth sequence and the T; flag indicates that it is a
sequence of repeated values. The size of the repeated element is calculated as P 4

-

P 3, which is 1 in our example. The location of this element in the compressed
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stream is P 3 + 1, which is the 15th byte. A more formal description of the technique is given in Eggers, Olken and Shoshani (1981).

2.1.5 Arithmetic Coding Scheme
The basic principles of arithmetic coding were first described by Elias in the
early 1960s (Abramson 1963). Later, Rissanen and Pasco proposed several practical techniques (Rissanen 1976; Pasco 1976; Rissanen 1979). In a recent paper by
Witten, Neal and Cleary (1987), an implementation of arithmetic coding was discussed in detail.
In arithmetic coding, a message is represented by an interval of real numbers

between O and 1. The consecutive symbols in a message are coded recursively
using the frequency of occurrences of the symbols within the message. Data
compression using arithmetic coding is viewed as two parts: modeling the statistics
of the source message and the coding of the message using the statistics generated
by the model. The model could be static or adaptive. When the model is static,
fixed probabilities are used throughout the process of coding. In the adaptive
model, the frequency counts are updated during the coding of each symbol and the
model dynamically adapts to the varying statistics of the source message. The
fixed model case is a two-pass version where the first pass is to gather statistics
and the second pass is used to actually code the message. The adaptive model
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dynamically changes its model while coding the message in one pass. It has been
found that the adaptive model is never significantly worse than a two-pass
approach while it could be significantly better than the fixed model most of the
time. One problem with the adaptive model is that during the initial phase of coding, it does not have enough information about the statistics. So using a reasonable
initial model to begin with is an important consideration for the adaptive model
(Langdon and Rissannen 1983; Cleary and Witten 1984).
The technique of arithmetic coding can be described as follows: initially,
before any message is coded, the message is represented by the entire interval ~O,
1). This interval is divided into subintervals such that each symbol is assigned a
particular subinterval and the length of the subinterval for a symbol is proportional
to its frequency count. As each symbol is processed, the interval representing the

message is narrowed to that portion of it allocated to the symbol. Thus the interval
length narrows down with the coding of each symbol. While encoding high probability symbols, the interval reduces at a slower rate; while coding low probability
symbols, the interval length reduces more rapidly.

Also, as the interval size

reduces, more bits are needed to represent it without loss of precision.

In general, the codeword is an interval represented as (L, H) where L is the
current low point and H is the current high point of the interval. W is the width of
the current interval such that H

= L + W.

Let p(i) be the probability of occurrence
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for character i and P(i) be the corresponding cumulative probability. Any particular order of the symbols can be assumed in calculating the cumulative probabilities,
i.e., the ordering of the symbols will not have any effect on the compression
efficiency. Then while encoding character i, the new Lis calculated as L + W*P(i)
and the new W is calculated as W*p(i). The new L and L+W will represent the
interval soon after the encoding of character i. We will illustrate the technique with
an example of the fixed model.
Let us assume a simplified alphabet set for our example, and that is { a, b, c,
0, 1, 2, * } with the probabilities being 0.1, 0.1, 0.1, 0.3, 0.1, 0.1 and 0.2, respectively. The symbol "*" is used to denote the end of the message. The character
set and the corresponding symbol probabilities p(i) are listed in Table 2.

TABLE 2
PROBABILITIES FOR TIIE CHARACTER SET

Symbol

p(i)

P(i)

a

0.1

0

b

0.1

0.1

C

0.1

0.2

0

0.3

0.3

1

0.1

0.6

2

0.1

0.7

*

0.2

0.8
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The table also shows the cumulative probabilities P(i) calculated using the
symbol probability. The order of the symbols does not matter in calculating the
cumulative probabilities. Suppose the message to be coded is "OOOlabb". The initial code is the range (0, 1). The first symbol is encoded by narrowing the interval
to the range that corresponds to the symbol. After the symbol "O" is coded using

the values in Table 2, the range narrows down to (0.3, 0.6), where L
0.3 + 0.3

= 0.6.

= 0.3 and H =

This process is repeated until the end of the message and the

character "*" is encoded. The coding of the various symbols in the message string
is illustrated in Table 3.

TABLE 3
ENCODING OF STRING OOOlabb

Symbol

w

L

H=L+W

0

0.3

0.3

0.6

0

0.39

0.09

0.48

0

0.417

0.027

0.444

1

0.477

0.0027

0.4797

a
b

0.477

0.00027

0.47727

0.477027

0.000027

0.477054

b

0.4770297

0.0000027

0.47770324

*

0.47703186

0.00000054

0.47703240
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The columns "L" and "H" give the low and high values of the range and "W"
gives the width of the interval after the encoding of the symbol in the left-most
column. Once the final range has been calculated after the encoding of the endof-message symbol "*", any value within that range can be selected to represent
the compressed codeword. The decoder, on the other hand, recursively undoes
what the encoder had done during the coding phase. The steps involved in decoding are:
(i)

find the symbol for which the codeword lies within the allocated range for
the symbol and include that symbol in the expanded message.

(ii)

subtract the symbol's cumulative probability P(i) from the codeword.

(iii)

divide the resultant value from (ii) by the symbol probability p(i) which
gives the codeword after the decoding of symbol i.

2.1.6 Differencing, Null Bit-Maps and Front/Rear Compaction
Differencing is a technique used when successive numeric values tend to fall
within a small range. In this case only the difference between each pair of successive values is stored. For example, if the data stream for a particular attribute contains the values
1500, 1520, 1600, 1550, 1570, 1610
Then the compressed stream is
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1500,20, 80,-50,20,40
Since the differences are expected to have smaller absolute values than the original
entries, they can be stored using less space.
In order to access a given item, the differencing method requires serial decod-

ing of the compressed file (in order to sum up the differences). This technique is
employed in picture processing applications. We would like to point out that the
header compression method can be modified to store differences of successive
values whenever the flag Ti of the run-length is 1. The resulting technique could
achieve better compression on the expense of reduced access time (in this case a
logarithmic search is used to find the run-length, then a linear search is performed
within that run-length).
The technique of front/rear compaction is usually applied to fields ordered
alphabetically and is based on an idea similar to that of differencing. Compression is achieved by deleting common bit strings from the front/end of successive
entries.

A count of the number of deleted bits must be included with each

compressed entry. But the technique requires serial decoding of files to access data.
The technique of null bit-map is useful for flat files having large number of
missing data. A bit-map is used in each record to indicate the presence or absence
of data items. The scheme has an overhead of one bit for each present item, and a
space saving of bit_length (null indicator )-1 for each missing item.
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The use of m-grams is based on replacing frequently occurring sequences of
m characters by a shorter code. Implementations are usually restricted to the case
of m=2 (bigrams) and the scheme is usually used to augment other compression
methods (e.g., Huffman-like compression methods).

2.1.7 Order-preserving Compression Methods
The Hu-Tucker algorithm (Knuth 1973) and some index encoding schemes
(Alsberg 1975; Batory 1983) allow some operations (e.g., searching) to be performed directly on compressed data. The basic idea is to assign numeric codes for
key values in such a way that the numeric ordering of the codes preserves the lexical ordering of their key counterparts.
The simple index encoding approach is more suitable for keys (attributes)
having small or static domains (Bassiouni 1985). All distinct values from the
given domain are identified and assigned numerical values that preserve the lexical
order of the key values. As a simple example, the domain whose elements are the
states of the USA can be index encoded using six bits, with bit pattern 000001 for
Alabama through bit pattern 110011 for Wyoming. In addition to space reduction,
sorting or searching files on that domain can be carried out more efficiently using
the compressed codes. Some scientific and statistical database systems incorporate
variations of the index encoding method described above, e.g., IRIS (Alsberg 1975)
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and RAPID (Turner, Hammond and Cotton 1979).
A serious problem of the index encoding method arises when the domain is
dynamically growing, i.e., insertions of new key values occur after the initial
encoding. If the new key values cannot be known at the time of index encoding,
the initial codes may have to be reassigned and all data files may have to be
recoded. To reduce the frequency of (or practically eliminate) file recoding, longer
index codes (than the initial database requires) are usually used in such a way that
the initial key values are not assigned consecutive index codes. For example, if we
have a domain of 50 initial values, we can use 8 bits (instead of 6) to create the
index codes. The initial key values can then be assigned codes of 0, 4, 8, etc.
When a new key value needs to be added to the domain, it is simply assigned an
unused index code that preserves the lexical order of key values. Obviously only a
limited number of insertions can be handled in this way before the entire database
needs to be recoded. The frequency of file recoding depends on the interval
between successive initial codes, and the frequency and pattern of insertions (random insertions result in less frequent recoding than clustered insertions).
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2.1.8 Dictionary-based Compression
Dictionary-based methods (Wagner 1973; Storer and Szymanski 1982; Ok
1984) are mainly used for text compression. A dictionary of common words or
phrases is used and is sometimes augmented with a table for common word endings. The basic idea of these methods is to replace common words in the input
text by their address in the dictionary.
The LZ method (Ziv and Lempel 1977; Ziv and Lempel 1978) and the L'ZW
method (Welch 1984) are adaptive schemes that start with an empty table of symbol strings and then build it up both during compression and expansion. These
methods require no prior knowledge about the data. They encode variable length
strings using fixed length codes. The LZ method views the data to be compressed
as a bit string. A portion of the data is read into a buffer and the repeating
sequences are sought and encoded. Then the variable length part that has been
encoded is shifted out of the left of the buffer while a new portion of data is
shifted in from the right of the buffer. The choice of the size of the buffer is an
important decision in order to obtain effective compression. The L'ZW algorithm is
a modification of the LZ method.
The LZW method replaces strings of characters by fixed length codes (usually
12 bits). Its basic idea is similar to having a dictionary of common strings with
the requirement that for any string in the dictionary, all prefixes of that string must
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also be in the dictionary. The table is initialized to contain all single-character
strings. The LZW string table contains strings that have been encountered previously in the message being compressed.

LZW examines the input strings

character-serially in one pass, and the longest input string already in the table is
parsed off each time. Each parsed input string extended by its next input character
forms a new string to be added to the table. Each string in the table is assigned a
unique identifier, namely its code value. Thus the dictionary grows in size during
the compression phase. Similarly, the decompression algorithm constructs its translation table dynamically as the code values are translated into the corresponding
prefix string and the extension character. The extension character is pulled off and
the prefix string is decomposed into its prefix and extension. This process is
repeated recursively until the prefix string is just a single character.
The LZW scheme does not optimally select the strings to be included in the
table. It is mentioned by Welch (1984) that the method produces compression
results that, while less than optimum, are effective. The scheme seems to be useful
in commercial systems and could be applied to files that contain text intermixed
with numbers.
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2.2 Hardware-assisted Data Compression
The lack of special hardware to assist data compression, the view of compression by many system designers as a utility of limited use, and the sophisticated
logic of many data compression schemes have been primary factors to limiting virtually all implementations of data compression to software. In very large data
bases, the efficiency of compression is critical to the overall performance of the
system; hardware implementation of compression can be very beneficial to large
database systems. The rest of this chapter will discuss past attempts to implement
compression with hardware assistance.

2.2.1 The Microprocessor-assisted system (MAS)
In Lynch and Brownrigg (1981), a suggestion was made to include data

compression, encryption, and some key searching capabilities in an advanced disk
controller. The scheme proposed in Hawthorn (1982) uses a microprocessorassisted system (MAS) to offload the process of data compression and attribute

partitioning/tuple assembly from the front-end computer running a statistical database management system (SDBMS). A brief discussion of this system is given
below.
The MAS design is targeted to minicomputers (e.g., VAX1ln80) dedicated to
support statistical databases. The idea is to support the front-end computer by a
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hardware structure of microprocessors (MPs) which perform specific data management functions. The microprocessors are organized in a two level hierarchy. Each
disk in the system is connected to a distinct microprocessor (MP) in the bottom
level of the hierarchy (these are called leaf MPs). At the top-level, there is a single microprocessor (the root MP) that is connected to the front-end computer. Figure 2.6 shows the back-end structure for the case of four disks.
When the SDBMS running in the front-end receives a user query to retrieve
data, it sends a request to the root MP to retrieve the appropriate data from the
different files. The root MP analyzes the request and sends subrequests to the
appropriate leaf MPs.

The function of leaf MPs is to schedule disk reads,

decompress data and send it to the root MP. The root MP assembles attributes that
are spread across multiple disks (because of attribute partitioning commonly used
in scientific and statistical databases), and passes them to the front-end computer.
When new records are appended, the data is passed from the front-end to the root
MP which performs attribute partitioning and sends the data to the appropriate leaf
MPs. The latter MPs compress data and schedule disk writes.
The MAS design uses general purpose MPs rather than special data filters
(like those used in database machines). The reason for this choice is that MPs are
intended to perform specific functions; thus general restriction, projection, and
semi-join operations cannot be included in MAS. The general purpose MPs are
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Figure 2.6. The MAS structure.
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slower than data filters and they cannot process data at the speed of disk transfer
rates. The expected gain in performance, however, arises from the parallel operation of MPs.
A cost/performance analysis for the MAS design was given m Hawthorn
(1982). The analysis compared the cost and performance of the statistical DB
model both with and without the back-end (MAS) system. The conclusion of the
analysis is that MAS is cost-effective and is expected to have positive impact on
the performance of statistical databases and other systems that rely heavily on
compression and tuple assembly. This initial design of MAS will probably need
considerable tuning, and it remains to be seen whether it is more advantageous to
replace the general purpose MPs by data filters that can enable expanding the size
of the back-end structure and the data management functions that are supported at
the back-end.

2.2.2 A Finite State Machine Approach
The two-stage finite state machine presented in Hazboun and Raymond (1983)
is a proposed implementation of the Multi-group compression method (discussed
earlier in this chapter) used for efficient transmission of data in a distributed
environment. The automaton is conceived as an 1/0 board in a host machine. It
consists of a decode machine (input register, control logic, receive FIFO to hold
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characters, address register, and microcode memory), an encode machine (primary
and alternate send registers, transmit control logic, look-ahead logic, transmit FIFO,
and three flags to monitor transmitted characters), and an encode/decode memory.
Performance evaluation of this implementation was not completely covered. Further
research is needed to compare the proposed scheme with other alternatives.

2.2.3 A Systolic Approach
Smith and Storer (1985) have proposed parallel algorithms for compressing
data by textual substitution, that can be implemented in VLSI with systolic arrays,
a popular model of parallel computation. They discuss systolic algorithms for
compressing data using two different models. The static dictionary model is one
where data is compressed by replacing substrings of text by a pointer to a dictionary. The sliding dictionary model is the other one where text is compressed by
replacing substrings of text to an earlier occurrence in the text. Both of these
models have been extensively studied in the literature.
The basic model for the systolic structure for data compression along a communication channel, using the static dictionary model, is given in Figure 2.7. The
basic structure is a pipe with three processing elements for each string of the dictionary. The dictionary strings themselves are stored in the middle row, one string
per element. Pointers within dictionary elements will always point to a dictionary
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Figure 2.7. A systolic structure for data compression.

so
element to the left. Data to be encoded enters from the left, is piped along the bottom row, and encoded as it progresses. Data to be decoded enters from the right, is
piped along the top row, and decoded as it progresses. The dictionary may be
loaded by either location. The circle next to the transmitter for location A indicates
a switch to divert data via the bypass line, to the dictionary, and to the output.
A fixed dictionary is assumed and data is compressed by replacing substrings
of data by pointers to matching strings in the dictionary. For example, if the dictionary consists of the two strings ab and bab, the string ababbab could be
represented as 1 lbl, a22, or a2bl, where 1 denotes a pointer to ab and 2 a pointer
to bab. Decoding is always unique and consists of simply replacing a pointer by its

target Also, dictionary entries themselves could contain pointers to other entries
and so decoding a pointer may involve several dictionary lookups. The string
represented by a pointer, after all its pointers have been expanded, is referred to as
the expanded target of that pointer. Pointers in dictionary entries can reduce the
space for the dictionary, but the major reason for such pointers is that they allow
for the representation of strings longer than the maximum length of a dictionary
element. The implementation issues for both the static and dynamic models are discussed in Smith and Storer (1985).
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2.2.4 The LZW Hardware
A brief discussion is given in Welch (1984) about the hardware-design
(Sperry proprietary) of the L'ZW algorithm. The hardware structures for compres-

sion and decompression proposed in the paper are given in Figures 2.8 and 2.9.
The details of implementation were not given since they are Sperry proprietary.
The principal implementation decision is choosing the hashing strategy for the
compression device. The scheme uses a 8K RAM as a hash table with a load factor
of 0.5. The speed depends on the hashing system, and it was estimated (Welch
1984) that compression speeds of up to half the clock rate can be possible if the
compression ratio is 50% and hash search lengths are short.

2.2.5 Mukherjee' s Approach
A set of hardware algorithms have been proposed in Mukherjee, Ranganathan
and Bassiouni (1988) based on a reverse binary tree. These algorithms are applicable to any static binary coding scheme. The reverse binary tree is a labeled binary
tree whose leaf nodes and some of the internal nodes represent the symbols to be
encoded in the following sense: the sequence of O's and 1's in the unique path
from the node representing the symbol to the root node is the code for the symbol,
i.e., the tree represents the reversed Huffman's codes. A reverse binary tree is
derived in Figure 2.10 for the example Huffman tree given in Figure 2.1. A more
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formal treattnent of the reverse binary tree will be presented in Chapter 3.
The reverse binary tree can be mapped into a corresponding hardware layout
and the approach is to detect the symbol to be encoded and place a token on the
corresponding leaf node of the tree. As the token traverses upwards towards the
root, the code bits that correspond to the labels on the reverse tree are extracted in
a bit-serial fashion.

CHAPTER 3
HARDWARE ALGORITHMS
Successful

hardwareNLSI

implementation

of

data

compression

and

decompression can be integrated into 1/0 and communication devices of current
and future computer systems. Front-end machines and host nodes can then be
relieved from the overhead of compression/decompression. VLSI chips for data
compression can be incorporated into communication controllers resulting in
significant improvement in the performance of distributed networks.
In this chapter, we will present a set of new hardware algorithms for data

compression and decompression. These algorithms can be implemented in VLSI
using nMOS or CMOS technology. Our approach differs primarily from the previous methods in that we use designs that eliminate or reduce the use of storage
(code-decode tables) or microcoding. This yields faster processing rates independent of the memory or machine cycles of the back-end or the host computer. The
estimated speeds of our algorithms far exceed the maximum data flow rates in
current and projected disk and communication technologies.
We describe the following contributions in this chapter: (i) A new pipelined
architecture for data compression applicable to any static binary encoding scheme
is proposed. (ii) A fast hardware algorithm for decompression is presented. (iii)
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Hardware algorithms are proposed for the Multi-group compression technique. (iv)
A hardware circuit for the Run-length encoding scheme is presented. (v) Hardware
schemes for an enhanced version of arithmetic coding. Speed estimates of the
various algorithms are discussed in the last section of this chapter.

3 .1 A Pipelined Architecture for Data Compression
We present a new pipelined architecture for data compression that is applicable to any static binary encoding scheme. We begin with a formal definition of the
reverse binary tree which forms the basis for several hardware algorithms that will
be described in this chapter. A reverse binary tree is a labeled binary tree whose
leaf nodes and some of the internal nodes represent the symbols such that the
sequence of O's and l's in the unique path from the node corresponding to a symbol to the root node is the code for the symbol. Thus the sequence of O's and l's
from the root to any node representing a symbol gives the reversal of the original
code. The reverse binary tree can be derived for any binary code set (e.g.,
Huffman Code) in the following manner:
(i)

Obtain the reverse code for each symbol by writing its original code backwards.

(ii)

Consider the reverse code for the first symbol and construct a left child to
the root node if the first bit is a 'O' or a right child if the first bit is a 'l '.
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(iii)

Assuming this newly built node as the parent node, consider the second bit
of the reverse code and build a new child node as before. Repeat this step
until all the bits of the code for the first symbol are considered.

(iv)

Consider the reverse code for the second symbol. If the first bit is a •o•, we
need a left child from the root and if the bit is •1•, a right child is to be constructed. If the particular child node already exists due to the consideration
of a previous symbol, traverse to that node and consider the second bit of the
reverse code. The same procedure is applied to all the bits of the code for
the second symbol constructing only the missing nodes during each step.

(v)

Repeat step (iv) until the reverse codes for all the symbols have been considered.
The resulting tree is the reverse binary tree obtained from the original code.

The time complexity for the construction of the reverse binary tree is linearly proportional to the total length of binary codes of all the symbols.
We now describe the hardware algorithm for the Huffman encoding scheme
proposed in Mukherjee, Ranganathan and Bassiouni (1988) which uses a module of
the reverse binary tree as the core of the design. The algorithm will be described
with the help of the example Huffman tree given in Figure 2.1. We discussed earlier in section 2.1 that the decoder must receive the bits in the correct order, i.e.,
bits of the Huffman code for each character must be generated starting at the root
of the tree and ending at the corresponding leaf node. The reverse binary tree
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module is required in order to generate bits in the correct order. The reverse binary
tree corresponding to the example Huffman tree is given in Figure 2.10.
The functional block diagram of the hardware encoder for the character set of
the example in consideration is given in Figure 3.1. The hardware consists of a
module of the reverse binary tree and a decoding circuit The decoding circuit
(decoder) places a "pulse" or a "token" at the leaf node (in the tree module)
representing the symbol being encoded. The token traverses one level up towards
the root node at each clock pulse or time step, delivering an output bit (for each
level of the tree) whose value is equal to the label of the tree edge being traversed.
The output line from each level is connected to an OR gate which produces the
bit-serial output of the chip.
When the character is encoded (compressed), its Huffman's code will be generated bit by bit as the token traverses up the tree (one level at each clock pulse).

The structure of the reverse binary tree ensures that the bits of the Huffman code
are generated in the correct order (as needed by the decompression phase).
The entire operation of the device can be described as follows: the input symbols are held in an input buffer whose size depends on the average number of symbols received per unit of time. It will be safe if the size of the buffer equals the
maximum length of any path in the binary tree. Once a symbol is encoded, a new
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symbol is latched at the input of the decoder which sends a token to the appropriate input of the tree module. The token traverses up towards the root, generating
an output bit at each level of the tree during each clock pulse. When the token
arrives at the root, it is used to activate the compression of the next symbol. Once
the code for the current symbol has been output, the code for the next symbol
starts being output without loss of continuity. Thus, once a compression phase is
started, one bit of compressed data is output during each clock cycle.
The main components of the design are the tree module and the decoder as
shown in Figure 3.1. The function of a node in the tree is to pass an incoming
token to its parent node. The two-input nodes are OR gates while the single-input
gates are just shift register stages. It must be noted that the nodes can be of either
single input, two-input or at the most three input gates. If a node corresponding to
a symbol happens to be an internal node that has two child nodes in the reverse
binary tree, a three input OR gate is required for the corresponding module in the
hardware layout. Since the logic of any node in the tree module is basically a shift
register stage, the propagation of the token up the tree can be achieved at a very
high speed (a critical delay of about 6 nano seconds will result in a 25 nano
seconds clock cycle equivalent to 40 MHz speed). But the decoder circuit due to
its multi-level gate logic will operate at a much slower speed. Thus the clock
cycle of the entire chip depends on the delay within the decoding circuit. Next, we
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present a hardware design that minimizes this delay by breaking the decoder into a
pipeline of several stages.
The pipelined architecture for data compression is shown in Figure 3.2. The
basic components of the architecture are a reverse binary tree, a multi-stage pipeline decoder, a set of latches, a buffer to hold the data stream and some control
logic as shown in the figure. The reverse binary tree is similar to that shown in
Figure 3.1. The latches are a set of 1-bit registers to temporarily hold the output of
the decoding circuit until all the bits of the compressed code for the previous character have been output
The function of the decoding circuit is to decode the character loaded into the
symbol register and place a token at the corresponding leaf node in the tree
module. The basic cell for the decoder consists of several NOR gates and can be
implemented as a pipeline of multiple stages. The decoding of the next symbol
will proceed in parallel with the traversal of the token corresponding to the previ-

ous symbol up the tree.
The decoder outputs will be stored into a string of recirculating latches
(shown in Figure 3.2). The latch containing a '1' corresponds to the input symbol
to be encoded next. As the previous token emerges out of the root of the tree, it is

used to activate the control which transfers the information waiting in the latches to
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the leaf nodes of the tree. At the same time, the token will also initiate the decoding of the next symbol stored in a buffer.
The number of stages within the decoder can be at most equal to the minimal
path depth in the Huffman tree. This is necessary since the decoder output for the
next symbol must be ready as soon as the previous symbol has been compressed.
The minimum number of cycles to compress any symbol corresponds to the shortest path in the tree. In our example, the pipeline decoder will have two stages
corresponding to the minimum depth of the code in the Huffman tree. The chip
will function such that one code bit will be generated during each clock cycle.
The decoder output for the next symbol will always be ready in the latches when
the last bit of the current symbol has been generated. Breaking the decoder into a
pipeline of two stages will double the maximum clock rate allowed. This principle
can be easily extended to a realistic Huffman tree. If we want to design the
Huffman compressor for the ASCII code, with a minimum code word length of 4
bits, the 8-bit decoder can be designed to have four stages in its pipe. Thus the
pipelining of the decoder not only allows parallelism, but also decreases the cycle
time yielding a better compression rate. A prototype CMOS VLSI implementation
of this modified architecture is described in detail in Chapter 4. The maximum
clock speed of the circuit depends on the delay in the feedback path from the root
of the tree module to the load signal at the symbol register. As per the estimates
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obtained from the implementation, a clock cycle of 25 nano seconds was required
that yields a speed of about 40 MHz. Assuming an average length of Huffman's
code as 4 bits (a compression ratio of 50% ), we can obtain a compression rate of
10 million characters per second.

3.2 The Decompression Hardware
We present a hardware algorithm for decompression that is based on the
Huffman tree structure. The hardware design is given in Figure 3.3. Although the
algorithm is applicable to any static binary code, we use Huffman code for illustration and our discussion is based on the example used in the previous section.
The basic components are the Huffman tree module and a read-only memory
(ROM) as shown in Figure 3.3. The function of a node in the Huffman tree
module is to pass the incoming token to one of its two child nodes depending on
the value of the code bit. If the code bit is a "1 ", the token is passed to the left
child and if the code bit is a "O" the token is passed on to the right child. The
logic design for a node is given in Figure 3.4.
The compressed code is input to the circuit at the rate of one bit per clock
cycle. This bit is used to control the flow of the token down the Huffman tree
module as described below. At the beginning, a start "pulse" or a "token" is
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Figure 3.4. Node logic for decompression circuit
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applied at the root of the tree. This token traverses down the tree, controlled by
the bits of the input code (if the code bit is 1, the token traverses the edge labeled
1; otherwise, it traverses the edge labeled 0). If the token emerges out of a leaf
node, it initiates a read operation from the read-only memory which contains the
uncompressed code of the symbol being decoded. The uncompressed code of the
symbol is loaded into the symbol register which is then output by the decompression circuit. The token is fed back to the root node to continue the decoding of the
next symbol. The feedback logic is designed using precharge logic so that the
token is passed on to the root without much propagation delay. In the scheme
described above, the critical delay of the circuit depends on the time needed for the
read operation from the read-only memory (ROM), which is used to store the fixed
length code (for example, symbols of the ASCII character set). The ROM access
time will determine the speed at which code bits can be pumped into the device.
The critical delay of the circuit can be improved by replacing the read-only
memory by a balanced binary tree module built to represent the uncompressed
fixed length code set.
The modified circuit is shown in Figure 3.5. The circuit shown in Figure 3.5
corresponds to the earlier example in Figure 3.3 and for ease of explanation, the
fixed length codes are assumed to be of 3 bits instead of 8 as in the ASCII set.
The hardware design consists mainly of a Huffman tree structure that represents the
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compressed codes and a balanced binary tree structure representing the
uncompressed fixed length codes. Each leaf node that corresponds to a symbol in
the Huffman tree structure is connected to the corresponding leaf node in the balanced binary tree module. The function of the Huffman tree module is the same as
in the scheme in Figure 3.3. The function of a node in the balanced binary tree
module is to pass the incoming token to the node in the next lower level. The
logic design for the nodes are simply OR gates. At each level, the edges labeled
as "1" are tied to the inputs of an OR gate as shown in the figure. The outputs of
the OR gate at each level together provide the fixed length code. The outputs of
the OR gates are connected to a set of triangular delay elements so that all the bits
of the fixed length code for a symbol being decompressed are obtained in parallel
from the symbol register.
The operation of the circuit is as follows: at the beginning, a "start" pulse initiates a token at the root of the tree. The token traverses down the tree, controlled
by the bits of the input code. If the code bit is "1 ", the token traverses the edge
labeled "l ", else, it traverses the edge labeled 0. Thus, the function of a node in the
Huffman tree is to pass the incoming token to one of its two child nodes depending
on whether the code bit is a "l" or a "O". When the token emerges out of a leaf
node of the Huffman tree, it starts traversing down the balanced binary tree. Also,
when the token passes from the Huffman tree to the balanced binary tree, the
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precharge logic shown in the left side of Figure 3.5 generates a feedback token.
This token is passed on to the root of the tree to intiate the decoding of the next
character. The output circuit that consists of a set of OR gates with one gate for
each level outputs the fixed length code. The delay elements ensure that all the
bits of the fixed length code for a symbol are loaded simultaneously into the symbol register.
It can be seen that the maximum clock speed for the decompression circuit
depends on the node logic. Since the logic for a node is equivalent to a shift register stage, it is possible to obtain a clock speed of about 40 MHz using current technology. Assuming an average length of Huffman's code as 4 bits (a compression
ratio of 50% ), we can obtain a decompression speed of 10 million characters per
second.

3.3 The Multi-group Compression Hardware
The Multi-group compression method is described in section 2.1.2.

The

hardware design for the Multi-group method uses similar techniques used in implementing the Huffman's scheme. However, extra logic is required to detect group
switches and insert the corresponding switch codes in the compressed output. The
basic circuit for the Multi-group technique is shown in Figure 3.6. The circuit is
designed for the modified scheme where the local and failure trees for each
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subgroup are combined into a single tree with an indicator node for each possible
group switch. The main components are the reverse binary tree module, two
decoders, group switch logic and a 2:1 Multiplexer as shown in the figure. Regl
and Reg2 are registers to hold values (symbols) to be input to the decoders. The
reverse binary tree module consists of a tree structure that includes the codes of
characters of all groups and the various group switch codes. The design has two
decoders, Decoderl for the character symbols and Decoder2 for the switch codes.
The Decoderl and the Decoder2 outputs are connected to the corresponding leaf
nodes representing the characters and the switch codes respectively. The group
switch logic detects whenever a group change occurs and causes the generation of
the appropriate group switch code. The 2: 1 Multiplexer selects the symbol in the
next symbol register whenever there is no group change. If there is a group
change, the Multiplexer loads a "dummy" symbol into the register Regl. The
dummy symbol corresponds to the situation when Decoderl produces no token.
Simultaneously, the group switch logic loads a specific value into Reg2 which
when decoded by Decoder2 places a token on the leaf node corresponding to the
particular group switch code. The Multiplexer is controlled by the signal sel.<!>2
which is activated by the group switch logic as in Figure 3.6.
The circuit works as follows: the next input symbol is loaded into a register
from the buffer, which is used by the group switch logic (GSL) to determine if
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there is a change of group. If there is no change in the group, then GSL activates
the sel.<1>2 signal which passes the symbol to the register Regl to be decoded. In
this case, GSL loads the other register Reg2 with the "dummy" symbol for which
all the outputs of Decoder2 will be 'O'. Also, the sel.(j> 2 signal loads a new character into the next symbol register from the buffer. If there is a change in the group,
the next symbol is left to stay in the next symbol register and the sel.(j> 2 signal
activates the selection of the dummy symbol to be loaded into Regl. Thus the
sel.<1>2 signal acts as a control input to the 2: 1 multiplexer which selects between
the dummy symbol and the next symbol. Again this dummy symbol corresponds
to the situation where all the outputs of Decoderl are 'O's. Simultaneously, GSL
loads a value into Reg2. Decoding the value in Reg2 places a token on the leaf
node that corresponds to the particular group switch code.
We will be referring to the multi-group hardware as we describe the working

of the group switch logic. The group switch logic is given in Figure 3.7. For ease
of explanation, the logic is worked out for an example having three groups, say,
alphabets, digits and special characters. Any fixed length code can be viewed as a
binary integer value. Without loss of generality, we will assume that the original
codes in the first group fall within a binary limit 'x', the codes in the third group
to be above or equal to the limit 'y' and the second group falls in between. This
property is valid for common ASCII codes applicable to alphabets, digits and
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special characters. If the codes within a group do not have adjacent binary values,
the case can be handled by introducing additional comparators and registers. The
group switch logic for our example consists mainly of three comparators, a 1's
complement adder and two registers Reg3 and Reg4. The logic works as follows:
as soon as a new symbol is loaded into the symbol register from the buffer, the
two comparators labeled as 'x' and '=>y' detect the subgroup to which the symbol
belongs. Depending on the specific group, one of 100, 010 and 001 corresponding
to alphabets, digits and special characters respectively, is loaded into Reg3. The
state that corresponds to the previous symbol is stored in the register labeled Reg4.
The previous state and the current state are compared. If a match occurs, the control input for the 2:1 Multiplexer in Figure 3.6 is enabled in order to pass on the
symbol to be decoded. A mismatch corresponding to a group switch causes the
Multiplexer control (signal sel. <h) to be zero. When the multiplexer control is
zero, the dummy symbol is selected to be loaded into Regl. The adder circuit is
enabled simultaneously. The adder performs a 1's complement subtraction of the
contents of Reg3 from Reg4. The output of the adder is loaded into Reg2 to be
input to Decoder2. Decoding this value places a token on the leaf node that
corresponds to the particular group switch code. The propagation of the token up
the tree and the extraction of the bit-serial code is done in the same manner as
described in section 3.1 for the Huffman encoding hardware algorithm.
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In our example, there are three groups: alphabets, digits and special characters
in that order. The registers Reg3 and Reg4 in Figure 3.7 hold 3-bit values that

could be from 100, 010 or 001 that correspond to alphabets, digits and special
characters respectively. Among three groups, there are six different group switches
possible and thus the output of the adder in the group switch logic must be able to
produce six different values uniquely representing each possible group switch. Our
scheme ensures this, as can be seen from the table given below:

TABLE 4
TRANSITION TABLE FOR GROUP SWITCH LOGIC

= P + C'

p

C

Transition

100

010

A-D

001

100

001

A-S

010

010

100

D-A

101

010

001

D-S

000

001

100

S-A

100

001

010

S-D

110

F

The state P represents the group of the previous character and the state C
represents the group of the current character. C' is the one's complement value of
C and the table above lists the unique output states corresponding to the six possi-
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ble group switches in a Multi-group scheme of three groups.
In Figure 3.6, the reverse binary tree module is shown as a single tree that
includes the symbol codes and the group switch codes of all the groups. An alternative method is to layout a separate group tree for each group and the roots of all
the individual trees can be 'OR'ed in order to obtain the feedback token that will
initiate the processing of the next symbol. It is possible to obtain some optimization by using a single reverse binary tree that includes all the group codes. In both
cases, the outputs of the decoders are connected to the appropriate leaf nodes in
order to place the token at the bottom of the tree. If symbols from different groups
share the same code, then the corresponding decoder outputs can be connected to
the same leaf node. Thus, we can reduce the size of the VLSI layout.
The two decoders in Figure 3.6 can be implemented as pipelines as in the
hardware algorithm described in section 3.1. The number of stages in each pipe
must be less than or equal to the length of the shortest code in the whole set. So
we can use the same number of clock cycles in the group switch logic as the
number of stages in the decoder pipes. Since the group switch logic is quite simple, the critical path delay for this implementation will remain the same as in the
Huffman compressor aiding the same compression rate of about 10 million characters per second.
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3.4 The Multi-group Decompression Hardware
The hardware design for Multi-group decompression is similar to that used for
Huffman decompression described in section 3.2. The decoding tree module consists of the Huffman tree structure. A decoder tree similar to that described in section 3.2 is laid out for each group separately. The symbols are partitioned into the
corresponding groups and stored accordingly as shown in Figure 3.8. The decoding
of a symbol within a group is similar to the scheme described in section 3.2. The
token traverses down the tree depending on the value of the code bit and once it
reaches a leaf node, it enables a read operation of the corresponding symbol from
the memory. Also, the token is passed to the root of the same tree by the feedback
logic for decoding of the next symbol. Whenever there is a switch in the group,
the token comes out from the corresponding path in the tree and it is passed to the
tree corresponding to the next group. If there are n groups, then n(n-1) different
group switches are possible and hence a bus-width of n(n-1) is required in order to
switch the token from one tree to another. Since the number of lines increases
considerably with the number of groups (say, for 6 groups 30 lines are needed), an
alternative design is suggested which is given in Figure 3.9. In the new design, the
tokens are passed between the trees using a precharge bus of size equal to the
number of groups. During one phase of the clock, say
high. During the other phase

<j> 1,

<!> 2,

the bus is precharged to

if there is a group switch, the token comes out of
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the current tree at the corresponding leaf node. This token pulls down the line to
zero that is connected to the root of the tree corresponding to the next group. The
signal in this line is inverted to a '1' which becomes the token for the new group.
Another advantage in using precharge logic besides reduction in the number of
lines is that it helps the passing of the token to the next tree with less propagation
delay.
The above circuit can have even less hardware if it is possible to obtain the
union of the decoder trees of the various subgroups. In this case, the hardware
required will be similar to the decompressor proposed in section 3.2, with some
additional logic to handle the group switch codes. The design is illustrated with an
example of the multi-group scheme given in (Bassiouni and Hazboun 1983). The
example consists of three groups: alphabets (A), digits (D), and special characters
(S). The multi-group codes for the characters as well as the group switch indicators are given in the table below:
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TABLE 5
A MULTI-GROUP CHARACTER SET AND ITS CODES

Alphabets(A)
A-0
B - 10
C - 110
&(A,D) - 1110
&(A,S) - 1111

Digits(D)
1- 0
2 - 10
3 - 110
&(D,A) - 1110
&(D,S) - 1111

Special(S)
b-0
&(S,A) - 10
&(S,D) - 11

The symbol &(A,D) shown in the above table represents the group switch
from alphabets group (A) to the digits group (D). It should be noted that in each
group there is a unique group switch character included for every other group in
the scheme.
The hardware design is given in Figure 3.10. In this approach, the characters
in various groups that share the same multi-group code will be stored (in ASCII

format) in consecutive locations of the read-only memory. For the example in consideration, a 3-bit register labeled ASD (the size of the register depends on the
number of groups) will store 100, 010 or 001 depending on which of the three
groups A, S or D is being processed currently. This value is used to detect the
particular group change when the token reaches a leaf node corresponding to a
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group switch character. The group transition logic shown in Figure 3.10 updates
the register labeled ASD whenever a group change occurs.

The leaf nodes

corresponding to the group switch codes and the current value stored in the register
ASD are used by the group transition logic to decide on the next state value to be
stored in ASD. When the token flows out of the leaf node corresponding to a
group switch code, it is input to the group transition logic. The group tansition
logic generates a new value that corresponds to the new group. The 3-bit register
value is used to drive the pass transistors that connect the leaf nodes to the
memory location where the corresponding symbol is stored. The same code may
be shared by symbols in different groups. For instance, in our example the code

"O" is shared by the symbols A, 1 and b(blank). When the token reaches the leaf
node corresponding to these symbols, the value in the ASD register selects only the
pass transistor that corresponds to the current group. Thus only one of the three
symbols is read out into the buffer from the memory. Thus at any time the pass
transistors corresponding to only one group are activated, which is necessary since
symbols from different groups may share the same multi-group code.

This

approach is superior than the previous one since the amount of hardware needed is
considerably reduced because of combining the decoding trees into a single tree
module.
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The read-only memory (ROM) access time will be the determining critical
delay in the above design and will determine the speed at which the code bits can
be pumped into the device. With 25 nano seconds access time and an average of 4
bits/character, the decompression rate will be in the neighbourhood of 10 million
characters per second.

3 .5 The Run-length Encoding Scheme
The run-length encoding scheme (Golomb 1966) replaces sequences of identical characters by a count field followed by an identifier for the repeated value.
The scheme is described in detail in section 2.1.4. In this section, we present a
new hardware scheme for the run-length encoding compression technique.
The hardware design for implementing run-length encoding is given in Figure
3.11. The design uses a two-phase nonoverlapping clocking scheme. It is a simple
circuit that uses several registers, a counter and a comparator. The input string is
read at the rate of one character per clock cycle. Repeated occurrences of any
character is replaced by the character and the count which is the number of repetitions of the same character. The boxes labeled as 'CUR', 'PREV' and 'TEMP' are
half register stages to hold the input characters as they come in. The other two
pairs of registers are to hold the output character and its count. The first pair
labeled as cntl-charl is a temporary buffer to accumulate the count values along
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with the character and the second pair labeled as cnt2-char2 holds the encoded output. The comparison between the current input character and the previous one is
done during the

<1> 1

phase. If the characters match, the output of the comparator is

'1 ', otherwise it is 'O'. If the two consecutive characters are different, the comparator output is inverted and during the following

<1> 2

phase, is used to activate the

'clear' signal of the counter. The 'clear' signal initializes the counter value to "1"
and copies the contents of cntl-charl into the register pair cnt2-char2. If the comparator output is a '1' due to matching of the characters, then it increments the
counter value by 'l ' . This process repeats until a mismatch occurs. When there is
a mismatch, the contents of cntl-charl are copied into the register pair cnt2-char2.
Since the data path consists of two cycles, the output should be ignored during the
first cycle. The "clear" signal can be connected to an external pin and can be used
as an indicator to know whenever the register pairs cnt2-char2 are loaded with new
encoded values.
The comparator does bit-wise comparison and hence there is no ripple
involved. So the clock for the circuit depends on the size of the counter, which in
tum depends on the maximum repetition count of a character. Since a repetition

count of 256 is typically used, an 8-bit comparator can be used. An 8-bit comparator will need about 40 nano seconds clock cycle (a conservative estimate). Thus
our circuit will operate at a speed of at least 25 MHz compressing 25 million
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characters per second.

3.6 Hardware for an Enhanced Arithmetic Coding Scheme
The basic arithmetic coding scheme is described in detail in section 2.1.5. In
this section, we present an enhancement to arithmetic coding (Bassiouni, Ranganathan and Mukherjee 1988) and introduce hardware algorithms to implement
both the original and the enhanced versions of arithmetic coding.
It should be noted that in arithmetic coding, the interval reduces in size as
more symbols are encoded and more bits are required to represent the interval as
its size decreases. The interval size decreases more rapidly when a less probable
symbol is encoded. Thus the precision required to represent the encoded message
may increase so much that it might not be possible to continue the encoding. At
that point, the end-of-message character has to be encoded and then the rest of the
message is coded starting with the initial interval (0, 1). More symbols can be
encoded within a limited precision if the probabilities of the symbols being
encoded are large. The arithmetic coding scheme uses only the distributional property of data. A modified arithmetic coding scheme which utilizes the correlational
properties of data, i.e., the property that consecutive characters tend to be of the
same type (alphabets, digits, blanks, successive zeros, etc.) is presented in this section. The scheme is based on the observation that in many commercial and
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business data files, data records exhibit a strong locality behaviour of character
reference. Again we will describe the scheme with the help of an example.
The simplified character set shown in Table 4 is split into two groups as
alphabets and digits. The alphabet group will consist of {a, b, c, &, *} where the
symbol "&" indicates a group switch and the symbol "*" is used to indicate the
end of the message. The digit group will consist of {0, 1, 2, &, *}. The symbol
probabilities (p(i)) and the cumulative probabilities (P(i)) for the symbols in the
two groups are given in Tables 6 and 7.

TABLE 6
PROBABILITIES FOR GROUP-I

Symbol

p (i)

p (i)

a

0.3
0.3
0.2
0.1
0.1

0
0.3
0.6
0.8
0.9

b
C

&
*
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TABLE 7
PROBABILITIES FOR GROUP-2

Symbol

p (i)

p (i)

0

0.5

0

1

0.15

0.5

2

0.15

0.65

&

0.1

0.8

*

0.1

0.9

Suppose we have to encode the string "OOOlabb". The string will actually be
coded as "OOOl&abb*", where "&" indicates the switch from digits to alphabet
group while "*" indicates the end of message. The message is coded using the
arithmetic coding scheme, but the probabilities are taken from the appropriate table
depending on the group of the character being encoded. The encoding of the message and the calculation of low (L) and high (H) values of the interval code are
shown in Table 8. The width of the interval W is the difference between the high
and low points of the interval code.
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TABLE 8
ENCODING OF STRING OOOlabb WITH THE MODIFIED SCHEME

Symbol
0
0
0
1
&
a

w

L
0.0
0.0
0.0
0.0625
0.0775

b

0.0775
0.07775335

b
*

0.5
0.25
0.125
0.01875
0. 0028125
0.0008445

H=L+W

0.5
0.25
0.125
0.08125
0.0803125
0.0783445

0.00025335

0.07800665

0.077829355

0.000076005

0.077905400

0.0000076005

0.0778369555
0.0779130005

In our example, since the character set is split into two groups and the proba-

bilities are assigned with respect to the characters within a group, the symbols get
higher probability values. Thus in this new scheme, the interval length reduces at
a slower rate as the message is being encoded. This property may be observed by
comparing the code ranges in Table 8 with the corresponding ones in Table 3 in
Chapter 2 which uses the basic arithmetic coding. For our example, when the
same string is encoded using the enhanced version of arithmetic coding scheme,
the resultant interval length is 14.075 times larger than the interval length when
coded using the original scheme. This means that we can encode more characters
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within a specified precision limit by using the modified scheme. The overhead due
to group switch characters is more than offset by the decrease in the rate of narrowal of code ranges due to higher probability values of the individual characters
in the new scheme.
We now present hardware algorithms for implementing both the basic and the
enhanced versions of arithmetic coding. Since arithmetic coding consists of simple
arithmetic operations like add and multiply, it can be easily implemented in
hardware. The basic hardware as shown in Figure 3.12 consists of a random
access memory (RAM), a multiplier, an adder, a 2:1 multiplexer, a demultiplexer
and four registers. The probabilities for the characters are stored in a RAM and
the RAM is addressed by the binary value of the ASCII symbol set. For each
character, the symbol probability (p(i)) and the cumulative probability (P(i)) are
stored. The registers "New L" and "cur L" hold the new and current low values of
the code interval during the encoding of symbols. The registers "New W" and the
"Cur W" hold the new and current values of the width of the interval. The 2: 1
multiplexer selects between p(i) and P(i) depending on the control value "cl" to be
input to the multiplier. The demultiplexer in Figure 3.12 passes the result from the
multiplier to the adder or the register "New W" depending on the value of the control point "c2".
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New W

Figure 3.12. Basic hardware for aritmetic coding.
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We assume integer arithmetic since it has been shown by Witten, Neal and
Cleary (1987) that arithmetic coding can be implemented using integer arithmetic.
As discussed in section 2.6, the new low point of the inteival (L) is calculated as
current value L + W*P(i) and the new width is calculated as W*p(i) where W is
the current width of the inteival code. During the first cycle, P(i) and W are input
to the multiplier and W*P(i) is computed, and during the second cycle, the product
is input to the adder to be added to current value of L. During the second cycle,
the product W*p(i) is computed to obtain the new width. The 2: 1 multiplexer is
used to multiplex between P(i) and p(i) to be input to the multiplier.

The only

control points in the design are the signals cl and c2 shown in Figure 3.12. The
design needs very little control logic and the sizes of the registers and other
hardware depend on the precision required.
For the enhanced arithmetic coding scheme, the probabilities are stored in the
RAM by separating the characters in each group.

Also, the probabilities

corresponding to the group switch characters are stored. The hardware for the
enhanced arithmetic coding scheme is given in Figure 3.13. The circuit works as
follows: The next input symbol is loaded into a register from the buffer, which is
used by the Group Switch Logic GSL to determine if there is a change of group. If
there is no change in the group, then GSL activates the sel.phi2 signal which
passes the symbol to the register Regl to be decoded. In this case, GSL loads the

95

group 1

0
• 1----

~-------~-------..i

0

d
Reg 1

R

c
group2

A

• I----- M
group3

2 :1
Mux

Group
Switch
Logic
c1

Buffer
OeMultipl
exer

New W

Figure 3.13. Hardware for the enhanced arithmetic coding scheme.
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other register Reg2 with a fixed binary value. The bits in Reg2 are appended to
those in Regl before they are input to the decoder in the RAM. These extra bits
from Reg2 will be used in selecting the current group. Also sel.phi2 signal loads a
new character into the next symbol register from the buffer. If there is a change in
the group, the next symbol is made to wait and the sel.phi2 loads the dummy symbol into Reg 1. Thus the sel.phi2 signal acts as a control input to the 2: 1 Multiplexor which selects between the next symbol and the dummy symbol. Again this
dummy symbol corresponds to the situation where no symbol from any group is
selected. Simultaneously, GSL loads a value in Reg2 which will select the group
switch character and the corresponding probabilities will be output from the RAM.
The size of Regl will be 8 bits in order to hold the ASCII symbols, while the size
of Reg2 will depend on the number of groups. If there are three groups, then Reg2
will need 3 bits in order to represent six possible group switches. The group
switch logic is the same as given in Figure 3.7.

3. 7 Speed Estimates
Our method of approach differs primarily from the previous methods in that
the algorithms are aimed at eliminating or significantly reducing the use of storage
(code-decode tables) or microcoding. The other key factor is that the algorithms
can be efficiently implemented in VLSI. Thus our algorithms help overcome the
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main limitations of space and time overheads associated with software compression
as well as previous hardware proposals. The compression rates of previous methods
have been estimated around the order of .64 Mega bytes per second (Lea 1978)
and 1.57 Mega bytes per second (Hawthorn 1982). Our algorithm for the
Huffman's scheme is estimated to yield a compression rate of 10 Mega bytes per
second. Further speed up can be obtained by using the proposed pipeline architecture for the above algorithm. Since the circuit for the multi-group compression
method also works on the priniciples of reverse binary tree, we expect the same
compression rate of about 10 Mega bytes per second.
The hardware algorithms for arithmetic coding can be implemented in VLSI
using CMOS technology and the clock period of the circuit depends on the time
needed to perform multiplication. With the high packing density possible in VLSI
chips today, the proposed encoding hardware can be easily built within a single
chip. The arithmetic coding scheme is very sequential in nature. The encoding of
the next symbol cannot start until the current symbol has been encoded and the
interval representing the codeword is available. In order to obtain speedup, there
are two approaches possible and we briefly outline them.
The first approach is to pipeline the whole operation of encoding and perform
block coding. In this case, we will use a pipeline multiplier, and the various stages
of encoding like fetching the probabilities, multiplication, addition, etc., can be
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done in a pipeline fashion. Let the entire hardware consist of n stages. The entire
data file can be split into n blocks and during the first n cycles, the coding of a
new block is initiated during each cycle. The first symbol of the first block is
coded at the end of the nth cycle, and during the n +1th cycle the encoding of the
second symbol of the first block is initiated. During the following cycle, the
encoding of the second symbol of the second block is initiated. Thus the utilization and throughput of the overall coding of the data file can be improved considerably due to pipelining. This scheme will be effective only for very large files
which can be broken into reasonably sized blocks.
The second approach is to build a compression system with several modules
of the compression circuit operating in parallel. We explain the scheme with the
example of having four such modules operating in parallel. In this case, the data is
input to the compression system in the following manner: the first four characters
are input to the four modules. After the encoders complete the entire encoding
operation, the next four consecutive characters are input to the encoders in the
same order. Thus the first encoder will encode the 1st, 5th, 9th characters, etc.
The second encoder will encode the 2nd, 6th, 10th characters, etc. Thus the
compressed data file is in four parts. During the decoding phase, four decoders

will operate in parallel on the four different parts of the compressed file. The first
four characters will be output by the decoders at the same time and they can be
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assembled in the same order as they were in the original file before being
disassembled and compressed. The speed up we can obtain is a direct ratio of the
number of encoder/decoder modules operating in parallel. With the decreasing cost
of hardware due to the advancement in VLSI technology, it is not expensive to
build such a compression system in an environment where compression could yield
considerable improvement in the overall system performance.
The transfer rates of current and newly released disk devices are in the order
of 2 to 3 Mega bytes per second. Thus our algorithms provide speeds that far
exceed the current rates for disk and communication controllers as well as the projected rates for these devices in the foreseeable future.

CHAPTER 4
DESIGN OF A COMPRESSION CHIP
In this chapter, we present the design and implementation of a prototype
CMOS VLSI chip for data compression using Huffman codes based on the
hardware algorithm proposed in section 3.1.

The algorithm can be used to

compress text files based on an ASCII character set, but the implementation of the
Huffman Compressor HC7 chip is based on a simplified seven-character alphabet
set. The chip implements the example Huffman encoding scheme discussed in section 2.2.5. The layout and the basic cells can be easily adapted to design a real
time compression system. This chapter includes discussions of the design process
from the functional level up to the final layout verification. The design and the
reasons for the choice of the individual cells are explained.

The layout was

designed using the 4th version of the MAGIC software, and design tools like ESIM
and CRYSTAL have been used for software verification of the layout. The chip
uses a two-phase non-overlapping clocking scheme and is designed to have 11
pins.
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4.1 Functional Description
The architecture and the algorithm are described in detail in section 3.1. The
main components in the implementation are a decoder and a hardware binary tree.
The decoder decodes the ASCII character and places a token on the node that
represents the corresponding character in the tree which is actually a reverse
Huffman tree. As the token traverses towards the root through the reverse code
path, the corresponding bit is output at the rate of one code bit per clock cycle.
Once the code for the current character has been output, the code for the next character starts being output without loss of continuity. Thus, once a compression
phase is started, we get one bit of compressed data during each clock cycle. The
decoder is implemented as a pipeline and the number of stages in the decoder is
equal to the minimum path length in the Huffman tree. The decoding can be done
in parallel as the token traverses up the tree, and the decoded data will be stored in
a set of recirculating latches. Once the token reaches the root, the token is used to
place the data from the latches to the bottom of the tree. The decoding of the next
symbol is initiated simultaneously. The restriction on the number of stages in the
decoder pipe makes sure that the decoded data is ready in the latches before the
previous token reaches the root. The pipelining of the decoder not only allows
parallelism but also decreases the cycle time, thus aiding a better compression rate.
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An important aspect that came into consideration during the layout design
process is the initialization that is required before every phase of encoding. Since
the output of the root cell is being used as a feedback signal, it became important
that the feedback signal is low whenever a token is not passing through the root.
This can be done by placing a "O" on every arc of the tree to begin with and also
by inserting "O''s at the bottom of the tree whenever the feedback signal is low

(when the feedback signal is high, the decoded output from the latches is placed on
the bottom of the tree). If no initialization is done, the feedback signal becomes
"undefined" later and so it becomes impossible to place a new token at the leaf
nodes or read a new character in for decoding. In the implementation, we have two
external signals called "i" for initialization purposes and "s" for starting an encoding phase. The start signal is actually used to receive the first character in the symbol register so that it can be decoded.

4.2 Design of Basic Cells
In this section, we describe the logic design of the various cells used in the
circuit.
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4.2.1 The Decoder Cell
This stage decodes the character in the symbol register and the decoded data
are latched in recirculating latches. We used a 3:7 Decoder, but the same layout
can be easily extended to handle 8-bit ASCII codes. The decoder is designed to be
a two-stage pipeline. The circuit diagram for the basic decoder cell is given in
Figure 4.1. During the first phil phase the character is loaded into the symbol
register and during the second phi2 phase the decoded output is captured in the
recirculating latches. The decoding is done between these two phases as shown in
the figure.

4.2.2 The Recirculating Latch Cell
The basic cell is given in Figure 4.2. Seven of these cells are placed together
to store the decoder output until the previous token passes through the root and
allows the latched data to be placed on the leaf nodes. Once the feedback signal
goes high, it initiates the decoding of the next character, and since decoding takes
two cycles in our example, the same feedback signal is delayed by two cycles and
is used to activate the transmission gate that allows the decoded output to be
latched. The data is refreshed through recirculation whenever new data is not
being latched in.
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symbol register

Figure 4.1. The basic decoder cell.
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Figure 4.2. The recirculating latch cell.

106

4.2.3 Toe Basic Cells for the Tree
The circuit diagram for the leaf cell is given in Figure 4.3. The input to the
leaf cell comes from the recirculating latches which are controlled by the feedback
signal. The leaf cell consists of two invertors separated by a transmission gate controlled by the phi2 signal.
There are four types of internal node cells which are given in Figures 4.4 to
4.7. The cell given in Figure 4.4 (named "icell") is truly a shift register stage, but
for the "ibar" signal that forces the output of the node to "O" during the initialization. The cell given in Figure 4.5 (named "tcell") has two inputs that are latched
by a NOR gate during the phil phase. The output of the gate is inverted during
the next phi2 phase so that the overall function of the cell is to "OR" the inputs.
The cell given in Figure 4.6 (named "hcell") has a non-uniform structure in that
one of the inputs goes through only the phi2 phase whereas the other input passes
through both phil and phi2 phases. The logical function of the circuit is the same
as the "tcell". The function of the root cell given in Figure 4.7 is to again OR its
two inputs, but this cell has no clocks since we do not want to insert any cycles
between codes. In other words, we would like to generate the code in a continuous
fashion with one bit every clock cycle, once a compression phase is started.
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T
Figure 4.3. The leaf cell.
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Figure 4.4. The internal node "icell".
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_l_

Figure 4.5. Toe internal node "tcell".

T

Vdd

Figure 4.6. The internal node "hcell".
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4.2.4 The Output Circuit
The output circuit produces the code with one bit of encoded information
every clock cycle. The edges in the tree of Figure 2.11 that are labeled as "1" are
connected to the output circuit which generates a "O" during each clock except
when a token passes through one of these edges in the tree. A precharge circuit is
used as shown in Figure 4.8.

4 .3 Layout Design
This section describes the VLSI layouts for the various cells described in the
previous section.

The layouts were designed using the CAD software called

MAGIC distributed by University of California at Berkeley. The layouts were
verified using the event-driven switch-level simulator ESIM and timing estimates
were obtained using the analyzer called CRYSTAL. The layout designs for the
individual cells are described below.

4.3.1 The Decoder Layout
The decoder with a two-stage pipeline was designed and the layout was
verified. The basic cell is of size 138 lambda X 51 lambda and the cifplot is given
in Figure 4.9. The basic cell consists of a two-stage pipeline with the pass transistors left unconnected with the input lines. Seven of these cells are arranged
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Figure 4.7. The root cell.
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Figure 4.8. The internal node "hcell".
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together in a higher level cell to obtain a 3:7 decoder. The basic cell had to be left
incomplete so that it could be used iteratively. The transistors were connected to
the appropriate input signals once the basic cells were put together. The cifplot for
the complete decoder is given in Figure 4.10.

4.3.2 The Recirculating Latch Layout
The layout of the latch cell is given in Figure 4.11. It is of size 84 lambda X
51 lambda. The width of the latch cell is the same as the width of the basic
decoder cell to maintain uniformity. Our approach was towards obtaining a rectangular final layout.

4.3.3 The Tree Layout
The basic cells for the tree were laid out and verified. The cifplot for the leaf
cell is given in Figure 4.12. The cifplots for the internal node cells given in Figures 4.4 and 4.7 are given in Figures 4.13 to 4.16. The tree was laid out in two
rows. The size of the layout for the tree is 183 lambda X 540 lambda. The root
cell's output is "OR"ed with the start signal "s" (after "s" has been delayed by four
cycles for initialization purposes) and then "AND"ed with phil before it is used to
start the decoding of the next symbol while placing the next token at the bottom of
the tree. A cifplot of the tree is given in Figure 4.17.
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Figure 4.11 . Layout cifplot of recirculating latch cell.
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Figure 4.17. Layout cifplot of the tree.

121

4.3.4. The Output Circuit Layout
The cifplot of the layout for the output circuit is given in Figure 4.18. The
layout is of size 73 lambda X 85 lambda. The output signal is connected to the
output pad labeled "o" in the final chip layout.

4.3.5 The Chip Layout
A cifplot of the final layout without pads is given in Figure 4.19. The size of
the layout without I/0 pads is 489 lambda X 616 lambda. The cifplot for the final
chip layout is given in Figure 4.20. A total of 11 pads have been used. Seven
input pads, two output pads and two pads for Vdd and GND have been used. The
input pads a, b and c are used for the input character symbol and two input pads
for the start "s" and initialization "i" signals. The remaining two are used for phil
and phi2 clocks. The output pad

11

0

11

is used for the code and the pad labeled "x"

is for the feedback signal. This signal will actually be used to load the symbol
register with the next character to be decoded. The power (Vdd), ground (GND)
and clock lines (phi 1 and phi2) run horizontally through the cells while the data
flows in the vertical direction. The entire layout has been verified by the switchlevel simulator ESIM. The overall size of the layout is 1483 lambda X 1078
lambda.

122

U)
Q)

.c:
0

c::

······························--··········
·········································
···························
... .
U)

c::
0
1-,

0

.....A ~

-~ ~L~.2.il__________________J_ _ _= _ __..____________~

Figure 4.18. Layout cifplot of the output circuit.
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4.4 External Interface
The HC7 chip has eleven pins in all with 3 data input lines, 2 clock lines, 2
output lines, 2 control signals and the Vdd and the GND lines. The external functional interface is shown in Figure 4.21.

4.5 Dynamic Simulation
The final layout was functionally verified using the event-driven switch-level
simulator called ESIM which works for both nMOS and CMOS circuits. The
simulation was done on a sample string which consisted of all the symbols in the
character set used in the example and also repetitions of some symbols. To start
with, all the input signals including phil and phi2 were set to "O" and the initialization signal "i" alone was set to "1 ". This forced a "O" on all the arcs of the tree
and then i was set to "O" and would remain so for the rest of the simulation. Then
the inputs a, b and c were set to represent the first character in the string. Then the
start signal "s" was set to "1" which would remain so during the first clock cycle.
One clock cycle consists of a phil phase followed by a phi2 phase. Then "s" was
reset to low before continuing the simulation. The "s" signal passes through a
four-cycle delay before it is ORed with the feedback signal and used to place the
first token in the bottom of the tree and also to load the symbol register with the
second character of the string to be compressed. For the rest of the simulation "s"
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Figure 4.21 . The external functional interface.
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was kept low and henceforth the above control solely depended on the feedback
signal. As the token passed through the first arc of the tree, during the fifth clock
cycle after "s" was high the output signal "o" started generating the code. The
mechanism is designed so that from the fifth cycle onwards we will get one bit of
compressed code every clock cycle until the completion of the compression phase.

4 .6 Timing Estimates
The final layout for the chip was tested for timing estimates using the CRYSTAL timing simulator. The worst-case analysis gave the phil phase to be 8 nano
seconds and the phi2 phase to be 20 nano seconds. Since CRYSTAL gives very
conservative estimates, it is justified to take the clock period as 44 nano seconds (8

+ 8 + 20 + 8 = 44) where each inter-clock gap is 8 nano seconds. For the example
used in our implementation, the average number of bits per character is 2.7, which
is also the average number of clock cycles required to generate the code for a character. Hence the compression rate will be around 9 million characters per second,
which is well above the transfer rates of the current and newly released disk devices (between 1 and 3 million characters per second). The critical path in the chip
layout is the feedback signal from the root. By arranging the tree layout such that
the root cell is placed closer to the decoder, the clock period and the compression
rate can be maintained to be approximately the same in a real life chip.

CHAPTER 5
SIMULATION OF ARCHITECTURES
The effect of integrating compression hardware into a computing system can
be quantified by constructing detailed simulation models of the system with and
without compression. We constructed such models and performed simulations for
various input data. Important performance measures like throughput and response
time were compared, using typical values of system parameters/characteristics. The
improvement in the performance of the system due to compression hardware is
used to evaluate the effectiveness of the proposed VLSI chips. This chapter
describes the results of various simulation studies conducted by the author.
The architectures considered for the simulations are a general purpose computer system, and a special purpose backend machine. The compression hardware
will be of great advantage in communication systems. However, we will not consider communication architectures for simulation purposes since the improvement
in the effective bandwidth of the communication links due to compression is

directly dependent on the compression ratio. The next section describes the inclusion and significance of data compression hardware within a communication network architecture. The later sections discuss the specifications and the results of the
simulations performed by the author for the above mentioned architectures.
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5.1 A Communication Network Architecture
Telecommunications links are currently one of the most bandwidth-restricted
devices in computer systems. Other than the LANs, few telecommunication links
exceed data rates of 1 Mbit/sec. Many run at rates as slow as 1200 to 9600
bits/sec. Data compression in network interfaces would significantly increase the
effective bandwidth of the links. A 2400 bits/sec line with compression of 50 percent would operate at 4800 bits/sec. Similarly, a 9600-bits/sec line would function
at an effective rate of 19.2 bits/sec. Clearly, teleprocessing links are a prime candidate for the use of data compression techniques.
The data communication process generally requires at least five elements: a
transmitter or source of information; a message; a binary serial interface; a communication channel or link; and a receiver of transmitted information. A data communications interface is often needed to make the binary serial data compatible
with the communication channel. The Data Link Control ( DLC ) hardware is
shown in Figure 5.1. ff the serial communications interface is handled by a dedicated VLSI chip as in the case of SIGNETICS 2652 Multi-Protocol Communications

Controller,

the

host

can

perform

other

processing

during

transmission/reception. Implementing data compression within these line controller
chips seems to be the reasonable choice for communication systems. The presence
of data compression within the line controllers can be made transparent to the
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system software, as well as the user.
The serial communications interface consists of transmission logic, receiver
logic, control and timing for implementation of SDLC and HDLC protocols, bitstuffing and error detection logic. A typical transmitter and receiver logic in a
serial communication interface of the data link control hardware are given in Figures 5.2 and 5.3 (adopted for the SIGNETICS 2652 multiple-protocol communication controller chip). The transmitter logic consists of registers to hold byte data,
parallel-to-serial interface and logic to produce header data for outgoing frames.
The transmitter logic inserts the control data when required and transmits messages
with header in a bit-serial fashion. The idea is to replace the parallel-to-serial interface block by the compression module in the transmitter logic and correspondingly
the serial-to-parallel interface by decompression module in the receiver logic. Thus
data can be compressed before transmission and decompressed at the receiving end.
This will result in a significant cut in communication costs and increase the
effective baud rate considerably. Buffering will be required to handle the variable
rate of compressed output, and buffer size needs to be carefully selected as discussed later in the case of a general purpose computer system.
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5 .2 A General Purpose Computer System
The architecture of a general purpose computer system is given in Figure 5.4.
It resembles an architecture that is close to that of the VAX

11nso model, and we

have assumed values for the parameters that are close to that of the VAX machine.
We constructed queueing network models of such an architecture with and without
the compression/decompression hardware. The queueing network model shown in
Figure 5.5 formed the basis for our simulations of a general purpose machine
architecture.
Device controllers represent an appealing choice for location of data compression in a general purpose machine. Device controllers equipped with data compression capability should perform the task of compressing data before storing on the
disk and expanding the compressed data before supplying back to the cpu for processing. In this case, data compression is transparent to users and application
software. Because of the unpredictability of the size of the compressed data, its
instantaneous transfer rate can vary considerably. A buffer in the device controller
would therefore be needed to efficiently handle the transfer of compressed data to
the device. For disk systems, the size of the buffer should be carefully selected in
order to insure good utilization of disk bandwidth. The determination of the buffer
size should take into account the block size of the disk, its transfer rate, and the
speed of the VLSI chips. The effect of varying buffer size on the performance of
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Figure 5.5. A queueing network model.
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the machine is quantified through our simulation studies, later in this section.
Another choice for the location of data compression is the 1/0 channel. As in
the case of disk controllers, buffering would also be needed if data compression is
implemented in the 1/0 channel. In this case, compression can be made as a
separate channel instruction. Thus the operating system should instruct the channel
to compress data first, then to transfer the compressed results to the disk. Our
simulation models are constructed assuming that the compression hardware is
located in the 1/0 channel.
The queueing network model shown in Figure 5.5 is derived mainly to suit
our purpose of simulation. The square boxes labeled as 'T' represent terminals
which submit a job and wait for its completion before submitting another. The job
joins the queue for CPU service. According to our model, a job has an alternating
sequence of CPU bursts and IO bursts before it terminates. An IO burst could be a
read or write request. Since we are only concerned with the effect of
compression/decompression which are assumed to occur at the same rate, a read or
write request is treated in the same manner in the simulations. After a job completes its CPU service time, if an IO service is required, it joins the queue for the
corresponding IO channel. Since we are only interested in modeling the change in
the behaviour of the system due to compression hardware, we have not shown
details of the main memory accesses, etc. The CPU service time for each CPU
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burst is created using an exponential distribution at a specific rate which is
assumed to include the memory access times. The simulation programs were written in SIMSCRIPT and run on the VAX 11n80 machine. The simulation language
SIMSCRIPT can be used to program queueing network models efficiently. Important parameters used for the simulation model were:
Disk access time

0.018 seconds

Disk transfer time

1859000 bytes/second

mean cpu service time (Poisson distribution): 0.0001 second
compression/decompression rate : 10000000 bytes/second
cpu quantum

: 0.0001 second

degree of multiprogramming: 15
channel speed

same as disk transfer time

compression ratio (uniform distribution) range .25 to .65

Performance measures throughput and response time, were measured against varying values of mean l/O request size and the l/O buffer size. The results of the
simulations are illustrated with graphs shown in Figures 5.6 and 5.7. The effects
of increasing mean l/O request size on the throughput and response time are shown
in Figure 5.6. As the job becomes more l/O bound, the throughput reduces since
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I/O takes more time due to the speed of I/O devices which is much slower than the
CPU's. The throughput was measured with the same input parameter values for
both models, with and without compression. The throughput values for the model
with compression are always higher than those for the model without compression.
It can be observed from the graph that there is an order of magnitude increase in
throughput due to inclusion of compression hardware. There is a corresponding
increase in response time as the job becomes more I/O bound. The mean I/O
request was increased from 200 bytes upto 3000 bytes and it can be seen from Figure 5.6 that the effect of compression increases considerably as the mean I/O
request size increases.
These simulations were conducted assuming that compression/decompression
hardware is placed in the I/O channel. Because of the unpredictability of the size
of the compressed data, its instantaneous transfer rate may vary in time. A buffer
will be needed to efficiently handle the transfer of data to and from the I/O devices. The size of buffer will have a pronounced effect on the system performance
as can be seen in Figure 5.7. The graphs in Figure 5.7 illustrate the effect of
compression hardware on the throughput and response time as the buffer size is
increased. It is worthwhile to mention that increasing the buffer size means an
increase in cost and so the choice of buffer size is a trade-off between cost and
performance. The choice must be done carefully so that the effect of compression
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is fully utilized, while keeping the I/0 design cost effective.

5.3 A Special Purpose Back-end Machine
This section describes a performance analysis done to investigate the effect of
employing compression hardware on the performance of a special purpose backend database machine. The study was conducted by constructing detailed analytical
models. The simulation results will be used to obtain performance comparison
between the system with and without hardware assistance for data compression.
There are different classifications of database machines depending on factors
like the number of processors, the type of architecture (tightly coupled or loosely
coupled multiprocessor architectures), the storage schema and several other factors
(Srinidhi and Sloan 1988). Though they are all different in architectures, the
integration of data compression hardware will have more or less similar effects on
their system performance. A detailed performance analysis of different database
machine architectures is given in Dewitt and Hawthorn (1981). They compare four
different database machines, but do not cover an architecture similar to that of
DELTA. A generalized set of models for comparing different database machine
architectures is given by Srinidhi and Sloan (1988).
Our goal is to establish by means of simulation studies the effect of incor-
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porating compression hardware into database machines which handle huge volumes
of data. We considered a specific machine for our simulation studies, which was
DELTA, a relational database machine. The reasons for our choice of DELTA will
be clear from the discussions that follow.
DELTA is a hardware-oriented relational database machine which is planned
to be one of the software development tools in Japan's Fifth Generation Computer
Project. It has a tightly coupled multiprocessor architecture and uses an attributebased storage schema. DELTA is equipped with very high speed VLSI hardware
for performing relational algebra operations like join, selection, etc. DELTA has
better processing capability than most other such machines, but the advantage
gained was overshadowed by the overhead involved in the reconstruction of tuples
before sending results to the user. The tuple reconstruction overhead due to the
adopting of an attribute-based internal schema for data storage is extremely high,
which makes the high speed processing capability of the machine transparent and
useless to the user. The large number of disk accesses required to fetch the large
domains of attributes for tuple reconstruction affects the performance of DELTA
considerably. The tuple reconstruction time could be considerably reduced by storing the attribute values in compressed form. This can be done by introducing data
compression hardware in DELTA architecture at suitable locations. In this section,
we present analytical models of DELTA with and without compression hardware
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and present quantified measures of improvement in its performance due to
compression hardware.
The global architecture of DELTA is given in Figure 5.8. The main functional
units are the interface processor IP, the control processor CP, the maintenance processor MP, the relational database engine RDBE and the hierarchical memory HM
and its controller HMCTL. The IP is a front-end processor responsible for communication with the host, and it performs transfer of data between the host and the
hierarchical memory subsystem. The CP analyzes the DELTA commands passed
from the IP and compiles them into subcommands to instruct the individual processors to perform appropriate processing. The CP also maintains dictionary information consisting of schema information on relational data and controls data recovery.
The MP monitors the status of the system and performs system configuration
management. The HM is a hierarchical memory subsystem which consists of two
layers: the lower layer consisting of moving head disks with a maximum total
capacity of 20 giga bytes and the upper layer made up of fast semiconductor random access memory (SDK) with a capacity of 128 mega bytes. A more detailed
description of the architecture and the various algorithms are given in Shibayama et
al. (1984).
The DELTA machine was designed to exploit the growth of VLSI technology
and its performance is affected considerably by the tuple reconstruction overhead.
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One solution will be to provide multiprocessing capability at the HMCTL level in
order to construct tuples in parallel. This strategy requires major modifications to
DELTA' s architecture. Another solution is to store the attribute domains in
compressed form on the disks and decompress the data whenever they have to be
read for processing. The hardware for compression and decompression can be
included at the HMCTL level. We suggest the second alternative and describe the
simulation studies conducted to analyze the effect of compression hardware on
DELTA's performance.

The parameters used in the simulation are listed below. The values for the parameters are taken from Dewitt and Hawthorn (1981).

Tm = cpu time to receive or send a control message = 2.0 msec.
Tq = cpu time to compile a query= 152 ms.
T 0 = average disk access time= 38.6 ms.
T 0 = page read/write time on disk= 16.7 ms.

Ti = cpu time to initiate 1/0 operation = 2.0 ms.
TP = transfer time per page = 1.303 ms.
Ts = track-to-track seek time on disk= 10.1 ms.
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= page read/write time on disk cache = 0.326 ms.

Tc

Tr = tuple reconstruction operation time per page = 10 ms.
P s = page size = 13030 bytes.

T = RDBE cycle time = 100 nano sec.
B

= bandwidth = 10 M bytes/sec.

Pi = number of pages of values for a given attribute i.
I1

= index factor.

s1

= selectivity factor.

C1

= compression factor.

0c

= compression/decompression time overhead.

b1

= number of bytes in attribute value = 8.

b 2 = number of bytes in tid = 3.

Ar = number of attributes per tuple in relation A.
Br

= number of attributes per tuple in relation B.

N,

= number of tuples in relation

N.

The index factor I I represents the reduction in the number of unwanted pages
read during any disk read operation. This reduction is due to the indexing scheme
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used in DELTA. The selectivity factor corresponds to the number of attributes
selected during a select query. The parameters N,, 11 , s1 , A, and B, are used as
variables, and the query response times for the relational operations Selection and
Join are evaluated for each case. First we derive an expression for a generalized

query response time in the DELTA machine. Then the expression is modified for
selection and join queries. The expressions are further modified to include the
effect of data compression hardware in the HMCTL module of the DELTA
machine. We derive expressions for evaluating the following:
T Q = generalized query response time.

= selection query response time in model without compression.

Tsel
Tcsel

= selection query response time in model

Tjoin =
Tcjoin

with compression.

join query response time in model without compression.

= join query response time in model with compression.

Now we derive a general model for query response time in DELTA. The
query response time represented by TQ consists of the following 8 components
referred to as T 1 through Ts=

T 1 = IP receives query.
T2

= IP to CP transfer of query.
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T3

= CP compiles query.

T4

= CP to HMCTL command transfer overhead.

T5

= read attribute set(s) of relation(s).

T6

= subcommand sequence execution or RDBE processing time.

T 1 = tuple reconstruction time.
Ts

= transfer of results from

SDK to Host.

Thus, T Q = T 1 + T 2 + ... + T 8. For both selection and join, we derive expressions for each of the eight components described above. We evaluate Tsel for a
simple selection (based on a single attribute condition) as follows:

(i) T 1 + T 2 + T 3 + T 4 = 3*Tm + Tq.
(ii)T5=Ti +Ta +T0 +(I1*P;-l)*MAX((Ts +T0 ),(Tp +Tc))+Tp +Tc.

In the equation T 5 given above, Ti is the time to initiate the read operation from
the disk and Ta + T 0 for accessing and reading the first page. We assume that the
following pages are read in a consecutive manner. Pi is the number of pages containing the values of the given attribute i, and / / corresponds to the reduction in
the reading of unwanted pages that is achieved by maintaining index. The seeks
and reads on the disk are interleaved with transfer and writes on the disk cache
SDK. The transfer and write of the last page are accounted by the last two terms
TP and Tc.
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(iii) T 6

= The ROBE processing time represented by

T 6 consists mainly of three

steps that can be interleaved: (1) reading a page from SDK, (2) transfering the
page to ROBE, and (3) processing time in RDBE. The number of items per page
NP for ROBE processing is given by

lp

s

I (b l

J

+ b 2)

where Ps is the page size and b 1

,

b 2 are the sizes of the attribute value and the

tuple id pair.
The total time for reading and processing the first page is,

where 2T corresponds to processing (value,tid) pair, and for the rest of the pages,

The number of selected values is (S1 *p; *NP) and the time to sort them is,

To transfer the results from ROBE to SDK,

2*Tm +p·*Si*T
I
p
Then the sum of all the above terms is simplified to obtain the expression for T 6
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which is given as,
Tc+ TP

+ Tm*2 +Np*2T + Tp*(/1*P;-l) + (S1*P;*Tp) +

( S1*P;*Np

(iv) T 1

= The

+ LOG(Si*P;*Np) )*2T

tuple reconstruction time involves reading the pages of all the attri-

bute domains and reconstructing the tuples, one at a time, at the HMCTI.. level.
The reading of the pages, transfer to the HMCTL and the reconstruction operations
can be interleaved and the following expression is derived:
( T; +Ta+ T 0

+ (S1*P;-l)*( MAX ( (T5 + T 0 ),(TP + Tc), T,)) )*(A,-1)

+ TP +Tc+ T,
(v) T 8

= The time to transfer the results from SDK to Host is given by:

( A,*Si*Pi*(Tp

+ 3*Tm))

where 3*Tm is included for control messages from CP to HMCTL, IP, and the
Host. As mentioned earlier, the sum of all the above terms, T 1 through T 8 gives
Tsel, the total execution time for a simple selection query.

The above expressions represent the model without compression. The inclusion of compression will affect two terms in Tsel which are the read time T 5 and
the tuple reconstruction time T 1. The other terms remain the same as in the model
without compression.

Since the pages for the attribute domains are stored in
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compressed form, the number of disk accesses needed to read an entire attribute
domain reduces. The expression for T 5 can be rewritten as:
Ti+ Ta+T0 + (C1*I1*Pi-l) * ( MAX((Ts+T0 ),(TP +Oc+Tc)))

+ Tp+oc+Tc
Similarly the equation for tuple reconstruction time T 1 can be rewritten as:
( T;+Ta+T0

+ (C1*S1*P;-l) * (MAX( (Ts+T0 ),(Tp+

Oc+Tc), T,))) * (A,-1)

The expressions for the response time of join queries were derived in a similar manner as in the case of selection queries. The join queries involve the reading
of two attribute domains needed for the join operation. The tuple reconstruction
overhead will be high since it involves two relations. The expressions for the terms
T 1 through T 4 remain the same as for selection queries. The others are shown

below:

(i) T 5

= The time for reading attribute values of the two relations is derived as:

2*(T;+Ta+T0

)

+ (p1-l)*MAX((Ts+T0

(/1*Prl)*MAX((Ts+T0

),

),

(Tp+Tc)) +

(Tp+Tc)) + 2*(Tp+Tc)
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In the above equation, the first part corresponds to the time for reading attribute
pages (p 1) of the first relation and the second part corresponds to the time for reading attribute pages of the second relation using index based upon the values in the
page of the first relation.
The attribute values for the join operation are sorted and hence, it takes linear
time to merge those values.
(ii) T 6 = The ROBE processing time is given below:
(pl +l1*P2H Tc+ Tp

+

lps I (b1 + b2)J *2T}

The resultant tid pair set after the join operation will have to be sorted for
each relation rid during tuple reconstruction. The tuple reconstruction consists of
the following phases. Initially, the (tid 1,tid 2) pairs are sorted. Then, the tuples of
the first relation are constructed which are sorted based on the tid 2 values. Finally,
the attribute values for the second relation are retrieved and appended to complete
the reconstruction of tuples.

(iii) T 1

= The tuple reconstruction time is derived as follows:

The time to sort the tid pairs is,
(S1*P1*P2)*( ~s I (2*b~J *2T)
The time to reconstruct the tuples of the first relation is,
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( Ti+Ta+To+Tp+Tc+T,+ (S1*P1*P2-l)*
( MAX ((Ts+ T 0

),

(Tp + Tc), T,)) )*(A,)

Each constructed tuple has (A, + 1) values and these tuples are sorted with tid 2 as
the key. The sorting time is,
(S1*P1*P2)*( lps I (2*bi)J *(A,+l)*T)
The time to construct the attribute values from the second relation is,
Ti+Ta+T0 +Tp+Tc+T,+{ (S1*P 1*P2-l)*
( MAX ((Ts + T 0

),

(Tp + Tc), T,) )}* (B,-1)

The sum of all the above four expressions give the final expression for the tuple
reconstruction time.
(iv) T 8

= The time to transfer results from

SDK to the Host is,

(A,+ B, - l)*Si*p 1*p 2*(Tp + 3*Tm)

The expressions remain the same for the model with compression, except for
the terms T 5 and T 7 in which the compression factor CI is introduced to account
for the reduction in the number of disk reads.
The modified T 5

=

2*(Ti+Ta+T0

)

+ (p1-l)*MAX((Ts+T0 ), (Tp+Oc+Tc)) +

(l1*P2-l)*MAX((Ts+T0

),

(Tp+ Oc+Tc)) + 2*(Tp+Oc+Tc)
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The modified T 1 is derived as follows:
The time to sort the tid pairs is,
(S1*P1*P2)*(

lps I (2*b2)J *2T)

The time to reconstruct the tuples of the first relation is,
Ti+Ta+T0 +Tp+Tc+T,+ (Cl *S1 *p 1*P2-l)*
( MAX ((Ts+T0

),

(Tp+oc+Tc), T,)) )* (A,)

Each constructed tuple has (A, + 1) values and these tuples are sorted with tid 2 as
the key. The sorting time is,
(S1*P1*P2)*( ~s I (2*b2)J *(A,+l)*T)

The time to construct the attribute values from the second relation is,
Ti+Ta+T0 +Tp+Oc+Tc+T,+{ (C1 *S1 *p 1*P2-l)*
( MAX ((Ts+T0

),

(Tp+oc+Tc), T,) )}*(B,-1)

The sum of all the above four expressions give the modified expression for the
model with compression.
The simulations were performed using the expressions derived above and the
response times were calculated for both selection and join queries. The effect of
varying the number of tuples in the relation on the response time for a selection
query is given in Figure 5.9. As can be seen from the figures, the response time
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increases slowly when the number of tuples is small (of the order of 10000 to
14000) and increases rapidly as the number of tuples increases 100,000 to
1,000,000. Also the effect of compression is higher as the number of tuples
increases. The response times are given in seconds. The other variables were kept
constant while varying the number of tuples. The typical values assumed were 11
0.8, s1 = 0.7, A, = 10, and

c1

=

= 0.5. Similar effects were observed for the join

queries as can be seen in Figure 5.10.
The graphs shown in Figure 5.11 illustrate the response times for both join
and selection queries as the number of attributes per relation is varied. The
response times increase linearly as the sizes of the tuples in the relations increase
and the effect of compression increases with the number of attributes per tuple.
The typical values assumed were 11 = 0.8, s1 = 0.7, N, = 500,000, and c1 = 0.5.
The graphs in Figures 5.12 and 5.13 illustrate the effect of selectivity factor
on the response time for two fixed values of index factor, 0.6 and 0.9. As the
selectivity factor increases, more tuples have to be reconstructed which increases
the response times considerably. Since the compression factor reduces the read
time and the reconstruction time, we see that the effect of compression is quite
pronounced in these graphs. Thus the query response times in DELTA machine can
be considerably improved by incorporating compression hardware into the system.
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Figure 5.10. Join query response time vs number of tuples.
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Figure 5.12. Response time vs selectivity factor.
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CHAPTER 6
CONCLUDING REMARKS
This Ph.D. dissertation has presented the design and development of several
hardware algorithms for data compression and decompression, and also established
with quantified performance measures, the benefits of integrating such hardware
into different architectural environments.
As mentioned in the introductory chapter, data compression has been implemented in the past only through software methods which involved considerable
time and space overheads. This dissertation presented new hardware algorithms as
possible solutions for the above problem. These algorithms were designed so that
data can be compressed and decompressed on-the-fly in order to obtain high
compression rates. The estimated speeds of these algorithms far exceed the maximum data flow rates in current and projected disk and communication technologies.
The compression techniques considered in this dissertation are Huffman-like
static binary encoding schemes, the multi-group method, the run-length encoding
scheme and an enhanced version of arithmetic coding. A prototype VLSI implementation of the hardware algorithm for compression using Huffman codes has
been presented and estimated compression rates are provided. Future work in this
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area can be directed towards building real life compression/decompression chips
that implement the various above algorithms and interfacing them into computer
systems to obtain exact analysis of performance improvements.
The hardware algorithms introduced in this dissertation for the Huffman,
multi-group and arithmetic coding are based on static models. It has been found
that compression schemes following adaptive models yield better compression rates
than those using static probabilities. An important direction for future study is to
design and develop hardware algorithms for compression schemes using adaptive
models.

In such schemes, the probabilities of occurrence of characters vary

dynamically as each symbol is being compressed. In the case of adaptive Huffman
coding, the symbols have to be sorted and new Huffman codes have to be generated periodically. These are complex operations to perform in hardware. With
the rapidly growing VLSI technology and the cost of hardware decreasing and the
packing density for a chip increasing, it may be possible and advantageous to
develop efficient hardware algorithms for adaptive compression schemes.
The LZ and LZW algorithms described in Chapter 2 have been found to be
very effective compression techniques. These are dictionary-based methods where
the dictionary is constructed dynamically during the process of compression and
decompression. Future study may be directed towards developing hardware algorithms for these methods.
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Although in this dissertation we were concerned with data compression techniques that are applicable primarily to text files, with the continuing growth of
digital communications technology, there has been a rapid rise in the demand for
image transmission and storage. Efficient transmission and storage of images can
be achieved by developing image compression techniques that can be implemented
using the advanced VLSI technology. Several image compression techniques exist
in the literature and some of them have been implemented using hardware assisted
features. Future research must be directed towards developing VLSI algorithms for
image compression that yield very high compression rates and high fidelity measures of reconstructed images.
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