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ABSTRACT
Yoo, Innfarn M.S., Purdue University, May 2012. Sketching 3D Animation . Major
Professor: Bedřich Beneš.
This thesis presents a method for creating natural 3D animation based on sketches.
Our method provides novice and professional sketchers an easy, fast, and intuitive way
to create three dimensional animations by drawing sketches, enhanced by strokes, and
joint trajectory or rotation curves. It also allows searching massive databases of 3D
animation as an application for motion capture system and major animation software.
We extract 2D skeletons from strokes and ﬁnd similar motion sequences by comparing
all the important pre-generated key poses in database. To give the system more hints,
users can draw joint trajectory and rotations curves that are similar to traditional
motion sketches. The curves will be compared with the motion sequences that are
found. The system supports graphical interfaces that are able to select the motion
sequence candidates, to allow for changes in the range of the motion sequence, and to
merge the ﬁnal animation. The proposed system gives a solution for creating natural
3D motions from simple 2D sketches.

1

CHAPTER 1. INTRODUCTION
Animation has a long and successful history. In the early 20th century, the creation of hand-drawn animation ﬁlms began. At that pioneer stage, the sketchers drew
every sketch on separate sheets of papers and ﬂipped quickly through the sketches
to see the animation. Once the ﬁeld of computer animation was born, the animation
industry developed rapidly. These days, computer animation is applied to many ﬁelds
such as movies, television, games, medical areas, education, simulation, augmented
reality, and even the e-books industry. For example, the movie and TV industries
widely use computer-assisted animation to generate photo-realistic scenes or cartoon
style scenes, while the gaming industry uses computer animation for creating vivid
visual eﬀects.
The problem of traditional animation methods is its diﬃculty in creating the
animation. In order to generate 2D animation, the professional sketchers make important key frames ﬁrst, and then ﬁll the other in-between key frames next (Williams,
2009). The ﬁlling process is a painstaking and time consuming process in 2D animation. In addition, professional sketchers need artistic talent, strong understanding of
body movements, knowledge of the timing of movements, and ways of representation
for creating believable animation scenes. In 3D animation, professional animators
generate a skeleton structure and the meshes as a ﬁrst step, and then create important key poses by changing each joint’s position and orientation using modeling
software such as 3ds Max and Maya. The next step is to ﬁll the in-between key
poses, and similarly the posing of all the 3D joints requires hard work and a long
work time. The ﬁnal 3D animation can be done by interpolating and deforming the
key poses. Additional diﬃculties of 3D animation are that the animators need to
learn the 3D software interfaces, which takes a long time. Furthermore, to create
natural and good looking 3D animation is harder than just rough animation, because
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the animators need to know about the dynamics of the movements. For overcoming
those diﬃculties, motion capture (MoCap) systems were suggested and widely applied
in 3D animation. The MoCap system requires attaching sensors on the animated objects, and capturing the rotational and positional movements using speciﬁc hardware
and software. The method provides a quick and easy way to generate natural 3D
animation, however, the captured data still has problems; the collected data contains
noise, and requires extra processing for use in real applications.
Traditional animation methods have their own strengths and weaknesses based
on their application areas. Sketches provide a way to convey the author’s thoughts
in more expressive ways and also permit exaggerating motions. Rough sketches on
paper are easy and intuitive, thus even novice users are familiar with drawing sketches.
Filling the in-between key frames is the most time consuming process when creating
2D animation. Similarly, generating good 3D key poses is diﬃcult and also requires
knowledge of software and dynamics. However, ﬁlling in-between 3D key poses can
be done automatically by interpolation and other deformation methods. The MoCap
system provides easier ways to generate natural 3D animation, but contains noise
and requires extra processes. Thus, if natural 3D animation can be created by rough
2D sketches, we can overcome the original weaknesses and reduce time consuming
processes, such as reducing the painstaking processes of ﬁlling the gaps of key frames
or key poses.
Many researchers have introduced various methods related to sketch-based
animation and modeling. Igarashi, Matsuoka, and Tanaka (2007) showed a rapid and
rough mesh modeling method based on strokes, and gesture-based cutting, extruding,
and smoothing methods. Wei and Chai (2011) developed a method to make natural
3D characters from sketches and images. They used a learning system which is trained
by huge MoCap data, and also applied a probabilistic method to create natural poses.
However, the above methods did not deal with the animation from sketches. On
the other hand, Davis, Agrawala, Chuang, Popović, and Salesin (2006) showed an
animation method based on sketches. They reconstructed a 3D skeleton from sketches
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and stick ﬁgures using numerical algorithms, and generated the ﬁnal animation by
composing the reconstructed poses. Sketches were used to preserve the proportion
of the stick ﬁgures. In their method, however, the reconstructed poses could appear
unnatural, and still the users need to ﬁll all the key poses by drawing every sketch.
Li et al. (2006) also developed a sketch based motion controlling method that could
ﬁnd a motion from sketches and numerically reconstruct the camera and the motion
based on user-drawn joint curves. Their method used a curve comparison technique
to reﬁne the motion sequences that were found. However, the method did not take
into account animation merging and was only applied to Kung-fu motion.
In this thesis, we present a method to generate natural human motion from
rough sketches. We provide intuitive interfaces for novice users and professional
sketchers to quickly draw small pieces of sketches, strokes, or curves. Our method
extracts a 2D skeleton based on the users’ strokes. Then, we match the extracted
2D skeleton to pre-existing skeletons and ﬁnd similar motion sequences from a large
database. The matching processes and the initial version of the interfaces were developed by Juraj Vanek at the department of Computer Graphics Technology (CGT) at
Purdue University. By composing the selected motion sequences, the users generate
a ﬁnal natural motion sequence. Since even novice users are familiar with drawing
rough sketches, strokes, and curves, the method provides an easy solution for creating
natural 3D motion.

1.1 Scope
We develop intuitive graphical user interfaces (GUI) that can readily allow
the drawing of sketches, strokes, and curves. Based on the user-drawn sketches,
strokes, and curves, interpretation and analysis of the input are required to extract
the 2D skeleton structure. Thus, we suggest interfaces and a skeleton extraction
method from users’ strokes. The 3D skeletons are collected from MoCap data, and
are also pre-processed by sampling algorithms. The pre-processes generate two types
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of database: motion sequence database and snapshot database. By introducing the
snapshot database, the matching algorithm can be processed much faster. The motion
sequence database provides a way to compose natural motion sequences. In addition,
the matching process automatically detects a plausible camera location and the most
similar poses from the snapshot database. For the ﬁnal animation, we develop a
composing method to combine the selected range of motion sequences.
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1.2 Signiﬁcance
There are three major contributions of this work: intuitive and easy stroke
based skeleton extraction, reliable 2D to 3D skeleton matching with estimation of
the proper camera location, and improving the search results by comparing the joint
curves. The stroke-based skeleton extraction method analyzes the users’ strokes and
ﬁnds the connectivity of the strokes. This method is reliable in that suitable 2D
skeletons can always be extracted. The matching 2D to 3D skeletons provides a
robust and fast way to detect the most similar poses from the snapshot database. It
also permits ﬁnding a related camera location per pose. The performance is improved
by GPU acceleration. The curve comparison algorithms support additional joint
movement clues, and improve 2D to 3D matching results.

1.3 Research Questions
The major research questions behind this project are:
1. What is the accuracy of the found 3D motion sequences from sketches?

1.4 Assumptions
The assumptions that we have in this project are:
1. All skeletons are human shape.
2. The MoCap data are a collection of human subjects.
3. Animations that are collected by the MoCap system are always natural.
4. Orientations of all joints in the MoCap data are the same so that the transferring
of the animation information can be done without extra processes.
5. The standard skeleton used in our system is enough to express human motions.
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6. The databases are large enough, so that the similar motion sequences of the
users’ sketches are always in the databases.
7. Drawing 2D sketches is easier than 3D expression for novice and professional
sketchers.

1.5 Limitations
1. Users cannot change the poses of motion sequences.

1.6 Delimitations
1. Facial expressions are not considered.
2. The system does not use the movement of ﬁngers and toes that are collected
from MoCap system, because of the noise in the joints’ movements.
3. Exaggerating expressions in 2D sketches will not be considered. Only the naturalness of the motion sequences is considered.
4. This application will only take into account the human types of skeletons. Animal skeleton types will not be dealt with at this time.

1.7 Deﬁnitions
animation – “To animate is, literally, to bring to life. Although people often think of
animation as synonymous with motion, it covers all changes that have a visual
eﬀect. It thus includes the time-varying position (motion dynamics), shape,
color, transparency, structure, and texture of an object (update dynamics),
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and changes in lighting, camera position, orientation, and focus, and even
changes of rendering technique.” (Foley, Dam, Feiner, & Hughes, 1990, 1057).
bone – In this thesis, the line or vector between two joints means a bone.
joint – In this thesis, a joint is a point where two or more bones are connected.
joint trajectory – A curve made by collected points of joint locations in time.
key frame – “In computer animation, the term key frame has been generalized to apply
to any variable whose value is set at speciﬁc key frames and from which values for the intermediate frames are interpolated according to some prescribed
procedure.” (Parent, 2007, 132).
key pose – In this thesis, key pose is used as a three dimensional key frame.
motion capture – “It is therefore only natural that much attention is directed towards
techniques which record an actor’s motion in the real world and then apply it
to computer-generated characters. Two main classes of such motion capture
(MC) techniques exist: electromagnetic and optical.” (Shirley et al., 2005,
432)
motion sequence – Same as sequence.
motion snapshot – In this thesis, motion snapshot is deﬁned as a key pose in a speciﬁc
time step of a motion sequence.
sequence – “Here, the overall animation–the entire project–is referred to as the production. Typically, productions are broken into major parts referred to as
sequences. A sequence is a major episode and is usually identiﬁed by an associated staging area; a production usually consists of one to a dozen sequences.”
(Parent, 2007, 15).
skeleton – A set of joints and their hierarchical structure.
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1.8 Acronyms
ASF – Acclaim Skeleton File
AMC – Acclaim Motion Capture data
2D – Two Dimension or Two Dimensional
3D – Three Dimension or Three Dimensional
CDT – Constrained Delaunay Triangulation
CGT – Computer Graphics Technology
CMU – Carnegie Mellon University
GPU – Graphical Processing Units
GUI – Graphical User Interface
MoCap – Motion Capture
PCA – Principle Components Analysis
ROM – Range Of Motion

1.9 Summary
This chapter presents the diﬃculties of creating animation, and the strengths
and weaknesses of the 2D and 3D animation creation processes. Then we showed our
observations of professional sketchers and animators, and brieﬂy discussed about our
ideas, scope of this project, limitations, delimitations, and our contribution in this
thesis. We deﬁned our terms and acronyms for the next chapters.
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CHAPTER 2. REVIEW OF RELEVANT LITERATURE
In this chapter, we review the previous work related to the sketch-based methods and animation retargeting. This chapter consists of four sections. Section 2.1
introduces sketch-based modeling methods for creating 3D meshes and models from
2D sketches. In the second section (Section 2.2), we see the sketch-based animation methods for generating skeleton animation or mesh deformable animation from
sketches and strokes. The sketch-based modeling and animation combined methods are discussed in Section 2.3. The ﬁnal section presents the various animation
retargeting methods (Section 2.4).

2.1 Sketch-Based Modeling
Igarashi et al. (2007) developed a novel algorithm and intuitive sketching interfaces, which was called Teddy. Users were able to design rough 3D mesh rapidly by
input strokes, and to control the mesh by gesture input on their interfaces. Their
approaches contained two important features: an algorithm to make a 3D mesh
from a stroke, and gesture-based mesh surface designing methods (cutting, extruding, smoothing, etc.). The algorithm provided a way to generate a 3D mesh from the
user’s initial stroke. The initial stroke should be a closed and round shape. After the
users drew a closed shape as an initial input, the algorithm generates triangles by
applying constrained Delaunay Triangulation (CDT), and extracts the chordal axis
by distinguishing the types of triangle edges. The extracted chordal axis is further
reﬁned and the algorithm creates the spine of the closed shape and a triangulated
mesh is generated as a result. By elevating the spine and re-connecting (sewing) the
mesh triangles, the ﬁnal 3D mesh could be created. Their gesture-based methods
supported controlling mesh surface such as cutting, extrusion, and smoothing. Their
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algorithm and suggested methods solved painstaking and time-consuming processes
of modeling 3D mesh. Yet their method was only focused on the mesh creation, not
the animation.
Wei and Chai (2011) developed an interactive application that could make a
natural human-pose by combining the learning system, MoCap database, and sketching interfaces. The authors collected the natural poses from MoCap data, and trained
their learning system using millions of key poses in the data. Their method used inverse kinematics for reconstructing a 3D pose from user input. Since the inverse kinematics method had some limitations such as diﬃculties for controlling many degrees
of freedom, and high possibility of creating unnatural poses, the authors introduced
a method to create natural poses by applying probabilistic constraints on the inverse
kinematics method. Points, distance, orientation, and additional ﬁxed constraints
were applied to their inverse kinematics for reconstructing natural 3D poses.
The methods supported two diﬀerent interfaces to reconstruct natural 3D
poses: direct-manipulation and sketching interfaces. The direct-manipulation interface provides the users the ability to control the 3D joint directly, and to re-calculate
the natural pose. The sketching interface allows the drawing of limbs and spines, and
uses the information as constraints of their inverse kinematics system on 2D space.
Their methods had several unique properties such as natural pose creation
using the probabilities, the way to impose constraints of the inverse kinematics for
overcoming the unnatural posing problem, and the probabilistic learning system that
was trained with more than millions of poses. However, their method did not take
into account animation.

2.2 Sketch-Based Animation
Davis et al. (2006) developed a system that generated rough 3D animations
from simple 2D sketches. The suggested algorithms allowed the user to draw stick
ﬁgures on the sketches and to create the ﬁnal animation. Their system consisted of six
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diﬀerent parts: 2D sketching interfaces, stick ﬁgure drawing interfaces, reconstructing
3D poses, culling invalid poses, sorting the remaining poses based on ranking, and
pose selecting interfaces.
The system had a semi-automated algorithm for extracting 2D stick ﬁgures;
the user could indicate some of the joint positions, or extract them using image
processing algorithms. The system reconstructed 3D poses from the 2D stick ﬁgure
using a numerical depth reconstruction algorithm (Equation 2.1). They supposed q1
and q2 are two ends of a bone, l is the original bone length, and s is given for the
scaling factor.
dZ = ±

√

l2 − (q1 − q2 )2 /s2

(2.1)

The numerical solution generates many possible poses, since each joint could have
two possibilities (positive depth value or negative depth value). Thus, if the number
of joints was n, then the total number of possible poses was 2n . Because there were
too many possibilities and most of them were impossible poses, the authors applied a
culling process to remove the invalid poses by applying joint angle constraints. The
next step of the system was to calculate the rankings of the poses regarding balance,
angles, and frame coherency. Finally, users could select one of the ranked poses and
were able to insert the pose as a key-frame of three-dimension animation. In addition,
to overcome the imprecise nature of hand-drawing, reﬁning and adjusting the joints
were applied, which was called optimization. Their contribution was composing 3D
animation by applying the concepts of the traditional 2D sketching process. However, the generated motion still can be unnatural and drawing sketches presents the
diﬃculty of needing exact proportions of body parts.
Mao, Qin, and Wright (2005) applied a gesture concept to the reconstruction
of 3D stick ﬁgure based on the sketches. In the method, the initial template of
the stick ﬁgure was given, or users could draw a simple stick ﬁgure on the screen.
The stick ﬁgure was converted to a three dimensional stick ﬁgure by recalculating
the depth values numerically (Equation 2.1). This approach was the same as the
suggested solution by Davis et al. (2006), and as mentioned by Davis et al. (2006),
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the solution extracted many possible poses (2n ). However, they applied a projection
method to the numerical solution by considering the joint range of motion (ROM)
and joint grouping. Using the grouped joints (left and right upper arms, left and right
lower arms, left and right upper thighs, and left and right lower thighs), they could
give more depth information and were able to solve the depth ambiguity problem
reliably. Furthermore, the users’ gestures were recorded on the stick ﬁgure, and
used for interpreting and adjusting the bone depths when reconstructing the stick
ﬁgure. Mouse or pen input was interpreted as gestures, and the thickness contrast of
the input was analyzed and used for adjusting depth values of joints. The methods
provided an easy way to reconstruct 3D stick ﬁgure and rapid creation of animation,
nevertheless, the naturalness of the animation and generating correct poses were still
not solved completely.
Li et al. (2006) introduced an application, called “MotionMaster”, that could
ﬁnd and reﬁne a 3D Kung-fu motion sequence from sketches. Their method required
two pre-deﬁned data sets; the Kung-fu motion database collected by a motion capture
system and a 2D reference model. The system also needed user input, including two
sketches, labeling the joint locations, and drawing a trajectory. The motion database
was used for generating smooth motions and removing the impreciseness of handdrawn sketches, and it was collected from professional Kung-fu masters’ movements.
The initial 2D model was required in order to compare the proportions of body parts
and to reconstruct 3D information from the other sketches. From the two diﬀerent
sketches and the labeled joints, the method could extract a single view-point (root
orientation) by analyzing the two hips and pelvis joint, and by comparing it with
the initial 2D model. After extracting the view-point, the system iterated through
all motion sequences, and rotated each sequence that should have the same root
orientation. After this process, the method compared the two skeletons with the
motion database.
Users were requested to draw two diﬀerent sketches to ﬁnd candidate motion
sequences from their MoCap database. The trajectories of joints of each sequence
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gave more movement information of the motion, thus, Li et al. (2006) adopted a
trajectory comparison method (turning angle comparison) which could compare user
indicated trajectories with projected joints’ motion trajectory. In addition, the trajectory comparison was further used for reﬁning the motion sequence by adjusting the
original trajectory to the input trajectory. The “MotionMaster” showed a creative
motion generation method with trajectory comparison concepts.
Lin (2006) developed a similar approach in order to synthesize 3D animations
from sketches. Users were required to draw a sketch or to load an image, and also were
asked to indicate the joint locations. The method tried to match the two dimensional
joints with 3D poses in the database by comparing the angles of each joint. For the 2D
to 3D comparison, the author employed a projection method onto the X-Y plane. By
selecting and inserting a three dimensional pose as a key-frame in the animation timeline, the ﬁnal animation could be generated. However, the method had a limitation
since the user had to draw sketches using only one view-point because the system
always used projection of three dimensional poses onto the X-Y plane.
Thorne, Burke, and Panne (2007) introduced an animation design method
based on gestures. Their method had several functionalities: a sketching interface,
indicating body parts, setting the orientation of body parts, computing joints’ location, and linking the joints. In their approach, as a ﬁrst step, the method required
pre-deﬁned animations and models. The pre-deﬁned animations were connected to
gesture annotations. When users drew gestures, their method analyzed the gesture
annotations to ﬁnd animation sequences, and re-targeted the animation sequence to
pre-deﬁned models. Since users could draw the gestures continuously, the total animation sequences were able to be generated eﬃciently and rapidly. The authors
tested more than 20 diﬀerent animations to diﬀerent gesture annotations. Their gesture annotation system improved the performance of generating 2D or 3D animation
by designing required gesture annotations similar to the curves of the joints’ motion.
Additionally, the gesture annotations could be easily extended to 3D by applying a
camera.
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2.3 Sketch-Based Mesh Modeling and Their Animation
Chaudhuri, Kalra, and Banerjee (2004) presented an animation system that
contained a camera reconstruction algorithm and a mesh re-targeting method. The
system required three pre-deﬁned data: a skinned mesh, a skeleton connected to the
skinned mesh, and an initial sketch for re-targeting and generating mesh-based animation. When users drew a sketch and indicated a few joint locations on the sketch,
the system could extract the remaining joint locations. The full perspective camera
was estimated from the extracted joint locations by using “Normalized Direct Linear
Transformation Algorithm” (Hartley & Zisserman, 2003), and the camera aﬀected all
processes of the system. The inverse kinematics method was used for reconstructing the 3D skeleton from the sketch using the perspective camera. Since the inverse
kinematics could generate many impossible poses, their system compared the reconstructed pose on the projected plane per every inverse kinematics chain (iteration).
The process was applied iteratively until a proper pose was selected. After selecting
a desired pose, they further applied a 3D mesh deformation step for matching the
sketch with the skinned mesh. This process consisted of several steps: transforming
the skinned mesh to the skeleton pose, projecting the vertices of the mesh, comparing
the location of the vertices, and deforming the vertices. They changed the locations
of the vertices until the sketch and the location matched. Finally, they could generate
a mesh animation sequence. All the processes were based on an estimated perspective
camera.
Kho and Garland (2007) showed a sketch-based mesh deformation algorithm.
In the suggested algorithm, the users ﬁrst drew a curve onto a rendered 3D mesh
and the curve implicitly indicated the region of interest, which means the area that
needed to be deformed. The original mesh could be divided by three diﬀerent parts
when the user drew a curve: static, rigid, and deformable area. The static area
indicated that the area would not be changed; usually the areas are not close to the
region of interest so that it will not be aﬀected by the deformation. The rigid areas
are connected to the deformable area directly, so the areas should be transformed
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by following the deformable areas. Their method supports smoothing operation for
the connected region, because the rigid transformation was not enough to connect
the rigid and deformable areas. The region of interest was called the deformable
area, and the areas could be deformed followed by the second curve which the user
draws next. The deformation could be done by assuming the ﬁrst curve as a skeleton
and estimating the skin parameters of the skeleton from the mesh. Their system
supported not only the deformation, but also twisting, scaling, and smoothing the
meshes using sketch-based methods. The smoothing process was used for alleviating
the artifact of the ill-ﬁtting connection between the deformable area and the rigid
area.
Mao, Qin, and Wright (2006) introduced a rapid 3D storyboard system based
on sketching interfaces. Traditionally, the common storyboard was a set of two dimensional sketches, even though the sketches contained three dimensional contents.
There did not exist enough tools that could make 3D storyboards rapidly, thus, Mao
et al. (2006) proposed a system that permitted the sketching-out of stick ﬁgures, a
3D skin as a mesh, and ﬁnal animation sequences from two-dimension sketches. The
generated mesh could be further reﬁned by applying fatness and ﬁtting mesh surfaces onto the sketches. All their interfaces could produce a rough mesh, a simple
skeleton, and map the mesh to the skeleton quickly. The processes that they suggested were based on easy and intuitive sketches, so the performance of generating
three-dimension storyboards could be increased.

2.4 Motion Retargeting
Pullen and Bregler (2002) showed several algorithms that ﬁlled the gap between the hand-made skeleton animation and MoCap skeleton animation. Animators
could make precise and high quality skeleton animation, though the processes required
a long time and involved diﬃcult processes. On the other hand, MoCap could make
the animation sequences rapidly, but contained noise. To reduce the gap, the authors
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applied a unique approach that could automatically synthesize the few hand-made
joint movements with animation sequences from a MoCap database. The authors
used frequencies of joint movements, since every motion from the joints had their
own frequency information. To accomplish the goal, they used four steps: dividing
the frequencies, matching each partial frequency, ﬁnding most suitable paths of each
frequency, and composing the frequencies. This frequency analysis was a distinctive
approach adopted for combining the MoCap and hand-made animation sequences.
Bregler, Loeb, Chuang, and Deshpande (2002) proposed a new method to
re-target 2D animation to another animation. A diﬃculty of re-targeting two dimensional animations was that the two dimensional animation sequences contained many
exaggerations in every sketch. It meant that the re-targeting required non-rigid body
deformations and morphing. To overcome this, the authors applied aﬃne deformation
globally and also used key-shape deformation for shearing and morphing the parts of
the body. Because of the highly non-linear nature of two-dimension animation, the
simple linear interpolation did not work well in this case. The system used non-linear
warping functions for interpolating the two animation sketches with pre-calculation
of the function to solve the inverse problem. The method also could be applied in
sub-parts of two-dimension animations. The re-targeting method was tested with
several animation sketches from video-captured or contour-captured data, and they
also extended the exaggeration method to three-dimension animation sequences by
extending the aﬃne matrix to three-dimensions.

2.5 Summary
In this chapter, we discussed the sketch-based animation, modeling, and motion retargeting methods. Many researchers have studied sketch-based methods and
their suggested methods have solved many diﬃcult problems in diﬀerent ways. However, we found that there are still limitations for creating natural 3D animations by
novice users and sketchers.
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CHAPTER 3. METHOD
This chapter presents our complete method used to create natural 3D animation from rough sketches, strokes, and curves. We support intuitive interfaces, a
2D skeleton extraction method, a pose matching algorithm, a joint curve comparison
algorithm, and a method to merge the ﬁnal animation. For presenting more information to users, we will support additional interfaces such as selecting a skeleton
structure for the ﬁnal animation.
There exist several research projects to create 3D animation from sketches,
and the methods solved several research questions related to sketching and animation
using diﬀerent approaches. Davis et al. (2006) showed the possibility of creating 3D
animation from sketches. Li et al. (2006) developed a sketch-based motion ﬁnding
technique, and the reﬁnement algorithm by comparing joint trajectories. However,
some limitations were that the users have to indicate the locations of the joints, and
draw all key frames with exact body proportions for extracting correct skeletons. Mao
et al. (2005) introduced an algorithm that poses 3D stick ﬁgures using users’ gesture
input. The input gestures provided an easy and intuitive ways to pose the 3D stick
ﬁgures, but the exact posing of the 3D skeleton (actual users desired result) was still
diﬃcult to accomplish. Moreover, the naturalness of the generated animation cannot
be guaranteed. In our method, we will suggest a system that makes use of algorithms
that are able to solve the diﬃculties of drawing exact sketches, and the naturalness
of the generated animation.
In Section 3.1, a brief overview of the process will be shown. The pre-processing
of the MoCap database will be discussed in Section 3.2. Section 3.3 describes 2D
skeleton extraction by two diﬀerent methods. Matching two to three dimensional
sketches and curves will be discussed in Section 3.4. Our intuitive interfaces will be
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described on Section 3.6. The merging of all selected motion sequences is in the ﬁnal
section (Section 3.5).

3.1 Overview

Figure 3.1. The overview of processes
Figure 3.1 represents the overview of the method. As a pre-processing step, we
create the two types of databases: motion sequence and motion snapshot databases.
The motion sequence database will be used for searching motion sequences, enumerating the motions, and merging the ﬁnal animation. On the other hand, the motion
snapshot database contains 3D skeleton snapshots of motion sequences, and is used
for matching 2D to 3D skeletons eﬃciently. Users only need to draw rough skeleton
strokes (skeleton, head, arms, and legs) without considering the exact body proportions. In this work, we propose an algorithm that can reliably extract 2D skeletons
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from the users’ skeleton strokes. Then, the 2D skeleton will be compared with the
3D skeleton snapshots in the snapshot database, and the results will be shown on the
interfaces. In order to give more clues for ﬁnding the exact motion sequence, we also
support curve comparison algorithms that ﬁnd similar joint trajectory or rotation
curves with user generated motion curves. The ﬁnal motion is created by merging
the ranges of the selected motion sequences, and baking the new motion.

3.2 Motion Databases and Pre-processing
We convert the MoCap data to internal skeletons and animation structures in
the pre-processing stage. Because many diﬀerent formats of animation data sources
exist, we convert the data into an internal format that has the same skeleton structures (hierarchy), the orientation of joints, and the animation data (Figure 3.2) as
in the motion sequence database. This process is required in order to preserve the
consistency for merging the ﬁnal animation. From the motion sequence database,
the motion snapshot database will be extracted. Since the pose matching algorithm (Subsection 3.4.1) requires absolute positions and orientations of joints,
and the motion sequence database only
contains relative animation information,
the motion sequence database is not suitable for the pose matching algorithm.
However, the snapshot database provides
faster and better matching results for the
pose matching process. Figure 3.2 illus-

Figure 3.2. Standard skeleton structure

trates our internal standard skeleton structure and the names of the joints that are
used in both databases. And Figure 3.3 depicts examples of the diﬀerent types of
skeletons in the database.
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(a)

(b)

(c)

(d)

Figure 3.3. Examples of four skeleton types. More than 40 diﬀerent types of skeletons
exist in the actual database.
3.2.1 Motion Sequence Database
The purpose of the motion sequence database is to load several formats of
skeletons, to convert the animation information into a uniﬁed format, to provide an
easy way to search motion sequences, and to save and load the binary database. The
uniﬁed format will provide a general way to merge several motion sequences without considering the changes of orientations in the skeletons. An animation contains
essential data for animating the skeleton, such as parent-relative direction vectors,
length of bones, Euler rotation angles and orders, and joint hierarchy. Euler rotations are converted to quaternions to prevent the gimbal-lock artifact. For moving
the skeleton, the animation algorithm selects two rotation and position keys based on
accumulated time, and calculates linear or spline interpolation for positional movements and spherical interpolation (Shoemake, 1985) for rotational movements. The
sequence database is used for retrieving speciﬁc motion sequences and generating the
ﬁnal animation.

3.2.2 Motion Snapshot Database
Because the motion sequence database is not suitable to match 2D to 3D skeletons, we create the snapshot database by resampling each motion sequence when the
application starts up. We use two snapshot resampling algorithms: discrete-time resampling and angular-diﬀerence resampling. The discrete-time resampling algorithm
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gives a fast way to generate the snapshot database. As shown in Algorithm 1, the
algorithm captures skeleton snapshots by unit time in a motion sequence.

(a) Walking

(b) Running

(c) Skipping

(d) Start running

Figure 3.4. Examples of the snapshot database.
One problem is that the discrete-time resampling algorithm sometimes generates noisy results when matching the 2D to 3D skeletons. The reason is that many
similar snapshots exist when the time interval is too short, and the matching results
cannot be guaranteed when the time interval is too large.

 1 if a · b ≥ 0,
sgn(a, b) =
 0 if (a · b < 0.

(3.1)

To solve the problem, we applied an angular-diﬀerence resampling algorithm (Algorithm 2). For determining the changes of angles, we compare ﬁrst order derivatives’
sign ﬁrst ( Equation 3.1), and if the sign is changed, further angle diﬀerences are
compared. If the diﬀerences of angle changes in all joints are more than the angle
threshold, we capture the key pose as a snapshot. As we can see in Figure 3.5, the
angular-diﬀerence resampling only retains important key poses, thus the pose matching can remove most of the similar poses (removing noisy results). Additionally, the
matching performance can be improved with this algorithm.
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(a) Discrete-time resampling 1

(b) Angular-diﬀerence resampling 1

(c) Discrete-time resampling 2

(d) Angular-diﬀerence resampling 2

(e) Discrete-time resampling 3

(f) Angular-diﬀerence resampling 3

Figure 3.5. Comparisons between the discrete-time resampling and angular-diﬀerence
resampling.
3.3 Stroke-Based Skeleton Extraction
The stroke-based skeleton extraction analyzes the users’ strokes, connectivity,
and the angles of strokes. From the analysis, the algorithm extracts the 2D skeleton.
We carefully designed the algorithm by following the professional sketchers’ behavior.
Professional sketchers usually draw ﬁgures in the following manner; ﬁrst they draw
the spine, next they draw the torso and hip lines (following the correct proportions),
and ﬁnally they draw arms, and legs. In our system, we applied a similar scheme for
the user to follow; the spine stroke is drawn ﬁrst followed sequentially by the head,
arms, and legs. The skeleton strokes can be created on the top of background images,
so that even novice users can easily draw the simple skeleton. The results are shown
in the Figure 3.6.
For creating the 2D skeleton, we extract the spine and head joints as the ﬁrst
step. The collar and pelvis are determined by considering the relationship between
the other strokes. We evenly distribute four points along the spine stroke (pelvis,
lower spine, upper spine, and collar). However, the arms and legs are diﬀerent from
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(a) Sketch 1

(b) User’s skeleton stroke 1

(c) Extracted skeleton 1

(d) Sketch 2

(e) User’s skeleton stroke 2

(f) Extracted skeleton 2

Figure 3.6. Examples of the stroke-based skeleton extraction method.
head and spine strokes in that elbows and knees can easily fold. Thus, we considered
the angle diﬀerences and the lengths of the bones at the same time. The acute angle
diﬀerences give important clues about the locations of elbow and knee joints. Those
diﬀerences result in better skeleton shapes. There is a problem when an arm stroke
results in both the shoulder and hand joint occurring at close distances to the collar.
The usual stroke drawing directions are considered to determine the correct joint
order. This stroke-based skeleton extraction method requires additional user input,
but gives reliable and stable results.
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(a) First iteration

(b) Second iteration

(c) Third iteration

Figure 3.7. First three iterations of adaptive pose matching.
3.4 Matching
To ﬁnd similar motion sequences, we support two matching algorithms: pose
matching and curve matching algorithms. The pose matching algorithm ﬁnds the
similar key poses in the snapshot database by comparing the 2D and 3D skeletons.
To provide additional clues and an intuitive searching method, we support joint curve
matching methods. The pose matching will be discussed in Subsection 3.4.1, and the
curve matching will be shown in Subsection 3.4.2.

3.4.1 Pose Matching
There is always ambiguity with 2D and 3D comparison because of the loss
of depth information. Instead of trying to estimate depth information from the 2D
skeleton, we take pre-generated 3D skeletons from the snapshot database, project
them and compare with the reference skeleton in 2D. To obtain the correct camera
positions and angles, we propose an adaptive method for each skeleton in the database.
Using those methods, we project 3D skeletons onto these views, and ﬁnally compare
these skeletons with the reference 2D skeleton.
The adaptive method samples the model from ﬁve regular distributed camera
views around the Y axis. At the ﬁrst iteration, 0◦ , 72◦ , 144◦ , 216◦ , and 288◦ camera
angles are tested. Using the best matched angle at the ﬁrst iteration, we narrow
down the possible ﬁve camera angles, and search for the best angle again. We recur-
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sively apply the algorithm, and we get the best camera angle at the end. The full
implementation is shown in Chapter 4 (Algorithm 3).

angle = arccos(

vi
ri
·
)
∥vi ∥ ∥ri ∥

(3.2)

The next process is to calculate the bone angle diﬀerences using Equation 3.2 where vi
and ri are parent-relative bone vectors in 2D and 3D skeletons respectively. Obviously,
some of the bone relationships are more important to the matching process than
others. Based on those observations, we create a hierarchical matching process where
the highest priority relationship has bones representing those important body parts.
We use this knowledge in a two-step hierarchy matching process. In the ﬁrst step,
we compare only the most important bones that describe the whole position of the
skeleton. These bones are from the spine to left/right shoulders (torso line), spine
to left/right hips (hip line), hips to legs, and torso to arms. We continue down the
skeleton hierarchy and compare all bones by their joint angles.
Compared to other approaches (extracting 3D skeleton numerically), our solution improves the ability to ﬁnd a corresponding skeleton and camera angle with
respect to all body proportions and angle limitations. Those matching methods are
computationally intensive, but easy to parallelize, thus we have implemented it on
the GPU using CUDA.

3.4.2 Curve Matching
Even though the pose matching gives a reliable algorithm to ﬁnd similar key
poses and related camera locations in the snapshot database, some skeleton shapes
are too general to ﬁnd correct motion sequences. To handle these cases, in addition to
supporting the insertion of a greater number of sketches, we provide the user with the
time eﬃcient option to simply add joint trajectory curves and joint rotation curves to
the 2D sketch. This process is more intuitive and familiar to professional and novice
sketchers. Using the drawn joint curves, those algorithms compare the user’s curves
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with the real joint trajectories and joint rotations. We devised two curve comparison
algorithms speciﬁcally for this purpose.

3.4.2.1. Comparing Joint Trajectory

Users can easily draw the rough and partial ﬂow
(direction) of the curve of the joint trajectory,
but user drawn curves usually have inconsistent scale. So, the trajectory comparison algorithm should have three important characteristics: scale-insensitivity, curve-direction preservation, and partial comparison. In addition, since
we should compare the joint curve to all the moFigure 3.8. Packing bits

tion sequences, the curve comparison algorithm

should be fast. As a ﬁrst step, we applied the Principle Components Analysis (PCA)
(Smith, 2002) for extracting principle axes using eigenvectors (ξ⃗x and ξ⃗y ), and converted all points in the curve by following the eigenvectors. In order to present the
characteristics described above, the algorithm adopts a bit-packing scheme that compresses the direction (ﬁrst order derivative) as two bits as shown in Figure 3.8. Since
the ﬁrst order derivatives give the direction information, we can divide the curves
into several sections that have the same direction. The curvature of each section (S)
can be calculated using second order derivatives,
S(i) = (

|p|
∑
d2 y
i=0

dx2

)·

1
|p|

(3.3)

where p is a point in a section S. Algorithm 4 represents the overall curve comparison.
The applied curve matching results will be shown in Chapter 5.
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3.4.2.2. Comparing Joint Rotation
In addition to the joint trajectories, joint rotation curves provide more intuitive ways to represent joint rotations on 2D paper, because the sketches cannot
express joint rotation itself. However, the concept of drawing joint rotation is widely
used by motion sketchers. In order to extract the axis of rotation and the angle, we
process PCA (Smith, 2002) for extracting principle axes (ξ⃗x and ξ⃗y ) as a ﬁrst step. We
transform all joint points followed by the principle axes (eigenvectors), and calculate
the axis aligned bounding box. Using the ξ⃗x and ξ⃗y , we extract the Rx and Ry that
are the radius of the axis aligned bounding box. Since Rx ≥ Ry , we predict the depth
of ξ⃗y using Equation 3.4.

√
2
2
dZ = ± Rx · ξ⃗x − Ry · ξ⃗y

(3.4)

From the predicted dZ in Equation 3.4, we extract the rotation axis by calculating
′
′
Rx · ξ⃗x × Ry · ξ⃗y where ξ⃗y is given by adding depth dZ. Note that the possible rotation

axis can be two because of the two possible signs of dZ. After extracting the rotation
axis, we determine the angle by calculating the depth of the two ends of joint rotation
curves, and by calculating the dot product of the two 3D vectors. For calculating the
curve matching score, we compare the real joint rotation axis and the angles.

3.4.3 Matching Result Calculation
There are three possible cases for calculating the ﬁnal matching results: pose matching only, two or more pose matching, and pose
matching with curve matching. For the ﬁrst
case, we sort the pose matching results, and
show the user the highest pose similarity and
motion sequences ﬁrst. For the second case,
the users draw two or more sketches, and this Figure 3.9. Combining two or more
results in two or more pose matching results. pose matching results
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When the sketchers draw several sketches, each sketch is allotted to a diﬀerent time
step. Thus, we determine the ﬁnal pose matching results by calculating Equation 3.5,
where M (i) is the ﬁnal pose matching result, Mj (i) is the jth match result, tj is
the computed time of jth pose, dj is the desired time of jth pose, and G(t) is the
Gaussian distribution function.
M (i) =

∑

Mj (i) · G(tj − dj )

(3.5)

Figure 3.9 shows the possible match result accumulation. As a ﬁnal case, if there is a
curve matching result, we calculate the weighted sum of the pose and curve matching
results,
F (i) = (1 − w) · M (i) + w · C(i)

(3.6)

where F (i) is the ﬁnal matching result, M (i) and C(i) are pose and curve matching
results respectively, and w is the weight.

3.5 Animation Merging

Figure 3.10. Transition and interpolation region
After the users decide to use a motion sequence from the presented candidates,
the users can further select a range of the motion sequences for the ﬁnal animation.
The selected range is combined with other ranges of motion sequences to create the
overall animation. We support two diﬀerent types of merging: interpolation and
transition. If the timelines of two connected motion sequences are overlapped, then we
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assume that the overlapped time requires a transition (blending) of the two motions.
If the timelines of two connected motion sequences are separate, then we ﬁll the gap
using interpolation.

3.6 Graphical User Interfaces

(a) Sketching and matching GUI

(b) Transition GUI

(c) Animation GUI

(d) Database GUI

(e) Skeleton GUI

Figure 3.11. Graphical user interfaces.
For easy and intuitive user interfaces, the application supports ﬁve diﬀerent
types of GUI windows: sketching and matching, transition, animation, database, and
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skeleton windows, (Figure 3.11). The sketching and matching window is supported
via the sketch drawing area and the motion sequence viewing area. The transition
window allows users to set a range of motion sequences, and select ﬁnal animation
compositions. The ﬁnal animation can be generated in the animation window by
changing its movement trajectory. The database window provides a way to watch
the all motion sequences and snapshots in the database. Lastly, the skeleton window
shows all skeleton structures, and has an interface to select one structure as a standard
skeleton for ﬁnal animation.

3.7 Summary
We showed our methodology in this chapter. The users can draw sketches
using our system, and the suggested skeleton extraction method generates reliable 2D
skeletons. We compared the 2D skeleton with the snapshots in the snapshot database.
The pose comparison results are further combined with the curve matching results.
The users can select a motion sequence from the candidates in our interface. Using
the selected motion sequences, the users can generate the ﬁnal animation. Those
processes and interfaces provide easy, fast, and intuitive ways to create 3D animation.
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CHAPTER 4. IMPLEMENTATION
In this chapter, the implementation speciﬁcation details and constants that we
used are discussed. This chapter consists of two sections: pre-processing (Section 4.1),
system with algorithms (Section 4.2).

4.1 Pre-processing
Algorithm 1 Discrete-time Resampling
Require: Sampling count per second: Sr
Require: motion sequence database: DB
1: for all M ∈ DB do
2:

for t = 0.0 → max{t ∈ M } do

3:

Animate(M, t)

4:

snapshot := Capture(M )

5:

t ← t + Sr

6:

end for

7: end for

We used the MoCap data that contains 6.5 hours of animation, over four million key poses, 2, 300 diﬀerent motion sequences, which are captured from more than
40 diﬀerent subjects. The original data contain 31 diﬀerent joints, but 10 joints are
erased (left/right toes, left/right feet, left/right hands, left/right wrists, and left/right
thumbs), because the joints create much noise during the animation. For creating the
motion sequence database, three types of ﬁle formats are supported: Acclaim Skeleton
File (ASF), Acclaim Motion Capture data (AMC), and FBX ﬁle formats.
We extracted 179, 103 snapshots from the motion sequence database when
we used a discrete-time resampling algorithm with 30 resampling ratio per second
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(Algorithm 1). On the other hand, when we applied the angle-diﬀerence resampling
with 30◦ as the angle threshold and 0.5 second as the time threshold, the numbers
of snapshots were 108, 497 (Algorithm 2). In angle-diﬀerence case, the number of
snapshots can be easily changed by the threshold constants.
Algorithm 2 Angle-diﬀerence Resampling
Require: resampling unit time: Sr
Require: motion sequence database: DB
Require: joint position array: P [n]
Require: sign comparison function: sgn(a, b) from Equation 3.1
1: for all M ∈ DB do
2:

for t = 0.0 → max{t ∈ M } do

3:

Animate(M, t)

4:

P [t] ← CollectJointP ositions(M )

5:

t ← t + Sr

6:

end for

7:

Adif f ← 0

8:

for t = Sr → max{t ∈ M } do

9:
10:

if sgn(P [t], P [t − Sr ]) ≥ 0 then Adif f ← Adif f + acos(P [t] · P [t − Sr ])
end if

11:

end for

12:

if Adif f < ϵ then

13:
14:
15:
16:

IgnorePose(M )
else
InsertPose(M )
end if

17: end for
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Table 4.1: Joint Constants
Name

Matching Weight Name

Pelvis

0.0

Matching Weight

Left Hip

0.008

Right Hip

0.008

Lower Spine

0.032

Upper Spine

0.016

Collar

0.032

Left Knee

0.113

Right Knee

0.113

Left Foot

0.129

Right Foot

0.129

Lower Neck

0.016

Upper Neck

0.016

Head

0.048

Left Shoulder

0.008

Right Shoulder

0.008

Left Elbow

0.081

Right Elbow

0.081

Left Hand Dummy

Right Hand Dummy
Right Hand

0.0

Left Hand

0.0
0.081

0.081

4.2 System and Algorithms
Our system uses several libraries: wxWidgets for GUI, OpenGL for rendering,
FTGL for font rendering, GLM for vector and matrix calculations, and DevIL for
loading image ﬁles. The pose matching algorithm is accelerated by GPU processing,
speciﬁcally using CUDA.
Algorithm 3 presents the pseudo code of our adaptive pose matching. The
algorithm processes ﬁve possible camera views every iteration, and narrows down the
possible camera views. In the pose matching algorithms, we use joint weights for
the comparison. Table 4.1 shows the constants. Those weight values are carefully
selected based on professional animators’ suggestion. Since there is an ambiguity of
left and right in sketches, we apply the pose matching algorithm four times (four
possible left/right combinations).
For the curve trajectory matching (Algorithm 4), we collect the joint positions
and rotations by 30 frames per second, and generate the trajectories. Those joint
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movements are projected by the extracted camera views from pose matching. The
ﬁnal animation is created by blending several motion sequences. We connect the
motions’ trajectories, and also blend the quaternions for the rotations. For rotating
the shortest path, we check the dot product of two quaternions, and change the
orientation of one quaternion when the dot product returns negative.
Algorithm 3 Pseudo code of the adaptive pose matching
Require: Snapshot Database SDB
Require: Reference 2D Skeleton SREF
Require: Iteration Count IT ERAT ION
1: for all S ∈ SDB do
2:

for i = 0 → IT ERAT ION do

3:

k = min angle

4:

while k ≤ max angle do

5:

RotateCamera(k)

6:

ProjectTo2D(S)

7:

match result ← Compare(S, SREF )

8:

if match result > bestm atch then

9:

best match ← match result
best angle ← k

10:
11:

end if

12:

k ← k + step

13:

end while

14:

step ← step/2

15:

min angle ← best angle − step

16:

max angle ← best angle + step

17:

end for

18: end for

Compare performs comparison between two 2D skeletons
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Algorithm 4 Joint curve and trajectory comparison algorithm.
Require: Joint curve: Jc
Require: Joint trajectories from DB: DB
1: ProcessPCA(Jc )
2: for all Jt ∈ DB do
3:

ProcessPCA(Jt )

4:

if CompareBits(Jc , Jt ) = TRUE then

5:
6:
7:
8:

CurveSimilarity ← CompareCurvature(Jc , Jt )
else
CurveSimilarity ← 0
end if

9: end for

4.3 Summary
This chapter demonstrated our implementations and special considerations.
We explained creation of the two databases, the resampling algorithms, and the number of snapshots in the pre-processing section. The pose matching, curve matching,
and the algorithms were described in the system and algorithm sections.
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CHAPTER 5. RESULTS
This chapter describes the results of our methods. We will show the comparison results of two diﬀerent snapshot resampling methods in Section 5.1. The pose
matching results will be shown in Section 5.2. Section 5.3 presents examples of the
curve matching, and the real applications.

5.1 Comparison of Discrete-time and Angle-diﬀerence Resampling
The data that is shown in Table 5.1 are describing the comparisons between
discrete-time and angle-diﬀerence resampling algorithm results. The ﬁrst column in
the table is the condition of success, and the second column represents the success
percentages. In order to test the similarity of the two resampling methods, we created
16 diﬀerent sketches (including sitting, walking, running, skipping, golf swing, punching, dancing, etc), process both resampling algorithms, and checked the number of
same results in the ﬁrst n candidates. The two resampling algorithms present enough
similarities, but still results were diﬀerent.
Table 5.1: Similarity of Snapshot Database Resampling Methods
Condition of success

Success percentages

1

50.00 %

2

43.75 %

4

56.25 %

8

57.81 %

16

61.72 %

32

67.98 %
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5.2 Pose Matching Results
To calculate the accuracy of the pose matching, we randomly extract a skeleton
snapshot from the database, and also choose a random camera view (0 - 360◦ around
Y axis, and 0 - 45◦ around X axis). Then the joint positions are projected using the
camera, and jittered (dispersed randomly). We compare the projected snapshot with
the original poses in the database. We assume that if we ﬁnd the motion sequence
that contain the snapshot in the ﬁrst n candidates, then it is recorded as success.
In Figure 5.1, the horizontal axis is the number n, and vertical axis is the success
probability (percentages). Figure 5.2 represents examples of the all matching results:

(a)

(b)

Figure 5.1. Pose matching test. (a) shows 1 - 5 % random jittering, and (b) describes
1 - 5 % jittering with 7.5 % hands and toes jittering.

sketches, skeleton strokes, extracted 2D skeletons, and matched motion sequences.
The examples of extracted skeletons and the matched poses are shown in Figure 5.3.
We also test the performance of the pose matching process. As we can see in Table 5.2,
GPU calculations are done in two or three seconds, and more than 100 times faster
than CPU calculations.
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Table 5.2: Pose Matching Performance
Type

Discrete-time resampling

Angle-diﬀerence resampling

CPU Intel Core i5 M540

493.15 s

286.58 s

CPU Intel Core i7 2600K

377.16 s

228.01 s

GPU NVIDIA GTX 480

1.90 s

1.87 s

GPU NVIDIA GTX 570

2.16 s

1.31 s

GPU NVIDIA GTX 580

1.82 s

1.10 s

5.3 Curve Matching Results
Figure 5.4 shows the comparisons of original pose matching and combined
curve matching. Figure 5.5 depicts the characteristics of curve matching, and the
similarities. The results show that the curve matching preserves the characteristics (partial similarities and scale-insensitivity), and can distinguish the diﬀerence in
shapes.

5.4 Summary
This chapter described the results of our algorithms. Several examples of the
pose matching and curve matching were presented, also also the probability of the
pose matching showed that the pose matching gives reliable results.

39

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

Figure 5.2. Skeleton extraction results; the left column represents the original strokes,
the middle column depicts the extracted skeletons, and the last column shows the
found motion sequence.
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(a) Back-drop Sketch

(b) Found Pose

(c) Hiphop Sketch

(d) Found Pose

(e) Fold-Arms Sketch

(f) Found Pose

(g) Kicking Sketch

(h) Founding Pose

(i) Golf Swing Sketch

(j) Found Pose

(k) Punching Sketch

(l) Found Pose

(m) Sitting Sketch

(n) Found Pose

(o) Swimming Sketch

(p) Found Pose

Figure 5.3. Skeleton strokes and snapshot matching result.
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(a) Sketch 1

(b) Pose Matching 1

(c) Curve 1

(d) Curve Matching 1

(e) Sketch 2

(f) Pose Matching 2

(g) Curve 2

(h) Curve Matching 2

Figure 5.4. The comparisons of pose matching and combined curve matching. First
and second column represent original sketch and pose matching results. And third
and fourth column describe the joint trajectory and combined curve matching results.

(a) Similarity: 0.943998

(c) Similarity: 0.920018

(b) Similarity: 0.808963

(d) Similarity: 0.000000

Figure 5.5. Characteristics of curve matching algorithm: (a) shows similar curve
comparisons, (b) depicts partial curve comparisons, (c) represents scale-insensitive
curve comparison, and (d) shows diﬀerent curve comparisons.
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CHAPTER 6. CONCLUSION
Conclusion, summary, and future work are shown in this chapter. We brieﬂy
summarize our methods, and discuss about the strengths and weaknesses of the methods (Section 6.1). The future of this project and the remaining pieces of creating 3D
animation are discussed in Section 6.2.

6.1 Summary and Conclusion
We developed a novel approach to create natural 3D animation using sketches.
Our method overcomes several diﬃculties of creating natural 3D animation, and
creates intuitive interfaces for novice and professional sketchers. Our method can
ﬁnd most similar poses and motion sequences using two databases, and users are able
to select one of the candidates. Furthermore, we present a robust curve matching
algorithm, and applied the algorithm to compare joint trajectories and rotations.
The joint curve provides an intuitive way to express motion, and helps to reduce the
number of sketches. Finally, from the matching results, users can create the ﬁnal
animation by merging all the selected motion sequences. The results show that the
pose matching algorithm is reliable enough to be applied generally, and that curve
matching provides additional clues for calculating precise results. We believe that our
method is robust and reliable enough to help sketchers, animators, and even novice
users to create natural 3D animation.

6.2 Future Work
Even though our system supports an easy and intuitive way to draw skeleton
strokes, automatic skeleton extraction from arbitrary sketches can further improve
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user experience. Image processing algorithms and skeleton extraction methods (Au,
Tai, Chu, Cohen-Or, & Lee, 2008; Moeslund & Granum, 2001; Madaras, Ďurikovič,
Ágošton, & Nishita, 2010) can be applied for the automatic 2D skeleton extraction
from sketches. Moreover, there are still several limitations that our system cannot take
into account, such as facial expression, hand and toe expression, and exaggeration.
Later, those additional expressions will be applied to our method. In addition to
the expressions, if compositing diﬀerent body parts from several motion sequences is
available, then we can also create many combinations of motion sequences.
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