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This study investigates and concludes on thus the predictability of economic activity in South Africa 
through the use of share price indices and banking sector asset levels as leading indicators.  
This study investigates share price and banking sector information using both nominal and real 
quarterly and monthly time-series data for the period March 1998 to October 2017. For share prices 
analysis, it takes market segmentation on the JSE into account, and examines causality between the 
All-Share index, the Industrial index, the Resources index and the Financial index against GDP and the 
index of Industrial Production (IIP) using the test proposed by Granger (1969). For the banking sector 
development analysis, it takes the South African Reserve Bank’s disclosure of all banking institution 
assets and examines if changes in those asset levels Granger-cause the changes to GDP and IIP. 
This study builds on the work performed by previous studies, specifically on Sayed, Auret and Page 
(2017) and Har, Ee, and Tan (2009), which test the leading relationship of the stock market for 
economic activity. This study adopts a similar approach to these studies, while also making certain 
adjustments and additions to their methodology, aiming to produce more robust findings. This study 
not only tests for a new relationship between banking development and economic activity, but it also 
conducts several additional stationarity tests to provide more conclusive evidence of the data’s 
stationarity before Granger-causality testing is performed. The additional stationarity tests in this 
study establish that some time series data, which Sayed et al. (2017) concluded to be stationary, is in 
fact not stationary, and this contrary finding directly impacts the subsequent Granger-causality testing 
and results. This study also notes and corrects Sayed et al.'s (2017) methodology which fails to perform 
subsequent stationarity testing on its differenced time series data, and thus fails to prove that the 
transformed data is satisfactorily stationary and acceptable for Granger-causality testing. Another 
adjustment we make to the methodology is the interpretation of the Index for Industrial Production 
(IIP), which we view as a volume based index rather than a price based index that can be adjusted for 
inflation, which was the position of Sayed et al. (2017).  
The empirical investigation of this study reveals some positive evidence in favour of the JSE as a leading 
indicator of economic activity, where unidirectional causality is established between the four market 
segmentation proxies and the macroeconomic variables. This is however less conclusive than the 
findings of previous South African studies, which is explained. For the banking sector’s development 
analysis, the empirical tests produce inconsistent findings across monthly and quarterly data, leaving 
one unable to confirm a causal relationship existing between the banking sector’s development and 
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Chapter 1: Introduction 
 
In the world of finance it is largely accepted that a share price of a company is influenced by its future 
value creation prospects. As a result of its forward-looking nature, the stock market has been proven 
to be a leading indicator of economic activity in developed markets (Fama, 1990). This finding means 
that if investment sentiment is high, based on positive future value outlook, there will be a higher 
stock market index, which will be a forerunner for increased economic activity to come in the future.  
If the stock market index serves as a leading indicator for economic activity because of its inherent 
forward looking nature, it is also worth investigating whether a similar relationship holds for the 
banking sector and economic activity. More specifically, whether the rise of banking activity could also 
be a leading indicator of economic activity, and similarly, whether the change in the level of 
institutional banking assets precedes economic activity changes. Previous studies have also shown this 
to be true in developed and developing markets. Levine, et. al (2000) test the relationship across 74 
countries and find a positive association of financial development and economic growth, while 
Neusser & Kugler (1998) test the relationship for OECD countries to find a similar relationship.  
When comparing the stock market and banking development as leading indicators, the prevailing 
research argues that, because banks and stock markets affect economic outcomes through different 
channels, their effectiveness as leading indicators depends on a host of country-specific factors (Peia 
& Roszbach, 2015). 
Thus, to some degree, we recognise that banking development and stock market changes are useful 
indicators for economic forecasts, particularly in developed economies. This study recognises that 
there is a gap in literature regarding these relationships within the developing economy of South 
Africa. The current gap exists due to the low volume of research in this area, which inherently also 
presents the risk of potential inaccuracies in the findings to date.  
This study therefore investigates whether the South African stock market and the banking sector 
development hold weight in forecasts for future economic growth, and whether one of the variables 
is perhaps more valuable as a forecasting tool than the other. In the attempt to close the literature 
gap in this area, this study will address the banking sector’s relationship with economic activity in 
South Africa for the first time, and it will also interrogate and correct the existing inaccuracies of the 
current findings relating to the stock market’s causal relationship with economic activity. 
Closing the gap in the literature is important because if these relationships are established, it may 
have implications for policy makers in South Africa. The existence of these relationships would result 
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in the need for more due attention towards the inputs of these leading indicators in order to 
potentially control and even grow the South African economy. This could have far reaching long term 
impacts. 
This study will go on to show how prevailing research has developed many theories, which explain the 
relationships of the stock market and the banking sector with economic activity. It will then look to 
establish which developed theory suitably fits the South African context, as well as provide room for 






1.1. Research Problem Statement, Objective and Aim 
 
1.1.1. Research Problem Statement 
 
By gaining clarity as to whether the banking sector’s or the stock market’s development can help 
predict future economic growth, one can potentially play a role in alleviating South Africa’s 
considerable unemployment problem. 
South Africa currently faces widespread unemployment, with the official rate hovering around 20–
25% for most of the years from 1991 to 2016 (Vermeulen, 2017), and more recent data from Statistics 
South Africa indicating a rate of 26.7% for the final quarter of 2017. This is clearly a concern for the all 
stakeholders affected – whether it is those individuals who are burdened by the difficult life 
experience unemployment, or the general society which is left with unrest and the potential costs (of 
increased crime for example), or the country’s treasury and corporate sector which aim to help fund 
the basic needs of those unemployed. The clear solution to unemployment is job creation which is a 
natural by-product of good economic growth. Conversely, job losses and high unemployment are a 
result of low or poor economic growth. 
Therefore, the acknowledgement of South Africa’s gross unemployment issue provides a foundation 
to justify the importance of any leading indicators of economic activity. Those leading indicators could 
assist economic policy-setters to foresee possible economic trends and thus intervene to manage 
good economic growth and consequently reduce the unemployment crisis. 
This study recognises the importance of establishing whether the banking sector and stock market 
development can lead economic growth and thus assist policy setters going forward. Currently these 
relationships have not been investigated sufficiently in South Africa, which provides reason to close 
the gap in existing knowledge through this study. Firstly, there is no existing research that investigates 
the ability for the South African banking sector development to lead economic activity. This paper 
tests this relationship for the first time. Secondly, the existing research that investigates the stock 
market’s ability to lead economic growth in South Africa is light and therefore open to interrogation. 
This paper finds inaccuracies in the methodology and thus findings of Sayed et al. (2017) and provides 




1.1.2. Objective and Aim 
 
The objective of this paper is to find a solution to alleviate the unemployment crisis in South Africa. 
This study suggests that managing economic growth, through the controls associated with the 
development of the stock market and banking sector, would serve to control the unemployment rate, 
considering that good economic growth stimulates job creation and the reduction of unemployment. 
This study therefore aims to confirm the existence of leading indicators of economic activity in order 
for those leading indicator relationships to be leveraged to control growth and improve the 
unemployment crisis in South Africa. If one was to establish that there are variables that lead changes 
in economic activity then there is the opportunity to utilise these predictive relationships to avoid any 
expected economic downturns and potentially stimulate economic upturn. The first step, however, 
would be to establish if there are such relationships to leverage off. This study recognises two 
potential leading indicators of economic activity, being that of the activity of the stock market as well 
as the development within the banking sector.  
The United States saw the most recent economic downturn come in the wake of its 2007 financial 
crisis. The cause of the crisis is well known for being the bubble of sub-prime lending, which inflated 
property prices and debt exposure to unsustainable levels. The ballooning demand for debt saw risky 
debt instruments re-packaged in the form of other investments, which stimulated heightened 
(incorrectly calculated) risk in the whole market. The unsustainability of this environment led to the 
banking sector imploding and asset prices plunging sharply. Reinhart and Rogoff (2008) point out that 
these issues of asset price inflation and rising leverage are indicators of a potential financial crisis. 
Importantly, Reinhart and Rogoff (2009) went on to show that the consequences of the 2007 financial 
crisis included a deflated equity market as well as severe downturn in economic output and 
employment, providing reason to believe that such a predictive link exists between the stock market 
and economic growth. 
South Africa’s stock market has also experienced sharp falls in the past as it did when the technology 
bubble popped after 2000 as well as when it felt the strong knock-on effects of the global financial 
crisis of 2007, where the same outcome of an economic downturn were clear. In addition, South Africa 
has also seen its relatively strong banking sector under pressure through the failure of African Bank 
and VBS Bank. Such large banking failures are linked to consequences like a credit rating downgrade 
for South Africa, tightening of the debt markets due to liquidity concerns, and heightened caution of 
any retailers undergoing credit sales. Such consequences have a far reaching impact for South Africa 
and this should incentivise strong and sound management to avoid such outcomes.  
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It is clear that South Africa is exposed to such stock market and banking sector failures, however, what 
is not empirically clear at this stage is whether these failures have a clear relationship with economic 
failure as a result. If it was established that stock market or banking sector changes were leading 
indicators of economic activity in South Africa, there would be added impetus for policy-makers to use 
those indicators to prevent such failures to occur, and thus protect the economy of the country.  
A recent South African study investigated the relationship between the stock market development 
and economic activity (Sayed et al., 2017) and our work aims to add further insights and findings, as 
well as investigate an additional relationship between banking development and economic activity. 
The detailed aim of this study is to prove whether the banking sector and the stock market’s 
development and growth both have a causal relationship with future economic growth. It will measure 
the changes in banking sector development (measured by the changes in the total assets of the South 
African Banking Institutions) (referred to as ‘BANKDEV’ for the rest of the paper) as well as the changes 
in equity prices (on four different share indices on the JSE; All-Share [ALSI], Industrial [INDI], Resource 
[RESI] and Financial indices [FINI]), and their independent ability to lead economic activity (measured 
by the growth rate of the South African Gross Domestic Product (GDP) and/or the growth rate of the 
Index of Industrial Production [IIP]).  
Thus, with the use of pairwise causality tests proposed by Granger (1969), the paper will explore the 
causal relationships between  
1. BANKDEV against gross GDP and the IIP in South Africa and 
2. Each share index (ALSI, INDI, RESI, FINI) against gross GDP and the IIP in South Africa.  
Unidirectional causality in both cases will be tested, providing a conclusion on whether or not the 
banking sector and stock market both lead economic activity in South Africa. 
The research will be quantitative in nature as the extensive data is collected, analysed and interpreted 
through the use of statistical testing. 
Ultimately, if a causal relationship can be established between the stock market and/or banking sector 
development and economic growth, there is scope to control economic growth through the inputs of 




1.2. Research Question 
 
The core research question of this study is whether there is a causal and statistically significant 
relationship in South Africa between: 
1. The banking sector’s development and economic activity and  
2. The stock market development and economic activity. 
The two independent null hypotheses are that neither the banking sector’s asset levels, nor share 
prices on the JSE, lead economic activity in South Africa. The alternative hypotheses are that those 
same variables do in fact lead economic activity in South Africa. 
The remainder of this proposal will go on to address the current literature on the banking sector and 
stock market’s relationship to economic activity in chapter 2, the data and methods for the study in 
chapter 3, the results and analysis provided in chapter 4 and finally the conclusion of the study in 
chapter 5. Each chapter’s subsections are correspondingly numbered according to their respective 
chapter and sections therein. 
Chapter 2: Literature Review 
 
Chapter 2.1 will focus on the existing literature surrounding the proven relationships between stock 
markets and economic activity, while chapter 2.2 will do the same for the proven relationships 
between financial development and economic activity. Both of these chapters will explore any 
resulting theories that have developed from these found relationships, while they will also highlight 
the contexts where no such relationships have been found to exist. Chapter 2.3 will then focus on 
where the prevailing research leaves gaps for this study to fill – namely the lack of South African focus 
and the arguable findings of existing studies. 
2.1. The Stock Market and Economic Activity 
 
2.1.1. Empirical Findings of an Existing Relationship 
 
The stock market is said to be a leading indicator of economic activity based on several theories. It is 
seen as the most important market with respect to corporate investment decisions (Auret & Golding, 
2012), which drives economic growth. Comincioli (1996) indicated that two of the main theories were 
that of the ‘wealth effect’ and the theory of the traditional valuation model of stock prices.  
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The ‘wealth effect’ theory proposes that the stock market actually causes economic activity based on 
the fact that an overall high share portfolio level produces higher consumer spending. Where a 
consumer feels their ‘wealth’ they are more inclined to spend it and drive growth. This effect was 
proven to be found in 16 emerging markets over the period of 1985 – 2000, where a statistically 
significant link was found between private consumption growth and stock returns (Funke, 2004). 
On the other hand, the traditional valuation model indicates that the share price is a reflection on 
expectations of future performance of the corresponding company. When one considers that the 
stock market represents a multitude of companies’ share prices, it is fair to therefore say that the 
stock market is a reflection of the future performance of the broader economy. Thus, any change in 
the stock market level is indicative of a future change in economic activity. This is illustrated by 
different valuation techniques, such as the Gordon model, which indicates that a company’s share 
price today can be expressed as the present value of an infinite flow of dividends in the future (Gordon, 
1959), as well as the ‘discounted cash flow’ model, which forecasts the company’s performance and 
discounts those future performance cash flows to the present time in order to estimate the present 
value of the company. Both of these valuation models make use of a company’s future performance 
to arrive at their present value, and are thus inherently forward-looking and helpful leading indicators 
of economic activity. Stock and Watson (2003) supported this in their findings of stock prices being 
one of the few favourable metrics that indicated the trend of a financial downturn in 2001. As much 
as the financial crisis of 2001 could not be fully predicted, stock returns (along with term spreads and 
unemployment claims) proved to have the most value as leading indicators. 
There are at least two additional theories for why stock prices lead economic activity. The first being 
the effect of the company’s share price on its weighted average cost of capital and the follow-on 
impact on economic activity. In this case, a high share price is consistent with a lower cost of equity 
for companies (and thus a lower investment hurdle rate), which would ultimately lead to the 
attractiveness of further capital projects and thus increased economic activity (Ikoku & Alvan, 2010). 
The second additional theory suggests that a high share price is a financial accelerator for investment 
due to its ability to improve a company’s creditworthiness and thus its cost of borrowing (Bernanke, 
Gertler, & Gilchrist, 1996).    
Various different research findings over the years have confirmed the leading relationship that stock 
prices have with economic activity. Starting in the developed market of the United States, Fama (1981) 
found evidence of real stock returns being positively related to measures of real economic activity like 
capital expenditure. Then, in 1983, it was established that the S&P 500 saw stocks decline before 
economic recessions and trend upwards before the beginning of economic expansion (Pearce, 1983). 
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Barro (1990) then found strong evidence of stock prices having substantial explanatory power for 
subsequent U.S. investment, and thus explanatory power of economic activity. Stock returns have also 
been found to Granger-cause a substantial fraction of the variance in real economic activity of the U.S. 
economy through the use of a VAR (vector-autoregression) analysis (Lee, 1992), which is a similar 
methodology applied in this study to South Africa. Comicioli (1996) established that during the period 
1970 (quarter 1) to 1994 (quarter 3) there was a causal relationship (based on Granger testing) 
between the growth rate of stock prices and the growth rate in the economy. It is, however, noted 
that the economic cycles covered by this study differ significantly without the effects of the financial 
crises of 2000 and 2007. Foresti (2006) also confirmed the above findings within the U.S. with the 
verdict that stock prices can predict short and medium term macroeconomic growth.  
Similar studies come from a variety of different countries with inherently different states of economic 
development. Bahadur & Neupane (2006) provide empirical evidence of long-run integration and 
causality of macroeconomic variables and stock market indicators (in real terms) in the small capital 
market of Nepal. It depicts that the stock market plays significant role in determining economic growth 
in Nepal and vice versa. This study will therefore make use of nominal and real data in its analysis. In 
Malaysia, results show that the stock market Granger-cause economic activity with no reverse 
causality observed (Har et al., 2009), while Pilinkus & Donatas (2009) proved that, in Lithuania, some 
macroeconomic variables (e.g., GDP, material investment, construction volume index, etc.) are led by 
the Lithuanian stock market index (OMXV). A Nigerian study performed a similar study to this paper 
as it aimed to confirm causal relationships among stock market prices, real GDP and the index of 
industrial. Through the use of Granger testing, it finds that bidirectional causality exists between stock 
prices and GDP but no causality between stock prices and industrial production in Nigeria (Ikoku & 
Alvan, 2010).  
A far-reaching 2017 study obtained data from Jan 1994 – December 2014 for twenty industrial markets 
to test the relationship between stock market activities and industrial production growth. The markets 
included six advanced economies (Canada, France, Germany, Italy, United Kingdom, United States); 
four Scandinavian economies (Denmark, Norway, Finland Sweden); five emerging economies (Brazil, 
Russia, India, China, South Africa); and five industrial (semi industrial) Asian markets (South Korea, 
Japan, Singapore, Thailand, and Taiwan). The overall outcome of the Granger testing in this extensive 
study found there to be a unidirectional causation from stock market returns to industrial growth in 
all these markets (Chiang & Chen, 2017).   
In South Africa specifically, the relationship between the local stock market (the JSE) and economic 
development was initially tested in 2012, where it was established that the cycle of real stock prices 
9 
 
on the JSE leads the cycle of real economic activity (Auret & Golding, 2012). Sayed et al. (2017) then 
revealed strong evidence of the JSE being a leading indicator of economic activity. The findings of this 
study were for the period of March 1998 to December 2016. This study aims to corroborate these 
findings, while incorporating an additional year of data.  
 
2.1.2. Empirical Findings of No Such Relationship 
 
In light of the above widespread research that shows a relationship between stock returns and 
economic development, it is worth highlighting that not all studies arrive at the same conclusion. Even 
though they are in the minority, there are studies that counter the argument and suggest that the 
stock market has no predictive characteristic of economic activity.  
Contradictory to the abovementioned Comincioli (1996), many developed markets have been found 
to have no predictive relationship (or Granger causality) of real macro-economic variables. Johann 
Burgstaller (2002) confirmed this and concluded that stock returns do not have predictive capabilities 
for growth rates in industrial production, a variable this study uses to represent economic activity. 
Minsoo (2006) found that there is no evidence that the New Zealand Stock Index is a leading indicator 
for changes in macroeconomic variables (including GDP), however it does conclude that a reason for 
this may be the small size of the New Zealand market. It suggests that the small size of the market 
results in a low impact of the capital markets on the economy as a whole. Men & Li (2006) asked the 
research question, ‘Should the national economy lead the stock market or the other way round?’. The 
result of the empirical analysis shows that there is no co-integration relationship between the stock 
market index and the national economy in China. Notably, it also establishes that there is no Granger 
causal relationship between stock index yield and the national economy growth rate (GDP). These 
unexpected results, however, was explained by the inconsistent composition of the Chinese GDP and 
the Chinese market. Barro (1990), who found there to be “strong evidence of stock prices having 
substantial explanatory power for subsequent U.S. investment” also showed in the same study that 
the stock market was incorrect at predicting three recessions that did not occur in the United States 
in 1963, 1967 and 1978 – indicating the potential error in its predictive ability.  
Some reasons have been speculated as to why there could be no significant causal relationship 
between the stock market and economic activity. Pearce (1983) pointed out that the stock market, 
being made up of future looking prices, can build in erroneous expectations, which therefore can 
damage its ability to predict. In addition, the stock market is questioned to be a valuable predictor 
because of the influence of investors’ expectations, which are argued to contain inherent human 
error, allowing stock prices to diverge from what is the true economy (Brad Comincioli, 1996). 
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Different methodologies can also effect the statistical outcome of such causal tests, and therefore, 
differing conclusions. Regardless of what the reason for no relationship may be, however, it is clear 
that there is some contradictory evidence of the relationship between the stock returns and economic 
activity. As a result, it becomes valuable to perform further testing of this relationship in South Africa, 
where research has been light to date. 
 
2.2. Financial Development and Economic Activity 
 
2.2.1. Financial Development Defined  
 
Financial development is broad and is made up of a variety of factors in a specific country. It is affected 
by many factors, including a country’s stage of economic development as well as its legal and 
institutional frameworks (Peia & Roszbach, 2015). As a result of the inherent complexity that makes 
up the financial system as a whole, it is very difficult to use a single measure to represent it, and thus 
it becomes more appropriate to focus on an aspect of financial development, in order to draw some 
specific conclusions.  
The key focus for this study, regarding financial development, will be the banking sector development, 
represented by the total level of credit (or total assets) in the banking sector in South Africa. The choice 
of total credit levels in the banking sector is consistent with Peia (2015) who made use of bank credit 
to the private sector as the banking sector development measure. Ndako (2010) also made use of a 
similar variable for financial development when it tested for causality between financial development 
and economic growth using bank credit to the private sector. Other studies have made use of different 
banking development measures such as the country’s broad money supply, claims on private sectors, 
domestic credit provided by banking sector, domestic credit to the private sector, or a composite index 
(using a make-up of banking sector indicators) (Pradhan, Arvin, Hall, & Bahmani, 2014). 
This study, however, includes public lending as it is a key source of economic spending within South 
Africa, even though it is a minority of the total lending pool. 
 
2.2.2. Empirical Findings of an Existing Relationship 
 
The relationship between a country’s financial development and its economic development is key but 
also complex and therefore it has been extensively explored. Levine (1997) managed to put it 
succinctly to state that the multitude of theoretical reasoning and empirical evidence suggests that a 
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positive, first-order relationship exists between financial development and economic growth. By 
examining the research, it is difficult to dissociate financial development and the growth process and 
so it is well recognized that financial development is key for economic growth (Calderón & Liu, 2003). 
Several theories have been developed to encapsulate the relationship of financial development and 
economic activity. The theories, which mainly stem from Patrick (1966), also assist in pointing out the 
distinct differences in research findings regarding causality in the relationship. 
The first of these theories is that of the “supply-leading hypothesis” which supposes a causal 
relationship from financial development to economic growth. This theory means that an intentional 
creation of a financial market would increase the supply of financial services and therefore precede 
economic growth (Calderón & Liu, 2003). Schumpeter (1934) authored this theory explaining how 
financial intermediaries play a pivotal role in output growth by means of savings and then productive 
investments. In more recent years King and Levine (1993) proved that better financial systems 
improve the probability of successful innovation and thereby accelerate economic growth while 
Levine et al. (2002) added that development of financial intermediaries exerts a large causal impact 
on growth. Calderón and Liu (2003) added a characteristic to this relationship by examining the 
direction of causality between financial development and economic growth and it concluded that 
financial development generally leads to economic growth. Greenwood and Smith (1997), 
Christopoulos and Tsionas (2004), Loayza et al. (2006) and Peia and Roszbach (2015), have all also 
supported the supply-leading hypothesis over the years. This paper aims conclude on the same 
causality tests between financial development and economic growth in the South African context. 
The second of these theories is that of the “demand-following hypothesis”, which suggests an 
opposing causal relationship from economic growth to financial development. In this case, an 
increased demand for financial services in a growing economy would prompt growth in the financial 
sector. Robinson (1952) was the first to argue that financial development simply follows economic 
growth (which is generated elsewhere), but has been supported over the years by Gurley and Shaw 
(1967), Goldsmith (1969) and Jung (1986). Pradhan et al. (2013) developed keen observations of 
Bangladesh, Bhutan, Pakistan, China, Hong Kong, Japan, Indonesia, Malaysia, South Asia, and East Asia 
all indicating that economic growth leads to financial development, supporting the demand-supply 
hypothesis. Interestingly, findings like that of Blackburn and Hung (1998) as well as Calderón and Liu 
(2003), establish a positive, two-way causal relationship between growth and financial development 
– highlighting the possible interactions of the two theories. 
Patrick (1966) also indicates a third theory, the “stage of development” hypothesis, which details a 
limitation to the supply-leading hypothesis above. It postulates that, in the early stages of economic 
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development, financial development can induce capital formation in the industry. This early and 
innovative financial development would provide new opportunities for savers and investors and thus 
stimulate economic activity and meet the theory of the supply-leading hypothesis. However, it also 
finds that these supply-leading characteristics of financial development weaken over time. This is 
supported by the findings of Cecchetti and Kharroubi (2012) which indicated that the level of financial 
development is good for economic growth up to a point, after which it becomes a drag. Law (2014) 
additionally highlighted this theory by presenting a threshold effect in the finance–growth 
relationship. It finds that the level of financial development is beneficial to growth only up to a certain 
threshold, beyond which, any further development of finance has a tendency to adversely affect 
growth. Rioja and Valev (2004) expanded on other studies to show that finance may have a different 
effect on growth in different countries, time periods or stages of development (Levine et al., 2000) 
(De Gregorio & Guidotti, 1995) (Demetriades & Hussein, 1996).  
This study will specifically focus on the causal relationship of the financial sector development and 
economic growth in the South African context where the financial sector is mature, being the most 
financially advanced economy in the SADC (Southern African Development Community) (Bara & Le 
Roux, 2017). It will therefore be noted whether the causal relationship of financial development and 
economic activity falls into one of these theories, given its stage of completion. 
For the most part, the empirical evidence has demonstrated that there is a positive long-run 
association between the indicators of financial development and economic growth. Overall, such 
papers would suggest that a strong financial system allows room for economic growth, and is hence, 
consistent with the proposition of “more finance, more growth” (Law & Singh, 2014) as well as the 
supply-leading hypothesis. 
 
2.2.3. Empirical Findings of No Such Relationship 
 
Regarding causality, many similar studies have occurred for both developing and developed countries. 
Through most of these studies, the existence of a causal relationship from financial development to 
economic growth has been confirmed. However, there are a few cases where there is no evidence of 
causality from financial development to economic growth. Lucas (1988) proposed that financial 
matters were over-stressed in the growth forecast, while Eng and Habibullah (2011) find indications 
of non-causality between the financial development and economic growth in some of the areas of 
Africa, Asia, Europe and the Western Hemisphere. Mukhopadhyay et al. (2011) investigates the causal 
relationship between financial development and economic growth for the period between 1979 and 
2009 to find that Malaysia’s financial development does not seem to cause economic growth. Pradhan 
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et al. (2013) found that only India, out of fifteen Asian countries, provided an indication of a causal 
relationship from financial development to economic growth, showing that the norm in that case was 
the absence of a causal relationship. 
To add weight to the contrary evidence of the finance-growth relationship, Rati (1999) also argued 
that the results pertaining to the finance-growth nexus are, in the best case, uncertain and ambiguous. 
The statistical findings are indicative of a negligible, or perhaps negative, association between financial 
development and growth of real GDP per capita. Finally, Khan and Senhadji (2003) also demonstrate 
that certain banking development indicators become statistically insignificant through the use of panel 
data. 
Results such as these, which differ from the mean findings in this area of study, confirm the 
importance of acknowledging the uniqueness of the country’s economic position when it is used as a 
destination to explore the role of finance in economic development. This important caveat was 
highlighted by Rioja and Valev (2004) who showed that the link between finance and growth depends 
on the stage of economic development. It clarified that highly and low developed economies maintain 
a weak link between the two variables, whereas for developing countries, financial development 
exercises a stronger influence on growth (Peia & Roszbach, 2015).  
Additionally, Levine (2002) puts forth possible reasons to account for the fact that banking 
development may actually hinder growth, and thus negative relationship between finance and 
growth. First, banks may possess huge influence over firms, which may manifest itself in negative 
ways. This could manifest itself in banks extracting greater profits than expected from the firms, where 
their future growth may be hindered. Secondly, banks are seen to have an inherent bias toward 
prudence, which may mean that banking development impedes corporate innovation and growth.  
 
2.3. Empirical Research’s Impact on This Study 
 
The research on the stock market and banking sector’s relationships with economic activity is vast, 
but there remains the need to accurately conclude on these relationships in the South African context.  
This study aims to resolve which type of relationship, if any, the South African stock market has with 
its economic activity. The bend of existing research of developing markets suggests that the ‘wealth 
effect’ holds, where overall high share portfolio level produces higher consumer spending and thus 
increased economic activity.  
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This relationship, of stock market changes and economic growth in South Africa, needs to then be 
compared to the relationship of banking sector development and economic activity. One wants to 
particularly conclude on how the finance-growth nexus holds up in the South African context if one 
utilises the level of banking assets as a means to represent financial development. Additionally, one 
looks to settle whether there a causal relationship from financial development to economic growth, 
which would support the supply-leading hypothesis.  
The literature seems to favour an outcome which indicates that South Africa, being a developing 
country, has a positive relationship between stock market changes as well as financial development 
to economic activity. However, as we have seen, this is merely an expectation until it is proven. 
The most relevant work on causal relationships of economic activity for this paper are the South 
African published papers by Auret & Golding (2012), Sayed et al. (2017) and the study on Malaysian 
by Har et al. (2009). Auret & Golding (2012) provide the first findings of the relationship between stock 
markets and economic activity in South Africa by employing a regression analysis with and 
autoregressive equation, and premise the study on the existence of trends and non-stationarity of the 
time-series data. Sayed et al. (2017) provide a different analysis with the use of Granger-causality 
testing after confirming the stationarity of the data. Har et al. (2009) similarly test for the time series’ 
stationarity and Granger-causality in the Malaysian context. 
Auret & Golding (2012) find limitations in the autoregressive model that is used in its analysis. The 
model’s limitation scopes Sayed et al. (2017) to provide a variation to the study through the use of 
Granger-causality testing, which Har et al. (2009), and now this study, also follows. As much as this 
study tracks the approach of Sayed et al. (2017) and Har et al. (2009), it does make some additions 
and adjustments. Firstly, the stationarity testing of the variables is further emphasised. This is done 
because the Granger-causality testing can only hold for stationary variables, which means that the 
conclusions on the stationarity of the data is key. This paper finds the stationarity testing of Sayed et 
al. (2017) and Har et al. (2009) light, which casts potential doubt over the conclusiveness of the 
respective Granger-causality findings. Linked to this, this paper also notes that Sayed et al. (2017) 
performs Granger-causality tests with the use of GDP as its resulting economic indicator, however it 
is not explicit in asserting GDP’s stationarity post differencing (see chapter 3 for the methodology 
regarding differencing data for stationarity transformation). Thus, the added emphasis of this paper 
on stationarity testing results in it adding two more stationarity tests (the Kwiatkowski-Phillips-
Schmidt-Shin test and Lo-MacKinlay test) to its methodology in order to form a more robust 
assessment of each variables’ stationarity before assessing and concluding on any causal relationships. 
It will also focus on empirically indicating GDP’s stationarity status. The other adjustment of this paper 
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is the interpretation of the Index of Industrial Production (IIP), which this paper sees as a volume-
based index, which is made up of seasonally adjusted volumes of production. Because volumes are 
not affected by prices, this paper finds no justification to deflate the series to convert it to a “real” 
time series, which is the preferred approach taken by Sayed et al. (2017).  
2.4. Note on Correlation of Dependent Variables  
As mentioned above, this paper assesses the predictive nature of the stock market and the banking 
sector changes for economic activity. In order to warrant the independent testing of the predictability 
of both variables, the correlation between the respective variables needs to be assessed. Due to the 
absence of clear strong correlation between the stock market variables and the banking sector 
variable, the testing of both is warranted. Below is the summary of the correlation between the stock 
market variables (ALSI, INDI, FINI, RESI) and the banking sector variable (BANKDEV). 
 
It is noted that the correlation is higher between the ALSI and RESI indicators, which may need to be 
considered in the results interpretation.   
  
  
ALSI INDI RESI FINI 
BANKDEV 0.44            0.13            0.48            0.12            
ALSIR INDIR RESIR FINIR
R BANKDEV 0.58            0.32            0.53            0.33            
ALSI INDI RESI FINI 
BANKDEV 0.45            0.12            0.50            0.11            
ALSIR INDIR RESIR FINIR
R BANKDEV 0.58            0.31            0.56            0.33            
Correlation of Independent Variables Used in Testing
Monthly Year on Year Correlation of Variables' Movements
Quarterly Year on Year Correlation of Variables' Movements
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The goal of this study is to ascertain whether or not the changes in South African bank institutions’ 
assets and/or the JSE share prices lead changes in economic activity in South Africa over the period 
from 1 February 1998 to 31 October 2017. The period selected for testing is based on the maximum 
length of time where all the data is available and comparable, noting that February 1998 is the earliest 
point in time when all variables are available. 
The two variables used to proxy for economic activity in South Africa are GDP (Gross Domestic 
Product) and IIP (Index of Industrial Production). Even though most studies generally make use of 
either GDP or IIP as an economic indicator, this study follows Fama (1981) as well as Auret and Golding 
(2012) where the test was conducted in the South African context with the use of both variables for 
the first time.  
GDP and IIP data is obtained from the SARB. Variables representative of economic activity are defined 
as follows: 
i. GDP: Nominal year on year (YoY) growth rate of South Africa’s GDP using quarterly figures. 
ii. R GDP: YoY growth rate of South Africa’s real GDP using quarterly figures. 
iii. IIP: YoY percentage change on South Africa’s IIP using monthly figures. (IIP is a volume 
based index and therefore there is no ‘nominal’ or ‘real’ variation.) 
The independent variables of this study represent the banking sector development as well as the stock 
market performance. The banking sector variable will be defined by the changes in the total assets of 
South African banking institutions, obtained from the SARB (defined as BANKDEV). The inflation 
adjusted variation of this variable will be defined as RBANKDEV.  
Calderón & Liu (2003) indicate that financial development is acceptably defined as the improvement 
of quantity, quality and efficiency of financial intermediary services. That definition, however, includes 
a number of processes and variables that cannot be easily captured by a measure. As explained in 
Chapter 2.2.1, this study has used the total assets of South African banking institutions as its proxy 
which coincides with similar variables like broad money or total credit to private sector (Levine et al., 
2000).  
The stock market performance is most easily represented by the relevant indices. The main index for 
the JSE (the main South African securities exchange) is the All Share Index (ALSI). However, research 
17 
 
has argued that the ALSI is not mean-variance efficient and therefore, on its own, may not be an 
appropriate market proxy. As a result, in addition to the ALSI proxy, the study will incorporate the 
three sector indices of the JSE, following a similar methodology to Sayed et. al (2017). These monthly 
stock market variables will therefore be defined as follows: 
i. ALSI: YoY percentage change on the JSE All-Share Index (J203) using nominal share price 
data.  
ii. ALSIR: Nominal J203 share price data is first deflated using CPI, then the YoY percentage 
change is calculated to construct the series in real terms.  
iii. INDI: YoY percentage change on the Industrial Index (J211) using nominal share price data. 
iv. INDIR: Nominal J211 share price data is first deflated using CPI, then YoY percentage 
change is calculated to construct the series in real terms.  
v. FINI: YoY percentage change on the Financial Index (J212) using nominal share price data. 
vi. FINIR: Nominal J212 share price data is first deflated using CPI, then YoY percentage 
change is calculated to construct the series in real terms.  
vii. RESI: YoY percentage change on the Resources Index (J210) using nominal share price 
data.  
viii. RESIR: Nominal J210 share price data is first deflated using CPI, then YoY percentage 
change is calculated to construct the series in real terms. 
The period for this analysis (1 February 1998 to 31 October 2017) results in 225 monthly, year on year 
return observations (with respect to all variables except GDP and real GDP) and 75 quarterly, year on 




3.2.1. Stationarity Testing 
 
Before a causal relationship between the variables can be tested, each variable data set is required to 
be tested for stationarity. Each data set is tested for stationarity. This includes the quarterly data for 
GDP and R GDP as well as the monthly and quarterly data sets for IIP, BANKDEV, RBANKDEV ALSI, 
ALSIR, INDI, INDIR, FINI, FINIR, RESI and RESIR. 
Several tests are used in order to gain greater assurance of the stationarity of the variables. These 




Augmented Dickey-Fuller test (unit root) 
First, the Augmented Dickey-Fuller (ADF) test is used to assess the stationarity of the variables in this 
series. The methodology comes from the work of Dickey and Fuller (1979) where the augmented 
Dickey Fuller (ADF) test originated. This ADF test is the first test which established whether time 
series data contained a unit root and thus implying non-stationary and is widely accepted as the 
most prominent test for unit root.  
The null hypothesis of the ADF test is that a time-series, y(t), has a unit root. The alternative of that 
hypothesis is that y(t) is generated by a stationary process. In this study the ADF test is performed with 
and without a trend term for completeness1. The ADF test runs for a model that makes use of an 
‘optimal’ lag length obtained from the minimum Schwarz information criterion (SIC)2, which has been 
prominently used as an optional optimal lag length for research over the years (Liew, 2004). 
The method to obtain the lag length using the minimum SIC requires the use of the modified Dicky 
Fuller (DF) test which is also used to test the stationarity of the variables. The modified DF test is 
essentially the same as the ADF test except that the data is transformed via a generalised least squares 
(GLS) regression before performing the test (Cheung & Lai, 1995). The modified DF test runs for the 
series of models that include 1 to ‘k’ lags of the first-differenced, detrended variable, where the max 
of ‘k’ is set by the method described in Schwert (1989)3. It is within this range of lags that the optimal 
lag length is established with the use of the minimum SIC. This is the methodology followed for the 
ADF testing of this study. 
  
Kwiatkowski-Phillips-Schmidt-Shin test 
The Kwiatkowski, Phillips, Schmidt, Shin (KPSS) test looks to prove the stationarity of a time series. 
This test differs from the above ADF and DF-GLS by having a null hypothesis of stationarity 
(Kwiatkowski, Phillips, Schmidt, & Shin, 1992). 
                                                          
1 Calculated with:  ∆𝑦𝑦𝑡𝑡 = 𝛼𝛼 +  𝛽𝛽𝛽𝛽 +  𝛾𝛾𝑦𝑦𝑡𝑡−1 + 𝛿𝛿1∆𝑦𝑦𝑡𝑡−1+. . . + 𝛿𝛿𝑝𝑝−1∆𝑦𝑦𝑡𝑡−𝑝𝑝+1 + 𝜀𝜀1   , 
 
2 Calculated with:  𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑙𝑙𝑙𝑙(𝑟𝑟𝑚𝑚𝑚𝑚� 𝑒𝑒2) + (𝑘𝑘 + 1) ln (𝑇𝑇−𝑘𝑘 𝑚𝑚𝑚𝑚𝑚𝑚)
(𝑇𝑇−𝑘𝑘 𝑚𝑚𝑚𝑚𝑚𝑚)
   , 
 
  w 𝑟𝑟𝑚𝑚𝑚𝑚� 𝑒𝑒2 =  1
(𝑇𝑇−𝑘𝑘 𝑚𝑚𝑚𝑚𝑚𝑚)
∑ ?̂?𝑒𝑡𝑡2𝑇𝑇𝑡𝑡=𝑘𝑘 𝑚𝑚𝑚𝑚𝑚𝑚+1    . 
 




While the ADF statistic tests to confirm the unit root null hypothesis, the KPSS statistic tests to confirm 
the reverse, being the trend stationarity null hypothesis against the unit root alternative. Given the 
different specifications of the null and alternative, the KPSS test can provide useful additional 
information regarding the unit root’s persistence within the data set (Cheung & Ng, 1998).  
The KPSS test is conducted under the null of firstly trend stationarity, and then level stationarity. This 
test is often used in conjunction with DF-GLS or ADF tests to investigate the possibility that a series is 
fractionally integrated to add robustness to the stationarity test (StataCorp, 2017).  
The max lag length is calculated similarly to the DF-GLS test above using the methodology of Schwert 
(1989) and the test is performed for each lag up to the maximum lag length.  
 
Lo-MacKinlay test (unit root) 
The Lo-Mackinlay test computes an overlapping variance-ratio (VR) test on a time series – i.e. testing 
the consistency of the variance from the mean in a time series. This is done to assess non-stationarity 
in a time series that is in level form. An example of the application of this test could be to test how 
stock returns vary around a constant mean, in which case, the null hypothesis would be that the log 
stock price series is ‘a random walk with drift’ (i.e. has a unit root and is non-stationary).  
For the Lo-Mackinlay test, a time series that contains a unit root will see its variance grow linearly over 
time. Therefore, k periods multiplied by the variance from period 1 should be equal to the variance in 
the kth period. In the event of a deviation of the VR statistic from a ratio equal to one, this would 
indicate a departure from the unit root hypothesis and therefore allow a rejection of the hypothesis 
and thus a rejection of non-stationarity. (StataCorp, 2017).  
The standard sampling intervals (q) for the test of of 2, 4, 8 and 16 (months or quarters depending on 
the variable) are used based on Box-Steffensmeier et al. (2014) and Sayed et al. (2017). 
 
3.2.2. Why All Three Stationarity Tests? 
 
The above three tests are all used in order to gain further assurance of the stationarity of the data 
sets. This is because finding stationarity through the DF-GLS test is less meaningful than finding 
stationarity to be true across the DF-GLS, KPSS and Lo-Mackinlay tests. With each additional 
stationarity test performed on a time series data (which confirms stationarity), one gains more 
confidence that the data is stationary because each additional test is confirming the stationarity 
nature from a different angle, thus building a more robust analysis. Where a specific data set is found 
to be non-stationary in any of the three tests, data transformation options will be explored by means 
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of log linear models as well as differencing (to no more than the second degree, which follows the 
methodology of Sayed et al. (2017) where first differencing was employed on the GDP data to 
transform it to be stationary in nature. In this study, where non-stationarity has been picked up in the 
testing, the log-linear model will be applied to the data and then re-tested accordingly (Huang, Wu, 
Qu, Long, & Shen, 2003). If non-stationarity persists post log-linear model attempts, the data will be 
differenced up to the second degree. 
The (transformed) data is tested across the three tests to find assurance of stationarity before being 
tested for Granger-causality. 
 
3.2.3. Granger-causality Tests 
 
The Granger test of 1969 (Granger, 1969) has the unique ability to indicate predictive causality within 
a relationship between two time series’. I.e. Time series Y is said to be caused by time series X, where 
the historic values of X are found to provide statistically significant information about the future values 
of Y. A time series can ‘Granger-cause’ another time series if it has the predictive power to forecast its 
incremental changes (Gelper & Croux, 2007). 
Pairwise Granger-causality tests are conducted between different combinations of variables. Firstly, 
between the quarterly, year on year percentage change in GDP data, and the quarterly year on year 
percentage change for each of the four stock indices as defined. Secondly, between the same 
(quarterly) Year on year percentage change in GDP, and the quarterly year on year percentage change 
in South African bank asset levels. Thereafter, pairwise Granger-causality tests are conducted between 
monthly, year on year percentage change in IIP data, and the monthly year on year percentage change 
for each of the four stock indices as defined. The final combination of variables for Granger-causality 
testing is between the monthly year on year percentage change in IIP, and the monthly year on year 
percentage change in South African bank asset levels. 
There are several distinctions of causality that will be in the Granger-causality tests for the given 
relationships: 
1. Unidirectional Granger-causality from the stock market variables (ALSI, INDI, FINI, RESI) and the 
banking sector variable (BANKDEV), to the macroeconomic variables (GDP, IIP). In the case of 




2. Reverse Granger-causality from the macroeconomic variables to the stock market and banking 
sector variables. In the case of reverse Granger-causality, the share prices and the banking sector 
development do not lead economic activity. 
3. Bidirectional or feedback causality. In the case of bidirectional causality, causality is observed in 
both directions between the share prices and the banking sector development and economic activity. 
4. Independence between all the variables. In the case of independence of the variables, there is no 
Granger-causality observed in either direction. 
The choice of lag lengths for the Granger-causality testing is guided by Box-Steffensmeieret al.  (2014) 
which finds several approaches to the selection of the lag length. One of these approaches is to cover 
the full cycle of the data. In this study’s case the full cycle of share prices, banking development is 
quite subjective but six lags for quarterly data is more than appropriate. Six lags is also used for 
monthly data as it seems to cover the full data cycle of semi-annual periods and follows the 
methodology of Sayed et al. (2017).  
An example of the model specifications for the extensive Granger testing will take the form of the 
following: 
𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑡𝑡−𝑙𝑙 +  𝜇𝜇𝑡𝑡                  
 
The above formula would be a Granger test regarding the causal relationship between the 
independent variable (ALSI) and the dependent variable (GDP). In this case, the formula specifically 
represents a test of whether an ALSI index change (stock market movement) Granger-causes a change 
to GDP (economic activity). The order of causality is specific from ALSI to GDP. 
In Chapter 4, sixty independent Granger tests performed to address all of the possible Granger-
causality relationships as mentioned in points 1 – 4 above.  
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Chapter 4: Results and Analysis 
 
4.1. Stationarity Tests 
 
The data sets are tested using each of the three stationarity tests, being AFS, KPSS and Lo-MacKinlay. 
Every data set is systematically tested with each test type, and where a test indicates that the time 
series proves non-stationarity, the respective data set is transformed and retested. As already 
mentioned, a systematic and consistent process is applied to transform the data in the case of non-
stationary. First, by applying the log-linear model, and second by applying differencing. In the 
transformation process for this study it is mainly found that data which initially show stationarity at a 
prior stage of the data transformation process, does not contradict that finding at a later stage in the 
transformation process. For example, if a data set was found to be stationary for a given test after log-
linear transformation, it also shows the same degree of stationarity for that test after differencing. 
(This is applicable unless otherwise stated in the results). The reason data sets may require further 
transformation (even though at an earlier stage of the transformation process stationarity is shown) 
is because one of the other stationarity tests fails to prove stationarity for the data at that stage of its 
transformation. The goal is to show stationarity across the three tests with the use of a consistent 






4.1.1. Nominal Quarterly Data. 
 
Table 1 summarises the findings of all the nominal quarterly data stationarity testing. 




Augmented Dickey-Fuller test (unit root) 
The tests with only a constant and no trend in the equation, reveal that ALSI, INDI, FINI, BANKDEV and 
IIP all exhibit stationarity by rejecting the unit root hypothesis, while RESI and GDP contain a unit root. 
The RESI data transformed by log linear (log-linear transformation is indicated by the prefix ‘In’ of 
lnRESI) is found to indicate stationarity by rejecting the unit root, while GDP requires differencing 
(differencing is indicated by the prefix ‘D’ in D.GDP) to reject the unit root hypothesis and reveal 
stationarity. 
The tests appear sensitive to the inclusion of a trend as they yield different results. In this case only 
ALSI and BANKDEV are found to not contain a unit root without any transformation, while INDI, RESI, 
FINI, IIP and GDP all fail to reject the unit root test and therefore indicate non-stationarity. After 
transforming these data sets, it is found that the difference of INDI (D.INDI), FINI (D.FINI), IIP (D.IIP) 
and GDP (D.GDP) all reject the unit root test, while the log-linear of RESI (lnRESI) is found to reject the 
unit root hypothesis. 
It is noted that part of the methodology of ADF test, systematically differences the data set being 
tested. It does this in order to control for serial correlation. However, the ADF test hypothesises and 
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concludes on the original data being tested, and not the differenced data that forms part of its 
methodology. The hypothesis rejection of the ADF test is established through the examination of the 
p value.  
The summary of all the stationarity tests is provided at the end of this section in Tables 1 – 4, while 
some statistical details on the KPSS and Lo-MacKinlay tests are provided in the Appendix. Table 1 
summarises the nominal quarterly data stationarity testing. 
 
Kwiatkowski-Phillips-Schmidt-Shin test 
The KPSS test on the null of trend stationarity finds ALSI, RESI and IIP to be stationary in nature, while 
INDI, FINI, BANKDEV and GDP reject the stationary hypothesis. Stationarity is confirmed for all the 
variables after they are differenced (D.INDI, D.FINI, D.BANKDEV, and D.GDP) after the log linear model 
application fails to transform the data in each case. 
The KPSS test on the null of level stationarity establishes different outcomes where ALSI, INDI, RESI, 
FINI and IIP all confirm the stationarity hypothesis. As is the case in the trend tests, these variables 
requires first differencing of the other variable data (D.BANKDEV and D.GDP) to arrive at stationarity 
being confirmed. 
The hypothesis is confirmed by observing the test statistic being less than the critical values at certain 
confidence levels – indicated in the Appendix. 
 
Lo-MacKinlay test (unit root) 
The Lo-MacKinlay test’s hypothesis is that the data level is a random walk (and contains a unit root). 
This test begins with variable data which has already proven to be stationary in the above two tests. 
I.e. where data previously required differencing to prove stationarity, the differenced data is used at 
the start for Lo-MacKinlay testing. 
The outcome of this testing sees ASLI rejecting then hypothesis with sampling intervals (q) up to 4. 
After transforming data in line with previous tests, it is found that D.FINI rejects the hypothesis at the 
99% confidence level with sampling intervals (q) up to 8. D.INDI, D.IIP and D.GDP establish proof to 
reject the unit root hypothesis with sampling intervals (q) up to 8 in each case.  
The hypothesis rejection of the Lo-MacKinlay test is established through the examination of the p 
values, as provided in the Appendix.  
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4.1.2. Real Quarterly Data 
 
Table 2 summarises the findings of all the real quarterly data stationarity testing. 




Augmented Dickey-Fuller test (unit root) 
For the real quarterly data, the ADF tests with a constant and no trend in the equation, show that 
ALSIR rejects the unit root hypothesis. FINIR and RGDP reject it at the 95% level, and then, at the 99% 
confidence level for the differenced data (D.FINIR and D.RGDP) post transformation. INDIR indicates 
stationarity at the 90% confidence level but again rejects the hypothesis of a unit root at the 99% 
confidence level when the data was differenced (D.INDIR). RESIR and RBANKDEV are unable to reject 
the hypothesis outright. RBANKDEV requires differencing to reject the hypothesis, but RESIR rejects 
the unit root test at the 99% confidence level after the log-linear model transformation (lnRESIR).  
The tests seem sensitive to the inclusion of a trend in the case of the real data as they produce 
dissimilar results. ALSIR again rejects the hypothesis outright without the need for transformation and 
RGDP rejects it at the 95% level, but at the 99% confidence level where the data is differenced 
(D.RGDP). However, INDIR, RESIR, FINIR and RBANKDEV are all unable to reject the unit root. After 
similar transformation mentioned in the ‘no trend’ testing, InRESIR, D. FINIR and D.RBANKDEV all 





The KPSS test on the null of trend stationarity for the real quarterly data finds ALSIR and RESIR to be 
stationary in nature, while INDIR, FINIR, RBANKDEV and RGDP reject the stationary hypothesis. 
Stationarity is confirmed for all of the variables after they are differenced (D.INDIR, D.FINIR, 
D.RBANKDEV and D.RGDP) and the tests confirm t statistics of less than the critical values at the 
highest confidence level. 
The KPSS test on the null of level stationarity establishes some different outcomes where ALSIR, INDIR 
and FINIR and all confirm the stationarity hypothesis. The remaining variables all require differencing 
to prove the same. D.RESIR, D.RBANKDEV and D.RGDP do not reject the hypothesis of stationarity. 
 
Lo-MacKinlay test (unit root) 
The outcome of the test to see if the real quarterly data level is a random walk (with a unit root). 
Again, this test acknowledges the need to test the transformed data from the other two tests. 
ALSIR did not need to be transformed in any other test, however INDIR, RESIR, FINIR, RGDP and 
RBANKDEV were all required to be differenced and so are tested here based on the same 
transformation. D.INDIR, D.RESIR, D.FINIR and D.RBANKDEV are found to reject the random walk 
hypothesis at varying sample intervals, while RGDP, which initially indicated stationarity for Lo-
Mackinlay before any transformation, is not able to reject the random walk hypothesis after being 
logged or after applying first differencing principles. (This is the one instance in the testing where the 
stationarity nature of the data has changed from initially indicating stationary before transformation 
to then showing no indication after the systematic transformation process explained above). In order 
to establish stationarity in the RGDP variable, the data is second differenced.  
The Lo-MacKinlay test on the second differenced data (D2.RGDP) finds the random walk hypothesis 
rejected for intervals (q) 2, 4 and 8, along with the same findings for D.INDIR, D.RESIR, D.FINIR and 






4.1.3. Nominal Monthly Data 
 
Table 3 summarises the findings of all the nominal monthly data stationarity testing. 




Augmented Dickey-Fuller test (unit root) 
The ADF tests for the nominal monthly data with only a constant and no trend in the equation, reveal 
that ALSI, INDI, FINI and IIP all reject the unit root hypothesis, while RESI and BANKDEV confirm the 
data contains a unit root. The RESI and BANKDEV data require differencing (D.RESI, D.BANKDEV) 
before being able to reject the unit root hypothesis and demonstrate stationarity. 
The inclusion of a trend in the ADF test delivers slightly different outcomes. In this case only ALSI and 
IIP are found to not contain a unit root without any transformation at the highest confidence levels, 
while the test for FINI rejects the unit root at the 90% confidence level. The data requires 
transformation through differencing, which allows the unit root to be rejected for D.INDI, D.RESI and 
D.BANKDEV. D.FINI data is also found to reject the hypothesis at the highest confidence level. 
 
Kwiatkowski-Phillips-Schmidt-Shin test 
The KPSS test on the null hypothesis of trend stationarity finds all the variables to reject the 
stationarity hypothesis. However, post differencing the data sets, each of the six variables (D.ALSI, 
D.INDI, D.RESI, D.FINI, D.BANKDEV and D.IIP) confirm stationarity through the KPSS test. For each 
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variable, the log-linear transformation methodology failed to successfully alter the data to take on 
stationarity nature. 
When this test is based on the null of level stationarity for the monthly nominal data, it produces 
precisely the same outcomes as the hypothesis that tests trend stationarity. 
 
Lo-MacKinlay test (unit root) 
The Lo-MacKinlay test on the monthly nominal data rejects that ALSI and IIP have unit roots, while 
INDI, RESI, FINI and BANKDEV can make no such rejection. Given all the other data transformation 
requirements from the other two tests, it was established that each variable must be Lo-MacKinlay 
tested post differencing the data. This resulted in all the transformed variables (D.ALSI, D.INDI, D.RESI, 
D.FINI, D.BANKDEV and D.IIP) rejecting the unit root hypothesis at all the tested month periods (q).  
 
4.1.4. Real Monthly Data 
 
Table 4 summarises the findings of all the real monthly data stationarity testing. 








Augmented Dickey-Fuller test (unit root) 
The ADF tests on the real monthly data with a constant but no trend in the equation, show that ALSIR 
and FINIR reject the unit root hypothesis, while INDIR, RESIR and RBANKDEV all show non-stationarity. 
Upon applying differencing, however, all the variables (D.INDIR, D.RESIR and D.RBANKDEV) reject the 
unit root hypothesis. 
The inclusion of a trend in the ADF test delivers similar results. ALSIR and FINIR are still the only 
variables to reject the unit root (however this time at the 95% and 90% confidence level respectively), 
while the remaining monthly real data sets (INDIR, RESIR and RBANKDEV) all fail to reject the unit root 
test without differencing. Applying differencing allows the sets of D.INDIR, D.RESIR and D.RBANKDEV 
to reject the unit root. 
 
Kwiatkowski-Phillips-Schmidt-Shin test 
Similarly to the nominal monthly testing results, the KPSS test on the null hypothesis of trend 
stationarity for the real monthly data finds all the variables to reject the stationarity hypothesis. 
However, post differencing the data sets, each of the five variables (D.ALSIR, D.INDIR, D.RESIR, D.FINIR 
and D.RBANKDEV) confirm stationarity through the KPSS test. For each variable, the log-linear 
transformation methodology failed to successfully alter the data to show stationarity nature. 
When this test is based on the null of level stationarity for the monthly real data, it produces precisely 
the same outcomes as the hypothesis that tests trend stationarity. 
 
Lo-MacKinlay test (unit root) 
The Lo-MacKinlay test on the monthly real data initially rejects that ALSIR and RBANKDEV have unit 
roots, while INDIR, RESIR and FINIR data can make no such rejection. However, given the data 
transformation requirements from the other two tests, it was established that each variable must to 
be Lo-MacKinlay tested post differencing the data. This resulted in all the transformed variables 
(D.ALSIR, D.INDIR, D.RESIR, D.FINIR and D.RBANKDEV) rejecting the unit root hypothesis for all the 






4.2. Granger-causality Tests 
 
Granger-causality tests are conducted on the following bivariate regressions, using 1 to 6 lags, l, for 
both nominal and real data (Sayed et al., 2017). The tests use the variable data time series’ which 
passed all three of the stationarity tests above. 
The null hypothesis for each of the pairs tested is that no Granger-causality exists, while the alternative 
is that Granger-causality is observed. F-tests (vector auto regression tests) are conducted with the 
joint hypothesis that the co-efficients, β1 through β6, are zero for quarterly nominal and real data 
when GDP and IIP are used as the economic variables and then again for monthly nominal and real 
data when IIP is used to proxy for economic activity (Sayed et al., 2017). 
 
4.2.1. Results for Quarterly Data 
 
Table 5 and Table 6 show the results for the pairwise Granger-causality tests for the nominal quarterly 
data, using GDP and IIP respectively for the economic indicator. The null hypotheses for these results 
are illustrated in the equations below: 
Using GDP as the economic variable: 
𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑡𝑡−𝑙𝑙 +  𝜇𝜇𝑡𝑡                  (1)4 
𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                                    (2) 
𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡                                   (3) 
𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑡𝑡−1 + … +  𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑡𝑡−𝑙𝑙 +  𝛽𝛽1𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 +  𝜀𝜀𝑡𝑡                                   (4) 
𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡−𝑙𝑙 +  𝜇𝜇𝑡𝑡                                    (5) 
𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡−1 + … +  𝛼𝛼𝑙𝑙𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡−𝑙𝑙 +  𝛽𝛽1𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                                   (6) 
𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑡𝑡−𝑙𝑙 +  𝜇𝜇𝑡𝑡                                   (7) 
𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                                    (8) 
𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡                (9) 
𝐺𝐺.𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡 = 𝛼𝛼0 + 𝛼𝛼1𝐺𝐺.𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡        (10) 
 
  
                                                          
4  
In the terms “𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡", “𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑡𝑡”, “𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑡𝑡” etc. the t represents the point in time (t) that the variables are 
measured at.  
𝛼𝛼1 and 𝛽𝛽1 represent the co-efficients of a linear regression model, where 𝜇𝜇𝑡𝑡 and 𝜀𝜀𝑡𝑡  represent the 
respective residuals of the linear regression model (Wooldridge, 2009). 
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Using IIP as the economic variable: 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑡𝑡−𝑙𝑙 +  𝜇𝜇𝑡𝑡                                  (11) 
𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                                   (12) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡                                 (13) 
𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑡𝑡−1 + … +  𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑡𝑡−𝑙𝑙 +  𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                                 (14) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡                                  (15) 
𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡−1 + … +  𝛼𝛼𝑙𝑙𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑡𝑡−𝑙𝑙 +  𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                                        (16) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑡𝑡−𝑙𝑙 +  𝜇𝜇𝑡𝑡                                 (17) 
𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 +  𝜀𝜀𝑡𝑡                               (18) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡               (19) 
𝐺𝐺.𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡 = 𝛼𝛼0 + 𝛼𝛼1𝐺𝐺.𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                                      (20) 
 
 








Table 5. Pairwise Granger-causality tests on nominal quarterly: D.GDP, ALSI, D.INDI, D.RESI, D.FINI and D.BANKDEV.
1 2 3 4 5 6 7 8 9 10
No. of 
Lags






















1 0.0001*** 0.869 0.023** 0.941 0.0001*** 0.324 0.336 0.771 0.022** 0.751
2 0.055* 0.059* 0.165 0.0001*** 0.495 0.455 0.399 0.076* 0.132 0.578
3 0.063* 0.204 0.127 0.05* 0.001*** 0.045** 0.702 0.866 0.357 0.973
4 0.203 0.728 0.747 0.078* 0.175 0.461 0.014** 0.013** 0.129 0.559
5 0.15 0.231 0.779 0.678 0.0001*** 0.758 0.156 0.771 0.147 0.521
6 0.01** 0.353 0.256 0.123 0.05* 0.521 0.329 0.831 0.345 0.699
Notes: The Granger-causality tests are conducted using nominal quarterly data for six lags
Reported are the probability values of the null hypothesis of no Granger-causality being present.
 *** denotes significance at the 1% level. 
** denotes significance at the 5% level. 
* denotes significance at the 10% level.
Table 6: Pairwise Granger-causality tests on nominal quarterly: D.IIP, ALSI, D.INDI, lnRESI, D.FINI and D.BANKDEV.
11 12 13 14 15 16 17 18 19 20
No. of 
Lags
From ALSI to 
D.IIP

















From D.IIP to 
D.BANKDEV
1 0.004*** 0.075* 0.009*** 0.652 0.017** 0.247 0.675 0.863 0.675 0.935
2 0.03** 0.052* 0.102 0.299 0.098* 0.992 0.352 0.275 0.212 0.003***
3 0.732 0.139 0.174 0.384 0.458 0.22 0.005*** 0.007*** 0.422 0.398
4 0.227 0.765 0.429 0.93 0.307 0.976 0.01** 0.145 0.109 0.883
5 0.426 0.576 0.085* 0.963 0.585 0.554 0.015** 0.565 0.568 0.227
6 0.022** 0.118 0.119 0.78 0.13 0.586 0.301 0.446 0.149 0.022**
Notes: The Granger-causality tests are conducted using nominal quarterly data for six lags
Reported are the probability values of the null hypothesis of no Granger-causality being present.
 *** denotes significance at the 1% level. 
** denotes significance at the 5% level. 
* denotes significance at the 10% level.
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The results in Table 5 show that for nominal quarterly data unidirectional causality exists between the 
ALSI and D.GDP for lag 1 (99% confidence level), lag 3 (90%) and lag 6 (95%). For lag 2 bidirectional 
causality is observed at the 90% confidence level. At lag 4 and 5 there is independence present 
between ALSI and D.GDP. When D.INDI is used as the market proxy, there is independence (no 
causality) present at lag 5 and 6, unidirectional causality exists at lag 1 (95%) and reverse causality is 
present at lags 2 (99%), 3 (90%) and 4 (90%). When D.RESI is used as the market proxy, unidirectional 
causality exists at lag 1 (99%), 5 (99%) and 6 (90%), bidirectional causality at lag 3 and independence 
is observed for lags 2 and 4. When D.FINI is used as the market proxy, independence is observed for 
lags 1, 3, 5 and 6, while showing bidirectional causality at the 95% confidence level at lag 4 and reverse 
causality at lag 2 (90%). When the banking sector development is tested using D.BANKDEV as the 
proxy, lags 2 to 6 show independence between D.GDP and D.BANKDEV, and lag 1 indicating 
unidirectional causality at the 95% confidence level.  
Therefore, for nominal quarterly data, strong evidence is presented supporting share prices as a 
leading indicator for changes in GDP when RESI and ALSI are used. This is not the case for INDI and 
FINI as these indicate reverse causality when they are used as the market proxy. Additionally, for 
nominal quarterly data, there is little to no evidence of any causal relationship between the banking 
sector’s development and GDP. 
Table 6 indicates that, for nominal quarterly data, bidirectional causality exists between the ALSI and 
D.IIP for lag 1 and 2, while lag 6 shows unidirectional causality at the 95% confidence level. Lag 3 to 5 
show independence between the two variables. With D.INDI being used as the market proxy there is 
independence present from lag 2 to 4 and again at lag 6, but unidirectional at lag 1 (99%) and lag 5 
(90%). When D.RESI is used as the market proxy, unidirectional causality exists at lag 1 (95%) and 2 
(90%) and independence is observed for lags 3 to 6. When D.FINI is used as the market proxy, 
independence is observed for lags 1, 2 and 6, unidirectional causality at lag 4 and 5 at the 95% 
confidence level and bidirectional causality at the 99% confidence level at lag 3. Finally, when the 
banking sector development is tested as a leading indicator using D.BANKDEV as the proxy, lags 1, 3, 
4 and 5 all show independence between IIP and D.BANKDEV, and lag 2 and 6 indicating reverse 
causality at the 99% and 95% confidence level respectively.  
Therefore, for nominal quarterly data, some evidence is presented supporting share prices as a leading 
indicator for changes in IIP. Each market index performs a leading indicator role for IIP for two lags 
without any evidence of reverse causality. In this case, though, ASLI and FINI also show some 
bidirectional causality. For nominal quarterly data, there is again no evidence of the banking sector 
development leading IIP changes, but rather evidence of reverse causality. 
33 
 
Table 7 and Table 8 show the results for the pairwise Granger-causality tests for the real quarterly 
data. In this case, Table C uses the proven real quarterly stationary economic variable of the second 
differenced RGDP (D2.RGDP), while Table D shows the results for quarterly IIP, being a volume (not 
price dependent) index, and thus comparable with real and nominal data. IIP can be tested with the 
real variables to assess if there is a stronger causality versus what it had with quarterly nominal data. 
The null hypotheses are illustrated in the equations below: 
Using GDP as the economic variable: 
𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 +  𝛽𝛽1𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 +  𝜇𝜇𝑡𝑡           (21) 
𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 +  𝛽𝛽1𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡           (22) 
𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 +  𝛽𝛽1𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡          (23) 
𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 +  𝜀𝜀𝑡𝑡           (24) 
𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 +  𝛽𝛽1𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡          (25) 
𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡           (26) 
𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 +  𝛽𝛽1𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡          (27) 
𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡         (28) 
𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡           (29) 
𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡 = 𝛼𝛼0 + 𝛼𝛼1𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺2.𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡          (30) 
 
Using IIP as the economic variable: 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡            (31) 
𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 +  𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡           (32) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡                            (33) 
𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 +  𝜀𝜀𝑡𝑡          (34) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡                            (35) 
𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                          (36) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 +  𝜇𝜇𝑡𝑡                            (37) 
𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                           (38) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−𝑙𝑙 +  𝜇𝜇𝑡𝑡           (39) 








Table 8: Real Quarterly Granger Test (IIP) 
 
 
Table 7 indicates that, for real quarterly data, unidirectional causality exists between ALSIR and 
D2.RGDP for lag 1 (95%) and 6 (90%), while lag 2 to 5 show independence. With D.INDIR being used 
as the market proxy there is independence present for lags 1, 4, 5 and 6, but unidirectional at lag 2 
and 3 at the 90% confidence level. When D.RESIR is used as the market proxy, unidirectional causality 
exists at lag 1 (95%), reverse causality occurs at lag 6 (99%) and independence is observed for lags 2 
to 5. With D.FINIR as the market proxy, strong bidirectional causality in observed at lag 3, 
unidirectional causality at lag 4 at the 90% confidence level and independence is observed for lags 1, 
2, 5 and 6. Finally, when the banking sector development is tested as a leading indicator with 
D.RBANKDEV as the proxy, unidirectional causality is observed at lag 3 (95%) and 4 (90%), with 
independence observed for the remainder of the lags. 
Therefore, for real quarterly data, some evidence is presented supporting (real) share prices as a 
leading indicator for changes in real GDP, but this is not the case for the RESI, which indicates some 
reverse causality at one lag. Each other market index performs a leading indicator role for real GDP 
Table 7. Pairwise Granger-causality tests on real quarterly: D2.RGDP, ALSIR, D.INDIR, D.RESIR, D.FINIR and D.RBANKDEV.
































1 0.028** 0.265 0.177 0.646 0.015** 0.972 0.6 0.95 0.507 0.524
2 0.441 0.409 0.087* 0.761 0.875 0.166 0.397 0.952 0.715 0.722
3 0.855 0.103 0.096* 0.628 0.131 0.619 0.0001*** 0.007*** 0.04** 0.992
4 0.142 0.186 0.9 0.901 0.929 0.754 0.071* 0.199 0.064* 0.852
5 0.73 0.964 0.884 0.412 0.613 0.564 0.838 0.26 0.194 0.441
6 0.058* 0.159 0.59 0.871 0.195 0.006*** 0.104 0.823 0.874 0.981
Notes: The Granger-causality tests are conducted using nominal quarterly data for six lags
Reported are the probability values of the null hypothesis of no Granger-causality being present.
 *** denotes significance at the 1% level. 
** denotes significance at the 5% level. 
* denotes significance at the 10% level.
Table 8. Pairwise Granger-causality tests on real quarterly: D.IIP, ALSIR, D.INDIR, D.RESIR, D.FINIR and D.RBANKDEV.

























From D.IIP to 
D.RBANKDEV
1 0.0001*** 0.055* 0.015** 0.523 0.018** 0.235 0.82 0.729 1 0.982
2 0.051* 0.067* 0.096* 0.306 0.062* 0.982 0.351 0.318 0.056* 0.008***
3 0.725 0.221 0.173 0.385 0.38 0.244 0.005*** 0.012** 0.71 0.584
4 0.322 0.526 0.36 0.902 0.211 0.947 0.009*** 0.253 0.259 0.937
5 0.398 0.579 0.076* 0.879 0.422 0.555 0.014** 0.638 0.199 0.437
6 0.013** 0.141 0.113 0.837 0.088* 0.619 0.332 0.44 0.187 0.129
Notes: The Granger-causality tests are conducted using nominal quarterly data for six lags
Reported are the probability values of the null hypothesis of no Granger-causality being present.
 *** denotes significance at the 1% level. 
** denotes significance at the 5% level. 
* denotes significance at the 10% level.
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for two lags. However, FINIR shows some bidirectional causality for one of the lags. Additionally, for 
real quarterly data, there is more compelling evidence of the banking sector development leading real 
GDP changes with two lags indicating unidirectional causality. 
Table 8 indicates that, for real quarterly data, unidirectional causality exists between ALSIR and D.IIP 
for lag 6 (95%), bidirectional causality at lags 1 and 2, and independence between the variables for 
lags 3 to 5. With D.INDIR being used as the market proxy there is unidirectional causality present for 
lags 1 (95%), 2 (90%) and 5 (90%) and independence for lags 3, 4 and 6. When D.RESIR is used as the 
market proxy there is unidirectional causality present for lags 1 (95%), 2 (90%) and 6 (90%) and 
independence for lags 3 to 5. With D.FINIR as the market proxy, bidirectional causality in observed at 
lag 3, unidirectional causality at lag 4 (99%) and 5 (95%) and independence is observed for lags 1, 2 
and 6. Finally, when the banking sector development is tested as a leading indicator with D.RBANKDEV 
as the proxy, bidirectional causality is observed at lag 2, with independence observed for the 
remainder of the lags. 
Thus, for real quarterly data, there is again evidence presented supporting (real) share prices as 
leading indicators for changes in IIP. Each market index performs a leading indicator role for IIP for 
three lags. However, in this case, ALSIR and FINIR show some cases of bidirectional causality. 
Additionally, for real quarterly data, there is little evidence of the banking sector development leading 
IIP changes. 
 
4.2.2. Results for Monthly Data 
 
Table 9 shows the results for the pairwise Granger-causality tests for the nominal monthly data, where 





𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡           (41) 
𝐺𝐺.𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 +  𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡         (42) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡                           (43) 
𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 +  𝜀𝜀𝑡𝑡         (44) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡                           (45) 
𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                         (46) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 +  𝜇𝜇𝑡𝑡                           (47) 
𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                          (48) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−𝑙𝑙 +  𝜇𝜇𝑡𝑡          (49) 
𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡 = 𝛼𝛼0 + 𝛼𝛼1𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                        (50) 
 




The results in Table 9 show that for nominal monthly data unidirectional causality exists between the 
D.ALSI and D.IIP for lag 2 (90% confidence level), lag 3 (95%) and lag 5 (95%). For lag 6, reverse causality 
is observed at the 90% confidence level and at lag 1 and 4 there is independence present between 
D.ALSI and D.IIP. When D.INDI is used as the market proxy, unidirectional causality exists at lags 2, 4 
and 6 at the 95% confidence level and there is independence (no causality) present at lags 1, 3, and 5. 
When D.RESI is used as the market proxy, unidirectional causality exists at lag 3 at the 99% confidence 
level and independence is observed for the other five lags. When D.FINI is used as the market proxy, 
unidirectional causality is observed at the 90% confidence level for lag 4 and 6, independence is found 
at lags 1, 3 and 5 and reverse causality is apparent at lag 2 (90%). Finally, when the banking sector 
development is tested using D.BANKDEV as the proxy, lags 1 to 4 show independence between D.IIP 
and D.BANKDEV, lag 5 indicates unidirectional causality at the 99% confidence level and lag 6 shows 
reverse causality at the 99% confidence level. 
Therefore, for nominal monthly data, there is again some evidence presented supporting share prices 
as a leading indicator for changes in IIP. This evidence is most strong for the INDI index. The presence 
Table 9. Pairwise Granger-causality tests on nominal monthly D.IIP, D.ALSI, D.INDI, D.RESI, D.FINI and D.BANKDEV.






















From D.IIP to 
D.BANKDEV
1 0.641 0.528 0.462 0.311 0.432 0.992 0.25 0.111 0.515 0.337
2 0.059* 0.335 0.042** 0.213 0.121 0.587 0.143 0.051* 0.208 0.271
3 0.036** 0.966 0.457 0.946 0.006*** 0.243 0.226 0.646 0.402 0.334
4 0.402 0.719 0.015** 0.553 0.333 0.636 0.095* 0.352 0.251 0.7
5 0.011** 0.296 0.354 0.203 0.524 0.148 0.274 0.298 0.001*** 0.34
6 0.116 0.061* 0.04** 0.287 0.126 0.266 0.073* 0.206 0.867 0.0001***
Notes: The Granger-causality tests are conducted using nominal quarterly data for six lags
Reported are the probability values of the null hypothesis of no Granger-causality being present.
 *** denotes significance at the 1% level. 
** denotes significance at the 5% level. 
* denotes significance at the 10% level.
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of reverse causality is briefly observed for one lag when the ASLI is used as the market proxy, while all 
other market proxies only exhibit unidirectional causality for their respective lags. It is noted that RESI 
only indicates unidirectional causality for one lag. Additionally, for nominal monthly data, there is little 
to no evidence of any causal relationship between the banking sector’s development and IIP. 
BANKDEV shows unidirectional causality for one leg and reverse causality for another, while mainly 
showing independence. 
 
Table 10 shows the results for the pairwise Granger-causality tests for the real monthly data, where 
IIP is the only available economic variable. The null hypotheses for these results are illustrated in the 
equations below: 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 +                                      (51) 
𝐺𝐺.𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐴𝐴𝐴𝐴𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 +  𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                          (52) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡                           (53) 
𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝐼𝐼𝐺𝐺𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 +  𝜀𝜀𝑡𝑡         (54) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝜇𝜇𝑡𝑡                           (55) 
𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝑙𝑙𝑙𝑙𝑆𝑆𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                         (56) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 +  𝜇𝜇𝑡𝑡                           (57) 
𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝐹𝐹𝑆𝑆𝐼𝐼𝑆𝑆𝑙𝑙𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                          (58) 
𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡 = 𝛼𝛼0 +  𝛼𝛼1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−𝑙𝑙 +  𝜇𝜇𝑡𝑡          (59) 
𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡 = 𝛼𝛼0 + 𝛼𝛼1𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−1 + … + 𝛼𝛼𝑙𝑙𝐺𝐺.𝑙𝑙𝐵𝐵𝐴𝐴𝐼𝐼𝐵𝐵𝐺𝐺𝑙𝑙𝐵𝐵𝑡𝑡−𝑙𝑙 + 𝛽𝛽1𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−1 + … + 𝛽𝛽𝑙𝑙𝐺𝐺. 𝑆𝑆𝑆𝑆𝐺𝐺𝑡𝑡−𝑙𝑙 + 𝜀𝜀𝑡𝑡                        (60) 
 




The results in Table 10 show very similar results to Table 9, indicating that the inflation adjustment 
made little impact on the relationship analysis. The findings show that for real monthly data 
unidirectional causality exists between the D.ALSIR and D.IIP for lag 2 (90% confidence level), lag 3 
Table 10. Pairwise Granger-causality tests on real monthly D.IIP, D.ALSI, D.INDI, D.RESI, D.FINI and D.BANKDEV.


























From D.IIP to 
D.RBANKDEV
1 0.795 0.718 0.579 0.45 0.404 0.917 0.315 0.177 0.629 0.794
2 0.085* 0.457 0.058* 0.333 0.163 0.695 0.186 0.1 0.158 0.722
3 0.078* 0.839 0.641 0.835 0.01** 0.209 0.313 0.774 0.217 0.584
4 0.393 0.761 0.014** 0.623 0.323 0.633 0.095* 0.43 0.233 0.623
5 0.018** 0.277 0.4 0.177 0.517 0.141 0.274 0.239 0.001*** 0.372
6 0.121 0.049** 0.039** 0.26 0.121 0.252 0.067* 0.175 0.457 0.001***
Notes: The Granger-causality tests are conducted using nominal quarterly data for six lags
Reported are the probability values of the null hypothesis of no Granger-causality being present.
 *** denotes significance at the 1% level. 
** denotes significance at the 5% level. 
* denotes significance at the 10% level.
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(90%) and lag 5 (95%). For lag 6, reverse causality is observed at the 95% confidence level and at lag 1 
and 4 there is independence present between D.ALSIR and D.IIP. When D.INDIR is used as the market 
proxy, unidirectional causality exists at lags 2 (90%), 4 (95%) and 6 (95%) and there is independence 
(no causality) present at lags 1, 3, and 5. When D.RESIR is used as the market proxy, unidirectional 
causality exists at lag 3 at the 95% confidence level and independence is observed for the other five 
lags. When D.FINIR is used as the market proxy, unidirectional causality is observed at the 90% 
confidence level for lag 4 and 6, and independence is found for the remaining lags tested. Finally, 
when the banking sector development is tested using D.RBANKDEV as the proxy, lags 1 to 4 show 
independence between D.IIP and D.RBANKDEV, lag 5 indicates unidirectional causality at the 99% 
confidence level and lag 6 shows reverse causality at the 99% confidence level. 
Therefore, for real monthly data, the same conclusions can be drawn that held for the nominal 
monthly data in Table 9. The only exception to the conclusions is with regards to FINIR showing no 
reverse causality with IIP, which therefore adds strength to its leading indicator ability.  
 
4.3. Summary of Findings: 
 
4.3.1. Share Price Relationship with Economic Activity  
 
Sayed et al. (2017) conclude that there is strong empirical evidence revealing that causality does exist 
between share prices and economic activity in South Africa. It found that the evidence is strong as it 
shows all four stock indices leading both GDP and industrial production. This study does not find as 
compelling evidence (which is explained at the end of this chapter), although it supports the finding 
that there is some indication of a relationship where share prices lead economic activity. 
This study empirically finds that the different market indices have varying casual relationships with 
GDP and IIP depending on the period intervals (monthly or quarterly) as well as the nominal or real 
nature of the time series data. When quarterly nominal data is used, there is only evidence of the RESI 
and ALSI Granger-causing GDP, which may be explained by the ASLI and RESI correlation indicated in 
chapter 2. However, it seems that for nominal quarterly data, the market indices have better 
unidirectional causal relationships with IIP, where there are no indications of reverse causality, while 
all still maintaining fair evidence of unidirectional causality. For real quarterly data, the causal 
relationship of share prices is not obviously evident across the indices in their leading of GDP, however, 
they again provide good evidence of unidirectional causality for IIP. With regards to nominal monthly 
data, the INDI provides the strongest evidence of leading IIP, while RESI show minor indications. ALSI 
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shows a leading relationship with IIP, however it also indicates some reverse causality. FINI holds no 
significant leading relationship with IIP for nominal monthly data. Similarly for the quarterly real 
indices which was tested to lead IIP, the real monthly data shows that INDI provides a good indication 
of leading IIP. ALSI is similar although shows some minor reverse causality while RESI and FINI show 
some minor indications of leading IIP.  
Overall, it appears that the market indices have a leading relationship with IIP when looking at the 
quarterly and monthly data, but this relationship is most pronounced using real quarterly data. The 
more significant relationship that IIP has with quarterly data may be as a result of only using six lags 
for the monthly data in the causality testing. It would be worth investigating if an increased number 
of lags changed the findings for the monthly data. It appears that the market indices more consistently 
display a causal relationship IIP than with GDP. The market indices provide inconsistent relationship 
findings when tested with GDP, where only ALSI and RESI are strong leaders of GDP changes using the 
nominal quarterly data, while ALSI, INDI and FINI show some less significant causal relationships with 
GDP when comparing real data. 
Where the market does provide an indication of having a leading relationship with IIP, there is scope 
and opportunity for policy setters and decision makers to monitor those share markets as a means of 
assisting their forecasts of economic changes. This will possibly allow for more prudence and accuracy 
in short term policies and decisions.   
 
4.3.2. Banking Sector Development Relationship with Economic Activity  
 
The interpretation of the banking sector is far simpler as a result of only testing one variable 
(BANKDEV). Across the assessment of quarterly and monthly, nominal and real data, there was no 
compelling evidence of banking asset levels having a causal relationship with GDP or IIP. Generally the 
Granger test resulted in a mix of outcomes including reverse and unidirectional relationship findings, 
and any relationship was generally only established for a minority of the lags tested. Only when 
RBANKDEV was tested with real GDP using quarterly data, was there an indication of a unidirectional 
causal relationship and therefore a leading indicator relationship. 
These are new findings for the South African context and will require further interrogation in the 




4.3.3. Differing Share Price Findings Explained 
  
This study finds supportive, yet less compelling, evidence of Granger-causality existing between share 
prices and economic activity in South Africa in comparison to the findings of Sayed et al. (2017). The 
findings are noticeably different because of the stationarity assumptions regarding the variables 
tested. In this paper, the inclusion of additional stationarity testing result in further transformation of 
the majority of the data sets in order to satisfy the stationarity requirement, and thus satisfying the 
requirement for Granger-causality testing. Therefore, the stationarity nature of the variables in this 
study differ to that of Sayed et al. (2017) due to enforcing stricter stationarity testing.  
Sayed et al. (2017) only makes use of the ADF stationarity test to prove data stationarity, which is 
argued to be insufficient to conclude on stationarity (Box-Steffensmeier et al., 2014). It also assumes 
that, where GDP fails to indicate stationarity through ADF, it can be differenced to be made stationary. 
The differenced GDP data is not actually empirically tested to conclude on stationarity before 
conducting the Granger testing. This paper indicates that differencing GDP once is insufficient to make 
it stationary. As a result of less extensive stationarity testing, Sayed et al. (2017) tests for causality on 
the original data sets of ALSI, INDI, FINI, RESI and IIP, as well as the differenced GDP data, which all 
showed stationarity using the ADF test only. This paper postulates that the Granger-causality test 
could not be conducted on those data sets as they were found to be non-stationary and needed to be 
further differenced to empirically indicate stationarity nature.  
Where Granger-causality testing takes place using non-stationary there is a risk of producing spurious 
results (Box-Steffensmeier et al., 2014).  Thus, the compelling evidence of Sayed et al. (2017), which 
indicates share prices Granger-cause economic activity, is questionable given the lack of confidence 
in its data’s stationarity. This paper adds stationarity tests to increase confidence to the findings of 
the Granger-causality testing, however the increased stationarity testing (and thus further 
transformed data) produces results which conclude on share price causality with far less assurance. 
It should also be noted that, as much as this paper adds more emphasis to stationarity testing, it 
certainly does not exhaust the scope available. This means that there is more that can be tested and 
assessed in order to gain even more confidence regarding the stationarity of the data (such as co-
integration testing and Arch and Garch model assessments), which could be performed in future 
research. However, what this paper does indicate is the potential inaccuracies of the compelling 
findings of Sayed et al. (2017), which may have developed from the inaccurate assessment of 
stationarity.   
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Chapter 5: Conclusion 
 
This paper aimed to prove whether share prices and the banking sector development are leading 
indicators of economic activity in South Africa. The findings were conducted through the use of 
Granger-causality tests, which followed a three-stage stationarity testing method, unique to this 
study. The share price data made use of multiple indices on the JSE (being the ALSI, INDI, RESI and 
FINI) to account for market segmentation and the banking sector development proxy was that of 
South Africa’s banking institution’s asset level changes, which had not been tested before. This study 
also used the nominal and real data for these variables to form a robust analysis of any possible 
relationship. The period of the analysis is from March 1998 to October 2017. 
The empirical analysis shows that causality does seem to exist between share prices and economic 
activity, which supports the ‘wealth effect theory’ (Comincioli, 1996) and the inherent ‘forward 
looking nature’ of shares (Stock and Watson, 2003) as expected. The findings do indicate, though, that 
the causal effect more consistently applies when the share prices lead IIP rather than GDP, where 
there was evidence of reverse causality as opposed to consistent unidirectional causality which the 
indices revealed with IIP. It also found that the quarterly data provided the most significant causal 
relationship between share prices and IIP. The nominal and real share prices were both equally 
predictive of IIP at the quarterly data level. These findings, regarding the causal relationship of share 
prices and economic activity in South Africa, are less definite than the previous findings of Sayed et al. 
(2017), which is due to this paper’s additional emphasis on the condition of data stationarity. By 
completing additional stationarity testing on the time series data before performing Granger-causality 
testing, this paper establishes empirical Granger-causality results which are more compelling than the 
results of Sayed et al. (2017). Thus, this paper finds a more robust methodology of testing for causality 
between share prices and economic activity and therefore also establishes more robust results, which 
ultimately show less of a strong leading relationship between share prices and economic activity in 
South Africa than when compared to Sayed et al. (2017). 
The empirical analysis also shows that there is no basis for conclusion of causality to exist between 
the banking sector development and economic activity, regardless of whether the data is assessed as 
a quarterly or monthly level and regardless of whether looking to cause GDP or IIP. In this case, it is 
clear that the supply-leading hypothesis does not apply.  
This paper is not able to finally conclude on a few issues. These were discussed in Chapter 4.3.3, and 
provide further research opportunity in the future. With regards to stationarity, further modelling and 
testing can be performed in order to gain more full assurance of the stationarity nature of the data 
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being tested in order to more accurately test for causality. This additional stationarity testing can 
include Arch and Garch model assessments as well as co-integration testing. For causality testing, it 
may be useful to perform the Granger test for an increased number of lags for the monthly data in 
order to assess the casual relationship over a longer period of months. Finally, this was the first 
attempt to assess a relationship with the South African banking sector’s development and economic 
activity. Future research may look to assess the relationship using a different banking sector variable, 
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1. Detail of stationarity test results 
1.1. KPSS Testing 
 



































































1.2. Lo-MacKinlay Testing 
 
















1.2.4 Real Monthly Data 
 
