Algorithmic characterization results for the Kerr-NUT-(A)dS space-time.
  I. A space-time approach by Paetz, Tim-Torben
ar
X
iv
:1
70
1.
02
95
9v
1 
 [g
r-q
c] 
 11
 Ja
n 2
01
7
Algorithmic characterization results for the
Kerr-NUT-(A)dS space-time. I.
A space-time approach∗
Tim-Torben Paetz†
Gravitational Physics, University of Vienna
Boltzmanngasse 5, 1090 Vienna, Austria
October 1, 2018
Abstract
We provide an algorithm to check whether a given vacuum space-
time (M , g) admits a Killing vector field w.r.t. which the Mars-Simon
tensor vanishes. In particular, we obtain an algorithmic procedure to
check whether (M , g) is locally isometric to a member of the Kerr-NUT-
(A)dS family. A particular emphasis will be devoted to the Kerr-(A)dS
case.
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1 Introduction
One of the most important families of exact solutions to Einstein’s vacuum
field equations is provided by the Kerr space-time: It is expected that due to
radiation black holes, which are formed by the gravitational collapse of a star,
eventually settle down to an asymptotically flat, stationary vacuum black hole
solution. Kerr black holes are conjectured to be the only solutions with all these
properties and therefore, if true, would characterize the asymptotic state of a
large class of evolution processes.
Classical results by Hawking, Carter and Robinson (cf. [7, 16] for an overview)
state that this conjecture is true under the additional and unfortunately quite
unphysical hypothesis of real analyticity of the space-time. In more recent
results [1, 2, 15] this unwanted analyticity assumption is dropped. However,
certain additional assumptions still need to be imposed to end up with a black
hole uniqueness result, so that the original conjecture is still open. In any case,
these somewhat weaker uniqueness results already underline the distinguished
role of the Kerr family in general relativity.
Usually the Kerr space-time, or, more general, the Kerr-NUT-(A)dS space-
time, is given in Boyer-Lindquist-type coordinates, which are adapted to the
stationary and axial symmetries of this family. In some situations, though, such
as e.g. in certain numerical applications, one may have to deal with coordinate
systems which do not reflect these symmetries. In such cases it is convenient to
have a gauge-invariant characterization at hand, for instance to check whether
a metric given in completely arbitrary coordinates belongs to that family. Here,
let us mention different approaches which achieve that (compare also [4]):
(i) The first one relies on the Mars-Simon tensor (MST), cf. [15], a space-
time analog of the Simon tensor [26, 28]: Whenever a vacuum space-time
with a Killing vector field (KVF) has been given, one can define this
tensor, which comes along with all the algebraic symmetries of the Weyl
tensor. The vanishing of this tensor, supplemented by certain additional
conditions, provides a characterization of Kerr [18, 19], Kerr-NUT [20],
and Kerr-NUT-(A)dS [23], respectively.
(ii) Another approach is based on so-called hidden symmetries: The exis-
tence of a closed, non-degenerate conformal Killing-Yano tensor (CKYT)
implies that the underlying vacuum space-time belongs to the Kerr-NUT-
(A)dS family [14, 17].
(iii) The Kerr space-time can be further characterized among vacuum space-
times with vanishing cosmological constant in terms of the existence of a
Killing spinor whose associated KVF is real [3, 4, 8] (supplemented by
certain additional conditions).
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(iv) Finally, a characterization of the Kerr(-NUT)-family in terms of concomi-
tants of the Weyl tensor, which are objects constructed merely from tenso-
rial operations on the Weyl tensor and its covariant derivatives, has been
given in [11].
These results contribute to a more satisfactory understanding of the Kerr-
NUT-(A)dS family from a space-time perspective. In a sense, they generalize a
corresponding result for the Minkowski space-time, which can locally be char-
acterized among vacuum space-times by the vanishing of the conformal Weyl
tensor. However, there is one decisive difference: The Weyl tensor can be com-
puted straightforwardly from the line element just by differentiation.
However, in order to apply the above characterization results (i) and (ii),
one first of all needs to check whether a given vacuum space-time admits a
KVF or CKYT, respectively. This is a delicate issue which requires to solve
partial differential equations. Only once this step has been accomplished and
a solution has been found, it becomes straightforward to check whether the
remaining hypotheses are fulfilled. In the case where they do not hold, though,
there might exist another KVF or CKYT for which they do hold.
The characterization result (iv), which relies on concomitants of the Weyl
tensor, is algorithmic: It provides a way to check whether a given vacuum space-
time is Kerr(-NUT) just by performing differentiations and algebraic operations,
without any need of solving differential equations. A Killing spinor is defined by
a differential equation. A classical result (cf. [4]), though, says that a vacuum
space-time admits a Killing spinor if and only if it is of Petrov type D, N or O,
and Killing spinor candidates can be computed from the Weyl spinor, whence
the Killing spinor approach (iii) is algorithmic, as well.
In this work we focus attention on the characterization results (i) which are
based on the MST Sµνσρ as defined in (2.15) below. Our aim is to modify
this approach to permit an algorithmic characterization. We will show that the
requirement of a vanishing MST imposes restrictions on the associated KVF,
which turn out to be so strong, that for a given vacuum space-time with cosmo-
logical constant Λ there remains at most one candidate field X (up to rescal-
ing). This candidate field can be computed algebraically from concomitants of
the Weyl tensor by, roughly speaking, solving Sµνσρ = 0 for the KVF. In fact,
it turns out that whenever this equation admits a solution X , it has automati-
cally the desired properties, i.e. defines a (possibly complex) KVF such that its
associated MST vanishes. The solvability of Sµνσρ = 0 for X can be character-
ized by the vanishing of a certain tensor which is constructed algebraically from
the Weyl tensor. It is closely related to a certain reformulation of the Petrov
type D condition, which, though, in itself is not sufficient for this, but needs to
be supplemented by an additional condition. This is our first main result, cf.
Theorem 4.8. For the convenience of the reader we provide a somewhat short-
ened version already here (Cαβγδ denotes the self-dual Weyl tensor and we set
Iµνσρ := 14 (gµσgνρ − gµρgνσ + iǫµνσρ)):
Theorem 1.1 Let (M , g) be a smooth (3+1)-dimensional Λ-vacuum space-time
containing an open dense set on which
C2 6= 0 , C2 − 32
3
Λ2 6= 0 , C2 − 8
3
Λ2 6= 0 . (1.1)
Then, if and only if
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• the self-dual Weyl tensor corrected by a trace-term, Wαβµν := Cαβµν ±√
C2
6 Iαβµν , satisfies W = ω ⊗ ω for some two-form ω,
or, equivalently,
• the Weyl field Cαβγδ ≡ CαβµνCµνγδ ∓
√
C2
6 Cαβγδ − C
2
3 Iαβγδ vanishes
(the conditions will be satisfied for at most one sign ∓), there exists an (up to
rescaling) unique, non-trivial, possibly complex KVF X such that the associated
MST vanishes.
Based on this result algorithmic characterizations of the Kerr-NUT-(A)dS
family are obtained by employing the results in [23]. Indeed, a check of the
remaining hypotheses which are needed to apply the result in (i) requires merely
algebraic manipulations and differentiation and is therefore just a matter of
computation. Particular attention will be devoted to the Kerr-(A)dS case where
the NUT-parameter vanishes. These results provide an alternative algorithm
compared to those in [4, 11] for Λ = 0, which, furthermore, extends to the
Λ 6= 0-case. This is our second main result, cf. Theorem 5.3, a somewhat
shortened version of which reads:
Theorem 1.2 Let (M , g) be a smooth non-maximally symmetric (3 + 1)-dim.
space-time which satisfies Einstein’s vacuum field equations with cosmological
constant Λ. Then, the space-time (M , g) is locally isometric to a member of the
Kerr-(A)dS family if and only if
(i) C2 6= 0 everywhere,
(ii) Cαβγδ ≡ CαβµνCµνγδ ∓
√
C2
6 Cαβγδ − C
2
3 Iαβγδ = 0 (a solution exists at
most for either + or −),
(iii) C2 6= 323 Λ2, and C2 6= 83Λ2,
(iv) Re
[
(C2)−7/6
(
CαβµνWµν±
√
C2
6 Wαβ
)
∇βC2
]
= 0 for some (and then any)
self-dual 2-tensor Wµν which satisfies |CαβµνWµν ±
√
C2
6 Wαβ |2 = 1,
(v) grad(Re[(C2)−1/6]) is not identically zero, and
(vi) the constants c and k, given in terms of C2 by (5.6)-(5.7) (and (5.11)),
satisfy, depending on the sign of the cosmological constant, (2.55)-(2.57),
respectively.
Another issue, which complements these kind of problems, is to derive analog
results from the point of view of an initial value problem. One would like know
whether a given set of Cauchy data (or characteristic initial data) generates a
development which is isometric to a portion of a Kerr or, again more general,
a Kerr-NUT-(A)dS space-time. The derivation of a corresponding algorithm,
based on the results of this work, will be the content of part II [25] of this paper.
The article is organized as follows: In Section 2 we define the MST. Moreover,
we recall some space-time characterization results for Kerr-NUT-(A)dS on which
our analysis is based. In Section 4.5 we obtain our first main result, Theorem 4.8.
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To prove it, we will start in Section 3 with a careful discussion concerning the
choice of the function Q which appears in the definition of the MST. In doing
so, we will clarify the relation between different definitions of Q, in the setting
where the MST vanishes. Proceeding in this way we also find some relations
which are crucial in view of the algorithmic approach we are aiming at.
We will show in Sections 4.1-4.2 that, in Λ-vacuum, the equation of a van-
ishing MST can, under certain circumstances, be solved for the KVF X , which
then can be determined algebraically. As indicated above, this is possible be-
cause the condition, that the KVF is such that the associated MST vanishes, is
so restrictive that there remains just one candidate field (up to rescaling). Pro-
ceeding this way we obtain in Sections 4.5-4.6 an algorithmic characterization of
all Λ-vacuum space-times which admit a (possibly complex) KVF such that the
associated MST vanishes. For this step an appropriate choice of the function Q
turns out to be decisive.
The considerations in Section 4.3 will show that the so-obtained candidate
field is automatically a KVF whose associated MST vanishes. It is the only
KVF with this property (cf. Section 4.4). The only “obstruction” for the ex-
istence of a KVF with vanishing MST is therefore the solvability issue which
is solved by the above mentioned Theorem 4.8. A straightforward application
of the available characterization results recalled in Section 2 then provides an
algorithmic characterization of the Kerr-NUT-(A)dS-family in Sections 5.1-5.2.
Specializing this to the case where the NUT-parameter vanishes, some expres-
sions can be made somewhat more explicit. This is accomplished in our second
main result in Section 5.3, Theorem 5.3.
In this work we will deal with smooth (3+1)-dimensional space-times which
satisfy Einstein’s vacuum field equations with cosmological constant Λ ∈ R.
The results remain true if only finite differentiability is assumed. We leave it to
the reader to work out the precise requirements which are needed for this.
2 Preliminaries
2.1 Self-dual tensors
In this section we will present some useful formulas for self-dual tensors (cf. e.g.
[15]). Let (M , g) be a smooth (3+1)-dimensional space-time. A two-formWαβ
is called self-dual if it holds that
Wαβ = iW⋆αβ , (2.1)
where
W⋆αβ :=
1
2
ǫαβ
µνWµν (2.2)
denotes the Hodge dual.
Any two self-dual two-forms Vαβ and Wαβ satisfy
V(µ|α|Wν)α =
1
4
gµνVαβWαβ , (2.3)
WµαWνα = 1
4
W2gµν , (2.4)
where
W2 := WαβWαβ . (2.5)
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A tensor Uαβµν is called a double two-form if
Uαβµν = −Uβαµν = −Uαβνµ . (2.6)
A double two-form Uαβµν is called left (right) self-dual if
Uαβµν = i⋆Uαβµν (Uαβµν = iU⋆αβµν) (2.7)
where
⋆Uαβµν := 1
2
ǫαβ
γδUγδµν (U⋆αβµν :=
1
2
ǫµν
γδUαβγδ) (2.8)
denotes the left (right) Hodge dual.
Let Wαβ be a self-dual two-form, and Uαβµν , Vαβµν be right self-dual 4-
tensors, then
W(µγU|αβ|ν)γ =
1
4
gµνWγδUαβγδ , (2.9)
Uµα(γσV|νβ|δ)σ =
1
4
gγδUµακκVνβκκ . (2.10)
A double two-form is called aWeyl field if it has all the algebraic symmetries
of the Weyl tensor, i.e. if, in addition to (2.6), the following relations are fulfilled,
Uαβµν = Uµναβ , Uα[βµν] = 0 , gβνUαβµν = 0 . (2.11)
If Uαβµν is a Weyl field, ⋆Uαβµν and U⋆αβµν are also Weyl fields, and both Hodge
duals coincide. Such a left (and then also right) self-dual tensor is simply called
self-dual.
Finally, we set
Iµνσρ := 1
4
(gµσgνρ − gµρgνσ + iǫµνσρ) , (2.12)
which is a (left and right) self-dual rank-4 tensor. Let Wαβ be a self-dual two-
form, then
IαβµνWµν = Wαβ , (2.13)
i.e. Iµνσρ may be viewed as a metric in the space of self-dual two-forms.
2.2 Mars-Simon tensor (MST)
Let (M , g) be a smooth (3 + 1)-dimensional space-time which admits a Killing
vector field (KVF) X . Denote by Cµνσρ its conformal Weyl tensor, while
Fµν := ∇µXν = ∇[µXν] (2.14)
denotes the associated Killing form. We then define the Mars-Simon tensor
(MST) (compare [15] where somewhat different conventions are used) as
Sµνσρ := Cµνσρ +QQµνσρ , (2.15)
where
Qµνσρ := −FµνFσρ + 1
3
F2Iµνσρ , (2.16)
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and where
Cµνσρ := Cµνσρ + iC⋆µνσρ , (2.17)
Fµν := Fµν + iF ⋆µν , (2.18)
denote the self-dual Weyl tensor and the self-dual Killing form, respectively,
which satisfy
Fµν = iF⋆µν , Cµνσρ = iC⋆µνσρ . (2.19)
The MST is a Weyl field, i.e. it satisfies (2.6) and (2.11). At this stage Q : M →
C is an arbitrary function. A thorough discussion on how to choose Q will be
given in Section 3.
Let us collect some useful formulas satisfied by a self-dual Killing form in
any Λ-vacuum space-time Rµν = Λgµν [23],
∇µFαβ = −Xν
(
Cµναβ + 4
3
ΛIµναβ
)
(2.20)
∇µFαµ = ΛXα , (2.21)
∇µF2 = −2XνFαβCµναβ + 4
3
Λχµ , (2.22)
χαFαµ = −1
2
F2Xµ , (2.23)
where
χµ := 2X
αFαµ (2.24)
denotes the Ernst one-form. One straightforwardly checks that in a Λ-vacuum
space-time the Ernst one-form is closed. Thus, at least locally, there exists a
scalar field χ, the Ernst potential, such that
χµ = ∇µχ . (2.25)
At this stage χ is defined up to some additive complex constant, the “χ-
constant”.
The following equations follow from the self-duality of Fαβ, cf. Section 2.1,
and do neither rely on the fact that the Killing form arises from a KVF nor on
the vacuum equations,
FµαFνα = 1
4
F2gµν , (2.26)
F(µσIν)σαβ =
1
4
gµνFαβ , (2.27)
FαβIµναβ = Fµν . (2.28)
Moreover, the second Bianchi identity together with the Λ-vacuum Einstein
equations imply that the self-dual Weyl tensor is divergence-free,
∇αCαβµν = 0 . (2.29)
2.3 Characterization results for space-times with vanish-
ing MST
Let us start with a characterization result for the Kerr(-NUT) family.
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Theorem 2.1 ([18–20], cf. [24]) Let (M , g) be a smooth (3+1)-dimensional Λ =
0-vacuum space-time which admits a KVF X. Assume that F2 is not identically
zero, and that the MST associated to X vanishes for some function Q. Then,
F2 6= 0, the Ernst one-form is exact, and there exists an Ernst potential χ and
0 6= l ∈ C such that F2 = −lχ4 and Q = 6χ . Assume further that there exists
q ∈ M with F2|q 6= 0 such that X |q is not orthogonal to the 2-plane generated
by the two real null eigenvectors of Fαβ |q.
(i) If, in addition, −|X |2 − Re(χ) > 0, then (M , g) is locally isometric to a
Kerr-NUT space-time.
(ii) If, in addition, −|X |2 −Re(χ) > 0 and l is real and positive, then (M , g)
is locally isometric to a Kerr space-time.
In [23, 24] a complete classification of Λ-vacuum space-times with vanishing
MST has been given. In order to state the main result obtained there, some
auxiliary results are needed. Following [23], we define 4 real-valued functions
b1, b2, c and k (we assume that QF2 − 4Λ is nowhere vanishing),
b2 − ib1 := − 36Q(F
2)5/2
(QF2 − 4Λ)3 , (2.30)
c := −|X |2 − Re
(6F2(QF2 + 2Λ)
(QF2 − 4Λ)2
)
, (2.31)
k :=
∣∣∣ 36F2
(QF2 − 4Λ)2
∣∣∣∇µZ∇µZ − b2Z + cZ2 + Λ
3
Z4 , (2.32)
where
Z = 6Re
( √F2
QF2 − 4Λ
)
. (2.33)
The following result is proved in [23, Theorems 4 & 6]:
Proposition 2.2 Let (M , g) be a smooth (3+1)-dimensional Λ-vacuum space-
time which admits a KVF X such that the MST vanishes for some function Q.
Assume further that the functions QF2 and QF2 − 4Λ are not identically zero,
and that Im
( √
F2
QF2−4Λ
)
has non-zero gradient somewhere. Then:
(i) F2 and QF2 − 4Λ are nowhere vanishing,
(ii) the Ernst one-form χµ is exact, and
(iii) b1, b2, c and k are constant.
Now, we can state the second characterization result:
Theorem 2.3 ([23]) Let (M , g) be a smooth (3 + 1)-dimensional Λ-vacuum
space-time which admits a KVF X such that the associated MST vanishes for
some function Q. Assume that
QF2 and QF2 − 4Λ are not identically zero, (2.34)
and that
Im
( √F2
QF2 − 4Λ
)
has non-zero gradient somewhere. (2.35)
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Then
∇µZ∇µZ ≥ 0 . (2.36)
Assume further that the polynomial
V (ζ) = k + b2ζ − cζ2 − Λ
3
ζ4 (2.37)
admits two zeros ζ0 ≤ ζ1 such that the factor polynomial Vˆ (ζ) := −(ζ−ζ0)−1(ζ−
ζ1)
−1V (ζ) is strictly positive on [ζ0, ζ1] and that the function Z takes values in
[ζ0, ζ1]. Then (M , g) is locally isometric to a Kerr-NUT-(A)dS space-time with
parameters (Λ,m, a, ℓ), where
m =
b1
2v
3/2
0
, a =
ζ1 − ζ0
2
√
v0
, ℓ =
ζ1 + ζ0
2
√
v0
, (2.38)
with v0 := Vˆ (
ζ0+ζ1
2 ).
Remark 2.4 The inequality (2.36) is equivalent to V (Z) ≥ 0, which will be
used shortly.
We will be particularly interested in a characterization of the Kerr-(A)dS
family, where the hypotheses of Theorem 2.3 can be made more explicit: We
observe that ℓ = 0 is only possible if1
b2 = 0 . (2.39)
In that case the polynomial V (ζ) admits two zeros ζ0 = −ζ1 ≤ ζ1 such that the
factor polynomial Vˆ , which then takes the form
Vˆ =
Λ
3
ζ2 + c+
Λ
3
ζ21 , (2.40)
is strictly positive on [−ζ1, ζ1], if and only if
for Λ = 0: k ≥ 0 and c > 0 , (2.41)
for Λ > 0: k > 0 and c ∈ R , or
k = 0 and c > 0 , (2.42)
for Λ < 0: − 3
Λ
c2
4
> k ≥ 0 and c > 0 . (2.43)
We observe that (2.43) reduces to (2.41) as Λ ր 0 whereas (2.42) does not as
Λց 0.
Moreover, we then have (because of (2.41)-(2.43) all square roots are real)
for Λ = 0: ζ1 =
√
k
c
, (2.44)
for Λ > 0: ζ1 =
√
− 3
Λ
c
2
+
√( 3
Λ
c
2
)2
+
3
Λ
k , (2.45)
for Λ < 0: ζ1 =
√
− 3
Λ
c
2
−
√( 3
Λ
c
2
)2
+
3
Λ
k . (2.46)
1 Conversely, for Λ 6= 0, b2 = 0 does not imply ℓ = 0, cf. [22] for an example.
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Let us also take (2.36), which holds automatically in the current setting, and
Remark 2.4 into account. Then (2.41)-(2.43) become
for Λ = 0: c > 0 (=⇒ k ≥ 0) , (2.47)
for Λ > 0: c > 0 (=⇒ k ≥ 0) or
c ≤ 0 and k > 0 , (2.48)
for Λ < 0: c > 0 and − 3
Λ
c2
4
> k ≥ 0 . (2.49)
Finally, we need to make sure that the image of the function Z is in [−ζ1, ζ1]:
(i) For Λ = 0 this will be the case if and only if cZ2 ≤ k, which follows
automatically from (2.32) and (2.36).
(ii) Due to (2.36) we have V (Z) = k − cZ2 − Λ3Z4 ≥ 0, which, for Λ > 0,
implies that Z2 is bounded by ζ21 . Indeed, using (2.48), ±ζ1 are the only
zeros of V , and V is positive between them and negative outside.
(iii) For Λ < 0 it follows from (2.49) that V has, in addition to ±ζ1, two
additional zeros ±ζ2, with ζ2 > ζ1. V is positive between ±ζ1, and for
ζ > ζ2 and ζ < −ζ2. So either Z2 ≤ ζ21 , as desired, or
Z2 ≥ ζ22 = −
3
Λ
c
2
+
√( 3
Λ
c
2
)2
+
3
Λ
k . (2.50)
Taking (2.36) into account, the latter inequality is equivalent to
Z2 +
3
Λ
c
2
≥ 0 . (2.51)
We conclude that
k ≥ cZ2 + Λ
3
Z4 ≥ − 3
Λ
c2
4
, (2.52)
in contradiction to (2.49). Thus
Z2 ≤ ζ21 = −
3
Λ
c
2
−
√( 3
Λ
c
2
)2
+
3
Λ
k (2.53)
holds automatically. Equivalently (using (2.36)),
Λ
3
Z2 +
c
2
≥ 0 , (2.54)
from which we deduce (using c > 0) that k ≥ 0, which we needed to
assume in (2.49), holds in fact automatically.
Altogether, we are led to the following corollary, which is a reformulation of a
special case of Theorem 2.3 where the NUT-parameter vanishes:
Corollary 2.5 Let (M , g) be a smooth (3 + 1)-dimensional Λ-vacuum space-
time which admits a KVF X such that the associated MST vanishes for some
function Q. Assume that QF2 and QF2− 4Λ are not identically zero, and that
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Im
( √
F2
QF2−4Λ
)
has non-zero gradient somewhere. Assume further that b2 = 0
and that
for Λ = 0: c > 0 (=⇒ k ≥ 0) , (2.55)
for Λ > 0: c > 0 (=⇒ k ≥ 0) or
c ≤ 0 and k > 0 , (2.56)
for Λ < 0: c > 0 and k <
3
|Λ|
c2
4
(=⇒ k ≥ 0) . (2.57)
Then (M , g) is locally isometric to a Kerr-(A)dS space-time with parameters
(Λ,m, a), where
m =
b1
2
(
Λ
3 ζ
2
1 + c
)3/2 , a = ζ1(Λ
3 ζ
2
1 + c
)1/2 . (2.58)
(Recall Proposition 2.2 which asserts that c and k are constants.) The Schwarzschild-
(A)dS limit is obtained for a = 0, equivalently k = 0.
Remark 2.6 For Λ = 0, Corollary 2.5 reduces to Theorem 2.1 (ii), albeit Corol-
lary 2.5 makes, in addition, concrete predictions concerning the parameters of
the Kerr space-time one is dealing with. The assumption l > 0 made there
corresponds to b2 = 0, while −|X |2 − Re(χ) > 0 corresponds to c > 0.
For Λ > 0 Corollary 2.5 is in accordance with the results in [22]: For b2 = 0
and c > 0 there is just the KdS space-time (including SdS), while for b2 = 0
and c ≤ 0 there are other Λ > 0-vacuum space-times with vanishing MST such
as the Kottler space-times with ε equals 0 or −1, or the Wick-rotated Kerr-AdS
space-time, whence the additional condition k > 0 is indeed necessary.
3 The function Q
As a matter of fact, in order to calculate the MST one needs to fix the function Q.
As already indicated in the Introduction and as became evident in Section 2.3,
space-times of particular interest are those for which the MST vanishes. The
most natural way to choose Q is to require a certain component of the MST to
vanish (or one of its derivatives), and to solve the corresponding equation for
Q, which usually requires the non-vanishing of certain scalars.
Proceeding this way one is led to a variety of Q’s (cf. below), depending on
the metric g, the KVF X and derivatives thereof, which come along with differ-
ent useful properties. In general, all these different choices are non-equivalent.
Now, it immediately follows from (2.15) that if there exist two functions Q
which differ on an open set such that the MST vanishes, then the space-time
is Weyl-flat on this set. Excluding this possibility, we see that in the setting of
a vanishing MST all choices of Q are equivalent, and thus provide very useful
relations between g, X and fields composed of them, which necessarily need to
be fulfilled in vacuum space-times with vanishing MST (or on initial data sets
which are supposed to generate such space-times [21, 25]). These relations will
be key for the algorithmic approach described in Section 4.
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3.1 “Classical” definitions of Q and some properties
We consider a smooth (3 + 1)-dimensional Λ-vacuum space-time (M , g) which
admits a KVF X . Two different definitions of Q have been beneficial in the
literature. They have decisive advantages depending on the context where the
MST is used (cf. [21]). The first and most elementary definition of Q is obtained
if we require the scalar S(F ,F) to vanish,
0 = FµνFσρSµνσρ = FµνFσρ(Cµνσρ +QQµνσρ) = FµνFσρCµνσρ − 2
3
QF4 .
(3.1)
Restricting attention to those regions of space-time where
F2 6= 0 (3.2)
one is immediately led to the following definition of Q:
Q0 :=
3
2
F−4FµνFσρCµνσρ . (3.3)
Whenever there exists a function Q such that the MST vanishes, on the set on
which (3.2) holds Q has to be given by (3.3).
Let us devote attention to a second significant definition of Q. For the time
being, let us think of a Cauchy problem. The choice Q = Q0 allows us to derive
necessary conditions on initial data sets to end up with a vacuum space-time
with vanishing MST. To derive conditions which are sufficient as well, one needs
evolution equations for the MST (more precisely, one needs a homogeneous set
of equations which ensures that, given an appropriate set of zero initial data,
the zero-solution is the only one). So far there are no such equations available
for an MST satisfying Q = Q0.
We therefore need an alternative definition of the function Q which allows
the derivation of a symmetric hyperbolic system of evolution equations for the
MST in a vacuum space-time. This was accomplished in [15] for Λ = 0. A
generalization which allows the derivation of evolution equations for any sign of
the cosmological constant was provided in [21]. Albeit the evolution equations
will be of importance only in part II [25], it is useful to have both “classical”
definitions of Q at disposal: Firstly because we want to analyze the relation
between the various definitions of Q, and secondly because it turns out that the
alternative definition of Q, and in particular the PDE which this choice of Q
satisfies, will be very useful later on.
Let us assume that (M , g) admits a KVF X which satisfies (3.2) and for
which the associated MST vanishes for some function Q,
Sαβµν ≡ Cαβµν −Q(FαβFµν − 1
3
F2Iαβµν) = 0 . (3.4)
For the following computations recall the formulas in (2.19)-(2.29). Contraction
of (3.4) with Fαβ yields
FαβCαβµν = 2
3
QF2Fµν . (3.5)
We use (3.4)-(3.5) together with (2.24) to rewrite (2.20) and (2.22) (cf. [23]),
∇µFαβ = 1
2
QχµFαβ + 1
3
(QF2 − 4Λ)XνIαβµν , (3.6)
∇µF2 = 2
3
(QF2 + 2Λ)χµ . (3.7)
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Let us compute the divergence of (3.4),
0 = ∇νQ(FαβFµν − 1
3
F2Iαβµν) +QFµν∇νFαβ +QFαβ∇νFµν
−1
3
Q∇νF2Iαβµν (3.8)
= ∇νQ(FαβFµν − 1
3
F2Iαβµν)− 1
3
(QF2 − 4Λ)QFµνXγIαβγν
+
1
4
Q(F2 + 4Λ)XµFαβ − 2
9
Q(QF2 + 2Λ)χνIαβµν . (3.9)
Contracting this with Fαβ and using (3.2) we are led to the equation
Fµν∇νQ+ 1
12
(QF2 + 20Λ)QXµ = 0 . (3.10)
Contraction with Fµκ yields
F2∇κQ+ 1
6
(QF2 + 20Λ)Qχκ = 0 . (3.11)
Assuming
QF2 6= 0 , QF2 − 4Λ 6= 0 . (3.12)
it follows from (3.7) that (3.11) is equivalent to
QF2 + 2Λ
QF2 − 4Λ∇κ log(QF
2)− 3
4
∇κ logF2 = 0 , (3.13)
Let us consider the Λ = 0-case first. Then (3.13) becomes
∇κQ = −1
4
QF−2∇κF2 (3.14)
The general solution of this equation reads
Qς̂ = ς̂(−F2)−1/4 , ς̂ ∈ C (3.15)
(compare [16], where such a choice of Q appears), and provides a possible choice
for Q in the Λ = 0-case.
For an arbitrary cosmological constant we observe that, using (3.7), the
differential equation (3.11) is equivalent to
∇κ(QF2)− 1
2
(QF2 − 4Λ)Q∇κχ = 0 . (3.16)
Still assuming (3.12), we set
A := 6F2 QF
2 + 2Λ
(QF2 − 4Λ)2 . (3.17)
Using (3.7) and (3.16), one readily checks that
∇κ(A− χ) = 0 , ⇐⇒ A = χ+ λ , λ ∈ C . (3.18)
Recall that the Ernst potential χ is only defined up to some additive complex
constant, the χ-constant, which we have not specified yet. Due to this freedom
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we may assume without restriction that the integration constant λ vanishes.
Once we know A, the function Q can be determined from (3.17) by solving a
quadratic equation,
Q2 − 2QF−2(4Λ + 3F2χ−1) + 4ΛF−4(4Λ− 3F2χ−1) = 0 . (3.19)
The solution provides a second important choice for Q,
Qev :=
3F2 + 4Λχ± 3
√
F2(F2 + 4Λχ)
χF2 , (3.20)
supposing that
χ 6= 0 (3.12)⇐⇒ QF2 + 2Λ 6= 0 . (3.21)
In the case of a vanishing cosmological constant Λ, we set, away from the zero-set
of χ,
Qev :=
6
χ
, (3.22)
which is a special case of (3.20).
A remark is in order concerning the appearance of roots in (3.20) and many
other equations below: The assumptions (3.2) and (3.25) below imply that the
term under the square root does not have any zeros. Since therefore no branch
point is ever met, one may prescribe a square root at one point and extend it
by continuity to the whole manifold. That yields smooth functions
√ · .
In this work we are exclusively interested in space-times with vanishing MST.
The derivation of Qev reveals that in such space-times there exists an Ernst
potential and a choice of the sign in (3.20) such that Q(= Q0) equals Qev,
supposing that (3.12) and (3.21) hold (compare [21], where, for Λ > 0, conditions
are derived which characterize the setting where the leading order terms of Q0
and Qev coincide on I ). The particular choice of the sign in (3.20) crucially
depends on the asymptotic behavior of the corresponding functions, and thereby
on the sign of the cosmological constant [21]. So, although many subsequent
formulas involve a “sign ambiguity” ±, in the setting of a vanishing MST it is
always only one solution which is relevant after all.
Taking Proposition 2.2 and Theorem 2.1 into account we are led to the
following result (cf. [23, Theorem 4]), which shows that as long as we focus
attention to space-times with vanishing MST we can use Q0, Qev (and Qς̂ in
the Λ = 0 case) interchangeably.
Proposition 3.1 Consider a smooth (3+1)-dimensional Λ-vacuum space-time
which admits a (possibly complex) KVF.
(i) Assume that the MST vanishes for some function Q, that QF2 + 2Λ 6= 0
everywhere, that QF2 and QF2 − 4Λ are not identically zero, and that
Im
( √
F2
QF2−4Λ
)
has non-zero gradient somewhere. Then there exists an
Ernst potential χ and a choice of ± in (3.20) such that
Q = Q0 = Qev . (3.23)
In particular, the function Q satisfies the PDE (3.13).
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(ii) Assume that the MST vanishes for some function Q, that Λ = 0, and that
F2 is not identically zero. Then there exists an ς̂ ∈ C such that
Q = Q0 = Qς̂ . (3.24)
Remark 3.2 In Section 3.2 we will introduce further choices of the function Q
which likewise will be shown to coincide altogether in the setting of a vanishing
MST.
Remark 3.3 When dealing with the MST one usually assumes the existence of
a real KVF. At this stage it does not matter whether X is real or complex. Of
course, unless its real and imaginary part are linearly dependent, the existence
of a complex KVF implies the existence of two real KVFs. Note, however, that
the existence of a real KVF w.r.t. which the MST vanishes, also implies the
existence of a second real KVF [23]. The fact that X might be complex does
not cause any problems. In fact, all the relations derived so far remain true
for complex Killing vector fields without any modification, in particular the
definition of the MST itself is meaningful.
As already indicated above, the crucial property of the choice Q = Qev is
that it comes along with hyperbolic evolution equations for the MST. Assuming
that, in addition to (3.2) and (3.21),
QevF2 + 8Λ 6= 0 , (3.25)
(which implies F2 + 4Λχ 6= 0), the associated MST satisfies a regular, linear,
homogeneous symmetric hyperbolic system [21]
∇βS(ev)µναβ = −Qev
(
Fαβδµγδνδ − 2
3
FγδIαβµν
)
XλS(ev)γδλ β
−4Λ5QevF
2 + 4Λ
QevF2 + 8Λ QµναβF
−4FγδXλS(ev)γδλ β . (3.26)
From equation (3.26) one further derives straightforwardly a linear, homo-
geneous system of wave equations of the form
✷gSµνσρ =M(S,∇S)µνσρ , (3.27)
which is satisfied by the MST [15, 21]. With regard to the derivation of evolution
equations the ambiguity in the definition of Qev, which arises from the freedom
to choose the χ-constant and the sign ambiguity in (3.20), does not matter.
For vanishing cosmological constant (3.26) simplifies to
∇βS(ev)µναβ = −Qev
(
Fαβδµγδνδ − 2
3
FγδIαβµν
)
XλS(ev)γδλ β . (3.28)
This system has already been derived in [15]. Note that in this setting (3.12)
and (3.25) can simply replaced by (3.2).
A disadvantage of Qev is that it generally cannot be computed explicitly
since it involves the Ernst potential whose computation requires an integration.
A decisive exception is provided by the Λ = 0-case, where this can be done in
terms of F2 = F2(g,∇X), supposing that attention is restricted to space-times
with vanishing MST, cf. Theorem 2.1.2
2 In fact, the Ernst potential is not needed at all, since (3.15) can be employed to express
Q directly in terms of F2. For Λ 6= 0 a corresponding result does not seem to exist.
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3.2 Yet two alternative definitions of Q
It turns out that in view of the algorithmic approach we are aiming at, the
choices Q0 and Qev for Q are not convenient. For this reason there remains the
need to look for alternative choices which are more suitable for our purposes.
Our ultimate aim is to solve (3.4) for X , i.e. to derive an (algebraic) expres-
sion for X in terms of g (and derivatives thereof) which necessarily needs to
hold in any space-time which admits a KVF w.r.t. which the MST vanishes.
In Section 3.1 we have given a definition of the function Q, (3.3), which we
denoted by Q0, and which naturally arises if a certain component of the MST is
required to vanish. In this section we provide a related definition of the function
Q, (3.33) below. If we further exploit the fact that, in the case of a vanishing
MST, Q satisfies the PDE (3.13), we are led to a very convenient definition of
Q, (3.39). It will have the decisive advantage that it can be given explicitly just
in terms of the self-dual Weyl tensor, and does not rely on the KVF.
A vanishing MST Sαβµν implies by contraction with FαβFµν ,
QF4 = 3
2
FαβFµνCαβµν , (3.29)
while contraction with Cαβµν yields, due to the algebraic properties of the Weyl
tensor,
QFαβFµνCαβµν = C2 , (3.30)
where we have set
C2 := CαβµνCαβµν . (3.31)
Combined, we obtain
Q2F4 = 3
2
C2 . (3.32)
For F2 6= 0 this provides another possible definition of the function Q,
QF := ±
√
3
2
F−2
√
C2 . (3.33)
Such a sign ambiguity already appeared in the definition of Qev. It disappears
if the MST is required to vanish: Similar to Qev, it follows from its derivation
that the function Q necessarily coincides with QF , either with + or − in (3.33).
Next, we work on the set where
QF2 6= 0 , QF2 − 4Λ 6= 0 , (3.34)
and observe that (3.13) is equivalent to
3
2
∇κ logF2 = ∇κ log
[
(QF2 − 4Λ)3
QF2
]
. (3.35)
This differential equation can be integrated,
F2 = κ̂ (QF
2 − 4Λ)2
(QF2)2/3 , κ̂ ∈ C \ {0} . (3.36)
16
In particular, Q = QF needs to satisfy this equation in space-times with van-
ishing MST, so let us plug it in,
F2 = κ̂
(3
2
)2/3
(C2)−1/3
(
±
√
C2 −
√
32
3
Λ
)2
, κ̂ ∈ C \ {0} . (3.37)
In terms of C2 the assumptions (3.34) become
C2 6= 0 , C2 − 32
3
Λ2 6= 0 . (3.38)
The latter condition can be replaced by ±
√
C2 −
√
32
3 Λ 6= 0, and merely needs
to hold for one sign, depending on the sign in (3.39) below for which the MST
vanishes.
From (3.33) and (3.37) one further obtains
QC := κ(C2)5/6
(
±
√
C2 −
√
32
3
Λ
)−2
, κ ∈ C \ {0} , (3.39)
which provides yet another definition of the function Q which necessarily needs
to be fulfilled if the corresponding MST vanishes (again, for one sign ±). Recall
the prescription of roots on page 14. As for Qev, defined in Section 3.1, this is
actually a 1-parameter family and the MST, for a given KVF X , vanishes for
at most one of them. A decisive advantage of this definition of Q is that it does
not depend on the KVF, apart from the scale factor κ which is related to the
length of the KVF, cf. below.
In terms of C2 the conditions QF2 + 2Λ 6= 0 and QF2 + 8Λ 6= 0 read
C2 − 8
3
Λ2 6= 0 , C2 − 128
3
Λ2 6= 0 . (3.40)
As above, these conditions may be replaced by ±
√
C2+
√
8
3 Λ 6= 0 and ±
√
C2+√
128
3 Λ 6= 0, respectively. As an extension of Proposition 3.1 we obtain:
Proposition 3.4 Assume that the MST vanishes for some function Q, and
that the inequalities (3.38) hold. Then there exists a constant κ ∈ C \ {0} and
a choice of ± in the corresponding expressions such that
Q = Q0 = QF = QC . (3.41)
Assume that, in addition, (3.40) holds. Then there exists an Ernst potential χ
for Qev such that
Q = Q0 = Qev = QF = QC . (3.42)
A remark concerning the role of the constant κ is in order: The MST vanishes
w.r.t. the KVF X if and only if it vanishes w.r.t. the KVF λX , λ ∈ C \ {0}.
Then Q0 7→ λ−2Q0 and κ 7→ λ−2κ. The constant κ thus represents a “scale
factor”. It may be regarded as a gauge constant which reflects the freedom to
rescale the KVF. It can be set equal to 1 (some care is needed when attention
is restricted to real KVFs; we will come back to this issue in Section 5.1).
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4 Complex KVFs with vanishing MST
Assume we have been given a smooth (3 + 1)-dimensional Λ-vacuum space-
time (M , g) and a KVF X such that the associated MST vanishes for some
function Q. Assuming further F2 6= 0 and QF2 + 2Λ 6= 0 (one may employ
Proposition 2.2 to relax the first assumption), it follows from (3.7) and (3.11)
that the function Q satisfies the PDE
F2∂κQ+ 1
4
QF2 + 20Λ
QF2 + 2Λ Q∂κF
2 = 0 . (4.1)
We want to express Xµ in terms of Fµν and gµν . In fact, this can be done
straightforwardly via (2.23) and (3.7),
Xµ = 2F−2χαFµα = 3(QF2 + 2Λ)−1F−2Fµα∇αF2 . (4.2)
If a space-time admits a KVF X such that its associated MST vanishes and
such that F2 6= 0 and QF2 + 2Λ 6= 0, it necessarily needs to be of this form.
For the remainder of this section we do neither assume that Fµν arises from
a KVF nor that the space-time admits a KVF. Instead, we assume that a
Λ-vacuum space-time (M , g) admits a self-dual two-form Fµν and a function
Q = Q(Λ,F2) such that the following relations hold:
Sαβµν ≡ Cαβµν −Q(FαβFµν − 1
3
F2Iαβµν) = 0 , (4.3)
F2∂κQ+ 1
4
QF2 + 20Λ
QF2 + 2Λ Q∂κF
2 = 0 , (4.4)
where we assume that everywhere (in the region of interest)
F2 6= 0 , QF2 − 4Λ 6= 0 , QF2 + 2Λ 6= 0 . (4.5)
It seems worth emphasizing that (4.4) is not a consequence of (4.3) anymore
since we do not assume Fµν to arise from a KVF.
Our aim is to construct a vector field on M (or at most finitely many) as
the only KVF candidate whose associated MST vanishes, and which can be
expressed just in terms of the metric g (and derivatives thereof).
4.1 Petrov type D
To do that, we first want to solve the condition of a vanishing MST for the
self-dual two-form Fµν . For this the results from Section 3.2 are crucial, which
allow us to express the function Q, and also F2, in terms of the Weyl tensor,
without any knowledge about the KVF.
Lemma 4.1 Let (M , g) be a smooth (3 + 1)-dimensional Λ-vacuum space-time
which admits a self-dual two-form Fµν and a function Q such that Sαβµν = 0.
Then the following statements are equivalent:
(i) Q satisfies the PDE (4.4), and the inequalities (4.5) are fulfilled.
(ii) C2 and F2 are related via (3.37), and the following inequalities are fulfilled
C2 6= 0 , ±
√
C2 −
√
32
3
Λ 6= 0 , ±
√
C2 +
√
8
3
Λ 6= 0 . (4.6)
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(iii) Q = QC, and the inequalities (4.6) are fulfilled.
Proof: We observe that for the considerations in Section 3.2 it does not matter
whether the self-dual two-form Fµν arises from a KVF. It has been shown there
that (4.3) implies Q = QF . Moreover, it follows from Section 3.2 that (4.4) is
equivalent to (3.36), which, using Q = QF , is equivalent to (3.37), and thus also
to Q = QC . ✷
Assume that (4.6) holds (in fact for this part it suffices if (3.38) holds). We
consider (4.3), which we regard as an equation for Fµν , and we take
Q = QC ≡ κ(C2)5/6
(
±
√
C2 −
√
32
3
Λ
)−2
, (4.7)
for some choice of κ ∈ C \ {0}. It follows from Lemma 4.1 that
F2 = ±κ−1
√
3
2
(C2)−1/3
(
±
√
C2 −
√
32
3
Λ
)2
, (4.8)
whence (4.3) becomes
FαβFµν = Q−1C
(
Cαβµν + 1
3
QCF2Iαβµν
)
(4.9)
= κ−1(C2)−5/6
(
±
√
C2 −
√
32
3
Λ
)2(
Cαβµν ±
√
C2
6
Iαβµν
)
.(4.10)
Conversely, any solution of (4.10) satisfies (4.3): Indeed, applying Iαβµν to
(4.10) yields (4.8), and thus (4.3) with Q = QC .
Given a KVF X (or its associated two-form Fµν) such that the associated
MST vanishes, the “right” sign in (4.10) would be determined by the require-
ment on QC to coincide with Q0. Here, though, we want to compute Fµν , so
a priori it is not clear which sign in (4.10) one should take. Let us therefore
investigate to what extent Fµν is uniquely determined as solution of (4.10), i.e.
whether it is possible at all that there are different solutions for both choices ±.
Let us assume, for contradiction, that (4.10) admits a solution for both
choices of this sign, Fµν and F ′µν . Then, there exist functions f, f ′ 6= 0 such
that
fFµνFαβ − f ′F ′µνF ′αβ = Iµναβ . (4.11)
This would imply that any self-dual tensor Wαβ can be expressed in terms of
Fµν and F ′µν . Indeed, contraction of (4.11) with Wµν yields
Wαβ =
(
fWµνFµν
)Fαβ − (f ′WµνF ′µν)F ′αβ . (4.12)
Since the space of self-dual two-forms has dimension three, this is a contradic-
tion. A solution therefore exists at most for one choice of ±. Consequently,
given the scale factor κ ∈ C \ {0} (we have already shown that this is a gauge
factor), Fµν is determined by (4.10) up to a sign.
A main ingredient for the algorithm which tests whether a given Λ-vacuum
space-time (M , g) has a KVF whose associated MST vanishes will be to check
whether (4.10) admits a solution Fαβ. For this purpose let us denote the right-
hand side of (4.10) by Aαβµν , so that the equation reads
FαβFµν = Aαβµν . (4.13)
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This clearly implies (A2 := AαβµνAαβµν)
F2Fαβ = AαβµνFµν , F4 = A2 , F2 = Aαβαβ , (4.14)
AαβµνAµνγδ = AµνµνAαβγδ . (4.15)
Set Bαβµν := (Aγδγδ)−1Aαβµν (note that Aγδγδ 6= 0 in our setting). It satisfies
BαβµνBµνγδ = Bαβγδ , Bαβαβ = 1 . (4.16)
We regard Bαβµν as an endomorphism acting on the 3-dimensional space of
self-dual two-forms. It follows from (4.16) that Bαβµν is idempotent with trace
1. But this implies that Bαβµν can be diagonalized with one eigenvalue equal
to 1 while the two others vanish (in particular it has rank 1). We denote an
eigenvector corresponding to the eigenvalue 1 by Gµν . Since Gµν 6= 0 there exists
a self-dual two-form Vµν such that VµνGµν 6= 0. Then
0 6= VµνGµν = VµνBµναβGαβ = Gµν BµναβVαβ︸ ︷︷ ︸
=λGµν
= λG2 , (4.17)
i.e. G2 6= 0 and we normalize it to 1. Then we have Bαβµν = GαβGµν , and thus
(4.10) with Fαβ =
√
F2Gαβ . (This expresses the fact that any symmetric rank-1
tensor is an outer product of some vector with itself, cf. e.g. [9].)
Lemma 4.2 There exists a self-dual tensor Fαβ with F2 6= 0 which solves (4.10)
if and only if (4.16) holds, which will be the case if and only if the Weyl field 3
Cαβγδ := CαβµνCµνγδ ∓
√
C2
6
Cαβγδ − C
2
3
Iαβγδ = 0 . (4.18)
(This will be the case for at most one choice of ∓.)
The condition (4.18) is equivalent to the following two conditions,
C3 := CαβµνCµνγδCγδαβ = ± (C
2)3/2√
6
, (4.19)
CαβµνCµνγδ − C
3
C2 Cαβγδ −
C2
3
Iαβγδ = 0 . (4.20)
The latter one characterizes Petrov type D solutions [6, 10, 27] and arises from
the algebraic classification of the self-dual Weyl tensor viewed as a traceless
endomorphism on the space of self-dual two-forms. It appears as a condition in
the Kerr(-NUT)-characterization in [11] as well.
In particular, (4.20) recovers the fact that a vacuum space-time with van-
ishing MST and F2 6= 0 is of type D. The type D requirement (4.20) will be a
crucial ingredient of our characterization. It seems worth emphasizing, though,
that in itself it is not strong enough and needs to be complemented by the
additional condition (4.19). As will be shown shortly, (4.19) makes sure that
an eigen-2-form of the self-dual Weyl tensor supplemented by some trace-term,
whose existence comes along with the type D property, can be identified with
the Killing form of some (possibly complex) KVF (cf. Theorem 4.8 below).
3 It follows from the properties of Cαβµν and Iαβµν that Cαβγδ is a Weyl field.
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4.2 Solving equation (4.10) explicitly
Once it is known, e.g. by checking (4.18), that (4.10) admits a solution, there
might be the need to solve this equation explicitly (in particular if one wishes
to derive an explicit expression for the KVF-candidate). Here we discuss two
approaches how a solution of (4.10) can be constructed algebraically in terms
of the self-dual Weyl tensor.
One way of doing that is to solve the equation for α = µ and µ = ν first
(without summation),
Fαβ = 1
2
(3
2
)1/4
κ˜(C2)−5/12
(
±
√
C2−
√
32
3
Λ
)√
Cαβαβ ±
√
C2
6
Iαβαβ , (4.21)
where we have set κ˜ := ±2(23)1/4κ−1/2, and to check whether it solves the full
set of equations (4.10) afterwards.
A more elegant way of doing that proceeds as follows: Denote by Wαβ any
self-dual tensor such that
WµνCαβµν ±
√
C2
6
Wαβ 6= 0 . (4.22)
The actual sign ± is determined by (4.18). (If the left-hand-side is zero for all
self-dual tensors Wαβ , a solution of (4.10) needs to satisfy F2 = 0, which we
exclude in our setting.) Suppose that (4.10) admits a solution, then FαβWαβ 6=
0, i.e. there exists a function f 6= 0 such that
Fαβ = f
(
WµνCαβµν ±
√
C2
6
Wαβ
)
. (4.23)
Moreover, FαβWαβ 6= 0 implies that
WαβWµνCαβµν ±
√
C2
6
W2 6= 0 . (4.24)
We insert (4.23) into (4.10) and contract with WαβWµν , which yields an ex-
pression for f ,
f =
1
2
(3
2
)1/4
κ˜(C2)−5/12
(
±
√
C2−
√
32
3
Λ
)(
WαβWµνCαβµν ±
√
C2
6
W2
)−1/2
.
(4.25)
To sum it up, if (4.10) admits a solution Fαβ with F2 6= 0, then there exists a
self-dual tensor Wαβ such that (4.24) holds, and Fαβ is given by (4.23) with f
determined by (4.25). The solution Fµν is uniquely determined up to a sign. For
given Cµνσρ, which can be computed from gµν , and the gauge factor κ ∈ C\{0},
we can determine the two-form Fµν algebraically, supposing that a solution
exists.
Conversely, (4.23)-(4.25) for some self-dual tensor Wαβ provide a candidate
Fαβ to solve (4.10); if it does not solve (4.10) then there exists no solution.
Remark 4.3 A similar construction for Killing spinors appears in [5].
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4.3 Properties of the candidate field
Guided by the considerations at the beginning of Section 4, we define a possibly
complex vector field X by (4.2). Our aim is to analyze to what extent the
Killing equation LXg = 0 is automatically satisfied in this setting.
First of all let us derive some useful relations which are fulfilled by the self-
dual two-form Fµν . We emphasize that a priori Fµν does not satisfy most of
the above relations, namely (2.14), (2.20)-(2.23) and (3.6)-(3.7), whereas (2.19)
and (2.26)-(2.28), which follow from the self-duality of Fµν , do hold.
We compute the divergence of (4.3),
F−2QF
2 + 20Λ
QF2 + 2Λ FαβFµ
ν∇νF2 − 4Fµν∇νFαβ − 4Fαβ∇νFµν
+
QF2 − 4Λ
QF2 + 2Λ∇νF
2Iαβµν = 0 , (4.26)
where we have used (4.4). Contraction with Fαβ yields with (4.2),
∇νFµν = ΛXµ . (4.27)
Contracting (4.26) with Fµκ and using (2.26) and (4.27), one is led to
F2∇κFαβ − 1
4
QF2 + 8Λ
QF2 + 2ΛFαβ∇κF
2 +
QF2 − 4Λ
QF2 + 2ΛFκµ∇νF
2Iαβµν = 0 . (4.28)
Let us determine the symmetric part of the divergence of (4.28). A somewhat
lenghty calculation which uses (4.27), (4.4), (4.2), (4.28), the self-duality of Fµν ,
and the Λ-vacuum Einstein equations reveals that
0 = ∇βF2∇(κFα)β + ΛF2∇(κXα) + F2Rγ(κFα)γ −
1
2
F(αβ∇κ)∇βF2
+
3
2
(F2∇βQ+Q∇βF2) Λ
(QF2 + 2Λ)2F(α
β∇κ)F2
−1
4
Λ
QF2 + 8Λ
QF2 + 2ΛX(α∇κ)F
2 +
QF2 − 4Λ
QF2 + 2Λ∇βF(κ|µ∇ν|F
2Iα)βµν
+6(F2∇βQ+Q∇βF2) Λ
(QF2 + 2Λ)2F(κ|µ∇ν|F
2Iα)βµν (4.29)
= −ΛX(α∇κ)F2
(
1 +
1
4
QF2 + 8Λ
QF2 + 2Λ +
3
4
QF2 − 4Λ
(QF2 + 2Λ)2QF
2
)
+
QF2 + 5Λ
QF2 + 2Λ∇(κFα)β∇
βF2 − 1
2
QF2 − 4Λ
QF2 + 2ΛF(α
β∇κ)∇βF2
+
QF2 − 4Λ
QF2 + 2Λ∇βF(κ|µ∇ν|F
2Iα)βµν (4.30)
=
1
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(5(QF2)2 − 4ΛQF2 + 8Λ2) QF
2 − 4Λ
(QF2 + 2Λ)2X(α∇κ)F
2
−1
2
QF2 − 4Λ
QF2 + 2ΛF(α
β∇κ)∇βF2 , (4.31)
whence
F(αβ∇κ)∇βF2 =
1
12
5(QF2)2 − 4ΛQF2 + 8Λ2
QF2 + 2Λ X(α∇κ)F
2 . (4.32)
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Eventually, we consider the Killing equation for a vector field X which is
given by (4.2). Using (4.2), (4.4) and (4.28), we find for its covariant derivative,
∇µXν = −F2∇µQ 1
QF2 + 2ΛXν −
2QF2 + 2Λ
QF2 + 2Λ F
−2Xν∇µF2
+
3
QF2 + 2ΛF
−2(∇µFνα∇αF2 + Fνα∇µ∇αF2) (4.33)
=
(
− 5
4
+ 3Λ
2QF2 + Λ
(QF2 + 2Λ)2
)
F−2Xν∇µF2
+
1
2
QF2 − 4Λ
QF2 + 2ΛF
−2X[µ∇ν]F2 +
3
QF2 + 2ΛF
−2Fνα∇µ∇αF2
−3
4
QF2 − 4Λ
(QF2 + 2Λ)2F
−4Fµν∇αF2∇αF2 . (4.34)
With (4.32) its symmetric part reads
F2∇(µXν) =
3
QF2 + 2ΛF(µ
α∇ν)∇αF2 −
(5
4
− 3Λ(2QF
2 + Λ)
(QF2 + 2Λ)2
)
X(µ∇ν)F2
= 0 , (4.35)
i.e. X is a KVF with norm
|X |2 = 9
4
F−2(QF2 + 2Λ)−2∇αF2∇αF2 . (4.36)
We have assumed the existence of a two-form Fµν such that the associated
“MST”4 vanishes and we have derived a vector field Xµ from Fµν which satisfies
the Killing equation. However, we do not now yet whether Fµν and Xµ are
related in the desired way, by which we mean that
Fαβ = ∇αXβ + i(∇αXβ)⋆ ≡ 2Iαβµν∇µXν . (4.37)
We need to make sure that this relation is fulfilled to conclude that the MST
associated to the KVF X vanishes.
For this, let us consider the skew-symmetric part of (4.34),
∇[µXν] =
7(QF2)2 − 8QF2Λ− 8Λ2
4(QF2 + 2Λ)2 F
−2X[µ∇ν]F2 −
3F−2
QF2 + 2ΛF[µ
α∇ν]∇αF2
−3
4
QF2 − 4Λ
(QF2 + 2Λ)2F
−4Fµν∇αF2∇αF2 . (4.38)
We apply Iαβµν ,
Iαβµν∇µXν = 3
4
7(QF2)2 − 8QF2Λ− 8Λ2
(QF2 + 2Λ)3 F
−4Iαβµ(νFµγ)∇νF2∇γF2
− 3
QF2 + 2ΛF
−2Iαβµ(νFµγ)∇ν∇γF2
−3
4
QF2 − 4Λ
(QF2 + 2Λ)2F
−4Fαβ∇γF2∇γF2 (4.39)
= −3
4
F−2
QF2 + 2Λ
(
✷F2 − 3
4
(QF2)2 + 8Λ2
(QF2 + 2Λ)2 F
−2∇γF2∇γF2
)
Fαβ .(4.40)
4 The quotation marks are to emphasize that this is not a proper MST as long as we do
not know whether Fµν arises from a KVF.
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We need to derive an expression for ✷F2. Contraction of (4.40) with Fαβ
gives the useful relation
Fµν∇µXν = −3
4
1
QF2 + 2Λ
(
✷F2− 3
4
(QF2)2 + 8Λ2
(QF2 + 2Λ)2 F
−2∇γF2∇γF2
)
. (4.41)
Next, let us determine the skew-symmetric part of the divergence of (4.28).
Another lengthy calculation which makes use of (4.27), (4.3), (4.4), the self-
duality of Fµν , and the vacuum Einstein equations reveals that
0 = ∇βF2∇[κFα]β + F2∇[κ∇|β|Fα]β −
1
2
F2RακβγFβγ + F2Rγ[κFα]γ
+
3
2
(2Q∇βF2 + F2∇βQ) Λ
(QF2 + 2Λ)2F[α
β∇κ]F2
+
1
4
QF2 + 8Λ
QF2 + 2Λ∇
βFβ[α∇κ]F2 −
3
2
Q
Λ
(QF2 + 2Λ)2Fακ∇βF
2∇βF2
−3 Λ
QF2 + 2ΛF[α
β∇κ]∇βF2 − 6F2∇βQ
Λ
(QF2 + 2Λ)2∇νF
2Fµ[κIα]βµν
−QF
2 − 4Λ
QF2 + 2Λ∇νF
2∇βFµ[κIα]βµν −
1
4
QF2 − 4Λ
QF2 + 2ΛFακ✷F
2 (4.42)
= ∇βF2∇[κFα]β − ΛF2∇[αXκ] −
1
6
(QF2 − 4Λ)F2Fακ
+
9
4
Λ
QF2 − 4Λ
(QF2 + 2Λ)3QF[α
β∇κ]F2∇βF2 − 3
Λ
QF2 + 2ΛF[α
β∇κ]∇βF2
−Λ
4
QF2 + 8Λ
QF2 + 2ΛX[α∇κ]F
2 − 9
8
Λ
QF2 − 4Λ
(QF2 + 2Λ)3Q∇
βF2∇βF2Fακ
−QF
2 − 4Λ
QF2 + 2Λ∇νF
2∇βFµ[κIα]βµν −
1
4
QF2 − 4Λ
QF2 + 2ΛFακ✷F
2 . (4.43)
Contraction with Fακ yields with (4.41), (2.26), (4.2), (4.28) and (2.27),
0 = −1
4
QF2 − 4Λ
QF2 + 2ΛF
2
✷F2 + Fακ∇βF2∇κFαβ − 1
6
(QF2 − 4Λ)F4
− 3
16
Λ
7(QF2)2 − 2QF2Λ + 40Λ2
(QF2 + 2Λ)3 ∇
βF2∇βF2
−QF
2 − 4Λ
QF2 + 2ΛF
ακ∇νF2∇βFµ[κIα]βµν (4.44)
= −1
4
F2QF
2 − 4Λ
QF2 + 2Λ
(
✷F2 + 2
3
F2(QF2 + 2Λ)
− 3
4
(QF2)2 + 8Λ2
(QF2 + 2Λ)2 F
−2∇βF2∇βF2
)
. (4.45)
Because of (4.5) it follows that
✷F2 + 2
3
F2(QF2 + 2Λ)− 3
4
(QF2)2 + 8Λ2
(QF2 + 2Λ)2 F
−2∇βF2∇βF2 = 0 . (4.46)
In fact, this is the only step where the assumption QF2− 4Λ 6= 0of (4.5) enters.
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We insert (4.46) into (4.40) to conclude that (4.37) holds, i.e. Fµν and Xµ
are automatically related in the desired way. For Xµ = 0 (4.37) would imply
F2 = 0, which is excluded in our setting.
We have established the following result:
Theorem 4.4 Assume that a Λ-vacuum space-time (M , g) admits a self-dual
two-form Fµν and a function Q : M → C such that (4.3)-(4.5) hold. Define a
(possibly complex) vector field X by
Xµ = 3(QF2 + 2Λ)−1Fµα∇α logF2 . (4.47)
Then:
(i) X is a non-zero vector field which satisfies the Killing equation LXg = 0
(in particular its real and imaginary part are real KVFs, though one of
them might be trivial).
(ii) The MST associated to X vanishes.
Remark 4.5 In Theorem 4.4 the KVF might be complex. In [21] a complete
classification of Λ-vacuum space-times is given which admit a real KVF such
that the associated MST vanishes. It would be interesting to study the class of
space-times which admit a complex KVF such that the associated MST vanishes.
Using (4.7)-(4.8), the expression (4.47) for X becomes 5
Xµ =
√
6
(
±
√
C2 +
√
8
3
Λ
)−1
Fµα∇α log
(
±
√
C2 −
√
32
3 Λ
)2
(C2)1/3 (4.48)
=
√
8
3
(
±
√
C2 −
√
32
3
Λ
)−1
Fµα∇α log C2 , (4.49)
=⇒ |X |2 = ±1
4
κ˜
2(C2)−7/3∇αC2∇αC2 . (4.50)
It follows from Lemma 4.1, Lemma 4.2 and Theorem 4.4 that X is a non-trivial
KVF w.r.t. which the MST vanishes whenever (4.18) holds. Then the procedure
described in Section 4.2 must yield a solution Fµν . More specifically, if Wαβ
is a self-dual tensor which satisfies (4.24) then (4.23) together with (4.25) solve
(4.10) so that (4.49) provides a KVF whose associated MST vanishes. It reads
As above, we set κ˜ = ±2(23)1/4κ−1/2, then
Xα =
(
2
3
)1/4
κ˜
(
CαβµνWµν ±
√
C2
6 Wαβ
)
∇β log C2
(C2)5/12
√
WγδWσρCγδσρ ±
√
C2
6 W2
. (4.51)
It is convenient to employ (4.18) to simplify the computation of the KVF. We
have∣∣∣CαβµνWµν ±√C2
6
Wαβ
∣∣∣2 = √3
2
C2
(
WγδWσρCγδσρ ±
√
C2
6
W2
)
. (4.52)
5 For the expression on the right-hand side of (4.47) to be well-defined the condition
QF2 + 2Λ 6= 0 (i.e. ±
√
C2 +
√
8
3
Λ 6= 0) needs to be satisfied. However, the final expression
(4.49) is well-defined even if equality holds. So an interesting question arises whether a
vanishing MST implies that X needs to be of the form (4.49) also for QF2 + 2Λ = 0.
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Let us assume that Wαβ has been normalized in such a way that this norm is
1. Then (4.51) becomes (4.54) below.
4.4 Uniqueness of KVFs with vanishing MST
We have shown so far that a solution (Fµν , Q = QC) of (4.3) yields a (possibly
complex) non-trivial KVF X , given by (4.51), such that the associated MST
vanishes. Conversely, as the following Proposition shows, X is, up to rescaling,
the only KVF with this property. This reflects the fact that the MST vanishes
w.r.t. the KVF X if and only if it vanishes w.r.t. λX , λ ∈ C \ {0}, and that
there is at most one such 1-parameter family with this property:
Proposition 4.6 Let (M , g) be a smooth (3+1)-dimensional Λ-vacuum space-
time which satisfies (4.6) and which admits a (possibly complex) KVF X such
the associated MST vanishes for some function Q. Then X is, up to scaling
with some non-zero complex constant, the only KVF with this property.
Remark 4.7 If one finds a properly complex KVF which is not a real one mul-
tiplied by some complex constant, such that the associated MST vanishes, it
follows from Proposition 4.6 that there exists no real KVF with this property.
Proof: Let us assume that there are two KVFs X and X ′ such that the as-
sociated MST vanishes. Rescaling one of them, if necessary, we have by Propo-
sition 3.4 Q = QC = Q′. The associated Fαβ and F ′αβ both satisfy (4.10). The
argument in Section 4.1 which establishes the uniqueness of solutions thereof
shows that the right-hand sides are identical, whence Fαβ = ±F ′αβ . Equation
(4.49) then shows that X = ±X ′. ✷
4.5 Algorithmic characterization of space-times which ad-
mit a complex KVF w.r.t. which the MST vanishes
We end up with our first main result:
Theorem 4.8 Let (M , g) be a smooth (3+1)-dimensional Λ-vacuum space-time
containing an open dense set on which 6
C2 6= 0 , C2 − 32
3
Λ2 6= 0 , C2 − 8
3
Λ2 6= 0 . (4.53)
Then, if and only if
• the self-dual Weyl tensor corrected by a trace-term, Wαβµν := Cαβµν ±√
C2
6 Iαβµν , satisfies W = ω ⊗ ω for some two-form ω,
or, equivalently,
• the Weyl field Cαβγδ ≡ CαβµνCµνγδ ∓
√
C2
6 Cαβγδ − C
2
3 Iαβγδ vanishes (the
conditions will be satisfied for at most one sign ∓),
6 As in Section 3.2 the latter two may be replaced by ±
√
C2 −
√
32
3
Λ 6= 0 and ±
√
C2 +√
8
3
Λ 6= 0, respectively; moreover, they are allowed to be violated on surfaces of co-dimension
≥ 1, cf. footnote 8.
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there exists a non-trivial, possibly complex KVF X such that the associated
MST vanishes for some function Q. It is, up to rescaling, the only KVF with
this property, and can be computed as follows: Let Wµν be a self-dual tensor
with |CαβµνWµν ±
√
C2
6 Wαβ|2 = 1, then
Xα = κ˜(C2)−1/6
(
CαβµνWµν ±
√
C2
6
Wαβ
)
∇β log C2 . (4.54)
Remark 4.9 Compared to the MST the definition of the tensor Cαβγδ does
not rely on the existence of a KVF. It thus may provide a tool to construct a
geometric invariant which measures the deviation of a given Λ-vacuum space-
time, without any symmetries, to one which admits a (complex or real) KVF
with vanishing MST, and ultimately also to a member of the Kerr-(A)dS family.7
Some care is needed, though, due to the sign ambiguity in its definition: If the
tensor Cαβγδ vanishes for C2 6= 0, it vanishes either for + or for −, so there is a
preferred choice. If it does not vanish such a preferred choice does not seem to
be available. It would also be interesting to know whether Cαβγδ satisfies some
hyperbolic system of evolution equations.
Given a smooth (3+1)-dimensional space-time (M , g), solution to Einstein’s
vacuum field equations with cosmological constant Λ, Theorem 4.8 provides an
algorithmic procedure to check whether a given Λ-vacuum space-time (M , g)
admits a (possibly complex) KVF such that the associated MST vanishes. The
procedure is algorithmic in the sense that only differentiation and computation
of roots are needed without any need to solve differential equations:
The first step is to compute the self-dual Weyl tensor Cµνσρ from gµν . We
assume that the conditions (4.53) hold.8 Then it merely remains to be checked
whether the tensor Cαβγδ vanishes. If and only if it does, the MST vanishes for
some non-trivial KVF X which can be computed via (4.54) in terms of Cµνσρ.
4.6 An alternative algorithm
One may combine (4.10) and (4.49) into one equation,
XµXν = ±
(2
3
)1/2
κ˜
2(C2)−17/6
(
Cµανβ ±
√
C2
6
Iµανβ
)
∇αC2∇βC2 . (4.55)
An argument analog to the one given in Section 4.4 shows that a solution cannot
exist simultaneously for both for + and −.
A necessary condition for a Λ-vacuum space-time which fulfills the conditions
(4.53) to admit a KVF w.r.t. which the MST vanishes is that there exists a
κ ∈ C \ {0} (which may be set equal to one) such that (4.55) admits a solution
X . Consequently, X is the only candidate field with these properties up to
7Scalar quantities, so-called “quality factors”, which measure the deviation from Kerr in
the setting of stationary space-times have been constructed in [13].
8 In case ±
√
C2−
√
32
3
Λ 6= 0 or ±
√
C2+
√
8
3
Λ 6= 0 are is violated on surfaces of co-dimension
≥ 1, we restrict attention to those regions of the space-time where both are satisfied. Once
we know that the space-time belongs to e.g. the Kerr-NUT-(A)dS-family off these surfaces,
it follows from smoothness that they are Kerr-NUT-(A)dS everywhere. It will be shown in
Section 5.3.2 that Kerr-(A)dS satisfies C2 6= 0, whence we can simply require that C2 6= 0
holds everywhere.
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multiplication with some non-vanishing constant (there are two candidates as
long as the “right” sign in (4.55) has not been figured out). An explicit solution
to (4.55) can be determined similarly to the methods described in Section 4.2.
Let us explore some consequences of (4.55). Taking the trace, we recover
(4.50), while contraction with Xν yields
Xµ = ±
(2
3
)1/2
κ˜
2|X |−2(C2)−17/6
(
XνCµανβ ±
√
C2
6
XνIµανβ
)
∇αC2∇βC2,
(4.56)
where we need to assume |X |2 6= 0, or, equivalently (compare (4.50)), |∇C2|2 6=
0. We contract (4.56) with ∇µC2 to deduce that
Xµ∇µC2 = 0 . (4.57)
We insert (4.50) and (4.57) into (4.56),
Xµ =
2
√
6√
C2∇γC2∇γC2
∇αC2∇βC2CµανβXν . (4.58)
Lemma 4.10 Let (M , g) be a smooth (3 + 1)-dimensional Λ-vacuum space-time
which satisfies |∇C2| 6= 0 and the inequalities (4.53). Consider the 2-tensor
Bµν := 2
√
6√
C2∇γC2∇γC2
∇αC2∇βC2Cµανβ .
A necessary condition for (M , g) to admit a (possibly complex) KVF w.r.t. which
the MST vanishes is that 1 is an eigenvalue of B.
An analysis analog to the one in Section 4.1 shows that (4.55) admits a
solution if and only if
AµσAσν = trAAµν , Aµν :=
(
Cµανβ ±
√
C2
6
Iµανβ
)
∇αC2∇βC2 , (4.59)
or, equivalently (using (2.10) and assuming |∇C2| 6= 0 ),
Cµανδ∇αC2∇δC2 = 0 . (4.60)
Finally, one needs to check that the so-obtained X is indeed a KVF whose
associated MST vanishes. It might be possible to show, in a similar manner to
what we did in Section 4.3, that (4.55) already implies this property. Clearly,
(4.60) holds whenever (4.2) holds. In fact, these considerations indicate that
(4.55) may not suffice to ensure Cαβµν = 0, which among other things ensures
that (M , g) is of Petrov type D. So one might expect that additional conditions
are needed to guarantee existence of a KVF with vanishing MST. We have not
investigated this any further, since we are primarily interested in the algorithmic
approach described in Section 4.5.
5 An algorithmic space-time characterization of
the Kerr-NUT-(A)dS family
5.1 Vanishing of the MST associated to real KVFs
We want to provide an algorithmic characterization for the Kerr-NUT-(A)dS
metrics. A necessary condition for them is that the space-time admits a real
28
KVF such that the associated MST vanishes. While we did not care so far
whether the KVF for which the associated MST vanishes was real or complex,
we henceforth need to require the existence of a real KVF with this property.
First of all, a remark is in order concerning the “gauge constant” κ˜. As
long as it does not matter whether KVF is real, κ˜ can simply be set equal to
1. Now, we need to make sure the existence of a non-zero constant κ˜ such that
the vector field X , as given by (4.54), is real.
Only the absolute value of κ˜ remains as gauge freedom. Together with the
freedom to choose the sign of Fαβ this reflects the fact that X is a real KVF
w.r.t. which the MST vanishes if and only if µX has this property for some
µ ∈ R \ {0}.
Proposition 5.1 Let (M , g) be a smooth (3+1)-dimensional Λ-vacuum space-
time such that (cf. footnote 6)
C2 6= 0 , C2 − 32
3
Λ2 6= 0 , C2 − 8
3
Λ2 6= 0 . (5.1)
Then, if and only if Cαβγδ = 0 and there exists a complex constant
κ˜ ∈ C \ {0} , (5.2)
for which
Xα = κ˜(C2)−1/6
(
CαβµνWµν ±
√
C2
6
Wαβ
)
∇β log C2 (5.3)
is real for some self-dual tensor Wµν with |CαβµνWµν ±
√
C2
6 Wαβ |2 = 1, there
exists (up to rescaling) a unique non-trivial real KVF such that the associated
MST vanishes. It is given by (5.3).
Once a choice of the branch of the roots has been made (cf. the discussion on
p. 14), there exists, modulo 2π, at most one argument of the complex number
κ˜ for which X is real.
5.2 Kerr-NUT-(A)dS family
It is well-known that the vanishing of the MST associated to a real KVF together
with the Λ-vacuum Einstein equations does not suffice to deduce that a given
space-time (M , g) is locally isometric to a member of the Kerr-NUT-(A)dS
family. We will therefore fall back upon the characterization results reviewed
in Section 2.3. Once it is known that (M , g) admits a real KVF w.r.t. which
the MST vanishes, Theorem 2.3, or Theorem 2.1 for Λ = 0, can be consulted to
check whether the emerging space-time belongs to the Kerr-NUT-(A)dS family.
Moreover, Theorem 2.3 can be used to express the Kerr-NUT-(A)dS param-
eters m, a and ℓ in terms of the constants b1, b2, c, and k, i.e. in terms of g
(and derivatives thereof), so that one gains insights which member of the family
one has been given. For that purpose recall the definitions (2.30)-(2.32) of the
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functions b1, b2, c, and k. Using Q = QF , (3.33), (4.1), (4.8) and (4.50) we find
b1 = 3
(3
2
)3/2
Im(κ˜3) , (5.4)
b2 = −3
(3
2
)3/2
Re(κ˜3) , (5.5)
c = − κ˜
2
4
(C2)−7/3∇αC2∇αC2 ∓
(3
2
)3/2
Re[κ˜2(C2)1/6]
−3ΛRe[κ˜2(C2)−1/3] , (5.6)
k = 9
∣∣κ˜2(C2)−1/3∣∣∇µZ∇µZ − b2Z + cZ2 + Λ
3
Z4 , (5.7)
where
Z ≡ 6Re
( √F2
QF2 − 4Λ
)
= 3Re[κ˜(C2)−1/6] , (5.8)
∇µZ = −1
2
Re
(
κ˜(C2)−7/6∇µC2
)
. (5.9)
Moreover,
y := 6 Im
( √F2
QF2 − 4Λ
)
= 3 Im[κ˜(C2)−1/6] . (5.10)
Remark 5.2 The 6th root (C2)1/6 is determined by the requirement that the
Killing vector field X needs to be real, cf. (5.3).
5.3 Kerr-(A)dS family
5.3.1 An algorithmic characterization of the Kerr-(A)dS family
Since it is of particular physical interest and the algorithm can be presented in
a more explicit way, we devote attention henceforth to the Kerr-(A)dS family.
To give an algorithmic local characterization result for Kerr-(A)dS we rely on
Corollary 2.5. Assume we have been given a Λ-vacuum space-time (M , g) which
satisfies the inequalities (5.1). Assume further that the algorithm described in
Proposition 5.1 shows that (M , g) admits a real KVF X such the associated
MST vanishes, and where grad(y) is not identically zero. Then QF2 and QF2−
4Λ are not identically zero, and Corollary 2.5 can be applied.
According to this corollary a necessary condition for (M , g) to be locally
isometric to a Kerr-(A)dS space-time is b2 = 0, or Re(κ˜
3) = 0. In fact, we
may employ the gauge freedom contained in κ˜, which arises from the freedom
to rescale the KVF, to achieve e.g. that
κ˜ = i . (5.11)
5.3.2 Scalar invariants of the Kerr-(A)dS family
We want to compute C2 for the Kerr-(A)dS family. In space-times with vanishing
MST and F2 6= 0, it is convenient to do that via F2. It follows from (3.32) and
(3.29) that
C2 = 2
3
Q2F4 = 3
2
F−4(FαβFµνCαβµν)2 . (5.12)
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We consider the Kerr-(A)dS metric in standard Boyer-Lindquist-type coordi-
nates,
g = −∆r − a
2∆θ sin
2 θ
ΣΞ2
dt2 + 2
∆r − (a2 + r2)∆θ
ΣΞ2
a sin2 θdtdφ
+
(a2 + r2)2∆θ − a2 sin2 θ∆r
ΣΞ2
sin2 θdφ2 +
Σ
∆r
dr2 +
Σ
∆θ
dθ2 , (5.13)
where
Σ := r2 + a2 cos2 θ , (5.14)
Ξ := 1 +
Λ
3
a2 , (5.15)
∆θ := 1 +
Λ
3
a2 cos2 θ , (5.16)
∆r := (a
2 + r2)
(
1− Λ
3
r2
)
− 2mr , (5.17)
and
t ∈ R , r ∈ R , θ ∈ [0, π] , φ ∈ [0, 2π) . (5.18)
We find for X = ∂t, and away from the ring singularity {r = 0, θ = π/2} for
a 6= 0, and the spacelike r = 0-singularity for a = 0,
F2 = −4
(3m− Λr(r2 − 3a2 cos2 θ)− iaΛ cos θ(3r2 − a2 cos2 θ)
(3 + a2Λ)(r + ia cos θ)2
)2
, (5.19)
FαβFµνCαβµν = − 8m
(r + ia cos θ)3
F2 . (5.20)
We conclude that F2 = 0 if and only if
3m− Λr(r2 − 3a2 cos2 θ) = 0 and aΛ cos θ(3r2 − a2 cos2 θ) = 0 . (5.21)
Assume m 6= 0. Then (5.21) will never be satisfied for Λ = 0. For Λ 6= 0 they
are satisfied, i.e. F2 = 0, if and only if
for a = 0: r =
(
3mΛ−1
)1/3
, (5.22)
for a 6= 0: θ = π/2 and r = (3mΛ−1)1/3 (5.23)
or
cos θ = ±
(9
8
√
3ma−3Λ−1
)1/3
and r = ∓ a√
3
cos θ .(5.24)
Clearly, the solution (5.24) exists only for 98
√
3ma−3Λ−1 ≤ 1.
We deduce that
C2 = 96m
2
(r + ia cos θ)6
, (5.25)
which by continuity remains true on the surfaces (5.22)-(5.24). For m 6= 0 it is
non-zero everywhere. As one should expect C2 diverges when approaching the
ring singularity for a 6= 0 and the spacelike r = 0-singularity for a = 0.
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The tensor Cαβγδ, cf. (4.18), vanishes for “−” if we define
√ · such that
√
C2 =
√
96m
(r + ia cos θ)3
. (5.26)
Let us analyze the remaining conditions in (5.1) (cf. footnote 6), which we need
to impose for Λ 6= 0,
√
C2 =
√
32
3
Λ ⇐⇒ 3mΛ−1 = (r + ia cos θ)3 , (5.27)
√
C2 = −
√
8
3
Λ ⇐⇒ 6mΛ−1 = −(r + ia cos θ)3 . (5.28)
Now
Re[(r + ia cos θ)3] = r(r2 − 3a2 cos2 θ) , (5.29)
Im[(r + ia cos θ)3] = a cos θ(
√
3 r − a cos θ)(
√
3r + a cos θ) . (5.30)
One finds that (5.27) holds if and only if F2 = 0, i.e. if and only if (5.22)-(5.24)
hold. Moreover, (5.28) is equivalent to
for a = 0 : r = −(6mΛ−1)1/3 , (5.31)
for a > 0 : θ = π/2 and r = −(6mΛ−1)1/3 (5.32)
or
cos θ = ±
(9
4
√
3ma−3Λ−1
)1/3
and r = ± a√
3
cos θ , (5.33)
where (5.33) appears only for 94
√
3ma−3Λ−1 ≤ 1.9
To sum it up, for Λ = 0, the conditions (5.1) are satisfied everywhere by the
Kerr family. For Λ 6= 0 and a = 0, i.e. in the Schwarzschild-(A)dS case, they
are violated on certain 3-surfaces, while for Λ 6= 0 and a > 0, i.e. in the proper
Kerr-(A)dS case they are violated on certain 2-surfaces {r, θ = const.}.
Combining these results with the previous ones we are led to our second
main result.
Theorem 5.3 Let (M , g) be a smooth non-maximally symmetric10 (3+1)-dim.
space-time which satisfies Einstein’s vacuum field equations with cosmological
constant Λ. Then, the space-time (M , g) is locally isometric to a member of the
Kerr-(A)dS family if and only if
(i) C2 6= 0 everywhere,
(ii) Cαβγδ ≡ CαβµνCµνγδ∓
√
C2
6 Cαβγδ− C
2
3 Iαβγδ = 0,11 (equivalently, (4.19)-
(4.20) hold),
9 At first glance this result seems to be in contradiction with Proposition 2.2, which states
that if QF2and QF2 − Λ are not identically zero, which is the case for Kerr-(A)dS, then F2
is nowhere vanishing. We have just seen that this is not true for Kerr-(A)dS. The resolution
simply is that the function Q is assumed to be regular in Proposition 2.2, while it diverges for
Kerr-(A)dS at those points where F2 has zeros.
10To exclude the Minkowski/(A)de Sitter-case where m = 0 and C2 = 0.
11For C2 6= 0 a solution exists at most for either + or −.
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(iii) C2 6= 323 Λ2, and C2 6= 83Λ2 (cf. footnote 6),
(iv) Re
[
(C2)−7/6
(
CαβµνWµν±
√
C2
6 Wαβ
)
∇βC2
]
= 0 for some (and then any)
self-dual 2-tensor Wµν which satisfies |CαβµνWµν ±
√
C2
6 Wαβ |2 = 1,
(v) grad(Re[(C2)−1/6]) is not identically zero, and
(vi) the constants c and k, given in terms of C2 by (5.6)-(5.7) (and (5.11)),
satisfy, depending on the sign of the cosmological constant, (2.55)-(2.57),
respectively.
The Kerr-(A)dS family has parameters
m =
(3
2
)5/2(Λ
3
ζ21 + c
)−3/2
, a = ζ1
(Λ
3
ζ21 + c
)−1/2
,
where ζ1 is given by (2.47)-(2.49). The KVF whose associated MST vanishes
(in Boyer-Lindquist-type coordinates this is a multiple of the ∂t-KVF) satisfies
Xα = Im
[
(C2)−7/6
(
CαβµνWµν ±
√
C2
6
Wαβ
)
∇βC2
]
.
Comparing this, for Λ = 0 with the algorithmic Kerr characterization ob-
tained in [11, Theorem 2] (cf. also [12, Theorem 3]), it seems that the conditions
of Theorem 5.3 are verifiable with less computational effort (the characterization
in [4] since it relies on asymptotic conditions).
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