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2
Introduction
This lecture consists of two sections. In section 1 we consider the simplest version of a q-deformed
Heisenberg algebra as an example of a noncommutative structure. We first derive a calculus
entirely based on the algebra and then formulate laws of physics based on this calculus. Then
we realize that an interpretation of these laws is only possible if we study representations of the
algebra and adopt the quantum mechanical scheme. It turns out that observables like position or
momentum have discrete eigenvalues and thus space gets a lattice-like structure.
In section 2 we study a framework for higher dimensional noncommutative spaces based on
quantum groups. The Poincare´-Birkhoff-Witt property and conjugation properties play an es-
sential role there. In these spaces derivatives are introduced and based on these derivatives a
q-deformed Heisenberg algebra can be constructed.
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Chapter 1
q-Deformed Heisenberg algebra in
one dimension
1.1 A calculus based on an algebra
We try to develop a formal calculus entirely based on an algebra. In this lecture we consider
the q-deformed Heisenberg algebra as an example and define derivatives and an integral on purely
algebraic grounds. The functions which we differentiate and integrate are elements of a subalgebra
- we shall call them fields. The integral is the inverse image of the derivative - thus it is an indefinite
integral. For the derivatives a Leibniz rule can be found quite naturally and this leads to a rule
for partial integration.
The algebra
As a model for the noncommutative structure that arises from quantum group considerations
we start from the q-deformed relations of a Heisenberg algebra.
q
1
2 xp− q− 12 px = iΛ,
Λp = qpΛ, Λx = q−1xΛ (1.1)
q ∈ R, q 6= 0
As it will be explained in the following the algebra has to be a star algebra to allow a physical
interpretation. We are now going to argue for such an algebra that is based on the relations
(1.1). The element x of the algebra will be identified with the observable for position in space,
the element p with the canonical conjugate observable, usually called momentum. Observables
have to be represented by selfadjoint linear operators in a Hilbert space. This will guarantee real
eigenvalues and a complete set of orthogonal eigenvectors.
For this reason we require already at the level of the algebra an antilinear involution that will
be identified with the conjugation operation of linear operators in Hilbert space. At the algebraic
level we use bar and at the operator level star to denote this involution. Algebraic selfadjoint
elements will have to be represented by selfadjoint operators in Hilbert space.
As a first step we extend the algebra (1.1) by conjugate elements x, p, Λ and find from (1.1)
(q = q):
q
1
2 p x− q− 12 x p = −iΛ (1.2)
Then for reasons explained above we demand:
x = x, p = p (1.3)
With these conditions follows from (1.2) and (1.1) for q 6= 1:
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px = iλ−1(q−
1
2Λ− q 12Λ) (1.4)
xp = iλ−1(q
1
2Λ− q− 12Λ), λ = q − 1
q
For Λ selfadjoint this leads to xp+px = 0. This is too strong a relation which we do not admit
as it does not allow a smooth transition for q → 1. In great generality we can demand Λ to be the
product of a unitary and a hermitean element. The simplest choice is for Λ to be unitary. Thus
we extend the algebra by Λ−1 and demand
Λ = Λ−1 (1.5)
We want to have x−1 as an observable as well, thus we extend the algebra once more, this time
by x−1.
The following ordered monomials form a basis of the algebra:
xmΛn, m, n ∈ Z (1.6)
The element p can be expressed in this basis
p = iλ−1x−1(q
1
2Λ− q− 12Λ) (1.7)
This follows from (1.4).
To summarize, we study the associative algebra over the complex numbers freely generated by
the elements p, x, Λ, x−1, Λ−1 and their conjugates. This algebra is to be divided by the ideal
generated by the relations (1.1),(1.3) and (1.5) and those that follow for x−1 and Λ−1.
Fields and derivaties:
At the algebraic level we define a field f as an element of the subalgebra generated by x and
x−1, then completed by formal power series.
f(x) ∈
[
[x, x−1]
]
≡ Ax (1.8)
A derivative we define as a map of Ax into Ax, as we are going to explain now. From the
algebra follows:
pf(x) = g(x)p− iq 12h(x)Λ (1.9)
where g(x) and h(x) can be computed using (1.1). The derivative is defined as follows:
∇ : Ax → Ax, ∇f(x) = h(x) (1.10)
The monomials xm, m ∈ Z form a basis of Ax. On these elements the derivative acts as follows:
∇xm = [m]xm−1, [m] = q
m − q−m
q − q−1 (1.11)
We see that the element x−1 is not in the image of ∇. The ∇ map also has a kernel, the
constants:
∇c = 0, c ∈ C (1.12)
In a similar way we can define the maps L and L−1 from Ax onto Ax. We start from the
algebraic relation
Λf(x) = j(x)Λ, Λ−1f(x) = k(x)Λ−1 (1.13)
and define
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L : Ax → Ax, Lf(x) = j(x) (1.14)
L−1 : Ax → Ax, L−1f(x) = k(x)
For the x-basis we obtain:
Lxm = q−mxm, L−1xm = qmxm (1.15)
The elements x, x−1 of the algebra Ax define a map Ax → Ax in a natural way.
These maps form an algebra
Lx = q−1xL, L∇ = q∇L, (1.16)
q
1
2x∇− q− 12∇x = −q− 12L
homomorphic to the algebra (1.1) with the identification:
L ∼ Λ, x ∼ x, −iq 12∇ ∼ p (1.17)
We do not consider the complex extension of the algebra (1.16) and do not define a bar
operation on L and ∇. Nevertheless, it can be verified directly from the definition of L,L−1 and
∇ that
∇ = λ−1x−1(L−1 − L) (1.18)
∇xm = 1
λ
(qm − q−m)xm−1 = [m]xm−1
which agrees with (1.11).
Leibniz rule:
For usual functions we know the Leibniz rule:
∂fg = (∂f)g + f(∂g) (1.19)
There is a Leibniz rule for the derivative ∇ as well. It can be obtained from (1.18) if we know
how L and L−1 acts on the product of fields. We compute this action by taking products of
elements in the x-basis:
Lxnxm = Lxm+n = q−(m+n)xm+n (1.20)
= q−mxmq−nxn = (Lxm)(Lxn)
Similar for L−1:
L−1xnxm = (L−1xm)(L−1xn) (1.21)
This leads to the rule for the product of arbitrary elements of Ax:
Lfg = (Lf)(Lg) (1.22)
L−1fg = (L−1f)(L−1g)
For the maps x, x−1 we have the obvious rule:
x fg = (xf)g ≡ f(xg) (1.23)
x−1 fg = (x−1f)g ≡ f(x−1g)
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These formulas can be used to obtain the Leibniz rule for ∇, using (1.18):
∇ fg = λ−1x−1(L−1 − L) fg (1.24)
= λ−1x−1
(
(L−1f)((L−1g)− (Lf)(Lg)
)
Now we form a derivative on f for the first and on g for the second term:
∇ fg =
(
λ−1x−1(L−1 − L)f
)
(L−1g) + λ−1(x−1Lf)(L−1g) (1.25)
+(Lf)λ−1x−1(L−1 − L)g − λ−1(Lf)(x−1L−1)g
The result is:
∇ fg = (∇f)(L−1g) + (Lf)(∇g) (1.26)
The role of f and g can be exchanged, f and g commute. In a similar way that led from (1.24)
to (1.25) we could have formed the derivative on g for the first term and on f for the second term
of (1.24). The result then is:
∇ fg = (∇f)(Lg) + (L−1f)(∇g) (1.27)
The expressions (1.26) and (1.27) are identical due to the identity in (1.23).
There is also a q-version of Green’ s theorem. We compute:
∇(∇f)(L−1g) = (∇2f)g + (L−1∇f)(∇L−1g) (1.28)
∇(L−1f)(∇g) = (∇L−1f)(L−1∇g) + f(∇2g)
The two versions of the Leibniz rule (1.26) and (1.27) have been used. We subtract the two
equations and obtain Green’ s theorem:
(∇2f)(g)− (f)(∇2g) = ∇
(
(∇f)(L−1g)− (L−1f)(∇g)
)
(1.29)
The indefinite integral:
We define the indefinite integral over a field as the inverse image of the derivative (1.10) and
(1.11). We know that x−1 is not in the range of ∇ and that the constants are in the kernel of ∇.∫ x
xn =
1
[n+ 1]
xn+1 + c, n ∈ Z, n 6= −1 (1.30)
We can also use formulas (1.18) to invert ∇:
∇−1 = λ 1
L−1 − Lx (1.31)
This map is not defined on x−1. We show that it reproduces (1.30) with c = 0:
∇−1xn = λ 1
L−1 − Lx
n+1
=
λ
qn+1 − q−n−1 x
n+1 (1.32)
=
1
[n+ 1]
xn+1
The map ∇−1 is now defined on any field that when expanded in the xn basis does not have
an x−1 term.
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∇−1f(x) = λ
∞∑
ν=0
L2νLxf(x) (1.33)
= −λ
∞∑
ν=0
L−2νL−1xf(x)
We shall use the first or second expansion depending on what series converges. As an example:
For n ≥ 0
∇−1xn = λ
∞∑
ν=0
L2νLxn+1 (1.34)
= λ
∞∑
ν=0
q−(2ν+1)(n+1)xn+1
This sum converges for q > 1 and we obtain (1.32) from (1.34).
For n < −1 we find that the second expansion of (1.33) converges and gives again the re-
sult(1.32).
From the very definition of the integral follows:∫ x
∇f = f + c (1.35)
This can be combined with the Leibniz rule (1.26) or (1.27) to give a formula for partial
integration: ∫ x
∇fg = fg + c =
∫ x
(∇f)(L−1g) +
∫ x
(Lf)(∇g) (1.36)
or ∫ x
∇fg = fg + c =
∫ x
(∇f)(Lg) +
∫ x
(L−1f)(∇g) (1.37)
1.2 Field equations in a purely algebraic context
Based on the calculus that we have developed in the previous section we introduce field equations
that define the time development of fields. For this purpose we have to enlarge the algebra by a
central element, the time. Fields now depend on x and t.
We will consider the Schroedinger equation and the Klein-Gordon equation and demonstrate
that there are continuity equations for a charge density and for an energy momentum density.
It is also possible to separate space and time dependence to obtain the time independent
Schroedinger equation. To interpet it as an eigenvalue equation a Hilbert space for the solutions
has to be defined. This cannot be done on algebraic grounds only.
Schroedinger equation:
This is the equation of motion that governs the time dependence of a quantum mechanical
system.
To define it we extend the algebra Ax by the time variable t, in our case it will be a central
element and t = t. We call the extended algebra Ax,t.
The Schroedinger equation acts on a field as follows:
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i
∂
∂t
ψ(x, t) =
(
− 1
2m
∇2 + V (x)
)
ψ(x, t) (1.38)
ψ ∈ Ax,t, V ∈ Ax, V = V
We show that there is a continuity equation for
ρ(x, t) = ψ(x, t)ψ(x, t) ∈ Ax,t (1.39)
The continuity equation can be written in the form
∂ρ
∂t
+∇j = 0 (1.40)
This is a consequence of the Schroedinger equation (1.38) and its conjugate equation. To find
the conjugate equation we consider ∇ψ and ∇ψ as elements of Ax,t, where conjugation is defined.
We find ∇ψ = ∇ψ and therefore
− i ∂
∂t
ψ = (− 1
2m
∇2 + V )ψ (1.41)
This yields
∂ρ
∂t
=
i
2m
{
ψ(∇2ψ)− (∇2ψ)ψ} (1.42)
Now we can use Green’s theorem (1.29) and we obtain:
j = − i
2m
L−1
{
ψ(L∇ψ)− (L∇ψ)ψ} (1.43)
The time independent Schroedinger equation can be obtained from (1.38) by separation:
ψ(x, t) = ϕ(t)U(x) (1.44)
The usual argument leads to:
i
∂
∂t
ϕ(t) = Eϕ(t), (1.45)(
− 1
2m
∇2 + V
)
U(x) = EU(x), E ∈ C
This is as far as we can get using the algebra only. To find meaningful solutions of (1.45) we
have to define a linear space with a norm, a Hilbert space, and the solutions U(x) will have to be
elements of this space.
There is also a continuity equation for the energy momentum density:
H = 1
2mq
(∇L−1ψ)(∇L−1ψ) + V ψψ (1.46)
π =
1
2m
(
(∇ψ)(L−1ψ˙) + (L−1ψ˙)∇ψ
)
(1.47)
It follows from (1.38) and (1.40) that
d
dt
H−∇π = 0 (1.48)
Both conservation laws will follow from a variational principle that we shall formulate as soon
as we know how to define a definite integral. In the meantime it is left as an exercise to prove
(1.46).
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Klein-Gordon equation:
We define
∂2
∂t2
φ−∇2φ+m2φ = 0, φ ∈ Ax,t (1.49)
For complex φ (1.49) and its conjugate lead to current conservation:
ρ = φ˙φ− φφ˙, j = −(∇φ)(L−1φ) + (L−1φ)(∇φ) (1.50)
ρ˙+∇j = 0 (1.51)
We have used Green’s theorem (1.29). The verification of (1.50) as well as the verification of
energy momentum conservation is again left as an exercise.
H = φ˙φ˙+ 1
q
(∇L−1φ)(∇L−1φ) +m2φφ (1.52)
π = (∇φ)(L−1φ˙) + (L−1φ˙)(∇φ) (1.53)
H˙ − ∇π = 0 (1.54)
1.3 Gauge theories in a purely algebraic context
It is possible to develop a covariant gauge theory starting from fields as defined in the previous
chapter. These fields are supposed to have well-defined properties under a gauge transformation.
Using the concepts of connection and vielbein covariant derivatives can be defined. These covariant
derivatives form an algebra and a curvature arises from this algebra in a natural way.
Finally we show how an exterior calculus can be set up that opens the way to differential
geometry on the algebra.
Covariant derivatives:
We assume that ψ(x, t) spans a representation of a compact gauge group. Let Tl be the
generators of the group in this representation and let α(x, t) be Liealgebra-valued
α(x, t) =
∑
l
gαl(x, t)Tl (1.55)
αl(x, t) ∈ Ax,t
We have introduced a coupling constant g, (g ∈ C).
The field ψ(x, t) is supposed to transform as follows:
ψ′(x, t) = eiα(x,t)ψ(x, t) (1.56)
A covariant derivative is a derivative such that
(Dψ)′ = eiα(x,t)(Dψ) (1.57)
and D = ∇ for g = 0.
We make the Ansatz:
Dxψ = E(∇+ φ)ψ (1.58)
Here we have introduced the connection φ and the Vielbein E. For g = 0, φ has to be zero and E
has to be the unit matrix.
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We aim at a transformation law for E and φ such that
E′(∇+ φ′)eiαψ = eiαE(∇+ φ)ψ (1.59)
From the Leibniz rule (1.26) for ∇ follows:
∇ψ′ = (∇eiα)Lψ + (L−1eiα)∇ψ (1.60)
Thus (1.59) will be satisfied if:
E′ = eiαE(L−1e−iα) (1.61)
φ′ = (L−1eiα)φ(e−iα)− (∇eiα)(Le−iα)L
From the inhomogeneous terms in the transformation law of φ in (1.61) we see that φ has to
be L-valued.
φ = gϕL (1.62)
From (1.61) follows
gϕ′ = (L−1eiα)gϕ(Le−iα)− (∇eiα)(Le−iα) (1.63)
To further analyze (1.63) we use the expression (1.18) for ∇
(∇eiα)(Le−iα) = λ−1x−1
(
(L−1 − L)eiα
)
(Le−iα) (1.64)
= λ−1x−1
[
(L−1eiα)(Le−iα)− 1]
This suggests to rewrite (1.63) as follows:
gϕ′ − λ−1x−1 = (L−1eiα) [gϕ− λ−1x−1] (Le−iα) (1.65)
From the transformation law of E (1.61) now follows that the object
E(gϕ− λ−1x−1)(LE) = gχ (1.66)
transforms homogeneously
χ′ = eiαχe−iα (1.67)
Thus χ can be chosen to be proportional to the unit matrix or to be Liealgebra-valued.
χ = χ01 +
∑
l
χlTl (1.68)
We are now going to show that χl = 0 if we demand a covariant version of (1.18). For this
purpose we first have to find a covariant version of L:
(Lψ)′ = eiαLψ , L = L for g = 0 (1.69)
We try the Ansatz:
L = E˜L (1.70)
with a new version of a vielbein E˜. From (1.69) follows
E˜′ = eiαE˜(Le−iα) (1.71)
It is natural to identify E˜ with (LE−1) because both have the same transformation property:
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E˜ = (LE−1) (1.72)
For L and its inverse we found:
L = (LE−1)L = LE−1, L−1 = EL−1 (1.73)
L−1 transforms covariant as well.
Now we postulate:
Dx = λ−1x−1(L−1 − L) (1.74)
In more detail:
Dx = λ−1x−1
{
E(L−1 − L) + (E − (LE−1))L} (1.75)
= E∇+ λ−1x−1E (1− (E−1)(LE−1))L
If we compare this with (1.58) we find:
gϕ = λ−1x−1
(
1− E−1(LE−1)) (1.76)
The connection is entirely expressed in terms of the vielbein.
Now we show that with this choice of ϕ the covariant derivative of the vielbein vanishes.
Let us start with a field H that transforms like E:
H ′ = eiαH(L−1e−iα) (1.77)
We apply L and L−1 to this object:
LH = (LE−1)(LH)E (1.78)
L−1H = E(L−1H)(L−1E−1)
This we insert into (1.73) to obtain:
DxH = λ−1x−1{E(L−1H)(L−1E−1)− (LE−1)(LH)E} (1.79)
If in this formula we substitute E for H we obtain:
DxE = 0 (1.80)
For the covariant time derivative we follow the standard construction
Dt = (∂t + ω)ψ, ω =
∑
l
ωl(x, t)Tl (1.81)
The transformation property of ω is:
ω′ = eiαωe−iα + eiα∂te
−iα (1.82)
Curvature:
The covariant derivatives have an algebraic structure as well. With the choice (1.76) for the
connection it follows from (1.74) that
12
LDxψ = qDxLψ, L−1Dxψ = q−1DxL−1ψ (1.83)
(LDt −DtL)ψ = LTψ
(L−1Dt −DtL−1)ψ = −TL−1ψ (1.84)
T is a tensor quantity:
T = (∂tE)E
−1 − (E)(L−1ω)E−1 + ω (1.85)
such that
T ′ = eiαTe−iα (1.86)
The commutator of Dt and Dx is easy to compute from (1.74) and (1.83). We find:
(DtDx −DxDt)ψ = TDxψ + λ−1x−1{LT + TL−1}ψ (1.87)
To avoid the λ−1x−1 factor we can write this term also in the form:
λ−1x−1
{LT + TL−1} = EF (LE)L (1.88)
with
F = g∂tϕ−∇ω + (L−1ω)gϕ− gϕ(Lω) (1.89)
and
E′F ′(LE′) = eiαEFLEe−iα (1.90)
The tensor T plays the role of a curvature.
Leibniz rule for covariant derivatives:
We want to learn how covariant derivatives act on products of representations. To distinguish
the representations we are going to use indices. Thus ψ and χ are two representations such that
ψ′α = (e
iα)α
βψβ , χ
′
a = (e
iα)a
bχb (1.91)
Repeated indices are to be summed. The Vielbein is a matrix object Eα
β or Ea
b, depending on
what representation it acts on.
E′α
β = (eiα)α
σEσ
ρ(L−1e−iα)ρ
β (1.92)
E′a
b = (eiα)a
sEs
r(L−1e−iα)r
b
On the product of representations it acts as follows:
Eαa
βbψβχb = Eα
βEa
bψβχb (1.93)
This gives us a chance to obtain the vielbein starting from fundamental representations. It is
left to show that such a construction leads to a unique vielbein for each representation.
To obtain the Leibniz rule we start with a scalar:
f ′ = f (1.94)
In this case the derivatives are the covariant derivatives:
Dxf = ∇f, Dtf = ∂
∂t
f, Lf = Lf, L−1f = L−1f (1.95)
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If we combine this representation with ψ we obtain
(Lfψ)α = (LE−1)αβ(Lfψ)β = (Lf)(LE−1)αβ(Lψ)β (1.96)
= Lf(Lψ)α
As a second example we treat the scalar obtained from a covariant and a contravariant repre-
sentation.
ψ′ = eiαψ , χ′ = χ− eiα (1.97)
such that
χ′ψ′ = χψ (1.98)
We take the covariant action of L on χψ:
L(χαψα) = L(χαψα) = (Lχα)(Lψα)
= (Lχσ)(LE)σ
α(LE−1)α
β(Lψ)β (1.99)
= (Lχ)α(Lψ)α
Encouraged by this result we continue with the product of two arbitrary representations:
L(ψχ)αa = (LE−1)αβab(Lψβ)(Lχb)
= (LE−1)α
β(LE−1)a
b(Lψ)β(Lχ)b (1.100)
= (Lψ)α(Lχ)a
This is the Leibniz rule for the covariant version of L. It is obvious that the same holds for
L−1:
L−1ψαχa = (L−1ψ)α(L−1χ)a (1.101)
The covariant derivative Dx can be obtained from L and L−1 according to the same argument
that led to the Leibniz rule for the derivative ∇ (1.26), we can now show that:
Dx(ψχ) = (Dxψ)(Lχ) + (L−1ψ)(Dxχ) (1.102)
or
Dx(ψχ) = (Dxψ)(L−1χ) + (Lψ)(Dxχ) (1.103)
This is the Leibniz rule for covariant derivatives.
The Leibniz rule (1.101), (1.102) and (1.103) allow us to drop the field ψ in the equations
(1.83) and (1.88) and write them as algebra relations.
LDx = qDxL, L−1Dx = q−1DxL−1
LDt −DtL = LT (1.104)
L−1Dt − DtL−1 = −TL−1
DtDx −DxDt = TDx + EF (LE)L
T plays the role of an independent tensor that is a function of the vielbein and the connection
ω. It is defined in equation (1.85). F depends on T and is defined in equation (1.88).
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In a later chapter we shall see that the vielbein can be expressed in terms of a connection Aµ
in the usual definition of a covariant derivative.
Exterior Derivative:
To define differentials we have to extend the algebra by an element dx. We assume for the
moment that there is an algebraic relation that allows us to order x and dx:
dxf(x) = a[f(x)]dx, a : Ax → Ax (1.105)
The map a has to be an automorphism of the algebra Ax
a[f(x)g(x)] = a[f(x)]a[g(x)] (1.106)
This can be seen as follows
dx f × g = a[f × g]dx (1.107)
= a[f ]dxg = a[f ]a[g]dx (1.108)
The exterior derivative d can be defined as follows:
d x = dx, d = dx∇, d2 = 0 (1.109)
From (1.11) follows:
d xm = [m]dxxm−1 (1.110)
This tells us how d acts on any field f(x) ∈ Ax.
To derive a Leibniz rule for the exterior derivative we use the Leibniz rule for the derivative
(1.26)
d fg = dx{(∇f)(L−1g) + (Lf)∇g} (1.111)
The relation (1.36) allows us to obtain a Leibniz rule for d:
d fg = (df)(L−1g) + a[Lf ]dg (1.112)
The simplest choice is:
a[f ] = f, dx x = x dx (1.113)
Then we obtain from (1.110)
d fg = (df)(L−1g) + (Lf)dg (1.114)
We could have used the Leibniz rule (1.112), then we would have obtained:
d fg = dx{(∇f)(Lg) + (L−1f)∇g} (1.115)
For a(f) defined by (1.113) this yields:
d fg = (df)(Lg) + (L−1f)dg (1.116)
A different choice for a[f ] could be
a[f ] = Lpf, p ∈ Z (1.117)
This satisfies (1.106).
The Leibniz rule (1.112) then yields
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d fg = (df)(L−1g) + (Lp+1f)(dg) (1.118)
or
d fg = (df)(Lg) + (Lp−1f)(dg) (1.119)
1.4 q-Fourier transformations
In the next chapter we will study representations of the algebra (1.1). As mentioned before we are
interested in “good” representations where the coordinates and the momenta can be diagonalized.
We also want to have explicit formulas for the change of the coordinate bases to the momentum
bases. This is the q-Fourier transformation and it turns out that the relevant transition functions
are the well known q-functions cosqx and sinqx. We are going to discuss these functions now.
It should be mentioned that in addition to quantum groups there is another reservoir of detailed
mathematical knowledge - these are the basic hypergeometric series, special example: sinq(x) and
cosq(x).
The q-Fourier transformation is based on the q-deformed cosine and sine functions that are
defined as follows:
cosq(x) =
∞∑
k=0
(−1)k x
2k
[2k]!
q−k
λ2k
(1.120)
sinq(x) =
∞∑
k=0
(−1)k x
2k+1
[2k + 1]!
qk+1
λ2k+1
the symbol [n] was defined in (1.11), and [n]! stands for:
[n]! = [n] [n− 1] · · · [1] (1.121)
[n] =
qn − q−n
q − 1q
= qn−1 + qn−3 + . . . + q−n+3 + q−n+1
These cosq and sinq functions are solutions of the equations:
1
x
(
sinq(x)− sinq(q−2x)
)
= cosq(x) (1.122)
1
x
(
cosq(x)− cosq(q−2x)
)
= −q−2 sinq(q−2x)
The cosq(x) and sinq(x) functions (1.120) are determined by these equations up to an overall
normalization. To prove this is straightforward, as an example we verify the first of the equations
(1.122)
1
x
(
sinq(x) − sinq(q−2x)
)
=
∞∑
k=0
(−1)k x
2kx
[2k + 1]!
qk+1
λ2k+1
(1− q−2(2k+1)) (1.123)
but
1− q−2(2k+1) = λ
q
q−2k[2k + 1] (1.124)
and (1.122) follows. The relations (1.122) are the analogon to the property of the usual cos
and sin functions that the derivative of sin(cos) is cos(−sin).
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The most important property of the cosq and sinq functions is that they each form a complete
and orthogonal set of functions. This allows us to formulate the q-Fourier theorem for functions
g(q2n) that are defined on the q-lattice points q2n, n ∈ Z.
g˜c(q
2ν) = Nq
∞∑
n=−∞
q2n cosq(q
2(ν+n)) g(q2n) (1.125)
g(q2n) = Nq
∞∑
ν=−∞
q2ν cosq(q
2(ν+n)) g˜c(q
2ν)
and:
∞∑
n=−∞
q2n
∣∣g(q2n)∣∣2 = ∞∑
ν=−∞
q2ν
∣∣g˜c(q2ν)∣∣2 (1.126)
The normalization constant Nq can be calculated:
Nq =
∞∏
ν=0
(
1− q−2(2ν+1)
1− q−4(ν+1)
)
, q > 1 (1.127)
Another transformation is obtained by using sinq instead of cosq:
g˜s(q
2ν) = Nq
∞∑
n=−∞
q2n sinq(q
2(ν+n)) g(q2n) (1.128)
g(q2n) = Nq
∞∑
ν=−∞
q2ν sinq(q
2(ν+n)) g˜s(q
2ν)
and
∞∑
n=−∞
q2n
∣∣g(q2n)∣∣2 = ∞∑
ν=−∞
q2ν
∣∣g˜s(q2ν)∣∣2 (1.129)
That sinq and cosq individually form a complete set of functions can be understood because
the range of x = q2n is restricted to x ≥ 0.
The orthogonality and completeness property can be stated as follows:
N2q
∞∑
ν=−∞
q2ν cosq(q
2(n+ν)) cosq(q
2(m+ν)) = q−2n δn,m (1.130)
N2q
∞∑
ν=−∞
q2ν sinq(q
2(n+ν)) sinq(q
2(m+ν)) = q−2n δn,m
That the role of n and ν can be exchanged to get the completeness (orthogonality) relations
from the orthogonality (completeness) relations is obvious.
There is also a deformation of the relation cos2 + sin2 = 1. It is:
cosq(x) cosq(qx) + q
−1 sinq(x) sinq(q
−1x) = 1 (1.131)
the general term in the cosq product is:
cosq(x) cosq(qx) =
∞∑
l,k=0
(x
λ
)2(k+l)
(−1)k+l q
l−k
[2k]! [2l]!
(1.132)
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and in the sinq product it is:
q−1 sinq(x) sinq(q
−1x) =
∞∑
l,k=0
(x
λ
)2(k+l+1)
(−1)k+l q
l−k
[2k + 1]! [2l+ 1]!
(1.133)
The terms of (1.131) that add up to a fixed power 2n of x are
(−1)n
(x
λ
)2n 1
[2n]!
2n∑
k=0
(−1)kqn−k [2n]!
[k]![2n− k]! (1.134)
For n = 0 this is one, for n = 1 it is:
−
(x
λ
)2 1
[2]
{
q − [2] + 1
q
}
= 0 (1.135)
For the general term (1.131) was proved by J.Schwenk.
In the formulas for the Fourier transformations (1.125) and (1.128) only even powers of q enter
whereas (1.131) connects even powers to odd powers. From (1.130) we see that cosq(q
2n) and
sinq(q
2n) have to tend to zero for n→ ∞. For (1.131) to hold cosq(q2n+1) and sinq(q2n+1) have
to diverge for n→∞. This behaviour is illustrated by Fig.1. and Fig.2. They show that cosq(x)
and sinq(x) are functions that diverge for x → ∞, they are not functions of L2. However, the
points x = q2n are close to the zeros of cosq(x) and sinq(x) and for n → ∞ tend to these zeros
such that the sum in (1.130) is convergent.
We can also consider cosq(x) and sinq(x) as a field, i.e. as an element of the algebra Ax. Then
we can apply ∇ to it. We use (1.18) as an expression for ∇:
∇cosq(kx) = 1
λ
1
x
{
cosq(qkx)− cosq(q−1kx)
}
(1.136)
Now we use (1.122) for the variable y = qkx and we obtain
∇cosq(kx) = −k 1
qλ
sinq(q
−1kx) (1.137)
The same can be done for sinq(kx):
∇sinq(kx) = k q
λ
cosq(qkx) (1.138)
This shows that cosq(kx) and sinq(kx) are eigenfunctions of ∇2:
∇2 cosq(kx) = − k
2
qλ2
cosq(kx) (1.139)
∇2 sinq(kx) = −k
2q
λ2
sinq(kx)
We have found eigenfunctions for the free Schroedinger equation (1.45) (V = 0). To really give
a meaning to them we have to know how to define a Hilbert space for the solutions.
1.5 Representations
In the first three chapters we have developed a formalism that is entirely based on the algebra. For
a physical interpretation we have to relate this formalism to real numbers - real numbers being
the result of measurements. This can be done by studying representations of the algebra and
adopting the interpretation scheme of quantum mechanics. Thus we have to aim at representations
where selfadjoint elements of the algebra that correspond to physical observables like position or
momentum are represented by (essentially-) selfadjoint linear operators in a Hilbert space. We
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Figure 1.1: sinq(q
n) for q = 1.1. Crosses (circles) indicate odd (even) n. For n > 8 a logarithmic
y-scale was used.
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Figure 1.2: cosq(q
n) for q = 1.1. Crosses (circles) indicate odd (even) n. For n > 8 a logarithmic
y-scale was used.
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want to diagonalize these operators, they should have real eigenvalues and the eigenvectors should
form a basis in a Hilbert space. We shall call these representations “good” representations.
The Hilbert space Hσs :
We first represent the algebra
xΛ = qΛx, x¯ = x, Λ¯ = Λ−1 (1.140)
From what was said above we can assume x to be diagonal. From (1.140) follows that with any
eigenvalue s of the linear operator x there will be the eigenvalues qns, n ∈ Z. As s is the
eigenvalue of a selfadjoint operator it is real. We shall restrict s to be positive and use −s for
negative eigenvalues. In the following we will assume q > 1.
We start with the following eigenvectors and eigenvalues:
x|n, σ〉s = σsqn|n, σ〉s (1.141)
n ∈ Z, σ = ±1, 1 ≤ s < q
The algebra (1.140) is represented on the states with σ and s fixed:
Λ|n, σ〉s = |n+ 1, σ〉s (1.142)
A possible phase is absorbed in the definition of the states. These states are supposed to form
an orthonormal basis in a Hilbert space, which we will call Hσs .
|n, σ〉s ∈ Hσs (1.143)
s〈m,σ|n, σ〉s = δn,m
This makes Λ, defined by (1.142), a unitary linear operator.
To obtain a representation of the algebra (1.1) we use formula (1.7) to represent p. We find
an irreducible representation of the x,Λ, p algebra.
p|n, σ〉s = iλ−1σ
s
q−n
{
q−
1
2 |n+ 1, σ〉s − q 12 |n− 1, σ〉s
}
(1.144)
This defines the action of p on the states of the bases (1.143). A direct calculation shows that the
linear operator p defined by (1.144) indeed satisfies the algebra (1.1) and that p is hermitean.
〈n+ 1|p|n〉 = 〈n|p|n+ 1〉 = −iλ−1q−n− 12 (1.145)
However, p is not selfadjoint. There are no selfadjoint extensions of p in the Hilbertspace
defined by (1.143) with the sign σ fixed such that ΛpΛ−1 = qp. To show this we assume p to be
selfadjoint, i.e. diagonizable with real eigenvalues and eigenstates that form a basis of the Hilbert
space (1.143). At the same time the algebra (1.1) should be represented.
p|p0〉 = p0|p0〉, |p0〉 =
∑
n
cp0n |n, σ〉s (1.146)
From the algebra follows that Λ|p0〉 and Λ−1|p0〉 are orthogonal to |p0〉 because they belong to
different eigenvalues of p.
pΛ|p0〉 = 1
q
p0Λ|p0〉 (1.147)
pΛ−1|p0〉 = qp0Λ−1|p0〉
We conclude
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〈p0|Λ|p0〉 = 〈p0|Λ−1|p0〉 = 0 (1.148)
for every eigenvalue p0 of p.
From the algebra (1.1) follows:
〈p0|
(
q
1
2xp− q− 12 px
)
|p0〉 = p0(q 12 − q− 12 )〈p0|x|p0〉 = 0 (1.149)
If there is a p0 6= 0 we find
〈p0|x|p0〉 = 0 (1.150)
Now we use the representation of |p0〉 in the |n, σ〉s basis to conclude
σ
∑
n
qn |cp0n |2 = 0 (1.151)
For fixed σ this can only be true if all the cp0n vanish. A clear contradiction.
We have shown that p as defined by (1.144) is not a selfadjoint linear operator. It does,
however, satisfy the algebra (1.1). We are now going to show that it has selfadjoint extensions. I
would like to thank Professor Schmdgen for pointing out to me that p is given by a Jacobi matrix
and thus has a selfadjoint extension. We show that there is a basis in Hσs where p is diagonal and
has real eigenvalues. We define the states:
|τpν , σ〉sI =
1√
2
Nq
∞∑
n=−∞
qn+ν
{
cosq(q
2(n+ν))|2n, σ〉s (1.152)
+τi sinq(q
2(n+ν))|2n+ 1, σ〉s
}
τ = ±1
First we prove orthogonality with the help of (1.130):
s
I〈τ ′pµ, σ| τpν , σ〉sI
=
1
2
N2q
∞∑
n=−∞
q2n+ν+µ
(
cosq(q
2(n+ν)) cosq(q
2(n+µ))
+ττ ′ sinq(q
2(n+ν)) sinq(q
2(n+µ))
)
=
1
2
δνµ(1 + ττ
′) = δνµδττ ′ (1.153)
Next we prove completeness. First we form a linear combination of the states (1.152) to be
able to use (1.130) again:
Nq
∑
n
qn+ν cosq(q
2(n+ν))|2n, σ〉s = 1√
2
{|pν , σ〉sI + | − pν , σ〉sI} (1.154)
and find
Nq
∑
ν
qm+ν cosq(q
2(m+ν))
1√
2
{|pν , σ〉sI + | − pν , σ〉sI} = |2m,σ〉s (1.155)
and similarly:
Nq
∑
ν
qm+ν cosq(q
2(m+ν))
(−i)√
2
{|pν , σ〉sI − | − pν , σ〉sI} = |2m+ 1, σ〉s (1.156)
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Thus the states of (1.152) form a basis. We finally show that they are eigenstates of p. We
have to use (1.122) and we obtain
p|τpν , σ〉sI =
1
sλq
1
2
στq2ν |τpν , σ〉sI (1.157)
these are eigenstates of p with positive and negative eigenvalues but with eigenvalues spaced by
q2. From the algebra that includes Λ as well we expect a spacing by q as was shown in (1.147).
We conclude that the selfadjoint extension of p does not represent the algebra (1.1). This is in
agreement with our previous arguments.
We can apply Λ to the state (1.152) and we obtain:
Λ|τpν , σ〉sI =
1√
2
Nq
∞∑
n=−∞
qn+ν
{
cosq(q
2(n+ν))|2n+ 1, σ〉s
+iτq−1 sinq(q
2(n+ν−1))|2n, σ〉s
}
= |τpν , σ〉sII (1.158)
This defines the states |τpν , σ〉sII . They again form a basis and are eigenstates of p
p|τpν , σ〉sII =
1
sλq
1
2
στq2ν−1|τpν , σ〉sII (1.159)
This can be shown in the same way as for the states (1.152). These states define a different
selfadjoint extension of p. Now the eigenvalues differ by a factor q from the previous eigenvalues.
We note that the sign of the eigenvalues depends on στ and it is positive and negative for σ
positive as well as for σ negative. This suggests to start from reducible representations H+s ⊕H−s
and to extend p in the reducible representations. We define
|τpν〉sI =
1√
2
{|τpν ,+〉sI + | − τpν ,−〉sI} (1.160)
=
1
2
Nq
∞∑
n=−∞
qn+ν
{
cosq(q
2(n+ν))(|2n,+〉s + |2n,−〉s)
+iτ sinq(q
2(n+ν))(|2n+ 1,+〉s − |2n+ 1,−〉s)
}
These are eigenstates of p:
p|τpν〉sI =
1
sλq
1
2
τq2ν |τpν〉sI (1.161)
They are orthogonal because the σ = +1 states are orthogonal to the σ = −1 states. By the
same analysis as for (1.155), (1.156) we obtain the states
1√
2
{|2m,+〉s + |2m,−〉s)}
and
1√
2
{|2m+ 1,+〉s − |2m+ 1,−〉s)} (1.162)
To obtain all the states in H+s ⊕H−s we add the states
|τpν〉sII =
1√
2
{|τpν ,+〉sII + | − τpν ,−〉sII} (1.163)
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=
1
2
Nq
∞∑
n=−∞
qn+ν
{
cosq(q
2(n+ν))(|2n+ 1,+〉s + |2n+ 1,−〉s)
+iτq−1 sinq(q
2(n+ν−1))(|2n,+〉s − |2n,−〉s)
}
They are eigenstates of p:
p|τpν〉sII =
1
sλq
1
2
τq2ν−1|τpν〉sII (1.164)
They allow us to obtain the states
1√
2
(|2m,+〉s − |2m,−〉s))
and
1√
2
(|2m+ 1,+〉s + |2m+ 1,−〉s)) (1.165)
by a Fourier transformation.
The states defined in (1.160) and (1.163) form a complete set of states. The states defined
in (1.160) are orthogonal by themselves as well as the states defined in (1.163). It remains to be
shown that the states defined in (1.160) are orthogonal to the states defined in (1.163). But this
is obvious because
{s〈n,+|+ s〈n,−|} {|m,+〉s − |m,−〉s} = 0 (1.166)
The states |τpν〉sI and |τpν〉sII form a basis in H+s ⊕H−s , they are eigenstates of p:
p|τpν〉sI =
1
sλq
1
2
q2ν |τpν〉sI
p|τpν〉sII =
1
sλq
1
2
q2ν−1|τpν〉sII (1.167)
and Λ is defined on them and it is unitary.
Λ|τpν〉sI = |τpν〉sII
Λ|τpν〉sII = |τpν−1〉sI (1.168)
This representation of the algebra in terms of selfadjoint linear operators x and p is irreducible
despite the fact that it has been built on the direct sum of the two Hilbertspaces H+s ⊕H−s .sshssh
A dynamics can now be formulated by defining a Hamilton operator in terms of p, x and Λ.
The simplest Hamiltonian is
H =
1
2
p2 (1.169)
We have calculated its eigenvalues and its eigenfunctions. From the analysis of the cosq(x) and
sinq(x) functions and from Fig.1. and Fig.2. we know that these states get more squeezed with
increasing energy.
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1.6 The definite integral and the Hilbert space L2q
The definite integral
Within a given representation of the algebra (1.1) a definite integral can be defined. We
consider the representation where s of eqn (1.141) is one s = 1 and σ = +1. The states we shall
denote by |n,+〉.
We define the definite integral as the difference of matrix elements of the indefinite integral
(1.30): ∫ M
N
f(x) = 〈+,M |
∫ x
f(x) |M,+〉 − 〈+, N |
∫ x
f(x) |N,+〉 (1.170)
From (1.35) follows: ∫ M
N
∇f = 〈+,M | f |M,+〉 − 〈+, N | f |N,+〉 (1.171)
We can use (1.170) for monomials to integrate power series in x:∫ M
N
xn =
1
[n+ 1]
(
qM(n+1) − qN(n+1)
)
(1.172)
or we can use (1.33) where we defined ∇−1 and take the appropriate matrix elements
〈+,M |
∫ x
f(x) |M,+〉 = 〈+,M | ∇−1f(x) |M,+〉
= λ
∞∑
ν=0
〈+,M |L2νLxf(x)|M,+〉 (1.173)
The action of L can be replaced by the operator Λ:
〈+,M |
∫ x
f |M,+〉 = λ
∞∑
ν=0
〈+,M |Λ2νLxf(x)Λ−2ν |M,+〉 (1.174)
and Λ can now act on the states:
〈+,M |
∫ x
f |M,+〉 = λ
∞∑
ν=0
〈+,M − 2ν|Lxf(x)|M − 2ν,+〉 (1.175)
This suggests treating the matrix elements for even and odd values of µ separately:
〈+, 2M |
∫ x
f |2M,+〉 = λ
M∑
µ=−∞
〈+, 2µ|Lxf(x)|2µ,+〉 (1.176)
〈+, 2M + 1|
∫ x
f |2M + 1,+〉 = λ
M∑
µ=−∞
〈+, 2µ+ 1|Lxf(x)|2µ+ 1,+〉
The definite integral (1.170) from even (odd) N to even (odd) M now finds its natural form:
∫ 2M
2N
f(x) = λ
M∑
µ=N+1
〈+, 2µ|Lxf(x)|2µ,+〉 (1.177)
∫ 2M+1
2N+1
f(x) = λ
M∑
µ=N+1
〈+, 2µ+ 1|Lxf(x)|2µ+ 1,+〉
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These are Riemannian sums for the Riemannian integral.
With the formula (1.176) it is possible to integrate x−1 as well:∫ 2M
2N
1
x
= λ(M −N) (1.178)
If we take the limit q → 1 and define x = q2M and x = q2N (1.178) approaches the formula∫ x
x
1
x
dx = lnx− lnx (1.179)
We now take the limit N → −∞, M →∞:
∫ 2M
−∞
f(x) = λ
M∑
µ=−∞
〈+, 2µ|Lxf(x)|2µ,+〉 (1.180)
∫ ∞
2M
f(x) = λ
∞∑
µ=M+1
〈+, 2µ|Lxf(x)|2µ,+〉
and ∫ ∞
−∞
f(x) = λ
∞∑
µ=−∞
〈+, 2µ|Lxf(x)|2µ,+〉 (1.181)
The factor x in the matrix element allows the sum to converge for N → −∞ for fields that do not
vanish at x = 0.
Similar formulas are obtained for µ,M odd.
The case σ = −1 can be treated analogously. From the discussions on selfadjoint operators in
the previous chapter we know that σ = +1 and σ = −1 should be considered simultaneously.
The Hilbert space L2q
The integral (1.181) can be used to define a scalar product for fields. We shall assume that
the integral exists for even and odd values of µ and for σ = +1 and σ = −1.
We define the scalar product for L2q:
(χ, ψ) =
∫
χψ =
λ
2
∞∑
µ=−∞
σ=+1,−1
σ〈σ, µ|Lx χ ψ|µ, σ〉 (1.182)
For fields that vanish at x = ±∞ we conclude from (1.171) that∫
∇(χ ψ) = 0 (1.183)
This leads to a formula for partial integration:
∫
(∇χ)(L ψ) +
∫
(L−1χ)(∇ψ) = 0 (1.184)∫
(∇χ)(L−1ψ) +
∫
(L χ)(∇ψ) = 0
From Green’s theorem follows: ∫
(∇2χ) ψ =
∫
χ (∇2ψ) (1.185)
This shows that ∇2 is a hermitean operator in L2q.
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Eigenfunctions of the operator have been obtained in (1.139) These are the functions cosq(kx)
and sinq(kx). From the discussion of these functions in chapter four we know that kx has to be
an even power of q for the functions to be in L2q. We therefore split L
2
q in four subspaces with
µ even or µ odd and σ = +1 or σ = −1.
L2q = Hµ evenσ=+1 ⊕Hµ oddσ=+1 ⊕Hµ evenσ=−1 ⊕Hµ oddσ=−1 (1.186)
The functions
Nq
(
2q
λ
1
2
) 1
2
qk cosq(xq
2k+1) (1.187)
form an orthogonal basis in Hµ evenσ=+1 . This follows from (1.130) and the definition of the scalar
product (1.182) has to be remembered. The function (1.187) belongs to the eigenvalue:
∇2 cosq(xq2k+1) = − 1
λ2
q4k+1 cosq(xq
2k+1) (1.188)
We now give a table for the various eigenfunctions:
Function Eigenvalue
Hevenσ=+1 :
Nq
√
2q
λ q
k cosq(xq
2k+1) − 1λ2 q4k+1
Nq
√
2q
λ q
k sinq(xq
2k+1) − 1λ2 q4k+3
Hoddσ=+1 :
Nq
√
2q
λ q
k cosq(xq
2k) − 1λ2 q4k−1
Nq
√
2q
λ q
k sinq(xq
2k) − 1λ2 q4k+1
For σ = −1 we obtain the same table. The cosq functions as well as the sinq functions form an
orthonormal basis in the respective subspaces of L2q. The set of eigenfunctions is overcomplete.
We conclude that ∇2 is hermitean but not selfadjoint. On any of the bases defined above a
selfadjoint extension of the operator ∇2 can be defined. The set of eigenvalues depends on the
representation.
1.7 Variational principle
Euler-Lagrange equations:
We assume that there is a Lagrangian that depends on the fields ψ, ∇L−1ψ and ψ˙. An action
is defined
W =
∫ t2
t1
dt
∫
L(ψ˙, ψ,∇L−1ψ) (1.189)
In this chapter the integrals over the algebra are taken from −∞ to +∞ if not specified differently.
The action should be stable under the variation of the fields as they are kept fixed at t1 and t2
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δψ(t1) = δψ(t2) = 0 (1.190)
The variation of the action is:
δW =
∫ t2
t1
dt
∫ {
∂L
∂ψ˙
δψ˙ +
∂L
∂ψ
δψ +
∂L
∂∇L−1ψδ∇L
−1ψ
}
(1.191)
=
∫ t2
t1
dt
∫ {
− d
dt
∂L
∂ψ˙
−∇L ∂L
∂∇L−1ψ +
∂L
∂ψ
}
δψ
The boundary terms do not contribute because of (1.190) and ψ and its variation are supposed
to vanish at infinity. The partial integration for ∇L follows from (1.27) when we use it for
(Lf)(L−1g):
∇ ((Lf)(L−1g)) = (∇Lf)(g) + f(∇L−1g) (1.192)
We obtain the Euler-Lagrange equations:
∂L
∂ψ
=
d
dt
∂L
∂ψ˙
+∇L ∂L
∂∇L−1ψ (1.193)
The Schroedinger equation (1.38) can be obtained from the following Lagrangian. The varia-
tions of ψ and ψ are independent:
W =
∫ t2
t1
dt
∫ {
iψ
∂
∂t
ψ − 1
2mq
(∇L−1ψ)(∇L−1ψ)− ψV ψ
}
(1.194)
Noether theorem:
We study the variation of the action under an arbitrary variation of the fields and the time:
t′ = t+ τ (1.195)
ψ′(t′) = ψ(t) + ∆ψ
The variation of the action is defined as usual:
∆W =
∫ t′2
t′
1
dt′
∫ 2M
2N
L(ψ˙′(t′), ψ′(t′),∇L−1ψ′(t′))−
∫ t2
t1
dt
∫
L (1.196)
First we change the t′ variable of integration to t.
dt′ = dt(1 + τ˙ )
∫ t′2
t′
1
dt′
∫ 2M
2N
L(ψ˙′(t′), ψ′(t′),∇L−1ψ′(t′)) (1.197)
=
∫ t2
t1
dt(1 + τ˙ )
∫ 2M
2N
L(ψ˙′(t+ τ)), ψ′(t+ τ),∇L−1ψ′(t+ τ))
Next we make a Taylor expansion of L in time and obtain:
δW =
∫ t2
t1
∫ 2M
2N
d
dt
τL (1.198)
+
∫ t2
t1
dt
∫ 2M
2N
L(ψ˙′(t), ψ′(t),∇L−1ψ′(t)) − L
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The variation of ψ at the same time we call δψ:
δψ = ∆ψ − τψ˙ (1.199)
and we obtain in the same way as we derived the Euler-Lagrange equations:
∆W =
∫ t2
t1
dt
d
dt
τ
∫ 2M
2N
L
+
∫ t2
t1
dt
∫ 2M
2N
{
− d
dt
∂L
∂ψ˙
−∇L ∂L
∂∇L−1ψ +
∂L
∂ψ
}
δψ (1.200)
+
∫ t2
t1
dt
∫ 2M
2N
[
d
dt
{
∂L
∂ψ˙
δψ
}
+∇
{(
L
∂L
∂∇L−1ψ
)
(L−1δψ)
}]
As a consequence of the Euler-Lagrange equation we find
∆W =
∫ t2
t1
dt
d
dt
τ
∫ 2M
2N
(
L − ∂L
∂ψ˙
ψ˙
)
−
∫ t2
t1
dtτ
∫ 2M
2N
∇
((
L
∂L
∂∇L−1ψ
)
(L−1ψ˙)
)
(1.201)
+
∫ t2
t1
dt
∫ 2M
2N
{
d
dt
(
∂L
∂ψ˙
∆ψ
)
+∇
((
L
∂L
∂∇L−1ψ
)
L−1∆ψ
)}
If we know that ∆W = 0 because (1.197) are symmetry transformations of the action we obtain
the Noether theorem
d
dt
{
τ
(
L − ∂L
∂ψ˙
ψ˙
)
+
∂L
∂ψ˙
∆ψ
}
(1.202)
+ ∇
{(
L
∂L
∂∇L−1ψ
)(
L−1∆ψ − τL−1ψ˙
)}
= 0
This equation holds for the densities because the limits of the integrations are arbitrary.
Charge conservation:
The Lagrangian (1.194) is invariant under phase transformations:
ψ′ = eiαψ, τ = 0, ∆ψ = δψ = iαψ (1.203)
For the charge density we find from (1.202) and (1.194)
− αρ = ∂L
∂ψ˙
δψ +
∂L
∂ψ˙
δψ = −αψψ (1.204)
= −αρ
For the current density
(
L
∂L
∂∇L−1ψ
)
(L−1δψ) +
(
L
∂L
∂∇L−1ψ
)
(L−1∆ψ)
= −α 1
2im
L−1
{
ψ(L∇ψ)− (L∇ψ)ψ} (1.205)
= −αj
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This agrees with the definition of ρ and j in eqn (1.50).
Energy conservation:
The action (1.194) is invariant under time translations:
t′ = t+ τ0 (1.206)
∆ψ = 0
From (1.202) we find the energy density and the density of the energy flow:
H = 1
2mq
(∇L−1ψ)(∇L−1ψ) + V ψψ (1.207)
π =
1
2m
{
(∇ψ)L−1ψ˙ + (L−1ψ˙∇ψ
}
1.8 The Hilbert space L2q
It is easy to find a representation of the algebra (1.1) in the Hilbert space L2 of square integrable
functions. The usual quantum mechanical operators in this space will be denoted with a hat:
[xˆ, pˆ] = i, xˆ = xˆ, pˆ = pˆ (1.208)
A further operator that we will use frequently is:
zˆ = − i
2
(xˆpˆ+ pˆxˆ), zˆ = −zˆ (1.209)
It has the commutation property:
xˆzˆ = (zˆ + 1)xˆ, pˆzˆ = (zˆ − 1)pˆ (1.210)
An immediate consequence of (1.210) is that the algebra (1.140) is represented by
x = xˆ, Λ = qzˆ (1.211)
x is selfadjoint and Λ is unitary.
The element p can be expressed by the formula (1.7)
p = iλ−1
(
q−
1
2 qzˆ − q 12 q−zˆ
)
xˆ−1 (1.212)
That this represents the algebra (1.1) can be easily verified with the help of (1.208). It is a
consequence of the algebraic properties of xˆ and pˆ only. Any unitary transformation of xˆ and pˆ
will not change this property.
A short calculation going through the steps:
zˆ = −ixˆpˆ− 1
2
, ixˆ−1 =
(
zˆ − 1
2
)−1
pˆ (1.213)
leads to the following representation for p:
p =
[zˆ − 12 ]
zˆ − 12
pˆ (1.214)
where we use the symbol [A]
[A] = λ−1(qA − q−A) (1.215)
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for any A.
It can be shown that p as defined in (1.214) is hermitean but not a selfadjoint operator in L2.
We now show that it is possible to define a Hilbert space where p as defined in (1.212) is
selfadjoint. We start from functions f(xˆ) that are of class C∞ on |xˆ| > 0. They form the algebra
of C∞ functions which we denote by F .
The set of functions f(xˆ) that vanish at xˆ = ±x0qn, n ∈ Z forms an ideal in F . We shall
denote this ideal by F x0±qn and introduce the factor space:
Fqx0 = F
/
(F x0+qn ∩ F x0−qn) (1.216)
We will show that the operators x,Λ and p as defined by (1.211) and (1.212) act on this factor
space, that it is possible to introduce a norm on Fqx0 , defining a Hilbert space this way and that
x and p are represented by selfadjoint operators in this Hilbert space and that Λ is unitary.
We have to show that x and Λ leave the ideals F±qn invariant. For x this is obvious, to show
it for Λ we use (1.140) and find
Λf(xˆ) = q−
1
2 f(
1
q
xˆ) (1.217)
Here we consider Λ to be represented by (1.211) acting on f ∈ F . Thus Λ transforms the zeros
of an element of Fqn into the zeros of the transformed element and this leaves the ideal invariant.
The operator p as represented by (1.212) or (1.214) is entirely expressed in terms of x and Λ and
thus leaves the ideal invariant as well.
The algebra (1.1) is now represented on Fqx0 .
Next we show that it is possible to define a scalar product on Fqx0 . Guided by (1.182) we
define:
(g, f) = λ
∞∑
n=−∞
σ=+1,−1
qn g(σqnx0)f(σq
nx0) (1.218)
This is the well known Jackson integral. It defines a norm on Fqx0 because the scalar product
(1.218) for a function of F x0±qn and any function of F is zero.
The operators x,Λ and p are now linear operators in this Hilbert space. For x it is obvious
that it is selfadjoint as it is diagonal. Let us show that Λ is unitary:
Λf(x0q
n) = q−
1
2 f(x0q
n−1), Λ−1f(x0q
n) = q
1
2 f(x0q
n+1) (1.219)
(Λg,Λf) = λ
∞∑
n=−∞
σ=+1,−1
qnq−1 g(qn−1x0)f(q
n−1x0)
= (g, f) (1.220)
We now turn to the operator p. We use the expression (1.7) for p:
p = iλ−1x−1
{
q
1
2Λ− q− 12Λ−1
}
(1.221)
and have it act on elements of F . Using (1.219) we find:
pf(x) = iλ−1x−1
{
f(
1
q
x)− f(qx)
}
(1.222)
The elements f ∈ F are considered as representants of the cosets in Fqx0 such that (1.221) is
derived by acting with the differential operator p on elements of F .
We know that sinq(x) and cosq(x) solve the eigenvalue equations of p as defined in (1.227).
this is just equation (1.122). This equation links even (odd) powers of q in the argument of cosq(x)
or sinq(x) to odd (even) powers. But we know from chapter 4 that the behaviour of cosq(q
2n+1)
30
and sinq(q
2n+1) for n → ∞ does not allow these functions to be in L2 or in the Hilbert space
defined with the norm (1.218).
To show that p has a selfadjoint extension we shall draw from our experience in chapter five.
There it was essential to split states with eigenvalues belonging to even and odd powers of q. In
chapter six (1.186) we have made the same experience.
We shall start from four ideals in F : F+q2n , F+q2n+1 , F−q2n and F−q2n+1 For x0 we again choose
x0 = 1 and drop it in the notation. The respective factor spaces we denote by F2n+ , F2n+1+ , F2n− ,
and F2n+1− .
The intersection of the ideals leads to the union of the factor spaces and we identify Fq1 with
this union.
The operator x acts on each of these factor spaces individually. The operator Λ maps F2n+(−)
onto F2n+1+(−) and vice versa. This follows from (1.219) which shows that the ideals F±q2n(F±q2n+1)
are mapped to the ideals F±q2n+1(F±q2n).
We shall distinguish functions f ∈ F as representants of F2n± and F2n+1± :
fg ∈ F2n± , fu ∈ F2n+1± (1.223)
Thus we have to read (1.218) as follows:
Λfg(u)(x) = Λf(x) = q−
1
2 f(
1
q
x) = q−
1
2 fu(g)(
1
q
x) (1.224)
The same way we have to read (1.222):
p fg(u)(x) = iλ−1x−1
{
fu(g)(
1
q
x)− fu(g)(qx)
}
(1.225)
To show that p has a selfadjoint extension we construct a basis where p is diagonal. Eqns.
(1.224) and (1.122) show that cosq(x) and sinq(x) will play the role of transition functions.
We first choose specific representatives in the spaces F2n+ and F2n+1+
Cg+(q2n)(ν) ∼ cosq(xq2ν )
Cu+(q2n+1)(ν) ∼ cosq(xq2ν+1) (1.226)
Sg+(q2n)(ν) ∼ sinq(xq2ν)
Su+(q2n+1)(ν) ∼ sinq(xq2ν+1)
We calculate according to the rule (1.225):
p Cg(ν)+ ∼ p cosq(xq2ν) = iλ−1x−1
{
cosq(xq
2ν−1)− cosq(xq2ν+1)
}
= iλ−1
1
q
sinq(q
−1x)
= iλ−1q2ν−1 sinq(xq
2ν−1)
= iλ−1q2ν−1Su(ν−1)+ (1.227)
A similar calculation shows that:
p Su(ν−1)+ = −iλ−1q2νCg(ν)+ (1.228)
The map p can now be diagonalized in the space F2n+ ∪ F2n+1+ . A set of eigenvectors are:
Cg(ν)+ ∓ iq−
1
2Su(ν−1)+ ∈ F2n+ ∪ F2n+1+ (1.229)
They belong to the eigenvalues:
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p
{
Cg(ν)+ ∓ iq−
1
2Su(ν−1)+
}
= ± 1
λq
1
2
q2ν
{
Cg(ν)+ ∓ iq−
1
2Su(ν−1)+
}
(1.230)
When we compare (1.230) with (1.157) we know how to continue. It is exactly the same
analysis as in chapter five that we have to repeat to construct a basis that consists of eigenstates
of p.
We now turn our attention to the operator p2. As a differential operator it acts on C∞
functions. Starting from the representation (1.214) for p a short calculation yields:
p2 =
4
λ2
pˆ
q + q−1 − 2 cos(xˆpˆ+ pˆxˆ)h
1 + (xˆpˆ+ pˆxˆ)
pˆ
= pˆ2 +O(h) (1.231)
q = eh.
We can consider h as a coupling constant and expand p2 at pˆ2. Thus we could consider a
Hamiltonian:
H =
1
2
p2 =
1
2
pˆ2 +O(h) (1.232)
We would find that H is not a selfadjoint operator in L2. It is, however, a selfadjoint operator
on the space Fq equipped with the norm (1.218). Its eigenvalues are 12qλq4ν and 12qλq4ν+2. The
eigenstates are the same as the eigenstates of p.
A final remark on the representation of p and Λ on the space Fq. Both can be viewed as a
linear mapping of Fq into Fq in very much the same way as a vector field is a linear mapping of
C∞ into C∞. The derivative property of a vector field is changed, however. The operator Λ acts
group like:
Λfg = (Λf)(Λg) (1.233)
and p acts with the Leibniz rule:
pfg = (pf)(Λg) + (Λ−1)(pg) (1.234)
They form an algebra:
(Λp− qpΛ)f = 0 (1.235)
1.9 Gauge theories on the factor spaces
The usual gauge transformations on wave functions ψ(xˆ, t)
ψ′(xˆ, t) = eiα(xˆ,t)ψ(xˆ, t) (1.236)
α(xˆ, t) = g
∑
l
αl(xˆ, t)Tl
define a gauge transformation on Fq as well. We want to show that there are covariant expressions
for x,Λ and p that reduce to x,Λ and p for g = 0.
The operator x by itself is obviously covariant and acts on Fq.
A covariant expression of Λ is obtained by replacing the canonical momentum in (1.211) by
the covariant momentum
pˆ→ pˆ− gAl(xˆ, t)Tl (1.237)
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where AlTl transforms in the usual way:
A′lTl = e
iαAlTle
−iα − i
g
eiα ∂ e−iα (1.238)
This leads to the expression
Λ˜ = q−ixˆ(pˆ−gA
lTl)−
1
2 (1.239)
It is certainly true that
Λ˜′ = eiα(xˆ,t)Λ e−iα(xˆ,t) (1.240)
because it is true for any power of the covariant derivative pˆ− gAlTl. Thus:
Λ˜′ψ′(xˆ, t) = eiα(xˆ,t)Λ˜ψ(xˆ, t) (1.241)
We have to show that Λ˜ is defined on Fq. This will be the case if Λ˜ leaves the ideals F±qn
invariant. We adapt the notation of (1.73) and define:
E−1 = qixˆpˆ+
1
2 Λ˜ = qixˆpˆq−ixˆ(pˆ−gA
lTl) (1.242)
E = qixˆ(pˆ−gA
lTl)q−ixˆpˆ
As a consequence of the Baker-Campbell-Hausdorff formula E can be written in the form
E = qialT
l
(1.243)
where a is a functional of A and its space derivatives. Thus E acts on Fq.
E was defined such that
Λ˜ = ΛE−1(xˆ) (1.244)
This shows that Λ˜ acts on Fq as E−1 and Λ do so.
Formula (1.242) can be used to compute a in (1.243) explicitely. We make use of the time
dependence in A(xˆ, t) and compute the expression E ∂∂tE
−1 first with E in the form (1.243) and
then with E in the form (1.242) and compare the result. We demonstrate this for the abelian case:
E
∂
∂t
E−1 =
∂
∂t
− i ∂
∂t
ah, q = eh (1.245)
Now the second way:
E
∂
∂t
E−1 = qixˆ(pˆ−gA)
∂
∂t
q−ixˆ(pˆ−gA) (1.246)
=
∂
∂t
+
[
−igxˆAh, ∂
∂t
]
+
1
2
[
ixˆ(pˆ− gA)h,
[
−igxˆAh, ∂
∂t
]]
+ . . .
=
∂
∂t
+ ighxˆA˙+
1
2
h2gxˆ
∂
∂xˆ
(igxˆA˙) + . . .
+
1
n!
hn(xˆ
∂
∂xˆ
)n−1(igxˆA˙) + . . .
This can be written in a more compact way:
E
∂
∂t
E−1 =
∂
∂t
+
qxˆ
∂
∂xˆ − 1
xˆ ∂∂xˆ
ig
∂
∂t
xˆA (1.247)
A comparison of (1.247) and (1.245) shows that
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a = −g q
xˆ ∂
∂xˆ − 1
hxˆ ∂∂xˆ
xˆA (1.248)
In an expansion in xˆ ∂∂xˆ of (1.248) there is never a negative power. Another way of writing (1.248)
is:
a = −g q
−
1
2Λ−1 − 1
hxˆ ∂∂xˆ
xˆA (1.249)
= −gh−1(q− 12Λ−1 − 1)∂−1x A(xˆ, t)
In this form it is obvious that a has the right transformation property such that E transforms as
in (1.71).
We show the transformation law in the non-abelian case for E as well:
E(xˆ) = qixˆ(pˆ−gA
l(xˆ)Tl)q−ixˆpˆ (1.250)
E′(xˆ) = qixˆ(pˆ−gA
′l(xˆ)Tl)q−ixˆpˆ (1.251)
= eiα(xˆ)qixˆ(pˆ−gA
l(xˆ)Tl)e−iα(xˆ)q−ixˆpˆ
= eiα(xˆ)E(xˆ)e−iα(qxˆ)
This agrees with (1.61)-
It is now obvious how to define the covariant version of p
p˜ = iλ−1xˆ−1(q
1
2 Λ˜− q− 12 Λ˜−1) (1.252)
This is covariant under gauge transformations, it has the property that p˜ → p for g → 0 and
it is defined on Fq.
The gauge covariant differential operators Λ˜, p˜ and Dt acting on time dependent elements of
Fq form an algebra. This is the algebra (1.104). We can now express the tensor T through the
vector potential A1 = A, −igA0 = ω
T = −E(∂tE−1)− igA0 + igE(Λ−1A0)E−1 (1.253)
The first expression we have calculated in (1.246) for an abelian gauge group. We now compute
T for an abelian gauge group:
T =
1
xˆ ∂∂xˆ
ig
{
(Λ−1 − 1)xˆ
(
− ∂
∂t
A1 +
∂
∂xˆ
A0
)}
(1.254)
We see that the curvature T is a functional of the usual curvature F :
F =
∂
∂xˆ
A0 − ∂
∂t
A1 (1.255)
and its space derivatives
T = ig(Λ−1 − 1)∂−1x F (1.256)
For the non-abelian case the calculations are more involved and as I have not done them I have
to leave them to the reader.
34
Bibliography
[1] G. Gaspar, M. Rahman, Basic Hypergeometric Series, Cambridge University Press, Cam-
bridge, 1990
[2] K. Schmuedgen, Unbounded Operator Algebras and Representation Theory, Berin, 1990.
[3] N.N. Lebedev, Special Functions and their Appliations, Prentice Hall, 1965.
[4] J. Schwenk, J. Wess, A q-deformed Quantum Mechanical Toy Model, Phys. Lett. B 291:273–
277, 1992.
[5] A. Hebecker, S. Schreckenberg, J. Schwenk, W. Weich, J. Wess, Representations of a q-
deformed Heisenberg Algebra, Z. Phys. C 64:355–359, 1994.
[6] M. Fichtmu¨ller, A. Lorek, J.Wess, q-Deformed phase space and its lattice structure. Z. Phys.
C 71: 533 1996.
[7] B. L. Cerchiai, R. Hinterding, J. Madore, J. Wess, A calculus based on a q-deformed Heisen-
berg Algebra, Eur. Phys. J. C 8: 547, 1999.
[8] J. Schwenk, Fourier transformations for the q-deformed Heisenberg Algebra, Varenna 1994,
Quantum Groups and their Applications in Physics IOS Press 1996.
[9] T. H. Koornwinder, R. F. Swarttouw, On q-Analogues of the Fourier and Hankel Transforms,
Trans. AMS 333, 445- 461, 1992.
[10] K. Schmuedgen, Operator Representations of a q-deformed Heisenberg Algebra, Eur. Phys.
J. C 5: 553–566, 1998.
[11] A. Lorek, A. Ruffing, J Wess, A q-deformation of the Harmonic Oscillator, Z.Phys. C 74:369,
1997.
[12] A. J. Macfarlane, On q-analogues of the quantum harmonic oscillator and quantum group
SUq(2), J. Phys. A 22: 4581 1989.
[13] L. C. Biedenharn, The quantum group SUq(2) and a q-analogue of the boson operators, J.
Phys. A 22: L837, 1989.
[14] R. Dick, A. Pollok-Narayanan, H. Steinacker, J. Wess, Convergent Perturbation Theory for
a q-deformed Anharmonic Oscillator, Eur. Phys. J.C 6: 701, 1999.
[15] A. Lorek, J. Wess, Dynamical symmetries in q-deformed quantum mechanics, Z.Phys. C
67:671, 1995.
[16] A. Kempf, S. Majid, A q-deformation of the Harmonic Oscillator, J. Math. Phys. 35:6802,
1994.
[17] B.L. Cerchiai, R. Hinterding, J. Madore, J. Wess, The geometry of a q-deformed phase space,
Eur. Phys. J. C 8:533, 1999.
35
[18] R. Hinterding, J. Wess, q-deformed Hermite Polynomials in q-QuantumMechanics, Eur. Phys.
J. C 6: 183, 1999.
36
Chapter 2
q-Deformed Heisenberg algebra in
n dimensions
2.1 SLq(2), Quantum groups and the R-matrix.
Let me first present a simple example of a quantum group, SLq(2). This will allow me to exhibit
the mathematical structure of quantum groups and at the same time I can demonstrate why a
physicist might get interested in such an object.
Take a two by two matrix with entries a, b, c, d:
T =
(
a b
c d
)
(2.1)
If the entries are complex numbers or real numbers and if the determinant is not zero T will be
an element of GL(2, C) or GL(2, R).
For GLq(2) we demand that the entries a, b, c, d are elements of an algebra A which we define
as follows: We take the free associative algebra generated by 1, a, b, c, d and divide by the ideal
generated by the following relations:
ab = qba
ac = qca
ad = da+ λbc (2.2)
bc = cb
bd = qdb
cd = qdc
q is a complex number, q ∈ C, q 6= 0 and λ = q − q−1.
In the algebra A we allow formal power series.
A direct calculation shows that
detqT = ad− qbc (2.3)
is central, it commutes with a, b, c and d. If detqT 6= 0 we call T an element of GLq(2), if detqT = 1,
T will be an element of SLq(2).
So far for the definition of SLq(2). It looks quite arbitrary; by what follows, however, it will
become clear that the relations (2.2) have been chosen carefully such that the algebra A has some
very nontrivial properties.
The relations (2.2) allow an ordering of the elements a, b, c, d. We could decide to write any
monomial of degree n as a sum of monomials an1bn2cn3dn4 with n = n1 + n2 + n3 + n4. We could
have chosen any other ordering, e.g. bm1am2dm3cm4 , n = m1 +m2 +m3 +m4. Moreover, the
monomials in a given order are a basis for polynomials of fixed degree (Poincare´-Birkhoff-Witt).
The relations depend on a parameter q and for q = 1 the algebra becomes commutative. In
this sense we call the quantum group GLq(2) a q deformation of GL(2, C).
That the Poincare´-Birkhoff-Witt property is far from being trivial can be demonstrated by the
following example. Consider an algebra freely generated by two elements x, y and divided by the
ideal generated by the relation yx = xy + x2 + y2. If we now try to order y2x in the xy ordering
we find x3 + y3 + x2y + xy2 = 0 The polynomials of third degree in the x, y ordering are not
independent. This algebra does not have the Poincare´-Birkhoff-Witt property.1
That our algebra A has the Poincare´-Birkhoff-Witt property follows from the fact that it can
be formulated with the help of an Rˆ matrix and that this matrix satisfies the quantum Yang
Baxter equation.
Let me introduce the concept of an Rˆ matrix. The relation (2.2) can be written in the form
RˆijklT
k
rT
l
s = T
i
kT
j
lRˆ
kl
rs (2.4)
The indices take the value one and two, repeated indices are to be summed, T ij stands for a, b, c, d
in an obvious assignment and Rˆ is the following 4 by 4 matrix
Rˆ =

q 0 0 0
0 λ 1 0
0 1 0 0
0 0 0 q
 (2.5)
The rows and columns of Rˆ are labelled by 11, 12, 21 and 22.
As an example:
Rˆ12ijT
i
2T
j
2 = T
1
iT
2
jRˆ
ij
22
becomes
λT 12T
2
2 + T
2
2T
1
2 = qT
1
2T
2
2
or
λbd+ db = qbd→ bd = qdb
The relations (2.4) are called RˆTT relations. They are 16 relations that reduce to the 6 relations
of eq. (2.2). This of course is due to particular properties of the Rˆ matrix (2.5). We could start
from an arbitrary Rˆ matrix, but then the RˆTT relations might have T = 1 and 0 as the only
solutions. If on the other hand we take Rˆ to be the unit matrix Rˆijkl = δ
i
kδ
j
l , there would be no
relation for abcd. If Rˆijkl = δ
i
lδ
j
k all elements of the T matrix would commute. The art is to find
an Rˆ matrix that guarantees the Poincare´ Birkhoff Witt property, in this case for polynomials in
a, b, c, d.
In any case, the existence of an Rˆ matrix has far-reaching consequences. E.g. from the RˆTT
relations follows:
Rˆi1i2 j1j2(T
j1
r ⊗ T rk1) · (T j2s ⊗ T sk2)
= Rˆi1i2 j1j2T
j1
rT
j2
s ⊗ T rk1T sk2
= T i1j1T
i2
j2Rˆ
j1j2
rs ⊗ T rk1T sk2
= (T i1r ⊗ T rl1) · (T i2s ⊗ T sl2)Rˆl1l2k1k2
This shows that we can define a co-product:
∆T jl = T
j
r ⊗ T rl (2.6)
It is compatible with the RˆTT relations:
Rˆijkl∆T
k
r∆T
l
s = ∆T
i
k∆T
j
lRˆ
kl
rs (2.7)
1This example has been shown to me by Phung Ho Hai (thesis).
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This co-multiplication is an essential ingredient of a Hopf algebra. Another one is the existence of
an inverse (antipode). We have already seen that detqT is central. We can enlarge the algebra by
the inverse of detqT . Then it is easy to see that
T−1 =
1
detqT
(
d, − 1q b
−qc, a
)
(2.8)
is the inverse matrix of T .
We have now learned that a quantum group is a Hopf algebra, it is a q-deformation of a group
and it has an Rˆ matrix associated with it.
We continue by studying the Rˆ matrix (2.5) in more detail. It is an easy exercise to verify that
it satisfies the characteristic equation:
(Rˆ− q)(Rˆ + 1
q
) = 0 (2.9)
The matrix Rˆ has q and − 1q as eigenvalues. The projectors that project on the respective
eigenspaces follow from the characteristic equation:
A = − q
1 + q2
(Rˆ− q) S = q
1 + q2
(Rˆ +
1
q
) (2.10)
A is a deformation of an antisymmetrizxer and S of a symmetrizer. The normalization is such
that:
A2 = A, S2 = S, AS = SA = 0. 1 = S +A, Rˆ = qS − 1
q
A (2.11)
The Rˆ matrix approach can be generalized to n dimensions. The n2 by n2 Rˆ matrix for the
quantum group GLq(n) is:
Rˆjikl = δ
i
kδ
j
l [1 + (q − 1)δij ] + (q −
1
q
)θ(i− j)δjkδil (2.12)
where θ(i− j) = 1 for i > j and θ(i− j) = 0 for i ≤ j. The RˆTT relations (2.4) now refer to
an n× n matrix T . There are n4 relations for the n2 entries of T . It can be shown that the thus
defined T matrix has the Poincare´-Birkhoff-Witt property. Comultiplication is defined the same
way as by (2.6) and the Rˆ matrix satisfies the same characteristic equation (2.10). This leads to
the projectors A and S in the n-dimensional case as well.
The Rˆ-matrices (2.5, 2.12) are symmetric:
Rˆabcd = Rˆ
cd
ab (2.13)
In such a case, the transposed matrix T˜ :
T˜ ab = T
b
a (2.14)
will also satisfy the RTT relations (2.4)
T˜ acT˜
b
dRˆ
cd
ef = T
c
aT
d
bRˆ
ef
cd
= T eiT
f
jRˆ
ij
ab = Rˆ
ab
ij T˜
i
eT˜
j
f (2.15)
Therefore T˜ ∈ GLq(n), if T ∈ GLq(n). It then has an inverse T˜−1:
T˜−1 aiT˜
i
b = δ
a
b , T˜
a
iT˜
−1 i
b = δ
a
b (2.16)
In general, (for q 6= 1), however, T˜−1 6= T˜−1. For n = 2:
T˜−1 =
1
detqT
(
d − 1q c
−qb a
)
, T˜−1 =
1
detqT
(
d −qc
− 1q b a
)
. (2.17)
(
q2 0
0 1
) (
d − 1q c
−qb a
) ( 1
q2 0
0 1
)
=
(
d −qc
− 1q b a
)
(2.18)
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2.2 Quantum planes
After having defined the algebraic structure of a quantum group we are interested in its comodules.
Such comodules will be called quantum planes.
Let the matrix T satisfy RˆTT relations of the type (2.4) with some general matrix Rˆ and let
T co-act on a n-component “vector” as follows:
ω(xi) = T ik ⊗ xk (2.19)
This defines a contravariant vector.
We ask for an algebraic structure of the quantum plane that is compatible with the co-action
(2.19).
From the RˆTT relations follows that for any polynomical P(Rˆ) it is true that:
P(Rˆ)ijklT krT ls = T ikT jlP(Rˆ)klrs (2.20)
As a consequence, any relation of the type
P(Rˆ)ijklxkxl = 0 (2.21)
implies
P(Rˆ)ijklω(xk)ω(xl) = 0 (2.22)
We shall say that the relation (2.21) is covariant.
A natural definition of an algebraic structure is:
P ijA klx
kxl = 0 (2.23)
if PA, the “antisymmetrizer”, can be obtained as a polynomial in the Rˆ matrix. This then
generalizes the property that the coordinates of an ordinary space commute and (1.42) is covariant.
For GLq(n) the most general polynomial of Rˆ is of degree one and from (1.10) we know that
(2.23) becomes:
xixj =
1
q
Rˆijklx
kxl (2.24)
In two dimensions, this reduces to the condition:
x1x2 = qx2x1 (2.25)
The relations (2.24) can be generalized to the case of two or more copies of quantum planes,
for instance (x1, x2) and (y1, y2). The relations
xiyj =
κ
q
Rˆijkly
kxl (2.26)
are consistent, i.e. they have the Poincare´ -Birkhoff-Witt property for arbitrary κ, κ 6= 0 and they
are covariant. For n = 2 the relations (2.26) are
x1y1 = κy1x1
x1y2 =
κ
q
y2x1 +
κ
q
λy1x2 (2.27)
x2y1 =
κ
q
y1x2
x2y2 = κy2x2
Consistency can be checked explicitely:
x1(y1y2 − qy2y1) = κy1x1y2 − qκ(1
q
y2x1 +
1
q
λy1x2)y1 = κ2(
1
q
y1y2 − y2y1)x1 (2.28)
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Taking x1 through the y relations does not give rise to new relations. Similar for all third or-
der relations and then, by induction, we conclude that (2.27) does not generate new higher order
relations and therefore the Poincare´ -Birkhoff-Witt property holds.
We can do this more systematically if we start from a general Rˆ matrix as we did at the
beginning of this chapter. We consider three copies of quantum planes, x, y and z. Covariant
relations are:
xy = Rˆyx, yz = Rˆzy, xz = Rˆzx (2.29)
(indices as in (2.26)). We demand that a reordering of xyz to zyx should give the same result,
independent of the way we achieve this reordering. There are two “independent” ways to do it.
The first one starts by changing first xy: xyz → yxz → yzx → zyx, the second one by changing
first yz: xyz → xzy → zxy → zyx.
The result should be the same. This leads to an equation on the Rˆ matrix that is called
Quantum Yang-Baxter equation. It can easily be formulated by introducing n3 by n3 matrices:
Rˆ12
(i)
(j) = Rˆ
i1i2
j1j2δ
i3
j3 (2.30)
and
Rˆ23
(i)
(j) = δ
i1
j1Rˆ
i2i3
j2j3 (2.31)
The Yang-Baxter equation that follows from the independence of the reordering then is:
Rˆ12Rˆ23Rˆ12 = Rˆ23Rˆ12Rˆ23 (2.32)
These are n6 equations for n4 independent entries of the Rˆ-matrix. It can be checked that the
Rˆ-matrices (2.5) and (2.12) do satisfy the Yang-Baxter equation.
A direct consequence of (2.32) is
P(Rˆ12)Rˆ23Rˆ12 = Rˆ23Rˆ12P(Rˆ23) (2.33)
where P(Rˆ12) is any polynomial in Rˆ12, e.g. a projector P12 or Rˆ12−1.
We now use (2.32) to discuss relations of the type (2.28) more systematically:
PA23xyy =
κ
q
PA23Rˆ12yxy
=
κ2
q2
PA23Rˆ12Rˆ23yyx =
=
κ2
q2
Rˆ12Rˆ23PA12yyx.
Thus the relation (2.26) is consistent with the xx and yy relations (2.21) if Rˆ satisfies the Yang-
Baxter equation.
For the Rˆ-matrix (2.32) becomes
RˆabαβRˆ
βc
γtRˆ
αγ
rs = Rˆ
bc
αβRˆ
aα
rγRˆ
γβ
st (2.34)
It is interesting to note that this relation expresses the fact that the n× n matrices tαγ
(tαγ)ab = Rˆ
aα
γb (2.35)
- where a, b label the n rows and n columns respectively and α, γ label n2 matrices - represent a
solution of the RˆTT relations. With the notation (2.35) eqn. (2.34) takes the form
tbαt
c
γRˆ
αγ
rs = R
bc
αβt
α
rt
β
s (2.36)
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where the ts are multiplied matrixwise.
The inverse of Rˆ12 or Rˆ23 is Rˆ
−1
12 or Rˆ
−1
23. With Rˆ the matrix Rˆ
−1 will satisfy the Yang-
Baxter equation as well. Thus we could have used Rˆ−1 in (2.26) as well.
We now try to define a covariant transformation law:
ω(yi) = S
l
i ⊗ yl (2.37)
such that
ω(ylx
l) = 1⊗ ylxl (2.38)
This leads to
S = T−1 (2.39)
Thus a covariant quantum plane exists if we can define T−1. Covariant relations for this quantum
plane are of the form where P is a projector
yaybP
ba
lm = 0 (2.40)
Note the position of the indices.
ω(yayb)P
ba
lm = T
−1r
aT
−1s
b ⊗ yrysP balm
= P srabT
−1b
mT
−1a
l ⊗ yrys = 0
The second step follows from the RTT relations (2.4).
It is possible to define covariant and consistent relations between the covariant and contravari-
ant quantum planes. We start from the Ansatz:
xryl = Γ
mr
sl ymx
s (2.41)
Covariance means that
ω(xryl) = T
r
sS
m
l ⊗ xsym = T rsSml ⊗ Γnstmynxt
= Γmrsl S
n
mT
s
t ⊗ ynxt (2.42)
or:
T raS
b
lΓ
ca
db = Γ
sr
tl S
c
sT
t
d
T abT
c
dΓ
bd
sr = Γ
ac
dbT
d
sT
b
r
(2.43)
This is the condition for covariance. Now we have to prove consistency.
0 = P abcdx
cxdyl = P
ab
cdΓ
ed
flx
cyex
f
= P abcdΓ
ed
flΓ
kc
meykx
mxf (2.44)
= ΓkaαβΓ
βc
γlP
αγ
mfykx
mxf
For the last step we have to use the Yang-Baxter equation (2.32) for Γ and that P is a polynomial
in Γ.
Thus Γ has to be a solution of the Yang-Baxter equation such that the ΓTT relations hold
for T s defined by the RˆTT relations (2.4). In general there might be several such solutions. Any
such solution Γ can be decomposed into projectors on the invariant subspaces - this follows from
covariance. We know that with Rˆ, Rˆ−1 will always be a solution as well.
If we use Γ = qRˆ−1 we find that ylx
l is central, it commutes with all xs and yr.
Another way to define a covariant transformation law is:
ω(yˆl) = Sˆ
k
l ⊗ yˆk (2.45)
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and require that:
ω(xlyˆl) = 1⊗ xlyˆl (2.46)
This leads to:
Sˆ = ˜˜T−1 (2.47)
with the notation of (2.14).
A similar analysis as above shows that
yˆlx
k = Γkrls x
syˆr (2.48)
is consistent and covariant. Γ again might be any solution of the Yang-Baxter equation that can be
decomposed into covariant projectors. Compare the position of the matrices in (2.48) and (2.41).
yˆayˆbP
ba
lm = 0 (2.49)
is covariant again.
If we reorder x and y by (2.41) we can relate (2.39) and (2.47). If χ is the inverse matrix of Γ
χarbsΓ
ms
lr = δ
a
l δ
m
b (2.50)
we find:
yax
b = χbralx
lyr (2.51)
and, therefore
yax
a = χaral x
lyr = x
lyˆl (2.52)
Thus
yˆl = χ
ar
al yr, χ
r
l = χ
ar
al (2.53)
has to transform with Sˆ as in (2.45). A direct calculation for SLq(2) shows that this is consistent
with (2.17). We have ˜˜T−1 = χ−1T−1χ (2.54)
The change from (2.37) to (2.45) can be achieved by a linear change of the basis in the quantum
plane.
If, for SLq(2) we start from Γ = Rˆ in (2.41) we find from (2.53) that in (2.48) the respective
Γ is Γ = Rˆ−1. Thus by a direct computation from
xryl = Rˆ
mr
sl ymx
s (2.55)
it follows
yˆax
b = (Rˆ−1)bcadx
ayˆc (2.56)
2.3 Quantum derivatives
Another algebraic structure on co-modules is obtained by generalizing the Leibniz rule of deriva-
tives:
∂
∂xi
xj = δji + x
j ∂
∂xi
(2.57)
We demand that the algebra generated by the elements of the quantum plane algebra xi and the
derivatives ∂i, divided by proper ideals, has the Poincare´-Birkhoff-Witt property.In addition we
shall show that there is an exterior differential calculus based on these quantum derivatives.
We start with an Ansatz:
∂ix
j = δji + C
jk
il xk∂
l (2.58)
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It allows arbitrary coefficients Cjkil that should take care of the noncommutativity of the space.
Covariance and the PBW requirement will determine the n2 × n2 matrix C to a large extent.
Covariance will be achieved by requiring ∂i to transform covariantly:
ω(∂i) = Sˆ
l
i ⊗ ∂l. (2.59)
This leads to certain conditions on C which we derive now:
ω(∂ix
j) = SˆliT
j
k ⊗ ∂lxk
= SˆliT
j
k ⊗ {δkl + Ckmln xn∂m}
ω(δji + C
jk
il x
l∂k) = δ
j
i + C
jk
il T
l
nS
m
k ⊗ xn∂m
Equating these expressions yields:
SˆliT
j
kC
km
ln = C
jk
il T
l
nSˆ
m
k and Sˆ
j
aT
b
j = δa
b, T jaSˆ
b
j = δa
b (2.60)
Thus Sˆ is as in (2.45). As a further consequence of (2.60):
CabcdT
c
rT
d
s = T
a
cT
b
dC
cd
rs (2.61)
Eqn. (2.61) can be satisfied if C is a polynomial in Rˆ. To guarantee covariance such a
polynomial has to be a combination of projectors:
C =
∑
all projectors
clPl (2.62)
Next we demand consistency with the algebraic relations for the quantum plane:
PA
ab
cdx
cxd = 0 (2.63)
PA is the antisymmetrizer. We compute
∂iPA
ab
cdx
cxd = (2.64)
(PA
ab
ij + PA
ab
cdC
cd
ij)x
j + PA
ab
cdC
cr
imC
ds
rnx
mxn∂s
Consistency requires that this expression should be zero. There are two equations to be satis-
fied. The first one is:
PA + PAC = 0 (2.65)
From (2.65) follows:
C = −PA +
∑
symmetric projectors
clPl (2.66)
The second equation that we obtain is more difficult to analyse. We realize that the last term
in eqn (2.64) can be written as follows
(PA12C23C12)
α1α2α3
β1β2β3x
β2xβ3∂α3
Here we use the notation of (2.30), (2.31). If we manage to carry PA to the right hand side as a
PA23, then PA would act on: x
β2xβ3 and give zero. This hints at the structure of a Yang-Baxter
equation:
PA12C23C12 = C23C12PA23 (2.67)
If C is a solution of the Yang-Baxter equation:
C12C23C12 = C23C12C23 (2.68)
44
then it would be true that for any polynomial P(C) we would have:
P(C)12C23C12 = C23C12P(C)23. (2.69)
We conclude that if C has the structure given in eqn(2.66) and if coefficients cl can be found
such that C satisfies the Yang-Baxter equation and if all the cl 6= −1 ( so that we can write the
projector PA as a polynomial in C) then the derivative defined in (2.58) is consistent with the
quantum plane relations (2.63). This is the case for SLq(n). There we have eqn (2.66):
Rˆ = qS − 1
q
A, Rˆ−1 =
1
q
S − qA
and therefore:
C = qRˆ or C−1 =
1
q
Rˆ−1. (2.70)
There are two solutions that have the desired properties.
We conclude that
∂ix
j = δji + qRˆ
jk
ilx
l∂k (2.71)
or
∂ˆix
j = δji +
1
q
Rˆ−1jkilx
l∂ˆk (2.72)
are two possibilities to define a covariant derivative on a quantum plane consistent with the defining
relations of SLq(n) quantum planes.
In general, if there are consistent and covariant derivatives, i.e. if we can find a matrix Cabcd
that satisfies the Yang-Baxter equation and that has the decomposition in projectors (2.66), then
C−1 = −PA +
∑
sym.
c−1l Pl (2.73)
has the same properties and we have two possibilities to define covariant derivatives.
To complete the algebra we have to find the ∂∂ relations. To this end we compute:
∂j∂ix
axb = δai δ
b
j + C
ab
ij + ...
The unit δai δ
b
j has a projector decomposition:
1 = PA +
∑
sym.
Pl
Combining this with (2.66) we find
∂j∂ix
axb =
∑
sym.
(cl + 1)Pl
ab
ij + ...
and we conclude that it would be consistent to demand
∂j∂iPA
ij
rs = 0. (2.74)
This is a covariant condition and we can show by an argument similar to the one that followed
eqn (2.64) that (2.74) is consistent with (2.71), including all the terms that have been indicated
by dots.
We summarize
PA
ab
cdx
cxd = 0 (2.75)
∂a∂bPA
ba
cd = 0
∂ax
b = δba + C
bc
adx
d∂c
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and
C = −PA +
∑
sym.
clPl (2.76)
C12C23C12 = C23C12C23
It defines a covariant and consistent algebra. The matrix C can be replaced by C−1 and we again
obtain a covariant and consistent algebra.
∂ˆa∂ˆbPA
ba
cd = 0 (2.77)
∂ˆax
b = δba + C
−1bc
adx
d∂ˆc
We can consider the algebra generated by x, ∂ and ∂ˆ. A similar argument that led to (2.74)
shows that
∂ˆa∂b = C
cd
ba∂d∂ˆc (2.78)
is a consistent and covariant condition.
Let me list the relations for the algebra based on the Rˆ matrix (2.61), i.e. for SLq(2):
xixj =
1
q
Rˆijklx
kxl : (2.79)
x1x2 = qx2x1
∂ix
j = δji + qRˆ
jk
il x
l∂k : (2.80)
∂1x
1 = 1 + q2x1∂1 + qλx
2∂2
∂1x
2 = qx2∂1
∂2x
1 = qx1∂2
∂2x
2 = 1 + q2x2∂2
∂a∂b =
1
q
∂c∂dRˆ
dc
ba : (2.81)
∂1∂2 =
1
q
∂2∂1
∂ˆix
j = δji +
1
q
Rˆ−1jkilx
k∂l : (2.82)
∂ˆ1x
1 = 1 +
1
q2
x1∂ˆ1
∂ˆ1x
2 =
1
q
x2∂ˆ1
∂ˆ2x
1 =
1
q
x1∂ˆ2
∂ˆ2x
2 = 1 +
1
q2
x2∂ˆ2 − λ
q
x1∂ˆ1
∂ˆa∂ˆb =
1
q
∂ˆc∂ˆdRˆ
dc
ba : (2.83)
∂ˆ1∂ˆ2 =
1
q
∂ˆ2∂ˆ1
∂ˆa∂b = qRˆ
cd
ba∂d∂ˆc :
∂ˆ1∂1 = q
2∂1∂ˆ1
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∂ˆ1∂2 = q∂2∂ˆ1
∂ˆ2∂1 = q∂1∂ˆ2 + λq∂2∂ˆ1
∂ˆ2∂2 = q
2∂2∂ˆ2
There is an exterior differential calculus based on these quantum derivatives . We introduce
differentials and as a generalization of the anticommutativity of ordinary differentials we demand:
PS
ab
cddx
cdxd = 0 (2.84)
and as usual:
d = dxi∂i (2.85)
d2 = 0, d(fg) = (df)g + fdg, ddxi = −dxid (2.86)
We can make use of (2.84) and (2.85) to find relations for x and dx. We start with an Ansatz:
xidxj = Oijksdx
kxs (2.87)
Acting with d on this equation yields:
dxidxj = −Oijksdxkdxs
We combine this with (2.84) and obtain
(1 +O) =
∑
sym.
clPl
and in turn:
O = −PA +
∑
sym.
(cl − 1)Pl (2.88)
Next we evaluate the equation:
d · xi = dxi + xid
dxl∂lx
i = dxi + xidxl∂l
dxlCirlsx
s∂r = O
ir
lsdx
lxs∂r
We conclude:
Oirls = C
ir
ls (2.89)
This is consistent with (2.88).
We could also have derived the exterior algebra:
PA
ij
klx
kxl = 0 (2.90)
PS
ij
kldx
kdxl = 0
xidxj = Cijkldx
kxl
from consistency arguments and the properties of the differential as given by (2.86). The derivatives
and their properties then would have followed from (2.85). For our purpose, however, the existence
of derivatives and their properties is more essential. That there is an exterior calculus with all the
properties (2.86) - especially the unchanged Leibniz rule - is a pleasant surprise.
We can now deal with the entire algebra generated by xi, dxj , ∂l and divided by the respective
ideals. For this purpose the dxl, ∂j relations have to be specified.
We again start with an Ansatz:
∂jdx
i = Dikjldx
l∂k
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and we multiply this equation by xr from the right:
∂jdx
ixr = Dikjldx
l∂kx
r
C−1irst∂jx
sdxt = Dikjldx
l∂kx
r
This equation splits into two parts:
C−1irjtdx
t = Dirjtdx
t
and
C−1irstC
sa
jbx
b∂adx
t = DikjlC
la
kbdx
lxb∂a
¿From the first equation we conclude:
Dirjt = C
−1ir
jt (2.91)
The second equation is true because C satisfies the Yang-Baxter equation. For the x, ∂ and dx
algebra to be consistent it is now necessary that C satisfies the Yang-Baxter equation. The result
is:
∂jdx
i = C−1ikjldx
l∂k (2.92)
It should be noted that whereas x and d have simple commutation properties (dxa = (dxa)+xad),
this is not true for d and ∂i.
We compute:
∂id = ∂idx
l∂l = C
−1la
ibdx
b∂a∂l (2.93)
The antisymmetric projector of C does not contribute to (2.93). The result, however, depends on
C via the symmetric projectors. For SLq(n) it can be evaluated explicitely:
C−1 = q−1Rˆ−1 = −A+ q−2S = q−21− (1 + q−2)A
and we obtain for SLq(n):
∂id = q
−2d∂i (2.94)
To complete the list of explicit relations for SL2(2) we finish this chapter by giving the xdx
relations:
dx1x1 = q2x1dx1
dx1x2 = qx2dx1 + (q2 − 1)x1dx2 (2.95)
dx2x1 = qx1dx2
dx2x2 = q2x2dx2
2.4 Conjugation
Let us finally enrich the algebraic structure by adding a conjugation. For a physical interpretation
this will be essential because such an interpretation will rest on Hilbert space representations of the
algebra and observables will have to be identified with essentially self-adjoint operators in Hilbert
space. The conjugation defined here is a purely algebraic operation to start with but later has
to be identified with mapping to the adjoint operator in Hilbert space. We introduce conjugate
variables as new independent elements of the algebra:
xi ≡ xi , xixj = xjxi (2.96)
The lower index of xi does not mean that they transform covariantly as defined by (2.37) or (2.45).
The transformation law follows from (2.19):
ω(xi) = T ik ⊗ xk = T ki ⊗ xk (2.97)
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We have defined:
T ik ≡ T ki (2.98)
From the RˆTT relations (2.4) follows by conjugating:
Rˆ+srlkT
l
jT
k
i = T
s
lT
r
kRˆ
+lk
ji (2.99)
Rˆ+sr is defined as follows:
Rˆ+srlk = Rˆklrs (2.100)
Rˆ+ satisfies the Quantum Yang-Baxter equation if Rˆ does. This can be verified by direct calcu-
lation.
For the Rˆ matrix (2.5), (2.12) and real q(q = q) we find:
Rˆ+srlk = Rˆ
rs
lk (2.101)
Rˆ+ in this case is obtained from Rˆ by a symmilarity transformation and has the same eigenvalues.
The x x relations are obtained by conjugating (2.24):
xjxi =
1
q
Rˆklijxlxk (2.102)
This is exactly of the same type as the relation (2.40) with P = A of (2.10). A consistent xx
relation is therefore obtained from (2.41) by Γ = qRˆ−1. We choose this possibility to have xix
i
central:
xixj = qRˆ
−1li
kjxlx
k (2.103)
This is consistent with conjugation as well.
We demand covariance of this relation with respect to (2.19) and (2.97).
ω(xixj) = T
i
lT
k
jx
lxk = (2.104)
qT ilT
k
j(Rˆ
−1)rlskxrx
s
q(Rˆ−1)likjT
r
lT
k
sxrx
s
This leads to:
T ilT
k
j(Rˆ
−1)rlsk = (Rˆ
−1)likjT
r
lT
k
s (2.105)
These are the RˆTT relations. All this could be put together to one big quantum plane of 2n
elements (xi, xj) and one big (2n)
2 × (2n)2Rˆ matrix satisfying the corresponding Yang-Baxter
equation. What we arrive at is the complex quantum plane generated by xi, xj and divided by
the ideals generated by the relations (2.24), (2.102) and (2.103). The quantum group represented
by T and T is GLq(2, C) or, for detqT = 1, SLq(2, C).
A generalization to several quantum planes is possible starting from (2.26).
xiyj =
κ
q
Rˆijkly
kxl (2.106)
yj x¯i =
κ
q
Rˆklijxly¯k
xiy¯j = κqRˆ
−1li
kj y¯lx
k
yj x¯i = κqRˆ
−1kj
li x¯ky
l
For n = 2 the explicit xy¯ relations are (for κ = 1):
x1y¯1 = y¯1x
1 − qλy¯2x2 (2.107)
x1y¯2 = qy¯2x
1
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x2y¯1 = qy¯1x
2
x2y¯2 = y¯2x
2
The y¯x¯ relations follow from (2.27) by conjugating.
For the entries of T, T¯ , as they are defined by (2.1) and its conjugate the T, T¯ relations are:
aa¯ = a¯a− qλc¯c (2.108)
ab¯ =
1
q
b¯a− λd¯c
ac¯ = qc¯a
ad¯ = d¯a
ba¯ =
1
q
a¯b− λc¯d
bb¯ = b¯b + qλ(a¯a− d¯d− qλc¯c)
bc¯ = c¯b
bd¯ = qd¯b+ λq2c¯a
ca¯ = qa¯c
cb¯ = b¯c
cc¯ = c¯c
cd¯ =
1
q
d¯c
da¯ = a¯d
db¯ = qb¯d+ λq2c¯a
dc¯ =
1
q
c¯d
dd¯ = d¯d+ λqc¯c
A comparison of (2.97) with (2.37) shows that it is possible to identify T with T−1. This then
defines the quantum group Uq(n) or for detqT = 1 the quantum group SUq(n).
For n = 2,
T =
(
a b
c d
)
, T−1 =
(
d −1q b
−qc a
)
(2.109)
we find
a = d, b = −qc
d = a, c = −1
q
b (2.110)
It can be verfied directly that (2.110) is consistent with (2.108).
To extend conjugation to an algebra with derivatives we start with differentials. From (2.84)
we have
xcdxd = qRˆcdabdx
axb (2.111)
and therefore
dxcdxd = −qRˆcdabdxadxb (2.112)
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Conjugation leads to
dxdxc = qRˆ
ab
cdxbdxa (2.113)
and
dxdxd = −qRˆabcddxbdxa (2.114)
From (2.106) we conclude:
xidxj = qRˆ
−1li
kjdxlx
k (2.115)
and
dxidxj = −qRˆ−1likjdxldxk (2.116)
2.5 q-Deformed Heisenberg algebra
The canonical commutation relations are at the basis of a quantum mechanical system:
[xˆ, pˆ] = xˆpˆ− pˆxˆ = i (2.117)
The elements of this algebra are supposed to be selfadjoint
xˆ = xˆ , pˆ = pˆ (2.118)
A physical system is defined through a representation of this algebra in a Hilbert space where self-
adjoint elements of the algebra have to be represented by (essentially) selfadjoint linear operators.
In quantum mechanics the elements of (2.117) are represented in the Hilbert space of square-
integrable functions by:
xˆ = x , pˆ = −i ∂
∂x
(2.119)
Starting from the algebra (2.117), the spectrum of the linear operator xˆ can be interpreted as the
manifold on which the physical system lives - i.e. the configuration space.
In quantum mechanics it is R1(x ∈ R1). The element pˆ is a differential operator on this
manifold.
We shall change the algebra (2.117) in accord with quantum group considerations. It is natural
to assume that xˆ is an element of a quantum plane and to relate pˆ to a derivative in such a plane.
The simplest example that we can consider is suggested by the last equation of (2.81). With an
obvious change in notation we study the algebra
∂x = 1 + qx∂ (2.120)
More precisely, we study the free algebra generated by the elements x and ∂ and divided by the
ideal generated by (2.120).
If we assume x to be selfadjoint
x = x (2.121)
we see that this cannot be the case for i∂ because we find from (2.120) that:
∂x = −1
q
+
1
q
x∂ (2.122)
In general ∂ will be related to ∂ˆ rather than to ∂. (See the second equation of (2.82)). Thus
we could study the algebra generated by x, ∂ and ∂ and divide by (2.120), (2.122) and an ideal
generated by ∂∂ relations. These can be found by a similar argument that led to the ∂∂ˆ relations
(2.78). We compute from (2.120) and (2.122) ∂∂x and ∂∂x and find that
∂∂ = q∂∂ (2.123)
is consistent with these calculations. If we now try to define an operator pˆ by pˆ = − i2 (∂ − ∂) we
find that the x, pˆ relations do not close. The real part of ∂ has to be introduced as well. Thus
51
our Heisenberg algebra would have one space and two momentum operators - a system that will
hardly find a physical interpretation.
It turns out that ∂ can be related to ∂ and x in a nonlinear way. This relation involves the
scaling operator Λ:
Λ ≡ q 12 (1 + (q − 1)x∂)
Λx = qxΛ (2.124)
Λ∂ = q−1∂Λ
The scaling property follows from (2.120).
We now define
∂˜ = −q− 12Λ−1∂ (2.125)
Λ−1 is defined by an expansion in (q − 1). We find
∂˜x = − 1q + 1qx∂˜
∂˜∂ = q∂∂˜
(2.126)
Comparing this with (2.122) and (2.123) it follows from (2.125) and (2.126) that conjugation
in the x, ∂ algebra can be defined by
x = x , ∂ = −q− 12Λ−1∂ (2.127)
Conjugating Λ and using (2.127) shows that
Λ = Λ−1 (2.128)
Λ is a unitary element of the algebra, this justifies the factor q
1
2 in the definition of Λ.
The existence of a scaling operator Λ and the definition of the conjugation (2.127) seems to be
very specific for the x, ∂ algebra (2.120). It is however generic in the sense that a scaling operator
and a definition of conjugation based on it can be found for all the quantum planes defined by
SOq(n) and SOq(1, n).
The definition of the q-deformed Heisenberg algebra will now be based on the definition of the
momentum:
p = − i
2
(∂ − ∂) (2.129)
It is selfadjoint. From the x, ∂ algebra and the definition of ∂ follows
q
1
2xp− q− 12 px = iΛ−1
Λx = qxΛ Λp = q−1pΛ
(2.130)
and
p = p , x = x , Λ = Λ−1 (2.131)
These algebraic relations can be verified in the x, ∂ representation where the ordered x, ∂
monomials form a basis. We shall take (2.130) and (2.131) as the defining relations for the q-
deformed Heisenbergalgebra without making further reference to its x, ∂ representation.
2.6 The q-deformed Lie algebra slq(2)
The algebra slq(2) is the dual object to the quantum group SLq(2). In this chapter we first define
this algebra without referring to the quantum group and then study its representations.
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The algebra is defined as follows:
1
q
T+T− − qT−T+ = T 3
q2T 3T+ − 1
q2
T+T 3 = (q +
1
q
)T+ (2.132)
1
q2
T 3T− − q2T−T 3 = −(q + 1
q
)T−
It is often convenient to introduce the “group like” element τ :
τ = 1− λT 3, λ = q − 1
q
(2.133)
T 3 = λ−1(1− τ)
From (2.132) follows:
τT+ =
1
q4
T+τ
τT− = q4T− (2.134)
1
q
T+T− − qT−T+ = 1
λ
(τ − 1)
The algebra (2.132) has a Casimir operator
~T 2 = q2(T−T+ +
1
λ2
)τ−1/2 +
1
λ2
(τ1/2 − 1− q2) (2.135)
~T 2 commutes with T+, T− and T 3. The constant term has been added to give the usual Casimir
operator in the limit q → 1.
The algebra (2.132) allows a coproduct:
∆(T 3) = T 3 ⊗ 1 + τ ⊗ T 3
∆(T±) = T± ⊗ 1 + τ1/2 ⊗ T± (2.136)
This follows from its construction as the dual object of the Hopf algebra SLq(2) or it can be
verified directly that:
1
q
∆(T+)∆(T−)− q∆(T−)∆(T+) = ∆(T 3)
q2∆(T 3)∆(T+)− 1
q2
∆(T+)∆(T 3) = (q +
1
q
)∆(T+) (2.137)
1
q2
∆(T 3)∆(T−)− q2∆(T−)∆(T 3) = −(q + 1
q
)∆(T−)
To complete the definition of slq(2) as a Hopf algebra we add the definition of the co-unit:
ε(T ) = 0 (2.138)
and the antipode:
S(T±) = −T±τ−1
S(T 3) = −T 3τ−1 (2.139)
For the Hopf algebra suq(2) conjugation properties have to be assigned. It is easy to see that
T
3
= T 3, T
+
=
1
q2
T−, T
−
= q2T+ (2.140)
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is compatible with all previous relations.
With the very same methods with which the representations of angular momentum are con-
structed in quantum mechanics we can construct representations of suq(2). The representations
are characterized by the eigenvalue of the Casimir operator and the states in a representation by
the eigenvalues of T 3.
We first define the q number
[n] =
qn − q−n
q − q−1 (2.141)
and list the non-vanishing matrix elements:
~T 2|j,m > = q[j][j + 1]|j,m >
T 3|j,m > = q−2m[2m]|j,m >
T+|j,m > = q−m− 32
√
[j +m+ 1][j −m]|j,m+ 1 > (2.142)
T−|j,m > = q−m+ 32
√
[j +m][j −m+ 1]|j,m− 1 >
τ |j,m > = q−4m|j,m >
The representation, characterized by j is 2j + 1 dimensional and it is easy to see that in the
limit q → 1 it becomes the representation of the usual angular momentum ji:
q → 1 : T 3 → 2j3, T± → j± (2.143)
such that
j+j− − j−j+ = 2j3
j3j
+ − j+j3 = j+ (2.144)
j−j3 − j3j− = j−
It is remarkable that the non-vanishing matrix elements are exactly the same as for the repre-
sentations of the undeformed angular momentum. This suggests that the T matrices are in the
enveloping algebra of the j matrices. For the representations of the algebra (2.144) we know that
j3|j,m > = m|j,m >
j+|j,m > =
√
(j +m+ 1)(j −m)|j,m+ 1 > (2.145)
j−|j,m > =
√
(j +m)(j −m+ 1)|j,m− 1 >
or
|j,m+ 1 >= 1√
j(j + 1)−m2 −mj
+|j,m >= 1√
~j2 − j23 + j3
j+|j,m >
|j,m− 1 >= 1√
j(j + 1)−m2 +mj
−|j,m >= 1√
~j2 − j23 − j3
j−|j,m > (2.146)
In the last step we replaced the numbers s,m by operators.
Comparing (2.145) with (2.142) we find that
T 3 = q−2j3 [2j3] =
1
λ
(1 − q−4j3)
T+ =
1
λ
q−(j3+
1
2
)
√√√√q√1+4~j2 + q−√1+4~j2 − q−2j3+1 − q2j3−1
~j2 − j23 + j3
j+ (2.147)
T− =
1
λ
q−(j3−
1
2
)
√√√√q√1+4~j2 + q−√1+4~j2 − q−2j3−1 − q2j3+1
~j2 − j23 − j3
j−
τ = q−4j3
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have the same matrix elements (2.142). That they satisfy the same algebra (2.132) can be verified
by a direct calculation. The eqns (2.144) should be used in the form
(j3 − 1)j+ = j+j3 or j3j+ = j+(j3 + 1)
and
j+j− = ~j2 − j23 + j3, j−j+ = ~j2 − j23 − j3
We calculate:
T+T− =
1
λ2
q−2j3+1
q
√
1+4~j2 + q−
√
1+4~j2 − q−2j3+1 − q2j3−1
~j2 − j23 + j3
j+j−
T−T+ =
1
λ2
q−2j3−1
q
√
1+4~j2 + q−
√
1+4~j2 − q−2j3+1 − q2j3−1
~j2 − j23 − j3
j−j+
1
q
T+T− − qT−T+ = 1
λ2
q−2j3
(
q
√
1+4~j2 + q−
√
1+4~j2 − q−2j3+1 − q2j3−1
)
=
1
λ2
q−2j3 (q2j3 − q−2j3)(q − 1
q
) =
1
λ
(1 − q−4j3)
= T 3
This should serve as an example.
For j = 1/2 and j = 1 we show the representations explicitely:
T+|1
2
,−1
2
> = q−1|1
2
,
1
2
>
T+|1
2
,
1
2
> = 0
T−|1
2
,−1
2
> = 0
T−|1
2
,
1
2
> = q|1
2
,−1
2
> (2.148)
T 3|1
2
,−1
2
> = −q|1
2
,−1
2
>
T 3|1
2
,
1
2
> = q−1|1
2
,
1
2
>
T+|1,−1 > = 1
q
√
1 + q2|1, 0 >
T+|1, 0 > = 1
q2
√
1 + q2|1, 1 >
T+|1, 1 > = 0
T−|1,−1 > = 0
T−|1, 0 > = q
√
1 + q2|1,−1 > (2.149)
T−|1, 1 > =
√
1 + q2|1, 0 >
T 3|1,−1 > = −q(1 + q2)|1,−1 >
T 3|1, 0 > = 0
T 3|1, 1 > = 1
q
(1 +
1
q2
)|1, 1 >
We can identify the vectors of a representation with elements of a quantum plane. The elements
of a quantum plane can be multiplied. This product we identify with the tensor product of the
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representations to obtain its transformation properties. From the comultiplication (2.136) we find
the rule how the products transform:
T 3x · · · = (∆(T 3)x · · ·) = (T 3x) · · ·+ (τx)T 3 · · · (2.150)
T±x · · · = (∆(T±)x · · ·) = (T±x) · · ·+ (τ1/2x)T± · · ·
the dots indicate the additional factors more explicitely for j = 1/2. We identify
|1
2
,−1
2
>= x1, |1
2
,
1
2
>= x2 (2.151)
and obtain from (2.148)
T 3x1 = q2x1T 3 − qx1
T 3x2 = q−2x2T 3 + q−1x2
T+x1 = qx1T+ + q−1x2 (2.152)
T+x2 = q−1x2T+
T−x1 = qx1T−
T−x2 = q−1x2T− + qx1
Now we ask what are the algebraic relations on the variables xi that are compatible with (3.18).
T+x1x2 = (qx1T+ + 1qx
2)x2 = x1x2T+ + 1qx
2x2
T+x2x1 = 1qx
2T+x1 = x2x1T+ + 1q2 x
2x2
T+(x1x2 − qx2x1) = (x1x2 − qx2x1)T+
The relation
x1x2 = qx2x1 (2.153)
is compatible with 2.74. This can be verified for all the T s.
We have discovered the relation 2.25 for the two-dimensional quantum plane. This is not
surprising, as we know that this plane is covariant under SUq(2) We could have started from
2.25 and asked for all linear transformations of the type (2.150) that are compatible with 2.25.
This way we would have found (2.150) and from there the “multiplication” rule (2.132) and the
comultiplication (2.136). It is all linked via the Rˆ matrix.
From 2.96 and (2.140) we can deduce the action of the T s on the conjugation plane:
T 3x1 =
1
q2
x1T
3 +
1
q
x1
T 3x2 = q
2x2T
3 − qx2
T+x1 =
1
q
x1T
+ (2.154)
T+x2 = qx2T
+ − x1
T−x1 =
1
q
x1T
− − x2
T−x2 = qx2T
−
2.7 q-deformed Euclidean space in three dimensions
The Rˆ-matrix for the fundamental representation of a quantum group contains all the informa-
tion on the Rˆ-matrices for the other representations. One way to extract this information is to
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construct quantum space variables as products of the quantum space variables of the fundamental
representation. Let us demonstrate this for SUq(2).
We start from the relations (2.29) and the Rˆ-matrix (2.5). We take four copies of the quantum
planes x, y, u and v such that
xu =
1
q
Rˆux, xy =
1
q
Rˆvx (2.155)
yu =
1
q
Rˆuy, yv =
1
q
Rˆvy
Then we consider “bispinors”:
xy ∼ X, uv ∼ X˜ (2.156)
We can use (2.152) to single out those components that transform like a three-vector corresponding
to (2.149):
X− = x1y1, X0 =
1√
1 + q2
(x1y2 + qx2y1), X+ = x2y2 (2.157)
and the same for X˜ with xy replaced by uv.
The relations (2.156) are sufficient to compute the 9× 9 Rˆ-matrix:
XX˜ = RˆX˜X (2.158)
The relations are consistent with (2.140) and the reality condition on the quantum space:
X0 = X0, X+ = −qX− (2.159)
This makes X0, X+, X− to be quantum space variable of SOq(3).
The Rˆ-matrix will satisfy the Yang-Baxter equation if Rˆ satisfies it.
The Rˆ-matrix, calculated that way, has three different eigenvalues 1(5),−q−4(3) and q−6(1).
The number in bracket is the multiplicity of the respective eigenspaces and corresponds to the
j = 2, j = 1 and j = 0 representations.
As a consequence, Rˆ satisfies the characteristic equation:
(Rˆ − 1)(Rˆ+ 1
q4
)(Rˆ − 1
q6
) = 0 (2.160)
which in turn gives the projectors on the irreducible subspaces:
P1 =
q12
(1 + q2)(1 − q6) (Rˆ − 1)(Rˆ+
1
q6
)
P3 =
q10
(1 + q2)(1 + q4)
(Rˆ − 1)(Rˆ − 1
q4
) (2.161)
P5 =
q10
(q4 + 1)(q6 − 1)(Rˆ +
1
q4
)(Rˆ − 1
q6
)
The projectors contain the Clebsch-Gordon coefficients for the reduction of the 3 ⊗ 3 repre-
sentation of SOq(3). Thus the Clebsch-Gordon coefficients can be derived from the Rˆ-matrix for
q 6= 1. For q = 1 the eigenvalues degenerate and it is not possible to obtain all the projectors from
Rˆ. But we could compute the projectors first and then put q = 1.
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The projector P1 projects on a one-dimensional subspace, we can define a metric from this
projection:
X˜ ◦X = X˜0X0 − qX˜+X− − 1
q
X˜−X+ = X˜AXBηBA (2.162)
η00 = 1 , η+− = −1
q
, η−+ = −q
With the metric ηAB we can lower vector indices:
XB = X
AηAB, (2.163)
We raise them with ηAB
XB = ηBCXC (2.164)
This defines ηBC by the equation
ηBAηBC = δ
A
C , η
ABηCB = δ
A
C (2.165)
The projector P1 in terms of the metric is
(P1)
AB
CD =
q2
1 + q2 + q4
ηABηDC (2.166)
In a similar way we can use the Clebsch-Gordon coefficients that combine two vectors to a
vector for the definition of a q-deformed ε-tensor:
ZA = X˜CXBεBC
A (2.167)
We find for the non-vanishing components:
ε+−
0 = q, ε−+
0 = −q, ε000 = 1− q2
ε+0
+ = 1, ε0+
+ = −q2 (2.168)
ε−0
− = −q2, ε0−− = 1
The indices of the ε tensor can be raised and lowered with the metric:
εABC = εAB
DηDC (2.169)
The projector P3 in terms of the ε tensor is:
P3
AB
CD =
1
1 + q4
εFABεFDC (2.170)
The projector P5 can be obtained from the relation
P1 + P3 + P5 = 1 (2.171)
The Rˆ-matrix is a sum of projectors as well.
Rˆ = P5 − 1
q4
P3 +
1
q6
P1 (2.172)
We can ask for the most general linear combination of the projectors that solves the Yang-
Baxter equation and obtain Rˆ and Rˆ−1.
A natural way to define the 3-dimensional Euclidean quantum space is:
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εFDCX
CXD = 0
X0X+ = q2X+X0 (2.173)
X−X0 = q2X0X−
X−X+ = X+X− + (q − 1
q
)X0X0
Derivatives can be defined along the line of chapter 3:
∂BX
A = δAB + q
4RˆACBDXD∂C (2.174)
εFBA∂A∂B = 0
To summarize we have constructed an algebra freely generated by elements of the quantum
space x and derivative ∂, this algebra is divided by the ideal generated by the relations (2.173)
and (2.174). We have constructed it in such a way that the Poincare´-Birkhoff-Witt property holds
and that the algebra allows the action of SOq(3).
For the definition of a conjugation that is consistent with (2.174) we first extend the algebra
by enlarging it by conjugate derivatives. We use the notation:
∂A = ∂A (2.175)
and obtain from (2.174) and (2.136)
∂CXD = − 1
q6
ηCD + RˆBADCXA∂B (2.176)
εFAB∂
B
∂
A
= 0
The ∂, ∂ relations are not yet specified. We can apply ∂∂ and ∂∂ to X as we did in (2.123)
and find the consistent relation:
εFAB(∂
B∂
A
+ ∂
B
∂A) = 0 (2.177)
The X, ∂, ∂ algebra divided by (2.173), (2.174) and (2.176) still satisfies Poincare´-Birkhoff-
Witt, is SOq(3)-covariant and consistent with (2.136).
Miraculously it turns out that ∂ can again be related non-linearly to ∂ as it was the case in
(2.127). This can be achieved by the scaling operator Λ:
Λ = q6{1 + (q4 − 1)X ◦ ∂ + q2(q2 − 1)2(X ◦X)(∂ ◦ ∂)} (2.178)
ΛXA = q4XAΛ (2.179)
Λ∂A = q−4∂AΛ
If we now define an operator
∂
A
= −Λ−1 (∂A + q2(q2 − 1)XA(∂ ◦ ∂)) (2.180)
we find that this operator satisfies the relations (2.176) and (2.177). Thus we divide our algebra
once more by the ideal generated by (2.180). This is exactly the same strategy we used in chapter
5. From (2.180) follows
Λ = Λ−1 (2.181)
As in (2.129) we define the momenta
PA = − i
2
(∂A − ∂A) (2.182)
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Now we are in a position to derive the q-deformed Heisenberg algebra for the three-dimensional
quantum space defined by (2.136) and (2.173):
εFABP
APB = 0 (2.183)
PAXB − (Rˆ−1)ABCDXCPD = −
i
2
q3Λ−
1
2
{
(1 +
1
q6
)ηABW − (1− 1
q4
)εABFLF
}
The operators Λ, W and LA at the right hand side of eqn (2.183) are defined as differential
operators, eqn. (2.124) should serve as an example. The separation of the various terms has been
done by transformation properties (singlet, triplet) and by factoring the differential operators into
a product of a unitary and a hermitean operator. This is how W , LA and Λ have been defined.
Λ = Λ−1, W =W and LA = LA (2.184)
It turns out that the differential operators form an algebra by themselves
εBA
CLALB = − 1
q2
WLC
LAW = WLA, (2.185)
ΛLA = LAΛ, ΛW =WΛ
and in addition
W 2 − 1 = q4(q2 − 1)2L ◦ L (2.186)
We can now take the relations (2.185) and (2.186) as the defining relations for the Λ,W,LA
algebra and consider XA and PA as models under this algebra.
In this way we arrive at the algebra that generalizes the Heisenberg algebra to a SOq(3)
structure.
We summarize the algebra:
q-deformed phase space:
XCXDεDC
B = 0, XA = XA (2.187)
PCPDεDC
B = 0, PA = PA
SOq(3):
LCLBεBC
A = − 1
q2
WLA, LA = LA, L
AW =WLA, W =W (2.188)
W 2 − 1 = q4(q2 − 1)2L ◦ L
scaling operator:
Λ
1
2LA = LAΛ
1
2 Λ
1
2 = Λ−
1
2 (2.189)
Λ
1
2W = WΛ
1
2
comodule relations for SOq(3):
LAXB = − 1
q4
εABCXCW − 1
q2
εKC
AεKBDLD (2.190)
WXA = (q2 − 1 + 1
q2
)XAW + (q2 − 1)2εABCXCLB
The coordinates can be replaced by the momenta to obtain the module relations for PA.
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Scaling properties:
Λ
1
2XA = q2XAΛ
1
2 (2.191)
Λ
1
2PA = q−2PAΛ
1
2
generalized (mimicked) Heisenberg relation:
PAXB − (Rˆ−1)ABCDXCPD = −
i
2
q3Λ−
1
2
{
(1 +
1
q6
)ηABW − (1− 1
q4
)εABFLF
}
(2.192)
Eqns. (2.187) to (2.192) are the defining relations for the algebra we will be concerned with.
Part III of this lecture should analyze this algebra in the same way as we analyzed the one-
dimensional Heisenberg algebra in part I. The representation theory of the new algebra has been
thoroughly investigated, it leads to very similar phenomena as we saw in part I for the represen-
tations. The q-deformed Minkowski structure has been analyzed in the same way.
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