section 1. Effect of the cubic phase strength α on image quality
We analyzed the effect of the α parameter on image quality as there is a tradeoff between the depth of focus and the signal-to-noise ratio (SNR) of resultant images. We fabricated a set of EDOF metasurfaces with a wide range of α values. Fig. S6A shows a set of white light images captured and deconvolved using four lens designs with different α values. While the α = 0 design has apparent color ringing in the tulips image, distortion in the RGB and ROYGBIV texts, and edge blurring in the rainbow pattern, these artifacts are mitigated when imaging and deconvolving with nonzero α. For α = 20π, we see the highest intensity in-focus images; however, there are still some chromatic aberrations evident in the tulips image with the long stem structures which should be yellow, but appear green. Transitioning to higher α, there is a noticeable drop in intensity, albeit some of the ringing artifacts are reduced and the tulip stems appear uniformly yellow. Fig. S6B compares the green light modulation transfer functions (MTFs) for lenses of three different α values, demonstrating a reduction in SNR for a given wavelength. The reduction in SNR is evident from the lower value of the MTF at higher α. As the MTF relates how efficiently spatial frequency information can be transferred from an object to an image, the lower MTF translates to lower SNR. Here, the α = 0 lens is positioned to be focused for green light, providing a broad MTF; however, if it were illuminated with a wavelength far away from this design wavelength, we would see a substantially narrowed MTF with zeros in its spectrum as in Figure 2D of the main text.
section 2. Image comparison for different deconvolution methods
In addition to using Wiener deconvolution, we also tested more advanced post-processing algorithms for our system, such as optimization using a total variation (TV)regularizer(40). The optimization problem is as below
where denotes the total variation regularizer, is the measured kernel, is the unmodified captured image, is a parameter which controls the balance between noise reduction and deconvolution, and is the latent image. We performed this optimization using an open source code which solves the problem using the split Bregman method (40). Our images would typically converge to a solution after approximately 20 iterations, which took 55.5 seconds on average for a single image. With our Wiener filter, however, the image quality was comparable and took a mere 0.56 seconds per image on average, representing a speedup of two orders of magnitude. Fig. S7 presents images deconvolved using both methods, showing the effect of the λ parameter on noise and image sharpness for the TV-regularized method. With lower λ, the deconvolved images had less noise, but had edges which were less sharp. Increasing λ, the edges became more pronounced, but noise also became more prominent. While the TV-regularized approachyielded decent quality images and provided fine-tuned control of noise and smoothness, we found that the simplicity and relative speed of the linear Wiener filter with its comparable image quality justified its use.
section 3. Assessing chromatic invariance by SSIM of images
To assess the level of invariance between images captured with our designed full-color system under different illumination wavelengths, we needed a quantifiable metric for comparison. A standard technique for assessing image quality, evaluating a test image with respect to a reference "perfect" image is the structural similarity (SSIM)(35). This metric uses a weighted combination of luma, contrast, and structure component functions based on calculations of the mean, variance, and covariance ( ) in the x( , 2 ) and y( , 2 ) directions of the image. The formula used for our calculation is shown below
where 1 = ( 1 ) 2 , 2 = ( 2 ) 2 , is the dynamic range of pixel values, 1 = 0.01, and 2 = 0.03. A SSIM of 0 would mean zero similarity, whereas a SSIM of 1 means the test image exactly matches the reference. We calculated the SSIM for the case of our Air Force test chart image of Figure 3 in the main text. Here, to capture the notion of chromatic aberration, we were interested in looking at how similar images appear when illuminated by far-separated wavelengths. To test this, we compared the blue light captured image with the α = 0 lens ( Figure 3A ) to its red light captured image, treating the red light image as the reference. This calculation yielded a SSIM of 0.748. We repeated this calculation for the images of Figure 3C , comparing the EDOF-captured and deconvolved blue light image to its red reference image. This case gave a SSIM of 0.956, a substantial 0.209 improvement in the SSIM, indicating that with the EDOF lens and deconvolution, we can achieve images which exhibit much-reduced chromatic aberration as compared to a singlet metasurface system.
section 4. Comparison of theoretical and experimental MTFs with nonzero source bandwidth
We measured our PSFs and imaged using incoherent light produced by LED sources. LEDs, however, have non-negligible bandwidth which reduces the spatial cutoff frequency of a system's MTF. To better understand the performance of our system, we compared the measured MTFs of our singlet and EDOF lenses to those of a diffractionlimited singlet lens of the same focal length and aperture width using 530 nm wavelength (the center wavelength of the green LED used for our measurements). An analytical solution exists for this MTF (34) and is provided below for convenience
where 0 = and is the aperture radius, is the wavelength, and is the image distance.This MTF is plotted in Fig. S8 in addition to the measured MTFs for our metalenses found in the main text, as well as simulated singlet lens MTFs to understand the effect of the source bandwidth on system resolution. To simulate the MTFs, we used the same angular spectrum propagator as before to solve the Rayleigh-Sommerfeld diffraction integral and then calculated the MTF from the resulting focal spot. With 0 nm source bandwidth, our simulated MTF closely matches the analytical diffraction-limited solution. For a source with a FWHM of 30 nm (approximating the bandwidth of the green LED used in our experiments), however, the cutoff frequency reduces substantially to near 900 cycles/mm. Our measured MTFs for green light illumination (data reproduced from Fig. 2 of the main text) have lower cutoff frequencies than this ideal 30 nm simulation, which we attribute to the discrete spatial sampling of our phase profile, the 10 discrete (as opposed to continuous) phase steps in the 0 to 2π range we have using our scatterer designs, misfocus error when measuring our focal spot, and fabrication imperfections.
section 5. Off-axis metalens performance
In addition to analyzing the performance of our devices under normal incidence, we also examined their performance when illuminated off-axis. For these simulations, we used the same angular spectrum propagator as before to solve the Rayleigh-Sommerfeld diffraction integral, but instead excite the element with a plane wave with a wavevector with a transverse component. Fig. S9 shows the simulated intensity cross sections for both the singlet and EDOF metalenses for illumination angles of 0°, 5°, and 10°. From these simulations, we observe that the extension of the focal spot also occurs for off-axis illumination. In general, however, while the EDOF metalens can image off-axis, it is subject to geometric aberrations that will reduce the captured image quality. As our design focuses on reducing chromatic aberrations, it is not optimized for off-axis imaging. Combining our method with techniques to reduce geometric aberrations, such as using a stacked design with a fisheye lens (21), could mitigate this image quality reduction. 
fig. S5. Experimental setup for imaging with metasurfaces.
A fiber-coupled LED (Thorlabs M455F1, M530F2, M625F2, and MCWHF2) illuminates an object pattern on standard 8.5" x 11" printer paper. The incident LED light scatters off the pattern and is collected and focused by a metasurface lens, producing an image at the working distance of a 40x objective (Nikon Plan Fluor, NA = 0.75, WD = 0.66 mm). A tube lens (Thorlabs ITL200) then magnifies and projects the image onto a camera (AmScope MU300) from which the result is saved and then deconvolved in software. S10 . Efficiencies of the singlet and EDOF metalenses. The efficiencies of the singlet and EDOF metalenses are shown for the three wavelengths of the LEDs used in the imaging experiments. The efficiency is defined as the ratio of the optical power at the focal plane to that of the incident beam. Error bars represent the 95% confidence interval and were found by propagating the standard deviation of three measurements. The theoretical efficiencies were calculated via the Rayleigh-Sommerfeld diffraction integral. The measured efficienciesare lower than the theoretically calculated efficiencies, which we attribute to fabrication imperfections. We also attribute the increasing measured efficiency with wavelength to fabrication imperfections, as discrepancies in the dimensions of the fabricated structures are more detrimental for shorter wavelengths.
