Abstract-The sound patterns generated by the vehicles give a clue of the health conditions. The paper presents the fault detection of motorcycles based on the acoustic signals. Simple temporal and spectral features are used as input to four types of classifiers, namely, dynamic time warping (DTW), artificial neural network (ANN), knearest neighbor (k-NN) and support vector machine (SVM), for a suitability study in automatic fault detection. Amongst these classifiers the k-NN is found to be simple and suitable for this work. The overall classification accuracy exhibited by k-NN classifier is over 90%. The work finds applications in automatic surveillance, detection of non-compliance with traffic rules, identification of unlawful mixture of fuel, detection of over-aged vehicles on road, vehicle fault diagnosis and the like.
I. INTRODUCTION
Motorcycles are the obvious travel companions of middle-class Indians. The motorcycle sales dominate the Indian automobile market, accounting for nearly 77% of the vehicle sales [10] . Vehicle classification and fault diagnosis are the interesting applications of non-speech sound processing. The sound patterns produced by the vehicles indicate their working conditions and convey the information necessary for fault diagnosis. Different parts of the vehicles like rotating parts, crank, piston, timing chain, push rod and exhaust contribute to the generated sound. Expert mechanics assess the health condition of a vehicle based on the produced sound patterns. This trait of expert mechanics is the major motivation in developing automated fault diagnostic systems. However the research community has paid less attention for the fault diagnosis of motorcycles, despite the growth of motorcycle market in India and China. This current scenario made the authors to work on the fault diagnosis of motorcycles based on sound patterns.
The primary objective of this work is to detect the fault in motorcycles. A motorcycle detected as faulty gives a cue to the service mechanic to initiate suitable repair measures. The significant contribution made in this paper helps in automation of fault detection. Suitable repair in time avoids a major breakdown in the long run and aids for safety of the rider. The repair tips for the rider will help overcome the minor problems in remote places with rare expertise. The present work attempts to classify the motorcycles into healthy and faulty using temporal and spectral features. The extracted features are input to four different classifiers, namely DTW, ANN, k-NN and SVM independently. The study leaves scope for further investigation of faults in different subsystems and for hierarchical fault source localization. The literature on related works is reviewed to know the state-of-the-art and the survey is organized in three parts: non-speech sound recognition, vehicle classification and fault diagnosis.
Acoustic applications for musical instruments and heart sound analysis employ different feature sets and classifiers. Classification phase uses active learning probabilistic neural network (PNN). An extreme learning machine (ELM) is applied with an automatic segmentation algorithm for heart disorder classification [1] . A methodology is provided for automatic classification of bird species from the sounds produced by them using two-dimensional cepstral coefficients [2] . Some of the researchers employ different feature sets and variants of neural networks for vehicle classification. The conventional tools normally used for speaker recognition, namely, Mel-frequency cepstral coefficients (MFCC), Gaussian mixture models (GMM), hidden subspace method based on the short term Fourier transform (STFT) for the acoustic signature analysis of the vehicles [3] . A backpropagation neural network for recognizing types of motorized two-wheelers is presented [4] . The time and frequency domain features are used as input for the neural network classifier.
Majority of the fault diagnosis applications employ time-frequency analysis of the signals. The 1D central contour moments and their invariants of wavelet coefficients are used as features [5] . Daubechie's DB4 wavelet decomposition is carried out to extract the features. The extracted feature vectors are input for DTW classifier for fault detection of motorcycles. A fault diagnosis system is presented for a scooter engine by employing continuous wavelet transform (CWT) and artificial neural network [6] . The fault diagnosis of industrial robots dealt by [7] employs approximation and detailed coefficients of the wavelet for training a feedforward neural network. The fault recognition of gear vibration system based on intrinsic mode functionsautoregressive model (IMF-AR) and support vector machine (SVM) classifier [8] . A fuzzy reference model developed by [9] uses fuzzy self-organizing feature map to the data obtained from independent component analysis (ICA) for fault detection and diagnosis of industrial plant operation.
From the literature survey it is revealed that much of the research exists on broader level covering speech recognition, musical instrument recognition and medical diagnosis. The reported study for classification and fault detection of vehicles is almost negligible. Moreover the existing literature do not attempt for classification of motorcycle sounds in real-world environments. Use of simple features and classifiers in the present work make the approach suitable for real-time fault diagnosis. Ever increasing market for motorcycles in India and China and lack of on-board diagnostics for motorcycles motivated the study.
The remaining part of the paper is divided into four sections. The proposed methodology is discussed in Section II. The experimental results are presented in Section III. The Section IV presents a discussion on results with a comparative performance analysis of the classifiers. Finally Section V concludes the work.
II. METHODOLOGY
The problem in hand demands the processing of the samples recorded in real-world environment. Hence, the acquired sound samples are input for feature extraction without denoising. 
A. Feature Extraction
The temporal and spectral behaviour of motorcycle sound patterns vary under different working conditions. Hence, the temporal features zero-crossing rate (ZCR), short-time energy (STE), root mean square (RMS) and spectral features mean and standard deviation of the spectral centroid (CMean and Csd) of the segmented sound samples are computed. These features are simple to use and compute. Following paragraphs explain the features in brief.
Time-Domain features:
In speech recognition short time energy is used to discriminate between voiced and unvoiced speech signals. As signal energy values provide local information, they capture only short term characteristics. Short-time energy (STE) is a short-time speech measurement, which is defined as in (1).
Zero-Crossing Rate (ZCR) is the rate of sign changes along a signal. It counts the number of zero crossings of a signal within the specified time interval. ZCR is a measure for the noisiness of a signal and is defined as given in (2) . where M is the total number of samples in processing window; x(m) is value of m th sample. It is used for endpoint detection of isolated utterances, voice activity detection and discrimination of speech and music. ZCR tends to be high in unvoiced sounds, whereas RMS is high in voiced sounds.
Frequency Domain Features: The 'spectrum' of frequency components is the frequency domain representation of the signal. The frequency domain provides an alternative description of sound in which the time axis is replaced by a frequency axis. Spectral centroid is based on the analysis of the frequency spectrum for the given signal. Generally spectral centroid is used to classify noise, speech and music. (4) defines the Discrete Fourier transform (DFT) to compute the spectrum.
 where x(m) is the input signal, w(m) is a window function and L is the window length. The spectrum centroid is calculated as given in (5).
K is the order of DFT; k is the frequency for the nth frame, A (n, and k) is DFT of nth frame of a signal. The spectrum centroid indicates majority of high or low frequency content in the spectrum. The mean and the standard deviation of the spectral centroid are computed and used as features. The differences between the spectral features of healthy and faulty motorcycles lead to the classification of samples. The average power spectra of the sound signatures of healthy and faulty motorcycles are shown in Figure 2 . The power spectrum of healthy motorcycles degrades uniformly and has no spurious spikes. But the variations in power spectrum of the faulty motorcycles are not uniform and some spurious spikes are observed in the lower end of the spectrum. Individually the features do not exhibit much separability for healthy and faulty samples, but in combinations, they do. Variations in the spectrum of the faulty samples may be attributed to the uneven operation of engine cycles in presence of faults, sound generated due to the damaged crank and leaky exhaust.
B. Classification
The classifiers classify the feature vectors derived from the sound samples into healthy and faulty. The chosen classifiers work on different principles. ANNbased classifier uses supervised learning. DTW computes the distance between the reference feature vectors and the test vectors. The smallest of the computed distances indicates the class. SVM classifier separates the test data into two groups, by trying to enlarge the gap between them. k-NN classifier computes the minimum of the distances between the current sample and the samples in the near vicinity. The features are combined by storing the individual feature values in an array of size five. The reference feature vectors of healthy samples are computed as the mean of the respective feature vectors of the healthy motorcycle samples. Similar procedure is followed to compute the reference feature vector for the faulty motorcycles.
ANN classifier [11] : An ANN is a mathematical model that tries to simulate the structure and functionalities of biological neural networks. Basic building block of every artificial neural network is artificial neuron, that is, a simple mathematical model (function). Such a model has three simple sets of rules: multiplication, summation and activation. At the entrance of artificial neuron the inputs are weighted i.e., every input value is multiplied with individual weight. In the middle section of artificial neuron is sum function that sums all weighted inputs and bias. At the exit of artificial neuron the sum of previously weighted inputs and bias is passing trough activation function. The error between the target and the obtained output is computed and is propagated back. The learning process adjusts the weights to minimize the error. Finally, the training ceases when the error is below the limits.
The validation process yielding the minimum mean squared error (MSE) is used to fix the number of nodes in the hidden layer. The neural network is trained using backpropagation-learning algorithm [13] . While testing, the stabilized weights are reloaded and the test vector is input. The optimal number of hidden layer neurons is chosen using the criterion [12] given in (6).
where, n=Number of hidden layer neurons, C=Constant to yield optimal performance, d=Number of features, and N=Number of rows in the training matrix. neurons varying from 3 to 15 in the hidden layer The minimum MSE is observed when 10 neurons are used in the hidden layer. Hence, the neural network is built to have 5 input nodes, 10 hidden layer nodes and 2 output nodes.
Dynamic Time Warping (DTW) [13] : The DTW measures the similarity of two sequences by warping them to find an optimal match. The algorithm matches the patterns independent of non-linear variations and sequences with unequal lengths. Suppose ms and mt are the reference and test feature vectors of lengths m and n respectively, the DTW algorithm finds an optimal distance.
The
k-NN classifier:
The k-NN classifier operates on the premises that classification of unknown instances can be done by relating the unknown to the known according to some distance function. An object is classified by a majority vote of its neighbors, with the object being assigned to the class most common amongst its k nearest neighbors, where k is a positive integer. If k = 1, then the object is simply assigned to the class of its nearest neighbor. The neighbors are taken from a set of objects for which the correct classification is known. The k-NN algorithm is sensitive to the local structure of the data.
SVM classifier: Given a set of training examples, each marked as belonging to one of two categories. The SVM takes a set of input data and predicts the possible class. An SVM model is a representation of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible. New examples are then mapped into that same space and predicted as belonging to a category based on which side of the gap they fall on. It often happens that the sets are not linearly separable in the original finite-dimensional space. Hence such space will be mapped into a much higher-dimensional space, making the separation easier. The mappings used by SVM schemes are defined in terms of a kernel function   
A. Recording environment and sound sample database
The recording is carried out in service stations, where external wind has least impact, but other disturbances from human speech, other motorcycles, air-compressor and auto-repair tools are common. Figure 3 depicts the recording environment. The recorder is held at 45 o to the plane of the motorcycle at a distance of 500 mm. A circular area of 3 m radius around the motorcycle is left as an exclusion zone for all obstacles. Except the motorcycle under study, no other disturbances are allowed in this zone. In the outer circular zone of 5 m radius, the sound from other disturbances exists but does not exceed 80 dB (A). The engine runs in idling state while recording the sound patterns. The automotive standards suggest the use of sampling frequencies in the range of 9 kHz to 30 kHz, which is perfectly suitable for recording in an anechoic chamber with no surrounding noise. Since the real-world recording setup requires higher sampling frequencies, the sampling frequency of 44.1 kHz is used with 16-bit quantization. The acquired sound samples are segmented into samples of one second duration, for uniformity in processing. A segment begins at the local maxima in the first 50 ms duration of the time-domain signal. The features are extracted over the segmented samples without pre-processing. 
B. Performance of Dynamic time warping (DTW) classifier
The faults are detected based on the DTW distance of the test feature vectors with the reference feature vectors. DTW distances between test feature vector and the respective reference feature vectors of healthy and faulty samples are computed. The smallest of these distances indicates the condition of the motorcycle. If the DTW distance between a test vector and healthy reference vector is smaller than that between the faulty reference vector, then the test vector is classified as healthy. Figure  4 shows the DTW distances for healthy test feature vectors with the reference feature vectors of healthy and faulty samples. It can be observed that the DTW distances between healthy feature vectors with healthy reference vectors are smaller than those with the faulty reference vectors. The reference feature vectors are computed by averaging the training feature vectors column-wise. The classification performance is better in case of healthy motorcycles, which is evident from more True Positive (TP) cases than True Negative (TN) cases. This is mainly due to the uniformity of models chosen for healthy motorcycles. The faulty sample set has samples collected from different models of available motorcycles. Table 1 shows the classification performance by DTW classifier. DTW classifier yielded a maximum classification accuracy of 0.7333, which is not at appreciable for real-world situations. The computational cost of DTW algorithm is also discouraging. Further DTW is more suitable for applications where the recognition of speech in real-time or pass by vehicles, on-ride fault analysis, where the sequence changes with time. With increase in number of training samples, the performance does not increase consistently. Hence, DTW is not a sensible classifier for this real-world problem.
C. Performance of ANN Classifier
The simulation of the ANN is carried out in MATLAB version 7.11.0.584 (R2010b) for effective implementation. performance of ANN classifier is tabulated in Table 2 for various combinations of training, validation and test sets. From Table 2 it can be observed that the best combination of training, validation and testing percentages is (40, 35, and 25) for better accuracy. The accuracies are appreciable. Since the dataset is roughly of size 500, and the features of the samples are extracted without denoising, the classifier has exhibited robust performance. The classification accuracy is observed to be more than 93% for this combination. Even for other combinations,
But the major problem with the ANN classifier is the time for training. Further, the time taken for training and the performance varies for every run, due to the random initialization of the weights. When the training halts, the error will be within the limits but by different extents. Hence the performance of the classifier is not uniform.
D. Performance of k-NN Classifier
k-NN classifier is tested with three values of neighborhood, k=1, k=2 and k=3 and for different distances. Figure 5 shows the classification accuracies for k-NN classifier with Euclidean distance, for k=1, k=2 and k-3. Figure 6 shows the classification accuracies of k-NN classifier with k=2 and for different distance measures. 
E. Performance of SVM Classifier
SVM classifier is tested with different kernel functions. Figure 7 shows the performance of SVM classifier for different kernel functions. Among the kernel functions used (linear, quadratic, polynomial of degree three and RBF), the RBF has given the best performance compared to other kernel functions. It can be observed that quadrature kernel function yielded almost the same performance for all the combinations of inputs. But with increase in number of samples used for training, the performance suffers. For training sample sets of smaller sizes the performance is poor with the polynomial kernel function. Linear kernel function yielded poor classification accuracies for all the combinations. Hence the RBFs are inferred to be the suitable kernel functions with the SVM classifier for realworld noisy signal classification.
IV. DISCUSSION
The performances of the classifiers differ for the larger training sample sets. The ANN classifier exhibits comparatively better performance for training sample sets of smaller sizes. Figure 8 shows the combined plot of classification performances of different classifiers. The results include the best accuracies that resulted for the parameters used with the classifiers. For e.g., the k-NN gives the best performance for k=2 with Cityblock distance. SVM has given the best performance with RBF kernel function. Hence the combined plot includes these results for the classifiers. The presented work compares the performance of four classifiers for fault detection of motorcycles using acoustic signals. Simple temporal and spectral features are employed. From the empirical analysis, it is observed that the performances of k-NN, ANN, SVM and DTW are in the decreasing order, which means that the k-NN performed better than the other classifiers employed in this work. Computationally ANN is expensive than k-NN. Hence k-NN classifier is adjudged to be suitable in this work amongst the chosen classifiers. It is further observed that the performance varies based on the size of the sample sets chosen for training and larger training sets have given better accuracies. The work has scope for enhancement to fault source location in subsystems of vehicles. In addition it finds interesting acoustic-based fault diagnosis applications in industry, vehicles, civil constructions and the like.
