Active optical imaging is preferred over radio frequency counterparts due to its higher resolution, faster area search rate, and relatively easier learning and interpretation of the image by a human observer. However, in imaging through atmosphere, one should consider dispersive effects of multiple scatterings and turbulence-induced wave perturbations, which give rise to intensity fluctuations and wavefront distortions. All these phenomena broaden and distort the spatial impulse response known as the point spread function (PSF). In this paper, a spatially multiplexed multi-input-multi-output imaging system design, inspired by multispot diffuse indoor communications configuration first introduced by Yun and Kavehrad [IEEE International Conference Selected Topics in Wireless Communications (IEEE, 1992), pp 262-265], is presented. At the transmitter, a computer-generated holographic beam splitter is used to generate arrays of beamlets, providing a faster area search rate and a uniformly distributed illumination over the entire target area. Then, at the receiver, an array of photodetectors is used to collect the reflected rays. While a Monte Carlo ray-tracing algorithm developed at Pennsylvania State University, Center for Information and Communications Research (CICTR), is used to model imaging in multiple-scattering turbid media, phase screens are employed to simulate turbulence-induced wavefront distortions. Hence, a comprehensive framework is exploited that takes into account possible sources of degradation. Using this framework, system performance is analyzed under different meteorological conditions. Restoration techniques such as adaptive-optics corrections, blind deconvolution, and time gating are used to improve the contrast and enhance the sharpness and resolution of the images.
Introduction
Active optical imaging systems offer higher resolution and a faster area search rate compared to radio frequency (RF) counterparts due to their considerably smaller wavelengths. Furthermore, since optical and infrared wavelengths are closer to the visible range, the image quality is similar to that of the visible and, hence, is easier to interpret by a human observer. However, obstruction by clouds and fog is, and will continue to be, the major limitation of electro-optical/infrared active imaging systems. Moreover, variations of refractive index in different layers of atmosphere due to thermal changes and wind introduce fluctuations in amplitude and phase of optical waves. In imaging through atmosphere, one should consider dispersive effects of multiple scatterings, turbulence-induced beam spreading, intensity fluctuations, and wavefront distortions. All these phenomena broaden and distort the impulse response of the imaging system, known as the point spread function (PSF).
In this paper, a spatially multiplexed multi-inputmulti-output (MIMO) imaging system, inspired by multispot diffuse indoor communications configuration first introduced by Yun and Kavehrad [1] , is proposed. This system uses a holographic beam splitter for target illumination in a pixelwise manner. This yields a uniformly distributed illumination over the target area. Furthermore, beam spreading is reduced by a factor of 1=N, where N is the number of beamlets in each direction [2] (i.e., we have an N × N array of beamlets), leading to a noticeable improvement in the link margin. The reflected beamlets can be detected by individual photodetectors on a receiving focal plane array. Hence, the possibility of interpixel interference is greatly reduced due to pixelwise illumination and detection. Moreover, considerable multiplexing gain may be achieved.
MIMO optical imaging systems are proved to work properly under ideal atmospheric conditions, where effects of scattering and turbulence are minimal [2] . However, in imaging through atmosphere. one should consider dispersive effects of scattering particles, turbulence-induced beam spreading, intensity fluctuations, and wavefront distortion. While scattering media give rise to steady background noise via backscattering and severely attenuate the information-bearing coherent component of the received wave, according to the Beer-Lambert law, turbulence contributes to amplitude and phase fluctuations and, hence, causes PSF broadening and signal fading. In this paper, we investigate the capability of the MIMO optical imaging system in acquiring high-resolution images under realistic weather conditions. In other words, the possibility of "seeing through clouds and turbulence" using such an imaging system is studied.
To compensate for atmospheric phenomena, such as clouds, fog, aerosols, and even turbulence, the MIMO imaging system should be well equipped with image restoration modules. While time gating is suggested to filter out backscattered photons and increase the contrast, adaptive-optics (AO) and blinddeconvolution (BD) modules are exploited to enhance the image sharpness and resolution. Figure 1 demonstrates a schematic illustration of the proposed system's setup. We elaborate on different parts of the proposed system in the next sections.
The remainder of this paper is organized as follows. In Section 2, a comprehensive channel model is derived, addressing the attributes of both turbid and turbulent essences of atmosphere. In Section 3, details of the proposed multiplexed MIMO imaging system transmitter are described. In Section 4, the receiver design is illustrated, and, in Section 5, candidate image processing techniques are investigated and performance improvements are analyzed. Finally, Section 6 concludes the paper and outlines some of the possible future work.
Atmospheric Channel Modeling
In active optical imaging systems, a laser beam is pointed toward a target and the rays reflected back from the target are received and processed to retrieve an image. In the presence of scattering particles, such as clouds and aerosols, along the path of a pulsed laser, beams start to broaden in space and time and, hence, the received signal is attenuated. Furthermore, depending on the cloud optical depth, some photons are backscattered toward the receiver and contribute to a steady background noise. As a result, scattering media distort the PSF of an imaging system due to pulse spreading and dispersion, and also give rise to clutter due to backscattering. This clutter must somehow be removed to increase the contrast or signal-to-noise ratio (SNR). Turbulence, on the other hand, gives rise to fluctuations in the collected signal amplitude, which, in turn, causes distortion of the received image. Furthermore, one should also consider the phase variations that distort the phase front (isophase plane) and the PSF. This phenomenon is responsible for the emergence of the speckle pattern.
We make a simplifying assumption that turbid and turbulent essences of atmosphere independently contribute to the PSF of an imaging system and, hence, can be modeled separately. Below, we show that, given the proposed imaging system design, this is a valid assumption, since multiple scatterings can be modeled by a pure attenuation factor. While a Monte Carlo ray-tracing (MCRT) algorithm developed at Pennsylvania State University, Center for Information and Communications Research (CICTR), is used to account for propagation through scattering media, turbulence is modeled by phase screens resulting from Rytov approximation and the Kolmogorov theory of turbulence. The following subsections describe details of channel modeling.
A. Monte Carlo Ray Tracing and Turbid Channel Modeling
Clouds are made of water droplets with sizes comparable to optical wavelengths. Hence, the Mie theory of scattering governs laser beam interactions with cloud particles. This theory is "an application of Maxwell's equations to the problem of a homogeneous sphere radiated by a plane wave from a single direction" [3] . Laser beam propagation through clouds, fog, and aerosols is basically a multiple-scattering problem, governed by the well-known integrodifferential equation of radiative transfer [4] . In general, the analytical solution to this equation is only viable under specific constraints, such as time-independent and isotropic scattering, and, in general, MCRT is used to find the exact solution [5] .
MCRT models a through-cloud imaging system, by breaking down the laser beamlets to numerous individual photons and tracking the trajectory of each during its trip to the object of interest and back to the imaging plane. Each photon proceeds into the medium until it interacts with a particle. At this point, the photon is deflected and its direction of propagation changes. The photon continues in this new direction until it collides with the next particle. According to Mie theory, the scattering direction in three-dimensional space is presented by a probability distribution function (PDF) known as the phase function. In other words, phase function is the PDF of solid angle ψ ¼ ðθ; φÞ and is normalized so that its integral over unit sphere is equal to 1 [3, 6] , i.e.:
Since the azimuth scattering angle, φ, is uniformly distributed in ½0; 2π, the phase function can be plotted with respect to θ. Figure 2 shows the scattering phase function for different types of clouds. Assuming that the scattering medium is homogeneous, the scattering distance, i.e., the distance between two successive scattering events, is an exponential random variable distributed as
where D sca ¼ 1=β sca , and β sca is the scattering coefficient of cloud particles. In photon-particle interactions, there is always a possibility that a photon is absorbed by a particle. This probability is given by the ratio of absorption and extinction coefficients, i.e., P abs ¼ β abs =β ext ; however, this value is insignificant for clouds because the absorption coefficient is very small compared to the extinction coefficient. For more on multiplescattering channel modeling, the reader is referred to [7] [8] [9] [10] [11] [12] .
Since backscattered photons are of interest for clutter removal, they can be traced together with photons reflected from the target. Afterward, the spatial and temporal distributions of both may be calculated in a postprocessing stage. Our MCRT simulates a simplistic imaging scenario, in which a two-dimensional mirror resembling the letter "H" is placed at a distance L from the pulsed laser source, i.e., the transmitter. Assuming that both target and imaging system are inside the scattering medium, the physical length of the channel, L, can be translated to its optical thickness, τ, as
Hence, the round-trip optical thickness is equal to 2τ. We simulate this imaging scenario, assuming that the laser beam path from transmitter to the imaging plane and back to the receiver goes through a scattering medium of the specified optical thickness. As a result of these scattering events, some of the energy is backscattered toward the transceiver. This backscattered energy appears as a clutter and, hence, obscures the target. To remove the clutter subspace from the image subspace and improve the contrast, proper spatial and temporal processing must be carried out. Fortunately, backscattered and image photons can be separated using time gating because backscattered photons arrive much earlier than image photons, which have to travel the round-trip path from the transceiver to the target and back. Using this time-gating approach, contrast is improved significantly. A MCRT algorithm is developed in which a large body of photons are traced until one million photons are either backscattered or reflected back from the target to the receiver. Figures 3(a) and 3(b) show the spatial distribution of the image and the backscattered photons at the receiving aperture for a channel of optical thickness 1 (2 round-trip). For a channel of this trivial optical thickness, the number of image photons is much larger than backscattered ones. Figure 4 shows the temporal distribution of image and backscattered photons. It is clear that temporal filtering is capable of removing the clutter subspace. Figures 5 and 6 show spatial and temporal distributions of photons for a channel of optical thickness 4 (8 round-trip). In this case, the number of image photons is reduced drastically. This is because most information-bearing photons are the so-called "ballistic" photons that are attenuated according to the Beer-Lambert law as
where I coh is the coherent part of the received radiance (intensity) and I 0 is the transmitted pulse radiance (intensity). Photons that travel on a path close to the line-of-sight path, i.e., "snake" photons, can also contribute to imaging and improve the link budget equation. However, special measures should be taken to employ these photons while maintaining the diffraction-limited resolution. It is worth noting that, in [13] , the authors have used small-angle approximation to find the PSF of multiple-scattering medium. Backscattering is not considered in their work; however, it was shown that, for a receiver of large field of view (FOV), contrast and resolution are reduced significantly. This is simply because more diffuse photons are received and no spatial filtering is exploited.
B. Kolmogorov Theory and Turbulent Channel Modeling
Turbulence-induced fluctuations can distort both amplitude and phase of the wavefront incident on the receiving aperture. Under near-field conditions, atmospheric turbulence presents itself as random variations in wavefront phase only. In far-field conditions, however, phase variations, along with diffraction, give rise to amplitude variations while propagating to the pupil plane [14] . In actuality, phase variations have considerably more effect on image quality than effects due to the amplitude variation [15] . Under weak turbulence conditions, Rytov approximation is commonly used to model the aberrations in the receiver pupil plane as a multiplicative perturbation, i.e.:
where UðrÞ is the perturbed field, and U 0 ðrÞ is the original field in the absence of turbulence. Moreover, χðrÞ and ψðrÞ represent amplitude and phase fluctuations, respectively. Although all turbulence-induced wavefront aberrations start as phase distortions, propagation of this distorted wavefront can, over a long distance, cause amplitude variations. The standard approach is to assume that χðrÞ and ψðrÞ are jointly Gaussian random processes. The Gaussian assumption can be justified in most situations of interest using a central limit theorem argument. Random variations in wavefront across the receiving aperture distort the PSF of an imaging system from its ideal diffraction-limited form, decreasing the image resolution. Attributes of turbulent atmosphere are usually simulated using thin phase screens, which perturb the phase of a propagating wavefront in accordance with either Kolmogorov or von Kàrmàn turbulence models [16] . According to Kolmogorov theory, assuming isotropic and homogenous turbulence, the power spectral density of refractive index fluctuations can be expressed as [14, 16, 17] Φ n ðκÞ ¼ 0:
where κ is the spatial wavenumber and L 0 and l 0 are outer and inner scales of turbulence, respectively. Hence, the power spectrum of phase fluctuations is represented as
where r 0 is the coherence length of atmosphere, or "Fried's parameter" [14] . The fast-Fourier-transform (FFT)-based method is among the most popular ways of generating phase screens. However, this technique is limited in that it does not accurately reproduce lower spatial frequency aspects of the Kolmogorov spectrum, such as wavefront tilt. There are several techniques for extending the FFT-based phase screens to include the low spectral frequency components, namely, the subharmonic [15, [17] [18] [19] and the random midpoint displacement [15, 20] methods. Another widely used random phase screen generation method is based on the expansion of spatial phase into a linear combination of a set of orthonormal polynomials. One such set is the set of Zernike polynomials [14] . In this paper, we used the fractal generation scheme, suggested by [15, 20] , which provides good results and is extremely fast.
Transmitter Design
In the proposed structure, an N × N array of beamlets is used to illuminate the target. This method is preferred over floodlit illumination due to a better geometric coupling, reduced background radiation, and increased angular resolution [2] . In other words, we would like to have a transmitter that produces multiple beams with prescribed intensities covering the target area. Imaging photolithographic optical elements have been used at the transmitter to generate multiple beams from a single laser diode [1, [21] [22] [23] . Holograms generated by means of a computer can produce wavefronts with any prescribed amplitude and phase distribution. Computergenerated holograms (CGH) [22] have many useful properties. An ideal wavefront can be computed on the basis of diffraction theory and encoded into a tangible hologram. A multilevel phase CGH can have a diffraction efficiency close to 100%. Holographic optical elements (HOE) have insignificant physical weight and are low cost when mass produced, hence, they are specially suited for use on board aircraft and spacecraft. In principle, the optical power that can be transmitted in compliance with the eye safety regulations increases with the number of spots. In addition, a more uniform distribution and a higher predictability of the channel parameters can be achieved. The beams emerging from the hologram are almost collimated. Increasing the number of diffusing spots will allow increasing the intensity of each spot and of the total transmitted optical power. This is a very important aspect of holographic beam splitters, as increasing the total transmitted power enables the system to operate in larger optical depths. To maximize the signal optical power received by each of the branches, each diffusing spot should contain as much energy as possible. Let us assume that, for an array of N × N beamlets, the central spot contains 1% of total transmitted optical power, P t , i.e., P c ¼ P t =100, and the CGH is designed so that the central spot is one of the spots in the array. Then P t ¼ ðN × N − 1ÞP d þ P c ¼ 100P c , where P d is the power contained in each of diffusing spots, and N × N is the total number of spots. Each of the collimated beams emerging from the hologram should contain no more energy than kAEL, where AEL is the accessible emission limit for a point source, established by International Standard IEC 825 [24] , and k ¼ ðD beam =D aperture Þ 2 , D beam being the beam diameter and D aperture being the aperture diameter applicable to measuring laser irradiance and radiant exposure [24] . Thus, maximum total power is transmitted when the central spot energy equals the accessible emission limit, P c ¼ kAEL. Then, the power contained in each of the other diffusing spots is P d ¼ 99 N×N−1 , kAEL ≤ kAEL . The maximum for P d , i.e., P d ¼ kAEL, is achieved for a number of spots N × N ¼ 100. In our case study, we consider a square image, i.e., a spot array of 10 × 10 spots would be the optimum. Figure 7 shows a sample holographic 4 × 4 beam splitter that we have produced. One can infer the small size and the light weight of this beam splitter from Fig. 7 . Using a 532 nm low-power laser light (<5 mW) through the sample, we captured the spots on a camera, as demonstrated in Fig. 8 .
The initial spreading angle of the beamlets is set such that they do not interfere with one another on the target plane. For a Gaussian beam of initial spreading angle θ 0 , the initial beam waist is ω 0 ¼ λ=πθ 0 , where λ is the beam wavelength. The beam waist at a distance R from the source, ωðRÞ, is related to ω 0 as
For an imaging system operating at a wavelength of λ ¼ 1:55 μm, and a target in R ¼ 1 km, spatial resolution is limited by beam waist at the target, ωðRÞ. For example, if a spatial resolution of 20 cm is required, ωðRÞ should be less than 20 cm, which means an initial spreading angle of less than 200 μrad.
Receiver Design
Typically, the optical front end of the receiver consists of an optical concentrator to increase the received optical signal power, and an optical bandpass filter to reject the ambient light. We have investigated the characteristics and performance of optical interference filters. Typically, interference filters with a narrowband spectral response have a low transmittance and reduce the signal by 3 dBo (optical decibels). These filters work well with collimated radiation, which is not an option in our application. The narrowband interference filters are sensitive to incident angle of radiation, and the peak wavelength shifts toward shorter wavelengths with increasing the incident angle. The filter can be designed with a shift toward longer wavelengths to accommodate the spectral shift by an incident angle. Given a diffuse radiation pattern, however, performance further deteriorates because of noncollimated radiation, i.e., the incident angle varies from normal incidence to the maximum angle determined by the receiver lens FOV. When the spectral response of the filter is averaged over all incident angles, the full width at halfmaximum is broadened and the signal is further attenuated. The maximum transmittance is further reduced for nonpolarized light; the case in imaging through cloud/fog. Since the laser diode and the filter wavelengths are specified by the manufacturer within given tolerances, and there is also a wavelength drift due to temperature changes, a narrowband interference filter does not seem to be practical. Using the unique properties of HOEs, a novel design is proposed for the receiver optical subsystem used in the proposed imaging system. With a holographic curved mirror as an optical front end, the receiver would achieve several decibels of improvement in the electrical SNR compared to a bare photodetector. The main advantages of HOEs over conventional systems that consist of a lens concentrator and an optical filter are multifunctionality, independence of their physical configuration, insignificant weight, and low cost. The filtered and concentrated beamlets are then concentrated onto an N × N array of high-speed photodetectors. Examples of high-speed photodetectors suitable for precise multichannel ranging and imaging include segmented anode photomultiplier tubes and avalanche photodiodes. Assuming that each photodetector has a diameter of 100 μm (30 μm active area diameter) [2] and the lens has a focal length f , the angular resolution of the system would be 100=f μrad. This translates into a spatial resolution of R × 10 −4 =f , where R is the target range. Moreover, the receiver FOV turns out to be N=f × 100 μrad. As an example, suppose that we have a 10 × 10 array of beamlets imaging an object that is 1 km away. Furthermore, suppose we have a receiving aperture of D ¼ 50 cm diameter with f ¼ D ¼ 50 cm. The angular resolution of this system would be 2 mrad, which translates to spatial resolution of 20 cm. Hence, a rectangle of 4 m 2 can be imaged by this system. Figure 9 demonstrates a simplified geometry of the receiving aperture.
Image Recovery and Postprocessing
In imaging through atmosphere, one should consider dispersive effects of scattering particles, turbulenceinduced beam spreading, intensity fluctuations, and wavefront distortion. While scattering media give rise to steady background noise via backscattering and severely attenuates the information-bearing coherent component of the received wave, according to the Beer-Lambert law, turbulence contributes to amplitude and phase fluctuations and, hence, causes PSF broadening and signal fading.
To overcome the deleterious effects of scattering and remove the clutter subspace (steady background noise due to backscattering) from image subspace, one can resort to some kind of spatiotemporal filtering, and take advantage of the fact that temporal distributions of image and backscattered photons are approximately nonoverlapping. In other words, one can expect the image photons to arrive at the receiving aperture in a predictable time interval, and within a limited FOV. In this section, we use time gating to filter out the backscattered photons. It is shown that SNR or contrast can be improved significantly, depending on the length of the time gate and the scattering medium's optical thickness.
Restoring the effects of turbulent atmosphere is made complicated by the fact that the imaging system does not have any information about either the true image or the distorting PSF. Solutions to this problem fall into two major categories: AO corrections and BD algorithms. While AO systems estimate the wavefront phase aberrations and compensate for PSF broadening in real time, BD algorithms serve as a postprocessing module and try to recover both the PSF and the true image from the received distorted image.
In the following subsections, we elaborate on image restoration techniques and the resulting performance improvements in terms of signal-tonoise-and-interference ratio (SNIR) or contrast, SNR improvement (SNRI), and mean-square-error percentage (MSE%).
A. Clutter Space Removal via Time Gating
In this section, we revisit Section 2, where it is shown that time gating can improve SNIR or contrast by filtering out backscattered photons from informationbearing image photons. Knowing that received energy is proportional to the number of photons, the SNIR can be defined as
where N I is the number of image photons, N B is the number of backscattered photons, N N is the number of noise photons, h is Planck's constant, ν is the frequency of the imaging system carrier, and ν is the average frequency of noise photons. Assuming that backscattered photons are dominant in the steady background noise, the second term in the denominator of the logarithm in Eq. (9) can be omitted and, hence, the term in the logarithm can be simplified to the ratio of the number of image and backscattered photons. We run the MCRT imaging code developed at Penn State CICTR for various optical thickness values and record the number of received image and backscattered photons. The ratio of these two numbers determines the SNIR or contrast before time gating. Then, by applying time gating, the number of photons arrived at the receiver in a specified time frame about the round-trip time is measured. Table 1 shows the results of this analysis for different optical thickness values (one way) and different time-gate durations. From Table 1 , one can see that SNIR decreases with optical thickness in all cases. This is because, as optical thickness increases, fewer of the image photons can make it back to the receiver. Moreover, the probability of backscattering increases as more scattering events take place in the medium. By placing a time gate of 10 μs length with its center on the round-trip time, SNIR improves significantly. This improvement is even more considerable for larger optical lengths. By shortening the time gate to 1 μs, we observe larger improvements, especially for larger optical thickness values. If we further decrease this length to 0:1 μs, the SNIR improves only for a channel of optical thickness 6 (12 round trip). These final SNIR improvements with a gate of 0:1 μs length appear to be very promising, as we observe a total of 50 dB improvement for a channel of optical thickness 6. To continue this analysis for larger optical thickness values, MCRT needs a very long processing time. This is because signal attenuation increases exponentially with optical thickness and, hence, a larger number of photons needs to be tracked for the receiver to get a sufficient number of information-bearing photons.
B. Blind-Deconvolution and Adaptive-Optics Corrections
In this subsection, performance improvements of an imaging system that exploits a combination of AO corrections of variable complexities and a BD postprocessing module are investigated quantitatively using measures such as SNRI and MSE%. Note that the MSE% is defined as [25] MSEðf Þ ¼ 100 P ½af ðx; yÞ − f ðx; yÞ To simulate the AO system, different orders of Zernike polynomials are removed from the simulated phase screens, using a least-square-matching approach. In other words, the coefficients corresponding to tilt (Z 2 and Z 3 ), defocus (Z 4 ), astigmatism (Z 5 and Z 6 ), and other higher-order Zernike modes in the estimated phase front, are calculated using a least-square sense best-fitting approach. Then, the estimated phase screen is subtracted from the simulated one to emulate AO corrections. Consequently, the system PSF shrinks more and more as the number of removed Zernike modes increases. Figures 10(a)-10(f) show the photodetected images for a system without AO, with AO correction for Z 2 and Z 3 , with AO corrections up to Z 55 , with AO corrections up to Z 78 , with AO corrections up to Z 120 , and with AO corrections up to Z 300 !, respectively. Figures 11(a)-11(f) show the corresponding PSFs. From Figs. 10 and 11, one can see that a considerable performance improvement is achieved by removing the second and third Zernike modes, i.e., the tilt components. This was expected, as tilt is responsible for 86% of the total phase error in the piston-removed phase [14] . This is especially true when the turbulence is relatively weak. However, under strong turbulence conditions, higher-order Zernike modes become more significant. An AO system that removes 300 Zernike modes is very complex and close to ideal. Such an AO system almost shrinks the PSF to a delta function, i.e., diffractionlimited PSF.
We expect that, by using AO corrections, image quality is improved and, hence, BD becomes easier and more effective. To verify this fact, we measure MSE% after AO corrections of various complexities. Then the resulting image is fed to a BD module, which uses a nonnegativity and support constraints recursive inverse filtering (NAS-RIF) algorithm [25] for image recovery, and performance of the postprocessing stage is measured in terms of final MSE%, SNRI, and the number of iterations required for the cost-function minimization. Table 2 lists these parameters for the image data of Figs. 10 and 11. One can see that, as the number of removed Zernike modes increases, MSE% of the photodetected image decreases. As a result, the NAS-RIF algorithm performs better in further reduction of MSE%. Note that SNRI depends on the difference between MSE% before and after BD and, hence, it increases as more Zernike modes are removed through AO corrections. Moreover, the number of iterations required in NAS-RIF does not depend much on system performance and is basically a function of the convex cost function hypersurface, which has to be minimized. A monotonic trend is observed in this table. The only point observed is the fact that SNRI of the BD module after removal of 300 Zernike modes is less than what can be obtained after removing 120 modes. As mentioned earlier, SNRI depends on the difference between MSE before and after postprocessing. An AO system capable of removing 300 Zernike modes has already reduced the MSE% to 1.7%; as a result, there is not much that can be done in the postprocessing stage, as image quality is very close to ideal. Throughout this paper, we have assumed that an ideal AO system capable of estimating and removing higher-order Zernike modes within a reasonable time is available. Further research is required to establish the validity of such an assumption and to evaluate the limitations of the proposed system, given the commercially available wavefront sensors.
Conclusions
In this paper, first a spatially multiplexed MIMO imaging system is introduced, which is inspired by MIMO multispot diffuse communications, first addressed by Yun and Kavehrad [1] . Although it has great potential under clear weather conditions, this optical imaging system faces major limitation due to wave propagation through atmosphere, as effects of multiscattering and turbulence cause severe degradation in the received image quality. To understand the consequences of atmospheric propagation, various simulation tools were developed at the Pennsylvania State University CICTR laboratory. Using these tools, an accurate channel model is obtained that can be used to investigate the performance of different image recovery techniques. Several image restoration modules were explored and image quality improvements obtained using these methods wereare investigated, assuming a simulated channel. While time gating was used to eliminate the steady background noise caused by backscattering, a combination of AO corrections and BD algorithms was used to enhance the image sharpness and resolution. All these methods proved to be very effective, based on quantitative measures of image quality, such as MSE% and SNRI. In conclusion, the proposed spatially multiplexed MIMO imaging system, being well equipped with image restoration modules, can provide high-quality images at a faster area search rate and higher resolution compared to RF counterparts.
