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Abstract 
Tutte’s description of the (di)chromatic polynomial of a graph in terms of activities with 
respect to maxima1 forests gives rise to a partition of the power-set of the edge-set as a collection 
of intervals, one corresponding to each maxima1 forest. This partition is useful in producing 
simplified expressions of all-terminal reliability. We compare two similar partitions connected 
with K-terminal reliability, one due to the author and the other due to Colbourn and 
Pulleyblank. 
An important aspect of the theory of the chromatic and dichromatic polynomials of 
a graph G is their expression in terms of the activities of edges with respect o maximal 
forests of G, cf. [S, Chapter IX]. These activities provide a partition of the power-set 
P@(G)) into intervals, each of which contains the edge-set of one maximal forest [4]; 
the partition can be used to give relatively compact expressions of the polynomials as 
sums indexed by maximal forests. The compactness of these expressions is of value 
when one is concerned with the efficient computation of information associated to the 
polynomials, notably the (all-terminal) reliability of G, and this suggests that it could 
be valuable to define partitions that would be of similar use in the study of K-terminal 
reliability. Here we compare two such partitions, one introduced by Colbourn and 
Pulleyblank (cf. [3] or [2, Chapter 51) and the other introduced by the present 
author [7]. 
We begin by recalling that the activities are defined with respect to an ordering 
E(G) = {el, . . . . e,} of the edge-set of G. One formulation [S] of the definition involves 
the idea of ‘resolving’ G by deleting or contracting each edge, e, first, then e,_ i, and 
so on. Suppose we consider the particular resolution in which the edges of a certain 
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maximal forest F are contracted, and all other edges are deleted; then an edge e is 
internally active with respect to F if it is contracted as an isthmus in this resolution, 
and externally active if it is deleted as a loop. This formulation suggests an obvious 
generalization: for any subset S c E(G) we can consider the resolution of G in which 
elements of S are contracted, and elements of E(G) - S are deleted; each edge of 
G then appears in the resolution in one of six possible states, as it can be deleted or 
contracted as an isthmus, loop, or neither, An edge which is contracted or deleted as 
an isthmus is an eventual isthmus of S, and we denote the set of all such edges Z(S); 
II(S) and H(S) are the sets of internal (contracted) and external (deleted) eventual 
isthmuses, respectively, Similarly, L(S) = IL(S) u EL(S) is the set of eventual loops 
with respect to S, and O(S) = IO(S) u EO(S) is the set of edges which are eventually 
ordinary with respect to S (i.e., do not appear in the resolution as loops or isthmuses). 
The activities define a partition of P(E(G)) into intervals, each of which is [lo(S), 
E(G) - EO(S)] for every S in the interval. Each interval contains exactly one edge-set 
of a maximal forest, namely (IO(S) u EZ(S)) - IL(S) for any S in the interval. For 
S G E(G) let G : S be the subgraph of G with all of G’s vertices but only edges from S, 
and c(G: S) its number of connected components; also let Z’(G,c(G)) = 
{S E E(G) ) c(G : S) = c(G)}. Clearly then each interval of the activities partition 
intersects T(G, c(G)) in a subinterval, whose smallest element is the unique element of 
the original interval that is the edge-set of a maximal forest. Consequently the 
activities partition of P(E(G)) directly induces a partition of Z(G, c(G)) into intervals. 
The activities partition of P(E(G)) seems to have been introduced into the combina- 
torial literature by Crapo [4]. Ball and Nemhauser [l] and Provan and Billera [6] 
later introduced close relatives of the associated partition of Z(G, 1) into the literature 
of all-terminal network reliability. (The al/-terminal reliability of a connected network 
is the probability that it will remain connected after the failures of some edges.) Given 
the usefulness of such partitions in producing simplified Boolean expressions for 
all-terminal reliability [l; 2, Ch. 5; 3; 61, it is natural to investigate the possibility of 
producing partitions that would be of similar use in assessing K-terminal reliability, 
which is the probability that a certain subset K & V(G) will lie in a single connected 
component of G after some edges fail. We will compare two such partitions of 
Z(G, K, 1) = (S E E(G) 1 c(G: S, K) = 1); h ere c(G:S,K) is the number of connected 
components of G:S that meet K. 
The first of these two was introduced by Colbourn and Pulleyblank, cf. [3] and [2, 
Chapter 51. Like Ball and Nemhauser and Provan and Billera, they actually worked 
with P(E(G)) - T(G, K, l), but we will use the dual (complementary) partition of 
T(G, K, 1). This partition has one interval for each spanning tree T of G, namely 
C-U-) - ZAO(T), E(G) - EWV))I, w h ere ZAO(T) consists of those e E ZZ(E(T)) 
such that c(T- e,K) = 1. 
The second of these partitions was introduced in [7], using a K-terminal variant of 
the generalized activities approach discussed above. This variant involves using 
K-isthmuses (isthmuses both of whose end-vertices lie in K) and K-loops (edges which 
do not appear in any simple paths between distinct elements of K) in place of ordinary 
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isthmuses and loops in the definition of the generalized activities. For instance, if 
S c E(G) then e E IL@, K) iff when e is encountered in the deletion/contraction 
resolution corresponding to S, it is contracted as a K*-loop; here K * represents what 
has become of K by that stage in the resolution. A useful property of these K-terminal 
generalized activities is the equation c(G: S, K) = c(G : (S - ZL(S, K)), K) = 
c(G : (S u EZ(S, K)), K) + IEZ(S, K)( [7, Theorem 2.31. Also, by [7, Theorem 2.21 
P(E(G)) can be partitioned into intervals, each of which is [10(&K), 
E(G) - EO(S, K)] for every S in the interval. Each of these intervals contains precisely 
one S,, with EZ(So, K) = 8 = ZL(&,, K), namely So = (S - IL(S, K)) u EZ(S, K) for 
any S in the interval. Such an So may be the edge-set of a Steiner (i.e., maximal) 
K-forest in G, but it may not be; if it is not, we call G : So a fake Steiner K-forest. A fake 
Steiner K-forest G : So is convincing if c(G : S,,, K) = c(G, K). All fake Steiner K-forests, 
convincing or not, are forests. See [7] for a more detailed discussion. 
In seeking to compare these two partitions, we note first that Colbourn and 
Pulleyblank partition T(G, K, 1) into intervals, while the generalized activities parti- 
tion all of P(E(G)) into intervals. The following proposition implies that the generalized 
activities also define an interval partition of T(G, K, 1). 
Proposition 1. Let G be a connected network, K a nonempty subset of V(G). ‘Then 
each interval of the generalized activities partition of P(E(G)) intersects T(G, K, 1) in a 
subinterval. 
Proof. Suppose S c E(G) and the interval J = [lO(S, K), E(G) - EO(S, K)] inter- 
sects T(G,K, 1); by choosing S within this intersection, we may assume that 
c(G: S, K) = 1. We claim that J n T(G, K, 1) = [S - ZL(S, K), E(G) - EO(S, K)]. 
Since c(G : S, K) = c(G : (S - ZL(S, K)), K), it is certainly true that 
J n T(G, K, 1) 2 [S - ZL(S, K), E(G) - EO(S, K)]. On the other hand, any TE J that 
does not contain S - ZL(S, K) must have EZ(T, K) # 0, since Z(T, K) = Z(S, K), and 
hence it must be that c(G: T,K) > 1. 0 
Our principal theorem is the following. 
Theorem. Let G be a connected network, K a nonempty subset of V(G). Zf an interual of 
the K-terminal generalized activities partition of T(G, K, 1) intersects an interval of the 
Colbourn-Pulleyblank partition, then the former contains the latter. 
Proof. Consider the Colbourn-Pulleyblank interval J = [E(T) - ZAO( T), E(G) - 
EO(E(T))], where T is a spanning tree of G. Let J be the K-terminal generalized 
activities interval [ZO(E(T), K), E(G) - EO(E( T), K)]. 
Since T is a spanning tree of G, c(T) = 1 = c(T, K); it follows that EZ(E(T)) = 
8 = EZ(E(T), K). This implies that E(G) - EO(E(T)) = E(T) u EL(E(T)), and 
E(G) - EO(E(T), K) = E(T) u EL(E(T), K). Clearly EL(E(T)) G EL(E(T), K), for if 
e is an ordinary loop when it is encountered in the resolution of G corresponding to 
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Fig. 1. 
E(T) then it is certainly also a K*-loop. Consequently, E(G) - EO(E(T)) E E(G) - 
EO(E(T), K). 
Suppose now that e E ZAO(T); that is, e E ZZ(E(T)) and c(T - e, K) = 1. Since 
e E ZZ(E( T)), when e is encountered in the resolution of G corresponding to E(T) it is 
an isthmus. Let G* and K* be what has become of G and K by the time e is reached in 
this resolution. If two elements of K* were in the same connected component of G* 
but in different connected components of G* - e, then clearly they would correspond 
to elements of K in different connected components of T - e, contradicting the 
presumption that c(T - e, K) = 1. Consequently, no two elements of K* are separ- 
ated in G* by the isthmus e; it follows that e is a K*-loop in G*. 
This argument shows that ZAO(T) E ZL(E(T), K). It follows that JZ J, as 
claimed. 0 
It follows from this theorem that the generalized activities partition always provides 
a Boolean expression for K-terminal reliability that is at least as simple as the one 
provided by the Colbourn-Pulleyblank partition. 
Now consider the graph G drawn in Fig. 1, with K consisting of the vertices of 
degree three. There are eight spanning trees in G, so the Colbourn-Pulleyblank 
partition of T(G, K, 1) involves eight intervals. As noted in [7], G has three Steiner 
K-trees and three fake Steiner K-trees, only one of which is convincing. Consequently 
the generalized activities provide partitions of P(E(G)) into six intervals, and 
T(G,K,l) into four; these latter are [(e=,}, (e1,e2,e3,e4,e5}], [{e3,e4}, 
Iebe2,e3,e4)12 {I el,e2), {el,e2,e3>>, and ({ eI, e2, e4}). (T(G, K, 1) cannot be par- 
titioned into fewer than four intervals, so that in this case the generalized activities 
actually provide a ‘best possible’ partition.) On the other hand, as noted in [7] if the 
indices of e1 and e5 are reversed then the generalized activities will provide five fake 
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Steiner K-trees, all convincing; consequently with respect to this altered ordering the 
Colbourn-Pulleyblank and generalized activities partitions are identical. 
In the example, the relatively small number of intervals in the generalized activities 
partition is associated with the large size of the interval containing {e5). The size of 
this interval is easily explained: once e5 is contracted only one vertex remains of K, so 
all the remaining edges are K*-loops, and hence L({e5}, K) = {e1,e2,e3,e4}. The 
following proposition generalizes this situation. 
Proposition 2. Suppose G is a connected network, K is a nonempty subset of V(G), and 
G has a vertex v q! K which is not a cutpoint and whose degree is at least 2. Then there is 
at least one ordering of E(G) with respect to which the generalized activities partition of 
T(G, K, 1) has strictly fewer intervals than the Colbourn-Pulleyblank partition. 
Proof. Since G - v is connected, G has a K-tree T with v 4 V(T). Adopt an ordering of 
E(G) in which the edges of T appear last. Every edge of G not in E(T) must be in 
EL(E(T),K), for once the edges of T are contracted the elements of K will all be 
identified to each other, so every remaining edge will be a K*-loop. Consequently the 
interval of the generalized activities partition of T(G, K, 1) that contains E(T) is [E(T), 
E(G)I. 
Now extend T to a spanning tree ;j; of G - v. For every edge e of G incident on v, 
?; + e is a spanning tree of G, and E(T + e) E [E(T), E(G)]. Consequently the interval 
of the generalized activities partition that contains E(T) contains all the intervals of 
the Colbourn-Pulleyblank partition corresponding to spanning trees ?; + e. 0 
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