Abstract. Let G be a finite cyclic group. Every sequence S over G can be written in the form S = (n1g) · . . . · (n l g) where g ∈ G and n1, . . . , n l ∈ [1, ord(g)], and the index ind(S) of S is defined to be the minimum of (n1 + · · · + n l )/ ord(g) over all possible g ∈ G such that g = G. An open problem on the index of length four sequences asks whether or not every minimal zero-sum sequence of length 4 over a finite cyclic group G with gcd(|G|, 6) = 1 has index 1. In this paper, we show that if G = g is a cyclic group with order of a product of two prime powers and gcd(|G|, 6) = 1, then every minimal zero-sum sequence S of the form S = (g)(n2g)(n3g)(n4g) has index 1. In particular, our result confirms that the above problem has an affirmative answer when the order of G is a product of two different prime numbers or a prime power, extending a recent result by the first author, Plyley, Yuan and Zeng.
Introduction
Throughout this paper, let G be an additively written finite cyclic group of order |G| = n. By a sequence over G we mean a finite sequence of terms from G which is unordered and repetition of terms is allowed. We view sequences over G as elements of the free abelian moniod F(G) and use multiplication notation. Thus a sequence S of length |S| = k is written in the form S = (n 1 g) · . . . · (n k g) where n 1 , ..., n k ∈ N and g ∈ G. We call S a zero-sum sequence if the sum of S is zero (i.e. k i=1 n i g = 0). If S is a zero-sum sequence, but no proper nontrivial subsequence of S has sum zero, then S is called a minimal zero-sum sequence. Recall that the index of a sequence S over G is defined as follows. Definition 1.1. For a sequence over G S = (n 1 g) · . . . · (n l g), where 1 ≤ n 1 , . . . , n l ≤ n, the index of S is defined by ind(S) = min{ S g | g ∈ G with G = g } where
(0). To show that ind(S) = 1, it suffices to find an integer m with gcd(m, n) = 1 such that |mx 1 | n + |mx 2 | n + |mx 3 | n + |mx 4 | n = n, and this fact will be frequently used later. Furthermore, we may always assume that ν ≥ 2. (1). It was mentioned in [11] that Problem 1.2 was confirmed computationally to hold true if n ≤ 1000 (The claim has been double checked by the second author and Wang by using a computer program). Hence, throughout the paper, we always assume that n > 1000. (2) . If x 1 + x 2 + x 3 + x 4 = 3n, then |(n − 1)x 1 | n + |(n − 1)x 2 | n + |(n − 1)x 3 | n + |(n − 1)x 4 | n = (n − x 1 ) + (n − x 2 ) + (n − x 3 ) + (n − x 4 ) = n. Since gcd(n, n − 1) = 1, we have ind(S) = 1. Thus we may always assume that x 1 + x 2 + x 3 + x 4 = 2n. (3) . If x 1 ≤ x 2 ≤ x 3 < n 2 , then x 4 = 2n − (x 1 + x 2 + x 3 ) > n 2 . Now |(n − 2)x 1 | n + |(n − 2)x 1 | n + |(n − 2)x 1 | n + |(n − 2)x 1 | n = (n − 2x 1 ) + (n − 2x 2 ) + (n − 2x 3 ) + (2n − 2x 4 ) = n. Since gcd(n, n − 2) = 1, we have ind(S) = 1. (4) . If x 4 ≥ x 3 ≥ x 2 > n 2 , then x 1 < n 2 . Since |2x 1 | n + |2x 1 | n + |2x 1 | n + |2x 1 | n = 2x 1 + (2x 2 − n) + (2x 3 − n) + (2x 4 − n) = n and gcd(n, 2) = 1, we have ind(S) = 1.
Let S be the sequence as described in Theorem 1.3. By the above remark, we may always assume that 1 + x 2 + x 3 + x 4 = 2n and 1 < x 2 < n/2 < x 3 ≤ x 4 < n − 1. Now let c = x 2 , b = n − x 3 , a = n − x 4 , and it is not hard to show that the following proposition implies Theorem 1.3.
Proposition 2.2. Let n
, where p 1 = p 2 are primes and α, β ∈ N, and gcd(n, 6) = 1. Let S = (g)(cg)((n − b)g)((n − a)g) be a minimal zero-sum sequence over G with ord(g) = n, 1 + c = a + b and 1 < a ≤ b < c < n 2 . Then ind(S) = 1. For any real numbers a < b ∈ R, we set [a, b] = {x ∈ Z | a ≤ x ≤ b} the set of all integers between a and b, and similarly, set [a, b) = {x ∈ Z | a ≤ x < b}. From now (until the end of the next section) we always assume that S is the sequence as described in Proposition 2.2. Next we give a crucial lemma. . Since |m| n + |mc| n + |m(n − b)| n + |m(n − a)| n ≤ m + (mc − kn) + (kn − mb) + (n − ma) = n, we have ind(S) = 1.
(2). It follows that at least three elements of {|M | n , |M c| n , |M (n − b)| n , |M (n − a)| n } are less than n 2 . By Remark 2.1 (3), we have ind(S) = 1.
As a consequence of Lemma 2.3, we have the following easy observation. In what follows, we assume that s = ⌊ b a ⌋. Then we have s ≤ b a < s + 1 and
Since b < ] contains at least one integer for every t ∈ [0, s − 1]. Now we are ready to give two sufficient conditions for Proposition 2.2 to hold. The first is "s ≥ 8" (which follows from Lemmas 2.5 and 2.6) and the other is "a = 2" (Lemma 2.7). ] contains an integer co-prime to n for some
, we have 
] contains no integers co-prime to n for every t ∈ [0, ⌊ 
] contains exactly one integer for every t ∈ [0, ⌊
] contains no integers co-prime to n for every t ∈ [0, ⌊
] contains at most two integers and hence
(ii). Assume to the contrary that [
] contains two integers, say x, x + 1, for some t ∈ [0, ⌊ s 2 ⌋ − 1]. Then gcd(x, n) > 1 and gcd(x + 1, n) > 1. Since n = p α 1 · p β 2 and gcd(n, 6) = 1, for every z ∈ [x − 3, x − 1] ∪ [x + 2, x + 4] we have gcd(z, n) = 1. Hence for every
]. Then ] contains at most three integers, so we have that x−4, x−5 ∈ [ (2s−3)n 2b
]. Then gcd(x−4, n) > 1 and gcd(x − 5, n) > 1, which together with gcd(x, n) > 1 and gcd(x + 1, n) > 1 yield a contradiction to the assumption that n = p α 1 · p β 2 and gcd(n, 6) = 1. If t ≥ 1, similarly, we can show that
] and thus gcd(x + 5, n) > 1 and gcd(x + 6, n) > 1, which yield a contradiction again. Hence, [ ] is less than 2 by (ii), this interval contains at most two integers for each t ∈ [1, ⌊
], we have gcd(x, n) > 1, and gcd(y, n) > 1. Note that 2 ≤ x − y ≤ 3 and gcd(n, 6) = 1. We infer that gcd(n, x − y) = 1 and thus gcd(x, y, n) = 1. This proves (iii).
(iv). Assume that s ≥ 6, and then ⌊
2 , where 1 ≤ α 1 ≤ α and 1 ≤ β 1 ≤ β. Since gcd(n, 6) = 1 and 3 ≤ x − z ≤ 6, we have that gcd(x − z, n) = x − z = 5 and thus 5 | gcd(x, z, n). Note that [ (v). Assume to the contrary that s ≥ 8. Then ⌊
]. By (iv) we have 5 | x and 5 | y, which is impossible since 2 ≤ x − y ≤ 3.
This completes the proof. 
2 . Since gcd(m 1 , n) = 1 we have ind(S) = ind(S ′ ), and we shall show that ind(S ′ ) = 1.
Take
It is easy to verify that
. Now let m be one of the integers in {2k ′ + 1, 2k ′ + 3, 2k ′ + 5} which is co-prime to n and let k = m−1 2 . Then k ≤ b ′ . We shall show that ma ′ < n, and then the result follows from Lemma 2.3 (1).
If r ≡ 1 (mod 2), then
2 . Since r > 60, we have that ma ′ ≤ (2k ′ + 5)(t + 1) = (r + 6)(t + 1) < r(2t + 1) + b 0 and we are done.
If r ≡ 0 (mod 2), then
Since r > 60, we have that ma ′ ≤ (2k ′ + 5)(t + 1) = (r + 5)(t + 1) < r(2t + 1) + b 0 , and we are done.
Proof of Theorem 1.3
As mentioned in the last section, we need only prove Proposition 2.2. In view of Lemmas 2.5, 2.6 and 2.7, from now on we may always assume that s ≤ 7 and a ≥ 3.
Let k 1 be the largest positive integer such that ⌈
We now show that Proposition 2.2 holds through the following 3 propositions. The first one handles the case when ⌈ 
and we also have that gcd(n, m 1 ) > 1 and gcd(n, m 1 +1) > 1. Since n = p α 1 ·p β 2 and gcd(n, 6) = 1, we infer that m 1 ≥ 10 and gcd(2m
Note that
Let m = 2m 1 + 1 and k = 2. We shall show that ma < n.
, and thus (2m 1 − 2)(a − 1) < 6b. Since a ≥ 3 and m 1 ≥ 10, we have
and we are done.
By Lemma 3.4, we may assume that [ 
) contains at least three integers, a contradiction to the minimality of ℓ. By the above claim we have either
We remark that since n = p α 1 · p ) contains at most 2 integers. We shall try to find an integer m in one of those intervals such that ma < n and this method will be used frequently in sequel.
Recall that [ 
By the minimality of ℓ we infer that
Let γ = ℓ − 1. By (3.5), we have ( ) which is co-prime to n. Since 5ℓ + 2 ≤ ℓn b < 5ℓ + 3, we have that m ≤ 5ℓ + 2. Then and
as desired. Thus we may assume that gcd(5(ℓ − 1) + 1, n) > 1. If 13 ≤ ℓ ≤ 15, applying (3.5) with γ = 8, we have 39 < ) is less than 5ℓ + 2. By the minimality of ℓ, we must have one of the following holds.
≤ 5(ℓ − 1) + 1. We divide the proof into three subcases according to the above three situations. ) which is co-prime to n. Note that m ≤ 5ℓ+1. Then
so we are done. Therefore, we may assume that ℓ = 3, so 13 < 
and we are done. Next assume that 5 ≤ ℓ ≤ 13. If gcd(5(ℓ − 1) + 1, n) = 1, let m = 5(ℓ − 1) + 1 and k = ℓ − 1. Then
and we are done. Hence we may assume that gcd(5(ℓ − 1) + 1, n) > 1, which together with gcd(5, n) > 1 and n = p α 1 · p β 2 , implies gcd(5ℓ − 1, n) = 1. Now let m = 5ℓ − 1 and k = ℓ. Since 
and we are done. 
First assume that ℓ ≥ 4. If gcd(7ℓ + 1, n) > 1, then gcd(7ℓ − 1, n) = 1, so let m = 7ℓ − 1 and k = ℓ; otherwise let m = 7ℓ + 1 and k = ℓ.
and we are done. Next assume that ℓ = 3. Then 13 < First assume that ℓ ≥ 4. If gcd(7ℓ + 1, n) > 1, then gcd(7ℓ − 1, n) = 1, so let m = 7ℓ − 1 and k = ℓ; otherwise let m = 7ℓ + 1 and k = ℓ. Then
and we are done. If (3.4) holds, then (ℓm 1 −3)(b+a−1) = (ℓm 1 −3)c < ℓn ≤ (ℓm 1 +2)b, hence (ℓm 1 −3)(a−1) < 5b. Note that m ≤ ℓm 1 + 1 and ℓ ≥ 2. Then
Proof of Proposition 3.2
In this subsection, we always assume that ⌈ n c ⌉ = ⌈ n b ⌉, so k 1 ≥ 2, and we also assume that
We distinguish the proof to two cases.
which is a contradiction to (3.1). Hence,
, then ℓ − 1 < a − 1 < ℓ, which is impossible. Therefore, we must have that b = 2ℓ + 1, and thus a = ℓ + 1. Now c = a + b − 1 = 3ℓ + 1 and
which is a contradiction to (3.1). Thus n < 3c, so we assume that n = 2c+ℓ 0 for some ℓ 0 odd since gcd(n, 6) = 1. If ℓ 0 = 1, then n = 2c + 1 = 2(3ℓ + 1) + 1 = 3(2ℓ + 1), a contradiction (since n is not divisible by 3). If ℓ 0 = 3, then n = 2c + 3 and thus 
a contradiction to (3.1).
> 1, a contradiction. Thus, we have that
This together with n c > 2 and
which is a contradiction to (3.6).
Finally, assume that ℓ = 1, so a = 2. Therefore, the proposition follows from Lemma 2.7. This completes the proof.
Proof of Proposition 3.3
, by Lemma 2.4 we may assume that gcd(m 1 , n) > 1 for every m 1 ∈ [
By Lemma 2.5 we may assume that for every
] contains no integers co-prime to n.
We divide the proof of Proposition 3.3 into the following few lemmas.
Recall that by Remark 2.1 (1), we may always assume that n > 1000. The next lemma provides an upper bound for n, which will be used frequently to obtain a contradiction by showing that n ≤ 1000. Proof. Assume to the contrary that n ≥
yielding a contradiction to (3.1).
Lemma 3.8. If the assumption is as in Proposition 3.3, then k 1 ≤ 3.
Proof. Assume to the contrary that k 1 ≥ 4. Recall that k 1 ≤ s ≤ 7. We distinguish three cases according to the value of k 1 .
By Lemma 2.6 (iv) we have that 5 | n and 
Since gcd(n, 6) > 1 and gcd(n, m 1 ) > 1, we infer that m 1 ∈ [10, 11], so we have either 9 < and v = 3, we infer that n < 162, a contradiction. Now assume that s = 6 or s = 7. We shall show that [12, 13] . By (3.7) we have gcd(n, x) > 1. Since gcd(n, 6) = 1, we infer that x = 13 and hence 12 < (3.7) , we obtain that gcd(n, 16) > 1, a contradiction to gcd(n, 6) = 1.
Next assume that 10 < and v = 3, we infer that n < 315. Now assume that s = 7. Note that Proof. We remark that since k 1 = 3, we conclude that [ 
, then let M = 12 (note that gcd(n, 12) = 1). We obtain that |M a| n > n 2 and |M b| n > n 2 , and we are done. If a < n 8 , since gcd(9, n) = 1, we may assume that a > n 9 (for otherwise, let m = 9 and k = 4, we have ma < n, and we are done). Then n 9 < a < n 8 , and thus 2n + n 2 < 23n 9
184 , which implies that n < 40, yielding a contradiction. So we must have 23c > 11n. Similarly, we can show that 23b < 9n. Then |23| n + |23c| n + |23(n − b)| n + |23(n − a)| n = 23 + (23c − 11n) + (9n − 23b) + (3n − 23a) = n and we are done.
6 and gcd(n, 3) = 1. If a > n 6 , let M = 3. Then |3a| n > n 2 and |3c| n < n 2 , and we are done. Next assume that a < n 6 . Subcase 3.1. gcd(7, n) = gcd(11, n) = 1.
We may assume that a > n 7 (for otherwise, if let m = 7 and k = 3, we have ma < n, so the lemma follows from Lemma 2.3 (1)). Hence n < 11a < 2n. Also, we have that 3n < 11n 3 < 11b < 33n 8 < 5n and 4n < 33n 7 < 11c < 11n 2 < 6n. If 11b < 4n and 11c > 5n, we have |11| n + |11c| n + |11(n − b)| n + |11(n − a)| n = 11 + 11c − 5n + 4n − 11b + 2n − 11a = n and thus ind(S) = 1.
If 11b > 4n and 11c < 5n, we have |11| n + |11c| n + |11(n − b)| n + |11(n − a)| n = 11 + 11c − 4n + 5n − 11b + 2n − 11a = 3n and thus ind(S) = 1 (by Remark 2.1 (2)).
If 11b < 4n and 11c < 5n, then
33 , so n < 27, a contradiction.
If 11b > 4n and 11c > 5n, then
22 , so n < 63, again a contradiction. Subcase 3.2. n = 5 α · 11 β .
As in Subcase 3.1, we may assume that a > n 7 . Then
39 , so n < 41, yielding a contradiction. Hence we must have that 13c > 6n, and then |13c| n < n 2 . If 13a < 2n or 13b > 9n 2 , then |13a| n > n 2 or |13b| n > n 2 . Since gcd(n, 13) = 1, the lemma follows from Lemma 2.3 (2) with M = 13.
Next assume that 13a > 2n and 13b < . Therefore, 5n 2 < 34n 13
We infer that |17a| n > n 2 and |17b| n > n 2 . Since gcd(n, 17) = 1, the lemma follows from Lemma 2.3 (2) with M = 17. Subcase 3.3. n = 5 α · 7 β .
As in Subcase 3.1, we may assume that a > n 8 . By using a similar argument in Subcase 3.2, we can complete the proof with M = 11 or M = 13. . By (3.7) we have gcd(10, n) > 1. Since gcd(n, 6) = 1, we infer that 5 | n and n = 5 α · 7 β . Then gcd(11, n) = gcd(9, n) = 1. So by (3.7), both 9 and 11 are not in [ 
Applications
In this section, we give two applications of our main result. It is shown that our main result (Theorem 1.3) implies that Problem 1.2 has an affirmative answer for the case when the order of G is a prime power as well as the case when |G| is a product of two different primes. We first remark that by using a similar, but much simpler and shorter, argument as in the proof of Proposition 2.2, we obtain the following result.
Proposition 4.1. [10, Proposition 2.1] Let |G| = n = p α where p ∈ P and gcd(p, 6) = 1, α ∈ N. Let S = (g)(cg)((n−b)g)((n−a)g) be a minimal zero-sum sequence over G such that ord(g) = n, 1 + c = a + b and 1 < a ≤ b < c < n 2 . Then ind(S) = 1. When the order of the group G is a prime power (i.e. |G| = p k ), without loss of generality, we may assume that each minimal zero-sum sequence S can be written in the following form: (4.1) S = (p l g)((p l x 1 )g)((p l x 2 )g)((p l x 3 )g), where 1 ≤ x 1 , x 2 , x 3 < n p l = p k−l and |G| = ord(g).
Let g 1 = p l g, and then S can be rewritten as T = (g 1 )(x 1 g 1 )(x 2 g 1 )(x 3 g 1 ), which can regarded as a minimal zero-sum sequence over the subgroup G 1 = g 1 . The question of determining whether or not the index of S (over G) is 1 is reduced to that of determining whether or not the index of T (over G 1 ) is 1. By applying Proposition 4.1 (and some simple observations), it is easy to show the latter is always the case, answering Problem 1.2 affirmatively for the prime power case.
