A mathematical model is presented to simulate water and solute transport in a highly viscous fluid with a water-permeable, elastic immersed membrane. In this model, fluid motion is described by Stokes flow, whereas water fluxes across the membrane are driven by transmural pressure and solute concentration differences. The elastic forces, arising from the membrane being distorted from its relaxed configuration, and the transmembrane water fluxes introduce into model solutions discontinuities across the membrane. Such discontinuities are faithfully captured using a second-order explicit jump method [A. Mayo, SIAM J. Numer. Anal., 21 (1984), pp. 285-299], in which jumps in the solution and its derivatives are incorporated into a finite-difference scheme. Numerical results suggest that the method exhibits desirable volume accuracy and mass conservation. In this paper, we consider a water-permeable but solute-impermeable membrane immersed in a highly viscous fluid. Our goal is to describe a model and a computational technique that accurately simulates the fluid motion, membrane motion, and solute concentration. In the limit of zero Reynolds number, the inertial acceleration and advection terms in the Navier-Stokes equations can be neglected, and the resulting fluid motion can be described using the simpler Stokes equations. Despite their simplicity relative to the full Navier-Stokes equations, the Stokes equations have many applications. Indeed, the Stokes equations with an immersed membrane have been used to simulate the deformation and cleavage of fluid droplets [22] and to simulate biofilms [6] .
Introduction.
Substantial effort has been directed to developing computational techniques for simulating moving boundaries or interfaces within a viscous fluid domain. Perhaps the most notable example is the immersed boundary method, developed by Peskin [27] for solving the full incompressible Navier-Stokes equations with moving boundaries. The immersed boundary method was originally developed for studying blood flow through a beating heart [26] , but has since been applied to a wide variety of problems, including inner ear fluid dynamics [3] , bacterial swimming [9] , sperm motility in the presence of boundaries [12] , ciliary beating [4, 10] , and flow through an arteriole [1] .
In this paper, we consider a water-permeable but solute-impermeable membrane immersed in a highly viscous fluid. Our goal is to describe a model and a computational technique that accurately simulates the fluid motion, membrane motion, and solute concentration. In the limit of zero Reynolds number, the inertial acceleration and advection terms in the Navier-Stokes equations can be neglected, and the resulting fluid motion can be described using the simpler Stokes equations. Despite their simplicity relative to the full Navier-Stokes equations, the Stokes equations have many applications. Indeed, the Stokes equations with an immersed membrane have been used to simulate the deformation and cleavage of fluid droplets [22] and to simulate biofilms [6] .
The method we use to track fluid motion and solute transport is based on a method developed by Mayo for elliptic problems on an irregular domain [24, 25] . Mayo's method is similar to the immersed interface method later developed by LeVeque and Li [18, 19] ; see [20] for a review of the immersed interface method. Both methods are second-order Cartesian grid methods (though higher-order immersed interface methods have recently been developed [14, 23] ), with the key idea being the incorporation of known jumps in the solution or its derivatives into the finite-difference schemes. Following Wiegmann and Bube [31] , we will refer to the method used in this study as an "explicit jump method."
The immersed boundary or immersed interfacial problems previously investigated have assumed a water-impermeable boundary or membrane, i.e., one that does not allow water movement across. In such models, fluid velocity is continuous across the membrane, and the membrane moves at the same velocity as the local fluid. In contrast, the membrane considered in this work is assumed to be permeable to water but not to solute; water fluxes are assumed to be driven by transmural pressure and solute concentration differences. Water permeability of the membrane is assumed to be finite. As a result of water movement across the membrane, the fluid volume enclosed by the membrane may evolve over time. In addition, transmural water fluxes induce corresponding changes in local solute concentration. A principal goal of this work is to accurately compute these model variables.
Model formulation.
The model represents an evolving, closed membrane Γ that is assumed to be water permeable. Γ, which we will refer to interchangeably as a membrane or boundary, is assumed to have zero thickness. Γ separates the fluid domain Ω into two subdomains Ω + and Ω − , where Ω − is the region enclosed by membrane, whereas Ω + lies outside. Thus, Ω = Ω + + Ω − + Γ. The membrane Γ is assumed to be elastic, so that when it is distorted from its relaxed state by stretching or compressing, it exerts a force on the local fluid.
One solute is represented throughout Ω, and the membrane Γ is assumed to be impermeable to the solute. We assume a dilute solution in which the volume occupied by the solute is negligible.
We assume that the viscosity of the fluid is sufficiently high that its dynamics can be modeled as a creeping flow using the Stokes equations. In two dimensions, the Stokes equations take the form p x (x, y, t) = μ(u xx (x, y, t) + u yy (x, y, t)) + F 1 (x, y, t), (2.1) p y (x, y, t) = μ(v xx (x, y, t) + v yy (x, y, t)) + F 2 (x, y, t), (2.2)
where u and v are the fluid velocities in the x and y directions, respectively; p is the pressure; μ > 0 is the fluid viscosity, assumed constant throughout Ω; and F 1 and F 2 are the singular force components in the x and y directions, respectively, and are supported only along Γ (see below). Biperiodic boundary condition is assumed for Ω.
The forces F 1 and F 2 are elastic or tension forces that arise from Γ being stretched or compressed. These singular forces can be written as
L 0 is the length of Γ at its relaxed state; x ∈ Ω and X(s, t) gives the location of Γ at time t, parameterized by the arclength s at the unstretched state for 0 ≤ s ≤ L 0 ; f i is the force strength at this point; and δ is the two-dimensional delta function. The force strength f is given by
where the tension T (s, t) is given by
The tension coefficient T 0 describes the elastic properties of the membrane and is assumed to be a constant in this model. The vector tangential to Γ is given by τ (s, t), where
Thus, the force density can be computed directly from the location X of the membrane Γ. Note that at the relaxed state ∂ X/∂s = 1 and tension vanishes. A water-impermeable membrane moves at the velocity of the local fluid. That is, if X(s, t) denotes the position of Γ at time t at s, then
With a water-permeable membrane, some water is allowed to pass through. To handle this case, let g(s, t) denote transmural water transport in the direction normal to Γ at s, assumed positive for outward-directed fluxes. The water flux g can be driven by hydraulic pressure difference or concentration difference across Γ. The velocity of the membrane is then denoted by U ≡ (U, V ), which is the difference of the local fluid velocity and the water flux: (2.10) where θ denotes the angle between the tangent line and the x-axis.
Advection and diffusion of the solute is coupled to the fluid velocity (u, v). The advection-diffusion equation is given for a solute of concentration c(x, y, t) by (2.11)
where ν > 0 is the solute diffusivity, assumed constant throughout Ω. We have suppressed in (2.11) the x, y, and t dependence for brevity. The advective velocity (u * , v * ) is equal to the fluid velocity except at Γ, where it is set to the membrane velocity, i.e.,
The second term on the left of (2.11) represents the changes in c induced by transmural water fluxes, with G given by
Note that G is zero everywhere except along the two sides of Γ, where it is singular. G can be considered as a pair of fluid source and sink, which have equal magnitude (but opposite directions or signs), and which are singularly supported along each side of the membrane. Because the membrane is assumed impermeable to the solute, the total amount of solute, given by Ω ± c( x, t)d x, remains constant inside and outside the membrane for all time t. As water is driven across the membrane, the influx or efflux of water induces a local change in c near the membrane. For example, on the side of Γ where g < 0 (i.e., water loss), the solute is locally concentrated. This increase in c would have been singularly supported along Γ if ν were set to 0. In the case where ν > 0, the change in c is finite and affects the entire subdomain (Ω + or Ω − ); see below.
3. Numerical method. The model equations (2.1), (2.2), (2.3), and (2.11) together describe the dynamics of the fluid, the position of the membrane, and the solute concentration as functions of time. In this section we present numerical procedures that, given a set of initial conditions, advance the system in time until a steady state is reached.
In the numerical discretization, let Δt > 0 denote the time step and let t n ≡ nΔt be the nth time-level for n = 0, 1, . . . . Let h denote the spatial grid interval, and let x i ≡ ih and y j ≡ jh be the ith and jth spatial grid points along the x-and y-axes, respectively, where i, j = 0, 1, 2, . . . , N. Let ψ(x i , y j , t n ) be denoted by ψ n i,j for an arbitrary function ψ(x, y, t). Owing to the assumption of biperiodic boundary con-
, and analogous equality applied to the derivatives of ψ.
The position of the membrane at t n is represented by a set of boundary markers
) because the membrane is assumed to be a simple closed curve. The kth boundary marker approximates
, where s k = kL 0 /N k ; that is, the boundary markers are chosen such that in an unstretched or relaxed state, they are equally spaced. Let the value of an arbitrary function ψ on each side of Γ be denoted by ψ b ± , i.e., ψ b ± = lim →0 + ψ( X± n, t), where n is the unit vector normal to the membrane. Let the value of ψ at the kth boundary marker (X n k , Y n k ) be denoted by ψ n k . 3.1. Jump conditions. As in many immersed boundary problems, the solution of our model is unsmooth. Unless special care is taken, these discontinuities tend to introduce substantial inaccuracy into the computed solution obtained by means of a finite-difference method. One remedy for achieving better accuracy is the approach used in the immersed boundary method and its variants, in which the Dirac delta function in (2.4) and (2.14) is replaced by an approximate or discrete delta function that is smooth and compact, thereby eliminating the singularity in the forces [27] . However, by distributing the force terms to nearby grid points, the discrete delta function approach approximates the discontinuous solutions as continuous functions with large gradients, and thus does not faithfully represent the jump discontinuity in solutions. In our model, this artificial smoothing is particularly problematic for pressure, inasmuch as its jump discontinuity is required in the computation of transmural water fluxes (see the numerical examples in section 4). Thus, we adopt an alternative approach-the explicit jump method based on Mayo [24] . That method is similar to the immersed interface method [20] , both of which generate second-order accuracy in space.
An explicit jump method requires that the jump discontinuities in the solution and its derivatives be specified along the membrane. Those jump conditions are specified below. To compute the fluid motion given by (2.1), (2.2), and (2.3), we follow the approach by LeVeque and Li [19] , in which (2.1), (2.2), and (2.3) are reduced to a sequence of three Poisson problems, one for each variable. For the pressure, one solves
The derivative of the singular force term F , a dipole source, in the Poisson equation (3.1) renders p discontinuous, along with its derivatives. To define these jump conditions, we let the net jump discontinuity of a function ψ be
With this notation, the jump conditions for pressure are given by
where f n and f τ denote the normal and tangential components of f , respectively. The derivation of (3.3) can be found in [19] . Fluid velocity (u, v) is continuous across the membrane; the normal velocity component is continuous as the membrane moves at the same speed as the fluid, and the tangential component is also continuous owing to the presence of viscosity and the noslip boundary conditions between the membrane and the fluid on each side. However, the normal derivatives of the velocity components may have jump discontinuities:
where θ denotes the angle between the tangent line and the x-axis. The derivation of (3.5) for a water-impermeable membrane can again be found in [19] .
Furthermore, the water fluxes introduce a jump discontinuity in the concentration and its derivatives across the membrane. Unlike the jump conditions for p, u, and v, the jumps in c cannot be represented in terms of the membrane configuration or the elastic forces. Thus, they are estimated by applying extrapolation or one-sided finitedifference to grid-point c values. To approximate [c], we first estimate c at boundary markers X k on the two sides of Γ using a one-sided interpolation,
and using neighboring grid-point values c i,j such that the x i,j all reside on the same subdomain Ω ± and such that the interpolation yields second-order accuracy. The jump [c k ] is then given by
The correction terms needed to obtain a second-order approximation of the derivatives of c, using a finite-difference stencil that crosses the membrane, involve [c ] and [c ] (see (A.8) and (A.10)). In most cases, these jumps can be estimated using onesided finite difference. However, along portions of the membrane one may not find a sufficient number of grid points on one side of Γ to form the one-sided finite-difference stencil. One such example is shown in Figure 3 finite-difference approximation of c x or c xx at (x i , y j ) to yield high-order accuracy. However, in this example the lone grid point along y = y j that also lies in Γ − is (x i , y j ), and that is not enough to form a second-order, one-sided finite-difference approximation of c x at (x * , y j ). One solution is to increase grid resolution around Γ, an approach that was used by Linnick and Fasel [23] . We adopt an alternative approach where, instead of estimating We advance the solution of the system in time in sequential steps. First, we compute the fluid pressure and velocity by solving (2.1), (2.2), and (2.3). Then we update the solute concentration in a second step using known fluid velocity and water fluxes. The method generates a solution that is first order in time and second order in space.
3.2.
Computing fluid and boundary motion. As in [19] , we compute p by eliminating the singular source terms from (3.1) to yield ∇ 2 p = 0, which we then solve together with the jump conditions specified across the interface (3.3) using the technique of Mayo [24] . Specifically, we solve a difference equation of the form
The derivation for the correction terms C i,j is shown in the appendix. The Poisson equations are solved by means of fast Fourier transforms. Once p is computed, (2.1) and (2.2) are independent Poisson problems for u and v, respectively. Neglecting the singular terms as we did for the Poisson problem for p, we obtain (3.10)
Equations (3.10) are solved again using the explicit jump method with the jump conditions (3.4) and (3.5), together with the jumps in p x and p y , incorporated. The derivatives p x and p y are computed using a second-order finite-difference scheme, with the jump conditions (3.3) taken into account, an approach that has been shown to yield second-order accuracy for solution gradient [2] . The position X of Γ is determined by the location of a set of boundary markers along Γ; and at a given time t, Γ is represented by a cubic spline through those markers [19] . To advance the membrane by one time step, we move the boundary markers according to
where U is given in (2.9) and (2.10). To compute U , the local fluid velocity is determined by interpolating the velocity fields u ij at grid points to the kth marker to yield u I k , with care taken to incorporate jumps in their normal derivatives into the interpolation formulae. Then U is computed by incorporating g using (2.9) and (2.10), and forward Euler is used to advance the kth marker X k by one time step.
Computing solute concentration.
Once we have obtained the fluid pressure p m+1 , velocity u m+1 , and membrane position X m+1 , we proceed to update the solute concentration c, using the explicit jump method and a time-split method as described below. Our strategy is to (1) compute provisional grid-point values c i,j while neglecting transmural water fluxes; (2) compute boundary concentration c b ± ; and (3) incorporate the effects of water fluxes into c i,j .
Computing provisional grid-point concentration values c i,j . We first consider concentration values at grid points x ı,j ∈ Γ ± . Away from the membrane, G = 0. Thus, (2.11) simplifies to (3.12)
Equation (3.12) is integrated by an explicit update of the advection terms, and, to avoid a prohibitive restriction on Δt, an implicit update of diffusion. That is, we solve for c m+1, * i,j at regular grid points the following elliptic equation:
As is done for p and (u, v), (3.13) is solved by incorporating the jumps in c and its derivatives into a finite-difference scheme. ], we then solve the implicit diffusion equation (3.13) by incorporating these jumps into the second-order finite difference scheme, a procedure that is analogous to the solution of the three Poisson problems for the fluid pressure and velocity.
Computing boundary concentration values c b ± . On the immediate sides of the membrane (i.e., Γ ± ), concentration is affected by water transport represented by the flux terms Gc in (2.11). To compute boundary concentration, we first rewrite the mass transport equation (2.11) in the Lagrangian form
where ξ = ±1 for x ∈ Γ ± , and where d/dt ≡ ∂/∂t + u∂/∂x + v∂/∂y. As noted previously, there are two "layers" of c b values, one on each side of Γ (i.e., Γ ± ). Equation (3.15) is integrated in time using a splitting approach as follows. We let do not include the effects of water fluxes, effects that must be incorporated to preserve mass. Indeed, the Gaussian (3.20) is global and nonzero for each subdomain Ω ± , although it decays exponentially fast away from the membrane (especial for sufficiently small ν). The final step in updating c is to incorporate the effect of water fluxes, using (3.20) , to the provisional solution c m+1, * i,j at regular grid points.
To that end,
ds,
The integral in (3.23) is approximated using the trapezoidal rule and the boundary marker valuesĉ 
+ Δs
Evaluating (3.24) for every pair of grid point and boundary marker requires O(N 2 N k ) computational time, which likely dominates the overall calculations for a sufficiently refined spatial grid. Thus in practice the summation in (3.24) only includes terms involving grid-point-boundary-marker pairs that are sufficiently close, i.e., for (i, j, k) such that (
The error introduced by ignoring the contributions from grid points outside of that neighborhood can be shown to be
A smaller Δt or a larger ν increases E d . Additional errors are present in (3.24) from discretizing the integral in (3.23) using the trapezoidal rule.
Numerical examples.
In this section we present numerical results obtained for two examples. Our main focus is on the accuracy with which our method captures jumps in the solutions and on the mass-conserving properties of the method. All calculations reported below were performed using Fortran programs, which were executed in double precision on a computer with an Intel Pentium IV 3.2 GHz processor and 1 GB of RAM.
Hydraulic pressure-driven water fluxes. This example was used by
Tu and Peskin to test their immersed boundary method [30] , and by LeVeque and Li to test their immersed interface method [19] . The initial membrane is an ellipse Transmural water fluxes were assumed to be driven by hydraulic pressure [13, 29] (4.1)
g(s, t) = −σ[p(s, t)],
where σ > 0 represents the water permeability of the membrane; in this example we set σ = 0.01. Thus, a higher pressure in the enclosed fluid, i.e., [p] < 0, will generate outward-directed water fluxes, i.e., g > 0, and vice versa. Solute concentration was initialized to c( x, 0) = 1 in the enclosed fluid (i.e., for x ∈ Ω − ) and to c( x, 0) = 2 in the outside fluid (i.e., for x ∈ Ω + ). In the absence of transmembrane water fluxes (i.e., if g(s, t) were set to 0), the initial ellipse will converge to a steady state with radius r e = √ ab ≈ 0.6124, which is larger than for the unstretched membrane but which has the same area as the initial ellipse (gray line in Figure 4 .1) owing to the incompressibility of the enclosed fluid. At steady state, p will attain constant values inside and outside the membrane, with a jump [p] < 0 (because the membrane was initialized to a stretched state); fluid velocity will vanish everywhere.
In the presence of transmural pressure-driven water fluxes, the higher pressure of the enclosed fluid continues to drive water outward, until the membrane reaches the unstretched position, at which time transmural pressure difference vanishes.
Thus in this case the steady-state membrane configuration is the unstretched one (solid dark line in Figure 4 .1). Note that although the fluid is incompressible, the volume of the enclosed fluid is not conserved.
Because the membrane is assumed impermeable to the solute, the total amount of solute (given by Ω ± c( x, t)d x) remains unchanged in each of the subdomains Ω ] were estimated using an explicit time-integration, a smaller time step was required to integrate the solute conservation equation (2.11) to maintain numerical stability. Nonetheless that time-step restriction is less than the restriction that would have been imposed by a purely explicit integration of diffusion. Thus, for each fluid step Δt, we took 20 concentration steps using a time step of Δt/20. During those 20 concentration time steps, p, u, and v were held constant. To obtain an approximate steady-state solution, model equations were integrated to t = 1000, at which time p < 10 −6 in Ω − (at true steady state p = 0). Given a membrane configuration, pressure and fluid velocity can be computed. (panel C), and along y = −0.4 (panel D). These results were obtained using N = 160. The singular normal elastic force renders p discontinuous across the membrane. In particular, p has jump discontinuities at (0, ±0.5) at initial time, as shown in Figure 4 .2C. The singularities of p at Γ ± , induced by G, are not shown. The net jump discontinuities in pressure and in the normal derivatives of the fluid velocity were captured sharply by the explicit jump method. The velocity at which the membrane moves is shown in Figure 4 .2D as open circles. Figure 4 .3 shows solute concentration at t = 0 and 200. As previously noted, solute concentration was initialized to be a step function (see panels A and C). Along the portions of the membrane that is stretched (e.g., at (x, y) = (±0.75, 0)), water is driven outward, introducing an increase in local concentration within the membrane, and a corresponding decrease on the opposite side of the membrane. Thus, after a sufficiently long integration, interior solute concentration exceeds that of the exterior. As can be noted in Figure 4 .3D, the concentration discontinuities at x = ±0.75 (and elsewhere, not shown) are captured sharply by the explicit jump method. As the simulation proceeds further, interior and exterior concentrations converge to their respective constant values of 1.5 and 1.6667. Table 4 .1 shows volume accuracy and solute conservation results for N = 80, 160, 320, and 640. The same N was used to discretize the membrane, i.e., N k = N . The 
x using a second-order integration method. That method approximates the area of the h 2 squares that the boundary cuts through as a triangle, a trapezoid, or a sum of the areas of a rectangle and a trapezoid, depending on whether one, two, or three of the four corners of the square lie in Ω − . The amount of enclosed solute M − (∞) was estimated analogously using the integral Ω − c( x, ∞)d x. Until steady state was reached, there was a net efflux of water, driven by the higher interior pressure; thus, the volume enclosed by the membrane is not conserved. Results in Table 4 .1 exhibit second-order convergence in space. Analogous volume accuracy and mass conservation results were also obtained for the exterior region Ω + and thus for the entire domain Ω. The errors are larger in solute conservation than in volume accuracy, especially for small N ≤ 80. That difference may be attributable to the substantial solute concentration gradient near the boundary during transient states, which gave rise to significant extrapolation errors when boundary concentration was estimated from grid-point values, e.g., in the computation ofc were essentially flat and would thus yield an under-or overestimate, depending on whether the spatial gradient was positive or negative along n.
Osmotic and hydraulic pressure-driven water fluxes.
In the next example, we represent also water fluxes arising from transmural osmotic or concentration difference:
At steady state, g(s, ∞) = 0, with the transmural pressure and concentration gradients in balance. The previous example in section 4.1, which represents hydraulic pressure-driven fluxes only, yielded a steady-state pressure that is constant everywhere (i.e., The steady-state balance of transmural pressure and concentration gradients allows us to obtain analytic solutions for steady-state concentrations and pressure:
Applying mass conservation, one obtains that
The initial membrane configuration, initial concentration, tension coefficient, membrane permeability, and diffusion coefficients were set to the same values used in the previous example. Using to the osmotic water fluxes induced by the concentration gradient, which, taken in isolation, tend to reduce that gradient. Volume accuracy and solute conservation results for N = 80, 160, 320, and 640 are shown in Table 4 .2. These results exhibit second-order convergence at sufficiently large N 's. Analogous volume accuracy and mass conservation results were also obtained for the exterior region Ω + . At N = 80, there was substantial water and solute loss in Ω − , and similar gain in Ω + (results not shown), owing to the underresolved concentration gradient near Γ as previously noted. Volume accuracy is less robust in this example than in the results shown for the previous example in Table 4 .1. This discrepancy can again be attributed to the larger errors in calculating the boundary concentrations, which are required in the computation of water fluxes (but not in the previous example), thus adversely affecting volume accuracy. Nonetheless, with a grid that is sufficiently refined to resolve the near-boundary transient concentration gradient, volume and mass are approximately conserved. For example, for N ≥ 160, the relative errors in A − (∞) and M − (∞) are ≤ 1%.
Discussion.
We have presented a model and a computational technique for simulating fluid motion and solute transport in a highly viscous fluid, described by the Stokes equations, with an immersed elastic membrane. This work extends previous immersed boundary models in two significant ways: Previous models have generally assumed water-impermeable membranes. In contrast, our model represents transmural osmotic and hydraulic pressure-driven water fluxes by modifying the boundary velocity. Also, our model simulates the advection and diffusion of a solute, the concentration of which is discontinuous across the membrane. Numerical results suggest that our method adequately preserves mass conservation of the solute.
The original immersed boundary method and many of its variants, e.g., the blob projection method [8] , transfer the singular boundary forces onto the underlying fluid using approximate (smooth) Dirac delta functions typically with O(h) support. This approach does not capture the jump discontinuity in solution (e.g., p) but rather approximates the solution as a continuous function with a large gradient. In a model where hydraulic pressure-driven water fluxes are represented, the transmural jump in pressure is required. For this reason, an explicit jump method is used in this work. Nonetheless, our model equations can be solved by means of the immersed boundary method, the blob projection method, the method of regularized Stokelets by Cortez [7] , or the ghost fluid method [15] . The transmural pressure difference may be approximated using pressure values some grid spacings away from the membrane.
Our method computes a solution to the Stokes equations by solving three separate Poisson problems for p, u, and v, with the singular terms neglected and with the jumps incorporated into the finite-difference scheme. This approach is similar to how LeVeque and Li [19] used the immersed interface method to solve the Stokes equations. However, the way we calculated the correction terms (see the appendix) follows the method by Mayo [24] . The difference between the immersed interface method and Mayo's method lies in the directions along which correction terms are computed: the immersed interface method follows the directions normal and tangential to the interface, whereas in Mayo's method (and in the present work, as well as in [31] ) correction terms are computed along the coordinate lines. A previous study has suggested that, at least for the test cases considered there, the solution errors are similar in the two methods [2] . Indeed, our model equation can just as easily be solved by means of the immersed interface method.
The current model assumes biperiodic boundary conditions, which allow us to decouple the Stokes equations into three Poisson problems for p, u, and v. When other boundary conditions are specified (e.g., no-slip conditions at solid walls), boundary conditions for p may be obtained via the introduction of additional variables and equations (see discussion in [19] ), or an integral equation can be solved as in [2] for free boundary. Also in [2] Beale and Layton showed how one may solve the Stokes equations with two distinct fluid viscosities on each side of the membrane in free space by combining the integral equation approach with explicit jump methods. The twofluid case can also be handled by the immersed interface method using an augmented approach [21] .
Transmural water fluxes drive solute concentration up or down on the two sides of the membrane. Consequently, large concentration gradients may develop near the membrane at transient states, especially for sufficiently small solute diffusivity ν's, even though the steady-state concentration converges to a stepwise constant function. Thus, a sufficiently refined spatial grid is needed to resolve that concentration gradient, leading to large computation times when a uniform spatial grid is used. Substantial savings in computation time will likely be gained via the use of adaptive mesh refinement. Indeed, adaptive mesh refinement was successfully applied to the immersed boundary method by Roman, Peskin, and Berger [28] , and recently to a high-order immersed interface method by Linnick and Fasel [23] .
In the current implementation, the membrane position is updated using an explicit time-stepping method. Also, the jumps in c and its normal derivation are first estimated in a provisional step using an explicit integration of the advection-diffusion equation for solute. Thus, with a sufficiently stiff membrane, or with a sufficiently large solute diffusivity, the restriction on time-step size may become stringent. Development of implicit versions of the method, perhaps similar to the implicit or pseudoimplicit versions of the immersed interface methods [17, 19] and of the immersed boundary method [30] , is a worthwhile effort.
The present method is second order in space, but only first order in time. We opted for a first-order time-stepping scheme because of the simplicity of a first-order operator splitting, and because of the likelihood (not verified) that order reduction, which is attributable to the stiffness of the membrane and to diffusion, would restrict solution accuracy to first order regardless. Indeed, solution errors appear to be dominated by spatial errors because of the large concentration gradient (see above) and because of the small time step used. Nonetheless, a version of the method that is second or higher order in time, combined with adaptive mesh refinement to resolve the concentration gradient, should be useful. Strang splitting can be used to develop a second-order time-stepping method with operator-splitting. For third-or higherorder methods with operator-splitting, the multi-implicit Picard deferred correction approach (formerly known as multi-implicit spectral deferred correction [5] ) may be used to generate a high-order solution using a low-order time integration method and a low-order splitting, using an iterative procedure.
We regard this model as a step toward a more sophisticated model that simulates the interactions of fluid, solutes, and an elastic, permeable membrane. A solute-permeable membrane can also be represented through the inclusion of a solute flux term in the solute conservation equation (2.11) . Additional solutes, which may have different diffusivities and membrane permeabilities, and which may react with each other, can be represented. Also, although in this work we considered only two-dimensional Stokes flows in the zero Reynolds number limit, our methodology can be extended to three dimensions and to the more comprehensive Navier-Stokes equations. These extensions are the focus of an ongoing project.
The methodology developed in this work is useful in many applications, especially in biofluids. One application can be found in the kidney, which exhibits complex dynamics. In particular, the peristaltic contractions of the renal pelvis "milk" the papilla and interrupts flows along the renal tubules by forcing them to collapse [11] . Thus, peristaltic waves likely have a significant impact on the water and solute transport properties of the renal tubules [16] . Our model can be used to simulate flows along renal tubules undergoing peristalsis and to assess the significance of peristalsis in water and solute transport in the kidney.
Appendix. Derivation of correction terms. In this appendix, we derive correction terms for a finite-difference approximation of u xx that gives second-order accuracy when u and its derivatives have jump discontinuities at x * = x i + θh. We consider here the one-dimensional case where u = u(x); generalization to higher dimensions is straightforward.
Suppose we wish to approximate u xx (x i ) using u i−1 , u i , and u i+1 . We first consider the case where 0 < θ ≤ 1. We start by deriving the correction terms for a finite-difference approximation for u x (x i + h/2) using u i and u i+1 . Let u R * ≡ u(x * + ) and u L * ≡ u(x * − ). With this notation, Taylor's expansion yields
Taking the difference, one obtains (A.3) Taking the difference equations (A.5) and (A.6), one obtains the correction terms C i , where
Similarly if x * = −θh, 0 < θ ≤ 1, then we have 
