Introduction
The Triple-DES encryption processes begins by applying a fixed permutation on blocks of 64 bits [6] , however, in this paper blocks of 96 bits are encrypted, also a permutation input variable in the third round is applied, and its inverse at the end of the encryption process. In addition the arguments of why the process Triple-DES encryption, with two keys [1] , is slower than Triple-DES-96, with two keys too, are given below and for obvious reasons, the encryption of a file will be done in fewer steps when using Triple-DES-96 than using Triple-DES.
Considering the above factors, the result is a faster encryption when using Triple-DES-96. Another issue relevant to point out is that in every image there are, sometimes, areas of the same colour. Then, when this area is encrypted keeping keys and the permutation fixed resulting in a same colour, this allows the formation of contours which could provide information. This is the argument described in more detail later, and why variable permutations are involved at the entrance to the third round. Also, the complexity is benefited because if decoding an image is desired with different permutations from those used for encryption, while maintaining all other fixed parametres including 56 bits keys; this does not obtain the original image. This research does not present a formal proof of increased computational complexity. In another vein, the creation of variable permutations will be through the algorithms used in Theorems JV [15] and Factorial [14] . Specifically, it is made from 3 with 0 ≤ ≤ 64! -1 for 1 ≤ ≤ 3 which are chosen randomly. In addition, an increase of 1 ≤ Δ < 64! -1 to differentiate one permutation from another. An important question to solve is how will we know if an encrypted image has an appropriate random distribution quality, of the three basic colour tones? One way to solve this is by the goodnessof-fit test χ 2 [16] as a measure of randomness degree in the distribution of the different colour shades. The goodness-of-fit test gives a criterion for deciding when to reject an encrypted image that does not comply with some degree of randomness. Also, the normal distribution is used [7] as an approximation to the Chi-Square. 1. -Execute the x-or operation = Input, where the chain is 48 bits long and is the -th scheduled key that is also a string of 48 bits .
Triple-DES-96 and Goodness-of-Fit Test
2. -The 48-bit Input string is the entrance to the boxes (8 totals) where it follows the DES substitution rule. The output of the boxes is a 32-bit called C.
3. -The expansion permutation E of the DES algorithm [3] , to chain C is applied. The result is ( ) = E(C) a 48 bits string long.
To get left Block performs in the same way as DES, i.e, the left block = , and the right block produces = ( ).
Another difference between DES-96 and DES is that DES-96 applies a permutation at the beginning of the third round, and not at the start of the cycle as the DES algorithm encryption is performed. Having defined a round, in general terms the structure of the DES-96 algorithm can now be described. [8] . This is because Triple-DES-96 starts with an x-or operation:
. The difference with AES is that it performs between strings of 128 bits and Triple-DES-96 runs with strings of 48 bits. Regarding the difference in encryption time, "roughly", between Triple-DES-96 and Triple-DES the following reasoning is based:
1. -For modern computers running 64-bit words there is virtually no difference between working with blocks of 48 bits, or working with blocks of 32 bits.
2. -The DES-96 cryptosystem eliminates the P permutation on an array of 32 positions that performs the DES algorithm to the output of the boxes. Based on the above 2 points, it is generally assumed that the Triple-DES-96 encryptation time is lower than Triple-DES. So, if an M size file (M number of bits) Triple-DES encrypts it at time , it follows that Triple-DES-96 will encrypt it in a time less than 2/3( ) approximately. To reinforce this statement, a 13732 Mb file was encrypted using Triple-DES-96 and Triple-DES. The Triple-DES-96 time spent was less than 2/3( ), where is the time consumed by Triple-DES. Another question to resolve is, why does the variable permutation apply in the third round of the cycle of Triple-DES-96 encryption algorithm? It is known that each pixel is represented by three bytes, in the case of colour images, so that a block of 96 bits contains 4 pixels. Then it is clear that in an image with only 2 colours, white or black, the input strings of the encryptation process are as following: 11…1 or 00 … 0 where each of these chains are 4 pixels long. In this connection any initial permutation, whatever, does not alter it in any way. It follows that the first point where zeros and ones are mixed is at the exit of the second round, or the entry to the third round. Furthermore, it can easily be seen that it is not necessary to apply the input string to the third round of the permutation; in fact, it may be applied to the input of the fourth, fifth or any other of the first cycle.
Then the argument why in this work the entrance to the third round is used is basically the following: it is the first round in which the input string complies with the condition of having a mixture of zeros and ones. Thus, it follows that any changes made to the permutation in this chain, will have more rounds to mix the information. Remember that the Feistel function [5] , together with the program keys works mainly by mixing information in each round. Another important issue to clarify is under what criteria a picture as a model for encryption is chosen. First a couple of issues that are important must be pointed out. The first relates to the following: given that any pixel can be broken down into 3 basic colours: red, green or blue, and for each of these primary colours there are 256 shades or tones. It is understood in this research that the previous image is encrypted, if the goodness-of-fit test of the different histogram tones of the 3 basic colours, 768, accepts the null hypothesis. The null hypothesis is one that states that the frequency histogram of the different tones of the 3 basic colours follows a uniform distribution, against the alternative that this is not true. On the other hand, the hypothesis testing problems has 2 kinds of errors, namely, which are committed when the null hypothesis is rejected being true and, when the null hypothesis is accepted being false. The first of these errors is called "Type I error" and other "Type II error" [16] . The error control is Type I; usually for this error values of 0.1, 0.05 or 0.01 are given. Then, in decision making to accept or reject the null hypothesis using a limited number on the right tail of the χ 2 distribution is associated with α = 0.1, 0.05 or 0.01. Because the tones of the 3 basic colours taken in the construction of the histogram are 768, it follows that the degrees of freedom χ 2 distribution is 767. So, the normal distribution with μ = 767 and σ = [2(767)] 1/2 can be considered a good approximation to the χ 2 with 767 degrees of freedom, according to Central Limit Theorem [7] . It follows that the thresholds for variable χ 2 , taking into account the alphas 0.1, 0.05 and 0.01 respectively are the following: 817.9, 831.6 and 858.6. The null hypothesis is rejected for values greater than the χ 2 thresholds depending on the value of alpha. On the other hand, taking the value α = 0.1 for Type I error would mean that it requires more evidence to accept the null hypothesis, according to the data if we take any of the other 2 values based on the following reflection: it is clear that the quality of the encrypted image is directly related, with a correct adjustment frequency histogram of the straight line, that is, the variable χ 2 = ∑ [( ) ⁄ ] must be a small as possible positive quantity. In this regard, it is said that in the case of α = 0.1 it requires further evidence that the histogram frequencies are closer to the line, than in the case of α = 0.05 or 0.01. Below a comparative table is reported under certain conditions for the alpha values reported previously. Now the worst scenarios are discussed, i.e those in which the permutations that are applied to the input string to the third round do not produce any change. This can occur when there are schemes in which strings are zeros or ones, but before doing this analysis some assumptions are necessary. Suppose that the values taken by the bits, 0 or 1, at any position in the chain are independent of each other, moreover, are considered with equal probability, that is, can be 0 or 1 with a probability of ½, then the likelihood of positions ranging from 0 to 93 are all 0 or 1 and can be calculated with the Bernoulli model [13] , thus it can be expressed as: 2[(1/2) 96 ] ≈ 2.4(10) -29 . In this sense, it can be concluded that the possibility of occurrence of the worst case scenario is almost zero.
It is clear that this should be avoided because the permutation would not work. In short, the worst scenarios happen when the input strings to the third round are zeros or ones, which occurs with a probability 2.4(10) -29 approximately. Finally, the pattern of varying permutations offers noise necessary to encrypt the picture, if applied as a different permutation for each input block to the third round, so most likely the encrypted strings will be different, and therefore, if there are contours they will disappear.
necessary to show that Triple-DES-96 also defines this. Suffice to show that DES-96 defines a one to one function, since if "f, g" are two one to one functions, then f • g "composite function" also applies. Furthermore, the DES algorithm has the same property [3] , however, if DES defines a one to one function, it does not follow immediately that the DES-96 algorithm also does, because there are differences between them. In order to solve the problem this is proved in the next theorem:
Theorem. -The DES-96 algorithm described above defines a one to one function. The proof is by the method of reductio ad absurdum.
Proof: Suppose there are two different plaintexts and
Then if = , it follows that = and = , i.e left and right blocks in the sixteenth round are equal. It also appears from ( ), ( ) which is the same key, therefore is equal for both encrypted texts. If the latter is so, then it is not difficult to show that = and = . If this reasoning is kept, the result at the end is = and = , which means that = , though the latter result contradicts the hypothesis. It is concluded that if , then ( ) ( ). ▄
Results Presentation
There are 3 aspects that remain to be resolved in this investigation. The first is related to the criterion that tells how many permutations should be applied, which depends on the image size chosen. The authors consider that a different permutation has to be applied for each 96 bits block encryption as was written above; with the aim that encrypted blocks distribution have to be close to randomness. Furthermore the plaintext blocks are 96 bits. As in this case there are pixels, it follows that a permutation can encrypt 4 of them, and then the number of permutations can be expressed as:
In case the last block length is greater than 1 and less than 96 bits it is not encrypted. The second problem to be solved is the fact that with 2 different sets of 3 positive integers , one can obtain the same permutation [14] . This difficulty can be resolved if restricting the maximum values of positive integers to 0 ≤ ≤ 32! -1 ≈ 2.63 (10) 35 , which means that a permutation is applied to each sub-string of 32 bits. It is clear that in working this way any permutation is not repeated. But it has a cost as in this second stage because the total of permutations shall be [2.63 (10) 35 ] 3 ≈ 1.8 (10) 106 instead of 96! -1 ≈ (10) 150 . However, the number of permutations 1.8 (10) 106 are good enough to carry out the task of randomizing the tones of the 3 basic colours: red, green and blue. The third relates to the difference between one permutation and another, i.e the increment. This can be achieved because it is possible to associate a permutation to a positive integer [15] , thus, it can be defined as the increment concept. It was decided in this investigation, for simplicity, to apply the same increase for numbers with = 1, 2, 3, however it could be different in each case. Therefore, the 3 positive integers to construct the permutation on the array of 96 positions will be as follows: + ∆, + ∆ and + ∆ with = 1, 2… Also, it is clear that 0 ≤ + ∆ ˂ 2.63 (10) 35 for = 1, 2, 3. As can be seen, there are two variables to control. The keys , and the number of permutations, when decoding the image desired knowing the Δ, the keys , and the number of permutations that were used, and only change one of the the result is not the original image, that is, it requires more information to decipher. In this sense the variable permutations reinforce the Triple-DES-96 cryptosystem.
The time consumed to encrypt the image of Figure 2 .1, according to the requirements imposed on the sextuple is about 9 seconds. This with a Pentium IV commercial processor, single core and 2 GB of RAM, the software was developed in C + +. In the works [17, 9] there are encrypted images, but there is no mention of specifically robustness, or complexity to solve before a brute force attack. In our case, the proposed cryptosystem is at least a complexity to a brute force attack of 2 112 . The proposed symmetric cryptosystem is faster than asymmetric cryptosystems known for encryption images, such as RSA [12] , ElGamal [4] or Elliptic Curve [10] . Another question answered in this investigation is to determine what percentage of times the null hypothesis is rejected, taking into account the thresholds of each of the Type I Error levels. In this connection, 45000 pseudorandom items in the following sextuple: ( , , , , , Δ) are chosen to encrypt the image in Figure 2 
Conclusions
This paper presents a symmetric cryptosystem, Triple-DES-96, where the encryption cycles are performed in less time than the Triple-DES cryptosystem.
This feature makes the encryption of a certain size file using Triple DES 96 less than 2/3( ), where ( ) is the time taken for Triple-DES. It provides a criterion of quality images encryption, i.e how dispersed are the 768 shades of basic colours red, green and blue using the χ 2 goodness-of-fit test. The idea is to avoid bias that might have colour distribution. Furthermore, variables strengthen Triple-DES-96 permutations. It is not sufficient to know the keys , ; increase and the number of permutations to obtain the original image, that is, it requires more information to decipher. Also, image encryption is carried out without loss of information or what is the same, does not apply JPEG formats. Also, it is illustrated with a table for the Type I error levels α = 0.1, 0.05 and 0.01, the rejection percentages of the null hypothesis. The above information is necessary for the implementation of a practical case. Moreover, there is a criterion for selecting the image to be encrypted using the χ 2 value. With regard to the types of attacks, since it has an unknown permutation at the entrance to the third round, and the inverse at the end of the encryption process, it removes the temptation of a possible linear or differential attack [16, 2] , at least as currently implemented. Because Triple-DES-96 is a symmetric cryptosystem, it is faster to encrypt images than known asymmetric cryptosystems such as RSA, ElGamal or Elliptic Curve.
Although it uses a large number of permutations, 88499 for the figure used in this investigation, it does not significantly increase the time used in the encrypted image, in fact about 9 seconds. Future works will go in 2 directions: the first is to develop a cryptosystem that even if not stronger than Triple-DES, will be much faster to encrypt images than Triple-DES-96. The second is to develop an improvement in recent cryptosystems such as Advanced Encryption Standard AES [8] , in order to increase image encryption speed.
