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Pdata(x)  P (x;!) (2.1.2)
と近似する。データから最適なパラメータ !を推定し、モデル分布P (x;!)を求める
方法を統計的推定と呼ぶ。



























dxp (x) log q (x;!) +
Z
dxp (x) log p (x)
(2.1.5)








ラスC1;C2; : : : ;CKに関して、出力 yを離散変数として扱う。yの値によって決まるK
成分のベクトルを
t(y) = (t(y)1 t(y)2 : : : t(y)K) (2.2.1)
と表現する。この表現を 1-of-K符号化と言う。one-hot表現は、例えば 1番目のクラス
に yが属する場合
t(y = 1) = (1 0 : : : 0) (2.2.2)
クロネッカーデルタを用いることで










クラスC に分類される確率 P (C jx)はシグモイド関数を用いて
















u = !x+ b (2.2.7)
をロジスティック回帰と呼ばれ !は重み、bはバイアスと呼ばれている。
また、クラスC に分類される確率 P (C jx)は
P (C1jx) + P (C2jx) = 1 (2.2.8)
の条件を満たし、さらにベルヌーイ分布なので確率分布は
P (yjx) = (P (C1jx))y (1  P (C1jx))1 y (2.2.9)





(P (C1jxn))yn (1  P (C1jxn))1 yn (2.2.10)
クロスエントロピーは尤度関数を用いて
E(!) =   logL(!) =  
NX
n=1



















(P (Ckjx))t(y)k (P (CK jx))1 
PK 1
k t(y)k































P (Ckjx) = softmax
k
(u1; u2; : : : ; uK) (2.2.17)
とかける。対数オッズ比が入力 xに対して線形関数であることを仮定した確率モデル
uk = !kx+ bk (2.2.18)
をソフトマックス回帰と呼ばれる。パラメータ!kおよび bkは、クロスエントロピーを
最小化することで求めることができる。クロスエントロピーは











































1 (x+ b > 0)
0 (x+ b  0)
を用いることで、閾値を bとして









(x1; x2; : : : ; xn)を
z(1) = x ; z
(1)


























z(l 1)は l   1層目の出力である。表記を簡単にするため
z
(l)










; u(l) =W(l)z(l 1) (2.3.6)
とかける。L層目を出力層とすると推定量 y^とすると




; u(L) =W(L)z(L 1) (2.3.7)
となる。よって L層のニューラルネットワークにおける関数近似モデルは





   W(2)f (1)(W(1)x) (2.3.8)
となる。パラメータ !の最適化について考える。訓練データD = f(xn; yn)gn=1;:::;nを
用意する。入力データ xnを入れた際の出力 y^ (W;xn)が、出力データ ynとの誤差が
小さくなるように最適化する。誤差を表す適切な関数E(!)を選び、誤差関数を最小化
することで






番目のクラスに属する確率 P (y = kjx)を推定するものとする。つまり y^kが最大とな
る kを判定する。






























































と書くことができる。入力の画像サイズW W とすると、畳み込みによって (W  







































































di ; di = ii+1 (3.1.1)






















ii+1 = (N   n)  n = N   2n (3.1.4)
その期待値は、
hO^ijKi = N   2hnijKi (3.1.5)
である。また n個のドメインウォールが生成される配位の確率は、二項分布となって
おり平均と分散は以下の通りである。







































































のエネルギー関数は,重みおよびバイアスを  = fbj; !ijgとすると























び隠れ変数 hおよびパラメータ  = fbi; cj; !ijgとすると

























































































































H(v) = HRBM(v) (3.4.10)














K(0)hj(vj 1 + vj+1) + !hjvj

(3.5.1)
とする。! ! 1は低温極限 T ! 0に対応しており、これはスピンが揃うことつまり
vj = hjであることを意味する。可視層と１層目の隠れ層の確率分布関数は























































































となる。hkを定めればスピン vkが生成される確率 P (vk)が求まる。
スピン hkが生成される確率は、ハミルトニアン (3.5.1)の隠れ層の変数を hk ! vkと
可視層の変数に置き換えて、結合定数をK(0) ! K(1)とし、可視層の変数の数は 2l 1、

















exp ( K(l)) + exp (K(l)) (3.5.10)
である。この配位生成法はマルコフ連鎖ではないので自己相関はない。
図 3.3: エネルギー分布 図 3.4: スピン分布
以上の議論を転送行列を用いて書き換えることを試みる。確率分布 (3.5.2)は転送行
列を用いて
















































































配位を、K = 0:2からK = 0:5まで 0:02刻みで生成する。サイズはN = 210 = 1024、
サンプル数 128000、p = 1:8とする。ただし配位データをドメインウォール表示にして
ある。Klを
Kl = 0:2 + 0:02l (4.1.1)
としKlにおける配位を fgKl = fglとする。Klにおける訓練データを
Dl = f(fgl; Kl)ngn=0;:::;128000 (4.1.2)
として、畳み込みニューラルネットワークを用いて学習させる。そして新たな配位 fgl
からKlを推定する機械を構築する。全ての訓練データを






教師ありの機械学習の目的として入力データ X から出力データ Yを推定する関数F
F : X ! Y (4.2.1)
を構成することである。ニューラルネットワークの入力・出力の関係は
zi (W;b;x) = f (ui) ; ui =
X
j
!ijxj + bi (4.2.2)
f は活性化関数であり !は重み、b はバイアスと呼ばれる。太字W、b、xは成分 !、
b、xを行列で表現したものである。活性化関数は正規線形関数 (ReLU)関数を用いる。
f(x) = maxf0; xg =
8><>:
x (x  0)
0 (x < 0)
20































hp;kzSi+p;k + bi;k (4.2.4)













縮約された zを用いて、入力データ xのクラス kに属する確率を求める。
P (CkjW;b;x) = softmax
k




























 (y (W;b;xn) ; yn) (4.2.9)
と定義する。本研究ではマシンパラメータ（ハイパーパラメータ）を表 4.1とした。ま






第 4章 CNNを用いた 1次元長距離イジングモデルの温度推定
図 4.1: 機械の構成
hyperparameter value
Convolution layer l 4 layer
Filter size H1 8
Stride S1 8
Filter size H 2
Stride S 2
Mini batch size 120
Learning rate 0:0001
Channel 8
Na 1 , 2 , 4
表 4.1: hyperparameter
横方向のみとする。ただしデータの数は固定してあるのでNaを増やせばサンプル数
も 128000=Naとなる。Na = 1; 2; 4 のとき正答率は 43:5%, 56:1%, 70:1%であり、誤差
関数の値は 1:274, 0:985, 0:720となる。
各Naにおける入力データのヒストグラムを図 4.2、図 4.4、図 4.6、機械が出力（推






第 4章 CNNを用いた 1次元長距離イジングモデルの温度推定
図 4.2: Na=1の入力ヒストグラム 図 4.3: Na=1の出力ヒストグラム
図 4.4: Na=2の入力ヒストグラム 図 4.5: Na=2の出力ヒストグラム


































































K=0.20 0.623 0.663 0.670
K=0.22 0.245 0.331 0.349
K=0.24 0.244 0.337 0.359
K=0.26 0.243 0.343 0.369
K=0.28 0.242 0.348 0.379
K=0.30 0.240 0.353 0.388
K=0.32 0.239 0.357 0.398
K=0.34 0.238 0.361 0.406
K=0.36 0.236 0.364 0.414
K=0.38 0.235 0.366 0.420
K=0.40 0.233 0.367 0.424
K=0.42 0.231 0.367 0.427
K=0.44 0.229 0.367 0.427
K=0.46 0.227 0.365 0.425
K=0.48 0.225 0.362 0.420
K=0.50 0.612 0.679 0.707













































































































である。表 5.2に Exact RBMの結果と正規分布近似の計算結果である。
5.4 Na Conguration
ある配位 iにおけるエネルギー E(i)k とし添字 kをNaの数とするとNa個の配位に
おける確率分布は







































が得られる。Ea は 確率分布 P (E;Kj) と P (E;Kj+1)の交点であり、また確率分布の













となる。図 5.1、図 5.2はNa = 2; 4の場合の正規分布を表したものである。Na = 1; 2; 4
のとき正答率の上限値は 43:6%, 56:9%, 72:2%であった。機械学習から得られた結果と
かなり近いことがわかり、かなり良い精度で温度推定が行われていることがわかる。
図 5.1: Na=2の場合の正規分布近似 図 5.2: Na=4の場合の正規分布近似
図 5.3,5.4に各温度クラスにおける正答率の理論的上限値と畳み込みニューラルネッ


















図 5.3: 機械の推定と最尤推定 (n=1) 図 5.4: 機械の推定と最尤推定 (n=8)
と表せる。ある配位が与えられた際、その配位がKjである確率は
Q (fg ; j = Kj) = P (fg ;Kj)P




と表せ、２行目は正規分布近似の場合である。図 5.6、図 5.8、図 5.10は正規分布近似
したQ (fg ; j = Kj)を表す。したがってその配位の尤もらしいKjmaxは
Kjmax (fg) = arg max
j
Q (fg ; j) (5.5.3)
となる。最大正答率A (fg)は









P (fg ;Kj)Q (fg ;Kjmax) (5.5.5)
となる。式 (5.5.5)は式 (5.2.3)、式 (5.3.3)、式 (5.3.5)と同じ結果となる。
最適化されたパラメータを用いてソフトマックス関数を
q (Kj;x) = P (CjjW;b;x) = softmax
j
(u1; u2; : : : ; uNclass) (5.5.6)




図 5.5: Na=1におけるソフトマックス関数 図 5.6: Na=1における確率
図 5.7: Na=2におけるソフトマックス関数 図 5.8: Na=2における確率








その結果は入力データのヒストグラム図 4.2、図 4.4、図 4.6、機械が出力したヒスト






























































































数に注目する。畳み込みの操作によって圧縮された配位 z = z (fg)とすると、重み!・
バイアス bとして出力 yは








Ci;fg =   log q (fg ;Ki) (7.0.3)









Q (fg ;Ki) log Q (fg ;Ki)
q (fg ;Ki)  
X
i
















Q (fg ;Ki) logQ (fg ;Ki) (7.0.6)
となる。Cminは正規分布近似および Exact RBMから求めることができ計算すること
ができる。正規分布近似における最小値は




Cmin = 1:2673 (7.0.8)
である。機械学習の結果 (Na = 1)は 1:274なので、理論的な誤差関数の最小値に非常
に近いことがわかる。つまり機械はソフトマックス関数をQ (Ki; fg)に近くようにパ
ラメータを定めていることになる。
図 7.1: バイアス・自由エネルギーと重み 図 7.2: 重みと温度の関係
機械が学習によってハミルトニアンを認識していることと、誤差関数の最小値を求
める議論から、ソフトマックス関数に入力される値 xは x / Eとなると期待できる。
よって
exp (!jx+ bj)R(E) = exp ( KjE +W (Kj))
!jx+ bj + logR(E) =  KjE +W (Kj)
(7.0.9)




bj = W (Kj) + !ja0   c0
(7.0.10)




1(bj+1   2bj + bj 1)




図 7.1は、!j とKj をプロットしたものである。また図 7.2は bj  W (Kj)とKj をプ
ロットしたものである。これらから !jはKjの１次式であり、bj  W (Kj)はKjの１
次式であることがわかる。
図 7.6は、式 (7.0.11)をプロットしたものである。ヘルムホルツの自由エネルギーを












yj = !jx+ bj
=  Kj + c1
a1




=  KjE + F (Kj) +O(E1) + const
=  S(Kj) +O(E1) + const
(7.0.13)




図 7.3: バイアス 図 7.4: バイアスの 1階差分
図 7.5: バイアスの 1階差分を平行移動 図 7.6: バイアスの 2階差分








まりソフトマックス関数の重み !j は温度Kj の１次式であり、バイアスから自由エネ






















である。また以下の議論は周期境界条件および h = 0を課すことにする。
まず 1次元の場合を考える。低温極限すなわちK =1の際、スピンは全て上向か下
向きになる。自由エネルギーは、エントロピーの効果を取り入れなくてよく、
F0 =  N (9.1.2)
となる。温度をあげるとスピンの揺らぎが生じるので、スピンを１個反転させること
を考慮する必要があり、エネルギーは 2損することになる。また反転するスピンの位置
は任意であるので、そのような位置はN通りある。よってエントロピーはS = log NC1
である。よって温度を上げた場合の自由エネルギーは














































































fg i exp (i (2K(p) hi+ h))Q
i
P
fg exp (i (2K(p) hi+ h))

















































































































































































































































となり、これはブロック fi+n+1i+n+2 : : : i+2ngを decimationしている。この方法は、
Block decimationくりこみ群（BDRG）と呼ばれる [21]。BDRGを用いて物理量を評価
する。転送行列を掛け合わせること、すなわちくりこむことで分配関数が計算できる。







である。自由エネルギー密度を h = 0の近傍でテイラー展開することによって














h4 + : : :






































を k = 17とした結果と同じになる。よってくりこみ回数を k = 17は体積無限大とみ
なすことができる。
Green関数は





図 9.1: p = 1:8における磁化率 図 9.2: p = 1:8における非線形磁化率
図 9.3: p = 1:8におけるエネルギー密度 図 9.4: p = 1:8における比熱
図 9.5: 熱力学極限、p = 1:8、エネルギー
密度 図 9.6: 熱力学極限、p = 1:8、比熱
42
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2K(p)  log  2K(p  1) (9.2.35)
次に磁化率のレンジの差を以下の量で定義する。
(n; p;K)  1
2K
(log(n)  log(n  1)) (9.2.36)
式 (9.2.36)は、境界を満たす。






















log(n) /  ((1; p;K)) (9.2.39)
磁化率は実関数であるので、(z)は z > 1では有限の値を持つが、z ! 1+では発散す
る。つまり
(1; p;Kc) = 1 (9.2.40)
を満たすKcが臨界点である。(1; p;K)は







(n; p;K)    log(n; p;K)  log(n  1; p;K)
log(n)  log(n  1) (9.2.42)
これらの結果を図 9.11にしるす。図 9.11はくりこみ回数 k = 17の場合であり、K =




























   W(2)f (1)(x) (9.3.3)
であるので、層が深くなるとこの方法では合成関数の微分が複雑となる。
ここでニューラルネットワークでは


































































































































= ti   y^i
(9.3.9)






































































































とかける。重み !の寄与は一旦無視すると出力層 Lから中間層 lまで逆伝播したとす
ると






f(x) = maxf0; xg =
8><>:
x (x  0)




1 (x  0)































































































































































!(t+1)    !(t) +!(t)
!(t) =  rE  !(t) (9.3.20)
となるように更新していく。は学習率または、ハイパーパラメータと呼ばれる。勾配
!(t)に沿って !(t)を !に近づけていく。勾配が!(t) = 0となる !が !である。
確率的勾配降下法


















































!(t+1)    !(t) +!(t)





























































はランダムに抽出されるので、勾配もある確率分布に従う。初期値はmi;0 = 0; vi;0 = 0
とすると推定量mi;tや vi;tが 0に偏ってしまう。vi;tの期待値を計算すると
























































と表すことができ、T (; )はくりこみ変換関数である。くりこみ変換後のH 0()は一
般的には複雑な形となる。くりこみ変換によって自由エネルギーは不変でなければな
らないので





T (;) = 1 (9.4.4)
を満たさなければならない。この条件をTr条件と言うことにする。新しいハミルトニ
アンは形式的に
H 0 = RT [H] (9.4.5)
と表すことができる。Rは recursion function と呼ばれる。
また新しいハミルトニアンの結合定数は、新しい結合定数K 0を用いて表現できる。
新しい結合定数と古い結合定数の関係はパラメータ pを用いて
K 0 = Rp[K] (9.4.6)
と表すことができる。ここで変数を  ! に変換した際、格子間隔が a ! aに変化
したとする。この場合の、くりこみ変換を以下のように定義する。
K 0 = R[K] (9.4.7)
R1 は格子間隔が a ! 1aの変化を表現しているとし、R2 は格子間隔が a ! 2aの
変化を表現しているとすると、定義によって
K 0 = R[K] = R2 [R1 [K]] (9.4.8)


































T (; ) = p() + p(0)  u(0)  C (9.4.12)
とする。pはフリーパラメータである。Cは定数、uはパラメータであるが Tr条件か
ら決まる。
u(0) + C = lnTrep()+p(
0)














ep(ii 1)+p(ii+1)[2 cosh (p(i 1 + i+1)] 1[2 cosh (K(i 1 + i+1)]
(9.4.14)





2 cosh (K(i + i+2)) (9.4.15)
Decimationくりこみ群の結果を再現する。
この方程式を解く。具体的に i = 1を代入していくと
K
0
ii+1 + C = log (2 cosh (K(i + i+1)))
K
0
+ C = log (2 cosh (2K))














tanh(K(2a)) = [tanh(K(a))]2 (9.4.18)
  1個 decimation したものは式 (9.4.7)を用いて
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