Abstract. The convergence of waveform relaxation techniques for solving functional-di erential equations is studied. New error estimates are derived that hold under linear and nonlinear conditions for the right-hand side of the equation. Sharp error bounds are obtained under generalized timedependent Lipschitz conditions. The convergence of the waveform method and the quality of the a priori error bounds are illustrated by means of extensive numerical data obtained by applying the method of lines to three partial functional-di erential equations.
1. Introduction. Waveform relaxation is an iterative method for systems of ordinary di erential equations. It di ers from classical iterative methods in that it iterates with functions in a function space, instead of with nite sets of discrete unknowns. The method dates back to the end of the last century, where it was used by Picard and Lindel of to prove the exitence of solutions to ordinary di erential equations, see 12], 10]. As a practical numerical method it was rst proposed by Lelarasmee et al. 9] in the context of electrical system simulation. Since then, the method has been considered for various applications by many authors. For a recent state-of-the-art we refer to the book by Burrage 3] and the overview paper by Miekkala and Nevanlinna 11] .
In this paper we study the application of the waveform relaxation (WR) technique for functional equations. Such problems arise for example in population dynamics, in the modelling of visco-elastic materials and in the study of nonlinear materials with memory. These equations include di erential integral equations, delay di erential equations as well as ordinary di erential equations as special cases.
The numerical properties of the method as an iterative solver for delay equations were studied, e.g., by Feldstein, Iserles and Levin in 4], and by Bj rhus in 1]. The latter paper also includes error estimates of the continuous-time waveform method for nonlinear delay equations. The discrete-time waveform technique for ordinary di erential equations is studied by Bj rhus in 2], for the forward and backward Euler methods with strict (i.e., constant) Lipschitz conditions imposed on the ODE righthand side. The error estimates presented in our paper apply to the more general class of di erential functional equations. The estimates are sharper than those of the above references, for two reasons. First, we consider generalized (i.e., time-dependent) Lipschitz conditions instead of strict Lipschitz conditions. Such type of condition was also employed by Sand and Burrage in 14] , but in that reference di erential equations without functional argument were considered. Next, even in the case of strict Lipschitz conditions we obtain sharper results because of a di erent use of the one-sided Lipschitz condition (in the case of a negative constant was used by Zennaro in 15] , for equations without functional argument. The error bounds in our paper are given in an arbitrary norm. The convergence of the waveform relaxation technique for functional equations of neutral type is studied by Jackiewicz, Kwapisz and Lo in 7] . Their general results can be applied to the type of equations considered in the present paper, yet that would lead to weaker estimates. We also mention the paper by Jackiewicz and Kwapisz 6] , where the convergence of WR is studied when applied to di erential-algebraic equations. Their proving technique is di erent from ours, however, as it is based on contraction mapping principle. Also, that paper does not deal with error bounds. In our work we also include results of actual computations, and validate the quality of the theoretical estimates by extensive numerical data. This is done by several examples from partial functional-di erential equations of parabolic type.
The structure of the paper is as follows. where k = 0; 1; 2; ::: and where y 0 is a given starting function. The function H, which is called the splitting function, is chosen to attempt to decouple system (2.1) into easily solvable independent subsystems, which may then be solved separately. In the present paper, we will study a somewhat more restricted class of methods, namely _ y k+1 (t) = G(t; y k+1 (t); y k (t); y k t ); t 2 0; T]; (2.4) y k+1 (t) = y 0 (t); t 2 ? 0 ; 0]:
That is, the functional argument is always taken from a previous iterate. In this way we completely avoid having to solve any functional equations at all during the iteration. The splitting function G is minimally assumed to satisfy a consistency condition, which ensures that the solution to (2.1) is a xed point of (2.4).
Assumption 1. The function G : 0; T] R n R n C( ? 0 ; 0]; R n ) ! R n satis es G(t; p(t); p(t); p t ) = F(t; p(t); p t ); (2.5) for any function p 2 C( ? 0 ; T]; R n ).
For example, the Jacobi/Picard WR scheme _ y k+1 i (t) = F i (t; y k 1 (t); :::; y k i?1 (t); y k+1 i (t); y k i+1 (t); :::; y k n (t); y k t ); i = 1; :::n; (2.6) and the Gauss-Seidel/Picard WR scheme _ y k+1 i (t) = F i (t; y k+1 1 (t); :::; y k+1 i (t); y k i+1 (t); :::; y k n (t); y k t ); i = 1; :::n; (2.7)
can be obtained for particular choices of the splitting function G in (2.4). Scheme (2.6) is parallel; (2.7) is sequential. As the functional term is taken from the previous iteration, we have added the term`Picard' to the names of the schemes. This error has a discretization error component and a WR iteration error component. Upon convergence of the iteration scheme the latter will obviously vanish; in this particular example also the discretization error becomes zero. The evolution of the error at time-point t = 10 for the three di erent waveform schemes is illustrated in Figure 2 .1. For the computation in the picture to the left, we selected L=1, M =10, and hence h=0:1. We used the composite trapezoidal rule for computing the integral and the explicit Adams method of order four with time step t=0:01 for numerical integration of the ODEs. In the second picture of Figure  2 The function g(t; x) and the initial and boundary values are selected in such a way that the exact solution becomes u(t; x) = sin( t) sin( x) : We apply the numerical method of lines and the composite trapezoidal formula for the integral with respect to spatial variable. This leads to a discrete set of delay di erential equations of the form Application of the Jacobi/Picard scheme (2.6), leads to the iteration formula
for t 2 0; 10]. The initial-boundary condition of Dirichlet type is v k+1 i (t) = sin( t) sin( ih) ; i = ?M ? N; :::; M + N ; for any values of t for which (t; i h) is in the initial-boundary region (2.12). Here, g i (t) = g(t; ih) and M; N are natural numbers such that Mh = 10; Nh = 1. As the initial iterate we select v 0 0 on 0; 10] ?10; 10]. Note that, for xed k, system (2.13) is a trivially solvable system of decoupled, scalar ordinary di erential equations. In a similar way, one can immediately construct the Gauss-Seidel/Picard and direct/Picard waveform methods.
In the rst picture of Figure 2 .3 we show the evolution of the numerical error (2.10) at t=10 as a function of the iteration index k. The results were obtained with h=0:1, M =100, N =10 and application of BDF3 with time step t=0:1. Note that the method of lines applied to (2.11) is of second order accuracy. Hence, for large k the discretization error remains, while the WR iteration error, de ned aŝ e k (t) = max i=?M;:::;M fjv k (t; ih) ? v(t; ih)jg :
(2.14)
vanishes. To illustrate this e ect, we have in the second picture of Figure 2 .3 separated both error components and only plotted the iteration component of the error.
The evolution of the errors (either (2.10) or (2.14)) as functions of t 2 0; 10] for di erent k is shown in Figure 2 The function g(t; x) and the initial and boundary values are selected in such a way that the exact solution becomes u(t; x) = te ? We took h = 0:1 for the numerical method of lines and used BDF3 with t = 0:1 for the numerical integration of the ODEs. The evolution of the error obtained after the computation as a function of k for xed t = 10 is shown in Figure 2 .5. In the second picture only the iteration error is plotted while in the rst one the whole error (2.10) is shown. The numerical error (2.10) and WR iteration error (2.14) as functions of t 2 0; 10] are presented respectively in the rst and second rows of 3. A general assumption and error estimate. In the current and in the next section we will derive theoretical estimates for the actual iteration errors de ned as e k (t) = y k (t) ? y(t), where y(t) is the solution to (2.1) and y k (t) is the k-th iterate obtained with scheme (2.4). The estimates will be given for an arbitrary norm in R n .
The assumption below will be needed throughout the paper. The splitting functions G for the three waveform schemes considered in the three examples satisfy the above assumption for the functions 1 , 2 , and as given in Table 3 .1, and this for the in nity and the Euclidean norm. The same schemes also satisfy conditions (3.1)-(3.3) with constant values for 1 and 2 , and with the timeindependent function as given in Table 3 .2. We will show that if ones chooses the functions from Table 3 .1 one arrives at substantially sharper error bounds than when one selects the values from Table 3 .2. We also want to point out that, thanks to one-sided nature of the Lipschitz condition, the function 1 is negative for the Jacobi and the Gauss-Seidel schemes. We will show further on that negative values for 1 make the error bounds a factor exp . We choose the in nity norm for k k. One can then derive that 1 (t) = ?a(t) h 2 , 2 (t) = a(t) h 2 . If we also assume that the function f in the right-hand side of (3.4) satis es the condition jf(t; x; w) ? f(t; x; w)j (t; max With inequality (3.10) we can now proceed to prove convergence of the WR scheme (2.4), if also the additional assumption given below is satis ed. In the formulation of the assumption we use the notation j j 0 which is de ned as jfj 0 = max In order to prove the second part of the theorem note that from (3.14), one has that the di erence w k+1 (t) ? w k (t) equals Now we will show that lim k!1 w k (t) = 0, uniformly w.r.t. t 2 0; T]. Since the function sequence fw k g 1 k=0 is uniformly bounded and equicontinuous on 0,T], it contains (e.g., by Th. 7.25 in 13]) a uniformly convergent subsequence. From (3.14) and Assumption 3, one derives that this subsequence is uniformly convergent to zero. Hence, because of its boundednes and because of (3.16), the sequence fw k g 1 k=0 converges itself to zero pointwise. Thus, we have a sequence of continuous functions, that converge pointwise and monotonic to a continuous function on compact interval. By Th. 7.13 in 13] we may conclude that this sequence converges to the zero-function uniformly.
Remark 3.3. If 1 (t) + 2 (t) 0; for t 2 0; T]; then the w k -functions are non-decreasing, and thus jw k j 0 = w k ( ). Hence, de nition (3.14) can be replaced by 4. A generalized, time-dependent Lipschitz condition. Armed with the general theory outlined in the previous section, we will now derive error estimates for certain subclasses of problems. These estimates will be substantially sharper than the ones that are traditionally derived by using constant Lipschitz conditions. 4.1. General error estimate. In this section we consider the following condition as a special case of the general nonlinear condition given in (3.3), kG(t; p; q; r) ? G(t; p; q; r)k 3 (t)kr ? rk 0 ; (4.1) with 3 2 C( 0; T]; R + ). As we assume that (t; s) is of the form 3 (t)s, we know from the remark following the statement of Assumption 3 that the latter is satis ed. Additionally, we need the following assumptions on 1 ; 2 , and 3 . This assumption is satis ed by all of the iteration schemes considered in Examples 1, 2 and 3. With condition (4.1), we will be able to arrive at sharper bounds than under condition (3.3). The bound is presented in Theorem 4.1 and is given explicitly, whereas in Theorem 3.1 the error bound is given recursively. The proof is rather technical, and requires the use of di erent special functions for several di erent cases. The cases to be considered are 8 > > < > > :
case a: 1 (t) = max 2 0;t] 2 ( ) 3 ( ) ; (t) = 1 ; A k (t) = (? 3 (t)) k k! case c: (t) = 1 ; (t) = max 2 0;t] 3 ( ) 2 ( ) ; A k (t) = (? 2 (t)) k k! : In case d, one may choose either one of the last two possibilities. Both of them will lead to a correct error bound, though one may be sharper than the other.
In case a, it is easy to check that A 0 k (t) = j 1 (t)je ?1(t) j? 1 (t)j k?1 (k ? 1)! : Thus, the function A k is increasing as a function of t. This is immediately obvious for cases b-d. This feature of the function A k will become important in the proof of the following theorem. 4.2. A special case. We now consider the case where the qualitative behaviour of the functions 1 (t), 2 (t), 3 (t) is similar. That is, they are multiples of the same function (t), with possibly di ering multiplication constants. In the resulting error bounds, the following function depending on three real parameters~ 1 ;~ 2 ; and~ 3 , will be useful 3 . In that case, one has a similar expression as above but with ?(t) replaced by t. With time-dependent Lipschitz conditions one has ?(t) < t. Hence, because k is increasing, we have k (?(t)) < k (t).
If the function ? is bounded on 0; +1), as in Examples 2 and 3, then the function k (?(t)) is also bounded on 0; +1). The WR error bound in such cases is not only sharper but also independent of time (if the function ke 0 (t)k can be bounded by a constant on 0; +1)). We formulate this observation as a corrolary. 4.3. Illustration and discussion. We will compare the quality of the estimates obtained with di erent values for the generalized Lipschitz constants 1 (t), 2 (t), and 3 (t). We will compare them, in particular, to the actual error obtained in numerical experiments, and to the classical error bounds, i.e., with i (t) =~ i .
By means of Example 1, we will compare the estimates for i (t) =~ i to these obtained for i (t) =~ i 1+ t . In order to illustrate the di erence, we rst consider the Jacobi/Picard scheme. In that case = 2 and~ 1 = ?1 4h 2 ;~ 2 = 1 4h 2 ;~ 3 = 1, and we take h = 0:1. The actual error for t = 10, together with the bounds from (4.8) and (4.9) , is shown in the top row of 5. Concluding remarks. It is possible to derive sharp error bounds for the waveform relaxation technique applied to di erential or di erential-functional equations with non-constant coe cients. To arrive at these error bounds we considered generalized Lipschitz conditions and derived error estimates by using time-dependent Lipschitz constants. By considering one-sided Lipschitz conditions, we were able to get an error bound that is a factor e R t 0 1 (s)ds smaller than the classical error bounds, if the generalized Lipschitz constant 1 (t) is a negative function. This case occurs, e.g., in Jacobi/Picard or Gauss-Seidel/Picard schemes applied to ODEs systems obtained after semidiscretization of parabolic functional equation of the form (3.4). Also, we were able to produce error bounds that, under certain conditions, are independent of time in the whole interval 0; +1).
By introducing the generalized Lipschitz constants and the one-sided generalized Lipschitz condition, we were able to derive bounds that are much closer to the actual error, than the ones obtain traditionally. These results were veri ed by extensive numerical experiments.
Besides o ering the potential for good parallel performance, the methods considered in this paper also proved to be very easy to implement. Hence, it is our belief that the waveform relaxation method could become quite an e ective numerical method for solving functional di erential equations, if the convergence could be improved by using more sophisticated iteration schemes.
