Abstract: Low-voltage power line communication (LVPLC) medium access control protocols significantly affect home area networks performance. This study addresses poor network performance issues caused by asymmetric channels and noise interference by proposing the following: (i) an improved Q learning method for optimizing the improved artificial LVPLC cobweb, wherein the learning-based hybrid time-division-multiple-access (TDMA)/carrier-sense-multiple-access (CSMA) protocol, the asymmetrical network system, is modeled as a discrete Markov decision process, associates the station information using online trial-and-error learning, builds a routing table, periodically studies stations to choose a better forward path, and optimizes the shortest backbone cluster tree between the central coordinator and the stations, guaranteeing network stability; and (ii) an improved adaptive p-persistent CSMA game optimization method is proposed to optimize the improved artificial cobweb saturation throughput and access delay performance. The current state of the game (e.g., the number of competitive stations) for each station is estimated by the hidden Markov model. The station changes its equilibrium strategy based on the estimated number of active stations, which reduces the collision probability of data packets, optimizes channel transmission status, and increases performance by dynamically adjusting the probability p. An optimal saturation performance is achieved by finitely repeating the game. We present numerical results to validate our proposed approach.
Communication Logical Topology of the LVPLC
Using the tree-like physical topology structure as a basis, we must build a logical topology for our communications to improve network stability and robustness. The LVPLC logical topology is composed of a CCo, a repeater, and a terminal. However, the stations are switched in and out as required, and changes occur in both operating and channel states, directly leading to logical topology changes for the LVPLC network. An improved artificial cobweb topology in the LVPLC network is used to improve stability performance.
LVPLC Network Scheme

Network Problem Description and Modeling
Network Problem Description
Inspired by spider webs in the natural environment, Reference [23] analyzed logical topology processes for a single-layer cobweb topology. This process cuts useful communication links to improve stability. This section describes this improved artificial cobweb logical topology. The stations may not form a ring network in the improved cobweb topology compared with the original cobweb ( Figure 2 ). The critical issues encountered in networking the improved artificial cobweb are as follows: (1) the stations are peer to peer, and a method must be developed to auto-select the CCo and proxy in the network; (2) an increased probability of frame collisions, which causes network instability, is observed because of the effects of hidden stations; and (3) the stations are far from the CCo because of the one-hop or multi-hops, and the overall network performance is poor. To address these problems, the improved artificial cobweb consists of a backbone cluster tree network and a neighbor network. The backbone cluster tree network (objective function) is composed of several shortest dynamic random links from the CCo and proxy to terminals. 
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Network Objective Function
Network optimization is a typical multi-constrained and nonlinear optimization problem. The LVPLC network is modeled as a non-negative weight-directed graph G(V, E, C), where V = {v 0 , v 1 , v 2 , · · · , v n } denotes the set of CCo v i values and stations v j (j = i, 1 ≤ j ≤ n); E = {e 1 , e 2 , · · · , e m } denotes the set of directed and no-loop links; and C = c ij i, j ∈ V denotes the set of non-negative weights, whose value dynamics change, showing the link connection state.
The objective function minimizes several dynamic random shortest paths from CCo v i to stations v j in the graph G(V, E, C). Assuming that the CCo is O; the destination station is D; the proxy set is V q ; and the shortest path of the station set is V p , the elements in V p are represented as i 1 , i 2 , . . . , i h (h ≤ n) in order in the shortest path. The objective function of the shortest path can be expressed as:
s. t.
∑ (i,j∈E)
x ij − ∑ (j,i∈E)
x ij = 1 link f rom i to j exist 0 else (3)
Equation (1) shows the objective function. Formula (2) shows the constraint conditions of the CCo, proxy, and destination station. Equation (3) shows the definition of the decision variables x ij . If the link exists, x ij = 1; otherwise, x ij = 0. Equation (4) shows a necessary constraint on the proxy. Equation (5) indicates that the proxies are divided into w classes. Equation (6) indicates that there is no loop between every class. Equation (7) indicates that at least one station in each class is stations. Equation (8) denotes the grouped and order-preserving stations shortest path, which in turn, passes stations V q 1 , V q 2 , · · · , V q w . We propose an improved Q-learning method for the LVPLC network for the grouped and order-preserving proxy shortest paths. Reinforcement learning (RL) methods are used to control data packet delivery decisions and improve network stability. They consist of three abstract learning algorithm events: (1) a station observes the state of the environment, generates a reinforcement signal, and selects an appropriate action; (2) the environment generates a reinforcement signal and transmits it to the station; and (3) the station employs the reinforcement signal to improve its subsequent decision. Therefore, a station observes the state of the environment, generates a reinforcement signal, and selects an appropriate action; (2) the environment generates a reinforcement signal and transmits it to the station; and (3) the station employs the reinforcement signal to improve its subsequent decision. Therefore, a station requires information about the state of the environment, reinforcement signals from the environment, and a learning algorithm ( Figure 3 ). A number of RL algorithms, such as Q-learning and temporal difference learning, have been used. Q-learning is a recent form reinforcement learning that does not need a model of its environment and works by estimating the values of state-action pairs. It learns behavior through trial-and-error interactions with a dynamic environment, and has been employed for path selection [24] . The algorithm maintains a Q-value Q (s, a) in a table for every state-action pair. Let st and at denote the reinforcement signal generated by the environment for performing action at in state t s . When the station receives reward rt+1, it updates the Q-value corresponding to state st and action at as follows:
where r (0 ≤ r ≤ 1) is the discount factor, and  (0 ≤  ≤ 1) is the learning rate. The return is deterministic when 1   . Equation (9) is then changed as follows:
The agent selects the action with the highest Q-value, except when making an exploratory move. The state transition model is unknown in our problem; hence, we are motivated to use the model free Q-learning algorithm idea in the LVPLC network.
Improved Q-Learning Mathematic Model
In reference to the core ideas of the Q algorithm, this study probes deeply into the following problems: (1) how to achieve bidirectional learning among stations while ensuring state/action sets and (2) how to model the reward function in a complex channel environment.
We map herein the state, action, and reward functions for the multi-constrained improved Qlearning to the LVPLC network.
• State
The general finite state machine (FSM) model shows the states of stations in different network stages, including the initial state (INIT), uncoordinated CCo (UC_CCo), uncoordinated STA (UC_STA), the coordinated CCo (C_CCo), and coordinated STA (C_STA). The C_CCo and C_STA show the stability states of stations.
• Action Station states evolve from instability to stability via action i a triggers. The station selects an action A number of RL algorithms, such as Q-learning and temporal difference learning, have been used. Q-learning is a recent form reinforcement learning that does not need a model of its environment and works by estimating the values of state-action pairs. It learns behavior through trial-and-error interactions with a dynamic environment, and has been employed for path selection [24] . The algorithm maintains a Q-value Q (s, a) in a table for every state-action pair. Let s t and a t denote the reinforcement signal generated by the environment for performing action a t in state s t . When the station receives reward r t+1 , it updates the Q-value corresponding to state s t and action a t as follows:
where r (0 ≤ r ≤ 1) is the discount factor, and α (0 ≤ α ≤ 1) is the learning rate. The return is deterministic when α = 1. Equation (9) is then changed as follows:
We map herein the state, action, and reward functions for the multi-constrained improved Q-learning to the LVPLC network.
• Action
Station states evolve from instability to stability via action a i triggers. The station selects an action a i (i = 1, 2, . . . n) under control policy π, such as sending/receiving the beacon. It defines all actions as set A. The action a m t in set A can be divided into feasible action A send_s and infeasible action A send_ f . A send_ f otherwise
The destination stations send the Acknowledgment (ACK) to the source station and avoid the frame retransmission when the destination stations successfully receive the frame.
• Reward function
When stations meet the requirements of the communication threshold condition, r(i, j) indicates the reward after stations associate the network through trial-and-error interactions with a dynamic environment:
where node(i).w denotes the link weight when station i receives the data frame; node(j).w is the link weight when station j sends the data frame; and node(i).hop(j) denotes the hops between stations i and j. These metrics (link quality, the number of hops) are considered jointly in the reward function, and can reflect the dynamic characteristics of the network. The greater the value of the reward, the stronger the learning trend.
• Q value update rule
The forwarding Q-learning in the asymmetric channel environments is from the CCo to the terminals. The backward Q-learning is from the terminals to the CCo. This study explains the forward Q-learning mechanism. The CCo obtains the new associated stations' information by gathering proxies and provides immediate reward to the new stations when the csr r 1 is greater than the uplink csr threshold Thr 2 . The CCo puts the new associated stations into the routing table, dynamically updates the routing table information, and finishes the forwarding link storage. The stations choose the next hop to continue networking by routing table lookup. The whole stations associate in the network, and the network finishes. The CCo's Q table information is updated as follows:
where r 1 is the present uplink csr. This study illustrates the backward Q-learning mechanism. The new associated stations obtain terminal equipment identifiers (TEIs) by the CCo allots and stores the link to the CCo when the csr r 2 is greater than the downlink csr threshold Thr 1 . The stations' Q table information is updated as:
where r 2 is the present downlink csr.
Improved Q-Learning Algorithm in LVPLC Network
We describe several assumptions and notations for the backbone cluster tree analysis to facilitate scheme discussion.
Assumption
The n (n > 1) stations are connected with the same medium and physical links, and the following assumptions are made: Typical CSMA and TDMA mechanisms are extensively studied. The CSMA suffers from heavy interference because of hidden terminals, and often exhibits a large delay. The TDMA has practical difficulties achieving an accurate time synchronization. Achieving such synchronization via beacon exchanges is generally expensive. Therefore, we propose an online bi-directional improved Q-learning network mechanism based on the hybrid TDMA-CSMA protocol. The structural properties of the LVPLC networks are relatively complex. This study introduces a small number of topological measurements to compute the station importance (i.e., centrality degree, closeness degree, betweenness degree, clustering coefficient, and average shortest path [25] ). The value of the closeness degree is the reciprocal of the average distance between each station pair:
where C v is the closeness centrality of station v, and d vj is the distance of the shortest path connecting station v and j.
The relative betweenness centrality of B v measures a station v that lies on the shortest path between any pair of stations passing through a specific station:
where σ ij is the total number of shortest paths from station i to j, and σ ivj is the number of shortest paths from station i to j passing v. The clustering coefficient of station i is calculated as:
where E 1 (i) is the number of links between stations k i . The average path L is calculated as follows:
where d ij is the distance between i and j. An improved Q-learning mechanism based on the hybrid TDMA + CSMA (control policy) mechanism is described as follows:
• Auto selection of CCo: All stations are powered on at the same time, and their parameters are initialized. After 5 s of silence, the station with the shortest delay randomly sends the SELECT_CCO beacon frame to the other stations in the radius of communication. The receivers reply to the sender with an ACK after waiting for the response inter frame space (RIFS). The CCo selection is a success if the station successfully receives the ACK. The state machine of the station becomes UC_CCO from INIT. The state machines of the other stations become UC_STA from INIT. If the CCo selection fails, the abovementioned mechanism is repeated until the selection is successful.
•
CCo q first allots a beacon slot for itself, as depicted in Figure 4a . In the SLOT 0 , CCo q broadcasts a beacon frame to the other stations. The other stations delay for a short and random period of time. They then self-schedule the ASSOC.REQ frame, access the channel by CSMA, and send it to CCo q. A frame collision occurs if at least two stations simultaneously access the channel to send a frame. The stations again delay for a short and random period of time and sense the channel state. The station retransmits the ASSOC.REQ frame to CCo q if the channel is idle. • CCo q re-allocates the beacon slot to reduce the maintenance overhead and force as many stations as possible to associate the first layer of the network. CCo q repeats the abovementioned mechanism if new stations are available to associate; otherwise, the first layer cluster tree completes the network.
• CCo q allocates a beacon slot to four stations every beacon period, as depicted in Figure 4b . If the number of stations is greater than four in the first layer, CCo q allots a beacon slot to the remaining stations in the next beacon period. Let us take stations a, c, e, d, and b as examples to explain the network process for the remaining beacon stations. If station a obtains the first beacon slot, it sends a beacon frame to the other stations by broadcasting it in SLOT 1 . If the associated stations receive the beacon frame, they place station a in a neighboring table and establish a link. If the stations that do not associate the network receive the beacon frame, they delay for a short and random period of time, then self-schedule the ASSOC.REQ frame, access the channel by CSMA, and send it to station a. Station a replies to the ACK after waiting for the contention inter frame space (CIFS), such as that for station f . The other network mechanisms are similar to f. Station a sends the ASSOC_ALL.REQ frame to CCo q in the CP 1 when SLOT 1 ends.
CCo q replies to the ACK, puts the new associated stations into the routing table, learns the link to the new associated stations, and completes the forward path Q-learning to the new associated stations. CCo q broadcasts the ASSOC_ALL.CNF frame to a. Subsequently, a replies to ACK and broadcasts this frame. The new associated station f obtains the TEI, puts station a and CCo q into the routing table, and completes the backward path Q-learning. Station a becomes the proxy, and 
Network Performance Optimization Based on Dynamic Game Theory
We propose using the improved adaptive p-persistent CSMA game optimization method to improve the saturation throughput and access delay performance of the LVPLC improved artificial cobweb.
Network Performance Model
The following assumptions and notations were used for the performance model analysis. 
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Network Performance Model
The following assumptions and notations were used for the performance model analysis.
Assumptions
1.
The load impedance matches the output impedance in the network.
2.
A single contention domain with n stations (1 ≤ n ≤ 30) exists.
3.
Data packets are of a constant length L.
4.
Each station always contains data packets in the transmission buffer, and packets are never discarded until a successful transmission.
5.
The stations do not use request-to-send (RTS) and clear-to-send (CTS) handshake mechanisms. 6.
The communication distance of the stations is constant at a certain time scale. 7.
Propagation delays are much shorter than the slot time, and are, therefore, neglected.
Network Saturation Performance Model
Stations send data packages using static p-persistent CSMA, which is relatively simple for network operations. Congestion is also not considered. Stations monotonically send data packets based on the p-persistent CSMA, which has a low bandwidth utilization.
The bandwidth utilization η(r s ) is expressed as follows:
where B denotes the communication bandwidths. The saturation throughput S(r s ) is expressed as:
where E[P] denotes the average packet length; P tr is the probability of at least one transmission occurring in the considered slot time; P s is the probability that a transmission will be successful; T s and T c are the average times that the channel is sensed to be busy because of either a successful transmission or a collision, respectively; and T I denotes the duration of an empty slot time. In terms of p 0 , these are:
is a strictly concave function that changes with probability p 0 when the station numbers are greater than one. Refer to the parameters in Table 1 , which are depicted in Figure 5 . The maximum bandwidth utilization reaches 0.8% bit/s/Hz at a PHY of 1 Mbps for a single station accesses channel. The collision probability also increases with an increasing number of stations. The bandwidth utilization of a single load is 1.1 times the maximum load.
Maximum Saturation Performance
Take the derivative of Equation (19) with respect to p0 to maximize bandwidth utilization. Setting it equal to zero, we obtain the optimal approximate probability solution option p as follows:
The data packet collision optimal probability is:
Referring to
nk nk nk e    , the optimal collision probability limit value is calculated when the number of stations approaches infinity:
The stations send the data packets by option p , reduce the collision probability, and maximize the bandwidth utilization. However, channel asymmetry and noise interference are not considered. In addition, the performance is affected by selfish stations. Inspired by the game theory, this study proposes an improved adaptive p-persistent CSMA-based dynamic game for improving the network saturation performance.
Performance Optimization Model Based on Game Theory
The competitive channel process for the stations is modeled as an incomplete information dynamic game model. Station dynamics are used to estimate the numbers of active stations using the HMM algorithm. Nash equilibrium (NE) solutions are obtained; bandwidth utilization is achieved; and access delays are optimized. The NE solutions are the optimal channel access probabilities of the stations 1 2   and . The maximum bandwidth utilization reaches 0.8% bit/s/Hz at a PHY of 1 Mbps for a single station accesses channel. The collision probability also increases with an increasing number of stations. The bandwidth utilization of a single load is 1.1 times the maximum load.
Maximum Saturation Performance
Take the derivative of Equation (19) with respect to p 0 to maximize bandwidth utilization. Setting it equal to zero, we obtain the optimal approximate probability solution p option as follows:
Referring to (1 − 1 nk ) n = x and lim
e , the optimal collision probability limit value is calculated when the number of stations approaches infinity:
The stations send the data packets by p option , reduce the collision probability, and maximize the bandwidth utilization. However, channel asymmetry and noise interference are not considered. In addition, the performance is affected by selfish stations. Inspired by the game theory, this study proposes an improved adaptive p-persistent CSMA-based dynamic game for improving the network saturation performance.
Performance Optimization Model Based on Game Theory
The competitive channel process for the stations is modeled as an incomplete information dynamic game model. Station dynamics are used to estimate the numbers of active stations using the HMM algorithm. Nash equilibrium (NE) solutions are obtained; bandwidth utilization is achieved; and access delays are optimized. The NE solutions are the optimal channel access probabilities of the stations τ 1 and τ 2 . 
Performance Optimization Theory
Time is divided into a number of discrete time slots. For a given slot, the stations sense the channel before sending data packets by probability p. If the channel is busy, the stations defer data packet transmission until the next time slot. If a channel is sensed to be idle, the stations send data packets to the other stations by τ 1 . The receiver replies to the ACK via τ 2 . If more than two stations send data packets at the same time, the collision causes a communication failure. The HMM is used to dynamically estimate the number of competitive stations and compute τ 1 and τ 2 . This process is finitely repeated to obtain the optimal access probability for achieving optimum performance.
Improved Bandwidth Utilization Model
Suppose that the sender and the receiver send data packets with probabilities τ 1 and τ 2 , respectively. The station sends the successful probability of the data packet in any slot as follows:
The remaining (n − 1) stations send the successful probability of the data packet:
The bandwidth control ratio factor r is defined as:
We obtain the relationship between τ 1 and τ 2 as follows:
The station sends the successful probability sum of the data packet:
where P e denotes the probability of the frame errors caused by noise interference and channel fading and depends on the data packet length, transmission rate, and bit error rate in the PHY layer; P e_data is the frame error rate (FER) for the data frame; P e_ack is the FER for the ACK frame; and L_ack denotes the length of the ACK.
(34)
The idle probability is given by:
The collision probability is given by:
The improved bandwidth utilization utility model is given by: The improved bandwidth utilization is maximized when the following quantity is minimized:
Taking the derivative of Equation (39) with respect to τ 2 and setting it equal to zero, we obtain:
We obtain the following equation after some simplifications:
We obtain the following by substituting Equation (31) in Equation (41):
This equation is expressed as:
We obtain the only solution τ 2−option to Equation (44) from the Morigane formula, then obtain τ 1−option when r is given.
Improved Saturation Access Delay Model
We compute the saturation access delay D in the asymmetrical channel as follows:
The access delay D consists of four parts: (1) T s denotes the time for a successful transmission; (2) D s represents the average time the channel is sensed to be busy because of a successful transmission by other stations; (3) D c represents the average time a channel is sensed to be busy because of collisions; and (4) T slot denotes the total time of idle slots, including the total back-off time of successful transmissions and collisions by each station. We obtain T s and compute its three parts according to Equation (23) . In the interval of two continuous successful transmissions by a station, the time for successful transmission by each other station is N s T s , where N s is the number of successful transmissions by other stations. We assume that all stations are within the communication range of one another, and can fairly share the channel. For a sufficiently long period of time, each station successfully sends data packets with the same probability. Hence, during the interval of two continuous successful transmissions in this station, each other station must have a successful transmission. If n is the total number of stations, then we have N s = n − 1. We subsequently obtain:
Let N c be the count of continuous collisions giving us: The mean of N c is
Considering the overall network, E[N c ] continuous collisions are observed during the period of time between two random continuous successful transmissions. According to the above-mentioned analysis, n successful transmissions are observed during time D; thus, we obtain:
Let N slot be the count of continuous idle slots in a back-off interval. The probability that N slot is a random integer can be written as follows:
The mean of N slot is
A back-off interval can be found before each successful transmission or collision; hence, n successful transmissions and N c collisions exist during time D.
The total time of the idle slot is
Improved Performance Optimization Model Based on HMM Algorithm
Saturation bandwidth utilization and access delays are sensitive to access probabilities. Access probabilities are relevant to the number of active competitive stations. The stations cannot directly obtain the number of competitive stations. They only rely on themselves to judge channel states, dynamically sense the channel decision results of competitive stations, and obtain the number of competitive stations. This study uses HMM to dynamically sense the number of competitive stations in the game process.
Channel Model
The channel behavior follows a two-state Markov chain with idle (c 0 ) and busy (c 1 ) components, whose one-step transition probability is depicted in Figure 6 . 
Let slot N be the count of continuous idle slots in a back-off interval. The probability that slot N is a random integer can be written as follows:
A back-off interval can be found before each successful transmission or collision; hence, n successful transmissions and c N collisions exist during time D. The total time of the idle slot is
Improved Performance Optimization Model Based on HMM Algorithm
Channel Model
The channel behavior follows a two-state Markov chain with idle ( 0 c ) and busy ( 1 c ) components, whose one-step transition probability is depicted in Figure 6 . 
We obtain the solutions of Equation (53) as: 
We obtain the solutions of Equation (53) The steady-state probabilities π 0 and π 1 can be calculated from the Markov convergence theorem. Probabilities π 0 and π 1 are used in the dynamic game of the hidden Markov prediction model.
Active Number Dynamic Estimation Based on the Hidden Markov Model
The HMM produces relatively more accurate predictions than the other methods. The HMM estimates station channel decision results through the maximum a posterior (MAP). More accurate channel access information is obtained for the competitive stations when the HMM is combined with game theory mechanisms. Stations adopt appropriate access strategies, and the performance is optimized.
The elements of an HMM are defined as λ = (π, A, B).
• The initial probabilities that stations will judge the channel state π = [π 0 , π 1 ].
•
The transition probabilities between hidden states A = a ij , with a ij = p(S t = s j S t−1 = s i ) , (s i , s j ∈ S). a ij indicates the probability that a hidden state s i will transition at time t − 1 to another hidden state s j at time t.
• The emission probabilities of the symbols in each hidden state are B = {b i (k)}, (i, k = 0, 1), where
shows the probability of transition from a hidden state s i to the observed state d k .
The basic principle is that the station calculates the prior probability using the posterior probability for the last (t − 1) slot and computes the posterior probability from the observation symbol in the t slot as follows:
where:
Channel state s i is the current station that estimates competitive stations at time t. It is computed by p(S t = s i |O t = o t ) = max
At the start of the time slots, if station x plays an online game and estimates that the result of the game is one by adopting HMM, the current station saves the results in game set Ω x (Ω x ⊂ {1, 2, . . . N}). Probability τ 1 is obtained when the current station obtains the game results. Finally, the optimal saturation performance is calculated.
Simulation Results
This section discusses the network simulation, saturation performance simulation results in the asymmetric channels, and noise interference communication environment.
Network Simulation Results
Simulation Environment and Results
Programs such as SimPowerSystems and Matlab/Simulink can be used to simulate a power system distribution network. OMNeT++ and NS-2 are among the most popular tools used to simulate a communication network. In this work, co-simulation platforms designed for controlling information exchange between power and communication software tools can be used. Therefore, we study the LVPLC dynamic self-organization network in the simulation environment of OMNeT++4.0.
Specifically, 30 terminal stations are placed in an 800 × 800 m 2 home local area on the secondary side of the any one phase power distribution grid. This study designs a typical physical topology and a logical communication topology, which are shown in Figure 7a ,b, respectively. In Figure 7a , the distance between the neighboring stations is approximately 20 m. The polygonal line symbol shows a line that is 150 m long. Stations communicate with each other within a 200 m range. Outside this range, the stations cannot communicate effectively. Therefore, the logical communication topology can be obtained as shown in Figure 7b . The red station depicts the CCo, while the blue stations present the proxies and terminal stations. The station that uses the contour dotted line shows the new associated stations. Table 1 lists the network's actual measured parameter.
Specifically, 30 terminal stations are placed in an 800  800 m 2 home local area on the secondary side of the any one phase power distribution grid. This study designs a typical physical topology and a logical communication topology, which are shown in Figure 7a ,b, respectively. In Figure 7a Figure 8a-c shows the topology structure after network in the asymmetric/symmetric channel. The channel asymmetric properties influence the topology structure. Some parts of the stations' topology measurement (distribution of distances, closeness centrality, and betweenness centrality) are similar to some extent. system distribution network. OMNeT++ and NS-2 are among the most popular tools used to simulate a communication network. In this work, co-simulation platforms designed for controlling information exchange between power and communication software tools can be used. Therefore, we study the LVPLC dynamic self-organization network in the simulation environment of OMNeT++4.0.
Specifically, 30 terminal stations are placed in an 800  800 m 2 home local area on the secondary side of the any one phase power distribution grid. This study designs a typical physical topology and a logical communication topology, which are shown in Figure 7a ,b, respectively. In Figure 7a The node[0], node [2] , and node [8] measurement results are presented in Table 2 to quantitatively demonstrate the importance of the stations. [2] , and node [8] ) with respect to the average throughputs and the average end-to-end delays to demonstrate the effects of asymmetry on network processes (Figures 9 and 10) . We focus on the maximum values, minimum value, and average value to the curve. First, we compare the results of the average throughput of the CCo (node[0]) in the symmetrical/asymmetrical channel environments (Figure 9a ). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method achieves a maximum value of 0.004% less and a minimum value that is basically the same, while raising the average by 0.11% under the traffic environment of uplink 96% success ratio and 93% downlink success ratio. We can reduce the maximum by 0.77%, increase the average by 1.2%, and basically keep the minimum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. Second, we explain the comparison results of the average throughput of node [2] (Figure 9b ). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method achieves a minimum value of 6.4% less and a maximum that is basically the same, while reducing the average by 5% under the traffic environment of uplink 96% success ratio and a 93% downlink success ratio. Similarly, we can reduce 0.77% at a maximum, increase the 1.2% on the average, and basically keep the maximum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. Finally, we explain the comparison results of the average throughput of node [8] (Figure 9c ). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method achieves a maximum value of 3% less and a minimum that is basically the same, while reducing the average by 0.87% under the traffic environment of uplink 96% success ratio and a 93% downlink success ratio. We can reduce 1.5% at a maximum, increase the 0.87% on the average, and basically keep the minimum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. [2] , and node [8] ) with respect to the average throughputs and the average end-to-end delays to demonstrate the effects of asymmetry on network processes (Figures 9 and 10) . We focus on the maximum values, minimum value, and average value to the curve. First, we compare the results of the average throughput of the CCo (node[0]) in the symmetrical/asymmetrical channel environments (Figure 9a ). Compared to the symmetric channelbased Q-learning featuring a success ratio of 96%, the proposed method achieves a maximum value of 0.004% less and a minimum value that is basically the same, while raising the average by 0.11% under the traffic environment of uplink 96% success ratio and 93% downlink success ratio. We can reduce the maximum by 0.77%, increase the average by 1.2%, and basically keep the minimum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. Second, we explain the comparison results of the average throughput of node [2] (Figure 9b ). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method achieves a minimum value of 6.4% less and a maximum that is basically the same, while reducing the average by 5% under the traffic environment of uplink 96% success ratio and a 93% downlink success ratio. Similarly, we can reduce 0.77% at a maximum, increase the 1.2% on the average, and basically keep the maximum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. Finally, we explain the comparison results of the average throughput of node [8] (Figure 9c ). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method achieves a maximum value of 3% less and a minimum that is basically the same, while reducing the average by 0.87% under the traffic environment of uplink 96% success ratio and a 93% downlink success ratio. We can reduce 1.5% at a maximum, increase the 0.87% on the average, and basically keep the minimum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. [2] ; and (c) average throughput for node [8] .
Distribution of Distances
We explain the results of the average end to end delay of CCo (node[0]) (Figure 10a ). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method achieves a minimum value of 1.6% less and a maximum basically the same, while reducing the [2] ; and (c) average throughput for node [8] .
We explain the results of the average end to end delay of CCo (node[0]) (Figure 10a ). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method achieves a minimum value of 1.6% less and a maximum basically the same, while reducing the average by 1.5%, under the traffic environment of uplink 96% success ratio and 93% downlink success ratio. We can reduce the 12.3% at a maximum, increase the 6.6% on the average and basically keeps the minimum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. Next, we explains the comparison results of the average end to end delay of node [2] (Figure 10b ). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method performs about 25.7% above maximum value and a minimum basically the same, while increasing the average by 21% under the traffic environment of uplink 96% success ratio and 93% downlink success ratio.
Similarly, we can reduce the 14.6% at a maximum, increase the 8.7% on the average and basically keeps the minimum to the same level using the proposed approach, instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. Finally, this paper explains the comparison results of the average end to end delay of node [8] (Figure 10c ). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method performs about 5.3% above maximum value and a minimum basically the same, while reducing the average by 21% under the traffic environment of uplink 96% success ratio and 93% downlink success ratio. Similarly, we can reduce the 0.63% at a maximum, increase the 5.24% on the average and basically keeps the minimum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio.
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Number of the Average Hops in the Coverage Stage Analysis Figure 11a explains the results of the number of the average hops to CCo (node[0]). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method performs approximately 21.3% above the maximum value and obtains a minimum that is basically the same while increasing the average by 16.3% under the traffic environment of uplink 96% success ratio and a 93% downlink success ratio. We can increase 6.1% at a maximum, reduce 2.1% on the average, and basically keep the minimum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. Next, we explain the comparison results of the number of the average hops to node [2] (Figure 10b ). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method performs approximately 10.3% above the maximum value and provides a minimum that is basically the same while increasing the average by 21% under the traffic environment of uplink 96% success ratio and a 93% downlink success ratio. We can reduce 14.6% at a maximum, increase 0.45% on the average, and basically keep the minimum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. Finally, this study explains the comparison results of the number of the average hops to node [8] (Figure 10c ). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method performs approximately 33% above the minimum value and provides a maximum that is basically the same while increasing the average by 3.61% under the traffic environment of uplink 96% success ratio and a 93% downlink success ratio. Similarly, we can improve [2] ; and (c) average ETE for node [8] .
Number of the Average Hops in the Coverage Stage Analysis Figure 11a explains the results of the number of the average hops to CCo (node[0]). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method performs approximately 21.3% above the maximum value and obtains a minimum that is basically the same while increasing the average by 16.3% under the traffic environment of uplink 96% success ratio and a 93% downlink success ratio. We can increase 6.1% at a maximum, reduce 2.1% on the average, and basically keep the minimum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. Next, we explain the comparison results of the number of the average hops to node [2] (Figure 10b ). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method performs approximately 10.3% above the maximum value and provides a minimum that is basically the same while increasing the average by 21% under the traffic environment of uplink 96% success ratio and a 93% downlink success ratio. We can reduce 14.6% at a maximum, increase 0.45% on the average, and basically keep the minimum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. Finally, this study explains the comparison results of the number of the average hops to node [8] (Figure 10c ). Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method performs approximately 33% above the minimum value and provides a maximum that is basically the same while increasing the average by 3.61% under the traffic environment of uplink 96% success ratio and a 93% downlink success ratio. Similarly, we can improve 33% at a maximum, increase 2.3% on the average, and basically keep the minimum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. 33% at a maximum, increase 2.3% on the average, and basically keep the minimum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio. average hop count for node [2] ; and (c) average hop count for node [8] . Figure 12 mainly shows the statistic hop count histogram to stations (node[0], node [2] , and node [8] ) to illustrate the importance of the station in the network. We draw a conclusion that CCo (node [0] ) is the zero hop station (root station); node [2] is the first hop station; and node [8] is the second hop station. Take node [2] as an example. We explain the statistic hop count results in different channel conditions, as shown in Figure 12b . Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method performs approximately 21.3% above the statistic hop count maximum value under the traffic environment of uplink 96% success ratio and a 93% downlink success ratio. Compared to the Q-learning, we improve 13.6% at the statistic hop count by the proposed approach under the circumstances of uplink 93% success ratio and downlink 96% success ratio. Similar conclusions can be drawn in other stations. [2] ; and (c) hop versus statistic count for node [8] .
Network Performance Simulation
Our study simulates the saturation bandwidth utilization and access delay performance at a PHY transmission rate of 1 Mbps.
Network Saturation Performance Simulation
We investigated cases with 2, 5, 10, and 20 stations. The bandwidth utilization decreased as the bit error rate (BER) gradually increased. The bandwidth utilization for a BER greater than 0.0004 approached zero ( Figure 13 ). [2] ; and (c) average hop count for node [8] . [2] , and node [8] ) to illustrate the importance of the station in the network. We draw a conclusion that CCo (node [0] ) is the zero hop station (root station); node [2] is the first hop station; and node [8] is the second hop station. Take node [2] as an example. We explain the statistic hop count results in different channel conditions, as shown in Figure 12b . Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method performs approximately 21.3% above the statistic hop count maximum value under the traffic environment of uplink 96% success ratio and a 93% downlink success ratio. Compared to the Q-learning, we improve 13.6% at the statistic hop count by the proposed approach under the circumstances of uplink 93% success ratio and downlink 96% success ratio. Similar conclusions can be drawn in other stations. 33% at a maximum, increase 2.3% on the average, and basically keep the minimum to the same level using the proposed approach instead of the Q-learning under the circumstances of uplink 93% success ratio and downlink 96% success ratio.
(a) (b) (c) average hop count for node [2] ; and (c) average hop count for node [8] . Figure 12 mainly shows the statistic hop count histogram to stations (node[0], node [2] , and node [8] ) to illustrate the importance of the station in the network. We draw a conclusion that CCo (node [0] ) is the zero hop station (root station); node [2] is the first hop station; and node [8] is the second hop station. Take node [2] as an example. We explain the statistic hop count results in different channel conditions, as shown in Figure 12b . Compared to the symmetric channel-based Q-learning featuring a success ratio of 96%, the proposed method performs approximately 21.3% above the statistic hop count maximum value under the traffic environment of uplink 96% success ratio and a 93% downlink success ratio. Compared to the Q-learning, we improve 13.6% at the statistic hop count by the proposed approach under the circumstances of uplink 93% success ratio and downlink 96% success ratio. Similar conclusions can be drawn in other stations. [2] ; and (c) hop versus statistic count for node [8] .
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Network Saturation Performance Simulation
We investigated cases with 2, 5, 10, and 20 stations. The bandwidth utilization decreased as the bit error rate (BER) gradually increased. The bandwidth utilization for a BER greater than 0.0004 approached zero ( Figure 13 ). 
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Stations Numbers Estimation Simulation
Let us use 20 adjacent time slots as an example. Each time slot is 50 ms, and the channel states do not change for each time slot. The detailed parameters are as follows: assuming that the channel is initially idle, the Markov transition probability of the channel is Figure 16 depicts the relationship between the access delays and the station numbers for 128 and 512 B payloads. The access delays for a payload of 128 B were increased by 9.4%, which was 2.57 times by the improved adaptive p-CSMA at r = 1, 3 relative to the adaptive p-CSMA. The delays for a payload of 512 B increased by 0.75% and 36.2% at r = 1, 3. Compared to the results for a payload of 128 B, the access delays were improved by 2.12% and 29.6% at r = 1, 3. 
Let us use 20 adjacent time slots as an example. Each time slot is 50 ms, and the channel states do not change for each time slot. The detailed parameters are as follows: assuming that the channel is initially idle, the Markov transition probability of the channel is 
Let us use 20 adjacent time slots as an example. Each time slot is 50 ms, and the channel states do not change for each time slot. The detailed parameters are as follows: assuming that the channel is initially idle, the Markov transition probability of the channel is p = 0.9 0.1 0.15 0.85 , and the steady-state probability is π = [0.6, 0.4]. The channel state of the 20 adjacent time slots was calculated using the Markov chain model. Matrix A was obtained by calculation. The number of competitive stations for each station was estimated using the HMM. We performed simulations for 5, 10, 15, and 20 stations. The stations were peer-to-peer, and the number of competitive stations was estimated. We used a single station as an example to explain the results of the game between stations. The game mechanisms for the other stations were the same and not repeated herein.
The comparison results for the MAP algorithm and the proposed method were provided from the abovementioned parameters.
For asymmetric channels and noise interference in an LVPLC environment, the average bandwidth utilization of the time slots was relative to the results of the MAP algorithm. For 5, 10, 15, and 20 stations, the average bandwidth utilization in the time slots by the proposed method increased by 89.2% and 51.3% ( Figure 17 ). The MAP algorithm only used the current time to estimate the number of stations. The results were not modified, and the accuracy was relatively low. The proposed method used the emission probabilities to estimate the number of stations. It produced more accurate information regarding competitive stations, guaranteeing network saturation performance at a cost of space and time complexity. Matrix A was obtained by calculation. The number of competitive stations for each station was estimated using the HMM. We performed simulations for 5, 10, 15, and 20 stations. The stations were peer-to-peer, and the number of competitive stations was estimated. We used a single station as an example to explain the results of the game between stations. The game mechanisms for the other stations were the same and not repeated herein.
For asymmetric channels and noise interference in an LVPLC environment, the average bandwidth utilization of the time slots was relative to the results of the MAP algorithm. For 5, 10, 15, and 20 stations, the average bandwidth utilization in the time slots by the proposed method increased by 89.2% and 51.3% ( Figure 17 ). The MAP algorithm only used the current time to estimate the number of stations. The results were not modified, and the accuracy was relatively low. The proposed method used the emission probabilities to estimate the number of stations. It produced more accurate information regarding competitive stations, guaranteeing network saturation performance at a cost of space and time complexity. 
Conclusions
For asymmetric and error-prone channels, we herein proposed an improved adaptive ppersistent CSMA based on dynamic game to optimize the saturation performance of an improved LVPLC artificial cobweb in a typical home local area network scenario. The following results are obtained:
An improved Q-learning based hybrid CSMA/TDMA protocol was proposed to address the instability problem. The proposed method self-adaptively undertakes hop-by-hop learning to network under the variable channel conditions. Compared to the symmetrical channel, quantitative statistics on the average throughput, end to end delay, and hop count for stations under the asymmetrical constraint factor could be gathered when the system had completed the network functions. (ii)
The bandwidth utilizations and access delays were improved by controlling the r values. The maximum bandwidth utilization improved by 1.7%, while the maximum access delays improved by a factor of 2.57, relative to the original model. The average bandwidth utilization of the time slots at maximum values improved by 89.2%, relative to the results of the MAP algorithm.
This proposed method is able to improve the network throughput, which will reduce the access 
For asymmetric and error-prone channels, we herein proposed an improved adaptive p-persistent CSMA based on dynamic game to optimize the saturation performance of an improved LVPLC artificial cobweb in a typical home local area network scenario. The following results are obtained:
(i) An improved Q-learning based hybrid CSMA/TDMA protocol was proposed to address the instability problem. The proposed method self-adaptively undertakes hop-by-hop learning to network under the variable channel conditions. Compared to the symmetrical channel, quantitative statistics on the average throughput, end to end delay, and hop count for stations under the asymmetrical constraint factor could be gathered when the system had completed the network functions. (ii) The bandwidth utilizations and access delays were improved by controlling the r values.
The maximum bandwidth utilization improved by 1.7%, while the maximum access delays improved by a factor of 2.57, relative to the original model. The average bandwidth utilization of the time slots at maximum values improved by 89.2%, relative to the results of the MAP algorithm.
This proposed method is able to improve the network throughput, which will reduce the access delay and the collision probability of data packet in the home local area networks. In addition, the proposed method may also be applied in power distribution networks with automatic meter reading/advanced metering infrastructure, and vehicle-to-grid communications requirements. In future research, we plan to extend this work to a multi-network fusion and maintenance technology in the LVPLC.
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