Abstract. In this paper we present a novel technique to capture Web users' behaviour based on their interest-oriented actions. In our approach we utilise the vector space model Random Indexing to identify the latent factors or hidden relationships among Web users' navigational behaviour. Random Indexing is an incremental vector space technique that allows for continuous Web usage mining. User requests are modelled by Random Indexing for individual users' navigational pattern clustering and common user profile creation. Clustering Web users' access patterns may capture common user interests and, in turn, build user profiles for advanced Web applications, such as Web caching and prefetching. We present results from the Web user clustering approach through experiments on a real Web log file with promising results. We also apply our data to a prefetching task and compare that with previous approaches. The results show that Random Indexing provides more accurate prefetchings.
Introduction
Web users may exhibit various types of behaviours associated with their information needs and intended tasks when they are navigating a Web site. These behaviours are traced in Web access log files. Web usage mining [2] , which is an important topic in behavior informatics [3] and a branch of Web Mining [1] , captures navigational patterns of Web users from log files and has been used in many application areas [8, 9, 10, 11] .
Clustering in Web usage mining is used to group together items that have similar characteristics, and user clustering results in groups of users that seem to behave similarly when navigating through a Web site. In recent years, clustering users from Web logs has become an active area of research in Web Mining. Some standard techniques of date mining such as fuzzy clustering algorithms [4] , first-order Markov models [5] and the Dempster-Shafer theory [6] have been introduced to model Web users' navigation behaviour and to cluster users based on Web access logs. Generally, these techniques capture stand alone user behaviours at the page view level. However, they do not capture the intrinsic characteristics of Web users' activities, nor quantify the underlying and unobservable factors associated with specific navigational patterns. Latent variable models, such as LSA [14] , have been widely used to discover the latent relationship from web linkage information and can be utilized to find relevant web pages for improving web search efficiency [7] .
Random Indexing [12] is an incremental word space model proposed as an alternative to LSA. Since 2000, it has been studied and empirically validated in a number of experiments and usages in distributional similarity problems [12, 13] . However, few of the Random Indexing approaches have been employed into the field of Web mining, especially for the discovery of Web user access patterns.
In this paper we propose a Web user clustering approach to prefetch Web pages for grouped users based on Random Indexing (RI). Specially, segments split by "/" in the URLs are used as the units of analysis in our study. To demonstrate the usability of RI for user cluster detection, we also apply our methodology to a real prefetch task by predicting future requests of clustered users according to the common pages they accessed. Our clustering and prefetching approaches based on Random Indexing are compared to a popular Web user clustering method named FCMdd [4] , and a new proposed clustering algorithm called CAS-C [9] . The experimental results show that the RI-based Web user clustering technique present more compact and well-separated clusters than FCMdd and CAS-C, and get higher prefetching accuracy as well.
Random Indexing (RI)
Random Indexing is an incremental word space model based on Kanerva's work on sparse distributed representations [12, 15] . The basic idea of Random Indexing is to accumulate context vectors based on the occurrence of words in contexts. This technique can be used with any type of linguistic context, is inherently incremental, and does not require a separate dimension reduction phase. The Random Indexing technique can be described as a two-step operation:
Step 1. A unique d-dimensional index vector is assigned and randomly generated to each context (e.g. each document or each word). These index vectors are sparse, high-dimensional, and ternary, which means that their dimensionality (d) is on the order of hundreds, and that they consist of a small number( ) of randomly distributed +1s and -1s, with the rest of the elements of the vectors set to 0. In our work each element is allocated with the following probability [13] :
with probability The Random Indexing technique produces context vectors by noting cooccurring events within a context window that defines a region of context around each word, and the number of adjacent words in a context window is called the context window size, l. For example, the term t n in a '2+2' sized context window, c m , is represented by:
Here l = 2, and the context vector of t n in c m would be updated with:
where R(x) is the random index vector of x. This process is repeated every time we observe t n in our data, adding the corresponding information to its existing context vector C. If the context c m is encountered again, no new index vector will be generated. Instead the existing index vector for c m is added to C to produce a new context vector for t n .
Random Indexing Based Web User Clustering
The procedure of Web user clustering based on Random Indexing is illustrated in Figure 1 and will be outlined in more detail in this section. 
Data Preprocessing
The first part of Web user cluster detection, called preprocessing, is usually complex and demanding. Generally, it comprises three domain dependent tasks: data cleaning, user identification, and session identification.
Data Cleaning. Depending on application and task, Web access logs may need to be cleaned from entry request pages. For the purpose of user clustering, all data tracked in Web logs that are useless, such as graphical page content (e.g. jpg and gif files), which are not content pages or documents, need to be removed.
User Identification. Identifying different users is an important issue of data preprocessing. There are several ways to distinguish individual visitors in Web log data which are collected from three main sources: Web servers, proxy servers and Web clients. In our experiments we use user identification from client trace logs because users in these logs are easily traced via different user IDs.
Session Identification. After individual users are identified, the next step is to divide each user's click stream into different segments, which are called sessions. Most session identification approaches identify user sessions by a maximum timeout. If the time between page requests exceeds a certain limit of access time, we assume a user is starting a new session. Many commercial products use 30 minutes as a default timeout [2] . We will also use 30 minutes in our investigations.
User Modelling Based on Random Indexing
After all the Web logs are preprocessed, the log data should be further analysed in order to find common user features and create a proper user model for user clustering.
Navigation set of Individual Users. Pages requested by a user only a very small period, such as one session, and not visited anymore, represent temporary user interest and are filtered out in this step. Pages with very low hit rates in the log files that only reflect the personal interest of individual users are also removed based on the pre-set hit number. This leaves us with a user interest page set P = {U RL 1 , URL 2 , . . . , URL m } composed of the remaining m requested URLs. Each element in P is successfully visited more than the pre-set number of times. Based on P we create a navigation set for individual users, U = {U 1 , U 2 , . . . , U n }, which contains pages requested by each user.
Random Indexing for Each User. The form of a webpage's URL can contain some useful information. According to the hierarchical structure of most Web sites, the URLs at different levels can be reflected in the sequence of segments split by "/". For example, http://cs-www.bu.edu/faculty/gacs/courses/ cs410/Home.html may represent that it is the homepage of a course named "cs410" and this course is provided by someone called "gacs" who is a faculty of the department of computer science. Based on this assumption, we can split all the URLs in the user interest page set, P , by "/" and create a set of segments, S, which contains all the segments that have occurred in P . For each segment, a d-dimensional index vector s i (i = 1, 2, . . . , m, where m is the total number of segments) is generated. Then, as scanning the navigation set U , for each segment appearing in one user, update its zero-initialised context vector u j (j = 1, 2, . . . , n, where n is the total number of users) by adding the random index vectors of the segments in the context window where the size of the context window is pre-set. Finally, a set of individual users' navigation patterns, which forms a n × d matrix A = {u 1 , u 2 , . . . , u n } T , is created with each row as the context vector u j of each single user.
Single User Pattern Clustering
After random indexing of user's transaction data, the single user patterns in matrix A will be clustered by the k-means clustering algorithm. The k-means clustering algorithm [16] is a simple, conventional, clustering technique which aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean. It is a partition-based clustering approach and has been widely applied for decades.
Clustering Validity Measures
In order to evaluate the performance of the proposed clustering algorithm and compare it to other techniques we use two cluster validity measures. Since the cluster number should be pre-set for the clustering algorithms, in this paper we first use a relative criterion named SD to estimate the number of clusters for the clustering algorithms before we evaluate their performances. Furthermore, as the access log is an un-marked data set, we choose another validity measure, called CS, to evaluate the performance of different clustering algorithms without any prior knowledge of the data set.
-The SD index combines the average scattering for clusters and the total separation between clusters. For each k input, the SD(k) is computed as
where k max is the maximum number of input clusters and influences slightly on the value of SD [17] . Scat is the average scattering within one cluster and is defined as:
where σ(S) represents the variance of a data set S. X is the entire data set. Dis is the total scattering (separation) between clusters and is given by the following equation:
where ∈ 1, 2, 3 , . . . , k) are the maximum and minimum distances between cluster centers. Experiments show that the number of clusters, k, which minimizes the SD index can be considered as an optimal value for the number of clusters present in the data set [17] .
-The CS index computes the ratio of Compactness and Separation. A common measure of Compactness is the intra-cluster variance within a cluster, named Comp:
Separation is calculated by the average of distances between the centers of different clusters:
It is clear that if the dataset contains compact and well-separated clusters, the distance between the clusters is expected to be large and the diameter of the clusters is expected to be small. Thus, cluster results can be compared by taking the ratio between Comp and Sep :
Based on the definition of CS, we can conclude that a small value of CS indicate compact and well-separated clusters.
Experiments
In this section, we present an experiment using the RI-based Web user clustering approach, and give a detailed investigation of results using the method. We use MatLab for our experiments. The results produced by our Web user clustering algorithm can be used in various ways. In this section we will illustrate how it can be used for prefetching and caching, which means that URL objects can be fetched and loaded into the Web server cache before users request them.
Preprocessing of Data Source
The data source for the Web user clustering algorithm is the Web site access log of the Computer Science department at Boston University [18] which is available at The Internet Traffic Archive [19] . It contains a total of 1,143,839 requests for data transfer, representing a population of 762 different users.
We use the part of the logs during the period of January and February 1995. According to the item of 'user id' in the log data, we selected 100 users in the step of user identification. After access log preprocessing, we get 1005 sessions from these 100 users. The User IDs are renumbered, and each one of them have been assigned an identification number between 1 and 100.
Parameter Setting Investigations
In this subsection we present results from our investigations on the impacts of some key parameters and assign initial values for them.
Cluster Number. First we need to find the proper k values for each clustering algorithm in our work.
We have conducted k-means clustering experiments by measuring SD values for various values of k. The experiment is performed 50 times with 9 different values of k (from 2 to 10) and 6 different dimensions (from d = 100 to 600). The results of the k-investigations are given in Figure 2 . k SD d=100 d=200 d=300 d=400 d=500 d=600
Fig. 2. Comparisons of SD measures for k-means clustering in RI-based tasks
As seen in Figure 2 , the SD index is marginally influenced by the dimension of the index vectors. The distribution of SD values for different values of d is similar for most user pattern matrixes and the minimum SD is found at the same k for all dimension settings. Thus, we set k = 7 as the optimal cluster number for the k-means clustering algorithm.
We perform similar experiments for the FCMdd and CAS-C algorithms as depicted in Figures 3 and 4 . We use k = 8 for FCMdd and k = 7 for CAS-C.
Dimensionality. In order to evaluate the effects of increasing the dimensionality to the performance of Random Indexing in our work, we computed the values of CS with d ranging from 50 to 600. The performance measurers are reported using average values over 30 different runs. The results are depicted in Figure 5 . From Figure 5 we can see that for d = 300 we have the smallest CS. Thus, d = 300 is chosen as the dimension of the index vectors used by Random Indexing.
Other Parameters. Two more parameters need values: the number of +1s and -1s in the index vector, , and the context window size, l. We will use = 10 as proposed by [20] and l = 1 as the URLs are rather short.
To summarise, we will use initial values of parameters in our RI-based experiments as presented in Table 1 . 
Common User Profile Creation
After the log data are processed by Random Indexing, the single user navigation pattern matrix A will be clustered by the k-means algorithm.
The RI-based Web user clustering is compared to that generated using FCMdd and CAS-C. Table 2 presents the values of CS for different clustering techniques. As shown in Table 2 , the RI-based clustering algorithm gets the smallest Comp with the largest Sep, and of course, the best CS value. We can conclude that the RI-based approach performs better than FCMdd and CAS-C for clustering Web users.
Based on the clustering results, we build a common user profile as seen in Table 3 .
Prefetching for User Groups
Web caching and Web prefetching are two important techniques used to reduce the noticeable response time perceived by users [21] . For an effective prefetching scheme, there should be an efficient method to predict users' requests and proper prefetching and caching strategies. Various techniques, including Web Mining approaches [22, 23] , have been utilised for improving the accuracy of predicting user access patterns from Web access logs, making the prefetching of Web objects more efficient. Most of these techniques are, however, limited to predicting requests for a single user only. Predicting groups of users interest have caught little attention in the area of prefetching.
Prefetching Rule. According to the common user profiles created by the RIbased technique, FSMdd and CAS-C, we set up prefetching experiments to prefetch URL requests for users in each cluster. The prefetch rule is defined as follows:
For each cluster, let P = {p 1 , p 2 , . . . , p m } be a set of Web pages in the Web server. In this paper, the prefetch rule is defined as an implication of the form
. . , p i } is the page set that users requested in January and February, P 2 = {q 1 , q 2 , . . . , q j } is the page set to be prefetched in March, P 2 ⊆ P 1 ⊆ P , and c is the portion (or ratio) of users who have requested P 2 in January and February.We use c = 0.5 [9] for our prefetch task, which means that more than or equal to 50% of the users pages in one cluster that have been requested in January and February will be prefetched for March. Table 3 . Common user profile created by Web user clustering algorithm using the RI-based approach. The CN column represents the cluster number.
Results and Analysis. Four parameters are used to investigate the performance of our prefetching task: (1) hits which indicate the number of URLs that are requested from the prefetched URLs, (2) precision which is the ratio of hits to the number of URLs that are prefetched, (3) recall which is the ratio of hits to the number of URLs that are requested, and (4) F 0.5 which considers both the precision and the recall to test the accuracy. Since our prefetch strategy only predicts common URLs within one user cluster, we can't make sure that all requests from a single user are prefetched. Therefore precision is valued higher than recall for prefetching. As a result, we choose F 0.5 to measure the prefetching accuracy which weights precision twice as much as recall. Table 4 gives the overall experimental comparison of prefetching for FCMdd, CAS-C and Random Indexing. Comparing the top two lines to the last row of Table 4 , we can see that the results in the proposed prefetching task achieve a total average precision of 75.40% and a total recall of 53.11%, which are all higher than 70.62% of CAS-C and 44.34% using FCMdd. The F 0.5 value from RI, 0.6956, is therefore larger than 0.6201 of CAS-C and 0.6299 of FCMdd. We can thus conclude that prefetching based on Random Indexing provides a user request prediction that is better than using FCMdd or CAS-C.
To summarize, Random Indexing can improve the quality of user request prediction and perform better results than FCMdd and CAS-C.
Conclusions
This paper focuses on discovering latent factors of user browsing behaviours based on Random Indexing and detecting clusters of Web users according to their activity patterns acquired from access logs. Experiments are conducted to investigate the performance of Random Indexing in Web user clustering tasks. The experimental results show that the proposed RI-based Web user clustering approach could be used to detect more compact and well-separated user groups than previous approaches. Based on common profiles of detected clusters, prediction and prefetching user requests can be done with encouraging results.
