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Abstract. We review a recent theoretical development based on non-equilibrium Green’s
function formalism to study heat transport in nanomechanical devices modeled by phononic
systems of coupled quantum oscillators driven by ac forces and connected to phononic reservoirs.
We present the relevant equations to calculate the heat currents flowing along different regions
of the setup, as well as the power developed by the time-dependent forces. We also present
different strategies to evaluate the Green’s functions exactly or approximately within the weak
driving regime. We finally discuss the different mechanisms in which the ac driving forces deliver
the energy. We show that, besides generating heat, the forces may operate exchanging energy
as a quantum engine.
1. Introduction
The Green’s function formalism provided the theoretical framework for many studies of
electron transport in mesoscopic devices. Since the pioneer work by Caroli and coworkers,
[1] the celebrated generalized Landauer-Bu¨ttiker formula by Meir and Wingreen [2] and the
generalization to setups driven by the time-dependent voltages and fields of Refs. [3, 4], several
interesting applications can be found in the literature. Details of these historical developments
and some important aspects of the subsequent progress have been reviewed in papers of this
conference series [5, 6].
In the last years, transport experiments carried out in the presence of ac driving fields and
the study of the related pumping phenomena [7, 8, 9, 10, 11, 12, 13] motivated the development
of strategies to formulate and efficiently solve the corresponding Dyson’s equations in theoretical
models for these setups. A rigorous formulation was presented in Refs. [14] for the problem of
a mesoscopic ring threaded by a time-dependent magnetic flux. Such treatment was afterwards
adapted to study particle transport in models of quantum pumps consisting in quantum dots
where local ac voltages are applied, with [15] and without many-body interactions [16]. In the
latter case, an explicit relation between the Green’s function and the Floquet scattering matrix
was presented in Ref. [17].
Microscopic models and the framework provided by non-equilibrium Green’s functions also
offer the adequate basis for the study of mechanisms for heat generation, energy transport
and quantum refrigeration by electrons in mesoscopic structures under ac driving, [18] as well
as the possibility of characterizing these processes by defining effective temperatures [19]. In
the context of phononic systems, J-S Wang and coworkers proposed recently in Ref. [20] a
treatment analogous to that of Ref. [1] to describe thermal transport induced by a temperature
gradient under stationary conditions. The present contribution is devoted to review a recent
related development, which focuses on the study of heat transport by phonons under ac driving
[21]. One of the motivations is to investigate cooling mechanisms in these systems. This is
because refrigeration by means of manipulating phonons, rather than electrons, has the appealing
feature of being suitable for insulating as well as metallic systems. On the other hand, cooling
nanomechanical systems is a very active field of research [22, 23, 24, 25, 26, 27, 28] and it is
interesting to explore alternative mechanisms.
In a recent work,[29] it was shown that when a barrier (or perturbation) moves along a cavity
connecting two gases of acoustic phonons, a sizable amount of heat can be transferred from the
colder to the hotter gas. When the process is repeated as a cycle, the result is refrigeration until
the colder reservoir reaches a minimum temperature determined by geometrical parameters of
the device and the velocity at which the barrier travels through the cavity. That mechanism
was afterward analyzed in the framework of a microscopic model which was solved by means
of a nonequilibrium Green’s functions treatment analogous to the one proposed to study heat
transport in ac driven electron systems. In the subsequent sections we briefly review that
theoretical treatment. We also present some approximations to study the problem in the limit
of weak driving. Finally, we show that, besides refrigeration, another interesting mechanism
suggested to take place in quantum pumps [18] and quantum capacitors [30], can be also realized
in phononic systems. Namely, the exchange of energy between the driving fields.
2. Background
2.1. Microscopic Model
The standard microscopic model for acoustic phonons consists of masses coupled by springs.
The one-dimensional (1d) version of this model became popular in the context of heat transport
since the pioneer work by Fermi, Pasta, and Ulam [31] and several subsequent studies devoted to
understand the violation of the Fourier law in these systems [20, 32, 33, 34, 35, 36]. Fourier law
implies a linear drop of the local temperature along a system connected between reservoirs at
different temperatures. It is the counterpart of Ohm law in the context of heat transport, and it
is nowadays rather natural to accept that it should not be expected to hold through a finite chain
of harmonic oscillators, along which heat propagates coherently. In fact, a similar effect is known
to take place in the behavior of the local voltage along a mesoscopic structure placed between two
reservoirs at different chemical potentials [37, 38, 39]. In these systems, the voltage drop takes
place at the contacts and the concept of ”contact resistance” was introduced to characterize this
feature, while it vanishes along the structure through which electrons propagate coherently. It is
remarkable that the studies on the origin of the lack of the Fourier law in phononic systems and
the introduction of the concept of the contact resistance in electron systems followed parallel
routes and the connection between these two phenomena has not been mentioned even in review
articles [35, 36]. More recently, heat pumping has been analyzed through a two-level system
driven by an ac field coupled to phononic baths at different temperatures, [41] between semi-
infinite harmonic chains with a time-dependent coupling, [42] and in anharmonic molecular
junctions in contact to phononic baths [43].
We consider the one-dimensional (1d) system sketched in Fig. 1, with a central finite chain
of N molecules with identical masses mc coupled by springs of constant k0. This system is
connected, at certain sites lα, to semi-infinite chains of masses mα coupled by springs of constant
kα. These chains play the role of reservoirs, which we assume being kept at temperatures Tα.
H =
L∑
α=1
Hα +Hc(t) +Hcont. (1)
Figure 1. Sketch of the setup containing a central chain of acoustic phonons represented by a
1d lattice of atoms with equal masses connected by springs. This system is in contact to several
reservoirs at different temperatures and affected by driving forces acting locally at the different
positions of the central chain.
The first term Hα represents the reservoirs; the second Hc(t) describes the central chain. We
assume that external time-dependent perturbations are applied at this system. The Hamiltonian
reads
Hc(t) =
N∑
l=1
p2c,l
2mc
+
N−1∑
l=1
k0
2
(xc,l − xc,l+1)2 +
N∑
l=1
k′l(t)
2
x2c,l, (2)
where the last term of this expression describes the time dependent perturbation, which is
represented by time-dependent elastic forces at different positions of the central chain. It is
useful to define two characteristic frequencies in the problem: the frequency ωc =
√
k0/mc, and
the driving frequency Ω0.(We shall work on units such that h¯ = kB = 1). The contact between
the central chain and the reservoirs is described by the Hamiltonian
Hcont =
L∑
α=1
kα
2
(xα,1 − xc,lα)2. (3)
Notice that the site j = 1 of each reservoir couples to the site lα of the central region. The
reservoir Hamiltonians are given by
Hα =
Nα∑
j=1
[
p2α,j
2mα
+
kα
2
(xα,j − xα,j+1)2
]
. (4)
In the limit of semi-infinite chains, Nα →∞, it is convenient to express the degrees of freedom
of the reservoirs in terms of normal modes. For open boundary conditions, this corresponds to
performing the following transformation,
xα,l =
√
2
Nα + 1
Nα∑
n=0
sin(qαn l) xα,n (5)
and
pα,l =
√
2
Nα + 1
Nα∑
n=0
sin(qαn l) pα,n, (6)
where
qαn =
npi
Nα + 1
, n = 0, . . . , Nα. (7)
The corresponding Hamiltonians transform into
Hα =
∑
n
{
p2α,n
2mα
+
kα
2
[1− cos(qαn)] x2α,n
}
. (8)
2.2. Energy balance
Following a procedure similar to that used in Ref. [18], we consider the evolution in time of the
energy density stored at a given elementary volume and write the corresponding conservation
equation. Since we are treating a 1d lattice, and our Hamiltonians involve only nearest-neighbors
terms, the minimum volume that we consider is one that encloses nearest-neighbors sites, like
the left box of Fig. 2. If we denote by dEl,l+1/dt the total energy flow exiting and entering a
volume of the central chain without connection to reservoirs, the equation for the conservation
of the energy for reads:
dEl,l+1
dt
= JQl+1(t)− JQl (t) + Pl(t) + Pl+1(t), (9)
where JQl (t) denotes the incoming energy current from site l − 1 towards the site l and JQl+1(t)
the outgoing flow from site l+1 to l+2. We denote with a positive sign the flows pointing from
left to right. These quantities are evaluated from
dEl,l+1
dt
= −i〈[H,Hl,l +Hl+1,l+1 +Hl,l+1]〉+ d[Hl +Hl+1](t))
dt
, (10)
where Hl,l′ are the matrix elements of Hc(t) on the sites l, l
′. The explicit calculation cast
JQl =
k0
mc
〈pc,lxc,l−1〉, (11)
for the current and
Pl(t) =
∂k′l(t)
∂t
〈x2c,l〉, (12)
for the power developed by the force applied at the site l.
Figure 2. Sketch of the setup indicating the construction employed to derive the expressions
for the heat currents as well as the poser developed by the external forces.
2.2.1. Heat flow into reservoirs We now focus on the right box of the sketch of Fig. 2. The
variation in time of the energy stored in the reservoir α is
dEα(t)
dt
= −i〈[H,Hα]〉 = JQα (t), (13)
where we assume that no driving force is acting at the contact site of the reservoir. The current
JQα (t) flows along the contact between the site lα of the central chain and the reservoir α and it
is assumed to be positive when it enters the reservoir. Since we are dealing with phonons, this
energy flow is a pure heat flow and its explicit expression reads
JQα (t) =
∑
n
kα
mc
√
2
Nα + 1
sin(qαn)〈xα,n pc,lα〉. (14)
Conservation of energy implies that the total average of the power invested by the external fields
is dissipated into the reservoirs at a rate
L∑
α=1
J
Q
α =
N∑
l=1
P l, (15)
where
P l =
1
τ
∫ τ
0
dt Pl(t), (16)
with τ = 2pi/Ω0, is the power developed by the external fields at the site l averaged over one
period, while
J
Q
α =
1
τ
∫ τ
0
dt JQα (t), (17)
is the dc component of the heat current at the reservoir α. Notice that a net amount of work
has to be invested in order to pump heat from one reservoir to the other. In the next sections we
show that carrying out an analysis similar to that developed in Ref. [18] leads to the conclusion
that the rate at which the total work done by the external fields is dissipated as heat flowing
into the reservoirs is proportional to Ω20.
3. Non-equilibrium Green’s function approach
3.1. Relevant Green’s functions
The theory of non-equilibrium Green’s functions, which was developed independently by L. P.
Kadanoff and G. Baym [44], Schwinger [45] and Keldysh [46] has been employed many times
in the context of electron transport, as mentioned in the introduction. Details can be found in
that literature. In the present case, the general procedure is completely analogous. The relevant
Green’s functions are the bigger and lesser functions
D>(1, 1′) = i〈X1(t1)X1′(t1′)〉,
D<(1, 1′) = i〈X1′(t1′)X1(t1)〉, (18)
where X(1) =
√
m1x1(t1) is a phononic operator and 1, 1
′ is a schematic notation that labels
the spacial and time coordinates. The corresponding retarded and advanced Green’s functions
read
DR(1, 1′) = θ(t1 − t1′)[D>(1, 1′)−D<(1, 1′)] (19)
DA(1, 1′) = θ(t1′ − t1)[D<(1, 1′)−D>(1, 1′)], (20)
where the four Green functions satisfy the following relations DA(1, 1′) = [DR(1′, 1)]∗,
D<(1, 1′) = −[D>(1′, 1)]∗ and DR(1, 1′)−DA(1, 1′) = D>(1, 1′)−D<(1, 1′).
3.2. Dyson’s equation
We now turn to derive the Dyson’s equations to evaluate the Green’s functions in our problem.
The operators x and p satisfy canonical commutation relations:
[xl, xl′ ] = 0, [xl, pl′ ] = iδl,l′ . (21)
For coordinates l, l′ within the central chain, the lesser and greater Green’s functions read
D<l,l′(t, t
′) = imc〈xc,l′(t′)xc,l(t), 〉 (22)
D>l,l′(t, t
′) = imc〈xc,l(t)xc,l′(t′)〉, (23)
while the retarded Green’s function is
DRl,l′(t, t
′) = −iθ(t− t′)mc〈[xc,l(t), xc,l′(t′)]〉. (24)
Now we proceed to the calculation of the equation of motion of the retarded Green’s function.
To this end we must take the second derivative respect to t′, and use the Eherenfest’s theorem.
The result is
−
[
∂2
∂t′2
+ 2
k0
mc
+
k′l′(t)
mc
]
DRl,l′(t, t
′) +
k0
mc
[
DRl,l′−1(t, t
′) +DRl,l′+1(t, t
′)
]
(25)
= δl,l′δ(t − t′) + kα
mc
[
DRl,lα(t, t
′)δl′,lα −DRl,α1(t, t′)δl′,lα
]
, (26)
where lα refers to the site of the central chain connected to reservoir α and α1 the first site of
the same reservoir. In turn, the integral representation for the Dyson’s equation corresponding
to the function DRl,α1 reads
DRl,α1(t, t
′) = − kα
mα
Nα∑
n=0
2
Nα + 1
sin2 (qαn)
∫ +∞
−∞
dt1D
R
i,lα(t, t1)d
R
qαn
(t1, t
′), (27)
where
dRqαn (ω) =
1
2Eα,n
[
1
ω + iη −Eα,n −
1
ω + iη + Eα,n
]
, (28)
with η = 0+ stands for the equilibrium Green’s function within the uncoupled reservoir α. If we
replace the Eq.(27) into Eq.(25), we can define the self energy as
ΣRα (t, t
′) =
k2α
mcmα
Nα∑
n=0
2
Nα + 1
sin2 (qαn)d
R
qαn
(t, t′), (29)
(a more explicit expression is presented in Appendix A), and Eq.(25) can be written in the
simpler matrix form
− ∂2t′DˆR(t, t′) + DˆR(t, t′)Mˆ(t′)−
∫
dt1Dˆ
R(t, t1)Σˆ
R(t1, t
′) = δ(t− t′), (30)
with Mˆ(t) = Mˆ (0) + Mˆ (1)(t), where
M
(0)
l,l′ =


k0
mc
(2δl,l′ − δi′,i±1) + kαmc δl′,lαδl,l′ , 1 < l < N,
( k0mc +
k1
mc
)δl,l′ − k0mc δl′,l+1, i = 1,
( k0mc +
kN
mc
)δl,l′ − k0mc δl′,l−1, l = N,
(31)
M
(1)
l,l′ (t) =
k′l(t)
mc
δl,l′ , (32)
and ΣRl,l′(t, t
′) =
∑L
α=1 δl,l′δl,lαΣ
R
α (t, t
′).
On the another hand, the Dyson’s equation for the lesser function is obtained by recourse to
Langreth’s rules
D<l,l′(t, t
′) =
∑
α
∫
dt1
∫
dt2D
R
l,lα(t, t1)Σ
<
α (t1 − t2)DAlα,l′(t2, t′), (33)
and
D<l,qαn (t, t
′) = − kα
mα
∑
n
√
2
Nα + 1
sin(qαn)
∫
dt1[D
R
l,lα(t, t1) d
<
qαn
(t1 − t′)
+ D<l,lα(t, t1) d
A
qαn
(t1 − t′)], (34)
where Eq. (33) corresponds to coordinates along the central chain while Eq. (34) corresponds to
one coordinate along the chain and the other on the reservoir. The advanced Green’s function
of the uncoupled reservoir is dAqαn (t1, t
′) = [dRqαn (t
′, t1)]
∗, while the corresponding lesser function
reads
d<qαn (ω) =
ipinα(ω)
Eα,n
[δ(ω − Eα,n)− δ(ω + Eα,n)] , (35)
with nα(ω) = 1/(e
ω/Tα −1) being the Bose-Einstein distribution function, which depends on the
temperature Tα of the reservoir α. In terms of the spectral function defined in Appendix A, the
Fourier transform of the lesser Green’s function reads
Σ<α (ω) = inα(ω)Γα(ω). (36)
3.3. Solution of Dyson’s equation
To obtain the retarded function of the central region, DˆR, one has to solve the differential
equations (30). For the case of terms that depend harmonically on time, it is convenient to
follow the strategy proposed in Refs. [14, 16] for electron systems and recently adapted to
phonons in Ref. [21]. We summarize the main steps in the present section. It is convenient
to perform the Fourier transform with respect to the ”delayed time” in the retarded Green’s
function
DˆR(t, ω) =
∫ +∞
−∞
dt′ei(ω+i0
+)(t−t′)DˆR(t, t′), (37)
and to represent the time-dependent perturbation of the Hamiltonian in terms of its Fourier
expansion
Mˆ (1)(t) =
K∑
k=−K,k 6=0
Mˆ
(1)
k e
−ikΩ0t. (38)
Substituting in the Dyson’s equation (30) results
DˆR(t, ω) = Dˆ(0)(ω) +
+∞∑
k 6=0,−∞
e−ikΩ0tDˆR(t, ω + kΩ0)Mˆ
(1)
k Dˆ
(0)(ω), (39)
where
Dˆ(0)(ω) =
[
ω2Iˆ − Mˆ (0) − ΣR(ω)
]−1
, (40)
corresponds to the stationary component of the retarded Green’s function of the central chain
connected to the reservoirs but without the effect of the time-dependent perturbations. Notice
that because of the periodic structure of the time dependent part of the Hamiltonian, the
retarded Green’s function is also periodic in time with period τ . For this reason it is useful and
natural to represent this function in terms of a Fourier series as follows
DˆR(t, ω) =
+∞∑
k=−∞
e−ikΩ0tD(k, ω) (41)
where the functions D(k, ω) are also known as Floquet components. The exact solution for the
set of coupled linear equations Eq.(39) can be obtained numerically by following the procedure
introduced in Ref. [47] for fermionic systems driven by ac potentials. Alternatively, it is
possible to solve these equations approximately in the limits of weak amplitudes Mˆ
(1)
k of the
time-dependent perturbations and in the limit of low frequencies Ω0. We briefly present these
approximate treatments in the next subsections.
3.4. Perturbative solution of Dyson’s equation
In most cases, the set of linear equations of Eq.(39) must be solved numerically. For this reason,
it is convenient to carry out a systematic expansion in powers of Mˆ (1), to obtain analytical
expressions. When these amplitudes are small (compared with the energies of the Hamiltonian
independent of time), a perturbative solution in these parameters is a good approximation.
Assuming that the external perturbations Mˆ (1)(t) contain K harmonics, as expressed in Eq.
(38), the Green’s function evaluated up to the 1st order in the amplitudes Mˆ
(1)
k is
DˆR(t, ω) ∼
K∑
k=−K
e−ikΩ0tDˆ(k, ω), (42)
with
Dˆ(0, ω) = Dˆ(0)(ω), (43)
Dˆ(±k, ω) = Dˆ(0)(ω ± kΩ0)Mˆ (1)±k Dˆ(0)(ω), k = 1, . . . ,K. (44)
3.5. Low driving frequency solution of Dyson’s equation
Let us now consider the Dyson equation in Eq. (39) in the limit of low driving frequency Ω0.
1st order A solution exact up to O(Ω0) can be obtained by expanding Eq. (39) as follows:
Dˆ(t, ω) ∼ Dˆ(0)(ω) + Dˆ(t, ω)Mˆ (1)(t)Dˆ(0)(ω) +
i∂ωDˆ(t, ω)
dMˆ (1)(t)
dt
Dˆ(0)(ω). (45)
We define the frozen Green function
Dˆf (t, ω) =
[
Dˆ(0)(ω)−1 − Mˆ (1)(t)
]−1
, (46)
in terms of which the exact solution of the Dyson equation at O(Ω0) reads
Dˆ(1)(t, ω) = Dˆf (t, ω) + i∂ωDˆf (t, ω)
dMˆ (1)(t)
dt
Dˆ(0)(ω). (47)
2nd order To obtain the solution exact up to O(Ω20), we consider the following expansion of
equation Eq. (39):
Dˆ(t, ω) ∼ Dˆ(0)(ω) + Dˆ(t, ω)Mˆ (1)(t)Dˆ(0)(ω)
+ i∂ωDˆ(t, ω)
dMˆ (1)(t)
dt
Dˆ(0)(ω)
− 1
2
∂2ωDˆ(t, ω)
d2Mˆ (1)(t)
dt2
Dˆ(0)(ω). (48)
The solution exact up to O(Ω20) is
Dˆ(2)(t, ω) = Dˆf (ω) + i∂ωDˆ
(1)(t, ω)
dMˆ (1)(t)
dt
Dˆf (ω)
−1
2
∂2ωDˆf (t, ω)
d2Mˆ (1)(t)
dt2
Dˆf (ω). (49)
One can obtain this Green function numerically by first discretizing the time in the interval
0 ≤ t ≤ τ , then solving Eq. (49) for each one time, and finally evaluating the Fourier transform
to obtain the Floquet representation with which the dc component of the heat current can be
calculated from Eq. (55).
4. dc heat current
In this section, we present the steps to calculate the net heat current flowing into a given
reservoir. We start by writing the time-dependent heat current given in Eq.(14) as follows
JQα (t) =
∑
n
kα
√
2
Nα + 1
sin(qαn) lim
t→t′
∂
∂t′
〈xα,n(t′)xlα(t)〉 (50)
= −
∑
n
kα
mc
√
2
Nα + 1
sin(qαn) lim
t→t′
Re{i ∂
∂t′
D<lα,qαn (t, t
′)}. (51)
We now substitute Eq.(34) and the representation of Eq.(41) to write the dc component of the
above current as
J
Q
α (t) = −
∑
n
kn,α
∫ +∞
−∞
dω
2pi
Re{ωDlα,lα(0, ω)d<qαn (ω) +
L∑
β=1
+∞∑
k=−∞
(ω + kΩ0)|Dlα,lβ(k, ω)|2Σ<β (ω)dAqαn (ω + kΩ0)} (52)
where kn,α =
(
k2α
mαmc
)
2
Nα+1
sin2(qαn). Finally we obtain
J
Q
α =
∫ +∞
−∞
dω
2pi
[ω2Im {Dlα,lα(0, ω)}Γα(ω)nα(ω)
+
L∑
β=1
+∞∑
k=−∞
(ω + kΩ0)|Dlα,lβ(k, ω)|2Γβ(ω)Γα(ω + kΩ0)nβ(ω)].
(53)
An alternative representation to this current can be obtained after recasting the first term of
the above equation by recourse to the identity
Dl,l′(k, ω)−D∗l′,l(−k, ω + kΩ0) = −i
∑
k′
∑
α
Dl,lα(k + k′, ω − k′Ω0)
×Γα(ω − k′Ω0)D∗l′,lα(k′, ω − k′Ω0). (54)
This leads to the following equation for the dc heat current,
J
Q
α =
L∑
β=1
+∞∑
k=−∞
∫ +∞
−∞
dω
2pi
(ω+kΩ0)[nβ(ω)− nα(ω+kΩ0)]Γα(ω+kΩ0)Γβ(ω)|Dlα ,lβ(k, ω)|2. (55)
This equation constitutes a generalization to the case of ac driving of a Landauer-Bu¨ttiker
formula for the heat transport in phononic systems (see Ref. [20])
JQα =
∫ +∞
−∞
dω
2pi
ω
L∑
β=1
Tαβ(ω)[nβ(ω)− nα(ω)], (56)
being Tαβ(ω) = |DRlα,lβ(ω)|2Γα(ω)Γβ(ω), the transmission function between the reservoirs α
and β. Equation (55) indicates that a net heat current may exist even in the absence of a
temperature difference between the reservoirs. Such a flow is a consequence of the pumping
with the ac forces and contains, in general, an incoming component which accounts for the work
done by the ac fields and which is dissipated into the reservoirs. As shown in Ref. [21] under
certain conditions, a net current between the reservoirs can be established. This current can go
against a temperature gradient, therefore allowing for cooling.
5. Mean power developed by the external forces
We now turn to analyze another interesting aspect of the heat transport, which are the
mechanisms used by the driving forces to transfer a net amount of energy to the phononic
system. For sake of simplicity we restrict our analysis to the case of driving forces that oscillate
with a single harmonic component and a phase-lag, of the form
k′l(t) = K0 cos(Ω0t+ δl). (57)
The mean power developed by the force acting on the site l corresponds to calculating the
dc component of the time-dependent power of Eq.(12). In terms of Green’s functions can be
written as follows
P l =
−i
τmc
∫ τ
0
dt
∂k′l(t)
∂t
D<l,l(t, t). (58)
According to the Dyson’s equation (33) and in terms of the Floquet-Fourier representation of
the Green’s function (41) the above equation reads
P l = −Ω0
mc
∑
α
∑
k,k′
∫ +∞
−∞
dω
2pi
M
(1)
k′ k
′Dl,lα(k, ω)Σ<α (ω)D∗l,lα(k + k′, ω), (59)
For the case of ac forces of the form (57) this equation results
P l =
Ω0K0
2mc
∑
k
L∑
α=1
∫ +∞
−∞
dω
2pi
inα(ω)[Dl,lα(k, ω)Γα(ω)D∗l,lα(k − 1, ω)eiδl (60)
−Dl,lα(k, ω)Γα(ω)D∗l,lα(k + 1, ω)e−iδl ]. (61)
A simple analytical result can be derived for weak driving, in which case we can use the
perturbation treatment of Sec. 3.4. This leads to a result for the mean power which is exact up
to O(K20 ) and reads
P l ∼ Ω0K
2
0
2pimc
N∑
j=1
∫ +∞
−∞
dωIm {[cos(δl − δj)− i sin(δl − δj)] (62)
[
γl,j(ω)D
(0)
l,j (ω − Ω0) + γ∗l,j(ω)D(0)∗l,j (ω +Ω0)
]}
, (63)
with
γl,j(ω) =
L∑
α=1
nα(ω)D
(0)∗
l,lα
(ω)Γα(ω)D(0)j,lα(ω). (64)
It is particularly interesting to analyze this result in the limit of low driving frequency Ω0. To
this end we expand the previous equation up to second order in this parameter. In the ensuing
result we find that in this limit the mean power contains two different kinds of components
P l = P
ex
l + P
dis
l , being
P
ex
l = −
Ω0K
2
0
pimc
N∑
j=1
sin(δl − δj)
∫ +∞
−∞
dωRe
{
γl,j(ω)D
(0)
l,j (ω)
}
, (65)
P
dis
l = −
Ω20K
2
0
pimc
N∑
j=1
cos(δl − δj)
∫ +∞
−∞
dωIm

γl,j(ω)
∂D
(0)
l,j (ω)
∂ω

 , (66)
where the first component is ∝ Ω0 and it is the leading contribution for low driving frequency.
Since sin(δl − δj) is an antisymmetric function, this term satisfies
N∑
l=1
P
ex
l = 0, (67)
indicating that some of the forces deliver, while others receive a net amount of energy. This is
the essential ingredient for this setup to have an operational regime typical of an engine. In the
present case, it is particularly appealing The fact that the exchanged energy is of mechanical
nature. The second component, which is ∝ O(Ω20), is non-vanishing and accounts for the
conservation of the energy expressed in Eq. (15). This component, thus, describes the net
amount of energy that is dissipated into the reservoirs in the form of heat. It is important to
notice that for a driving like (57), the exchange component is non-vanishing only in the case
of a driving with a phase-lags δl − δj 6= npi. Another possibility to get finite values for P exl is
to consider local forces with different amplitudes. It can be in general shown that a multiple-
parametric driving is a necessary condition to have the exchange mechanism in the present
setup.
6. Summary and conclussions
We have considered a simple model to study heat transport in nanomechanical systems. It
consists in the usual model for acoustic phonons coupled to phononic reservoirs and generalized
to include the effect of a time-dependent perturbation in the form of elastic forces acting at
different places of the structure. We have reviewed a theoretical treatment based on non-
equilibrium Green’s functions, which is analogous to the one previously proposed for electron
systems under ac-driving. We have derived the equations for the heat current along different
regions of the setup and shown how can be evaluated in terms of the Green’s functions. We
have also derived expressions to evaluate the power developed by the external ac forces. In the
limit of weak driving amplitudes and low frequencies, we have analytically shown that the mean
power done by each force, contains a component that represents the heat dissipated into the
reservoirs. For a driving with multiple parameters, corresponding for instance to driving forces
oscillating with a phase lag, there is an additional component, which corresponds to energy
that can be exchanged between the different forces. This component dominates for low enough
driving frequencies and enables an operational regime of the setup as a quantum engine. A
similar mechanism has been identified in driven electron systems like quantum pumps [18] and
in coupled quantum capacitors [30]. The present case has the appealing feature of involving
mechanical work.
The present theoretical approach sets a general framework for the study of heat transport by
vibrational degrees of freedom in driven systems. It can be adapted, generalized and improved
in many directions, to analyze several interesting situations. In particular, we have considered
phononic reservoirs, but the present treatment can be easily adapted to deal with photonic
reservoirs. We have considered coupled atoms, but this treatment can be easily generalized to
consider coupled molecules, which have internal vibrational degrees of freedom. Improvements to
model realistic setups with many vibrational modes can also be straightforwardly implemented.
Extensions of the present treatment to consider the anharmonic effects of Ref. [20] with ac
driving are also possible. To finalize, it is interesting to mention that a family of 1d interacting
models of cold atoms can be reduced to a Luttinger Hamiltonian, which is basically a model
of harmonic oscillators. Dynamical evolution of such systems in quenching protocols including
coupling to reservoirs have been recently considered [48]. The present scheme could be useful to
study such systems under ac driving.
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Appendix A. Self-energy corresponding to the coupling to a semi-infinite chain of
acoustic phonons
The explicit evaluation of the sum over the normal modes entering the expression of the self
energy (29) can be expressed in terms of a spectral density Γα(ω) as follows
ΣRα (t, t
′) =
∫ +∞
−∞
dω
2pi
e−iω(t−t
′)
∫ +∞
−∞
dω′
2pi
Γα(ω
′)
ω − ω′ + iη , (A.1)
with η > 0 and
Γα(ω) = lim
Nα→∞
2pik2α
(Nα + 1)mcmα
Nα∑
n=0
sin2(qαn)
1
Eα,n
× [δ(ω − Eα,n)− δ(ω + Eα,n)]
= sgn(ω)
kα
mc
Θ
(
1− (kα −mαω
2
kα
)2
)
×
√
1−
(
kα −mαω2
kα
)2
, (A.2)
being Eα,n =
√
kα(1− cos qαn)/mα. Notice that the Fourier transform of the self energy is
perfectly define because is an equilibrium function.
References
[1] C. Caroli, R. Combescot, P. Nozieres, D. Saint-James, Jour. Phys. C: Sol. State Phys. 4, 916 (1971)
[2] Y. Meir and N. S. Wingreen, Phys. Rev. Lett. 68, 2512 (1992)
[3] H. Pastawski, Phys. Rev. B 42, 4053 (1992)
[4] A-P Jauho, N. Wingreen and Y Meir, Phys. Rev. B 50, 5528 (1994)
[5] A.P. Jauho, pp. 250, in ”Progress in Nonequilibrium Green’s Functions”, Ed. M. Bonitz, World Scientific,
Singapore (2000)
[6] A.P. Jauho, pp. 181, ”Progress in Nonequilibrium Green’s Functions”, eds. M. Bonitz and D. Semkat, World
Scientific (2003)
[7] L. J. Geerligs, V. F. Anderegg, P. A. M. Holweg, J. E. Mooij, H. Pothier, D. Esteve, C. Urbina, and M. H.
Devoret, Phys. Rev. Lett. 64, 2691 (1990).
[8] M. Switkes, C. M. Marcus, K. Campman, A. C. Gossard, Science 293, 1905 (1999).
[9] S. K. Watson, R. M. Potok, C. M. Marcus, and V. Umansky, Phys. Rev. Lett. 91, 258301 (2003).
[10] M. D. Blumenthal, B. Kaestner, L. Li, S. Giblin, T. J. B. M. Hanssen, M. Pepper, D. Anderson, G. Jones,
and D. A. Ritchie, Nat. Phys. 3, 343 (2007).
[11] J. Gabelli, G. Fe`ve, J.-M. Berroir, B. Placais, A. Cavanna, B. Etienne, Y. Jin and D. C. Glattli, Science
313, 499 (2006);
[12] G. Fe`ve, A. Mahe´, J.-M. Berroir, T. Kontos, B. Placais, A. Cavanna, B. Etienne, Y. Jin and D. C. Glattli,
Science 316, 1168 (2007).
[13] G. Granger, J. P. Eisenstein, and J. L. Reno, Phys. Rev. Lett. 102, 086803 (2009).
[14] L. Arrachea, Phys. Rev. B 66, 045315 (2002); and Phys Rev B 70 155407 (2004).
[15] L. Arrachea, A. Levy-Yeyati and A. Martin-Rodero, Phys Rev B 77 165326 (2008).
[16] L. Arrachea, Phys Rev B 72 125349 (2005).
[17] L. Arrachea and M. Moskalets, Phys Rev B 74 245322 (2005).
[18] L. Arrachea, M. Moskalets and L. Martin-Moreno, Phys Rev B 75 245420 (2007).
[19] A. Caso, L. Arrachea and G. Lozano, Phys Rev B 81, 041301 (2010) and Phys Rev B 83, 165419 (2011).
[20] J.-S. Wang, J. Wang, N. Zheng, Phys. Rev. B 74, 033408 (2006); J.-S. Wang, N. Zeng, J. Wang and C. K.
Gan, Phys. Rev. E 75, 061128 (2007); and J.-S. Wang, J. Wang, and J. T. Lu¨, Eur Phys J B 62, 381 (2008).
[21] L. Arrachea, E. R. Mucciolo, C. Chamon, and R. B. Capaz, Phys Rev B 86, 125424 (2012).
[22] For a recent review on cooling by active feedback, see A. Cho, Science 327, 516 (2010).
[23] S. Zippilli, G. Morigi, and A. Bachtold, Phys. Rev. Lett. 102, 096804 (2009).
[24] S. Zippilli, A. Bachtold, and G. Morigi, Phys. Rev. B 81, 205408 (2010).
[25] E. J. McEniry, T. N. Todorov, and D. Dundas, J. Phys.: Condens. Matter 21, 195304 (2009).
[26] M. Galperin, K. Saito, A. V. Balatsky, and A. Nitzan, Phys. Rev. B 80, 115427 (2009).
[27] F. Pistolesi, J. Low Temp. Phys. 154, 199 (2009);.
[28] F. Santandrea, L. Y. Gorelik, R. I. Shekhter, and M. Jonson, Phys. Rev. Lett. 106, 186803 (2011).
[29] C. Chamon, E. Mucciolo, L. Arrachea and R. Capaz, Phys. Rev. Lett. 106, 135504 (2011).
[30] M. Moskalets and M. Bu¨ttiker, Phys. Rev. B 80, 081302 (2009).
[31] E. Fermi, J. Pasta, S. Ulam, Los Alamos Report LA-1940 (1955)
[32] S. Lepri, R. Livi, and A. Politi, Phys. Rev. Lett. 78, 1896 (1997).
[33] M. Terraneo, M. Peyrard, and G. Casati, ibid. 88, 094302 (2002).
[34] N. Li, B. Li, and S. Flach, ibid. 105, 054102 (2010).
[35] S. Lepri, R. Livi, and A. Politi, Phys. Rep. 377, 1 (2003).
[36] A. Dhar, Adv. Phys. 57, 457 (2008).
[37] M. Bu¨ttiker, Phys. Rev. B 38, 9375 (1988)
[38] M. Bu¨ttiker, Phys. Rev. B 40, 3409 (1989).
[39] T. Gramspacher and M. Bu¨ttiker, ibid 56, 13026 (1997).
[40] J. L. D’Amato and H. M. Pastawski, Phys. Rev. B 41, 7411 (1990)
[41] D. Segal, J. Chem. Phys. 130, 134510 (2009).
[42] B. K. Agarwalla, J.-S. Wang, and B. Li, Phys. Rev. E 84, 041115 (2011).
[43] J. Ren, P. Ha¨nggi, and B. Li, Phys. Rev. Lett. 104, 170601 (2010).
[44] L. P. Kadanoff, G. Baym, ”Quantum statistical mechanics” Benjamin/Cummings Publishing Group USA
(1962).
[45] J. Schwinger, Jour. of Math. Phys 2 407 (1961).
[46] L. V. Keldysh, Zh. Eksp. Teor. Fiz. 47, 1515(1964).
[47] L. Arrachea, Phys Rev B 75, 035319 (2007).
[48] J. Bonart and L. F. Cugliandolo, Phys. Rev. A 86, 023636 (2012).
