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Abstract
In this paper we produce new, optimal, regularity results for the solu-
tions to p-Poisson equations. We argue through a delicate approximation
method, under a smallness regime for the exponent p, that imports in-
formation from a limiting profile driven by the Laplace operator. Our
arguments contain a novelty of technical interest, namely a sequential
stability result; it connects the solutions to p-Poisson equations with har-
monic functions, yielding improved regularity for the former. Our findings
relate a smallness regime with improved C1,1−-estimates in the presence
of L∞-source terms.
Keywords: p-Poisson equations; Regularity in Ho¨lder spaces; Regularity
transmission by approximation methods.
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1 Introduction
In this paper we examine the regularity of the weak (distributional) solutions
to
div
(
|Du|
p−2
Du
)
= f in B1, (1)
where p > 2 and f ∈ L∞(B1).
We prove that, if f ∈ L∞(B1), the gradient of the solutions is asymptot-
ically Lipschitz; the exponent p is supposed to satisfy certain approximation
conditions. Our methods combine approximation techniques with preliminary
compactness and localization arguments, very much inspired by ideas introduced
in [4].
The p-Laplacian operator occupies a prominent role in the study of nonlinear
partial differential equations (PDEs). Partly due to its rich nonlinear structure,
several developments on the topic have been known. We refer the reader to the
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monograph [15] for a fairly general account of the theory. See also [9], [8] and
references thereinto.
A distinctive feature of (1) is the dependence of the diffusivity coefficient
|Du|p−2 on the parameter p ≥ 1. Indeed, as p varies, the p-Laplacian operator
finds applications in a number of disciplines, covering a various range of topics;
we refer the reader to [8] for a neatly presented discussion on that topic.
The first developments in the regularity theory of the solutions to (1) ap-
peared in [19], [18] and [7]. In those papers, the authors consider the degenerate
setting p > 2 and establish Ho¨lder continuity of the gradient for the solutions
to (1).
In [5], the author considers a more general variant of the p-Laplacian given
by
div a(x, u,Du) = b(x, u,Du) + f(x) in B1,
where a : R2d+1 → Rd, b : R2d+1 → R and f : B1 → R satisfy natural conditions.
The assumptions on the vector field a are such that it includes (1) for p > 1.
The main result in the paper is that solutions are of class C1,β, locally, for some
β ∈ (0, 1), unknown. A distinctive feature of [5] is that its arguments account
for both the degenerate and the singular cases through a unified approach.
Regularity in the purely singular setting is the subject of [13]. In that paper,
the author supposes 1 < p < 2 and proves that solutions to (1) are locally of
class C1,β for some β ∈ (0, 1), unknown. The methods in this work are purely
variational. We also mention the developments reported in [17].
In [11] the authors establish pointwise estimates for solutions to possibly
degenerate equations of the form
− div A(Du, x) = µ in B1,
where A : Rd×B1 → R
d satisfies usual structural conditions and µ : B1 → R is
a (Borel) measure with finite mass. The conditions imposed on A accommodate
(1) even in the presence of coefficients.
By resorting to Wolff-type of potentials associated with µ, the authors unveil
a pass-through mechanism transmitting regularity properties from the data to
the solutions. As a consequence, they produce both Schauder and Caldero´n-
Zygmund estimates, in Ho¨lder and Sobolev spaces, respectively. See further [6]
and [16].
A number of progresses in the regularity theory for (1) have been obtained
in the plane R2 ∼ C. This is due to key properties and notions available in
complex analysis, such as the complex gradient and quasiregular mappings.
The first important achievement in this direction appeared in [10]. In that
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work, the authors prove that p-harmonic functions u : B1 ⊂ R
2 → R are such
that
u ∈ Ck,αloc (B1) ∩ W
2+k,q
loc (B1),
with
k + α =
1
6
(
7 +
1
p − 1
+
√
1 +
14
p − 1
+
1
(p − 1)
2
)
and
1 ≤ q <
2
2 − α
.
Still in the planar setting, recent developments relate to the so-called Cp
′
-
regularity conjecture. This important open problem in regularity theory is
motivated by the existence of solutions to (1) in C1,
1
p−1 . Indeed, the (radial)
function
u(x) := |x|1+
1
p−1
solves
∆pu ∼ 1
in the weak sense. In [14], the authors prove that solutions to (1), in the case
d = 2, are of class C1,
1
p−1−ε, for every ε > 0. In case the source term f ∈ Lq(B1),
for q ∈ (2,∞), the authors obtain sharp regularity of the solutions.
A proof of the Cp
′
-regularity conjecture in the plane is presented in [1].
In that paper, the authors combine quasiregular estimates [3] with the notion
of small correctors to perform a tangential analysis importing regularity from
the homogeneous setting. An ingredient of paramount relevance is a gradient-
dependent oscillation control. This estimate endogenously accounts for the re-
gions where the equation potentially degenerates. See also [2].
The present paper advances the regularity theory for (1) by importing infor-
mation from the Laplace equation. Our arguments rely on a new approximation
strategy, unlocked by a novel sequential stability result ; see Proposition 1. We
believe the rationale underlying this proposition can be adapted to a larger
class of problems, yielding further information on specific perturbations of the
Laplace operator. Our main result reads as follows:
Theorem 1. Let u ∈W 1,p(B1) be a weak solution to (1). Suppose f ∈ L
∞(B1).
Given α ∈ (0, 1), there exists ε = ε(d, α) > 0 such that, if p > 2 satisfies a
proximity regime of the form
|p − 2 | < ε, (2)
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we have u ∈ C1,α(B1/2). In addition, there exists C > 0 such that
‖u‖
C1,α(B1/2)
≤ C
(
‖u‖L∞(B1) + ‖f‖L∞(B1)
)
.
Theorem 1 states that for each α ∈ (0, 1) we can find a smallness regime
for p, depending on α, so that solutions are locally of class C1,α. We emphasize
that, as α→ 1, the approximation regime in (2) requires ε→ 0.
|Du(0)|
1
α
r1
r2
Uniform ellipticity
region
Gradient-dependent
oscillation control
Fig. 1: The value of the gradient at the origin sets the threshold at which the
regularity regime switches. Within balls of radius r1 < |Du(0)|, we are in the
setting of uniformly elliptic diffusions. Meanwhile, in the case |Du(0)| < r2 we
resort to a gradient-dependent oscillation control based on the notion of C1-small
correctors.
The proof of Theorem 1 depends on a delicate iterative method. Our goal
is to control the oscillation of the solutions within balls of arbitrary radii 0 <
r ≪ 1. Given such a radius, we examine two (exclusive) regimes. In fact, either
r > |Du(0)|1/α or otherwise. In the former case, we turn to the notion of C1-
small correctors, first introduced in [1]. These structures enable us to produce
a finer oscillation control, intrinsically gradient-dependent.
For the latter, we frame the problem in the theory of uniformly elliptic
equations. Here, we also obtain an estimate on the oscillation of the solutions.
Once we have examined both regimes, we verify they are in agreement. Then,
we obtain the desired result in the entire domain (locally). For a representation
of this gradient-based threshold, and the regime-switching procedure, we refer
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to the Figure 1.
The remainder of this paper is structured as follows: Section 2 gathers a
few preliminaries used in the paper and details the main assumptions under
which we work. In Section 3, we examine (sequential) stability properties of the
solutions to (1). The proof of Theorem 1 is the object of Section 4.
2 A few preliminaries
In what follows we collect basic facts and detail our main assumptions. We start
with the definition of weak solution to (1), in the distributional sense.
Definition 1 (Weak solution). We say that u ∈ W 1,p(B1) is a weak solution
to (1) if it verifies
∫
B1
|Du|
p−2
Du ·Dϕdx +
∫
B1
fϕ dx = 0
for every ϕ ∈ C∞0 (B1).
Our arguments rely on the compactness of the solutions to (1). For the sake
of completeness, we state it here in the form of a lemma.
Lemma 1 (Preliminary compactness). Let u ∈ W 1,p(B1) be a weak solution
to (1). Suppose f ∈ Lq(B1) for q ∈ (2d,∞]. Then, u ∈ C
1,β
loc (B1), for some
β ∈ (0, 1), and there exists a constant C > 0 such that
‖u‖
C1,β(B1/2)
≤ C
(
‖u‖L∞(B1) + ‖f‖Lq(B1)
)
,
where C = C(d, p, q).
For the proof of Lemma 1, we refer the reader to [5]; see also [15] and the
references therein. Next, we detail the assumptions on the data of the problem.
We start with a condition on the exponent p, confining the analysis to the
degenerate setting.
A 1 (Degenerate setting). We suppose p > 2.
Also, we impose integrability conditions on the source term f .
A 2 (Source term). We work under the assumption f ∈ L∞(B1).
In the next section we produce a result on the stability of the solutions. In
fact, it unlocks a new path connecting (1) and the Laplace equation.
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3 Sequential stability of weak solutions
When studying the regularity of the solutions to (1) through geometric tech-
niques, we rely on stability properties. We move forward with a proposition on
the sequential stability of weak solutions to (1).
Proposition 1 (Sequential stability of weak solutions). Let (pn)n∈N ⊂ R and
(fn)n∈N ⊂ L
∞(B1) be sequences such that
|pn − 2| + ‖fn‖L∞(B1) ≤
1
n
.
Let (un)n∈N ⊂W
1,p(B1) be such that
div(|Dun|
pn−2Dun) = fn in B1. (3)
Suppose further there exists u∞ ∈ C
1(B1) such that un converges to u∞ in
C1(B1). Then u∞ is a weak solution to
∆u∞ = 0 in B9/10.
Proof. For every ϕ ∈ C∞0 (B1), we have∣∣∣∣∣
∫
B9/10
Du∞ ·Dϕdx
∣∣∣∣∣ ≤
∫
B1
(
|Dϕ|
∣∣Du∞ − |Dun|pn−2Dun∣∣) dx +
∫
B1
|fn||ϕ| dx
≤ C
∫
B1
∣∣Du∞ − |Dun|pn−2Dun∣∣ dx + C ‖fn‖L∞(B1) .
Lemma 1 yields
un ∈ C
1,β
loc (B1) and ‖un‖C1,β(B9/10) ≤ C,
for some β ∈ (0, 1) and some C > 0. We note that neither β nor C depend on
n ∈ N; see [5, 17]. Hence,
∣∣Du∞ − |Dun|pn−2Dun∣∣ ≤ ‖Du∞‖L∞(B1) + |Dun|pn−1 ≤ C.
Therefore, since |Dun|
pn−2Dun → Du∞ a.e.-x ∈ B1 as n → ∞, the Lebesgue
Dominated Convergence Theorem implies∣∣∣∣
∫
B1
Du∞ · Dϕdx
∣∣∣∣ = 0,
and the result follows.
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Remark 1 (The case (fn)n∈N ⊂ L
q(B1), 2d < q < ∞). Proposition 1 holds
true also in case (fn)n∈N ⊂ L
q(B1). In fact, it suffices to observe that∫
B1
|fn(x)ϕ(x)| dx −→ 0 as n→∞
if ‖fn‖Lq(B1) → 0 as n→∞.
4 Proof of Theorem 1
In this section we establish Theorem 1. In fact, we produce an oscillation control
for the solutions to (1) in balls of radii 0 < r≪ 1.
Our argument explores the interplay between the radius r and the norm of
the gradient at the origin. Therefore, the quantity |Du(0)| sets the threshold
for the analysis. For every α ∈ (0, 1), we distinguish the cases |Du(0)| < rα
and |Du(0)| ≥ rα. Although our focus is at the origin, a change of variables
localizes the argument at any point x0 ∈ B1. We continue with the analysis of
the points where the gradient is small.
4.1 Oscillation estimates along the critical set
Along the regions where the gradient is small, the oscillation control depends
on the notion of small correctors. We start by examining the existence of those
structures in the context of solutions to (1).
Proposition 2 (Existence of small correctors). Let u ∈W 1,p(B1) be a bounded
weak solution to (1). Suppose A1 and A2 are in effect. Given δ > 0, there exists
ε0 > 0 such that if
|p − 2| + ‖f‖L∞(B1) < ε0,
then, we can find ξ ∈ C1(B9/10) satisfying
|ξ(x)| < δ and |Dξ(x)| < δ
in B9/10 and
∆(u + ξ) = 0 in B9/10.
Proof. We prove the proposition by contradiction; suppose its statement is false.
Then, we can find δ0 > 0, a sequence (pn)n∈N and sequences of functions (un)n∈N
and (fn)n∈N such that
div
(
|Dun|
pn−2Dun
)
= fn in B9/10,
7
|pn − 2| + ‖fn‖L∞(B1) <
1
n
,
but for every ξ ∈ C1(B9/10) with
∆ (un + ξ) = 0 in B9/10,
we have either
|ξ(x)| ≥ δ0 or |Dξ(x)| ≥ δ0,
for some x ∈ B9/10.
Because of Lemma 1, we know that (un)n∈N is equibounded in C
1,β(B9/10),
for some β ∈ (0, 1). Therefore, there is u∞ ∈ C
1,γ(B9/10), for every 0 < γ < β,
so that un → u∞ in C
1,γ(B9/10), through a subsequence, if necessary. By the
stability of weak solutions, Proposition 1, we infer that
∆u∞ = 0 in B9/10.
Set ξn := u∞ − un. It follows from the above that
∆ (un + ξn) = 0 in B9/10
and
|ξn(x)| + |Dξn(x)| < δ0,
for every x ∈ B9/10 and n≫ 1. This leads to a contradiction and completes the
proof.
Remark 2. The fact that (un)n∈N is equibounded in C
1,β
loc (B1), for some β ∈
(0, 1), follows from the observation that, for n ≫ 1, we have pn ∈ (2, 3) and
‖fn‖L∞(B1) ≪ 1. That is, the sequences (pn)n∈N and (fn)n∈N are uniformly
bounded. For technical details underlying the argument, we refer the reader to
[5]; see also [12, Chapter 2].
Once small correctors are available for the solutions to (1), we produce an
oscillation control. This is intrinsically gradient-dependent.
Proposition 3 (Oscillation control). Let u ∈ W 1,p(B1) be a bounded weak
solution to (1). Suppose A1 and A2 are in force. Take α ∈ (0, 1), arbitrarily.
Then, there exist ε0 > 0 and 0 < ρ≪ 1 such that, if
|p − 2| + ‖f‖L∞(B1) < ε0, (4)
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we have
sup
Bρ
|u(x) − u(0)| ≤ ρ1+α + |Du(0)| ρ.
Proof. Take δ > 0 to be determined further. Suppose ε0 > 0 in (4) is chosen so
that there exists a small corrector ξ ∈ C1(B1) satisfying
|ξ(x)| <
δ
3
and |Dξ(x)| <
δ
3
in B9/10, with u + ξ harmonic in B9/10. Hence, for x ∈ Bρ, we have
|u(x)− [u(0) +Du(0) · x]| ≤ |(u+ ξ)(x) − [(u+ ξ)(0) +D(u + ξ)(0) · x]|
+ |ξ(x)| + |ξ(0)| + |Dξ(0) · x|
≤ Cρ2 + δ. (5)
Notice that
‖u + ξ‖
C2(B9/10)
≤ C
(
‖u‖L∞(B1) + ‖ξ‖L∞(B9/10)
)
≤ C,
since we always choose δ < 1 and u is a bounded solution. Therefore, the
constant C > 0 in (5) depends solely on the dimension. We then make the
universal choices
ρ :=
(
1
2C
) 1
1−α
and δ :=
ρ1+α
2
and conclude the proof.
Finally, we combine Proposition 3 with an auxiliary function to unveil a finer
oscillation control for u in terms of |Du(0)|.
Proposition 4. Let u ∈ W 1,p(B1) be a bounded weak solution to (1). Suppose
A1 and A2 are in effect. Suppose f ∈ L∞(B1). Given α ∈ (0, 1) there exists
ε = ε(d, α) > 0 to be determined further such that if p > 2 satisfies a proximity
regime of the form
|p − 2 | + ‖f‖L∞(B1) < ε,
then there exists C > 0 such that
sup
Br
|u(x) − u(0)| ≤ Cr1+α
(
1 + |Du(0)| r−α
)
,
for every 0 < r ≪ 1.
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Proof. The proof is presented in two steps. We begin by producing an oscillation
control at discrete scales of the form ρn, with n ∈ N.
Step 1
In what follows we verify that, for every n ∈ N,
sup
Bρn
|u(x) − u(0)| ≤
(
ρn(1+α) + |Du(0)| ρn
)
. (6)
We prove (6) by induction in n ∈ N. The case n = 1 follows from Proposition
3. Suppose the case n = k has been already verified. We establish the case
n = k + 1. Define vk : B1 → R as follows:
vk(x) :=
u(ρkx) − u(0)
ρk(1+α) + |Du(0)| ρk
.
The induction hypothesis ensures that vk is bounded in L
∞(B1). In addition,
Dvk(x) =
ρkDu(ρkx)
ρk(1+α) + |Du(0)| ρk
and Dvk(0) =
ρkDu(0)
ρk(1+α) + |Du(0)| ρk
.
Moreover, vk is a weak solution to
div
(
|Dvk(x)|
p−2Dvk(x)
)
= fk(x) in B1,
where
fk(x) :=
ρkpf(ρkx)(
ρk(1+α) + |Du(0)| ρk
)p−1 . (7)
Since f ∈ L∞(B1), we have that fk ∈ L
∞(B1) provided
|p − 2| ≤
1
α
− 1.
Set
ε∗ := min
{
ε0,
1
α
− 1
}
and impose
|p− 2| ≤
1
2
ε∗;
then, we can apply Proposition 3 to vk.
Hence, we have
sup
Bρ
|vk(x) − vk(0)| ≤ ρ
1+α + |Dvk(0)| ρ. (8)
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The definition of vk and (8) imply
sup
B
ρk+1
|u(x) − u(0)| ≤ ρ(k+1)(1+α) + |Du(0)| ρk+1+α + |Du(0)| ρk+1. (9)
Because ρα < 1, we have established (6).
Step 2
Next we put forward a discrete-to-continuous argument, built upon (9). Let
0 < r ≪ 1 and take k ∈ N such that ρk+1 ≤ r ≤ ρk. We have
sup
Br
|u(x) − u(0)|
r1+α
≤ sup
B
ρk
|u(x) − u(0)|
ρ(k+1)(1+α)
≤
C
(
ρk(1+α) + |Du(0)| ρk
)
ρ(k+1)(1+α)
≤
C
ρ1+α
(
1 +
|Du(0)|
ρkα
)
≤ Cα
(
1 + |Du(0)| r−α
)
,
where
Cα :=
C
ρ1+α
.
We notice the exponent α is fixed; in addition, the constant ρ is chosen univer-
sally. Therefore, Cα depends only on universal quantities and the fixed param-
eter α, which completes the proof.
In the sequel, we consider balls of radius r > |Du(0)|
1/α
. We combine
intrinsic gradient-dependent estimates with this condition.
Proposition 5. Let u ∈ W 1,p(B1) be a bounded weak solution to (1). Suppose
A1 and A2 are in effect. Suppose further that
|p − 2| + ‖f‖L∞(B1) < ε0.
Let α ∈ (0, 1). For |Du(0)| < rα ≪ 1, there exists C > 0 such that
sup
Br
|u(x) − u(0)| ≤ Cr1+α.
Proof. Under the condition |Du(0)| < rα, Proposition 4 yields
sup
Br
|u(x) − u(0)| ≤ Cr1+α
(
1 + |Du(0)| r−α
)
≤ Cr1+α,
11
and the proof is finished.
We observe that Proposition 5 produces an oscillation control in the regions
where the gradient of solutions is small. To prove Theorem 1 we must also take
into account the case of the regions where the gradient is large. This is the topic
of the next section.
4.2 Oscillation control in the non-critical set
Here we suppose that |Du(0)| ≥ rα. Set λ := |Du(0)|
1/α
and define v : B1 → R
as
v(x) :=
u(λx) − u(0)
λ1+α
.
We notice that v(0) = 0,
|Dv(0)| = 1 (10)
and
div
(
|Dv(x)|p−2Dv(x)
)
=
λp f(λx)
λ(1+α)(p−1)
in B1. (11)
The regularity theory available for (11), together with (10), implies that
|Dv(x)| > 1/2 in Bµ, for some µ > 0. Therefore, v solves a uniformly elliptic
equation with a bounded source term in Bµ. From standard results in elliptic
regularity theory, we infer that v ∈ C1,α(B9µ/10), for every α ∈ (0, 1). Hence,
for every α ∈ (0, 1), there exists C > 0 such that
sup
Br
|v(x) − [v(0) + Dv(0) · x]| ≤ Cr1+α,
for every 0 < r ≪ 9µ/10. The former inequality reads
sup
Br
∣∣∣∣u(λx) − u(0)λ1+α − λDu(0) · xλ1+α
∣∣∣∣ ≤ Cr1+α.
In turn, it leads to
sup
Br
|u(x) − [u(0) + Du(0) · x]| ≤ Cr1+α,
12
for 0 < r < 9λµ/10. As concerns the case 9λµ/10 ≤ r < λ, we notice that
sup
Br
|u(x) − [u(0) + Du(0) · x]| ≤ sup
Bλ
|u(x) − [u(0) + Du(0) · x]|
≤ sup
Bλ
|u(x) − u(0)| + |Du(0)|λ
≤ (C + 1)λ1+α
≤ (C + 1)
(
10r
9µ
)1+α
≤ Cr1+α (12)
where the third inequality follows from a Taylor expansion of u along with
additional, elementary, facts. Now, we present the proof of Theorem 1.
Proof of Theorem 1. The result follows from Proposition 5 combined with (12).
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