We define the notion of an almost polynomial identity of an associative algebra R, and show that its existence implies the existence of an actual polynomial identity of R. A similar result is also obtained for Lie algebras and Jordan algebras. We also prove related quantitative results for simple and semisimple algebras.
By a well known theorem of Peter Neumann [N] , for all ǫ > 0 there exists N > 0 such that if G is a finite group with at least ǫ|G| 2 pairs (x, y) ∈ G 2 satisfying [x, y] = 1, then [x N , y N ] N = 1 for all x, y ∈ G. We can express this by saying that if [x, y] is an ǫ-probabilistic identity for G, then [x N , y N ] N is an identity for G. See also Mann [M] for a similar result on finite groups in which x 2 is an ǫ-probabilistic identity. It is an open question whether every probabilistic identity in finite and residually finite groups implies an actual identity; see [LS2] and [Sh] for further discussion of this question.
In this paper, we consider the analogous problem for associative algebras (as well as Lie algebras). Here, the possible identities are polynomials in a non-commuting set of variables (or Lie polynomials) rather than elements of a free group. We introduce the notion of an almost identity of an algebra as an analogue of a probabilistic identity and show that algebras with an almost identity satisfy an actual identity. While we focus here on infinitedimensional algebras we also prove related quantitative results for finite dimensional simple algebras.
Throughout this paper let k denote an algebraically closed field of arbitrary characteristic. Let R be a (possibly infinite-dimensional) associative algebra over k. Let n be a positive integer and V = R n , regarded as k-vector space. For each non-commutative polynomial Q ∈ k x 1 , . . . , x n , evaluation of Q defines a map e Q : R n → R. For each linear functional α ∈ R * , α • e Q defines an element of the ring A of polynomial functions on V . Let R Q := e −1 Q (0) denote the set of r = (r 1 , . . . , r n ) ∈ V such that e Q (r) = 0. We now introduce more notation and terminology. In particular we define the notions of codimension and almost identity, which play a key role in this paper. Let A be the ring of k-valued polynomial functions on a k-vector space V . If I is an ideal in A, we denote by V (I) ⊂ V the solution set of 2010 Mathematics Subject Classification. Primary 16R99. ML was partially supported by NSF grant DMS-1702152. AS was partially supported by ISF grant 686/17 and the Vinik Chair of mathematics which he holds. Both authors were partially supported by BSF grant 2016072. AS is grateful to Efim Zelmanov for inspiring discussions.
the system of equations on V given by the elements of I. An algebraic set in V is a set of this form. Note that if dim V = ∞, this may be a proper subset of the set of k-points of Spec A/I. We say the algebraic set V (I) has finite codimension if it contains a translate of a vector subspace of V of finite codimension. In particular, this is the case whenever I is finitely generated or (more generally) when I is contained in a finitely generated (non-unit) ideal.
We say V (I) has codimension ≤ c if there exists a direct sum decomposition V = V 1 ⊕ V 2 , where V 2 is finite dimensional, and V contains V 1 × X 2 for X 2 ⊂ V 2 an algebraic set of codimension c. This is, of course, the case whenever V (I) contains a translate of a subspace of codimension c. The codimension of an algebraic set of finite codimension is the smallest integer c for which the set has codimension ≤ c.
Example. Let V denote the space of infinite sequences, A the algebra of polynomial k-valued functions on V , x i ∈ A the function sending a sequence to the value of its ith term, and
In particular, V (I) has codimension 1, though it contains components of all positive integer codimensions.
We say that Q = 0 is a c-almost identity of R if e −1 Q (0) has codimension ≤ c in V . We say that R satisfies an almost identity if it satisfies a calmost identity for some c; of course, all finite dimensional algebras have this property. Our main result is the following:
Theorem 1. For all positive integers c, d and n there exist an integer m and a non-zero non-commutative polynomial P ∈ k y 1 , . . . , y m with the following property. If Q ∈ k x 1 , . . . , x n is a non-commutative polynomial of degree d in n variables, and R is any associative k-algebra such that Q is a c-almost identity of R, then P (r 1 , . . . , r m ) = 0 for all r 1 , . . . , r m ∈ R.
In particular, every algebra satisfying an almost identity is PI. In the case of matrix algebras R = M s (k), if P is an identity of M s (k) then s ≤ deg P/2, and this is tight by the Amitsur-Levitski theorem [AL] . Thus, Theorem 1 implies Corollary 2. If Q ∈ k x 1 , . . . , x n is non-zero, then the codimension of In fact, something much stronger is true. The second theorem of this paper is the following:
Theorem 3. For each positive integer d there exist real numbers a > 0 and b such that if Q ∈ k x 1 , . . . , x n is a non-commutative polynomial of degree d ≥ 0, then the codimension of M s,Q in M n s is at least as 2 + b for all positive integers s.
Let Q, d, n be as above and let R be a finite dimensional k-algebra. We define the (normalized) Hausdorff dimension of the algebraic subset R Q ⊆ R n by dim R Q / dim R n . Theorem 3 shows that, when R is simple of sufficiently large dimension given d, the Hausdorff dimension of R Q is at most 1 − ǫ for some ǫ > 0 depending only on d.
Before proving Theorems 1 and 3, we derive some consequences and related results.
Recall that the Jacobson radical J(R) of an associative ring R is the intersection of all primitive ideals of R. We say that a ring R is J-semisimple if J(R) = 0.
Combining Theorems 1 and 3 with other tools we obtain the following:
such that the following holds. Let R be an associative k-algebra having a c-almost identity of degree d. Suppose R is J-semisimple. Then (i) R is a subdirect sum of matrix rings M s i (k) (i ∈ I) with s i ≤ f c 1/2 + g for all i ∈ I.
(ii) R can be embedded in a matrix ring M s (C) for some commutative k-algebra C, where s ≤ f c 1/2 + g.
Proof.
To deduce this, note that R is PI by Theorem 1. By Theorem 1 of Amitsur [A] , R is a subdirect sum of central simple algebras over k, which are matrix rings M s i (k) (since k is algebraically closed). Let Q be a c-almost identity of R of degree d. Each M s i (k) is a quotient of R, hence Q is a calmost identity of M s i (k) for all i ∈ I. Let a, b be as in Theorem 3 above. Then this theorem yields as 2 i + b ≤ c for all i, so s i ≤ (c − b)/a for all i. This implies conclusion (i), which in turn implies conclusion (ii) (with C a direct sum of |I| copies of k).
Another consequence of Theorem 3 deals with simple Lie algebras.
Corollary 5. For each d > 0 there exist real numbers a > 0 and b such that if Q is a non-zero Lie polynomial of degree d in n variables, L is a finite dimensional simple Lie algebra over k of characteristic zero, then the codimension of L Q in L n is at least a · dim L + b.
Proof. To deduce this, we may ignore the exceptional algebras (whose dimension is bounded) and focus on the classical ones L = A r , B r , C r , D r . Any such algebra L contains the full matrix algebra M r (k) and satisfies dim L ≤ 2r 2 + r. The Lie polynomial Q can be viewed as an associative polynomial of degree d. Its codimension in M r (k) n is a lower bound on the codimension of Q in L n . Applying Theorem 3 now completes the proof.
Theorem 3 and Corollary 5 have several applications. First, they immediately imply that if R is an associative (resp. Lie) k-algebra defined by n free generators and by relators whose minimal degree is d, and S = M s (k) (resp. a classical simple Lie k-algebra) of sufficiently large dimension (given d), then the representation variety Hom(R, S) has dimension at most (n − ǫ) dim S, where ǫ > 0 depends only on d.
Secondly, they imply the following. 
where c is a constant depending on Q. Moreover, all fibers of the evaluation map e Q : M n → M have size at most c|M | n−ǫ .
(ii) If Q is a non-zero Lie polynomial of degree d with n variables over F and dim L ≥ N then |L Q | ≤ c|L| n−ǫ , where c is a constant depending on Q. Moreover, all fibers of the evaluation map e Q : L n → L have size at most c|L| n−ǫ .
Proof. Extending scalars to k = F does not change the dimension of fibers of e Q , so all such fibers are bounded above by (n − ǫ) dim M s for part (i) and by (n − ǫ) dim L for part (ii). The dimensions of the polynomial equations defining any fiber are bounded above, depending only on the polynomial Q, so the estimate of fiber cardinality follows from the Lefschetz trace formula and the upper bounds on Betti numbers for affine varieties defined by polynomial equations of bounded degree [K] .
This result may be viewed as a ring-theoretic analogue of [LS1, Theorem 1.2].
In particular it follows that if the finite simple algebras M, L above satisfy a probabilistic identity Q (namely, the probability that e Q vanishes on a random n-tuple of elements of M or L is at least some fixed δ > 0), then dim M, dim L are bounded above (in terms of Q and δ).
Next we turn to almost nil algebras and algebras with an almost identity of the form x d , as well as their Lie analogues, namely almost Engel Lie algebras. Recall that Zelmanov's work on Engel Lie algebras and related objects had remarkable group theoretic applications, such as the solution to the Restricted Burnside Problem [Z1, Z2] , as well as stronger results [Z3] .
We start with finite dimensional algebras. We denote by Rad(L) the solvable radical of a finite dimensional Lie algebra L.
Proposition 7. (i) Let R be a finite dimensional associative k-algebra, and let N be the subvariety of nilpotent elements of R. If codim N = c then dim R/J(R) ≤ c 2 , so R has a nilpotent ideal of codimension at most c 2 .
(ii) Let L be a finite dimensional Lie k-algebra, where k has characteristic zero, and let N be the subvariety of ad-nilpotent elements of L.
This yields
The proof of the first assertion in part (ii) is similar, using the fact that the codimension of the variety of ad-nilpotent elements of a finite dimensional simple Lie algebra of rank r is r. To prove the second assertion, set R = Rad(L), Z = Z(L). Then R/Z ≤ L/Z ∼ = adL ≤ gl(L). Applying Lie Theorem (see [H1, 4.1] ) to the solvable Lie algebra R/Z we conclude that there is a basis for L with respect to which R/Z is represented by uppertriangular matrices. Let K/Z denote the nilpotent elements of R/Z in its action on L; these are the elements represented by upper triangular matrices with zero diagonal. Hence K/Z is a Lie subalgebra of R/Z, and K is a nilpotent Lie subalgebra of L (consisting of ad-nilpotent elements). By our assumption on N the codimension of K in R is at most c. Therefore The well known Nagata-Higman Theorem states that, if x d is an identity of an associative (non-unital) k-algebra R, where the characteristic of k is zero or greater than d, then R is nilpotent. See [DF, Chapter 6] for this and for explicit bounds on the degree of nilpotency of R in terms of d. Our next result deals with rings in which x d is an almost identity.
Proposition 8. Let R be an associative k-algebra, and suppose x d is a c-almost identity of R.
(ii) If R is a finitely generated k-algebra then R is virtually nilpotent.
Here an algebra R is said to be virtually nilpotent if it has a (two-sided) nilpotent ideal of finite codimension.
Proof. To prove Proposition 8, apply Corollary 4 to deduce that R/J(R) is a subdirect sum of matrix rings M s i (k) (i ∈ I). In particular, R/J(R) is residually finite dimensional, so it suffices to show that all its finite dimensional quotients have dimension at most c 2 . Let S be such a quotient. Then J(S) = 0 and the codimension of the solutions of x d = 0 in S is at most c. In particular, the codimension of the nilpotent elements of S is at most c. Applying Proposition 7 (i) to S we obtain dim S = dim S/J(S) ≤ c 2 , proving part (i).
To prove part (ii) we apply the Kemer-Braun Theorem on the nilpotency of J(R) for finitely generated PI algebras R [B2] . Since R is PI by Theorem 1 above, part (ii) now follows from part (i).
We now turn to the proofs of the main results, namely Theorems 1 and 3.
Lemma 9. If I ⊂ A is a non-zero ideal and π : V → W is a k-linear map onto a finite dimensional vector space, then every element of π(V ) can be expressed as the sum of two elements of π(V \ V (I)).
Proof. As I is non-zero, it contains (f ) for some non-zero polynomial f ∈ A, so it suffices to prove the theorem when I = (f ). We choose a surjective linear map φ : V → W 0 , for some finite-dimensional W 0 , such that f factors through φ. For finite dimensional vector spaces, the image of a Zariski-dense subset under any k-linear surjective map is again Zariski-dense. Replacing W by W ⊕ W 0 and π by (π, φ), we may assume without loss of generality that f comes by composition by π from a well-defined non-zero polynomial on W . Thus, π(V \ V (I)) is the complement of the zero locus of a nonzero polynomial. By the irreducibility of affine spaces, every non-empty Zariski-open subset U of a vector space π(V ) has the property that U + U = π(V ).
We fix positive integers n and d. Let M d denote the set of ordered d-tuples of elements (or, equivalently, d-term sequences) in {1, 2, . . . , n}. We identify I = (i 1 , . . . , i d ) ∈ M d with x i 1 · · · x i d ∈ k x 1 , . . . , x n . For r = (r 1 , . . . , r n ) ∈ R n , we define r I := r i 1 · · · r i d . Let
and let k x 1 , . . . , x n ≤d denote its linear span.
Proposition 10. Given n and d as above, there exists a non-zero homogeneous non-commutative polynomial P ∈ k x 1 , . . . , x n such that if R is an associative k-algebra and r ∈ R n satisfies P (r) = 0, then {r I | I ∈ M ≤d } is linearly independent.
To prove this we need some preparations. For I ∈ M d and any positive integer N , we let S N,I denote the set of distinct N -term sequences in {1, . . . , n} for which I is not a consecutive subsequence. We identity S N,I with a subset of the monomials in k x 1 , . . . , x n . Lemma 11. With notation as above,
Proof. Write N = qd + r where q, r ∈ N and 0 ≤ r < d. Avoiding the subsequence I in locations td + 1, . . . , (t + 1)d ≤ N (t ∈ N) yields |S N,I | ≤ (n d − 1) q n r ≤ (n d − 1) N/d n d . Therefore
Given an n-tuple of functions F := (F 1 (x), . . . , F n (x)), F i : Z >0 → Z >0 , and a sequence a := a 1 , a 2 , . . . , a N ∈ {1, . . . , n}, we define the score of a with respect to F to be σ(a) := N j=1 F a j (j).
Given d and n, we construct F as follows. We fix a prime p > 2 dn . For 1 ≤ i ≤ n and j > 0, we let r denote the remainder when jn + i is divided by dn and define F i (j) to be the unique integer congruent to 2 r (mod p) for which jp ≤ F i (j) < (j + 1)p. Thus, for any sequence a of length N ,
This implies that if the sequence a is longer than the sequence b, then σ(a) > σ(b).
Lemma 12. For all integers t and N with 1 ≤ t ≤ N − d + 1, if a and b are distinct N -term sequences as above, and a j = b j except if t ≤ j < t + d, then σ(a) = σ(b).
Proof. It suffices to prove that
We show that the two sides are not congruent to one another (mod p). Each is congruent (mod p) to a sum of d elements of the set {1, 2, 4, 8, . . . , 2 dn−1 }. As p > 2 dn , two such sums are congruent (mod p) if and only if the sums of powers of 2 are the same, i.e., if and only if the set of remainders obtained when jn + a j is divided by dn is the same as the set of remainders obtained when jn + b j is divided by dn as j ranges over t, . . . , t + d − 1. As 1 ≤ a j , b j ≤ n, this is equivalent to the condition that a j = b j for all j in this range, contrary to hypothesis.
We now prove Proposition 10.
Proof. By induction on d, we may assume that r satisfies some non-commutative polynomial equation of degree exactly d, i.e., that for some I ∈ M d , r I can be expressed
(2)
By Lemma 12, without loss of generality, we may assume that c J = 0 implies σ(J) < σ(I).
We introduce formal (commuting) variables z J indexed by J ∈ M ≤d \{I}. Let B denote the (commutative) polynomial algebra over k generated by the variables z J and consider the free associative B-algebra B x 1 , . . . , x n . Let I denote the two-sided ideal in this algebra generated by
Let B x 1 , . . . , x n ≤N denote the k-subspace of B x 1 , . . . , x n consisting of monomials in S M,I for M ≤ N multiplied by polynomials in the z J of degree at most the maximal score of a sequence of length ≤ N .
We claim that every element α of k x 1 , . . . , x n ≤N is congruent (mod I) to an element β of B x 1 , . . . , x n ≤N . We iteratively construct a sequence of elements of B x 1 , . . . , x n which lie in α + I. Each monomial x j 1 · · · x j M which is not in S M,I can be replaced by a linear combination of monomials associated to sequences of lower score than j 1 , . . . , j M , with coefficients of the form z J . The number of steps before this process terminates is at most the maximum score of a monomial of degree N , which, by (1), is less than p(N 2 +3N )/2. The resulting element, β, lies in B x 1 , . . . , x n ≤N . The space of polynomials in |M ≤d | − 1 variables of degree less than p(N 2 + 3N )/2 has dimension at most CN 2(|M ≤d |−2) for some C not depending on N .
For any ǫ > 0, we have
By Lemma 11, when N is sufficiently large, dim k x 1 , . . . , x n ≤N > dim B x 1 , . . . , x n ≤N , and it follows that there exists a non-zero α which is equivalent to β = 0 (mod I).
Substituting c J for each z J and r i for each x i in α, by (2), we get 0. Defining P I to be α and defining P to be the product of P I over all I ∈ M d , we obtain a polynomial which vanishes on any r for which Q(r) = 0 for any non-commutative polynomial Q of degree d.
Lemma 13. Let r 1 , . . . , r n denote elements of an associative algebra R such that the monomials of degree ≤ d in the r i are linearly independent. If s 1 , . . . , s m are linearly independent in Span k (r 1 , . . . , r n ), then the monomials of degree ≤ d in the s j are linearly independent.
Proof. Let V denote the span of the r i and W the span of the s j . The linear independence of the degree d monomials in the r i (resp. s j ) is equivalent to the injectivity of the product map d i=0 V ⊗i → R (resp. d i=0 W ⊗i → R), so the lemma follows from the fact that the latter map factors through the former and the map
Lemma 14. If n < m are positive integers, the algebraic set N n,m consisting of of n × m matrices of rank strictly less than n has codimension at least 1 + m − n in M n×m (k) = k mn .
Proof. If Z n,m consists of ordered pairs (X, v) consisting of an n × m matrix and a column vector of size n such that Xv = 0, then Z n,m projects onto the n-dimensional space of column vectors v, and the dimension of every fiber except the 0-fiber is mn−m, so dim Z n,m = mn+n−m. Projecting onto the first factor, the non-empty fibers have dimension at least 1, so the dimension of the image is at most mn + n − m − 1. Its codimension is therefore at least 1 + m − n.
In fact, the codimension is exactly 1 + m − n; this follows immediately from [E, Exercise 10.10] .
We can now prove Theorem 1.
Proof. Assume that Q is a c-almost identity of R. We fix a k-linear direct sum decomposition R n = V = V 1 ⊕ V 2 where V 2 is finite dimensional and contains an algebraic set X 2 of codimension c such that Q vanishes on V 1 × X 2 . We fix m := n + max(n, c). By Proposition 10, there exists a non-zero element P ∈ k y 1 , . . . , y m such that P (r 1 , . . . , r m ) = 0 implies that the monomials in r i of degree ≤ d are linearly independent. We assume that P is not identically zero on R. Applying Lemma 9 to (P ), we may choose the r i such that (r 1 + r 2 , r 3 + r 4 , . . . , r 2n−1 + r 2n ) ∈ V 1 × X 2 .
Right-multiplication by the column vector (r 1 r 2 · · · r m ) t embeds M n×m (k) linearly in V , and we have already seen that the image contains at least one point of V 1 × X 2 . By Lemma 13, every matrix of rank n in M n×m (k) maps to an element of R n which does not satisfy any non-commutative polynomial equation of degree ≤ d and in particular does not lie in V 1 × X 2 . By Lemma 14, the intersection of M n×m (k) with V 1 × X 2 has codimension > c. However, in a finite dimensional vector space, a non-empty intersection of a subvariety of codimension c with any irreducible subvariety is of codimension ≤ c in the latter.
Thus P is a polynomial identity of R.
We remark that the analogue of Theorem 1 holds for non-unital associative algebras as well. The proof is the same except that polynomials cannot have a constant term.
There is also an analogue for Lie algebras. Namely, given positive integers c, d, n, there exists a Lie polynomial P such that for every Lie polynomial Q of degree d in n variables and every Lie algebra L, either P is an identity on L, or the variety defined by Q on L n has codimension > c. The proof is the same except that k x 1 , . . . , x n ≤N must be replaced by the subspace of Lie polynomials in x 1 , . . . , x n of degree ≤ N , and the left hand side of (3) must be replaced by the dimension of this subspace. By [B, II, §3, Théorème 2], it is
It follows that for fixed n and N sufficiently large,
The analogue of Theorem 1 holds also for Jordan algebras. It suffices to show that for some ǫ < 1 the dimension of the space of Jordan polynomials in x 1 , . . . , x n of degree ≤ N is greater than than (n − ǫ) N for some N . By [R, Theorem 9] , if c n,i is the dimension of the part of the free Jordan algebra on n generators homogeneous of degree i, then
where θ(i) denotes the largest odd divisor of i. As ∞ i=1 n θ(i) t i i grows without bound as t approaches 1/n from below, it follows that the radius of convergence of ∞ i=0 c n,i t i is at most 1/n, from which we deduce that lim sup log c n,i i ≥ n, which implies the needed analogue of (3).
The proof of Theorem 3 follows the method used to bound the size of fibers of word maps for groups of finite simple groups of Lie type in [LS1] , except that since we are working over an algebraically closed field instead of a finite field, we use dimension theory as a substitute for the counting arguments in that paper.
Proof. Let N denote the cardinality of M ≤d . We order M ≤d by increasing degree and within each degree, lexigraphically, denoting its elements, in increasing order, I 1 , I 2 , · · · , I N .
For r = (r 1 , . . . , r n ) ∈ M s (k) n , and v = (v 1 , . . . , v t ) ∈ (k s ) t , we consider the sequence (4) r I 1 v 1 , . . . , r I N v 1 , r I 1 v 2 , . . . , r I N v 2 , . . . , r I N v t .
If e Q (r) = 0 for some non-zero Q ∈ k x 1 , . . . , x m ≤d , then e Q (r)v i = 0 for 1 ≤ i ≤ t, so for each i in this range, there exists j i ≤ N such that r I j i v i is a linear combination of previous terms in the sequence (4). Let Σ n,d,t denote the algebraic set consisting of pairs (r, v) ∈ M s (k) n × (k s ) t such that this condition holds. We claim (5) dim Σ n,d,t ≤ ns 2 + N t 2 .
Since M s,Q × (k s ) t ⊂ Σ n,d,t , this implies dim M s,Q ≤ ns 2 + N t 2 − st.
Setting t = ⌊s/2N ⌋, we obtain dim M s,Q ≤ (n − 1/4N )s 2 + s, which implies the theorem. To prove (5), we consider a fixed (r, v) ∈ Σ n,d,t and define j i , for 1 ≤ i ≤ t, to have the smallest value for which r I j i v i is a linear combination of previous terms in the sequence (4). It suffices to prove that for each i, if we fix all the terms preceding r I j i v i , the condition on (r, v) that r I j i v i lies in the span of these fixed vectors is a linear condition of codimension greater than s − N t, and moreover, the conditions imposed by successive values of i are independent of one another. If j i = 1, since I 1 is the tuple of length 0, the linear dependence condition requires v i to lie in the span of the (i − 1)N preceding terms of the sequence (4). This is a condition of codimension greater than s − N t, and as it is the only condition we consider which applies to v i , it is linearly independent of our other conditions. If j i > 1, then x I j i can be written x p i x J i for some 1 ≤ p i ≤ n and some J i < I j i .
The linear dependence condition can now be viewed as a condition on r p i , and it asserts that r p i (r J i v i ) lies in a specified vector space of dimension less than N t. Note that r J i v i belongs to the part of the sequence (4) that we are assuming fixed, so this is a linear condition on r p i of codimension > s − N t. Note also that by definition of j i , r J i v i is linearly independent from all previous terms in the sequence (4), so the condition on r p i is linearly independent of any previous conditions on r p i .
This concludes the proof of (5) and therefore of Theorem 3.
