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INTRODUÇÃO                      
   Neste artigo, vamos apresentar o desenvolvimento histórico dos 
conceitos dos potenciais vetor e quântico formulados, respectivamente, por 
Maxwell e Bohm. Em suas concepções iniciais, eles foram considerados 
apenas como um artifício matemático. Contudo, enquanto o potencial vetor já 
apresenta uma grande evidência experimental (efeito Aharonov-Bohm) sobre 
a sua interpretação física, o potencial quântico ainda aguarda a sua, muito 
embora esse efeito e alguns resultados teóricos sinalizem a sua existência 
física. Este artigo já foi publicado na revista MensAgitat vol.1(2),pp.93-
108(2006) da Academia Roraimense e Paraense de Ciências. Está sendo 
publicado novamente como e-print no IFUSP para que ele tenha uma 
divulgação mais ampla e mais ágil pela internet. 
  
 
1)POTENCIAL VETOR                        
 As primeiras idéias sobre o potencial vetor A  foram apresentadas pelo 
físico alemão Franz  Ernst Neumann (1798-1895), entre 1845 e 1847,[1,2] 
quando analisou o processo de indução magnética[3] em um circuito devido ao 
movimento relativo de magnetos ou circuitos próximos. Muito embora ele não 
haja definido o potencial vetor diretamente da expressão que calculou para 
representar a força entre dois circuitos ( ,C C ),[4] infere-se que, na linguagem 
atual, o potencial vetor de Neumann NA  é representado por:
[5] 
 
      N
C
I n
A ds
c r
 
  ,                                                  (2.1)  
 
onde I   representa a corrente elétrica que circula em um circuito  C , r  indica 
a distância de um elemento de circuito ds  de C  a um elemento ds  do circuito 
C , n é o versor que indica o sentido de circulação de I  , e c  é a velocidade da 
luz no vácuo. 
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                       Independentemente de Neumann e quase ao mesmo tempo, o 
físico alemão Wilhelm Eduard Weber (1804-1891) iniciou, em 1846, suas 
famosas publicações intituladas Elektrodynamische Maasbestimmungen 
(``Medidas Eletrodinâmicas’’), concluídas em 1878, e compostas de sete 
longos trabalhos.[6] Na primeira dessas publicações, Weber formulou a sua 
famosa lei da força entre cargas elétricas em movimento, dada pela expressão: 
 
                                       
2 2
1 2
2 2 2 2
1 2
1
e e dr r d r
F
r c dt c dt
  
    
   
,                               (2.2) 
 
onde 
dr
dt
 e 
2
2
d r
dt
 representam, respectivamente, a velocidade e a aceleração 
radiais relativas entre as cargas 1e  e 2e , e c  é uma constante que expressa a 
relação entre as unidades eletrostática e eletrodinâmica da carga elétrica.[7] 
Nessa expressão, o termo dominante 1 2
2
e e
r
 representa a força de Coulomb,[8] e 
os demais termos modificam essa força à medida que as cargas elétricas 
apresentam um movimento relativo.[9] 
                       Desse modo, usando a expressão (2.2), Weber passou a estudar  
a força entre dois circuitos ( ,C C ). No entanto, ele adotou a hipótese de que a 
``corrente elétrica’’ ( I ) em um circuito era devido a igual número de cargas de 
mesmo sinal que se movem com a mesma velocidade, porém em sentidos 
contrários. Essa hipótese, contudo, divergia da hipótese em vigor que 
considerava aquela corrente como devida ao fluxo de ``dois fluidos 
elétricos’’.[10]  Como Neumann, Weber também não definiu o potencial vetor 
diretamente. No entanto, da análise que fez, em 1848,[11] sobre dois circuitos 
sem movimento relativo, pode-se escrever que, na linguagem atual, o 
potencial vetor de Weber WA  é traduzido por:
[5] 
 
W
C
I rr n
A ds
c r
 
  ,                                          (2.3) 
 
onde as letras indicadas têm o mesmo significado da expressão (2.1). 
                       Conforme salientamos acima, o potencial vetor A  não foi 
explicitamente apresentado nem por Neumann nem por Weber, e sim, somente 
pelo físico alemão Gustav Robert Kirchhoff (1824-1887), em 1857,[12] ao 
estudar a propagação de um distúrbio elétrico ao longo de um condutor 
perfeito. Desse modo, ele foi o primeiro a escrever explicitamente a expressão 
(2.3) em forma de componentes. Além do mais, ele também afirmou que as 
componentes da densidade de corrente induzida ( J ) poderiam ser obtidas 
como a condutividade ( ) multiplicada pela soma negativa do gradiente do 
potencial escalar elétrico ( )  e a derivada temporal do potencial vetor. Na 
linguagem moderna, essa afirmação tem o seguinte aspecto: 
 
                                        
1
( )
A
J E
c t
 

  

,                                         (2.4) 
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expressão essa que traduz a famosa lei de Ohm.[13] Registre-se que Kirchhoff 
atribuiu o segundo termo da expressão (2.4) a Weber.[5] 
                       Em seu trabalho, Kirchhoff generalizou a forma do potencial 
vetor que decorre do trabalho de Weber [vide expressão (2.3)], bem como 
encontrou uma relação entre os potenciais A  e  . Em linguagem atual, esses 
resultados obtidos por Kirchhoff têm os seguintes aspectos:[5] 
 
                         
1 1
,W K
V
A rr JdV
c r
           
1
W KA
c t


 

.                       (2.5,2.6)    
 
                       A idéia de potencial vetor voltou a ser objeto de estudo nas 
pesquisas realizadas pelo físico escocês James Clerk Maxwell (1831-1879) 
sobre as ‘’linhas de força de Faraday’’[14] e os processos eletromagnéticos 
gerais. Desse modo, entre 1861 e 1862, Maxwell analisou a existência de 
tensões e vibrações no meio éter (que ocupa o espaço vazio entre os corpos 
do Universo), associadas àquelas ``linhas de força’’ e relativas ao campo 
magnético. Ao estudar as leis da Dinâmica dessas tensões e vibrações, intuiu 
que: A luz consiste nas ondulações transversais do mesmo meio ambiente que 
é a causa dos fenômenos elétricos e magnéticos. 
                       Mais tarde, em 1865,[15] Maxwell publicou o resultado de suas 
pesquisas relacionadas com o caráter eletromagnético da luz. Nessas 
pesquisas, demonstrou que um distúrbio eletromagnético em um meio uniforme 
se propagava como se fosse uma onda caracterizada pela seguinte equação 
(na linguagem dos quatérnios hamiltonianos[16] e atualizada): 
 
                         2(4 )( ) 0M M
d dA
C K A J
dt dt
       ,                            (2.7) 
 
onde   é a permeabilidade magnética, K  é a capacidade indutiva 
específica, C  é a condutividade específica,   é o potencial elétrico, e 
dF dG dH
J
dx dy dz
   , com , ,F G H representando as componentes do potencial 
vetor MA , introduzido pelo próprio Maxwell que, por sinal, denotava-o por A .
[17] 
                       Obtida essa equação, Maxwell demonstrou que quando o meio é 
não condutor ( 0C  ), a função J é no máximo uma função linear no tempo ( t ) 
podendo, também, ser constante ou nula. Desse modo, considerando que a 
função   é independente de t , Maxwell chegou à celebre equação: 
 
                                           
2
2
2
0MM
d A
A K
dt
   .                                           (2.8) 
 
                       Examinando essa equação, Maxwell percebeu que ela já havia 
sido observada pelo matemático francês Siméon Denis Poisson (1781-1840), 
em 1818, ao estudar o movimento dos sólidos elásticos incompressíveis, e, 
também, havia sido aplicada à Teoria da Difração pelo matemático e físico 
inglês Sir George Gabriel Stokes (1819-1903), em 1849. Desse modo, como a 
equação (2.8) correspondia a uma equação de ondas, portanto, 2K v  , onde 
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v  representava a velocidade de propagação dos distúrbios eletromagnéticos 
no meio não-condutor considerado. Em seguida, usando os valores de   e K  
que haviam sido determinados experimentalmente por Weber e pelo físico 
alemão Rudolph Hermann Arndt Kohlrausch (1809-1858), em 1857, Maxwell 
obteve o seguinte valor para aquela velocidade: 310.740 /v km s . Em vista 
desse resultado, e considerando que a velocidade da luz no vácuo era da 
ordem de 298.360 /km s , valor esse obtido pelo físico francês Jean Bernard 
Léon Foucault (1819-1868), em 1850, Maxwell confirmou, por fim, a conjectura 
que havia feito em 1861-1862: A luz é uma onda eletromagnética.  
                       Antes de continuarmos com o trabalho de Maxwell sobre os 
fenômenos eletromagnéticos-ópticos (principalmente com o conceito do 
potencial vetor, objeto principal deste artigo) que culminou com a publicação de 
seu célebre livro intitulado A Treatise on Electricity and Magnetism, em 
1873,[17] vejamos a contribuição de outros cientistas sobre esse mesmo tema. 
                       Em 1863,[18] o físico dinamarquês Ludwig Valentin Lorenz (1829-
1891)  desenvolveu a teoria matemática da luz usando os conhecimentos 
básicos de sua época, como a teoria ondulatória da luz formulada por Fresnel, 
sem, contudo, considerar as propriedades bizarras do ``éter luminífero’’, 
subjacente nessa teoria.[19] Depois de trabalhar mais alguns anos em sua 
teoria, Lorenz apresentou, em 1867,[20] a sua Teoria Eletromagnética da Luz, 
na qual generalizou os conceitos de potencial elétrico ( , )r t  e potencial vetor 
( , )LA r t , apresentando-os na forma (em notação atual): 
 
      3
( , / )
( , )
r t r c
r t d r
r
  
   ,        
31 ( , / )( , )L
J r t r c
A r t d r
c r
 
  .          (2.9,2.10)  
               
                       Nesse artigo, depois de mostrar que todos os fatos conhecidos 
sobre eletricidade e magnetismo (nesse tempo todos quase-estáticos) são 
consistentes com os potenciais retardados definidos acima, Lorenz passou a 
deduzir as equações dos campos respectivos (elétrico e magnético), mais tarde 
obtidas por Maxwell – as famosas equações de Maxwell – e que eram 
equivalentes às que havia obtido em 1863. Em seguida, ele discutiu a 
propagação da luz em metais, em dielétricos, no espaço livre, e na ausência de 
cargas livres no interior de condutores. Na dedução daquelas equações, 
Lorenz estabeleceu que os potenciais retardados são soluções de uma 
equação de onda e que devem satisfazer a seguinte condição (na notação 
atual):[21] 
 
                                               
1
LA
c t

  

,                                              (2.11) 
 
expressão que também seria obtida pelo físico holandês Hendrik Antoon 
Lorentz (1853-1928; PNF, 1902), em seu trabalho sobre a teoria 
eletromagnética maxwelliana. Em vista disso, tal expressão passou a ser 
conhecida, erroneamente,[22] como o `gauge’ de Lorentz. 
                       A teoria eletromagnética também foi objeto de estudo por parte 
do fisiologista e físico alemão Hermann Ludwig Ferdinand von Helmholtz 
(1821-1894) em uma série de artigos escritos entre 1870 e 1874.[23] Nesses 
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artigos, ele analisou os potenciais vetor de Neumann ( NA ) e de Weber ( WA ), e 
propôs a seguinte expressão generalizada (em notação atual):[5] 
 
                            
1 1
(1 ) (1 )
2 2
H N WA A A
       = 
(1 )
2
NA



  ,                (2.12)             
 
onde 1   dá o potencial de Neumann, 1   , o de Weber, e: 
 
                                         3
1
( , )r J r t d r
c
     .                                          (2.13)  
 
                       Em seus trabalhos, Helmholtz demonstrou ainda que: 
 
                                          HA
c t
    

,                                                  (2.14) 
 
em que ( , )r t  representa o potencial eletrostático instantâneo. A expressão 
(2.14) nos mostra que quando 1    obtém-se o mesmo resultado de Kirchhoff 
[vide expressão (2.6)] e, formalmente, o mesmo resultado de Lorenz [vide 
expressão (2.11)]. Contudo, enquanto Kirchhoff trata com potenciais quase-
estáticos, Lorenz trabalha com potenciais retardados [vide expressões 
(2.9,2.10)]. 
                       Agora, voltemos a Maxwell. Em seu livro A Treatise on 
Electricity and Magnetism, de 1873,[17] no qual ele apresentou suas célebres 
equações, a segunda delas representa o fato experimental de que as linhas de 
força do vetor indução magnética B  são fechadas, isto é: 0B  (na 
linguagem atual). Foi essa condição solenoidal que levou Maxwell a introduzir o 
potencial vetor A ( A , hoje). Vejamos como. Em 1871, ele havia demonstrado 
que a ``convergência’’ (hoje, divergência -  ) da ``rotação’’ (hoje, rotacional 
-  ) de uma função vetorial ( F ) era nula, ou seja: ( ) 0F   . Assim, 
aplicando esse resultado a sua segunda equação, concluiu que (ainda, em 
notação atual): B A . Ainda em 1871, Maxwell demonstrou que a 
``rotação’’ do gradiente de uma função escalar (  ) era nula, ou seja: 
( ) 0   . Juntando os dois resultados, Maxwell apresentou em seu 
Treatise a atual transformação de `gauge’:  
 
                                                     A A   ,                                             (2.15)                       
 
com a seguinte observação:[5] ``A quantidade   desaparece quando se usa a 
equação [B A ] e ela não se relaciona com qualquer fenômeno físico’’. 
                       Desse modo, Maxwell introduziu o potencial vetor apenas como 
um artifício matemático, sem apresentar uma expressão analítica para ele. 
Hoje, em qualquer livro texto que trata do assunto, mostra-se como se encontra 
essa expressão analítica a partir da definição de B . Com efeito:[24,25] 
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                 3 3
3 3
1 ( ) 1 ( )
( ) ( )
r r J r
B r J r d r d r A
c cr r r r
  
        
    
  .                 (2.16) 
 
                       Conforme vimos, Lorentz também trabalhou com a teoria 
eletromagnética. Com efeito, em 1875, ele defendeu sua tese de doutoramento 
na Universidade de Leiden, obtendo o grau summa cum laude, tendo como 
tema central a óptica eletromagnética (título da tese: ``Sobre a teoria da 
reflexão e da refração da luz’’).[26] A partir de 1892,[27] Lorentz começou a 
desenvolver a sua famosa teoria dos elétrons no trabalho intitulado La 
théorie eletromagnétique de Maxwell et son apllication aus corps 
mouvants.[28] Nesse trabalho, Lorentz mostrou que a solução da equação de 
onda não-homogênea (em notação atual): 
 
                                         
2
2
2 2
1
( , )
F
F s r t
c t

 

,                                          (2.17) 
 
depende da posição da fonte ( , )s r t em um instante anterior ' /t t r c  , ou seja: 
 
                             3
1 1
( , ) ( , ' / )
4
F r t s r t t r c d r
r
    .                                   (2.18)  
 
                       Em 1895,[29] Lorentz usa esse resultado[30] para encontrar as 
soluções retardadas dos potenciais escalar ( , )r t  e vetor ( , )A r t , do tipo das 
expressões (2.9,2.10), e tomando como a fonte ( , )s r t , respectivamente, ( , )r t  
e ( , )J r t . Contudo, somente em 1904[31] é que Lorentz demonstrou a expressão  
(11). Ainda nesse trabalho, ele discute a arbitrariedade desses potenciais, 
afirmando que os potenciais o  e oA podem corresponder aos mesmos 
campos E  e B , desde que satisfaçam as relações:[5] 
 
                                oA A   ,            
1
o
c
   ,                         (2.19,2.20) 
 
e   satisfaça a equação de onda não-homogênea, 
 
                                    2
2
1 1
o oA
c c
      ,                                          (2.21) 
 
expressão essa que decorre do hoje `gauge’ de Lorenz-Lorentz, dada pela 
expressão (2.11). 
                       Apesar de todo o uso formal do potencial vetor A , conforme 
visto acima, não existia uma interpretação física para ele. Somente em 1959,[32] 
os físicos, o israelense Yaki Aharonov e o inglês David Bohm (1917-1992) 
apresentaram essa interpretação por intermédio da Eletrodinâmica Quântica, 
hoje conhecida como o efeito Aharonov-Bohm. Nesse artigo, eles mostram 
que a figura de interferência decorrente da difração de um feixe de elétrons que 
atravessa um anteparo com duas fendas (experiência ``tipo Young’’) pode ser 
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deslocada desde que, entre as fendas e por trás delas, se possa concentrar um 
campo magnético, de tal modo que este seja nulo na região da ``trajetória’’ do 
feixe de elétrons depois de difratado pelas duas fendas. Isto pode ser 
conseguido, segundo esses físicos, com um solenóide longo de dimensões 
transversais microscópicas. Assim, uma corrente estacionária no solenóide 
gera um fluxo   dado por:[32,33,34]      
 
                                              
C
B dS A d      ,                                     (2.22) 
 
onde C  é qualquer circuito envolvendo o solenóide. Embora o campo de 
indução magnética B  seja nulo fora do solenóide, o potencial vetor A , que 
satisfaz a expressão (2.16), deve permanecer finito em algum lugar ao longo do 
circuito C , de modo que a expressão (2.22) possa ser satisfeita, seja qual for o 
`gauge’ [vide expressão (2.15)] escolhido. O solenóide é envolvido por uma 
barreira de modo que não há interferência (``overlap’’) entre ele e as ``ondas’’ 
eletrônicas. Desse modo, inserindo-se uma escolha específica do potencial 
vetor na equação de Schrödinger (ver adiante essa equação) 
correspondente, por exemplo,[34] 
          
                                                   
2
A
r



 
  
 
                                               (2.23) 
 
em coordenadas cilíndricas, uma solução rigorosa daquela equação nos 
mostra que as franjas formadas em um anteparo colocado atrás do solenóide 
são deslocadas dependendo do fluxo  .  
                       Esse experimento proposto por Aharonov e Bohm mostra que, 
embora o campo B  seja nulo (e, portanto, também será nula a parte magnética 
da força de Lorentz LF  correspondente, pois: L
q
F v B
c
   [24]) ao longo da 
trajetória do feixe de elétrons (de carga q  e velocidade v ), ele implica um 
significado quântico especial para o potencial A  que transcende seu ``papel 
clássico’’ como mero artifício matemático para o cálculo desse potencial, bem 
como o do potencial elétrico [vide expressão (2.4)].[35] Mais adiante 
mostraremos que a conexão entre os potenciais eletromagnéticos clássicos 
( , A ) com os efeitos não-clássicos decorrentes desse experimento proposto é 
feita por intermédio do potencial quântico proposto por Bohm, em 1952, do 
qual trataremos a seguir. 
 
 
3)POTENCIAL QUÂNTICO. 
  A Mecânica Quântica Não-Relativista (MQNR) foi desenvolvida[36] 
entre 1925 e 1926 nos trabalhos dos físicos, os alemães Max Born (1882-1970; 
PNF, 1954), Ernst Pascual Jordan (1902-1980) e Werner Karl Heisenberg 
(1901-1976; PNF, 1932), o austríaco Erwin Schrödinger (1887-1961; PNF, 
1933), e o inglês Paul Adrien Maurice Dirac (1902-1984; PNF, 1933). Essa 
Mecânica é traduzida pela célebre equação de Schrödinger:[37] 
 
 8 
                                        
2
2
V i
m t


  
    
 
,                                           (3.1)    
 
onde ( , )r t  é a função de onda,   é o operador laplaciano e ( , )V r t é um dado 
potencial. 
                       Depois da proposta dessa equação, surgiu uma questão 
intrigante, qual seja, a de saber o significado de   , conhecida como função 
de onda de Schrödinger. Apesar de o próprio Schrödinger apresentar uma 
interpretação para ela,[38] a que hoje tem maior número de adeptos é a 
formulada por Born, em 1926,[39] que a considerou como uma amplitude de 
probabilidade. 
                       A essa interpretação de Born sobrepôs-se uma outra relevante 
questão. Será sempre possível observar uma grandeza física? A resposta a 
essa pergunta foi dada por Heisenberg, ao apresentar, em 1927,[40] o seu 
famoso princípio da incerteza: 
 
É impossível obter exatamente os valores simultâneos de duas variáveis, a não 
ser dentro de um limite mínimo de exatidão. 
 
                       A essas propostas de Born e de Heisenberg seguiu-se um 
formalismo matemático, a conhecida Mecânica Quântica Ondulatória de 
Schrödinger (MQOS),[41] segundo a qual os valores médios de uma 
determinada grandeza física são calculados por intermédio de  . Em vista 
disso, a questão central dessa Mecânica seria relacionar essa função de onda 
com a medida do observável desejado. Assim, desenvolveu-se a famosa teoria 
do colapso da função de onda. [42] 
                       As aplicações da relação de incerteza heisenbergiana e da teoria 
do colapso da função de onda discutidas acima foram (e ainda são!) motivo de 
muita discussão entre os físicos, principalmente pelos paradoxos que delas 
decorrem. Com efeito, a relação de incerteza heisenbergiana foi objeto de uma 
grande discussão entre os físicos, o germano-norte-americano Albert Einstein 
(1879-1955; PNF, 1921) e o dinamarquês Niels Henrik David Bohr (1885-1962; 
PNF, 1922), nos Quinto e Sexto Congressos de Solvay, de 1927 e 1930, 
respectivamente.[43] Essa discussão decorreu, basicamente, do fato de que 
Bohr aceitava a interpretação borniana da MQOS, conhecida como a famosa 
interpretação de Copenhague, e Einstein não a aceitava. Ou, em outras 
palavras: Bohr acreditava que   descrevia completamente a realidade física, 
enquanto Einstein não acreditava.  
                       Essa discussão entre Bohr e Einstein foi retomada quando 
Einstein e os físicos, o russo Boris Podolsky (1896-1966) e o norte-americano 
Nathan Rosen (1909-1955) afirmaram, em 1935,[44] o hoje famoso paradoxo 
de Einstein-Podolsky-Rosen ou paradoxo EPR: 
 
Se, sem perturbar um sistema físico, for possível predizer com certeza (isto é, 
com a probabilidade igual a um) o valor de uma quantidade física, então existe 
um elemento da realidade física correspondente a essa quantidade física. 
 
                       Esse paradoxo recebeu a imediata contestação de Bohr, 
primeiro por intermédio de uma carta que escreveu à Revista Nature dois 
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meses depois da publicação do artigo dos três físicos, na qual dizia que não 
concordava com as conclusões desse artigo, prometendo escrever um outro 
mais detalhado, o que realmente ocorreu, ainda em 1935.[45] 
                       Um outro aspecto desse paradoxo EPR foi apresentado, também 
em 1935,[46] por Schrödinger, assim enunciado: 
 
Seja uma caixa contendo uma substância radioativa, um detector de radiação 
(um contador Geiger, por exemplo), uma ampola de gás venenoso (gás 
cianídrico, por exemplo) e ainda um gato vivo. As coisas são dispostas de 
modo que haja cinqüenta por cento de probabilidade de o detector registrar 
uma desintegração (fixa-se uma duração para o ensaio). Se isso acontecer, a 
ampola quebra-se e o gato morre. Senão, continua vivo. 
 
                       Os paradoxos que acabamos de registrar questionam o conceito 
físico básico da interpretação indeterminista de Copenhague da MQOS, qual 
seja, o conceito da inseparabilidade quântica ou da não-localidade.[47] Aliás,  
essa interpretação já havia sido questionada pelo físico francês, o Príncipe 
Louis Victor Pierre Raymond de Broglie (1892-1987; PNF, 1929), em 1926-
1927,[48] ao aventar a hipótese da existência de ``variáveis ocultas’’ necessárias 
para evitar o indeterminismo da MQOS. A existência dessas ``variáveis’’ 
proporcionaria uma relação entre as grandezas físicas calculadas por essa 
Mecânica e possíveis movimentos mais internos dos sistemas quânticos, de tal 
modo que as médias das quantidades físicas decorrentes desses movimentos 
e calculadas por intermédio daquelas ``variáveis’’ reproduziriam os valores 
calculados quanticamente. Desse modo, tais ``variáveis’’ reporiam o 
determinismo na Física. 
                   A questão do determinismo em Física, iniciada por de Broglie, 
conforme vimos acima, foi retomada por Bohm, em 1952.[49] Nesses trabalhos, 
Bohm apresenta uma nova interpretação para a equação de Schrödinger  
para uma partícula sob a ação de um potencial ( )V r . Vejamos de que maneira. 
Partindo da expressão (3.1) e ao aplicar-lhe a seguinte transformação (em 
notação atual):[50] 
 
                                                  ( , ) ( , )exp ( , )r t r t iS r t  ,                          (3.2)  
 
onde   e S  são reais, Bohm obteve os seguintes resultados: 
 
                                            2
1
[ 2 ]
2
S S
t m

 

     

,                               (3.3) 
 
                               
2
2 21 ( )
2
S V
S
m t m m
 


        
.                               (3.4) 
 
                   Em continuação, Bohm considerou que (ainda na linguagem atual): 
 
                     2  ,        QBv S
m
  ,       
2 2
2
QBV
m



  ,                         (3.5-7) 
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onde  , QBv , QBV  e S  representam, respectivamente, a densidade de 
probabilidade, a velocidade quântica, o potencial quântico e a ação 
clássica. Desse modo, substituindo-se as expressões (3.5-7) nas expressões 
(3.3-4), obteve: 
 
                                                ( ) 0QBv
t



 

,                                          (3.8) 
 
                                       2
1
0
2
QB QB
S
mv V V
t
  
      
,                                    (3.9) 
 
expressões essas que apresentam a mesma estrutura das equações básicas 
da Dinâmica dos Fluidos,[51]respectivamente: equação da continuidade e 
equação de Euler.[52] 
                   Além do mais, ao aplicar o operador   à expressão (3.4), seguido 
de uma manipulação algébrica, Bohm demonstrou que: 
 
                         ( ) ( )QB QB
d
mv V V
dt
   .          ( )QB
d
v
dt t

  

            (3.10-11)          
  
                   Assim, segundo Bohm, essa nova interpretação da equação de 
Schrödinger para uma partícula sob a ação de um potencial ( )V r , traduzida 
pela expressão (3.10), indicava que, além desse potencial, a partícula estaria 
também sob a ação de um potencial quântico QBV , responsável por 
``possíveis movimentos mais internos dos sistemas quânticos’’.[53] Essa idéia 
de um novo potencial físico, que aproximaria a MQNR da Física Clássica, foi 
desenvolvida por Bohm e colaboradores,[54] assim como por outros físicos, e se 
constitui no que hoje se denomina Interpretação Causal da Mecânica 
Quântica ou Mecânica Quântica de de Broglie-Bohm (MQBB).[55] É oportuno 
destacar que, nos trabalhos de 1952, Bohm conseguiu explicar o paradoxo 
EPR usando a idéia desse novo potencial. Em vista disso, um grande desafio 
que se apresentou (e ainda se apresenta) para os partidários da MQBB é o de 
encontrar uma interpretação física para o potencial quântico de Bohm QBV .   
                   Uma provável interpretação física de QBV  seria a de que é este 
potencial quem confere as propriedades quânticas ao movimento de uma 
partícula,[56] conforme ficou evidenciado em diversos trabalhos nos quais foram 
reproduzidas ``trajetórias quânticas’’[57] de partículas. Por exemplo, C. 
Philippidis, C. Dewdney e Basil J. Hiley, em 1979,[58] reproduziram 
numericamente os experimentos de interferência de elétrons realizados por C. 
Jönsson, em 1961.[59] Mais tarde, em 1982,[60] Dewdney e Hiley também 
reproduziram numericamente as trajetórias seguidas pelos elétrons nos 
processos de tunelamento. Ainda em 1982,[61] Philippidis, Bohm e R. D. Kaye 
explicaram o efeito Aharonov-Bohm usando essa mesma interpretação. 
[Observe que a expressão (3.10) nos mostra que, mesmo quando 0V  , existe 
uma força resultante dependente de QBV ]. Essa interpretação também seria 
considerada por Dewdney, Peter R. Holland e A. Kyprianidis, em 1987,[62] para 
explicar correlações não locais em experimentos do tipo Stern-Gerlach.[63] 
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Para maiores detalhes sobre essa e outras possíveis interpretações de QBV  ver 
os textos indicados na Nota 55. 
                   Na conclusão deste artigo, os autores registram que uma série de 
resultados teóricos obtidos com a MQBB[64] confirmam a interpretação física de 
QBV  referida acima. Para a obtenção desses resultados, foram estudados 
sistemas físicos, conservativos ou não-conservativos (sendo estes 
dissipativos ou não-dissipativos) representados pela equação de 
Schrödinger, em seus dois aspectos, linear [expressão (3.1.)] e não-linear.[65]  
                   Dentre aqueles resultados, destacam-se: 1) os invariantes de 
Ermakov-Lewis; 2) a evolução do pacote de ondas associado à  partícula livre 
(PL) e ao oscilador harmônico dependente do tempo (OHDT); 3) o 
espalhamento de uma partícula livre por uma barreira (poço) de potencial.   
                   Em 1967,[66] H. R. Lewis demonstrou que uma quantidade 
conservada para o OHDT, caracterizado pela freqüência ( )t , é dada pela 
expressão: 
 
                                      2 2
1
[( ) ( ) ]
2
q
I q q 

   ,                                       (3.12)   
 
onde q  e   satisfazem, respectivamente, as equações: 
 
                             2( ) 0q t q  ,          2
3
1
( )t  

  .                         (3.13-14) 
 
                   Por outro lado, como as expressões (3.12-14) também já haviam 
sido obtidas por V. P. Ermakov, em 1880,[67] o problema de determinar os 
invariantes de sistemas físicos dependentes do tempo passou então a ser 
conhecido como o problema do invariante de Ermakov-Lewis (IE-L). Assim, 
se para um determinado sistema físico encontrarmos que: 
 
                                                0
dI
dt
 ,           0
dI
dt
 ,                             (3.15-16) 
 
afirmamos, respectivamente, que ele possui ou não um IE-L. 
                   Usando-se a MQBB[64] para os diversos sistemas físicos 
representados por equações de Schrödinger, linear e não-linear,[65] o cálculo 
de I, usando-se as expressões (3.12-14), é realizado considerando-se os 
conceitos de velocidade quântica e de potencial quântico [vide expressões 
(3.6-7)]. Desse modo, demonstra-se que alguns daqueles sistemas apresentam 
IE-L, e outros não.[68]   
                   A técnica que utilizamos para resolver o problema do IE-L  referido 
é ainda considerada para estudar a evolução do pacote de onda associado a 
um sistema físico. Assim, para o caso da partícula livre (PL), essa técnica 
permite demonstrar que: 
 
                                   
2
2 2 2
2
2 (1 )
( ) 1oa t a t t
 
 
 
   
 
,                                  (3.17) 
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com: 
 
                       
22 oma  ,         o
o
b
a


 ,        (0) oa a ,     (0) oa b ,         (3.18-21) 
 
onde ( )a t  representa a evolução temporal do pacote de onda debroglieano 
associado à PL e de largura inicial oa . É oportuno registrar que a evolução 
temporal do pacote de onda schrödingeriano é dada pela expressão:[69] 
 
                                                 
2
2 2
2
( ) 1o
t
a t a

 
  
 
,                                       (3.22)      
 
que nada mais é do que um caso particular da expressão (3.17) quando se faz 
0 0ob    . Comparando-se as expressões (3.17,22) observa-se que o 
pacote de onda da PL, calculado pela MQOS, espraia mais lentamente do que 
quando calculado pela MQBB.[70]  
                   Para o caso do OHDT, a evolução temporal de ( )a t , calculada pela 
MQBB, é dada por:[64] 
 
                  
22
2 2 2
2 2 2
2 1
( ) ( ) 1
( ) ( )
o
dt dt
a t a t
t t
 

   
       
                 
  ,            (3.23) 
 
onde ( )t satisfaz a expressão: 
 
                                              2( ) ( ) ( ) 0t t t    .                                        (3.24)    
 
                   Ao aplicarmos a expressão (3.23) para um caso particular de ( )t , 
considerado por A. Mostafazadeh,[71] J. Y. Ji, J. K. Kim e S. P. Kim,[72] C. F. 
Lo,[73] e G. S. Agarwal e S. A. Kumar, [74] verificamos que novos estados 
espremidos (``squeezed’’)[75] generalizados podem ser encontrados. Também 
observamos que a MQBB descreve melhor a situação física considerada do 
que a MQOS, uma vez que com MQBB podemos estabelecer uma conexão 
direta entre as soluções clássica e quântica. 
                   Por fim, vejamos o caso do espalhamento de uma partícula por 
uma barreira (poço) de potencial. No caso do tunelamento através de uma 
barreira numa região não-dissipativa [ ( , ) ,(0 ), ( , ) 0,( 0, )V x t V x L V x t x L     ], 
verificamos que os tratamentos via MQOS e MQBB dão os mesmos resultados. 
Contudo, enquanto a MQOS considera a continuidade da função de onda 
( , )x t e de sua derivada espacial (
x


) nos limites da barreira, a MQBB 
considera condições de contorno gerais envolvendo a continuidade da massa, 
do momento linear e da energia. Essas grandezas físicas são escritas em 
termos das expressões (3.6-7). 
                   Por outro lado, estudando o mesmo tunelamento através de uma 
barreira com borda aguçada (``sharp-edged’’) numa região dissipativa, 
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representada  pela equação de Kostin, a MQBB nos mostra que o coeficiente 
de transmissão diminui.  
                   Registre-se que o estudo do tunelamento por intermédio da MQBB 
apresenta uma grande vantagem, pois é possível deduzir expressões gerais 
para a probabilidade de transmissão, e compará-las com os resultados 
conhecidos da MQOS.[76]  
                   No caso do espalhamento de uma partícula por um poço de 
potencial [ ( , ) ,(0 ), ( , ) 0,( 0, )V x t V x L V x t x L      ], a MQBB reproduz os 
mesmos resultados da MQOS e, mais ainda, permite estudar o efeito 
Ramsauer-Townsend,[77] em regiões dissipativas kostiananas.[64]  
                   Do que vimos neste artigo, podemos concluir que existe bastante 
evidência teórica que leva a uma provável interpretação física dos potenciais 
maxwelliano (vetor: A ) e bohmiano (quântico: QBV ).    
 Notemos que a MQBB, assim como a MQOS, é incompleta e não-
causal.[78] 
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