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ABSTRACT
The main purpose of this work is to perform the symmetry classification of the coupled
systems of partial differential equations modelling flow in a collapsible tube and diffusion
phenomenon. The idea of symmetry is exploited in the two models of paramount impor-
tance in applications: the one-dimensional model of flow through a collapsible tube and
the coupled diffusion system. These models contain several unknown functions (tube
law, friction, diffusion coefficients etc.) the forms of which are specified via the method
of group classification.
The solution procedure to carry out the group classification involves the use of two
approaches. In both of them the first part of the classification procedure deals with
the execution of the usual approach of Lie to obtain the general form of the symmetry
generator and the determining equations for the underlying models. The second part is
concerned with the utilization of the structure of the low-dimensional Lie algebras and the
Lie algebras of higher dimension to find the symmetry operators admitted by the given
models. The procedure is continued until the functional forms of the unknown functions
are completely specified. The latter part is different for each approach. In one approach
no use of the equivalence transformations is required whereas for the other approach the
equivalence group is a necessary component. In the former the classification with respect
to the subalgebras of three- and four-dimensional Lie algebras is used. Thereafter the
symmetry analysis of every case arising from the classification is performed in order to
determine the maximal Lie symmetry algebra. On the other hand the equivalence group
is used to obtain the canonical forms of the symmetry operators which satisfy the models
under consideration. The canonical forms of the low-dimensional Lie algebras and the
Lie algebras of higher dimension provide a means to specify the arbitrary functions of
the models.
The secondary aim is to employ the symmetries to construct the invariant solutions
wherever applicable. The solution of the optimal system problem allows the classification
of all the invariant solutions, i.e. solutions that are left unchanged by subalgebras of the
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symmetry Lie algebra. The invariant solutions of a given equation satisfy an equation
with a reduced number of the independent variables.
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INTRODUCTION
Several real-world models are formulated in terms of partial differential equations (PDEs).
Quite often these models involve parameters, arbitrary elements or functions which may
not be straightforwardly determined through experiment. In such situations the ability
to predict the results becomes the sole test for the suitability of unknown parameters.
The symmetry principle [10, 65, 67] which presumes that nature prefers maximally sym-
metric models has proven to be a powerful tool in determining these unknown parameters
appearing in physical models. For instance Newton’s inverse square law can be obtained
solely from the symmetry principle. Once the unknown parameters of a model are de-
termined, the next logical step is to find its solutions given a set of initial or boundary
conditions. Depending upon the nature of the problem being investigated, one might
be interested in obtaining numerical or analytical solutions and to compare them with
experimental results.
Many branches of mathematics deal with techniques for obtaining solutions for PDEs.
From the late 1950s Lie group analysis, also known as Lie group theory or Lie symmetry
analysis of differential equations (DEs) and its extensions, has proven to be a powerful
technique in finding the closed-form solutions of DEs. The Lie group theory combines
analysis and algebra, and was initiated by the Norwegian mathematician Sophus Lie.
Marius Sophus Lie was born on December 17, 1842, in Nordfjordied, Norway. He was
the penultimate child of the seven children of the protestant minister Johan Herman Lie
and Mette Maren, ne´e Stabell. While at university Lie attended lectures on the works of
Abel and Galois on algebraic equations given by Ludvig Sylow. It became clear during
the year 1868 which branch of mathematics that Lie would follow after studying papers
on geometry by Julius Plu¨ker and Jean Victor Poncelet. In 1869 during his visit to
Berlin Lie met Felix Klein, a student of Plu¨ker, and later collaborated with him. Their
collaboration on transformation groups was fruitful and would later result in publication
of several papers including Klein’s Erlangen Program [38]. In 1870 Lie and Klein met
again in Paris. It was during his temporary stay in Paris that Lie discovered contact
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transformations. Their collaboration spanned about three years from 1869. From 1871
Lie began the study of PDEs using his new ideas on geometry and towards the end of
1874 Lie’s theory of continuous transformation groups was born.
After having studied the theory of algebraic equations by E´variste Galois (a French
mathematician who continued the work of Lie’s countryman, Niels Henrik Abel), Lie
began to explore PDEs. His dream was to develop a similar theory for DEs. In a letter
dated 1874 to his friend Adolph Mayer Lie wrote [7]
In the theory of algebraic equations before Galois only these questions were
proposed: Is an equation solvable by radicals, and how is it to be solved?
Since Galois, among other questions proposed is this: How is an equation to
be solved by radicals in the simplest way possible? I believe the time is come
to make a similar progress in differential equations.
The dream of Lie in developing a ‘Galois theory’ for differential equations could not come
to pass. E´mile Picard who was one of the French mathematicians who got interested in
Lie’s theory of continuous groups, together with his colleagues sent Arthur Tresse and
Ernest Vessiot to study under Lie for a semester. It was years later after Lie’s death that
his ideas became a basis for Picard and Vessiot to somehow generalize Galois theory to
DEs. Hawkins [26, 27] gives an in-depth study on how the theory of Lie groups originated.
Lie’s seminal work on Lie groups (originally known as theory of continuous transformation
groups) was not widely known and accepted in the mathematical community of his time.
In September, 1884, Klein and Mayer sent their able student, Friedrich Engel, to help
Lie in the edition of his work. This collaboration culminated in the publication of three
volumes of Lie’s work under the title Theorie der Transformationsgruppen [41] between
1888 and 1893. This was the fundamental work of Lie with the assistance of Engel. The
reference [77] gives a complete bibliography of all Lie’s published work.
Sophus Lie died on February 18, 1899 and his theories have become tools for understand-
ing and solving problems in all areas of science and engineering today. This is indeed a
confirmation of his words [77]:
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I am certain, absolutely certain that . . . these theories will be recognized as
fundamental at some point in the future.
The testimony below is a summary of his life and work [22]:
My life is actually quite incomprehensible for me. As a young man, I had no
idea that I was blessed with originality. Then, as a 26-year-old, I suddenly
realized that I could create. I read a little and began to produce. In these
years, 1869–1874, I had a lot of ideas which, in the course of time, I had
developed only very imperfectly.
In particular, it was group theory and its great importance for the differential
equations which interested me. But publications in this area went woefully
slow. I could not structure it properly, and I was always afraid of making
mistakes. Not the small inessential mistakes . . . No, it was the deep-rooted
errors I feared. I am glad that my group theory in its present state doesn’t
contain any fundamental errors.
This is a brief historical background on Sophus Lie. More can be found in [7, 22, 87, 88,
89]. There are many great mathematicians not mentioned who contributed to his work
and those who were (and still influenced) by his theories. A more detailed account on
the life and work of Lie is given in Stubhaug [77] and the references therein.
The theory of Lie groups is a local theory. In simple terms it means that the group
of transformations is only defined in the neighbourhood of the identity transformation.
Lie discovered that the better way to understand Lie groups was to investigate the
corresponding vector fields (also known as infinitesimal generators or symmetries) and
he was able to relate the theory to its infinitesimal group, i.e. its Lie algebra as it is
called today in his honour. Working simultaneously but independently of Lie, Wilhelm
Killing also studied the relationship between Lie groups and Lie algebras.
The original Lie group theory was extended to a global theory in the 1930s by E´lie Cartan
and Herman Weyl. Cartan was a former classmate of Tresse in Paris’ famous college,
l’E´cole Normale Supe´rieure, the institution where most renown French mathematicians
3
including Galois studied. Cartan improved the work of Killing and built on it after being
encouraged to do so by Tresse and later, Weyl in turn built upon the work of Cartan.
Emmy Noether [64] used some of these ideas in the early 1900s and succeeded in proving
the correspondence between symmetries of a variational problem and the conservation
laws of the Euler–Lagrange equations. Chevalley [14] and those that followed continued
to work on Lie groups around the middle of the 20th century. From the late 1950s to
the 1960s Morozov [56] and Mubarakzyanov [57, 58, 59, 60] worked on the classification
of Lie algebras and others that have followed since such as Patera and Winternitz [69],
Turkowski [80] and Mahomed [46] just a few to mention.
Around the mid-1980s Lie group theory was made popular in South Africa by P. G. L.
Leach and his student, Fazal M. Mahomed1[45]. Thereafter this area of study has been
attracting many of researchers even from other disciplines in which differential equations
play important role. Nowadays modern group analysis brings together many researchers
in various fields of natural sciences and engineering. Lie symmetry theory plays a pivotal
role in fluid or solid mechanics, modern physics, biological and physical systems, stochas-
tic forecasting in finance and meteorology and across all areas in engineering technology.
Despite efforts to popularize Lie’s work through publications, the application of Lie
group theory to DEs remained dormant until Ovsiannikov [66] revived it in the late
1950s. Thereafter, the Lie group theory has been applied in many problems (described
by linear or nonlinear equations) modelling some physical or abstract phenomena. The
basic theory and developments in the Lie group analysis of differential equations can be
obtained from [9, 10, 32, 33, 65, 67] and the literature that followed, some of which are
unpublished lecture notes and theses [20, 43, 46, 66, 81].
The mathematical formulation of symmetries was already present in the theory of alge-
braic equations as developed by Galois. In fact he introduced and established the concept
of group (see Stubhaug [77], p.114). Lie discovered that the concept of symmetry could
be used to obtain solutions of DEs. He considered only the local symmetries (point and
contact symmetries). Point symmetries depend only upon independent and dependent
1I was introduced to the Lie group theory of differential equations by Prof. F. M. Mahomed about a
decade ago. Ever since then my main concentration has been in application of Lie group theory to solve
differential equations modelling various phenomena [51, 52, 53, 54].
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variables, whereas contact symmetries can also depend upon the first-order derivatives
of the dependent variables. From around 1970s until today there has been an interest in
exploring nonlocal symmetries (see [1, 9, 16, 61] just a few to mention). These are the
symmetries that depend on integrals of the dependent variables.
Ever since the revival of the application of Lie group theory to DEs, Lie’s work has
been developed with many topics having being researched and continue to be researched.
These include the following: Generation of new solutions from known ones, linearization
of ordinary differential equations (ODEs) and PDEs, construction of equivalence group,
solving group classification problems, reductions of PDEs (by invariant or similarity so-
lutions), construction of generalized local symmetries and nonlocal symmetries, solving
initial and boundary value problems, approximate symmetries, symmetries of stochastic
DEs, symmetries of integro differential equations, symmetries of difference equations,
symmetries of functional DEs, symmetries of geodesic equations, construction of conser-
vation laws, construction of invariants of algebraic equations and DEs etc.
Roughly, a symmetry is a change or transformation that leaves an object apparently
unchanged. For instance any rotation of a circle about its centre is a symmetry. Different
objects can have different degrees of symmetries: intuitively a circle has more symmetries
than a rectangle. Therefore symmetry can be employed as a classification criterion. In the
case of DEs a symmetry is an invertible transformation of the dependent and independent
variables that does not affect the form of the underlying equation or system of equations.
Looking at a DE one can deduce symmetries like translations, scalings and rotations.
Certain discrete transformations can also be deduced by inspection. In general finding
all the symmetries is a difficult task and requires an algorithmic approach. If we consider
symmetries that depend continuously upon a one-parameter and that constitute a group,
we can use Lie’s algorithm to compute them. In this algorithm the symmetry conditions
(also known as the determining equations) upon expansion yield an over-determined
system of linear homogeneous PDEs which are solved for symmetries.
Most problems even of no interest generating the determining equations turns out to be
tedious. Fortunately Lie’s method for calculating symmetries is algorithmic and can be
implemented using packages for symbolic computation (Mathematica, Maple, Reduce,
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MuPad, . . . ). In this work we use the program, YaLie [19], written in Mathematica for
the generation and manipulation of the determining equations for symmetries.
When the original system contains arbitrary elements (parameters or functions), the
consistency conditions of the determining equations provide a means to specify their
forms. This is the essence of the group classification method. The importance of group
classification stems from the fact that many models in application contain parameters
which cannot be determined from any known physical law, but some of them can be
found through experiment. However, by analyzing the consistency conditions of the
determining equations we are able to identify maximally symmetric submodels. The
problem of group classification of a DE is quite difficult compared with just calculating
symmetries.
The approach by Ovsiannikov [66, 67] for solving a group classification problem is founded
on the idea of an equivalence transformation connected to an identity, which is a Lie vector
field acting in the extended space of independent variables, dependent variables, functions
and their derivatives leaving unchanged the underlying equation. After obtaining the
equivalence group, one constructs the optimal system [24, 65, 66, 67] of the subgroups of
the (equivalence) group. The use of the optimal system reduces the task of searching for
all the possible invariant solutions.
The basic or classical Lie technique is not effective when the underlying equation involves
arbitrary functions which depend upon both independent and dependent variables, or
even the first order derivatives of the dependent variables, that is, the technique would
fail to classify the arbitrary functions completely. It is more desirable to perform the
complete group classification, but in some problems of interest the analysis of the deter-
mining equations can be quite challenging. In such a case one can employ the method of
preliminary group classification [21, 29, 30]. The results of the preliminary group clas-
sification could then be used to obtain solutions for the known models. However, when
the determining equations are difficult to analyze, an approach based upon abstract Lie
algebras of low dimension discussed in [5, 86] can be used. Also the classification with
respect to low-dimensional Lie algebras was used for ODEs by Mahomed and Leach [47].
Thus depending upon the type of problem at hand solving the problem of group clas-
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sification completely requires combining the standard Lie approach and the approach
based on the structure of low-dimensional Lie algebras and the Lie algebras of higher
dimension. Also the direct approach of Lie can be employed provided the analysis of
the determining equations which include those of the arbitrary elements (compatibility
conditions) can be handled without much difficulty [51, 82].
We anticipate that the determining equations and the classifying relations for the models
investigated in this work may be complicated and difficult to analyze. Therefore we use
both the classical Lie approach and the approach based upon the structure of Lie algebras
for group classification.
It is well-known in most applications that from a computational standpoint ODEs are
easier to solve compared to PDEs. Thus in many applications it is desirable to be able
to reduce PDEs to ODEs or at least reduce the number of independent variables. The
reduced system is easier to analyze both numerically and analytically than the original
system. Therefore, whenever the need arises, the symmetries are used to construct the in-
variant solutions; the invariant solutions in turn are used to reduce the underlying system
of PDEs to the systems of ODEs which could be solved or approximated numerically.
The outline of this work is given below.
The thesis comprises two parts. Part I is devoted to collapsible tube models and Part II
deals with systems of coupled diffusion equations. In the preliminary chapter we provide
the mathematical techniques that are used to analyze the models under consideration.
In other words we present the basic theory to execute Lie’s algorithm. This includes
notations, definitions, theorems and examples.
Chapters 2 and 3 concentrate upon the group classification of the collapsible tube models.
The former is concerned with a general model while the later involves the model which
incorporates the tension and curvature of the tube wall. We use the classification with
respect to the subalgebras of three- and four-dimensional Lie algebras. Even though
this classification provides a way to specify the unknown functions of the model under
study, the maximal Lie symmetry algebra is not guaranteed. In order to achieve the
maximal symmetry Lie algebra, the group analysis of each of the cases obtained via the
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classification is performed.
A general coupled diffusion system and its special case which has applications in soil
science are treated in Chapters 4 and 5 respectively. The classification is performed
up to an equivalence group, that is, the equivalence transformations are used to find
the canonical forms of the symmetry generators (operators) which satisfy the underlying
models. As a result the arbitrary functions which appear in the models are specified.
Finally we summarize our investigations and make suggestions for further work.
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Chapter 1
Lie-Point Symmetries of Differential
Equations
In this Chapter we introduce mathematical techniques that are used throughout this work
based upon references [33, 48, 81], that is, we present the basic theory on Lie symmetry
method for DEs. We adopt some examples, notations and most of the definitions and
theorems from these references. Precisely we discuss Lie’s algorithm for the calculation
of infinitesimal generators or symmetries. A special emphasis is put upon the use of
symmetries to find invariant solutions. Also a brief discussion on the application of the
Lie symmetry theory in calculating the equivalence transformations is given. For more
knowledge on the basic theory and some advanced concepts on symmetry analysis of
DEs the texts [10, 33, 65, 67] can be consulted. The extensive collection of results on Lie
group theory of DEs obtained by Lie himself and those that followed who embraced and
developed his ideas is given in [32]. The new results and ideas in this field of research
can be found in recent publications of which some are given in the Bibliography.
1.1 Differential equations
Definition 1.1.1. A kth-order (k ≥ 1) system E of s differential equations is defined by
Eσ(x, u, u(1), . . . , u(k)) = 0, σ = 1, . . . , s, (1.1)
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where u ≡ (u1, u2, . . . , um) is the dependent vector, x ≡ (x1, x2, . . . , xn) is the indepen-
dent vector and u(1), u(2), . . . , u(k) are respectively the collection of all first, second, up to
kth-order partial derivatives. In expanded form
u(1) = {uαi }, u(2) = {uαij}, . . . , u(k) = {uαi1,···,ik},
where α = 1, . . . , m; i, j, i1 · · · , ik = 1, . . . , n.
The equations appearing in (1.1) are of maximal order k. In many applications s = m,
i.e., the number of equations is equal to the number of unknowns.
Note that the system (1.1) becomes a system of ODEs if n = 1. Otherwise it is a system
of PDEs.
The following is assumed throughout this thesis:
• The solutions and transformations of all system of DEs are locally analytic functions
of their arguments.
• The system Eα is locally solvable, i.e, given any point (x0, u0, u(1)0, . . . , u(k)0) on the
Eq. (1.1) there must pass a solution u = h(x) of Eα.
• The rank of the Jacobian matrix
(
∂Eν
∂xi
· · · ∂E
ν
∂uαi1···ik
)
is s on (1.1).
Definition 1.1.2. A system E is of maximal rank s if it satisfies the maximal rank
condition.
The maximal rank condition gives an assurance that a system of DEs can be written in
solved form, meaning that the derivatives can be isolated on the left hand side.
Example 1.1.1. In order to illustrate the maximal rank condition, we calculate the
Jacobian matrix for the heat equation above, i.e., if
E ≡ ut − uxx = 0,
then the Jacobian matrix with respect to all the variables is(
∂E
∂t
,
∂E
∂x
,
∂E
∂u
,
∂E
∂ut
,
∂E
∂ux
,
∂E
∂utx
,
∂E
∂utt
,
∂E
∂uxx
)
= (0, 0, 0, 1, 0, 0, 0,−1)
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which is of rank 1 on E = 0. Hence the maximal rank condition is satisfied.
However, the Jacobian matrix for
E˜ ≡ (ut − uxx)2 = 0
is (0, 0, 0, 0, 0, 0, 0, 0) on E˜ = 0, meaning that the maximal rank condition is not satisfied.
It is true that (ut − uxx)2 = 0 could be simplified to ut − uxx = 0 which satisfies the
maximal rank condition. Thus the maximal rank condition is not a sufficient condition
for E to be consistent.
From now throughout the chapter we use system E and system (1.1) interchangeably.
1.2 One-parameter group of transformations
Definition 1.2.1. A symmetry transformation of the system (1.1) is an invertible trans-
formation of the variables x and u, namely
x¯i = f i(x, u), u¯α = φα(x, u), i = 1, . . . , n; α = 1, . . . ,m, (1.2)
that leaves (1.1) form-invariant in the new variables x¯ and u¯, i.e.,
Eσ(x¯, u¯, u¯(1), . . . , u¯(k)) = 0, σ = 1, . . . , s (1.3)
whenever (1.1) is satisfied.
Example 1.2.1. The heat equation
ut − uxx = 0
is invariant under the transformations t¯ = t, x¯ = x, u¯ = au for a ∈ IR+.
The examples of transformations illustrated above are easy to deduce from the corre-
sponding equations, but in general the calculation of symmetry transformations (1.2)
admitted by the system (1.1) leads to nonlinear equations which are not easy to solve.
However, if we consider symmetries that depend on a small parameter and that form
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a one-parameter group of transformations, we can ‘linearize’ these equations and easily
solve them: this is an important discovery made by Sophus Lie. The transformation
groups can be either local or global, they can be of continuous, discontinuous and mixed
type. This thesis concentrates on continuous one-parameter local groups.
Definition 1.2.2. A set G of transformations
Ta : x¯
i = f i(x, u, a), u¯α = φα(x, u, a), i = 1, . . . , n; α = 1, . . . ,m, (1.4)
where a is a real parameter which continuously takes values in a neighbourhood D ⊂ IR
of a = 0 and f i, φα are differentiable functions, is a continuous one-parameter (local) Lie
group of transformations in IRn+m provided the group properties of closure, identity and
inverses are satisfied, namely:
(i) Closure. If Ta, Tb ∈ G and a, b ∈ D′ ⊂ D, then
TaTb = Tc ∈ G, c = ϕ(a, b) ∈ D.
(ii) Identity. There exists T0 ∈ G such that
T0Ta = TaT0 = Ta
for any a ∈ D′ ⊂ D. T0 is known as the identity of the group.
(iii) Inverses. There exists T−1a = Ta−1 ∈ G, a−1 ∈ D such that
T−1a Ta = TaT
−1
a = T0 ,
for any Ta ∈ G, a ∈ D′ ⊂ D.
In the sequel we use the term ‘a one-parameter group’ to mean a continuous one-
parameter (local) group.
Example 1.2.2. The set of transformations
Ta : x¯ = (1 + a)x, u¯ = (1 + a)u, a ∈ IR+,
forms a one-parameter group.
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The composition of the above transformations is
x¯ = (1 + b)x¯ = (1 + b)(1 + a)x = (1 + a+ b+ ab)x.
Similarly
u¯ = (1 + a+ b+ ab)u.
Therefore
x¯ = (1 + c)x, u¯ = (1 + c)u,
where c = ϕ(a, b) = a+ b+ ab.
The closure property is established since TbTa = Tc ∈ G, c = a + b + ab > −1. Since
x¯ = x, u¯ = u when a = 0, T0 is the identity. It can be shown that the group property of
inverses hold. Hence, Ta is a one-parameter group known as the scaling group.
The choice of the parameter of a one-parameter group is not unique. Different choices
of this parameter might produce different composition laws. It is desirable to have an
additive composition law.
Definition 1.2.3. A group parameter a is canonical if the group composition law is
additive, i.e. ϕ(a, b) = a+ b.
The following theorem shows that a canonical parameter can always be constructed.
Theorem 1.2.1. For any composition law ϕ(a, b), there exists a canonical parameter a˜
defined by
a˜ =
∫ a
0
da′
χ(a′)
,
where
χ(a′) =
∂ϕ(a′, b)
∂b
∣∣∣
b=0
.
Example 1.2.3. Considering the one-parameter group of transformations from Example
1.2.2,
Ta : x¯ = (a+ 1)x, u¯ = (a+ 1)u, a ∈ IR+,
it has been shown that the composition law is ϕ(a, b) = a+ b+ ab. Hence the parameter
a is not canonical. Using Theorem 1.2.1 above we have
χ(a′) =
∂(a′ + b+ a′b)
∂b
∣∣∣
b=0
= 1 + a′
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and
a˜ =
∫ a
0
da′
1 + a′
= ln(1 + a).
Therefore written in the new parameter the group consists of the transformations
Ta˜ : x¯ = e
a˜x, u¯ = ea˜u, a˜ ∈ IR .
It can be checked that the composition law is now
ϕ˜(a˜, b˜) = a˜+ b˜ .
Thus the new parameter is canonical.
From now we assume that group parameters are canonical.
Infinitesimal generator and Lie’s equations
Lie’s theory allows the construction of one-parameter group elements from their first-
order approximations
x¯i ≈ xi + aξ(x, u), u¯α ≈ uα + aηα(x, u). (1.5)
Equation (1.5) is the first-order Taylor expansion of Ta about a = 0 with the initial
conditions
f i|a=0 = xi, φα|a=0 = uα.
Hence we have
ξi(x, u) =
∂f i(x, u, a)
∂a
∣∣∣
a=0
, ηα(x, u) =
∂φα(x, u, a)
∂a
∣∣∣
a=0
. (1.6)
The vector (ξi, ηα) is the tangent vector at (x, u) to the curve (x¯, u¯) parametrized by a.
The first-order approximations (1.5) can be written as
x¯i ≈ (1 + aX)xi, u¯i ≈ (1 + aX)uα,
where
X = ξi(x, u)
∂
∂xi
+ ηα(x, u)
∂
∂uα
· (1.7)
The differential operator (1.7) is called the infinitesimal generator or vector field of the
group G. It is also known as the symmetry generator (operator).
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Theorem 1.2.2. For any given infinitesimal transformations (1.5), or an infinitesimal
generator, X, the corresponding one-parameter group G is obtained by solution of the
Lie equations
dx¯i
da
= ξi(x¯, u¯),
du¯α
da
= ξα(x¯, u¯) (1.8)
subject to the initial conditions
x¯i|a=0 = xi, u¯α|a=0 = uα .
The solution of Lie equations (1.8) involves exponentiating the generator X, i.e.,
x¯i = exp(aX)xi, u¯α = exp(aX)uα, (1.9)
where
exp(aX) = 1 + aX +
a2
2
X2 + · · · =
∞∑
j=0
aj
j!
Xj (1.10)
is known as the Lie series operator.
Example 1.2.4. Consider the following infinitesimal transformations
x¯ ≈ x− au, u¯ ≈ u+ ax
or equivalently
X = −u ∂
∂x
+ x
∂
∂u
·
The corresponding Lie’s equations are
dx¯
da
= −u¯ subject to x¯|a=0 = x.
du¯
da
= x¯ subject to u¯|a=0 = u.
The solution of these equations leads to the one-parameter group (rotation group):
x¯ = x cos a− u sin a, u¯ = x sin a+ u cos a, −pi < a < pi.
Alternatively we can use the exponential map (1.9) in the form
x¯ = eaX(x), u¯ = eaX(u),
where the generator X is as given above and eaX is defined by (1.10).
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Invariants
Definition 1.2.4. A point (x, u) ∈ IRn+m is an invariant point if it remains unchanged
by every transformation of a group G, i.e.,
(x¯, u¯) = (x, u) ∀ a ∈ D′ ⊂ D.
Theorem 1.2.3. A point (x, u) ∈ IRn+m is an invariant point of a groupG with generator
X = ξi(x, u)
∂
∂xi
+ ηα(x, u)
∂
∂uα
if and only if
ξi(x, u) = ηα(x, u) = 0.
Definition 1.2.5. A function F (x, u) is an invariant of a group G if and only if
F (x¯, u¯) = F (x, u) ∀ x, u, a ∈ D′ ⊂ D.
Theorem 1.2.4. A function F (x, u) is an invariant of a group G with the generator X
if and only if
X(F ) = 0. (1.11)
The characteristic system for Eq. (1.11) is given by
dx1
ξ1(x, u)
= · · · = dx
n
ξn(x, u)
=
du1
η1(x, u)
= · · · = du
m
ηm(x, u)
·
Thus an arbitrary invariant F (x, u) of the group G is
F = Λ (I1(x, u), . . . , Im+n−1(x, u)) ,
where I1(x, u), . . . , Im+n−1(x, u) is called a basis of invariants of G (i.e., group G has
exactly m + n − 1 functionally independent invariants). The basis is not unique. One
can take, as basic invariants, the left hand side of m+ n− 1 first integrals
I1(x, u), . . . , Im+n−1(x, u) = cm+n−1.
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Canonical variables
Definition 1.2.6. Two groups are similar if one can be transformed into the other by
means of a suitable point change of variables.
Theorem 1.2.5. Every one-parameter group has canonical variables.
Proof. Using the chain rule we find that under the change of variables,
yi = hi(x, u), vα = θα(x, u),
the generator X transforms as
X = ξi(x, u)
∂
∂xi
+ ηα(x, u)
∂
∂uα
= ξi
(
∂hk
∂xi
∂
∂yk
+
∂θβ
∂xi
∂
∂vβ
)
+ ηα
(
∂hk
∂ui
∂
∂yk
+
∂θβ
∂ui
∂
∂vβ
)
=
(
ξi
∂hk
∂xi
+ ηα
∂hk
∂uα
)
∂
∂yk
+
(
ξi
∂θβ
∂xi
+ ηα
∂θβ
∂uα
)
∂
∂vβ
= X(hk)
∂
∂yk
+X(θβ)
∂
∂vβ
·
In more suggestive form
X = X(yk)
∂
∂yk
+X(vβ)
∂
∂vβ
·
Then the coefficient operators X(yk) and X(vβ) are written in terms of the new variables
(y, v) which can be reduced to translation along one of the directions and are known as
canonical variables.
Remark. One-parameter groups defined by transformations (1.4) can be transformed
to a translation group
y¯ 1 = y1 + a, y¯ 2 = y2, . . . , y¯ n = yn, v¯ 1 = v1, . . . , v¯ m = vm
with generator
X =
∂
∂y1
·
Canonical variables (y, v) for translations along the y1 axis are determined by solution
of the system
X(y1) = 1, X(y2) = 0, . . . , X(yn) = 0, X(v1) = 0, . . . , X(vm) = 0. (1.12)
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In order to solve system (1.12) we require a basis of invariants and a solution ofX(y1) = 1.
Example 1.2.5. Consider the rotation group with generator X in the (x, y) plane given
by
X = −y ∂
∂x
+ x
∂
∂y
·
Canonical variables for rotation along the v axis are obtained from the system
X(u) = 0, X(v) = 1,
i.e.,
−y∂u
∂x
+ x
∂u
∂y
= 0, −y ∂v
∂x
+ x
∂v
∂y
= 1.
Solving the first system, we write the corresponding characteristic system:
dx
−y =
dy
x
=
du
0
·
Therefore the basis invariant is x2 + y2 = c1, the arbitrary invariant is u = c2 and the
general invariant is u = f(x2 + y2).
Likewise the invariants of the second system which are in terms of v can be found.
1.3 Prolongation formulas
The transformations (1.4) form a symmetry group G of the system E if its invariant form
(1.3) is satisfied whenever equation (1.1) holds. The transformed derivatives in (1.3) are
obtained by employing the chain rule, Di = Di(f
j)D¯j, where
Dj =
∂
∂xj
+ uαj
∂
∂uα
+ uαjk
∂
∂uαk
+ · · · ; uαj = Dj(uα) , uαjk = Dj(uαk ),
is the total derivative operator with respect to xi, as is D¯i for the transformed variables.
Applying Di = Di(f
j)D¯j on u¯
α and using the form of u¯α from (1.4) on the left hand side
of the result, we arrive at
Di(φ
α) = Di(f
j)D¯j(u¯
α) ,
= Di(f
j)u¯αj .
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When one expands the last equation yields(
∂f j
∂xi
+ uβi
∂f j
∂uβ
)
u¯αj =
∂φα
∂xi
+ uβi
∂φα
∂uβ
· (1.13)
Now we solve equation (1.13) to get u¯αi = ψ
α
i (x, u, u(1), a). It can be verified that ψ
α
i |a=0 =
uαi and u¯
α
i = ψ
α
i (x, u, u(1), a) is locally solvable for u(1) given small a.
The transformations (1.2) together with the transformations u¯(1) = ψ(x, u, u(1), a) form
a one-parameter group, G[1], which is the first prolonged group acting on the space
(x, u, u(1)). In similar fashion higher-order prolonged (extended) groups G
[2] up to G[k]
can be obtained.
Let the infinitesimal transformations of the extended groups G[1] up to G[k] be given by
(1.5) and
u¯αi ≈ uαi + aζαi (x, u, u(1)),
u¯αij ≈ uαij + aζαij(x, u, u(1), u(2)), (1.14)
...
u¯αi1···ik ≈ uαi1···ik + aζαi1···ik(x, u, u(1), . . . , u(k)).
Then the functions ζs are given recursively by the prolongation formulae,
ζαi = Di(W
α) + ξjuαji,
ζαij = DiDj(W
α) + ξkuαkj, (1.15)
...
ζαi1···ik = Di1 · · ·Dik(Wα) + ξjuαji1···ik ,
where
Wα = ηα − ξjuαj
is the so-called Lie characteristic function. Equivalently the formulae (1.15) can be
written as
ζαi = Di(η
α)− uαjDi(ξj),
ζαij = Dj(ζ
α
i )− uαilDj(ξl), (1.16)
...
ζαi1···ik = Dik(ζ
α
i1···ik−1)− uαi1···ik−1lDik(ξl).
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We now illustrate how to obtain one of the prolongation formulae (1.15), say, ζαi . Consider
Di(φ
α) = Di(f
j)u¯αj . Using the infinitesimal transformations (1.5) and u¯
α
i from (1.14),
we obtain
uαi + aζ
α
i + au
α
jDi(ξ
j) = uαi + aDi(η
α).
Therefore we have
ζαj = Di(W
α) + ξjuαji,
where the Einstein summation convention is adopted.
The corresponding prolonged generators of the prolonged groups G[1] up to G[k] are
X [1] = ξi(x, u)
∂
∂xi
+ ηα(x, u)
∂
∂uα
+ ζαi (x, u, u(1))
∂
∂uαi
, (1.17)
...
X [k] = ξi(x, u)
∂
∂xi
+ ηα(x, u)
∂
∂uα
+ ζαi (x, u, u(1))
∂
∂uαi
+ · · ·
+ζαi1···ik(x, u, . . . , u(k))
∂
∂uαi1···ik
, (1.18)
where X [1] is the first prolongation of X. The converse is also true in that, given the
prolonged operators (1.18) or their corresponding infinitesimal transformations (1.5),
we can find the respective one-parameter prolonged groups. This is achieved by using
Theorem 1.2.2 or the exponential map for the prolonged variables.
Definition 1.3.1. A differential function, F (x, u, u(1), . . . , u(p)) for p ≥ 0, is a pth-order
differential invariant of a group G if
F (x, u, u(1), . . . , u(p)) = F (x¯, u¯, u¯(1), . . . , u¯(p)),
i.e., F is invariant under the prolonged group G[p], where for p = 0, u(0) ≡ u and G[0] ≡ G.
Theorem 1.3.1. A differential function, F (x, u, u(1), . . . , u(p)) for p ≥ 0, is a pth-order
differential invariant of a group G if
X [p](F ) = 0, (1.19)
where X [p] is the pth prolongation of X and for p = 0, X [0] ≡ X.
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The differential invariants can be obtained by solving the characteristic equations for
Eq. (1.19).
Example 1.3.1. The prolongation of the operator
X = ξ(x, y)
∂
∂x
+ η(x, y)
∂
∂y
for a second-order ODE with y depending on x is given by
X [2] = X + ζ1
∂
∂y′
+ ζ2
∂
∂y′′
·
The variables ζi, defined in (1.16) are
ζ1 = Dx(η)− y′Dx(ξ)
= ηx + (ηy − ξx)y′ − y′2ξy, (1.20)
ζ2 = Dx(ζ1)− y′′Dx(ξ)
= ηxx + y
′(2ηxy − ξxx) + y′2(ηyy − 2ξxy)− y′3ξyy + y′′(ηy − 2ξx − 3y′ξy).(1.21)
Example 1.3.2. For a second-order PDE having dependent variable, u, and independent
variables, (t, x), we have
X = ξ1(t, x, u)
∂
∂t
+ ξ2(t, x, u)
∂
∂x
+ η(t, x, u)
∂
∂u
,
X [2] = X + ζt
∂
∂ut
+ ζx
∂
∂ux
+ ζtt
∂
∂utt
+ ζtx
∂
∂utx
+ ζxx
∂
∂uxx
,
where
ζt = Dt(η)− utDt(ξ1)− uxDt(ξ2)
= ηt + ut(ηu − ξ1t )− u2t ξ1u − uxξ2t − uxutξ2u , (1.22)
ζx = Dx(η)− utDx(ξ1)− uxDx(ξ2)
= ηx + ux(ηu − ξ2x)− u2xξ2u − utξ1x − uxutξ1u, (1.23)
ζtt = Dt(ζt)− uttDt(ξ1)− utxDt(ξ2)
= ηtt + 2utηtu + uttηu + u
2
tηuu − 2uxtξ2t − uxξ2tt − 2uxutξ2tu − ξ2u(uxutt + 2utuxt)
−uxu2t ξ2uu − 2uttξ1t − utξ1tt − 2u2t ξ1tu − 3ututtξ1u − u3t ξ1uu, (1.24)
ζtx = ζxt = Dx(ζt)− uttDx(ξ1)− utxDx(ξ2)
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= ηtx + 2utηxu + uxtηu + utuxηuu − uttξ1x − utxξ1t − ξ1u(uxutt + 2ututx)
−ut(ξ1xt + utξ1xu + uxξ1tu + utuxξ1uu)− ξ2u(utuxx + 2uxuxt)
−ux(ξ2tx + utξ2xu + uxξ2tu + utuxξ2uu), (1.25)
ζxx = Dx(ζx)− utxDx(ξ1)− uxxDx(ξ2)
= ηxx + 2uxηxu + uxxηu + u
2
xηuu − 2uxxξ2x − uxξ2xx − 2u2xξ2xu − ξ1u(utuxx + 2uxuxt)
−u3xξ2uu − 2uxtξ1x − utξ1xx − 2uxutξ1xu − u2xutξ1uu − 3uxuxxξ2u. (1.26)
1.4 Determining equations for Lie-point symmetries
In this Section we introduce Lie’s algorithm for calculating point symmetries of DEs and
also give the illustrative examples.
Definition 1.4.1. An invertible transformation acting on the space (x, u) of E is a point
symmetry of E provided every solution h of E is mapped onto another solution h¯ of E.
Theorem 1.4.1. Let G be a group of transformations, (1.4), admitted by the system
E. Performing the first-order Taylor expansion of (1.3) around a = 0, we arrive at the
fact that
X [k]
(
Eσ(x, u, u(1), . . . , u(k))
)
= 0, σ = 1, . . . , s, (1.27)
whenever (1.1) is satisfied for every group operator X of G. Then G consists of symme-
tries of the system E. It can be shown that the converse is also true.
The symmetry conditions (1.27) can be written compactly as
X [k]
(
Eσ(x, u, u(1), . . . , u(k))
)∣∣∣
(1.1)
= 0, σ = 1, . . . , s, (1.28)
where ∣∣∣
(1.1)
means evaluated on the surface (1.1).
Equations (1.28) are the so-called determining equations. In general the determining
equations comprise an over-determined system of linear homogeneous PDEs for the un-
known coordinates ξi and ηα of the symmetry generator X. The solutions of the deter-
mining system form a vector space, that is, any finite linear combination of symmetries
is again a symmetry. This stems from the fact that the determining equations are linear.
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Lie’s algorithm
Below we give a layout of the steps involved in the execution of the procedure for calcu-
lating symmetries of E [10, 65, 67].
1. Write E such that all the terms are on the left hand side.
2. Write the generator of symmetry
X = ξi(x, u)
∂
∂xi
+ ηα(x, u)
∂
∂uα
·
3. Prolong the symmetry generator X to the order which is the same as that of E,
i.e.,
X [k] = X + ζαi (x, u, u(1))
∂
∂uαi
+ · · ·+ ζαi1···ik(x, u, . . . , u(k))
∂
∂uαi1···ik
,
where the variables ζαi are given by (1.16).
4. Apply the prolonged generator X [k] on E evaluated on the surface (1.1) yielding
the symmetry conditions
X [k]
(
Eσ(x, u, u(1), . . . , u(k))
)∣∣∣
(1.1)
= 0, σ = 1, . . . , s.
5. Substitute the ζαi upon expansion of the symmetry conditions and replace the
derivatives which are to be eliminated.
6. Separate the expanded expression with respect to the derivatives of the depen-
dent variables and their powers resulting in an over-determined system of linear
homogeneous PDEs in terms of ξi and ηα.
7. Solve the over-determined system for the infinitesimals ξi and ηα.
8. Construct one-parameter groups using Theorem 1.2.2.
Lie algebra of operators
The symmetries have an additional beautiful structure: they form a Lie algebra.
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Definition 1.4.2. A Lie algebra is formed by a vector space L over a field, IF, say,
together with a binary operation [ , ] called a Lie Bracket commonly and incorrectly
knows as commutator, defined on L such that the following properties hold:
(i) Bilinearity. If X1, X2, X3 ∈ L, then
[aX1 + bX2, X3] = a[X1, X3] + b[X2, X3] for scalars a and b in IF.
(ii) Skew-Symmetry. If X1, X2 ∈ L, then
[X1, X2] = −[X2, X1].
(iii) Jacobi Identity. If X1, X2, X3 ∈ L, then
[[X1, X2], X3] + [[X2, X3], X1] + [[X3, X1], X2] = 0 .
Definition 1.4.3. Consider a Lie algebra L. If the vector space L is finite-dimensional,
its dimension is the dimension of the Lie algebra, that is, the finite-dimensional Lie
algebra of dimension r is denoted by Lr.
In this thesis we take IF to be the field of real numbers IR . We define the Lie Bracket
[ , ] on the set of vector fields V as
[X1, X2] = X1X2 −X2X1 for any X1, X2 ∈ V , (1.29)
where
X1 = ξ
i
1(x, u)
∂
∂xi
+ ηα1 (x, u)
∂
∂uα
and
X2 = ξ
i
2(x, u)
∂
∂xi
+ ηα2 (x, u)
∂
∂uα
·
The binary operation (1.29) makes the space of vector field V a Lie algebra.
Theorem 1.4.2. The set of all symmetries forms a Lie algebra called a symmetry Lie
algebra.
Definition 1.4.4. A subalgebra of a Lie algebra Lr is a subspace S of Lr such that
[X1, X2] ∈ S for all X1, X2 ∈ S.
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Definition 1.4.5. An ideal of a Lie algebra Lr is a subspace S of Lr if [S, Lr] ⊂ S, i.e.,
[S, Lr] = {[X1, X2] such that X1 ∈ S and X2 ∈ Lr} ⊂ S.
Definition 1.4.6. A k-derived algebra L
(k)
r of a Lie algebra Lr is such that
L(1)r = [Lr, Lr], . . . , L
(k+1)
r = [L
(k)
r , L
(k)
r ], k = 1, 2, . . . .
The derived algebra L
(1)
r is an ideal of the Lie algebra Lr.
Definition 1.4.7. A Lie algebra Lr is abelian if all of its elements commute, i.e., L
(1)
r = 0.
Definition 1.4.8. A Lie algebra Lr is solvable if there is a sequence of subalgebras
Lr ⊃ Lr−1 ⊃ · · · ⊃ L1
of dimensions r, r − 1, . . ., 1 respectively such that each subalgebra Lp−1 is an ideal of
Lp for p = 2, . . . , r.
Theorem 1.4.3. A Lie algebra Lr is solvable if and only if it has a vanishing kth derived
algebra, i.e., L
(k)
r = 0 for a positive integer k.
Example 1.4.1. Suppose [X1, X2] = 0, [X1, X3] = X1, [X2, X3] = X2. Then the derived
algebra is L
(1)
3 = {X1, X2}. The algebra L3 is solvable since by Theorem 1.4.3 its derived
algebra vanishes, L
(2)
3 = [X1, X2] = {0}.
Multi parameter groups
Lie algebras generate a multi parameter local group, i.e., Gr (where r denotes the dimen-
sion of a local group parameter). The definition of one-parameter local groups introduced
earlier in Section 1.2 also applies to r-parameter local groups by defining the vector pa-
rameter a = (a1, a2, . . . , ar).
Theorem 1.4.4. Let Lr be an r-dimensional vector space of operators
Xl = ξ
i
l (x, u)
∂
∂xi
+ ηαl (x, u)
∂
∂uα
, l = 1, . . . , r. (1.30)
The product Ta = Tar · · ·Ta1 of r one-parameter groups of transformations Tal generated
by each operator Xl via the Lie equations
dx¯i
da
= ξi(x¯, u¯),
du¯α
da
= ξα(x¯, u¯),
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subject to the initial conditions
x¯i|a=0 = xi, u¯α|a=0 = uα
is an r-parameter (local) group Gr if and only if Lr is a Lie algebra.
Example 1.4.2. Consider the operators
X1 =
∂
∂x
, X2 =
∂
∂u
, X3 = u
∂
∂x
·
These span a Lie algebra L3 since [X1, X2] = 0, [X1, X3] = 0 and [X2, X3] = X1. The
three one-parameter groups of transformations with the vector parameter a = (a1, a2, a3)
obtained via Lie equations are
Ta1 : x¯ = x+ a1, u¯ = u,
Ta2 : x¯ = x, u¯ = u+ a2,
Ta3 : x¯ = x+ a3u, u¯ = u.
Their composition Ta = Ta3Ta2Ta1 is
Ta : x¯ = x+ a3u+ a2a3 + a1, u¯ = u+ a2, a ∈ IR3.
The composition of Ta and Tb, where b = (b1, b2, b3), is
TbTa : x¯ = x+ (a3 + b3)u+ a2(a3 + b3) + b2b3 + a1 + b1, u¯ = u+ a2 + b2.
Now TbTa = Tc, i.e., the equations x¯ = x+ c3u+ c2c3 + c1, u¯ = u+ c2
c1 = a1 + b1 − a3b2, c2 = a2 + b2, c3 = a3 + b3.
Thus the composition law is given by
ϕ1(a, b) = a1 + b1 − a3b2, ϕ2(a, b) = a2 + b2, ϕ3(a, b) = a3 + b3.
If a = (0, 0, 0), then T(0,0,0) is the identity transformation. Now, TbTa = T0 implies that
Tb = Ta−1 for c = 0, i.e., a1 + b1 − a3b2 = 0, a2 + b2 = 0 and a3 + b3 = 0. Hence the
inverse transformation Ta−1 = T(−a1−a2a3,−a2,a3).
Therefore the transformations Ta = Ta3Ta2Ta1 form a three-parameter group.
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Theorem 1.4.5. A function F (x, u) is an invariant of an r-parameter group Gr with
the generators Xl given by (1.30) if and only if
Xl(F ) = 0. (1.31)
Theorem 1.4.6. Let r∗ = rank(ξil , η
α
l ), where (ξ
i
l , η
α
l ) are taken at generic points (x, u).
Then the group Gr has m+ n− r∗ functionally independent invariants I1(x, u), I2(x, u),
. . . , Im+n−r∗(x, u) and any other invariant is a function of these. A set of m + n − r∗
functionally independent invariants is a basis of invariants for Gr .
Similar consideration applies to prolonged groups.
Example 1.4.3. Applying Theorem 1.4.6 to the previous example, we find that there
are no invariants for the group, G3, that is, m+ n− r∗ = 1 + 1− 2 = 0 where
n = 1, m = 1, r∗ = rank

1 0
0 1
u 0
 = 2.
Symmetry Calculations
The following examples illustrate Lie’s algorithm for calculating symmetries of DEs.
From now throughout the thesis we use the notation ∂xi and ∂uα instead of
∂
∂xi
and
∂
∂uα
respectively.
Example 1.4.4. Consider the equation
y′′ =
α
y3
, α 6= 0 (1.32)
which is a special case of the Ermakov–Pinney equation.
According to Lie’s algorithm the vector field
X = ξ(x, y)∂x + η(x, y)∂y (1.33)
is a symmetry generator of (1.32) if and only if we have the symmetry condition
X [2]
(
y′′ − α
y3
)∣∣∣
(1.32)
= 0,
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where
X [2] = X + ζ1∂y′ + ζ2∂y′′ .
The variables ζ1 and ζ2 are given by (1.20) and (1.21) respectively. However, the term
involving ζ1 does not contribute in calculations because there is no y
′ appearing in the
equation under consideration.
Thus we have the determining equation(
3α
y4
η + ζ2
)∣∣∣
(1.32)
= 0. (1.34)
Upon expansion of (1.34) we have
3α
y4
η + ηxx + y
′(2ηxy − ξxx) + (y′)2(ηyy − 2ξxy)− (y′)3ξyy + α
y3
(ηy − 2ξx)− 3α
y3
y′ξy = 0.
The separation of the above expression with respect to powers of y ′ yields the equations
(y′)3 : ξyy = 0,
(y′)2 : ηyy − 2ξxy = 0,
y′ : 2ηxy − ξxx − 3α
y3
ξy = 0,
(y′)0 :
3α
y4
η + ηxx +
α
y3
(ηy − 2ξx) = 0.
The general solution of the above system is
ξ = c0x
2 + 2xc1 + c2, η = (c0x+ c1)y.
Thus the symmetry Lie algebra of (1.32) is generated by the operators
X1 = ∂x, X2 = 2x∂x + y∂y, X3 = x
2∂x + xy∂y.
Hence the symmetry Lie algebra is three-dimensional. The Lie Bracket of the symmetry
generators is
[X1, X2] = 2X1, [X1, X3] = X2, [X2, X3] = 2X3.
Example 1.4.5. The heat equation
ut − uxx = 0 (1.35)
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has the symmetries:
X1 = ∂t, X2 = ∂x, X3 = u∂u, X4 = 2t∂t + x∂x, X5 = 2t∂x − xu∂u,
X6 = 4t
2∂t + 4tx∂x − u(x2 + 2t)∂u, Xβ = β(t, x)∂u,
where β(t, x) is an arbitrary solution of the heat equation, i.e. βt = βxx. Note that the
symmetry Lie algebra is infinite-dimensional. The commutator brackets are given in the
following table:
Table 1.1: Table of commutators.
↗ [Xi, Xj] X1 X2 X3 X4 X5 X6 Xβ
X1 0 0 0 2X1 2X2 4X4 − 2X3 Xβt
X2 0 0 0 X2 −X3 2X5 Xβx
X3 0 0 0 0 0 0 −Xβ
X4 −2X1 −X2 0 0 X5 2X6 Xβ
X5 −2X2 X3 0 −X5 0 0 Xβ′′
X6 2X3 − 4X4 −2X5 0 −2X6 0 0 Xβ′′′
Xβ −Xβt −Xβx Xβ −Xβ′ −Xβ′′ −Xβ′′′ 0
In the table above we have adopted the following notations:
β′ = xβx + 2tβt,
β′′ = 2tβx + xβ,
β′′′ = 4txβx + 4t2βt + (x2 + 2t)β.
Moreover βt, βx, β
′, β′′ and β′′′ are solutions of the heat equation because β(t, x) is any
solution of the heat equation.
The one-parameter groups Tai for each Xi via the Lie equations are
Ta1 : t¯ = t+ a1, x¯ = x, u¯ = u,
Ta2 : t¯ = t, x¯ = x+ a2, u¯ = u,
Ta3 : t¯ = t, x¯ = x, u¯ = a3u; a3 > 0,
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Ta4 : t¯ = a
2
4t, x¯ = a4x, u¯ = u; a4 > 0,
Ta5 : t¯ = t, x¯ = 2a5t+ x, u¯ = u exp [−a5(a5t+ x)]; a5 > 0,
Ta6 : t¯ =
t
1− 4a6t , x¯ =
x
1− 4a6t , u¯ = u
√
1− 4a6t exp
[ −a6x2
1− 4a6t
]
; a6 6= 0,
Ta : t¯ = t, x¯ = x, u¯ = u+ aβ(t, x).
1.5 The use of symmetries
Symmetries can be used to reduce the order of a DE. In fact, when the equation admits
solvable Lie algebra, the ideals of the algebra can be used to perform the reduction.
Knowing the symmetry of the reduced equation provides further reduction until in some
cases the solution is obtained by quadratures.
Example 1.5.1. Reduction of order.
Consider the equation
y′′ + by′ +
2b2
9
y + cy3 = 0, (1.36)
for arbitrary constants b and c. The symmetry Lie algebra admitted by the equation is
two-dimensional and generated by the operators
X1 = ∂x, X2 = −3
b
exp
(
b
3
x
)
∂x + y exp
(
b
3
x
)
∂y.
The Lie Bracket of the operators is
[X1, X2] =
3
b
X2.
Rewriting L2 in solvable form we use the skew-symmetry property that
[X1, X2] = −[X2, X1].
Thus we let Y1 = X2 and Y2 = X1 to obtain
[Y1, Y2] = −3
b
Y1.
The ideal is spanned by
Y1 = −3
b
exp
(
b
3
x
)
∂x + y exp
(
b
3
x
)
∂y.
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Therefore we start the reduction with Y1. For a second-order equation we require the
invariants of the first prolongation of the operator to reduce the equation. In reducing a
third-order equation the second prolongation of the operator is needed and so on.
The first prolongation of Y1 is
Y
[1]
1 = exp
(
b
3
x
)[
−3
b
∂x + y∂y + (2y
′ +
b
3
y)∂y′
]
.
The invariants of the group generated by Y
[1]
1 are
u = y exp
(
b
3
x
)
, v =
y′
y2
+
b
3y
·
The second-order equation (1.36) becomes the first-order equation in the new variables,
u and v, i.e.,
dv
du
= −2v
2 + c
uv
· (1.37)
The reduced equation (1.37) is variables separable and there is no need for consecutive
reduction using Y2. However, Eq. (1.37) admits
Y˜2 =
(
b
3
)
u∂u
written in the new coordinates. The solution of Eq. (1.37) can be easily found and then
written in original coordinates (x, y).
Example 1.5.2. Generating solutions.
The one-parameter group of transformations can be used to generate new solutions from
the known ones. The new solutions can comprise nontrivial solutions compared to the
known (trivial) solutions from which they were generated.
If u¯ = h¯(t¯, x¯) is a solution of the heat equation, then so is
φ(t, x, u, a) = h(f 1(t, x, u, a), f2(t, x, u, a)),
where the f i are differentiable functions (c.f. Definition 1.2.2).
Equivalently in solved form with respect to u: u = Ha(t, x) is a one-parameter family of
solutions. For instance, if u¯ = h¯(t¯, x¯) is a solution of the heat equation corresponding to
the transformations
Ta1 : t¯ = t+ a1, x¯ = x, u¯ = u,
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then so is u = h(t− a1, x).
Also consider the transformations,
Ta6 : t¯ =
t
1− 4a6t , x¯ =
x
1− 4a6t , u¯ = u
√
1− 4a6t exp
[ −a6x2
1− 4a6t
]
; a6 6= 0.
Given the constant solution of the heat equation u = u0 = constant and expressing u¯ in
terms of t¯ and x¯, a new solution (dropping the bars),
u =
u0√
1 + 4a6t
exp
[ −a6x2
1 + 4a6t
]
is generated.
In similar manner the generated solutions for the other one-parameter groups of trans-
formations can be obtained.
Invariant Solutions
The main motivation for calculating the symmetries of DEs is to use them to discover
the structure of the solution space. A symmetry has the interesting property of mapping
a solution to not the same one. In the case of scalar ODEs symmetries are used for
reduction of order [10, 31, 33, 65, 67]. When dealing with PDEs, finding the general
solution is sometimes very difficult or impossible. In most of the cases one has to make
do with particular solutions. Amongst these particular solutions, invariant solutions
can be systematically determined when the symmetries of the underlying equation are
known.
Definition 1.5.1. A solution uα = Fα(x1, x2, . . . xn) of Eα is invariant under the one-
parameter group of transformations (1.4) if
u¯α = Fα(x¯1, x¯2, . . . x¯n). (1.38)
If we perform the first-order Taylor expansion of (1.38) around a = 0 and use the first-
order approximations of one-parameter group (1.5), we obtain
uα + aηα + · · · = Fα + aXFα + · · ·
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whenever u = F . This equation implies that
ηα = XFα
whenever u = F . Therefore
u = F (x1, . . . , xn), (1.39)
is invariant under transformations (1.4) provided
X(uα − Fα)|(1.39) = 0. (1.40)
Conversely it can be shown that, if (1.40) be satisfied, then u = F is invariant.
Equation (1.40) is a system of first-order quasilinear PDEs that can be solved to obtain
the functional form of F . Once the functional form of the invariant solution is obtained,
it is substituted back into the original system. This substitution leads to PDEs with
fewer independent variables. If the symmetries of the reduced equations are known, we
can perform further reductions. In favourable cases, we find closed-form solutions of the
original system.
Example 1.5.3. Travelling-wave solutions.
Consider the symmetry X = X1 + cX2 of the heat equation, where c is a constant
(representing wave speed). In order to find the form of the solution invariant under X,
we have to solve the quasilinear PDE (1.40) which is in this case
∂F
∂t
+ c
∂F
∂x
= 0. (1.41)
The method of characteristics for (1.41) gives
dt
1
=
dx
c
=
dF
0
·
Thus F = g(x− ct), where g is an arbitrary smooth function of its argument. Therefore
any solution invariant under X assumes the form
u(t, x) = g(x− ct). (1.42)
Substitution of (1.42) into the heat equation yields
g′′ + cg′ = 0, (1.43)
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where a prime denotes differentiation with respect to λ = x− ct. Solving (1.43), we get
g = K1 exp(−cλ) +K2,
where K1 and K2 are arbitrary constants. Finally the most general solution of the heat
equation invariant under X is
u(t, x) = K1 exp(c
2t− cx) +K2.
1.6 Equivalence transformations
Equivalence transformations play a vital role in solving the problem of group classifica-
tion. They can be calculated directly [39, 42] or using the infinitesimal approach sug-
gested by Ovsiannikov [66] and was later modified by Akhatov et al [1]. The infinitesimal
approach is tedious but easy to follow. According to Ovsiannikov [67], an equivalence
transformation is a generator of continuous equivalence group of transformations acting
in the extended space of independent variables, dependent variables, functions and their
derivatives which does not change the form of the equation under study.
Definition 1.6.1. An equivalence transformation for a system of DE is a change of both
the independent and dependent variables into new independent and dependent variables
taking the original system into a system of the same form. In general the arbitrary
elements of the new system differ from those appearing in the original system.
A more technical definition can be given in conjunction with Definition 1.2.1 for symmetry
transformation.
Definition 1.6.2. The set of all equivalence transformations forms an equivalence group,
denoted by E .
Definition 1.6.3. The continuous group of equivalence transformations Es is a subgroup
of E .
Definition 1.6.4. The Lie algebra of the continuous equivalence group is called the
equivalence algebra LE .
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Example 1.6.1. We illustrate the infinitesimal approach by calculating the equivalence
transformations for the nonlinear heat equation [66, 67]
ut = (k(u)ux)x , k(u) 6= constant. (1.44)
We rewrite the equation as
ut = kuu
2
x + k(u)uxx.
We seek for the generator of equivalence group having the form
Y = ξ1(t, x, u)∂t + ξ
2(t, x, u)∂x + η(t, x, u)∂u + µ(t, x, u, k)∂k. (1.45)
The operator (1.45) is the generator of the equivalence group provided it is admitted by
the extended system
ut − kuu2x − k(u)uxx = 0, (1.46)
kt = 0, kx = 0. (1.47)
The invariance conditions for system (1.46)–(1.47) require the following prolongation of
the operator (1.45)
Y˜ = Y + ζt∂ut + ζx∂ux + ζxx∂uxx + ωt∂kt + ωx∂kx + ωu∂ku , (1.48)
where the ζi are as given by (1.22), (1.23) and (1.26). The variables ωi are given by the
prolongation formulae
ωt = D˜t(µ)− ktD˜t(ξ1)− kxD˜t(ξ2)− kuD˜t(η), (1.49)
ωx = D˜x(µ)− ktD˜x(ξ1)− kxD˜x(ξ2)− kuD˜x(η), (1.50)
ωu = D˜u(µ)− ktD˜u(ξ1)− kxD˜u(ξ2)− kuD˜u(η), (1.51)
where
D˜t = ∂t + kt∂k, D˜x = ∂x + kx∂k, D˜u = ∂u + ku∂k
are the total derivative operators for the extended system (1.46)–(1.47). The invariance
condition for Eqs. (1.46)–(1.47) yields the determining equations
ζt − 2kuuxζx − k ζxx − µuxx − ωuu2x = 0, (1.52)
ωt = 0, ωx = 0. (1.53)
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The general solution of the determining equations (1.52) and (1.53) is given by
ξ1 = c1t+ c2, ξ
2 = c3x+ c4, η = c5u+ c6, µ = (2c3 − c1)k,
where c1, c2, . . . , c6 are the arbitrary constants. Thus the nonlinear heat equation (1.44)
has a six-dimensional equivalence Lie algebra spanned by the operators
Y1 = ∂t, Y2 = ∂x, Y3 = ∂u, Y4 = t∂t − k∂k, Y5 = x∂x + 2k∂k, Y6 = u∂u. (1.54)
The one-parameter group of transformations Tai for each Yi are
Ta1 : t¯ = t+ a1, x¯ = x, u¯ = u, k¯ = k,
Ta2 : t¯ = t, x¯ = x+ a2, u¯ = u, k¯ = k,
Ta3 : t¯ = t, x¯ = x, u¯ = u+ a3, k¯ = k,
Ta4 : t¯ = a4t, x¯ = x, u¯ = u, k¯ = k/a4 ; a4 > 0,
Ta5 : t¯ = t, x¯ = a5x, u¯ = u, k¯ = a
2
5k ; a5 > 0,
Ta6 : t¯ = t, x¯ = x, u¯ = a6u, k¯ = k ; a6 > 0.
Taking the composition of the above transformations, we obtain the equivalence trans-
formations for Eq. (1.44) written in finite form
t¯ = α1t+ γ1, x¯ = α2x+ γ2, u¯ = α3u+ γ3, k¯ = kα
2
2/α1, (1.55)
where
α1 = a4 > 0, α2 = a5 > 0, α3 = a6 > 0, γ1 = a4a1, γ2 = a5a2, γ3 = a6a3.
Group classification is performed up to equivalence transformations (1.55); consult [66,
67] for details.
1.7 Conclusion
In this Chapter we have introduced basic techniques that are employed in the subsequent
chapters. Particularly we have described Lie’s algorithm for the calculation of symme-
tries. Examples have been given to illustrate the different steps in the calculation of
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symmetries. Moreover we have shown how to use symmetries for reduction of order, gen-
eration of new solutions from known ones and the construction of invariant solutions. We
have also illustrated by an example the computation of the equivalence transformations.
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Part I
Collapsible Tube Model
38
It is well known in physiological, clinical or surgical applications that the flow of a
fluid changes the geometry of the collapsible tube through which it is flowing. The
phenomenon of fluid flow through collapsible tubes is complex due to the fluid flow
interaction with the motion of the tube wall. Owing to this complexity much of the
research (analytical and numerical investigations [23, 35, 44, 71] just a few to mention)
have been based on one-dimensional and two-dimensional models. However, a complete
understanding and comprehension of the complex dynamics involved in the flow through
a collapsible tube requires a three-dimensional approach (experimental investigations and
three-dimensional numerical simulations). Due to the extensive computational resources
needed, currently there are limited three-dimensional numerical simulations for fluid flow
through collapsible tubes [49].
For a given real-life situation the flow in a collapsible channel or tube taking into account
the structure interactions can be modelled in various ways depending upon the type of
flow. The flow can be steady or unsteady at low/high Reynolds numbers ignoring or in-
corporating elastic forces. Steady flow may breakdown under certain conditions, i.e., the
flow ceases to exist for some given parameter values (this is known as choking). On the
other hand for other conditions the flow does exist, but with some oscillatory instabili-
ties. These instabilities are responsible for the “Korotkoff sounds” during blood-pressure
measurements (sphygmomanometry) and snoring noises during forced expiration. The
models of unsteady flow include wave propagation and other types of instabilities such
as Tollmien-Schlichting waves and travelling-wave flutter.
There is a number of physiological, clinical and surgical applications of fluid flow through
collapsible channels, for example: blood flow in arteries or veins during sphygmomanom-
etry; urethral flow during micturition; ureteral flow during peristaltic pumping; airflow in
the bronchial airways during forced expiration [8, 35] and in other circumstances which
are less usual, such as life-sustaining and life-threatening situations. The review articles
[8, 25] give applications of flow in collapsible channels and tubes, analytical and numer-
ical models, experimental investigations and comments on some outstanding issues on
the subject.
In an experimental setup the physics of fluid flow through a collapsible tube is designated
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by the term “Starling Resistor”. The Starling Resistor is a device introduced by Knowlton
and Starling [40] and is commonly used by physiologists to represent the model of a
deformable channel. The elastic tubing section collapses at any point along its length at
which the transmural pressure (internal minus external pressure) is less than zero. Inside
a pressure chamber a collapsible tube of finite-length is mounted between two rigid tubes
and a fluid with a given volume flux is pumped into the setup.
Many features of the systems of PDEs describing compressible gas and shallow-water
flows [3, 36, 76] also arise in collapsible tube flow. These include models for steady and
unsteady flows. The next two chapters are devoted to the investigation of the models
of flow in collapsible tube from the point of view of Lie group theory. Similar models
(systems of equations) have been studied in [13, 50, 61, 67] and the references therein
using this approach. Most of the analytical work done on the flow in collapsible channels
involves approximation of solutions. However, the Lie symmetry method has proven to
be a powerful tool in obtaining solutions naturally.
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Chapter 2
Classification with respect to Three-
and Four-Dimensional Lie Algebras
In this Chapter we perform a classification of a coupled system of PDEs modelling a
flow in collapsible tubes. This system of PDEs contains unknown functions of the de-
pendent variables the forms of which are specified through the classification with respect
to subalgebras of real three- and four-dimensional Lie algebras.
2.1 The governing model
We consider one-dimensional flow through a collapsible tube ([25, 35]) governed by the
equations:
• Conservation of mass
αt + (αu)x = 0, (2.1)
where subscripts t and x denote time and spatial derivatives respectively.
• Conservation of momentum
ρ(ut + uux) = −px −R(α, u), (2.2)
where ρ is the density of fluid assumed to be constant and R(α, u) > 0 is a term repre-
senting distributed frictional losses.
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• Pressure-area relation
p− pe = P(α). (2.3)
The tube law (2.3) can be accompanied by more terms to represent additional physical
effects
p− pe = P(α)− Tαxx +Dαt +Mαtt, (2.4)
in which T ≥ 0 and αxx approximate the effect of longitudinal tension and curvature of
the tube wall respectively. The constant D ≥ 0 represents the viscous damping in the
wall and M ≥ 0 represents wall inertia.
The dependent variables, α(t, x), u(t, x) and p(t, x), are the cross-sectional area of the
tube, cross-sectional axial velocity and cross-sectional internal pressure respectively. The
independent variable x measures the tube length and t the time. The nonlinear tube law
function P(α) can be computed using thin-shell theory, but a quite similar function is
assumed for some models in applications [2, 11, 55]. The form of the term representing
viscous effects, R(α, u), depends upon the type of flow considered. Equations (2.1)–(2.3)
must be solved subject to appropriate initial and boundary conditions.
2.2 Equivalence generators
An equivalence transformation of system is a change of both dependent and independent
variables into new dependent and independent variables taking the original system into
a system of the same form [29, 30, 31, 32, 34], see also Chapter 1. Using the infinitesimal
approach to calculate the generators of an equivalence group, we rewrite Eqs. (2.1)–(2.3)
as the system
αt + αux + uαx = 0,
(2.5)
ρ(ut + uux) + αxPα +R(α, u) = 0.
Since the independent variables t and x do not appear explicitly in the above system
(2.5), the kernel of the maximal Lie invariance algebras of the system (i.e. the so-called
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principal Lie algebra) is spanned by at least two operators
X1 = ∂t and X2 = ∂x. (2.6)
We seek the generator of an equivalence group having the form
Y = ξ1∂t + ξ
2∂x + η
1∂α + η
2∂u + µ
1∂P + µ2∂R, (2.7)
where
ξi = ξi(t, x, α, u), ηi = ηi(t, x, α, u), µi = µi(t, x, α, u,P , R), i = 1, 2.
The operator (2.7) is the generator of the equivalence group provided it is admitted by
the extended system
αt + αux + uαx = 0, ρ(ut + uux) + αxPα +R = 0, (2.8)
Pt = 0, Px = 0, Pu = 0, Rt = 0, Rx = 0. (2.9)
The invariance conditions for system (2.8)–(2.9) require the following prolongation of the
operator (2.7)
Y˜ = Y + ζ11∂αt + ζ
1
2∂αx + ζ
2
1∂ut + ζ
2
1∂ux + ω
1
1∂Pt + ω
1
2∂Px + ω
1
3∂Pα + ω
1
4∂Pu
+ω21∂Rt + ω
2
2∂Rx . (2.10)
The variables ζ ij and ω
i
k are given by the prolongation formulae
ζ11 = Dt(η
1)− αtDt(ξ1)− αxDt(ξ2)
≡ η1t + αtη1α + utη1u − αt(ξ1t + αtξ1α + utξ1u)− αx(ξ2t + αtξ2α + utξ2u), (2.11)
ζ12 = Dx(η
1)− αtDx(ξ1)− αxDx(ξ2)
≡ η1x + αxη1α + uxη1u − αt(ξ1x + αxξ1α + uxξ1u)− αx(ξ2x + αxξ2α + uxξ2u), (2.12)
ζ21 = Dt(η
2)− utDt(ξ1)− uxDt(ξ2)
≡ η2t + αtη2α + utη2u − αt(ξ1t + αtξ1α + utξ1u)− αx(ξ2t + αtξ2α + utξ2u), (2.13)
ζ22 = Dx(η
2)− utDx(ξ1)− uxDx(ξ2)
≡ η2x + αxη2α + uxη2u − αt(ξ1x + αxξ1α + uxξ1u)− αx(ξ2x + αxξ2α + uxξ2u) (2.14)
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and according to Eqs (2.9)
ω11 = D˜t(µ
1)− PαD˜t(η1) ≡ µ1t − Pαη1t , (2.15)
ω12 = D˜x(µ
1)− PαD˜x(η1) ≡ µ1x − Pαη1x, (2.16)
ω13 = D˜α(µ
1)− PαD˜α(η1) ≡ µ1α − Pαη1P − Pαη1α, (2.17)
ω14 = D˜u(µ
1)− PαD˜u(η1) ≡ µ1u −Ruη1R − Pαη1u, (2.18)
ω21 = D˜t(µ
2)−RαD˜t(η1)−RuD˜t(η2) ≡ µ2t −Rαη1t −Ruη2t , (2.19)
ω22 = D˜x(µ
2)−RαD˜x(η1)−RuD˜x(η2) ≡ µ2x −Rαη1x −Ruη2x, (2.20)
respectively, where
Dt = ∂t + αt∂α + ut∂u and Dx = ∂x + αx∂α + ux∂u
are the total derivative operators whereas
D˜t = ∂t, D˜x = ∂x, D˜α = ∂α + Pα∂P +Rα∂R and D˜u = ∂u +Ru∂R
are the total derivative operators for the extended system (2.8)–(2.9). The action of the
prolonged operator (2.10) upon Eqs. (2.8)–(2.9) yields the determining equations
ζ11 + uxη
1 + αζ22 + αxη
2 + uζ12 = 0, (2.21)
ρ(ζ21 + uxη
2 + uζ22 ) + Pαζ12 + αxω13 + µ2 = 0, (2.22)
ω11 = 0, ω
1
2 = 0, ω
1
4 = 0, ω
2
1 = 0, ω
2
2 = 0. (2.23)
Firstly we consider Eq. (2.23) together with Eqs (2.15), (2.16), (2.18)–(2.20). Assuming
that the arbitrary elements and their derivatives are arbitrary functions we obtain
ω11 = µ
1
t − Pαη1t = 0 ⇒ µ1t = 0 and η1t = 0,
ω12 = µ
1
x − Pαη1x = 0 ⇒ µ1x = 0 and η1x = 0,
ω14 = µ
1
u −Ruη1R − Pαη1u = 0 ⇒ µ1u = 0, µ1R = 0 and η1u = 0,
ω21 = µ
2
t −Rαη1t −Ruη2t = 0 ⇒ µ2t = 0, η1t = 0 and η2t = 0,
ω22 = µ
2
x −Rαη1x −Ruη2x = 0 ⇒ µ2x = 0, η1x = 0 and η2x = 0.
Therefore
η1 = η1(α), η2 = η2(α, u), µ1 = µ1(α,P), µ2 = µ2(α, u,P , R). (2.24)
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Next we consider Eq. (2.21). Taking into account Eqs (2.24) we substitute (2.11), (2.12)
and (2.14) into Eq. (2.21). This is followed by equating to zero the coefficients of Pα and
the terms without Pα. Thereafter separating by αx, ux and their powers we obtain
ξ1x = 0, ξ
2
u + αξ
1
α − uξ1u = 0, (2.25)
η1 − αη1α + α(η2u − ξ2x + ξ1t ) = 0, η2 + αη2α − u(ξ2x − ξ1t )− ξ2t = 0. (2.26)
Now we consider Eq. (2.22). We substitute (2.12), (2.13), (2.14) and (2.17) into Eq. (2.22)
taking into account Eqs (2.24). By equating to zero the coefficients of Pα and P2α and
separating by αx and α
2
x we obtain
ξ1u = 0, µ
1
P = η
2
u + ξ
2
x − ξ1t , ξ2α − uξ1α = 0. (2.27)
When we separate by αx, ux and their powers, the terms without Pα result in
µ1α = 0, (2.28)
ρ
[
η2 − αη2α − u(ξ2x − ξ1t )− ξ2t
]
+ (ξ2u − αξ1α)R = 0, (2.29)
µ2 = (η2u − ξ1t )R. (2.30)
The first equations in (2.25) and (2.27) imply that ξ1 = ξ1(t, α). Hence the second
equation in (2.25) reduces to
ξ2u + αξ
1
α = 0. (2.31)
In summary we have
ξ1 = ξ1(t, x), ξ2 = ξ2(t, x, α, u), η1 = η1(α), η2 = η2(α, u), (2.32)
µ1 = µ1(P), µ2 = µ2(α, u,R), (2.33)
ξ2α − uξ1α = 0, (2.34)
ξ2u + αξ
1
α = 0, (2.35)
η1 − αη1α + α(η2u − ξ2x + ξ1t ) = 0, (2.36)
η2 + αη2α − u(ξ2x − ξ1t )− ξ2t = 0, (2.37)
ρ
[
η2 − αη2α − u(ξ2x − ξ1t )− ξ2t
]
+ (ξ2u − αξ1α)R = 0, (2.38)
µ1P = η
2
u + ξ
2
x − ξ1t , (2.39)
µ2 = (η2u − ξ1t )R. (2.40)
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According to (2.32) and (2.33), Eqs (2.34)–(2.40) can be differentiated with respect to
relevant variables to yield
ξ1tt = 0, (2.41)
ξ2tt = ξ
2
tx = ξ
2
xx = ξ
2
xα = ξ
2
xu = ξ
2
uu = 0, (2.42)
ξ2xt − ξ1tt = 0, ξ2ut − αξ1αt = 0, (2.43)
η2uu = 0, η
2
uα − ξ1tα = 0. (2.44)
The solution of Eqs (2.34)–(2.44) yields the general solution of the determining equations
(2.21)–(2.23) given by
ξ1 = C1t+ C2, ξ
2 = C3x+ C4t+ C5, η
1 = C6α, η
2 = (C3 − C1)u+ C4,
(2.45)
µ1 = 2(C3 − C1)P + C7, µ2 = (C3 − 2C1)R,
where C1, C2, . . . , C7 are the arbitrary constants of integration. Thus the generator of
the equivalence group is
Y = (C1t+ C2)∂t + [C3x+ C4t+ C5]∂x + C6α∂α + [(C3 − C1)u+ C4]∂u
+[2(C3 − C1)P + C7]∂P + (C3 − 2C1)R∂R. (2.46)
Therefore the underlying system (2.5) has a seven-dimensional equivalence Lie algebra
spanned by the operators
Y1 = ∂t, Y2 = ∂x, Y3 = ∂P , Y4 = t∂t − u∂u − 2P∂P − 2R∂R,
(2.47)
Y5 = x∂x + u∂u + 2P∂P +R∂R, Y6 = t∂x + ∂u, Y7 = α∂α.
The group of equivalence transformations includes the following discrete transformations:
t→ −t, α→ −α, u→ −u, (2.48)
t→ −t, u→ −u, P → −P , R→ −R, (2.49)
α→ −α. (2.50)
We use the theorem on projections of equivalence Lie algebras [30, 31, 34] to find the
principal Lie algebra admitted by system (2.5).
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Consider the following projections of the equivalence generator (2.7):
X = pr(t,x,α,u)(Y ) ≡ ξ1∂t + ξ2∂x + η1∂α + η2∂u, (2.51)
Z = pr(α,u,P,R)(Y ) ≡ η1∂α + η2∂u + µ1∂P + µ2∂R, (2.52)
where pr(α,u,α,u) denotes projection onto the space (t, x, α, u) and pr(α,u,P,R) onto the space
(α, u,P , R).
An operator X belongs to the principal Lie algebra if and only if
Z = pr(α,u,P,R)(Y ) = 0. (2.53)
According to (2.46) and (2.52), Eq. (2.53) is written
C6α∂α + [(C3 − C1)u+ C4]∂u + [2(C3 − C1)P + C7]∂P + (C3 − 2C1)R∂R = 0.
Thus
C1 = 0, C3 = 0, C4 = 0, C6 = 0, C7 = 0.
Hence in view of (2.46) and (2.51)
Y = C2∂t + C5∂x
and we conclude that the principal Lie algebra of system (2.5) is two-dimensional and
spanned by the operators
X1 = ∂t, X2 = ∂x· (2.54)
2.3 Classical Lie’s algorithm
According to Lie’s algorithm [10, 65, 67], the infinitesimal generator of the maximal
symmetry group admitted by (2.5) is
X = ξ1(t, x, α, u)∂t + ξ
2(t, x, α, u)∂x + η
1(t, x, α, u)∂α + η
2(t, x, α, u)∂u (2.55)
if and only if the invariance conditions of system (2.5) are
X˜ (αt + αux + uαx) = 0,
(2.56)
X˜
(
ρ(ut + uux) + αxPα +R(α, u)
)
= 0,
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where
X˜ = X + ζ11∂αt + ζ
1
2∂αx + ζ
2
1∂ut + ζ
2
2∂ux
is the prolongation of the operator (2.55). The variables ζ ij are as given in Eqs. (2.11)–
(2.14).
The coefficients ξi and ηi of the symmetry generator (2.55) do not involve the derivatives
of the dependent variables. Thus we can separate (2.56) with respect to the derivatives of
the dependent variables and their powers to obtain an over-determined system of linear
homogeneous PDEs. The following over-determined system of equations was generated
manually and confirmed by the software package YaLie.
uξ1u − ξ2u − αξ1α = 0, (2.57)
ρ(η1t + uη
1
x + αη
2
x) + (αξ
1
x − η1u)R = 0, (2.58)
αη2u + η
1 − αη1α − αξ2x + 2αuξ1x + αξ1t = 0, (2.59)
ρ(uξ1t + u
2ξ1x − ξ2t − uξ2x + η2 + αη2α) +
(
αξ1x − η1u
)P ′ = 0, (2.60)
ξ1uP ′ + ρ(ξ2α − uξ1α) = 0, (2.61)
ρ2(η2t + uη
2
x) + ρ
[
η1xP ′ + η1Rα + η2Ru + (ξ1t + uξ1x − η2u)R
]− ξ1uR2 = 0, (2.62)
ρη1P ′′ + [ρ(ξ1t + 2uξ1x − ξ2x + η1α − η2u)− 2ξ1uR]P ′ = 0, (2.63)
ρ(uξ1t + u
2ξ1x − ξ2t − uξ2x + η2 − αη2α) +
(
αξ1x + η
1
u
)P ′
−(uξ1u − ξ2u + αξ1α)R = 0, (2.64)
where a prime denotes differentiation with respect to α and subscripts denote partial
differentiation.
From Eqs. (2.57), (2.60) and (2.64) we obtain
α(ρη2α + ξ
1
αR)− η1uP ′ = 0. (2.65)
Since ρ > 0 and we require R > 0, Eq. (2.65) holds provided ξ1α = 0, η
2
α = 0 and η
1
u = 0
or P ′(α) = 0.
We proceed with the analysis of the above determining equations by considering the
cases: P ′(α) 6= 0 and P ′(α) = 0.
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Case I. P ′(α) 6= 0.
From Eq. (2.65) we obtain
ξ1 = ξ1(t, x, u), η1 = η1(t, x, α), η2 = η2(t, x, u). (2.66)
According to the first equation in (2.66), Eqs. (2.57) and (2.61) imply that
ξ1 = ξ1(t, x), ξ2 = ξ2(t, x). (2.67)
When we take into account the last two equations in (2.66) and Eq. (2.67), the deter-
mining equations are
ρ(η1t + uη
1
x + αη
2
x) + αξ
1
xR = 0, (2.68)
αη2u + η
1 − αη1α − αξ2x + 2αuξ1x + αξ1t = 0, (2.69)
ρ(uξ1t + u
2ξ1x − ξ2t − uξ2x + η2) + αξ1xP ′ = 0, (2.70)
ρ(η2t + uη
2
x) + η
1
xP ′ + η1Rα + η2Ru + (ξ1t + uξ1x − η2u)R = 0, (2.71)
η1P ′′ + (ξ1t + 2uξ1x − ξ2x + η1α − η2u)P ′ = 0. (2.72)
When we using reasoning similar to the above, Eq. (2.68) implies that η1t +uη
1
x+αη
2
x = 0
and ξ1x = 0. Thus the remaining determining equations (2.68)–(2.72) are
η1t + uη
1
x + αη
2
x = 0, (2.73)
αη2u + η
1 − αη1α − αξ2x + αξ1t = 0, (2.74)
uξ1t − ξ2t − uξ2x + η2 = 0, (2.75)
ρ(η2t + uη
2
x) + η
1
xP ′ + η1Rα + η2Ru + (ξ1t − η2u)R = 0, (2.76)
η1P ′′ + (ξ1t − ξ2x + η1α − η2u)P ′ = 0. (2.77)
Solving Eqs. (2.100) and (2.101) we obtain
η1 = C(t, x)α, η2 = (ξ2x − ξ1t )u+ ξ2t , (2.78)
where C is an arbitrary function. Therefore in summary we have
ξ1 = ξ1(t), ξ2 = ξ2(t, x), η1 = C(t, x)α, η2 = (ξ2x − ξ1t )u+ ξ2t (2.79)
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and the determining equations are
Ct + u
(
Cx + ξ
2
xx
)
+ ξ2tx = 0, (2.80)
CαP ′′ + [C + 2(ξ1t − ξ2x)]P ′ = 0, (2.81)
ρ
[
(2ξ2xt − ξ1tt)u+ ξ2tt + u2ξ2xx
]
+CxαP ′ + CαRα +
[
(ξ2x − ξ1t )u+ ξ2t
]
Ru
+(2ξ1t − ξ2x)R = 0. (2.82)
Therefore the symmetry generator (2.55) takes the form
X = ξ1(t)∂t + ξ
2(t, x)∂x + C(t, x)α∂α +
[
(ξ2x − ξ1t )u+ ξ2t
]
∂u. (2.83)
In order to satisfy the remaining determining equations (2.80)–(2.82), since R depends
upon more than one variable, it becomes difficult to employ the procedure discussed
in [32, 67]. However, this procedure can be used to solve for P(α) in Eq. (2.81) and
hence leaving only R(α, u) to be solved from Eq. (2.82). Since the direct Lie symmetry
classification is difficult to implement, instead we make use of classification with respect
to three- and four-dimensional real Lie algebras by Patera and Winternitz [69] to solve
Eqs. (2.80)–(2.82).
2.4 Classification with respect to three-dimensional
Lie algebras
We consider the three-dimensional (3D) Lie algebras having the basis (e1, e2, e3). The
two operators are those that span the principal Lie algebra and a third operator (which
is to be obtained) is in form of the symmetry generator (2.83). Thus in order to obtain
the third operator we consider the following possible realizations:
(a) e1 = ∂t, e2 = ∂x, e3 = Xtn (b) e1 = ∂t, e2 = Xtn, e3 = ∂x
(c) e1 = ∂x, e2 = ∂t, e3 = Xtn (d) e1 = ∂x, e2 = Xtn, e3 = ∂t
(e) e1 = Xtn, e2 = ∂t, e3 = ∂x (f) e1 = Xtn, e2 = ∂x, e3 = ∂t
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where Xtn is the extension of the symmetry Lie algebra of the form
Xtn = A(t)∂t +B(t, x)∂x + C(t, x)α∂α + [(Bx − At)u+Bt]∂u. (2.84)
Our goal is to find the functions A, B, C for which Xtn is a symmetry generator of the
underlying system and thus obtaining the corresponding forms of P and R.
We illustrate the calculations involved by considering the possibilities (a)–(f) for the
algebras 3A1 and A1 ⊕ A2.
Firstly we consider 3A1 with the Lie Brackets:
[e1, e2] = 0, [e1, e3] = 0, [e2, e3] = 0.
(a) The first Lie Bracket is identically satisfied. The second Lie Bracket implies that
e3 = c1∂t +B(x)∂x + C(x)α∂α +Bxu∂u
for c1 arbitrary. The last Lie Bracket yields
e3 = c1∂t + c2∂x + c3α∂α,
where c2 and c3 are arbitrary constants.
Therefore the determining equations (2.80)–(2.82) reduce to
c3(αP ′′ + P ′) = 0, c3αRα = 0. (2.85)
We take e3 = α∂α and hence the corresponding forms of the arbitrary functions from the
classifying equations (2.85) are
P = k1 lnα+ k2, R = f(u), (2.86)
where k1 6= 0, k2 are arbitrary constants and f is an arbitrary function of u.
We reach the same conclusion for the remaining possibilities (b)–(f).
Secondly consider A1 ⊕ A2 with the Lie Brackets:
[e1, e2] = e2, [e1, e3] = 0, [e2, e3] = 0.
The first Lie Bracket implies that (b), (d), (e) and (f) are the only possible realizations.
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(b) [e1, e2] = e2 implies that
e2 = e
t[c¯1∂t + b(x)∂x + c(x)α∂α + [(bx − c¯1)u+ b]∂u].
The second Lie Bracket is identically satisfied. The third Lie Bracket yields
e2 = e
t[c¯1∂t + c¯2∂x + c¯3α∂α + (c¯2 − c¯1u)∂u],
where c¯1, c¯2 and c¯3 are arbitrary constants.
The determining equations (2.80)–(2.82) reduce to
c¯3e
tα = 0, (2.87)
et[c¯3αP ′′ + (2c¯1 + c¯3)P ′] = 0, (2.88)
et[c¯3αRα + (c¯2 − c¯1u)Ru + 2c¯1R + ρ(c¯2 − c¯1u)] = 0. (2.89)
With c¯3 = 0 Eq. (2.88) implies that c¯1 = 0 and P(α) is arbitrary since we require that
P ′(α) 6= 0. Thus e2 = et(∂x + ∂u) and solving Eq. (2.89) we obtain
R = g(α)− ρu, (2.90)
where g is an arbitrary function of α.
(e) [e1, e2] = e2 and [e1, e3] = 0 imply that
e1 = −t∂t + c˜3α∂α + u∂u
for arbitrary c˜3. The determining equations (2.80)–(2.82) become
c˜3αP ′′ + (c˜3 − 2)P ′ = 0 and c˜3αRα + uRu − 2R = 0. (2.91)
Solving (2.91) for nonzero c˜3 we obtain
P = 1
2
k˜1c˜3α
2/c˜3 + k˜2, R = α
2/c˜3 f˜(uα−1/c˜3), (2.92)
where k˜1 6= 0, k˜2 are arbitrary constants and f˜ is an arbitrary function of its argument.
The complete results are presented in Table 2.1, excluding the cases which yield R = 0.
In addition to the possible realizations (a)–(f) we also consider the 3D Lie algebras
which contain the two-dimensional subalgebras 2A1 and A2 (c.f. Table I [69]). The 2D
subalgebra, 2A1 yields the same results as those presented in Table 2.1.
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Table 2.1: Classification with respect to three-dimensional Lie algebras for P ′(α) 6= 0.
Algebra P R Condition Extra operator
on consts.
3A1 k1 lnα+ k2 Γ1(u) k1 6= 0 α∂α
A1 ⊕A2 Arbitrary Γ2(α)− ρu et(∂x + ∂u)
k¯2 − k¯12α2
Γ3(αu)
α
+
k¯1
α2
− ρu2 k¯1 6= 0 ex(∂x − α∂α + u∂u)
k¯3
2
kα2/k + k¯4 α2/kΓ4(uα−1/k) k¯3, k 6= 0 t∂t − kα∂α − u∂u
k¯6 − k¯52 λα
−2/λ α−1/λΓ5(uα1/λ) k¯5, λ 6= 0 x∂x − λα∂α + u∂u
A3,1 k3 lnα+ k4 Γ6
(
u− lnαh
)
k3, h 6= 0 t∂x + hα∂α + ∂u
Arbitrary Γ7(α) h = 0 t∂x + ∂u
A3,2 k5 lnα+ k6 α−1/κΓ8
(
u− lnακ
)
k5, κ 6= 0 t∂t + (t+ x)∂x + κα∂α + ∂u
Arbitrary e−uΓ9(α) κ = 0 t∂t + (t+ x)∂x + ∂u
A3,3 k7 lnα+ k8 α−1/`Γ10(u) k7, ` 6= 0 t∂t + x∂x + `α∂α
A3,4 k˜2 − k˜14 mα
−4/m α−3/mΓ11(uα2/m) k˜1,m 6= 0 t∂t − x∂x +mα∂α − 2u∂u
Aa3,5
kˆ1n
2(a− 1)α
2(a−1)
n + kˆ2 α
a−2
n Γ12(uα
1−a
n ) kˆ1, n 6= 0 t∂t + ax∂x + nα∂α + (a− 1)u∂u
kˆ3n¯
2(1− a)α
2(1−a)
n¯ + kˆ4 α
1−2a
n¯ Γ13(uα
a−1
n¯ ) kˆ5, n¯ 6= 0 at∂t + x∂x + n¯α∂α + (1− a)u∂u
The Γi are arbitrary functions and 0 < |a| < 1.
We show some calculations for the 3D Lie algebra A1 ⊕A2 containing A2 with the basis
(e1 + pe3; e2), where p 6= 0. The case p = 0 leads to the cases which are already treated.
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Let eˆ1 = e1 + pe3, eˆ2 = e2, eˆ3 = e1 or e3, where e1, e3 can be either ∂t or ∂x and eˆ2 is of
the form (2.84). Likewise, we can have eˆ1 = e1 or e3, eˆ2 = e2, eˆ3 = e1 + pe3.
Consider eˆ1 = ∂t + p∂x, eˆ2 = e2, eˆ3 = ∂t. The Lie Brackets [eˆ1, eˆ2] = eˆ2 and [eˆ2, eˆ3] = 0
yield
e2 = e
x/p [k2∂x + k3α∂α + (k2u/p)∂u]
for arbitrary constants k2 and k3.
Eventually e2 takes the form e2 = e
x/p (p∂x − α∂α + u∂u) and the corresponding arbitrary
elements are
R =
kˆ1 − ρα2u2 + pαΓ(αu)
pα2
, P = kˆ2 − kˆ1
2α2
, (2.93)
where kˆ1, kˆ2 are arbitrary constants and Γ(αu) is an arbitrary function.
The summary of results is given in Table 2.2.
2.5 Classification with respect to four-dimensional
Lie algebras
Since each four-dimensional (4D) Lie algebra contains a 3D subalgebra, equations ad-
mitting a 4D symmetry Lie algebra stem from specification of arbitrary functions in
equations admitting a 3D symmetry Lie algebra. Thus we have to examine all 4D Lie
algebras admitting the previously obtained 3D symmetry Lie algebras (given in Table
2.1) as subalgebras.
We follow the same procedure used in the classification with respect to 3D Lie algebra
and the cases which lead to R = 0 are discarded. Below we show some calculations for
the 4D Lie algebra containing 3D Lie algebra A1 ⊕ A2 as subalgebra.
The algebra 2A2 with the nonzero Lie Brackets [e1, e2] = e2 and [e3, e4] = e4 is the only
4D Lie algebra containing the 3D Lie algebra A1 ⊕ A2.
Consider the possible realization (∂x, e2,−t∂t+kα∂α+u∂u, ∂t): the Lie Brackets [e1, e2] =
e2 and [e2, e4] = 0 of the algebra 2A2 give e2 = e
x(c2∂x + c3α∂α + c2u∂u), for arbitrary
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Table 2.2: Classification with respect to two-dimensional subalgebra of A1 ⊕A2 for P ′(α) 6= 0.
P R Condition Operators
on consts.
kˆ2 − kˆ12α2
kˆ1 − ρα2u2 + pαΓ(αu)
pα2
kˆ1 6= 0 ∂t, ∂t + p∂x,
ex/p (p∂x − α∂α + u∂u)
Arbitrary Γ(α)− ρu
p
∂x, p∂t + ∂x, et/p (p∂x + ∂u)
kˆ4 − kˆ32α2
ρα2(u− p)2 − kˆ3 + pαΓ(αu− pα)
pα2
kˆ3 6= 0 ∂t, ∂t + p∂x,
et−x/p [p∂x + α∂α + (p− u)∂u]
kˆ6 − kˆ52α2
kˆ5 − ρα2(u− p)2 + αΓ(αu− pα)
α2
kˆ5 6= 0 ∂x, ∂t + p∂x,
ex−pt [∂x − α∂α + (u− p)∂u]
kˆ8 − kˆ72α2
ρα2(1− pu)2 − kˆ7p2 + pαΓ(αu− α/p)
pα2
kˆ7 6= 0 ∂t, p∂t + ∂x,
et−px [∂x + pα∂α + (1− pu)∂u]
kˆ10 − kˆ92α2
kˆ9p
2 − ρα2(1− pu)2 + p2αΓ(αu− α/p)
p2α2
kˆ9 6= 0 ∂x, p∂t + ∂x,
ex−t/p [p∂x − pα∂α + (pu− 1)∂u]
The arbitrary functions, Γ are in general different and p 6= 0.
constants c2 and c3. The determining equations (2.80)–(2.82) become
exαu(c2 + c3) = 0, (2.94)
k¯3e
xα2/k(kc2 − c3) = 0, (2.95)
ex[k(c2ρu
2 + c3k¯3α
2/k)− (kc2 − 2c3)α2/kΓ4(uα−1/k)
+(kc2 − c3)uα1/kΓ′4(uα−1/k)] = 0. (2.96)
The first two equations (2.94) and (2.95) imply that c3 = −c2 and thus k = −1. Therefore
e2 = e
x(∂x−α∂α+u∂u), e3 = −t∂t−α∂α+u∂u and Γ4 = k¯3−ρα2u2, i.e., R = k¯3α−2−ρu2.
The complete results are presented in Table 2.3.
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Table 2.3: Classification with respect to four-dimensional Lie algebras for P ′(α) 6= 0.
P R Condition Operators
on consts.
k3 lnα+ k4 `1α−1/
¯`exp[hu/¯` ] ¯`, h 6= 0 t∂x + hα∂α + ∂u, t∂t + x∂x + ¯`α∂α
k7 lnα+ k8 `2α−1/` k7, ` 6= 0 t∂x + ∂u, t∂t + x∂x + `α∂α
k¯4 − k¯32α2 ρu
2 − k¯3
α2
k¯3 6= 0 ex(∂x − α∂α + u∂u), t∂t + α∂α − u∂u
k¯8 − k¯72 λα
−2/λ `3α−1/λ − ρu k¯7, λ 6= 0 et(∂x + ∂u), x∂x − λα∂α + u∂u
λ2 − λ12 γα
−2/γ `4α−2/γ λ1, γ 6= 0 t∂x + ∂u, t∂t + γα∂α − u∂u
λ3
2b
να
2b
ν + λ4 `5α
b−1
ν λ3, ν 6= 0 t∂x + ∂u, t∂t + (1 + b)x∂x + να∂α + bu∂u
λ5
2
σα2/σ + λ6 `6 λ5, σ 6= 0 t∂x + ∂u, t∂t + 2x∂x + σα∂α + u∂u
kˆ1n
2(a− 1)α
2(a−1)
n + kˆ2 `7α
a−2
n kˆ1, n 6= 0 t∂x + ∂u, t∂t + ax∂x + nα∂α + (a− 1)u∂u
kˆ3n¯
2(1− a)α
2(1−a)
n¯ + kˆ4 `8α
1−2a
n¯ kˆ3, n¯ 6= 0 t∂x + ∂u, at∂t + x∂x + n¯α∂α + (1− a)u∂u
The `i are arbitrary nonzero constants and 0 < |b| < 1. The symmetry Lie algebra for
each case includes the operators ∂t and ∂x.
It can be shown by direct calculation that there are no realizations of the 4D Lie algebras
containing the 3D Lie algebras from Table 2.2.
Case II. P ′(α) = 0, i.e., P = P0 ≡ constant.
According to Eq (2.65) the symmetry generator (2.55) is given by
X = ξ1(t, x, u)∂t + ξ
2(t, x, u)∂x + η
1(t, x, α, u)∂α + η
2(t, x, u)∂u. (2.97)
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The corresponding determining equations are
uξ1u − ξ2u = 0, (2.98)
ρ(η1t + uη
1
x + αη
2
x) + (αξ
1
x − η1u)R = 0, (2.99)
αη2u + η
1 − αη1α − αξ2x + 2αuξ1x + αξ1t = 0, (2.100)
uξ1t + u
2ξ1x − ξ2t − uξ2x + η2 = 0, (2.101)
ρ2(η2t + uη
2
x) + ρ
[
η1Rα + η
2Ru + (ξ
1
t + uξ
1
x − η2u)R
]− ξ1uR2 = 0, (2.102)
ρ(uξ1t + u
2ξ1x − ξ2t − uξ2x + η2)− (uξ1u − ξ2u)R = 0. (2.103)
Proceeding as in the previous case our aim is to find an extra operator in the form of
(2.97). Hence we obtain the corresponding form of R whenever the extra operator exists.
We give an illustration of some calculations for the 3D Lie algebra A1 ⊕ A2 and the 4D
Lie algebra containing this algebra.
Consider firstly the 3D Lie algebra having the realization (e1, ∂x, ∂t). The Lie Brackets
[e1, e2] = e2 and [e1, e3] = 0 yield
e1 = a(u)∂t + (−x+ b(u))∂x + C(α, u)∂α − d(u)∂u. (2.104)
Substituting the forms of ξs and ηs from (2.104) into the determining equations (2.98)–
(2.103) we have
e1 = a(u)∂t +
(
−x+ a(u)u−
∫
a(u) du+ C2
)
∂x + C3α∂α − u∂u, (2.105)
where C2 and C3 are arbitrary constants.
From (2.105) we investigate the cases: a′(u) 6= 0 and a′(u) = 0. Firstly for a′(u) 6= 0 and
C3 6= 0 we take
e1 = u∂t +
(
−x+ u
2
2
)
∂x + C3α∂α − u∂u. (2.106)
Thus R = −ρ/(α1/C3 exp [ρΦ(uα1/C3)]− 1), where Φ is an arbitrary function of its argu-
ment.
For C3 = 0, R = −ρu/(exp [ρΦ¯(α)]− u), where Φ¯ is an arbitrary function of α.
Secondly for a′(u) = 0 and C3 6= 0 the operator (2.105) takes the form
e1 = −x∂x + C3α∂α − u∂u (2.107)
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and thus R = α−1/C3Λ(uα1/C3), where Λ is an arbitrary function of its argument.
For C3 = 0, R = uΛ¯(α) and e˜1 = −x∂x − u∂u, where Λ¯ is an arbitrary function of α.
We now turn to the 4D Lie algebra containing A1⊕A2 for the extended operator (2.107)
and show calculations for the possible realizations (∂t, e¯2,−x∂x + C3α∂α − u∂u, ∂x) and
(−x∂x + C3α∂α − u∂u, ∂x, e¯3, ∂t).
When we take the first realization, the Lie Brackets [e¯1, e¯2] = e¯2, [e¯2, e¯3] = 0, [e¯2, e¯4] = 0
yield
e¯2 = e
t[C1∂t + C2u∂x + C¯(uα
1/C3)α∂α + C4u∂u],
where C1, C2, C4 are arbitrary constants and C¯ is an arbitrary function. Substituting
the forms of ξs and ηs in e¯2 into the determining equations (2.98)–(2.103) we obtain
e¯2 = e
t(∂t − u∂u) and G = ρuα1/C3 +K1u2α2/C3
for arbitrary constant K1. Therefore R = u
(
ρ+K1uα
1/C3
)
provided C3 6= 0.
For the second realization we have
e¯3 = −t∂t + C¯3α∂α + u∂u and R = K2u(C3 + C¯3)
[
(C3 + C¯3)uα
1/C3
] C3
C3+C¯3 ,
where C3 6= −C¯3 and K2 6= 0 are arbitrary constants.
Considering C3 = 0. The first realization gives e¯2 = e
t(∂t−u∂u) and R = ρu. The second
realization yields
e¯3 = t∂t − C¯3α∂α − u∂u and R = K¯2uα1/C¯3 ,
where C¯3 and K¯2 are nonzero arbitrary constants.
The complete results for both the 3D Lie algebras and 4D Lie algebras are summarized in
Tables 2.4 and 2.5 respectively. We also present without calculations the results involving
the 2D subalgebra A2 in Table 2.6.
Remark: The details of some calculations for cases P ′(α) 6= 0 and P ′(α) = 0 using
YaLie are given in the appendix.
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2.6 Conclusion
We obtained the forms of the arbitrary elements that appear in the one-dimensional
collapsible tube model via the classification with respect to subalgebras of real three and
four-dimensional Lie algebras.
The procedure employed in finding extra operators and hence the arbitrary elements
does not guarantee the full symmetry Lie algebra. It only provides a subalgebra of the
symmetry Lie algebra, that is, there may be extra operators for the equations admitting
3D and 4D Lie algebras. The guarantee for obtaining the maximal symmetry Lie algebra
would be reached only after performing symmetry analysis of individual cases from Tables
2.1 and 2.4 for 3D Lie algebras and Tables 2.3 and 2.5 for 4D Lie algebras.
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Table 2.4: Classification with respect to three-dimensional Lie algebras for P ′(α) = 0.
Algebra R Condition Extra operator
on consts.
3A1 − ρc¯lnα+ ρc¯G(u) c¯ 6= 0 u∂t +
u2
2 ∂x + c¯α∂α
G(u) α∂α
A1 ⊕A2 ρu etuα∂α
ρ(u+ i
√
2c1) c1 6= 0 et
[
u∂t +
(
u2
2 + c1
)
∂x +
(
c1 − u22
)
∂u
]
× tan
[
2i arctan
[
u√
2c1
]
+G(α)
]
ρu (2u+ exp [ρG(α)])
2 (u+ exp [ρG(α)])
c1 = 0 et(u∂t + u
2
2 ∂x − u
2
2 ∂u)
ρ(u− c2) + (u− c2)2G(α) et[∂t + c2∂x + (c2 − u)∂u]
G(α)− ρu et(∂x + ∂u)
ρ
(
u2
2
− c3
)
ex
[
u∂t +
(
u2
2 + c3
)
∂x +
(
c3 − u22
)
u∂u
]
ρu2 exuα∂α
ρu(u− c4) ex[∂t + c4∂x + (c4 − u)u∂u]
α−1G(αu)− ρu2 ex(∂x − α∂α + u∂u)
2ρα2/c5 exp
[
2ρG(uα−1/c5)
]
1− α2/c5 exp [2ρG(uα−1/c5)] c5 6= 0 (u− t)∂t + u22 ∂x + c5α∂α + u∂u
2ρu2 exp [2ρG(α)]
1− u2 exp [2ρG(α)] c5 = 0 (u− t)∂t +
u2
2 ∂x + u∂u
The G are (different) arbitrary functions of their arguments.
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Table 2.4 (Continued).
Algebra R Condition Extra operator
on consts.
α2/c6G(uα−1/c6) c6 6= 0 t∂t − c6α∂α − u∂u
u2G(α) c6 = 0 t∂t − u∂u
ρ
1− α1/c7 exp [ρG(uα1/c7)] c7 6= 0 u∂t + (u22 − x) ∂x + c7α∂α − u∂u
ρu
u− exp [ρG(α)] c7 = 0 u∂t +
(
u2
2 − x
)
∂x − u∂u
α−1/c8G(uα1/c8) c8 6= 0 x∂x − c8α∂α + u∂u
uG(α) c8 = 0 x∂x + u∂u
A3,1
2ρu
1 + 2uα3ρG(uα)
(x+ u)∂t + u
2
2 ∂x + uα∂α − u2∂u
α−3G(αu) x∂t + uα∂α − u2∂u
ρα1/c9 exp
[
ρG(uα−1/c9)
]
1− α1/c9 exp [ρG(uα−1/c9)] c9 6= 0 u∂t + (x+ u22 )∂x + c9α∂α + u∂u
ρu exp [ρG(α)]
1− u exp[ρG(α)] c9 = 0 u∂t + (x+
u2
2 )∂x + u∂u
α1/c10G(uα−1/c10) c10 6= 0 x∂x + c10α∂α + u∂u
uG(α) c10 = 0 x∂x + u∂u
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[ u∂ t
+
( u2 2
+
k¯
) ∂ x
+
u
( u2 2
−
k¯
) ∂ u]
ρ
u
(µ
−
u
)
φ
6=
pi
/2
∂
x
,
co
sφ
e−
x
[∂
t
+
µ
∂
x
+
(u
−
µ
)u
∂
u
],
e−
x
[∂
t
+
µ
∂
x
+
(u
−
µ
)u
∂
u
]
(u
−
σ
)2
G¯
(α
)
−
ρ
(u
−
σ
)
φ
6=
pi
/2
∂
t
,
co
sφ
e−
t
[∂
t
+
σ
∂
x
+
(u
−
σ
)∂
u
],
e−
t
[∂
t
+
σ
∂
x
+
(u
−
σ
)∂
u
]
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Chapter 3
Symmetry Classification of
Collapsible Tube Model
incorporating Tension
We perform a complete symmetry classification of a collapsible tube model investigated
in the previous chapter by incorporating the constant longitudinal tension and curvature
of the tube wall. The first part of classification involves the same procedure employed
in the previous chapter, i.e., we perform the classification with respect to three- and
four-dimensional Lie algebras. Thereafter we analyze individual cases arising from both
classifications in order to establish the maximal symmetry Lie algebra. The classification
procedure specifies the arbitrary elements or parameters appearing in an equation or a
system under study, hence yielding new models and those that are analogous to the
existing ones. The one-dimensional model [25] to be investigated is governed by the
system of equations
αt + (αu)x = 0, (3.1)
ρ(ut + uux) = −px −R(α, u), (3.2)
p− pe = P(α)− Tαxx. (3.3)
The tube law (3.3) includes the tension term Tαxx, in which the effect of longitudinal
tension is represented by T > 0 and αxx approximates the curvature of the tube wall.
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The importance of the tension term is to match the order of the PDEs to the four
boundary conditions required to describe flow in the Starling Resistor [2, 25]. We put
the restriction T > 0 in order to exclude the model for which T = 0 (already treated
in Chapter 2). There is a number of special cases of the underlying model such as: “A
model of a snorer’s upper airway” which has been investigated numerically in [2].
The nomenclature follows from that of the model in Chapter 2.
We eliminate the pressure from Eqs. (3.1)–(3.3) and obtain the system
αt + αux + uαx = 0,
(3.4)
ρ(ut + uux) + αxPα − Tαxxx +R(α, u) = 0.
The principal symmetry Lie algebra of the above system is spanned by at least two
operators (to be established later), namely
X1 = ∂t and X2 = ∂x.
3.1 Determining equations for classification
Generating the determining equations manually can be very tedious especially when the
order of the PDEs is two or more. However, the method of Lie is algorithmical and
nowadays has been implemented using packages for symbolic computation. We use the
software package YaLie for generating and manipulating determining equations for the
maximal symmetry Lie algebra.
We seek the generator of symmetry admitted by system (3.4) having the form
X = ξ1(t, x, α, u)∂t + ξ
2(t, x, α, u)∂x + η
1(t, x, α, u)∂α + η
2(t, x, α, u)∂u. (3.5)
We solve the following determining equations for the coefficients ξi and ηi of the symmetry
generator (3.5):
η1u = 0, η
1
αα = 0, ξ
2
u = 0, ξ
2
α = 0, ξ
1
u = 0, ξ
1
α = 0, ξ
1
x = 0, (3.6)
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uη1x + αη
2
x + η
1
t = 0, (3.7)
η1 + αη2u − αη1α − αξ2x + αξ1t = 0, (3.8)
η2 + αη2α − uξ2x + uξ1t − ξ2t = 0, (3.9)
η1xα − ξ2xx = 0, (3.10)
η2u − η1α + 3ξ2x − ξ1t = 0, (3.11)
η2Ru + η
1Rα −Rη2u + P ′η1x + uρη2x − Tη1xxx + ρη2t +Rξ1t = 0, (3.12)
η1P ′′ − P ′η2u + P ′η1α − P ′ξ2x − 3Tη1xxα + Tξ2xxx + P ′ξ1t = 0, (3.13)
η2 − αη2α − uξ2x + uξ1t − ξ2t = 0, (3.14)
where subscripts denote differentiation with respect to the indicated variables and prime
indicates derivative with respect to α.
From Eqs. (3.6), (3.9) and (3.14) we have
ξ1 = ξ1(t), ξ2 = ξ2(t, x), η1 = c(t, x)α+ d(t, x), η2 = (ξ2x − ξ1t )u+ ξ2t , (3.15)
where c and d are arbitrary functions of t and x.
Upon substitution of the forms for ξi and ηi from (3.15) into Eqs. (3.7), (3.8) and (3.10)–
(3.13) we obtain
uαcx + uαξ
2
xx + αct + αξ
2
tx = 0, (3.16)
cx − ξ2xx = 0, (3.17)
c+ 2ξ1t − 4ξ2x = 0, (3.18)
P ′αcx +R
(
2ξ1t − ξ2x
)
+ uRuξ
2
x + u
2ρξ2xx + αcRα +Ruξ
2
t + 2uρξ
2
tx + ρξ
2
tt
−uρξ1tt − uξ1tRu − Tαcxxx = 0, (3.19)
c (P ′ + αP ′′) + 2P ′ (ξ1t − ξ2x)+ Tξ2xxx − 3Tcxx = 0. (3.20)
We use Eq. (3.18) to eliminate c from the other equations and get
5
(
uξ2xx + ξ
2
tx
)− 2ξ1tt = 0, (3.21)
ξ2xx = 0, (3.22)
R
(
2ξ1t − ξ2x
)
+ u2ρξ2xx + 4αP ′ξ2xx + 4αξ2xRα +Ru
(
uξ2x + ξ
2
t
)
+ 2uρξ2tx + ρξ
2
tt
−uρξ1tt − 4Tαξ2xxxx − ξ1t (uRu + 2αRα) = 0, (3.23)
2αξ1tP ′′ − 2P ′ξ2x + 11Tξ2xxx − 4αP ′′ξ2x = 0. (3.24)
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Solving Eq. (3.22) we have
ξ2(t, x) = A(t)x+B(t), (3.25)
where A and B are arbitrary functions of t.
When we take into account Eq. (3.25), the remaining determining equations become
5Bt − 2Att = 0, (3.26)
2RAt + 2uρBt + xρBtt + ρCtt + xBtRu + CtRu +B (uRu + 4αRα −R)
−uρAtt − At (uRu + 2αRα) = 0, (3.27)
αAtP ′′ −B (P ′ + 2αP ′′) = 0. (3.28)
Upon integration of Eq. (3.26) we obtain
B(t) = c1 +
2
5
At, (3.29)
where c1 is an arbitrary constant.
The substitution of Eq. (3.29) into Eqs. (3.27)–(3.28) yields the compatibility conditions
[2xAtt + 5Ct + (5c1 − 3At)u]Ru + 2(10c1 − At)αRα + (8At − 5c1)R
+ρ (2xAttt + 5Ctt − Attu) = 0, (3.30)
(5c1 + 2At)P ′ + (10c1 − At)αP ′′ = 0. (3.31)
Therefore the symmetry generator (3.5) takes the form
X = A(t)∂t +
[(
c1 +
2
5
At
)
x+ C(t)
]
∂x +
(
4c1 − 2
5
At
)
α∂α
+
[
Ct +
2
5
xAtt +
(
c1 − 3
5
At
)
u
]
∂u· (3.32)
If we assume that R(α, u) and P(α) are arbitrary functions of their arguments, then from
the classifying equations (3.30) and (3.30) we should have
5c1 + 2At = 0, 10c1 − At = 0, 8At − 5c1 = 0, 2xAtt + 5Ct + (5c1 − 3At)u = 0. (3.33)
Solving (3.33) for the unknowns we obtain A(t) = c2 and C(t) = c3. This leads to the
symmetry generators
X1 = ∂t, X2 = ∂x. (3.34)
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Thus the operators given by (3.34) span the principal symmetry Lie algebra.
Similarly to Chapter 2 we analyze the classifying relations (3.30) and (3.31) via clas-
sification with respect to three- and four-dimensional real Lie algebras by Patera and
Winternitz [69]. This procedure does not guarantee the maximal symmetry Lie alge-
bra. It only provides a subalgebra of the symmetry Lie algebra. Hence we go further
by carrying out symmetry analysis of each case arising from the 3D and 4D Lie algebra
classifications.
3.2 Classification with respect to 3D Lie algebras
The principal Lie algebra admitted by the underlying system (3.4) is two-dimensional
and spanned by the operators ∂t, ∂x. In order to extend the principal symmetry Lie
algebra we find the third operator in the form (3.32). This operator is a symmetry
generator of the system provided it satisfies the compatibility conditions for the arbitrary
parameters P(α) and R(α, u). We consider the following possible realizations with the
basis (e1, e2, e3).
(a) e1 = ∂t, e2 = ∂x, e3 = Xtn (b) e1 = ∂t, e2 = Xtn, e3 = ∂x
(c) e1 = ∂x, e2 = ∂t, e3 = Xtn (d) e1 = ∂x, e2 = Xtn, e3 = ∂t
(e) e1 = Xtn, e2 = ∂t, e3 = ∂x (f) e1 = Xtn, e2 = ∂x, e3 = ∂t
where Xtn is the extension of the symmetry Lie algebra of the form (3.32).
We give illustration of the calculations involved by considering the possible realizations
(a)–(f) for the algebras 3A1 and A1 ⊕ A2.
The algebra 3A1 has zero Lie Brackets.
(a) [e1, e2] = 0 is identically satisfied. The Lie Bracket: [e1, e3] = 0 implies that
e3 = c2∂t + (c1x+ c3)∂x + 4c1α∂α + c1u∂u
for arbitrary constants c2 and c3. We take e3 = c1x∂x + 4c1α∂α + c1u∂u. Lastly the Lie
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Bracket: [e2, e3] = 0 yields c1 = 0 and thus there is no realization. Likewise there are no
realizations for (b)–(f).
Next we consider A1 ⊕ A2 with the nonzero Lie Bracket: [e1, e2] = e2. The possible
realizations (a) and (c) do not satisfy this relation.
(b) [e2, e3] = 0 yields
e2 ≈ −5
2
c1t∂t + C(t)∂x + 5c1α∂α +
(
Ct +
5
2
c1u
)
∂u.
We invoke [e1, e2] = e2. This implies that c1 = 0 and C(t) = c3e
t. Thus e2 = e
t(∂x +
∂u). With this form of e2 the compatibility conditions (3.30)–(3.31) imply that P(α) is
arbitrary and R(α, u) = F1(α)− ρu for an arbitrary smooth function F1(α).
(d) [e2, e3] = 0 yields e2 = c1x∂x + 4c1α∂α + c1u∂u and [e1, e2] = e2 implies that c1 = 0.
Clearly e2 cannot be zero. Therefore the case is discarded.
(e) [e1, e3] = 0 yields
e1 ≈ −5
2
c1t∂t + C(t)∂x + 5c1α∂α +
(
Ct +
5
2
c1u
)
∂u.
The Lie Bracket [e1, e2] = e2 implies that
e1 = t∂t + c3∂x − 2α∂α − u∂u ≈ t∂t − 2α∂α − u∂u.
The classifying relations (3.30) and (3.31) reduce to
uRu + 2αRα − 2R and P ′′ = 0. (3.35)
Therefore solving (3.35) we have
R(α, u) = αF2(u/
√
α), P(α) = k1α+ k2,
where k1, k2 are arbitrary constants and F2 is an arbitrary function of its argument.
(f) [e1, e3] = 0 yields e1 = c1x∂x + 4c1α∂α + c1u∂u and invoking [e1, e2] = e2 we get
e1 = −x∂x − 4α∂α − u∂u. The classifying relations (3.30) and (3.31) simplify to
uRu + 4αRα −R = 0 and Pα + 2αP ′′ = 0. (3.36)
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From (3.36) we obtain
R(α, u) = α1/4F3(uα
−1/4), P(α) = 2k3
√
α+ k4
for arbitrary constants k3, k4 and F3 an arbitrary function of its argument.
All the results are presented in Table 3.1.
Table 3.1: Classification with respect to 3D Lie algebras.
Algebra P R Extra operator
A1 ⊕A2 Arbitrary F1(α)− ρu et(∂x + ∂u)
k1α+ k2 αF2(u/
√
α) t∂t − 2α∂α − u∂u
2k3
√
α+ k4 α1/4F3(uα−1/4) x∂x + 4α∂α + u∂u
A3,1 Arbitrary F4(α) t∂x + ∂u
A3,2 k5 lnα+ k6 F5(u− 12 lnα)/
√
α t∂t + (t+ x)∂x + 2α∂α + ∂u
A3,3 k7 lnα+ k8 F6(u)/
√
α t∂t + x∂x + 2α∂α
A3,4
3
2k9α
2/3 + k10
√
α F7(uα−1/3) t∂t − x∂x − 6α∂α − 2u∂u
Aa3,5 k11
(2a− 1)[(1− 2a)α]− a2a−1
a− 1 + k12 [2(2a− 1)α]
a−2
2(2a−1) t∂t + ax∂x + 2(2a− 1)α∂α
×F8
(
u[2(1− 2a)α] a−12(1−2a)
)
+(a− 1)u∂u
k13
(a− 2)α a−1a−2
a− 1 + k14 [2(2− a)α]
1−2a
2(2−a) at∂t + x∂x + 2(2− a)α∂α
×F9
(
u[2(2− a)α] a−12(2−a)
)
+(1− a)u∂u
The Fi are arbitrary functions of the indicated arguments and 0 < |a| < 1.
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3.3 Classification with respect to 4D Lie algebras
We examine all the 4D Lie algebras containing as subalgebras the 3D symmetry Lie
algebras obtained in the previous section (Table 3.1). We show calculations involved for
the 3D Lie algebra A1 ⊕ A2.
The 4D Lie algebra 2A2 contains only A1 ⊕ A2 as a subalgebra and the corresponding
nonzero Lie Brackets are [e1, e2] = e2 and [e3, e4] = e4.
Firstly we consider the possible realization: (e1, ∂x, ∂t, e
t(∂x+∂u)). From the Lie Bracket
[e1, e3] = 0, we have e1 = c1x∂x+4c1α∂α+ c1u∂u. The Lie bracket [e1, e4] = 0 is satisfied.
Finally, [e1, e2] = e2 implies that c1 = −1 and hence, e1 = −x∂x − 4α∂α − u∂u. The
classifying relations (3.30) and (3.31) reduce to
4αF ′1 − F1 = 0 and 2αP ′′ + P ′ = 0, (3.37)
The solution to (3.37) is given by
F1(α) = K1 α
1/4, P(α) = 2`1
√
α+ `2,
where `1, `2 and K1 are arbitrary constants.
Next we consider the possible realization: (−t∂t+2α∂α+u∂u, ∂t, e3, ∂x). The Lie Bracket
[e2, e3] = 0 yields e3 = c1x∂x + 4c1α∂α + c1u∂u. The Lie Bracket [e1, e3] = 0 is satisfied
identically. Lastly [e3, e4] = e4 implies that c1 = −1 and therefore e3 = −x∂x−4α∂α−u∂u.
The compatibility conditions (3.30)–(3.31) yield
k1 = 0, zF
′
2(z)− 3αF2(z) = 0, (3.38)
where prime represents derivative with respect to z = u/
√
α . The first condition in
(3.38) implies that P(α) = k2 ≡ constant and solving the second equation we have
F2(z) = K2z
3
for arbitrary constant K2. Thus R(α, u) = K2u
3/
√
α.
Finally we obtain e3 = −t∂t + 2α∂α + u∂u corresponding to the possible realization:
(−x∂x − 4α∂α − u∂u, ∂x, e3, ∂t). This is the same realization as the latter and hence
redundant.
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All the results are given in Table 3.2.
Table 3.2: Classification with respect to 4D Lie algebras.
P R Operators
2`1
√
α+ `2 K1α1/4 − ρu ∂t, ∂x, et(∂x + ∂u), x∂x + 4α∂α + u∂u
P0 K2u3/
√
α ∂t, ∂x, t∂t − 2α∂α − u∂u, x∂x + 4α∂α + u∂u
`3α+ `4 K3α ∂t, ∂x, t∂x + ∂u, t∂t − 2α∂α − u∂u
`5 lnα+ `6 K4/
√
α ∂t, ∂x, t∂x + ∂u, t∂t + x∂x + 2α∂α
3`7α1/3 + `8 K5 ∂t, ∂x, t∂x + ∂u, t∂t + 2x∂x + 6α∂α + u∂u
`9
[(1 + 2b)α]
b
1+2b
b
+ `10 K6[(1 + 2b)α]
b−1
2(2b+1) ∂t, ∂x, t∂x + ∂u, t∂t + (1 + b)x∂x + 2(2b+ 1)α∂α + bu∂u
The Ki are arbitrary nonzero constants and 0 < |b| < 1.
It can be shown by direct calculation that there are no realizations for the 3D Lie algebras
which contain the two-dimensional subalgebras 2A1 and A2. This is the same for the 4D
Lie algebras which contain as subalgebras the 3D Lie algebras corresponding to 2A1 and
A2 (see Table II [69]).
3.4 Complete classification
The classification performed so far does not provide the full symmetry Lie algebra, that
is, there may be extra operators for the equations admitting 3D and 4D Lie algebras. As
a result we continue classification by performing symmetry analysis of every case from
Tables 3.1 and 3.2 to achieve complete group classification.
We illustrate calculations by taking one case from Tables 3.1 & 3.2 and present the rest
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of the calculations in tabular form.
We consider the first case in Table 3.1. The substitution of the form for R into the original
system (3.4) and execution of the Lie’s algorithm result in the classifying relations
(5c1 − 8At)F1 + (5uρ+ 2αF ′1)At + ρ [5Ct + (u+ 2x)Att]
−20αc1F ′1 − 5ρCtt − 2xρAttt = 0, (3.39)
(5c1 + 2At)P ′ + (10c1 − At)αP ′′ = 0. (3.40)
The corresponding symmetry generator is the same as the one given by (3.32).
Upon separation of Eq. (3.39) with respect to u and then x, we obtain A(t) = −1
5
c2e
−5t+
c3 and c2 = 0 respectively for arbitrary constants c2, c3. Thus A(t) = c3 and the
classifying relations (3.39)–(3.40) simplify to
c1 (F1 − 4αF ′1) + ρ (Ct − Ctt) = 0, (3.41)
c1 (P ′ + 2αP ′′) = 0. (3.42)
The differentiation of Eq. (3.41) with respect to t yields
c1 (F1 − 4αF ′1) + ρc5 = 0, (3.43)
C(t) = c4e
t + c5t+ c6, (3.44)
where c4, c5 and c6 are the arbitrary constants. Definitely c1 cannot be zero in Eq. (3.42)
and (3.43). If we assume that c1 6= 0, then the solution to these equations is given by
F1(α) = Kα
1/4 − ρβ, P(α) = 2κ1
√
α+ κ2,
where β = c5/c1, κ1, κ2 and K are arbitrary constants. Therefore the generator of
symmetry takes the form
X = c3∂t +
[
c6 + c4e
t + c1(βt+ x)
]
∂x + 4c1α∂α +
[
c4e
t + c1(β + u)
]
∂u.
The full symmetry Lie algebra is given by
X1 = ∂t, X2 = ∂x, X3 = e
t(∂x + ∂u), X4 = (βt+ x)∂x + 4α∂α + (β + u)∂u.
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Next we consider the first case in Table 3.2. Substituting the forms of P and R into the
original system (3.4) and generating the determining equations, we have
5Bt − 2Att = 0, (3.45)(
2uρ− 3K1α1/4
)
At + 2ρ [(x− 2u)Bt + Ct + uAtt − xBtt − Ctt] = 0, (3.46)
`1At√
α
= 0, (3.47)
provided
X = A(t)∂t + (B(t)x+ C(t)) ∂x + (4B − 2At)α∂α + [Ct + xBt + (B − At)u] ∂u. (3.48)
The last equation, (3.47), prompts consideration of the cases: `1 6= 0 and `1 = 0. The
case `1 6= 0 implies that At = 0 and hence A(t) = c1. In turn from Eqs. (3.45) and (3.46)
we get B(t) = c2 and C(t) = c3e
t + c4 for arbitrary constants c1, c2, c3 and c4. Thus the
symmetry generator (3.48) becomes
X = c1∂t +
(
c4 + c3e
t + c2x
)
∂x + 4c2α∂α +
(
c3e
t + c2u
)
∂u. (3.49)
Therefore the complete symmetry Lie algebra is given by
X1 = ∂t, X2 = ∂x, X3 = e
t(∂x + ∂u), X4 = x∂x + 4α∂α + u∂u.
For the second case Eq. (3.47) is identically satisfied and P(α) = `2. From Eq. (3.45) we
have B(t) = c1 +
2
5
At and consequently Eq. (3.46) simplifies to
5
(
2uρ− 3K1α1/4
)
At + 2ρ [5Ct + (u+ 2x)Att − 5Ctt − 2xAttt] = 0, (3.50)
where c1 is an arbitrary constant.
Separating Eq. (3.50) by α and u we get A(t) = c2, C(t) = c3e
t + c4 for arbitrary c2,
c3, c4. We eventually obtain the same symmetry generator as (3.49) and hence conclude
that the first case in Table 3.2 is possible provided P(α) = P0 ≡ constant.
The complete classification results are summarized in the following tables according to
the dimension of the symmetry Lie algebra.
90
Table 3.3: Classification results: 3D Lie algebra.
P R Condition Operators
on consts.
P0 Kα+ ρm1u k1 = 0,m1 6= 0 ∂t, ∂x, e−m1t(∂x −m1∂u)
K√
α
+ ρm3
(
u− 1
2
lnα
)
k5 = 0,m3 6= 0 ∂t, ∂x, e−m3t(∂x −m3∂u)
K√
α
+ ρm4u k9 = 0,m4 6= 0 ∂t, ∂x, e−m4t(∂x −m4∂u)
K[2(2a− 1)α] a−22(2a−1) + ρm5u k11 = 0,m5 6= 0 ∂t, ∂x, e−m5t(∂x −m5∂u)
K[2(2− a)α] 1−2a2(2−a) + ρm6u k13 = 0,m6 6= 0 ∂t, ∂x, e−m6t(∂x −m6∂u)
Table 3.4: Classification results: 4D Lie algebra.
P R Condition Operators
on consts.
2κ1
√
α+ κ2 Kα1/4 − ρ(β + u) κ1 6= 0 ∂t, ∂x, et(∂x + ∂u),
(βt+ x)∂x + 4α∂α + (β + u)∂u
P0 Kα1/4 + ρm2u k3 = 0 ∂t, ∂x, x∂x + 4α∂α + u∂u,
m2 6= 0,−1 e−m2t(∂x −m2∂u)
Kα1/4 k3 = 0 ∂t, ∂x, x∂x + 4α∂α + u∂u, t∂x + ∂u
m2 = 0
(λ−10)α
3λ−5
λ−10
3λ−5 κ3 + κ4
K(8λ−5)[2(10−λ)α]
8λ−5
2(λ−10)−10ρµ
8λ−5 κ3 6= 0 ∂t, ∂x, t∂x + ∂u,
λ 6= 58 , 53 , 10 λt∂t +
[
µt2 +
(
2λ
5 + 1
)
x
]
∂x
− 25 (λ− 10)α∂α +
[
2µt+
(
1− 3λ5
)
u
]
∂u
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(µ
t2
+
5x
)∂
x
+
2µ
t∂
u
κ
9 3
α
3
+
κ
1
0
K
α
4
−
5 4
ρ
ν
κ
9
6=
0
t∂
x
+
∂
u
,
t∂
t
+
( νt2
+
2 5
x
) ∂ x
−
2 5
α
∂
α
+
( 2νt
−
3 5
u
) ∂ u
P 0
K
[u
(5
−
3τ
)
+
5ω
]3
√ α
k
7
=
0
t∂
t
+
x
∂
x
+
2α
∂
α
,
τ
t∂
t
+
[ ωt+
( 2τ 5+
1) x]
∂
x
−
2 5
(τ
−
10
)α
∂
α
+
[ ω+
( 3τ 5+
1) u]
∂
u
K
√ α
k
9
,m
4
=
0
t∂
t
−
x
∂
x
−
6α
∂
α
−
2u
∂
u
,
5 7
t∂
t
−
( nt+
5 7
x
) ∂ x
−
3
0 7
α
∂
α
−
( n+
1
0 7
u
) ∂ u
K
[2
(2
a
−
1)
α
]
a
−
2
2
(2
a
−
1
)
k
1
1
,m
5
=
0
t∂
t
+
a
x
∂
x
+
2(
2a
−
1)
α
∂
α
+
(a
−
1)
u
∂
u
,
5
5
a
−
2
t∂
t
+
( pt+
5
a
5
a
−
2
x
) ∂ x
+
1
0
(2
a
−
1
)
5
a
−
2
α
∂
α
+
[ p+
5
(a
−
1
)
5
a
−
2
u
] ∂ u
P 0
K
[2
(2
−
a
)α
]
1
−
2
a
2
(2
−
a
)
k
1
3
,m
6
=
0
a
t∂
t
+
x
∂
x
+
2(
2
−
a
)α
∂
α
+
(1
−
a
)u
∂
u
,
5
5
−
2
a
t∂
t
+
( qt+
5
a
5
−
2
a
x
) ∂ x
+
1
0
(a
−
2
)
2
a
−
5
α
∂
α
+
[ q+
5
(a
−
1
)
2
a
−
5
u
] ∂ u
K
α
1
/
4
−
ρ
u
` 1
=
0
et
(∂
x
+
∂
u
),
x
∂
x
+
4α
∂
α
+
u
∂
u
3`
7
α
1
/
3
+
` 8
K
` 7
6=
0
t∂
x
+
∂
u
,
t∂
t
+
2x
∂
x
+
6α
∂
α
+
u
∂
u
P 0
K
[(
1
+
2b
)α
]
b
−
1
2
(2
b
+
1
)
` 9
=
0
t∂
x
+
∂
u
,
t∂
t
+
(1
+
b)
x
∂
x
+
2(
2b
+
1)
α
∂
α
+
bu
∂
u
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Table 3.5: Classification results: 5D Lie algebra.
P R Condition Operators
on consts.
P0 Kα k1 = 0,m1 = 0 ∂t, ∂x, t∂t − 2α∂α − u∂u, t∂x + ∂u
5
2 t∂t − γt∂x − 5α∂α −
(
γ + 52u
)
∂u
K/
√
α k5 = 0,m3 = 0 ∂t, ∂x, t∂x + ∂u, t∂t + x∂x + 2α∂α,
5
3 t∂t +
(
σt+ 53x
)
∂x + 103 α∂α + σ∂u
Ku3/
√
α k1 = 0 ∂t, ∂x, t∂t − 2α∂α − u∂u, x∂x + 4α∂α + u∂u,
t∂t + 25x∂x − 25α∂α − 35u∂u
K `7 = 0 ∂t, ∂x, t∂x + ∂u,
t∂t + 25
(
x− 2Kt2ρ
)
∂x − 25α∂α − 15
(
8Kt
ρ + 3u
)
∂u,(
x+ 2Kt
2
5ρ
)
∂x + 4α∂α +
(
Kt
ρ + u
)
∂u
The arbitrary nonzero constants K are in general different.
3.5 Similarity reductions
In many real-life applications models are expressed in terms of PDEs as opposed to ODEs
which are relatively easier to solve. Fortunately symmetries can be used to construct
invariant solutions (i.e., solutions that are unchanged under the action of a subgroup of
the symmetry group) which in turn allows the reduction of PDEs to ODEs.
Invariant solutions of a given equation satisfy an equation with fewer variables. Thus
the search for invariant solutions can be viewed as a sort of dimensional reduction.
One of the procedures commonly used is dimensional analysis. Dimensional analysis is
reminiscent of scaling symmetries and dimensionless variables are simply invariants of
the scaling symmetry group. By using symmetries more general than scaling symmetries
it is possible to reduce the number of independent variables by introducing the invariants
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of these symmetries as new independent variables. Therefore the existence of symmetries
for PDEs allows a kind of dimensional reduction. The systematic way of constructing
nonequivalent classes of invariant solutions is to determine the optimal system.
3.5.1 Optimal system of subalgebras
There are two methods frequently used to construct the optimal system of subalgebras:
the method suggested by Ovsiannikov [66, 67] is based on finding the matrix of inner
automorphism corresponding to the operators of the adjoint group of a given Lie algebra.
Olver [65] suggested a slightly different approach which involves construction of the
adjoint action on Lie algebras. There is also another method which is not quite common
due to Patera et al [68]. It involves reduction procedure by the ideals of Lie algebras.
A given group-invariant solution S arising from a subgroup of the symmetry group can
be transformed by means of symmetry transformations to another solution S¯. The two
group-invariant solutions are said to be nonsimilar if they cannot be mapped to each
other by means of invertible symmetry transformations. By definition of an invariant so-
lution, a solution S is invariant under a subgroup H of the symmetry group G if S = hS
for all h ∈ H. We find under which subgroup K of the group G is S transformed to
S¯, i.e., S¯ = gS for all g ∈ G. Invariance under K means that S¯ = kS¯ for all k ∈ K.
Now S¯ = gS = ghS = ghg−1gS = ghg−1S¯ = kS¯, that is, if S is H-invariant, then gS
is K-invariant with K = gHg−1. The group K is known as the conjugate or adjoint
subgroup to H under the symmetry group G. Conjugacy provides information on how
solutions transform under the action of other subgroups of the symmetry group. There-
fore the search for nonequivalent group-invariant solutions reduces to the construction of
nonsimilar subgroup of the symmetry group under the adjoint action. This is known as
optimal system of subalgebras (see also [83]).
As an illustrative example we consider from Table 3.4 the case: P = 3`7α1/3 + `8;
R = K; X1 = ∂t, X2 = ∂x, X3 = t∂x + ∂u, X4 = t∂t + 2x∂x + 6α∂α + u∂u.
Taking into account Table 3.6 of commutators, we find the adjoint representation of Xi
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Table 3.6: Table of commutators.
↗ [Xi, Xj] X1 X2 X3 X4
X1 0 0 X2 X1
X2 0 0 0 2X2
X3 −X2 0 0 X3
X4 −X1 −2X2 −X3 0
using
Ad
(
eXi
)
Xj = Xj − [Xi, Xj] + 1
2!
2 [Xi, [Xi, Xj]]− · · · , (3.51)
where i, j take values from 1 to 4.
We show calculations for the following:
Ad
(
eX1
)
X3 = X3 − [X1, X3] + 12!2 [X1, [X1, X3]]− · · · = X3 − X2.
Ad
(
eX4
)
X1 = X1 + X1 +
1
2!
2X1 − · · · =
(
1 + + 1
2!
2 − · · ·)X1 = eX1.
All the calculations are summarized in the following table.
Table 3.7: Table of adjoint representation.
Ad X1 X2 X3 X4
X1 X1 X2 X3 − X2 X4 − X1
X2 X1 X2 X3 X4 − 2X2
X3 X1 + X2 X2 X3 X4 − X3
X4 e
X1 e
2X2 e
X3 X4
In constructing the one-dimensional optimal system of the symmetry group 〈X1, X2, X3, X4〉,
we consider the general operator
X = a1X1 + a2X2 + a3X3 + a4X4, (3.52)
where a1, . . . , a4 are arbitrary constants and investigate whether the application of the
adjoint action to (3.52) can transform it to a new operator having simpler form.
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Firstly assume that a4 6= 0 (take a4 = 1). From (3.52) we have
X = a1X1 + a2X2 + a3X3 +X4. (3.53)
Referring to Table 3.7 we act on (3.53) by Ad
(
ea3X3
)
in order to eliminate a3X3 and
obtain
X ′ = a′1X1 + a
′
2X2 +X4, (3.54)
for some constants a′1, a
′
2.
On elimination of a′2X2, we act on (3.54) by Ad
(
e
1
2
a′2X2
)
which yields
X ′′ = a′1X1 +X4. (3.55)
Likewise, acting on (3.55) by Ad
(
ea
′
1X1
)
we eliminate a′1X1 and thus, obtain X
′′′ = X4.
Next assume that a4 = 0 with a3 6= 0. We take a3 = 1 and operator (3.52) becomes
X = a1X1 + a2X2 +X3. (3.56)
In order to eliminate a2X2, we act on (3.56) by Ad
(
ea2X1
)
to get
X ′ = a′1X1 +X3 (3.57)
for some a′1.
Now acting on (3.57) by Ad
(
eX4
)
, i.e. the group generated by X4, we obtain
X ′′ = a′1e
X1 + e
X3. (3.58)
The operator (3.58) is a scalar multiple of
X ′′′ = a′1X1 +X3. (3.59)
Depending upon the sign of a′1 from (3.59), we can make the coefficient of X1 to be +1,
−1, 0. Thus for a′1 > 0: X ′′′ = X1+X3, a′1 < 0: X ′′′ = −X1+X3 and a′1 = 0: X ′′′ = X3.
Finally, we assume that a3 = a4 = 0 and the operator (3.52) simplifies to
X = a1X1 + a2X2. (3.60)
From (3.60) a2 6= 0 yields X = X2 and otherwise, X = X1.
Therefore an optimal system of one-dimensional subalgebras is spanned by
{X1, X2, X1 +X3, X3 −X1, X3, X4}.
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3.5.2 Symmetry reductions and invariant solutions
We perform symmetry reductions of the case treated in the previous section for the
optimal system. Invariance under time and space translations (X1 and X2) is trivial and
hence not considered. However, a linear combination of these symmetries can be used
when we seek the travelling-wave solutions.
(a) Invariance under X3: The characteristic equations for the invariants of X3 are
dt
0
=
dx
t
=
dα
0
=
du
1
· (3.61)
Solving (3.61) we find that the invariant solutions assume the form
α(t, x) = F (t), (3.62)
u(t, x) = G(t) +
x
t
, (3.63)
where F and G are arbitrary differentiable functions of t.
Upon substitution of (3.62) and (3.63) into system (3.4) we obtain the reduced system
of ODEs
F + tF˙ = 0, (3.64)
Kt+ ρ
(
G+ tG˙
)
= 0. (3.65)
In the above system and the subsequent systems an overdot denotes differentiation with
respect to t.
From Eqs. (3.64) and (3.65) we obtain
F (t) =
C1
t
, G(t) =
C2
t
− Kt
2ρ
, (3.66)
where C1 6= 0 and C2 are arbitrary constants.
In view of (3.66) the invariant solutions (3.62) and (3.63) are given respectively by
α(t, x) =
C1
t
, u(t, x) =
x+ C2
t
− Kt
2ρ
· (3.67)
(b) Invariance under X1+X3: The corresponding characteristic system for the invariants
of X1 +X3 is
dt
1
=
dx
t
=
dα
0
=
du
1
· (3.68)
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The invariant solutions are
α(t, x) = F (γ), (3.69)
u(t, x) = t+G(γ), (3.70)
where F and G are arbitrary functions of the similarity variable γ = x− t2/2.
The Substitution of (3.69) and (3.70) into system (3.4) yields
GF ′ + FG′ = 0, (3.71)
K + ρ (1 +GG′) +
`7F
′
F 2/3
− TF ′′′ = 0, (3.72)
where a ‘prime’ in the above system and those that follow denote differentiation with
respect to the relevant similarity variable.
Therefore the invariant solutions for the operator X1 + X3 are of the form (3.69) and
(3.70), where the functions F (γ) and G(γ) are defined by the system (3.71)–(3.72).
(c) The solutions invariant under −X1 +X3 have the form
α(t, x) = F (γ), (3.73)
u(t, x) = G(γ)− t, (3.74)
where the similarity variable is γ = x+ t2/2 and F (γ), G(γ) are differentiable functions
satisfying the reduced system
GF ′ + FG′ = 0, (3.75)
K + ρ (GG′ − 1) + `7F
′
F 2/3
− TF ′′′ = 0. (3.76)
(d) The characteristic system for the invariants of X4 is
dt
t
=
dx
2x
=
dα
6α
=
du
u
· (3.77)
From (3.77) we infer that the invariant solutions assume the form
α(t, x) = t6F (γ), (3.78)
u(t, x) = tG(γ), (3.79)
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where F and G are arbitrary functions of the similarity variable γ = xt−2 defined by the
system
(G− 2γ)F ′ + (6 +G′)F = 0, (3.80)
K +
`7F
′
F 2/3
+ ρ (G+GG′ − 2γG′)− TF ′′′ = 0. (3.81)
Next we consider the remaining cases from Table 3.4 for which the form of the tube law
is a nonlinear function of the cross-sectional area, α. For easy reference we summarize
these cases in Table 3.8.
Table 3.8: Summary of results considered for similarity reductions.
P R Condition Operators
on consts. X1 = ∂t, X2 = ∂x
2κ1
√
α+ κ2 Kα1/4 − ρ(β + u) κ1 6= 0 X3 = et(∂x + ∂u),
X4 = (βt+ x)∂x + 4α∂α + (β + u)∂u
(λ−10)α
3λ−5
λ−10
3λ−5 κ3 + κ4
K(8λ−5)[2(10−λ)α]
8λ−5
2(λ−10)−10ρµ
8λ−5 κ3 6= 0 X3 = t∂x + ∂u,
λ 6= 58 , 53 , 10 X4 = λt∂t +
[
µt2 +
(
2λ
5 + 1
)
x
]
∂x
− 25 (λ− 10)α∂α +
[
2µt+
(
1− 3λ5
)
u
]
∂u
3κ5α1/3 + κ6 K − 815ρµ lnα κ5 6= 0 X3 = t∂x + ∂u,
λ = 5/8 X4 = 58 t∂t +
(
µt2 + 54x
)
∂x + 154 α∂α
+
(
2µt+ 58u
)
∂u
κ7 lnα+ κ8 K√α − 65ρµ κ7 6= 0 X3 = t∂x + ∂u,
λ = 5/3 X4 = 53 t∂t +
(
µt2 + 53x
)
∂x
+ 103 α∂α + 2µt∂u
1
3κ9α
3 + κ10 Kα4 − 54ρν κ9 6= 0 X3 = t∂x + ∂u,
X4 = t∂t +
(
νt2 + 25x
)
∂x − 25α∂α
+
(
2νt− 35u
)
∂u
Proceeding likewise with X3, its linear combinations: X3+X1, X3−X1 and X4 we have
the following similarity reductions.
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1. (a) X3: Invariant solutions are given by
α(t, x) = C3e
−t, u(t, x) = x+ βt+
4K (C3e
−t)1/4
ρ
+ C4, (3.82)
where C3 6= 0 and C4 are arbitrary constants.
(b) X1 +X3: Invariant solutions take the form
α(t, x) = F (γ), u(t, x) = et +G(γ), (3.83)
where F and G are smooth functions of the similarity variable γ = x− et satisfying
GF ′ + FG′ = 0, (3.84)
KF 1/4 +
κ1F
′
√
F
+ ρ (GG′ −G− β)− TF ′′′ = 0. (3.85)
(c) X3 −X1: Same as (c) by means of the discrete transformations x→ −x, u→ −u.
(d) X4: Invariant solutions assume the form
α(t, x) = (βt+ x)4F (t), u(t, x) = (βt+ x)G(t)− β (3.86)
for arbitrary functions F (t) and G(t) defined by
5FG+ F˙ = 0, (3.87)
KF 1/4 + κ1
√
F + ρ
(
G2 −G+ G˙
)
− 24TF = 0. (3.88)
2. (a) X3: Invariant solutions are
α(t, x) =
C5
t
, (3.89)
u(t, x) =
x+ C6
t
+
5µt
8λ− 5 +
2
10λ−15
2(λ−10)C45K(λ− 10)5
[
C5
(λ−10)
t
] 75
2(λ−10)
ρt3(4λ+ 35)
, (3.90)
where C5 6= 0 and C6 are arbitrary constants.
(b) X1 +X3: Invariant solutions assume the form
α(t, x) = F (γ), u(t, x) = t+G(γ), (3.91)
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where γ = x − t2/2 is the similarity variable and the arbitrary functions F (γ), G(γ)
satisfy
GF ′ + FG′ = 0, (3.92)
K(8λ− 5) [2(10− λ)F ] 8λ−52(λ−10) − 10µρ
8λ− 5 + κ3F
2λ+5
λ−10F ′ − TF ′′′
+ρ (1 +GG′) = 0. (3.93)
(c) X3 −X1: Invariant solutions have the form
α(t, x) = F (γ), u(t, x) = G(γ)− t (3.94)
for similarity variable γ = x + t2/2. The arbitrary functions F (γ) and G(γ) are defined
by
GF ′ + FG′ = 0, (3.95)
K(8λ− 5) [2(10− λ)F ] 8λ−52(λ−10) − 10µρ
8λ− 5 + κ3F
2λ+5
λ−10F ′ − TF ′′′
+ρ (GG′ − 1) = 0. (3.96)
(d) X4: The characteristic system for the invariants of X4 yields the similarity variable
γ =
x
t
1
λ
+ 2
5
− 5µt
(8−5)/5λ
8λ− 5 .
The invariant solutions are of the form
α(t, x) = t
4
λ
− 2
5F (γ), u(t, x) =
10µt
8λ− 5 + t
1
λ
− 3
5G(γ), (3.97)
where F (γ) and G(γ) satisfy the system
[5λG− (5 + 2λ)γ]F ′ + (20− 2λ+ 5λG′)F = 0, (3.98)
K(8λ− 5)[2(10− λ)F ] 8λ−52(λ−10)
8λ− 5 + κ3F
2λ+5
λ−10F ′ − TF ′′′
+ρ
[(
1
λ
− 3
5
)
G+GG′ −
(
2
5
+
1
λ
)
γG′
]
= 0. (3.99)
3. (a) X3: We have the following invariant solutions
α(t, x) =
C7
t
, u(t, x) = t
(
2µ
15
− K
2ρ
)
+
x+ C8
t
+
4µt
15
ln
[
C7
t
]
, (3.100)
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where C7 6= 0 and C8 are arbitrary constants.
In the sequel the solutions invariant under X1 + X3 and X3 − X1 have the same form
as those in case 2. (b) and (c) respectively. However, the reduced systems of ODEs are
different and hence the only ones presented.
(b) X1 +X3:
GF ′ + FG′ = 0, (3.101)
K + ρ
(
1 +GG′ − 8µ
15
lnF
)
+
κ5F
′
F 2/3
− TF ′′′ = 0. (3.102)
(c) X3 −X1:
GF ′ + FG′ = 0, (3.103)
K + ρ
(
GG′ − 8µ
15
lnF − 1
)
+
κ5F
′
F 2/3
− TF ′′′ = 0. (3.104)
(d) X4: From the characteristic system for the invariants of X4 we obtain the invariant
solutions
α(t, x) = t6F (γ), u(t, x) =
16µ
5
t ln t+ tG(γ), (3.105)
where similarity variable is given by
γ =
x
t2
− 8µ
5
ln t.
The differentiable functions F (γ) and G(γ) are defined by the system(
4µ
5
+ γ − 1
2
G
)
F ′ −
(
3 +
1
2
G′
)
= 0, (3.106)
K + ρ
[
16µ
5
− 8
15
µ lnF +G+
(
G− 2γ − 8µ
5
)
G′
]
+
κ5F
′
F 2/3
− TF ′′′ = 0. (3.107)
4. (a) X3: The solution of the characteristic equations for the invariants of X3 results in
the following invariant solutions
α(t, x) =
C9
t
, u(t, x) =
3µt
5
− 2Kt
5ρ
√
C9
t
+
x+ C10
t
(3.108)
for C9 6= 0 and C10 arbitrary.
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(b) X1 +X3:
GF ′ + FG′ = 0, (3.109)
ρ
(
1 +GG′ − 6µ
5
)
+
K√
F
+
κ7F
′
F
− TF ′′′ = 0. (3.110)
(c) X3 −X1:
GF ′ + FG′ = 0, (3.111)
ρ
(
GG′ − 6µ
5
− 1
)
+
K√
F
+
κ7F
′
F
+ ρGG′ − 6µρ
5
− TF ′′′ = 0. (3.112)
(d) X4: Invariant solutions assume the form
α(t, x) = t2F (γ), u(t, x) =
6µ
5
t+G(γ), (3.113)
where γ = xt−1 − 3µt/5 and F , G are arbitrary differentiable functions of γ satisfying
(γ − 5G)F ′ − 5 (2 +G′)F = 0, (3.114)
ρ (γ −G)G′ − 5
F
(
K
√
F + κ7F
′
)
+ TF ′′′ = 0. (3.115)
5. (a) X3: The solutions invariant under X3 take the form
α(t, x) =
C11
t
, u(t, x) =
5νt
8
+
KC411
2ρt3
+
x+ C12
t
, (3.116)
where C11 6= 0 and C12 are arbitrary constants.
(b) X1 +X3:
GF ′ + FG′ = 0, (3.117)
ρ
(
1 +GG′ − 5ν
4
)
+KF 4 + κ9F
2F ′ + TF ′′′ = 0. (3.118)
(c) X3 −X1:
GF ′ + FG′ = 0, (3.119)
ρ
(
GG′ − 5ν
4
− 1
)
+KF 4 + κ9F
2F ′ + TF ′′′ = 0. (3.120)
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(d) Invariance under X4: the invariant solutions are
α(t, x) = t−2/5F (γ), u(t, x) =
5ν
4
t+ t−3/5G(γ), (3.121)
where F and G are arbitrary functions of the similarity variable γ = xt−2/5 − (5νt8/5)/8
defined by
(5G− 2γ)F ′ + (5G′ − 2)F = 0, (3.122)
ρ (5GG′ − 2γG′ − 3G) + 5KF 4 + 5κ9F 2F ′ − 5TF ′′′ = 0. (3.123)
Some of the invariant solutions may fail to explain realistic situations if the physics of
problem being investigated is taken into account.
3.6 Conclusion
We have performed the complete group classification of the one-dimensional collapsible
tube model which incorporates the tension and curvature of the tube wall. This has been
achieved by firstly determining the extra symmetry operators and hence the arbitrary
elements via classification with respect to subalgebras of real three- and four-dimensional
Lie algebras. As a guarantee for obtaining the maximal symmetry Lie algebra, symmetry
analysis of individual cases arising from classification with respect to 3D and 4D Lie
algebras was performed.
We have also exploited the symmetries of the submodels to perform similarity reduc-
tions. It should be noted that some of the reduced submodels can be challenging to
solve analytically. The next logical step would be to look at numerical investigation
of the reduced submodels and relate the results to the similarity (invariant) solutions.
This investigation might be of great importance in understanding the complex dynamics
involved for flow in collapsible tubes and channels.
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Part II
Coupled Diffusion System
105
In diffusion processes a chemical or material migrates from an area initially of high
concentration to an area of low concentration. Likewise in process of conduction heat is
transfered by molecular motion from regions of high temperature to regions of low heat.
The mathematical description of both diffusion and conduction is the same and hence
the heat equation (which models the conduction of heat) is also known as the diffusion
equation. The diffusion equation or its modification has many important applications
in mathematical physics, mathematical finance, chemistry, biology and environmental
science.
In some research areas of practical interest, where the diffusion equation is used to
describe a certain physical process, the one-dimensional analysis of the problem fails
to explain the processes involved. However, in order to understand fully and explain
the processes involved, the study of one-dimensional model becomes a foundation upon
which multi dimensional models can be built.
Much research has been done on the linear and nonlinear diffusion equation together
with its modified forms and systems of diffusion equations in which Lie group analysis
is used. One cannot exhaust all these investigations on diffusion processes by use of the
Lie symmetry approach and other procedures. The results of earlier work on the Lie
symmetry approach are compiled in [32] and thereafter different forms of the diffusion
equation were studied by various authors [12, 17, 85, 86], just to mention a few.
In the case of diffusion systems Torrisi et al [78] considered a second-order system of
equations that describe the diffusion of solvent into a polymer slab:
ut = h(u, v), vt = [f(v)ux + g(v)vx]x .
The diffusion systems with applications in extended thermodynamics and drift-diffusion
phenomena are investigated in [72, 79]. Also the study of energy-transport model in
different coordinates can be found in [51, 73]. Wiltshire et al [4, 84] considered a simplified
form of a nonlinear coupled diffusion model by Jury et al [37] which describes heat,
moisture and solute transport, viz.,
Wiltshire et al:
yt = [Λ(y)yx]x , y = {yi} (i = 1, 2, . . . , n).
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Jury et al:
Tt = [κT (T, θ)Tx + κθ(T, θ)θx]x , θt = [DT (T, θ)Tx +Dθ(T, θ)θx]x .
The linearisation and potential symmetry classification of the Jury et al model was per-
formed in [74]. By ‘potential’ we mean that group classification is achieved via potential
symmetries.
A detailed account of using both the classical and non classical procedures on theory of
transformation groups to derive the similarity solutions for a one-dimensional coupled
system of reaction-diffusion equations is given in [15]. More recent works on reaction-
diffusion equations can be found in [62, 63]. The numerical and experimental analyses of
the diffusion process of heat transfer have been extensively investigated and are accessible
from relevant journals.
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Chapter 4
A Group Classification of General
Second-Order Diffusion System
The purpose of this Chapter is to classify systems of coupled diffusion equations. It
is aimed at laying a foundation for solving a group classification problem for a general
second-order system of diffusion equations based upon Lie algebras of low dimension.
Briefly the procedure begins at the search for realizations of low-dimensional Lie algebras
and then moves to realizations of Lie algebras of higher dimension until the arbitrary
functions are completely specified. Even though this procedure was suggested in [5, 86]
for PDEs, a much earlier work on ODEs using these ideas was done in [47]. We use
the results on classification of solvable Lie algebras by Mubarakzyanov [57] reported in
Basarab–Horwarth [5].
We consider the generalized coupled diffusion (heat-conductivity) system of the form
ut = F
1(t, x, u, v, ux, vx)uxx + F
2(t, x, u, v, ux, vx)vxx +G
1(t, x, u, v, ux, vx),
(4.1)
vt = F
3(t, x, u, v, ux, vx)uxx + F
4(t, x, u, v, ux, vx)vxx +G
2(t, x, u, v, ux, vx),
where u(t, x) and v(t, x) are dependent variables which represent the type of diffusion
process being modelled. The arbitrary functions F 1, F 2, F 3 and F 4 are the nonzero
diffusion coefficients (thermal conductivities in the case of heat conduction) which depend
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upon the particular type of diffusion process involved. The arbitrary functions G1 and
G2 are the source terms (heat transfer coefficients).
4.1 Symmetry generator and determining equations
Using the basic Lie technique [10, 65, 67] we seek a symmetry generator of the form
Γ = ξ1(t, x, u, v)∂t + ξ
2(t, x, u, v)∂x + η
1(t, x, u, v)∂u + η
2(t, x, u, v)∂v. (4.2)
The operator Γ is a generator of symmetry group of system (4.1) if and only if
Γ[2](ut − F 1uxx − F 2vxx −G1) = 0,
(4.3)
Γ[2](vt − F 3uxx − F 4vxx −G2) = 0
whenever system (4.1) is satisfied and where
Γ[2] = Γ + ζ11∂ut + ζ
1
2∂ux + ζ
2
1∂vt + ζ
2
2∂vx + ζ
1
22∂uxx + ζ
2
22∂vxx·
The variables ζ ij are given by the prolongation formulae
ζ11 = Dt(η
1)− utDt(ξ1)− uxDt(ξ2), (4.4)
ζ12 = Dx(η
1)− utDx(ξ1)− uxDx(ξ2), (4.5)
ζ21 = Dt(η
2)− vtDt(ξ1)− vxDt(ξ2), (4.6)
ζ22 = Dx(η
2)− vtDx(ξ1)− vxDx(ξ2), (4.7)
ζ122 = Dx(ζ
1
2 )− utxDx(ξ1)− uxxDx(ξ2), (4.8)
ζ222 = Dx(ζ
2
2 )− vtxDx(ξ1)− vxxDx(ξ2), (4.9)
where Dt and Dx are the total derivative operators defined as follows
Dt = ∂t + ut∂u + vt∂v + · · · , Dx = ∂x + ux∂u + vx∂v + · · · . (4.10)
With the help of program YaLie the generator of symmetry group for system (4.1) is of
the form
Γ = a(t)∂t + b(t, x)∂x + c(t, x, u, v)∂u + d(t, x, u, v)∂v, (4.11)
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where a, . . . , d are the smooth functions satisfying the determining equations
cvvF
1 + dvvF
2 = 0, (4.12)
cuvF
1 + duvF
2 = 0, (4.13)
cuuF
1 + duuF
2 = 0, (4.14)
cvvF
3 + dvvF
4 = 0, (4.15)
cuvF
3 + duvF
4 = 0, (4.16)
cuuF
3 + duuF
4 = 0, (4.17)
(dv − bx)F 1vx + cvF 1ux = 0, (4.18)
(bx − cu)F 1ux − duF 1vx = 0, (4.19)
(dv − bx)F 2vx + cvF 2ux = 0, (4.20)
(bx − cu)F 2ux − duF 2vx = 0, (4.21)
(dv − bx)F 3vx + cvF 3ux = 0, (4.22)
(bx − cu)F 3ux − duF 3vx = 0, (4.23)
(dv − bx)F 4vx + cvF 4ux = 0, (4.24)
(bx − cu)F 4ux − duF 4vx = 0, (4.25)
2cxvF
1 + (dv − bx)G1vx + cvG1ux − (bxx − 2dxv)F 2 = 0, (4.26)
bt + 2dxuF
2 + duG
1
vx + (cu − bx)G1ux − (bxx − 2cxu)F 1 = 0, (4.27)
bt + 2cxvF
3 + (dv − bx)G2vx + cvG2ux − (bxx − 2dxv)F 4 = 0, (4.28)
2dxuF
4 + duG
2
vx + (cu − bx)G2ux − (bxx − 2cxu)F 3 = 0, (4.29)
(a˙− 2bx)F 1 + dxF 1vx + cxF 1ux + dF 1v + cF 1u + bF 1x + aF 1t + duF 2 − cvF 3 = 0, (4.30)
cvF
1 + (a˙− 2bx + dv − cu)F 2 + dxF 2vx + cxF 2ux + dF 2v + cF 2u + bF 2x
+aF 2t − cvF 4 = 0, (4.31)
duF
4 + (a˙− 2bx − dv + cu)F 3 + dxF 3vx + cxF 3ux + dF 3v + cF 3u + bF 3x
+aF 3t − duF 1 = 0, (4.32)
(a˙− 2bx)F 4 + dxF 4vx + cxF 4ux + dF 4v + cF 4u + bF 4x + aF 4t + cvF 3 − duF 2 = 0, (4.33)
cxxF
1 + dxxF
2 + dxG
1
vx + cxG
1
ux + dG
1
v + cG
1
u + bG
1
x + aG
1
t − (cu − a˙)G1
−cvG2 − ct = 0, (4.34)
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cxxF
3 + dxxF
4 + (a˙− dv)G2 + dxG2vx + cxG2ux + dG2v + cG2u + bG2x + aG2t
−duG1 − dt = 0. (4.35)
In the determining equations above the overdot represents differentiation with respect to
t and the subscripts denote partial differentiation.
4.2 Equivalence group
We use the direct approach [5, 39] instead of the infinitesimal method for calculating
the equivalence group. The infinitesimal approach is best executed when the arbitrary
functions do not depend on many variables.
Let the invertible transformations taking the original system (4.1) into a system of the
same form be
t¯ = T (t, x, u, v), x¯ = X(t, x, u, v), u¯ = U(t, x, u, v), v¯ = V (t, x, u, v), (4.36)
where the functions T , X, U and V satisfy the Jacobian
D(T,X, U, V )
D(t, x, u, v)
6= 0.
The operators of differentiation transform as follows
Dt = Dt(T )Dt¯ +Dt(X)Dx¯, Dx = Dx(T )Dt¯ +Dx(X)Dx¯.
Firstly we find ux and vx using (4.36). Thus for some solutions h1, h2 of u¯ = h1(t¯, x¯) and
v¯ = h2(t¯, x¯) we have
U(x, u) = h1 (T (x, u), X(x, u)) , V (x, v) = h2 (T (x, v), X(x, v)) . (4.37)
Now from the first equation in (4.37) we get
Ux + Uuux = u¯t¯ (Tx + Tuux) + u¯x¯ (Xx +Xuux) , (4.38)
i.e.,
Ux + ux(Uu − Tuu¯t¯ −Xuu¯x¯) = Txu¯t¯ −Xxu¯x¯,
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Hence
ux =
Txu¯t¯ −Xxu¯x¯ − Ux
Uu − Tuu¯t¯ −Xuu¯x¯ . (4.39)
From (4.39) we require ux → g1(t¯, x¯, u¯, u¯x¯) for some g1. This implies that the coefficients
of u¯t¯ must vanish, i.e.,
Tx = Tu = 0. (4.40)
In similar fashion vx → g2(t¯, x¯, v¯, v¯x¯) for some g2. Hence
Tx = Tv = 0. (4.41)
From Eqs. (4.40) and (4.41) we obtain T = T (t) for arbitrary function T (t) satisfying
T˙ 6= 0 where the dot denotes the total time derivative.
Therefore the equivalence group is given by
t¯ = T (t), x¯ = X(t, x, u, v), u¯ = U(t, x, u, v), v¯ = V (t, x, u, v), (4.42)
where T˙ 6= 0 and D(X,U, V )
D(x, u, v)
6= 0.
Next we find ut and vt. We begin with ut and have
Ut + Uuut = u¯t¯ (Tt + Tuut) + u¯x¯ (Xt +Xuut) . (4.43)
Thus taking into account the fact that T = T (t),
ut =
T˙ u¯t¯ +Xtu¯x¯ − Ut
Uu −Xuu¯x¯ ,
= T˙ u¯t¯ (Uu −Xuu¯x¯)−1 + θ1(t¯, x¯, u¯, u¯x¯) (4.44)
for some arbitrary function θ1(t¯, x¯, v¯, v¯x¯).
Likewise we obtain vt which has the form
vt = T˙ v¯t¯ (Vv −Xvv¯x¯)−1 + θ2(t¯, x¯, v¯, v¯x¯) (4.45)
for θ2 an arbitrary function of its arguments.
To find uxx we rewrite Eq. (4.38) in the form
Dx(U) = u¯t¯Dx(T ) + u¯x¯Dx(X). (4.46)
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In view of Eqs. (4.40) and (4.41) the above equation (4.46) becomes
Dx(U) = u¯x¯Dx(X). (4.47)
By the application of Dx on Eq. (4.47) we obtain
D2x(U) = u¯x¯D
2
x(X) + u¯x¯x¯ (Dx(X))
2 . (4.48)
We consider the left hand side of Eq. (4.48), that is
D2x(U) = ∂x(Dx(U)) = ∂x (Ux + Uuux) = Uxx + Uuuxx + ux∂x (Uu) ,
= Uxx + Uuuxx + ux [Uxu + ∂u (Ux + Uuux)] ,
= Uxx + Uuuxx + 2Uxuux + Uuuu
2
x.
Similarly by consideration of the right hand side of Eq. (4.48) we deduce the expression(
Xxx +Xuuxx + 2Xxuux +Xuuu
2
x
)
u¯x¯ +
(
X2x + 2XxXuux +X
2
uu
2
x
)
u¯x¯x¯.
Therefore
uxx = [
(
X2x + 2XxXuux +X
2
uu
2
x
)
u¯x¯x¯ +
(
Xxx + 2Xxuux +Xuuu
2
x
)
u¯x¯
− (Uxx + 2Uxuux + Uuuu2x)](Uu −Xuu¯x¯)−1. (4.49)
The substitution of (4.39) into (4.49) eventually results in
uxx = θ3(t¯, x¯, u¯, u¯x¯)u¯x¯x¯ + θ4(t¯, x¯, u¯, u¯x¯). (4.50)
In the same manner
vxx = θ5(t¯, x¯, u¯, u¯x¯)v¯x¯x¯ + θ6(t¯, x¯, v¯, v¯x¯). (4.51)
The θi are arbitrary functions of their respective arguments.
The substitution of (4.44), (4.45), (4.50) and (4.51) into the underlying system (4.1)
yields the system
u¯t¯ = T˙
−1 (Uu −Xuu¯x¯)
(
θ3F
1u¯x¯x¯ + θ5F
1v¯x¯x¯ + θ4F
1 + θ6F
2 +G1 − θ1
)
,
(4.52)
v¯t¯ = T˙
−1 (Vv −Xvv¯x¯)
(
θ3F
3u¯x¯x¯ + θ5F
4v¯x¯x¯ + θ4F
3 + θ6F
3 +G2 − θ2
)
.
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Therefore under the change of variables (4.42) the original system (4.1) is transformed
into the system of the same form
u¯t¯ = F¯
1(t¯, x¯, u¯, v¯, u¯x¯, v¯x¯)u¯x¯x¯ + F¯
2(t¯, x¯, u¯, v¯, u¯x¯, v¯x¯)v¯x¯x¯ + G¯
1(t¯, x¯, u¯, v¯, u¯x¯, v¯x¯),
(4.53)
vt = F¯
3(t¯, x¯, u¯, v¯, u¯x¯, v¯x¯)u¯x¯x¯ + F¯
4(t¯, x¯, u¯, v¯, u¯x¯, v¯x¯)v¯x¯x¯ + G¯
2(t¯, x¯, u¯, v¯, u¯x¯, v¯x¯).
The arbitrary functions F¯ 1, . . . , F¯ 4, G¯1 and G¯2 can be identified from (4.52) as follows
F¯ 1 = T˙−1 (Uu −Xuu¯x¯) θ3F 1,
F¯ 2 = T˙−1 (Uu −Xuu¯x¯) θ5F 2,
F¯ 3 = T˙−1 (Vv −Xvv¯x¯) θ3F 3,
F¯ 4 = T˙−1 (Vv −Xvv¯x¯) θ5F 4,
G¯1 = T˙−1 (Uu −Xuu¯x¯)
(
θ4F
1 + θ6F
2 +G1 − θ1
)
,
G¯2 = T˙−1 (Vv −Xvv¯x¯)
(
θ4F
3 + θ6F
4 +G2 − θ2
)
.
4.3 Classification with respect to low-dimensional Lie
algebras
4.3.1 One-dimensional Lie algebras
A symmetry generator (4.11) can be transformed by the change of variables (4.42) into
the form
Γ¯ = aT˙ (t)∂t¯ + (aXt + bXx + cXu + dXv)∂x¯ + (aUt + bUx + cUu + dUv)∂u¯
+(aVt + bVx + cVu + dVv)∂v¯. (4.54)
We follow an argument similar to that used in [5, 6]. We consider the cases a(t) 6= 0 and
a(t) = 0. If a 6= 0, then the choice in (4.54) of a function T (t) such that a(t)T˙ (t) = 1
and functions X, U , V of the fundamental solutions of the system of PDEs
aXt + bXx + cXu + dXv = 0, aUt + bUx + cUu + dUv = 0, aVt + bVx + cVu + dVv = 0,
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gives rise to Γ→ Γ¯ = ∂t¯.
If a = 0, then the choice in (4.54) of a particular solution of the PDE bXx+cXu+dXv = 1
as a function of X and fundamental solutions of the PDEs bUx + cUu + dUv = 0, bVx +
cVu + dVv = 0 as functions of U and V respectively, we have Γ→ Γ¯ = ∂x¯.
Therefore when we drop the bars, the symmetry operator (4.11) reduces to one of the
canonical operators
Γ = ∂t, Γ = ∂x.
Consequently there are two inequivalent realizations of one-dimensional Lie algebras
denoted: A11 = 〈∂t〉 and A21 = 〈∂x〉. The superscript distinguishes one realization from
the other while the subscript denotes the dimension of the Lie algebra.
4.3.2 Two-dimensional solvable Lie algebras
There are two inequivalent two-dimensional solvable Lie algebras:
A2,1 : [e1, e2] = 0, A2,2 : [e1, e2] = e2.
These algebras contain the one-dimensional Lie algebras A11 = 〈∂t〉 and A21 = 〈∂x〉.
Hence in search for realizations of the two-dimensional Lie algebras there are two cases
to consider: 〈∂t, e2〉 and 〈∂x, e2〉, where e2 is of the form (4.11).
Consider firstly the Lie algebra A2,1.
(a) A = 〈∂t, e2〉: The Lie Bracket [e1, e2] = 0 yields
e2 = b(x)∂x + c(x, u, v)∂u + d(x, u, v)∂v.
We use the equivalence transformations (4.42) to simplify e2. Also we need the equiva-
lence group of A11 = 〈∂t〉, i.e.,
∂t¯ = ∂t(t¯)∂t¯ + ∂t(x¯)∂x¯ + ∂t(u¯)∂u¯ + ∂t(v¯)∂v¯,
= T˙ ∂t¯ +Xt∂x¯ + Ut∂u¯ + Vt∂v¯.
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Thus the equivalence transformations for A11 are given by
E(∂t) = {t¯ = t+ a1, x¯ = X(x, u, v), u¯ = U(x, u, v), v¯ = V (x, u, v)}. (4.55)
By the use of these transformations e2 is transformed into
e¯2 = (bXx + cXu + dXv)∂x¯ + (bUx + cUu + dUv)∂u¯ + (bVx + cVu + dVv)∂v¯. (4.56)
According to (4.56) we have the following realizations of two-dimensional Lie algebras:
A = 〈∂t, ∂x〉, A = 〈∂t, ∂u〉, A = 〈∂t, ∂v〉.
(b) Likewise for the case A = 〈∂x, e2〉 we obtain the realizations 〈∂x, ∂u〉 and 〈∂x, ∂v〉.
Therefore the realizations of the two-dimensional Lie algebra A2,1 are
A12,1 = 〈∂t, ∂x〉, A22,1 = 〈∂t, ∂u〉, A32,1 = 〈∂t, ∂v〉, A42,1 = 〈∂x, ∂u〉, A52,1 = 〈∂x, ∂v〉.
The corresponding forms of the arbitrary elements are such that they are independent
of the variables appearing in each realization. For instance all the arbitrary functions
corresponding to A12,1 are independent of t and x.
If we proceed in the same manner, the two-dimensional Lie algebra A2,2 has the realiza-
tions
A12,2 = 〈−t∂t − x∂x, ∂t〉, A22,2 = 〈−t∂t − x∂x, ∂x〉, A32,2 = 〈−x∂x − u∂u, ∂x〉, A42,2 =
〈−x∂x − v∂v, ∂x〉.
Functional forms of the arbitrary elements are given as follows.
A12,2 : F
i = xF˜ i(u, v), Gj = x−1G˜j(u, v), i = 1, 2, 3, 4; j = 1, 2.
A22,2 : F
i = tF˜ i(u, v), Gj = t−1G˜j(u, v).
A32,2 : F
1 = u2F˜ 1(t, v, ux), F
2 = u3F˜ 2(t, v, ux), F
3 = uF˜ 3(t, v, ux),
F 4 = u2F˜ 4(t, v, ux), G
1 = uG˜1(t, v, ux), G
2 = G˜2(t, v, ux).
A42,2 : F
1 = v2F˜ 1(t, u, vx), F
2 = v3F˜ 2(t, u, vx), F
3 = vF˜ 3(t, u, vx),
F 4 = v2F˜ 4(t, u, vx), G
1 = G˜1(t, u, vx), G
2 = vG˜2(t, u, vx).
In general F˜ 1, F˜ 2, F˜ 3, F˜ 4, G˜1 and G˜2 are different arbitrary functions of their respective
arguments.
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4.3.3 Three-dimensional solvable Lie algebras
The solvable Lie algebras can be classified into decomposable and non decomposable Lie
algebras [5].
1. Decomposable Lie algebras
There are two decomposable three-dimensional solvable Lie algebras:
A3,1 = 3A1: [ei, ej] = 0, i, j = 1, 2, 3, contains A
k
2,1 (k = 1 : 5).
A3,2 = A2,2 ⊕ A1: [e1, e2] = e2 contains Ak2,2 (k = 1 : 4).
We show some calculations for A3,2 containing A
1
2,2 = 〈−t∂t − x∂x, ∂t〉 and the rest are
presented without detailed calculations. The corresponding equivalence group is given
by
E(A12,2) = {t¯ = t+ a1, x¯ = xY (u, v), u¯ = U(u, v), v¯ = V (u, v)}. (4.57)
The Lie Brackets: [e1, e3] = 0 and [e2, e3] = 0 imply that
e3 = c2x∂x + c(u, v)∂u + d(u, v)∂v, c2 6= 0.
Now, by the use of (4.57), e3 is transformed into
e¯3 = x¯
(
c2 + c
Yu
Y
+ d
Yv
Y
)
∂x¯ + (cUu + dUv)∂u¯ + (cVu + dVv)∂v¯. (4.58)
The simplification of (4.58) results in the realizations
〈−t∂t − x∂x, ∂t, x∂x + u∂u〉 and 〈−t∂t − x∂x, ∂t, x∂x + v∂v〉.
Therefore in summary the realizations of the three-dimensional decomposable solvable
Lie algebras are:
A13,1 = 〈∂t, ∂x, ∂u〉, A˜13,1 = 〈∂t, ∂x, ∂v〉.
A13,2 = 〈−t∂t − x∂x, ∂t, x∂x + u∂u〉, A˜13,2 = 〈−t∂t − x∂x, ∂t, x∂x + v∂v〉.
A23,2 = 〈−t∂t − x∂x, ∂x, t∂t + u∂u〉, A˜23,2 = 〈−t∂t − x∂x, ∂x, t∂t + v∂v〉.
A33,2 = 〈−x∂x − u∂u, ∂x, t∂t + u∂u〉, A˜33,2 = 〈−x∂x − u∂u, ∂x, u∂u + v∂v〉.
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A43,2 = 〈−x∂x − v∂v, ∂x, t∂t + v∂v〉, A˜43,2 = 〈−x∂x − v∂v, ∂x, u∂u + v∂v〉.
The corresponding functional forms of arbitrary functions are:
A13,1 : F
i = F i(v, ux, vx), i = 1 : 4; G
j = Gj(v, ux, vx), j = 1, 2.
A˜13,1 : F
i = F i(u, ux, vx), G
j = Gj(u, ux, vx).
A13,2 : F
1 = xuFˆ 1(v), F 2 = xu2Fˆ 2(v), F 3 = xFˆ 3(v), F 4 = xuFˆ 4(v),
G1 = x−1u2Gˆ1(v), G2 = x−1uGˆ2(v).
A˜13,2 : F
1 = xvFˆ 1(u), F 2 = xFˆ 2(u), F 3 = xv2Fˆ 3(u), F 4 = xvFˆ 4(u),
G1 = x−1vGˆ1(u), G2 = x−1v2Gˆ2(u).
A23,2 : F
1 = tu−2Fˆ 1(v), F 2 = tu−1Fˆ 2(v), F 3 = tu−3Fˆ 3(v), F 4 = tu−2Fˆ 4(v),
G1 = t−1uGˆ1(v), G2 = t−1Gˆ2(v).
A˜23,2 : F
1 = tv−2Fˆ 1(u), F 2 = tv−3Fˆ 2(u), F 3 = tv−1Fˆ 3(u), F 4 = tv−2Fˆ 4(u),
G1 = t−1Gˆ1(u), G2 = t−1vGˆ2(u).
A33,2 : F
1 = t−3u2Fˆ 1(v), F 2 = t−3u3Fˆ 2(v), F 3 = t−3uFˆ 3(v), F 4 = t−3u2Fˆ 4(v),
G1 = t−1uGˆ1(v), G2 = t−1Gˆ2(v).
A˜33,2 : F
1 = u2v−2Fˆ 1(t), F 2 = u3v−3Fˆ 2(t), F 3 = uv−1Fˆ 3(t), F 4 = u2v−2Fˆ 4(t),
G1 = uGˆ1(t), G2 = vGˆ2(t).
A43,2 : F
1 = t−3v2Fˆ 1(u), F 2 = t−3vFˆ 2(u), F 3 = t−3v3Fˆ 3(u), F 4 = t−3v2Fˆ 4(u),
G1 = t−1Gˆ1(u), G2 = t−1vGˆ2(u).
A˜43,2 : F
1 = u−2v2Fˆ 1(t), F 2 = uvFˆ 2(t), F 3 = u−3v3Fˆ 3(t), F 4 = u−2v2Fˆ 4(t),
G1 = uGˆ1(t), G2 = vGˆ2(t).
In general the unknows Fˆ 1, Fˆ 2, Fˆ 3, Fˆ 4, Gˆ1 and Gˆ2 are different arbitrary functions of
their arguments.
2. Non decomposable Lie algebras
Below we proceed as in the previous sections. We make use of the non decomposable
three-dimensional solvable Lie algebras [5, 57]:
A3,3 : [e2, e3] = e1;
A3,4 : [e1, e3] = e1, [e2, e3] = e1 + e2;
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A3,5 : [e1, e3] = e1, [e2, e3] = e2;
A3,6 : [e1, e3] = e1, [e2, e3] = −e2;
A3,7 : [e1, e3] = e1, [e2, e3] = qe2 (0 < |q| < 1);
A3,8 : [e1, e3] = −e2, [e2, e3] = e1;
A3,9 : [e1, e3] = qe1 − e2, [e2, e3] = e1 + qe2 (q > 0).
All these algebras contain Ak2,1 (k = 1 : 5).
The illustration by an example of the calculations for the algebra A3,3 shows that there
are no realizations for A3,3 containing A
1
2,1 = 〈∂t, ∂x〉. Now we turn to A22,1 = 〈∂t, ∂u〉.
The corresponding equivalence transformations are of the form
E(A22,1) = {t¯ = t+ a1, x¯ = X(x, v), u¯ = u+ Z(x, v), v¯ = V (x, v)}. (4.59)
The Lie Brackets: [e1, e3] = 0 and [e2, e3] = e1 yield
e3 = b(x)∂x + (t+ c3(x, v))∂u + d(x, v)∂v.
Under the change of variables (4.59) e3 is transformed to
e¯3 = (bXx + dXv)∂x¯ + (t¯− a1 + c3 + bZx + dZv)∂u¯ + (bVx + dVv)∂v¯. (4.60)
The resulting realizations are:
〈∂u, ∂t, x∂x + t∂u〉, and 〈∂u, ∂t, t∂u + v∂v〉.
Therefore the realizations of all the three-dimensional non decomposable solvable Lie
algebras are:
A23,3 = 〈∂u, ∂t, x∂x + t∂u〉, A˜23,3 = 〈∂u, ∂t, t∂u + v∂v〉,
A33,3 = 〈∂v, ∂t, x∂x + t∂v〉, A˜33,3 = 〈∂v, ∂t, u∂u + t∂v〉,
A43,3 = 〈∂u, ∂x, t∂t + x∂u〉, A˜43,3 = 〈∂u, ∂x, x∂u + v∂v〉.
A53,3 = 〈∂v, ∂x, t∂t + x∂v〉, A˜53,3 = 〈∂u, ∂x, u∂u + x∂v〉.
A23,4 = 〈∂u, ∂t, t∂t + x∂x + (t+ u)∂u〉, A˜23,4 = 〈∂u, ∂t, t∂t + (t+ u)∂u + v∂v〉.
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A33,4 = 〈∂v, ∂t, t∂t + x∂x + (t+ v)∂v〉, A˜33,4 = 〈∂v, ∂t, t∂t + u∂u + (t+ v)∂v〉.
A43,4 = 〈∂u, ∂x, t∂t + x∂x + (x+ u)∂u〉, A˜43,4 = 〈∂u, ∂x, x∂x + (x+ u)∂u + v∂v〉,
Aˆ43,4 = 〈∂u, ∂x, x∂x + (x+ u)∂u〉.
A53,4 = 〈∂v, ∂x, t∂t + x∂x + (x+ v)∂v〉, A˜53,4 = 〈∂v, ∂x, x∂x + u∂u + (x+ v)∂v〉,
Aˆ53,4 = 〈∂v, ∂x, x∂x + (x+ v)∂v〉.
A13,5 = 〈∂t, ∂x, t∂t + x∂x + u∂u〉, A˜13,5 = 〈∂t, ∂x, t∂t + x∂x + v∂v〉.
A23,5 = 〈∂t, ∂u, t∂t + x∂x + u∂u〉, A˜23,5 = 〈∂t, ∂u, t∂t + u∂u + v∂v〉.
A33,5 = 〈∂t, ∂v, t∂t + x∂x + v∂v〉, A˜33,5 = 〈∂t, ∂v, t∂t + u∂u + v∂v〉.
A43,5 = 〈∂x, ∂u, t∂t + x∂x + u∂u〉, A˜43,5 = 〈∂x, ∂u, x∂x + u∂u + v∂v〉.
A53,5 = 〈∂x, ∂v, t∂t + x∂x + v∂v〉, A˜53,5 = 〈∂x, ∂v, x∂x + u∂u + v∂v〉.
A13,6 = 〈∂t, ∂x, t∂t − x∂x + u∂u〉, A˜13,6 = 〈∂t, ∂x, t∂t − x∂x − v∂v〉.
A23,6 = 〈∂t, ∂u, t∂t + x∂x − u∂u〉, A˜23,6 = 〈∂t, ∂u, t∂t − u∂u + v∂v〉.
A33,6 = 〈∂t, ∂v, t∂t + x∂x − v∂v〉, A˜33,6 = 〈∂t, ∂v, t∂t + u∂u − v∂v〉.
A43,6 = 〈∂x, ∂u, t∂t + x∂x − u∂u〉, A˜43,6 = 〈∂x, ∂u, x∂x − u∂u + v∂v〉.
A53,6 = 〈∂x, ∂v, t∂t + x∂x − v∂v〉, A˜53,6 = 〈∂x, ∂v, x∂x + u∂u − v∂v〉.
A13,7 = 〈∂t, ∂x, t∂t + qx∂x + u∂u〉, A˜13,7 = 〈∂t, ∂x, t∂t + qx∂x + v∂v〉,
Aˆ13,7 = 〈∂x, ∂t, qt∂t + x∂x + u∂u〉, A¯13,7 = 〈∂x, ∂t, qt∂t + x∂x + v∂v〉.
A23,7 = 〈∂t, ∂u, t∂t + x∂x + qu∂u〉, A˜23,7 = 〈∂t, ∂u, t∂t + qu∂u + v∂v〉,
Aˆ23,7 = 〈∂u, ∂t, qt∂t + x∂x + u∂u〉, A¯23,7 = 〈∂u, ∂t, qt∂t + u∂u + v∂v〉.
A33,7 = 〈∂t, ∂v, t∂t + x∂x + qv∂v〉, A˜33,7 = 〈∂t, ∂v, t∂t + u∂u + qv∂v〉,
Aˆ33,7 = 〈∂v, ∂t, qt∂t + x∂x + v∂v〉, A¯33,7 = 〈∂v, ∂t, qt∂t + u∂u + v∂v〉.
A43,7 = 〈∂x, ∂u, t∂t + x∂x + qu∂u〉, A˜43,7 = 〈∂x, ∂u, x∂x + qu∂u + v∂v〉,
Aˆ43,7 = 〈∂u, ∂x, t∂t + qx∂x + u∂u〉, A¯43,7 = 〈∂u, ∂x, qx∂x + u∂u + v∂v〉.
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A53,7 = 〈∂x, ∂v, t∂t + x∂x + qv∂v〉, A˜53,7 = 〈∂x, ∂v, x∂x + u∂u + qv∂v〉,
Aˆ53,7 = 〈∂v, ∂x, t∂t + qx∂x + v∂v〉, A¯53,7 = 〈∂v, ∂x, qx∂x + u∂u + v∂v〉.
The notation used in the above sets of realizations simply means that all the realizations
in each set are obtained from the same two-dimensional realization.
The corresponding forms of arbitrary elements are summarized in Table 4.1.
4.4 Classification with respect to four-dimensional
solvable Lie algebras
1. Decomposable Lie algebras
There are ten decomposable four-dimensional solvable Lie algebras [5]:
4A1 = A3,1 ⊕ A1, A3,2 ⊕ A1, 2A2,2 = A2,2 ⊕ A2,2, A3,i ⊕ A1 (i = 3 : 9).
Consider the four-dimensional Lie algebra, A3,2⊕A1, which contain the three-dimensional
Lie algebra, A13,2. From the Lie Brackets: [e1, e4] = 0, [e2, e4] = 0 and [e3, e4] = 0 we have
e4 = c3(v)u∂u + d(v)∂v.
The equivalence transformations for A13,2 transform e4 to the form
e¯4 = x¯
(
d
Zv
Z
)
∂x¯ + u¯
(
c3 + d
Hv
H
)
∂u¯ + dVv∂v¯. (4.61)
Eventually we obtain the realization
A3,2 ⊕ A11 = 〈−t∂t − x∂x, ∂t, x∂x + u∂u, x∂x + u∂u + v∂v〉.
The invariant system for this realization is given by
ut = K¯1xuuxx + K¯2xuv
−1vxx + K¯5x−1u,
(4.62)
vt = K¯3xuxx + K¯4xuvxx + K¯6x
−1uv,
where K¯1, K¯2, . . . , K¯6 are arbitrary constants.
121
Table 4.1: 3D non decomposable solvable Lie algebras.
Algebra F 1 F 2 F 3 F 4 G1 G2
A23,3 x
2Φ1(v) x2Φ2(v) x2Φ3(v) x2Φ4(v) lnx+Ψ1(v) Ψ2(v)
A˜23,3 Φ
1(x, ux) v−1Φ2(x, ux) vΦ3(x, ux) Φ4(x, ux) ln v +Ψ1(x, ux) vΨ2(x, ux)
A33,3 x
2Φ1(u) x2Φ2(u) x2Φ3(u) x2Φ4(u) Ψ1(u) lnx+Ψ2(u)
A˜33,3 Φ
1(x, vx) uΦ2(x, vx) u−1Φ3(x, vx) Φ4(x, vx) uΨ1(x, vx) lnu+Ψ2(x, vx)
A43,3 t
−1Φ1(µ) t−1Φ2(µ) t−1Φ3(µ) t−1Φ4(µ) t−1Ψ1(µ) t−1Ψ2(µ)
A˜43,3 Φ
1(ν) v−1Φ2(ν) vΦ3(ν) Φ4(ν) Ψ1(ν) vΨ2(ν)
A53,3 t
−1Φ1(τ) t−1Φ2(τ) t−1Φ3(τ) t−1Φ4(τ) t−1Ψj(τ) t−1Ψ2(τ)
A˜53,3 Φ
1(ω) uΦ2(ω) u−1Φ3(ω) Φ4(ω) uΨ1(ω) Ψ2(ω)
A23,4 xΦ
1(v, ux) x2Φ2(v, ux) Φ3(v, ux) xΦ4(v, ux) lnx+Ψ1(v, ux) x−1Ψ2(v, ux)
A˜23,4 v
−1Φ1(x) v−1Φ2(x) v−1Φ3(x) v−1Φ4(x) ln v +Ψ1(x) Ψ2(x)
A33,4 xΦ
1(u, vx) Φ2(u, vx) x2Φ3(u, vx) xΦ4(u, vx) x−1Ψ1(u, vx) lnx+Ψ2(u, vx)
A˜33,4 u
−1Φ1(x) u−1Φ2(x) u−1Φ3(x) u−1Φ4(x) Ψ1(x) lnu+Ψ2(x)
A43,4 tΦ
1(µ) t2Φ2(µ) Φ3(µ) tΦ4(µ) Ψ1(µ) t−1Ψ2(µ)
A˜43,4 v
2Φ1(ν) v2Φ2(ν) v2Φ3(ν) v2Φ4(ν) vΨ1(ν) vΨ2(ν)
Aˆ43,4 e
2uxΦ1(t, v) e3uxΦ2(t, v) euxΦ3(t, v) e2uxΦ4(t, v) euxΨ1(t, v) Ψ2(t, v)
A53,4 tΦ
1(τ) Φ2(τ) t2Φ3(τ) tΦ4(τ) t−1Ψ1(τ) Ψ2(τ)
A˜53,4 u
2Φ1(ω) u2Φ2(ω) u2Φ3(ω) u2Φ4(ω) uΨ1(ω) uΨ2(ω)
A13,5 uΦ
1(v, ux) u2Φ2(v, ux) Φ3(v, ux) uΦ4(v, ux) Ψ1(v, ux) u−1Ψ2(v, ux)
A˜13,5 vΦ
1(u, vx) Φ2(u, vx) v2Φ3(u, vx) vΦ4(u, vx) v−1Ψ1(u, vx) Ψ2(u, vx)
A23,5 xΦ
1(v, ux) x2Φ2(v, ux) Φ3(v, ux) xΦ4(v, ux) Ψ1(v, ux) x−1Ψ2(v, ux)
A˜23,5 v
−1Φ1(x) v−1Φ2(x) v−1Φ3(x) v−1Φ4(x) Ψ1(x) Ψ2(x)
A33,5 xΦ
1(u, vx) Φ2(u, vx) x2Φ3(u, vx) xΦ4(u, vx) x−1Ψ1(u, vx) Ψ2(u, vx)
A˜33,5 u
−1Φ1(x) u−1Φ2(x) u−1Φ3(x) u−1Φ4(x) Ψ1(x) Ψ2(x)
A43,5 tΦ
1(v, ux) t2Φ2(v, ux) Φ3(v, ux) tΦ4(v, ux) Ψ1(v, ux) t−1Ψ2(v, ux)
A˜43,5 v
2Φ1(t, ux) v2Φ2(t, ux) v2Φ3(t, ux) v2Φ4(t, ux) vΨ1(x) vΨ2(x)
A53,5 tΦ
1(u, vx) Φ2(u, vx) t2Φ3(u, vx) Φ4(u, vx) t−1Ψ1(u, vx) Ψ2(u, vx)
A˜53,5 u
2Φ1(t, ux, vx) u2Φ2(t, ux, vx) u2Φ3(t, ux, vx) u2Φ4(t, ux, vx) uΨ1(t, ux, vx) uΨ2(t, ux, vx)
A13,6 u
−3Φ1(v) u−2Φ2(v) u−4Φ3(v) u−3Φ4(v) Ψ1(v) u−1Ψ2(v)
A˜13,6 v
3Φ1(u, vx) v2Φ2(u, vx) v4Φ3(u, vx) v3Φ4(u, vx) vΨ1(u, vx) v2Ψ2(u, vx)
The Φi and Ψi are arbitrary functions of their arguments; µ = (v)(ux − ln t),
ν = (t)(ux − ln v), τ = (u)(vx − ln t), ω = (t)(vx − lnu).
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Table 4.1 (Continued).
Algebra F 1 F 2 F 3 F 4 G1 G2
A23,6 xΦ
1(v) Φ2(v) x2Φ3(v) xΦ4(v) x−2Ψ1(v) x−1Ψ2(v)
A˜23,6 v
−1Φ1(x) v−3Φ2(x) vΦ3(x) v−1Φ4(x) v−2Ψ1(x) Ψ2(x)
A33,6 xΦ
1(u) x2Φ2(u) Φ3(u) xΦ4(u) x−1Ψ1(u) x−2Ψ2(u)
A˜33,6 u
−1Φ1(x) uΦ2(x) u−3Φ3(x) u−1Φ4(x) Ψ1(x) u−2Ψ2(x)
A43,6 tΦ
1(v) Φ2(v) t2Φ3(v) tΦ4(v) t−2Ψ1(v) t−1Ψ2(v)
A˜43,6 v
2Φ1(t, vx) Φ2(t, vx) v4Φ3(t, vx) v2Φ4(t, vx) v−1Ψ1(t, vx) vΨ2(t, vx)
A53,6 tΦ
1(u) t2Φ2(u) Φ3(u) tΦ4(u) t−1Ψ1(u) t−2Ψ2(u)
A˜53,6 u
2Φ1(t, ux) u4Φ2(t, ux) Φ3(t, ux) u2Φ4(t, ux) uΨ1(t, ux) u−1Ψ2(t, ux)
A13,7 u
2q−1Φ1(v) u2qΦ2(v) u2(q−1)Φ3(v) u2q−1Φ4(v) Ψ1(v) u−1Ψ2(v)
A˜13,7 v
2q−1Φ1(u) v2(q−2)Φ2(u) v2qΦ3(u) v2q−1Φ4(u) v−1Ψ1(u) Ψ2(u)
Aˆ13,7 u
2−qΦ1(v, ux) u3−qΦ2(v, ux) u1−qΦ3(v, ux) u2−qΦ4(v, ux) u1−qΨ1(v, ux) u−qΨ2(v, ux)
A¯13,7 v
2−qΦ1(u, vx) v1−qΦ2(u, vx) v3−qΦ3(u, vx) v2−qΦ4(u, vx) v−qΨ1(u, vx) v1−qΨ2(u, vx)
A23,7 xΦ
1(v) xq+1Φ2(v) x1−qΦ3(v) xΦ4(v) xq−1Ψ1(v) x−1Ψ2(v)
A˜23,7 v
−1Φ1(x) vq−2Φ2(x) v−qΦ3(x) v−1Φ4(x) vq−1Ψ1(x) Ψ2(x)
Aˆ23,7 x
2−qΦ1(v, ux) x3−qΦ2(v, ux) x1−qΦ3(v, ux) x2−qΦ4(v, ux) x1−qΨ1(v, ux) x−qΨ2(v, ux)
A¯23,7 v
−qΦ2(x) v−qΦ2(x) v−qΦ3(x) v−qΦ4(x) v1−qΨ1(x) v1−qΨ2(x)
A33,7 xΦ
1(u) x1−qΦ2(u) x1+qΦ3(u) xΦ4(u) x−1Ψ1(u) xq−1Ψ2(u)
A˜33,7 u
−1Φ1(x) u−qΦ2(x) uq−2Φ3(x) u−1Φ4(x) Ψ1(x) uq−1Ψ2(x)
Aˆ33,7 x
2−qΦ1(u, vx) x1−qΦ2(u, vx) x3−qΦ3(u, vx) x2−qΦ4(u, vx) x−qΨ1(u, vx) x1−qΨ2(u, vx)
A¯33,7 u
−qΦ1(x) u−qΦ2(x) u−qΦ3(x) u−qΦ4(x) u1−qΨ1(x) u1−qΨ2(x)
A43,7 tΦ
1(v) tq+1Φ2(v) t1−qΦ3(v) tΦ4(v) tq−1Ψ1(v) t−1Ψ2(v)
A˜43,7 v
2Φ1(t, vx) vq+1Φ2(t, vx) v3−qΦ3(t, vx) v2Φ4(t, vx) vqΨ1(t, vx) vΨ2(t, vx)
Aˆ43,7 t
2q−1Φ1(v) t2qΦ2(v) t2(q−1)Φ3(v) t2q−1Φ4(v) Ψ1(v) t−1Ψ2(v)
A¯43,7 v
2qΦ1(t) v2qΦ2(t) v2qΦ3(t) v2qΦ4(t) vΨ1(t) vΨ2(t)
A53,7 tΦ
1(u) t1−qΦ2(u) tq+1Φ3(u) tΦ4(u) t−1Ψ1(u) tq−1Ψ2(u)
A˜53,7 u
2Φ1(t, ux) u3−qΦ2(t, ux) uq+1Φ3(t, ux) u2Φ4(t, ux) uΨ1(t, ux) uqΨ2(t, ux)
Aˆ53,7 t
2q−1Φ1(u) t2(q−1)Φ2(u) t2qΦ3(u) t2q−1Φ4(u) t−1Ψ1(u) Ψ2(u)
A¯43,7 u
2qΦ1(t) u2qΦ2(t) u2qΦ3(t) u2qΦ4(t) uΨ1(t) uΨ2(t)
The rest of the realizations of the four-dimensional decomposable solvable Lie algebras
and their corresponding invariant systems are:
4A11 = 〈∂t, ∂x, ∂u, v∂v〉:
ut = F¯1(ux)uxx + v−1F¯2(ux)vxx + G¯1(ux),
vt = vF¯3(ux)uxx + F¯4(ux)vxx + G¯2(ux).
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4A21 = 〈∂t, ∂x, u∂u, ∂v〉:
ut = F˜1(vx)uxx + uF˜2(vx)vxx + uG˜1(vx),
vt = u
−1F˜3(vx)uxx + F˜4(vx)vxx + G˜2(vx).
A˜3,2 ⊕ A˜11 = 〈−t∂t − x∂x, ∂t, x∂x + v∂v, x∂x + u∂u + v∂v〉:
ut = K˜1xvuxx + K˜2xuvxx + K˜5x
−1uv,
vt = K˜3xv
2uxx + K˜4xvvxx + K˜6x
−1v2.
The unknowns F¯1, . . . , F¯4, F˜1, . . . , F˜4, G¯1, G˜1, G¯2 and G˜2 are arbitrary functions of
their respective arguments and K˜1, . . . , K˜6 are arbitrary constants.
2. Non decomposable Lie algebras
These Lie algebras are such that A4,i = 〈Γ1,Γ2,Γ3,Γ4〉 for i = 1, 2, . . . , 10. They are
solvable and can be written in terms of a one-dimensional Lie algebra 〈Γ4〉 and a three-
dimensional ideal 〈Γ1,Γ2,Γ3〉 which is already known. For A4,i, i = 1, 2, . . . , 6, the
three-dimensional ideal is of abelian type. It is of type A3,3 (nilpotent) for i = 7, 8, 9 and
finally for i = 10 of type A3,5; (see also [5, 6]).
A4,1 : [e2, e4] = e1, [e3, e4] = e2;
A4,2 : [e1, e4] = qe1, [e2, e4] = e2, [e3, e4] = e2 + e3, q 6= 0;
A4,3 : [e1, e4] = e1, [e3, e4] = e2;
A4,4 : [e1, e4] = e1, [e2, e4] = e1 + e2, [e3, e4] = e2 + e3;
A4,5 : [e1, e4] = e1, [e2, e4] = qe2, [e3, e4] = pe3, −1 ≤ p ≤ q ≤ 1, p · q 6= 0;
A4,6 : [e1, e4] = qe1, [e2, e4] = pe2 − e3, [e3, e4] = e2 + pe3, q 6= 0, p ≥ 0;
A4,7 : [e1, e4] = 2e1, [e2, e3] = e1, [e2, e4] = e2, [e3, e4] = e2 + e3;
A4,8 : [e1, e4] = (1 + q)e1, [e2, e3] = e1, [e2, e4] = e2, [e3, e4] = qe3, |q| ≤ 1;
A4,9 : [e1, e4] = 2qe1, [e2, e3] = e1, [e2, e4] = qe2 − e3, [e3, e4] = e2 + qe3, q ≥ 0;
A4,10 : [e1, e3] = e1, [e1, e4] = −e2, [e2, e3] = e2, [e2, e4] = e1.
The use of the above classification of four-dimensional non decomposable solvable Lie
algebras enables the calculations for the search of possible realizations to follow the same
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route as in the previous sections. We present only the realizations and their respective
invariant systems.
A14,2 = 〈∂t, ∂u, ∂x, qt∂t + x∂x + (x+ u)∂u + v∂v〉:
ut = v
2−qF1(γ)uxx + v2−qF2(γ)vxx + v1−qG1(γ),
vt = v
2−qF3(γ)uxx + v2−qF4(γ)vxx + v1−qG2(γ), γ = ux − ln v.
A˜14,2 = 〈∂t, ∂u, ∂x, qt∂t + x∂x + (x+ u)∂u〉:
ut = e
(2−q)uxF1(v)uxx + e(3−q)uxF2(v)vxx + e(1−q)uxG1(v),
vt = e
(1−q)uxF3(v)uxx + e(2−q)uxF4(v)vxx + e−quxG2(v).
Aˆ14,2 = 〈∂x, ∂u, ∂t, t∂t + qx∂x + (t+ u)∂u + v∂v〉:
ut = K1v
2q−1uxx +K2v2q−1vxx + ln v +K5,
vt = K3v
2q−1uxx +K4v2q−1vxx +K6.
A24,2 = 〈∂t, ∂v, ∂x, qt∂t + x∂x + u∂u + (x+ v)∂v〉:
ut = u
2−qF1(λ)uxx + u2−qF2(λ)vxx + u1−qG1(λ),
vt = u
2−qF3(λ)uxx + u2−qF4(λ)vxx + u1−qG2(λ), λ = vx − lnu.
A˜24,2 = 〈∂t, ∂v, ∂x, qt∂t + x∂x + (x+ v)∂v〉:
ut = e
(2−q)vxF1(u)uxx + e(3−q)vxF2(u)vxx + e(1−q)vxG1(u),
vt = e
(1−q)vxF3(u)uxx + e(2−q)vxF4(u)vxx + e(1−q)vxG2(u).
Aˆ24,2 = 〈∂x, ∂v, ∂t, t∂t + qx∂x + u∂u + (t+ v)∂v〉:
ut = K1u
2q−1uxx +K2u2q−1vxx +K5,
vt = K3u
2q−1uxx +K4u2q−1vxx + lnu+K6.
A14,3 = 〈∂t, ∂u, ∂x, t∂t + x∂u + v∂v〉:
ut = v
−1F1(γ)uxx + v−2F2(γ)vxx + v−1G1(γ),
vt = F3(γ)uxx + v−1F4(γ)vxx + G2(γ), γ = ux − ln v.
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A˜14,3 = 〈∂t, ∂u, ∂x, t∂t + x∂u〉:
ut = e
−uxF1(v, vx)uxx + e−uxF2(v, vx)vxx + e−uxG1(v, vx),
vt = e
−uxF3(v, vx)uxx + e−uxF4(v, vx)vxx + e−uxG2(v, vx).
Aˆ14,3 = 〈∂x, ∂u, ∂t, x∂x + t∂u + v∂v〉:
ut = v
2F1(vx)uxx + vF2(vx)vxx + G1(vx) + ln v,
vt = v
3F3(vx)uxx + v2F4(vx)vxx + vG2(vx).
A24,3 = 〈∂t, ∂v, ∂x, t∂t + u∂u + x∂v〉:
ut = u
−1F1(λ)uxx + F2(λ)vxx + G1(λ),
vt = u
−2F3(λ)uxx + u−1F4(λ)vxx + u−1G2(λ), λ = vx − lnu.
A˜24,3 = 〈∂t, ∂v, ∂x, t∂t + x∂v〉:
ut = e
−vxF1(u, ux)uxx + e−vxF2(u, ux)vxx + e−vxG1(u, ux),
vt = e
−vxF3(u, ux)uxx + e−vxF4(u, ux)vxx + e−vxG2(u, ux).
Aˆ24,3 = 〈∂x, ∂v, ∂t, x∂x + u∂u + t∂v〉:
ut = u
2F1(ux)uxx + u3F2(ux)vxx + uG1(ux),
vt = uF3(ux)uxx + u2F4(ux)vxx + G2(ux) + lnu.
A14,5 = 〈∂t, ∂x, ∂u, t∂t + qx∂x + pu∂u + v∂v〉:
ut = K1v
2q−1uxx +K2vp+2q−2vxx +K5vp−1,
vt = K3v
2q−puxx +K4v2q−1vxx +K6.
A˜14,5 = 〈∂t, ∂u, ∂x, t∂t + px∂x + qu∂u + v∂v〉:
ut = K1v
2p−1uxx +K2v2p+q−2vxx +K5vq−1,
vt = K3v
2p−quxx +K4v2p−1vxx +K6.
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Aˆ14,5 = 〈∂x, ∂t, ∂u, qt∂t + x∂x + pu∂u + v∂v〉:
ut = v
2−qF1(vx)uxx + vp−q+1F2(vx)vxx + vp−qG1(vx),
vt = v
3−p−qF3(vx)uxx + v2−qF4(vx)vxx + v1−qG2(vx).
A¯14,5 = 〈∂x, ∂u, ∂t, pt∂t + x∂x + qu∂u + v∂v〉:
ut = v
2−pF1(vx)uxx + v1−p+qF2(vx)vxx + vq−pG1(vx),
vt = v
3−p−qF3(vx)uxx + v2−pF4(vx)vxx + v1−pG2(vx).
Aˇ14,5 = 〈∂u, ∂t, ∂x, qt∂t + px∂x + u∂u + v∂v〉:
ut = K1v
2p−quxx +K2v2p−qvxx +K5v1−q,
vt = K3v
2p−quxx +K4v2p−qvxx + k6v1−q.
A`14,5 = 〈∂u, ∂x, ∂t, pt∂t + qx∂x + u∂u + v∂v〉:
ut = K1v
2q−puxx +K2v2q−pvxx +K5v1−p,
vt = K3v
2q−puxx +K4v2q−pvxx + k6v1−p.
A24,5 = 〈∂t, ∂x, ∂v, t∂t + qx∂x + u∂u + pv∂v〉:
ut = K1u
2q−1uxx +K2u2q−pvxx +K5,
vt = K3u
p+2q−2uxx +K4u2q−1vxx + k6up−1.
A˜24,5 = 〈∂t, ∂v, ∂x, t∂t + px∂x + u∂u + qv∂v〉:
ut = K1u
2p−1uxx +K2u2p−qvxx +K5,
vt = K3u
2p+q−2uxx +K4u2p−1vxx + k6uq−1.
Aˆ24,5 = 〈∂x, ∂t, ∂v, qt∂t + x∂x + u∂u + pv∂v〉:
ut = u
2−qF1(ux)uxx + u3−p−qF2(ux)vxx + u1−qG1(ux),
vt = u
p−q+1F3(ux)uxx + u2−qF4(ux)vxx + up−qG2(ux).
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A¯24,5 = 〈∂x, ∂v, ∂t, pt∂t + x∂x + u∂u + qv∂v〉:
ut = u
2−pF1(ux)uxx + u3−p−qF2(ux)vxx + u1−pG1(ux),
vt = u
1−p+qF3(ux)uxx + u2−pF4(ux)vxx + uq−pG2(ux).
Aˇ24,5 = 〈∂v, ∂t, ∂x, qt∂t + px∂x + u∂u + v∂v〉:
ut = K1u
2p−quxx +K2u2p−qvxx +K5u1−q,
vt = K3u
2p−quxx +K4u2p−qvxx + k6u1−q.
A`24,5 = 〈∂v, ∂x, ∂t, pt∂t + qx∂x + u∂u + v∂v〉:
ut = K1u
2q−puxx +K2u2q−pvxx +K5u1−p,
vt = K3u
2q−puxx +K4u2q−pvxx + k6u1−p.
A24,8 = 〈∂u, ∂t, t∂u + v∂v, t∂t + x∂x + (1 + q)u∂u + qv∂v〉:
ut = K1xuxx +K2x
q+2v−1vxx +K5xq,
vt = K3x
−qvuxx +K4xvxx + k6x−1v.
A44,8 = 〈∂u, ∂x, t∂t + x∂u, qt ln t∂t + x∂x + (1 + q)u∂u + v∂v〉:
ut = K1t
−1v2−quxx +K2t−1v2vxx +K5t−1v,
vt = K3t
−1v2(1−q)uxx +K4t−1v2−qvxx + k6t−1v1−q.
A54,8 = 〈∂v, ∂x, t∂t + x∂v, qt ln t∂t + x∂x + u∂u + (1 + q)v∂v〉:
ut = K1t
−1u2−quxx +K2t−1u2(1−q)vxx +K5t−1u1−q,
vt = K3t
−1u2uxx +K4t−1u2−qvxx + k6t−1u.
In general the arbitrary functions, F1, . . . ,F4, G1 and G2, of their respective arguments
are different. Also the arbitrary constants, K1, K2, . . . , K6, are generally different. It
should be noted that similar cases can be regarded as one case if a suitable choice of
equivalence transformations exists for transforming one into another and when p = q.
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4.5 Conclusion
In this Chapter we have performed a group classification of the general second-order sys-
tem of diffusion equations with respect to solvable Lie algebras, that is, up to equivalence
transformations, the realizations of Lie algebras of dimension up to and including four
were determined and hence the specification of the corresponding functional forms for
the arbitrary functions. In order to specify completely the arbitrary functions, a further
algebraic study of realizations of dimension five and more is required. Otherwise sym-
metry analysis of individual cases for the four-dimensional realizations can be performed
provided the manipulation of the resulting determining equations is manageable. Either
one of these alone comprises another investigation which would be reported in future
work. Moreover it would be a sort of complete analysis of group classification if the
other types of Lie algebras are considered. These are semi simple Lie algebras and the
algebras which are semi direct sum of semi simple algebras and solvable Lie algebras [5].
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Chapter 5
Group Classification of Coupled
Diffusion System with Applications
in Soil Science
The theory of coupled diffusion appears in the works of Philip and De Vries [70], De Vries
[18] in the late fifties and later by many authors, such as Jury et al [37]. As an illustration
of how the results of the previous chapter can be utilized, we perform a complete group
classification of a coupled system of diffusion equations with applications in soil science
[4, 37, 75], i.e.,
ut =
[
f 1(u, v)ux + f
2(u, v)vx
]
x
,
(5.1)
vt =
[
f 3(u, v)ux + f
4(u, v)vx
]
x
,
where u(t, x) and v(t, x) are the soil temperature and volumetric water content respec-
tively. The variable x measures the depth of the soil and t is the time. The arbitrary
functions f 1, . . . , f 4 are the diffusion coefficients.
Wiltshire et al [4, 84] investigated the Lie symmetries of a simplified model of the coupled
diffusion system (5.1) written in the form
yt = [Λ(y)yx]x , y = {yi} (i = 1, 2, . . . , n), (5.2)
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where Λ(y) is a square matrix of diffusion coefficients. These investigations involve rewrit-
ing a system of coupled diffusion equations into a single equation in which the diffusion
coefficients are written in a matrix form. Thus the resulting determining equations to
be solved for symmetries are in terms of the systems of matrix equations. The matrix
diffusion equation (5.2) is a generalized form of the extensively studied one-dimensional
nonlinear heat conduction equation the group properties of which were first considered
in [66]. Therefore the group classification procedure on Eq. (5.2) is analogous to the
analysis performed in the cited reference and those that followed.
In this Chapter our goal is to derive the Lie symmetries of system (5.1) as it is and
see whether a comparison with those of the simplified model (5.2) can be established.
The non classical (potential) symmetries of the coupled system (5.1) were generated in
[74]. As in the previous chapters the generation of the determining equations and the
manipulation of them are with the aid of the YaLie software package [19].
5.1 Equivalence group and determining equations for
classification
The equivalence group for system (5.1) was obtained in [75] using the infinitesimal ap-
proach. It can shown that the direct method yields the same result. However, instead of
using these equivalence transformations we choose the equivalence group of the form
t¯ = T (t), x¯ = X(x), u¯ = U(u, v), v¯ = V (u, v), (5.3)
where the functions T , X, U and V satisfy the Jacobian
D(T,X, U, V )
D(t, x, u, v)
6= 0.
The execution of the classical Lie algorithm requires that the symmetry generator for
the underlying system (5.1) take the form
Γ = a(t)∂t + b(t, x)∂x + c(t, x, u, v)∂u + d(t, x, u, v)∂v, (5.4)
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where a, . . . , d are the smooth differentiable functions satisfying the determining equa-
tions
cxxf
1 + dxxf
2 − ct = 0, (5.5)
cxxf
3 + dxxf
4 − dt = 0, (5.6)
cx
(
f 1v + f
2
u
)
+ 2dxf
2
v + 2cxvf
1 − (bxx − 2dxv) f 2 = 0, (5.7)
(a˙− 2bx) f 1 + df1v + cf 1u + duf 2 − cvf 3 = 0, (5.8)
df2v + cf
2
u + cvf
1 + (a˙− 2bx + dv − cu) f 2 − cvf 4 = 0, (5.9)
a˙f 2v + df
2
vv + cf
2
uv + cv
(
f 1v + f
2
u − f 4v
)
+ 2dvf
2
v + cvvf
1 + dvvf
2
−2bxf 2v − cuf 2v = 0, (5.10)
a˙f 1u + df
1
uv + cf
1
uu + cuf
1
u + du
(
f 1v + f
2
u
)
+ cuuf
1 + duuf
2
−2bxf 1u − cvf 3u = 0, (5.11)
a˙
(
f 1v + f
2
u
)
+ c
(
f 1uv + f
2
uu
)
+ d
(
f 1vv + f
2
uv
)
+ dv
(
f 1v + f
2
u
)
+ 2duf
2
v
+2cuvf
1 + 2duvf
2 − 2bx
(
f 1v + f
2
u
)− cv (2f 1u + f 3v + f 4u) = 0, (5.12)
bt − bxxf 1 + 2cxf 1u + dx
(
f 1v + f
2
u
)
+ 2cxuf
1 + 2dxuf
2 = 0, (5.13)
2cxf
3
u + dx
(
f 3v + f
4
u
)
+ 2dxuf
4 − (bxx − 2cxu) f 3 = 0, (5.14)
df3v + cf
3
u + (a˙− 2bx − dv + cu) f 3 + du
(
f 4 − f 1) = 0, (5.15)
(a˙− 2bx) f 4 + df4v + cf 4u + cvf 3 − duf 2 = 0, (5.16)
a˙f 4v + df
4
vv + cf
4
uv + cv
(
f 3v + f
4
u
)
+ dvf
4
v + cvvf
3 + dvvf
4
−2bxf 4v − duf 2v = 0, (5.17)
a˙f 3u + df
3
uv + cf
3
uu + 2cuf
3
u + du
(
f 3v + f
4
u − f 1u
)
+ cuuf
3 + duuf
4
−2bxf 3u − dvf 3u = 0, (5.18)
a˙
(
f 3v + f
4
u
)
+ c
(
f 3uv + f
4
uu
)
+ d
(
f 3vv + f
4
uv
)
+ 2f 3ucv + cu
(
f 3v + f
4
u
)
+2f 3cuv + 2f
4duv − 2bx
(
f 3v + f
4
u
)− du (f 1v + f 2u + 2f 4v ) = 0, (5.19)
bt − bxxf 4 + cx
(
f 3v + f
4
u
)
+ 2dxf
4
v + 2cxvf
3 + 2dxvf
4 = 0. (5.20)
In the above equations and throughout this Chapter the overdot represents total differ-
entiation with respect to t and the subscripts denote partial differentiation.
It is not easy to employ the group classification procedure discussed in [32, 67] to solve
completely these determining equations. Therefore we opt for the approach used in the
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previous chapter to perform a complete group classification up to the equivalence group
(5.3).
5.2 Classification with respect to low-dimensional Lie
algebras
It has been shown in Sections 4.3 and 4.4 of Chapter 4 how the classification procedure
works. The search for realization of low dimension upto that of higher dimension is
obtained by simplifying a given symmetry generator by making use of the equivalence
transformations. Even though the equivalence group (5.3) for the system (5.1) under
study is slightly different compared to the one in the previous chapter, the general sym-
metry generator (5.4) has the same form. Hence we proceed as in Sections 4.3 and 4.4
in order to carry out the complete group classification of the coupled diffusion system
(5.1). We use the same notation for the realizations of the Lie algebras.
We begin with the one-dimensional Lie algebras. There are two inequivalent realizations
of one-dimensional Lie algebras given by A11 = 〈∂t〉 and A21 = 〈∂x〉.
Next we have the five inequivalent realizations for the two-dimensional Lie algebra A2,1,
viz,
A12,1 = 〈∂t, ∂x〉, A22,1 = 〈∂t, ∂u〉, A32,1 = 〈∂t, ∂v〉, A42,1 = 〈∂x, ∂u〉, A52,1 = 〈∂x, ∂v〉.
The Lie algebras A22,1, A
4
2,1 and A
3
2,1, A
5
2,1 imply that the arbitrary functions f
1, . . . , f4
are respectively independent of u and v.
For the two-dimensional Lie algebra, A2,2, there are two inequivalent realizations, A
3
2,2 =
〈−x∂x − u∂u, ∂x〉 and A42,2 = 〈−x∂x − v∂v, ∂x〉. Their corresponding functional forms for
the arbitrary functions are given by
A32,2: f
1 = u2F (v), f 2 = u3F (v), f 3 = uF (v), f 4 = u2F (v).
A42,2: f
1 = v2F (u), f 2 = vF (u), f 3 = v3F (u), f 4 = v2F (u).
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In general the arbitrary functions F of their respective arguments are different.
Now we turn to the three-dimensional solvable Lie algebras. Firstly we consider the
decomposable Lie algebras and seek their corresponding realizations. There are two such
realizations obtained from the realization of the two-dimensional Lie algebra A12,1. They
are A13,1 = 〈∂t, ∂x, ∂u〉 and A˜13,1 = 〈∂t, ∂x, ∂v〉. These realizations satisfy the determin-
ing equations (5.5)–(5.20) provided the diffusion coefficients are functions of v and u
respectively.
There are also two realizations for the three-dimensional Lie algebra A3,2. This Lie
algebra contains the two-dimensional Lie algebras A32,2 and A
4
2,2 from which we obtain
A˜33,2 = 〈−x∂x − u∂u, ∂x, u∂u + v∂v〉 and A˜43,2 = 〈−x∂x − v∂v, ∂x, u∂u + v∂v〉 respectively.
Therefore the respective forms of the diffusion coefficients are
A˜33,2: f
1 = k1
(u
v
)2
, f 2 = k2
(u
v
)3
, f 3 = k3
(u
v
)
, f 4 = k4
(u
v
)2
.
A˜43,2: f
1 = k¯1
(v
u
)2
, f 2 = k¯2
(v
u
)
, f 3 = k¯3
(v
u
)3
, f 4 = k¯4
(v
u
)2
.
The nonzero constants, k1, . . . , k4 and k¯1, . . . , k¯4, are arbitrary.
Secondly we look at the three-dimensional non decomposable solvable Lie algebras. The
results are summarized in Table 5.1. The Lie algebras that do not feature in this table
of results imply that there are no realizations for such Lie algebras which satisfy the
determining equations (5.5)–(5.20).
5.3 Complete group classification
We proceed to the classification with respect to four-dimensional solvable Lie algebras,
that is, we extend the realizations of the three-dimensional Lie algebras obtained in the
previous section. After this classification the functional forms of the arbitrary functions
are in terms of the arbitrary constants only (c.f. Table 5.1). However, there is a need to
investigate whether or not the realizations of both the three- and four-dimensional Lie
algebras give the maximal symmetry Lie algebra.
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Table 5.1: 3D non decomposable solvable Lie algebras.
Algebra f 1 f 2 f 3 f 4 Realization
A13,5 uF (v) u
2F (v) F (v) uF (v) 〈∂t, ∂x, t∂t + x∂x + u∂u〉
A˜13,5 vF (u) F (u) v
2F (u) vF (u) 〈∂t, ∂x, t∂t + x∂x + v∂v〉
A˜23,5 K1v
−1 K2v−1 K3v−1 K4v−1 〈∂t, ∂u, t∂t + u∂u + v∂v〉
A˜33,5 K1u
−1 K2u−1 K3u−1 K4u−1 〈∂t, ∂v, t∂t + u∂u + v∂v〉
A˜43,5 K1v
2 K2v
2 K3v
2 K4v
2 〈∂x, ∂u, x∂x + u∂u + v∂v〉
A˜53,5 K1u
2 K2u
2 K3u
2 K4u
2 〈∂x, ∂v, x∂x + u∂u + v∂v〉
A13,6 u
−3F (v) u−2F (v) u−4F (v) u−3F (v) 〈∂t, ∂x, t∂t − x∂x + u∂u〉
A˜13,6 v
3F (u) v2F (u) v4F (u) v3F (u) 〈∂t, ∂x, t∂t − x∂x − v∂v〉
A˜23,6 K1v
−1 K2v−3 K3v K4v−1 〈∂t, ∂u, t∂t − u∂u + v∂v〉
A˜33,6 K1u
−1 K2u K3u−3 K4u−1 〈∂t, ∂v, t∂t + u∂u − v∂v〉
A˜43,6 K1v
2 K2 K3v
4 K4v
2 〈∂x, ∂u, x∂x − u∂u + v∂v〉
A˜53,6 K1u
2 K2u
4 K3 K4u
2 〈∂x, ∂v, x∂x + u∂u − v∂v〉
A13,7 u
2q−1F (v) u2qF (v) u2(q−1)F (v) u2q−1F (v) 〈∂t, ∂x, t∂t + qx∂x + u∂u〉
A˜13,7 v
2q−1F (u) v2(q−2)F (u) v2qF (u) v2q−1F (u) 〈∂t, ∂x, t∂t + qx∂x + v∂v〉
Aˆ13,7 u
2−qF (v) u3−qF (v) u1−qF (v) u2−qF (v) 〈∂x, ∂t, qt∂t + x∂x + u∂u〉
A¯13,7 v
2−qF (u) v1−qF (u) v3−qF (u) v2−qF (u) 〈∂x, ∂t, qt∂t + x∂x + v∂v〉
A˜23,7 K1v
−1 K2vq−2 K3v−q K4v−1 〈∂t, ∂u, t∂t + qu∂u + v∂v〉
A¯23,7 K1v
−q K2v−q K3v−q K4v−q 〈∂u, ∂t, qt∂t + u∂u + v∂v〉
A˜33,7 K1u
−1 K2u−q K3uq−2 K4u−1 〈∂t, ∂v, t∂t + u∂u + qv∂v〉
A¯33,7 K1u
−q K2u−q K3u−q K4u−q 〈∂v, ∂t, qt∂t + u∂u + v∂v〉
A˜43,7 K1v
2 K2v
q+1 K3v
3−q K4v2 〈∂x, ∂u, x∂x + qu∂u + v∂v〉
A¯43,7 K1v
2q K2v
2q K3v
2q K4v
2q 〈∂u, ∂x, qx∂x + u∂u + v∂v〉
A˜53,7 K1u
2 K2u
3−q K3uq+1 K4u2 〈∂x, ∂v, x∂x + u∂u + qv∂v〉
A¯43,7 K1u
2q K2u
2q K3u
2q K4u
2q 〈∂v, ∂x, qx∂x + u∂u + v∂v〉
The unknowns F are (in general different) arbitrary functions of their arguments and
Ki are (generally different) arbitrary constants.
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Firstly we consider the decomposable four-dimensional solvable Lie algebras. The ex-
tension of the realizations is possible for the four-dimensional Lie algebra 4A1 in the
following cases:
4A11 = 〈∂t, ∂x, ∂u, v∂v〉: f 1 = `1, f 2 = `2v−1, f 3 = `3v, f 4 = `4.
4A21 = 〈∂t, ∂x, u∂u, ∂v〉: f 1 = ¯`1, f 2 = ¯`2u, f 3 = ¯`3u−1, f 4 = ¯`4.
The nonzero constants, `1, . . . , `4 and ¯`1, . . . , ¯`4, are arbitrary.
Now in the following table we present the realizations of four-dimensional non decom-
posable solvable Lie algebras which contain the three-dimensional realizations and their
corresponding forms of the diffusion coefficients.
Table 5.2: 4D non decomposable solvable Lie algebras.
Algebra f 1 f 2 f 3 f 4 Realization
A14,5 λ1v
2q−1 λ2vp+2q−2 λ3v2q−p λ4v2q−1 〈∂t, ∂x, ∂u, t∂t + qx∂x + pu∂u + v∂v〉
A˜14,5 λ1v
2p−1 λ2v2p+q−2 λ3v2p−q λ4v2p−1 〈∂t, ∂u, ∂x, t∂t + px∂x + qu∂u + v∂v〉
Aˆ14,5 λ1v
2−q λ2vp−q+1 λ3v3−p−q λ4v2−q 〈∂x, ∂t, ∂u, qt∂t + x∂x + pu∂u + v∂v〉
A¯14,5 λ1v
2−p λ2v1−p+q λ3v3−p−q λ4v2−p 〈∂x, ∂u, ∂t, pt∂t + x∂x + qu∂u + v∂v〉
Aˇ14,5 λ1v
2p−q λ2v2p−q λ3v2p−q λ4v2p−q 〈∂u, ∂t, ∂x, qt∂t + px∂x + u∂u + v∂v〉
A`14,5 λ1v
2q−p λ2v2q−p λ3v2q−p λ4v2q−p 〈∂u, ∂x, ∂t, pt∂t + qx∂x + u∂u + v∂v〉
A24,5 λ1u
2q−1 λ2u2q−p λ3up+2q−2 λ4u2q−1 〈∂t, ∂x, ∂v, t∂t + qx∂x + u∂u + pv∂v〉
A˜24,5 λ1u
2p−1 λ2u2p−q λ3u2p+q−2 λ4u2p−1 〈∂t, ∂v, ∂x, t∂t + px∂x + u∂u + qv∂v〉
Aˆ24,5 λ1u
2−q λ2u3−p−q λ3up−q+1 λ4u2−q 〈∂x, ∂t, ∂v, qt∂t + x∂x + u∂u + pv∂v〉
A¯24,5 λ1u
2−p λ2u3−p−q λ3u1−p+q λ4u2−p 〈∂x, ∂v, ∂t, pt∂t + x∂x + u∂u + qv∂v〉
Aˇ24,5 λ1u
2p−q λ2u2p−q λ3u2p−q λ4u2p−q 〈∂v, ∂t, ∂x, qt∂t + px∂x + u∂u + v∂v〉
A`24,5 λ1u
2q−p λ2u2q−p λ3u2q−p λ4u2q−p 〈∂v, ∂x, ∂t, pt∂t + qx∂x + u∂u + v∂v〉
The λi are arbitrary constants which are in general different.
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5.4 Further analysis
In order to investigate the maximal symmetry Lie algebra, we perform symmetry analysis
of all the cases in Tables 5.1 and 5.2 for which the arbitrary functions are completely
specified. The cases arising from the decomposable solvable Lie algebras are also taken
into account.
We show the detailed calculations of one case for both the classification with respect to
three- and four-dimensional Lie algebras and present the results only for the rest.
Firstly we consider the three-dimensional realization A˜23,7 = 〈∂t, ∂u, t∂t + qu∂u + v∂v〉
from Table 5.1. We proceed by substituting the corresponding forms of the arbitrary
functions into the system (5.1) under consideration. Lie’s algorithm yields the symmetry
generator (5.4) the coefficients of which are of the form a = a(t), b = b(t, x), c =
e(t, x)u + f(t, x), d = d(t, x, v) for arbitrary functions e(t, x) and f(t, x). The smooth
differentiable functions, a, b, d, e and f , satisfy the determining equations
K1v (uex + fx) + v
qK2 [vbxx − 2 ((q − 2)dx + vdxv)] = 0, (5.21)
K1 (uexx + fxx) +K2v
q−1dxx − v (uet + ft) = 0, (5.22)
v (a˙− 2bx + dv)− 2d = 0, (5.23)
d− va˙+ 2vbx = 0, (5.24)
(q − 2)d+ v (−e+ a˙− 2bx + dv) = 0, (5.25)
v [(q − 2)a˙− (q − 2)e+ 2(2− q)bx + 2(q − 2)dv + vdvv]
+
(
6− 5q + q2) d = 0, (5.26)
K1 (vbxx + dx − 2vex)− v2bt = 0, (5.27)
vbxx + qdx − 2vex = 0, (5.28)
v−(q+1) [K3v (uexx + fxx) +K4vqdxx]− dt = 0, (5.29)
v (a˙− 2bx + dv − vdvv)− 2d = 0, (5.30)
(1 + q)d− v (e+ a˙− 2bx) = 0, (5.31)
v (e+ a˙− 2bx − dv)− qd = 0, (5.32)
K3qv
1−q (uex + fx) +K4 (vbxx + 2dx − 2vdxv)− v2bt = 0. (5.33)
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From Eqs. (5.23)–(5.26) and (5.30)–(5.32) we obtain
d = (a˙− 2bx)v, e = q(a˙− 2bx). (5.34)
In view of (5.34) the remaining determining equations simplify to
K1fx − (2quK1 + 3vqK2 − 4qvqK2) bxx = 0, (5.35)
quva¨−K1fxx + 2quK1bxxx + 2vqK2bxxx + vft − 2quvbtx = 0, (5.36)
K1(1− 4q)bxx + vbt = 0, (5.37)
K3(1 + 2q)v
−qbxx = 0, (5.38)
va¨+ 2v−q (quK3 + vqK4) bxxx − v−qK3fxx − 2vbtx = 0, (5.39)
qK3fx +
(−2q2uK3 + vqK4) bxx − v1+qbt = 0. (5.40)
The solution of Eqs. (5.35)–(5.40) is given by
a = C3t+ C4, b = C1x+ C2, c = q(C3 − 2C1)u+ C5, d = (C3 − 2C1)v, (5.41)
where C1, . . . , C5 are the arbitrary constants of integration.
Thus the symmetry Lie algebra for this case is spanned by the operators
Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂u, Γ4 = t∂t + qu∂u + v∂v, Γ5 = x∂x − 2qu∂u − 2v∂v. (5.42)
The full symmetry Lie algebra for the rest of the cases that arise from symmetry analysis
are presented below.
A˜23,5: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂u, Γ4 = t∂t + u∂u + v∂v, Γ5 = x∂x − 2u∂u − 2v∂v.
A˜33,5: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂v, Γ4 = t∂t + u∂u + v∂v, Γ5 = x∂x − 2u∂u − 2v∂v.
A˜43,5: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂u, Γ4 = 2t∂t − u∂u − v∂v, Γ5 = x∂x + u∂u + v∂v.
A˜53,5: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂v, Γ4 = 2t∂t − u∂u − v∂v, Γ5 = x∂x + u∂u + v∂v.
A˜23,6: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂u, Γ4 = t∂t − u∂u + v∂v, Γ5 = x∂x + 2u∂u − 2v∂v.
A˜33,6: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂v, Γ4 = t∂t + u∂u − v∂v, Γ5 = x∂x − 2u∂u + 2v∂v.
A˜43,6: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂u, Γ4 = 2t∂t + u∂u − v∂v, Γ5 = x∂x − u∂u + v∂v.
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A˜53,6: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂v, Γ4 = 2t∂t − u∂u + v∂v, Γ5 = x∂x + u∂u − v∂v.
A¯23,7: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂u, Γ4 = qt∂t + u∂u + v∂v, Γ5 = qx∂x − 2u∂u − 2v∂v.
A˜33,7: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂v, Γ4 = t∂t + u∂u + qv∂v, Γ5 = x∂x − 2u∂u − 2qv∂v.
A¯33,7: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂v, Γ4 = qt∂t + u∂u + v∂v, Γ5 = qx∂x − 2u∂u − 2v∂v.
A˜43,7: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂u, Γ4 = 2t∂t − qu∂u − v∂v, Γ5 = x∂x + qu∂u + v∂v.
A¯43,7: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂u, Γ4 = 2qt∂t − u∂u − v∂v, Γ5 = qx∂x + u∂u + v∂v.
A˜53,7: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂v, Γ4 = 2t∂t − u∂u − qv∂v, Γ5 = x∂x + u∂u + qv∂v.
A˜53,7: Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂v, Γ4 = 2qt∂t − u∂u − v∂v, Γ5 = qx∂x + u∂u + v∂v.
For every case above the symmetry Lie algebra is spanned by the three operators from
the three-dimensional realization and two additional operators that arise from symmetry
analysis. When we look at the pairs of cases A˜23,5 and A˜
3
3,5, A˜
4
3,5 and A˜
5
3,5, . . ., A˜
4
3,6 and
A˜53,6 respectively, it should be pointed out that each pair can be regarded as one case
provided a suitable choice of equivalence transformations exists for transforming one into
another.
Next we show the details of symmetry analysis for the case of four-dimensional decom-
posable Lie algebra 4A1 with the realization: 4A
1
1 = 〈∂t, ∂x, ∂u, v∂v〉.
We proceed as in the previous symmetry analysis with the substitution of the correspond-
ing forms of the arbitrary functions into the underlying system (5.1). Following the usual
Lie’s algorithm we obtain the symmetry generator (5.4) the coefficients of which a = a(t),
b = b(t, x), c = c(t, x, u, v), d = d(t, x, u, v) satisfy the determining equations
`1vcuu + `2duu = 0, (5.43)
2`1v
2cuv + `2 (2vduv − 2du)− `3v2cv = 0, (5.44)
`2 (vbxx + 2dx − 2vdxv)− 2`1v2cxv = 0, (5.45)
`1vcxx + `2dxx − ctv = 0, (5.46)
`1 (a˙v − 2bxv) + `2du − `3v2cv = 0, (5.47)
`1v
3cvv + `2
(
2d+ 2bxv + v
2dvv + cuv − va˙− 2vdv
)
= 0, (5.48)
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`4v
2cv + `2 (d+ 2bxv + cuv − a˙v − vdv)− `1v2cv = 0, (5.49)
btv + `1 (2cxuv − bxxv) + 2`2dxu = 0, (5.50)
`3 (du + vcuu) + `4duu = 0, (5.51)
`2du + `3
(
v2cv + v
3cvv
)
+ `4v
2dvv = 0, (5.52)
`3 (dx + 2vcxu − vbxx) + 2`4dxu = 0, (5.53)
`3cxxv + `4dxx − dt = 0, (5.54)
`3 (a˙+ cu + 2vcuv − 2bx) + 2`4duv = 0, (5.55)
`4 (a˙v − 2bxv) + `3v2cv − `2du = 0, (5.56)
`4du + `3 (d+ a˙v + cuv − 2bxv − vdv)− `1du = 0, (5.57)
bt + `3 (cx + 2vcxv) + `4 (2dxv − bxx) = 0. (5.58)
Since we require that `i 6= 0, from Eqs. (5.43) and (5.47) we obtain
b =
1
2
a˙x+ e¯(t), c = f¯(t, x)u+ g¯(t, x), d = d(t, x, v), (5.59)
where e¯(t), f¯(t, x), g¯(t, x) are the arbitrary functions. Taking into account Eq. (5.59),
the above determining equations reduce to
vdxv − dx = 0, (5.60)
`1v
(
uf¯xx + g¯xx
)
+ `2dxx − v
(
uf¯t + g¯t
)
= 0, (5.61)
2d+ v
(
f¯ − 2dv + vdvv
)
= 0, (5.62)
d+ v
(
f¯ − dv
)
= 0, (5.63)
2e¯t + xa¨+ 4`1f¯x = 0, (5.64)
`4dvv = 0, (5.65)
2vf¯x + dx = 0, (5.66)
`3v
(
uf¯xx + g¯xx
)
+ `4dxx − dt = 0, (5.67)
`3f¯ = 0, (5.68)
2e¯t + xa¨+ 2`3
(
uf¯x + g¯x
)
+ 4`4dxv = 0. (5.69)
Eventually the solution of the determining equations (5.60)–(5.69) is given by
a = 2C¯1t+ C¯2, b = C¯1x+ C¯3, c = C¯4, d = C¯5v, (5.70)
where C¯1, . . . , C¯5 are arbitrary constants of integration.
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Therefore for this case the symmetry Lie algebra is spanned by the operators
Γ1 = ∂t, Γ2 = ∂x, Γ3 = ∂u, Γ4 = v∂v, Γ5 = 2t∂t + x∂x.
The symmetry Lie algebra for the other case of the four-dimensional decomposable Lie
algebra 4A21 is spanned by
Γ1 = ∂t, Γ2 = ∂x, Γ3 = u∂u, Γ4 = ∂v, Γ5 = 2t∂t + x∂x.
The maximal symmetry Lie algebras for every case in Table 5.2 of the four-dimensional
non decomposable Lie algebras are summarized as follows:
A14,5 ∪ 〈 (2q − 1)t∂t − pu∂u − v∂v, (2q − 1)x∂x + 2pu∂u + 2v∂v〉.
A˜14,5 ∪ 〈 (2p− 1)t∂t − qu∂u − v∂v, (2p− 1)x∂x + 2qu∂u + 2v∂v〉.
Aˆ14,5 ∪ 〈 (q − 2)t∂t + pu∂u + v∂v, (q − 2)x∂x − 2pu∂u − 2v∂v〉.
A¯14,5 ∪ 〈 (p− 2)t∂t + qu∂u + v∂v, (p− 2)x∂x − 2qu∂u − 2v∂v〉.
Aˇ14,5 ∪ 〈 (2p− q)t∂t − u∂u − v∂v, (2p− q)x∂x + 2u∂u + 2v∂v〉.
A`14,5 ∪ 〈 (p− 2q)t∂t + u∂u + v∂v, (p− 2q)x∂x − 2u∂u − 2v∂v〉.
A24,5 ∪ 〈 (2q − 1)t∂t − u∂u − pv∂v, (2q − 1)x∂x + 2u∂u + 2pv∂v〉.
A˜24,5 ∪ 〈 (2p− 1)t∂t − u∂u − qv∂v, (2p− 1)x∂x + 2u∂u + 2qv∂v〉.
Aˆ24,5 ∪ 〈 (q − 2)t∂t + u∂u + pv∂v, (q − 2)x∂x − 2u∂u − 2pv∂v〉.
A¯24,5 ∪ 〈 (p− 2)t∂t + u∂u + qv∂v, (p− 2)x∂x − 2u∂u − 2qv∂v〉.
Aˇ24,5 ∪ 〈 (2p− q)t∂t − u∂u − v∂v, (2p− q)x∂x + 2u∂u + 2v∂v〉.
A`24,5 ∪ 〈 (p− 2q)t∂t + u∂u + v∂v, (p− 2q)x∂x − 2u∂u − 2v∂v〉.
In all the above cases the symmetry Lie algebra is six-dimensional, four operators from
the classification with respect to four-dimensional Lie algebras and the additional two
operators obtained via symmetry analysis. Moreover it can be seen that if p = q, then a
pair of similar cases is reduced to one case.
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5.5 Conclusion
We have managed to specify completely the functional forms of the diffusion coefficients
through the classification with respect to the solvable Lie algebras of dimension up to four.
In order to determine the maximal symmetry Lie algebra, we performed the symmetry
analysis of individual cases for the realizations of the three- and four-dimensional Lie
algebras in which the functional forms of the unknown functions are in terms of the
arbitrary constants. In short the full classification has been achieved. The comparison
with the previous studies of the model considered in [4, 84] can hardly be established.
It should be noted that group classification using the other types of Lie algebras has
not been considered in this work. The next step will be to find both the analytical and
numerical solutions of the submodels.
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CONCLUSIONS
This piece of work is another contribution in the area of group classification of systems of
partial differential equations. Traditionally the procedure for solving a group classifica-
tion problem involves the construction of the equivalence group and then the classification
is performed up to equivalence group. However, in some instances the calculation of the
equivalence transformations may not be necessary as the direct approach of Lie is easy
to implement.
Two models of great importance in real-life applications were considered for group clas-
sification. The model of flow in collapsible channel and the coupled diffusion model. In
carrying out the group classification, the two approaches were used which combined the
standard Lie technique with the approach which exploits the classification of real Lie
algebras. The first approach used in Chapters 2 and 3 required no use of the equivalence
transformations. The classification is performed by the utilization of the subalgebras of
3D and 4D Lie algebras. In Chapters 4 and 5 the second approach was used which deals
with the use of the equivalence transformations to simplify the forms of the symmetry
operators. In both procedures the Lie bracket of the low-dimensional Lie algebras and the
Lie algebras of higher dimension is invoked to find the operators which satisfy the given
model. This in turn provides the specification of the functional forms of the arbitrary
elements that appear in the model under study.
A group classification problem is said to be completely solved provided the forms of
the unknown functions are in terms of the arbitrary constants and the symmetry Lie
algebra is maximal. The arbitrary elements may be completely specified, but this does
not give a guarantee that the symmetry Lie algebra is maximal. The guarantee for the
full symmetry Lie algebra is achieved via the symmetry analysis for individual cases
that arise from the classification with respect to the Lie algebras of low dimensions upto
those of higher dimensions. The group analysis of individual cases may not be necessary
provided one is determined to handle many tedious though easy calculations especially
when dealing with the Lie algebras of dimensions greater than four.
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Chapters 2 and 4 respectively dealt with ‘a group classification’ of the coupled systems
of partial differential equations with applications in the models of flow in collapsible
channels and diffusion phenomena. In Chapter 2 the unknown functions were completely
solved via the classification with respect to the subalgebras of 4D Lie algebras whereas
for the subalgebras of 3D Lie algebras they remain to be fully specified. In Chapter
4 there was no complete specification of the arbitrary functions for the classification
with respect to the 3D solvable Lie algebras. There were as many fully solved unknown
functions as those not completely solved for the classification with respect to the 4D
solvable Lie algebras. As complement towards the complete symmetry classification, the
special cases of the models investigated in these chapters were considered in Chapters
3 and 5 respectively. In Chapter 3 we performed the full symmetry classification of the
collapsible tube model which incorporates the tension and curvature of the tube wall. All
the cases that arise from the classification with respect to the subalgebras of 3D and 4D
Lie algebras were analyzed for the maximal Lie symmetry algebra. We obtained the cases
with 3, 4 and 5 symmetries. The optimal system of the subalgebras was used to construct
the invariant solutions for the cases which can be of practical importance. These invariant
solutions were in turn used to obtain the reduced submodels. In Chapter 5 we achieved
the complete group classification of the coupled system of diffusion equations which
modelled the diffusion of soil temperature and water content in dry areas. We obtained
the cases which have 5 and 6 symmetries.
Finally we hint on further investigations. In Chapter 2 the complete symmetry classifica-
tion will be reached by performance of group analysis of all the cases obtained from the
classification with respect to subalgebras of 3D and 4D Lie algebras. For a given practical
situation it will be of vital importance to investigate numerically the realistic submodels
in Chapter 3. In a move to obtain the complete group classification in Chapter 4 it may
be easier to perform symmetry analysis of all the cases in which the diffusion coefficients
are completely solved and proceed to the classification with respect to 5D solvable Lie
algebras for the other cases. The next logical step in Chapter 5 will be to identify the
realistic submodels and construct the solutions thereof. In Chapters 4 and 5 it is only
the solvable Lie algebras which were considered for classification. The investigation that
utilizes the other types of Lie algebras is subject of future work.
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Appendix
A Brief Introduction to YaLie
We give a brief explanation accompanied by an illustrative example on how to use the
program YaLie. This Mathematica package was developed by Dı´az [19]. We used version
2.0 for our computations. There is no software package that is the best, it depends
upon the user being familiar with the particular package. However, the better software
package should have the following advantages: fast in executing the commands, totally
interactive, easy to install and maintain. Below we go through step by step installation
and utilization of YaLie. For an advanced but concise guide to YaLie, consult [19].
Installation
In the sequel we assume that the reader is familiar with basic Mathematica syntax. Copy
YaLie.m file into your working directory. In order to start a YaLie session, open a new
Mathematica notebook and type in the line
Get["c:\YaLie.m"] (assuming that your working directory is c:).
Compiling this single line yields
=====================================
YaLie
Version 2.0 (2000)
@ JM Dı´az
Departamento de Matema´ticas
Universidad de Ca´diz
====================================
If you obtain the above output after compilation, you have properly installed YaLie.
Now you are ready to use YaLie.
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Using YaLie
Here we illustrate with an example how the YaLie program works. Consider the example
of heat equation ut− uxx = 0. Open a Mathematica notebook in your working directory
and type in the following lines:
Get["c:\YaLie.m"]
Heat = D[u[t,x],t]- D[u[t,x],{x,2}] == 0;
VD = {u};
VIs = {t,x};
VP = {D[u[t,x],t]};
EDs = YaLie[{Heat},VD,VIs,VP]
Before proceeding further we explain the above command lines. The first line loads the
YaLie package. The second line defines the equation of interest. The third line specifies
the dependent variable. The fourth line defines the independent variables. The fifth
line tells us which derivative to substitute into the determining equations. The sixth
command line generates the determining equations. Compiling the above six command
lines (step[1]) yields the determining equations
Xi[1](0,1,0)[t, x, u] = 0,
Xi[1](0,0,1)[t, x, u] = 0,
Xi[2](0,0,1)[t, x, u] = 0,
Phi[1](0,0,2)[t, x, u] = 0,
Phi[1](t,0,0)[t, x, u]− Phi[1](0,2,0)[t, x, u] = 0,
2Xi[2](0,1,0)[t, x, u]− Xi[1](1,0,0)[t, x, u] = 0,
Xi[2](0,2,0)[t, x, u]− Xi[1](1,0,0)[t, x, u]− 2Phi[1](0,1,1)[t, x, u] = 0.
In the above determining equations the coordinates of the symmetry generator corre-
sponding to the independent variables t and x are Xi[1][t,x,u] and Xi[2][t,x,u] re-
spectively and the coordinate corresponding to the dependent variable u is Phi[1][t,x,u].
146
Adding the command lines DFormat[True] and EDs leads to the determining equations
being displayed in traditional notation. i.e.,
Xi[1]x = 0,
Xi[1]u = 0,
Xi[2]u = 0,
Phi[1]uu = 0,
Phi[1]t − Phi[1]xx = 0,
2Xi[2]x − Xi[1]t = 0,
Xi[2]xx − Xi[2]t − 2Phi[1]xu = 0.
From the determining equations above, we find that
ξ1 = ξ1(t),
ξ2 = a(t)x+ b(t),
φ1 = c(t, x)u+ d(t, x).
We can now type this information on our notebook. This is step[2]:
LXi = {Xi[1][t], a[t]x+ b[t]};
LPhi = {c[t, x]u+ d[t, x]};
EDs = Simplify[SInfinitesimales[EDs, LXi, LPhi]]
The first command line is a list of ξi while the second command line is a list of φi. The
number of ξi and φi to be listed should correspond to the number of independent variables
and dependent variables respectively. The last command line simplifies the determining
equations using the new forms of ξi and φi deduced from the output of step[1]. The
equations which are satisfied are replaced by the value True. After executing step[2] we
get the following equations
ucxx + dxx = uct + dt,
2a[t] = Xi[1]t,
xat + bt + 2cx = 0.
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The first four equations in the output of step[1] are satisfied. Solving the last equation
we obtain
c(t, x) = −1
4
atx
2 − 1
2
btx+ e(t).
With this form of c(t, x) we update LPhi whereas LXi remains unchanged. Thus
LXi = {Xi[1][t], a[t]x+ b[t]};
LPhi = {(−x2D[a[t], t]/4− xD[b[t], t]/2+ e[t])u+ d[t, x]};
EDs = Simplify[SInfinitesimales[EDs, LXi, LPhi]]
We must compile step[1] again before compiling this step. This is supposed to be done
in the subsequent steps also, i.e., before executing every updated step we must firstly
generate the determining equations. Therefore step[1] becomes step[3] and the updated
step becomes step[4]. After executing step[4] the remaining determining equations are
2uat + 4uet + 4dt = ux
2att + 2uxbtt + 4dxx,
2a[t] = Xi[1]t.
From the above equations we have
a(t) = k1t+ k2, b(t) = k3t+ k4, e(t) = −1
2
k1t+ k6.
Thus,
c(t, x) = −1
4
k1x
2 − 1
2
k3x− 1
2
k1t+ k6.
We update both LXi and LPhi, generate the determining equations and execute step[6],
LXi = {k[1]t2 + 2k[2]t+ k[5], (k[1]t+ k[2])x+ k[3]t+ k[4]};
LPhi = {(−x2k[1]/4− xk[3]/2− k[1]t/2+ k[6])u+ d[t, x]};
EDs = Simplify[SInfinitesimales[EDs, LXi, LPhi]]
to get the output
dxx = dt.
Therefore we deduce that
ξ1 = k1t
2 + 2k2t+ k5,
ξ2 = k1tx+ k2x+ k3t+ k4,
φ1 =
(
k6 − 1
4
k1x
2 − 1
2
k3x− 1
2
k1t
)
u+ d(t, x),
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where the ki are arbitrary constants and d(t, x) is an arbitrary solution of the heat
equation. It is easy to show with identification of constants that this is indeed the forms
of ξ and η for symmetries given in the illustrative example of the heat equation treated
in Example 1.4.5.
YaLie Calculations
We present the details of some calculations which were done interactively using YaLie.
They are the calculations which appear on pages 52 & 54 for Case I and pages 57–58
for Case II. The rest of the calculations of Chapter 2 together with those of the other
chapters in which YaLie was used for simplifying purpose are summarized in the relevant
tables. It should be noted that YaLie is used only to simplify the determining equations
for the given coordinates of the symmetry generator, that is, the necessary calculations
of the coefficients of symmetry generator have to be done first.
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