In this paper we shall present a multidimensional invariant Pringsheim core theorem. Conditions on a four-dimensional matrix transformation that will ensure that the transformed Pringsheim core of a bounded double sequence [x] is contained in the double Banach core of [x] shall also be presented.
Introduction
In 1930 Knopp introduced the concept of the core of a complex sequence. Following Knopp's work Patterson presented a multidimensional definition for the core of a double sequence which is as follows; let P − C n {x} to be the least closed convex set that includes all points x k,l for k, l > n; then the Pringsheim core of the double sequence [x] is the set P−C{x} = ∩ ∞ n=1 P−C n {x}. Using this definition Patterson also presented the following analogue to the Knopp core theorem; if A is a nonnegative four-dimensional regular summability matrix, then P −C{Ax} ⊆ P −C{x} for any bounded sequence [x] for which [ Ax] exists. In this paper we shall present conditions on four-dimensional matrices that leave the Pringsheim core invariant; this will be accomplished by establishing a multidimensional analogue of the following theorem: In 2000 Yardimci presented the following theorem: Let A = [a n,k ] be a real matrix and x = [x k ] a real bounded sequence. Then K − core(Ax) = β − core(x) if and only if
(1) A = [a n,k ] is strongly regular, (2) lim n ∞ k=1 |a n,k | = 1, and (3) for every infinite sequence of suffixes p i (i = 1, 2, 3, . . .), the number 1 is a limit point of the sequence u n = i a n, p i . Silverman and Toeplitz in [12] and [13] , respectively, presented the notion of regularity for two-dimensional matrix transformations. The definition is as follows: a four-dimensional matrix transformation is said to be regular if it maps every convergent sequence into a convergent sequence with the same limit. Following this work Robison in 1926 presented a four-dimensional analogue of regularity for double sequences in which he added an additional assumption of boundedness. This assumption was made because a double sequence which is P-convergent is not necessarily bounded. Along these same lines, Robison and Hamilton presented a Silverman-Toeplitz type of multidimensional characterization of regularity in [1] and [11] . The definition of the regularity for four-dimensional matrices will be stated next, followed by the Robison-Hamilton characterization of the regularity of four-dimensional matrices. Definition 2.5. The four-dimensional matrix A is said to be RH-regular if it maps every bounded P-convergent sequence into a P-convergent sequence with the same P-limit. 
Definition 2.4 (Patterson, [7]
In [2] Knopp introduced the concept of the core of a complex number sequence. Following that idea Patterson presented the following definition of the core of a double sequence in [8] .
Definition 2.6. Let P − C n {x} be the least closed convex set that includes all points x k,l for k, l > n; then the Pringsheim core of the double sequence [x] is the set P − C{x} = ∩ ∞ n=1 P − C n {x}. Using this definition Patterson also presented the following multidimensional analogue of the Knopp Core theorem in [8] .
Theorem 2.2. If A is a nonnegative RH-regular summability matrix, then P − C{Ax} ⊆ P − C{x} for any bounded sequence [x] for which [ Ax] exists.
Now let us state the definition for absolutely equivalent RH-regular matrices. Definition 2.7. Two RH-regular matrices A and B are said to be absolutely equivalent for a given class of sequence
In [9] the following proposition, lemma, and theorem characterizing the relationship between absolutely equivalent matrices and the Pringsheim core appeared.
Proposition 2.1. A necessary and sufficient condition for the RH-regular matrices
to be absolutely equivalent for all bounded sequences is that
Theorem 2.3. The Pringsheim core of a transformation A = [a m,n,k,l ] on a bounded sequence [s k,l ] is contained in the core of [s k,l ] if and only if A is RH-regular and is absolutely equivalent to a nonnegative matrix B = [b m,n,k,l ] for all bounded sequences.
The concept of almost convergent sequences (ordinary -single dimensional) was introduced by Lorentz in [3] . Recently Móricz and Rhoades introduced the following notion of almost P-convergent sequences. Definition 2.8. A double sequence x = [x k,l ] of real numbers is said to be almost P-convergent to a limit s if
tends to s as both p and q tend to infinity in the Pringsheim sense, and this is uniform in m and n.
If a double sequence [x] is almost P-convergent to s then we write f 2 − lim x = s and denote the set of almost P-convergent sequences by f 2 . Note that a convergent single sequence is also almost convergent; however, this is not the case for double sequences (i.e. a P-convergent double sequence need not be almost P-convergent). However, every bounded P-convergent sequence is also almost P-convergent. In [4] Móricz and Rhoades presented a notion of strongly RH-regular matrices as follows: 
Theorem 2.7. Let [x] be a bounded sequence and let A be a strongly regular matrix. Then K−core(Ax) ⊆ β−core(x) if and only if A is absolutely equivalent to a nonnegative strongly regular matrix B for all bounded sequences.
In the next section we shall present multidimensional analogues of Theorems 2.6 and 2.7. 
Main results
). Then Theorem 3.1 of [5] grants us (1) and (2) holds. Now to establish part (3), let us consider the following double sequence: 
Thus (3) is necessary.
Suppose (1) through (3) hold. Then Theorem 3.1 of [5] grants us P − C{Ax} ⊆ β 2 − C{x} for all bounded double sequences. Thus we need only to show that β 2 − C{x} ⊆ P − C{Ax}. To achieve this goal we shall show that the set of f 2 -limit points of a double sequence [x] is a subset of the set of P-limit points of [ Ax] . Let [x] be a bounded double sequence and let λ be a f 2 -limit point of [x]. Thus there exist p i and q j such that f 2 − lim i, j x p i ,q j = λ. Therefore
and
Observe that (3) implies that P-lim α,β ( p,q)∈D a m α ,n β , p,q = 1. Let us consider the following transformation
Note that RH 1 , RH 3 , and RH 4 imply that
Since A is RH-regular and
Condition (3) implies that 
and (3) implies
for α ≥ α 1 and β ≥ β 1 we are granted the following:
In addition, note that
Thus for α ≥ max{α 0 , α 1 } and β ≥ max{β 1 , β 1 } we are granted the following:
Thus Eqs. (3.1) through (3.4) imply |y m α ,n β − λ| ≤ . Thus λ is a P-limit point of [ Ax] . Therefore β 2 − C{x} ⊆ P − C{Ax}. This completes the proof.
The following theorem is a multidimensional analogue of Orhan and Yardimci's Theorem 1 from [6] . 
. Also since A and B are absolutely equivalent then P − C(Ax) = P − C(Bx) by Lemma 3.1 of [9] . Thus P − C(Ax) ⊆ β 2 − C(x). Let [x] be a bounded double sequence and let A be a strongly RH-regular matrix with P − C(Ax) ⊆ β 2 − C(x) ⊆ P −C(x); then by Theorem 3.1 of [9] there exists a matrix B that is absolutely equivalent to A. In addition, Proposition 3.1 of [9] The method needed to establish (2) is the same method as was used in establishing (1) and is thus omitted. This completes the proof.
