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Введение
В классических задачах математической статистики объем выборки или коли-
чество наблюдений, доступной исследователю, традиционно считается детермини-
рованным и в асимптотических постановках играет роль (как правило, неограни-
ченно возрастающего) известного параметра. Однако на практике часто возника-
ют ситуации, когда размер выборки не является заранее определенным и может
рассматриваться как случайный. Подобного рода ситуации, как правило, связа-
ны с тем, что статистические данные накапливаются в течение фиксированного
«времени». Это имеет место, в частности, в страховании, когда в течение разных
отчетных периодов одинаковой длины (например, месяцев или лет) происходит
разное число страховых событий (страховых выплат или заключений страховых
контрактов), в медицине, когда число пациентов с тем или иным заболеванием ва-
рьируется от года к году, в технике, когда при испытании на надежность (скажем,
1Работа выполнена при финансовой поддержке РФФИ (проект № 18-07-00252).
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при определении наработки на отказ) разных партий приборов (изделий), число
отказавших приборов в разных партиях будет разным и заранее неопределенным.
В таких ситуациях число наблюдений, которые будут доступны исследователю, и
заранее не известное, разумно считать случайной величиной. Другими словами,
в таких ситуациях объем выборки является не (известным) параметром, а сам
становится наблюдением, то есть статистикой. В силу указанных обстоятельств
вполне естественным становится изучение асимптотического поведения распреде-
лений статистик достаточно общего вида, основанных на выборках случайного
объема.
На естественность такого подхода, в частности, обратил внимание Б. В. Гне-
денко в работе [1], в которой рассматривались асимптотические свойства распре-
делений выборочных квантилей, построенных по выборкам случайного объема,
и было продемонстрировано, что при замене неслучайного объема выборки слу-
чайной величиной асимптотические свойства статистик могут радикально изме-
ниться. К примеру, если объем выборки является геометрически распределенной
случайной величиной, то вместо ожидаемого в соответствии с классической теори-
ей нормального закона, в качестве асимптотического распределения выборочной
медианы возникает распределение Стьюдента с двумя степенями свободы, хвосты
которого столь тяжелы, что у него отсутствуют моменты порядков, больших вто-
рого. «Тяжесть» хвостов асимптотических распределений же имеет критически
важное значение, в частности, в задачах проверки гипотез.
Простейшей статистикой является сумма наблюдений. Для выборок случайно-
го объема число слагаемых в таких суммах само становится случайным. Асимп-
тотическим свойствам распределений сумм случайного числа случайных величин
посвящено много работ (см., например, [1-3]). Такого рода суммы находят широкое
применение в страховании, экономике, биологии и т.п. (см., [4-5]). В классической
статистике суммирование наблюдений как правило возникает при определении вы-
борочных средних. При статистическом анализе, основанном на моделях, в кото-
рых объем выборки считается неслучайным, асимптотическое поведение статистик
типа сумм и статистик типа средних арифметических одинаково – эти статистики
после нормировки, обязательной для получения нетривиальных предельных рас-
пределений, становятся неразличимыми. Однако, как уже говорилось, в реальной
практике очень часто объем выборки сам является статистикой, и, как недавно
показано, например, в работе [5], асимптотическое поведение статистик типа сумм
и статистик типа средних арифметических при их неслучайной нормировке ока-
зывается различным. Заметим, что, конечно же, формально допустима и случай-
ная нормировка, но для построения разумных асимптотических аппроксимаций
для распределений статистик (а именно это и является целью асимптотической
статистики), она неприменима. Именно использованием неслучайной нормиров-
ки и объясняется возникновение не «чистого» нормального закона, а (разных!)
смешанных нормальных предельных распределений у статистик типа сумм и ти-
па средних арифметических. При этом различие этих предельных законов может
дать дополнительную информацию о структуре исходных данных.
В данной работе исследуется асимптотическое поведение дефектов (то есть до-
бавочного числа наблюдений, см. также работу [11]) квантилей статистик, основан-
ных на выборках случайного объема. Получено также асимптотические разложе-
ния (а.р.) для квантилей функций распределений (ф.р.) статистик, построенных
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по выборкам случайного объема. Эти а.р. непосредственно зависят от а.р. обрат-
ных моментов случайного объема выборки и а.р. ф.р. статистики, основанной на
неслучайной выборке. Подобного рода утверждения принято называть теоремами
переноса. Таким образом, в данной работе доказаны теоремы переноса для а.р.
квантилей функций распределения статистик, построенных по выборкам случай-
ного объема и исследуется поведение асимптотического дефекта.
В работе приняты следующие обозначения: R – множество вещественных чи-
сел, N – множество натуральных чисел, Φ(𝑥), 𝜙(𝑥) – соответственно ф.р. и плот-
ность стандартного нормального закона.
1. Асимптотический дефект и его свойства
Рассмотрим две статистические процедуры Π*𝑛 и Π𝑛 с мерами качества 𝛽
*
𝑛 и
𝛽𝑛 соответственно. Здесь 𝑛 – число наблюдений 𝑋1, . . . , 𝑋𝑛, на которых основа-
ны эти процедуры. При этом предполагается, что статистическая процедура Π*𝑛
является в некотором смысле «оптимальной», а процедура Π𝑛 – конкурирующей.
Например, в задаче статистического оценивания в качестве меры качества обыч-
но выступает среднеквадратичное отклонение оценки от оцениваемой функции,
а в задаче проверки статистических гипотез в качестве меры качества критериев
рассматривают их мощность.
Обозначим через 𝑚(𝑛) необходимое число наблюдений, которое требуется про-
цедуре Π𝑚(𝑛), основанной на наблюдениях 𝑋1, . . . , 𝑋𝑚(𝑛), для достижения тако-
го же качества, что и «лучшей» процедуре Π*𝑛, основанной на 𝑛 наблюдени-
ях 𝑋1, . . . , 𝑋𝑛. Ниже рассматривается асимптотический подход, означающий, что
𝑛 → ∞. Под асимптотической относительной эффективностью (АОЭ) процедуры
Π𝑛 по отношению к процедуре Π*𝑛 понимается предел (в случае его существования
и независимости от последовательности 𝑚(𝑛)) вида (см., например, [9] стр. 305)
𝑒 ≡ lim
𝑛→∞
𝑛
𝑚(𝑛)
.
Например, предположим, что 𝑒 = 1/3, тогда при больших значениях числа на-
блюдений 𝑛 величина 𝑚(𝑛) приближенно равна 3𝑛, поэтому процедуре Π𝑛 для
достижения такого же качества, что и процедуре Π*𝑛, требует примерно в три раза
больше наблюдений.
Вместо отношения необходимого числа наблюдений, естественно, можно бы-
ло бы рассматривать разность вида 𝑚(𝑛) − 𝑛, которая тоже имеет наглядный
смысл необходимого дополнительного числа наблюдений, требующихся процедуре
Π𝑛. Однако, исторически сложилось так, что многие авторы сначала исследовали
асимптотические свойства отношения 𝑛/𝑚(𝑛) (возможно, в силу относительной
простоты его поведения).
Впервые общее асимптотическое исследование поведения разности 𝑚(𝑛) − 𝑛
было предпринято в 1970 году Ходжесом и Леманом (см. работу [7]). Они назвали
разность 𝑚(𝑛) − 𝑛 дефектом (deficiency) конкурирующей процедуры Π𝑛 относи-
тельно процедуры Π*𝑛 и предложили обозначение
𝑑𝑛 = 𝑚(𝑛) − 𝑛. (2.1)
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Если предел lim𝑛→∞ 𝑑𝑛 существует, то он называется асимптотическим дефек-
том процедуры Π𝑛 относительно процедуры Π*𝑛 и обозначается символом 𝑑. Часто
𝑑 называют просто дефектом Π𝑛 относительно Π*𝑛. Заметим, что если АОЭ 𝑒 ̸= 1,
то 𝑑 = ∞ и этот случай малоинтересен. В работе [7] также было отмечено, что
существуют статистические задачи, в которых типичным образом возникает слу-
чай 𝑒 = 1 (см., например, книгу [10]), то есть в этом случае понятие АОЭ не
дает ответа на вопрос какая процедура лучше и понятие дефекта проясняет эту
ситуацию, поскольку в этом случае асимптотический дефект может, в принципе,
быть любым.
Предположим, например, что 𝑑 = 7. Тогда для больших значений 𝑛 величи-
на 𝑚(𝑛) равна приближенно 𝑛 + 7. Чтобы получить ту же величину критерия
качества процедуре Π𝑛 требуется примерно на семь наблюдений больше, чем про-
цедуре Π*𝑛.
Таким образом дефект процедуры Π𝑛 относительно процедуры Π*𝑛 показыва-
ет сколько добавочных наблюдений примерно требуется, если мы настаиваем на
использовании процедуры Π𝑛 вместо процедуры Π*𝑛, и поэтому создает естествен-
ный базис для их асимптотического сравнения в случае 𝑒 = 1. Исследование
асимптотического поведения дефекта 𝑑𝑛 технически более сложно, чем нахожде-
ние предела 𝑒. Часто оно требует построения асимптотических разложений (а.р.)
для соответствующих функций, характеризующих качество оценок (см., напри-
мер, книги [8], [9] и [10]).
Напомним, что статистические процедуры Π*𝑛 и Π𝑛 имеют меры качества 𝛽
*
𝑛 и
𝛽𝑛 соответственно, тогда по определению величины 𝑑𝑛 = 𝑚(𝑛) − 𝑛, для каждого
𝑛 должно выполняться равенство
𝛽*𝑛 = 𝛽𝑚(𝑛). (2.2)
При решении уравнения (2.2) целочисленную величину 𝑚(𝑛) следует рассмат-
ривать как переменную, принимающую произвольные действительные значения.
Для этого можно определить функцию 𝛽𝑚(𝑛) для нецелых значений 𝑚(𝑛) по фор-
муле
𝛽𝑚(𝑛) =
(︀
1 − 𝑚(𝑛) + [𝑚(𝑛)])︀ 𝛽[𝑚(𝑛)] + (︀𝑚(𝑛) − [𝑚(𝑛)])︀ 𝛽[𝑚(𝑛)]+1
(см. работу [7]).
Типичным образом функции 𝛽*𝑛 и 𝛽𝑛 неизвестны точно и используются их ап-
проксимации. Предположим, что справедливы асимптотические разложения вида
𝛽*𝑛 =
𝑎
𝑛𝑟
+
𝑏
𝑛𝑟+𝑠
+ o
(︀
𝑛−𝑟−𝑠
)︀
, (2.3)
𝛽𝑛 =
𝑎
𝑛𝑟
+
𝑐
𝑛𝑟+𝑠
+ o
(︀
𝑛−𝑟−𝑠
)︀
, (2.4)
где 𝑎, 𝑏 и 𝑐 – некоторые постоянные не зависящие от 𝑛, а 𝑟 > 0, 𝑠 > 0 – некото-
рые константы, определяющие порядок убывания по 𝑛 этих критериев качества.
Первый член в этих асимптотических разложениях одинаков и это отражает тот
факт, что АОЭ этих процедур равна единице. Из соотношений (2.1) – (2.4) легко
получить, что (см. работу [7] или книгу [9], стр. 310)
𝑑𝑛 =
𝑐 − 𝑏
𝑟 𝑎
𝑛1−𝑠 + o
(︀
𝑛1−𝑠
)︀
. (2.5)
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Таким образом асимптотический дефект имеет вид
𝑑 =
⎧⎪⎪⎨⎪⎪⎩
±∞, 0 < 𝑠 < 1,
𝑐 − 𝑏
𝑟 𝑎
, 𝑠 = 1,
0, 𝑠 > 1.
(2.6)
Асимптотический дефект обладает следующим очевидным свойством транзитив-
ности: если дана третья статистическая процедура Π¯𝑛, имеющая меру качества
𝛽𝑛, которая имеет а.р. типа (2.4), тогда дефект 𝑑 процедуры Π¯𝑛 относительно
процедуры Π*𝑛 удовлетворяет равенству
𝑑 = 𝑑1 + 𝑑2,
где 𝑑1 – дефект процедуры Π¯𝑛 относительно процедуры Π𝑛 и 𝑑2 – дефект проце-
дуры Π𝑛 относительно процедуры Π*𝑛.
Случай, когда выполняется равенство 𝑠 = 1, представляется наиболее интерес-
ным, поскольку в этом случае асимптотический дефект конечен. Ходжес и Леман
в работе [7] привели ряд простых примеров, показывающих естественность воз-
никновения этого случая в математической статистике (см., также книгу [10]).
2. Асимптотический дефект и квантили
Рассмотрим некоторую статистику 𝑇𝑛 = 𝑇𝑛(𝑋1 . . . , 𝑋𝑛), основанную на 𝑛
наблюдениях 𝑋1, . . . , 𝑋𝑛. Назовем асимптотической 𝛼 – квантилью (𝛼 ∈ (0, 1))
статистики 𝑇𝑛 величину 𝑐*𝛼(𝑛), удовлетворяющую асимптотическому равенству
P
(︀√
𝑛 𝑇𝑛 ≥ 𝑐*𝛼(𝑛)
)︀
= 𝛼 + o(𝑛−1), 𝑛 → ∞. (3.1)
Если интерпретировать статистику
√
𝑛 𝑇𝑛 как страховые требования, предъяв-
ляемые страховой компании, то асимптотическая 𝛼 – квантиль 𝑐*𝛼(𝑛) может рас-
сматриваться как резервный капитал страховой компании, который ей с большой
вероятностью 1 − 𝛼 желательно не превышать.
Применяя формулу Тейлора, несложно получить следующий результат.
Лемма 3.1. Пусть для функции распределения статистики
√
𝑛 𝑇𝑛 равномерно
по 𝑥 ∈ R справедливо а.р. вида
P
(︀√
𝑛 𝑇𝑛 < 𝑥
)︀
= 𝐺(𝑥) +
1√
𝑛
𝑔1(𝑥) +
1
𝑛
𝑔2(𝑥) + o(𝑛
−1),
где 𝐺(𝑥), 𝑔1(𝑥), 𝑔2(𝑥) – достаточно гладкие функции, тогда для асимптотиче-
ской 𝛼 – квантили 𝑐*𝛼(𝑛) справедливо а.р.
𝑐*𝛼(𝑛) = 𝑐𝛼 −
𝑔1(𝑐𝛼)√
𝑛 𝐺(1)(𝑐𝛼)
−
− 1
𝑛
(︁𝐺(2)(𝑐𝛼)𝑔21(𝑐𝛼)
2(𝐺(1)(𝑐𝛼))3
+
𝐺(1)(𝑐𝛼)𝑔2(𝑐𝛼) − 𝑔1(𝑐𝛼)𝑔(1)1 (𝑐𝛼)
(𝐺(1)(𝑐𝛼))2
)︁
+ o(𝑛−1),
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где 𝑐𝛼 удовлетворяет уравнению 𝐺(𝑐𝛼) = 1 − 𝛼.
Следствие 3.1. Пусть 𝛿𝑛 → 0, 𝑛 → ∞, тогда в условиях Леммы 3.1 равно-
мерно по 𝑥 ∈ R справедливо равенство
P
(︀√
𝑛 𝑇𝑛 < 𝑥 + 𝛿𝑛
)︀
=
= P
(︀√
𝑛 𝑇𝑛 < 𝑥
)︀
+ 𝛿𝑛 𝐺
(1)(𝑥) +
𝛿2𝑛
2
𝐺(2)(𝑥) +
𝛿𝑛√
𝑛
𝑔
(1)
1 (𝑥) + o
(︁
max
(︀
𝛿2𝑛,
𝛿𝑛√
𝑛
, 𝑛−1
)︀)︁
.
Рассмотрим теперь другую статистику 𝑆𝑛 = 𝑆𝑛(𝑋1 . . . , 𝑋𝑛), основанную на 𝑛
наблюдениях 𝑋1, . . . , 𝑋𝑛, имеющую 𝛼 – квантиль 𝑐𝛼(𝑛), удовлетворяющую асимп-
тотическому равенству
P
(︀√
𝑛 𝑆𝑛 ≥ 𝑐𝛼(𝑛)
)︀
= 𝛼 + o(𝑛−1), 𝑛 → ∞. (3.2)
Предположим, что а.р. для ф.р. статистики
√
𝑛 𝑆𝑛 имеет вид
P
(︀√
𝑛 𝑆𝑛 < 𝑥
)︀
= 𝐺(𝑥) +
1√
𝑛
𝑔1(𝑥) +
1
𝑛
𝑔2(𝑥) + o(𝑛
−1), (3.3)
где 𝐺(𝑥), 𝑔1(𝑥), 𝑔2(𝑥) – достаточно гладкие функции, то есть это а.р.
отличается от а.р. для ф.р. статистики
√
𝑛 𝑇𝑛 только членом поряд-
ка 1/𝑛 (см. Лемму 3.1). Определим последовательность натуральных чисел
{𝑚(𝑛) = 𝑛 + 𝑑 + o(1), 𝑑 ∈ R, 𝑛 = 1, 2, . . .} равенством (𝑑 – асимпто-
тический дефект)
P
(︀√
𝑛 𝑆𝑚(𝑛) ≥ 𝑐*𝛼(𝑚(𝑛))
)︀
= 𝛼 + o(𝑛−1), 𝑛 → ∞, (3.4)
то есть это необходимое число наблюдений 𝑚(𝑛) для того, чтобы статистика√
𝑛 𝑆𝑚(𝑛) превзошла 𝛼 – квантиль 𝑐*𝛼(𝑚(𝑛)) статистики
√︀
𝑚(𝑛) 𝑇𝑚(𝑛).
Теорема 3.1. Пусть выполнены условия Леммы 3.1 и условие (3.3). Тогда асимп-
тотический дефект 𝑑 имеет вид
𝑑 =
2
(︀
𝑔2(𝑐𝛼) − 𝑔2(𝑐𝛼)
)︀
𝐺(1)(𝑐𝛼) 𝑐𝛼
+ o(1).
Доказательство. Из Леммы 3.1 и условия (3.3) непосредственно следует, что
𝑐𝛼(𝑛) = 𝑐𝛼 − 𝑔1(𝑐𝛼)√
𝑛 𝐺(1)(𝑐𝛼)
−
− 1
𝑛
(︁𝐺(2)(𝑐𝛼)𝑔21(𝑐𝛼)
2(𝐺(1)(𝑐𝛼))3
+
𝐺(1)(𝑐𝛼)𝑔2(𝑐𝛼) − 𝑔1(𝑐𝛼)𝑔(1)1 (𝑐𝛼)
(𝐺(1)(𝑐𝛼))2
)︁
+ o(𝑛−1) (3.5)
и поэтому
𝛿𝑛 ≡
√︂
𝑚(𝑛)
𝑛
𝑐*𝛼(𝑚(𝑛)) − 𝑐𝛼(𝑚(𝑛)) =
𝑑
2𝑛
𝑐𝛼 − 1
𝑛
(︀
𝑔2(𝑐𝛼) − 𝑔2(𝑐𝛼)
)︀
𝐺(1)(𝑐𝛼)
+ o(𝑛−1).
(3.6)
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Далее, с учетом определений 𝑚(𝑛) (см. (3.4)) и 𝛿𝑛, имеем
𝛼 + o(𝑛−1) = P
(︀√
𝑛 𝑆𝑚(𝑛) ≥ 𝑐*𝛼(𝑚(𝑛))
)︀
=
= P
(︀√︀
𝑚(𝑛) 𝑆𝑚(𝑛) ≥ 𝑐𝛼(𝑚(𝑛)) + 𝛿𝑛
)︀
. (3.7)
Применяя к правой части равенства (3.7) Следствие 3.1, получим
𝛼 + o(𝑛−1) = P
(︀√︀
𝑚(𝑛) 𝑆𝑚(𝑛) ≥ 𝑐𝛼(𝑚(𝑛))
)︀ − 𝛿𝑛 𝐺(1)(𝑐𝛼) + o(𝑛−1).
Теперь из (3.2) и (3.6) следует, что
𝑑 =
2
(︀
𝑔2(𝑐𝛼) − 𝑔2(𝑐𝛼)
)︀
𝐺(1)(𝑐𝛼) 𝑐𝛼
+ o(1).
Теорема доказана.
Приведем пример применения Теоремы 3.1.
Пусть 𝑋1, 𝑋2, ... независимые одинаково распределенные с.в. такие, что
E 𝑋1 = 0, E 𝑋
2
1 = 1, E |𝑋1|𝑘+𝛿 < ∞, 𝑘 ≥ 3, 𝑘 ∈ N, 𝛿 > 0. (3.8)
Для каждого 𝑛 пусть
𝑇𝑛 =
1
𝑛
(𝑋1 + . . . + 𝑋𝑛). (3.9)
Предположим, что с.в. 𝑋1 удовлетворяет условию Крамера (𝐶)
lim sup
|𝑡|→∞
|E exp{𝑖𝑡𝑋1}| < 1. (3.10)
При выполнении условий (3.8) и (3.10) из Теоремы 6.3.2 книги [6] следует спра-
ведливость неравенства
sup
𝑥
⃒⃒⃒
P
(︀√
𝑛 𝑇𝑛 < 𝑥
)︀ − Φ(𝑥)− 𝑘−2∑︁
𝑖=1
𝑛−𝑖/2 𝑄𝑖(𝑥)
⃒⃒⃒
≤ 𝐶𝑘,𝛿
𝑛(𝑘−2+𝛿)/2
, 𝐶𝑘,𝛿 > 0, 𝑛 ∈ N,
(3.11)
где функции 𝑄1(𝑥), . . . , 𝑄𝑘−2(𝑥) определены в книге [6], например,
𝑄1(𝑥) = −(𝑥2 − 1) 𝜑(𝑥) E 𝑋
3
1
6
,
𝑄2(𝑥) = −(𝑥3 − 3𝑥) 𝜑(𝑥) E 𝑋
4
1 − 3
24
− (𝑥5 − 10𝑥3 + 15𝑥) 𝜑(𝑥) (E 𝑋
3
1 )
2
72
. (3.12)
Учитывая неравенство (3.11) и Лемму 3.1, получаем следующее утверждение.
Лемма 3.2. Пусть выполнены условия (3.8) – (3.10) с 𝑘 = 3, тогда для асимп-
тотической 𝛼 – квантили 𝑐*𝛼(𝑛) статистики 𝑇𝑛 (см. (3.9)) справедливо а.р.
𝑐*𝛼(𝑛) = 𝑢𝛼 +
E 𝑋31
6
√
𝑛
(𝑢2𝛼 − 1) +
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+
1
12𝑛
(︁E2 𝑋31
3
(5𝑢𝛼 − 2𝑢3𝛼) +
E 𝑋41 − 3
2
(𝑢3𝛼 − 3𝑢𝛼)
)︁
+ o(𝑛−1),
где 𝑢𝛼 удовлетворяет уравнению Φ(𝑢𝛼) = 1 − 𝛼.
Пусть теперь 𝑌1, 𝑌2, ... независимые одинаково распределенные с.в. такие, что
E 𝑌1 = 0, E 𝑌
2
1 = 1, E |𝑌1|4+𝛿 < ∞, 𝛿 > 0. (3.13)
Для каждого 𝑛 пусть
𝑆𝑛 =
1
𝑛
(𝑌1 + . . . + 𝑌𝑛). (3.14)
Предположим, что
E 𝑌 31 = E 𝑋
3
1 , (3.15)
(например, условие (3.15) выполнено, если распределения с.в. 𝑋1 и 𝑌1 симметрич-
ны) и с.в. 𝑌1 удовлетворяет условию Крамера (𝐶)
lim sup
|𝑡|→∞
|E exp{𝑖𝑡𝑌1}| < 1. (3.16)
Теперь из Теоремы 3.1 непосредственно вытекает следующее утверждение.
Лемма 3.3. Пусть выполнены условия Леммы 3.2 и (3.13) – (3.16). Тогда асимп-
тотический дефект 𝛼 – квантили статистики 𝑆𝑛 относительно 𝛼 – квантили
статистики 𝑇𝑛 имеет вид
𝑑 =
(︀
E 𝑋41 − E 𝑌 41
)︀ (︀
3 − 𝑢2𝛼
)︀
12
+ o(1).
3. Выборки случайного объема
В этом разделе будет построено асимптотическое разложение для функций
распределения ненормированных статистик, основанных на выборках случайно-
го объема из соответствующего а.р. для случая неслучайного размера выборки.
Такого рода преобразования а.р. назовем теоремами переноса для а.р.
Рассмотрим случайные величины (с.в.) 𝑁1, 𝑁2, ... и 𝑋1, 𝑋2, ..., заданные на од-
ном и том же вероятностном пространстве (Ω,𝒜,P). В статистике с.в. 𝑋1, 𝑋2, ...𝑋𝑛
имеют смысл наблюдений, 𝑛 – неслучайный объем выборки, а с.в. 𝑁𝑛 – случайный
объем выборки, зависящий от натурального параметра 𝑛 ∈ N. Например, если с.в.
𝑁𝑛 имеет геометрическое распределение вида
P(𝑁𝑛 = 𝑘) =
1
𝑛
(︁
1 − 1
𝑛
)︁𝑘−1
, 𝑘 ∈ N,
то
E 𝑁𝑛 = 𝑛, (4.1)
то есть среднее значение случайного объема выборки равно 𝑛.
Предположим, что для каждого 𝑛 ≥ 1 с.в. 𝑁𝑛 принимает только натуральные
значения (то есть, 𝑁𝑛 ∈ N) и не зависит от последовательности с.в. 𝑋1, 𝑋2, . . ..
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Всюду далее предполагается, что случайные величины 𝑋1, 𝑋2, . . . независимы и
одинаково распределены.
Для каждого 𝑛 ≥ 1 обозначим через 𝐻𝑛 = 𝐻𝑛(𝑋1, . . . , 𝑋𝑛) некоторую стати-
стику, то есть действительную измеримую функцию, зависящую от наблюдений
𝑋1, . . . , 𝑋𝑛. Для каждого 𝑛 ≥ 1 определим статистику𝐻𝑁𝑛 , зависящую от выборки
случайного объема как
𝐻𝑁𝑛(𝜔) ≡ 𝐻𝑁𝑛(𝜔)(𝑋1(𝜔), . . . , 𝑋𝑁𝑛(𝜔)(𝜔)), 𝜔 ∈ Ω.
Следующее условие описывает а.р. для ф.р. статистики 𝐻𝑛 в случае неслучайного
объема выборки.
Условие A. Существуют числа 𝑘 ∈ N, 𝑘 ≥ 2, 𝛼𝑖𝑛 ∈ R, 𝑖 = 1, . . . , 𝑘, 𝛽𝑛 > 0,
𝐶𝑘 > 0, дифференцируемая ф.р. 𝐺(𝑥) и измеримые функции 𝑔𝑗(𝑥), 𝑗 = 1, ..., 𝑘 та-
кие, что
𝛽𝑛 → 0, max
1≤𝑖≤𝑘
|𝛼𝑖𝑛| → 0, 𝑛 → ∞,
sup
𝑥
⃒⃒⃒
P
(︀
𝐻𝑛 < 𝑥
)︀ − 𝐺(𝑥)− 𝑘∑︁
𝑖=1
𝛼𝑖𝑛 𝑔𝑖(𝑥)
⃒⃒⃒
≤ 𝐶𝑘 𝛽𝑛 𝑛 ∈ N.
Лемма 4.1. Пусть статистика 𝐻𝑛 = 𝐻𝑛(𝑋1, ..., 𝑋𝑛) удовлетворяет Условию A.
Тогда
sup
𝑥
⃒⃒
P
(︀
𝐻𝑁𝑛 < 𝑥
)︀ − 𝐺(𝑥) − 𝑘∑︁
𝑖=1
E 𝛼𝑖𝑁𝑛 𝑔𝑖(𝑥)
⃒⃒ ≤ 𝐶𝑘 E 𝛽𝑁𝑛 .
Доказательство непосредственно следует из формулы полной вероятности.
Пусть 𝑋1, 𝑋2, ... независимые одинаково распределенные с.в. такие, что
E 𝑋1 = 0, E 𝑋
2
1 = 1, E |𝑋1|𝑘+𝛿 < ∞, 𝑘 ≥ 3, 𝑘 ∈ N, 𝛿 > 0. (4.2)
Для каждого 𝑛 пусть
𝐻𝑛 =
1√
𝑛
(𝑋1 + ... + 𝑋𝑛). (4.3)
Предположим, что с.в. 𝑋1 удовлетворяет условию Крамера (𝐶)
lim sup
|𝑡|→∞
|E exp{𝑖𝑡𝑋1}| < 1. (4.4)
При выполнении условий (4.2) и (4.4) из Теоремы 6.3.2 книги [6] следует выпол-
нение неравенства
sup
𝑥
⃒⃒⃒
P
(︀
𝐻𝑛 < 𝑥
)︀ − Φ(𝑥)− 𝑘−2∑︁
𝑖=1
𝑛−𝑖/2 𝑄𝑖(𝑥)
⃒⃒⃒
≤ 𝐶𝑘,𝛿
𝑛(𝑘−2+𝛿)/2
, 𝐶𝑘,𝛿 > 0, 𝑛 ∈ N,
(4.5)
где функции 𝑄1(𝑥), . . . , 𝑄𝑘−2(𝑥) определены в книге [6], например,
𝑄1(𝑥) = −(𝑥2 − 1) 𝜑(𝑥) E 𝑋
3
1
6
,
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𝑄2(𝑥) = −(𝑥3 − 3𝑥) 𝜑(𝑥) E 𝑋
4
1 − 3
24
− (𝑥5 − 10𝑥3 + 15𝑥) 𝜑(𝑥) (E 𝑋
3
1 )
2
72
. (4.6)
Учитывая неравенство (4.5) и Лемму 4.1, получаем следующее утверждение.
Лемма 4.2. Пусть выполнены условия (4.2) – (4.4), тогда
sup
𝑥
⃒⃒
P
(︀
𝐻𝑁𝑛 < 𝑥
)︀ − Φ(𝑥) − 𝑘−2∑︁
𝑖=1
E 𝑁−𝑖/2𝑛 𝑄𝑖(𝑥)
⃒⃒ ≤ 𝐶𝑘,𝛿 E 𝑁−(𝑘−2+𝛿)/2𝑛 .
Из соотношения (4.5) и Леммы 4.2 непосредственно вытекает следующее утвер-
ждение.
Лемма 4.3. Пусть для 𝑘 = 4, 𝛿 > 0 выполнены условия (4.2) – (4.4) и
E 𝑁𝑛 = 𝑛, E 𝑁
−1/2
𝑛 =
1√
𝑛
+
𝑎
𝑛
+ o(𝑛−1), 𝑎 ∈ R,
E 𝑁−1𝑛 =
𝑏
𝑛
+ o(𝑛−1), E 𝑁−(2+𝛿)/2𝑛 = o(𝑛
−1), 𝑏 ∈ R,
тогда
sup
𝑥
⃒⃒⃒
P
(︀
𝐻𝑛 < 𝑥
)︀ − Φ(𝑥) − 𝑄1(𝑥)√
𝑛
− 𝑄2(𝑥)
𝑛
⃒⃒⃒
= o(𝑛−1)
и
sup
𝑥
⃒⃒⃒
P
(︀
𝐻𝑁𝑛 < 𝑥
)︀ − Φ(𝑥) − 𝑄1(𝑥)√
𝑛
− 𝑏𝑄2(𝑥) + 𝑎𝑄1(𝑥)
𝑛
⃒⃒⃒
= o(𝑛−1).
Ниже эти результаты будут применены для аппроксимации 𝛼 – квантилей и на-
хождения асимптотического дефекта. Назовем асимптотической 𝛼 – квантилью
(𝛼 ∈ (0, 1)) статистики 𝐻𝑛 величину ℎ*𝛼(𝑛), удовлетворяющую асимптотическому
равенству
P
(︀
𝐻𝑛 ≥ ℎ*𝛼(𝑛)
)︀
= 𝛼 + o(𝑛−1), 𝑛 → ∞, (4.7)
соответственно 𝛼 – квантилью статистики 𝐻𝑁𝑛 назовем величину ℎ𝛼(𝑛) такую,
что
P
(︀
𝐻𝑁𝑛 ≥ ℎ𝛼(𝑛)
)︀
= 𝛼 + o(𝑛−1), 𝑛 → ∞. (4.8)
Из соотношений (4.5), (4.6) и Леммы 3.1 непосредственно следуют а.р. для асимп-
тотических 𝛼 – квантилей.
Лемма 4.4. Пусть для 𝑘 = 4, 𝛿 > 0 выполнены условия (4.2) – (4.4) и условия
Леммы 4.3, тогда для асимптотических 𝛼 – квантилей ℎ*𝛼(𝑛) и ℎ𝛼(𝑛) справед-
ливы а.р.
ℎ*𝛼(𝑛) = 𝑢𝛼 +
E 𝑋31
6
√
𝑛
(𝑢2𝛼 − 1) +
+
1
12𝑛
(︁E2 𝑋31
3
(5𝑢𝛼 − 2𝑢3𝛼) +
E 𝑋41 − 3
2
(𝑢3𝛼 − 3𝑢𝛼)
)︁
+ o(𝑛−1),
ℎ𝛼(𝑛) = 𝑢𝛼 +
E 𝑋31
6
√
𝑛
(𝑢2𝛼 − 1) +
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+
1
12𝑛
(︁E2 𝑋31
3
(5𝑢𝛼 − 2𝑢3𝛼) +
𝑏(E 𝑋41 − 3)
2
(𝑢3𝛼 − 3𝑢𝛼) + 2𝑎 E 𝑋31 (𝑢2𝛼 − 1)
)︁
+ o(𝑛−1),
где 𝑢𝛼 удовлетворяет уравнению Φ(𝑢𝛼) = 1 − 𝛼.
Определим теперь последовательность натуральных чисел
{𝑚(𝑛) = 𝑛 + 𝑑* + o(1), 𝑑* ∈ R, 𝑛 = 1, 2, . . .} равенством (𝑑* –
асимптотический дефект)
P
(︁
𝐻𝑁𝑚(𝑛) ≥
√︀
𝑚(𝑛)/𝑛 ℎ*𝛼(𝑚(𝑛))
)︁
= 𝛼 + o(𝑛−1), 𝑛 → ∞, (4.9)
то есть это необходимое число 𝑚(𝑛) для того, чтобы статистика 𝐻𝑁𝑚(𝑛) превзошла
нормированную 𝛼 – квантиль ℎ*𝛼(𝑚(𝑛)) статистики 𝐻𝑚(𝑛).
Аналогично Теореме 3.1 можно доказать следующее утверждение.
Теорема 4.5. Пусть выполнены следующие условия
E 𝑁𝑛 = 𝑛, E 𝑁
−1/2
𝑛 =
1√
𝑛
+
𝑎
𝑛
+ o(𝑛−1), 𝑎 ∈ R,
E 𝑁−1𝑛 =
𝑏
𝑛
+ o(𝑛−1), E 𝑁−(2+𝛿)/2𝑛 = o(𝑛
−1), 𝑏 ∈ R
и
sup
𝑥
⃒⃒⃒
P
(︀
𝐻𝑛 < 𝑥
)︀ − 𝐺(𝑥) − 𝑔1(𝑥)√
𝑛
− 𝑔2(𝑥)
𝑛
⃒⃒⃒
≤ 𝐶
𝑛(2+𝛿)/2
, 𝛿 > 0,
тогда асимптотический дефект 𝑑* (см. (4.9)) 𝛼 – квантилей статистик 𝐻𝑁𝑛
и 𝐻𝑛 имеет вид
𝑑* =
2
(︀
𝑔2(𝑐𝛼) (1 − 𝑏)− 𝑎 𝑔1(𝑐𝛼)
)︀
𝐺(1)(𝑐𝛼) 𝑐𝛼
+ o(1),
где 𝑐𝛼 удовлетворяет уравнению 𝐺(𝑐𝛼) = 1 − 𝛼.
Из этой Теоремы непосредственно получается следующее утверждение.
Лемма 4.6. Пусть выполнены условия Леммы 3.4. Тогда асимптотический де-
фект 𝑑* имеет вид (см. (3.12))
𝑑* =
2
(︀
(1 − 𝑏) 𝑄2(𝑢𝛼) − 𝑎 𝑄1(𝑢𝛼)
)︀
𝜑(𝑢𝛼) 𝑢𝛼
+ o(1).
Если
E 𝑋31 = 0,
то
𝑑* =
(1 − 𝑏) (3 − 𝑢2𝛼) (E 𝑋41 − 3)
12
+ o(1).
4. Случай трехточечного симметричного распределения
Применим Лемму 4.2 и Теорему 4.5 для получения асимптотического дефекта
и а.р. асимптотических 𝛼 – квантилей в случае, если объем выборки 𝑁𝑛 имеет
трехточечное симметричное распределение.
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Пусть случайный индекс 𝑁𝑛 (случайный объем выборки) имеет симметричное
распределение вида
𝑁𝑛 :
𝑛 − ℎ𝑛, 𝑛, 𝑛 + ℎ𝑛
1
3
1
3 ,
1
3 ,
(5.1)
где последовательность натуральных чисел ℎ𝑛 < 𝑛 удовлетворяет условию
lim
𝑛→∞
ℎ𝑛
𝑛
= 0. (5.2)
Лемма 5.1. Пусть случайная величина 𝑁𝑛 имеет распределение (5.1) и выпол-
нено условие (5.2), тогда справедливы равенства
E 𝑁𝑛 = 𝑛,
E 𝑁−1/2𝑛 =
1√
𝑛
− 1
4
√
𝑛
(︁ℎ𝑛
𝑛
)︁2
+ O
(︁ 1√
𝑛
(︁ℎ𝑛
𝑛
)︁3)︁
,
E 𝑁−1𝑛 =
1
𝑛
+
2
3𝑛
(︁ℎ𝑛
𝑛
)︁2
+ O
(︁ 1
𝑛
(︁ℎ𝑛
𝑛
)︁4)︁
,
E 𝑁−3/2𝑛 =
1
𝑛3/2
+ O
(︁ 1
𝑛3/2
(︁ℎ𝑛
𝑛
)︁2)︁
, 𝑛 → ∞.
Доказательство. Доказательство Леммы следует из равенств
E 𝑁−1𝑛 =
3𝑛2 − ℎ2𝑛
3𝑛(𝑛2 − ℎ2𝑛)
=
=
1
𝑛
(︁
1 − ℎ
2
𝑛
3𝑛
)︁ (︁
1 +
ℎ2𝑛
𝑛2
+ O
(︁ℎ4𝑛
𝑛4
)︁)︁
=
=
1
𝑛
+
2
3𝑛
(︁ℎ𝑛
𝑛
)︁2
+ O
(︁ 1
𝑛
(︁ℎ𝑛
𝑛
)︁4)︁
,
E 𝑁−3/2𝑛 =
1
3𝑛3/2
(︁ 1
(1 − ℎ𝑛/𝑛)3/2 + 1 +
1
(1 + ℎ𝑛/𝑛)3/2
)︁
=
=
1
𝑛3/2
+ O
(︁ 1
𝑛3/2
(︁ℎ𝑛
𝑛
)︁2)︁
.
Аналогично доказываются оставшиеся соотношения. Лемма доказана.
Применяя Лемму 4.1, непосредственно получаем следующее утверждение.
Лемма 5.2. Пусть выполнены условия (4.2) – (4.4) с 𝑘 = 4 и 0 < 𝛿 ≤ 1 и
условия (5.1) и (5.2). Тогда
sup
𝑥
⃒⃒⃒
P
(︀
𝐻𝑁𝑛 < 𝑥
)︀ − Φ(𝑥) − 1√
𝑛
(︁
1 − ℎ
2
𝑛
4𝑛2
)︁
𝑄1(𝑥) −
− 1
𝑛
(︁
1 +
2ℎ2𝑛
3𝑛2
)︁
𝑄2(𝑥)
⃒⃒⃒
= O
(︁ 1
𝑛(2+𝛿)/2
(︁ℎ𝑛
𝑛
)︁(4+2𝛿)/3)︁
.
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Следствие 5.2. Пусть выполнены условия Леммы 5.2 и ℎ𝑛 = 𝑛3/4. Тогда рав-
номерно по 𝑥 ∈ R
P
(︀
𝐻𝑁𝑛 < 𝑥
)︀
= Φ(𝑥) +
1√
𝑛
𝑄1(𝑥) +
1
𝑛
(︁
𝑄2(𝑥) − 1
4
𝑄1(𝑥)
)︁
+ o(𝑛−1).
Теперь из этих Лемм непосредственно вытекает следующая Теорема.
Теорема 5.3. Пусть выполнены условия Следствия 5.2, тогда для асимптоти-
ческих 𝛼 – квантилей ℎ*𝛼(𝑛) и ℎ𝛼(𝑛) статистик 𝐻𝑛 и 𝐻𝑁𝑛 справедливы а.р.
ℎ*𝛼(𝑛) = 𝑢𝛼 +
E 𝑋31
6
√
𝑛
(𝑢2𝛼 − 1) +
+
1
12𝑛
(︁E2 𝑋31
3
(5𝑢𝛼 − 2𝑢3𝛼) +
E 𝑋41 − 3
2
(𝑢3𝛼 − 3𝑢𝛼)
)︁
+ o(𝑛−1),
ℎ𝛼(𝑛) = 𝑢𝛼 +
E 𝑋31
6
√
𝑛
(𝑢2𝛼 − 1) +
+
1
12𝑛
(︁E2 𝑋31
3
(5𝑢𝛼 − 2𝑢3𝛼) +
E 𝑋41 − 3
2
(𝑢3𝛼 − 3𝑢𝛼) −
1
2
E 𝑋31 (𝑢
2
𝛼 − 1)
)︁
+ o(𝑛−1),
где 𝑢𝛼 удовлетворяет уравнению Φ(𝑢𝛼) = 1 − 𝛼. Соответствующий асимп-
тотический дефект 𝑑* равен
𝑑* =
𝑄1(𝑢𝛼)
2𝜑(𝑢𝛼) 𝑢𝛼
+ o(1) =
(1 − 𝑢2𝛼) E 𝑋31
12 𝑢𝛼
+ o(1).
Заключение
Таким образом в работе исследуется асимптотическое поведение квантилей ста-
тистик с помощью понятия дефект, получены асимптотические разложения для
функций распределения ненормированных статистик, основанных на выборках
случайного объема. Эти асимптотические разложения непосредственно зависят от
асимптотических разложений обратных моментов случайного индекса и асимпто-
тического разложения функции распределения статистики, основанной на неслу-
чайной выборке. Подобного рода утверждения обычно называются теоремами пе-
реноса. Поэтому в работе доказаны теоремы переноса, касающиеся асимптотиче-
ских разложений. Эти результаты применяются для асимптотического исследова-
ния поведения квантилей функций распределения таких статистик и вычисления
асимптотического дефекта. Приведены два примера, иллюстрирующие доказан-
ные теоремы. Первый пример касается сумм независимых случайных величин, а
во втором рассматривается трехточечное симметричное распределение. Эти ре-
зультаты могут применяться в теории риска, например, для изучения асимптоти-
ческого поведения необходимого резерва страховых компаний.
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