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1 Introduction
In this thesis we are concerned with the following nonlinear elliptic problems;
(QE)


−div(a(x)|∇u(x)|p−2∇u(x)) = f(λ, x, u(x)) in Ω,
u(x) = 0 on ∂Ω, u(x) ≥ 0,
∫
Ω
a(x)|∇u(x)|pdx < +∞,
where p > 1 and N ≥ 1. Here λ ∈ R is a parameter. Here Ω ⊂ RN is an
unbounded domain with smooth boundary ∂Ω. If Ω = RN , then the homogenous
boundary condition is not required. In (QE), a(x) is a non-negative C1 function.
If we set a(x) ≡ 1, then the left-hand side of the ﬁrst equation of (QE) is equal
to −∆pu := −div(|∇u|p−2∇u) where ∆p is usually called as p-Laplacian. And the
right-hand side, for each λ, f(λ, x, s) is measurable with respect to x for every
s ∈ R, and continuous with respect to s for almost every x ∈ Ω. Moreover, for each
(x, s) ∈ (Ω,R), f(λ, x, s) is continuous with respect to λ ∈ R.
First we consider the following quasilinear elliptic equation
−∆pu− 2αpx · ∇u|∇u|p−2 = λ|u|p−2u + |u|q−1u in RN , (1.1)
where 1 < p ≤ N , p < q + 1 < p∗ := Np/(N − p)+, α ∈ R+ and λ ∈ R. Deﬁne
Np/(N − p)+ as
Np/(N − p)+ :=
{
Np/(N − p) if N > p,
+∞ if N = p.
For p = 2 and α = 1
8
, (1.1) is written as a semilinear elliptic equation
−∆v − 1
2
x · ∇v = λv + |v|q−1v in RN (1.2)
and there is a close relationship between (1.2) and the following semilinear parabolic
equation
ut −∆u = |u|q−1u on (0,∞)×RN . (1.3)
It is well known that
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(i) “self-similar” solution u(t, x) = t−1/(q−1)v(x/
√
t) of (1.3) satisﬁes (1.2),
(ii) (1.2) has solutions which decay to zero exponentially at inﬁnity (e.g., see
Escobedo-Kavian [29] and Weissler [57]),
(iii) the above solutions of (1.2) give some information on asymptotic behaviour
of (1.3) (e.g., see Haraux-Weissler [36] and Weissler [56]).
Equation (1.1) is also written in the following divergence form:
−div(eαp|x|2|∇u|p−2∇u) = λeαp|x|2|u|p−2u + eαp|x|2|u|q−1u in RN ; (1.4)
so that (1.1) can be treated as a special case of (QE) with a(x) = eαp|x|
2
. The
corresponding weak formulation of (1.4) is given by∫
RN
eαp|x|
2|∇u|p−2∇u · ∇φ dx =
∫
RN
eαp|x|
2
(λ|u|p−2u + |u|q−1u)φ dx (1.5)
for all φ ∈ C∞0 (RN). From (1.5), it is natural to introduce some Sobolev spaces
with weight function eαp|x|
2
. We will give some preliminaries.
Set h ∈ (C1(RN\{x0}))N be a function satisfying (x − x0) · h ≥ 0 with some
x0 ∈ RN . For non-negative function θ(x) ∈ C1(RN ), deﬁne
G(h, k) := p∇θ · h+ divh− (p− 1)k−1|h|p/(p−1)
with k > 0. We assume that
(A1)


(θ.1) there exists h0 and k0 > 0 such that
G(h0, k0)(x) ≥ C1 with some C1 > 0 for all x ∈ RN ,
(θ.2) G(h0, k0)(x) →∞ as |x| → ∞,
(θ.3) G(h0, k0)(x) ≥ C2|∇θ(x)|p with some C2 > 0 for all x ∈ RN ,
One can check that θ(x) = |x|γ also satisﬁes (A1) with γ > 1 (see Remark 2.1). For
such function θ, we introduce weighted Sobolev spaces Lpθ(R
N) and W 1,pθ (R
N) as
follows;
Lpθ(R
N ) :=
{
u ∈ Lp(RN)
∣∣∣ ∫
RN
epθ|u|pdx < +∞
}
, (1.6)
W 1,pθ (R
N ) :=
{
u ∈W 1,p(RN)
∣∣∣ ∫
RN
epθ
{|u|p + |∇u|p} dx < +∞} (1.7)
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where W 1,p(RN) is the usual Sobolev space given by
W 1,p(RN) :=
{
u ∈ Lp(RN)
∣∣∣ ∫ (|∇u|p + |u|p)dx < +∞} .
Corresponding to these spaces, deﬁne
λ1(θ) := inf
w∈W 1,pθ (RN )\{0}
{∫
RN
epθ(x)|∇w(x)|pdx
/∫
RN
epθ(x)|w(x)|pdx
}
.
By (A1), one can show that λ1(θ) is positive (see Lemma 2.2).
We next deﬁne a weak solution of (1.1): u is called a weak solution of (1.1) if it
satisﬁes (1.5) for every φ ∈W 1,pα|x|2(RN).
Theorem 1.1. Suppose λ < λ1(α|x|2). Then (1.1) admits a non-trivial and non-
negative weak solution u0 ∈W 1,pα|x|2(RN ).
As more general equations, we consider

−∆pu− p∇θ(x) · ∇u|∇u|p−2 = λg(x)|u|p−2u + K(x)f(u) in Ω,
u(x) = 0 on ∂Ω, u(x) ≥ 0,
∫
Ω
epθ(x)|∇u(x)|pdx < +∞. (1.8)
This equation includes (1.1) as a special case by setting θ(x) = α|x|2, g(x) = K(x) ≡
1, f(u) = |u|q−1u and Ω = RN . We can also deﬁne the following weighted Sobolev
spaces for general unbounded domain Ω ⊂ RN ;
Lpθ(Ω) :=
{
u ∈ Lp(Ω)
∣∣∣ ∫
Ω
epθ(x)|u|pdx < +∞
}
, (1.9)
W 1,pθ (Ω) :=
{
u ∈ W 1,p0 (Ω)
∣∣∣ ∫
Ω
epθ(x)
(|u|p + |∇u|p)dx < +∞}. (1.10)
It is easy to see that the spaces deﬁned by (1.6) and (1.7) are special cases in the
above functional spaces with Ω = RN . In this situation, we slightly modify (A1) as
follows;
(A1)′


(θ.1)′ there exists h0 ∈ (C1(Ω\{x0}))N and k0 > 0 such that
G(h0, k0)(x) ≥ C1 with some C1 > 0 for all x ∈ Ω,
(θ.2) G(h0, k0)(x) →∞ as |x| → ∞,
(θ.3) G(h0, k0)(x) ≥ C2|∇θ(x)|p with some C2 > 0 for all x ∈ Ω.
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Similarly to (1.1), we will deﬁne a weak solution of (1.8): u is called a weak solution
of (1.8) if it satisﬁes∫
Ω
epθ|∇u|p−2∇u · ∇φ dx =
∫
Ω
epθ(λg|u|p−2u + Kf(u))φ dx (1.11)
for every φ ∈W 1,pθ (Ω).
We assume that non-negative function g (g 
≡ 0) satisﬁes
(B1) g(x) ∈ Lr(Ω) with some r ∈ (N/p,∞) ∪ {∞}.
Correspondingly to W 1,pθ (Ω), deﬁne
λ1,g(θ) := inf
u∈W 1,pθ (Ω)\{0}
{∫
Ω
epθ(x)|∇u|pdx
/∫
Ω
epθ(x)g(x)|u|pdx
}
.
From (A1)′ and (B1), one can show that λ1,g(θ) is positive (see Theorem 2.2). One
can see that λ1,g(θ) is the ﬁrst eigenvalue for the following eigenvalue problem;

−∆pu− p∇θ(x) · ∇u|∇u|p−2 = λg(x)|u|p−2u in Ω,
u = 0 on ∂Ω, u ≥ 0,
∫
Ω
epθ|∇u|pdx < +∞.
Conditions on f ∈ C(R) are given by
(F1)


(f.1) f(u) > 0 for u > 0 and f(u) ≤ 0 for u < 0;
(f.2) there exists a constant µ > p such that
µF (u) := µ
∫ u
0
f(v) dv ≤ uf(u) for all u ∈ R;
(f.3) there exist constants a1 > 0 and κ ∈ (p− 1, p∗ − 1) such that
|f(u)| ≤ a1|u|κ for all u ∈ R.
Theorem 1.2. Assume (A1)′, (B1), (F1) and λ < λ1,g(θ). If non-negative function
K satisfy
(K1) e(p−κ−1)θ(x)K(x) ∈ Lr(Ω) with


p∗
p∗ − κ− 1 < r ≤ +∞ if N > p,
1 < r ≤ +∞ if N = p,
then (1.8) admits a non-trivial weak solution uˆ0 ∈W 1,pθ (Ω).
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It is shown that non-trivial weak solutions of (1.8) are critical points of the
following functional
Iθ(u) :=
1
p
∫
Ω
epθ(|∇u|p− λg|u|p) dx −
∫
Ω
epθKF (u) dx, (1.12)
where F (u) =
∫ u
0
f(v) dv. To look for critical points of Iθ, we ﬁrst derive some
fundamental properties of Lpθ(Ω) and W
1,p
θ (Ω) in chapter 2. These spaces are, in a
sense, generalization of function spaces introduced by Escobedo-Kavian [29]. They
have derived some fundamental properties of Lpθ(Ω) and W
1,p
θ (Ω) for Ω = R
N and
p = 2 under slightly weaker conditions on θ (see [29, Proposition 1.12]). We also refer
to Kawashima [41] and Muramoto-Naito-Yoshida [45] in the special case θ = α|x|2.
Similarly to [29], we can prove the compactness of some Sobolev’s embedding
W 1,pθ (Ω) into L
p
θ(Ω) under (A1)
′.
Making use of fundamental results in chapter 2, we construct a non-trivial critical
point of Iθ by using Mountain Pass Theorem in chapter 4 (e.g., see Rabinowitz
[51]). Due to the idea of Dinca-Jebelean-Mawhin [26], we can verify Palais-Smale
condition. Finally one can see Iθ has Mountain Pass geometry; so that (1.8) has at
least one non-trivial weak solution.
Next we consider the following quasilinear elliptic problems involving critical
Sobolev exponents:

−∆pu− p∇θ(x) · ∇u|∇u|p−2 = λg(x)|u|p−2u + K(x)|u|p∗−2u in Ω,
u = 0 on ∂Ω, u(x) ≥ 0,
∫
Ω
epθ(x)|∇u|pdx < +∞, (1.13)
where 1 < p < N , p∗ := Np/(N − p) and λ ∈ R. In (1.13), θ(x), g(x) and K(x) are
non-negative functions.
Elliptic equations involving critical Sobolev exponents were ﬁrst studied by
Bre´zis and Nirenberg [18]. They have shown the existence and non-existence of
positive solutions. After their work, many authors have studied such equations
under various situations.
Escobedo and Kavian [29] have also treated the case q = (N + 2)/(N − 2) in
(1.2). They have shown that (1.2) admits a solution if and only if λ ∈ (N/4,N/2)
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for N ≥ 4, where N/2 is the ﬁrst eigenvalue of −∆ − 1
2
x · ∇ on RN . If we put
θ(x) ≡ Const, then the left-hand side of (1.13) is equal to −∆p. In such situation,
there exists numerous works on (1.13) whether Ω is bounded or not. For example,
Azorero-Alonso [30], Wei-Wu [55] for bounded domain and Chabrowski-Dra´bek [23]
Dra´bek-Huang [27], Guedda-Veron [35], Huang [37], Kabeya [40], Noussair-Swanson-
Jianfu [46], Swanson-Yu [53] and Zhu [59] for unbounded domain.
Egnell [28] has shown the existence and non-existence of positive solutions of
(1.13) with θ(x) 
≡ Const and θ(x) ∈ L∞(Ω) (also see Kuzin [42], which is a extension
of [28]). They have studied (1.13) with bounded domain Ω ⊂ RN . Their proofs are
basically depending on the compactness of W 1,p0 (Ω) ⊂ Lq(Ω) for q < p∗. But if we
consider the case when Ω is unbounded, the above embedding is not compact and
it is diﬃcult to apply their methods to (1.13).
We want to treat (1.13) in a diﬃcult case when Ω is an unbounded domain and
epθ(x) is an unbounded function. Our aim is to look for solutions tending to zero as
|x| → ∞ and extend the results of [29]. We will mainly seek for the range of λ for
which (1.13) admits a solution. Correspondingly to (1.13), its weak formulation is
given by∫
Ω
epθ(x)|∇u|p−2∇u · ∇φ dx =
∫
Ω
epθ(x)(λg(x)|u|p−2u + K(x)|u|p∗−2u)φ dx (1.14)
for every φ ∈ C∞0 (Ω). We say that u is a weak solution of (1.13) if it satisﬁes (1.14)
for every φ. Similar to (1.11), we will construct weak solutions of (1.14) in W 1,pθ (Ω).
In addition to (A1), we also assume that
(A2) there exists αθ > 0 such that |∇θ(x)| = αθ|x−x0|+o(|x−x0|) as |x−x0| → 0.
For example, one can easily check that θ(x) = |x− x0|2 fulﬁlls (A1) and (A2).
Let g(x) be a non-negative function satisfying (B1) and
(B2)
there exists s ∈ [p− 2, p) and s′ > 0 such that
|x− x0|sg(x) = 1 + o(|x− x0|s′) as |x− x0| → 0.
It follows from (B1) and (B2) that r, s must satisfy rs < N .
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Finally, let K(x) ∈ C(Ω) be a positive function such that
(C1)


V (x) := e(p−p
∗)θ(x)K(x) satisﬁes lim
|x|→∞
V (x) = 0, V (x0) = ‖V ‖L∞(Ω) and
V (x) = V (x0)− CV |x− x0|τ + O(|x− x0|τ ′) with 2 < τ < τ ′
as |x− x0| → 0 with some CV > 0.
Theorem 1.3. Assume s ∈ (p− 2, p) and N ≥ p2 − s(p− 1). Then (1.13) admits
at least one non-trivial and non-negative weak solution u0 ∈ W 1,pθ (Ω) for every
λ ∈ (0, λ1,g(θ)).
For general case, a technical condition N ≥ p2 is often used for the existence of
solutions. Under a sensitive behavior of g(x) at x = x0 given in (B2), the above
dimensional condition can be somewhat relaxed for p > 2 in our problem.
Theorem 1.4. Let s = p− 2 and N ≥ 3p− 2. Deﬁne λ0 as
λ0 =


αθp
(
N − p
p− 1
)p−1
A if N > 3p− 2,
αθp
(
N − p
p− 1
)p−1
if N = 3p− 2
with
A =
∫
RN
|y|2
[1 + |y|p/(p−1)]N−1dy
/∫
RN
|y|−(p−2)
[1 + |y|p/(p−1)]N−pdy.
Then (1.13) admits at least one non-trivial and non-negative weak solution u0 ∈
W 1,pθ (Ω) for λ0 < λ < λ1,g(θ).
Remark 1.1. It is not obvious whether λ1,g(θ) is always greater than λ0. If we
make ‖g(·)‖Lr(Ω) suﬃciently small, then λ1,g(θ) is greater than λ0. In this situation,
(1.13) has a non-trivial solution u0 ∈W 1,pθ (Ω) for any λ ∈ (λ0, λ1,g(θ)).
Remark 1.2. We can also show the existence of solution of (1.13) even if |∇θ(x)| =
α∗θ|x− x0|γ−1 + o(|x− x0|γ−1) as |x− x0| → 0 with γ 
= 2. (see Lemma 4.15 )
Remark 1.3. The statements of Theorems 1.3 and 1.4 are still valid even if Ω ⊂ RN
is a bounded domain.
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It is shown that weak solutions of (1.13) are critical points of the following
functional Iθ : W
1,p
θ (Ω)→ R
Iθ(u) :=
1
p
∫
Ω
epθ(x)(|∇u|p − λg(x)|u|p)dx − 1
p∗
∫
Ω
epθ(x)K(x)|u|p∗dx.
In general, the embedding W 1,p0 (Ω) ⊂ Lp∗(Ω) is not compact. And also there exists a
non-compact group with respect to the invariance of transformation. It is well known
that these factors cause the lack of compactness, which is crucial for verifying the
Palais-Smale condition by standard argument. In order to overcome this diﬃculty,
P. L. Lions [43, 44] has studied some behavior of sequences µm := |∇um|pdx and
νm := |um|p∗dx, where {um} is a weakly convergent sequence in D1,p(RN ). Note
that D1,p(RN) is the completion of C∞0 (R
N) with respect to norm ‖u‖D1,p(RN ) :=
‖∇u‖Lp(RN ). From this idea, one can understand the reason for the collapse of
compactness and ﬁnd useful information on these sequences at some local points.
On the other hand, some mathematicians have given useful ideas and methods for
these behaviors at inﬁnity. They are, for example, Ben-Naoum, Troestler and Willem
[11], Bianch, Chabrowski and Szulkin [13] and Chabrowski [22]. In chapter 3, we will
study the behavior of sequences µm := e
pθ(x)|∇um|pdx and νm := epθ(x)K(x)|um|p∗dx
corresponding to the functional Iθ. In spite of the unboundedness of the weight
function epθ(x), we can also understand a brief mechanism from the above studies
why the embedding compactness is lost. We also clarify the relationship between
(µm, νm) and (µm, νm).
Being based on these preparations, we will apply a standard variational argument
to Iθ in the ﬂamework of weighted Sobolev spaces in chapter 4. To assure the Palais-
Smale condition, it is suﬃcient to show that the energy level associated to Iθ must
be lower that a certain critical level. We try to estimate this energy level by using
a special function deﬁned by Talenti [54]. The idea of the estimate of energy level
comes from Bre´zis-Nirenberg [18] (see also Escobedo-Kavian [29]).
Finally, we will also discuss the following semilinear elliptic equation

−div(a(x)∇u(x)) = λg(x)u(x)q + K(x)u(x)p in RN ,
u ≥ 0, u 
≡ 0,
∫
RN
a(x)|∇u(x)|2dx < +∞, (1.15)
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where 0 < q < 1 < p ≤ (N+2)/(N−2)+ and N ≥ 2. Let a(x) be a positive function
and g(x), K(x) be non-negative ones with a(x) ∈ C2loc(RN ) and g,K ∈ L1loc(RN).
Let λ ∈ R be a positive parameter. We will denote by H1(a,RN) the completion of
C∞0 (R
N) with respect to the norm given by
‖u‖H1(a,RN) :=
(∫
RN
a(x)|∇u(x)|2dx
)1/2
,
which is a weighted Sobolev space. Our aim is to look for multiple non-negative
weak solutions of (1.15) in H1(a,RN) for certain λ > 0. Here u ≥ 0(
≡ 0) is called
a non-negative weak solution of (1.15) if it satisﬁes∫
RN
a(x)∇u(x) · ∇φ(x)dx =
∫
RN
(λg(x)u(x)q + K(x)u(x)p)φ(x)dx (1.16)
for all φ ∈ H1(a,RN).
To construct non-negative weak solutions of (1.16), we deﬁne a functional I(·) :
H1(a,RN)→ R as follows;
I(u) :=
1
2
∫
RN
a|∇u|2dx− λ
q + 1
∫
RN
guq+1+ dx−
1
p+ 1
∫
RN
Kup+1+ dx. (1.17)
It is easily seen that if u1 ∈ H1(a,RN) is a critical point of I(u), then u1 satisﬁes
(1.16).
In the former we consider the case p < (N + 2)/(N − 2)+. We assume that a(x)
satisﬁes
(H1) Q(x) :=
2a(x)∆a(x)− |∇a(x)|2
4a(x)2
≥ 0.
It should be noted that Q(x) = a−1/2∆(a1/2). One can see that I(u) is well deﬁned
for every u ∈ H1(a,RN) when g(x) and K(x) fulﬁll the following conditions;
(H2)
{
there exist α, β ≥ 0 and γ > 0 satisfying α + β + γ = 1,
q + 1 = 2α + 2∗β and a−(q+1)/2gQ−α ∈ L1/γ(RN ),
(H3)
{
there exist α′, β ′ ≥ 0 and γ′ > 0 satisfying α′ + β ′ + γ′ = 1,
p + 1 = 2α′ + 2∗β ′ and a−(p+1)/2KQ−α
′ ∈ L1/γ′(RN).
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Theorem 1.5. Let 0 < q < 1 < p < (N + 2)/(N − 2) and N ≥ 3. Assume
(H1)-(H3). Then there exists λ0 > 0 such that (1.15) has at least two non-negative
solutions uλ, uλ ∈ H1(a,RN) satisfying I(uλ) < 0 and I(uλ) > 0 for every λ ∈
(0, λ0).
In case N = 2, we slightly modify (H2) and (H3) as follows;
(H2)′
{
there exist α, β ≥ 0, γ > 0 and θ ≥ 2 satisfying α + β + γ = 1,
q + 1 = 2α+ θβ and a−(q+1)/2gQ−α ∈ L1/γ(RN ),
(H3)′
{
there exist α′, β ′ ≥ 0 γ′ > 0 and θ′ ≥ 2 satisfying α′ + β ′ + γ′ = 1,
p + 1 = 2α′ + θβ ′ and a−(p+1)/2KQ−α
′ ∈ L1/γ′(RN),
where Q(x) satisﬁes Q(x) ≥ C with some C > 0 for all x ∈ RN .
Theorem 1.6. Let 0 < q < 1 < p < ∞ and N = 2. Assume (H1), (H2)′ and (H3)′.
Then there exists λ0 > 0 such that (1.15) has at least two non-negative solutions uλ,
uλ ∈ H1(a,RN) satisfying I(uλ) < 0 and I(uλ) > 0 for every λ ∈ (0, λ0).
In the latter we will focus on the special case p = (N + 2)/(N − 2). Note
that 2∗ is a usual critical Sobolev exponent with 2∗ = 2N/(N − 2) and deﬁne
q0 = 2
∗/{2∗− (q+1)}. We will impose some additional conditions on g(x) and K(x)
as follows. (Here BR(x) is an open ball with center x ∈ RN and radius R > 0).
(H4)


V (x) := a(x)−2
∗/2K(x) ∈ L∞(RN) ∩ Cloc(RN ) satisﬁes
V (x0) = ‖V ‖L∞(RN ) and V (x) ≥ V (x0)− CV |x− x0|τ in BR0(x0)
with some CV ≥ 0, x0 ∈ RN , τ > 0 and R0 > 0,
(H5) Q(x) ≤ CQ|x− x0|κ in BR0(x0) with some CQ ≥ 0 and κ ≥ 0,
(H6) h0(x) := K(x)
−(q+1)/2∗g(x) ∈ Lq0(RN ),
(H7)


there exist g0 > 0, g∞ ≥ 0, s ≥ 0 and R1 > 0 such that
gˆ(x) := a(x)−(q+1)/2g(x) satisﬁes |x− x0|sgˆ(x) ≥ g0 in BR0(x0)
and gˆ(x) ≤ g∞|x|−s in RN\BR1(x0).
The functional I(u) is also well deﬁned under (H2) and (H4).
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Theorem 1.7. Let 0 < q < 1 and p = (N + 2)/(N − 2). Assume (H1), (H2) and
(H4)-(H7). If q, N , s, κ and τ satisfy q(N − 2) > 2− s and
1 + r0s
∗ < min{q0, r0(1 + κ/2), r0τ/2, r0(N/2− 1)} (1.18)
with some r0 > 0 and s
∗ := {2(N − s)− (q+1)(N − 2)}/4, then there exists λ∗0 > 0
such that (1.15) admits at least two non-negative weak solutions u∗, u∗ ∈ H1(a,RN)
with I(u∗) < 0 and I(u∗) > 0 for every λ ∈ (0, λ∗0).
Remark 1.4. It is not obvious whether r0 satisfying (1.18) really exists. But if we
assume κ > N − 4 and τ > N and take s suﬃciently close to N/q0, then we can
choose r0 > 0 satisfying (1.18). Thus the set R0 := {r0 ∈ R+, r0 satisﬁes (1.18)} is
not empty. (e.g., see Remark 5.4).
Remark 1.5. We can also treat a quasilinear case such as;

−div(a(x)|∇u(x)|p−2∇u(x)) = λg(x)u(x)r−1 + K(x)u(x)q−1 in RN ,
u ≥ 0, u 
≡ 0,
∫
RN
a(x)|∇u(x)|pdx < ∞, (1.19)
where 1 < r < p < q ≤ Np/(N−p)+ and N ≥ p. By using similar arguments, we can
also get the multiplicity of non-negative solutions of (1.19) in W 1,p(a,RN), which is
the completion of C∞0 (R
N) with respect to norm ‖u‖W 1,p(a,RN ) := (
∫
RN
a|∇u|pdx)1/p.
Elliptic equations with concave and convex nonlinearity have been studied by
many authors in this decade. The typical one is a pioneer work due to Ambrosetti-
Bre´zis-Cerami [4]. They studied (1.15) for a special case a = g = K ≡ 1 in a
bounded domain Ω ⊂ RN with homogeneous Dirichlet boundary condition on ∂Ω.
They have shown the existence and multiplicity of positive solutions for λ ∈ (0, λˆ)
and non-existence of positive solutions for all λ ∈ (λˆ,∞) with some λˆ > 0. (We also
refer to Garcia Azorero, Peral Alonso and Manfredi [32]. Their work is an extension
of [4] as −∆u to −∆pu.) After their study, Ouyang and Shi [49] have shown the
existence of exactly two positive radial solutions when Ω ⊂ RN is a unit ball.
Putting u(x) = a−1/2(x)w(x) in (1.15), we can rewrite (1.15) as follows;

−∆w(x) + Q(x)w(x) = h(x)w(x)q + K(x)w(x)p in RN ,
w ≥ 0, w 
≡ 0,
∫
RN
Qw2dx < +∞, (1.20)
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where h(x) = λa(x)−(q+1)/2g(x) and K(x) = a(x)−(p+1)/2K(x). Note that Q(x) is
deﬁned in (H1). Many authors have also studied (1.20) with h(x) ∈ Lq0(RN ) and
K(x) ≡ 1. Goncalves-Miyagaki [34] have shown the multiplicity of non-negative
solutions of (1.20) for p < (N +2)/(N−2) provided that ‖h‖Lq0 is suﬃciently small.
(For the case p = (N + 2)/(N − 2), e.g., see Alves-Goncalves-Miyagaki [2]. We
also refer to Ambrosetti, Garcia Azorero and Peral Alonso [6]. And for quasilinear
case, refer to Alves, Marcos do O´ and Miyagaki [3], Chabrowski [21] and others.)
From their work, one can see that the smallness of h(x) allows the multiplicity of
non-negative solutions.
We will study some Weighted Sobolev space corresponding to (1.15) and (1.20).
At the end of this chapter, we clarify the relation between these problems. Indeed,
by using the embedding given in Lemmas 5.1 - 5.4, we can somewhat relax the
conditions on g(x) and K(x) if the exponent p is subcritical.
We will study the behavior of sequences µn := a|∇un|2dx and νn := K(x)|un|2∗dx
corresponding to the functional I(u). We will follow the ideas given in chapter 3
to point out a brief mechanism where the embedding compactness loses. We also
clarify the relationship between (µn, νn) and (µn, νn).
By using the arguments given in chapter 3, we can assure the Palais-Smale
condition for any critical level if p is subcritical. So applying Ekeland’s variational
principle and Ambrosetti-Rabinowitz Moutain pass theorem yields the existence and
multiplicity of non-negative weak solutions of (1.15) if λ > 0 is suﬃciently small. But
in case p is critical, we can show the Palais-Smale only the case if the critical level
is less than special value. So, to assure the Palais-Smale condition, it is suﬃcient
to show that the energy level associated to Iθ must be below such a certain critical
level. We try to estimate this energy level by using the ideas introduced by Alves-
Goncalves-Miyagaki [2] and Ambrosetti-Azorero-Peral [6] (see also Bre´zis-Nirenberg
[18] and Escobedo-Kavian [29]).
To show these Theorems, we prepare some notations.
Let Br(x) be an open ball with center x ∈ RN and radius r. Deﬁne T (x; r1, r2)
by T (x; r1, r2) := Br2(x)\Br1(x) with 0 < r1 < r2 < ∞. If x = 0, then T (r1, r2) :=
T (0; r1, r2).
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For 1 < p ≤ ∞, let Lp(Ω) and Lp(RN) denote the Lebesque spaces with
norms ‖ · ‖p,Ω and ‖ · ‖p, respectively. Let Wm,p0 (Ω) and Wm,p(RN) be the usual
Sobolev spaces whose norms are deﬁned by ‖u‖m,p,Ω := {
∑
|k|≤m ‖Dku‖pp,Ω}1/p and
‖u‖m,p := {
∑
|k|≤m ‖Dku‖pp}1/p, respectively. Here Dk denotes all distributional
derivatives of order k. These spaces Wm,p0 (Ω) and W
m,p(RN ) are deﬁned by the
completion of C10(Ω) (resp. C
1
0(R
N )) with respect to norm ‖ · ‖m,p,Ω and ‖ · ‖m,p,
respectively. Denote by Dm,p0 (Ω) and D
m,p(RN) are the completion of C∞0 (Ω)
(resp. C∞0 (R
N )) with respect to norm ‖u‖Dm,p(Ω) := {
∑
|k|=m ‖Dku‖pp,Ω}1/p and
‖u‖Dm,p(RN ) := {
∑
|k|=m ‖Dku‖pp}1/p, respectively.
Finally, throughout this thesis, set ϕ ∈ C∞0 (RN) a cut-oﬀ function satisfying
ϕ(x) =
{
1 if x ∈ B1/2(0),
0 if x 
∈ B1(0).
(1.21)
We also write ϕε(x) = ϕ(x/ε) for any ε > 0.
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2 Preliminary compactness results for weighted
Sobolev spaces
2.1 Embedding
Let θ ∈ C1(Ω) be a non-negative function satisfying (A1)′. For such θ, we deﬁne
Lpθ(Ω) and W
1,p
θ (Ω) by (1.9) and (1.10), respectively. The norm of L
p
θ(Ω) is deﬁned
by
|u|p,θ,Ω =
{∫
Ω
epθ(x)|u|pdx
} 1
p
.
We also deﬁne |u|p1,p,θ,Ω = |u|pp,θ,Ω + |∇u|pp,θ,Ω. Then it is easy to see that W 1,pθ (Ω) is
a Banach space with norm | · |1,p,θ,Ω where W 1,pθ (Ω) is a completion of C10(Ω) with
respect to norm | · |1,p,θ,Ω. To derive some property corresponding to the spaces
Lpθ(R
N) and W 1,pθ (R
N), we mainly consider the special case Ω = RN .
Lemma 2.1. Let u ∈ C10 (RN), h ∈ (C1(RN\{x0}))N with (x − x0) · h ≥ 0 and
k > 0. Then it holds that∫
|x−x0|≥R
epθG(h, k)|u|pdx ≤ kp−1
∫
|x−x0|≥R
epθ|∇u|pdx (2.1)
for every R ≥ 0.
Proof. A similar inequality is given in Escobedo-Kavian [29, Lemma 1.5] and
Kawashima [41, Lemma 2.1]. Following their arguments, we get
div[epθ|u|ph] = pepθ|u|p∇θ · h+ epθ|u|pdivh+ pepθ|u|p−2u∇u · h
≥ epθ(p∇θ · h + divh− (p− 1)k−1|h|p/(p−1))|u|p
− kp−1epθ|∇u|p,
(2.2)
where k > 0 is an arbitrary number. By Green’s formula∫
R≤|x−x0|≤R′
div[epθ|u|ph] dx
= −
∫
|x−x0|=R
(x− x0) · h
R
epθ|u|pdσ +
∫
|x−x0|=R′
(x− x0) · h
R′
epθ|u|pdσ.
(2.3)
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Here the ﬁrst integral in the right-hand side of (2.3) is negative and the second
vanishes as R′ →∞. Therefore, integration of (2.2) over |x−x0| ≥ R gives (2.1).
Lemma 2.2. Assume (θ.1). Then there exists a positive constant C = C(p,N, θ)
such that
C
∫
RN
epθ|u|pdx ≤
∫
RN
epθ|∇u|pdx (2.4)
for all u ∈W 1,pθ (RN ).
Proof. If we choose h = h0 and k = k0, it is obvious from (θ.1) and (2.1) that
C1
∫
|x−x0|≥R
epθ|u|pdx ≤ kp−10
∫
|x−x0|≥R
epθ|∇u|pdx (2.5)
for any R > 0, where C1 > 0 given in (θ.1) is independent of R > 0. By letting
R→ 0 in (2.5), we have
C
∫
RN
epθ|u|pdx ≤
∫
RN
epθ|∇u|pdx (2.6)
for any u ∈ C10(RN) with some C > 0. Observe that (2.6) is also valid for every
u ∈W 1,pθ (RN) by the density argument, so one can complete the proof.
Lemma 2.3. Assume (θ.1) and (θ.2). Then W 1,pθ (R
N) is compactly embedded into
Lpθ(R
N) is compact.
Proof. Let {un}n be a sequence of W 1,pθ (RN) such that un ⇀ u0 weakly in W 1,pθ (RN )
with |un|1,p,θ,RN ≤ 1. As W 1,pθ (RN) ⊂ W 1,p(RN), one can show that
un → u0 strongly in Lp(K) (2.7)
for any compact set K of RN . For any ε > 0, choose suﬃciently large R such that
G(h0, k0) := p∇θ · h0 + divh0 − (p− 1)k−10 |h0|p/(p−1) ≥
1
ε
(2.8)
for all |x| > R (use (θ.2)). Therefore Lemma 2.1 together with (2.8) implies∫
|x|>R
epθ|un − u0|pdx =
∫
|x|>R
G(h0, k0)
−1 · [epθG(h0, k0)|un − u0|p] dx
≤ ε
∫
|x|>R
epθ|∇(un− u0)|pdx ≤ 2pε
(2.9)
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uniformly for n ≥ 1.
Moreover, it follows from (2.7) that∫
|x|≤R
epθ|un − u0|pdx ≤ ε,
provided that n is suﬃciently large. For suﬃciently large n,∫
RN
epθ|un − u0|pdx =
∫
|x|≤R
epθ|un − u0|pdx +
∫
|x|>R
epθ|un − u0|pdx ≤ Cε
with C = 2p + 1; so that limn→∞ un = u0 strongly in L
p
θ(R
N).
Theorem 2.1. Assume (A1). Then the following properties hold true:
(i) if N > p, then W 1,pθ (R
N) is continuously embedded in Lqθ(R
N ) for q ∈ [p, p∗]
and embedding is compact for q ∈ [p, p∗), where p∗ := Np/(N − p),
(ii) if N = p, then embedding from W 1,pθ (R
N ) into Lqθ(R
N) is continuous and com-
pact for any q ∈ [p,∞).
(iii) if N < p, u ∈W 1,pθ (RN) implies eθu ∈ C0,α(RN) with α = 1−N/p.
Proof. First of all, we show that embedding W 1,pθ (R
N) ⊂ Lqθ(RN) is continuous
for any q ∈ [p, p∗]. Note eθu ∈ W 1,p(RN ) for any u ∈ W 1,pθ (RN). In fact, any
u ∈W 1,pθ (RN) satisﬁes
‖eθu‖p1,p = ‖eθu‖pp + ‖∇(eθu)‖pp
≤ |u|p
p,θ,RN
+ C
{
‖eθu∇θ‖pp + ‖eθ∇u‖pp
}
with some C > 1. Letting R ↓ 0 in (2.1) and using (θ.3) we get
C2
∫
RN
epθ|∇θ|p|u|pdx ≤
∫
RN
epθ|∇u|pdx (2.10)
for every u ∈ C10(RN). Observe that (2.10) is valid for every u ∈ W 1,pθ (RN ) by the
density argument. So one can see
‖eθu‖p1,p ≤ |u|pp,θ,RN + c|∇u|pp,θ,RN ≤ c|u|p1,p,θ,RN
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with c > 1. And the embedding W 1,p(RN) ⊂ Lp∗(RN) is continuous; so
|u|p∗,θ,RN = ‖eθu‖p∗ ≤ C‖eθu‖1,p ≤ C ′|u|1,p,θ,RN . (2.11)
Moreover, using Ho¨lder’s inequality yields
|u|q
q,θ,RN
≤ |u|γ1
p∗, θ,RN · |u|γ2p,θ,RN (2.12)
with
γ1 =
(q − p)p∗
p∗ − p , γ2 =
(p∗ − q)p
p∗ − p .
Thus (2.4) and (2.11) yield that the embedding W 1,pθ (R
N ) ⊂ Lqθ(RN) is also con-
tinuous if N ≥ p. If N < p, it holds that W 1,p(RN ) ⊂ C0,α(RN ) by Sobolev’s
embedding theorem, from which we get (iii).
Next we have to prove the compactness. Let {un}n be a sequence in W 1,pθ (RN )
such that un ⇀ u0 weakly in W
1,p
θ (R
N ). Then Lemma 2.3 implies
lim
n→∞
un = u0 strongly in L
p
θ(R
N ). (2.13)
For any q ∈ (p, p∗), Ho¨lder’s inequality gives
|un − u0|qq,θ,RN ≤ |un − u0|γ1p∗, θ,RN · |un − u0|γ2p,θ,RN . (2.14)
The ﬁrst term in the right-hand side of (2.14) is bounded by (2.11) and the second
converges to zero as n → +∞ by (2.13). Then {un}n converges to u0 strongly in
Lqθ(R
N) for q ∈ [p, p∗).
Remark 2.1. We consider the case θ(x) = |x|γ with γ > 1. If we choose h0 =
|x|β−1x (β > 0), then we have
G(h0, k) = pγ|x|γ+β−1 + (N + β − 1)|x|β−1 − (p− 1)k−1|x|βp/p−1 (2.15)
for every k > 0. Esspecially, if β = 1,
G(h0, k) = pγ|x|γ + N − (p− 1)k−1|x|p/p−1. (2.16)
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Note that
γ + β − 1 = βp
p− 1 ⇐⇒ β = (γ − 1)(p− 1)
for every γ, p > 1. If we take β = (γ − 1)(p− 1) in (2.15), then
G(h0, k) =
(
pγ − (p− 1)k−1)|x|(γ−1)p + (N + (γ − 1)p− 1)|x|(γ−1)(p−1)−1 (2.17)
If γ > p/(p − 1), one can check that (2.16) satisﬁes (θ.2) for every k > 0.
Moreover, if we choose
k0 ≥ max
{
2(p− 1)
pγ
,
2(p− 1)
N
}
:= k∗0 ,
(2.16) also satisﬁes (θ.1) with C1 = N/2. Similar to the above argument, we can
check (θ.1) and (θ.2) even if γ = p/(p − 1).
Next we will focus on (2.17). Note that (N + (γ − 1)p − 1) > 0 from N ≥ 1
and γ, p > 1; which yields (θ.2) and (θ.3) by taking k ≥ 2(p − 1)/pγ. Moreover,
if γ < p/(p − 1), then we can easily check (θ.1) with some C1 > 0 because of
(γ − 1)(p− 1)− 1 < 0.
Combining these arguments, if we choose (h0, k0) as
(h0, k0) :=


(|x|(γ−1)(p−1)−1x+ x, k∗0) if γ ≥ pp− 1 ,(
|x|(γ−1)(p−1)−1x, 2(p− 1)
pγ
)
if 1 < γ <
p
p− 1 ,
we can exactly check (A1).
Similar to these arguments, we will consider the general unbounded case Ω ⊂ RN .
Lemma 2.4. Assume (A1)′. Then there exists a positive constant C which depends
on p, N , θ and Ω, such that
C
∫
Ω
epθ(1 + |∇θ|p)|u|pdx ≤
∫
Ω
epθ|∇u|pdx (2.18)
for all u ∈W 1,pθ (Ω).
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Theorem 2.2. Assume (A1)′. Then the following properties hold true:
(i) if N > p, then W 1,pθ (Ω) is continuously embedded in L
q
θ(Ω) for q ∈ [p, p∗] and
embedding is compact for q ∈ [p, p∗), where p∗ := Np/(N − p),
(ii) if N = p, then embedding from W 1,pθ (Ω) into L
q
θ(Ω) is continuous and compact
for any q ∈ [p,∞).
(iii) if N < p, u ∈W 1,pθ (Ω) implies eθu ∈ C0,α(Ω) with α = 1−N/p.
Proofs of Lemma 2.4 and Theorem 2.2. If Ω = RN , Lemma 2.4 and Theorem 2.2
are proved in Lemma 2.2 and Theorem 2.1, respectively. Proofs are essentially the
same for unbounded domain Ω. So we omit it.
Lemma 2.5. For every 1 < p < ∞, Lp(Ω) = {eθu|u ∈ Lpθ(Ω)} and W 1,p0 (Ω) ⊃
{eθu|u ∈W 1,pθ (Ω)}.
Proof. By deﬁnition of Lpθ(Ω), the former relation is obvious. For the latter, we
obtain
‖eθu‖p1,p,Ω = ‖eθu‖pp,Ω + ‖∇(eθu)‖pp,Ω
≤ C(|u|pp,θ,Ω + |∇u|pp,θ,Ω + |u∇θ|pp,θ,Ω)
for any u ∈W 1,pθ (Ω). Therefore (2.18) yields eθu ∈W 1,p0 (Ω).
2.2 Higher order derivative case
In what follows, we will discuss weighted Sobolev spaces Wm,pθ (Ω) and W
m,p
θ (R
N) for
m ≥ 2. Although these spaces are independent of our problems, but it is interesting
to get various embedding properties of Wm,pθ (Ω) and W
m,p
θ (R
N).
Let θ ∈ Cm(RN ,R+) satisfy (A1) and deﬁne
Wm,pθ (R
N) :=
{
u ∈Wm,p(RN)
∣∣∣ ∫
RN
epθ
[ m∑
k=0
|Dku|p] dx < +∞},
where Dk denote all distributional derivatives of order k. If k = 1 then we set
D1u = Du (|Du| is equivalent to |∇u|). Wm,pθ (RN )-norm is deﬁned by |u|m,p,θ,RN :=
{∑mk=0 |Dku|pp,θ,RN}1/p.
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We also use the following notations as in Kawashima [41]:
|[u]|m,p,θ :=
( m∑
k=0
‖〈∇θ〉m−kDku‖pp,θ
) 1
p
,
‖[u]‖m,p,θ :=
( m∑
k=0
‖〈∇θ〉m−kDk(eθu)‖pp
) 1
p
,
where θ ∈ Cm(RN , R+) and 〈∇θ〉 = (1 + |∇θ|p)
1
p .
Lemma 2.6. In addition to (A1), assume the following property:
(θ.4)
for every γ such that |γ| ≥ 2, there exist positive constants c1 and R1
such that |Dγθ(x)| ≤ c1|∇θ(x)||γ| for all x ∈ RN with |x| > R1.
Then the following three properties are equivalent for any m ≥ 2:
(i) u ∈Wm,pθ (RN ),
(ii) 〈∇θ〉m−kDku ∈ Lpθ(RN) for 0 ≤ k ≤ m,
(iii) 〈∇θ〉m−lDl(eθu) ∈ Lp(RN) for 0 ≤ l ≤ m.
Furthermore, |u|m,p,θ,RN , |[u]|m,p,θ,RN , ‖[u]‖m,p,θ,RN and ‖eθu‖m,p are all equivalent
norms for u ∈Wm,pθ (RN ).
To prove Lemma 2.6, we prepare the following Lemma.
Lemma 2.7. Assume (A1) and let m ≥ 2 be any integer. If u ∈ Wm,pθ (RN ), then
〈∇θ〉mu ∈ Lpθ(RN ). Moreover there exists a positive constant C > 0 such that
C
∫
RN
epθ〈∇θ〉mp|u|pdx ≤
∫
RN
epθ|Dku|pdx (2.19)
for all u ∈Wm,pθ (RN) with |k| = m.
Proof. For every u ∈ Wm,pθ (RN), we see Dk−1u ∈ W 1,pθ (RN ) and Dku ∈ Lpθ(RN )
with |k| = m from the deﬁnition. By (2.4) and (2.10),
|〈∇θ〉(Dk−1u)|p
p,θ,RN
≤ |Dk−1u|p
p,θ,RN
+ ||∇θ|(Dk−1u)|p
p,θ,RN
≤ |Dk−1u|p
p,θ,RN
+ |∇(Dk−1u)|p
p,θ,RN
≤ c|Dku|p
p,θ,RN
.
Hence 〈∇θ〉Dk−1u ∈ Lpθ(RN) with |k| = m. By the induction on |k|, one can show
〈∇θ〉mu ∈ Lpθ(RN ) and (2.19).
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Remark 2.2. Assume (A1). If u ∈Wm,pθ (RN), then |∇θ|mu ∈ Lpθ(RN). Moreover,
there exists a positive constant C > 0 such that
C
∫
RN
epθ|∇θ|mp|u|pdx ≤
∫
RN
epθ|Dku|pdx (2.20)
for all u ∈Wm,pθ (RN) with |k| = m. The proof of the above facts is almost the same
as Lemma 2.7.
Proof of Lemma 2.6. It is clear that (ii) implies (i) by deﬁnition. The reverse rela-
tion can be proved by using Lemma 2.7 and the induction argument with respect
to m. We will give the proof of equivalent of (ii) and (iii) for m = 2.
(ii)⇒(iii); obviously, the assertion (iii) is valid for l = 0. For l = 1,
‖〈∇θ〉D(eθu)‖pp ≤ c1
(
|〈∇θ〉(Dθ)u|p
p,θ,RN
+ |〈∇θ〉Du|p
p,θ,RN
)
≤ c2
(
|〈∇θ〉2u|p
p,θ,RN
+ |〈∇θ〉Du|p
p,θ,RN
)
.
Thus 〈∇θ〉D(eθu) ∈ Lp(RN). For l = 2,
‖D2(eθu)‖pp ≤ C
(
|(D2θ)u|p
p,θ,RN
+ |(Dθ)(Du)|p
p,θ,RN
+ |D2u|p
p,θ,RN
)
. (2.21)
Express the ﬁrst term of right-hand side of (2.21) as
|(D2θ)u|p
p,θ,RN
=
∫
|x|≤R1
epθ(D2θ)p|u|pdx +
∫
|x|>R1
epθ(D2θ)p|u|pdx. (2.22)
By virtue of (θ.4), there exist positive constants c1 and c2 such that
D2θ ≤
{
c1 for any |x| ≤ R1,
c2〈∇θ〉2 for any |x| > R1.
So the ﬁrst term in right-hand side of (2.22) is bounded by c1|u|pp,θ,RN and the second
is bounded by c2|〈∇θ〉2u|pp,θ,RN . Thus we get
|(D2θ)u|p
p,θ,RN
≤ c|〈∇θ〉2u|p
p,θ,RN
. (2.23)
It is easy to see
|(Dθ)(Du)|p
p,θ,RN
≤ C|〈∇θ〉Du|p
p,θ,RN
. (2.24)
Thus (2.22) with (2.23) and (2.24) yields D2(eθu) ∈ Lp(RN).
(iii)⇒(ii); It is clear that 〈∇θ〉2u ∈ Lpθ(RN ) from l = 0 in (iii). For k = 1,
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〈∇θ〉D(eθu) = eθ〈∇θ〉Du + eθ〈∇θ〉(Dθ)u.
Hence
|〈∇θ〉Du|p
p,θ,RN
= ‖〈∇θ〉D(eθu)− eθ〈∇θ〉(Dθ)u‖pp
≤ 2p{‖〈∇θ〉D(eθu)‖pp + |〈∇θ〉(Dθ)u|pp,θ,RN }
≤ 2p{‖〈∇θ〉D(eθu)‖pp + |〈∇θ〉2u|pp,θ,RN} .
Thus we obtain 〈∇θ〉Du ∈ Lpθ(RN).
Similarly,
|D2u|p
p,θ,RN
= ‖D2(eθu)− eθ(D2θ)u− 2eθ(Dθ)(Du)‖pp
≤ 3p{‖D2(eθu)‖pp + |(D2θ)u|pp,θ,RN + |2(Dθ)(Du)|pp,θ,RN } .
It follows from (2.23) and (2.24) that D2u ∈ Lpθ(RN). Thus we complete the proof
for m = 2.
For m ≥ 3, we can show the equivalence by induction with respect to k and l
(with m mixed). So we omit the details.
From these lemmas, we can obtain
Theorem 2.3. Assume (A1) and (θ.4). Then the following properties hold true:
(i) if N > mp, then Wm,pθ (R
N) is continuously embedded in Lqθ(R
N) for q ∈ [p, p∗]
and embedding is compact for q ∈ [p, p∗), where p∗ := Np/(N −mp).
(ii) if N = mp, then embedding from Wm,pθ (R
N) into Lqθ(R
N) is continuous and
compact for any q ∈ [p,+∞).
(iii) if N < mp, u ∈ Wm,pθ (RN ) implies eθu ∈ Cn,α(RN ) with integer n =
[m−N/p] and α = m−N/p− n.
Proof. We will show these properties in the same manner as Theorem 2.1. First of
all, we show that embedding Wm,pθ (R
N) ⊂ Lqθ(RN) is continuous for q ∈ [p, p∗]. Note
eθu ∈ Wm,p(RN) for any u ∈ Wm,pθ (RN) from Lemma 2.6. Since the embedding
Wm,p(RN) ⊂ Lp∗(RN) is continuous by Sobolev’s theorem, we get
|u|p∗,θ,RN = ‖eθu‖p∗ ≤ c‖eθu‖m,p ≤ c′|u|m,p,θ,RN . (2.25)
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Ho¨lder inequality yields
|u|q
q,θ,RN
≤ |u|γ3
p∗, θ,RN
· |u|γ4
p,θ,RN
(2.26)
with
γ3 =
(q − p)p∗
p∗ − p , γ4 =
(p∗ − q)p
p∗ − p .
Note that there exists a positive constant C > 0 such that
C
∫
RN
epθ|u|pdx ≤
∫
RN
epθ|Dku|pdx (2.27)
for all u ∈Wm,pθ (RN ) with |k| = m. So (2.27) and (2.20) yield that the embedding
Wm,pθ (R
N) ⊂ Lqθ(RN) is also continuous for q ∈ [p, p∗] if N ≥ p. If N < p, then
Wm,p(RN) ⊂ Cn,α(RN); so one can easily show (iii).
Next we have to prove the compactness. Let {un} be any sequence of Wm,pθ (RN )
such that un ⇀ u0 weakly in W
m,p
θ (R
N ). Since Wm,pθ (R
N ) ⊂ W 1,pθ (RN ) is contin-
uous, one can show that {un} satisﬁes (2.13) by Lemma 2.3. For any q ⊂ (p, p∗),
Ho¨lder’s inequality gives
|un − u0|qq,θ,RN ≤ |un − u0|γ3p∗, θ,RN · |un − u0|
γ4
p,θ,RN
(2.28)
The ﬁrst term in the right-hand side of (2.28) is bounded by (2.25) and the second
converges to zero as n → +∞ by (2.13). Then {un}n converges to u0 strongly in
Lqθ(R
N) for q ∈ [p, p∗).
Similar to Theorem 2.3, we can obtain the following for general unbounded
domain Ω ⊂ RN .
Corollary 2.4. Assume (A1)′ and
(θ.4)′
for every γ such that |γ| ≥ 2, there exist positive constants c1 and R1
such that |Dγθ(x)| ≤ c1|∇θ(x)||γ| for all x ∈ Ω with |x| > R1.
Then the following properties hold true:
(i) if N > mp, then Wm,pθ (Ω) is continuously embedded in L
q
θ(Ω) for q ∈ [p, p∗]
and embedding is compact for q ∈ [p, p∗), where p∗ := Np/(N −mp).
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(ii) if N = mp, then embedding from Wm,pθ (Ω) into L
q
θ(Ω) is continuous and
compact for any q ∈ [p,+∞).
(iii) if N < mp, u ∈Wm,pθ (Ω) implies eθu ∈ Cn,α(Ω) with integer n = [m−N/p]
and α = m−N/p− n.
Lemma 2.8. Assume (A1) and (θ.4). Then Wm,pθ (R
N) is a reﬂexive Banach space
for every m ≥ 0.
Proof. We will show that, for every m ≥ 0, Wm,pθ (RN) is uniformly convex. This
fact implies the reﬂexivity because every uniformly convex Banach space is reﬂexive
(e.g., see Yosida [58]). If w1, w2 ∈ Wm,pθ (RN ), then eθ(Dkw1), eθ(Dkw2) ∈ Lp(RN )
for any |k| ≤ m. Using Clarkson’s inequality on ‖ · ‖p(see Clarkson [24]), we can
show ∥∥∥∥12{eθ(Dkw1) + eθ(Dkw2)}
∥∥∥∥
p
p
+
∥∥∥∥12{eθ(Dkw1)− eθ(Dkw2)}
∥∥∥∥
p
p
≤ 1
2
(‖eθ(Dkw1)‖pp + ‖eθ(Dkw2)‖pp).
Hence ∣∣∣∣12(Dkw1 + Dkw2)
∣∣∣∣
p
p,θ,RN
+
∣∣∣∣12(Dkw1 −Dkw2)
∣∣∣∣
p
p,θ,RN
≤ 1
2
(|Dkw1|pp,θ,RN + |Dkw2|pp,θ,RN )
for any |k| ≤ m. Thus | · |m,p,θ,RN satisﬁes Clarkson’s inequality and, therefore,
Wm,pθ (R
N) is a uniformly convex Banach space.
Corollary 2.5. Assume (A1)′ and (θ.4)′. Then Wm,pθ (Ω) is a reﬂexive Banach space
for every m ≥ 0.
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3 Concentration-Compactness Principle for some
weighted Sobolev spaces
In chapter 2, we discuss on the embedding of W 1.pθ (Ω) ⊂ Lqθ(Ω) in unbounded do-
mains Ω ⊂ RN . If q is less than p∗, then one can assure that W 1,pθ (Ω) is continuously
and compactly embedded in Lqθ(Ω). On the other hand, we can not assure that the
embedding W 1,pθ (Ω) ⊂ Lp
∗
θ (Ω) is also compact because of an non-compact group
with respect to the invariance of transformation. This fact makes us diﬃcult to
show the Palais-Smale condition by standard argument. To solve such diﬃculty, we
will focus on the ideas given by P. L. Lions, Chabrowski and others.
We introduce the following quotient:
Qλ,K,θ(u) :=
∫
Ω
epθ(x)|∇u(x)|pdx− λ
∫
Ω
epθ(x)g(x)|u(x)|pdx(∫
Ω
epθ(x)K(x)|u(x)|p∗dx
)p/p∗ . (3.1)
From the deﬁnition of V (x), one can express
∫
Ω
epθ(x)K(x)|u|p∗dx = ∫
Ω
V (x) ·
ep
∗θ(x)|u|p∗dx. So due to assumptions (B1) and (C1), Qλ,K,Ω : W 1,pθ (Ω) → R is
well deﬁned for every λ < λ1,g(θ). Deﬁne
Sλ,K,θ(Ω) := inf
u∈W 1,pθ (Ω)\{0}
Qλ,K,θ(u).
There is a close relationship between seeking critical points of Iθ and seeking a
minimizer of Sλ,K,θ(Ω). Furthermore
S∗0,θ(Ω) := inf
u∈W 1,pθ (Ω)\{0}
{∫
Ω
epθ|∇u|pdx
/(∫
Ω
ep
∗θ|u|p∗dx
)p/p∗}
.
This is the special case λ = 0, and V (x) ≡ 1 for Sλ,K,θ(Ω). Note that S∗0,θ(Ω) is the
best constant corresponding to the embedding W 1,pθ (Ω) ⊂ Lp
∗
θ (Ω). In case Ω = R
N
we denote Sλ,K,θ := Sλ,K,θ(R
N) and S∗0,θ := S
∗
0,θ(R
N ), respectively.
Finally, deﬁne S0(Ω) as follows;
S0(Ω) := inf
u∈D1,p0 (Ω)\{0}
{∫
Ω
|∇u|pdx
/(∫
Ω
|u|p∗dx
)p/p∗}
.
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We also denote S0 instead of S0(R
N ). Talenti [54] has shown that S0 is attained by
vε(x) :=
1
[ε+ |x− x0|p/(p−1)](N−p)/p (3.2)
for any ε > 0 and x0 ∈ RN .
In general, the embedding D1,p(RN) ⊂ Lp∗(RN ) is not compact because of the
unboudedness of domain. Also, there exists an non-compact group with respect to
the invariance of transformation. It is well known that these factors cause the lack of
compactness, which is a fatal deﬁciency for showing the Palais-Smale condition by a
standard argument. In order to resolve this point, P. L. Lions [43, 44] has established
an eﬀective method in the study of variational problems involving critical Sobolev
exponents as follows:
Proposition 3.1. (P. L. Lions [43, 44]) Let {un} be a sequence which converges to
u0 weakly in D
1,p(RN) such that νn := |un|p∗dx ⇁ ν and µn := |∇un|pdx ⇁ µ in
the weak∗-sense of measures (that is, µn and νn are weakly convergent sequences in
C0(R
N)). Then there exist at most countable index set J , a family {xj, j ∈ J} of
distinct points in RN and a family {νj , µj; j ∈ J} of positive numbers such that
ν = |u0|p∗dx +
∑
j∈J
νjδxj , µ ≥ |∇u0|pdx +
∑
j∈J
µjδxj ,
where δx is the Dirac-mass of mass 1 concentrated at x ∈ RN . In particular,
S0(νj)
p/p∗ ≤ µj for every j ∈ J and
∑
j∈J(νj)
p/p∗ < +∞.
It is well known that this proposition plays an important role when one encoun-
ters the lack of compactness due to the presence of critical Sobolev exponents.
In this chapter, our aim is to study carefully the behavior of sequences which
converges weakly in weighted Sobolev spaces W 1,pθ (Ω). We have to treat carefully
the measures µn := e
pθ(x)|∇un|pdx and νn := epθ(x)K(x)|un|p∗dx with unbounded
weight epθ(x).
Proposition 3.2. Let {un} be a bounded sequence which converges to u0 weakly
in W 1,pθ (Ω) (also converges weakly in D
1,p(RN) if we set un = u0 ≡ 0 in RN\Ω).
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Assume νn := |un|p∗dx ⇁ ν, µn := |∇un|pdx ⇁ µ, νn := epθ(x)K(x)|un|p∗dx ⇁ ν,
µn := e
pθ(x)|∇un|pdx ⇁ µ, ν∗n := ep∗θ(x)|un|p∗dx ⇁ ν∗ and µ∗n := epθ(x)|∇un|pdx ⇁
µ∗ in the weak∗-sense of measures. Then there exist at most countable index sets
J, J, J∗, families A = {xj, j ∈ J}, B = {xj, j ∈ J}, C = {x∗j , j ∈ J∗} of distinct
points in Ω, and sets {νj, µj ; j ∈ J}, {νj , µj; j ∈ J}, {ν∗j , µ∗j ; j ∈ J∗} of positive
numbers such that
(i) ν = |u0|p∗dx +
∑
j∈J
νjδxj , µ ≥ |∇u0|pdx +
∑
j∈J
µjδxj ,
(ii) ν = epθ(x)K(x)|u0|p∗dx +
∑
j∈J
νjδxj , µ ≥ epθ(x)|∇u0|pdx +
∑
j∈J
µjδxj ,
(iii) ν∗ = ep
∗θ(x)|u0|p∗dx +
∑
j∈J∗
ν∗j δx∗j , µ
∗ ≥ epθ(x)|∇u0|pdx +
∑
j∈J∗
µ∗jδx∗j .
Moreover, S0(νj)
p/p∗ ≤ µj for all j ∈ J , S0,K,θ(νj)p/p∗ ≤ µj for all j ∈ J and
S∗0,θ(ν
∗
j )
p/p∗ ≤ µ∗j for all j ∈ J∗. In particular,
∑
j∈J(νj)
p/p∗,
∑
j∈J(νj)
p/p∗ and∑
j∈J∗(ν
∗
j )
p/p∗ are bounded.
Proposition 3.1 is mainly shown in P. L. Lions [43, 44], and can also be found in
the monograph of Struwe [52, pp. 44-46]. Similar to their explanation, we can prove
Proposition 3.2. From these propositions, one can understand the behavior of weak
convergent sequences at bounded points in detail, which converges weakly in some
Sobolev spaces. Roughly speaking, these are only concerned with concentrations of
a weakly convergent sequence at local points and do not provide any information
about the loss of mass of a sequence at inﬁnity.
Proposition 3.3. (Ben-Naoum, Troestler, Willem [11], Bianchi, Chabrowski and
Szulkin [13]) Let {un} ⊂ D1,p(RN) satisfy the conditions of Proposition 3.1. Deﬁne
ν∞ := lim
R→∞
lim
n→∞
∫
|x|>R
|un|p∗dx, µ∞ := lim
R→∞
lim
n→∞
∫
|x|>R
|∇un|pdx.
Then
lim
n→∞
∫
RN
|un|p∗dx =
∫
RN
dν + ν∞, lim
n→∞
∫
RN
|∇un|pdx =
∫
RN
dµ + µ∞,
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and S0(ν∞)p/p
∗ ≤ µ∞.
Proposition 3.4. (Chabrowski [22]) Let Ω ⊂ RN be a general unbounded domain.
Let {un} ⊂ D1,p0 (Ω) satisfy the conditions of Proposition 3.1. Deﬁne
ν∞,Ω := lim
R→∞
lim
n→∞
∫
Ω∩{|x|>R}
|un|p∗dx, µ∞,Ω := lim
R→∞
lim
n→∞
∫
Ω∩{|x|>R}
|∇un|pdx.
Then
lim
n→∞
∫
Ω
|un|p∗dx =
∫
Ω
dν + ν∞,Ω, lim
n→∞
∫
Ω
|∇un|pdx =
∫
Ω
dµ + µ∞,Ω,
and S0(Ω)(ν∞,Ω)p/p
∗ ≤ µ∞,Ω.
Applying the idea of Propositions 3.3 and 3.4 to {un} ⊂ W 1,pθ (Ω), we can obtain
the following.
Proposition 3.5. Let Ω ⊂ RN be a general unbounded domain. Let {un} ⊂
W 1,pθ (Ω) satisfy the conditions of Proposition 3.2. Deﬁne
ν∞,Ω := lim
R→∞
lim
n→∞
∫
Ω∩{|x|>R}
epθK|un|p∗dx,
µ∞,Ω := lim
R→∞
lim
n→∞
∫
Ω∩{|x|>R}
epθ|∇un|pdx,
ν∗∞,Ω := lim
R→∞
lim
n→∞
∫
Ω∩{|x|>R}
ep
∗θ|un|p∗dx.
Then
lim
n→∞
∫
Ω
epθK|un|p∗dx =
∫
Ω
dν + ν∞,Ω,
lim
n→∞
∫
Ω
epθ|∇un|pdx =
∫
Ω
dµ+ µ∞,Ω,
lim
n→∞
∫
Ω
ep
∗θ|un|p∗dx =
∫
Ω
dν∗ + ν∗∞,Ω,
where
S0,K,θ(Ω)(ν∞,Ω)p/p
∗ ≤ µ∞,Ω and S∗0,θ(Ω)(ν∗∞,Ω)p/p
∗ ≤ µ∞,Ω.
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Here ν∞ and µ∞ in Proposition 3.3 are ﬁrst introduced by Bianch, Chabrowski
and Szulkin [13]. Simple proofs of the inequalities corresponding to these mass can
be founded in Ben-Naoum, Troestler and Willem [11, Lemma 3.3]. Also µ∞,Ω and
ν∞,Ω in Proposition 3.4 are introduced by Chabrowski [22, Proposition 3]. Similarly
to their proof, we can show Proposition 3.5.
Proof of Proposition 3.5. We only check the behavior of the sequences µn and νn.
Let {un} ⊂ W 1,pθ (Ω) be a sequence which converges to u0 weakly in W 1,pθ (Ω). Deﬁne
φR ∈ C∞(RN ) be a non-negative function satisfying 0 ≤ φR ≤ 1 and
φR :=
{
0 in BR(0),
1 in RN\B2R(0).
Note that unφR ∈W 1,pθ (Ω) for any R > 0. From the deﬁnition of S0,K,θ(Ω), we have
S0,K,θ(Ω)
(∫
Ω
epθK|unφR|p∗dx
)p/p∗
≤
∫
Ω
epθ|∇(unφR)|pdx (3.3)
for all n ∈ N and R > 0. It is easy to see that∫
Ω∩{|x|>2R}
epθK|un|p∗dx ≤
∫
Ω
epθK|unφR|p∗dx ≤
∫
Ω∩{|x|>R}
epθK|un|p∗dx. (3.4)
Taking lim supn→∞ and R →∞ in (3.4) yields
lim
R→∞
lim
n→∞
∫
Ω
epθK|unφR|p∗dx = ν∞,Ω. (3.5)
On the other hand, if we use the mean value theorem,∫
Ω
epθ|∇unφR + un∇φR|pdx
≤
∫
Ω
epθ
(
|∇unφR|p + C(p)(|∇unφR|p−1 + |un∇φR|p−1)|un∇φR|
)
dx
(3.6)
where C(p) > 0 is a constant which is depending on p. One can easily seen from
the deﬁnition of µ∞,Ω that
lim
R→∞
lim
n→∞
∫
Ω
epθ|∇unφR|pdx ≤ µ∞,Ω. (3.7)
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Indeed, for any R > 0,∫
Ω
epθ|∇unφR|pdx ≤
∫
Ω∩{|x|>R}
epθ|∇un|pdx, (3.8)
for all n ∈ N; thus taking lim supn→∞ and R → ∞ in (3.8) yields (3.7). By using
Young’s inequality, for any δ > 0 there exists C(δ) > 0 such that∫
Ω
epθ|∇unφR|p−1|un∇φR|dx
≤ δ
∫
Ω
epθ|∇unφR|pdx + C(δ)
∫
Ω
epθ|un∇φR|pdx.
(3.9)
From (3.7), it is obvious that the ﬁrst integral of right-hand side of (3.9) is less than
δµ∞,Ω as n→∞ and R →∞. By using the idea given in Lemma 4.4, we have∫
Ω
epθ|un∇φR|pdx ≤ C
(∫
Ω∩{R<|x|<2R}
epθ|un|p∗dx
)p/p∗
≤ C
(∫
Ω
epθ|un|p∗φˆRdx
)p/p∗ (3.10)
where φˆR ∈ C∞0 (RN ) is a cut-oﬀ function satisfying 0 ≤ φˆR ≤ 1 and
φˆR :=
{
1 in T (R, 2R),
0 in RN\T (R/2, 4R). (3.11)
From the deﬁnition of ν∗n, taking lim supn→∞ in (3.10) yields
lim
n→∞
∫
Ω
epθ|un∇φR|pdx ≤ C

∫
Ω
ep
∗θ|u0|p∗φˆRdx +
∑
j∈J∗4R\J∗R/2
ν∗j


p/p∗
where
J∗R := {j ∈ J∗ |x∗j ∈ BR(0)}.
From the deﬁnition of ν∗j , for any  > 0 there exists R > 0 satisfying∑
j∈J∗\J∗
R/2
ν∗j < 
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So
lim
n→∞
∫
Ω
epθ|un∇φR|pdx ≤ C
(∫
Ω
ep
∗θ|u0|p∗φˆRdx + 
)p/p∗
+ 
≤ C
(∫
Ω
ep
∗θ|u0|p∗φˆRdx
)p/p∗
+ 2 ≤ 3
if we take R > 0 suﬃciently large.
I2 ≤ δµ∞,Ω + C ′(δ).
where C ′(δ) > 0 is independent of . Finally, we can estimate
lim
n→∞
∫
Ω
epθ|un∇φR|pdx ≤ 
for suﬃciently large R > 0.
Combining these arguments,
lim
R→∞
lim
n→∞
∫
Ω
epθ|∇(unφR)|pdx ≤ (1 + C1(p)δ)µ∞,Ω + C1(δ) (3.12)
with some C1(p), C1(δ) > 0 if we take lim supn→∞ and R→∞ in (3.6). Combining
(3.3), (3.5) and (3.12),
S0,K,θ(Ω)(ν∞,Ω)p/p
∗ ≤ (1 + C1(p)δ)µ∞,Ω + C1(δ) (3.13)
Since  > 0 is arbitrary, taking → 0 in (3.13) yields
S0,K,θ(Ω)(ν∞,Ω)p/p
∗ ≤ (1 + C1(p)δ)µ∞,Ω.
Due to the fact that δ > 0 is arbitrary, we can obtain
S0,K,θ(Ω)(ν∞,Ω)p/p
∗ ≤ µ∞,Ω.
Next we will verify
lim
n→∞
∫
Ω
epθK|un|p∗dx =
∫
Ω
dν + ν∞,Ω (3.14)
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and
lim
n→∞
∫
Ω
epθ|∇un|pdx =
∫
Ω
dµ + µ∞,Ω. (3.15)
We will only check (3.14). Note that∫
Ω
epθK|un|p∗dx =
∫
Ω
epθK|un|p∗ϕRdx +
∫
Ω
epθK|un|p∗(1− ϕR)dx. (3.16)
where ϕR(x) = ϕ(x/R) is given in (1.21). From the deﬁnition of {νn}, we have
lim
n→∞
∫
Ω
epθK|un|p∗ϕRdx =
∫
Ω
ϕRdν (3.17)
and the right-hand side of (3.17) tends to
∫
Ω
dν as R → ∞. Thus for any δ > 0
there exists R > 0 such that ∣∣∣∣
∫
Ω
dν −
∫
Ω
ϕRdν
∣∣∣∣ < δ (3.18)
On the other hand, the second integral of the right-hand side of (3.16) is∫
Ω(2R)
epθK|un|p∗dx ≤
∫
Ω
epθK|un|p∗(1− ϕR)dx ≤
∫
Ω(R)
epθK|un|p∗dx (3.19)
with Ω(R) := Ω ∩ {|x| > R} and taking lim supn→∞ and R→∞ in (3.19) yields
lim
R→∞
lim
n→∞
∫
Ω
epθK|un|p∗(1− ϕR)dx = ν∞,Ω (3.20)
From (3.20), for any δ > 0 there exists R > 0 such that∣∣∣∣ ν∞,Ω − limn→∞
∫
Ω
epθK|un|p∗(1− ϕR)dx
∣∣∣∣ < δ (3.21)
Combining (3.16), (3.18) and (3.21), taking suﬃciently large R > 0 yields∣∣∣∣ limn→∞
∫
Ω
epθK|un|p∗dx−
(∫
Ω
dν + ν∞,Ω
) ∣∣∣∣ < 2δ. (3.22)
Since δ > 0 is arbitrary, then we can check (3.14) from (3.22). By using the similar
argument, we can also verify (3.15). So we complete the proof.
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Lemma 3.1. Let V (x) = e(p−p
∗)θ(x)K(x) ∈ L∞(Ω) and deﬁne V ∗(∞) := lim
|x|→∞
V (x).
Then ν∞,Ω ≤ V ∗(∞)ν∗∞,Ω.
Proof. For any ε > 0, choose suﬃciently large R0 = R0(ε) > 0 such that V (x) ≤
V ∗(∞) + ε for all |x| ≥ R0. Hence if R > R0, then∫
Ω∩{|x|>R}
epθ(x)K(x)|un|p∗dx =
∫
Ω∩{|x|>R}
V (x)ep
∗θ(x)|un|p∗dx
≤ (V ∗(∞) + ε)
∫
Ω∩{|x|>R}
ep
∗θ(x)|un|p∗dx.
(3.23)
Letting n→∞ and R→∞, we get
ν∞,Ω = lim
R→∞
lim
n→∞
∫
Ω∩{|x|>R}
epθ(x)K(x)|un|p∗dx ≤ (V ∗(∞) + ε)ν∗∞,Ω. (3.24)
Since ε > 0 is arbitrary, it is easy to complete the proof.
Remark 3.1. If we set V∗(∞) := lim
|x|→∞
V (x), we can estimate ν∞,Ω from below.
Similar to (3.23), for any ε > 0 there exists R1 = R1(ε) > 0 such that V∗(x) ≥
V (∞)− ε for all |x| ≥ R1. Hence if V∗(∞) > 0, then∫
Ω∩{|x|>R}
epθ(x)K(x)|un|p∗dx =
∫
Ω∩{|x|>R}
V (x)ep
∗θ(x)|un|p∗dx
≥ (V∗(∞)− ε)
∫
Ω∩{|x|>R}
ep
∗θ(x)|un|p∗dx
(3.25)
for all R > R1. Letting n→∞ and R → 0 in (3.25), we get
ν∞,Ω = lim
R→∞
lim
n→∞
∫
Ω∩{|x|>R}
epθ(x)K(x)|un|p∗dx ≥ (V∗(∞)− ε)ν∗∞,Ω. (3.26)
Consequently we can derive that if V∗(∞) > 0, then ν∞,Ω ≥ V∗(∞)ν∗∞,Ω from (3.26).
Moreover, if V (∞) := lim
|x|→∞
V (x) exists, then we can obtain ν∞,Ω = V (∞)ν∗∞,Ω from
(3.24) and (3.26).
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4 Existence results for some quasilinear elliptic
equations in an unbouded domain
4.1 Subcritical case
In this chapter, we will give only the proof of Theorem 1.2 because equation (1.1) is
a special case of (1.8). We will apply the Mountain Pass Theorem to Iθ(u) in order
to construct a non-trivial weak solution of (1.8). First we will introduce the notion
given by Ambrosetti-Rabinowitz [7].
Theorem 4.1. (Ambrosetti-Rabinowitz [7], Rabinowitz [51]) Let Z be a real Ba-
nach space and J ∈ C1(Z,R) with J(0) = 0. Suppose
there exist ρ, r > 0 such that J(u) ≥ r when ‖u‖ = ρ,
there exists e0 ∈ Z such that J(e0) ≤ 0.
(4.1)
Then there exists a sequence {un} ⊂ Z such that{
J(un)→ c
J ′(un)→ 0 in Z∗
where
c := inf
γ∈Γ
max
0≤t≤1
J(γ(t)), c ≥ r
and
Γ = {γ ∈ C([0, 1], Z)|γ(0) = 0, γ(1) = e0}.
To show the existence of critical point of J(u), it is important to check Palais-
smale condition. We say Palais-smale condition if the sequence {un} ⊂ Z satisfying
J(un)→ c ∈ R\{−∞,∞} and J ′(un)→ 0 has a convergent subsequence in Z.
Deﬁne the functional Iθ by (1.12) in chapter 1. Set X = W
1,p
θ (Ω) and deﬁne
‖u‖pX := |∇u|pp,θ,Ω =
∫
Ω
epθ|∇u|p dx.
By Theorem 2.2, ‖ · ‖X gives an equivalent norm with | · |1,p,θ,Ω in X. Moreover, our
assumptions on θ, g, K and f assure that Iθ(u) is well deﬁned for every u ∈ X. For
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this purpose, it is suﬃcient to check the following conditions on Iθ;
(i) Iθ satisﬁes the Palais-Smale condition,
(ii) there exist positive numbers d and ρ such that Iθ(u) ≥ d for ‖u‖X = ρ,
(iii) there exists u∗ ∈ X such that ‖u∗‖X > ρ and Iθ(u∗) ≤ 0.
Lemma 4.1. Assume (A1)′, (B1), (F1) and (K1). For every λ < λ1,g(θ), any
sequence {un} satisfying
Iθ(un)→ bθ, (4.2)
I ′θ(un)→ 0 in (W 1,pθ (Ω))∗ (4.3)
contains a convergent subsequence in W 1,pθ (Ω).
Proof. Assume that {un}n ⊂ X satisﬁes (4.2) and (4.3). Consequently, if n is large,
µbθ + 1 + ‖un‖X ≥ µIθ(un)− I ′θ(un)un
≥ c(λ)
(µ
p
− 1
)
‖un‖pX
with c(λ) := min{1, 1 − λ/λ1,g(θ)}. Since {un}n is bounded in X (note µ > p and
λ < λ1,g(θ)), we may assume, (taking a subsequence {un′}n′ if necessary)
un′ ⇀ u0 in X and un′ → u0 in Lqθ(Ω) for any q ∈ [p, p∗). (4.4)
Moreover, we have ∫
Ω
gupn′dx→
∫
Ω
gup0dx
as n′ →∞ from (B1). Now we deﬁne
Nf (φ) :=
∫
Ω
epθKf(un′)φdx for all φ ∈ X.
By Ho¨lder’s inequality,
Nf (un′ − u0) ≤ ‖e(p−κ−1)θK‖q1,Ω · ‖eκθf(un′)‖q2,Ω · ‖eθ(un′ − u0)‖q3,Ω (4.5)
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where
∑3
j=1 q
−1
j = 1 with qj > 1. From our assumption, one can choose qj (j = 2, 3)
satisfying
p ≤ κq2 ≤ p∗, p ≤ q3 < p∗. (4.6)
Indeed, we can estimate (4.5) in detail as
Nf (un′ − u0) ≤ c1‖e(p−κ−1)θK‖r,Ω · |un′|κβ,θ,Ω · |un′ − u0|β,θ,Ω (4.7)
with
β =
{
r(κ + 1)/(r − 1) if r < +∞,
κ+ 1 if r = +∞.
Because of r > p∗/(p∗ − κ − 1) and p < κ + 1 < p∗, one can check that β satisfy
(4.6). Consequently, the second term in the right-hand side of (4.7) is bounded and
the third converges to zero as n′ → +∞ by Theorem 2.1. So
Nf (un′ − u0)→ 0 as n′ →∞. (4.8)
In view of (4.3), there exists a sequence {εn′} ↘ 0 such that∫
Ω
epθ
[|∇un′|p−2∇un′ · ∇φ− λg|un′ |p−2un′φ−Kf(un′)φ] dx ≤ εn′‖φ‖X (4.9)
for all φ ∈ X. Putting φ = un′ − u0 in (4.9) and using (4.4) we have∫
Ω
epθ|∇un′|pdx
≤
∫
Ω
epθ|∇un′|p−2∇un′ · ∇u0dx + Nf (un′ − u0) + εn′‖un′ − u0‖X + o(1)
≤ ‖un′‖p−1X · ‖u0‖X + Nf (un′ − u0) + εn′‖un′ − u0‖X + o(1).
By (4.8), (see Dinca, Jebelean and Mawhin [26])
lim sup
n′→∞
‖un′‖pX ≤ lim sup
n′→∞
‖un′‖p−1X ‖u0‖X.
Thus we obtain the following relation
‖u0‖X ≤ lim inf
n′→∞
‖un′‖X ≤ lim sup
n′→∞
‖un′‖X ≤ ‖u0‖X,
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which means limn′→∞ ‖un′‖X = ‖u0‖X . Since W 1,pθ (Ω) is a uniformly convex Banach
space, one can see (e.g., see Bre´zis [15, Proposition III.30])
un′ → u0 in X.
Thus Iθ satisﬁes the Palais-Smale condition.
Lemma 4.2. Assume (A1)′, (B1), (F1) and (K1). Then
(1) there exist positive numbers d and ρ such that Iθ(u) ≥ d for ‖u‖X = ρ,
(2) there exists u∗ ∈ X such that ‖u∗‖X > ρ and Iθ(u∗) ≤ 0.
Proof. First we will check (1). Taking account of (f.3) and assumption on K, we get
Iθ(u) ≥ c(λ)
p
‖u‖pX − a1
∫
Ω
e(κ+1)θ · e(p−κ−1)θK · |u|κ+1 dx
≥ a2‖u‖pX − a3‖e(p−κ−1)θK‖r,Ω · |u|κ+1β,θ,Ω
≥ a2‖u‖pX − a4‖u‖κ+1X .
Since κ + 1 > p and a2 is positive, Iθ(u) is positive if ‖u‖X is suﬃciently small.
Next we will verify (2). Choose v0 ∈ X such that ‖v0‖X = 1 and v0 > 0. Now
(f.2) implies that F (u) ≥ Auµ for all u > 0 with some A > 0,
Iθ(tv0) ≤ a5tp − a6tµ
∫
Ω
epθ|v0|µKdx.
Then we obtain (iii) for suﬃciently large t.
Proof of Theorem 1.2. It is easy to see from Lemma 4.2 that Iθ(u) satisﬁes (4.1).
So one can apply the Mountain Pass Theorem given in Theorem 4.1. On the other
hand, one can check the Palais-Smale condition from Lemma 4.1, which yields the
existence of solution of (1.8) in W 1,pθ (Ω).
In the rest of this proof, we only have to show there exists a non-negative solution
of (1.8) in case f(u) = |u|q−2u. We introduce a Rayleigh quotient;
Qλ,θ,K,q(u) :=
∫
Ω
epθ|∇u|pdx − λ
∫
Ω
epθg|u|pdx(∫
Ω
epθK|u|qdx
)p/q .
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We also introduce Sλ,θ,K,q(Ω) := inf{Qλ,θ,K,q(u); u ∈ W 1,pθ (Ω)\{0}}. We can show
that if u0 ∈W 1,pθ (Ω) is a mini-max point of Iθ;
Iθ(u0) = inf
γ∈Γ
max
t∈[0,1]
Iθ(γ(t)) := bθ,
then u0 satisﬁes Qλ,θ,K,q(u0) = Sλ,θ,K,q(Ω). Indeed, for any u ∈ W 1,pθ (Ω)\{0}, we
have
bθ ≤ max
0≤t≤∞
Iθ(tu
∗) = max
0≤t≤∞
(
tp
p
Qλ,θ,K,q(u
∗)− t
q
q
)
=
[(
1
p
− 1
q
)
Qλ,θ,K,q(u
∗)
]q/(q−p)
with u∗ = u/‖epθK|u|q‖1,Ω. Thus
bθ ≤
[(
1
p
− 1
q
)
Sλ,θ,K,q(Ω)
]q/(q−p)
.
On the other hand, if u0 ∈W 1,pθ (Ω) is a mini-max point of Iθ, then we have
〈I ′θ(u0), u0〉X =
∫
Ω
epθ(|∇u0|p − λg|u0|p −K|u0|q)dx = 0. (4.10)
Then we can show
Qλ,θ,K,q(u0) =
(∫
Ω
epθ(|∇u0|p − λg|u0|p)dx
)1−p/q
=
[(
1
p
− 1
q
)−1
Iθ(u0)
](q−p)/q
=
[(
1
p
− 1
q
)−1
bθ
](q−p)/q
from (4.10), which yields
bθ ≥
[(
1
p
− 1
q
)
Qλ,θ,K,q(u0)
]q/(q−p)
.
Consequently, one can easily shown that Qλ,θ,K,q has its inﬁnimum (this is also global
minimum) at u = u0. It is clear that u = |u0| is also a global minimizer of Qλ,θ,K,q,
which allows that u0 is non-negative. On the other hand, it is well known that
minimizer of Qλ,θ,K,q is a solution of (1.8) in case f(u) = |u|q−2u. So we can show
that there exists a non-negative solution of (1.8) in such case. This completes the
proof.
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4.2 Critical case
To seek for critical points of Iθ in case q = p
∗, we also use the standard variational
argument.
Lemma 4.3. Assume (A1), (B1) and (C1). For every λ < λ1,g(θ), any sequence
{un} satisfying
Iθ(un)→ bθ, (4.11)
I ′θ(un)→ 0 in (W 1,pθ (Ω))∗ (4.12)
contains a convergent subsequence in W 1,pθ (Ω), provided that
0 < bθ <
1
N
(S0,K,θ(Ω))
N/p (:= b∗θ),
where Γ : [0, 1] → W 1,pθ (Ω) is a set of continuous paths which connect 0 and u
satisfying Iθ(u) < 0.
To show this Lemma, we will prepare some preliminary results concerned with
W 1,pθ (Ω)
Lemma 4.4. For any ε > 0 and x∗ ∈ Ω, there exists a constant C > 0, which is
independent of ε and x∗, such that∫
Ω
epθ|u∇ϕε(x− x∗)|pdx ≤ C
(∫
Ω(x∗,ε)
ep
∗θ|u|p∗dx
)p/p∗
for all u ∈W 1,pθ (Ω) where Ω(x∗, ε) := Ω ∩ T (x∗; ε, 2ε).
Proof. As in the proof of Zhu [59, Lemma 2.4], using Ho¨lder’s inequality we get∫
Ω
epθ|u∇ϕε(x− x∗)|pdx
≤ ε−p
(∫
Ω(x∗,ε)
ep
∗θ|u|p∗dx
)p/p∗(∫
Ω(x∗,ε)
∣∣∣∇ϕ(x− x∗
ε
)∣∣∣p∗p/(p∗−p)dx)(p∗−p)/p∗
≤ C
(∫
Ω(x∗,ε)
ep
∗θ|u|p∗dx
)p/p∗
.
This completes the proof.
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Lemma 4.5. If w ∈ W 1,pθ (Ω), then wϕε(x − x∗) ∈ W 1,pθ (Ω) for any ε > 0 and
x∗ ∈ Ω.
Proof. It is suﬃcient to discuss the case x∗ = 0. Let ε > 0 be ﬁxed; then
|wϕε|p1,p,θ,Ω = |wϕε|pp,θ,Ω + |∇(wϕε)|pp,θ,Ω
≤ |w|pp,θ,Ω + C(|∇wϕε|pp,θ,Ω + |w∇ϕε|pp,θ,Ω).
From Theorem 2.2 and Lemma 4.4, one can show |w∇ϕε|pp,θ,Ω ≤ C|w|pp∗,θ,Ω ≤
C ′|w|p1,p,θ,Ω with some C ′ > 0 independent of ε. Hence the proof is complete.
Proof of Lemma 4.3. Set X = W 1,pθ (Ω) and
‖u‖pX := |∇u|pp,θ,Ω =
∫
Ω
epθ|∇u|pdx.
Assume that {un}n ⊂ X satisﬁes (4.11) and (4.12). Consequently, if n is suﬃciently
large,
p∗Iθ(un)− 〈I ′θ(un), un〉X ≤ (p∗ + 1)bθ + ‖un‖X .
Because of λ < λ1,g(θ),(p∗
p
− 1
)
c(λ)‖un‖pX ≤ (p∗ + 1)bθ + ‖un‖X (4.13)
with c(λ) = min{1, 1− λ/λ1,g(θ)} > 0. Here ‖un‖X is bounded from above inequal-
ity; so there exists a subsequence (still denoted by {un}) such that
un ⇀ u0 weakly in X.
We consider the natural extension of un and u0 by setting un = u0 ≡ 0 in RN\Ω.
Without loss of generality, we may also assume{
un ⇀ u0 weakly in W
1,p
θ (R
N),
un(x) → u0(x) a.e. in x ∈ RN .
From (4.11), we have to treat µn = e
pθ(x)|∇un|pdx and νn = epθ(x)K(x)|un|p∗dx
mainly. So we will apply the Concentration-Compactness Principle and study µn
and νn. as n→∞ for any φ ∈ X. First we will carefully study concentration points
given in Proposition 3.2.
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Lemma 4.6. Let {un} be a sequence satisfying (4.11) and (4.12). Set B = {xj, j ∈
J} given in Proposition 3.2. If B is not empty, then the number of element of B is at
most ﬁnite and the all of element of B is isolated in Ω. Moreover, νj ≥ (S0,K,θ(Ω))N/p
for every j ∈ J.
If Ω = RN , we can derive the following lemma.
Lemma 4.7. Let {un} be a sequence satisfying (4.11) and (4.12). Set A = {xj, j ∈
J}, B = {xj, j ∈ J} and C = {x∗j , j ∈ J∗} given in Proposition 3.2. If B is not
empty, then the numbers of elements of A, B and C are at most ﬁnite and the all
of elements of A, B and C are isolated in RN . Moreover,
(i) {xj, j ∈ J} = {xj , j ∈ J} = {x∗j , j ∈ J∗},
(ii) νj = e
pθ(xj)K(xj)νj and ν
∗
j = e
p∗θ(xj)νj for every j ∈ J ,
(iii) νj ≥ SN/p0 ‖V ‖−(N−p)/p∞ for every j ∈ J .
Proofs of Lemmas 4.6 and 4.7. Let {un} be a sequence satisfying (4.11) and (4.12).
Note that (4.12) implies 〈I ′θ(un), φ〉X → 0 for any φ ∈ X; that is,∫
Ω
epθ|∇un|p−2∇un · ∇φdx−
∫
Ω
epθ(λg|un|p−2un + K|un|p∗−2un)φ dx→ 0 (4.14)
as n→∞. First of all, we will show Lemma 4.6.
Suppose B is a non-empty set. Choose x∗j ∈ B and ﬁxed. Corresponing to this
point, deﬁne ϕr,j(x) := ϕr(x−x∗j ). Because of unϕr,j ∈W 1,pθ (Ω), 〈I ′θ(un), unϕr,j〉X →
0 implies ∫
Ω
epθ(x)|∇un|pϕr,jdx +
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ϕr,jundx
=
∫
Ω
epθ(x)(λg(x)|un|p + K(x)|un|p∗)ϕr,jdx + o(1)
(4.15)
as n → ∞. From Lemma 4.4, one can estimate the second term of the left-hand
side of (4.15) as∣∣∣∣
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ϕr,jundx
∣∣∣∣ ≤ C(
∫
T (x∗j ;r,2r)
ep
∗θ(x)|un|p∗dx
)1/p∗
≤ C
(∫
Ω
ep
∗θ(x)|un|p∗Φr,j(x)dx
)1/p∗ (4.16)
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where Φr,j ∈ C0(Ω) satisﬁes Φr,j ≥ 0 and
Φr,j(x) :=
{
1 if x ∈ T (x∗j , r, 2r),
0 if x ∈ T (x∗j , r/2, 4r).
If we take lim
n→∞
in (4.16), we get from Proposition 3.2 that
lim
n→∞
∣∣∣∣
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ϕr,jundx
∣∣∣∣
≤ C
(∫
Ω
Φr,jdν
)1/p∗
≤ C
(∫
T (x∗j ,r/2,4r)
ep
∗θ(x)|u0|p∗Φr,jdx +
∑
j∈J∗(4r)
ν∗j
)1/p∗
(4.17)
where
J∗(r) := {j ∈ J∗ | x∗j 
= x∗j and x∗j ∈ Br(x∗j)}.
Due to the fact that ν∗j ≥ 0 and
∑
j∈J∗ ν
∗
j < +∞, for any δ > 0 there exists r1 > 0
such that ∑
j∈J∗(4r1)
ν∗j <
1
2
δ1/p
∗
. (4.18)
On the other hand, for any δ > 0 there exists r2 > 0 such that∫
T (x∗j ,r2/2,4r2)
ep
∗θ|u0|p∗Φr,jdx < 1
2
δ1/p
∗
. (4.19)
Taking r0 = min{r1, r2} in (4.17) yields
lim
n→∞
∣∣∣∣
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ϕr,jundx
∣∣∣∣ ≤ Cδ (4.20)
Similarly, Since the embedding W 1,pθ (Ω) ⊂ Lqθ(Ω) is compact for q < p∗, it follows
that
lim
n→∞
∫
Ω
epθ(x)g(x)|un|pϕr,j dx
≤ ‖g(·)‖r,Ω · lim
n→∞
(∫
Ω∩{|x|≤2r}
eqθ(x)|un|qdx
)p/q (4.21)
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with 1/r + p/q = 1. The right-hand sides of (4.21) also tends to 0 as r → 0.
Thus for any δ > 0 there exists r3 > 0 such that the left-hand side of (4.21) is
less than δ for any r ≤ r3. Letting n → ∞ in (4.15), for any δ > 0 there exists
suﬃciently small r > 0 satisfying∫
Ω
ϕr,jdµ ≤
∫
Ω
ϕr,jdν + C1δ (4.22)
with some C1 > 0 from Proposition 3.2. By the regularity properties of the Borel
measures µ and ν, 

∫
Ω
ϕr,jdµ ≥ ν({x∗j}) = µj,∫
Ω
ϕr,jdµ ≤ νj + δ
(4.23)
for r < r4 with some r4 > 0. Indeed, the ﬁrst inequality of (4.23) is obvious from
the deﬁnition of µ. On the other hand, from the deﬁnition of ν, one can estimate
the left-hand side of the second inequality of (4.23) as∫
Ω
ϕr,jdµ ≤
∫
B2r(x∗j )
epθK|u0|p∗dx +
∑
j∈J(2r)
νj (4.24)
for any r > 0 where
J(r) := {j ∈ J | x∗j 
= x∗j and x∗j ∈ Br(x∗j )}.
Similar to (4.18) and (4.19), there exists r4 > 0 such that∑
j∈J(2r4)
νj <
1
2
δ
and ∫
B2r4(x
∗
j )
epθK|u0|p∗dx < 1
2
δ
for all r < r4. So we can assure the second inequality of (4.23) with suﬃciently
small r > 0. Consequently, if we take r → 0 in (4.22), then
0 ≤ S0,K,θ(Ω)(νj)p/p∗ ≤ µj ≤ νj + Cδ. (4.25)
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with some C > 0 from Proposition 3.2. Since δ > 0 is arbitrary, (4.25) implies
νj ≥
(
S0,K,θ(Ω)
)N/p
, which gives us that J is a ﬁnite set.
Next we will show Lemma 4.7. Similarly to the above arguments, we will prove
that J and J∗ are ﬁnite sets. It is suﬃcient to repeat the above procedure. Suppose
that both of A and C are non-empty sets. Choose xj ∈ A, x∗j ∈ C and ﬁxed.
Corresponding to these points, deﬁne ϕr,j(x) = ϕr(x−xj) and ϕ∗r,j(x) = ϕr(x−x∗j),
respectively. From the continuity of θ and K (also V ), for any  > 0 there exists
r > 0 satisfying
(epθ(xj) − )
∫
Ω
|∇un|pϕr,jdx +
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ϕr,jundx
≤ λ
∫
Ω
epθ(x)g(x)|un|pϕr,jdx + (epθ(xj)K(xj) + )
∫
Ω
|un|p∗ϕr,jdx + o(1)
(4.26)
and ∫
Ω
epθ(xj)|∇un|pϕr,jdx +
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ϕr,jundx
≤ λ
∫
Ω
epθ(x)g(x)|un|pϕr,jdx + (V (xj) + )
∫
Ω
ep
∗θ|un|p∗ϕr,jdx + o(1)
(4.27)
as n→∞. From (4.20) and (4.21), letting n→∞ yields
(epθ(xj) − )
∫
RN
ϕr,jdµ ≤
(
epθ(x)K(x) + 
)∫
RN
ϕr,jdν + C2δ (4.28)
and ∫
RN
ϕ∗r,jdµ
∗ ≤
(
V (x∗j) + 
)∫
RN
ϕ∗r,jdν
∗ + C3δ (4.29)
for any δ > 0 from (4.26) and (4.27), respectively. By letting r → 0 in (4.28) and
(4.29), we get from the arbitrariness of  > 0 that
µj ≤ K(xj)νj + C2δ for every j ∈ J (4.30)
and
µ∗j ≤ V (x∗j)ν∗j + C3δ for every j ∈ J∗. (4.31)
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Combining (4.31) and Proposition 3.2, we can obtain ν∗j ≥
(
S∗0,θ‖V ‖∞
)−N/p
for every
j ∈ J∗ from the arbitrariness of δ > 0, which implies that J∗ is a ﬁnite set. Similarly
to the above argument, one can derive
νj ≥
(
S0/K(xj)
)N/p
for every j ∈ J (4.32)
from (4.30). In general, we can not show that J is a ﬁnite set because it may occur
K(xj)→∞.
Now we prove that if R is suﬃciently large, then A ⊂ BR(0). Now that θ(x) is
a non-negative function,∫
RN
|un|p∗φ(x)dx ≤
∫
RN
ep
∗θ(x)|un|p∗φ(x)dx (4.33)
for any m ∈ N and φ ∈ C0(RN). Since C (or J∗) is a ﬁnite set, there exists a
suﬃciently large R > 0 such that C ⊂ BR/2(0). If we set AR := {x ∈ A|x 
∈ BR(0)},
then we can prove AR = ∅ as follows. Choose xj ∈ AR and put φ(x) = ϕr(x − xj)
in (4.33). Taking n→∞ in (4.33), we have∫
RN
ϕr(x− xj)dν ≤
∫
RN
ϕr(x− xj)dν∗ (4.34)
for all r > 0. Recalling xj 
∈ C , for any δ > 0 there exists r5 > 0 such that the
left-hand side of (4.34) is bigger than νj and the reft-hand side is less than δ for all
r < r5. Finally taking r → 0 in (4.34) and one can easily see that νj ≤ δ for every
xj ∈ AR. Since δ > 0 is arbitrary, we can conclude that νj = 0 and which implies
A ⊂ BR(0). From (4.32), it is easily seen that νj ≥ (S0/‖K‖∞,BR(0))N/p for every
j ∈ J . Thus J is a ﬁnite set.
Next we will study the relation between A = {xj, j ∈ J} and B = {xj, j ∈ J}.
By deﬁnition of νn and νn, we have∫
RN
ϕr(x− x∗)dνn =
∫
RN
epθ(x)K(x)ϕr(x− x∗)dνn (4.35)
for all r > 0, n ∈ N and x∗ ∈ RN . From the continuity of epθ(x)K(x), for any δ > 0
there exists r > 0 satisfying(
epθ(x∗)K(x∗) − δ
) ∫
RN
ϕr(x− x∗)dνn ≤
∫
RN
ϕr(x− x∗)dνn (4.36)
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and ∫
RN
ϕr(x− x∗)dνn ≤
(
epθ(x∗)K(x∗) + δ
)∫
RN
ϕr(x− x∗)dνn (4.37)
for all n ∈ N. Letting n→∞ in (4.36) and (4.37), then
(
epθ(x∗)K(x∗)− δ
) ∫
RN
ϕr(x− x∗)dν ≤
∫
RN
ϕr(x− x∗)dν (4.38)
and ∫
RN
ϕr(x− x∗)dν ≤
(
epθ(x∗)K(x∗) + δ
)∫
RN
ϕr(x− x∗)dν. (4.39)
If xj ∈ Ac ∩ B, then putting x∗ = xj and letting r →∞ in (4.39) yields νj = 0. So
one can easily see that Ac ∩ B = ∅. Similarly to this procedure, we can also show
A ∩ Bc = ∅ by putting x∗ = xj ∈ A ∩ Bc and letting r → ∞ in (4.38). So we can
conclude that A = B. It is clear that
νj = e
pθ(xj)K(xj)νj (4.40)
for every j ∈ J from (4.38) and (4.39). Indeed, for every x∗ ∈ A ∩ B, we have
(epθ(x∗)K(x∗) − δ)νj < ν∗j < (epθ(x∗)K(x∗) + δ)νj by letting r → 0 in (4.38) and
(4.39). Since δ > 0 is arbitrary, then we can check νj = e
pθ(xj)K(xj)νj. Repeating
the similar argument, then one can also see that A = C and ν∗j = e
p∗θ(xj )νj for every
j ∈ J .
Finally we will show (iii) of Lemma 4.7. Choose xj ∈ A (= B) and deﬁne
φr,j(x) = ϕr(x− xj). Note that 〈I ′θ(un), unφr,j〉X tends to zero as n→∞; that is,∫
RN
epθ(x)|∇un|pφr,jdx +
∫
RN
epθ(x)|∇un|p−2∇un · ∇φr,jundx
=
∫
RN
epθ(x)(λg(x)|un|p + K(x)|un|p∗)φr,jdx + o(1)
(4.41)
as n→∞. Recall that both of the second term of the right-hand side of (4.41) and
the ﬁrst term of the left-hand side tend to zero as n → ∞ and r → 0. It is easy to
see that for any δ > 0, there exists r > 0 such that∫
RN
epθ(x)|∇un|pφr,jdx ≥
(
epθ(x) − δ) ∫
RN
|∇un|pφr,jdx. (4.42)
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By letting lim
n→∞
in (4.41), for any δ > 0 there exists r > 0 such that
(
epθ(x) − δ) ∫
RN
φr,jdµ ≤
∫
RN
φr,jdν + Cδ (4.43)
with some C > 0 from (4.20), (4.21) and (4.42). Letting r → 0 in (4.43), we have
from the regularity properties of the Borel measures µ and ν that
(epθ(xj) − δ)µj ≤ νj + C ′δ (4.44)
with some C ′ > 0 for every j ∈ J . Since δ > 0 is arbitrary, we can conclude that
epθ(xj)µj ≤ νj for every j ∈ J . Finally, it follows from Proposition 3.2, (4.40) and
(4.44) that
νj ≥ epθ(xj)µj ≥ epθ(xj)S0(νj)p/p∗ = epθ(xj)S0{(epθ(xj)K(xj))−1νj}p/p∗.
Hence
νj ≥ SN/p0 /V (xj)(N−p)/p
≥ SN/p0 ‖V ‖−(N−p)/p∞
for every j ∈ J .
Next we study µ∞,Ω and ν∞,Ω deﬁned in Proposition 3.5.
Lemma 4.8. Let {un} ⊂ X be a sequence satisfying (4.11) and (4.12). Deﬁne µ∞,Ω
and ν∞,Ω as concentration at inﬁnity given in Proposition 3.5. If V ∗(∞) = 0, then
µ∞,Ω = ν∞,Ω = 0.
Proof. Here limn→∞〈I ′θ(un), un(1− ϕR)〉X = 0 implies∫
Ω
epθ(x)|∇un|p(1− ϕR) dx−
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ϕR undx
=
∫
Ω
epθ(x)(λg(x)|un|p + K(x)|un|p∗)(1− ϕR)dx + o(1)
(4.45)
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as n→∞. Due to Lemma 4.4,
lim
n→∞
∣∣∣∣
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ϕRundx
∣∣∣∣
≤ lim
n→∞
(∫
Ω
epθ(x)|∇un|pdx
)(p−1)/p(∫
Ω
epθ(x)|un∇ϕR|pdx
)1/p
(4.46)
≤ C
(∫
Ω∩T (R,2R)
ep
∗θ(x)|u0|p∗dx
)1/p∗
→ 0 as R →∞
with some C > 0. Since the embedding W 1,pθ (Ω) ⊂ Lqθ(Ω) is compact for q < p∗, it
follows that
lim
n→∞
∫
Ω
epθ(x)g(x)|un|p(1− ϕR) dx
≤ ‖g(·)‖r,Ω · lim
n→∞
(∫
Ω∩{|x|≥R}
eqθ(x)|un|qdx
)p/q (4.47)
with 1/r + p/q = 1. The right-hand sides of (4.47) also tends to 0 as R→∞.
Thus taking lim
n→∞
in (4.45), we get
lim
n→∞
∫
Ω
(1− ϕR)dµn − lim
n→∞
∫
Ω
(1− ϕR)dνn = o(1) (4.48)
as R→∞. It is easy to see from (4.48) that
lim
n→∞
∫
Ω∩{|x|≤2R}
dµn − lim
n→∞
∫
Ω∩{|x|≤R}
dνn ≤ o(1) (4.49)
as R→∞. So letting R →∞ in (4.49) leads to µ∞,Ω ≤ ν∞,Ω. From Lemma 3.1,
0 ≤ µ∞,Ω ≤ ν∞,Ω ≤ V ∗(∞)ν∗∞,Ω;
so that (C1) implies µ∞,Ω = ν∞,Ω = 0. This fact tells us that there is no concentra-
tion at inﬁnity.
Lemma 4.9. Let {un} be a sequence which converges to u0 weakly in W 1,pθ (Ω). If
V (x) = e(p−p
∗)θ(x)K(x) ∈ L∞(Ω), then there exists a subsequence {un′} ⊂ {un}, still
denoted by {un}, such that
(i) epθ(x)K(x)|un|p∗−2un ⇀ epθ(x)K(x)|u0|p∗−2u0 weakly in LN/pθ (Ω)
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and
(ii) epθ(x)g(x)|un|p−2un ⇀ epθ(x)g(x)|u0|p−2u0 weakly in Lp′θ (Ω)
with 1/p+ 1/p′ = 1.
Proof. (i) The proof is similar to Dra´bek-Huang [27, Proposition 2.3]. Since {un}
converges weakly to u0 in W
1,p
θ (Ω), un is bounded in L
p∗
θ (Ω). From assumption of
K(x), one can see that e(p−1)θ(x)K(x)|un|p∗−2un is bounded in L(p∗)′(Ω) = LN/p(Ω).
It follows that there is a subsequence {un′} ⊂ {un}, still denoted by {un}, such
that vn := e
(p−1)θ(x)K(x)|un|p∗−2un converges weakly to some v∗ in LN/p(Ω). On
the other hand, by compact embedding, un → u0 strongly in Lqθ(Ω) for some
q ∈ [p, p∗). Due to Lemma 2.5, we get eθ(x)un → eθ(x)u0 strongly in Lq(Ω). This
implies eθ(x)un → eθ(x)u0 a.e. on Ω. It yields that e(p−1)θ(x)K(x)|un|p∗−2un →
e(p−1)θ(x)K(x)|u0|p∗−2u0 a.e. on Ω. By result of Bre´zis and Lieb [17], we conclude
that e(p−1)θ(x)K(x)|un|p∗−2un ⇀ e(p−1)θ(x)K(x)|u0|p∗−2u0 weakly in LN/p(Ω). Finally,
using Lemma 2.5 again, eθ(x)vn = e
pθ(x)K(x)|un|p∗−2un ⇀ epθ(x)K(x)|u0|p∗−2u0(=
eθ(x)v∗) weakly in LN/pθ (Ω).
The proof of (ii) is almost the same as above. So we omit it.
Lemma 4.10. Assume (A1), (B1) and (C1). Suppose un ⇀ u0 weakly in W
1,p
θ (Ω)
and epθ(x)K(x)|un|p∗dx ⇁ epθ(x)K(x)|u0|p∗dx +
∑
j∈J νjδxj in the weak
∗-sense of
measures. If J is a ﬁnite set, then there exists a subsequence {un′} ⊂ {un}, still
denoted by {un}, such that for each 1 ≤ i ≤ N ;

eθ(x)
∂un
∂xi
→ eθ(x)∂u0
∂xi
a.e. on Ω,
epθ(x)|∇un|p−2∂un
∂xi
⇀ epθ(x)|∇u0|p−2∂u0
∂xi
weakly in Lp
′
θ (Ω)
(4.50)
with 1/p+ 1/p′ = 1.
Proof. We follow the idea of Zhu [59, Theorem 3.1] to show (4.50). Now that J
is a ﬁnite set, it can be denoted by J = {1, 2, . . . , k}. Choose ε0, R0 such that
∪j∈JB2ε0(xj) ⊂ BR0(0) ∩ Ω. For such ε0 and R0 > 0, we deﬁne
Ω(ε, R) :=
{
x ∈ B4R(0)
∣∣dist(x, xj) ≥ 2ε for all j ∈ J}
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with 0 < ε < ε0 and R > R0. Deﬁne ψ(x) ∈ C∞(RN ) by
ψ(x) =
{
1 if x 
∈ B4(0),
0 if x ∈ B2(0)
and set ψR(x) = ψ(x/R). Choose ε > 0 suﬃciently small so that B2ε(xj1) ∩
B2ε(xj2) = ∅ for any j1, j2 ∈ J , j1 
= j2. If we set
ψε,R(x) = 1−
∑
j∈J
ϕε(x− xj)− ψR(x),
then ψε,R(x) ∈ C∞0 (RN ), suppψε,R ⊂ B4R(0) and
ψε,R(x) =
{
1 if x ∈ B2R(0)\{∪j∈JB2ε(xj)},
0 if x ∈ {∪j∈JBε(xj)} ∪ {|x| ≥ 4R}.
Since 〈I ′θ(un), unψε,R〉X → 0 as n→∞, it follows that∫
Ω
epθ(x)|∇un|pψε,Rdx +
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ψε,Rundx
=
∫
Ω
epθ(x)(λg(x)|un|p + K(x)|un|p∗)ψε,Rdx + o(1)
(4.51)
as n→∞.
First of all, we study the second term of the left-hand sides of (4.51). For any
δ > 0 there exists Cδ > 0 such that∫
Ω
epθ(x)|∇un|p−2∇un · ∇ψε,Rundx
≤ δ
∫
Ω
epθ(x)|∇un|pdx + Cδ
∫
Ω
epθ(x)|un∇ψε,R|pdx.
As in the proof of (4.46), we have∫
Ω
epθ(x)|u0∇ψε,R|pdx
=
∑
j∈J
∫
T (xj ;ε,2ε)
epθ(x)|u0∇ϕε(x− xj)|pdx +
∫
Ω∩T (2R,4R)
epθ(x)|u0∇ψR|pdx (4.52)
≤ C1
∑
j∈J
(∫
T (xj ;ε,2ε)
ep
∗θ|u0|p∗dx
)p/p∗
+ C2
(∫
Ω∩T (2R,4R)
ep
∗θ|u0|p∗dx
)p/p∗
.
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Consequently, there exists a constant C > 0, independent of δ and R, such that
lim
n→∞
∣∣∣ ∫
Ω
epθ(x)|∇un|p−2∇un · ∇ψε,Rundx
∣∣∣
≤ δC + Cδ
{∑
j∈J
|u0|pp∗,θ,T (xj ;ε,2ε) + |u0|
p
p∗,θ,Ω∩T (2R,4R)
}
.
(4.53)
Next study the ﬁrst term of right-hand sides of (4.51). Because of compact
embedding W 1,pθ (Ω) ⊂ Lqθ(Ω) for q ∈ [p, p∗), we get
lim
n→∞
∫
Ω
epθ(x)g(x)|un|pψε,R dx =
∫
Ω
epθ(x)g(x)|u0|pψε,R dx. (4.54)
Finally the second term of right-hand sides of (4.51) is treated as follows. Since
ψε,R ≡ 0 in ∪mj=1Bε(xj), it follows from the assumption that
lim
n→∞
∫
Ω
epθ(x)K(x)|un|p∗ψε,R dx =
∫
Ω
ψε,Rdν =
∫
Ω
epθ(x)K(x)|u0|p∗ψε,R dx. (4.55)
Combining (4.53), (4.54) and (4.55), let n→∞ in (4.51) to get
lim
n→∞
∫
Ω
epθ(x)|∇un|pψε,Rdx
= λ
∫
Ω
epθ(x)g(x)|u0|pψε,Rdx +
∫
Ω
epθ(x)K(x)|u0|p∗ψε,Rdx (4.56)
+ lim
n→∞
(
−
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ψε,Rundx
)
.
On the other hand, the fact 〈I ′θ(un), u0ψε,R〉X → 0 implies
= =
∫
Ω
epθ(x)|∇un|p−2∇un · ∇u0ψε,Rdx +
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ψε,Ru0dx
=
∫
Ω
epθ(x)(λg(x)|un|p−2un + K(x)|un|p∗−2un)u0ψε,Rdx + o(1) (4.57)
as n→∞. Similarly to (4.53), for any δ > 0 there exists Cδ such that
lim
n→∞
∣∣∣ ∫
Ω
epθ(x)|∇un|p−2∇un · ∇ψε,Ru0dx
∣∣∣
≤ δC + Cδ
{∑
j∈J
|u0|pp∗,θ,T (xj ;ε,2ε) + |u0|
p
p∗,θ,Ω∩T (2R,4R)
}
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with some C > 0 independent of δ. Let n→∞ in (4.57); then Lemma 4.9 implies
lim
n→∞
∫
Ω
epθ(x)|∇un|p−2∇un · ∇u0ψε,Rdx
= λ
∫
Ω
epθ(x)g(x)|u0|pψε,Rdx +
∫
Ω
epθ(x)K(x)|u0|p∗ψε,Rdx
+ lim
n→∞
(
−
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ψε,Ru0dx
)
.
(4.58)
Combining (4.56) and (4.58), we obtain
lim
n→∞
∫
Ω
epθ(x)
(|∇un|p−2∇un − |∇u0|p−2∇u0)(∇un −∇u0)ψε,Rdx
= lim
n→∞
∫
Ω
epθ(x)|∇un|pψε,Rdx− lim
n→∞
∫
Ω
epθ(x)|∇un|p−2∇un · ∇u0ψε,Rdx
− lim
n→∞
∫
Ω
epθ(x)|∇u0|p−2∇u0 · ∇unψε,Rdx + lim
n→∞
∫
Ω
epθ(x)|∇u0|pψε,Rdx
= lim
n→∞
(
−
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ψε,Rundx
)
+ lim
n→∞
(∫
Ω
epθ(x)|∇un|p−2∇un · ∇ψε,Ru0dx
)
.
It follows from (4.52) that for any δ > 0 there exists Cδ > 0 satisfying
lim
n→∞
∫
Ω(ε0,R0)
epθ(x)
(|∇un|p−2∇un − |∇u0|p−2∇u0)(∇un −∇u0)dx
≤ lim
n→∞
∫
Ω
epθ(x)
(|∇un|p−2∇un− |∇u0|p−2∇u0)(∇un −∇u0)ψε,Rdx
≤ 2δC + 2Cδ
{∑
j∈J
|u0|pp∗,θ,T (xj ;ε,2ε) + |u0|
p
p∗,θ,Ω∩T (2R,4R)
} (4.59)
with some C > 0. Letting R →∞ and ε → 0 in (4.59),
lim
n→∞
∫
Ω(ε0,R0)
epθ(x)
(|∇un|p−2∇un− |∇u0|p−2∇u0)(∇un −∇u0)dx ≤ 2δC.
Since δ is arbitrary, monotonicity of |t|p−2t yields
lim
n→∞
∫
Ω(ε0,R0)
epθ(x)
(|∇un|p−2∇un− |∇u0|p−2∇u0)(∇un −∇u0)dx = 0.
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So we deduce for 1 ≤ i ≤ N ,
eθ(x)
∂un
∂xi
→ eθ(x)∂u0
∂xi
a.e. on Ω(ε0, R0).
(If p ≥ 2, there exists a constant γ > 0 such that (e.g., see DiBenedetto [25, pp.13-
14])
(|∇un|p−2∇un− |∇u0|p−2∇u0)(∇un −∇u0) ≥ γ|∇(un− u0)|p.
The proof becomes more elementary in this case.)
Since ε0 and R0 are arbitrary, by using a diagonal argument twice, we can
choose a subsequence (still denoted by {un}) such that {eθ(x)∂un/∂xi} converges
to eθ(x)∂u0/∂xi a.e. on Ω. Thus
e(p−1)θ(x)|∇un|p−2∂un
∂xi
→ e(p−1)θ(x)|∇u0|p−2∂u0
∂xi
a.e. on Ω.
On the other hand, {e(p−1)θ(x)|∇un|p−2∂un/∂xi} has a weakly convergent sequence
in (Lp(Ω))∗ = Lp
′
(Ω),
e(p−1)θ(x)|∇un|p−2∂un
∂xi
⇀ e(p−1)θ(x)|∇u0|p−2∂u0
∂xi
weakly in Lp
′
(Ω).
Finally from Lemma 2.5, we can obtain
epθ(x)|∇un|p−2∂un
∂xi
⇀ epθ(x)|∇u0|p−2∂u0
∂xi
weakly in Lp
′
θ (Ω).
This complete the proof of Lemma 4.10.
We continue the proof of Lemma 4.3. Recall that (4.12) implies∫
Ω
epθ(x)(|∇un|p−2∇un · ∇φ− λg(x)|un|p−2unφ−K(x)|un|p∗−2unφ)dx
converges to zero as n→∞ for all φ ∈W 1,pθ (Ω). Hence it follows from Lemmas 4.9
and 4.10 that
−∆pu0 − p∇θ(x) · ∇u0|u0|p−2 = λg(x)|u0|p−2u0 + K(x)|u0|p∗−2u0
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in X∗; so that I ′θ(u0) = 0.
Assume there exists at least one concentration at local points. For any σ > 0,
there exists n > 0 enough large so that
bθ + 2σ > Iθ(un)− 1
p
〈I ′θ(un), un〉X + σ =
1
N
∫
Ω
epθ(x)K(x)|un|p∗dx + σ. (4.60)
Note that ∫
Ω
epθ(x)K(x)|un|p∗dx =
∫
Ω
ϕRdνn +
∫
Ω
(1− ϕR)dνn (4.61)
where ϕR(x) = ϕ(x/R) is a non-negative cut-oﬀ function given in (1.21). Since J is
ﬁnite, we can choose R > 0 suﬃciently large so that {xj, j ∈ J} ⊂ BR(0). So if we
take lim
n→∞
in the ﬁrst term of the right-hand side of (4.61), then
lim
n→∞
∫
Ω
ϕRdνn =
∫
Ω
ϕRdν ≥
∑
j∈J
νj.
On the other hand, the second term of the right-hand side of (4.61) is non-negative.
Letting lim
n→∞
in (4.60), it follows from Proposition 3.3 and 0 < δ that
bθ + 2σ > lim
n→∞
(
Iθ(un)− 1
p
〈I ′θ(un), un〉X
)
≥ 1
N
∑
j∈J
νj .
Due to Proposition 3.2 and Lemma 4.7, we have
bθ + 2σ ≥ 1
N
(S0,K,θ(Ω))
N/p = b∗θ. (4.62)
Since bθ < b
∗
θ, then we have νj = 0 for all j ∈ J from (4.62). This implies∫
Ω
epθ(x)K(x)|un|p∗dx→
∫
Ω
epθ(x)K(x)|u0|p∗dx
as n→∞. From uniformly convexity,
lim
n→∞
∫
Ω
epθ(x)K(x)|un − u0|p∗dx = 0.
Finally from [48, Section 3], we can conclude that ‖∇un‖X → ‖∇u0‖X . So one
can see un → u0 in X. Thus Iθ satisﬁes Palais-Smale condition.
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4.3 Estimate of mini-max level bθ
By Lemma 4.3, the proof of Theorems 1.3 and 1.4 will be complete if we can show
bθ = inf
γ∈Γ
max
t∈[0,1]
Iθ(γ(t)) < b
∗
θ. (4.63)
Indeed, we can show the existence of solutions of (1.13) by using Mountain Pass
Theorem (e.g., see Ambrosetti-Rabinowitz [7]).
There is a close relationship between critical points of Iθ and a minimizer of
Qλ,K,θ deﬁned in (3.1). For example, Struwe [52, pp.177-178] gives us the relationship
between bθ and Sλ,K,θ(Ω).
Lemma 4.11. Deﬁne Sλ,K,θ(Ω) := inf{Qλ,K,θ(u); u ∈W 1,pθ (Ω)\{0}}. Then
bθ = inf
γ∈Γ
max
t∈[0,1]
Iθ(γ(t)) =
1
N
(Sλ,K,θ(Ω))
N/p.
Proof. Choose u∗ ∈ W 1,pθ (Ω) such that
∫
Ω
epθ(x)K(x)|u∗|p∗dx = 1. From the deﬁni-
tion of bθ, we have
bθ ≤ sup
0≤t<∞
Iθ(tu∗) = sup
0≤t<∞
(tp
p
Qλ,K,θ(u∗)− t
p∗
p∗
)
=
1
N
(Qλ,K,θ(u∗))N/p
and this implies
bθ ≤ 1
N
(
Sλ,K,θ(Ω)
)N/p
.
On the other hand, for any path γ ∈ Γ, there exists u ∈ γ such that u 
= 0 and
〈I ′θ(u), u〉X =
∫
Ω
epθ(x)(|∇u|p − λg(x)|u|p −K(x)|u|p∗)dx = 0. (4.64)
Indeed, since λ < λ1, for u = γ(t) with t close to 0 we have 〈I ′θ(u), u〉X > 0.
Analogously for u1 = γ(1) = t1u∗ with suﬃciently large t1 > 0, we have Iθ(u1) < 0
and 〈I ′θ(u1), u1〉X < pIθ(u1) < 0. By the intermediate value theorem there exists u
satisfying (4.64). For such u we can show
Qλ,K,θ(u) =
(∫
Ω
epθ(x)(|∇u|p − λg(x)|u|p)dx
)1−p/p∗
= (N Iθ(u))
p/N ≤
(
N sup
u∈γ
Iθ(u)
)p/N
from (4.64). Therefore
58
bθ = inf
γ∈Γ
max
u∈γ
Iθ(u) ≥ 1
N
(Sλ,K,θ(Ω))
N/p.
Thus the proof is complete.
Lemma 4.12. Assume (A1), (A2)′ and (C1)′. Then
S0,K,θ(Ω) = S0‖V ‖−(N−p)/N∞,Ω .
The above lemma is proved in Lemma (4.20).
It follows from Lemmas 4.11 and 4.12, that (4.63) is equivalent to
Sλ,K,θ(Ω) < S0‖V ‖−(N−p)/N∞,Ω . (4.65)
So we will show (4.65) instead of (4.63).
Let ϕ0(x) := ϕ(x−x0) and deﬁne wε(x) := e−θ(x)vε(x)ϕ0(x) where vε is a special
function deﬁned by (3.2). We may assume dist(x0,Ω) > 3 without loss of generality.
We observe that wε ∈ W 1,pθ (Ω) for all ε > 0.
Lemma 4.13. Let s ∈ (p − 2, p) and N ≥ p2 − s(p − 1). Then there exists ε =
ε(λ) > 0 such that Qλ,K,θ(wε) < S0‖V ‖−(N−p)/N∞,Ω for every λ > 0.
Proof. We follow the idea due to Bre´zis-Nirenberg [18] and Escobedo-Kavian [29].
We will estimate Qλ,K,θ(wε) in detail. Note that
∇wε = e−θ{(∇vε − vε∇θ)ϕ0 + vε∇ϕ0}.
First of all, we estimate
∫
Ω
epθ(x)|∇wε|pdx; by the mean value theorem, we can
obtain∫
Ω
epθ|∇wε|pdx ≤
∫
Ω
|∇vε − vε∇θ|p|ϕ0|pdx
+p
∫
Ω
|vε∇ϕ0|
∫ 1
0
(|(∇vε − vε∇θ)ϕ0|+ s|vε∇ϕ0|)p−1dsdx
≤
∫
Ω
|∇vε − vε∇θ|p|ϕ0|pdx
+p
∫
Ω
(|(∇vε − vε∇θ)ϕ0|+ |vε∇ϕ0|)p−1|vε∇ϕ0|dx
= F1 + F2. (4.66)
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By virtue of x0 
∈ supp|∇ϕ0|, one can show that F2 is bounded independently of ε.
So we have to estimate F1 :=
∫
Ω
|∇vε− vε∇θ|p|ϕ0|pdx carefully. Similarly to (4.66),
one can derive∫
Ω
|∇vε − vε∇θ|p|ϕ0|pdx
≤
∫
Ω
|∇vε|p|ϕ0|pdx + p
∫
Ω
(|∇vε|+ |vε∇θ|)p−1|vε∇θ||ϕ0|pdx (4.67)
≤
∫
Ω
|∇vε|p|ϕ0|pdx + p
∫
Ω
(|∇vε|p−1 + |vε∇θ|p−1)|vε∇θ||ϕ0|pdx
for p ∈ (1, 2) and ∫
Ω
|∇vε − vε∇θ|p|ϕ0|pdx
≤
∫
Ω
|∇vε|p|ϕ0|pdx + p
∫
Ω
|∇vε|p−1|vε∇θ||ϕ0|pdx (4.68)
+p(p− 1)c(p)
∫
Ω
(|∇vε|p−2 + |vε∇θ|p−2)|vε∇θ|2|ϕ0|pdx
for p ∈ [2,∞) with c(p) := max{1, 2p−3}. Consequently we have to estimate
Tj :=
∫
Ω
|∇vε|p−j|vε∇θ|j|ϕ0|pdx (4.69)
for j = 0, 1, 2 and p in detail.
For j = 0, it follows that
T0 =
(
N − p
p− 1
)p ∫
Ω
|x− x0|p/(p−1)
[ε+ |x− x0|p/(p−1)]N |ϕ0(x)|
pdx
= ε1−N/p
(
N − p
p− 1
)p ∫
Ω(ε)
|y|p/(p−1)
[1 + |y|p/(p−1)]N |ϕ(ε
(p−1)/py)|pdy
where Ω(ε) := {ε−(p−1)/p(x − x0)|x ∈ Ω} is an unbounded domain which tends to
RN as ε→ 0. So 

T0 = ε
1−N/pA0 + O(1), N > p,
A0 =
(N − p
p− 1
)p ∫
RN
|y|p/p−1
[1 + |y|p/p−1]N dy,
(4.70)
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where we should note A0 < +∞ because of p < N .
We will estimate Tj for j 
= 0. Due to (A2), we get∫
Ω
|∇vε|p−j|vε∇θ|j|ϕ0|pdx
= ε
(1+j)−(N+j)
p
(
N − p
p− 1
)p−j ∫
Ω(ε)
|y| p−jp−1 |∇θ(ε p−1p y + x0)|j
[1 + |y| pp−1 ]N−j
|ϕ(ε p−1p y)|pdy
= ε1+2j−
N+2j
p (αθ)
j
(
N − p
p− 1
)p−j ∫
Ω(ε)
|y| p+j(p−2)p−1
[1 + |y| pp−1 ]N−j |ϕ(ε
p−1
p y)|pdy
+o(ε1+2j−
N+2j
p )
for j = 1, 2 and p. So

Tj = ε
(2j+1)−(2j+N)/pAj + o(ε{(2j+1)−(2j+N)/p}), N > 2j(p− 1) + p,
Aj = (αθ)
j
(N − p
p− 1
)p−j ∫
RN
|y| p+j(p−2)p−1
[1 + |y|p/p−1]N−jdy
(4.71)
for j = 1, 2 and p.
When (2j + 1)− (2j + N)/p = 0 (i.e. N = 2j(p− 1) + p),
(
N − p
p− 1
)p−j ∫
|x−x0|≤1
|x− x0|(p−j)/(p−1)|∇θ(x)|j
[ε + |x− x0|p/(p−1)]N−j dx
≤
(
N − p
p− 1
)p−j ∫
Ω
|x− x0|(p−j)/(p−1)|∇θ(x)|j
[ε + |x− x0|p/(p−1)]N−j |ϕ0(x)|
pdx
≤
(
N − p
p− 1
)p−j ∫
|x−x0|≤2
|x− x0|(p−j)/(p−1)|∇θ(x)|j
[ε + |x− x0|p/(p−1)]N−j dx.
Let ωN−1 be the area of the unit sphere SN−1 ⊂ RN , then∫
|x−x0|≤R
|x− x0|(p−j)/(p−1)|∇θ(x)|j
[ε+ |x− x0|p/(p−1)]N−j dx
= (αθ)
j
∫
|x|≤R
|x|{p+j(p−2)}/(p−1)
[ε+ |x|p/(p−1)]N−j dx + O(1)
=
p− 1
p
(αθ)
jωN−1| log ε|+ O(1).
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The above identity implies

Tj = | log ε|Aj + O(1), N = 2j(p− 1) + p,
Aj =
p− 1
p
(
N − p
p− 1
)p−j
(αθ)
jωN−1
(4.72)
for j = 1, 2 and p. Finally we can conclude that Tj is bounded independently of ε if
(2j + 1)− (2j + N)/p > 0.
Consequently, from (4.70), (4.71) and (4.72), we can estimate the ﬁrst term∫
Ω
epθ(x)|∇wε|pdx by
∫
Ω
epθ(x)|∇wε|pdx ≤


ε1−N/p(A0 + pε2(p−1)/pA1 + o(ε2(p−1)/p)) + O(1)
for N > 3p− 2,
ε1−N/p(A0 + pε2(p−1)/p| log ε|A1 + o(ε2(p−1)/p| log ε|)) + O(1)
for N = 3p− 2,
ε1−N/pA0 + O(1)
for p2 − s(p− 1) ≤ N < 3p− 2
(4.73)
for suﬃciently small ε > 0.
Next we estimate Tλ := λ
∫
Ω
epθ(x)g(x)|wε|pdx as follows:
Tλ = λε
p−N/p
∫
Ω(ε)
g(ε(p−1)/py + x0)
[1 + |y|p/(p−1)]N−p |ϕ(ε
(p−1)/py)|pdy
= λε(p−s)−(N−s)/p
∫
Ω(ε)
|y|−s
[1 + |y|p/(p−1)]N−p |ϕ(ε
(p−1)/py)|pdy
+o(ε(p−s)−(N−s)/p).
Thus

Tλ = λε
(p−s)−(N−s)/pA∗ + o(ε(p−s)−(N−s)/p), N > p2 − s(p− 1),
A∗ =
∫
RN
|y|−s
[1 + |y|p/(p−1)]N−pdy.
(4.74)
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When p− s− (N − s)/p = 0 (i.e. N = p2 − s(p− 1)), it follows that

Tλ = | log ε|A∗ + O(1), N = p2 − s(p− 1),
A∗ =
p− 1
p
ωN−1
(4.75)
in the same way as the proof of (4.72).
Finally we can estimate T∗ :=
∫
Ω
epθ(x)K(x)|wε|p∗dx as
T∗ =
∫
Ω
V (x)
[ε+ |x− x0|p/p−1]N |ϕ0(x)|
p∗dx
≥
∫
BR(x0)
‖V ‖∞,Ω
[ε+ |x− x0|p/p−1]N |ϕ0(x)|
p∗dx
−
∫
BR(x0)
CV |x− x0|τ
[ε+ |x− x0|p/p−1]N |ϕ0(x)|
p∗dx
:= T 1 + T 2
(4.76)
from (C1)′′. The ﬁrst term of the right-hand side of (4.76) is written in

T 1 = ε
−N/pB∗ + O(1),
B∗ =
∫
RN
‖V ‖∞,Ω
[1 + |y|p/p−1]N dy
(4.77)
as ε → 0. Similar to T 1, we have
T 2 :=


ε{(p−1)τ−N}/pB∗∗ + o(ε{(p−1)τ−N}/p) if N > τ (p− 1),
| log ε|B∗∗ + o(| log ε|) if N = τ (p− 1),
O(1) if N < τ (p− 1).
(4.78)
with
B∗∗ :=
∫
RN
CV |y|τ
[1 + |y|p/p−1]N dy, B∗∗ :=
p− 1
p
ωN . (4.79)
Therefore,
T∗ ≥


ε−N/p
(
B∗ − B∗∗ε(p−1)τ/p + o(ε(p−1)τ/p)
)
if N > τ (p− 1),
ε−N/p
(
B∗ − B∗∗εN/p| log ε|+ o(εN/p| log ε|)
)
if N = τ (p− 1),
ε−N/p
(
B∗ + O(εN/p)
)
if N < τ (p− 1).
(4.80)
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as ε → 0.
Combining (4.73)-(4.80) and τ > 2, we can conclude that
Qλ,K,θ(wε) ≤


B
−(N−p)/N
∗
{
A0 − λε(p−s)(p−1)/pA∗ + pε2(p−1)/p(A1 + o(1))
}
for N > 3p− 2,
B
−(N−p)/N
∗
{
A0 − λε(p−s)(p−1)/pA∗ + pε2(p−1)/p| log ε|(A1 + o(1))
}
for N = 3p− 2,
B
−(N−p)/N
∗
{
A0 − λε(p−s)(p−1)/p(A∗ + o(1))
}
for p2 − s(p− 1) < N < 3p− 2,
B
−(N−p)/N
∗
{
A0 − λε(N−p)/p| log ε|(A∗ + o(1))
}
for N = p2 − s(p− 1).
From the assumption on s, one can easily see 0 < p − s < 2. So there exists
suﬃciently small ε = ε(λ) > 0 such that Qλ,K,θ(wε) < B
−(N−p)/N
∗ A0. But it is well
known (e.g., see Talenti [54]) that
S0 = ‖V ‖(N−p)/N∞,Ω B−(N−p)/N∗ A0,
whence follows Qλ,K,θ(wε) < S0‖V ‖−(N−p)/N∞,Ω for every λ > 0.
Lemma 4.14. Let s = p− 2 and N ≥ 3p− 2. There exist λ0 = λ0(p,N) > 0 such
that if λ > λ0, there exists ε = ε(λ) > 0 satisfying Qλ,K,θ(wε) < S0‖V ‖−(N−p)/N∞,Ω .
Proof. In case s = p− 2,
Qλ,K,θ(wε) ≤


B
−(N−p)/N
∗
{
A0 + ε
2(p−1)/p(pA1 − λA∗) + o(ε2(p−1)/p)
}
for N > 3p− 2,
B
−(N−p)/N
∗
{
A0 + ε
2(p−1)/p| log ε|(pA1 − λA∗) + o(ε2(p−1)/p| log ε|)
}
for N = 3p− 2.
If we deﬁne λ0 as
λ0 =
{
pA1/A∗ if N > 3p− 2,
pA1/A∗ if N = 3p− 2,
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then there exists ε = ε(λ) > 0 such that Qλ,K,θ(wε) < B
−(N−p)/N
∗ A0 for every λ > λ0,
which yields Qλ,K,θ(wε) < S0‖V ‖−(N−p)/N∞,Ω .
Remark 4.1. Note that we can also show Lemma 4.13 even if p − s < τ ≤ 2 by
same argument. It is not obvious whether λ1,g(θ) is larger than λ0 or not, but the
fact that
λ1,g(θ) := inf
u∈W 1,pθ (Ω)\{0}
∫
Ω
epθ|∇u|pdx
/∫
Ω
epθg|u|pdx ≥ C(‖g(·)‖r,Ω)−1 (4.81)
with some constant C > 0 can be shown from Theorem 2.2; so that λ1,g(θ) is larger
than λ0 if ‖g(·)‖r,Ω is suﬃciently small.
To prove Theorems 1.3 and 1.4, we assume (A2) on θ(x). But we can also show
the existence of solution of (1.13) if we assume
(A2)′
{
there exist α∗θ ≥ 0 and γ > 1 such that
|∇θ(x)| = α∗θ|x− x0|γ−1 + o(|x− x0|γ−1) as |x− x0| → 0.
We can check that θ(x) = |x− x0|γ fulﬁlls (A1) and (A2)′ with γ > 1.
Lemma 4.15. Assume (A2)′,
(B2)′
{
there exists s ∈ [p− γ, p) and s′ > 0 such that
|x− x0|sg(x) = 1 + o(|x− x0|s′) as |x− x0| → 0
and
(C1)′


V (x) := e(p−p
∗)θ(x)K(x) satisﬁes lim
|x|→∞
V (x) = 0, V (x0) = ‖V ‖L∞(Ω) and
V (x) = V (x0)− CV |x− x0|τ + O(|x− x0|τ ′) with CV ≥ 0
with γ < τ < τ ′. If p, N , s and γ satisfy s ∈ (p− γ, p) and N ≥ p2− s(p− 1), there
exists ε = ε(λ) > 0 such that Qλ,K,uθ(wε) < S0‖V ‖−(N−p)/N∞,Ω for every λ > 0.
Proof. It is mainly owed to the proof of Lemma 4.13 to show this lemma. To estimate
Qλ,K,θ, we have to modify the estimate of Tj for j 
= 0 given by (4.69). Due to (A2)′,
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we get ∫
Ω
|∇vε|p−j |vε∇θ|j|ϕ0|pdx
= ε
(1+j)−(N+j)
p
(
N − p
p− 1
)p−j ∫
Ω(ε)
|y| p−jp−1 |∇θ(ε p−1p y + x0)|j
[1 + |y| pp−1 ]N−j
|ϕ(ε p−1p y)|pdy
= ε(jγ+1)−(jγ+N)/p(α∗θ)
j
(
N − p
p− 1
)p−j ∫
Ω(ε)
|y|j(γ−1)+p−jp−1
[1 + |y| pp−1 ]N−j
|ϕ(ε p−1p y)|pdy
+o(ε(jγ+1)−(jγ+N)/p)
for j = 1, 2 and p. So

Tj = ε
(jγ+1)−(jγ+N)/pAj,γ + o(ε{(2j+1)−(2j+N)/p}), N > jγ(p− 1) + p,
Aj,γ = (αθ)
j
(N − p
p− 1
)p−j ∫
RN
|y|j(γ−1)+p−jp−1
[1 + |y|p/p−1]N−j dy
(4.82)
for j = 1, 2 and p.
When (jγ + 1)− (jγ + N)/p = 0 (i.e. N = jγ(p− 1) + p),
(
N − p
p− 1
)p−j ∫
|x−x0|≤1
|x− x0|(p−j)/(p−1)|∇θ(x)|j
[ε + |x− x0|p/(p−1)]N−j dx
≤
(
N − p
p− 1
)p−j ∫
Ω
|x− x0|(p−j)/(p−1)|∇θ(x)|j
[ε + |x− x0|p/(p−1)]N−j |ϕ0(x)|
pdx
≤
(
N − p
p− 1
)p−j ∫
|x−x0|≤2
|x− x0|(p−j)/(p−1)|∇θ(x)|j
[ε + |x− x0|p/(p−1)]N−j dx.
Let ωN−1 be the area of the unit sphere SN−1 ⊂ RN , then∫
|x−x0|≤R
|x− x0|(p−j)/(p−1)|∇θ(x)|j
[ε + |x− x0|p/(p−1)]N−j dx
= (α∗θ)
j
∫
|x|≤R
|x|(p−j)/(p−1)+j(γ−1)
[ε+ |x|p/(p−1)]N−j dx + O(1)
=
p− 1
p
(αθ)
jωN−1| log ε|+ O(1).
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The above identity implies

Tj = | log ε|Aj,γ + O(1), N = jγ(p− 1) + p,
Aj,γ =
p− 1
p
(
N − p
p− 1
)p−j
(αθ)
jωN−1
(4.83)
for j = 1, 2 and p. Finally we can conclude that Tj is bounded independently of ε if
(jγ + 1)− (jγ + N)/p > 0.
Consequently, from (4.70), (4.82) and (4.83), we can estimate the ﬁrst term∫
Ω
epθ(x)|∇wε|pdx by∫
Ω
epθ(x)|∇wε|pdx
≤


ε1−N/p(A0 + pεγ(p−1)/pA1,γ + o(εγ(p−1)/p) + O(ε(N−p)/p))
for N > γ(p− 1) + p,
ε1−N/p(A0 + pε(N−p)/p| log ε|A1,γ + o(εγ(p−1)/p| log ε|))
for N = γ(p− 1) + p,
ε1−N/pA0 + O(1)
for p2 − s(p− 1) ≤ N < γ(p− 1) + p
(4.84)
for suﬃciently small ε > 0.
Consequently, combining (4.74), (4.75), (4.80), (4.84) and τ > γ, we can conclude
that
Qλ,K,θ(wε) ≤


B
−(N−p)/N
∗
{
A0 − λε(p−s)(p−1)/pA∗ + pεγ(p−1)/p(A1,γ + o(1))
}
for N > γ(p− 1) + p,
B
−(N−p)/N
∗
{
A0 − λε(p−s)(p−1)/pA∗ + pεγ(p−1)/p| log ε|(A1,γ + o(1))
}
for N = γ(p− 1) + p,
B
−(N−p)/N
∗
{
A0 − λε(p−s)(p−1)/p(A∗ + o(1))
}
for p2 − s(p− 1) < N < γ(p− 1) + p,
B
−(N−p)/N
∗
{
A0 − λε(N−p)/p| log ε|(A∗ + o(1))
}
for N = p2 − s(p− 1).
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From the assumption on s, one can easily see 0 < p − s < γ. So there exists
suﬃciently small ε = ε(λ) > 0 such that Qλ,K,θ(wε) < B
−(N−p)/N
∗ A0; which implies
Qλ,K,θ(wε) < S0‖V ‖−(N−p)/N∞,Ω for every λ > 0.
Lemma 4.16. Let γ > 1, s = p− γ and N ≥ γ(p− 1) + p. Then there exists λ∗0 =
λ∗0(p,N) > 0 such that if λ > λ
∗
0, there exists ε = ε(λ) > 0 satisfying Qλ,K.θ(wε) <
S0‖V ‖−(N−p)/N∞,Ω .
Proof. In case s = p− γ, we get
Qλ,K,θ(wε)
≤


B
−(N−p)/N
∗
{
A0 + ε
γ(p−1)/p(pA1,γ − λA∗) + o(εγ(p−1)/p)
}
for N > γ(p− 1) + p,
B
−(N−p)/N
∗
{
A0 + ε
(N−p)/p| log ε|(pA1,γ − λA∗) + o(εγ(p−1)/p| log ε|)
}
for N = γ(p− 1) + p.
If we deﬁne λ∗0 as
λ∗0 =
{
pA1,γ/A∗ if N > γ(p− 1) + p,
pA1,γ/A∗ if N = γ(p− 1) + p,
then there exists ε = ε(λ) > 0 such that Qλ,K,θ(wε) < B
−(N−p)/N
∗ A0 for every λ > λ∗0,
which yields Qλ,K,θ(wε) < S0‖V ‖−(N−p)/N∞,Ω .
Remark 4.2. Note that we can also show Lemma 4.13 even if p − s < τ ≤ γ by
same argument. It is not obvious whether λ1,g(θ) is larger than λ
∗
0 or not, but the
fact (4.81) implies that λ1,g(θ) is larger than λ
∗
0 if ‖g(·)‖r,Ω is suﬃciently small.
Consequently, we can obtain the following Theorems.
Theorem 4.2. Assume (A1), (A2), (B1), (B2)′ and (C1)′. If p, N , s and γ satisfy
s ∈ (p − γ, p) and N ≥ p2 − s(p − 1), Then (1.13) admits at least one non-trivial
and non-negative weak solution u0 ∈W 1,pθ (Ω) for every λ ∈ (0, λ1,g(θ)).
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Theorem 4.3. Let s = p− γ and N ≥ γ(p− 1) + p. Deﬁne λ∗0 as
λ∗0 =


αθp
(
N − p
p− 1
)p−1
Aγ if N > γ(p− 1) + p,
αθp
(
N − p
p− 1
)p−1
if N = γ(p− 1) + p
with
Aγ =
∫
RN
|y|γ
[1 + |y|p/(p−1)]N−1dy
/∫
RN
|y|−(p−γ)
[1 + |y|p/(p−1)]N−pdy.
Then (1.13) admits at least one non-trivial and non-negative weak solution u0 ∈
W 1,pθ (Ω) for λ
∗
0 < λ < λ1,g(θ).
4.4 Appendix
In this section, we will relax our assumptions and derive the existence of non-negative
weak solutions of (1.13) in more general cases.
Lemma 4.17. Assume (A1), (B1) and
(C1)′′


V (x) := e(p−p
∗)θ(x)K(x) satisﬁes lim
|x|→∞
V (x) = 0, V (x0) = ‖V ‖L∞(Ω) and
V (x) = V (x0)− CV |x− x0|τ + O(|x − x0|τ ′) with CV ≥ 0 and τ > 0.
For every λ < λ1,g(θ), any sequence {un} satisfying
Iθ(un)→ bθ, (4.85)
I ′θ(un)→ 0 in (W 1,pθ (Ω))∗ (4.86)
contains a convergent subsequence in W 1,pθ (Ω), provided that
0 < bθ <
1
N
(S0,K,θ(Ω))
N/p, (4.87)
where Γ : [0, 1] → W 1,pθ (Ω) is a set of continuous paths which connect 0 and u
satisfying Iθ(u) < 0.
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Proof. Let X = W 1,pθ (Ω). Set {un} ⊂ X a sequence satisfying (4.85) and (4.86).
From (4.13), one can also derive that {un} is bounded in X. Consequently, we can
choose a subsequence (still denoted by {un}) such that
un ⇀ u0 weakly in X
with some u0 ∈ X. Similar to the arguments given in Lemma 4.3, we will focus on
the behavior of µn := e
pθ|∇un|pdx and νn := epθK|un|p∗dx.
Lemma 4.18. Let {un} be a sequence satisfying (4.85) and (4.86). Set A = {xj, j ∈
J}, B = {xj, j ∈ J} and C = {x∗j , j ∈ J∗} given in Proposition 3.2. If B is not
empty, then the numbers of elements of A, B and C are at most ﬁnite and the all of
elements of A, B and C are isolated in Ω. Moreover, νj ≥ (S0,K,θ(Ω))N/p for every
j ∈ J .
Lemma 4.19. Assume (C1)′′. Then ν∞,Ω ≥ (S0,K,θ(Ω))N/p.
Proof of Lemmas 4.18 and 4.19. From Lemma 4.6, we only have to show ν∞,Ω ≥
(S0,K,θ(Ω))
N/p. Putting φ = un(1− ϕR) in (4.14) makes∫
Ω
epθ(x)|∇un|p(1− ϕR) dx−
∫
Ω
epθ(x)|∇un|p−2∇un · ∇ϕR undx
=
∫
Ω
epθ(x)(λg(x)|un|p + K(x)|un|p∗)(1− ϕR)dx + o(1)
(4.88)
as n → ∞. Thus taking lim
n→∞
and R → ∞ in (4.88), we get µ∞,Ω ≤ ν∞,Ω. From
Proposition 3.5,
0 ≤ S0,K,θ(Ω)(ν∞,Ω)p/p∗ ≤ µ∞,Ω ≤ ν∞,Ω;
so that ν∞,Ω ≥ (S0,K,θ(Ω))N/p.
We continue the proof of Lemma 4.17. For any σ > 0, there exists suﬃciently
large n > 0 satisfying (4.60). Taking lim
n→∞
in (4.60),
bθ + 2σ ≥ 1
N
(∑
j∈J
νj + ν∞,Ω
)
.
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Assume that there exist at least one concentration either at local points or at inﬁnity.
From Lemmas 4.18 and 4.19,
bθ + 2σ ≥ 1
N
(
S0,K,θ(Ω)
)N/p
,
which contradicts to (4.87) because of σ: arbitrary. Thus there is no concentration
either at local points or at inﬁnity, which assures that Iθ satisﬁes Palais-Smale
condition. This completes the proof.
By Lemma 4.17, we can show the existence of solutions of (1.13) if
bθ = inf
γ∈Γ
max
t∈[0,1]
Iθ(γ(t)) <
1
N
(
S0,K,θ(Ω)
)N/p
where Γ: [0, 1] → X is a group of continuous paths from γ(0) = 0 to u∗ ∈ X
satisfying Iθ(u∗) < 0.
Lemma 4.20. Assume (A1), (A2)′ and (C1)′′. Then
S0,K,θ(Ω) = S0‖V ‖−(N−p)/N∞,Ω .
Proof. Let ϕ0(x) := ϕ(x − x0) and deﬁne wε(x) := e−θ(x)vε(x)ϕ0(x) where vε is a
special function deﬁned by (3.2). We will focus on Q0,K,θ(wε) with suﬃciently small
ε > 0. Due to (4.80) and (4.84),
Q0,K,θ(wε) ≤ A0 + C
∗(θ)Ψ1(ε) + o(Ψ1(ε))(
A∗ − C∗(V )Ψ2(ε) + o(Ψ2(ε))
)p/p∗
as ε → 0 with some constants C∗(θ), C∗(V ) > 0, where
Ψ1(ε) :=


εγ(p−1)/p if N > γ(p− 1) + p,
pε(N−p)/p| log ε| if N = γ(p− 1) + p,
ε(N−p)/p if N < γ(p− 1) + p
and
Ψ2(ε) :=


ε(p−1)τ/p if N > τ (p− 1),
εN/p| log ε| if N = τ (p− 1),
εN/p if N < τ (p− 1).
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It is easy to see that (1− x)−α = 1+αx+ o(x) as x→ 0 for every α > 0; so we can
derive
Q0,θ,K(wε) ≤ A0(A∗)−p/p∗ + CΨ∗(ε) + o(Ψ∗(ε)) (4.89)
with some C > 0 where Ψ∗(ε) := max{Ψ1(ε),Ψ2(ε)}. Recall that γ and τ are non-
negative number, which implies that Ψ∗(ε) tends to zero as ε → 0. By using the
fact S0 = A0A
−(N−p)/N
∗ ‖V ‖(N−p)/N∞,Ω , it follows from (4.89) that for any δ > 0 there
exists ε0 > 0 such that
Qa1/2,K(wε) < S0‖V ‖−(N−p)/N∞,Ω + δ
for any ε ∈ (0, ε0). Thus
S0,θ,K(Ω) < S0‖V ‖−(N−p)/N∞,Ω + δ.
Here δ > 0 is arbitrary, then we have S0,θ,K(Ω) ≤ S0‖V ‖−(N−p)/N∞,Ω .
On the other hand, similar to (4.67) and (4.68),∫
Ω
|∇vε − vε∇θ|p|ϕ0|pdx
≥
∫
Ω
|∇vε|p|ϕ0|pdx − p
∫
Ω
(|∇vε|p−1 + |vε∇θ|p−1)|vε∇θ||ϕ0|pdx
for p ∈ (1, 2) and ∫
Ω
|∇vε − vε∇θ|p|ϕ0|pdx
≥
∫
Ω
|∇vε|p|ϕ0|pdx + p
∫
Ω
|∇vε|p−1|vε∇θ||ϕ0|pdx
+p(p− 1)c(p)
∫
Ω
(|∇vε|p−2 + |vε∇θ|p−2)|vε∇θ|2|ϕ0|pdx
for p ∈ [2,∞) with c(p) := max{1, 2p−3} by the mean value theorem. By using
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estimates given in (4.70)-(4.72),∫
Ω
epθ(x)|∇wε|pdx
≥


ε1−N/p(A0 − pεγ(p−1)/pA1,γ + o(εγ(p−1)/p) + O(ε(N−p)/p))
for N > γ(p− 1) + p,
ε1−N/p(A0 − pε(N−p)/p| log ε|A1,γ + o(εγ(p−1)/p| log ε|))
for N = γ(p− 1) + p,
ε1−N/p(A0 − O(ε(N−p)/p))
for N < γ(p− 1) + p.
(4.90)
Moreover,∫
Ω
epθK|wε|p∗dx ≤ ‖V ‖∞,Ω
∫
Ω
|vε|p∗dx
= ε−N/p
∫
RN
‖V ‖∞,Ω
[1 + |y|p/(p−1)]N dy + O(1).
(4.91)
Combining (4.90) and (4.91),
Q0,K,θ(wε) ≥ A0 − C
∗(θ)Ψ1(ε) + o(Ψ1(ε))(
A∗ + C∗(V )εN/p
)p/p∗
≥ A0(A∗)−p/p∗ − CΨ∗∗(ε) + o(Ψ∗∗(ε))
where Ψ∗∗(ε) := max{Ψ1(ε), εN/p}. Note that Ψ∗∗(ε) tends to zero as ε → 0. Thus
for any δ > 0 there exists ε1 > 0 such that
Q0,θ,K(wε) > S0‖V ‖−(N−p)/N∞,Ω − δ
for any ε ∈ (0, ε0). Thus
S0,θ,K(Ω) > S0‖V ‖−(N−p)/N∞,Ω − δ.
Observe that δ > 0 is arbitrary, we have S0,θ,K(Ω) ≥ S0‖V ‖−(N−p)/N∞,Ω . Consequently,
we can conclude that S0,θ,K(Ω) = S0‖V ‖−(N−p)/N∞,Ω . This completes the proof.
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It follows from Lemmas 4.11 and 4.20 that it remainw to show
Sλ,K,θ(Ω) < S0‖V ‖−(N−p)/N∞,Ω . (4.92)
If we show (4.92) for suitable λ > 0, then we can check the Palais-Smale condition
and which allows the existence of non-trivial and non-negative solutions of (1.13).
So we will show (4.92) instead of (4.87).
Lemma 4.21. Assume (A2)′, (B2)′ and (C1)′′. If p, N , γ, s and τ satisfy p− s <
min{τ, γ} and N ≥ p2 − s(p− 1), there exists ε = ε(λ) > 0 such that Qλ,K,θ(wε) <
S0‖V ‖−(N−p)/N∞,Ω for every λ > 0.
Proof. Combining (4.74)-(4.80) and (4.84),
Qλ,K,θ(wε) ≤


B
−(N−p)/N
∗
{
A0 − λε(p−s)(p−1)/p(A∗ + o(1)) + C1εm(p−1)/p
}
for N > m(p− 1) + p,
B
−(N−p)/N
∗
{
A0 − λε(p−s)(p−1)/p(A∗ + o(1)) + C2εm(p−1)/p| log ε|
}
for N = m(p− 1) + p,
B
−(N−p)/N
∗
{
A0 − λε(p−s)(p−1)/p(A∗ + o(1)) + C3ε(N−p)/p
}
for p2 − s(p− 1) < N < m(p− 1) + p,
B
−(N−p)/N
∗
{
A0 − λε(N−p)/p| log ε|(A∗ + o(1)) + C4ε(N−p)/p
}
for N = p2 − s(p− 1)
(4.93)
for suﬃciently small ε > 0 where m := min{γ, τ} and Ci (i = 1, · · · , 4) are positive
constants. Because of p − s < m and N ≥ p2 − s(p − 1), there exists suﬃciently
small ε = ε(λ) > 0 such that Qλ,K,θ(wε) < B
−(N−p)/N
∗ A0; which implies Qλ,K,θ(wε) <
S0‖V ‖−(N−p)/N∞,Ω for every λ > 0.
Lemma 4.22. Assume (A2)′, (B2)′ and (C1)′′. If p, N , γ, s and τ satisfy p− s =
min{τ, γ} and N > p2 − s(p− 1), there exists ε = ε(λ) > 0 such that Qλ,K,θ(wε) <
S0‖V ‖−(N−p)/N∞,Ω for every λ > λ+ with some λ+ ≥ 0.
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Proof. From (4.93),
Qλ,K,θ(wε) ≤


B
−(N−p)/N
∗
{
A0 − λε(p−s)(p−1)/p(A∗ − C∗1 + o(1))
}
for N > s(p− 1) + p,
B
−(N−p)/N
∗
{
A0 − λε(N−p)/p| log ε|(A∗ − pA1,γ + o(1))
}
for N = s(p− 1) + p and p− s = γ,
B
−(N−p)/N
∗
{
A0 − λε(N−p)/p| log ε|(A∗ + o(1))
}
for N = s(p− 1) + p and p− s 
= γ
where C∗1 is deﬁned as follows;
C∗1 :=


pA1,γ + pB∗∗/p∗ if p− s = γ = τ,
pA1,γ if p− s = γ 
= τ,
pB∗∗/p∗ if p− s = τ 
= γ.
If we deﬁne λ+ ≥ 0 as
λ+ =


C∗1/A∗ for N > s(p− 1) + p,
pA1,γ/A∗ for N = s(p− 1) + p and p− s = γ,
0 for N = s(p− 1) + p and p− s 
= γ
then there exists ε = ε(λ) > 0 such that Qλ,K,θ(wε) < B
−(N−p)/N
∗ A0 for every
λ > λ+, which implies Qλ,K,θ(wε) < S0‖V ‖−(N−p)/N∞,Ω . This completes the proof.
Combining these lemmas, we can obtain the following theorem.
Theorem 4.4. Assume (A1), (A2)′, (B1), (B2)′ and (C1)′′. If p, N , γ, s and τ
satisfy p − s < min{τ, γ} and N ≥ p2 − s(p − 1), then (1.13) admits at least one
non-trivial and non-negative weak solution u0 ∈W 1,pθ (Ω) for every λ ∈ (0, λ1,g(θ)).
Theorem 4.5. Assume (A1), (A2)′, (B1), (B2)′ and (C1)′′. If p, N , γ, s and τ
satisfy p− s = min{τ, γ} and N ≥ p2 − s(p− 1), then there exists λ+ ≥ 0 such that
(1.13) admits at least one non-trivial and non-negative weak solution u0 ∈W 1,pθ (Ω)
for every λ ∈ (λ+, λ1,g(θ)).
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Proofs of Theorems 4.4 and 4.5. From Lemma 4.17, Iθ satisﬁes the Palais-Smale
condition provided that (4.87) if λ > 0 is in a suitable interval. On the other
hand, one can check (4.87) from Lemmas 4.21 and 4.22. So we can conclude that
(1.13) admits at least one non-trivial and non-negative solution u0 ∈W 1,pθ (Ω). This
completes the proofs.
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5 Multiplicity of solutions for some semilinear el-
liptic equations in an unbounded domain
5.1 Weighted Sobolev spaces and their properties
Let Ω ⊂ RN be an open set and its boundary ∂Ω ⊂ RN has C1-smoothness. For
every non-negative function Q(·) ∈ L1loc(Ω), we deﬁne
‖v‖2XQ(Ω) :=
∫
Ω
|∇v|2dx +
∫
Ω
Q|v|2dx.
Set XQ(Ω) be the completion of C
1
0(Ω) by norm ‖ · ‖XQ(Ω). It is clear that XQ(Ω) is
a Hilbert space and its inner product can be given by
〈u,w〉XQ(Ω) :=
∫
Ω
∇u · ∇wdx +
∫
Ω
Quwdx.
For all v ∈ XQ(Ω) (v ∈ C10 (Ω)) we have
‖v‖2∗,Ω ≤ C‖∇u‖2,Ω ≤ C‖v‖XQ(Ω) (5.1)
with some constant C > 0. It is easy to see that the constant C > 0 which is given
in (5.1) can be replaced by (S0)
−1. For any negative function K0(·) ∈ L1loc(Ω), we
deﬁne the semi-norm | · |p+1,K0,Ω as
|v|p+1,K0,Ω :=
(∫
Ω
K0|v|p+1dx
)1/(p+1)
for p > 0. Being related to the above norm, we set Lp+1(K0,Ω) as a semi-norm
space by
Lp+1(K0,Ω) :=
{
v, |v|p+1,K0,Ω <∞
}
.
Note that if Ω = RN , we simply write |v|p+1,K0 = |v|p+1,K0,RN .
Lemma 5.1. Let N ≥ 3 and α, β, γ be non-negative numbers satisfying α+β+γ = 1
and p + 1 = 2α + 2∗β. If K0Q−α ∈ L1/γ(Ω) (γ = 0 implies K0Q−α ∈ L∞(Ω)), then
the embedding XQ(Ω) ⊂ Lp+1(K0,Ω) is continuous. Moreover, if γ > 0, then the
above embedding is compact.
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Lemma 5.2. Let N = 2 and α, β, γ be non-negative numbers. Set Q(x) ≥ C with
some C > 0. Assume α + β + γ = 1 and p + 1 = 2α + θβ with some θ ≥ 2. If
K0Q
−α ∈ L1/γ(Ω) (γ = 0 implies K0Q−α ∈ L∞(Ω)), then the embedding XQ(Ω) ⊂
Lp+1(K0,Ω) is continuous. Moreover, if γ > 0, then the above embedding is compact.
Proof. We only have to prove Lemma 5.1. First of all, we will show the embedding
X ⊂ Lp+1(K0,Ω) is continuous under our assumption. By using Ho¨lder’s inequality,
for any ω ⊂ Ω we can show from (5.1) that∫
ω
K0|v|p+1dx =
∫
ω
K0Q
−α(Q|v|2)α(|v|2∗)βdx
≤ ‖K0Q−α‖1/γ,ω|v|2α2,Q,ω‖v‖2
∗β
2∗,ω
≤ C2∗β‖K0Q−α‖1/γ,ω‖v‖p+1XQ(ω)
for any v ∈ XQ(ω) under p+1 = 2α+2∗β. Thus it is easy to see that the embedding
is continuous under our assumptions.
Next we will show the compactness of the above embedding with γ > 0. Let
{vn} be a bounded sequence in XQ(Ω). {vn} is also bounded in H1(BR(0)) for any
radius R > 0. So we may assume (taking a subsequence {vn′}n′ ⊂ {vn} if necessary,
still denoted by {vn})
vn(x)→ v(x) a.e. x ∈ Ω.
for some v ∈ H1(BR(0)).
For any ε > 0, choose suﬃciently large R = R(ε) > 0 such that(∫
ΩR
(K0Q
−α)1/γdx
)γ
≤ ε
because of γ > 0, where ΩR := Ω\BR(0). Then the above inequality together with
(5.1) implies ∫
ΩR
K0|vn|p+1dx ≤ C2∗β‖K0Q−α‖1/γ,ΩR‖vn‖p+1XQ(ΩR) ≤ εC1
for all n ∈ N because of the boundedness of {vn} in XQ(Ω). On the other hand,
there exists δ := δ(ε) > 0 suﬃciently small so that(∫
ω
(K0Q
−α)1/γdx
)γ
≤ ε
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for any ω ⊂ Ω satisfying |ω| < δ where |ω| means the volume of the domain ω ∈ RN .
Similar to the previous estimate, we have
∫
ω
K0|vn|p+1dx ≤ εC1 for any |ω| < δ. By
using Vitali-Sacks’s theorem, we can show the compactness.
For every Q(·) ∈ L1loc(Ω) and Ω ⊂ RN , set φ0 ∈ C1(Ω) ∩ H2loc(Ω) as a positive
function satisfying the following linear elliptic equation;
∆φ(x)−Q(x)φ(x) = 0 in Ω. (5.2)
Deﬁne u as u := v/φ0 for any v ∈ XQ(Ω). A direct computation yields that
v ∈ C10(Ω) is equivalent to u ∈ C10(Ω). According to (5.2), we have∫
Ω
Q|v|2dx =
∫
Ω
φ0∆φ0|u|2dx = −
∫
Ω
|∇φ0|2|u|2dx− 2
∫
Ω
φ0u∇φ0 · ∇udx.
Consequently, we can conclude that∫
Ω
(|∇v|2 + Q|v|2)dx =
∫
Ω
φ20|∇u|2dx
for all v ∈ C10(Ω).
Now we introduce a norm |[·]|φ20,Ω as
|[u]|2φ20,Ω :=
∫
Ω
φ20|∇u|2dx.
Set Z(φ20,Ω) be the completion of C
1
0 (Ω) in the norm |[·]|φ20,Ω. It is also clear that
Z(φ20,Ω) is a Hilbert space and its inner product 〈·, ·〉φ20,Ω can be deﬁned as
〈v, w〉φ20,Ω :=
∫
Ω
φ20∇v · ∇wdx.
Note that ∫
Ω
K0|v|p+1dx =
∫
Ω
φp+10 K0|u|p+1dx
for all u ∈ Z(φ20,Ω) with u = v/φ0.
Lemma 5.3. Let α, β, γ be non-negative numbers satisfying α+β+γ = 1 and p+1 =
2α + 2∗β. If K0Q−α ∈ L1/γ(Ω), then the embedding Z(φ20,Ω) ⊂ Lp+1(φp+10 K0,Ω) is
continuous. Moreover, if γ > 0, then the above embedding is compact.
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Lemma 5.4. Let N = 2 and α, β, γ be non-negative numbers. Set Q(x) ≥ C with
some C > 0. Assume α + β + γ = 1 and p + 1 = 2α + θβ with some θ ≥ 2. If
K0Q
−α ∈ L1/γ(Ω) (γ = 0 implies K0Q−α ∈ L∞(Ω)), then the embedding Z(φ20,Ω) ⊂
Lp+1(φp+10 K0,Ω) is continuous. Moreover, if γ > 0, then the above embedding is
compact.
Now for every v ∈ XQ(Ω), put u := v/φ0 ∈ Z(φ20,Ω). In the same manner, set
ψ := ψ/φ0 ∈ C10(Ω) for every ψ ∈ C10(Ω). A simple calculation yields∫
Ω
(∇v · ∇ψ + Qvψ)dx−
∫
Ω
(λg0v
q + K0v
p)ψdx
=
∫
Ω
φ20∇u · ∇ψdx −
∫
Ω
(λφq+10 g0u
q + φp+10 K0u
p)ψdx
where g0(x), K0(x) ∈ L1loc(Ω) are non-negative functions. Consequently, it is easy to
see that if v ∈ XQ(Ω) is a (weak) solution of

−∆v + Qv = λg0vq + K0vp in Ω,
v = 0 on ∂Ω,
∫
Ω
Qv2dx <∞,
if and only if u = v/φ0 ∈ Z(φ20,Ω) is a (weak) solution of

−div(φ20∇u) = λφq+10 g0uq + φp+10 K0up in Ω,
u = 0 on ∂Ω,
∫
Ω
φ20|∇u|2dx < ∞.
5.2 Concentration Compactness Principle corresponding to
weighted Sobolev spaces and its application
In this section, our aim is to study carefully the behavior of sequences which
converges weakly in weighted Sobolev spaces XQ(Ω) and Z(φ
2
0,Ω) given in pre-
vious section. We have to treat carefully the measures µˆn := (|∇vn|2 + Q|vn|2)dx
and νˆn := |un|2∗dx for the sequence {un} ⊂ XQ(Ω) and µn := φ20|∇un|2dx and
νn := K0(x)|un|2∗dx for the sequence {un} ⊂ Z(φ20,Ω). Moreover, we also clarify
the relations between (µˆn, νˆn) and (µn, νn).
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Proposition 5.1. Set Q(·) ∈ L1loc(Ω) be a non-negative function. Let {vn} be a se-
quence which converges to v∗ weakly in XQ(Ω) such that µˆn := (|∇vn|2+Q|vn|2)dx ⇁
µˆ and νˆn := |vn|2∗dx ⇁ νˆ in the weak∗-sense of measures. Then there exist at most
countable index set Jˆ , a family {xˆj, j ∈ Jˆ} of distinct points in Ω and a family
{νˆj, µˆj ; j ∈ Jˆ} of positive numbers such that
νˆ = |v∗|2∗dx +
∑
j∈Jˆ
νˆjδxˆj , µˆ ≥ (|∇v∗|2 + Q|v∗|2)dx +
∑
j∈Jˆ
µˆjδxˆj
where δx is the Dirac-mass of mass 1 concentrated at x ∈ Ω. Moreover,
SˆQ(Ω)(νˆj)
2/2∗ ≤ µˆj
for all j ∈ Jˆ with
SˆQ(Ω) := inf
v∈XQ(Ω)\{0}
∫
Ω
(|∇v|2 + Q|v|2)dx
/(∫
Ω
|v|2∗dx
)2/2∗
.
Remark 5.1. For every Q ≥ 0 and Ω ⊂ RN , it is obvious that XQ(Ω) ⊂ D1,2(RN )
by setting u ≡ 0 in RN\Ω. So
SˆQ(Ω) ≥ inf
v∈XQ(Ω)\{0}
‖∇v‖22,Ω/‖v‖22∗,Ω
≥ inf
v∈D1,2(RN )\{0}
‖∇v‖22/‖v‖22∗ = S0.
Hence one can easily check S0(νˆj)
2/2∗ ≤ µˆj for all j ∈ Jˆ .
Proposition 5.2. For every non-negative function Q(·) ∈ L1loc(Ω), set φ0 ∈ C10 (Ω)
∩ H20 (Ω) as a positive function satisfying (5.2). Let {un} be a sequence which
converges to u0 weakly in Z(φ
2
0,Ω). Moreover µn := φ
2
0|∇un|2dx ⇁ µ, νn :=
K0|un|2∗dx ⇁ ν and ν∗n := φ2
∗/2
0 |un|2∗dx ⇁ ν∗ in the weak∗-sense of measures
with φ−2
∗
0 K0 ∈ L∞(Ω). Then there exist at most countable index sets J, J∗, fam-
ilies {xj, j ∈ J}, {x∗j , j ∈ J∗} of distinct points in Ωd and sets {νj , µj; j ∈ J},
{ν∗j , µ∗j ; j ∈ J∗} of positive numbers such that
ν = K0|u0|2∗dx +
∑
j∈J
νjδxj , µ ≥ φ20|∇u0|2dx +
∑
j∈J
µjδxj ,
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ν∗ = φ2
∗/2
0 |u0|2
∗
dx +
∑
j∈J∗
ν∗j δx∗j .
In particular, Sφ0,K0(Ω)(νj)
2/2∗ ≤ µj for all j ∈ J and Sφ0,φ2∗0 (Ω)(ν∗j )2/2
∗ ≤ µ∗j for
all j ∈ J∗. Here Sφ0,K0(Ω) is deﬁned by
Sφ0,K0(Ω) := inf
u∈Z(φ20,Ω)\{0}
∫
Ω
φ20|∇u|2dx
/(∫
Ω
K0u
2∗dx
)2/2∗
.
Remark 5.2. Similarly to the previous remark, taking v = uφ0 ∈ XQ(Ω) yields
Sφ0,K0(Ω) = inf
u∈Z(φ20,Ω)\{0}
|[u]|2φ20,Ω
/|u|22∗,K,Ω
= inf
v∈XQ(Ω)\{0}
‖v‖2XQ(Ω)
/|v|22∗,V,Ω ≥ ‖V ‖−2/2∗∞,Ω SˆQ(Ω)
with V (x) := φ0(x)
−2∗K0(x). Then we can conclude that SˆQ(Ω)(‖V ‖−1∞,Ωνj)2/2
∗ ≤ µj
(or S0(‖V ‖−1∞,Ωνj)2/2
∗ ≤ µj for all j ∈ J ).
From these propositions one can understand the behavior of weak convergent
sequences at bounded points in detail, which converges weakly in Sobolev spaces
XQ(Ω) and Z(φ
2
0,Ω). Roughly speaking, these are only concerned with concen-
trations of a weakly convergent sequence at local points and do not provide any
information about the loss of mass of a sequence at inﬁnity. On the other hand,
some studies have given positive settlements for these behaviors at inﬁnity in the
aﬃrmative sense. They are, for example, Applying their ideas to {vn} ⊂ XQ(Ω) and
{un} ⊂ Z(φ20,Ω), we can obtain the following.
Proposition 5.3. Let Ω ⊂ RN be a general unbounded domain. Let {vn} ⊂ XQ(Ω)
and {un} ⊂ Z(φ20,Ω) satisfy the conditions of Propositions 5.1 and 5.2. Deﬁne
νˆ∞,Ω := lim
R→∞
lim
n→∞
∫
Ω(R)
|vn|2∗dx, µˆ∞,Ω := lim
R→∞
lim
n→∞
∫
Ω(R)
(|∇un|2 + Q|vn|2)dx.
ν∞,Ω := lim
R→∞
lim
n→∞
∫
Ω(R)
K0|un|2∗dx, µ∞,Ω := lim
R→∞
lim
n→∞
∫
Ω(R)
φ20|∇un|pdx
ν∗∞,Ω := lim
R→∞
lim
n→∞
∫
Ω(R)
φ
2∗/2
0 |un|2
∗
dx
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with Ω(R) = Ω\BR(0). Then
lim
n→∞
∫
Ω
|vn|2∗dx =
∫
Ω
dνˆ + νˆ∞,Ω, lim
n→∞
∫
Ω
(|∇vn|2 + Q|vn|2)dx =
∫
Ω
dµˆ+ µˆ∞,Ω,
lim
n→∞
∫
Ω
K0|un|2∗dx =
∫
Ω
dν + ν∞,Ω, lim
n→∞
∫
Ω
φ20|∇un|2dx =
∫
Ω
dµ + µ∞,Ω,
lim
n→∞
∫
Ω
φ
2∗/2
0 |un|2
∗
dx =
∫
Ω
dν∗ + ν∗∞,Ω.
Moreover,
SˆQ(Ω)(νˆ∞,Ω)2/2
∗ ≤ µˆ∞,Ω, Sφ0,K0(Ω)(ν∞,Ω)2/2
∗ ≤ µ∞,Ω,
and S
φ0,φ
2∗/2
0
(Ω)(ν∗∞,Ω)
2/2∗ ≤ µ∞,Ω.
5.3 Sketch of the proofs of Theorems 1.5 and 1.6.
To construct critical points of energy functional I(u), we will apply the usual vari-
ational methods. In this chapter, we will consider the case p is subcritical.
Lemma 5.5. Let 0 < q < 1 < p < (N + 2)/(N − 2)+ and N ≥ 2. Assume (H1),
(H2) and (H3) if N ≥ 3 ( if N = 2, then assume (H1), (H2)′ and (H3)′ ). Then any
sequence {un} ⊂ H1(a,RN) satisfying
I(un)→ c0, (5.3)
I ′(un)→ 0 in (H1(a,RN))∗ (5.4)
contains a convergent subsequence in H1(a,RN) for all c0 ∈ R. (say ”Palais-Smale
condition”).
Proof. Set Q(x) :=
[
2a(x)∆a(x)−|∇a(x)|2]/4a(x)2 and X = H1(a,RN). We simply
write
‖u‖2 := ‖u‖2H1(a,RN) =
∫
RN
a|∇u|2dx.
Here (5.4) means 〈I ′(un), φ〉X → 0 as n→∞ for any φ ∈ X; that is∫
RN
a∇un · ∇φdx−
∫
RN
(λguqn + Ku
p
n)φdx → 0 (5.5)
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as n→∞.
Assume that {un} ⊂ X satisﬁes (5.3) and (5.4). It is easily seen that∫
RN
g|u|q+1dx ≤ (S0)−2∗β‖a−(q+1)/2gQ−α‖1/γ‖u‖q+1
for every u ∈ X from (H2). Consequently, if n is large,
p− 1
2
‖un‖2
= (p+ 1)I(un)− 〈I ′(un), un〉X + λ(p− q)
q + 1
∫
RN
g(u+n )
q+1dx (5.6)
≤ (p+ 1)(c0 + 1) + ‖un‖+ C‖un‖q+1
with some constant C > 0. Since p > 1, one can easily see that ‖un‖ is bounded in
X. Thus there exists a subsequence {un′} ⊂ {un}, still denoted by {un} such that
un ⇀ u0 weakly in X with some u0 ∈ X. Moreover, we can show that the sequence
{u+n } also satisﬁes (5.3) and (5.4). Indeed, one can check that {u−n } is also bounded
in X where v− := −max{−v, 0}. So 〈I ′(un), u−n 〉X = ‖u−n ‖2 = o(1). From the fact
that
〈I ′(u+n ), φ〉X = 〈I ′(un), φ〉X −
∫
RN
a∇u−n · ∇φdx, φ ∈ X,
then I ′(u+n ) → 0 as n → ∞. Moreover, one can see that I(un) − ‖u−n ‖2/2 = I(u+n )
from easy calculation. Thus {u+n } also satisfy (5.3). Consequently, there exists a
subsequence (still denoted by {un}) such that
un ≥ 0 a.e. in RN , un ⇀ u0 in X,
un → u0 a.e. in RN , u0 ≥ 0 a.e. in RN .
(5.7)
with some u0 ∈ X.
To show the Palais-Smale condition, we will prepare the following lemma.
Lemma 5.6. Let N ≥ 2 and assume (H1), (H2) and (H3) if N ≥ 3 (also assume
(H1), (H2)′ and (H3)′ if N = 2). Let {un} be a sequence which converges to u0
weakly in H1(a,RN). Then there exists a subsequence {un′} ⊂ {un}, still denoted
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by {un}, such that
(i)
∫
RN
guqnφdx →
∫
RN
guq0φdx,
(ii)
∫
RN
Kupnφdx →
∫
RN
Kup0φdx
as n→∞ for any φ ∈ C∞0 (RN).
Proof of Lemma 5.6. We follow the idea of Dra´bek-Huang [27]. First we check
a(q+1)/2Qαuqnφ is bounded in L
1/(1−γ)(RN) if N ≥ 2. For any φ ∈ C∞0 (RN), there
exists r1 > 0 such that supp φ ⊂ Br1(0). First of all, set θ1 as
θ1 :=
{
2∗ if N ≥ 3,
θ if N = 2,
(5.8)
where θ is given in (H2)′. Note that∫
RN
(a(q+1)/2Qαuqnφ)
1/(1−γ)dx
=


∫
RN
{
(aQ|un|2)αa(q−2α+1)/2|un|q−2αφ
}1/(1−γ)
dx q − 2α ≥ 0,∫
RN
{
(aQ|un|2)q/2a1/2Q(2α−q)/2φ
}1/(1−γ)
dx q − 2α < 0.
(5.9)
We will ﬁrst estimate the case q − 2α ≥ 0. It is easy to see that α + β + γ = 1
implies α/(1− γ) + β/(1− γ) = 1, then
∫
RN
{
(aQ|un|2)αa(q−2α+1)/2|un|q−2αφ
}1/(1−γ)
dx
≤
(∫
RN
aQ|un|2dx
)α/(1−γ)(∫
RN
(a(q−2α+1)/2|un|q−2αφ)1/βdx
)β/(1−γ)
.
Recall q − 2α + 1 = θ1β, then∫
RN
(a(q−2α+1)/2|un|q−2αφ)1/βdx ≤ ‖a1/2un‖(θ1β−1)/βθ1 ‖a1/2φ‖
1/β
θ1
.
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On the other hand, we can estimate (5.9) in case q − 2α < 0 as∫
RN
{(aQ|un|2)q/2a1/2Q(2α−q)/2φ}1/(1−γ)dx
≤
(∫
RN
(aQ|un|2)q/2α(aQ|φ|2)(2α−q)/2αdx
)α/(1−γ)(∫
RN
|a1/2φ|θ1dx
)β/(1−γ)
.
Since q/2α + (2α− q)/2α = 1, then we get∫
RN
(aQ|un|2)q/2α(aQ|φ|2)(2α−q)/2αdx ≤ |un|q/α2,aQ · |φ|(2α−q)/2α2,aQ .
Consequently, we can conclude from (5.1) that∫
RN
(a(q+1)/2Qαuqnφ)
1/(1−γ)dx ≤ C‖un‖q/(1−γ)‖φ‖1/(1−γ)
with some C > 0. Thus e(q+1)θQαuqnφ is bounded in L
1/(1−γ)(RN). On the other
hand, a(q+1)/2Qαuqnφ → a(q+1)/2Qαuq0φ a.e. in Br1(0). By the basic argument of
Bre´zis-Lieb [17] yields ∫
Br1 (0)
(a−(q+1)/2gQ−α) · (a(q+1)/2Qαuqnφ)dx
→
∫
Br1 (0)
(a−(q+1)/2gQ−α) · (a(q+1)/2Qαuq0φ)dx
Thus we get a(q+1)/2Qαuqnφ ⇀ a
(q+1)/2Qαuq0φ weakly in L
1/(1−γ)(Br1(0)). Because of
φ ≡ 0 in RN\Br1(0), one can show that
a(q+1)/2Qαuqnφ ⇀ a
(q+1)/2Qαuq0φ weakly in L
1/(1−γ)(RN).
So we can check (i). Analogously, we can check (ii). So we omit the proof.
Consequently, by taking n→∞ in (5.5) we have∫
RN
a∇u0 · ∇φdx =
∫
RN
(λguq0 + Ku
p
0)φdx.
Thus I ′(u0) = 0.
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From (H2) and (H3) (note that (H2)′ and (H3)′ if N = 2), one can easily see
that the embedding X ⊂ Lq+1(g,RN) and X ⊂ Lp+1(K,RN) are both compact, i.e.
both of |un − u0|q+1,g and |un − u0|p+1,K converge to zero as n→∞. So
‖wn‖2 =
∫
RN
∇aun · ∇wndx−
∫
RN
∇au0 · ∇wndx
= 〈I ′(un), wn〉X + λ
∫
RN
guqnwndx +
∫
RN
Kupnwndx + o(1)
≤ ‖I ′(un)‖(X)∗‖wn‖+ o(1)
with wn = un−u0. Due to the fact ‖I ′(un)‖(X)∗ → 0 as n→∞, we have ‖wn‖ → 0 as
n→∞. Due to uniformly convexity of X, we can show the Palais-Smale condition
for any c0 ∈ R.
To construct two non-negative weak solutions of (1.15), we will prepare the
following lemma.
Lemma 5.7. Let N ≥ 2 and 0 < q < 1 < p < (N + 2)/(N − 2)+. Assume (H1),
(H2) and (H3) if N ≥ 3. If N = 2, then assume (H1), (H2)′ and (H3)′. Then there
exist λ0 > 0, ρ1 > 0 and r1 > 0 such that
I(u) ≥ r1 for any u ∈ X with ‖u‖ = ρ1, (5.10)
I(e0) < 0 for some e0 ∈ X with ‖e0‖ > ρ1 (5.11)
for every λ ∈ (0, λ0).
Proof. Let θ1 be a positive number given in (5.8). Similarily, deﬁne θ2 as
θ2 :=
{
2∗ if N ≥ 3,
θ′ if N = 2,
where θ′ is given in (H3)′. From our assumptions, we can estimate I(u) from below
as
I(u) ≥ 1
2
‖u‖2 − λC1‖u‖q+1 − C2‖u‖p+1 (5.12)
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where C1 = (S0)
−θ1β‖a−(q+1)/2gQ−α‖1/γ and C2 = (S0)−θ2β′‖a−(p+1)/2gQ−α′‖1/γ′ are
positive constants. Now we introduce a function κλ(ρ) = C3λρ
q−1+C4ρp−1 for every
λ > 0 with C3, C4 > 0. It is clear that κλ(ρ) is continuous in ρ ∈ (0,∞) and satisﬁes
κλ(ρ) → ∞ as ρ → 0 and ρ → ∞. So one can derive that κλ(ρ) has a (positive)
global minimum and satisﬁes
κ∗λ := min
ρ≥0
κλ(ρ) =
p− q
p− 1
(
Cp−13 (1− q)q−1
Cq−14 (p− 1)q−1
)1/(p−q)
λ(p−1)/(p−q) (5.13)
Hence we can obtain from (5.13) that the following relation
I(u) ≥ ρ21
(1
2
−C1λρq−11 − C2ρp−11
)
= ρ21
(1
2
−C0λ(p−1)/(p−q)
)
holds true for any u ∈ X with ‖u‖ = ρ1, where C0 is a positive constant which is
independent of λ. So we can take λ > 0 suﬃciently small so that C0λ
(p−1)/(p−q) <
1/4. Consequently, one can check (5.10).
Next we will verify (5.11). Let e0 ∈ X be a positive function with |e0|p+1,K =
1 and be ﬁxed. Note that |e0|p+1,K ≤ C‖a−(q+1)/2KQ−α′‖1/γ′‖e0‖p+1. A simple
computation yields
I(te0) =
t2
2
‖e0‖2 − λt
q+1
q + 1
∫
RN
g|e0|q+1dx− t
p+1
p + 1
∫
RN
K|e0|p+1dx
≤ t
2
2
‖e0‖2 − t
p+1
p + 1
for every t > 0 and λ > 0. Since p > 1, one can easily see that
I(te0)→−∞ as t→∞.
Thus there exists t0 > 0 such that I(t0e0) < 0 with ‖t0e0‖ > ρ1.
Remark 5.3. Let us consider the following polynomial;
E1(t) := A1t− λA2tq − A3tp, t ≥ 0 (5.14)
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where A1, A2 and A3 are positive numbers. Set
Aˆ1 := sup{A1 ∈ R+;E1(t) < 0 for all t > 0}. (5.15)
Then one can see that A1 is greater than Aˆ1 if and only if there exists t0 > 0
satisfying E1(t0) > 0. Moreover, we can choose t0 as t0 > tˆ in this case, where tˆ is a
positive solution of the following polynomial;
E1(tˆ) = E
′
1(tˆ)tˆ. (5.16)
By easy calculation, one can derive
Aˆ1 = (p− q) ·
((
λA2
p− 1
)p−1
·
(
A3
1− q
)1−q)1/(p−q)
(5.17)
So we can derive that if A1 > Aˆ1 then
λ <
p− 1
A2
{
A1
p− q ·
(
1− q
A3
)1−q}1/(p−1)
:= λ+. (5.18)
If we substitute
A1 = 1/2,A2 = (S0)
−θ1β‖a−(q+1)/2gQ−α‖1/γ, A3 = (S0)−θ2β′‖a−(p+1)/2KQ−α′‖1/γ′
in (5.14)-(5.18), we can show that λ is less than λ+ if and only if there exist ρ1 > 0
and r1 > 0 satisfying I(u) ≥ r1 for any u ∈ X with ‖u‖ = ρ1. Consequently, (5.10)
is valid if λ < λ+.
Proof of Theorems 1.5 and 1.6. Set e1 ∈ X a positive function with |e1|q+1,g = 1.
Then we have
I(te1) ≤ t
2
2
‖e1‖2 − λt
q+1
q + 1
.
Thus one can verify I(te1) < 0 for suﬃciently small t > 0. It follows from the
previous statement and Lemma 5.7 that there exists r1, ρ1 > 0 satisfying
inf
u∈∂Bρ1
I(u) ≥ r1 > 0, −∞ < c∗ ≡ inf
u∈Bρ1
I(u) < 0,
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where Bρ1 := {u ∈ X, ‖u‖ < ρ1} is an open set. Set
0 < ε < inf
u∈∂Bρ1
I(u)− inf
u∈Bρ1
I(u),
one can apply Ekeland’s Variational Principle to I : Bρ1 → R such that I(uε) ≤
infu∈Bρ1 I(u) + ε and I(uε) < I(u) + ε‖u − uε‖ with some uε ∈ Bρ1 , u 
= uε. As a
matter of fact, I(uε) < inf{I(u), u ∈ Bρ1} because
I(uε) ≤ inf
u∈Bρ1
I(u) + ε ≤ inf
u∈Bρ1
I(u) + ε < inf
u∈∂Bρ1
I(u),
which implies uε ∈ Bρ1 . Letting
F (u) := I(u) + ε‖u− uε‖
it follows that uε is a strict local minimum of F : Bρ1 → R, so that
F (uε + dv)− F (uε)
d
≥ 0
for d > 0 and v in the unit sphere of X. Thus
I(uε + dv)− I(uε)
d
+ ε‖v‖ ≥ 0.
Passing to the limit as d→ 0 it comes
〈I ′(uε), v〉X + ε‖v‖ ≥ 0
so that ‖I ′(uε)‖ ≤ ε. Therefore there exists a minimizing sequence {un} ⊂ Bρ1 with

I(un)→ inf
u∈Bρ1
I(u) < 0,
I ′(un)→ 0 in X∗.
Note that ‖un‖ < ρ1 and this implies un ⇀ u∗ in X with some u∗ ∈ Bρ1. Conse-
quently, the above minimizing sequence has a convergent subsequence from Lemma
5.5.
On the other hand, if we choose w2 ∈ X with w2 ≥ 0 and ‖w2‖p+1,K = 1, then
I(tw2) ≤ ‖w2‖
2
2
t2 − 1
p+ 1
tp+1.
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So one can see I(tw2) < 0 for suﬃciently large t > 0. Applying the Mountain Pass
Theorem yields the existence of the sequence {un} ⊂ X with

I(un)→ c∗ := inf
γ∈Γ
max
t∈[0,1]
I(γ(t)),
I ′(un)→ 0 in X∗
(5.19)
where
Γ := {γ ∈ C([0, 1], X), γ(0) = 0, γ(1) = w2}.
From Lemma 5.5, it is easily shown that {un} ⊂ X satisfying (5.19) also has a
convergent subsequence for all c0 ∈ R. Consequently, we can show at least two
non-negative weak solutions of (1.15) u∗, u∗ ∈ X with I(u∗) < 0 and I(u∗) > 0.
This completes the proof.
5.4 Sketch of the proof of Thereom 1.7.
Lemma 5.8. Let N ≥ 3, 0 < q < 1 and p = (N +2)/(N − 2). Assume (H1), (H2),
(H4) and (H6). Then any sequence {un} ⊂ H1(a,RN) satisfying
I(un)→ c∗0, (5.20)
I ′(un)→ 0 in (H1(a,RN))∗ (5.21)
contains a convergent subsequence in H1(a,RN) if c∗0 satisﬁes
c∗0 < −C∗1λq0 +
1
N
(Sa1/2,K)
N/2 (5.22)
with some C∗1 > 0 where Sa1/2,K := Sa1/2,K(R
N) is given in Proposition 5.2. (C∗1 is
given in (5.40).)
Proof. Let {un} ⊂ X be a sequence satisfying (5.20) and (5.21). Recall that
I(un) :=
1
2
‖un‖2 − λ
q + 1
∫
RN
g(u+n )
q+1dx− 1
2∗
∫
RN
K(u+n )
2∗dx.
It follows from (5.6) that {un} is bounded in X even if p = (N + 2)/(N − 2).
So there exists a subsequence {un′} ⊂ {un}, still denoted by {un} satisfying (5.7).
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Consequently, we can apply Propositions 5.1-5.2 by putting φ0 = a
1/2 and K0 = K.
To assure the Palais-Smale condition, we have to analyze the behavior of sequences
µn := a|∇un|2dx and νn := K|un|2∗dx carefully.
Lemma 5.9. Let {un} ⊂ X be a bounded sequence satisfying (5.20) and (5.21).
Then we have
µn := a|∇un|2dx ⇁ dµ ≥ a|∇u0|2dx +
∑
j∈J
µjδxj ,
νn := K|un|2∗dx ⇁ dν = K|u0|2∗dx +
∑
j∈J
νjδxj
ν∗n := a
2∗/2|un|2∗dx ⇁ dν∗ = a2∗/2|u0|2∗dx +
∑
j∈J∗
ν∗j δx∗j
where ⇁ means the convergence in the weak∗-sense of measures. If B := {xj , j ∈ J}
is not empty set, then the numbers of elements of B and C := {x∗j , j ∈ J∗} are at
most ﬁnite and all of elements of B and C are isolated in RN . Moreover, µj = νj ≥
(Sa1/2,K)
N/2 for all j ∈ J .
Lemma 5.10. Let {un} ⊂ X be a bounded sequence satisfying (5.20) and (5.21).
Set
µ∞ := lim
R→∞
lim
n→∞
∫
|x|≥R
a|∇un|pdx,
ν∞ := lim
R→∞
lim
n→∞
∫
|x|≥R
K|un|2∗dx.
If ν∞ 
= 0, then µ∞ = ν∞ ≥ (Sa1/2,K)N/2.
Proofs of Lemmas 5.9 and 5.10. First we study the concentration at local points;
that is, estimate µj and νj. Recall that (5.21) means∫
RN
a∇un · ∇φdx−
∫
RN
(λguqn + Ku
2∗−1
n )φdx→ 0 (5.23)
as n→∞ for any φ ∈ X.
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If B is not empty, then we can choose x∗j ∈ B and ﬁxed. Set ϕε,j := ϕε(x− x∗j )
for every ε > 0. It is easy to see that 〈I ′(un), unϕε,j〉X converges to 0 as n → ∞;
which implies ∫
RN
a|∇un|2ϕε,jdx +
∫
RN
a∇un · ∇ϕε,jundx
=
∫
RN
(λguq+1n + Ku
2∗
n )ϕε,jdx + o(1)
(5.24)
as n → ∞. Similar to the argument given in Lemma 4.18, taking lim
n→∞
in (5.24)
yields that for any δ > 0 there exists 0 > 0 satisfying∫
RN
ϕε,jdµ ≤
∫
RN
ϕε,jdν + δ
for any ε < 0. By letting ε → 0 in above equation, we have µj ≤ νj + δ for all
j ∈ J. Also from Proposition 5.2,
0 ≤ Sa1/2,K ≤ µj ≤ νj + δ,
for any δ > 0, which yields νj ≥ (Sa1/2,K)N/2 for all j ∈ J. Thus we can show
that the number of the elements of B is at most ﬁnite and which implies that all
of elements of B are isolated in RN . Moreover, we can prove that B = C by using
the idea given in the proof of Lemma 4.7. Next we consider the concentration at
inﬁnity, that is, estimate µ∞ and ν∞. Putting φ = un(1− ϕR) in (5.23) yields∫
RN
a|∇un|2(1− ϕR)dx−
∫
RN
a∇un · ∇ϕRundx
=
∫
RN
(λg|un|q+1 + K|un|2∗)(1 − ϕR)dx + o(1)
(5.25)
as n→∞ where ϕR(x) = ϕ(x/R) is given in (1.21). Due to the argument in Lemma
4.3, we can estimate the second term of the left-hand sides of (5.25) as
∫
RN
a∇un · ∇ϕRundx ≤ C
(∫
T (R,2R)
a2
∗/2|un|2∗dx
)1/2∗
≤
(∫
RN
φˆRdν
∗
n
)1/2∗ (5.26)
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where φˆR ∈ C0(RN ) is given in (3.11). From the fact that the number of elements
of C is ﬁnite, then one can choose R > 0 suﬃciently large so that C ⊂ BR/2(0).
Taking lim
n→∞
in (5.26) yields
lim
n→∞
∫
RN
φˆRdν
∗
n =
∫
RN
φˆRdν
∗ ≤
∫
T (R/2,4R)
a2
∗/2|u0|2∗dx (5.27)
If we take R → ∞ in (5.27), the right-hand side of (5.27) tends to zero. Conse-
quently, for any δ > 0 there exists suﬃciently large R > 0 such that
lim
n→∞
∣∣∣∣
∫
RN
a∇un · ∇ϕRundx
∣∣∣∣ ≤ δ. (5.28)
Similarly, we can obtain from (H2) that∫
RN
g|un|q+1(1− ϕR)dx→
∫
RN
g|u0|q+1(1− ϕR)dx
as n→∞ for all R > 0.
Thus taking lim
n→∞
in (5.25), we get
−Cδ ≤ lim
n→∞
∫
RN
(1− ϕR)dµn − lim
n→∞
∫
RN
(1− ϕR)dνn ≤ Cδ (5.29)
for suﬃciently large R > 0 with some C > 0. One can easily see from (5.29) that
−Cδ ≤ lim
n→∞
∫
|x|≥R
dµn − lim
n→∞
∫
|x|≥2R
dνn (5.30)
and
lim
n→∞
∫
|x|≥2R
dµn − lim
n→∞
∫
|x|≥R
dνn ≤ Cδ. (5.31)
Letting R →∞ in (5.30) and (5.31) leads to
ν∞ − Cδ ≤ µ∞ ≤ ν∞ + Cδ. (5.32)
Recall that δ > 0 is arbitrary, then one can derive from (5.32) that ν∞ = µ∞. From
Proposition 5.3,
0 ≤ Sa1/2,K(ν∞)2/2
∗ ≤ µ∞ = ν∞
so that ν∞ ≥ (Sa1/2,K)N/2.
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Lemma 5.11. Let N ≥ 3 and assume (H1) and (H4). Let {un} be a sequence which
converges to u0 weakly in H
1(a,RN). Then there exists a subsequence {un′} ⊂ {un},
still denoted by {un}, such that∫
RN
Ku(N+2)/(N−2)n φdx →
∫
RN
Ku
(N+2)/(N−2)
0 φdx
as n→∞ for any φ ∈ C∞0 (RN).
Proof. A simple calculation yields that Ku(N+2)/(N−2) is bounded in L2N/(N+2)(RN).
Indeed, ∫
RN
(Ku2
∗−1
n )
2N/(N+2)dx ≤ ‖V ‖2N/(N+2)∞ ‖a1/2un‖2
∗
2∗.
Hence the pointwise convergence of {un} yields∫
RN
Ku(N+2)/(N−2)n φdx →
∫
RN
Ku0
(N+2)/(N−2)φdx
for any φ ∈ C∞0 (RN ).
We continue the proof of Lemma 5.8. It is not obvious that I satisﬁes Palais-
Smale condition for any c0. Because the embedding L
2∗(K,RN) ⊂ X is not compact
and it is a fatal deﬁciency for showing the strong convergence of {un} ⊂ X for some
c∗0. To assure the Palais-Smale condition, it is suﬃcient to show that there is no
concentration at local points and at inﬁnity.
Assume that there exists at least one concentration either at local points or at
inﬁnity. For any σ > 0, there exists suﬃciently large n > 0 that
c∗0 + 2σ > I(un)−
1
2
〈I ′(un), un〉X + σ
≥ 1
N
∫
RN
K|un|2∗dx + λ
(
1
2
− 1
q + 1
)∫
RN
g|un|q+1dx + σ.
(5.33)
Note that ∫
RN
K|un|2∗dx =
∫
RN
ϕRdνn +
∫
RN
(1− ϕR)dνn (5.34)
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where ϕR ∈ C0(RN ) is given by (1.21). From the fact that J is ﬁnite, we can choose
R > 0 suﬃciently large so that {xj, j ∈ J} ⊂ BR(0). So if we take lim
n→∞
in the ﬁrst
term of the right-hand side of (5.34), then it comes from Proposition 5.2 that
lim
n→∞
∫
RN
φˆRdνn =
∫
RN
φˆRdν ≥
∫
|x|≤R
K|u0|2∗dx +
∑
j∈J
νj.
From the fact u0 ∈ L2∗(K,RN), for any 1 > 0 there exists R > 0 suﬃciently large
so that ∫
|x|≥R
K|u0|2∗dx =
∫
RN
−
∫
|x|≤R
≤ 1. (5.35)
On the other hand, for any 2 > 0 there exists R > 0 such that
lim
n→∞
∫
RN
(1− φˆR)dνn ≥ lim
n→∞
∫
|x|≥2R
dνn ≥ ν∞ − 2 (5.36)
from Proposition 5.2. Thus for any σ > 0 there exists suﬃciently large R > 0 so
that
lim
n→∞
∫
RN
K|un|2∗dx ≥
∫
RN
K|u0|2∗dx +
∑
j∈J
νj + ν∞ − σ (5.37)
from (5.35) and (5.36). By letting lim
n→∞
in (5.33), it follows from (5.37) that
c∗0 + 2σ > lim
n→∞
(
Iθ(un)− 1
2
〈I ′θ(un), un〉X
)
≥ 1
N
(∑
j∈J
νj + ν∞,Ω
)
+ χ(u0),
(5.38)
where χ : X → R is written as
χ(u) = λ
(1
2
− 1
q + 1
)∫
RN
g|u|q+1dx + 1
N
∫
RN
K|u|2∗dx.
To estimate (5.38), we will focus on χ(u0) for u0 ∈ X. From (H5), one can derive
that ∫
RN
g|u0|q+1dx ≤ ‖h0‖q0|u0|q+12∗,K .
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Let us consider the following function
η(t) = λ
(1
2
− 1
q + 1
)
‖h0‖q0tq+1 +
1
N
t2
∗
, t ≥ 0.
It is easily seen that η(t) ∈ C1[0,∞) satisﬁes η(0) = 0 and limt→∞ η(t) = ∞. So
one can see that η(t) attains its (negative) minimum at some t0 > 0 and satisfy
η(t0) = min
t≥0
η(t) = −C∗1λq0 (5.39)
where
C∗1 =
Cq01
(C2)q0−1q0
(
q + 1
2∗
)q0−1
, C1 =
(
1
q + 1
− 1
2
)
‖h0‖q0, C2 =
1
N
. (5.40)
Thus we can derive from (5.39) that
c∗0 + σ ≥ −C∗1λq0 +
1
N
(Sa1/2,K)
N/2
and this contradicts to the assumption (5.22). Hence ν has no concentration either
local points or at inﬁnity. This implies |un|2∗,K → |u0|2∗,K as n→∞. From uniform
convexity we have
lim
n→∞
∫
RN
K|un − u0|2∗dx = 0;
which yields un → u0 strongly in X. Thus I satisﬁes the Palais-Smale condition.
Lemma 5.12. Let N ≥ 3, 0 < q < 1 and p = (N + 2)/(N − 2). Then there exist
λ∗ > 0, r∗1 > 0 and ρ
∗
1 > 0 such that
(i) I(u) ≥ r∗1 for any u ∈ X with ‖u‖ = ρ∗1,
(ii) I(e∗1) < 0 for some e
∗
1 ∈ X with ‖e∗1‖ > ρ∗1,
for every λ ∈ (0, λ∗).
Proof. If we use (H2) and (H7), we have
I(u) ≥ 1
2
‖u‖2 − C1λ‖a−(q+1)/2gQ−α‖1/γ‖u‖q+1 − ‖V ‖∞‖u‖2∗.
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On the other hand, if we use (H6), then
I(u) ≥ 1
2
‖u‖2 − C2λ‖h0‖q0‖V ‖(q+1)/2∞ ‖u‖q+1 − ‖V ‖∞‖u‖2
∗
.
Similar to the proof of Lemma 5.7, one can easily check (i) if λ > 0 is suﬃciently
small. It is obvious to check (ii). So we omit the proof.
Proof of Theorem 1.7. The proof of Theorem 1.7 is similar to the one of Theorems
1.5 and 1.6. By using Ekeland’s Variational Principle, we can construct a minimizing
sequence {un} ⊂ Bρ∗1 with

I(un)→ cmin := inf
u∈Bρ∗
1
I(u) < 0,
I ′(un)→ 0 in X∗.
(5.41)
From Lemma 5.8, there exists a convergent subsequence if
cmin < −C∗1λq0 +
1
N
(Sa1/2,K)
N/2. (5.42)
If we choose λ > 0 suﬃciently small, then the right-hand side of (5.42) is exactly
positive. So the sequence satisfying (5.41) exactly has a convergent subsequence.
On the other hand, if we choose w3 ∈ X with w3 ≥ 0 and ‖w3‖2∗,K = 1, then
I(tw3) ≤ ‖w3‖
2
2
t2 − 1
2∗
t2
∗
.
So it is easily seen that I(tw3) < 0 for suﬃciently large t > 0. Applying the
Mountain Pass Theorem yields the existence of the sequence {un} ⊂ X with

I(un)→ c∗ := inf
γ∈Γ
max
t∈[0,1]
I(γ(t)),
I ′(un)→ 0 in X∗
(5.43)
where
Γ := {γ ∈ C([0, 1], X), γ(0) = 0, γ(1) = w3}.
From Lemma 5.8, {un} ⊂ X satisfying (5.43) also has a convergent subsequence
if c∗ satisﬁes (5.22). Moreover, we can check (5.22) if λ > 0 is suﬃciently small
from Lemma 5.14. Consequently, we can show that (1.15) admits at least two non-
negative weak solutions u∗, u∗ ∈ X with I(u∗) < 0 and I(u∗) > 0 if λ > 0 is
suﬃciently small. This completes the proof.
98
5.5 Estimate of energy level
By Lemma 5.8, the proof of Theorem 1.7 will be complete if we can show
inf
γ∈Γ
max
t∈[0,1]
I(γ(t)) < −C∗1λq0 +
1
N
(Sa1/2,K)
N/2 (5.44)
where Γ: [0, 1]→ X is a group of continuous paths from γ(0) = 0 to w3 ∈ X given
in Lemma 5.12.
Lemma 5.13. Assume (H1), (H2) and (H4)-(H7). Then Sa1/2,K = S0‖V ‖−(N−2)/N∞ .
From this lemma, (5.44) is replaced by the following condition;
inf
γ∈Γ
max
t∈[0,1]
I(γ(t)) < −C∗1λq0 +
1
N
(S0)
N/2‖V ‖−(N−2)/2∞ . (5.45)
So we have to show (5.45) instead of (5.44).
We deﬁne wε := a
−1/2vεϕR,0 where ϕR,0 = ϕR0(x− x0). Note that vε and ϕ are
special functions deﬁned by (3.2) and (1.21), respectively. We observe that wε ∈ X
for all ε > 0.
Lemma 5.14. Let N ≥ 3, 0 < q < 1 and p = (N +2)/(N−2). Assume (H4), (H5)
and (H7). If N , q, s, κ and τ satisfy q(N − 2) > 2− s and
1 + r0s
∗ < min{q0, r0(1 + κ/2), r0τ/2, r0(N/2− 1)}
with some r0 > 0. then there exists ε = ε(λ) := λ
r0 > 0 such that
sup
t≥0
I(twε) < −C∗1λq0 +
1
N
(S0)
N/2‖V ‖−(N−2)/2∞ (5.46)
for suﬃciently small λ > 0.
Proof of Lemma 5.14. We will estimate
I(twε) =
t2
2
∫
RN
a|∇wε|2dx− λt
q+1
q + 1
∫
RN
g|wε|q+1dx− t
2∗
2∗
∫
RN
K|wε|2∗dx (5.47)
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in detail. We follow the idea due to Alves-Goncalves-Miyagaki [2] and Bre´zis-
Nirenberg [18] (also see Escobedo-Kavian [29]). At ﬁrst, we will estimate the ﬁrst
term of the right-hand side of (5.47); that is,
I1,ε :=
∫
RN
a|∇wε|2dx.
It follows from easy calculation that
∇wε =
2a(∇vεϕR,0 + vε∇ϕR,0)−∇avεϕR,0
2a3/2
.
Thus we get ∫
RN
a|∇wε|2dx
=
∫
RN
∣∣∣∣
(
∇vε − 1
2
a−1vε∇a
)
ϕR,0 + vε∇ϕR,0
∣∣∣∣
2
dx
=
∫
RN
(
|∇vε|2 − a−1vε∇vε · ∇a+ 1
4
|a|−2|∇a|2|vε|2
)
ϕ2R,0dx
+
∫
RN
(
(2vεϕR,0∇vε − a−1v2εϕR,0∇a) · ∇ϕR,0 + |vε|2|ϕR,0|2
)
dx.
Note that the second integral of the right-hand side of the above equation is inde-
pendent of ε because |∇ϕR,0| vanishes near x = x0. Moreover, if we use divergence
theorem, then we have∫
RN
a−1vε∇vε · ∇aϕ2R,0dx =
1
2
∫
RN
(|a|−2|∇a|2 − a−1∆a)|vε|2ϕ2R,0dx + O(1) (5.48)
as ε→ 0 if vε ∈ C10(RN). Note that (5.48) is valid for vε ∈ D1,2(RN) by the density
argument. So we can conclude that∫
RN
a|∇wε|2dx =
∫
RN
(|∇vε|2 + Q|vε|2)ϕ2R,0dx + O(1) (5.49)
as ε → 0. The ﬁrst term of the right-hand side of (5.49) is given by∫
RN
|∇vε|2ϕ2R,0dx = (N − 2)2ε1−N/2
∫
RN
|y|2
[1 + |y|2]N dy + O(1) (5.50)
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as ε → 0. On the other hand, we have∫
RN
Q|vε|2dx =
∫
BR0(x0)
+
∫
RN\BR0(x0)
≤
∫
BR0(x0)
CQ|x− x0|κ
[ε+ |x− x0|2]N−2dx + O(1)
from (H5). So we get∫
RN
Q|vε|2dx ≤ I1,ε
:=


ε2−(N−κ)/2(Cˆ1(Q) + o(1)) if N − κ > 4,
Cˆ2(Q)| log ε|+ o(| log ε|) if N − κ = 4,
Cˆ3(Q) if N − κ < 4
(5.51)
as ε → 0 where Cˆ1(Q), Cˆ2(Q) and Cˆ3(Q) are also positive constants which is inde-
pendent of ε.
Next we will estimate
I2,ε :=
∫
RN
g|wε|q+1dx.
From the assumption (H7), we have∫
RN
g|wε|q+1dx =
∫
RN
gˆvq+1ε ϕ
q+1
R,0 dx
≥
∫
BR0/2(x0)
g0|x− x0|−s
[ε+ |x− x0|2](N−2)(q+1)/2dx.
Thus ∫
RN
g|vε|q+1dx
≥ I2,ε :=


ε{(2−s)−q(N−2)}/2(Cˆ1(g) + o(1)) if q(N − 2) > 2− s,
Cˆ2(g)| log ε|+ o(| log ε|) if q(N − 2) = 2− s,
Cˆ3(g), if q(N − 2) < 2− s
as ε → 0 with some positive constants Cˆ1(g), Cˆ2(g) and Cˆ3(g). In this lemma, we
only treat the case q(N − 2) ≥ 2− s.
101
Finally we will focus on the estimate of
I3,ε :=
∫
RN
K|wε|2∗dx.
Due to (H4),∫
RN
K|wε|2∗dx =
∫
RN
V |vε|2∗dx
=
∫
BR0(x0)
+
∫
RN\BR0(x0)
≥
∫
BR0/2(x0)
‖V ‖∞
[ε+ |x− x0|2]N dx−
∫
BR0(x0)
CV |x− x0|τ
[ε+ |x− x0|2]N dx.
Note that∫
BR0/2(x0)
‖V ‖∞
[ε + |x− x0|2]N dx = ε
−N/2
∫
RN
‖V ‖∞
[1 + |y|2]N dy + O(1) (5.52)
and ∫
BR0(x0)
CV |x− x0|τ
[ε+ |x− x0|2]N dx
= I3,ε :=


ε(τ−N)/2(Cˆ1(V ) + o(1)) if τ < N,
Cˆ2(V )| log ε|+ o(| log ε|) if τ = N,
Cˆ3(V ) if τ > N
(5.53)
as ε → 0 where the constants Cˆ1(V ), Cˆ2(V ) and Cˆ3(V ) are independent of ε.
Consequently, if we use I1,ε, I2,ε and I3,ε, then
I(twε) ≤ I(t, ε)
=
1
2
ε1−N/2 (A0 + C∗1(Q)Φ1(ε) + o(Φ1(ε))) t
2
− λ
q + 1
Φ0(ε)(C
∗
1(g) + o(1))t
q+1
− 1
2∗
ε−N/2 (A∗ − C∗1(V )Φ2(ε) + o(Φ2(ε))) t2
∗
as ε → 0 with
A0 := (N − 2)2
∫
RN
|y|2
[1 + |y|2]N dy, A∗ =
∫
RN
‖V ‖∞
[1 + |y|2]N dy, (5.54)
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Φ0(ε) :=
{
ε{(2−s)−q(N−2)}/2 if q(N − 2) > 2− s,
| log ε| if q(N − 2) = 2− s, (5.55)
Φ1(ε) :=


ε1+κ/2 if κ < N − 4,
εN/2−1| log ε| if κ = N − 4,
εN/2−1 if κ > N − 4
(5.56)
and
Φ2(ε) :=


ετ/2 if τ < N,
εN/2| log ε| if τ = N,
εN/2 if τ > N.
(5.57)
Note that the positive constants C∗1 (Q), C
∗
1(g) and C
∗
1 (V ) are independent of ε > 0.
To analyze I(twε) for suﬃciently small ε > 0, we will focus on the estimate of
I(t, ε) instead of I(twε). Set ε > 0 be ﬁxed as suﬃciently small number and put
ξ := ε−(N−2)/4t. We can regard ξ as a parameter which is independent of ε without
loss of generality. Put I(t, ε) = J(ξ, ε) with new parameter ξ; that is,
J(ξ, ε) =
[
A0
2
ξ2 − A∗
2∗
ξ2
∗
]
+
[
Φ1(ε)
(
C1(Q)
2
+ o(1)
)
ξ2
− λΦ∗(ε)
(
C∗1 (g)
q + 1
+ o(1)
)
ξq+1 + Φ2(ε)
(
C∗1(V )
2∗
+ o(1)
)
ξ2
∗
]
= J1(ξ) + J2(ξ)
where Φ∗(ε) is deﬁned as
Φ∗(ε) :=
{
εs
∗
if q(N − 2) > 2− s,
εs
∗| log ε| if q(N − 2) = 2− s, (5.58)
with s∗ := {2(N − s)− (q + 1)(N − 2)}/4.
First we consider
J1(ξ) :=
A0
2
ξ2 − A∗
2∗
ξ2
∗
, ξ ≥ 0.
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It is clear that J1(ξ) attains its global maximum at ξ = ξ0 = (A0/A∗)(N−2)/4 satis-
fying
sup
ξ≥0
J1(ξ) = J1(ξ0) =
1
N
A
N/2
0 A
−(N−2)/2
∗
and satisﬁes J ′1 > 0 if ξ < ξ0 and J
′
1 < 0 if ξ > ξ0. Now it is well known that
S0 = A0A
−(N−2)/N
∗ ‖V ‖(N−2)/N∞ ; so one can easily see
J1(ξ) ≤ 1
N
(S0)
N/2‖V ‖−(N−2)/2∞ for all ξ ≥ 0. (5.59)
Moreover, for suﬃciently small λ > 0 we have
J1(ξ) < −C∗1λq0 +
1
N
(S0)
N/2‖V ‖−(N−2)/2∞ for all ξ ∈ A(ξ) (5.60)
where A(ξ) is an interval which is given by
A(ξ) :=


[
0,
ξ0
2
]
∩ [ξ0 + δ0,∞) if ξ0 < 1,
[
0,
1
2
]
∩
[
3
2
,∞
)
if ξ0 = 1,
[0, ξ0 − δ0] ∩ [2ξ0,∞) if ξ0 > 1
(5.61)
with some δ0 > 0 satisfying |1 − ξ0| < 4δ0 < 2|1− ξ0|. Indeed, J1(ξ) is independent
of λ (and ε), so we can choose δ0 > 0 satisfying (5.60) and (5.61).
Next we will estimate
J2(ξ) = Φ1(ε)
(
C∗1(Q)
2
+ o(1)
)
ξ2 − λΦ∗(ε)
(
C∗1(g)
q + 1
+ o(1)
)
ξq+1
+ Φ2(ε)
(
C∗1(V )
2∗
+ o(1)
)
ξ2
∗
.
(5.62)
To show the detail about (5.62), we only have to estimate
J2(ξ) = C1Φ1(ε)ξ
2 −C2λΦ∗(ε)ξq+1 + C3Φ2(ε)ξ2∗ (5.63)
with suﬃciently small ε, where C1, C2 and C3 are positive constants which is in-
dependent of ε. Indeed, we can choose positive constants C1, C2 and C3 satis-
fying (5.63) with J2(ξ) < J2(ξ) if ε > 0 is suﬃciently small (e.g., C1 = C
∗
1 (Q),
C2 = C
∗
1(g)/2 and C3 = C
∗
1(V )).
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Choose λ > 0 suﬃciently small and ﬁxed. By diﬀerentiating both sides of (5.63)
with respect to ξ, then we have
d
dξ
J2(ξ) = 2C1Φ1(ε)ξ − (q + 1)C2λΦ∗(ε)ξq + 2∗C3Φ2(ε)ξ2∗−1 (5.64)
for every ε > 0
First we will estimate J2(ξ) if ξ ≤ 1. Choose r0 satisfying (1.18) and ﬁxed. Then
we can choose ε = ε(λ) := λr0 > 0 as
λ(q + 1)C2Φ∗(ε) > 3max{2C1Φ1(ε), 2∗C3Φ2(ε)} (5.65)
if λ > 0 is suﬃciently small. Combining (5.64) and (5.65) makes
d
dξ
J2(ξ) <
C2λΦ∗(ε)
3
(ξ − 3ξq + ξ2∗−1) (5.66)
for all ξ ∈ [0, 1]. Due to the fact that ξ − 3ξq + ξ2∗−1 < −ξq for all ξ ∈ (0, 1],
integration of (5.66) over ξ ∈ [0, ξ1] yields
J2(ξ1) < −C2λΦ∗(ε)
3(q + 1)
ξq+11 (5.67)
for every ξ1 ∈ (0, 1]. Recall that r0 satisﬁes 1 + r0s∗ < q0, which implies
J2(ξ) < −C∗1λq0 for all ξ ∈ [δ∗0, 1] (5.68)
if we choose ε = λr0 with suﬃciently small λ > 0, and δ∗0 := min{ξ0/2, ξ0 − δ0, 1/2}.
It comes from (5.60), (5.61) and (5.67) that
sup
ξ∈[0,δ∗0]
J(ξ, ε) < −C∗1λq0 +
1
N
(S0)
N/2‖V ‖−(N−2)/2∞ . (5.69)
Consequently, combining (5.59), (5.68) and (5.69) yields
sup
ξ∈[0,1]
J(ξ, ε) < −C∗1λq0 +
1
N
(S0)
N/2‖V ‖−(N−2)/2∞ (5.70)
if λ > 0 is suﬃciently small.
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Next we will consider the case ξ ∈ (1,∞). It is easy to see that ξ < ξ2∗−1 from
ξ > 1. If we choose ε > 0 suﬃciently small, then
2C1Φ1(ε) + 2
∗C3Φ2(ε) < g(ε) :=
{
6C1Φ1(ε) if Φ1(ε) ≤ Φ2(ε),
3 · 2∗C3Φ2(ε) if Φ1(ε) > Φ2(ε).
If Φ1(ε) ≤ Φ2(ε), then we can estimate dJ2(ξ)/dξ as
d
dξ
J2(ξ) < −λ(q + 1)C2Φ∗(ε)ξq + 6C1Φ1(ε)ξ2∗−1 := h1(ε, ξ)
and h1(ε, ξ) attains its zero point at ξ = ξ1(ε) > 0 as
ξ1(ε) = C4(λΦ∗(ε)Φ1(ε)−1)1/[2
∗−(q+1)]
with some C4 > 0, which is independent of ε. So we get dJ2(ξ)/dξ < 0 for all
1 ≤ ξ ≤ ξ1(ε). Similarly, if Φ1(ε) > Φ2(ε), then we have
d
dξ
J2(ξ) < −λ(q + 1)C2Φ∗(ε)ξq + 3 · 2∗C3Φ1(ε)ξ2∗−1 := h2(ε, ξ)
and h2(ε, ξ) attains its zero point at ξ = ξ2(ε) > 0 as
ξ2(ε) = C5(λΦ∗(ε)Φ2(ε)−1)1/[2
∗−(q+1)]
with C5 > 0. So we can also obtain dJ2(ξ)/dξ < 0 for all 1 ≤ ξ ≤ ξ2(ε). Due to
the assumptions on the exponents κ, s and τ , both of ξ1(ε) and ξ2(ε) are tending
to inﬁnity as λ → 0 if we take ε = λr0 . Consequently, one can choose ξ∗(ε) :=
1
2
min{ξ1(ε), ξ2(ε)} satisfying dJ2(ξ)/dξ < 0 for all ξ ≤ ξ∗(ε). From the deﬁnition of
ξ∗(ε), there exists λ > 0 such that

d
dξ
J2(ξ) < 0 for all 1 ≤ ξ ≤ ξ∗(ε),
ξ∗(λr0)→ +∞ as λ → 0.
(5.71)
if we choose ε = λr0 with λ < λ. By integration of (5.71) over [1, ξ3], we get
J2(ξ3) < J2(1) < −C∗1λq0 (5.72)
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for every ξ3 ∈ [1, ξ∗(ε)]. Note that we can also derive
inf
ξ∈[δ∗∗0 ,∞)
J1(ξ) < −C∗1λq0 +
1
N
(S0)
N/2‖V ‖−(N−2)/2∞ (5.73)
from (5.60) and (5.61), where
δ∗∗0 := max
{
ξ0 + δ0,
3
2
, 2ξ0
}
. (5.74)
This yields from (5.59)-(5.61), (5.70) and (5.72)-(5.74) that there exists ε = ε(λ) > 0
satisfying ξ∗(ε) > δ∗∗0 and
sup
ξ∈[0,ξ∗(ε(λ))]
J(ξ, ε) < −C∗1λq0 +
1
N
(S0)
N/2‖V ‖−(N−2)/2∞ (5.75)
if λ > 0 is suﬃciently small. So it remains to estimate J(ξ, ε) if ξ is large.
In what follows, we will consider the following function;
G(ξ, ε) = G1(ε)ξ
2 − λG2(ε)ξq+1 −G3(ε)ξ2∗ ,
where G1(ε) and G3(ε) are continuous with respect to ε satisfying G1(0) = A0/2
and G3(0) = A∗/2∗, respectively. That is, for any ε > 0 there exists δ1 such that∣∣∣∣G1(ε)− A02
∣∣∣∣ +
∣∣∣∣G3(ε)− A∗2∗
∣∣∣∣ < δ1.
First we consider the case G2(ε) → ∞ as ε → 0. In such situation, there exists
ε0 > 0 such that
G1(ε) ≤ A0, G2(ε) > 0, G3(ε) ≥ A∗
2 · 2∗
for all ε ∈ (0, ε0). Then there exists ξ4 > 1, which is independent of ε, such that
d
dξ
G(ξ, ε) = 2G1(ε)ξ − (q + 1)λG2(ε)ξq − 2∗G3(ε)ξ2∗−1
≤ 2A0ξ − A∗
2
ξ2
∗−1 ≤ −2
for all ξ ≥ ξ4. On the other hand, if G2(ε) → G∗2 as ε → 0, then we can choose
G1(ε), G2(ε) and G3(ε) satisfying
G1(ε) ≤ A0, |G2(ε)| < 2G∗2, G3(ε) ≥
A∗
2 · 2∗
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for all ε ∈ (0, ε0). From the above inequalities we get
d
dξ
G(ξ, ε) ≤ 2A0ξ + 2λ(q + 1)G∗2ξq −
A∗
2
ξ2
∗−1
for all ξ > 0. Since max{1, q} < 2∗ − 1, there exists ξ5 > 1 such that dG/dξ ≤ −2
for all ξ ≥ ξ5 in this case. Recall that both ξ4 and ξ5 are independent of ε; we can
show
sup
ξ∈[ξ6,∞)
d
dξ
G(ξ, ε) ≤ −2
for all ε ∈ (0, ε0) if we take ξ6 = max{ξ4, ξ5}.
On the other hand, due to the nonlinearity of G(ξ, ε), we have
G(ξ, ε) → 0 as ξ → 0 and G(ξ, ε) → −∞ as ξ →∞
for any ε ∈ (0, ε0). Owing to the assumptions on G1, G2 and G3, there exist G∗ and
ξ∗ > 0, which are independent of ε, such that
max
ε∈(0,ε0)
{sup
ξ≥0
G(ξ, ε)} = G∗ and max
ε∈(0,ε0)
{sup
ξ≥ξ∗
G(ξ, ε)} < G∗.
Consequently, if we set ξ7 = 2(ξ6 + ξ∗ + G∗), then we have
sup
ξ∈[ξ7,∞)
G(ε, ξ) < 0
for any ε ∈ (0, ε0). Doing the above argument over again, there exists ξ8 > 0 (indept.
of ε) such that for any ε ∈ (0, ε0) we have
sup
ξ∈[ξ8,∞)
J(ξ, ε) < 0. (5.76)
Finally we can choose λ > 0 suﬃciently small enough to satisfy 2ξ8 < ξ
∗(ε(λ)),
so combining (5.75) and (5.76) yields
sup
ξ≥0
J(ξ, ε) < −C∗1λq0 +
1
N
(S0)
N/2‖V ‖−(N−2)/2∞ .
Consequently we can obtain (5.46). This completes the proof.
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Remark 5.4. It is not obvious whether r0 really exists. If κ > N − 4 and τ > N ,
we only have to impose q(N − 2) > 2− s and
1 + r0s
∗ < min{q0, r0(N/2− 1)} (5.77)
with some r0. From 1 + r0s
∗ < q0, we have
r0 <
1
s∗
· q + 1
2∗ − (q + 1) := r
∗.
On the other hand, we get
r0 >
1
N−2
2
− s∗ := r∗
from 1 + r0s
∗ < r0(N/2 − 1). To show the existence of r0 > 0 satisfying (5.77),
we have to check that r∗ is strictly bigger than r∗. If we choose s = N/q0, then
we can show r∗ > r∗; this implies the existence of r0 > 0 satisfying (5.77). (Note
that if we choose s = N/q0, one can assure q(N − 2) > 2 − s but this is object
to the assumption (H6) ). Consequently, there exists suﬃciently small  > 0 such
that if κ > N − 4 and τ > N and s = N/q0 − , there exists r0 > 0 satisfying
q(N − 2) > 2− s and (1.18).
Proof of Lemma 5.13. By easy calculation, we have
Sa1/2,K := inf
u∈H1(a,RN )\{0}
∫
RN
a|∇u|2dx
/(∫
RN
K|u|2∗dx
)2/2∗
= inf
u∈H1Q(RN )\{0}
∫
RN
(|∇u|2 + Q|u|2)dx
/(∫
RN
a−2
∗/2K|u|2∗dx
)2/2∗
≥ S0‖V ‖−(N−2)/N∞ .
So we get Sa1/2,K ≥ S0‖V ‖−(N−2)/N∞ . On the other hand, to obtain the reverse
inequality, we will follow the estimate given in the proof of Lemma 5.14. We will
focus on
Qa1/2,K(u) =
∫
RN
a|∇u|2dx
/(∫
RN
K|u|2∗dx
)2/2∗
.
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We deﬁne wε := a
−1/2vεϕR,0 for every ε > 0 which is given in the proof of Lemma
5.14. From (5.49)-(5.53), we have∫
RN
a|∇wε|2dx
≤


ε1−N/2
(
A0 + C
∗
1(Q)ε
1+κ/2 + o(ε1+κ/2)
)
if κ < N − 4,
ε1−N/2
(
A0 + C
∗
2(Q)ε
(N−2)/2| log ε|+ o(ε(N−2)/2| log ε|)) if κ = N − 4,
ε1−N/2
(
A0 + C
∗
3(Q)ε
(N−2)/2 + o(ε(N−2)/2)
)
if κ > N − 4
(5.78)
and ∫
RN
K|wε|2∗dx
≥


ε−N/2
(
A∗ − C∗1(V )ετ/2 + o(ετ/2)
)
if τ < N,
ε−N/2
(
A∗ − C∗2(V )ετ/2| log ε|+ o(ετ/2| log ε|)
)
if τ = N,
ε−N/2
(
A∗ − C∗3(V )εN/2 + o(εN/2)
)
if τ > N
(5.79)
as ε → 0, where A0 and A∗ and are given in (5.54). Note that C∗i (Q) and C∗i (V )
(i = 1, 2, 3) are all independent of ε. Combibing (5.78) and (5.79) yields
Qa1/2,K(wε) ≤
A0 + C
∗(Q)Φ1(ε) + o(Φ1(ε))(
A∗ − C∗(V )Φ2(ε) + o(Φ2(ε))
)2/2∗
as ε→ 0 with some C∗(Q), C∗(V ) > 0, where Φ1(ε) and Φ2(ε) are deﬁned in (5.56)
and (5.57), respectively. It is easy to see that (1− x)−α = 1 + αx + o(x) as x → 0
for every α > 0; so we can derive
Qa1/2,K(wε) ≤ A0(A∗)−2/2
∗
+ CΦ∗(ε) + o(Φ∗(ε)) (5.80)
with some C > 0 where Φ∗(ε) := max{Φ1(ε),Φ2(ε)}. Recall that κ and τ are non-
negative number, which implies that Φ∗(ε) tends to zero as ε → 0. By using the
fact S0 = A0A
−(N−2)/N
∗ ‖V ‖(N−2)/N∞ , then we can obtain from (5.80) that for any
delta > 0 there exists ε0 > 0 such that
Qa1/2,K(wε) < S0‖V ‖−(N−2)/N∞ + δ
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for any ε ∈ (0, ε0). Thus
Sa1/2,K < S0‖V ‖−(N−2)/N∞ + δ.
Here δ > 0 is arbitrary, then we have Sa1/2,K ≤ S0‖V ‖−(N−2)/N∞ . Consequently, we
can conclude that Sa1/2,K = S0‖V ‖−(N−2)/N∞ . This completes the proof.
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