Abstract. In this paper we investigate the problem of characterizing those rings R such that every nonzero polynomial with coefficients from R has a finite number of zeros in R. Particular attention is directed to the class of skew polynomial domains.
Introduction
If f = a n x n + · · · + a 1 x + a 0 ∈ D[x] is a polynomial of degree n with coefficients from a commutative integral domain D, then as is well known, f has at most n zeros in D. On the other hand, the polynomial x 2 + 1 considered as a polynomial over the division ring of quaternions has infinitely many zeros, e.g., (cos α)i + (sin α)j where α ranges over the real numbers R. It is the purpose of this paper to initiate an investigation into the problem of characterizing those rings R (with identity) with the property that every nonzero polynomial with coefficients from R has a finite number of zeros in R. We call these rings, rings with finite zeros property or rings with FZP.
Since every finite ring has FZP, we will assume in the sequel that, unless stated to the contrary, all rings will be infinite. We also assume that our rings have an identity.
We work mainly with left polynomials over a ring R. A left polynomial is an expression f of the form f = a 0 + a 1 x + · · ·+a n x n with a i ∈ R. If we assume that x commutes with ring elements, these polynomials form a ring R [x] under the usual operations of addition and multiplication. When we refer to rings with FZP we will always mean with respect to left polynomials. We also recall that, when R is a noncommutative ring, the substitution maps σ c , for c ∈ R, σ c : R[x] → R, f → f (c) are additive morphisms but not multiplicative.
For c ∈ R, if σ c (f) = 0, i.e., f (c) = 0, then we say that c is a zero or a root of f . In [2] , Gordon and Motzkin show that if R is a division ring, then the number of zeros in R of a (left) polynomial of degree n in R [x] is either at most n or infinite. For polynomials over non-commutative domains this need not be the case. In fact, Theorem 3.12 exhibits an example of a domain R with FZP and a polynomial f of degree 2 in R [x] such that f has more than 2 zeros.
In a certain place, Theorem 2.3, we also will consider the ring R G [x] of general polynomials over R. A general polynomial g ∈ R G [x] is a finite sum of expressions of the form a 1 xa 2 x . . . a k xa k+1 , a 1 , a 2 , . . . , a k+1 ∈ R, again with the natural operations. We give a complete characterization of those rings R such that every polynomial in R G [x] has a finite number of zeros in R.
The goal of our work is to characterize those rings with FZP. We first consider the problem of characterizing division rings with FZP. For this we use extensively the work of Gordon and Motzkin, [2] , summarized in the following:
Theorem ([2]). Let D be a division ring and D[x] the ring of left polynomials over D. (i) If D is non-commutative, then the centralizer Z(c) of any element c ∈ D is infinite. (ii) An element c ∈ D is a zero of a polynomial f ∈ D[x] if and only if there exists g ∈ D[x] such that f = g · (x − c). (iii) If f ∈ D[x] has degree n, then the zeros of f lie in at most n conjugacy classes of D. (Here the conjugacy relation is via the action of D
has two distinct zeros in a conjugacy class, then it has infinitely many in that class.
As a result of (iii) and (iv) in the above theorem one sees that, for a division ring D, the number of zeros of f ∈ D [x] , where f has degree n, is either ≤ n or infinite ( [2] ).
It is clear that a subring of a ring with FZP must have FZP. However, the finite zeros property is not preserved under homomorphic images. For example, since the ring Z[x] of polynomials over the integers is a commutative integral domain, Z[x] has FZP. But the homomorphic image Z 6 [x] does not have FZP, since, for example, the polynomial 2y ∈ (Z 6 [x])[y] has solutions 3x j , j ∈ N, the positive integers. In the next section we present some general results and solve the characterization problem for division rings with FZP. As a consequence of some of these general results, we also obtain a characterization of those rings R such that every general polynomial g ∈ R G [x] has only a finite number of zeros in R. In Section 3 and Section 4 we consider the characterization of FZP for certain classes of domains.
General Results
We first obtain some general results about rings with FZP. We recall that "ring" always means ring with identity. Also, we use "domain" to denote a ring without divisors of zero while "integral domain" is used for a commutative domain.
Theorem. If R has FZP then R is a domain.
Proof. Let a ∈ R * = R \ {0}. If there exists 0 = b ∈ R with ab = 0, then the polynomial g = ax ∈ R[x] has at least two zeros in R and, in fact, only a finite number, say
Since R is infinite, some S i must be infinite, say S i0 . But then b 2 x − b i0 has an infinite number of zeros in R, contrary to FZP. Hence the result.
For commutative rings we have the following characterization.
Corollary. Let R be a commutative ring. Then R has FZP if and only if R is an integral domain.
We can now handle the situation for general polynomials, R G [x], with coefficients in R. We suppose every nonzero polynomial in R G [x] has only a finite number of zeros in R. If R is infinite, then by the theorem above, R must be a domain. Suppose that for some a ∈ R, all powers of a are distinct. Then the polynomial f = ax − xa has an infinite number of zeros, namely a, a 2 , a 3 , . . ., a contradiction. Therefore, for each b ∈ R * , b m = b n for some m, n ∈ N, the set of positive integers, and consequently, b is invertible, i.e., R is a division ring. If R is not commutative, from Theorem 1.1(i), for c ∈ R * , the centralizer Z(c) is infinite, which means g = xc − cx has an infinite number of zeros in R, again a contradiction. Using g we also see that R must be finite. This completes the characterization.
Theorem. Every nonzero polynomial in R G [x] has a finite number of zeros in R if and only if R is a finite ring.
We now return to left polynomials and rings with FZP. Let D be a division ring, not a field, and suppose D satisfies FZP. Let a ∈ D \ Z(D), and so for some
. From this claim, using Theorem 1.1(ii), we see that a and dad −1 are both zeros of a polynomial, and from Theorem 1.1(iv), this polynomial has an infinite number of zeros in D, a contradiction. To justify the claim we have
. Equating coefficients and solving, one obtains
These kinds of computations are well-known, e.g., [7] Proof. If R satisfies FZP then we know R must be a domain, and a domain with D.C.C. must be a division ring. From the above theorem, R is a field.
Turning to domains that are not fields, we see the situation is much different, as illustrated by the following two examples.
Example.
Let R := C[x;¯] be the skew polynomial domain over the complex numbers C determined by the conjugation automorphism,¯, that is,
. Consequently, the polynomial g has an infinite number of zeros in R, so R does not satisfy FZP. . This shows that g cannot have an infinite number of zeros in I(Z), and since g was general, we find that I(Z) satisfies FZP.
As these examples illustrate, some domains (not division rings) have FZP and some do not. Thus we have the remaining problem of characterizing domains D with FZP. At the moment this appears to be quite a difficult problem and remains open. However, it seems that the next step is to consider various classes of domains and to characterize within these classes the domains with FZP. With this in mind and guided by the previous two examples, we consider in the following sections skew polynomial domains and subdomains of the quaternions I(R).
Skew Polynomial Domains with FZP
Throughout this section we let K denote a field with an automorphism σ, and
and r = 0, we have
which in turn implies that deg r, as a polynomial in K[x; σ], is no larger than deg a i0 (x). Since K is finite, g can have only a finite number of zeros in K[x; σ].
Theorem. If K[x; σ] has FZP then
Since we are assuming K 1 is infinite, this latter condition is equivalent to 1 + α + β = 0 and a + ασ(a) + βσ 2 (a) = 0.
Solving for α and β, we obtain
which is well-defined since σ(a) = a and hence β = −1 − α. Thus the result. To establish the result for the general situation, we need some further notation.
From the definition ofK it is clear that the restriction σ /K of σ toK is an automorphism ofK. We now state our main characterization theorem, and remark that for the remainder of this section σ = id.
Theorem. The following are equivalent:
(
The proof of this theorem will be given in a sequence of lemmas. We note first that (iv) =⇒ (iii). SinceK is a subfield of K,K[x; σ /K ] is a subring of K[x; σ] and hence has FZP. If further σ /K = idK, thenK = K 1 and since σ = id, Theorem 3.2 shows that K 1 is finite. Hence (i) =⇒ (ii). Now from (iia), K 1 is finite. If σ /K = idK, then {b ∈K | σ /K (b) = b} must be finite by Theorem 3.2, but this set is precisely K 1 . Hence we have (ii) =⇒ (iii). The next lemma gives the equivalence of (iii) and (iv).
Lemma
We now show that (iv) =⇒ (ii), which will give us the equivalence of (ii), (iii), and (iv). If σ /K = idK, thenK = K 1 is a finite field by condition (iv), hence it suffices to prove (iib).
Suppose
with an infinite number of zeros inK[x; σ /K ]), say f (p i ) = 0 where
3.6. Lemma. The above polynomial f (y) has an infinite number of zeros with the same degree.
, we know R is a principal left ideal domain and hence an Ore domain. We let Q(R) denote the division ring of left quotients and note by Theorem 1.1 that f has infinitely many zeros in the set
, and consequently deg(α) = deg(β) as desired.
Thus without loss of generality we assume all the p i have the same degree, say m. Let j, 0 ≤ j ≤ m, denote the greatest integer such that {α ij | i ∈ N} is an infinite set. We assume j < m and obtain a contradiction.
To simplify notation we write "αx ε ∈ p" to denote the fact that p contains αx ε as one of its summands. Define a set M by
Since there are only a finite number of c l (x) and they are fixed, and by the choice of j, M is a finite subset ofK, it follows that there exists a finite subfield F ofK with M ⊆ F . We choose F to be of the form
Since f (p i ) = 0, τ * must sum to 0 with other terms (γx
where
For such terms we must have s + t = s * + j + m(l * − 1). Suppose t v is the least integer among the t k 's. We show that t v ≥ j. Indeed, if t v < j then
since there are l − 1 remaining terms, all of degree at most m. Thus
for some r. Therefore (γx s )(βx t ) = ησ s +mr (α ij )x s +t for some η ∈ F . By collecting the terms that sum to 0 with τ * we arrive at an equation Thus for each i ∈ N we obtain such an equation. However, since for each i ∈ N the η s k 's ∈ F and w ≤ s * + m(l * − 1), we find a single equation for infinitely many i ∈ N, hence without loss of generality, for all i ∈ N.
In the case (γx 
Since F is σ-invariant we see that for s ∈ N, σ s+s1 (α ij ) is in the F-vector space with basis {σ s1−1 (α ij ), . . . , σ(α ij ), α ij , 1}. But F is finite, so there existsŝ ∈ N such that σŝ(α ij ) = α ij for all i ∈ N, i.e., {α ij | i ∈ N} ⊆ Kŝ, contrary to the fact that Kŝ is finite. This shows we cannot have j < m, so we do have j = m.
As above, we again define S, S max , (s * , l * ), and let τ
l * and proceed as before. The situation is somewhat easier since terms which sum with τ * to be zero are of the form (γx s )(α im x m ) l where (s , l ) ∈ S max . So we obtain an equation 
Comparing coefficients of the highest terms, we get
Calculating from these equations, we see that to obtain the conjugate β i x m , we may choose δ i1 := ρ s x s and δ i2 := ρ t x t , i.e.,
with z ∈ Z, ζ i ∈K. Since β i = β j for i = j, we have ζ i = ζ j , i.e., {ζ i | i ∈ N} is an infinite set. Consequently
. . , σ s−1 (α)}, so we may assume z ≥ 0. We note that z depends on s and t. However, in all cases, σ z (α) ∈ {α, σ(α), . . . , σ s−1 (α)}, so we only need integers z ∈ {0, 1, . . . , s−1}. Thus there is a fixed z, say z := u, such that
for infinitely many i ∈ N, so, again without loss of generality, for all i ∈ N. Now for all i ∈ N,
Using an argument similar to the case for j < m, we find that there exists an integer s ∈ N with σ s (ζ i ) = ζ i for all i ∈ N, i.e., For
we have AC = 0, where C = (c 0 , c 1 , . . . , c s ) t . Since 0 = (c 0 , . . . , c s ), rk(A) < s + 1. Suppose l ≤ s is the maximal rank that can be achieved with linearly independent elements, and ξ 1 , . . . , ξ s+1 ∈ L. Without loss of generality, we may assume that the first l rows of the matrix A are linearly independent. Thus if ξ ∈ {ξ l+1 , . . . , ξ s+1 }, there exists a vector 0 = (λ, λ 1 , . . . , λ l 
. . .
Applying σ to the i-th equation and subtracting the i + 1-th equation for i = 1, 2, . . . , l, we obtain
. . , ξ s+1 } would be a linear combination of ξ 1 , . . . , ξ l , a contradiction to our assumption. Thus (σ(
, which in turn implies that the columns of the matrix 
are linearly dependent, say,
which shows that the equation Proof. This is the affine analogue of the previous lemma. In fact, if (ξ 1 , . . . , ξ s+2 ) were linearly independent, then ξ 2 − ξ 1 , . . . , ξ s+2 − ξ 1 are s + 1 linearly independent solutions of c s σ s (ξ) + · · · + c 1 σ(ξ) + c 0 ξ = 0, a contradiction to Lemma 3.9.
We now use the above to show that for verifying (ii) =⇒ (i) in Theorem 3.4, we need only consider a special situation.
Lemma. If condition (ii) in Theorem 3.4 holds but K[x; σ] does not have FZP, then there exists a polynomial g(y)
, which has infinitely many zeros of the form β i x m for some fixed m ∈ N.
Proof. The proof is similar to that of Lemma 3.7. We define f (y), p i , and 0 ≤ j ≤ m as in the discussion following Lemma 3.6. Again we suppose j < m and obtain an equation
which has an infinite number of zeros of the form α ij . But, as we have seen before, condition (ii) holds if and only if Fix(σ) is a finite field. But this contradicts our previous two results, since finite dimensional over a finite field would mean only a finite number of zeros. So we conclude that j = m. Then by following the proof directly we obtain a polynomial It remains now to handle this special situation. So we assume we have an equa-
. . , γ 0 ) = 0, with an infinite number of zeros. From the proof of 3.7, if αx m is a zero, then there are an infinite number of zeros of the form
where α ∈ K, m ∈ N, ξ i ∈ K, and e i ∈ Z. We do not necessarily have that all e i are positive, but either infinitely many are positive or infinitely many are negative, so without loss of generality we can assume all are positive or all are negative. Now let e i = e i (mod m), say e i = c i m + e i . Then there exists e, 0 ≤ e ≤ m − 1, such that e i = c i m + e for infinitely many i, hence without loss of generality for all i ∈ N. We now proceed to show the existence of
This equation holds if and only if
i ), which in turn holds if and only if
Whenever e i = e, we choose λ i := ξ i , so now let e i = c i m + e, c i = 0. Recall that all e i are positive or all are negative. 
Case 2. ∀i ∈ N: e i < 0 (therefore e i ≤ −1). In this case
The essence of the above discussion is that we are now able to construct infinitely many zeros (λ i x e )(αx m )(λ i x e ) −1 , i ∈ N, of g(y) by using a fixed exponent e. From this we obtain 0 = g((λ i x e )(αx m )(λ i x e ) −1 ) if and only if
where α i is the coefficient of
. . , k, and this in turn is true if and only if
if and only if
since from our construction we have
In equation (1) We conclude this section with a couple of remarks. One might ask, when a domain R satisfies FZP, if the number of zeros of a polynomial is related to the degree of the polynomial. We show that in general this is not the case.
In fact, let K := GF(p 2 ), the finite field of order p 2 , and form
Thus there are p + 1 elements of
, g has more than N zeros. But K being finite implies that K[x; σ] has FZP. On the other hand, when K is finite there is an upper bound on the number of roots of g ∈ (K[x; σ]) [y] . Suppose g := a n (x)y n + · · · + a 1 (x)y + a 0 (x). As we have seen previously, if r = 0 is a zero of g and We have established the necessity of the conditions in the following theorem.
Theorem. Let S be a domain, Z ⊆ S ⊆ Q. Then I(S) has FZP if and only if
Proof. It remains to verify the sufficiency of the conditions. In Example 2.7 we showed that I(Z) has FZP, so we take
We show that every nonzero a in I(S) has a finite number of conjugates in I(S), and so I(S) will have FZP. To this end, let A := {b ∈ I(S) | N (b) = N(a)}. Also, for n ∈ N 0 , define
A n . We show that A is finite, which of course means that a has a finite number of conjugates in I(S).
Suppose first that N (a) is an integer. For b ∈ A, b is in some A n , so
and, from [3, Par. 20 .12], the number of solutions of this equation is 8·(sum of divisors of 2 2n N (a) which are not divisible by 4). But this is the same as the number of solutions of
is a bijective map between the solutions of (3) and those of (2) For arbitrary integral domains Z ⊆ S ⊆ C, the problem of characterizing all rings I(S) with FZP seems to be difficult and remains open. However, by using some results of T. Nagell [6] we are able to obtain a satisfactory answer when S is the ring of integers of an algebraic number field K. Recall that K is said to be totally real if K ⊆ R and all conjugate fields are real. Also max k will denote the maximum of the absolute values of the conjugates of k ∈ K. 2 + y 2 = 1 has infinitely many solutions {(x n , y n ) | n ∈ N} in S by [6, Thm. 7] . Let a n = x n + y n j, n ∈ N, and a, b ∈ {a n | n ∈ N}. Then aia −1 = bib −1 if and only if b −1 a ∈ Z(i) = {x + yi | x, y ∈ S}. Since b −1 a ∈ {x + yj | x, y ∈ S} and N (b −1 a) = 1, it follows that b = ±a; hence x 2 + 1 has infinitely many zeros in I(S), which contradicts our assumption that I(S) has FZP.
