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Abstract
Astrophysical measurements and cosmological predictions suggest the exists of a
large amount of matter in the universe that does not interact via electromagnetic
forces. This non-luminescent matter, known dark matter, exists in halos that en-
compass and are within galaxies, including the Milky Way. Therefore, dark matter
particles should should be directly detectable by experiments on Earth, such as the
Super Cryogenic Dark Matter Search (SuperCDMS). Dark matter is assumed to be low
mass (< 100 GeV/c2) and interact via the weak force using either a spin-independent
or spin-dependent coupling. However, making incorrect assumptions about dark mat-
ter interactions can lead to misleading results. Because interactions with dark matter
particles are rare, direct detection experiments must be able to shield for or reject
backgrounds to very low levels. Low energy neutron backgrounds that make it to the
detectors are especially dangerous, because they cannot be easily distinguished from the
expected dark matter signal.
Scintillator doped with a high neutron-capture cross-section material can be used to
detect neutrons via their resulting gamma rays. Examples of such detectors using liquid
scintillator have been successfully used in past high-energy physics (HEP) experiments.
However, a liquid scintillator can leak and is not as amenable to modular or complex
shapes as a solid scintillator. The light outputs and efficiencies of gadolinium-loaded
polystyrene-based scintillators have been explored using a wide variety of gadolinium
compounds with varying concentrations. Collection strategies using a wavelength shift-
ing (WLS) fiber and silicon photomultipliers (SiPMs) were also evaluated as a possible
neutron veto for an upgrade to SuperCDMS SNOLAB.
The scattering of dark matter particles off nuclei in direct detection experiments can
be described in terms of a multidimensional effective field theory (EFT). A new sys-
tematic analysis technique is developed using the EFT approach and Bayesian inference
methods to exploit, when possible, the energy-dependent information of the detected
events, experimental efficiencies, and backgrounds. Highly dimensional likelihoods are
calculated over the mass of the weakly interacting massive particle (WIMP) and multi-
ple EFT coupling coefficients, which can then be used to set limits on these parameters
v
and choose models (EFT operators) that best fit the direct detection data. Expanding
the parameter space beyond the standard spin-independent isoscalar cross section and
WIMP mass reduces tensions between previously published experiments. Combining
these experiments to form a single joint likelihood leads to stronger limits than when
each experiment is considered on its own. Simulations using two nonstandard operators
(O3 and O8) are used to test the proposed analysis technique in up to five dimensions
and demonstrate the importance of using multiple likelihood projections when determin-
ing constraints on WIMP mass and EFT coupling coefficients. In particular, this shows
that an explicit momentum dependence in dark matter scattering can be identified.
CDMSlite Run 2 was a search for Weakly Interacting Massive Particles (WIMPs)
with a cryogenic 600 g Germanium detector operated deep underground. It was oper-
ated in a mode optimizing sensitivity to WIMPs of relatively low mass, 2 - 20 GeV, while
sacrificing background rejection. An EFT analysis of CDMSlite Run 2 data from Super-
CDMS Soudan is presented here. A binned likelihood Bayesian analysis was performed
on the data, optimizing over the parameters of EFT interactions and the recoil en-
ergy spectra due to the dominant Compton scattering and tritium backgrounds. Recoil
energy regions within 5σ of known activation peaks were removed from the analysis.
The Bayesian evidences of the resulting likelihoods show that CDMSlite Run 2 data
is entirely consistent with the background models with no EFT interaction necessary.
Upper limits on the WIMP mass and coupling coefficients amplitudes and phases are
presented for each EFT operator.
vi
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Chapter 1
Introduction to Dark Matter
1.1 Cosmological Evidence for Dark Matter
Dark matter, first recognized by astrophysicists in the 1920s and 1930s to explain grav-
itational effects in galactic dynamics [1–3], makes up about 80% of matter in the Uni-
verse. Astrophysical evidence supports the existence of dark matter [4–6]. Other than
gravitational interactions, dark matter should interact with baryonic matter on the
scale of the weak force [7–9], which makes detection accessible to experiments sensitive
to nuclear scattering from a variety of targets. Investigations into dark matter may
help complete the standard model of particle physics and explain large-scale structure
evolution.
The effects of dark matter can be seen in the rotational curves of spiral galaxies and
in the velocity dispersion of elliptical galaxies. Based on the visible matter in a spiral
galaxy, the shape of the rotational curve is expected to fall off as the density drops at
larger radii. However, if a large, diffuse cloud of constant density were present within
and surrounding the galaxy, the rotational curve would stay flat out to larger distances.
This second possibility is what has been measured for spiral galaxies, confirming the
presence of the dark matter halo [10, 11]. Figure 1.1a shows the measured rotational
curve for spiral galaxy M33 compared to the contribution from the luminous (stars
and gas) matter and the dark matter halo. The corresponding density distribution
contributions for each component is shown in Figure 1.1b. The dark matter density is
represented by the Navarro-Frank-White distribution with a central density of (1.00±
1
2(a) M33 velocity rotational curve (b) M33 density distribution
Figure 1.1: Comparison of the measured rotational curve (points) with the analytical
best fits (solid and dashed with no labels) to the contributions from luminous matter
(labeled STARS and GAS) and the dark matter halo (labeled NFW HALO) (left).
Resulting density distribution for each component (right). Figures from [10].
0.18)×1014 GeV/km3 or (12.3±1.0)×106 M/kpc3 and scale radius of 9.6±0.5 kpc [10].
The existence of dark matter has also been confirmed through comparisons of the
luminous to gravitational masses of galaxy clusters. The gravitational mass of a galaxy
or galaxy cluster can be measured from gravitational lensing, the velocity dispersion,
and measured x-ray emissions. Gravitational lensing is the effect of the gravitational
field of a foreground galaxy cluster distorting the image of a more distant object. The
strength of the distortion or sheer, an example of which is shown in Figure 1.2a, is
proportional to the gravitational mass of the foreground galaxy cluster and the relative
distances between the two objects. In many cases the sheer is greater than expected
by the amount of visible mass. This discrepancy is attributed to the presence of a dark
matter halo around the galaxy cluster [5, 12]. A weak gravitational lensing study of
22 galaxies using the Hubble Space Telescope (HST) found that 27±4% of the mass
within the star-dominated central region of the galaxies consisted of dark matter [14].
Figure 1.2b shows an example of a comparison between the gravitational and luminous
mass.
Big bang nucleosynthesis (BBN) gives estimates of the mass density for baryonic
and total matter in the universe by comparing the rate of weak interactions, Γ to the
expansion rate of the very early universe. The universe started in a very hot and
3(a) Strong lensing. Figure from [12].
(b) Gravitational and luminous mass
comparison. Figure from [13].
Figure 1.2: Examples of gravitational lensing. Left: The sheer caused from gravi-
tational lensing around galaxy cluster CL0024+17 is visible in tangental arc shapes
of the blue elongated galaxies behind the yellow elliptical galaxies of the cluster ap-
pearing [12]. Right: Comparison of the gravitational mass reconstructed from lensing
(white contours) to the luminous mass as detected in radio by the GMRT, x-ray by
Chandra, and optical by Subaru/Suprime Cam and HST for merging galaxy cluster RX
J0603.3+4214 [13].
dense plasma in thermal equilibrium. As the universe expanded, the plasma cooled
and protons and neutrons decoupled from thermal equilibrium after the rate of weak
interactions became less than the Hubble expansion rate, H. At around a temperature
of 1 MeV, protons and neutrons fell out of thermal equilibrium leading to the formation
of 4He and 2H as well as 3He and 7Li [7]. Estimates of the total baryonic mass density,
Ωb can be made from measurements of the current abundances of these isotopes. The
total baryonic mass density is dependent on the the assumptions made about the Hubble
constant but can be bounded from above as Ωb ≤ 0.10 [15]. The difference between the
baryonic density and the total density of matter (Ωb < Ωm) implies the existence of
a non-baryonic component to dark matter [16]. Like baryonic matter, assuming dark
matter self-annihilates into quark pairs via the weak force, the final abundance of dark
4Figure 1.3: Marginalized limits of the dark matter density, Ωχh
2, from Planck measure-
ments of the CMB. Figure from [4].
matter can be calculated [7]. The freeze-out condition for dark matter is
Γχ = nχ〈σAv〉 = H, (1.1)
where nχ is the number density of dark matter and is related to the current entropy
density of the universe, and 〈σAv〉 is the annihilation cross-section. Therefore, the final
mass density of dark matter is
Ωχh
2 =
3× 10−27
〈σAv〉 cm
2 s−1 (1.2)
and is still dependent on the annihilation cross-section. As the annihilation cross-section
increases, the dark matter mass density decreases [8].
As the universe cooled, photons decoupled. This radiation left-over from the Big
Bang is known as the cosmic microwave background (CMB) [7]. Measurements of the
CMB anisotropy map the density distribution of dark matter at the time of photon
decoupling. The structure information in the high-redshift universe complements the
calculations of dark matter structure from weak lensing experiments [17]. Recently,
Plank published the results of a multidimensional likelihood analysis of CMB data giving
Ωχh
2 = 0.1198 ± 0.0015. There were a total of 10 ΛCDM cosmological parameters in
5this likelihood including the Hubble constant, H0, the reionization optical depth, τ , and
the baryon mass density Ωbh
2. Figure 1.3 shows the marginalized likelihood for Ωχh
2
for different combinations of CMB polarization measurements, lensing measurements,
and baryon acoustic oscillation measurements. [4] These Planck results are in good
agreement with previous WMAP measurements [18].
Data from these sources support the idea that a non-baryonic component of dark
matter exists, which suggests the possibility that the current standard model is incom-
plete. The dark matter particle is expected to a neutral, massive, and stable. Baryonic
candidates for dark matter exist (brown dwarfs, neutron starts, ect.) [19] but cannot
make up the entirety of dark matter [20, 21]. The prime candidate for a non-baryonic
cold dark matter particle is the weakly interacting massive particle (WIMP) [8], but
other candidates, such as the axion [22, 23], have been suggested as well. Neutrinos
have been considered as a hot dark matter particle candidate; however, due to N-body
simulations that state that hot dark matter cannot clump until cooled to non-relativistic
velocities, they can’t explain the current large-scale structure of the universe [24].
A WIMP is naturally predicted by supersymmetric theories of particle physics as
the lightest supersymmetric particle, which is often the neutralino, a linear combination
of the supersymmetric partners of the photon, Z0, and Higgs bosons [8]. The neutralino
is stable if R-parity invariance is required. R-parity, which relates to lepton number,
baryon number, and spin, gives R = 1 (R = -1) for standard model (supersymmetric)
particles [8, 16]. The neutralino is expected to have spin Sχ =
1
2 [25], while extra
dimension models predict dark matter with spin Sχ = 1 [26] and electroweak symmetry
breaking models predict spin Sχ = 1 or Sχ = 0 [27, 28]. The neutralino would interact
with a strength characteristic of the weak force. This makes the neutralino a possible
dark matter candidate, because an annihilation cross-section on the scale of the weak
force is necessary to recreate the relic abundance of dark matter [8, 9].
61.2 Indirect Detection of Dark Matter
Theories of WIMP annihilations make it possible to search for indirect evidence of
WIMPs. Pair-annihilations elsewhere in the universe are expected to produce neutri-
nos [29–32], γ-rays [33–37], and antimatter [25, 38, 39] that can be detected by experi-
ments and telescopes on earth and in near-Earth orbit. These experiments attempt to
calculate or set limits on the velocity-dependent annihilation cross-section, < σAv >,
by integrating over the dark matter velocity distribution [25, 29, 33, 38]; however, these
results can also make estimations on the cross-section between dark matter and target
nucleons as well [36].
VERITAS [33], HESS [34, 35], and the Fermi Large Area Telescope (LAT) [36, 37]
look for γ-rays from the Galactic center, dwarf galaxies, and galaxy clusters for sig-
natures of the WIMP-WIMP annihilation. If dark matter annihilation results in sec-
ondary particles, then the γ-ray spectrum would be continuous across many orders of
magnitude, similar to the background of astrophysical sources. Even though it is loop-
suppressed, dark matter could also annihilate directly into γγ/γZ with a sharp spectral
line at Eγ ≈ mχ or into a γ-particle pair with Eγ ≈ mχ/2 [34]. VERITAS uses ground
based Cherenkov telescopes to detect gammas from 100 GeV to 10 TeV through the
Cherenkov radiation from the secondary shower of particles of a gamma in the Earth’s
upper atmosphere [33]. HESS uses a four telescope array similarly to VERTAS [35]
but also attempted to search for the very high energy γ-rays associated with the loop-
suppressed channels [34]. The Fermi LAT is a space telescope launched in 2008 designed
to detect γ-rays from 20 MeV to over 300 GeV [37].
Neutrinos are also expected as products from WIMP annihilations. When dark
matter is captured by the Sun, self-annihilations can cause an increase in high-energy
neutrino flux that can be measured [30] by neutrino telescopes like Super-Kamiokande
(Super-K) [31], IceCube [29], and ANTARES [32]. Depending on how dark matter is
assumed to interact in the sun, neutrino detectors can set limits on both spin-dependent
and spin-independent WIMP interactions [30, 31]. IceCube, located at the South Pole,
detects the Cherenkov light of secondary particles created when neutrinos with Eν ∼
100s GeV travel through the ice and nearby bedrock. This experiment focuses on a
mass range of 300 GeV to 100 TeV [29]. Super-K, a water-based Cherenkov detector
7in Japan, focuses on lower mass WIMPs (mχ < 100 GeV) due to its lower energy
threshold [31]. The undersea neutrino telescope, ANTARES, detects Cherenkov light in
the Mediterranean Sea off the coast of France. ANTARES can detect WIMPS between
50 GeV and 1 TeV, although sensitivity is lost below 100 GeV [32].
Another expected byproduct of dark matter pair-annihilation is an increased anti-
matter flux from annihilations into quark-pairs. The ballon-based BESS-PolarII, located
in Antarctica, measures the antiproton flux. BESS-PolarII is sensitive to WIMP masses
up to 200 GeV [38, 39]. The satellite-based PAMELA measures the positron flux due
to cold dark matter annihilations in the galactic halo for WIMP masses up to 1 TeV.
Because the shape of the spectrum is expected to be different depending on the value
of the WIMP spin (sχ = 0,
1
2 , 1), PAMELA should be able to determine which spin is
correct [25].
1.3 Direct Detection of Dark Matter
If dark matter is in the form of weakly interacting massive particles (WIMPs) and
interacts with baryonic matter on the scale of the weak interaction, it could be accessible
to direct detection experiments sensitive to nuclear scattering from a variety of targets.
The nuclear recoil energy is quite small and is expected to occur within the range of
1 to 100 keV for a WIMP mass range of 10 to 1000 GeV [40] using natural units with
c = ~ = 1. The simplest form of the differential rate is given by
dR
dER
=
ρχ
mTmχ
∫ ∞
vmin
vf(~v)
dσ
dER
d3~v, (1.3)
where ER is the nuclear recoil energy, ρχ is the expected local dark matter density,
mT is the target nuclear mass, mχ is the WIMP mass, f(v) is the velocity distribution
of the dark matter halo, and dσ/dER is the differential cross section for the target-
WIMP interaction [41]. The minimum velocity, which is determined from nonrelativistic
scattering in the center-of-mass frame, is related to the nuclear recoil energy by
vmin =
√
mNER
2µ2
, (1.4)
where µ is the reduced mass of the system, and mN is the mass of the neutron.
8Figure 1.4: The thin-shell approximation for the spin-dependent form factor from Equa-
tion 1.7 (solid blue line) compared to the solid-sphere approximation for the spin-
independent form factor from Equation 1.6 (dashed orange line).
The non-relativistic limit is considered valid for direct cold dark matter detec-
tion. The generally accepted velocity distribution for the dark matter halo is Maxwell-
Boltzmann shifted by the Earth’s velocity, vE ∼ 232 km/s, and with the width deter-
mined by the mean velocity of the particles in the dark matter halo encompassing the
galaxy, v0 = 220 km/s. The probability of finding a dark matter particle with a velocity
greater than the galactic escape velocity, vesc = 544 km/s, is roughly zero [40]. This is
introduced through a cutoff to the Maxwell-Boltzmann distribution [42, 43], giving the
velocity distribution function of
f(~v) ∝ e−(~v+~vE)2/v20 − e−v2esc/v20 . (1.5)
Realistically, the simple differential rate calculation is complicated by the details of
the experimental set up. Detectors have some lowest detectable recoil energy threshold
set by the detector sensitivity, resolution, and noise of the electronics and data acqui-
sition instruments. There is also an energy-dependent detector efficiency that effects
the shape of the expected differential event rate. Depending on the target material,
there is a form-factor correction due to the shape and size of the target and the type of
interaction [40].
The two most widely accepted standard interaction types are a spin-independent
9interaction and a spin-dependent interaction. In this view, the differential cross-section
would have a component from each interaction which can be calculated from their
expected form-factors. The from-factors are commonly approximated as the Fourier
transform of the target nuclear density distributions. For the spin-independent interac-
tion, the nucleus is assumed to be a solid sphere, meaning the WIMP and target interact
with the whole nucleus. The solid-sphere approximation gives a form factor of
F (q) = 3
sin(qrn)− qrn cos(qrn)
(qrn)3
, (1.6)
where q is the momentum transfer and rn is a measure of the nuclear radius. The spin-
dependent interaction is approximated by a thin shell and only considers contributions
from unpaired nucleons. The spin-dependent form-factor is
F (q) =
sin(qrn)
qrn
. (1.7)
The solid-sphere and thin-shell form factors are shown in Figure 1.4.
Once a theoretical model has been determined, it must be compared to data in
order to determine bounds or an upper limit on the coupling coefficients or interaction
cross-sections. The comparison should take into account known or unknown sources
of background in the experiment [44]. One current technique to set these limits when
very few events have been detected is called the Optimum Interval method developed
by Steve Yellin [45].
The Optimum Interval method is an extension of the Maximum Gap method. For a
given differential event rate, dR/dER, and only one coupling, the cross-section, σ, can be
seen as an overall normalization factor. The shape of the distribution of the differential
event rate is decided by the assumed WIMP mass and velocity distribution. The goal of
the Maximum Gap method is to determine the upper limit on the cross-section based on
the energy distribution of the detected events. This method finds the largest energy gap
between detected events and compares it to the the theoretical number of events that
should have been seen in that gap. This method allows for an unknown (non-negative)
background to be present in the data. By choosing the maximum energy gap as the
comparison range, this method becomes less sensitive to this unknown background, but
because this background may be present, only an upper limit on cross-section is possible.
10
Figure 1.5: Comparison of the projected [46, 47] (dashed lines) and measured [48–54]
(solid lines) upper limits on the spin-independent WIMP-nucleon interaction cross sec-
tions for many of the direct dark matter experiments shown over the limiting back-
ground from neutrino scattering [55]. Detection contours from CDMS II Si [56] (blue)
and DAMA/LIBRA [57] (brown) are shown as well.
This upper limit is determined using the equation
C0(x,N) =
m∑
k=0
(kx−N)ke−kx
k!
(
1 +
k
N − kx
)
, (1.8)
where C0 is the confidence of the upper limit, N is the expected number of events in the
maximum gap given σ, x is the size of the maximum gap, and m is the largest integer
that is less than or equal to N/x. Usually, C0 = 90%, so for this confidence and the
size of the experimental maximum gap, the maximum expected number of events, and
therefore cross-section, can be determined. The Optimum Interval extends this method
for a greater density of events by allowing the “maximum gap” intervals to contain
some number of events less than the number in the maximum possible interval. The
confidence of the upper limit now depends on the events in the maximum interval [45].
The energy deposited by this nuclear recoil can be observed in the form of some
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combination of complementary signals of ionization, scintillation, and phonon emission
depending on the target material chosen which allows for discrimination between nu-
clear recoil and background electron recoil events. There are many direct detection
technologies and a variety of targets. Examples include noble liquids (argon, xenon,
and neon), cryogenic semiconducting crystal detectors (germanium, silicon, calcium
tungstate), scintillating crystal arrays (NaI, CsI), and superheated bubble chambers
using a variety of fluorinated hydrocarbons. Specifics of detector sensitivity and noise
determine a detector-dependent recoil energy threshold, and the discrimination afforded
by complementary signals affects background discrimination [40]. A comparison of the
projected and measured limits on WIMP-nucleon interaction cross section for a variety
of direct dark matter experiments is shown in Figure 1.5.
1.3.1 Cryogenic Liquid Detectors
Cryogenic noble liquid direct dark matter detectors are typically xenon- or argon-based
dual-phased time-projection chambers (TPC). The cryostat holds a lower liquid stage
and gaseous stage on top. An interaction in the target material produces a prompt
scintillation signal (S1) which is detected by arrays of PMTs surrounding the liquid
bath and an ionization signal. The electrons emitted in the ionization signal are pulled
by an electric field into the gaseous phase where they produce a second scintillation (S2).
The prompt scintillation signal is used to determine the energy of the recoil event, and
the ratio between the scintillation and ionization signals (S2/S1) is used to discriminate
between nuclear and electronic recoil [58]. The TPC can also be used to reconstruct
a three-dimensional location coordinate for the interaction. This allows for a fiducial
volume cut by taking advantage of self-shielding techniques [53].
XENON currently uses a 2000 kg liquid xenon target located at the Gran Sasso
National Laboratory (LNGS) in Italy [44, 50] and LUX a 250 kg liquid xenon target
located at the Sanford Underground Research Facility in South Dakota [58, 59]. As
shown in Figure 1.5, XENON currently has the best limit on cross section for high
mass WIMPs [50], although LUX has a very similar limit as well [59]. Xenon is a good
target material for spin-independent interactions due to its high mass and good for spin-
dependent interactions due to the unpaired neutron in 129Xe and 131Xe [58]. DarkSide
uses a 50 kg liquid argon target and is located at LNGS [53,60,61].
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1.3.2 Scintillation-only Detectors
Scintillation-only detectors, such as DAMA/LIBRA or its predecessor DAMA/NaI,
search for WIMP signals through annual modulation of the nuclear recoil spectrum
from scintillation detection only. As the Earth travels through the WIMP halo of the
Milky Way, the strength of the nuclear recoil signal due to WIMPS should change with a
period of one year. The maximum modulation is expected on June 2 and the minimum
on December 2. DAMA/LIBRA uses radio-pure thallium-doped NaI targets [58]. The
observed annual modulation signal from DAMA corresponds to a WIMP mass around
10 GeV and cross-section around 2×10−40 cm2. However, as shown in Figure 1.5, this
region has been excluded by upper limits set by other direct dark matter experiments
including SuperCDMS and LUX [57, 62]. Recently, new experiments using NaI are be-
ing developed in order to test the DAMA/LIBRA detection. These include SABRE,
which will have detectors in both LNGS and in Australia [63], DM-Ice at the geographic
South Pole and the Boulby Underground Laboratory [64], and ANAIS at the Canfranc
Underground Laboratory [65].
1.3.3 Superheated Bubble Chambers
Superheated bubble chambers look for bubble nucleations that occur when a particle
enters a superheated liquid. These bubbles are observed photographically and through
acoustic and pressure measurements. The energy of the particle that caused the bubble
to form cannot be directly measured; however, the energy threshold of the bubble-
formation can change with the chamber temperature. This allows some knowledge of
the energy-dependence of a candidate WIMP interaction. The predominant background
for a superheated bubble chamber are alphas. Background from electron recoil is easily
eliminated by setting the pressure and temperature of the chamber to an appropri-
ate setting. The alphas and other sources of background can be differentiated from a
possible WIMP signal through acoustic measurements and photographic and pressure
measurements looking for events outside the fiducial volume or that caused multiple
bubble nucleations [44,58].
COUPP is located at SNOLab in Sudbury, Canada and uses 4kg of CF4I [66]. The
French detecter, SIMPLE, uses C2ClF5 [67]. PICASSO, also located at SNOLab, uses
13
32 detector modules of C4F10 [68]. PICO, an experiment that represents the merging
of COUPP and PICASSO, uses 52 kg of C3F8 and is located at SNOLab [69]. Fluorine,
which is present in all three superheated bubble chamber detectors, is a good target
for spin-dependent interactions due to its unpaired proton. Iodine, which is present in
COUPP, is a good target for spin-independent interactions because of its high mass [44].
Chapter 2
Cryogenic Dark Matter Search
2.1 SuperCDMS
CDMS uses cryogenically cooled crystals of germanium (Ge) or silicon (Si) to measure
the phonon and ionization signals from a nuclear recoil due to an interaction with
a dark matter particle. The most recent experiment, known as SuperCDMS Soudan
included five towers of three 0.6 kg Ge crystals and was run underground at the Soudan
Underground Laboratory in northern Minnesota. Each crystal is referred to as an
iZIP (interleaved Z-sensitive Ionization and Phonon) detector [70]. The next iteration
of CDMS will be SuperCDMS SNOLAB, which will sit roughly 2 km underground in
Sudbury, ON, Canada. This run will include both 1.39 kg Ge and 0.61 kg Si crystals [46].
(a) [100] (b) [110] (c) [111]
Figure 2.1: Germanium structure with crystal plane designations in red.
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(a) One configuration of the phonon channels on
the iZIPs [46] for SuperCDMS SNOLAB.
(b) Example configuration of the in-
terleaved phonon and charge channels
[71] from SuperCDMS Soudan.
Figure 2.2: Details about the SuperCDMS iZIPs.
Each iZIP detector is made out of a cylindrical germanium crystal that is 3 - 4 inches
in diameter and 1 - 1.33 inches thick cut along the [100] crystal plane. Germanium is
a group IV semiconductor with a diamond crystal structure. Figure 2.1 shows the
[100] plane for a diamond structured crystal. Each side of the detector holds multiple
charge and phonon channels. The phonon channels consist of outer guard rings and
inner channels split into regions in order to aide location reconstruction. The inner
channels on one side are shifted from the channels on the opposite side such that no
edge along a radial line occurs at the same location on both sides of the iZIP. One
possible configuration is shown in Figure 2.2a [46]. The phonon rails are grounded and
interleaved with the charge rails which are held at about +(−)2 V for the top (bottom)
of the crystal, as shown in Figure 2.2b [71]. Having anode and cathode lines on each
side of the detector helps determine the location of an event and can be used to veto
the background-induced interactions near the crystal surface [72].
Because a WIMP-nuclear collision is rare and low energy, the detector must be both
well shielded from background sources and discriminate between unshielded background
and WIMP signal events. The first layer of shielding used is the Earth itself. The
experiment is operated underground because the Earth blocks cosmogenic background
sources such as cosmic rays. The deeper the site, the better the shielding of these
sources. SNOLab in Sudbury, Canada is almost 4000 m (water equivalent) deeper than
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Figure 2.3: Comparison of the depth of underground physics laboratories. CDMS cur-
rently sits in the Soudan Underground Laboratory and is moving to SNOLab in Sudbury,
Canada. Image from Deep Science [73].
Soudan, which cuts the intensity of the muon flux by a factor of about 103 [73]. A
comparison of underground sites can be seen in Figure 2.3.
Figure 2.4 shows all of the shielding layers for SuperCDMS SNOLAB. The outer most
layer of shielding is a water shield for blocking neutrons from the surrounding rock of
the cavern. The next layers of shielding include passive gamma and neutron shields
made from layers of lead and polyethylene. These shield block energy from radioactive
decay in the environment of the detector [46]. The current arrangement does not shield
for internal sources of radiation, so all materials used to build the detectors, detector
housing, shields, and support structors must be highly radiopure [16].
A WIMP is expected to interact with the nucleus of the target material, leading to
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Figure 2.4: Shielding configuration for SuperCDMS SNOLAB [46]. The inner neutron
shield, labeled as consisting of HDPE, could be replaced with a scintillating neutron
veto.
nuclear recoil. When the nucleus is knocked out of its lattice site, it can interact with
other nuclei via Rutherford scattering or nearby valence electrons. Both processes lose
energy into the lattice in the form of phonons and ionization. An electron-hole pair that
is created by an interaction in the detector would be accelerated in opposite directions
across the detector by an applied electric field creating a cascade of more electron-hole
pairs in the process [72]. The ionization signal is collected on each side of the detector on
the voltage-biased charge rails and amplified by the JFET. The collected charge creates
a voltage across the feedback capacitor of a JFET. The measured ionization signal is
the voltage created by the reaction of the amplifier [75]. The charge readout system,
including the FET (labeled HEMT), is shown on the right side of Figure 2.5.
As the electron-hole pairs are accelerated across the crystal, they lose energy via
secondary, Luke phonons. The phonon signal, therefore, consists of both prompt and
Luke phonons and is absorbed in superconducting aluminum fins. Quasiparticles formed
in these fins are then captured by tungsten transition edge sensors (TES) that are kept
at the superconducting transition edge such that as the TES heats up, the resistance
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Figure 2.5: The charge and phonon readout systems designed for SuperCDMS SNOLab.
Note that here the HEMT is a replacement for the current JFET of the charge readout
system. Figure from [74].
of the TES increases. This increase in resistance changes the current through the input
coil of the SQUID (Superconducting Quantum Interference Device), which is used for
clean amplification of the signal [75]. The phonon readout system, including the SQUID
and TES, is shown on the left side of Figure 2.5.
Not all of the background sources can be blocked by the shields. The most common
background to reach the detectors, gammas or β-particles, come from within the shields
and interact in the detectors differently than a WIMP is expected to interact. Low
energy gammas interact in the detector through photoelectric absorption. High energy
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Figure 2.6: Ionization yield versus recoil energy from a CDMSII run in 2009. The
electron recoil band is given by the black solid lines surrounding the red bulk gamma
events. The nuclear recoil band is given by the black solid lines surrounding the blue
neutron events. The surface events are shown by the black crosses to show the reduced
yield near the edges of the detector. Figure from [76].
gammas Compton scatter in the detectors until they leave the system or lose enough
energy to end in photoelectric absorption. Both interactions occur with valence electrons
and lead to a high energy electron from which a rapid cascade leads to a high number
of electron-hole pairs. The electron-hole pairs are accelerated by an electric field and
lose energy via Luke phonons until the semiconductor band-gap energy is reached [72].
Beta particles interact, like gammas, with the valence electrons. However, because
of their short attenuation lengths, these interactions occur near the surface of the detec-
tors. Incomplete charge collection due to fringe electric field effects can cause reduced
ionization collection compared to the detected phonon energy. These events can be
discriminated from events that occur in the bulk of the detector in order to remove beta
interaction from consideration. Since charge channels are on both sides of the detector
and the phonon and electron rails are interleaved, the ionization signal from events that
occur close to the top or bottom of the detector will mostly be collected on only one
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side of the detector. Events that are detected mostly in the outer ring of the charge
channels can also be vetoed as surface events [72].
The charge signal for nuclear recoils is smaller than an electron recoil for similar
incident energies; however, nuclear and electron recoils of equivalent energies result in
the same sized phonon signal. This is referred to as “nuclear quenching” [72]. The
difference between an electronic and nuclear recoils is distinguishable in a detector by
a ratio of the ionization energy to the phonon energy, known as the yield. Because
both nuclear recoil events and surface beta events have reduced yield, only bulk events
should be considered for analysis. An example plot of recoil energy versus yield is shown
in Figure 2.6. The nuclear recoil band is clearly shown with blue circles, the electron
recoils with red points, and the reduced yield of surface events with black crosses [76].
The final type of possible background is neutrons. Unfortunately, neutrons interact
in the exact same way as WIMPs are expected to. Neutrons have much higher cross-
sections than the WIMP, so some of the interactions from neutrons can be ignored if
they scatter in more than one detector [16]. Other than looking for multiple scatters,
there is currently no way to distinguish neutrons that happen to only interact once in
the detectors from a candidate WIMP interaction. The plan for SuperCDMS SNOLab
is to build an active neutron veto, similar to the active muon veto, within the passive
shielding layers to detect internal neutrons from radioactive sources. Research and
design work for a scintillating neutron veto that would replace the inner neutron shield
and detect radiation from internal sources is currently in progress.
2.2 CDMSlite
When a low voltage (∼ 4 V) is put across the crystal, discrimination between electron
and nuclear recoil events can be accomplished by comparing the strengths of the phonon
and ionization signals. If a high voltage (∼ 70 V) is put across the crystal, then the
secondary (Luke) phonons are greatly amplified, dwarfing the prompt phonon signal
and reducing the experimental threshold to focus on low mass WIMP detection. In the
high-voltage (HV) mode, the ionization signal is not measured; therefore, the nuclear
and electron recoil events can not be distinguished as it is in the traditional low-voltage
case. As a consequence, the background for a HV dataset includes all electron-recoil
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backgrounds, with the dominant contributions including the spectral lines due to various
activations and the continuous backgrounds due to tritium contamination and Compton
scattering.
Running CDMS in this HV mode is known as the CDMS low ionization threshold ex-
periment (CDMSlite) [48,70,77]. CDMSlite Run 2 ran at the Soudan Underground Lab-
oratory in northern Minnesota in 2014. Results from this run were previously published
up to 20 keVee (electron equivalent energy) or ∼ 60 keVnr (nuclear recoil energy) [48,77].
The energy measured when in CDMSlite mode is the total phonon energy, ET,
which is a sum of the prompt phonons, Er, and the secondary Luke phonons. The Luke
phonons are produced by electron-hole pairs drifting apart across the detector; therefore,
this signal is directly proportional to the number of electron-hole pairs created, Ne-e− .
This leads to
ET = Er + eVHVNe-e− , (2.1)
where e is the fundamental charge of the electron and VHV is the voltage across the
crystal. The number of electron-hole pairs can be given by
Ne-e− =
ErY (Er)

, (2.2)
where  = 3 eV is the average energy of the created electron-hole pairs in Ge and Y (Er)
is the yield of the recoil at energy Er. For electron recoils, Y (Eee) ≡ 1 for all Eee [70].
For nuclear recoils, Y (Enr) is given by the Lindhard yield model,
Y (Enr) =
k × g
1 + k × g , (2.3)
with Enr in keVnr and
g = 3x0.15 + 7x0.6 + x (2.4)
with x = 11.5EnrZ
−7/3 [78–80]. For germanium, k = 0.157 and Z = 32. The Lindhard
yield model has been experimentally tested and verified by many sources using silicon
and using germanium. For both crystals the experimental verification is at higher
energies than the current use of the yield model [81, 82]. Figure 2.7 compares the
ionization yield in silicon (Figure 2.7a) or germanium (Figure 2.7b) as determined by
Lindhard model to the experimentally measured values.
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(a) Ionization yield in silicon as determined
by Lindhard with k = 0.146 (grey dot-dashed
line) compared to the experimentally mea-
sured values [81, 83–88]. Figure adapted from
[81].
(b) Ionization yield in germanium as deter-
mined by Lindhard with varying k-values, in-
cluding k = 0.157 (blue solid line), compared
to experimentally measured values [89–98].
Figure from [82].
Figure 2.7: Experimental verification of the Lindhard yield model for silicon and ger-
manium at higher energies.
.
This leads to total energy, ET of
ET = Er ×
(
1 +
eVHV

Y (Er)
)
, (2.5)
where the yield is as defined above for electron recoils (r = EE) or nuclear recoils
(r = NR). By assuming ET(r = EE) = ET(r = NR), electron equivalent energy can be
related to nuclear recoil energy by [70,77]
Eee = Enr × (1 + Y (Enr)× eVHV/)
1 + eVHV/
. (2.6)
Chapter 3
SuperCDMS SNOLAB Neutron
Veto Development
Note: Much of this chapter will be published in Poehlmann et al. [99].
3.1 Neutron Shielding for SuperCDMS SNOLAB
The outermost layer of shielding planned for SuperCDMS SNOLAB is a water shield
that should reduce neutron interactions from the cavern environment of the detectors
by 5 orders of magnitude to around 0.04 neutrons / m2 /day [100]. This means that
the major concern will be neutrons from trace contaminants in the nearest shielding
layers or on the detectors themselves. For the initial payload of 4 towers, the remaining
neutron background is small enough that a neutron veto is not required. However, as
the payload and exposure increases, the neutron background will become more relevant.
As mentioned in Section 2.1, neutron backgrounds cannot be rejected from the analysis
in the way γ-rays or β-particles can. If a neutron does not scatter within multiple
detectors, there is currently no way to distinguish between it and a possible WIMP
event.
In order to tag single-scatter neutron events, an active neutron veto can replace the
passive inner polyethylene neutron shield (refer to Figure 2.4). The plan for the active
neutron veto is to include wedge-shaped sections of liquid or plastic organic scintilla-
tor. Each section of organic scintillator would have wavelength shifting (WLS) fibers
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embedded in order to concentrate the light output to match the smaller readout area
of a silicon photomultiplier (SiPM). The SiPMs would be cooled to -20◦C to reduce the
dark count rate to a few MHz. The proposed liquid scintillator cocktail is linear alkyl-
benzene (LAB) doped with fluorescent dyes and trimethyl borate (TMB) to increase
the neutron capture cross-section. The TMB would be loaded into LAB for up to 3%
boron by weight. For plastic scintillators, polystyrene would be polymerized with the
necessary fluorescent dyes and would be uniformly doped with 1% wt. gadolinium.
These studies of designing an active neutron veto were guided by radioactive back-
grounds simulations in Geant4 and independent optical photon propagations simula-
tions. The simulations suggest that active neutron shielding could provide a neutron
veto efficiency of 98% against single-scatter neutrons [100]. Additional simulations show
that the uniformly-doped gadolinium-loaded plastic scintillators could be replaced with
layers of un-doped plastic and gadolinium resin and retain a veto efficiency of 80% [99].
Small polystyrene scintillators (20 - 50 g) were polymerized for testing and charac-
terization. These cylindrical samples had a diameter of 2 - 2.5 cm and were machined
into lengths of roughly 5 cm. Gadolinium-containing compounds can be added before
the polymerization process. These small samples were used to benchmark the quality
of the scintillator and determine the effect of adding gadolinium to the light output of
the samples.
A quarter-scale prototype of the proposed active neutron veto was also fabricated to
practice embedding WLS fibers into large-scale plastic. This prototype incorporates the
SiPMs, WLS fibers, and commercial-grade scintillator from Saint-Gobain. The quarter-
scale plastic prototype, shown in Figure 3.1, consists of 4 panels of scintillator, each of
length 24”, width, 13”, and height 1.2”. Each panel has four grooves machined to hold
one 1.3 mm WLS fiber each. The four fibers between the same two panels were bundled
together on one end to be read out by one 3 mm2 SiPM. Further testing and optical
simulations of the prototype can help optimize SiPM readout.
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(a) Initial plan for the quarter-scale proto-
type. (b) One half of the fully machined quarter-
scale prototype.
Figure 3.1: Quarter-scale prototype of the plastic scintillator. The prototype consists
of four panels of plastic scintillator with two sets of four WLS fibers machined between
two panels. The WLS fibers are bundled together at one of the plastic in order to be
read out by SiPMs.
3.2 Introduction to Scintillator Physics
Organic scintillator is ubiquitous in the detection of charged particles but is less efficient
as a neutron detector. Doping scintillator with a material of high neutron-capture cross-
section allows neutron detection via the resulting secondary particles. Scintillators used
in high-energy physics (HEP) are typically organic liquid or plastic scintillators. Plastic
scintillators are made by polymerizing monomers such as styrene or vinyl toluene. The
resulting plastics are relatively cheap and easy to machine into complex shapes. The
liquid alternative is easier to make; however, they must be hermetically sealed to prevent
leaks and contact with atmospheric oxygen [101], because dissolved oxygen will quench
a light signal [102]. The dopants frequently used in liquid organic scintillators, such
as trimethyl borate (TMB), are also highly dangerous and flammable. However, when
dissolved into plastics, some of these more dangerous properties may be mitigated.
Plastic scintillators are a good fit for HEP experiments because of the very fast decay
times of their light pulses (down to ∼ 5 ns) which allows for very high count rates (∼ 106
Hz) [103].
Plastic scintillators are doped with fluorescent dyes to optimize light output. The
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(a) PPO structure.
(b) POPOP structure
(c) Fluor absorption and emission spectra.
Figure 3.2: Chemical structures (left) and absorption and emission spectra (right) of
the fluorescent dyes commonly used in organic plastic scintillators. Figures adapted
from [104].
primary fluorescent dye compound is 2,5-diphenyloxazole (PPO), and the secondary dye
is 5-phynyl-2-[4-(5-phenyl-1,3-oxazole-2-yl)phenyl]-1,3-oxazole (POPOP). The chemical
structures are shown in Figure 3.2. The PPO acts as a pump for the POPOP [103],
which fluoresces naturally with a maximum intensity at 429 nm, as shown in Figure 3.2c.
Scintillation from PPO and POPOP lead to light pulses with two components. Each
light pulse contains a short (prompt) and long (delayed) decay component. The prompt
scintillation comes from direct radiative de-excitation of an excited POPOP singlet state
(S1), while the delayed scintillation is from the interactions between two POPOP triplet
states (T1) [105] by
T1 + T1 → S0 + S1. (3.1)
This second singlet decay (S1) has the same spectral distribution as the original singlet
decay but occurs later, but the triplet decay to S0 is of lower energy [102]. These two
time components result in a pulse shape with a double-exponential decay:
V (t) ∝ e−(t−to)/τrise − afaste−(t−to)/τfast − aslowe−(t−to)/τslow (3.2)
where t0 characterizes any time delay in the pulse, τrise is the rise-time of the pulse
from the electronics of the data acquisition system, τfast is the decay-time of the prompt
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(a) Structure of Gd(i-Pr)3 [108].
(b) Structure of Gd(TMHD)3
[109].
Figure 3.3: Two examples of Gd-containing compounds used for increasing the thermal-
neutron absorption cross-section in organic scintillators.
component of the scintillation, and τslow is the decay-time of the delayed component of
the scintillation [106]. The decay times, τfast and τslow, are roughly the same for plastic
scintillators unless very high concentrations of PPO and POPOP are used. When
higher concentrations are used, the differences in pulse shape can be used to distinguish
between neutron and γ interactions [105,107].
In order to detect neutrons more efficiently, scintillators must be loaded with a
compound with a high cross-section for thermal-neutron absorption. Compounds con-
taining gadolinium (Gd), lithium (Li), and boron (B) are commonly used for this
[101, 103, 110, 111]. Two Gd isotopes have the highest thermal neutron absorption
cross-section of any naturally occurring element: 155Gd (14.7% abundance) with a
cross-section of 6.1 x 10−20 cm2 and 157Gd (15.7% abundance) with a cross-section
of 2.6 x 10−19 cm2 [112]. Compounds such as gadolinium isopropoxide (Gd(i-Pr)3)
and gadolinium 2,2,6,6-tetramethyl-3,5-heptanedione (Gd(TMHD)3), whose chemical
structures are both shown in Figure 3.3, are good examples of gadolinium-containing
compounds that can be added to plastic scintillators to increase the thermal-neutron
absorption cross-section. Interactions between thermal neutrons and gadolinium result
in low energy internal conversion electrons and a cascade of Auger electrons and γ-rays.
Conversion electrons are emitted from an interaction with an atom’s excited nucleus,
and Auger electrons are ejected after an outer-shell electron falls into an inner-shell
opening [110, 111]. Additionally, atomic spectral x-rays are emitted 50% of the time.
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The energy released from an interaction with a neutron is a cascade of γ-rays with a to-
tal energy of 7.8 MeV [101]. The endpoint energy for neutron capture on 155Ge (157Ge)
is 8.5 MeV (7.9 MeV) [113].
Isotopes of Li and B have high neutron cross-sections as well. For lithium, 6Li (7.5%
abundance) has a cross-section of 9.4×10−22 cm2, and boron, 10B (20% abundance) with
a cross-section of 3.853×10−21 cm2 [114]. Interactions between neutrons and 6Li or 10B
produce alpha particles with endpoint energies at 4.78 MeV or 2.79 MeV. Additionally,
interactions with 6Li produce tritium with an energy of 2.73 MeV and do not produce
the gamma-ray emission given by interactions with 10B [103]. 6% of the time, the 10B
interaction produces a 1.78 MeV alpha, and 94% of the time, it produces a 1.47 MeV
alpha and a 477 keV gamma [115]. Gadolinium may be preferred over lithium or boron
because the relevant isotopes have a neutron interaction cross-section several orders of
magnitude higher and appear in higher natural abundances. Additionally, the endpoint
energies of the interactions with Gd are higher than for lithium or boron.
The scintillation from plastic scintillators can be read out from photomultiplier tubes
(PMTs) or from solid-state silicon photomultipliers (SiPMs). The typical gain (the ratio
of detected electrons to electrons emitted by incident light) of a PMT is around 107 [102].
Unlike the PMT, a SiPM consists of a 2D array of PN junctions. Each junction acts as
a single pixel for the whole SiPM. This 2D pixel array, shown in Figure 3.4c, has dead-
space between pixels that limits the overall detection efficiency compared to a PMT. The
incident light causes a voltage across a PN junction (shown in Figures 3.4a and 3.4b),
which then causes a measurable current. A PN junction is an avalanche photodiode
(APD) run in Geiger mode, which means the reverse bias is greater than the breakdown
voltage. This results in an internal gain (∼106) that gives it good sensitivity to low
level signals. When an APD is illuminated with a photon of energy greater than the
band gap energy (1.12 eV for silicon at room temperature) a valence electron is excited
into the conduction band leaving an electron hole behind. As the electron is accelerated
by the electric field across the depletion layer, it collides with the lattice, which excites
more electrons into the conduction band.
There is a strong temperature dependence of this avalanche process. At higher
temperatures, the lattice is vibrating more, which decreases the carriers released in the
avalanche process. Because not all generated carriers will manifest in a measurable
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(a) PN junction in a SiPM
(b) SiPM cross-section
(c) Example SiPM face
Figure 3.4: Internal details of a SiPM. Figures from [116].
pulse, the photon detection efficiency is lower for an APD than for other photodiodes.
Thermal excitations may also cause an avalanche process. The frequency of these “dark
count” events can be reduced by operating at a lower temperature. Another side effect
of running a Si APD in Geiger mode is a phenomenon called after-pulsing. An after-
pulse occurs when a charge carrier from an avalanche gets trapped by a defect in the
crystal structure of the silicon and is released after some time delay. This phenomenon
is made worse at lower temperatures, so choosing an optimal operating temperature is
a balance between quenching the avalanche process/dark counts and after-pulsing.
Both PMTs and SiPMs are able to read out low intensity pulses, but SiPMs are
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more radioactively clean, which is very important for a veto that would sit within
the shielding layers of SuperCDMS SNOLAB. SiPMs are also smaller and create less
electronic noise, which allows for a simpler configuration within the outer CDMS shields.
SiPMs also have a higher quantum efficiency, where we define quantum efficiency as the
ratio between the number of photoelectrons released to the number of incident photons.
For incident light with wavelength, λ, the number of incident photons, Nγ , is
Nγ =
Edet
hc/λ
, (3.3)
where Edet is the energy of light incident on the cathode of the photodetector. After all
stages of amplification, the number of photoelectrons released, Npe, can be calculated
as
Npe =
S
G
Edet, (3.4)
where, for a PMT, S is the anode responsivity and can be converted to the cathode
responsivity by dividing by the gain, G. Therefore, the quantum efficiency, QE is
dependent on the wavelength of the incident photon by
QE(λ) =
hc
λ
S
G
. (3.5)
A typical PMT has a quantum efficiency of around 20 - 30%. For SiPMs, there is
an additional geometric efficiency due to the dead-space between pixels. This total
efficiency is called the photon detection efficiency (PDE) and can be calculated by
PDE(λ) = QE(λ)× f × PA, (3.6)
where QE is the quantum efficiency of the SiPM, f is a measure of the effective pixel
size, and PA is the probability of an avalanche occurring. The effective pixel size takes
into account dead space between pixels, shown in Figure 3.4c. A typical SiPM with a
pixel size of 1 mm2 might have a maximum PDE of around 40 - 70% [116].
3.3 Characterization of Photon Detectors
Four 1.33 mm2 CPTA 151 SiPMs and a bialkali Hamamatsu R1332 2 inch PMT were
chosen for testing and characterization. The PMT data was read out using a LeCroy
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(a) Hamamatsu PMT. (b) CPTA SiPM.
Figure 3.5: Example pulses from each photo detector option used.
Figure 3.6: Measurement of the response of the digitizer to convert pulse amplitude
from channels to mV and determine the saturation point of the digitizer. The measured
points are shown in orange, and the best fit line (before the saturation point) is shown
in blue.
WaveSurfer oscilloscope controlled by a LabVIEW VI. Typically the trigger for the
oscilloscope was determined using an external NIM coincidence unit. An example PMT
muon pulse is shown in Figure 3.5a.
The full amplitude versus time signal of each SiPM was read out by an electronics
test board (TB4) built at Fermi National Laboratory [117]. The TB4 board has four
SiPM channels. Each channel is read out into a computer through a digitizer that
converts a pulse into a set of data points that can be processed to determine the area
under each pulse. The area is a measure of the energy of the incident light. The timing
of a pulse was determined from the 212.416 MHz sampling rate of the digitizer. A
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Figure 3.7: Example pulses for SiPM 4 with no light source. The calculated dark count
rate for this event is 1.660 MHz.
sample SiPM light pulse is shown in Figure 3.5b.
The response of the digitizer was determined by sending square pulses of known
amplitude from a signal generator into the data acquisition system in the place of a
SiPM. A graph of input and output amplitudes for square pulses of varying amplitudes
is shown in Figure 3.6. The digitizer has a very linear response with a slope of 169.70±
0.97 channels/mV up to around 30 mV. Past 30 mV, the digitizer becomes saturated.
With this measurement, the amplitude of each pulse can be converted from arbitrary
ADC channels to a meaningful measure of voltage, as shown in Figure 3.5b.
3.3.1 SiPM Dark Count Rate
The dark count rate of a SiPM can be measured by reading out randomly triggered
pulses of a SiPM with no light source. SiPM 4 was placed in a light tight box, and
random triggers with a timing window of 4821 ns each were recorded. For each time
window, the number of single and double dark count pulses were counted. A single dark
count pulse has a maximum amplitude above the threshold of 0.265 mV, and a double
dark count pulse has a maximum amplitude greater than 0.589 mV. These thresholds
could be set on either pulse area or amplitude; however, because a dark count peak can
occur anywhere within the timing window, the amplitude threshold allows for a more
automated analysis. An example pulse is shown in Figure 3.7. This example has six
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Figure 3.8: Dark count rate for SiPM 4 for all measured events.
single dark counts and one double dark counts for a total of eight dark counts in the
4821 ns window, which gives a rate of 1.660 MHz. This calculation was repeated for all
random triggers. The resulting histogram is shown in Figure 3.8. From this histogram,
the average dark count rate for SiPM 4 is 1.33 ± 0.52 MHz, which is, before cooling,
within the target dark count rate range for SuperCDMS SNOLAB. The probability of
two dark counts occurring at the same is is 5.80%.
3.3.2 Quantum Efficiency Measurements
For a PMT, the gain, which is necessary to calculate the quantum efficiency as shown
in Equation 3.5, is determined by the area under a single photoelectron peak, given by
G =
1
eR
∫
V (t)dt, (3.7)
where V (t) is the time-dependent voltage of the measured pulse, R = 50Ω is the re-
sistance over which the signal voltage was measured, and e = 1.602 × 10−19 C is the
fundamental charge of an electron [118]. Using a 0.5 mV trigger and a bias voltage of
1800 V, the pulse area of the single photoelectron peak was determined to be (20.3±0.2)
pVs for a gain of (2.54± 0.03)× 106 [99].
In order to measure the anode responsivity, the intensity output of the Hamamatsu
PMT was compared to that of a calibrated photodiode using a monochromator illu-
minated by a white-light source. Figure 3.9a shows the setup necessary to make this
measurement. Using the calculated gain and an additional correction for active detector
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(a) Monochromator set up used for PMT quan-
tum efficiency measurement.
(b) Measured quantum efficiency compared to
a typical Hamamatsu bialkali PMT [119].
Figure 3.9: Details of the quantum efficiency measurement for the Hamamatsu PMT.
Figures adapted from [99].
area, the wavelength-dependent quantum efficiency was calculated from Equation 3.5
and is shown in Figure 3.9b. The Hamamatsu PMT had a maximum quantum efficiency
of 10.0± 0.3% at 500.0± 0.5 nm [99], which is lower than expected for a typical bialkali
PMT.
The response of the SiPM is defined as the distance between each photoelectron peak
in a very low-energy pulse-area spectra. The low-energy spectra were obtained using a
blue LED flashed with a very high frequency to reduce the light output. Due to the
excellent photon counting properties of the SiPM, up to eight photoelectron peaks are
visible, as shown in Figure 3.10a. The pedestal is below 0.02 nVs (also labeled as the
0th photoelectron peak) with the first photoelectron peak at ∼0.03 nVs. The average
distance between photoelectron peaks for SiPM 3 was determined to be 0.01972±0.00036
nVs by fitting each peak to a Gaussian function. The spacing between photoelectron
peaks for the other SiPMs are shown in Table 3.1.
For a SiPM, the gain (G) can be calculated by
G =
1
eR
∫
V (t)dt =
∆npe
eR
, (3.8)
where R = 50Ω is the typical load resistance of the couplings to the digitizer,
∫
V (t)dt
is the area under a single photoelectron peak, and ∆npe is the spacing between photo-
electron peaks. Due to the better statistics, the average distance between photoelectron
peaks in a pulse-area spectra is a better measure than the area under one peak. The
calculated gain for each SiPM is shown in Table 3.1.
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SiPM Photopeak spacing (nVs) Gain
1 0.01836±0.00018 (2.29± 0.02)× 106
2 0.01735±0.00017 (2.16± 0.02)× 106
3 0.01972±0.00036 (2.46± 0.04)× 106
4 0.01689±0.00044 (2.11± 0.06)× 106
Table 3.1: The spacing between each photoelectron peak and the calculated gain for
each SiPM.
(a) Histogram of the area under each pulse for
SiPM 3. The top x-axis shows the conversion
to number of photoelectrons detected.
(b) Measured SiPM PDE at specific wave-
lengths (orange x) compared to the manufac-
turer’s specifications (blue line) [120].
Figure 3.10: SiPM measurements used to calculate gain and PDE.
The PDE of a SiPM can be measured using the set up shown in Figure 3.9a. The
PMT was replaced with a SiPM, and the white light source was replaced with an LED of
a specific wavelength, because the white light source saturated the SiPM. Three LEDs
were used for measurements at three specific wavelengths. Since the dark count for the
SiPM is much higher than for the PMT, the measured intensities were corrected for dark
count before being used for the PDE calculation. The resulting PDE measurements are
shown in Figure 3.10b compared to the manufacturer’s specifications.
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Loading Compound Max. Loading (%wt. Gd) Tested Notes
Gd(i-Pr)3 [110] 5% yes Clear samples
Gd(TMHD)3 [111] 5% yes Clear samples
GdB6
∗ — yes Purple samples
Gd(OTf)3
∗ — yes Orange samples
Gd(NO3)3(TBP)3
∗ [101] 12% yes Yellow samples
Gd(PPr)3 [121] 8% no —
Table 3.2: Possible metal-containing compounds for use as high neutron cross-section
dopants in plastic scintillators. The maximum loading column lists the highest loading
percentage, by mass, achieved in the referenced paper. The “Tested” column refers to
whether or not we polymerized a scintillator sample containing that compound, and the
“Notes” column briefly describes that sample. The (∗) denotes compounds trials that
were discontinued due to sample discoloration.
3.4 Polymerization of Gadolinium-Loaded Plastic Scintil-
lator Samples
3.4.1 Production Methods
Small polystyrene scintillators (20-50 g) were polymerized from styrene monomer for
testing and characterization. Any compound with a high neutron cross-section can be
added before the polymerization process in order to increase functionality as a neutron
shield or detector. Here, the focus was on Gd-containing compounds. These dopants
were added in varying weight percentages. Table 3.2 shows an overview of possible
Gd-containing compounds for use as high neutron cross-section dopants.
The polymerization process roughly followed the method as described by Bell et
al. [101] with minor changes. Before polymerization could occur, the inhibitor and
other possible impurities were removed from the styrene monomer using a column of
alumina. At this point, any high neutron cross-section dopant of interest was added
to the purified styrene in the desired weight percentage. The styrene monomer and
metallic-compound mixture was then mixed with 1% wt. PPO and 0.1% wt. POPOP.
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(a) Fully polymerized, machined, and polished
plastic sample.
(b) Sample illuminated by UV LED.
Figure 3.11: A non-gadolinium doped plastic scintillator, after being machined and
polished, is shown above (left). The outer circumference has been painted with three
coats of EJ-510 reflective paint and one coat of black paint to limit light loss. The same
sample is illuminated by an off-center 305 nm LED (right). Figure from [99].
Purified benzoyl peroxide (added in at 0.8% wt.) was used as a catalyst for the polymer-
ization. Samples were sonicated for up to an hour to encourage complete dissolution.
Dry nitrogen was bubbled through this mixture for at least an hour to remove water
and oxygen. If water was not removed from the system completely, bubbles would form
in the polystyrene during polymerization. The styrene was polymerized in a ∼60◦C
water bath for ∼5 days under nitrogen and slowly cooled to room temperature over the
course of 12 hours. The time for each step was optimized through multiple trials. An
example of a fully polymerized, machined, and polished polystyrene sample is shown
in Figure 3.11a. Samples diameters were typically 2.5 cm while sample lengths ranged
from 4 cm to 11 cm. One sample (unLS-WLS) had a 1.0 mm wavelength shifting
(WLS) fiber machined down the center lengthwise.
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Sample Name Dopant % wt. Gd Length (cm) Diameter (cm)
unLS None 0% 11.10± 0.02 2.50± 0.05
unLS-WLS∗ None 0% 4.50± 0.02 2.11± 0.05 (long),
1.94± 0.05 (short)
LS-iPr Gd(i-Pr)3 0.055% 11.10± 0.02 2.50± 0.05
LS-TMHD Gd(TMHD)3 0.055% 11.10± 0.02 2.50± 0.05
Table 3.3: A summary of the fabricated samples is shown above. The ∗ indicates that
sample unLS-WLS had a wavelength-shifting fiber embedded down the center of the
sample. Pictures of these samples can be found in Figure 3.12.
3.4.2 Gadolinium Loading Attempts
For the scintillators fabricated following the procedure described in Section 3.4.1, max-
imum loadings of 0.15% wt. using Gd(i-Pr)3 and 0.25% wt. using Gd(TMHD)3 were
achieved, which are both significantly less than expected from previous publications
[110, 111]. Additional heating and sonication prior to and throughout the polymer-
ization process did not improve the solubility of either compound but instead de-
creased the transparency of the resulting scintillator. While not explicitly mentioned,
Bertrand et al. [111] added an unspecified polar co-monomer at 20-25% wt. of the total
monomer. It was hypothesized by Bertrand et al. that partial ligand exchange or com-
pletion of the Gd coordination sphere with the polar co-monomers allowed for higher
concentrations to be reached. However, the specific co-monomer used for Gd(TMHD)3
is not known, as it is considered to be a trade secret.1
Gadolinium-loaded plastic samples were fabricated by loading Gd(i-Pr)3 or Gd(TMHD)3
at the highest possible concentrations, such that the metal dopant was fully dissolved
to the same mass percentage for both compounds. This resulted in much lower con-
centrations than if co-monomers had been used. Information about each fabricated
sample along with loading compound and concentration are listed in Table 3.3 and a
picture of each sample is shown in Figure 3.12. In early trials with Gd(i-Pr)3, cloudy
samples were observed. This was linked to impurities in the metallic compound that
resulted in a white, wispy precipitate that could be filtered out of the styrene-metal
1 2017/01/24: email communication with Guillaume Bertrand, Guillaume.BERTRAND@cea.fr
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(a) unLS (b) unLS-WLS (c) LS-iPr (d) LS-TMHD
Figure 3.12: The samples listed in Table 3.3 are shown above. The samples unLS,
LS-iPr, and LS-TMHD were unwrapped when photographed. Sample unLS-WLS was
wrapped with PTFE tape when photographed. The WLS fiber embedded down the
center of unLS-WLS is visible in green.
dopant solution before polymerization. The mass of precipitate recovered was smaller
than the uncertainty in the balance used to measure the doping compound, suggesting
that any Gd lost had a negligible effect on the calculated Gd concentration. Elemental
analysis of this precipitate using energy dispersive spectroscopy on a scanning electron
microscope showed its composition was inconsistent with that of Gd(i-Pr)3 and instead
one of the oxides of gadolinium, most likely Gd2O3. Thus, the white wispy precipitate
was not undissolved Gd(i-Pr)3 but rather impurities within the dopant.
2 When load-
ing polystyrene with Gd(TMHD)3, the compound appeared to have dissolved fully at
concentrations up to 0.5% wt. Gd after 1 hour of sonication. However, the gadolinium
compound precipitated out of the styrene monomer during the polymerization process
when loaded at concentrations greater than 0.25% wt. Gd(TMHD)3.
Instead of exploring various co-monomers to use with Gd(i-Pr)3 or Gd(TMHD)3,
tests were made to overload samples with these Gd-containing compounds in order to
increase the concentration of Gd past the solubility point of the compound. The hope
was that the un-desolved gadolinium would settle into gradient layers of increasing
concentration. Simulations of a neutron veto using layers of gadolinium and plastic
scintillator instead of a uniformly doped veto at 1% wt. Gd showed that for a veto with
40 - 200 segments, veto efficiency ranges from 75% to 85% compared to the 90% efficiency
of the uniformly doped option [99]. Because1% wt. Gd loading is not possible without
2 SEM data was obtained and interpretated by Dr. Nick Seaton, SEM & LM Specialist of the
Characterization Facility at the University of Minnesota.
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(a) Setup used to obtain emission
spectra.
(b) Resulting emission spectra normalized to the highest
peak.
Figure 3.13: Each sample was wrapped with PTFE tape and illuminated by an off-center
305 nm surface-mounted LED and centered on the input slit of the monochromator. A
calibrated photodiode was used to measure the output power of the monochromator as
a function of wavelength. Figures adapted from [99].
use of a co-polymer, the overloading technique would combine a uniformly doped veto
(with less than 1% wt. Gd) with the layers of more highly-concentrated overloaded
Gd in order to improve the overall efficiency of neutron detection. Unfortunately, the
ability of these samples to fully polymerize was compromised by the increased amount
of Gd-containing compound. The samples tested ended up only partially polymerizing,
and even the most promising attempts ended up too soft to machine or polish.
3.5 Characterization of Plastic Scintillator Samples
3.5.1 Emission Spectra
A monochromator was used to determine the effect of dissolving Gd in polystyrene on
the relative light output and peak emission wavelengths of the scintillator samples. Each
scintillator sample was centered on the input slit of the monochromator and illuminated
by an off-centered 305 nm surface-mounted LED, as shown in Figure 3.11b. Figure 3.13a
shows the setup used for these monochrometer measurements. The LED used to illu-
minate the sample was chosen such that its peak wavelength was near the peak of the
PPO absorption spectrum, shown in Figure 3.2c, so as to replicate the photoemission
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process. An additional benefit of using a UV LED is that the light illuminating the
sample and possibly leaking into the input slit of the monochrometer was outside of the
wavelength range of interest for this measurement. A calibrated photodiode was used to
measure the output power of the monochromator as a function of selected wavelength
for each scintillator sample.
The results of the monochromator measurements are shown in Figure 3.13b, normal-
ized to the highest peak in order to compare the shapes of the resulting spectra. The
peak emission wavelength for all samples is located at (431.0 ± 0.5) nm, a value con-
sistent with typical spectra of plastics in which POPOP is used as the secondary fluor,
indicated in Figure 3.2c [122]. For both Gd-loaded samples, LS-iPr and LS-TMHD, an
additional peak was observed at (441.0± 0.5) nm, which is not present in the unloaded
sample, unLS. Therefore, even small amounts of Gd in the sample changes the shape of
the emission spectra of the plastic scintillator.
3.5.2 Attenuation Length Measurements
The remaining intensity, I(x) of a photon after traveling a distance, x, through a ma-
terial is given by
I(x) = I0e
−x/λ, (3.9)
where λ is defined as the attenuation length, or mean free path, of the photon. The
effective attenuation length can be measured by placing a source of photons at precise
locations along the length of a long plastic scintillator sample and measuring the re-
sulting in intensity at each point. Cosmogenic muons are a reliable source for energy
calibration for the interaction between particles and a plastic scintillator sample. The
energy a muon will deposit in a scintillator depends on the density and size of the sam-
ple tested. Monte Carlo simulations yielded a most probably energy deposition value of
(4.68± 0.36) MeV [99].
The energy deposited can be measured with a muon telescope as shown in Fig-
ure 3.14a, consisting of three layers of plastic scintillator. The top and bottom scintilla-
tors, which were placed perpendicular to each other in order to reduce the cross-sectional
area, were coupled to PMTs and used in coincidence as a trigger for the center PMT.
The center PMT was coupled to the middle scintillator, which was the plastic scintilla-
tor sample being tested. The cross-sectional area of the top and bottom scintillator was
42
(a) Setup used for muon telescope. (b) Attenuation lengths of fabricated samples.
Figure 3.14: In order to create the muon telescope (left), two generic scintillators placed
in a perpendicular configuration were coupled to PMTs. At each distance, x, from
the sample PMT, a histogram of the number of photoelectrons detected was fit to a
Gaussian distribution. The mean of each fit was plotted against the distance (right).
Figure adapted from [99].
limited to 2 cm×2 cm, such that a muon passing through both the top and the bottom
scintillator would be bound to also pass through middle, sample scintillator close the
center of the cross-section.
In order to minimize reflections from the back side of the sample scintillator dis-
torting the expected distance traveled, x, a matte black material was used to cover the
back of the sample. The remaining exterior surfaces were wrapped with PTFE tape
for diffuse reflection. The number of photoelectrons detected per incident muon as a
function of the distance of the muon interaction location from the face of the PMT
was plotted to determine an effective attenuation length, shown Figure 3.14b. Attenu-
ation lengths of 24.9± 2.1 cm for unLS, 10.70± 0.85 cm for LS-iPr, and 15.5± 1.3 cm
for LS-TMHD were determined by fitting Equation 3.9 to the data from each sample.
LS-iPr and LS-TMHD have the same Gd loading, so the difference between these two
attenuation lengths (4.7 ± 2.2 cm) gives a measure of the systematic error due to the
quality of the scintillator sample. Even with this additional error, the unloaded sam-
pled still has a higher effective attenuation length than the loaded samples, suggesting
that the presence of the gadolinium reduces the effective attenuation length of plastic
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Figure 3.15: Geant4-based simulations of muons interacting at varying distances, x,
along the length of a scintillator sample give the effect of the 2D parameter space of
bulk attenuation length and outer reflectivity on the effective attenuation length. The
measured effective attenuation length is shown by the black curve with 1σ errors, and
the chosen simulation parameters by the red x. Figure from [99].
scintillator.
The measured effective attenuation lengths for a small samples depend on its shape
and the reflectivity of the coatings on its outer edges as well as bulk attenuation length
listed in commercial specification sheets. A Geant4-based simulation with additional
optical properties defined and photon tracking enabled and using the same geometry
and setup as the experimental measurement was used to determine the effect of outer re-
flectivity and bulk attenuation length on the effective attenuation length and determine
reasonable values for these parameters. [99]. The effect of this 2D parameter space is
shown in Figure 3.15. The measured effective attenuation length of the unloaded sample
is shown by the black curve with 1σ errors. Without additional information to break
the degeneracy between bulk attenuation length and reflectivity, any choice within the
gray band could be reasonable. However, 2.5 m is a typical bulk attenuation length for
plastics [123], so for further use in simulations of unloaded plastic scintillator, that was
chosen for the bulk attenuation length. In order to stay within the gray 1σ band, the
reflectivity of the outer wrapping was chosen to be 99.5%. This point is represented by
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(a) Measured WLS fiber emission spectrum.
The line thickness depicts measurement error.
(b) WLS fiber trapping efficiency measurement.
Figure 3.16: Measurements of the WLS fiber. Figures from [99].
the red x in Figure 3.15.
3.5.3 Characterizing the WLS Fiber
To better understand the propagation of optical photons in a large volume of plastic
scintillator containing WLS fibers, WLS fibers were embedded in some samples. Tests
were made to add the WLS fiber during polymerization, but the in situ fibers melted due
to the exothermic nature of the polymerization reaction. Ultimately, the best technique
was to machine the fiber in place after polymerization had finished. The WLS fiber was
cemented in a groove machined lengthwise down the center of sample unLS-WLS, as
shown in Figure 3.12b. The end of the WLS fiber was painted with a reflective titanium-
oxide-based paint, and then the entire sample was wrapped in PTFE for reflectivity.
The emission spectrum of the embedded WLS fiber was determined using a setup
similar to what is shown in Figure 3.13 with the plastic sample replaced by a length of
WLS fiber. Additionally, in order to ensure that the light entering the monochromator
was only from the WLS fiber, the light source was placed perpendicular to the length
of the fiber and blocked from the monochromator by black felt. The resulting emission
spectrum is shown in Figure 3.16a. As expected the peak emission wavelength of the
WLS fiber is shifted from the peak emission wavelength of the plastic scintillator. The
maximum wavelength for the plastic was 431 ± 0.5 nm, and the maximum wavelength
for the WLS fiber was 496± 0.5 nm.
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The trapping efficiency is defined as
Fiber trapping efficiency =
optical photons at PMT from fiber
optical photons produced in scintillator volume
(3.10)
and must be obtained using simulation. However, the light loss from using the fiber is
a measurable quantity and is defined as
light loss = 1− nwls
nfull scintillator − nwls , (3.11)
where nfull scintillator (nwls) is the number of photoelectrons detected from the entire face
of scintillator, including from the WLS fiber (from the WLS fiber only). Once the light
loss has been measured, it can be compared to simulation of the same geometry in order
to determine the WLS fiber trapping efficiency. In order to determine the light loss of
the WLS fiber in the plastic samples, the energy deposited by muons was measured in
two configurations. In the first configuration, the sample was connected to the PMT as
shown previously, in Figure 3.14a. In the second configuration, a foil mask was placed
between the sample and the PMT with a hole such that only the fiber was exposed.
The muon peaks, shown in Figure 3.16b, were fit to Gaussian distributions.
Unfortunately, the hole in the foil mask used to block light from the scintillator
was large enough to let in some light from the surrounding scintillator. Geant4 based
simulations using the parameters determined in Figure 3.15 were used to estimate the
number of photoelectrons that would have been detected if the hole in the mask had been
more appropriately sized. Experimentally, without the mask 1770± 110 photoelectrons
were detected, and when using the mask, 304 ± 64 photoelectrons were detected. The
simulations showed that only 187 ± 16 of the detected photoelectrons with the mask
should be from the WLS fiber [99]. This leads to a calculated light loss of 88.2± 1.4%.
The simulation of the masked sample also give a fiber trapping efficiency of 8.8± 3.3%
(or light loss of 91.2± 3.3%), which is within error of the calculated light loss.
3.6 Future Plans for SuperCDMS SNOLAB
The results of the neutron veto sample testing show that upgrading the SuperCDMS
SNOLAB shields to include a neutron veto is feasible. Plastic is an attractive choice
because it mitigates the danger of leaks from a liquid option. The feasibility of using
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gadolinium doped organic plastic scintillators read out using SiPMs coupled to WLS
fibers has been tested in order to inform design decisions. WLS fibers were success-
fully machined into the quarter-scale prototype (Figure 3.1), and further testing and
measurement can confirm whether or not the light output and fiber efficiency in that
configuration will work for SuperCDMS SNOLAB.
Samples of Gd-doped plastic scintillators were successfully fabricated with up to
0.055% wt. Gd. This is a significantly lower concentration than what simulations show
are necessary for SuperCDMS SNOLAB (loading of 1%. wt Gd); however, higher
concentrations are possible with the use of co-monomers [111]. Collaboration with
the Bertrand et al. [111] group has begun with the plan of testing their more highly-
loaded samples. Additional testing of the layered (overloaded) plastic scintillator is also
possible.
The proposed readout strategies for the active neutron veto were tested and char-
acterized. These included quantum efficiency and photon detection efficiency measure-
ments of the PMT and SiPMs respectively. Included within these measurements was a
calculation of the gain of each photo detector. The gains were all calculated to be on the
order of 106, and the quantum efficiencies were reasonably similar to the manufacturer’s
specifications (Figures 3.9b and 3.10b). Additionally, the dark count of one SiPM was
measured to be 1.33± 0.52 MHz, which matches the the acceptable dark count rate at
room temperature given by Hamamatsu [116].
The optical tests of plastic scintillator samples that were polymerized at UMN in-
cluded the emission spectra (Figure 3.13b) and effective attenuation length measure-
ments (Figure 3.14b). These tests showed only minor changes due to gadolinium load-
ing; however, confirming this result at higher loadings would require additional testing.
The corresponding simulations showed the degeneracy between the reflectivity of the
outer wrapping and the bulk attenuation length of the plastic. The WLS fiber was also
characterized by the emission spectrum and the fiber trapping efficiency. The results
fall within a reasonable range, and therefore, the WLS fiber was determined to be a
reasonable choice for the design.
Additional tests of the gadolinium-loaded samples are necessary in order to verify
the neutron detection efficiency. Due to the small size of the samples, the gammas
produced by the neutron interaction with gadolinium leave the scintillator sample and
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are therefore not detected. Because the process of scaling up the samples is non-trivial,
the most feasible plan is to surround the gadolinium-loaded samples with larger blocks
of scintillator. The current design includes two large NaI crystals on opposite sides of
the sample. Unfortunately, due to dead-time limitations of the data acquisition software
and a limited supply of gadolinium, this task has not yet proved successful.
Chapter 4
Dark Matter Effective Field
Theory
Note: This chapter has been previously published in Rogers et al. [124].
4.1 Introduction to Dark Matter Effective Field Theory
In the case of a positive signature in any direct dark matter detection experiment, the
observed number of events and the spectral shape of the nuclear recoil spectrum can
be used to determine the dark matter properties [125], including potential nonstandard
momentum dependent contributions [126]. The goodness of the reconstruction is very
sensitive to uncertainties in the astrophysical parameters describing the Milky Way
halo [127] as well as in the nuclear form factors [128] and is also subject to statisti-
cal limitations [129]. Regarding the WIMP-nucleus cross section, current dark matter
direct detection analyses generally interpret results based on the simplest models of
spin-independent or spin-dependent interactions to foster easy comparison between ex-
periments. These conventional assumptions include form factors that are based on
models of the weak force that limit the possible structure of the target nucleus and dark
matter itself. It was found that, while a single experiment would be insufficient to unam-
biguously discriminate between even spin-dependent and spin-independent couplings, a
combination of targets [130–132] could be used to this aim.
Recently, a general description of the WIMP-nucleus interaction has been derived
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using an effective field theory (EFT) approach [133–135]. This formalism extends the
model-driven conventional technique by considering all relevant couplings in the non-
relativistic limit [44, 58]. The addition of angular-momentum-dependent and spin-and-
angular-momentum-dependent couplings means that EFT includes interaction operators
which are also dependent on momentum transfer and the initial velocities [133]. The
reconstruction of WIMP parameters is even more challenging in the resulting multidi-
mensional parameter space. However, since each target nucleus is sensitive to different
aspects of dark matter interactions [134], combining the results from multiple targets
and techniques strongly constrains theoretical models in the absence of a detection and
allows for determination of the underlying physics of the interaction once a signal is
seen [58, 136]. It has thus been argued that next generation experiments constitute an
excellent tool to probe the general EFT parameter space [137, 138] and identify the
right theory [139, 140] of dark matter interactions. Adding information from annual
modulation [141,142] is particularly useful to identify a certain class of unconventional
operators.
All interactions considered in the dark matter EFT formalism, listed in Table 4.1 by
broad category, are four-fermion operators of elastic scattering between a dark matter
particle (χ) and a target nucleon (N). The effective interaction Lagrangian is expected
to be of the form
Lint =
∑
τ
∑
i
cτiOiχχττ, (4.1)
where τ can either be a sum over proton and neutron interactions or over isoscalar
and isovector interactions and i sums over all interaction types (operators). Here, the
isoscalar/isovector basis will be used instead of the proton/neutron one. While the
goal of EFT is model independence, there are some symmetries and assumptions that
limit the interaction types considered, as follows. The operator variables of the effective
interaction Lagrangian must have Galilean invariance. This means that the momentum-
and velocity-dependent terms must appear as the momentum transfer, ~q = ~pχ,out −
~pχ,in, and the relative incoming velocities, ~v = ~vχ,in − ~vN,in. Only elastic collisions are
considered, so the kinetic energy must be conserved [134] by
1
2
µv2 =
1
2
µ(~v +
~q
µ
)2, (4.2)
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Operator Lagrangian expression Nuclear response
P-even, ~Sχ-independent, T-conserving
O1 1 M
O2 (v⊥)2 –
O3 i~SN · (~q/mN × ~v⊥) Φ′′/Σ′
P-even, ~Sχ-dependent, T-conserving
O4 ~Sχ · ~SN Σ′/Σ′′
O5 i~Sχ · (~q/mN × ~v⊥) M/∆
O6 (~Sχ · ~q/mN )(~SN · ~q/mN ) Σ′′
P-odd, ~Sχ-independent,T-conserving
O7 ~SN · ~v⊥ Σ′
P-odd, ~Sχ-dependent, T-conserving
O8 ~Sχ · ~v⊥ M/∆
O9 i~Sχ · (~SN × ~q/mN ) Σ′
P-odd, ~Sχ-independent, T-violating
O10 i~SN · ~q/mN Σ′′
P-odd, ~Sχ-dependent, T-violating
O11 i~Sχ · ~q/mN M
Table 4.1: EFT interaction operators of the effective interaction Lagrangian separated
into categories of similar parity, time-reversal symmetry, and WIMP spin dependence.
The nuclear responses of the target nucleus is included as well [133].
which leads to
~v · ~q = − q
2
2µ
. (4.3)
Requiring the interaction to be Hermitian means that only four terms may ap-
pear anywhere in the effective interaction Lagrangian: the momentum transfer, i~q/mN ,
the spin of the target, ~SN , the possible spin of the dark matter particle, ~Sχ, and the
transverse component of the incoming velocity, ~v⊥ = ~v + ~q/2µ [135]. The transverse
component of the incoming velocity is chosen such that each term is linearly independent
51
of all others. For example,
~v⊥ · ~q = 0. (4.4)
The EFT operators shown in Table 4.1 all consist of combinations of these four terms,
except for O1, which, as the spin-independent (SI) operator, is the simplest interaction
possible. Standard SI dark matter analyses compute parameter constraints assuming
that interactions with protons and neutrons are the same. This corresponds to the EFT
isoscalar case defined here. EFT O4 is the standard spin-dependent (SD) operator and
is dependent on the spin of both dark matter and the target nuclei. Past SD analy-
ses typically assumed the proton/neutron basis instead of the isoscalar/isovector ba-
sis. Operators may also have angular-momentum-dependent (LD) or spin-and-angular-
momentum-dependent (LSD) interactions. Some operators, such as O3 and O5, are
dependent on the momentum transfer and are characterized by different shapes of the
recoil energy spectra than is typically assumed. As shown later, experiments with low
energy thresholds are particularly important for discriminating between operators as-
sociated with different spectral shapes.
If Lorentz invariance is required, then time-reversal symmetry must also be con-
sidered. Therefore, the possible interaction terms are organized by Table 4.1 into T-
conserving and T-violating types. The interactions are also classified by whether they
have even or odd parity and if they depend on dark matter spin, ~Sχ. Within similar
regions, there can be interference between operators. For example, interference terms in
the Lagrangian exist between O1 and O3, O4 and O5, O4 and O6, and O8 and O9 [133].
All of the EFT operators are found as leading-order terms in the nonrelativistic
reduction of a relativistic operator with a traditional spin-0 or spin-1 mediator except
for O2. For this reason, O2 is not considered. Four more nonrelativistic operators exist
from interactions without a spin-0 or spin-1 mediator; however, these are not linearly
independent from the first eleven and are therefore not considered [135].
In order to calculate the cross-section or event rate expected from the effective
interactive Lagrangian, the nuclear response for each isotope of the target material
must be known for each interaction term. The most general assumptions separate out
interaction with protons and neutrons. These nuclear responses were determined by
Fitzpatrick et al. [133, 134] by approximating the structure of the nucleus with a shell
model and implementing well-tested electroweak interactions. The full shell model is
52
Nuclear Response Description Type
M SI scalar
Σ” SD1 vector
Σ’ SD2 vector
∆ LD vector
Φ” LSD tensor
M, Φ” SI and LSD interference
Σ’, ∆ SD2 and LD interference
Table 4.2: Nuclear responses and interference terms. See [133,134] for full description.
expanded as a translationally-seperable harmonic-oscillator Slater-determinant basis.
The basis is transferred into the center-of-mass frame in order to use the 1s state.
A multipole expansion was used to simplify the calculated form factors from known
selection rules based on rotational invariance and parity and time-reversal symmetries
[133]. The density matrices used to calculate nuclear responses use a shell approximation
instead of a point-nucleus approximation, because, for the energy ranges of interest, the
momentum transfer and the inverse nuclear size are relatively close. This density matrix
can be calculated using the equation
ΨJ ;τ|α|,|β| ≡
1√
(2J + 1)(2τ + 1)
〈jN ;T
...
...
[
c†|α| ⊗ c˜|β|
]
J ;τ
...
... jN ;T 〉, (4.5)
where c†|α| is a single particle creation operator and c˜|β| is a destruction operator. The
triple dots (
...
...) denote that this matrix element is reduced in both spin and isospin
[135]. In general, the dark matter response is not completely separate from the nuclear
response because a single nuclear matrix element may contain several EFT couplings.
For example, the spin-independent nuclear response (M) can be found in the couplings
of O1, O5, O8, and O11 [133].
The form factors calculated from this theory for the eleven operators listed in Ta-
ble 4.1 use five nuclear responses, and the operator interference terms use two nuclear
response interference terms, listed in Table 4.2. There is a SI response (M), two SD
responses (Σ′ and Σ′′), a LD response (∆), and a LSD response (Φ′′). One of the
SD responses, Σ′′, is the projection of the spin in the direction parallel to momentum
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transfer, ~q, and the other, Σ′, is the projection of spin in the direction perpendicular to
momentum transfer. The standard SD interaction is a linear combination of these two
nuclear responses [134].
All isotopes of a particular target will have form factors for SI or scalar interactions.
Only isotopes with ground-state spins greater than 1/2 will have form factors for SD
or vector interactions, and only isotopes with ground-state spins greater than 1 will
have form factors for tensor interactions. For Germanium isotopes (70Ge, 72Ge, 73Ge,
74Ge, and 76Ge) only 73Ge, whose spin is 9/2, will have form factors for vector or tensor
interactions [133].
Once the form factors for each interaction are known, the differential cross section
is calculated as follows:
dσ
d cos θ
=
µ2
32pim2χm
2
N
11∑
i,j=1
∑
τ,τ ′
cτi c
τ ′
j F
τ,τ ′
i,j (v
2, q2), (4.6)
where cτi is the coupling coefficient for the i
th interaction term to the nucleon or isospin.
A listing of form factors for fluorine, sodium, germanium, iodine, and xenon can be
found in Fitzpatrick et al [133]. This leads to a differential event rate per detector mass
(cf. Equation 1.3) of
dR
dER
= NT
ρχmT
32pim3χm
2
N
∫ ∞
vmin
d3~v
f(~v)
v
11∑
i,j=1
∑
τ,τ ′
cτi c
τ ′
j F
τ,τ ′
i,j (v
2, q2), (4.7)
where NT is the number of target nuclei per detector mass and the maximum WIMP
velocity is encoded in the Gaussian cutoff defined in Equation 1.5.
The differential rate equation (Equation 4.7) can be calculated as a sum over isospin
(isoscalar and isovector) or as a sum over protons and neutrons. The coupling coeffi-
cients, cτi , can be converted between the nucleon and isospin bases by
c0i =
1
2
(cpi + c
n
i ) (4.8)
and
c1i =
1
2
(cpi − cni ), (4.9)
where c0i is the isoscalar interaction and c
1
i is the isovector interaction [135].
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(a) O1 (isoscalar) coupling form factor (b) O4 (isoscalar) coupling form factor
Figure 4.1: Comparison of the calculated form factor from Anand et al. [135] and
my MatLab code for operators O1 and O4. The two lines are nearly identical, and
therefore, no difference is visible between the two on these plots.
4.2 Multidimensional EFT Analysis Technique
Anand et al. [135] have written a general dark matter EFT package in Mathematica
that calculates the differential event rate or differential cross-section, among other op-
tions, given a WIMP mass and non-zero coupling coefficients. I have written a version
of this code for CDMS in MatLab. A comparison of the form factors for two of the
couplings are shown in Figure 4.1, and a comparison of differential event rate is shown
in Figure 4.2. The discrepancies of the event rate at ∼ 15 keV are due to the differences
in velocity distributions used in the code.
Instead of the Optimum Interval method, in order to interpret data from direct
detection experiments within the general context of EFT operators, a likelihood calcu-
lation is carried out comparing the data to theoretical models. The main drawback to
using the Optimum Interval method to explore the EFT operators is that it sets limits
for only one interaction at a time. Because of interference between EFT operators, this
method cannot be used to give an accurate description of the full dimension of the EFT
parameter space.
Given the low number of expected detected WIMP events, a Poissonian likelihood
function is the most reasonable choice to compare the detected recoil energy spectra with
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Figure 4.2: Comparison of calculated differential event rate for operator O1 at a WIMP
mass of 10 GeV/c2 for Anand et al. [135] and my MatLab code.
the theoretical spectra. This method has been used in maximum likelihood analyses for
many different dark matter experiments. Often in dark matter analyses the likelihood
function used includes only a single energy bin, sacrificing discrimination based on the
recoil energy for simplicity [44, 58, 129, 137, 138, 142]. In order to include the spectral
information of both the expected WIMP spectrum and the detected events, the Pois-
sonian likelihood can be split into n bins, giving a dark matter-only likelihood, LDM,
of
LDM =
n∏
k=1
1
Nk!
ηNkk e
−ηk , (4.10)
where ηk is the expected number of events, and Nk is the number of detected events in
the kth energy bin. Binned likelihood functions have been used in some previous dark
matter analyses as well [136, 140]. The expected number of events in any given energy
bin is calculated using Equation 4.7 for a chosen combination of WIMP mass, mχ, and
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nonzero coupling coefficients; therefore,
ηk({mχ, c0i , c1i }) =
∫
Ek
(ER)
dR
dER
dER, (4.11)
where (ER) is the energy-dependent efficiency and exposure, i ranges over any operators
with nonzero coupling coefficients in either isoscalar (c0i ) or isovector (c
1
i ) directions, and
the integral is evaluated over the kth energy bin Ek.
If only one EFT operator is considered, instead of calculating the likelihoods in terms
of the coupling coefficients, likelihoods can also be calculated in polar EFT coordinates
of amplitude, A, and phase, θ. The total coupling coefficient amplitude is calculated by
A2i = (c
0
i )
2 + (c1i )
2 (4.12)
and can be seen as an analogue to cross-section, σi with approximately σi ∝ A2i . The
coupling coefficient phase is calculated by
θi = tan (c
0
i /c
1
i ). (4.13)
The limits set in polar coordinates can be converted into the coupling-coefficient plane
by recognizing that
c0i = Ai sin(θi)
c1i = Ai cos(θi).
(4.14)
If the energy dependence of the backgrounds is known for an experiment, this can
be added into the likelihood function as
LDM+bkg =
n∏
k=1
1
Nk!
(ηk + bk)
Nke−(ηk+bk), (4.15)
where bk is the number of background events in the k
th energy bin. Most experiments
only publish an estimate of their backgrounds across their entire energy range. Because
of this, previous analyses have ignored expected background all together [136, 137, 140,
142] or only used simplistic and assumed background models [138, 139]. In order to
include the background, our likelihood definition, therefore, must allow for a constraint
on the total (single energy bin) background estimate, while still retaining the binned
energy formalism for the WIMP data. In order to include an unbinned background in
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a binned likelihood, we consider all possible background configurations across energy
bins that yield a total count within 2σ of the expected total background, B. The
background configuration that maximizes the likelihood is then accepted. The number
of background configurations to be tested is determined by how many ways the total
number of background counts can be distributed into all of the energy bins and is, most
generally,
number of background combinations =
(n+B − 1)!
(n− 1)!B! . (4.16)
For n = 100 energy bins, the number of combinations necessary to test is computation-
ally feasible for a maximum expected background of four counts or less (B+2σ ≤ 4.49).
Using this method, the likelihood can be defined for an expected total background B
with error σ as
LDM+bkg = 1√
2piσ
e−(
∑n
k bk−B)2/2σ2
n∏
k=1
1
Nk!
(ηk + bk)
Nke−(ηk+bk). (4.17)
Once the likelihood has been calculated for a specific experiment, it can be combined
with the likelihoods for other experiments (with potentially different targets) in order
to better probe the operator space, as has been shown to be useful in previous analyses
[126,129,136]. The likelihoods are combined as
Lcombined =
∏
j
Lj , (4.18)
where Lj is the likelihood of the jth experiment. The resulting likelihoods can be used
to show the effect of each experiment (or target) on the chosen operator space and to set
joint constraints on the operator space due to all available experiments. Generally, once
multiplied together, the 95% confidence contours calculated from the joint likelihood
are tighter and more clearly defined.
The theoretical spectrum, ηk, is a function of the WIMP mass and all of the possible
EFT coupling coefficients, thus our parameter space {mχ, c0i , c1i } contains up to 23
variables. An efficient method of scanning over all possible dimensions, especially since
the likelihood functions tend to be multimodal, is by using the nested sampling Monte
Carlo software package MultiNest [143–145], a Bayesian inference tool that can be
used for parameter estimation or model comparison and selection. The nested sampling
technique used by MultiNest involves an optimized set of live points from the full
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likelihood. This optimized set includes the points of highest likelihood such that at
each iteration of the algorithm a live point of the lowest likelihood is replaced with a
point of higher likelihood [143].
Even with a software program like MultiNest, calculating a 23-dimensional like-
lihood remains computationally intensive and time consuming. Hence, exploring the
likelihood over 3D subspaces corresponding to individual EFT operators (spanned by
{mχ, c0i , c1i } for the operator Oi) could be used to initially identify which operators are
the most consistent with the data. For this purpose we use the Bayesian evidence, Z,
to calculate the probability that the detected data, Nk, is best represented by a given
operator hypothesis, H, and is calculated by
Z =
∫
dHL(Nk|H)Pr(H), (4.19)
with the integral over all parameters belonging to that operator hypothesis and where
Pr(H) is the prior for each parameter. For the 3D example with a single operator Oi,
Zi =
∫
dmχdc
0
i dc
1
iL({mχ, c0i , c1i })Pr({mχ, c0i , c1i }) (4.20)
with flat priors assumed for each parameter. The evidence is used in Bayes’ theorem as
P({mχ, c0i , c1i }|Nk) =
L(Nk|{mχ, c0i , c1i })Pr({mχ, c0i , c1i })
Z , (4.21)
where P({mχ, c0i , c1i }|{Nk}) is the posterior probability distribution in the {mχ, c0i , c1i }
parameter space given the observed data, {Nk}. For a given experiment, the operators
with the highest Bayesian evidence 1 should be most relevant to the data and thus
most likely to give nonzero coupling coefficients when analyzed jointly with other opera-
tors. The Bayesian evidence has become a fairly standard way of comparing competing
models within dark matter likelihood analyses [137, 138, 140, 142, 143]. In order to vi-
sualize 3D or higher dimensional likelihoods, the likelihoods can be marginalized down
1 Suppose the class of models considered consists of two models, A and B, with model A having a
priori probability PA and separate Bayesian evidence ZA, while model B has probability PB = 1− PA
and Bayesian evidence ZB. Then the data can be considered to favor model A if the posterior probability,
P ′A, is larger than the a priori probability, PA. Bayes’ theorem gives
P ′A =
PAZA
PAZA + (1− PA)ZB (4.22)
which implies P ′A > PA if and only if ZA/ZB > 1. If there are more than two hypotheses considered in
the class of models, this holds true as long as model B includes all models except model A.
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to multiple 2D and 1D marginalized likelihoods. Contours at 95% confidence can be
calculated in 2D planes to place constraints on likely WIMP mass and coupling coeffi-
cient values. 1D marginalized likelihoods can be used to determine the 95% confidence
regions for each parameter individually, by integrating down from the point of highest
likelihood. We calculate the 95% confidence intervals, because they have been shown
to be a reliable method of estimating the true values of likelihood parameters for dark
matter experiments [129].
We propose the following procedure for analyzing direct dark matter detection data
from one or more experiments in the vast EFT parameter space:
1. Assuming a flat prior for all parameters involved, run 3D analysis for each EFT
operator computing the likelihood dependent only on the WIMP mass and the
isoscalar and isovector coupling coefficients of that operator.
2. Calculate the Bayesian evidence, as defined in Equation 4.20, for each operator’s
3D likelihood. The evidence can be used to determine which operators or combi-
nation of operators are most relevant to the data set and therefore, which model
best represents the dark matter interaction.
3. Run 5D or higher dimensional analysis for the combination of two or more relevant
operators determined in step 2, and compute constraints on the WIMP mass and
relevant coupling coefficients simultaneously over all relevant EFT operators.
4. Combine the likelihoods of individual experiments for relevant operators into one
likelihood. The joint likelihood can be used to compute the most stringent con-
straints on EFT parameters, using information from all available experiments.
Chapter 5
Dark Matter EFT Analysis
Note: Most of this chapter has been previously published in Rogers et al. [124] or will
be published in Agnese et al. [146].
5.1 Exploration of EFT Parameter Space
Each operator of the dark matter EFT, shown in Table 4.1 requires two parameters to
describe the coupling to the target material. These parameters can be either the cou-
pling coefficients (isoscalar/isovector or proton/neutron) or the amplitude and phase as
defined in Equations 4.12 and 4.13. Including WIMP mass, this leads to 21 parameters
describing the full EFT parameter space. Further analysis is necessary in order to un-
derstand how each parameter effects the overall shape of the theoretical spectrum. This
has been done previously using a principal component analysis to determine directions of
maximum destructive and constructive interference between interacting operators [147].
Another way of comparing the EFT operators is by relative strength to get a single
event for an assumed efficiency and exposure. The expected rate, given by Equation
4.10, is proportional to the coupling coefficients, {c0i , c1i }, and the operator form factors,
F τ,τ
′
i,j , as
dR
dE
∝
∫ ∞
vmin
d3~v
f(~v)
v
11∑
i,j=1
∑
τ,τ ′
cτi c
τ ′
j F
τ,τ ′
i,j (v
2, q2). (5.1)
Because the velocity dependences of the form factors are known and are one of two
options (v0 or v2), the integration over velocity can be carried out to get velocity
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independent form factors, F τ,τ
′
i,j (q
2). This gives a rate equation of
dR
dE
∝
11∑
i,j=1
∑
τ,τ ′
cτi c
τ ′
j F
τ,τ ′
i,j (q
2). (5.2)
Because we are only considering single operators (i = j) within the isoscalar/isovector
basis (τ, τ ′ = 0, 1), this simplifies to
dR
dE
∝ (c0i )2F (0,0)i (q2) + 2c0i c1iF (0,1)i (q2) + (c1i )2F (1,1)i (q2) (5.3)
with F
(0,1)
i = F
(1,0)
i . For a chosen coupling coefficient phase, θc and arbitrary amplitude,
Ai, this equation becomes
dRi
dE
∝ A2i cos2 θc
(
tan2 θcF
(0,0)
i (q
2) + 2 tan θcF
(0,1)
i (q
2) + F
(1,1)
i (q
2)
)
(5.4)
or
dRi
dE
∝ A2i
dR
dE
∣∣∣∣
Ai=1
. (5.5)
For an isoscalar-only interaction, c1i = 0 (isovector-only, c
0
i = 0), the phase is given by
θi = pi/2 (θi = 0).
The total number of expected events, Ni, is calculated by
Ni =
∫
dE(E)
dRi
dE
= A2i
∫
dE(E)
dRi
dE
∣∣∣∣
Ai=1
, (5.6)
where (E) is the experimental exposure and energy-dependent efficiency. If Ni = 1,
then
Astri =
1√∫
dE(E) dRdE
∣∣
Ai=1
(5.7)
is the amplitude required to get 1 total event at the chosen phase, θc. The larger the
value of Ai is, the weaker the operator is.
In order to see the effect of exposure and energy threshold, two representative ef-
ficiencies and exposures were chosen: one based on CDMS II Ge [148], and one based
on CDMSlite [48]. The two live times are shown in Figure 5.1. The CDMS II Ge ex-
periment has a higher energy threshold than CDMSlite and an overall larger live time.
This allows for a comparison of the effect of a lower threshold on spectral shape, but
the change in overall exposure complicates the comparison of relative strength of the
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Figure 5.1: Comparison of exposures based on CDMS II Ge [148] (blue) and CDMSlite
[48] (orange) chosen for the exploration of the EFT parameter space.
coupling coefficients. The change in strength will be due to both the change in live
time and in the energy threshold. These two variables have opposite effects on coupling
coefficient strength. Therefore, comparisons of coupling coefficient strength are only
useful between operators within one experiment but not between the two experiments.
Figure 5.2 shows the coupling-coefficient amplitude for each EFT operator required
to get 1 event for an isoscalar-only (θc = pi/2) interaction for both of the chosen experi-
ments. The affect of the lower threshold of the CDMSlite experiment can be seen by the
lower reach in mass in Figure 5.2b than in Figure 5.2a. Once the spectrum of a WIMP
mass is below the experimental threshold, no coupling-coefficient amplitude can result
in 1 event. The effect of the difference in exposures is less obvious, but the operators
require slightly smaller (on the order of half an order of magnitude) amplitudes to get 1
event for CDMS II Ge than for CDMSlite. Because which experiment is chosen doesn’t
have a large effect on the coupling-coefficient amplitude strength, this shows that the
decrease in experimental threshold and decrease in exposure can balance each other out.
Figure 5.2 also shows the difference in magnitude between the coupling-coefficient
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(a) CDMS II Ge
(b) CDMSlite
Figure 5.2: The coupling-coefficient amplitude required to get 1 event for a proton-
only (θc = pi/2) interaction for each EFT operator shown for CDMS II Ge (top) and
CDMSlite (bottom).
amplitude necessary to get 1 event between the weakest and the strongest EFT opera-
tors. The mass-dependence and order of the operators is similar for both experiments
chosen. In both cases, EFT operator 1 (the typically chosen SI operator) is the strongest
operator, as it requires the smallest coupling-coefficient amplitude to get 1 event. EFT
operators 6 and 7 are the weakest, with the order of these two switching around 25 GeV
for CDMSlite. The rest of the operators fall somewhere between these limits.
As shown in Equation 5.3, the rate equation depends on an interference term, rep-
resented by the form factor F
(0,1)
i (q
2). This represents the interference between the
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(a) CDMS II Ge
(b) CDMSlite
Figure 5.3: Maximum interference phases for each EFT operator at 10 GeV for CDMS
II Ge (top) and CDMSlite (bottom).
isoscalar and isovector (or proton and neutron) terms within a single EFT operator.
There also exists interference terms between operators 1 and 3, 4 and 5, 4 and 6, and
8 and 9, but these are not considered here. For each interference, there is a coupling-
coefficient phase, θi, such that the event rate is minimized. This phase corresponds to
the maximum interference of the parameter space and may contain a dependence on
WIMP mass. At this minimum phase, there will be a positive spike in the amplitude
required to get 1 event.
Figure 5.3 shows the maximum interference phases for all EFT operators using
both chosen experiments at a WIMP mass of 10 GeV. In general, the same pattern in
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(a) CDMS II Ge
(b) CDMSlite
Figure 5.4: The mass dependence of the maximum interference phases for each EFT
operator for CDMS II Ge (top) and CDMSlite (bottom).
strength of operators that was seen for isoscalar-only (θc = pi/2) is seen for the entire
range of phases. However, for the operators with a sharp maximum interference regions,
the coupling-coefficient amplitude increases by a couple of orders of magnitude in that
region and may cross another operator, changing the order of relative strengths. In
general, the two strongest operators are 1 and 11, the two weakest are 6 and 7, and the
rest are somewhere in between. However, this plot also shows additional categorizations
of operators based on the maximum interference phase. This is also seen, along with
the mass dependence of this ratio, in Figure 5.4. These patterns are as follows:
• Operators 1 and 11 have strong mass-independent maximum interference phases
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around θc = 0.1. As shown in Table 4.1, these two operators have identical nuclear
responses of M or SI only. However, they have exactly opposite symmetries for
parity and time-reversal and dependence on the WIMP spin.
• Operators 4, 6, 7, 9, and 10 all have strong mass-independent maximum interfer-
ence ratios just less than θc = pi/4. These operators all have nuclear responses
consisting of only Σ′ or Σ′′, the two SD responses. Most of these come from dif-
ferent symmetry categories in Table 4.1; however, operators 4 and 6 are from the
same category and have interference terms between them as well.
• Operators 5 and 8 both have weak or wide maximum interference ratios that show
a strong mass dependence. For CDMSlite, this ratio starts around θc = 0.1 and
ends around θc = 0.2−0.3. For CDMS II Ge, this ratio stays in the region around
the θc = 0.2 − 0.3 with a small spike around mχ = 8.5 GeV. These operators
both have nuclear responses consisting of the SI M and the LD ∆ and are from
different symmetry categories in Table 4.1.
• Operator 3 is the only one to show a negative maximum interference ratio. It has
a weak or wide ratio around θc = −0.3 that is not mass dependent. Operator 3
has one SD nuclear response (Σ′) and one LSD response (Φ′′).
An additional way of categorizing the EFT operators is by the spectral shape of
the event rate. Figure 5.5 compares the two spectral shape options using the efficiency
and exposures of Figure 5.1. Each plot includes the isoscalar spectral shape for 4
different WIMP masses whose amplitudes have been normalized for 1 event as described
in Equation 5.7. The experimental threshold is included for comparison.
In general, there are two spectral shapes seen within the EFT operators: exponential
decay and a beta distribution. Operators 1, 4, 7, and 8 show exponential decay; while
operators 3, 5, 6, 9, 10, and 11 look more like the beta distribution. Unlike the maximum
interference region, which seemed most effected by the nuclear response, the shape is
most strongly influenced by the momentum dependence of the operator. Operators 1, 4,
7, and 8 have no dependence on momentum transfer, q. All of the operators with a beta
distribution-like shape all show some dependence on q. Operator 6 has a dependence
on q2; all others are just dependent on q. These dependencies are shown in Table 4.1.
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(a) Operator 1 - CDMS II Ge (b) Operator 3 - CDMS II Ge
(c) Operator 1 - CDMSlite (d) Operator 3 - CDMSlite
Figure 5.5: Examples of the two spectral shapes of the EFT operators for CDMS II
Ge (top) and CDMSlite (bottom) using an isoscalar interaction normalized to 1 event.
Operator 1 (left) is an example of the exponential-decay shape also seen in operators 4,
7, and 8. Operator 3 (right) is an example of the beta-distribution shape of also seen
in operators 5, 6, 9, 10, and 11. Each shape is shown for four masses in black: 10 GeV
(solid line), 20 GeV (dashed line), 50 GeV (dot-dashed line), and 100 GeV (dotted line).
The experimental energy threshold is shown in red.
Comparing the shapes between between CDMS II Ge and CDMSlite shows the effect
of the threshold on the spectral shape. Not only does it allow access to lower WIMP
masses, but it allows for better distinction between shapes. For example, the spectral
shape for the 10 GeV mass WIMP (solid black line) of Figures 5.5a and 5.5b show very
little difference in shape. Because shape distinction is only possible further from the
experimental threshold, lowering the threshold allows for discrimination down to lower
masses.
The mass dependence of the spectral shapes in Figure 5.5 also show the upper limit
of the prior probability distributions for mass that can be used in a likelihood analysis.
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For CDMSlite, the operators of both shapes are cut off by the 60 keV upper limit on
the efficiency somewhere around or before mχ = 50 GeV. Therefore, the highest allowed
mass in the prior probability distribution of a likelihood analysis of CDMSlite should be
around mχ = 50 GeV in order to keep the theoretical spectra within the energy region
used to compare to the experimental data.
5.2 3D Analysis of CDMS II and LUX
The EFT analysis methodology described in Section 4.2 can be used to present new
interpretations of previously published WIMP search results. To demonstrate this,
consider three past results obtained using experiments with different target materials:
Cryogenic Dark Matter Search (CDMS) experiment observed three WIMP candidate
events using silicon detectors [56] and two using germanium detectors [148], while the
Large Underground Xenon (LUX) experiment observed one candidate WIMP event us-
ing a liquid xenon detector [149]. While not the most recent results in the field, they
were chosen to illustrate an example of a tension between different experiments. All
three measurements assumed an isoscalar spin-independent interaction (cross section,
σ01) and published results for a range of WIMP masses (mχ) based on detected nuclear
recoil events. The energies of the detected events, total exposure, and expected back-
ground for each experiment are shown in Table 5.1. A comparison of the exposures of
each experiment, including the efficiencies and energy thresholds, is shown in Fig. 5.6.
Using these parameters, the results obtained by the three experiments were repro-
duced using the EFT SI operator. Figure 5.7 compares the previously published results
to the constraints calculated using the EFT likelihood analysis technique for each ex-
periment over the two-dimensional parameters space of the WIMP mass and the elastic
Experiment Exposure (kg days) Events (keV) Background (counts)
CDMS II Si [56] 140.2 8.2, 9.5, 12.3 0.41±0.48
CDMS II Ge [148] 612 10.81, 12.3 0.64±0.17
LUX [149] 10065.4 ∼4.5 0.64±0.16
Table 5.1: Overview of the published results from each of the chosen experiments.
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Figure 5.6: Exposures of CDMS II Si [56], CDMS II Ge [148], and LUX [149] as a
function of recoil energy including the experimental efficiencies and energy thresholds.
scattering cross section due to the isoscalar component of operator 1, σ01. The pub-
lished upper limits from all three experiments and the detection contour for the CDMS
II Si result are in good agreement with the corresponding constraints obtained with the
EFT likelihood analysis. In both cases, the LUX limit, shown in purple, completely
excludes the CDMS II Si contour, shown in blue, leading to a visible tension between
these experiments in the low mass region. Previous dark matter simulations [126, 139]
have shown that assuming the incorrect model for dark matter-target interactions can
lead to biased contours and can cause tension between experiments.
The tension between these experiments can be relieved by generalizing the WIMP-
nucleus interaction, thus including more EFT operators in the analysis. The simplest
addition is the inclusion of the isovector component of O1 to the SI interaction leading to
a likelihood calculated over the 3D parameter space {mχ, c01, c11}. We then marginalize
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Figure 5.7: EFT 95% upper limit contours for each experiment and the silicon 95%
detection contour, which were calculated in a 2D likelihood analysis of WIMP mass and
the isoscalar operator 1 cross section, are compared to the published optimal interval
contours for the CDMS experiments [56, 148] and to the profile likelihood ratio upper
limit from LUX [149]. The LUX limit (purple) rules out the CDMS II Si contour (blue).
over one of the parameters to compute 2D marginalized likelihoods for each experiment
individually, as shown in Fig. 5.8. The 95% confidence contours shown for CDMS II
Ge and LUX are open contours, consistent with the published LUX and CDMS limits.
The symmetries visible in the likelihoods, especially in CDMS II Ge, indicate that the
isoscalar and isovector components have the same sign. Combining all three experiments
together into a single likelihood makes this symmetry stronger, such that no negative
values of the isovector coupling coefficient remain. Figure 5.9 shows the joint likelihood
(with all three experiments combined) marginalized over one of the parameters (top
row) or over two of the three parameters (bottom row). The cross section is plotted
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(a) CDMS II Si [56]
(b) CDMS II Ge [148]
(c) LUX (2013) [149]
Figure 5.8: 2D marginalized likelihoods from the 3D likelihood of each previously pub-
lished experiment calculated using WIMP mass (mχ) and both isoscalar (c
0
1) and isovec-
tor (c11) coupling coefficient components of operator 1. Contours are calculated at the
95% confidence level, and the global likelihood maximum is depicted.
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Figure 5.9: Joint 3D likelihood combining CDMS II Si [56], CDMS II Ge [148], and
LUX [149] data. Plotted are WIMP mass (mχ), isoscalar operator 1 cross section
(σ01), and isovector operator 1 cross section (σ
1
1). The top row depicts 2D marginalized
likelihoods obtained by marginalizing over one of the parameters, while the bottom
row shows 1D marginalized likelihoods obtained by marginalizing over two of the three
parameters. Also shown are the 95% confidence contours and the point of best fit with
error bars derived from the 1D marginalized likelihoods.
instead of the coupling coefficient, defined by
στ1 =
(AmN )
2
4pi〈V 〉4(1 +A)2 (c
τ
1)
2, (5.8)
where A is the number of nucleons of the target material and 〈V 〉 = 246.2 GeV is the
Higgs vacuum expectation value, used here to represent the electroweak scale and to
define dimensionless coefficients [135].
The best fit point of the joint likelihood is shown in Fig. 5.9 in red with 95% con-
fidence intervals as calculated from the 1D marginalized likelihoods. The parameters
of this point with 95% confidence intervals are mχ = 10.1±7.81.5 GeV, σ01 = (2.2±10.12.1 ) ×
10−42 cm2, and σ11 = (8.2±33.27.6 )× 10−41 cm2. The ratio between coupling coefficients of
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Figure 5.10: Total integrated rate for each experiment over a range of coupling coefficient
ratios for O1 calculated at the best fit mass of mχ = 10.1 GeV and total coupling
coefficient amplitude of
√
(c01)
2 + (c11)
2 = 0.12±0.200.09. The minimum for each experiment
represents the ratio for which that experiment would detect the fewest number of events.
The best fit point of the combined 3D likelihood is shown with 95% confidence errors
by the vertical line close to the minimum for LUX. The width of the rate for each
experiment was calculated from the 95% confidence regions of the best fit mass and of
the total coupling coefficient amplitude.
the best fit point, c01/c
1
1 = 0.172±0.0160.013, coincides with the point for which the sensitivity
of LUX is at the lowest, as shown in Fig. 5.10, showing that the LUX result constrains
the combined likelihood the most. The 95% or 2σ confidence contours around the best
fit point are closed, as shown in Fig. 5.9; however, at 5σ confidence, the contours are
open, so we make no claim of dark matter detection.
The Bayesian evidence can be used to evaluate whether the goodness of fit was
improved by adding an isovector component. The evidence for each experiment in both
the 2D and 3D analyses are shown in Table 5.2. For each experiment individually the
evidence is greater when both coupling components are included, indicating that the
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Model CDMS II Si [56] CDMS II Ge [148] LUX [149]
c01 only 3.54× 10−6 1.99× 10−4 0.00365
c01 and c
1
1 2.84× 10−5 4.38× 10−4 0.0104
3D / 2D 8.02 2.20 2.84
Table 5.2: Bayesian evidence for each experiment and for the two models: isoscalar spin-
independent coupling only (the typically assumed case, 2D) and isoscalar and isovector
spin-independent coupling (3D). For all three experiments, the evidence favors coupling
via a combination of both isoscalar and isovector couplings as shown by the ratio between
the 3D and 2D cases.
3D model is a better fit than the simple 2D WIMP mass and isoscalar coupling model.
5.3 Simulated Dark Matter Data from Future Experiments
Assuming a wrong operator for WIMP-nucleon coupling when conducting an analy-
sis of WIMP search data can lead to erroneous conclusions about the WIMP mass
and interactions. Possible failure modes are demonstrated with a set of simulated ex-
periments where the WIMP-nucleon interaction proceeds via nonstandard operators.
Three hypothetical direct dark matter experiments are defined. The silicon (Si) and
germanium (Ge) experiments are based on the proposed SuperCDMS SNOLAB [46]
experiment with backgrounds given by Poissonian errors of 1 count/year for 400 kg of
Ge and 0.86 counts/year for 170 kg of Si. The liquid xenon (LXe) experiment is based
on the LUX upgrade with a low threshold [150] and background [151] over a live time
of 33500 kg days [59]. An overview of the assumed backgrounds, exposures, and en-
ergy thresholds is given in Table 5.3. The efficiencies are assumed to be a simple step
function between the experimental threshold and the energy at which the experiment’s
efficiency drops back to 75%.
We present two simulations, one in which the WIMP-nucleon scattering proceeds via
EFT O8 and the other in which the WIMP-nucleon scattering proceeds via O3. In each
case, the values for the WIMP mass and isoscalar and isovector coupling coefficients are
chosen in order to compute the theoretical recoil energy spectra for each of the three
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Target Live time (kg days) Total background (counts)
Si 63000 0.86±0.93
Ge 145000 1±1
LXe 33500 3.5±0.4
Table 5.3: Details used to build the simulated data for each target chosen. Each simu-
lated experiment is assigned an energy threshold of 1 keV. The Si and Ge experiments
are based on the proposed SuperCDMS SNOLAB [46], and the LXe on the most recent
results from LUX [59,150,151].
Benchmark point mχ (GeV) {c01, c11} {c03, c13} {c08, c18}
BP8 3.0 {0,0} {0,0} {4.875,24.375}
BP3 8.0 {0,0} {16, -6.4} {0,0}
Table 5.4: WIMP mass and coupling coefficients for O1, O3, and O8 as benchmark
points to simulate the detected dark matter data.
simulated experiments. The parameters chosen for each benchmark experiment are
listed in Table 5.4. Treating the recoil energy spectra as probability density functions,
we randomly draw WIMP-event recoil energies, with the number of events in each
simulated experiment given by the integral of the theoretical recoil energy spectrum.
The energies of the simulated background events were randomly drawn from a flat
probability density function over the energy range set by the efficiency. The simulated
dark matter events and simulated background events together were used as the detected
events for each simulated experiment.
5.3.1 5D Analysis of Data Simulated in Operator 8
The EFT operator O8, described by ~Sχ·~v⊥, is dependent on the WIMP spin (here
assumed to be Sχ=1/2), the transverse component of relative velocity (~v
⊥), and spin-
independent and angular-momentum-dependent target nuclear responses. The spin-
independent nuclear response is the same as that found in the standard SI interaction,
O1 [133]. Therefore, O8 and O1 have the same exponential recoil energy spectral shape;
however, the overall rate depends on the WIMP mass and does so differently depending
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(a) Si (b) Ge (c) LXe
Figure 5.11: The total (signal plus background) recoil energy spectra simulated for each
experiment compared to the expected rates of WIMP-nucleon scattering for the chosen
interaction parameters in the O8 simulation (BP8). The dashed line indicates the energy
threshold used in the simulation.
on the target material. This operator was chosen in order to illustrate the challenge
of identifying the correct WIMP-nucleon interaction operator when the operator yields
similar recoil energy spectral shape to O1, and the only target-dependent modifier is
the overall integrated rate.
We consider the benchmark point, BP8, with parameters as defined in Table 5.4.
This example was chosen specifically to produce a distinctive signal in Si but not in
Ge or LXe. The chosen ratio of isoscalar to isovector components, c08/c
1
8 = 0.2, favors
interactions with Si over Ge. Also, the low WIMP mass of 3 GeV is below the experi-
mental threshold assumed for LXe. For exposures considered in Table 5.3, this resulted
in 11, 1, and 0 events for Si, Ge, and LXe, respectively. This corresponds to 12, 2, and
4 events when the background is included.
The simulated WIMP events for the three experiments are shown in Fig. 5.11. All
of the simulated events for Ge sit right at the experimental threshold, so very little
shape information is available. On the contrary, for Si some simulated WIMP events
pass the experimental threshold, so the shape information should be more helpful in
distinguishing between operators. Even though all of the simulated data for LXe are
background events, they mimic the energy distribution of an exponentially decaying
WIMP spectrum, which allows the background events to be easily misinterpreted as a
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Reconstructed point mχ (GeV) {c01, c11} × 103 {c08, c18}
BP8 in O1
2.0 {1, 30}
...
(1.5, 4.0) {(0, 20), (−860, 900)}
BP8 in O8
2.4
...
{5, 16}
(1.9, 3.7) {(3, 19), (−92, 94)}
BP8 in O1 and O8
2.03 {2, 30} {0, –}
(1.56, 2.85) {(0, 18), (−820, 870)} {(−18, 18), (−95, 95)}
Table 5.5: Best fit points with 95% confidence regions for the 3D and 5D reconstructions
of the benchmark point BP8 of Table 5.4, based on 1D marginalized likelihoods. As
noted in the header, O1 coupling coefficients have been enlarged by 103.
WIMP signal.
We start by analyzing the simulated data in the EFT likelihood formalism assuming
O1 interaction only; that is, the likelihood is computed over the 3D parameter space of
{mχ, c01, c11}. The resulting 3D likelihood is shown in Fig. 5.12a with the 2D marginal-
ized likelihoods shown on top and the 1D marginalized likelihoods on the bottom. The
best-fit point, which is calculated from the 1D marginalized likelihoods and is listed
in Table 5.5, is also depicted along with the error bars. The point representing the
simulated data (c01 = 0, c
1
1 = 0) is contained within the 1D 95% confidence intervals but
not in two of the 2D 95% confidence contours. For example, the c01 vs. c
1
1 contour plot
on the far top right of Fig. 5.12a shows that the simulated point is not contained within
the 95% confidence contour. This example demonstrates the fact that marginalizations
to one dimension, with their necessary loss of information, can be misleading. The 2D
representation must be used in order to develop a better understanding of the param-
eter space. In this particular simulation the 2D marginalized likelihoods indicate that
nonzero O1 couplings are needed in order to explain the simulated data. This, of course,
is not consistent with the assumed simulation parameters, and it is a consequence of
the fact that a wrong operator was used to analyze the data. In other words, assuming
the wrong operator when calculating the likelihood can lead to reasonable 2D contours
that do not represent the true (in this case, simulated) nature of dark matter.
This analysis is then repeated assuming O8 interaction only, and the likelihood is
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(a) O1 recovery
(b) O8 recovery
Figure 5.12: 3D likelihoods of the data simulated using BP8 and analyzed under the
assumption of O1 (top) or O8 (bottom) for all three experiments combined. For each
recovery operator, the top row of plots shows 2D marginalized likelihoods and the
bottom row shows the 1D marginalized likelihoods. Also shown is the point representing
the simulated data, marked by x in 2D and a black dashed line in 1D and the best fit
point represented by the red + in 2D and red vertical line in 1D.
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computed over the 3D parameter space of {mχ, c08, c18}, as shown in Fig. 5.12b. In this
case, the simulated point is well within the 95% confidence 2D contours and 1D intervals,
as one would expect since this recovery assumes the correct operator. The resulting
likelihood is well defined in WIMP mass and isoscalar coupling coefficient but less so in
the isovector component. The 95% confidence intervals computed from 1D marginalized
likelihoods are also shown in Table 5.5. These intervals were calculated using the joint
(Si, Ge, and LXe) likelihood and are tighter than for any single experiment alone.
Specifically, since Si detected the largest number of events (11 events versus 1 for Ge
and 0 for Xe), the Si-only likelihood is expected to best match the results of the joint
likelihood. However, the widths of the 95% confidence contours were ∼ 1.4 times larger
for Si alone than for the joint likelihood case, demonstrating that combining experiments
tightens the resulting contours.
Additional information can be gleaned from the Bayesian evidence. From the 3D
likelihoods, the evidence for O1 is 2×10−9, whereas the evidence for O8 is 3 times larger
at 6× 10−9. This shows that O8 is the better fit to this data.
In the proposed procedure for analysis of WIMP search data, step 3 proposes a
likelihood analysis in higher-dimensional parameter space including operators with the
highest evidences in 3D likelihood analyses. Applying this approach to our simulation,
we perform the EFT likelihood analysis of the 5D parameter space {mχ, c01, c11, c08, c18}.
The results are shown in Fig. 5.13 with the 2D marginalized likelihoods on the top and
the 1D marginalized likelihoods on the bottom. The 1D marginalizations of the 5D
likelihood were calculated from six different 3D subspaces and averaged together to give
one 1D likelihood. The six marginalizations from different 3D subspaces are plotted in
varying colors in Fig. 5.13 (bottom) with the averaged curve in black. Note that all
marginalized likelihoods (for a given parameter) are similar, indicating that the possible
systematic error in this marginalization procedure is not significant.
The parameters of the best fit point calculated from the 1D likelihoods are found in
Table 5.5. Note that the open contour for c18 implies a flat spectrum with no discernible
peak. The simulated data point is contained within all of the 95% confidence intervals
except for WIMP mass. The WIMP mass sits just outside the 95% confidence (or 2σ
confidence) contour at 2.4σ or at 1.6% probability of occurring. One factor that could
contribute to this are the two LXe background events just above threshold that mimic
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Figure 5.13: 5D likelihood of the data simulated in O8 and recovered assuming inter-
actions in both O1 and O8, for all three experiments combined. The 95% confidence
contours in 2D marginalized likelihoods are shown on the top and the 1D marginalized
likelihoods are shown in the bottom row of plots. The multiple colors in the 1D plot
represent the marginalizations of the six subspaces and the black line the averaged.
Also shown is the point representing the simulated data, marked by x in 2D and a black
dashed line in 1D and the best fit point represented by the red + (or shaded red region)
in 2D and red vertical line in 1D.
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a low mass WIMP.
Since the spectral shapes for O1 and O8 are both exponentially decaying, it is dif-
ficult to separate the four coupling coefficients from each other using only three target
materials. This is most apparent in the 1D projections of the likelihood, where the peaks
of c11 and c
0
8 are very wide, and the likelihood for c
1
8 is completely flat. In other words,
although the 5D likelihood analysis detects the WIMP and places a strong constraint on
the WIMP mass (consistent with the simulated WIMP mass), it cannot constrain the
individual couplings in O1 and O8 due to their degeneracies. Additional experiments
with different targets would be needed to break these degeneracies.
5.3.2 5D Analysis of Data Simulated in Operator 3
The EFT operator O3 is given by i~SN · (~q × ~v⊥), has no dependence on the WIMP
spin, and relies on two nuclear responses of the target: a spin-dependent response
(transverse to the momentum transfer) and a spin-and-angular-momentum-dependent
response [133]. Therefore, the event rate spectrum of O3 has a different shape than that
of O1. In particular, the event rate spectrum for O1 smoothly decays exponentially
with recoil energy, while for O3, even with no experimental efficiencies included, the
event rate is suppressed at low energies with a pronounced peak at higher energies, as
shown in Fig. 5.14. The energy and amplitude of the peak is dependent on the WIMP
mass, the combination of coupling coefficients, and the target chosen. This operator
was chosen to demonstrate how differences in the shape of recoil energy spectra can be
used to improve parameter estimation.
The three benchmark experiments (Ge, Si, LXe) are simulated in the O3 frame-
work using the benchmark point BP3 listed in Table 5.4 with the ratio of isoscalar and
isovector components of c03/c
1
3 = −2.5. For the simulated exposures and energy ranges
described in Table 5.3, Si detected three WIMP events, Ge detected 19 events, and LXe
detected 21 events. Including the simulated background, the total number of simulated
detected events for each experiment is 4, 20, and 25 events respectively. The simulated
data compared to the expected recoil energy spectra for each experiment are shown in
Fig. 5.14.
The numbers of simulated events for Ge and LXe (Fig. 5.14) are large enough to
distinguish between the spectral shapes of O3 and O1. Si (also Fig. 5.14) has a low
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(a) Si (b) Ge (c) LXe
Figure 5.14: The total (signal plus background) simulated data for each experiment
compared to the expected recoil energy spectra of WIMP-nucleon scattering for the
chosen O3 interaction parameters using BP3. The dashed line indicates the energy
threshold used in the simulation.
number of simulated events such that little information on the spectral shape is avail-
able. However, the relatively large range of recoil energies points to the nature of the
underlying spectrum; for an exponentially decaying spectrum, most of the WIMP events
would be expected to cluster at the experimental threshold.
As in the case of O8 above, we use 3D EFT likelihood analyses to test steps 1 and
2 of the proposed analysis procedure. The 3D likelihood is first computed assuming
that the WIMP-nucleon scattering proceeds via the standard SI operator, that is over
the parameter space {mχ, c01, c11}. This is then contrasted with the likelihood computed
assuming the correct scattering operator, that is over the parameter space {mχ, c03, c13}.
Both likelihoods are joint, combining all three simulated experiments (Si, Ge, and LXe).
Figure 5.15a shows the 2D marginalized likelihoods (top) and the 1D marginalized
likelihoods (bottom) assuming the O1 interaction. In both the 2D and 1D marginalized
likelihoods, the simulated data point represented by {mχ, c01, c11} = {8.0 GeV, 0, 0} is
not included in the 95% confidence contours/intervals. That is, these contours do not
accurately represent the underlying nature of the simulated dark matter, which is a
consequence of assuming the wrong interaction operator in the analysis. The parameter
values of the point of maximum likelihood with 95% confidence intervals calculated from
the 1D marginalized likelihoods are shown in Table 5.6.
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(a) O1 recovery
(b) O3 recovery
Figure 5.15: 3D likelihoods of the data simulated using BP3 and analyzed under the
assumption of O1 (top) or O3 (bottom) for all three experiments combined. For each
recovery operator, the top row of plots shows 2D marginalized likelihoods and the
bottom row shows the 1D marginalized likelihoods. Also shown is the point representing
the simulated data, marked by x in 2D and a black dashed line in 1D and the best fit
point represented by the red + in 2D and red vertical line in 1D.
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Reconstructed point mχ (GeV) {c01, c11} × 103 {c03, c13}
BP3 in O1
11.8 {0.26, 5.4}
...
(9.7, 14.6) {(0.15, 0.45), (−0.9, 10.4)}
BP3 in O3
8.1
...
{14.2,−8}
(7.0, 9.3)
{(7.2, 19.2),
(−51,−27) ∪ (−24, 3)}
BP3 in O1 and O3
8.1 {0.13, 0.5} {15,−8}
(6.9, 9.7) {(0.00, 0.42), (−5.3, 4.2)} {(−21, 0) ∪ (4, 28),
(−62,−29) ∪ (−27, 54)}
Table 5.6: Best fit points with 95% confidence regions for the 3D and 5D reconstructions
of the benchmark point BP3 of Table 5.4, based on 1D marginalized likelihoods. As
noted in the header, O1 coupling coefficients have been enlarged by 103.
If instead the analysis assumes the same operator as the simulation (in this case
O3), the 95% confidence contours include the simulated data point {mχ, c03, c13} =
{8.0 GeV, 16,−6.4} as shown in Fig. 5.15b by the 2D marginalized likelihoods (top)
and 1D marginalized likelihoods (bottom). Even though two regions of high likelihood
are visible in each 2D marginalized likelihood, the likelihood favors the region that con-
tains the simulated data point. Additionally, the point of maximum likelihood agrees
closely with the simulated data point. This is also shown numerically in Table 5.6.
Bayesian evidence further supports the hypothesis that the operator O3 fits the simu-
lated data better than O1: the evidence calculated for O3 is 2× 10−18, about 20 times
higher than for O1 at 1 × 10−19. This indicates that the simple Bayesian evidence
measure can be used to compare recoveries with different assumed operators in order
to determine which operator(s) perform best in terms of explaining the observed data
from multiple experiments.
Both 3D likelihoods shown in Fig. 5.15 were calculated by combining all three ex-
periments into a single likelihood, resulting in better-defined contours than for any
individual experiment. Even when the likelihood for each experiment individually is
fairly flat over the entire prior range, such as for c03 from the 3D likelihood assuming O3
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interaction, combining experiments can create a closed contour for the coupling coeffi-
cient, as shown in Fig. 5.15b. Unfortunately, it is also possible to obtain closed contours
when combining experiments for a likelihood calculated by assuming the wrong EFT
operator, which stresses the importance of considering the Bayesian evidence.
The Ge and LXe experiments detected many more events than Si, with 19 and 21
respectively, compared to only three for Si. The 95% confidence intervals calculated for
the joint likelihood assuming O3 interaction, shown in Table 5.6, are, on average, 1.4
times tighter than for Ge only and 4.3 times tighter than for LXe only. Since there
were more simulated data events in LXe than in Ge, it might be expected that the LXe
contours would be the closest to the joint likelihood. However, due to the flatness of
the O3 likelihood in LXe for the isovector coupling coefficient, c13, the average between
the three 2D marginalized likelihoods is slightly higher than for Ge alone or for Si, Ge,
and LXe combined.
As suggested in step 3 of the proposed analysis procedure, computing the 5D likeli-
hood for both O1 and O3 should help differentiate between the two operators by allowing
constraints to be set simultaneously for both operators. Since the simulation assumed
only nonzero components in O3, the O1 coupling coefficient contours should include
zero, which was the simulated value of those parameters. For the O8 simulation, the 5D
likelihood including O1 and O8 ended up being overparameterized due to the similar
recoil energy spectral shapes for all four of the coupling coefficients involved and due
to the low number of simulated data points. The O3 simulation has the advantage
of having more simulated WIMP events and different spectral shapes for O1 and O3.
We compute the 5D likelihood over the parameter space {mχ, c01, c11, c03, c13} and show
the 2D marginalized likelihoods (top) and the 1D marginalized likelihoods (bottom) in
Fig. 5.16. The 1D marginalized likelihoods were computed in the same manner as for
O8. Unlike the O8 simulation, none of the parameters in the 5D analysis have a flat
likelihood. Hence, the simulated data point is better recovered, and it is fully contained
within all of the 2D 95% confidence contours and 1D 95% confidence intervals.
Table 5.6 shows the value of the point of highest likelihood with the 95% confidence
intervals as calculated from the 1D marginalized likelihoods. The simulated data point
is well contained within all of the 95% confidence intervals and is closer to the point of
maximum likelihood than suggested by the width of these intervals. In this instance,
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Figure 5.16: 5D likelihood of the data simulated in O3 and computed assuming WIMP-
nucleon interaction in O1 and O3, for all three experiments combined. The 95% confi-
dence contours in 2D marginalized likelihoods are shown on the top and the 1D marginal-
ized likelihoods are shown in the bottom row of plots. The multiple colors in the 1D
plot represent the marginalizations of the six subspaces and the black line the averaged.
Also shown is the point representing the simulated data, marked by x in 2D and a black
dashed line in 1D and the best fit point represented by the red + in 2D and red vertical
line in 1D.
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the 5D likelihood was able to successfully fit the simulated values of WIMP mass and
coupling coefficients. The point of highest likelihood is very similar to that of the 3D
O3 likelihood, but as expected by the increase in the number of parameters, the 95%
confidence intervals are larger for the 5D than for the 3D likelihood.
Chapter 6
Full EFT Analysis of CDMSlite
6.1 CDMSlite Run 2 Analysis
CDMSlite Run 2, which ran at the Soudan Underground Laboratory in northern Min-
nesota in 2014, used a single (∼ 600 g) Ge crystal. Results from this run were pre-
viously published up to 20 keVee (electron equivalent energy) or ∼ 60 keVnr (nuclear
recoil energy). This previous analysis assumed an isoscalar spin-independent interaction
and was analyzed using the Optimum Interval method with no background subtrac-
tion [48, 77]. Here, the CDMSlite Run 2 data was analyzed in the full EFT framework
using a Bayesian likelihood method.
In order to analyze the CDMSlite Run 2 results, the total exposure (WIMP detection
efficiency × live time), background models, and binned recoil energy spectra must be
defined. The data spectrum here uses all CDMSlite Run 2 events passing data quality
and fiducial cuts from the experimental threshold of 0.304 keVnr up to 60 keVnr binned
into 300 energy bins (∆E ≈ 0.2 keVnr). For this analysis, in order to mitigate high errors
in the background models around known activation peaks, energy regions around each
peak have been removed from the analysis. The resulting data spectrum, efficiency, and
remaining background models are shown in Figure 6.1. For further discussion on the
efficiency and data spectrum see Agnese et al. [152]. The backgrounds included in the
analysis are the continuous recoil energy spectra due to the tritium decay and Comp-
ton scattering. Additional backgrounds from contaminations and additional activation
peaks exist in the CDMSlite data set; however, the peaks from these contributions are
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Figure 6.1: CDMSlite Run 2 detected events (light gray) and exposure (blue) with
removed regions (red) and remaining background sources (dotted black = Compton,
dashed black = tritium, solid black = total background). The green shaded region
designates the region used to determine the ratio between Compton and tritium back-
grounds. The amplitudes of the background models shown here were chosen to show
the shapes of the spectra and do not represent the best fits to the data.
below the sensitivity of the experiment and not clearly visible in the data set, so models
for these backgrounds were not included in this analysis.
The removed regions are defined as within 5σ of the K-shell, L-shell, and M-shell
peaks for 71Ge, 68Ge, 68Ga, 65Zn, 55Fe, and 54Mn. The detail of how each of these
isotopes contribute to the removed regions are listed in Table 6.1. These isotopes were
chosen because hints of their characteristic peaks are visible in the CDMSlite Run
2 spectrum. Removing the regions around known activation peaks makes the analysis
less susceptible to uncertainties in the activation models and amplitudes. This approach
removes the lowest energy events (as indicated in the Region I of Table 6.1), effectively
increasing the energy threshold. In order to set more conservative limits, the next
highest bin was also removed from the analysis, effectively raising the energy threshold
for this analysis to 1.605 keVnr.
The observed energy resolution (σ) of K, L, and M activation peaks and of random
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Region Energy Range (keVnr) Source Energy (keVnr)
1 0 - 1.605
54Mn M-shell 0.40± 0.06
55Fe M-shell 0.44± 0.06
65Zn M-shell 0.63± 0.06
68Ga M-shell 0.71± 0.06
68Ge M-shell 0.80± 0.08
71Ge M-shell 0.80± 0.08
2 2.408 - 3.813
54Mn L-shell 3.01± 0.09
55Fe L-shell 3.30± 0.09
3 19.46 - 23.68
65Zn L-shell 4.5± 0.1
71Ge L2-shell 4.7± 0.1
68Ga L-shell 4.9± 0.1
68Ge L-shell 5.3± 0.1
71Ge L-shell 5.3± 0.1
4 4.013 - 6.020
54Mn K-shell 20.6± 0.2
55Fe K-shell 23.3± 0.2
5 27.69 - 35.32
65Zn K-shell 29.1± 0.3
68Ga K-shell 31.4± 0.3
68Ge K-shell 33.4± 0.3
71Ge K-shell 33.4± 0.3
Table 6.1: Energies of the removed regions, which were determined at 5σ of the activa-
tion peaks from 71Ge, 68Ge, 68Ga, 65Zn, 55Fe, and 54Mn [153].
zero energy events, were determined from a fit to the function
σ(Eee) =
√
σ20 + γFEee + (AEee)
2, (6.1)
where σ0 = 9.26 ± 0.11 eVee, F is the Fano factor with γF = 0.64 ± 0.11 eVee, A =
(5.68±0.94)×10−3, and Eee is the electron equivalent energy [77]. In order to compare
with expected EFT rates, all energies must be converted to the nuclear recoil energy,
Enr. The conversion between electron and nuclear recoil is given in Section 2.2.
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The main background source outside the removed regions is due to Compton scat-
tering and tritium contamination. These backgrounds were modeled as follows. Due
to the discrete binding energy of each electron shell, an energy of a recoiling electron
must have at least the binding energy of the shell it came from; therefore, the low energy
Compton scattering spectrum has step-like decreases at the energy of each electron shell.
In order to include the detector resolution with these steps, the shape of the Compton
spectrum [154,155] is described by error functions as
BC(Eee) = aC
∑
j=K,L,M
0.5Aj
(
1 + erf
(
Eee − µj√
2σj
))
, (6.2)
where aC is the amplitude of the Compton spectrum, µj and σj are the energy and
energy resolutions of the Ge K-shell, M-shell, or L-shell activation peaks as listed in
Table 6.1, and Aj are the electron shell-dependent constants given as AK = 0.0041 ±
0.0001, AL = 0.015 ± 0.001, and AM = 0.0345 ± 0.0006 as determined by a fit to
calibration data [156].
Exposure of the Ge crystals to high-energy cosmic-ray secondary particles causes
backgrounds from tritium β− decay [157]. The emitted electron has a spectral shape
given by
BT (Eee) = aT (Q− Eee)2(Eee +me)F (ZHe, Eee)
√
E2ee + 2Eeeme, (6.3)
where aB is the amplitude of the tritium spectrum, Q = 18.6 keVee is the endpoint
energy of the tritium decay, me is the electron mass, and F (ZHe, Eee) is the Fermi
function. Because Q me,
F ' 2piη
1− e−2piη (6.4)
with
η =
αZHeEee
pee
. (6.5)
Here, α = 1/137 is the fine structure constant, ZHe = 2 is the atomic number of the
tritium decay daughter nucleus, and Eee and pee are the total energy and momentum
of the emitted electron [158].
Almost all likelihood calculations discussed in this chapter used the entire energy
range 0 to 60 keVnr excluding the removed regions shown in Table 6.1. Some likelihood
calculations assumed a fixed ratio between Compton and tritium backgrounds. That
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fixed ratio was estimated using only data within the allowed region above 35 keVnr (just
above the Ge K-shell). Data within this region was assumed to be background only,
because the upper mass limit of 25 GeV precludes any significant WIMP contribution
above 35 keVnr.
The only two background sources in this region are due to tritium decay and Comp-
ton scattering; therefore, the observed spectrum in this region can be used to fix the ra-
tio of Compton and tritium background amplitudes independent of any possible WIMP
contribution. The ratio was estimated using a 2D maximum likelihood calculation with
0.1 eV energy bins using a Poissonian likelihood and flat prior probability functions for
each background amplitude (aC and aT for Compton and tritium, respectively) such
that the total background rate is between 0 and 4 times the total rate of events in
the region of interest. The Poissonian likelihood, Lratio, for energy bins Ek between 35
keVnr and 60 keVnr is given by
Lratio(aC , aT ) =
∏
k
1
Nk!
[aCBC(Ek) + aTBT (Ek)]
Nk e−aCBC(Ek)−aTBT (Ek), (6.6)
where ~N is the set of the number of detected events in each bin (Nk). The total rate
of each background, Ri with i = C, T , or C + T , can be calculated from the best fit
amplitude and the shape of the spectrum by
Ri =
∫ Emax
0
aiBi(E)dE (6.7)
where Emax = 60 keVnr. From the best fits of aC and aT , the ratio of total Compton
to tritium events was determined to be RC/RT = 0.78±0.470.36 with the errors calculated
at the 2σ level.
This analysis followed the method described in Section 4.2 but included data with
high expected backgrounds. If the energy dependence of the expected background is
known, it can be included in the likelihood, leading to the combined likelihood of
LDM+bkg( ~N |{mχ, c0i , c1i }) =
n∏
k=1
1
Nk!
(ηk + bk)
Nke−(ηk+bk), (6.8)
where ηk is the theoretical number of expected WIMP events expected assuming Oi, Nk
is the number of events detected, and bk is the expected number of background events
in the kth energy bin.
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Instead of calculating the EFT likelihoods in terms of the coupling coefficients, the
likelihoods were calculated in polar EFT coordinates of amplitude, A, and phase, θ.
The coupling-coefficient amplitude is included with the prior probability function
Pr(log(Ai) =
{
1
log(Ai,max)−log(Ai,min) , Ai,min ≤ Ai ≤ Ai,max
0, otherwise
, (6.9)
where Ai,max and Ai,min were chosen for each operator to span roughly 13 orders of
magnitude around a low number of expected events that still allows for the detected
spectrum to be a WIMP signal.
The coupling-coefficient phase is included with a flat prior given by
Pr(θi) =
{
1
pi , −pi/2 ≤ θi ≤ pi/2
0, otherwise
. (6.10)
The limits of (−pi/2 ≤ θi ≤ pi/2) were chosen because only the relative sign of the c0i
and c1i matter. Both positive and both negative (or either one being positive and the
other negative) have the same physical meaning. Therefore, all possible interactions are
included within the chosen prior. The limits set in polar coordinates can be converted
into the coupling-coefficient plane by recognizing that
c0i = Ai sin(θi)
c1i = Ai cos(θi).
(6.11)
The WIMP mass, mχ is included using a flat prior ranging from 0 to 25 GeV. Because
CDMSlite Run 2 was designed to focus on the detection of low-mass WIMPS, the prior
for WIMP mass was chosen with an upper limit of mmax = 25 GeV for all operators.
This mass limit was chosen because for all operators with a beta distribution spectral
shape, above mmax, a large portion of the theoretical event rate spectrum is past the 35
keVnr upper threshold. Additionally, data from previous CDMS Ge experiments have
set strong limits in this region on operators with an exponential spectral shape, such as
operator 1 [49,148].
For WIMP mass and coupling-coefficient amplitude, two possible options for the
prior probability function are flat or log-flat. Changing the priors on WIMP mass and
coupling-coefficient amplitude between these two options can change the 2σ contours
in the amplitude-mass plane by a factor of 1 to ∼ 2.5. In comparison to the 13 orders
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of magnitude scanned for amplitude, this change is fairly minor. Therefore, the prior
probability distributions stated above were chosen due to their ability to sufficiently
sample the region of interest for each parameter. Further discussion on the effect of the
choice of prior probability distribution can be found in Appendix B.
Where relevant, each background amplitude is included in the likelihood analysis
using a flat prior on the background amplitude that spans from zero to the amplitude
that corresponds to a background rate of two times the total number of detected events.
In this way, every calculation that includes backgrounds allows for the possibility of the
detected events containing no background or only background events. The exception
to this rule appears only in analyses where we use the pre-determined ratio between
Compton and tritium events (discussed above). Even though the same priors are used
to compute this ratio, the shape of the background spectrum was determined under the
assumption that all events with recoil energies larger than 35 keVnr are background.
6.2 Comparison to Published CDMSlite Run 2 Limit
As a test of the methodology and to show the power of including a background model,
a 2D posterior distribution was determined for EFT operator 1 using the WIMP mass
and the isoscalar coupling-coefficient amplitude (θ = 0) parameters. This posterior
distribution was calculated using the background models and removed energy regions
described above. The resulting 2σ contour can be compared to the published CDMSlite
Run 2 optimum interval (OI) limit on spin-independent WIMP-nucleon elastic scattering
cross-section [48] and is shown in Figure 6.2a. This comparison is possible, because for
operator 1, cross-section (σ01) and coupling-coefficient amplitude (A1) can be converted
as described in Equation 5.8.
There are some key differences in the methods of how the CDMSlite Run 2 OI limit
and the EFT 90% contour were calculated. The EFT contour is the result of a Bayesian
analysis, while the OI limit provides the classical confidence interval [45]. The OI limit
does not include any background models; this means that the entire signal is assumed
to be a possible WIMP signal. For the EFT 90% contours, the Compton scattering and
tritium contamination spectra (Equations 6.2 and 6.3) were included in the likelihood
analysis, and the regions of high background around the activation peaks were removed
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(a) Limit comparison (b) Spectrum comparison
Figure 6.2: Comparison of the published CDMSlite Run 2 Optimum Interval (OI) limit
[48] and the EFT isoscalar operator 1 90% upper limit (left) and of the best fit cross-
section recoil energy spectra at mχ = 10 GeV for both methods (right).
entirely. The maximum recoil energies considered vary between analyses as well. The
analysis stopped at 20 keVnr for the OI method and 60 keVnr for the EFT analysis. The
EFT likelihood analysis is also better able to take into account the different shapes of
the data and input spectra.
The EFT likelihood analysis results in a 90% contour on cross-section that is ∼3
times lower at mχ = 10 GeV. A comparison of the spectra for these cross-sections at 10
GeV is shown in Figure 6.2b. For the EFT analysis, the included background models
are shown as well. Both the OI spectra and the summed EFT spectra are compared
to the CDMSlite Run 2 data. By eye, the EFT analysis seems to have resulted in a
theoretical spectrum that more accurately reflects the shape of the experimental data
spectrum due to the inclusion of the Compton scatter and tritium background models.
The EFT analysis also results in a 90% contour that has a higher minimum WIMP
mass limit (∼ 1.3 GeV for the OI analysis and ∼ 2.6 GeV for the EFT analysis). The
higher WIMP mass limit is due to the raised energy threshold from removing the energy
regions around activation peaks.
6.3 Bayesian Evidence and Model Selection
As defined in Equation 4.20, the Bayesian evidence can be used to select which model is
most likely to accurately describe the observed dark matter search data. The higher the
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evidence, the better the fit of that model to the data. Each combination of EFT operator
and background configuration can be considered a separate model. The background
models considered are:
• two-parameter background model – Background model includes Compton and
tritium backgrounds separately. This analysis has two background parameters
(aC and aT ) for a total of five parameters (mχ, Ai, θi, aC , and aT ).
• fixed ratio – Background model includes Compton and tritium backgrounds
summed together with a predetermined ratio (RCompton/Rtritium = 0.78±4736). This
analysis has one background parameter (aC+T) for a total of four background pa-
rameters (mχ, Ai, θi, and aC+T).
• Compton only – Background model includes Compton backgrounds only. This
analysis has only one background parameter (aC) for a total of four parameters
(mχ, Ai, θi, and aC).
• tritium only – Background model includes tritium backgrounds only. This anal-
ysis has only one background parameter (aT ) for a total of four parameters (mχ,
Ai, θi, and aT ).
• no background – No background models included in this analysis for a total of
three parameters (mχ, Ai, and θi).
The Bayesian evidence of each model is shown in Table 6.2. The prior probability
functions used to calculate these evidences were a flat mass prior and flat log(Ai) prior
(Equation 6.9). The model with the highest evidence is a background-only model; there-
fore, the CDMSlite Run 2 data is entirely consistent with the expected backgrounds.
Because the background-only analysis for the fixed ratio option had the highest evi-
dence, it was chosen as the reference model for calculating the evidence ratios. Table 6.3
gives the ratio between the evidence of a given model to the evidence of the reference
model.
The fixed ratio evidences are all larger than the evidences for any other background
model. This implies that as long as the ratio is predetermined correctly, it is unnecessary
to include each background amplitude separately in the likelihood calculation. This
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reduces the complexity and running time of the likelihood calculation. Comparing the
fixed ratio or two-parameter runs to the tritium, Compton, and no background
runs shows that Bayesian evidence is consistently higher when both background sources
are included in the analysis. This demonstrates that each of the background sources
included are necessary to describe the CDMSlite data and that no single EFT operator
entirely mimics either background shape. For a background-limited experiment like
CDMSlite, the fact that the background shapes differ from the theoretically expected
WIMP spectrum means that even though the evidences show the data is consistent with
background, upper limits on WIMP mass and coupling-coefficient amplitudes can still
be set from the likelihood calculations.
6.4 Calculated Posterior Distributions
The Bayesian evidences in Table 6.2 provide a complete summary of the results of this
analysis. However, further details can be seen in the posterior distribution. Section 6.4.1
describes the posterior distributions for the background-only models and Section 6.4.2
has the posterior distributions for the single EFT operators models. The two-operator
interference models exist as well, but they have not been included in this analysis.
Because the evidences for the fixed ratio option were consistently much higher than
any other background configuration, only these posterior distributions are shown.
6.4.1 Background-only Model
The total number of background events in the CDMSlite Run 2 data set were estimated
using the background models for either the fixed ratio or the two-parameter cases.
Figure 6.3 shows the posterior distributions for the background-only models. The fixed
ratio model only has one background parameter (RC+T), and the two-parameter
model has two (RC and RT). The best fit point of each of the 1D posterior distributions
can be used to calculate the rate of background. The total rate is the sum across
all energy bins for the chosen background while including the regions that had been
previously removed from the analysis. Unless otherwise noted, the errors quoted were
calculated at the 2σ level.
The fixed ratio background-only posterior distribution is nearly symmetric about
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(a) Fixed ratio
(b) Two-parameter
Figure 6.3: Background-only posterior distributions. For the 1D fixed ratio posterior
distribution (left), the total number of background events includes both the Compton
and tritium with the predetermined ratio of RC/RT = 0.78±0.470.36. The solid red line
designates the point of maximum likelihood, the dashed red lines the edge of the 2σ
confidence region, and the red shaded are the regions excluded by the 2σ confidence
region. For the 2D two-parameter posterior distribution (right), the 2σ contour is
shown with the black line and the best best fit background configuration is shown in
red with 2σ errors.
the point of maximum likelihood. The error on the best fit point is calculated at 2σ
from this point. According to the best fit point, the total rate of all background sources
is 404±5551 events. With the pre-determined ratio of RC/RT = 0.78±0.470.36, this leads to a
total Compton background of 177±6551 events and a tritium background of 227±6754 events.
The errors on these background estimates include the error on the ratio estimate. If
instead the 2D posterior distribution from the background-only two-parameter fit is
used, the total number of backgrounds for each source is 170±5848 events for Compton
and 236±62 events for tritium with a total background of 406±8578. This leads to a
slightly higher result for tritium and a lower result for Compton, although the results
are very similar. As a measure of the systematic errors of the background estimates, a
drop in energy of the “step” below the K-shell of the Compton spectrum on the order
of 3% changes the count of the individual backgrounds on the order of 6% and the total
background on the order of 0.3%.
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Recently, an attempt to calculate the background rates for all background types in
CDMSlite Run 2 was completed using a different maximum likelihood technique [152].
This analysis resulted in a calculated total Compton background of 138±2218 events and
total tritium background of 256±23 events with the errors listed at the 1σ level. While
these results have a slightly different best-fit ratio between Compton to tritium than
the results presented here, the numbers of events of each species in the two analyses are
within error of each other.
6.4.2 Single Operator EFT Models
The single operator models for the fixed ratio analysis result in 4D likelihoods. The
4D operator posterior distributions must be marginalized into three 2D posterior dis-
tributions on WIMP parameters and one 1D background posterior distribution. These
2D WIMP-parameter marginalized posterior distributions are shown in Figures 6.4, 6.5,
and 6.6 for the prior choices of a flat mass prior and a flat log(Ai) prior (Equation 6.9).
Each marginalized posterior distribution is shown with 2σ contours. For clarity, each
marginalized posterior distribution has been renormalized such that the maximum value
of the likelihood is 1 (yellow) and the minimum value zero (dark blue). In the mass-
amplitude plane (far left plot for each operator), all operators show 2σ contours whose
shapes resemble that of the optimum interval upper limits given in a standard CDMS
analysis (compare to Figure 6.2a) [46, 48, 56, 70, 77, 148]. This is not unexpected, given
that the Bayesian evidences show that the CDMSlite Run 2 data is consistent with the
expected backgrounds. Most of these operators have flat posterior distributions below
the 2σ contour, and the mass-phase plane is nearly flat for every operator.
The amplitude-phase plane (shown in polar coordinates), shows a tendency to favor
lower amplitudes with spikes into higher amplitudes at particular angles. A spike in the
2σ contour represent directions in which the limit on amplitude is weaker due to destruc-
tive inference in the phase of that operator for Ge. The maximum interference phase is
the phase at which the isoscalar and isovector components of the coupling coefficients
have the largest destructive interference. Destructive interference causes the amplitudes
of the theoretical WIMP signal to decrease, meaning it takes a larger amplitude to get
to the same number of events as for other phases. Because the maximum interference
phase can be different for different target materials, combining the CDMSlite Run 2 data
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(a) Operator 1
(b) Operator 3
(c) Operator 4
(d) Operator 5
Figure 6.4: Fixed ratio 2D marginalized posterior distributions for the polar parameters
(mχ, Ai, and θi) of each single EFT operator likelihood for operators 1 - 5. 2σ contours
are shown in black.
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(a) Operator 6
(b) Operator 7
(c) Operator 8
(d) Operator 9
Figure 6.5: Fixed ratio 2D marginalized posterior distributions for the polar parameters
(mχ, Ai, and θi) of each single EFT operator likelihood for operators 6 - 9. 2σ contours
are shown in black.
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(a) Operator 10
(b) Operator 11
Figure 6.6: Fixed ratio 2D marginalized posterior distributions for the polar parameters
(mχ, Ai, and θi) of each single EFT operator (10 and 11). 2σ contours are shown in
black.
with data from another experiment (such as the future SuperCDMS HV Si data [46])
can set stronger limits even if there is no WIMP detection [124,130–132]. SD operators
4, 6, 7, 9, and 10 and SI operator 5 show destructive interference at θ = pi/4, which
represents proton-coupling. Operators 1, 8, and 11 show a slight weakness towards
isoscalar-couplings (θ = 0), while operator 3 is slightly weak towards neutron-coupling
(θ = −pi/4).
The background likelihood for each operator is one-dimensional. The 1D posterior
distributions are shown in Figure 6.7, similarly to the background-only posterior dis-
tributions in Figure 6.3. For the most part, all of these posterior distributions look
near-Gaussian, and the location of the peak does not vary between operators. All of the
peaks are at 404 events, which is consistent with the 404±5551 events of the fixed ratio
background-only likelihood and is consistently 2 events less than the total counts for
the two-parameter background-only likelihood (406±8578). Therefore, the theoretical
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(a) Operator 1 (b) Operator 3 (c) Operator 4
(d) Operator 5 (e) Operator 6 (f) Operator 7
(g) Operator 8 (h) Operator 9 (i) Operator 10
(j) Operator 11
Figure 6.7: Fixed ratio 1D marginalized posterior distributions for the total background
of each single EFT operator. The solid red line designates the point of maximum
likelihood, the dashed red lines the edge of the 2σ confidence region, and the red shaded
are the regions excluded by the 2σ confidence region.
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EFT spectra are fitting ∼ 2 events of the detected data spectrum.
Chapter 7
Conclusion
Plans for upgrading SuperCDMS SNOLAB include the possibility of putting in a neu-
tron veto. Plastic is an attractive choice because of the danger of leaks from a liquid
option. The feasibility of using gadolinium doped organic plastic scintillators read out
using SiPMs coupled to WLS fibers has been tested in order to inform design deci-
sions. Samples of Gd-doped plastic scintillators were successfully fabricated with up to
0.055% wt. Gd. This is a significantly lower concentration than what simulations show
should be necessary for SuperCDMS SNOLAB (loading of 1% wt. Gd); however, higher
concentrations are possible with the use of co-monomers [111]. Collaboration with the
Bertrand et al. [111] group has begun with the plan of testing their more highly-loaded
samples.
The proposed readout strategies for the active neutron veto were tested and char-
acterized. These included quantum efficiency and photon detection efficiency measure-
ments of the PMT and SiPMs respectively. Included within these measurements was a
calculation of the gain of each photo detector. The gains were all calculated to be on
the order of 106, and the quantum efficiencies were reasonably similar to the manufac-
turer’s specifications. Additionally, the dark count of one SiPM were measured to be
1.33±0.52 MHz, which matches the the acceptable dark count rate at room temperature
given by Hamamatsu [116]. The optical tests of plastic scintillator samples that were
polymerized at UMN included the emission spectra and effective attenuation length
measurements. These tests showed only minor changes due to gadolinium loading. The
WLS fiber was also characterized by the emission spectrum and fiber trapping efficiency
107
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and determined to be a reasonable choice for the design.
With the systematic analysis procedure suggested in Section 4.2, higher-dimensional
analysis of dark matter data using the model-independent EFT framework is possible.
MultiNest [143–145] is an effective Bayesian inference tool that can be used to efficiently
scan high-dimensional likelihoods. The number of operators or dimensions in a likeli-
hood can be limited by using the Bayesian evidence for single-operator 3D likelihoods to
determine which operators best fit the observed events. Higher-dimensional likelihoods
can be marginalized down to 2D and 1D likelihoods in order to ease visualization and
set constraints on the WIMP mass and coupling coefficients.
Assumptions about the operators could lead to tension between experiments. For
example, the tension between the isoscalar operator 1 (spin-independent) analyses pub-
lished by CDMS II Si [56], CDMS II Ge [148], and LUX [149] could be relieved by
including other coupling coefficients in the analysis, such as the isovector operator 1
component, while setting new limits on dark matter interactions. Combining the three
experiments into a single joint likelihood leads to stronger limits than what is possible
from a single target or experiment alone.
Using simulated data (assuming O3 or O8 interaction) to test the proposed analysis
procedure showed that the simulated data point can be reconstructed assuming one
EFT operator or assuming two operators during the likelihood analyses. Comparisons
of the Bayesian evidence for 3D (WIMP mass and a single EFT operator) likelihoods
can identify which operator(s) fit the data well. However, it is critical to include more
than one target in the analysis, in order to differentiate between operators of similar
recoil energy spectra and to create better defined confidence contours, especially when
dealing with a low number of detected events per experiment.
When operators, such as O1 and O3, have different recoil energy spectral shapes due
to different momentum dependencies, they can be more easily distinguished from each
other by the proposed analysis procedure. When using spectral shape in this way, it is
extremely important to have a low enough experimental energy threshold in order to be
able to measure the spectral differences. For a recoil energy spectrum similar to that of
O3, if the experimental energy threshold is above or near the peak of the spectrum (as
it was for LXe in our O3 simulation) then the spectral shape can appear to follow the
standard exponential decay of O1. Very low-threshold dark matter experiments, such
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as the previously published CDMSlite [48,70] and the proposed SuperCDMS SNOLAB
High-Voltage experiments [46] will be particularly useful to convincingly perform spec-
tral shape discrimination in the EFT framework.
The analysis in Section 6 represents the first dark matter EFT analyses of CDM-
Slite data and of high background data in general. The techniques used to handle
the background include removing energy bins around known activation peaks of sev-
eral background sources and modeling the shapes of the remaining backgrounds. The
relative amounts of each background source included in the analysis (Compton and
tritium) were predetermined using a maximum likelihood estimation method on CDM-
Slite data above ∼ 35 keVnr. Posterior distributions were calculated for combinations
of five different background models (both backgrounds included separately, both back-
grounds included with set relative amounts, each background included on its own, and
no backgrounds) and each EFT operator.
The Bayesian evidences of these likelihoods show that the CDMSlite Run 2 data
is well described by the Compton and tritium backgrounds, and that the fit is not
greatly improved by including any of the EFT operators. Using the two-parameter
background-only posterior distribution, the amount of Compton backgrounds was cal-
culated to be 170±5848 events, and the amount of tritium to be 236±62 events. However,
some of the EFT operators do fit the data better than others, with operators 1, 4, 7, and
10 having a ratio of evidence to the fixed ratio background-only likelihood of greater
than 0.45. Even having data consistent with background, it is possible to calculate clean
2σ upper limits in the mass-amplitude plane of each EFT operator. These are similar
to (but not directly comparable to) the cross-section vs. mass upper limits published by
dark matter experiments.
The characterization measurements for an active neutron veto and the development
of an effective field theory based dark matter analysis benefit SuperCDMS moving for-
ward. After more germanium or silicon towers are added to the payload at SNOLAB,
the neutron background will become more dominant. An active neutron veto will be-
come necessary, and the characterization measurements listed here can be used to make
prototyping and design decisions. As shown in Figure 1.5 of Section 1.3, for a large
portion of the WIMP parameter space, SuperCDMS will not have the lowest sensitivity.
However, the complementarity between targets suggested by the EFT analysis means
110
that without multiple targets, direct detection data can be easily misinterpreted and
that experiments with the lowest sensitivities cannot set strong limits on WIMP mass
and cross-sections on their own. The EFT analysis technique is also useful for high-
background data in order to provide background-subtracted limits to WIMP interaction
parameters.
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Appendix A
Calculation of Effective Operators
Note: This appendix was adapted from a paper written with D. Barker [159].
From the assumption that dark matter is fermionic, there are ten couplings between
dark matter and quarks and four between dark matter and gluons. The interactions
between dark matter and quarks assume a neutral Dirac field for dark matter and
contain no flavor violating terms. These operators are listed in Table A.1, and the full
interaction Lagrangian is
Leff =
10∑
k=1
∑
q
cqkOqk +
4∑
k=1
cgkOgk, (A.1)
where c
(q,g)
k is the coupling coefficient for the k-th operation with either quarks or gluons.
From these operators the interactions between nucleons can be derived and from there
to non-relativistic interactions with whole target nuclei [44].
Because the full relativistic interaction Lagrangian for dark matter with quarks and
gluons is impractical for experimental observation, this Lagrangian must be reduced
to an effective non-relativistic coupling between dark matter and the target nuclei.
The first step in deriving the effective Lagrangian is to convert from quark and gluon
couplings to proton and neutron couplings. From here the relativistic fields can be
determined from non-relativistic Weyl spinors, and using nuclear form factors, the full
effective interactions are calculated [133].
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Oq1 = χχqq Oq2 = χiγ5χqq
Oq3 = χχqiγ5q Oq4 = χiγ5χqiγ5q
Oq5 = χγµχqγµq Oq6 = χγµγ5χqγµq
Oq7 = χγµχqγµγ5q Oq8 = χγµγ5χqγµγ5q
Oq9 = χσµνχqσµνq Oq10 = χiσµνγ5χqσµνq
Og1 = αs12piχχGaµνGaµν Og2 = αs12piχiγ5χGaµνGaµν
Og3 = αs8piχχGaµνG˜aµν Og4 = αs8piχiγ5χGaµνG˜aµν
Table A.1: Quark (upper) and gluon (lower) relativistic couplings to dark matter [44].
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Figure A.1: One loop Feynman diagrams showing possible interactions between dark
matter and quarks. From [9].
A.1 Dark Matter Coupling to Quarks
Figure A.1 shows three representative Feynman diagrams for interactions between dark
matter and fermionic target matter. In order to consider an effective coupling, the
one loop diagrams of Figure A.1 must be reduced to four-point interactions assuming
fermionic dark matter. This calculation will be shown for the three interactions shown as
an example for all of the relativistic EFT couplings. This interaction is mediated by the
Z-boson, and because the mass of the Z-boson, MZ < ΛQCD, the interactions between
dark matter and baryonic matter should be with quarks and gluons. The momentum
of the incoming (outgoing) dark matter particle is defined to be p1 (p2), the momentum
of the incoming (outgoing) quark to be p3 (p4), and the internal momentum in the loop
to be k. The form of the propagator for the Z-boson is
−i(gµν − pµpν/M2Z)
p2 −M2Z
, (A.2)
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where gµν is the metric tensor. The propagator for a fermion, in this case both the
quarks and dark matter, is
i(/p+mf )
p2 −m2f
. (A.3)
The vertex factor between two fermions and a Z-boson is
ig
cosθω
γµ
CfV − CfAγ5
2
, (A.4)
where  = 1 for a quark and represents a modified coupling for a dark matter fermion,
θω is the Weinberg angle, and C
f
V and C
f
A are the vertex factors specific to the fermion
involved. For the Higgs interactions, the propagator is
i
p2 −M2h
(A.5)
with vertex factors from coupling to two Z-bosons of
i2M2Zgµν
MV
(A.6)
and for the coupling with two fermions of
−imf
MV
(A.7)
where MV is the vacuum excitation value of the Higgs field.
Applying conservation of momentum, δ(p1 + p3 − p2 − p4), around the loop, the
left diagram of Figure A.1 gives the following equation for the loop correction of this
diagram:
D1 =
∫
d4k
(2pi)4
(
ig
cosθω
γρ
CχV − CχAγ5
2
)(
i(/k + /p1 +mχ
(k + p1)2 −m2χ
)( −ig
cosθω
γρ
CχV − CχAγ5
2
)
×
(
−i (gνρ − [(k + p1 − p2)nu(k + p1 − p2)ρ] /M2Z)
(k + p1 − p2)2 −M2Z
)(
2i
M2Z
MV
gµν
)
×
(
−i (gρµ − [kρkµ]/M2Z)
k2 −M2Z
)
.
(A.8)
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The momentum of the dark matter particle is not expected to change in the inter-
action; therefore, assuming p1 ≈ p2, and MZ  k, this reduces to
D1 = − 
2g2M2Z
2MV cos2θω
∫
d4k
(2pi)4
γρ
(
CχV − CχAγ5
)( i(/k + /p1 +mχ
(k + p1)2 −m2χ
)
γρ
(
CχV − CχAγ5
)
×
(
gνρ
k2 −M2Z
)
gµν
(
gρµ
k2 −M2Z
)
.
(A.9)
Simplifying further by contracting the Lorentz indices, the final integral for the loop
correction is
D1 = − 2
2g2M2Z
MV cos2θω
∫
d4k
(2pi)4
1[
(k + p1)2 −m2χ
] [
k2 −M2Z
]2
×
([(
CχV
)2
+
(
CχA
)2]
(/k + /p1 +mχ)
)
.
(A.10)
This, however, is just the weak loop correction to the interaction of dark matter
and quarks via the Higgs boson. Examining the Higgs propagator and vertex factors,
Equations A.5, A.6, and A.7, shows that there is no additional gamma structure that
will be added to this integral. Therefore, this can be identified from Table A.1, which
lists all possible relativistic couplings between quarks or gluons and dark matter, as the
form of Oq5.
Applying conservation of momentum for the middle diagram of Figure A.1 gives the
following integral:
D2 =
∫
d4k
(2pi)4
( −ig
cosθω
γµ
CχV − CχAγ5
2
)(
i(/k + /p1 +mχ)
(k + p1)2 −m2χ
)( −ig
cosθω
γν
CχV − CχAγ5
2
)
×
(
−i (gνσ − [(k + p1 − p2)ν(k + p1 − p2)σ] /M2Z)
(k + p1 − p2)2 −M2Z
)
×
( −ig
cosθω
γσ
CqV − CqAγ5
2
)(
i(/k + /p1 − /p2 − /p4 +mq)
(k + p1 − p2 − p4)2 −m2q
)
×
( −ig
cosθω
γδ
CqV − CqAγ5
2
)(−i(gδµ − [kδkµ] /M2Z)
k2 −M2Z
)
.
(A.11)
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Similarly to D1, assuming p1 ≈ p2, p3 ≈ p4, and MZ >> k, this equation becomes
D2 =
2g4
16cos4θω
∫
d4k
(2pi)4
γµ
(
CχV − CχAγ5
)( (/k + /p1 +mχ)
(k + p1)2 −m2χ
)
γν
(
CχV − CχAγ5
)
×
(
gνσ
M2Z
)
γσ
(
CqV − CqAγ5
)( (/k − /p4 +mq)
(k − p4)2 −m2q
)
× γδ (CqV − CqAγ5)( gδµM2Z
)
.
(A.12)
Contracting the gamma-matrices and expanding this equation gives a loop correction
of the form
D2 =
2g4
M4Zcos
4θω
∫
d4k
(2pi)4
1
(p2 −m2χ)(p′2 −m2q)
[C1/p/p
′ + C2/p/p′γ5 + C3mq/p+ C4mq/pγ5
+ C5mχ/p
′γ5 + C6mχ/p′ + C7mχmqγ5
+ c8mχmq]
(A.13)
where here, the Ci represents some function of C
χ
V , C
χ
A, C
q
V , and C
q
A, and p and p
′ have
been defined as p = k+p1 and p
′ = k−p4. In comparison with Table A.1, each term can
be matched with an effective operator. The first term matches Oq9, the second matches
Oq10, the third and sixth match Oq5, the fourth and fifth match Oq8, the seventh matches
Oq4, and the eighth term is Oq1 and Oq4.
The right diagram has the same gamma structure as the second. Because of the
mixing of the momentum channels, the definitions of p and p′ are changed to p = k+p1
and p′ = k + p3, but the final correction is identical for all practical purposes.
A.2 Quark/Gluon Coupling to Nucleon Coupling
From the quark/gluon interactions with dark matter, the interactions to nucleons can
be calculated. The interaction operators for nucleons are shown in Table A.2, and the
new effective Lagrangian is
Leff =
10∑
k=1
∑
N=p,n
cNk ONk , (A.14)
where the coupling coefficients (cNk ) are now for the nucleon-dark matter interactions. In
order to compare with direct dark matter detection experiments, the degrees of freedom
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ON1 = χχNN ON2 = χiγ5χNN
ON3 = χχNiγ5N ON4 = χiγ5χNiγ5N
ON5 = χγµχNγµN ON6 = χγµγ5χNγµN
ON7 = χγµχNγµγ5N ON8 = χγµγ5χNγµγ5N
ON9 = χσµνχNσµνN ON10 = χiσµνγ5χNσµνN
Table A.2: Nucleon relativistic couplings to dark matter [44].
we want in the Lagrangian are not quark/gluons or individual nucleons but the whole
target nuclei [44].
As an example of how this calculation works, for the first relativistic operator, Oq1,
we can start with the matrix element of the scalar quark,
〈N | qq |N〉 . (A.15)
Starting with the assumption of zero momentum transfer, the nucleon mass becomes
mN = 〈N |Θµµ |N〉 where Θµµ is given by
Θµµ =
∑
q
mqqq +
β(αs)
4αs
GaµνG
a
µν (A.16)
and is the trace of the QCD energy momentum tensor. The field strength tensor, Gaµν ,
is the equivalent of the QED Fµν for gluons. The next step is to integrate out the heavy
quarks. This gives a lowest order term that cancels an anomaly from the expansion of
β(αs) and leaves Θµµ as
Θµµ =
∑
q
mqqq − 9αs
8pi
GaµνG
a
µν . (A.17)
The gluon contribution to Θµµ can be written as linear combinations of the light quarks
by
−1
mN
9αs
8pi
〈N |GaµνGaµν |N〉 = 1−
∑
q=u,d,s
fNTq ≡ fNTG, (A.18)
where
fNTq ≡
〈N |mqqq |N〉
mN
(A.19)
is the light quark contribution to the nucleon mass [44].
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A scalar operator, S, such as ON1 , interacts with quarks as
LSq = S
∑
q
cqqq, (A.20)
where cq is the interaction coefficient. We also have the coupling of S to the gluons via
a quark loop; therefore we add
LSg = cg
Λ
αs
12pi
SGaµνG
a
µν . (A.21)
From this interaction Lagrangian, we see that the coupling between the scalar and the
gluons is generated at the loop level. The Λ in this equation is connected to the mass of
the particles in the loop. From here, the interaction between the scalar and the nucleon
can be written as
LSN = 〈N | LSq + LSg |N〉NN ≡ cNSNN, (A.22)
where N represents the nucleon field [44].
All of this gives an effective Lagrangian of the form
Leff =
10∑
k=1
∑
N=p,n
cNk ONk . (A.23)
The operators from this Lagrangian are listed in Table A.2. The coupling for the first
operator is
cN1,2 =
∑
q=u,d,s
cq1,2
mN
mq
fNTq +
2
27
fNTG
 ∑
q=c,b,t
cq1,2
mN
mq
− cg1,2mN
 . (A.24)
The quark scalar couplings, cq, are normally assumed to be proportional to the mass of
the quark, mq. This assumption comes from an interaction between dark matter and
quarks that is mediated by a Higgs-like particle that couples to the quark masses [44].
A.3 Relativistic Reduction
Using the effective dark matter interaction Lagrangian, the dark matter-nucleus ampli-
tude can by calculated by coherently adding all of the interaction amplitudes from each
individual nucleon in the nucleus. The bound state of the nucleons of a chosen target
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nucleus affect the interaction of the dark matter with the nucleus. This interaction is
expressed in a form factor function, as shown in Equations 4.6 and 4.7.
The matrix element for a given interaction is
out 〈χ,N | ONk |χ,N〉in . (A.25)
This matrix element can be expressed in terms of the non-relativistic operators. In
order to get to the non-relativistic limit, while still assuming fermionic dark matter, the
states in the matrix element can be expanded as the solution to the Dirac equation, the
Weyl spinor, in the non-relativistic limit. This is given by,
us(p) =
( √
pµσµξ
s√
pµσµξ
s
)
=
1√
2(p0 +m)
(
(pµσµ +m)ξ
s
(pµσµ +m)ξ
s
)
=
1√
4m
(
(2m− ~p · ~σ)ξs
(2m+ ~p · ~σ)ξs
)
+O(~p2).
(A.26)
The Weyl spinor is reduced through the approximation that pµ = (m, ~p) +O(~p2) in the
limit that the fermions are on-shell [44].
For operator, ON1 , this approximation gives, up to first order in three-momenta,
u(p′)u(p) ≈ 2m. (A.27)
Contracting the fermionic dark matter and nucleon bilinears with the matrix elements
of ONk gives 〈ON1 〉 = 〈ON5 〉 = 4mχmNONR1 . (A.28)
Operators ON1 and ON5 both lead to ONR1 ; therefore, direct detection experiments will
not be able to distinguish between these relativistic operators. Also, if dark matter
interacts via both scalar and vector exchange with quarks, strong cancellations or en-
hancements can happen between these operators for the scattering cross-section because
of the quantum interference [44]. From here, the nuclear interactions are calculated as
discussed previously.
Appendix B
Choice of Prior Probability
Distributions for CDMSlite Run
2
Note: This chapter will be published in Agnese et al. [146].
In order to include each parameter describing an EFT operator in the likelihood
calculation, the prior probability distribution of each parameter must be determined.
For WIMP mass, there are two viable options for prior probability distributions. The
first, a flat prior, is given by the equation
Pr(mχ) =
{
1
mmax
, 0 ≤ mχ ≤ mmax
0, otherwise
, (B.1)
where mmax = 25 GeV. The second is a flat-log prior with a lower bound of mmin = 0.1
GeV and is given by
Pr(logmχ) =
{
1
log(mmax)−log(mmin) , mmin ≤ mχ ≤ mmax
0, otherwise
. (B.2)
Similarly, there are two possible prior probability distribution choices. The flat prior
is given by
Pr(Ai) =
{
1
Ai,max−Ai,min , Ai,min ≤ Ai ≤ Ai,max
0, otherwise
, (B.3)
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and the flat-log prior is given by
Pr(logAi) =
{
1
log(Ai,max)−log(Ai,min) , Ai,min ≤ Ai ≤ Ai,max
0, otherwise
, (B.4)
where Ai,max and Ai,min were chosen for each operator to span roughly 13 orders of
magnitude around a low number of expected events that still allows for the detected
spectrum to be a WIMP signal. In this way, the size of the parameter space for different
operators is the same, which simplifies the comparisons of Bayesian evidences. Because
the amplitude is calculated over such a large number of decades, the flat prior cannot
sample the full likelihood in a meaningful way. Therefore, in order to compare the flat
prior with the flat-log prior, the limits (Ai,max and Ai,min) were modified to cover only
two orders of magnitude around the around the 2σ confidence contour for the posterior
distribution.
Using these sets of prior probability distributions results in four possible combina-
tions of priors:
• Prior 1: flat mχ and flat log(Ai)
• Prior 2: flat mχ and flat Ai
• Prior 3: flat log(mχ) and flat log(Ai)
• Prior 4: flat log(mχ) and flat Ai
Prior 1 matches the priors chosen for the main analysis. Figure B.1 compares the
resulting 2σ contours on coupling-coefficient amplitude and WIMP mass for each EFT
operator from the likelihoods calculated using each prior choice. For each operator, the
2σ contours calculated for each prior combination agree to within a factor of 1 to ∼ 2.5.
There are some sampling issues visible in Prior 3 and Prior 4. The flat-log prior for
mass does not sample the high mass regions well. When the flat amplitude prior, which
does not sample the low amplitude regions well, is combined with the flat-log mass
(Prior 4), this can cause entire regions along the 2σ contour to be poorly sampled. This
is most visible in Operator 10. Both Priors 3 and 4 show extra wiggles in the contour
that are not visible in Priors 1 and 2. When comparing the upper limits for all four prior
combinations, the ability to sample the region of interest well becomes more important.
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(a) Operator 1 (b) Operator 3 (c) Operator 4
(d) Operator 5 (e) Operator 6 (f) Operator 7
(g) Operator 8 (h) Operator 9 (i) Operator 10
(j) Operator 11
Figure B.1: Comparison of 2σ contours on the coupling-coefficient amplitude and WIMP
mass using each prior combination for each EFT operator. Prior 1 is shown in blue,
Prior 2 in orange, Prior 3 in yellow, and Prior 4 in purple.
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Therefore, Prior 1 was chosen as the best prior probability distribution combination
choice for the analysis.
