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Abstract
Consider the nonlinear scalar di+erential equations
1
p(t)
(p(t)y′(t))′ + sign(1− )q(t)f(t; y(t); p(t)y′(t)) = 0;
where ¿ 0;  =1; p and q are “singular” at t=0; 1 and f∈C((0; 1)×R+×R−;R−), associated to boundary
conditions

y(0) +  lim
t→0+
p(t)y′(t) = 0; 
¿ 0;
lim
t→1−
p(t)y′(t) =  lim
t→0+
p(t)y′(t):
Existence of a monotone positive solutions of this BVP are given, with their slope a priori bounded, under
superlinear or sublinear growth in f: The approach is based on the analysis of the corresponding vector 7eld
on the face-plane and the well-known shooting technique. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 34B16; 34B18; 34B5
Keywords: Singular boundary value problems; Positive monotone solution; Vector 7eld; Sublinear; Superlinear; Vector
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1. Introduction
Singular boundary value problem of the form
y′′ + q(t)y− = h(t); 0¡t¡ 1; (¿ 0);
y(0) = a and y(1) = b or y′(1) = c or 1y′(1) + 1y(1) = 
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appears in the study of many physical models. For example the above equation is known as the gen-
eralized Emden–Fowler equation with negative exponent and arises frequently in applied mathematics
(see [9] and the references cited therein). Also the electrical potential in an atom is determining by
the singular equation
y′′ = t−1=2y3=2
associated to certain boundary conditions.
Among others, in the book of O’Regan [14] and in a recent paper of author and Ntouyas [13],
the study has been extended to the more general Sturm–Liouville boundary value problem
1
p(t)
(p(t)y′(t))′ + q(t)f(t; y(t); p(t)y′(t)) = 0; 0¡t¡ 1;
−y(0) +  lim
t→0+p(t)y
′(t) = 0; ¿ 0; ¿ 0;

y(1) +  lim
t→1−p(t)y
′(t) = 0; 
¿ 0; ¿ 0 and 
2 + 2¿ 0;
and the nonlinear function f may be singular at the point y=0 and t=0 or 1. Similarly in another
recent paper of Agarwal and O’Regan [2], the singular boundary value problems
y′′ + q(t)f(t; y); 0¡t¡ 1;
y(0) = 0 = y(1)
or
y(0) = 0 and 2y′(1)− (1 + v)y(1) = 0; −1¡v¡ 1
have been discussed, mainly by using the upper and lower solutions method.
An increasing interest has been recently observed in investigating the existence of positive solutions
of boundary value problems. This interest comes from situations involving nonlinear elliptic problems
in annular regions; see, e.g. [7,8,10] or [12]. But this is not the origin. Krasnoselskii [11] already in
1964 published his book on positive solutions of abstract operator equations, where (among others)
several 7xed point methods were also developed.
In a recent paper Karakostas and Tsamatos [10], by means of the Leggett–Williams Fixed Point
Theorem to cones in ordered Banach spaces, studied existence of the BVPs
x′′ + sign(1− )q(t)f(x; x′)x′ = 0; a:e: on [0; 1]; (1.1)
x(0) = 0; x′(1) = x′(0) (1.2)
or
x(1) = 0; x′(1) = x′(0); (1.3)
where ¿ 0 with  =1. They assumed that the function f(u; v) is continuous for uv =0 and some of
its limit values at the origin and at in7nity (which corresponds to sublinear or superlinear concept)
exist uniformly.
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In [5], Erbe and Tang studied the Sturm–Liouville boundary value problems (BVP)
x′′(t) =−f(t; x(t));
x(0)− x′(0) = 0;

x(1) + x′(1) = 0;
where the constants ; ; 
; ¿ 0: In [6], Erbe and Wang by using Green’s functions and Krasnosel-
skii’s 7xed point theorem in cones proved existence of a positive solution of same BVP, mainly
under the assumptions:
f0:= lim
x→0+ max06t61
f(t; x)
x
= 0;
f∞:= lim
x→+∞ min06t61
f(t; x)
x
=+∞;
i.e. f is superlinear at both ends points x = 0 and ∞ or
f0:= lim
x→0+ min06t61
f(t; x)
x
=+∞;
f∞:= lim
x→+∞ max06t61
f(t; x)
x
= 0:
i.e. f is sublinear at both x = 0 and ∞ and :=
+ 
+ ¿ 0.
Here motivated mainly by the works [4,6,15] and especially from [10] and [12], we prove existence
of positive solutions for the boundary value problems
1
p(t)
(p(t)y′(t))′ + sign(1− )q(t)f(t; y(t); p(t)y′(t)) = 0; (E)

y(0) +  lim
t→0+p(t)y
′(t) = 0; 
¿ 0;
lim
t→1−p(t)y
′(t) =  lim
t→0+p(t)y
′(t); (C)
where we assume that p¿ 0; q¿ 0 on (0; 1); f∈C((0; 1)× R+ × R−;R−) and
f(t; y; py′)¡ 0 for all t ∈ [0; 1]; y¿ 0 and py′¡ 0; (A1)
p∈C[0; 1] ∩ C1(0; 1) and max{1; }
∫ 1
0
1
p(s)
ds6



and (A3)
q∈C(0; 1) and
∫ 1
0
p(x)q(x) dx¡∞: (A4)
We give now the next concept-assumptions:
f0; 0:= lim
(y;py′)→(0+; 0−)
min
06t61
f(t; y; py′)
py′
= 0;
f+∞;−∞:= lim
(y; py′)→(+∞;−∞)
max
06t61
f(t; y; py′)
py′
=−∞: (A.2∗)
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i.e. f is superlinear at both ends points (0; 0) and (+∞;−∞). Similarly
f0; 0:= lim
(y; py′)→(0+; 0−)
max
06t61
f(t; y; py′)
py′
=−∞;
f+∞;−∞:= lim
(y; py′)→(+∞;−∞)
min
06t61
f(t; y; py′)
py′
= 0: (A.2∗)
i.e. f is sublinear at both (0; 0) and (+∞;−∞).
Furthermore
f0;0:= lim
(y;py′)→(0+;0−)
min
06t61
f(t; y; py′)
py′
= 0
and
f∞:= lim
py′→−∞; max06t61
f(t; y; py′)
py′
=−∞; uniformly for all y¿ 0: (A.2∗u)
i.e. f is uniformly superlinear at (0; 0) and −∞, or
f0;0:= lim
(y;py′)→(0+; 0−)
max
06t61
f(t; y; py′)
py′
=−∞
and
f∞:= lim
py′→−∞; min06t61
f(t; y; py′)
py′
= 0; uniformly for all y¿ 0: (A.2u∗)
i.e. f is uniformly sublinear at (0; 0) and −∞.
Remark 1.1. We notice here that the di+erential equation (E) de7nes a vector 7eld; the properties
of which will be crucial for our study. More speci7cally; let us look at the (y; py′) face semi-plane
(y¿ 0): By the sign condition on f (see assumption (A1) we immediately see that (py′)′¡ 0 for
the case a¿ 1 and (py′)′¿ 0 for the case 0¡a¡ 1. Thus any trajectory (y(t); p(t)y′(t)); t¿ 0;
emanating from the semi-line
E0:={(y; py′): 
y + py′ = 0; y¿ 0}
“trends” in a natural way toward the (negative) py′-semi-axis. Lastly; by setting a certain growth
rate on f (say superlinearity) we can control the vector 7eld; so that some trajectory satis7es the
given boundary condition
lim
t→1−p(t)y
′(t) =  lim
t→0+p(t)y
′(t);
at the time t = 1. These properties will be referred as “The nature of the vector 0eld ” throughout
the rest of paper.
So the technique presented here is di+erent to that given in the above mentioned papers [3,5] or
[6] but it is close related with [13] or [15]. Actually, we relay on the above “nature of the vector
7eld” and on the simple shooting method.
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Finally, we refer for completeness a global existence result. Consider the di+erential equation (E)
associated to an initial constrain of the form
(y(0); lim
t→0+p(t)y
′(t)) = (y0; y′0)∈E∗0 ;
where E∗0 is any compact subset of E0: Then (see [13]), by an application of the Schauder 7xed
point theorem, we easily get a solution y∈X(P); P ∈E∗0 , i.e. any y∈X(P) is de7ned over the
entire interval [0; 1].
Theorem 1.2. Suppose that assumptions (A1); (A2) and (A4) are ful0lled and further that there
is a constant M ¿ 0 such that
‖f(t; u; v)‖6M; 06 t6 1; (u; v)∈R2:
Then the equation (E) has a global solution y = y(t); 06 t6 1 with
y(0) = y0 and lim
t→0+p(t)y
′(t) = y′0;
where P = (y0; y′0)∈E∗0 is an arbitrary initial point.
2. Main results
In view of singularity of the function f(t; y; py′); at y= 0 we shall de7ne 7rst a modi7cation F
of it, in order to be able to apply the previous existence Theorem 1.2. To be speci7c let 0¡¡ 1.
By the superlinearity of f(t; y(t); p(t)y′(t)) at py′ = 0 (see condition (A:2∗)), for any 0¡ ∗¡
(1− )(∫ 10 p(x)q(x) dx)−1 there is an !∗¡ 0 such that
!∗6py′¡ 0 and 0¡y6− !
∗


⇒ 0¿ min
06t61
f(t; y; py′)¿  ∗py′
and for any K∗¿ 0 there exists H ∗¡ 0 such that
max
06t61
f(t; y; py′)¡K∗py′; for y¿H ∗
[
−


+
∫ 1
0
ds
p(s)
]
and py′6 H ∗:
Consider now the rectangle
D:=
[
H ∗
(
−


+
∫ 1
0
ds
p(s)
)
;
H ∗


]
× [H ∗; !∗]
and de7ne a bounded continuous modi7cation F of f such that
F(t; y; py′) = f(t; y; pty′); (t; y; py′)∈ [0; 1]× D:
Finally consider the BVP
1
p(t)
(p(t)y′(t))′ + sign(1− )q(t)F(t; y(t); p(t)y′(t)) = 0; (E∗)

x(0) +  lim
t→0+p(t)y
′(t) = 0;
lim
t→1−p(t)y
′(t) =  lim
t→0+p(t)y
′(t): (C)
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Theorem 2.1. Assume (A:1); (A:3) and (A:4) hold. Then the boundary value problem (E)–(C) has
a positive decreasing solution provided that the function f is sublinear (see (A:2∗)) or superlinear
(see (A:2∗)).
Furthermore there exist 0¡!¡H such that for any such solution
l(t)6y(t)6L(t); 06 t6 1:
where
l(t) :=H
(
−


−
∫ t
0
ds
p(s)
)
and L(t):=− H


; 06 t6 1:
Proof. (a) To begin let us study 7rst the case 0¡¡ 1: Then equation (E∗) becomes
1
p(t)
(p(t)y′(t))′ + q(t)F(t; y(t); p(t)y′(t)) = 0: (2.1)
(1) Superlinear case. By the superlinearity of f(t; y(t); p(t)y′(t)) at py′=0, for any  ¿ 0 there
is an !¡ 0 such that
!6py′¡ 0 and 0¡y6− !


⇒ min
06t61
f(t; y; py′)¿  py′: (2.2)
Choose any positive number  with
 ∗6  ¡
1− ∫ 1
0 p(x)q(x) dx
: (2.3)
We shall show that for any solution y∈X(P0); P0 = (y0; y′0)∈E0 of (2.1) with y′0 = !¿ !∗; we
have
!6p(t)y′(t)¡!¡ 0; 06 t ¡ 1: (2.4)
Indeed in view of the assumption (A1), let us assume that there exists t∗ ∈ (0; 1) such that
!6p(t)y′(t)¡!; 06 t ¡ t∗ and p(t∗)y′(t∗) = !: (2.5)
Then y(t) is clearly decreasing on [0; t∗] and
−!


¿ y(t)¿y(t∗) = y(0) +
∫ t∗
0
y′(s) ds= y(0) +
∫ t∗
0
1
p(s)
[p(s)y′(s)] ds
¿ y(0) + !
∫ 1
0
ds
p(s)
=−!


+ !
∫ 1
0
ds
p(s)
; t ∈ [0; t∗]:
Then by the Taylor’s formula, assumption (A.1), (2.2) and (2.5), we get
! = p(t∗)y′(t∗) = y′0 − t∗
∫ 1
0
p(t∗x)q(t∗x)f(t∗x; y(t∗x); p(t∗x)y′(t∗x)) dx
6 !−  p(t∗x)y′(t∗x)
∫ 1
0
p(x)q(x) dx6 !−  !
∫ 1
0
p(x)q(x) dx:
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Consequently we obtain (recall that !¡ 0)
 ¿ (1− )
[∫ 1
0
p(x)q(x) dx
]−1
contrary to the choice of  in (2.3). Consequently by (2.4), we get that for any P0 := (y0; y′0)∈E0
with y′0 = !,
lim
t→1−p(t)y
′(t)−  lim
t→0+p(t)y
′(t)6 0: (2.6)
Furthermore it is clear that such a solution y is decreasing and positive. We now provide the
semi-line
E0:={(y; py′): 
y + py′ = 0; y¿ 0}
with the natural order i.e. P1 = (x1; y1)6 (x2; y2) = P2 if x16 x2 and y1¿y2 and let
P∗1 :=sup
{
P ∈E0: P¿P0; any y∈X(P) is positive and
limt→1− p(t)y′(t)−  limt→0+ p(t)y′(t)¡ 0:
}
(2.7)
We shall prove that P∗1 ¡∞: Let us not. Then (see (A:2∗)), since f+∞;−∞ =−∞ for any K with
K∗¿K ¿ (1− )( ∫ 10 p(x)q(x) dx)−1 there exists H ∈ [H ∗; 0) such that
max
06t61
f(t; y; py′)¡Kpy′; for y¿H
[
−


+
∫ 1
0
ds
p(s)
]
and py′6 H: (2.8)
Consider the point P1 := (y1; y′1)∈E0 with y′1=H and let y∈X(P1) be any solution of di+erential
equation (E∗) starting at the point P1. By the assumption (A1) (i.e. the nature of the vector 7eld,
see Remark 1.1) it is obvious that p(t)y′(t)¿H for all t in a suOciently small neighborhood [0; t0]
of t = 0.
We shall prove that there is t∗ ∈ [t0; 1] such that
H6p(t)y′(t)¡H; 06 t ¡ t∗ and p(t∗)y′(t∗) = H: (2.9)
Since P∗1 =∞, obviously
p(t)y′(t)6 0; t ∈ (0; 1) (2.10)
for any y∈X(P1); (P1 = (−(=
)H;H)). Furthermore
H
[
−


+
∫ 1
0
ds
p(s)
]
6y(t)6− 


H: (2.11)
Indeed
y(1) = y(0) +
∫ 1
0
y′(s) ds= y(0) +
∫ 1
0
1
p(s)
[p(s)y′(s)] ds
¿ y(0) + H
∫ 1
0
ds
p(s)
¿− H


+ H
∫ 1
0
ds
p(s)
:
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Supposing now the opposite of (2.9), i.e. p(t)y′(t)¡H for any t ∈ [0; 1) and since P1 ∈E0, by
the Taylor’s formula we get
H ¿p(t)y′(t) = y′1 − t
∫ 1
0
p(tx)q(tx)f(tx; y(tx); p(tx)y′(tx)) dx
and thus∫ 1
0
p(tx)q(tx)f(tx; y(tx); p(tx)y′(tx)) dx¿ (1− )H: (2.12)
Since p(t)y′(t)¡H , t ∈ [0; 1) in view of (2.11), (2.8) yields
f(tx; y(tx); p(tx)y′(tx))6 max
06t61
f(tx; y(tx); p(tx)y′(tx))
6Kp(tx)y′(tx)6KH
and so by (2.12), we obtain
(1− )H ¡KH
∫ 1
0
p(x)q(x) dx
contrary to the choice
K ¿ (1− )
(

∫ 1
0
p(x)q(x) dx
)−1
:
So we conclude that for any P1 := (y1; y′1)∈E0 with y′1 = H ,
lim
t→1−p(t)y
′(t)−  lim
t→0+p(t)y
′(t)¿ 0: (2.13)
Consequently the point P∗1 ∈E0 de7ned in (2.7) is not the in7nity and hence by its de7nition, there
is a solution y∈X(P∗1 ) such that
lim
t→1−p(t)y
′(t)−  lim
t→0+p(t)y
′(t) = 0:
Moreover we notice once again that by the nature of the vector 7eld, y is strictly decreasing and
positive on [0; 1] and satis7es the estimation (2.11) and further
H6p(t)y′(t)6 !; t ∈ (0; 1) (2.14)
and so by the de7nition of the modi7cation F , y is a solution of the original equation (E).
(2) Sublinear case. Since now f+∞;−∞ = 0 (see (A:2∗), for all
 ¡
1− ∫ 1
0 p(x)q(x) dx
there exists H ¿ 0 such that
 py′6 min
06t61
f(t; y; py′)¡ 0 for y¿H
[
−


+
∫ 1
0
p(x) dx
]
; py′6 H: (2.15)
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Let us consider a point P0:=(y0; y′0)∈E0 with y′0 = H: We will prove 7rst that for any solution
x∈X(P0)
H6p(t)y′(t)¡H; 06 t ¡ 1: (2.16)
Let us suppose that is not the case and hence there is t ∈ (0; 1) such that
H6p(s)y′(s)¡H; 06 s¡ t and p(t)y′(t) = H:
Then by the Taylor’s formula and (2.15) we get
H = p(t)y′(t) = y′0 − t
∫ 1
0
p(tx)q(tx)f(tx; y(tx); p(tx)y′(tx)) dx
6H −  
∫ 1
0
p(tx)q(tx)[p(tx)y′(tx)] ds6H −  H
∫ 1
0
p(s)q(s) ds
and hence (recall that H ¡ 0) the contradiction
 ¿
1− ∫ 1
0 p(s)q(s) ds
:
Consequently by (2.16), we obtain
lim
t→1−p(t)y
′(t)−  lim
t→0+p(t)y
′(t)¡ 0; P0:=(y0; y′0)∈E0 with y′0 = H:
Let now de7ne
P∗1 :=inf
{
P ∈E0: P6P0; any y∈X(P) is positive and
limt→1− p(t)y′(t)−  limt→0+ p(t)y′(t)¡ 0:
}
We shall prove that P∗1 ¿ 0: Since f0;0 = −∞, for any K ¿ (1 − )(
∫ 1
0 p(x)q(x) dx)
−1 there
exists !¡ 0 such that
max
06t61
f(t; y; py′)¡Kpy′ for 06y6− !


and 0¡py′¡!:
Consider the point P1:=(y1; y′1)∈E0 with y′1=! and let y∈X(P1) be any solution of equation (E∗).
If P∗1 = 0, it follows that
p(t∗)y′(t∗)¡! and y(t)6− !


; 06 t ¡ 1:
Thus as above, by Taylor’s formula,
!¿p(t)y′(t) = y′1 − t
∫ 1
0
p(tx)q(tx)f(tx; y(tx); p(tx)y′(tx)) dx
¿ !− K
∫ 1
0
p(tx)q(tx)[p(tx)y′(tx)] ds¿ !− K!
∫ 1
0
p(s)q(s) ds
and so we obtain the contradiction K ¡ (1−)[ ∫ 10 p(s)q(s) ds]−1: Consequently P∗1 ¿ 0 and further
there exists a solution y∈X(P∗1 ) such that
lim
t→1−p(t)y
′(t)−  lim
t→0+p(t)y
′(t) = 0:
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(b) In the sequel we study the case ¿ 1. Then equation (E∗) becomes
1
p(t)
(p(t)y′(t))′ = q(t)F(t; y(t); p(t)y′(t)); (2.17)
where F is a suitable modi7cation of f, similar with the one given above.
(1) Superlinear case. By the assumption f0;0 = 0 (superlinearity of f) at (0; 0), for any  ¿ 0
there is an !¡ 0 such that
!6py′¡ 0 and 0¡y6− !


⇒  py′6 min
06t61
f(t; y; py′)¡ 0: (2.18)
Considering any positive number  with
 ∗6  ¡
− 1

∫ 1
0 p(x)q(x) dx
(2.19)
and y∈X(P0), P0 = (y0; y′0)∈E0 with y′0 = !¿ !∗; we have
!¡p(t)y′(t)6 !; 06 t ¡ 1: (2.20)
Indeed in view of Remark 1.1, let us assume that there exists t ∈ (0; 1) such that
!6p(s)y′(s)¡!; 06 s¡ t and p(t)y′(t) = !: (2.21)
Then y(t) is clearly decreasing on [0; t] and
−!


¿ y(s)¿y(t) = y(0) +
∫ t
0
y′(s) ds= y(0) +
∫ t
0
1
p(s)
[p(s)y′(s)] ds
¿ y(0) + !
∫ 1
0
ds
p(s)
=−!


+ !
∫ 1
0
ds
p(s)
¿ 0; s∈ [0; t]:
Then by the Taylor’s formula and assumption (A.1), we get by (2.18) and (2.21)
! = p(t)y′(t) = y′0 + t
∫ 1
0
p(tx)q(tx)f(tx; y(tx); p(tx)y′(tx)) dx
¿ !+  p(tx)y′(tx)
∫ 1
0
p(x)q(x) dx¿ !+  !
∫ 1
0
p(x)q(x) dx:
Consequently we obtain
 ¿
(− 1)

[∫ 1
0
p(x)q(x) dx
]−1
contrary to the choice of  in (2.19). Consequently by (2.20), we get
lim
t→1−p(t)y
′(t)−  lim
t→0+p(t)y
′(t)¿ 0; P0 := (y0; y′0)∈E0 with y′0 = !:
Let us set once again
P∗1 :=sup
{
P ∈E0: P¿P0; any y∈X(P) is positive and
limt→1− p(t)y′(t)−  limt→0+ p(t)y′(t)¿ 0:
}
(2.22)
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Since f+∞;−∞=−∞, for any K with K∗¿K ¿ (−1)(
∫ 1
0 p(x)q(x) dx)
−1 there exists H ∈ [H ∗; 0)
such that
max
06t61
f(t; y; py′)¡Kpy′ for y¿H
[
−


+ 
∫ 1
0
ds
p(s)
]
and py′6H: (2.23)
Consider the point P1:=(y1; y′1)∈E0 with y′1 =H and let y∈X(P1) be any solution of di+erential
equation (2.17). If P∗1 =∞, by (2.22) we have
H¿p(t)y′(t)¿H; t ∈ [0; 1) (2.24)
for any y∈X(P1) and furthermore
H
[
−


+ 
∫ 1
0
ds
p(s)
]
6y(t)6− 


H: (2.25)
Now by the Taylor’s formula,
H ¡p(t)y′(t) = y′1 + t
∫ 1
0
p(tx)q(tx)f(tx; y(tx); p(tx)y′(tx)) dx
and so∫ 1
0
p(tx)q(tx)f(tx; y(tx); p(tx)y′(tx)) dx¿ (− 1)H: (2.26)
Thus by (2.23) and (2.25) we obtain
f(tx; y(tx); p(tx)y′(tx))6 max
06t61
f(tx; y(tx); p(tx)y′(tx))
6Kp(tx)y′(tx)6KH
and so by (2.26)
(− 1)H6KH
∫ 1
0
p(x)q(x) dx
contrary to the choice
K ¿ (− 1)
(∫ 1
0
p(x)q(x) dx
)−1
:
Consequently the point P∗1 ∈E0, which yields a solution y∈X(P∗1 ) such that
lim
t→1−p(t)y
′(t)−  lim
t→0+p(t)y
′(t) = 0:
Moreover we notice once again that y is strictly decreasing and positive on [0; 1) satis7es the
estimation (2.25) and further
H6p(t)y′(t)6 !; t ∈ (0; 1)
and so by the de7nition of the modi7cation F , y is a solution of the original equation (E).
(2) Sublinear case. Since now f+∞;−∞ = 0, for all
 ¡
− 1

∫ 1
0 p(x)q(x) dx
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there exists H ¡ 0 such that
 py′6 min
06t61
f(t; y; py′)¡ 0 for y¿H
[
−


+ 
∫ 1
0
ds
p(s)
]
; py′6H:
Let us consider a point P1:=(y1; y′1)∈E0 with y′1 = H . Then for any x∈X(P1),
H ¡p(t)y′(t)6H; 06 t ¡ 1: (2.27)
Let us suppose that is not the case i.e. there is t ∈ (0; 1) such that
H ¡p(s)y′(s)6H; 06 s¡ t and p(t)y′(t) = H:
But then we get
H = p(t)y′(t) = y′1 + t
∫ 1
0
p(tx)q(tx)f(tx; y(tx); p(tx)y′(tx)) dx
¿H +  
∫ 1
0
p(tx)q(tx)[p(tx)y′(tx)] ds¿H +  H
∫ 1
0
p(s)q(s) ds
and hence the contradiction
 ¿ (− 1)
(

∫ 1
0
p(s)q(s) ds
)−1
:
Consequently (2.27) implies
lim
t→1−p(t)y
′(t)−  lim
t→0+p(t)y
′(t)¿ 0; P1:=(y1; y′1)∈E0 with y′1 = H:
Let 7nally de7ne
P∗0 :=inf
{
P ∈E0: P6P1; any y∈X(P) is positive and
limt→1− p(t)y′(t)−  limt→0+ p(t)y′(t)¿ 0:
}
Since f0;0 =−∞, for any K ¿ (− 1)(
∫ 1
0 p(x)q(x) dx)
−1 there exists !¿ 0 such that
max
06t61
f(t; y; py′)¡Kpy′ for y6 !
[
−


+ 
∫ 1
0
p(x)q(x) dx
]
; py′¿ !:
Let y∈X(P0); P0:=(y0; y′0)∈E0 with y′0 = !. If P∗0 = 0, then
!¿p(t)y′(t)¿! and y(t)6 !
[
−


+ 
∫ 1
0
p(x)q(x) dx
]
; 06 t ¡ 1:
But then as above, by Taylor’s formula,
!¡p(t)y′(t) = y′0 + t
∫ 1
0
p(tx)q(tx)f(tx; y(tx); p(tx)y′(tx)) dx
6 !+ K
∫ 1
0
p(tx)q(tx)[p(tx)y′(tx)] ds6 !+ K!
∫ 1
0
p(s)q(s) ds
and so the obtaining contradiction K ¡ (−1)[ ∫ 10 p(s)q(s) ds]−1 yields P∗0 ¿ 0 and further a solution
y∈X(P∗0 ) such that
lim
t→1−p(t)y
′(t)−  lim
t→0+p(t)y
′(t) = 0:
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Theorem 2.2. Assume (A:1); (A:3) and (A:4) hold. Then the boundary value problem (E)–(C) has
a positive decreasing solution provided that the function f is uniformly sublinear or uniformly
superlinear. Furthermore there exist 0¡!¡H such that for any such solution
l(t)6y(t)6L(t); 06 t6 1:
Proof. In view of the concepts of uniform sublinearity (see (A:2u∗) or superlinearity (see (A2∗u) of
f; the proof is similar with that of previous Theorem 2.1; under the obvious modi7cations.
Remark 2.3. Considering now the boundary value problem
1
p(t)
(p(t)y′(t))′ − sign(1− )q(t)f(t; y(t); p(t)y′(t)) = 0;

y(0) +  lim
t→0+p(t)y
′(t) = 0;
lim
t→1−p(t)y
′(t) =  lim
t→0+p(t)y
′(t)
and following the previous thoughts; we can easily conclude that under the same assumptions; this
BVP does not accept any positive solution. This result follows; because for both the cases 0¡¡ 1
or ¿ 1; the monotonicity of p(t)y′(t); y∈X(E0) is not compatible with the second of the boundary
conditions.
Example 2.4. Consider the di+erential equation [1]
y′′ =−(y−m + 1)(1 + (−y′)r); 0¡t¡ 1
with 0¡m¡ 1; 0¡r¡ 1; subject to boundary value problem

y(0) +  lim
t→0+p(t)y
′(t) = 0;
lim
t→1−p(t)y
′(t) =  lim
t→0+p(t)y
′(t):
Then the function f(y; y′):= (y−m+1)(1+(−y′)r) is clearly sublinear at both the points (0; 0) and
(+∞;−∞). So an application of our Theorem 2.1; guarantee that the above BVP accepts a positive
decreasing solution; for any 0¡¡ 1.
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