The purpose of this paper is to consider a higher-order approximate procedure for the Neumann problem in an approximate domain, using isoparametric finite elements. This forces us to change slightly the data functions to gtiarantee the solvability of the determinate linear system. We shall stud\ some kinds of errors, which are caused by the selection of the basis functions (approximation errors), by the change in domain, by the approximation of data functions and b\ the change of data functions for the solvability. Errors caused by the selection of die basis functions are, of course, inevitable. Tt is desirable that errors due to other reasons mentioned above do not destroy the order of accuracy which the basis functions could achieve. In this sense, it appears to be reasonable to expect that, when the boundary P is curved, the optimal order of accuracy can be achie\ ed by the use of isoparametric technique. Also, we may apply the lumping technique to the body force term/, which may simplify
the computation of the inner product including it. Our main conclusion is that the scheme using the isoparametric elements guarantees the optimal order of accuracy in .ff-norrn, and that it may not be destroyed by the introduction of a class of lumping operators, //-estimates are also obtained using Nitsche's trick [2] . Our results can be extended also to the Dirichlet problem straightforwards.
Strang and Fix [8] have discussed the error due to the change in domain for the equation -J^ + ^=/*with the Neumann condition, in which there is no problem on the solvability of approximate equations. With regards to the Dirichlet problem, Ciarlet and Raviart [4] , Nitsche [3] , and Strang and Verger [7] have investigated the effects of approximate boundary conditions. Numerical integrations, which may produce errors of different type, are also taken into account in [4] . Aubin [10] has discussed external approximations from the theoretical standpoint. The lumping operator in this paper may also be considered as one of them.
In § 2, we introduce the problem. In § 3, we obtain general error estimates for approximate solutions with a lumping operator in an approximate domain. In § 4, after the isoparametric finite element procedure and the relevant lumping operator are described in detail, the convergence orders are obtained in terms of the maximum side-length of the triangles.
Although the isoparametric finite elements we treat here are of Lagrangean type only, it may be clear that we can extend the results to the case of elements of Hermitian type. In the last section, we show some examples. For the results of the numerical experiments of these examples, readers are referred to [12] . § 2 0 Preliminaries
The problem we consider is
where S is a bounded domain in R z and F is its boundary. We assume that F is sufficiently smooth and that it is expressed as (2-2) r We define two linear mappings P and Q from C(ft) into 5 (ft) and T(ft), respectively, P: C(ft) ->5(ft) such that Theorem 3.
We assume that F h is a natural approximation oj F in the sense of Remark 2.4. Further, -we assume (2-3), (2-4) and (2-5) for S(Q h }, and (2-6) and (2-7) for T(S h ). Then, ihe system
(3-6) and (3-7) has a unique solution u in S($ fl ) 7 and
fifrz/t <U ivhere n h refers to ihe outer normal to F h ,
For the proof of Theorem 3.1, the following lemma is used.
such that Here, the last inequality follows from the fact that u\ A is equivalent to the usual norm of the quotient space Jf 1 (J2)/P 0 , where P 0 is the set of all the constant functions. (See [11] .)
Proof of Theorem 3,1.
(3-6) forms A/j linear equations,
Summing up these jVi equations, we obtain a trivial relation
from (2-5), (2-7) and (3) (4) (5) . Therefore, the system (3-6) and (3-7) is not overdetermined. Suppose that there exists a nontrivial solution
These conclude ^^0 by Lemma 3.1, which is a contradiction. This shows that the system (3-6) and (3-7) is solvable for any data/ 4 and Q A and that it has a unique solution in
Let us prove (3) (4) (5) (6) (7) (8) . First, (3-13) P-»kB y Lemma 3.1, we have
Each term of the right-hand side is estimated as follows:
Combining (3-13) ^^(3-16) and the trivial inequality (3-17) ll« we obtain (3) (4) (5) (6) (7) (8) . This completes the proof.
Let us estimate \\u -w||o.0 A , using Nitsche's trick. Let e be u -u be a smooth extension of e such that Proof, From (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) and (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) , \ve obtain The third case is:
Then (5-3) is valid from (4-12') and (4-13'). Taking J? 0 equal to P 0 of Example 5.1, and Hj being the same as the
