ABSTRACT Person re-identification (re-ID) is an important and challenging topic in video surveillance and public security. Re-ID aims to retrieve persons from different cameras. Despite the developments in recent years, re-ID still faces many challenges due to different camera views, changeable person posture, complex background, and occlusion. To exploit more discriminative image similarity descriptor, we propose a novel method in this paper. First, we design a body partition extraction network to extract three body regions with efficient alignment. Second, we propose a multi-stream contribution framework to fuse feature distance with different contributions and generate the final image similarity descriptor. In addition, we combine re-ID and semantic segmentation. A mask feature is introduced to the proposed framework and we design a contribution feedback module to generate contribution coefficients dynamically. Third, in order to improve re-ID performance, we propose a fragment learning method to optimize the contribution feedback module. Fourth and last, we propose a k-distribution re-ranking strategy to further improve performance. Our method achieves competitive results on two popular datasets, CUHK03, and Market1501, with rank-1 accuracy of 93.5% and 85.7%. The proposed re-ranking method achieves 2.3% and 2.8% performance boost. The data demonstrate the effectiveness of the proposed multi-stream contribution framework and the k-distribution re-ranking strategy.
I. INTRODUCTION
Person re-ID aims to retrieve persons from a large gallery set captured by different cameras. This work has gained more attention recently because of its extensive applications in video intelligent surveillance, multimedia, and public security. Despite years of developments, many challenges still remain such as complex environment, different camera views, changeable person posture, and occlusion.
In order to solve the abovementioned problems, studies focus on two branches: representation learning and metric learning. Representation learning aims to extract representation feature from the original image. It considers re-ID The associate editor coordinating the review of this manuscript and approving it for publication was Weiping Ding. as classification or verification work. Metric learning aims to learn the similarity between two images, and utilize the similarity to match images.
Deep learning, especially the rapid development of convolutional neural network (CNN), has made new achievements possible. Most re-ID work based on deep learning concentrates on extracting the global feature from the whole image [1] , [2] . However, it ignores important detail features. Newer research attempt to divide images into small regions to learn local features [3] , [4] . However, many problems remain for re-ID as shown in Fig. 1 . Fig. 1(a) shows that misalignment between body regions increases the difficulty. Fig. 1(b) illustrates the negative influence from occlusion. Fig. 1(c) shows similar appearance of different persons. It will be difficult to distinguish them based on the global feature. To learn a more discriminative image similarity descriptor to reduce the negative influence from these challenges, we propose a novel method in this paper. Firstly, we design a body partition extraction network (BPEN) to align body regions. Different from extracting the global feature from the whole image [1] , [2] and cutting the image mechanically [3] , [4] , key-points are applied and three body regions are generated. This solves existing misalignment problems.
Secondly, we propose a multi-stream contribution framework (MSCF). The BPEN is embedded in this framework. A whole image can be divided into three body regions through BPEN. Consequently, three local features are obtained with better alignment. The global feature is still retained. The MSCF can process global and local features simultaneously. In existing computer vision work, image semantic segmentation is a hot topic [5] , [6] . It can separate objects from different classes, especially the foreground and background. In re-ID system, changeable background is a challenge. In this work, a semantic segmentation module is added to the proposed MSCF. In addition, our work introduces a new local feature named mask feature. With the help of image semantic segmentation, the negative influence of environment change is reduced.
Most previous work focuses on fusion between global and local feature to generate new feature. However, many details may be ignored due to inappropriate fusion strategy in the process. To balance the relationship between global feature and local feature, we propose a multiple feature distance fusion method. Each image can generate five features through MSCF. For two images, we can get five feature distance pairs. These distances can be fused based on the contribution of each feature. Hence, a contribution feedback module based on feature maps is deployed in MSCF to generate contribution coefficients adaptively. Lastly, contribution coefficients are combined with feature distances to generate final distance. We consider the fusion distance as an image similarity descriptor. To optimize the feedback module and improve re-ID performance, the present paper proposes a fragment learning strategy.
After completing the initial retrieval, ranking quality can be improved by re-ranking. A number of researchers have investigated re-ranking methods through recalculating distance between gallery and probe image [7] - [10] . In this way the correctly matched image can be placed at the top of the returned re-ranking list. This work proposes a new re-ranking strategy named k-distribution re-ranking and it introduces the concept of distribution score. This provides each gallery image with a distribution score and revises the re-ranking list according to its score.
The proposed contributions of this work can be summarized as follows: 1) A multi-stream contribution framework processing different feature distances and an embedded body partition extraction network to align body regions. 2) Combine semantic segmentation and re-ID task to introduce mask feature as a new local feature. 3) Design of a contribution feedback module that dynamically generates contribution coefficients based on feature maps. 4) A fragment learning method that optimizes the contribution feedback module. 5) A new unsupervised re-ranking strategy that further improves the re-ID performance.
II. RELATED WORK A. METRIC LEARNING
CNN-based metric learning method aims to obtain the similarities between two images. Liao et al. [11] propose a subspace and metric learning method called cross-view quadratic discriminant Analysis (XQDA) method. Jose and Fleuret [12] complete re-ID task with a metric learning formulation named weighted approximate rank component analysis (WARCA). Varior et al. [13] apply contrastive loss to Siamese network. Schroff et al. [14] utilize triplet loss containing a pair of positive samples and a pair of negative samples. Ding et al. [15] use a triplet loss to obtain the relative distance across images and improve the generalization ability of the network. Chen et al. [16] propose that quadruplet loss makes CNN pipeline learn better feature. Ma et al. [17] develop a weighted pairwise constrained component analysis (wPCCA) algorithm based on weighted Euclidean distance for re-ID. Zhu et al. [18] propose a deep hybrid similarity learning (DHSL) method to match person images.
B. REPRESENTATION LEARNING
Representation learning aims to obtain a feature descriptor from the original person image for re-ID. He et al. [19] extract global feature from the whole image. Matsukawa and Suzuki [20] extract attribute feature and combine with global feature to form new feature. Varior et al. [4] cut the image into several pieces and use a long short-term memory network to learn local features. Chen et al. [21] design a pose invariant embedding module to correct the appearance to achieve alignment of human body regions. Liu et al. [22] develop a pose-transferrable framework based on pose-transferred sample augmentations to enhance feature learning. Yu et al. [23] propose deep discriminative representation learning (DDRL) to learn a discriminative 35632 VOLUME 7, 2019 FIGURE 2. Flowchart of the proposed MSCF. It consists of multi-stream feature extraction network and multi-stream feature distance fusion network. FCNs is semantic segmentation module. Map_G, map_H-S, map_C-B, map_W-L, and map_M are feature maps from the whole image, head-shoulder region, chest-belly region, waist-leg region, and de-background image. f g , f h−s , f c−b , f w −l , and f m are five full connection layer features.
representation for person re-ID. Zhao et al. [47] propose SpindleNet based on region proposed network to generate seven body regions and fuse features at different stages. Wei et al. [48] develop a Global-Local Alignment Descriptor (GLAD) to utilize global and local cues in human body to generate a robust representation. Then an efficient indexing and retrieval framework is proposed to achieve re-ID.
C. IMAGE SEMANTIC SEGMENTATION
Semantic segmentation has obtained more attention in recent years. Long et al. [5] propose a fully convolutional network and utilize the deconvolution strategy to improve performance. Ronneberger et al. [6] design U-Net based on feature dimension stitching and achieve better segmentation efficiency. Chen et al. [24] develop DeepLab system based on atrous convolution for semantic segmentation. Nakayama et al. [25] propose global context module and high resolution path to improve segmentation.
D. RE-RANKING
As an independent topic, re-ranking has attracted more attention recently. Shen et al. [26] propose k-nearest neighbors to optimize the ranking list. Leng et al. [9] calculate a new similarity by fusing context similarity and content similarity. Qin et al. [27] obtain a new ranking list through k-reciprocal neighbors. Zhong et al. [28] combine the Jaccard distance and the original distance, complete re-ranking with k-reciprocal encoding. Guo et al. [29] exploit a density-adaptive kernel technique to perform efficient re-ranking for person re-ID.
III. MULTI-STREAM CONTRIBUTION FRAMEWORK (MSCF)
In this section, we depict the details of the proposed MSCF. The flowchart is shown in Fig. 2 . First, we introduce the working mechanism of BPEN. Second, we expound MSCF by dividing it into two subparts: multi-stream feature extraction network and multi-stream feature distance fusion network. BPEN is embedded in the extraction network to achieve body regions alignment. In fusion network, the contribution feedback module is a pivotal core. Below we explain how it works in detail.
A. BODY PARTITION EXTRACTION NETWORK (BPEN)
As mentioned above, local features can improve the performance of re-ID. However, mechanically cutting images will cause misalignment of body regions. Consequently, in this work we propose a BPEN to extract and align body regions. A simple work mechanism of the BPEN is shown in Fig. 3 . For a person image, BPEN first generates 16 body key-points. Then three body regions containing head-shoulder region, chest-belly region, and waist-leg region are obtained based on key-points.
Inspired by convolutional pose machines (CPM) [30] , BPEN utilizes an improved CPM to extract 16 key-points. To optimize network performance and reduce network complexity, three improvements are made to the CPM: 1) Reduce the number of stages in the network. 2) Delete some convolutional and pooling layers. 3) Utilize strategy of weights share at different stages.
As mentioned the first step of BPEN is to locate 16 keypoints from human images. Sixteen belief maps corresponding to the 16 different key-points are generated from the last stage of CPM. After obtaining belief maps, key-points are located by searching the location of the maximum score value in the belief maps. The position coordinates of the key-points are:
where b is the belief map and i is the index of key-points. R is the network response. W and H are the width and height of the image. After determining the location of the 16 key-points, the whole image will be divided into three body regions.
As shown in Fig. 3 , different body regions contain different key-points. The specific relationship can be summarized as follows:
where S h−s , S c−b , and S w−l are the key-points set of head-shoulder region, chest-belly region, and waist-leg region.
Finally, an efficient algorithm is utilized to compute the specific location of body region. Taking 
where L x represents the horizontal coordinates of key-points set, L y represents the vertical coordinates, α 1 and α 2 are fixed offset. Fig . 4 demonstrates the extraction result when pose changes and occlusion exist. In general, pose change will not affect the extraction of the three regions. When occlusion exists, minor deviation may occur from the occluded region. However, the negative effects from occlusion can be reduced by the proposed MSCF. For the regions without occlusion, the extraction results are very good.
B. MULTI-STREAM FEATURE EXTRACTION NETWORK
Most previously published methods aim to learn a discriminative global feature or fuse global feature and local features to generate a new feature descriptor. However, results are not satisfactory due to inappropriate fusion method. To balance global and local features, the present work proposes a multi-stream contribution framework. The multi-stream feature extraction network is part of MSCF. As shown in Fig. 2 , it has three branches. The top branch is utilized to process the whole image to obtain global features. Global feature maps are generated through CNN including four convolution layers and an inception module [31] . Subsequently, it learns a 256-dimensional feature through another CNN consisting of two inception modules.
For local features learning, a ROI pooling module is employed in the middle branch. The input image is divided into three different body regions through BPEN. The ROI pooling module can pool local feature maps from the global feature maps. It reduces the calculations and complexity. Finally, three 256-dimensional features are generated through subsequent CNN pipeline.
In this work, we combine re-ID and image semantic segmentation. In re-ID, the changeable background causes difficulty. To solve this problem, we utilize image semantic segmentation to remove the background. This is illustrated in the bottom branch of Fig. 2 . With the help of this module, background pixels are replaced by pixel 0. A new de-background image is generated and sent into the CNN. Finally, a 256-dimensional mask feature is generated.
To sum up, the multi-stream feature extraction network aims to learn global and local features. The network is divided into three branches in structure and function. It removes the image background and extract mask feature as a new local feature. Finally, an input image can generate five 256-dimensional features through this pipeline. This can be summarized as follows:
where f s represents the set of five features. f g is the global feature, f h−s , f c−b , and f w−l are local features from head-shoulder region, chest-belly region, and waist-leg region. f m is the mask feature.
C. MULTI-STREAM FEATURE DISTANCE FUSION NETWORK
In multi-stream feature extraction network, five 256-dimensional features are obtained. It is important to deal with these features and combine them into an efficient descriptor. In this work, we propose a multi-stream feature distance fusion network. As shown in Fig. 2 , this fusion network consists of a contribution feedback module and a distance fusion module. The first module is the core of MSCF and can generate contribution coefficients dynamically. The distance fusion module can fuse feature distances with contribution coefficients to generate the final distance. Five features can be generated from a probe image through multi-stream feature extraction network. For each probe and gallery image, we compute five feature distance pairs. Then we focus on how to fuse them. In this paper, contribution is introduced into the fusion pipeline. Each feature should contribute differently to the final fusion distance. Based on this, the fusion distance between probe and gallery images can be presented as follows:
where 5 shows a visual example of fusing the global feature distance and local feature distance. The fusion distance D is considered as a discriminative image similarity descriptor. The smaller it is, the higher similarity between two images. We provide further details below on determination of C g , C h−s , C c−b , C w−l , and C m .
D. CONTRIBUTION FEEDBACK MODULE
The contribution feedback module is the core of MSCF. It can adaptively generate contribution coefficients according to global and local feature maps. VOLUME 7, 2019 Usually, the range of contribution coefficient is 0-1. However, many values will not be suitable for re-ID. When the re-ID system shows a good performance, the contribution coefficient may concentrate in a smaller interval. In such case, adopting full interval 0-1 will reduce the accuracy. Hence, an interval optimization algorithm is adopted to optimize the range of the contribution coefficient. 
Algorithm 1 Contribution Coefficients Interval Optimization
Each id randomly picks a feature as gallery subset G 4: The rest is probe subset P 5: while T > T min do 6: for iter < L do 7: Let
Calc Loss(C ori ) and Loss(C new ) on subsets 10 :
if dL < 0 then 12:
else 16 :
end if 18: end for 19 :
end while 21: Add C opt to H 22: end for 23: return Optimal contribution coefficient group: H In order to obtain the optimal interval, we propose a fragment learning method. The first step is to divide the training data into two parts. One part is used to train the CNN in MSCF. The rest is utilized to complete the optimization algorithm. In the second part of training data, each person has at least two images. Details of interval optimization algorithm are summarized in Algorithm 1. We keep the contribution coefficient C g equal to 1. This prevents generation of multiple optimal solutions in one experiment.
Utilizing interval optimization algorithm, optimal contribution coefficients group H can be learned. This group contains an optimal contribution coefficient set with M×5 dimension, M is the number of experiments, 5 represents five contribution coefficients C g , C h−s , C c−b , C w−l , and C m . The optimal contribution coefficient group H is obtained. The full interval [0,1] is divided into ten subintervals and the distribution probability of each type of contribution coefficient is computed within each subinterval. Some subintervals, which have a lower probability compared to threshold, are removed. Then the remaining subintervals are merged to constitute the final interval.
Four optimal intervals corresponding to C h−s , C c−b , C w−l , and C m are obtained through the above method and C g is 1.
The flowchart of MSCF can address how to select an appropriate value in the optimal interval. The contribution feedback module takes global feature maps and local feature maps as input and computes contribution coefficients. Four contribution coefficients must be divided into two parts. One is C h−s , C c−b , and C w−l , another is C m . For the first part, corresponding feature maps are pooled from global feature maps. An inception module is adopted to generate feature maps from the global image in Fig. 6 . Finally, a ROI pooling module is utilized to get three feature maps from different body regions.
Feature maps are used to generate the contribution coefficients, where we propose the concept of activation ratio. There are many feature points in map_G. The values are greater than or equal to zero due to the use of relu layer. Points with zero have less impact on subsequent network. We define the ratio of the number of nonzero values on local feature maps to the nonzero value points on the global feature map as the activation ratio. This can be summarized as follows: (6) where N represents feature map dimension. H l and W l are the size of local feature map. H g and W g are the size of global feature map. The calculation rules for L(i, j, k) and G(u, t, r) are defined as follows:
In addition, activation ratios of mask feature can be obtained by analogous method, its corresponding feature maps have the same dimension and size as the global feature maps. A diagram of activation ratio is shown in Fig. 7 . For the sake of explanation, assume the size of map_G is 8×8. We can get the activation ratio of each local feature. The method described above is used to find activation ratios. However, these are not the required contribution coefficients. We must reflect these ratios into contribution coefficients. First, preliminary processing is needed. According to the definition, the range of the activation ratio is 0-1. Similar to the contribution coefficient, some values will not be taken. Hence, we optimize these four activation ratio intervals. This reduces error and improves performance of re-ID.
Different from the contribution coefficient interval optimization algorithm, the strategy of optimizing the activation ratio interval is simpler. We still divide training data into two parts according to Algorithm 1 and conduct M random repeat experiments. For each type of activation ratio, a set with M×S elements can be obtained. S is the size of probe subset. Similarly, the distribution probability of activation ratio within different subinterval is computed and compared with the set threshold. Finally, merging the remaining subintervals generates the optimal interval.
After restricting the interval of the activation ratios and the contribution coefficients, a reflection bridge must be constructed. We propose an efficient reflection function as shown below:
where x represents activation ratio. 
IV. k-DISTRIBUTION RE-RANKING
Re-ranking is an independent topic in retrieval task and can further improve re-ID performance. No additional training samples are needed. The performance of re-ranking depends on the retrieval quality of the initial list.
In recent years, re-ranking technique has drawn more and more attention in re-ID. Chum et al. [32] develop the average query expansion (AQE) method. A new query vector can be generated by averaging the vectors to re-query the gallery set. Arandjelovic and Zisserman [33] propose a discriminative query expansion (DQE) method to obtain a weight vector and modify the ranking list based on the decision boundary. Bai and Bai [34] propose sparse contextual activation (SCA) to encode the set of neighborhood into sparse vector. They use Jaccard distance to measure similarity. Garcia et al. [8] propose a new re-ranking model. It considers the contextual information and content from the initial ranking list, improves the performance with efficacious elimination of ambiguous samples.
Different from these methods, we propose a new strategy named k-distribution re-ranking. It can provide a re-ID performance boost and rely on the initial ranking list. We calculate additional distances to obtain the k-distribution scores. Finally, a modified ranking list is generated based on this score. The distribution score consists of distribution-location, distribution-dispersion, and distribution-overlap score. The proposed re-ranking method achieves state-of-the-art performance. It is unsupervised and automatic.
Given a probe image p and a gallery set G containing N images G={g i |i=1, 2, 3, · · · , N}, we compute the distance d(p, g i ) using equation (5 
. Given an initial ranking list containing all gallery images, we execute the query image extension. The expanded query set is defined as Q(p, k), where k represents the number of images. The expanded set relies on:
where N(p, k-1) is top k-1 samples in the ranking list of p:
Then, g o i is regarded as new probe p new . The new gallery set G new is defined as:
Illustration of the distribution-location and distribution-dispersion score computation. New ranking list is utilized to obtain the corresponding score.
The distance between each p new and G new is calculated and sorted according to the principle of distance ascending order. As shown in Fig. 8 , we explored the rank location L of the k image from the expanded query set in a new list. The distribution-location score is:
where L(p) and L(g o i ) are the location indexes of image p and g o i . When computing the distribution-location score, the ranking location of probe p should play a major role. Hence, it is assigned a weight of 1 2 . Similar to calculating distribution-location score, we obtain the distribution-dispersion score based on rank location L of Q(p, k). The following equation is used to calculate this score:
where var(·) represents variance calculation. The calculation principle is simple for the distributionoverlap score. As shown in Fig. 9 , the first step is to compute k-nearest neighbors of p and g o i . These two neighbors are expressed as N(p,k) and N(g o  i , k) . Finally, we count the number of repeated image elements between them and utilize this value as the distribution-overlap score:
where card(·) calculates the number of elements. The final k-distribution score is the combination of three parts:
We revise the initial ranking list according to this score. Positive samples can get a higher score through the proposed re-ranking strategy and rank in top positions.
V. RESULT AND DISCUSSION

A. DATASETS AND EVALUATION PROTOCOL
We evaluate the proposed method on two large datasets: CUHK03 [1] and Market1501 [35] . CUHK03 consists of 13164 images with 1467 identities collected by six different cameras. Manually annotated bounding boxes and boxes detected by deformable part model (DPM) are provided. The dataset can be divided into a training set containing 1367 persons and a testing set containing 100 persons. The testing set is separated into the gallery set and the probe set according to different camera index. Market1501 contains 32668 images of 1501 identities from six cameras. It can be separated into two parts: the training set containing 12,936 images from 751 identities and 19,732 images from 750 identities for testing. Bounding boxes are directly detected by DPM. We adopt single-shot experiments mode. Part of the training data is used to train CNN in MSCF. The rest is used to the optimize the contribution feedback module.
In addition to the abovementioned datasets used in evaluation, CUHK01 [36] , CUHK02 [36] , Partial-iLIDs [37] , PRID [38] , 3DPeS [39] , and Partial REID [40] datasets are utilized to augment training data.
As an important evaluation standard for the re-ID task, the cumulative matching characteristics (CMC) curve is used to evaluate the performance of the proposed method. It arranges the ranking list according to the similarity between probe and gallery image.
B. IMPLEMENTATION DETAILS
Caffe [41] is utilized to implement CNN. We train BPEN based on the MPII human pose dataset [42] to generate key-points and three body regions. When training the classification CNN modules in MSCF, each image is resized to 96×96, the mini-batch size is 60, and each epoch includes 1000 mini-batches. The learning rate, momentum, and weight decay are set as 0.1, 0.9, and 0.0005. The module weights are updated according to the SGD principle. The final model at 70000 iterations is used for testing. For the image semantic segmentation module, a trained FCNs [5] is embedded into the multi-stream feature extraction network. The first CNN module in the global feature extraction pipeline and mask feature extraction pipeline have the same structure and share weights. The ROI pooling module is applied to obtain feature maps of three body regions. They are resized to 24×24 and sent into subsequent network to conduct forward propagation. Softmax classification loss is employed to optimize CNN and choose Euclidean distance to calculate the similarity. The whole experiments are implemented on hardware platform with GeForce GTX 1080 GPU, 16GB memory and Intel i7 CPU.
C. DETERMINATION OF ACTIVATION RATIOS INTERVAL, CONTRIBUTION COEFFICIENTS INTERVAL, AND REFLECTION RELATIONS
As mentioned previously, for optimizing the contribution feedback module, we need to perform M repeated experiments. M is set to 100000. We record the values of activation ratios and contribution coefficients. The distribution probability is computed in each subinterval. TABLE 1. Distribution probability of four activation ratios in different subintervals. The data in blue are greater than the set threshold of 5%.
We provide the distribution probability of four activation ratios in different subintervals in Table 1 . The threshold is set at 5%. By fusing retained subintervals, we conclude four optimal intervals of activation ratios for the CUHK03 dataset as 0.3-0.6, 0.4-0.7, 0.1-0.4, and 0.8-1. As for the Market1501 dataset, the intervals are 0.3-0.6, 0.3-0.7, 0.1-0.4, and 0.7-1. Table 2 illustrates the distribution probability of four contribution coefficients in different subintervals. As illustrated in Fig. 10 and Fig. 11 , the reflection functions are different on different datasets. They have different VOLUME 7, 2019 intervals of activation ratios and contribution coefficients. Furthermore, different body regions have different reflection functions. This function can force the contribution coefficients to be restricted within an optimal interval.
D. COMPARISON TO THE STATE-OF-THE-ART
For the CUHK03 and Market1501 datasets, we compare MSCF with the state-of-the-art approaches including methods based on distance metric learning: BoW+Kissme [35] , LOMO+XQDA [11] , WARCA [12] , LDNS [43] and deep learning methods: Gated Siamese [13] , MSCAN [44] , DLPAR [45] , SSM [46] , Spindle [47] , GLAD [48] , GPN [49] and ML [50] . The experiment results are presented in Table 3 . Our MSCF method achieves a rank-1 accuracy of 91.2% on the CUHK03 dataset. This is superior to all distance metric learning methods. It is 2.7% higher than the best deep learning method Spindle [47] . After embedding the new re-ranking strategy named MSCF_RK in the table, we obtain 93.5% rank-1 accuracy, an improvement of 2.3%. For the Market1501 dataset, MSCF achieves desired results with a rank-1 accuracy of 82.9% without re-ranking. The k-distribution re-ranking strategy brings 2.8% performance boost to 85.7%.
E. EVALUATION ON MULTI-STREAM FEATURES DISTANCE FUSION
The proposed framework is a multi-stream CNN learning five features and fusing multi-stream feature distances. Each independent feature is a 256-dimensional vector. Our method aims to compute corresponding feature Euclidean distance, then combine these distances and contribution coefficients to generate the final distance.
To prove the validity of our feature distance fusion strategy, we first compare testing results based on five independent feature distances. ''Global'' represents feature distance from the global image. ''H-S'', ''C-B'', and ''W-L'' denote feature distance from head-shoulder region, chest-belly region, and waist-leg region. ''MASK'' indicates feature distance from de-background image. Results on the CUHK03 and Market1501 datasets are shown in Table 4 . It is evident that the proposed method is superior to all single feature distance. It is 4.8% and 4.6% higher than the best performing global feature distance. In addition, we observe that the introduction of mask feature improves re-ID performance. ''Global+(H-S)+(C-B)+(W-L)'' represents feature distance fusion without mask feature. This method is 1.9% and 1.3% lower than the method fusing mask feature distance on two datasets. The accuracy of mask feature distance is poor. However, combining with other feature distance is beneficial. This performance will be further improved if the semantic segmentation model is specifically trained for person re-ID datasets. Finally, in order to demonstrate that our proposed multi-feature distance fusion method exceeds the feature fusion method, we conduct an extended experiment. We fuse five features to generate a new 256-dimensional feature. ''New 256-D'' denotes this method in Table 4 . It achieves a rank-1 accuracy of 84.6% and 77.9% on different datasets. Compared with the feature distance fusion strategy, it is 6.6% and 5% lower. The above results demonstrate the effectiveness of our proposed multi-stream feature distance fusion method.
F. EVALUATION ON CONTRIBUTION FEEDBACK MODULE
The contribution feedback module generates a series of contribution coefficients according to feature maps from filter concatenation layer in the inception module in Fig. 6 .
The inception module has different types of layers. We can obtain different contribution coefficients from the different layers. The feature maps from the filter concatenation layer are utilized to generate the required coefficients. To illustrate the correctness of our choice of this layer, comparative experiments based on three other layers are conducted. The results are shown in Table 5 . ''No coefficient'' denotes that each contribution coefficient is 1. The utilization of contribution feedback module obtains a boost of 1% and 0.8% compared to not using this module. It is clear that contribution coefficients generated from filter concatenation layer can optimize re-ID performance significantly, because this layer contains richer image information. However, this also increases the computational complexity.
FIGURE 12.
The re-ID performance of reflection between full or optimized activation ratio interval to full or optimized contribution coefficient interval on the CUHK03 dataset.
The proposed fragment learning and interval optimization algorithm is utilized to restrict contribution coefficients and activation ratios. We conduct a comparative experiment to verify the effectiveness of our method. Results are shown in Fig. 12 . ''Full'' and ''Opt'' represent full interval [0, 1] and optimized interval. ''Full-Full'' denotes the reflection from full activation ratio interval to full contribution coefficient interval. ''Full-Opt'' denotes the reflection from full activation ration interval to optimized contribution coefficient interval. The performance of ''Opt-Opt'' exceeds other methods, the best performance can be obtained by optimizing these two intervals. On the CUHK03 dataset, the rank-1 accuracy of ''Opt-Opt'' is 3.4%, 0.9%, and 1.5% higher than ''Full-Full'', ''Full-Opt'', and ''Opt-Full''.
G. EVALUATION ON K-DISTRIBUTION RE-RANKING
We make a comparison between the proposed k-distribution re-ranking strategy and other popular re-ranking methods. The re-ID performance without any re-ranking technique is used as baseline.
Popular re-ranking methods for re-ID such as contextual dissimilarity measure (CDM) [51] , k-nearest neighbor re-ranking (k-NN) [26] , k-reciprocal nearest neighbors [27] , average query expansion (AQE) [32] , and sparse contextual activation (SCA) [34] are compared with ours. As illustrated in Table 6 , the results demonstrate that our re-ranking strategy achieves an efficient rank-1 accuracy improvement. We obtained a boost of 2.3% and 2.8% on the CUHK03 and Market1501 datasets. Our re-ranking strategy exceeds other methods. As mentioned previously, the k-distribution re-ranking score consists of three parts:
For the CUHK03 dataset, test performance for different score and the experiment results are provided in Table 7 . The score containing three parts achieves the best performance. It is worth noting that the re-ranking performance based on S d−d is poor. It only reaches 6.7% compared to the baseline 91.2%. However, the performance of score S d−l ×S d−o without S d−d achieves a rank-1 accuracy of 92.6%, which is 0.9% lower than S d containing three score branches. Hence, by fusing three different scores, we achieve different attribute information complementarity to obtain the best performance boost.
1) PARAMETERS INFLUENCE
For k-distribution re-ranking strategy, the value of k is variable. In our evaluations presented in tables and figures, this parameter is set to k=7 and k=17 on two datasets. Considering that the composition of the two datasets is different, we evaluate the influence of changing k. As shown in Fig. 13 and Fig. 14 , we find the re-ID system works well within [6, 14] and [9, 23] on two datasets. For CUHK03, we obtain an accuracy boost between 0.8-2.3%. When k=7, we achieve the best rank-1 accuracy of 93.5%. For Market1501, the improvement is 0.5-2.8%. The highest accuracy of 85.7% is obtained at k=17. From previous work we know each person has 9.76 and 21.2 images averagely in the gallery set on two datasets. Hence, it is obvious the proposed re-ranking strategy can achieve the best performance when k is 0.7-0.8 times this value. When k exceeds a threshold, the rank-1 accuracy will decrease. This is because that larger parameter k brings more negative samples and increases error. This reduces performance and increases computational complexity. 
VI. CONCLUSIONS
In this paper, we propose a multi-stream contribution framework based on feature contribution and an efficient k-distribution re-ranking strategy for person re-ID. We first discuss global feature and local features for re-ID. The BPEN is proposed to extract body regions and achieve alignment. Based on this, the MSCF is developed with learning abundant person image feature from different levels. We combine image semantic segmentation and re-ID tasks, and introduce the mask feature as a new local feature. In addition, in order to fusion different feature distance, we propose the concept of contribution. A contribution feedback module is embedded in MSCF to assign contribution coefficients dynamically. A fragment learning method is utilized to optimize contribution feedback module and improve the system performance. Furthermore, we verify the validity of the proposed unsupervised re-ranking method. This can also be used for other image retrieval tasks. Extensive experiments demonstrate the effectiveness of our proposed multi-stream contribution framework and k-distribution re-ranking strategy. 
