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One of the main aspects on embedding process of any text steganography methods is the 
capacity text. It is because a better embedding ratio and saving space offers; a more text can 
be hidden. This study tries to evaluate several format based techniques of text steganography 
based on their embedding ratio and saving space capacity. Thus, the main objective of this 
study is to analyze the performance of text steganography methods which are Changing in 
Alphabet Letter Patterns (CALP), Vertical based and Quadruple methods based on these 
two capacity factors. It has been identified that vertical based method give a good effort 
performance compared to CALP and Quadruple based method. In future, a robustness of text 
steganography methods should be considered as a next effort in order to find a strength 
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1.1 Background Study 
Over the last decade, one of the most significant current discussions in legal and 
computer science is the field of information security. One of the concerns in the area 
of information security is the concept of hidden-information or information hiding. 
There are two main purposes in information hiding: (1) to protect against the 
detection of secret messages by a passive adversary, and (2) to hide data so that even 
an active adversary cannot remove the data. Most of the proposed information hiding 
systems is designed for steganography as shown in Figure 1.1. 
 
 
Figure 1.1: Classification of Information Hiding areas [1] 
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The idea of steganography is to use a covert communication between two parties 
whose existence is unknown to a possible attacker. The main goal of steganography 
is to convey message under cover, concealing the very existence of information 
exchange. The crucial requirement for steganography is perceptual and algorithmic 
undetectability. In any case, once the presence of hidden information is revealed or 
even suspected, the purpose of steganography is defeated, even if the message 
content is not exacted or deciphered.  
 
The scientific study of steganography began when Simmons stated the “Prisoners‟ 
problem” [2] as shown in Figure 1.2. Alice and Bob are in jail, locked up in separate 
cells far apart from each other, and wish to devise an escape plan. They are allowed 
to communicate by means of sending messages via trusted couriers, as long as they 





Figure 1.2: The steganographic system scenario [3] 
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However, the couriers are agents of the warden Wendy (who plays the role of the 
adversary here) and will break all communication to her. If Wendy detects any sign 
of conspiracy, she will thwart the escape plans by transferring both prisoners to high-
security cells which nobody has ever escaped. Alice and Bob are well aware of these 
facts. Hence, before getting locked up, they have shared a secret code word that they 
are now going to exploit for embedding hidden information into their seemingly 
innocent messages. Alice and Bob will succeed if they can exchange information 
that allows them to coordinate their evasion and Wendy does not become suspicious. 
The algorithms for creating stego text with an embedded message by Alice and for 
decoding the message by Bob are collectively called a steganography system 
(stegosystem). A stegosystem should hide the least embedded message as well as an 
encryption scheme since it may be enough for the adversary to learn only a small 
amount of information about the embedded message to conclude that Alice and Bob 
are conspiring something. But steganography requires more than that. The cipher 
text generated by most encryption schemes resembles a sequence of random bits, and 
this is very likely to raise the suspicion of Wendy. Instead, stego text should “look” 
just like an innocent cover text even though it contains a hidden message. Let 
message-space M to submit a message m Є M set C, e.g. the set of English greetings. 
For example: 
 
C = {Hi!, Good evening!, Are you fine? } 
M = {Escape tomorrow!, Don’t escape tomorrow!, Should we escape tomorrow? }   




The first approach that might be used is the invertible function e : M  C. Then, 
Alice can map a message m to a steganogram c, using e(m) = c. Since c Є C, Wendy 
will not find it suspicious, and since the function is invertible, Bob will be able to 
compute e 
- 1
(c) = m in order to reconstruct the original message. In the simplest case 
this function can be expressed as:  
 
e = (Escape tomorrow!) = Hi! 
e = (Don’t escape tomorrow!) = Good evening! 
e = (Should we escape tomorrow?) = Are you fine?  
 
The second approach that might be used is the non-invertible function e : M x K  
C, which is meant to encode a message and a function  d : C x K  M to decode it 
again (for example assuming d ( e ( m, k ), k ) = m. Thus, the whole idea of natural 
language steganography is to hide the existence of the real message by changing the 
structure of the text or even by creating a new text only for the purpose to hide the 
message. 
 
1.2 Problem Statement 
In order to detect the hidden message in natural language environment, a method of 
natural steganography is needed. This is an essential stage or step for knowing, 
learning, and analyzing the way of message hide through natural steganography 
methods. Publicly available methods for hidden message within the natural language 
environment can be grouped into two groups. The first group is called text 
steganography. This method is based on manipulating lines, spaces, characters, or 
any other features of the given message. The second group is based on linguistically 
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modified cover document in order to encode the message known as linguistic 
steganography. This is mainly re-writing the document using linguistic 
transformations such as synonym substitution, syntactic substitution (paraphrasing) 
or semantic transformation. Until recently, there is no standard framework of 
steganography method to measure the capability of text steganography.  
 
1.3 Research Questions 
 What are the key factors used on detecting message in order to measure the 
capability on text steganography system? 
 What is the capability of text steganography methods on text steganography 
system? 
 What is the performance of text steganography methods on text steganography 
system? 
 
1.4 Research Objectives 
The main objective of this study is to design an evaluation framework for 
steganography system in multiple methods used in text domain. Other specific 
objectives that this study wishes to pursue are; 
 to propose a key factor components of evaluation framework method in text 
steganography system. 
 to analyze the capabilities of evaluation framework on text steganography 
system. 




1.5 Research Scope   
The scope of this study focusing on several aspects such as: 
 Steganography methods - only covers the methods of text steganography in 
natural language environment.  
 Parameters measurement - several parameters will be considered to measure 
the proposed steganography scheme, and these include: 
i. characters manipulation 
ii. data hiding capacity 
 
1.6 Research Contribution   
The primary contribution of this study is to conduct and investigate a rigorous, 
steganography of natural language environment which in return would contribute to 
other possible application such as: 
 National security and intelligence applications - People would like to send 
messages to each other without being detected. In such cases, the adversary is 
usually the enemy who wants to attain the message. The existence of the 
national security agencies are intended to secure the originality of hidden 
message. 
 Authentication - Sometimes it is necessary to verify the authenticity of input of 
data or text on natural language environment. 
 Identification and proof of ownership for multimedia intellectual property. 
 Computer Forensic - This is a type of investigative forensic in the computer 
technology sector to provide evidence and prove the criminal (accounting 
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fraud), identity theft (lists of stolen credit cards), drugs, gambling, hacking, 
smuggling, terrorism, and more) and law enforcement authorities (email etc.). 
 
1.7 Structure of the Report 
This research report consists of five chapters. Chapter 1 discusses the background 
and problem statement of the study. The research objectives and scope are identified 
also in this chapter. Chapter 2 describes related works on the study, while Chapter 3 
presents the methodology of the study. Meanwhile, Chapter 4 discusses on analysis 
part which are based on the objectives of this study. Chapter 5 presents the 










This chapter presents the background of the study. It starts with the discussion on 
overview of steganography in Section 2.1. Then, it is followed by an explanation on 
natural language steganography in Section 2.2. Finally, Section 2.3 will elaborate the 
description of steganalysis on text domain.  
 
2.1 Overview of Steganography 
Information hiding is a general term encompassing various sub disciplines in 
information security field. One of the most popular sub disciplines in information 
hiding is steganography domain [4, 5]. Information hiding techniques have been 
developed very fast and because of that, covert communication gained more 
attention especially among steganalyst and researchers on steganology area. 
 
One of the important domains in information hiding area is a steganography domain. 
Steganography is the science of hiding information with the goal is to hide the data 
from a third party in such way that no one suspects the existence of the message. The 
word steganography is derived from Greek (steganos + graphy) and it means 
covered or hidden writing. Actually, steganography is introduced to hide the 
existence of the communication by concealing a hidden message in an appropriate 
carrier which is divided into two domains such as Technical Steganography such as 
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image, audio, video, and network and Natural Language Steganography as shown in 
Figure 2.1. 
 
2.2 Natural Language Steganography 
Natural language steganography can be divided into two domains which are text 
steganography and linguistic steganography. Text steganography is amongst the 
most challenges method in steganography domains because it uses only a small 
memory and simple communication compare to other media due to hide messages 
inside text [6]. A technique used in text steganography can be classified into three 
types which are format based, random and statistical generation and linguistic 
method [7, 8]. Format-based method used and changed the physical formatting of the 
cover message to hide the data and maintain the existing word or sentence. A few 
techniques used in these methods are spacing between line, spacing between word, 
modifying feature of certain letter discussed in [9] and also using an extra space to 
be added into the hidden text. Some of these techniques such as deliberate 
misspelling and space insertion might fool human reader but can often be easily 
detected by computer [10]. Random and statistical generation is used to generate 
cover message automatically according to the statistical properties of language. Such 
generation tries to simulate some property of normal text, usually by approximating 
some arbitrary statistical distribution found in real text. Some techniques used are 
character sequences, words sequences, statistical generation of sequences-text 
mimicking and etc. 
 
Meanwhile, linguistic steganography is a linguistic method considers the linguistic 
properties of the text to modify it. A linguistic structure is used to hide the data 
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where the syntax or semantic of the language is used. In syntactic method, such as 
punctuation, comma and full stop are placed in a proper place in the document, 
whereas semantic method will replace the synonym word. In order to be a good text 
steganography, methods use should consider at least two capacity factors of the 
hidden text against cover text which are embedding ratio and saving space ratio 
factors. Thus, this paper tries to evaluate several methods of text steganography on 
format based techniques. These methods will be examined both from their 
embedding ratio and saving space capacity. A general idea of steganography process 
is shown in Figure 2.1.  
 
 
Figure 2.1: A general formula of steganography process 
 
Firstly, the original message will be concealed in cover message by applying an 
embedding algorithm (using key) to produce an embedded message. Sender will 
send an embedded message via a communication channel to receiver. The receiver 
needs to use a recovering algorithm to extract embedded message. A key is used to 
control the hiding process so as to restrict detection and/or recover of the embedded 
data to parties who know it. The relationship of the process can be written as 
  
m’ = {m, c, k} 
where,    
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m’  message that hold the hidden data 
m  covert message that one wishes to send 
c  text used to hide the embedded data 
k  function used to hide and unhide the hidden data 
 
A keyword hidden text, cover text, stego key and stego text will be used to represent 
an original message, cover message, key and embedded message respectively in 
further discussion. Based on Figure 2.2, a stego text is obtained by embedding a 
hidden text (original text) within a cover text using a stego key function. In this 
example, the cover text (c) was embedded with a hidden message using a key 
function. A key function is injected in the embedding process to hide the hidden 
message to produce a stego text.   
 
 
Figure 2.2: An embedding process of stego text 
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2.3 Text Steganalysis  
In recent years, steganalysis attracts many researchers to conduct studies that mainly 
focused on the electronic multimedia objects such as images, audios, videos and 
network. On the other hand, less attention has been paid to text files. According to 
[11], the existing text steganography primarily aims at the following two categories: 
(a) format-based method; (b) language-based method. Format-based method hides 
information by embedding invisible characters, adjusting fonts, typesetting 
documents, modifying document rules, and so forth. Language-based method simply 
embeds information in text documents by manipulating their lexical, syntactic, or 
semantic properties while preserving the meaning as much as possible [12]. Several 
experiments and algorithm have been tested and proven highly accurate by other 
researchers [13 – 20]. 
 
2.3.1 Scenario of Text Steganalysis Method 
As a counter technology to steganography, steganalysis is a kind of art and science 
of revealing the secret information [21], to analyze stego text in order to detect or 
extract secret messages, detects or extracts the secrets and to detect whether there is 
hidden information in digital publications. According to [22], the steganalysis 
algorithms usually use statistical analysis to detect the existence of hidden 




























Figure 2.3: Embedding and extracting process in steganography domain 
 
In general, text steganalysis exploits the fact that embedding information usually 
changes some statistical properties of stego texts; therefore it is vital to perceive the 
modifications of stego texts. In fact, the process of embedding hidden text and 
extracting the secret data can be described as shown in Figure 2.3. 
 
In fact, text steganalysis is a method to reveal, detect or extract secret information by 
analyzing a stego text. Until now, there are lacks of studies on the analysis of key 
used for detection process in natural language based. Currently, there are a few 
comprehensive steganalysis solutions, such as studies on detecting hidden 
information in webpage [24] and only a few detecting algorithms has been proposed 
[14]. Some work has been done on steganalysis of these schemes (texts 
steganalysis), as a quick guide for steganalyst to analyze a suspected stego text. A 
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detection procedure is highly dependent on a key used to analyze text. Thus, it is 
very crucial to know the importance of the capability of key usability.  
 
 
Figure 2.4: A detection process in text steganalysis based 
 
The purpose of this process is to see the capabilities of any key as a medium in text 
detection. The success of any detection message mostly depends on the capability of 
key used during detection process.  The key detection design for steganalyst to 
analyze a stego text can be viewed in Figure 2.4. 
 
Briefly, a text file from the sender environment is the input to a problem of text 
steganalysis throughout all the three phases. Finally, a key detection design is 
established and became the output to the receiver as a received text. The first phase 
of this study will consider text based environment in steganalysis domain with the 
aim to identify key detection feature based on problem of text steganalysis such as 
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synonym substitution, distribution of words and correlations between words as 
described in literature review where several previous experiments and algorithm 
have been tested and proven highly accurate by other researchers. The entire key 
detection feature in the experiment will be used in the next phase. Second phase 
analyze the key used in text steganalysis problem to obtain the formulated key. The 
meaning of the key used is any technique with the right statistical and mathematical 
formulation to discover, detect any suspicious or hidden information from analyzed 
text or to extract hidden information in suspected stego text. The final phase tries to 
develop a design of key detection in text steganalysis based where it will consider 
about process flow of text steganalysis in order to complete the key management 
phase. The key detection design can be used as a quick guide for steganalyst or 
steganographer to analyze any text in natural language domain. 
 
2.3.2 Detected Key Types 
The type of detected key depends on the ability of human vision and computer vision 
to detect the suspicious stego text. It is very important to find or reveal a stego key 
used to embed hidden text. However the stego key restricts detection or recovery of 
the embedded data to parties who know it as described by [25].  
 
By using human vision only as a detection key type (to detect whether there is a 
hidden information in text), steganalyst could be tricked by a camouflage. This is 
true because some steganographic tools have been improved in the aspects of 
semantic and syntax for better camouflages. The detection types are based on 
computer vision, human vision or dual vision (combination of computer and human 




Table 2.1: Types of detection methods on text domain [26] 
 
In fact methods on computer vision and dual vision are mostly used in detection 
process. It is because of the drawback of human vision that according to [17], the 
well-designed reformatting algorithms will not let a human adversary be conscious 
of the existence of embedding. There are many ways and example why there was no 
human vision used as detection types based on this study. For example, the method 
based on font color embeds a bit string of the hidden information into the lowest bits 
of RGB value where such slight modifications of the font color can‟t be perceived by 
human vision, which make the hidden information invisible under normal 
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circumstances. It is because the font attributes of stegotext were frequently and 
insignificantly changed by using font-format-based steganographic algorithm.  
 
 
Figure 2.5: Measurement Detection of Vision-Based 
 
Figure 2.5 shows what human can perceive (human vision) without using a computer 
which is basically related to the word synonym, spelling, word-building, syntax, 
grammar and semantics. Computer-based vision is comparatively more accurate and 
effective in order to detect or extract hidden information based on entropy, 
randomness, higher-order statistic, Degree of Machine Reversibility (DMR) and 
Degree of Machine Preference (DMP), statistical language model and finally Meta 
Features and Immune Clone Mechanism. Meanwhile, based on this figure, dual 
vision roughly utilized the ability of human sense which is sight, and the eye is the 
organ of human vision. With dual vision, steganalyst can analyze letter probability; 




2.3.3 Key Detection on Stego Text 
The purpose of key detection is to find out the best solution for a specific problem of 
text steganalysis. It is not necessary to detect a key used but more importantly the 
way how to detect some statistical changes whether hidden information exists in a 
suspicious text or not. According to [27], that is why it is vital to perceive the 
modifications of stego texts. It is important to use the right key or attacking methods 
during analyzing stego texts. Due to the diversity of syntax and the polysemia of [14] 
semantics in natural language, it is difficult to observe the alterations in stego text. 
Figure 2.6 reflected the attacking method approach based on combination of text 
steganalysis, parameter of detection and the types of detection. All this components 
are towards its basic element that is to find the key used (Key Detection) in any stego 
text. 
 
Figure 2.6: A basic components of key detection on analyzed text 
 
Meanwhile, there are three components can be considered in designing the text 
steganalysis based such as parameter detection, validation measurement and data 




Figure 2.7: A Design of key detection in text steganalysis based [28] 
 
The first component which is the parameter detection consists of human vision, 
computer vision and dual vision. Parameter detection of computer vision and dual 
vision are mostly used in detection process. The well designed steganography 
algorithms are not easily detected by the naked eye due to the drawback of human 
sight. Computer-based vision is comparatively more accurate and effective in order 
to detect or extract hidden information based on characteristic vector, entropy, 
randomness, higher-order statistic, Degree of Machine Reversibility (DMR) and 
Degree of Machine Preference (DMP), statistical language model then finally Meta 
Features and Immune Clone Mechanism. Finally, dual vision roughly utilized the 




The second component is the Validation Measurement which is very important in the 
second phase of Key Used (formulated key). It is a combination of all the formulated 
key in specific text steganalysis based which consist of Detection Based on 
Distribution of Words, Entropy Detection, Detection Based on Perplexity, Statistical 
Characteristics of Correlations between Words, Detection of Synonym-Substitution, 
Detection of Conditional Probability Based and last but not least Meta Features and 
Immune Mechanism. 
 
Finally, the third component consists of dictionary types, verified data set and 
developed data set. Linguistic steganography detection method used the statistical 
characteristics of correlations between the general service words gathered in a 
dictionary to classify and distinguish the given text segments into stego text 
segments and normal text segments. Based on a dictionary, linguistic steganography, 
algorithm can simultaneously find hundreds of different words and each of these are 
presented in a small subset of the sequences.  According  to [29], the dictionary used 
is a large list of (type, word) pairs where the type may be based on the part-of- 
speech of word or its synonym set and tables may be generated using a part-of-
speech tagger. Thus, this proposed design can to be used as a standard reference of 
text steganalysis process to steganalyst or steganographer which involved a 
technique to discover, detect or extract hidden information in suspected stego text. 
The main aspect of the proposed design is to give the basic conditional states with 













This chapter presents the methodology used in this research. Firstly, Section 3.1 is 
discusses the design of methodology used in this study. It is followed by Section 3.2 
identifies the natural language steganography problem. In Section 3.3, designing the 
evaluation model of text steganography methods is discussed. Next, the explanation 
of the developing the prototype of evaluation model is covered in Section 3.4.  
Finally, evaluation on capability of text steganography and findings will be 
discussed in section 3.5.  
 
























Figure 3.1: Phases of experimental research methodology 
Identify the Natural 
Language Steganography 
Problem 
Develop a Prototype of 
Evaluation Model  
 





Designing the evaluation 




The experimental research design has been adapted to be used in this study. As 
shown in Figure 3.1, there are five steps in the methodology design of this study 
which are identifying the natural language steganography problem, designing the 
evaluation model of text steganography methods, develop the prototype of 
evaluation model, evaluate the capability of text steganography methods and ended 
with the writing of the report for documenting the finding of this study. 
 
 
3.2 Identify the Natural Language Steganography Problem 
In problem identification, previous similar works were studied. It involved the 
review of books, journals, proceedings, research reports, and other academic related 
sources. The reviews covered the need of natural language steganography and 
natural language steganalysis. Besides that, this study also examines the text 
steganography methods of natural language steganography approach. The aim of this 
phase is to understand the area problem related to text steganography, finding the 
gap, and propose solution to the identified problem. The output of this phase was a 
research proposal.  
 
3.3 Designing the Evaluation Model of Text Steganography Methods 
In the second phase, the experiment of evaluation model is designed. The study is 
divided into four steps which started with embedding process of text steganography, 
following with the methods used on text steganography, the measurement of the 
capacity factor and ended with the utilization of dataset used. The details of the steps 
will be described in the following subsections. Figure 3.2 illustrates the design of 






Figure 3.2: Steps of evaluation model design 
 
3.3.1 Embedding Process 
One of the main aspects should be considered when discussing the embedding 
process of any text steganography methods is the capacity of hidden text and cover 
text. At least, there are two capacity factors of the hidden text against cover text 
which are embedding ratio and saving space ratio factors. It is because a better 
embedding ratio and saving space offers; a more text can be hidden. Then, these 
factors will determine the capability of the stego text based on the embedding 
process. Since the capacity of the hidden text and cover text is one of the important 
factors, several studies have been done in order to measure fitness‟s performance of 
text steganography. However, results show that only a limited amount of hidden text 
can be embedded into cover text [8, 10]. Thus, this study tries to evaluate several 
methods of text steganography on format based technique such as CALP, Vertical 
Based and Quadruple Based [30, 31]. These methods use text file containing hidden 
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text and this hidden text is converted to binary bits before applying in embedding 
process.  
 
3.3.2 Methods Used 
Changing in Alphabet Letter Patterns method known as CALP method tries to 
manipulate English letters by mapping the binary sequence of the hidden text 
through pattern changes of several letter of the cover text during embedding process. 
These pattern changes have been incorporated using some unused symbols of the 
ASCII number system. Meanwhile, Vertical Straight Line method uses English 
letters into two group based on straight vertical line in a characters as the basis to 
group each letters. The letters contain one vertical straight line is identified as A 
group such as “B, D, E, F, I, J, K, L, P, R, and T” will hide 1 bit hidden data. 
Whereas, a letter contain more than one single line or do not contain a vertical 
straight line is identified as B group such as “A, C, G, H, M, N, O, Q, S, U, V, W, X, 
Y, and Z” will hide 0 bit hidden data. Finally, Quadruple Categorization method 
utilizes an English letters into four group based on the letters pattern whether the 
letter has a curve, middle horizontal straight line, single vertical line or multiple 
straight vertical line. Each of these group will hide data bit either 00 bit, 01 bit, 10 
bits or 11 bits depend on which group of the letter used belongs to. 
 
3.3.3 Capacity Factor 
In this analysis, two factors of the capacity measurement have been used [32] which 





a) Embedding Ratio (ER)   
Embedding ratio is used to determine the total fitness of hidden text can be 
embedded in cover. This analysis is very important for steganographer to understand 
the fitness capability of cover text.  
 (1) 




Saving space ratio is used to determine the total space of hidden text that can be 
saved during embedding process in cover text. This analysis is very important for 
steganographer to understand the capability of maximum space that can be utilized in 
cover text in order to embed the hidden text.  
 
3.3.4 Dataset Selection 
Text chosen dataset is one of the important components in benchmarking 
steganography methods. Our study used a dataset of hidden text and cover text which 
includes a variety of textures and sizes. In order to evaluate the text steganography 
methods, various file sizes have been categorized in three phases during evaluation 
process from phase I to phase III. Phase I started with 765.455 bytes, followed by 
phase II with 832.361 bytes, and phase III with 982.656 bytes of cover text files size. 
There are several hidden text have been used during embedding proses such as 86 
bytes until 663 bytes. 
 
3.4 Evaluate the Capability of Text Steganography Methods 
The capability of the text steganography methods is further explored and evaluated 
in this phase. This exploration is divided into two parts. First, is to investigate the 
performance of embedding process on text steganography methods which are CALP, 
Vertical based and Quadruple methods. Second, is to investigate the saving space bit used 
on text steganography methods. 
 
3.5 Writing Report 
The works of this study are documented in this phase. The writing process is run 




The study is an experimental research and the research methodology for this work is 
divided into five main activities which are identifying the natural language 
steganography problem, evaluation model of text steganography methods. These 
evaluations have been considered several factors which include embedding process, 
methods used, measurement of capacity factor (embedding ratio and saving space 
ratio) and the dataset selection used. Then, this study  evaluates the capability of text 
steganography methods and ended with the writing of the report for documenting the 





















FINDING AND RESULT 
 
This chapter presents the analysis and finding of this study. The result is based on 
the methodology used to execute the experiment. 
 
4.1 Introduction 
The following discussion is explaining the performance of embedding process and 
saving space on text steganography based on CALP, Vertical based and Quadruple 
methods. This explanation is using the hidden text message with the 710.144 size 
bytes and 20 cover texts with various size bytes.  
 
4.2 Embedding Process and Saving Space of CALP Method  
 
 





Based on Figure 4.1, it shows that the size of normal stego text after embedding the 
hidden text using CALP method on the cover text with the minimum and maximum 
size of normal stego text is 796.144 and 1526.144 bytes respectively. It is seen that 
the size of normal stego text dramatically increases when the size of hidden text 
increases. However, based on Figure 4.2, it is shows that the CALP method has 
performed a constant trend with the minimum and maximum size of stego text 
709.632 and 718.537 bytes of cover text sizes respectively.  
 
Figure 4.2: Stego text using CALP method 
 
4.3 Embedding Process and Saving Space of VERT Method  
Based on Figure 4.3, it is shows that the size of normal stego text after embedding 
the hidden text using VERT method on the cover text with the minimum and 
maximum size of normal stego text is 796.144 and 1373.144 bytes respectively. It is 
seen that the size of normal stego text dramatically increases when the size of hidden 









Figure 4.3: Embedding process and space used of analyzed text using VERT method 
 
However, based on Figure 4.4, it is shows that the VERT method remains unchanged 
with the minimum and maximum size of stego text 740.552 and 803.84 bytes of 
cover text sizes respectively. It also shows that the VERT method can only embed up 
to 16 analyzed texts, which means that it cannot exceed to 20 analyzed texts. This is 
because the size of cover text cannot uphold the size of hidden text.    
 
 








4.4 Embedding Process and Saving Space of QUAD Method  
Based on Figure 4.5, it shows that the size of normal stego text after embedding the 
hidden text using QUAD method on the cover text with the minimum and maximum 
size of normal stego text is 796.144 and 1373.144 bytes respectively. It is seen that 















However, based on Figure 4.6, it shows that the QUAD method remains stable with 
the minimum and maximum size of stego text 740.912 and 796.16 bytes of cover 
text sizes respectively. It also shows that the QUAD method can only embed up to 
16 analyzed texts, which means that it cannot exceed to 20 analyzed texts. This is 





























In this paper, three types of text steganography methods have been evaluated. All of 
these methods give a similar result for embedding ratio and saving space 
performance. Table 5.1 show the summary of the result after the analysis of the 
capability performance of several hidden text using CALP, VERT and QUAD 
methods on several cover text. It has been identified that VERT and QUAD methods   
give a good effort performance compared to CALP method.  
 
Method CALP VERT QUAD 
HiddenText 796.144 796.144 796.144 















Normal StegoText 709.32 1526.144 796.144 1373.144 796.144 1373.144 
CALP StegoText 709 718.537     
VERT StegoText   740.352 808.84   
QUAD StegoText     742.912 796.16 
 





5.1 Contribution of the Research 
The main contribution of this research is to show how three types of text 
steganography methods resemblance to each other for the embedding ratio and 
saving space used in order to find the capability performance of these three methods. 
From the study, it has been identified that the vertical based and quadruple methods 
are perform better effort compared to the CALP method. Both of those methods are 
having a quite similar performance. The results also show that all of the methods are 
able to perform consistently with the utilization of hidden text and cover text. 
 
5.2 Future Work 
The study aims to extend the literature on the text steganography on multiple size of 
hidden text and cover text with a multiple of text steganography methods. In this 
study, three types of text steganography methods have been evaluated. All of these 
methods give a similar result for embedding ratio and saving space performance. In 
future, this paper proposes to evaluate a robustness of each method in order to find a 















[1] Roshidi  D., Azman S, Puriwat L., A Framework Components for Natural Language 
Steganalysis, Journal of Computer Theory And Engineering, Vol. 4,  2012, pp. 641 - 
645. 
[2] Simmons G. J., (1983), Prison‟s Problem and the Subliminal Channel, Advances in 
Cryptology: Proceeding of CRYPTO 83. D. Chaum, ed. Plenum, New York, pages: 
51 - 67. 
[3] Cachin C., (2004), „An Information-Theoretic Model for Steganography, Information 
and Computation‟, Academic Press, Inc.  US, Volume 192,  Issue 1,  (July). 
[4] Fabien A. P. Petitcolas, Ross J. Anderson and Markus G. Kuhn, Information Hiding – 
A Survey, Proceedings of the IEEE, Special Issue on Protection of Multimedia 
Content, July 1999, pp. 1062 – 1078. 
[5] Mohammed Al-Mualla, Hussain Al-Ahmad, Information Hiding: Steganography and 
Watermarking. [Online] Available: 
http://www.emirates.org/ieee/information_hiding.pdf [Accessed]: December 12, 2012. 
[6] Shirali-Shahreza M. H., Sharali-Shahreza M., A New Approach to Persian/Arabic 
Text Steganography, Proceeding of the 5
th
 IEEE/ACIS International Conference on 
Computer and Information Science, Honolulu, USA, July 10 - 12, 2006, pp. 310 - 
315.  
[7] Souvik B., Indradip B. and Gautam S., A Survey of Steganography and Steganalysis 
Technique in Image, Text, Audio and Video as Cover Carrier, Journal of Global 
Research in Computer Sciences, Vol. 2, April 2011. 
[8] M. Grace V., Rao, M. Swapna, J. Sasi Kiran, Hiding the Text Information Using 
Stegnography, International Journal of Engineering Research and Applications 
(IJERA), Vol. 2, Issue 1, Jan - Feb 2012, pp. 126 - 131. ISSN: 2248-9622. 
36 
 
[9] Sellars, Duncan, An Introduction to Steganography. 
http://www.cs.uct.ac.za/courses/CS400W/NIS/papers99/dsellars/stego.html (March, 
2003). 
[10] K. Bennett, Linguistic Steganography: Survey, Analysis, and Robustness Concerns 
for Hiding Information in Text, Purdue University, CERIAS Tech. Report, 2004. 
[11] H. Junwei, S. Xingming, H. Huajun and L. Gang. Detection of Hidden Information in 
Webpages Based on Randomness. Third International Symposium on Information 
Assurance and Security, (2007) 447 - 452. 
[12] M. Davis, H. Putnam. A computing procedure for quantification theory. Journal of 
ACM, 7(3), (1960) 201 - 215. 
[13] L. Lingjun, H. Liusheng, Z. Xinxin, Y. Wei and C. Zhili. A Statistical Attack on a 
Kind of Word-Shift Text-Steganography. International Conference on Intelligent 
Information Hiding and Multimedia Signal Processing. (2008) 1503 - 1507. 
[14] Z. Chen, L. Huang, Z. Yu, L. Li and W. Yang. A Statistical Algorithm for Lingusitic 
Steganography Detection Based  on Distribution of Words, The Third International 
Conference on Availability, Reliablity and Security, (2008) 558 - 563. 
[15] M. Peng, H. Liusheng, Y. Wei and C. Zhili.  Attacks on Translation Based 
Steganography. IEEE Youth Conference on Information, Computing and 
Telecommunication (2009) 227 -230. 
[16] M. Alfonso, C. Justo and A. Irina. Measuring the security of linguistic steganography 
in Spanish based on synonymous paraphrasing with WSD.  2010 10th IEEE 
International Conference on Computer and Information Technology (2010) 965 - 970. 
[17] Y. Zhenshan , H. Liusheng, C. Zhili, L. Lingjun, Z. Xinxin, Z. Youwen. Detection of 
Synonym-Substitution Modified Articles  Using Context Information. FGCN (1), 
(2008) 134 - 139. 
[18] Z. Xueling, H. Liusheng, C. Zhili, Y. Zhenshan, Y. Wei. Hiding Information  by 
Context-Based Synonym Substitution. IWDW (2009) 162 - 169. 
37 
 
[19] Z. Xinxin, H. Liusheng, L. Lingjun, Y. Wei, C. Zhili and Y. Zhenshan. Steganalysis 
on Character Substitution Using Support Vector Machine. Second International 
Workshop on Knowledge Discovery and Data Mining, (2009) 84 - 88. 
[20] C.  Zhili, H.  Liusheng, Y.  Zhenshan, Y.  Wei, L.  Lingjun, Z. Xueling, Z.  Xinxin. 
Linguistic Steganography Detection Using Statistical Characteristics of Correlations 
between Words. Information Hiding (2008) 224 - 235. 
[21] J. Fridrich and M. Goljan. Practical Steganalysis: State of the Art. Proceedings of the 
SPIE,  Security and Watermarking of Multimedia Contents IV. San Jose, California, 
vol. 4675, (2002)1 - 13.  
[22] X. Lingyun, S. Xingming, L. Gang and G. Can. Research on Steganalysis for Text 
Steganography Based on Font Format. Third International Symposium on Information 
Assurance and Security, (2007) 490 - 495. 
[23] I. Nechta. and A. Fionov. Applying statistical methods to text steganography, CoRR, 
(2011). 
[24] H. Hua-jun, S. Xing-ming, S. Guang and H. Jun-wei. Detection of Hidden 
Information in Tags of Webpage Based on TagMismatch. Intelligent Information 
Hiding and Multimedia Signal Processing, IIHMSP 2007, Third International 
Conference on, Volume: 1. (2007). 
[25] D. Roshidi, T. M. Zalizam, L. Puriwat, M. O. Mohd, A. Angela and A. A. Fakhrul. 
Text Steganalysis Using Evolution Algorithm Approach. Advance in  Computer 
Science, (2012) 444 - 449. 
[26] Roshidi Din, “Designing the Key Detection of Text Steganalysis Based”, International 
Conference on Internet Services Technology and Information Engineering (ISTIE 
2013), pp. 142 – 146, May 11 – 12, 2013, Bogor, Indonesia.    
 [27] H. Yang and X. Cao. Linguistic Steganalysis Based on Meta Features and Immune 
Mechanism, Chinese Journal of Electronics, 19 (4), 661-666. Information Hiding. 
Lecture Notes in Computer Science Volume 5284, (2010) 224 - 235. 
38 
 
[28] Roshidi Din, “Designing the Key Detection of Text Steganalysis Based”, Advanced 
Science Letters, Vol. 20, No .1, pp. 158 – 163(6), January 2014, American Scientific 
Publishers. ISSN: 1936-6612.    
[29] M. Peng, H. Liusheng, C. Zhili, Y. Wei and L. Dong. Linguistic Steganography 
Detection Based on Perplexity, International Conference on Multimedia and 
Information Technology, (2008) 217 - 220. 
[30] Souvik B., Pabak I., Sanjana D., Indradip B. and Gautam S., Hiding Data in Text 
Changing in Alphabet Letter Patterns, Journal of Global Research in Computer 
Sciences, Vol. 2, No. 3, March 2011. 
[31] Shraddha D., Devesh J., and Aroop D., Experimenting with the Novel Approaches in 
Text Steganography, International Journal of Network Security and Its Applications 
(IJNSA), Vol.3, No. 6, November 2011. 
[32] Baharudin Osman, Roshidi Din, T. Zalizam T. Muda, and Mohd Nizam Omar, "A 
Performance of Embedding Process for Text Steganography Method”, Proceeding of 
the 12
th
 WSEAS International Conference on Information Security and Privacy 
(ISP‟13), November 17 – 19, 2013, Nanjing, Republic of China.  
 
 
 
