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Caustics are singularities in wave fields that occur widely in nature and have universal properties
described by catastrophe theory. Focusing on a spin chain, we identify the prominent light-cone-like
structures formed in the wavefunction and correlation functions following a quench as examples of
quantum caustics. In particular, the edges of the causal region associated with the Lieb-Robinson
bound take on the universal form of a discretized Airy function which obeys a self-similar scaling
law. Furthermore, we point out the existence of a network of vortex-antivortex pairs inside the
light-cone that are sensitive to the quantum critical point.
PACS numbers:
A fundamental property of correlation functions in
quantum many-particle systems is the existence of light-
cone-like structures specifying the causally connected re-
gions [1]. They arise physically from a finite group ve-
locity, and for the case of spin systems with finite range
interactions, rigorous upper bounds for the speed of in-
formation propagation have been derived by Lieb and
Robinson [2]. More recently, it was realized that light-
cones are particularly pertinent to the description of dy-
namics following a quantum quench [3]. This is where a
system prepared in an eigenstate of one Hamiltonian Hˆ0
is suddenly changed so that evolves under a different one,
Hˆ1. The quench excites quasiparticles which propagate
outwards spreading entanglement. A number of sophisti-
cated analytic and numerical techniques have now been
brought to bear on this problem [3–13]. Furthermore, it
has also been found that there exists a high degree of uni-
versality associated with the Lieb-Robinson (LR) bounds
near a critical point [3].
This theoretical interest has been driven by remark-
able experimental progress in the cooling, trapping and
control of atomic gases. For example, the Bose-Hubbard
(BH) model [14–17], a variety of quantum spin models
[18–22], and quasi-one dimensional systems [23–25] can
be realized with high fidelity using cold atoms or ions.
The long coherence times of atomic systems make them
particularly suited to studying dynamics [26, 27], and the
ability to perform single-site manipulation and detection
[28–31] has enabled unprecedented preparation and visu-
alization of local observables. Light-cone-like evolution
of correlations has now been observed in all three of the
above mentioned classes of model [32–34], and the closely
related example of a quantum walk on a lattice has also
been achieved [35, 36].
In this Letter, we examine light-cones and the as-
sociated quasiparticle dynamics following a quantum
quench in the one-dimensional transverse-field Ising
model (TFIM) [37, 38]. Using the quasiparticle disper-
sion relation, we show that the structure of both the
wavefunction and the two-point correlation function in
the neighborhood of the boundary of the light-cone is
governed by a locally cubic generating function (action)
Φ(k;x, t) that describes the coalescence of two classical
solutions (rays). This is the hallmark of a fold catas-
trophe, the simplest in the hierarchy of structurally sta-
ble singularities that are classified by catastrophe theory
(CT) [39, 40]. We therefore identify light-cones as being
essentially the same phenomenon as ship’s wakes [41, 42],
Cherenkov radiation [43] and its analogs in superfluids
[44–46], and rainbows [47]. The structural stability of
the canonical catastrophes is the reason why generic sin-
gularities take on these forms: they are robust against
perturbations and not reliant on particular symmetries
or special conditions.
Wave catastrophes have structure on three scales: at
large scales where the wavelength is not discernible they
appear as caustic surfaces upon which the amplitude di-
verges; at wavelength scales interference regulates the
amplitude singularity and replaces it with a universal
wave function which in the case of folds is the Airy func-
tion; and at subwavelength scales a network of vortex-
antivortex pairs appears [48]. In quantum fields catastro-
phes become discretized by the quantization of the field
excitations (quanta) leading to ‘quantum catastrophes’
[49–53]. Quantization effectively introduces a fourth
length scale which regulates the phase singularities at
the vortex cores [54]. On a lattice it is the lattice con-
stant that acts as the quantum regularizer and going to
the continuum limit returns us to the wave catastrophe.
In the present case of a one-dimensional spin chain fol-
lowing a quench, we indeed find vortices (in space-time)
that proliferate inside the light-cone. They turn out to
be strongly affected by proximity to the quantum phase
transition (QPT) that exists in the TFIM and we use this
feature to extract the dynamical scaling near the critical
point. This is in contrast to the light-cone boundary (ray
caustic) itself, which is insensitive to the QPT.
Light-Cones as Catastrophes Let us consider a class
of one-dimensional lattice models which are transla-
tionally invariant and for which one can represent the
build up of correlations through quasiparticle propaga-
tion along the lattice [3] (e.g. XY, TFIM, BH). It is
instructive to consider the dynamics of a quasiparticle
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FIG. 1: Light-cone dynamics of a Bogoliubov fermion created at the centre of the lattice. Top row: panels (a) and (b) depict
the amplitude of the discrete wavefunction given in Eq. (6) for g=0.5 and 1, respectively; panels (c) and (d) give the amplitude
of the continuum wavefunction given in Eq. (2) for g=3 and 1, respectively. Bottom row: phase of the wavefunctions
(corresponding to the panels directly above). The envelopes given in Eqns. (8a) and (8b) are plotted as black dashed and solid
lines, respectively, and the black dots mark the locations of vortices [see Eq. (14)]. The QPT occurs at g = 1.
created at a single site,
|Ψ(t)〉 = e−iHˆt/~bˆ†r=0 |0〉b =
eiθ(t)√
N
∑
k
e−ikt/~ |k〉 , (1)
where Hˆ is the Hamiltonian with eigenstates |k〉, bˆ(†)r
annihilates (creates) a quasiparticle at site r, and k is
the dispersion relation of the model. The phase factor
θ(t) depends on Hˆ but is not observable. The state (1)
can be projected onto real space, Ψ(x, t) ≡ 〈x|Ψ(t)〉, and
in the continuum approximation,
ΨI(x, τ) =
a eiθ(t)
2pi
∫ pi/a
−pi/a
dk eiΦ(k;x,t) , (2)
where Φ(k;x, t) = −kt/~ − kx and a is the lattice con-
stant. In this integral representation, Φ(k;x, t) plays
the role of an action with k labelling paths: stationary
points of Φ(k;x, t) correspond to classical paths (rays)
and coalescing stationary points give rise to caustics
[55]. Catastrophes are classified according to their di-
mension [58, 59]. In the present case we have a two-
dimensional control space provided by the coordinates
(x, t) and structurally stable singularities in two dimen-
sions are fold lines and cusp points corresponding, re-
spectively, to the coalescence of two and three station-
ary points. CT states that the local behaviour of Φ can
be mapped onto a universal form: close to folds it is
cubic Φ = k3 + C1k and close to a cusp it is quartic
Φ = k4 + C2k
2 + C1k, where (C1, C2) are the coordi-
nates in control space (which are generally functions of
the physical coordinates). The integral given in Eq. (2)
takes into account the fluctuations around the stationary
points [57]. In the case of the fold we recognize the Airy
function
Ψf (C1) =
∫ ∞
−∞
ei(C1s+s
3)ds
= 2pi
(
1
3
)1/3
Ai
[
C1
(
1
3
)1/3]
, (3)
and for the cusp one obtains the Pearcey function [55]
Ψc(C1, C2; 1) =
∫ ∞
−∞
ei(C1s+C2s
2+s4)ds
= Pe(C1, C2) (4)
Locating a caustic from the generating function for the
light-cone dynamics, Φ(k;x, t), can be performed by sat-
isfying the conditions ∂Φ/∂t = 0, and ∂2Φ/∂t2 = 0 si-
multaneously. This results in the familiar requirements
for the LR bounds, vLR = maxk |dk/dk| [7, 9, 13], and
thus defines the envelope for the causal region in the sys-
tem. Based on CT, the light-cone edges must then locally
take on universal forms based on the number of coalescing
saddle points in Φ. In a simple 1D system like those we
are addressing here, the size of the codimension restricts
the degeneracy of critical points, indicating that locally
we expect to see cusp and fold catastrophes in light cones.
In fact, since we consider only translationally invariant
systems, Φ is linear in space and time, so it is the ratio
x/t which guides the coalescence of saddle points at the
envelope. Thus, the light-cones are expected to locally
be described by Airy functions. We note that Barmettler
et al. [8] have shown that in the case of the BH model
an Airy function does indeed come out of the detailed
calculation of the light-cone.
3Transverse-field Ising Model As a specific example,
we consider a 1D TFIM describing spins on a lattice in-
teracting with a ferromagnetic coupling and subject to
an external field. The Hamiltonian is given by,
Hˆ = −J
∑
i
σˆzi σˆ
z
i+1 − h
∑
i
σˆxi , (5)
where σˆαi , α ∈ {x, y, z} are the Pauli operators, and
J and h are the inter-site and external field energies,
respectively. This particular model may be diagonal-
ized via the Jordan-Wigner transform [56], mapping the
spin operators to those for spinless fermions on the lat-
tice. Diagonalization proceeds with a Fourier trans-
form, and a Bogoliubov rotation, so that the Hamilto-
nian may then be expressed in a free fermion represen-
tation, Hˆ =
∑
k
k
(
b˜†k b˜k − 12
)
, with dispersion relation
k = 2J
√
g2 − 2g cos(ka) + 1. b˜(†)k is the annihilation
(creation) operators for Bogoliubov modes with momen-
tum k, and a as the lattice spacing. The TFIM crosses
a QPT (between a ferromagnetic and a paramagnetic
phase) and becomes gapped through g = h/J = 1 from
below.
Let us then consider a state like (1). The wavefunction
in real space then takes the form,
Ψ(n, τ) =
eiθ(τ)
N
pi−∆s∑
sj=−pi
eiΦ(sj ;n,τ) , (6)
where we have rescaled to dimensionless time, τ = Jt/~,
using momentum index sj = kja = (2j − 1)pi/N , j, n ∈
{−(N−1)/2, ..., (N−1)/2}, and ∆s = 2pi/N . The overall
phase function is given by θ(τ) ≡ τ/(2J)∑k k. The
generating function for the wavefunction is given by,
Φ(s;n, τ) = −2τ
√
g2 − 2g cos(s) + 1− sn . (7)
The degenerate critical points in the action occur when
either,
ncrit(τ) =
{ ±2gτ , g < 1 (8a)
±2τ , g > 1, (8b)
whence the stationary action acquires degenerate criti-
cal points at the values cos(sf ) = g, or cos(sf ) = 1/g,
respectively. In the continuum approximation, the wave-
function is described by (2) now with the same generating
function (7), with n varying continuously.
Figure 1 demonstrates the light-cones associated with
quasiparticle propagation under the TFIM Hamiltonian.
Panels (a)-(d) show that the amplitude is governed by
the narrowest of the two envelopes calculated by (8a)-
(8b), while panels (e)-(h) show that the phase appears
to evolve at a different rate which is governed by the
external envelope. In the continuous representation of
the wavefunction (panels (g)-(h)), it the lines of con-
stant phase are parallel to the external envelope, and if
one strays too far from the internal light-cone, where the
amplitude becomes exponentially suppressed, the phase
begins to change wildly. In a recent article, Cevolani et
al. [13] demonstrate similar findings concerning the dif-
ferent speeds of phase and amplitude of light-cones in a
numerical investigation of quench dynamics for the BH
model.
In order to address the local behaviour of the light-
cone, we expand the action about s = sf . Since for
any given value of g 6= 1, there exist only two critical
points in the generating function Φ, then we expect the
structure to be locally dominated by the fold catastrophe,
ΦF (s; z) = zs+s
3/3. Thus, to third order, the continuum
approximation is given by,
ΨA(Z, τ) ≈

eiΘ1
2pi(gτ)
1
3
∫ b1
a1
dq1 e
iΦF (q1;Z1) , g < 1 (9a)
eiΘ2
2piτ
1
3
∫ b2
a2
dq2 e
iΦF (q2;Z2) , g > 1 (9b)
with integration variables, qi = (g
2−iτ)
1
3 (s −
arccos(g−2i+3)), control parameter Zi(n, τ) = −(n +
2g2−iτ)/(g2−iτ)1/3, and integration limits, ai =
−(g2−iτ)1/3(pi + arccos(g−2i+3)), bi = (g2−iτ)1/3(pi +
arccos(g−2i+3)). Global phases Θi can be found in the
supplementary material for this Letter. As a result of
these transformations, ΨA is not a true Airy function be-
cause of the finite integration limits, but tends towards
Airy when τ →∞.
FIG. 2: Comparing the wavefunction amplitude |Ψ(n, τ)|2
with the Airy-like function along different slices. Panel (a)
shows a slice along τ = 20 while panel (b) is along n = 5. In
both panels, equation (2) is plotted in red/solid, while (9a) is
in blue-dashed. Equation (6) is (discretely) plotted in black
stars in panel (a) while in black/dot-dashed in panel (b). The
corresponding fold line (8a) is shown as a vertical dot-dashed
line.
4In the types of systems investigated here, unlike com-
mon diffraction patterns in light [47, 48, 61] or certain
other quantum systems [53, 54], the presence of only two
stationary points in the action function removes any pos-
sibility of locally representing the wavefunction for the
light-cone as a Pearcey or higher-order wave catastro-
phe. Figure 2 shows how the overall structure of the
disturbance at the envelope is well-approximated by the
function (9a), even including the first few internal oscilla-
tions and the decay into the classically forbidden region.
In the following section, we address the same-time site-
site correlation functions, and how the Airy-like nature
of the wavefunction naturally gives rise to higher-order
catastrophe integrals since the control space essentially
doubles in size.
Correlation Functions Experimentally, probing the
many-body wavefunction directly can be difficult, and
so instead measurements of the dynamics of correlation
functions become the focus of investigation [19, 20, 32].
The equal time site-site correlation function is given by
C(n,m, τ) = 〈c†ncm〉 (τ)− 〈c†n(τ)〉 〈cm(τ)〉 , (10)
and using (6), we write it as,
C(n,m, τ) =
1
N2
∑
sj
∑
s`
ei(Φ(s`;−n,τ)−Φ(sj ;−m,τ)) . (11)
Close to the fold lines, this becomes a product of Airy-
like functions, defined as in (9a)-(9b). The Hyperbolic
Umbilic catastrophe integral is defined by [55]
DH(x, y, z) =
∫ ∞
−∞
∫ ∞
−∞
ds1ds2 e
i(s31+s
3
2+xs1+ys2+zs1s2) ,
(12)
which, when the Airy integrals are unmixed, reduces to
DH(3
1
3x, 3
1
3 y, 0) =
(
2pi
3
1
3
)2
Ai(x)Ai(y). Thus, close to the
light cone, rather than the Airy-like function that the
wave function takes, due to the projection properties of
catastrophe integrals, the correlation functions take on a
Hyperbolic Umbilic-like form,
CH(τ) = e
−2iθ(τ)ΨA(Z˜1, τ)ΨA(Z˜2, τ) (13)
where Z˜ is defined the same as Z, as in (9a)-(9b), with
n→ −n.
The correlation functions are plotted in Figure 3, and
similarly display light-cone-like behaviour as expected.
Interestingly, the nature of the light cone in the correla-
tion functions as a squared Airy function in the long-time
limit has been calculated and measured by Cheneau et al.
[32] in the dynamics of doublon and holon quasiparticles
in the BH model. The dispersion relations for the dou-
blon and holon both feature a pair of saddle points, which
for a single particle would coalesce at the light-cone.
Vortices and Critical Scaling Although the explicit
dependence of the light-cone on the parameter g depends
on the side of the transition for which our system prop-
agates, there remains the curious feature that the en-
velopes do not display any major signatures of the criti-
cal point. By once more making connections to canonical
diffraction integrals, however, we can identify aspects of
the wavefunction and correlation functions which are in-
deed sensitive to the transition.
Specifically, an array of vortices arises in both the
space-time representation of the wavefunction and cor-
relation functions. These vortices, shown in Figures 1
and 3 as black dots, appear in pairs and can be located
by the phase-winding along some contour about them.
In other words, for χ ≡ ArgΨ, then,∮
C
dχ = ±2pi, (14)
where C is some closed path which contains only one
(anti)vortex. These vortices are in fact phase singulari-
ties [47, 48, 61, 62], since they exist where the amplitude
is zero, thus the phase of the wavefunction takes on any
possible value. In terms of a discrete or second-quantized
function, the vortices are similarly located, with a sum
rather than an integral performed over adjacent bins.
If a vortex is found, we represent it by placing it be-
tween lattice sites, since its location is not as well de-
fined as the continuous case. Contrary to previous stud-
ies of second-quantized wavefunctions [54], the presence
of second-quantization appears to increase the number
of vortices within a given region of space, rather than
decrease it.
The locations of the vortices are controlled in part by
the critical parameter, g, and it becomes noticeable that
as g → 1±, greater numbers of vortex pairs will vanish,
starting with those far from the line n = 0 but close
to the fold lines. The vortex-antivortex pairs vanish by
annihilation if both members of the pair coalesce at a
particular point. Using equation (2), all vortices except
the closest pairs mirrored by the n = 0 line annihilate
as g → 1, while (6) displays extra vortices at the critical
point. Henceforth, we will refer to the closest pairs to
the n = 0 axis as ‘primary’ vortices. Travelling away
from the axis, there exist sets of vortex pairs which we
will refer to as ‘secondary’, ‘tertiary’, etc. and which
annihilate at a long times τ as we approach the critical
point.
Unlike the light-cone itself, the vortices demonstrate
a clear signature of the phase transition through annihi-
lation. Figure 3 (c) shows the diverging time scale as-
sociated with primary vortex annihilation in the wave-
function (2) as g is tuned through the QCP. It is known
that the dynamical critical exponent z is defined by
ξτ ∼ |g − gc|−νz where ξτ arises from some equal-space
correlator,
G(t, t′) = 〈Oˆ(t)Oˆ(t′)〉−〈Oˆ(t)〉 〈Oˆ(t′)〉 ∼ e−(t−t′)/ξτ (15)
and ν is the exponent associated with diverging correla-
tion length. Thus, it becomes possible to associate the
5FIG. 3: Panels (a)-(b): Equal time site-site correlation function amplitude (11), |Cn0| = | 〈c†nc0〉 (τ) − 〈c†n〉 〈c0〉 (τ)|. The
amplitude is plotted for (a) g = 0.5 and (b) for g = 1. Fold lines and vortices are as in Figure 1. Panel (c): Annihilation times
for secondary vortices in the wavefunction using equation (2) as the critical point g = gc = 1 is approached. Numerical errors
are smaller than the marker sizes.
annihilation of secondary vortices, occurring at approxi-
mately the same location on the lattice, with a diverging
time scale which arises from the critical slowing down
of the dynamics. It is known that for the 1D TFIM,
ν = 1, from the classical-quantum correspondence to
the 2D classical Ising model. By using successively later
vortex annihilation times, z is calculated from the val-
ues in Figure 3 (c). By using 10 points of annihilation,
within the range 0.91 ≤ g ≤ 0.95, we calculate a value
for z = 0.95.
Conclusion In this Letter, we have considered quan-
tum quenches in lattice models, specifically the propaga-
tion of quasiparticles through the lattice. We demon-
strate that the nature of the resulting light-cone like
structures can be thought of as quantum caustics, and
so must take on local universal forms. As a demonstra-
tion of this observation, we consider the dynamics of a
quasiparticle in the TFIM, and show that near the light-
cone, the coalescence of a pair of critical points give rise
to an Airy-like structure. This extends to the correlation
functions, where we expect a squared-Airy-like function
along the envelope. Finally, we identify an array of vor-
tices within the caustic which features a signal of the
QPT, and from which the dynamical scaling exponent z
can be extracted.
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