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Abstract
In this paper we consider a linear parabolic equation in the one-dimensional case in a wedge-shaped domain Ω = {s1(t) < x <
s2(t), 0 < t < T } with s1(0) = s2(0). The existence of a solution in C2+α,1+α/2 space will be proved.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Motivation of the problem
In this paper we develop the Schauder theory for a Dirichlet problem for a parabolic equation in a one-dimensional
wedge-shaped domain
∂tu − a(x, t)∂xxu + b(x, t)∂xu + c(x, t)u = f (x, t) s1(t) < x < s2(t), 0 < t < T, (1.1)
u(s1(t), t) = g1(t), (1.2)
u(s2(t), t) = g2(t). (1.3)
The main feature is that s1(0) = s2(0).
Professor Yulin Zhou considered this problem in continuous function space in 1961 (see [1]). In his case the
equation is quasilinear; the result is that if we have s1(t), s2(t), g1(t), g2(t) ∈ C3, then u ∈ C(Ω) ∩ C2(Ω), where
Ω = {s1(t) < x < s2(t), 0 < t < T } with s1(0) = s2(0).
Professor Jiang considered the quasilinear equation (see [2])
∂
∂x
(
k(x, t, u)
∂u
∂x
)
= cρ ∂u
∂t
in a domain {0 < x < h(t), 0 < t < T } with h(0) = 0 and boundary condition
−k(0, t, u(0, t))∂xu(0, t) = g(t)
u(h(t), t) = 0.
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It was proved that if g(t) ∈ C1[0, T ], then ∂xu is continuous up to the boundary and ∂xxu, ∂tu are bounded. Moreover
applying this result Jiang considered a free boundary problem in [2] where h(t) is an unknown free boundary.
In [3,4] the authors considered a one-dimensional solidification of a pure substance which is initially in a liquid
state in a bounded interval [0, l]. The liquid is initially superheated above the freezing temperature; cooling is applied
at x = 0 while the other end x = l is kept adiabatic. At the time t = 0, the temperature of the liquid at x = 0 comes
down to the freezing point and solidification begins, where x = s(t) is the position of the solid–liquid interface. As the
liquid solidifies, it shrinks and a void is formed, which is the region between x = 0 and x = rs(t), where r ∈ (0, 1) is
the shrinkage parameter. Eventually, all the liquid solidifies, which is in accordance with some experiments [3]. The
problem is to consider the temperature distribution of the liquid and solid, and the position of the two free boundaries
in the solidification process. The governing equations are (see [4])
α1∂xxu = ∂tu + rs′(t)∂xu, rs(t) < x < s(t), 0 < t ≤ T,
α2∂xxv = ∂tv, s(t) < x < l, 0 < t ≤ T,
where u(x, t) is the temperature in the solid region, v(x, t) is the temperature in the liquid region, αi = ki/ρc (i =
1, 2) are the thermal diffusivities, ki (i = 1, 2) are the thermal conductivities, c is the specific heat, ρ is the
density, r is the shrinkage factor (0 < r < 1). The main feature of this problem is that s(0) = 0, i.e., the domain
{rs(t) < x < s(t), 0 < t ≤ T } is an angular one.
There are a lot of examples of parabolic problems in angular domains in mathematical finance as well. The problem
of pricing American multi-asset options can be reduced to (see [5])
∂tu − 12σ
2x2∂xxu + (q2 − q1)x∂xu − q2u = 0 in Σ
u(x1(t), t) = 1, 0 < t ≤ T
∂xu(x1(t), t) = 0, 0 < t ≤ T
u(x2(t), t) = x, 0 < t ≤ T
∂xu(x2(t), t) = 1, 0 < t ≤ T
where Σ = {x1(t) < t < x2(t), 0 < t ≤ T } with
x1(0) = x2(0) = 1,
and thus Σ is an angular domain. In this problem u = V/S2, V is the price of the American multi-asset option, S2 is
the price of the second risky asset. q1 and q2 are dividends of two risky assets.
Furthermore in the model of fixed rate mortgages [6], if the interest rate r is a constant as well, then
∂tu − 12σ
2x2∂xxu + r x∂xu − ru + m = 0 in Ω
u(x1(t), t) = x, 0 < t ≤ T
∂xu(x1(t), t) = 1, 0 < t ≤ T
u(x2(t), t) = M(t), 0 < t ≤ T
∂xu(x2(t), t) = 0, 0 < t ≤ T
where Ω = {x1(t) < t < x2(t), 0 < t ≤ T } with
x1(0) = x2(0) = 0,
and thus Ω is also an angular domain. In this problem u is the price of the mortgage contract, x is the price of the
mortgaged risky asset, m is the amount which the borrower should pay in unit time, M(t) is the remaining principle at
time t .
In this paper we assume
a, b, c, f ∈ Cα,α/2(Ω), 0 < α < 1 (1.4)
0 < λ ≤ a(x, t) ≤ µ < +∞, (1.5)
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s1(t), s2(t) ∈ C1+α/2[0, T ], s1(0) = s2(0) = 0, s′1(0) < s′2(0) (1.6)
∃g(x, t) ∈ C2+α,1+α/2(Ω) satisfying g(si (t), t) = gi (t), i = 1, 2. (1.7)
The main result is the following:
Theorem 1.1. Under the assumptions (1.4)–(1.7), the problem (1.1)–(1.3) has a unique solution u ∈ C2+α,1+α/2(Ω)
and
|u|C2+α,1+α/2(Ω) ≤ C(| f |Cα,α/2(Ω) + |g|C2+α,1+α/2(Ω)) (1.8)
where C depends on Cα,α/2(Ω) norms of a, b, c, C1+α/2[0, T ] norms of s1(t), s2(t) and λ,µ.
Remark. In view of condition (1.7) we only need to consider homogeneous boundary conditions, so from now on we
assume g ≡ 0.
In the next section we derive an a priori estimate of C2+α,1+α/2 type. In Section 3 we prove Theorem 1.1 under the
conditions s1(t) = −t, s2(t) = t . In the last section we prove Theorem 1.1.
2. A priori estimate of C2+α,1+α/2 type
First we suppose b(x, t) = c(x, t) = 0, s1(t) = −t, s2(t) = t in (1.1)–(1.3), i.e.,
∂tu − a(x, t)∂xxu = f (x, t) |x | < t, 0 < t < T, (2.1)
u = 0 on x = ±t. (2.2)
Define V = {(x, t) | |x | < t, 0 < t < T }. Assume
a(x, t) ∈ Cα,α/2(V ), (2.3)
0 < λ ≤ a(x, t) ≤ µ < +∞, (2.4)
where λ and µ are constants.
Theorem 2.1. Under the assumptions (2.3) and (2.4), assume u ∈ C(V ) ∩ C2+α,1+α/2(V ) satisfying (2.1) and (2.2);
then u ∈ C2+α,1+α/2(V ) and
|u|C2+α,1+α/2(V ) ≤ C | f |Cα,α/2(V ) (2.5)
where C depends on λ,µ, T and |a|Cα,α/2(V ).
In order to prove Theorem 2.1, we need the following Lemmas 2.2–2.4. First we define
f0(t) = 1t2
∫ t
t−t2
f (0, τ )
a(0, τ )
dτ.
Lemma 2.2. f0(t) possesses the following properties:
| f0(t)| ≤ 1
λ
| f |L∞(V ) (2.6)
| f ′0(t)| ≤ C | f |Cα,α/2(V )t−2+α (2.7)
| f0(t)− f0(s)| ≤ C | f |Cα,α/2(V )|t − s|α/2 (2.8)
| f (x, t)− a(x, t) f0(t)| ≤ C | f |Cα,α/2(V )tα (2.9)
where C depends on λ,µ, T and |a|Cα,α/2(V ).
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Proof. The conclusion (2.6) is obvious. Define
h(τ ) = f (0, τ )
a(0, τ )
.
Then
f0(t) = 1t2
∫ t
t−t2
h(τ )dτ.
We have
f ′0(t) = −
2
t3
∫ t
t−t2
h(τ )dτ + 1
t2
[h(t)− h(t − t2)(1− 2t)]
:= I1 + I2 + I3
where
|I1| =
∣∣∣∣− 2t3
∫ t
t−t2
h(τ )dτ
∣∣∣∣
≤ 2
t3
|h|L∞(V )t2 ≤ C | f |L∞(V )t−2+α,
|I2| =
∣∣∣∣ 1t2 [h(t)− h(t − t2)]
∣∣∣∣
≤ 1
t2
|h|Cα/2[0,T ]tα ≤ C | f |Cα,α/2(V )t−2+α
and
|I3| = 1t2 |h(t − t
2)|2t ≤ C | f |L∞(V )t−2+α,
so (2.7) is true. Next we prove (2.8). Considering
f0(t) = 1t2
∫ t
t−t2
h(τ )dτ
= 1
t2
∫ 0
1
h(t − λt2)(−t2)dλ (τ = t − λt2)
=
∫ 1
0
h(t − λt2)dλ,
hence
| f0(t)− f0(s)| ≤
∫ 1
0
|h(t − λt2)− h(s − λs2)|dλ
≤ |h|cα/2[0,T ]|t − s|α/2
∫ 1
0
|1− λ(t + s)|α/2dλ
≤ C | f |Cα,α/2(V )|t − s|α/2.
Finally we prove (2.9). We have
f (x, t)− a(x, t) f0(t) = f (x, t)− f (0, t)+ f (0, t)− a(0, t) f0(t)+ a(0, t) f0(t)− a(x, t) f0(t)
:= J1 + J2 + J3
and
|J1| = | f (x, t)− f (0, t)| ≤ | f |Cα,α/2(V )xα
≤ | f |Cα,α/2(V )tα
|J2| = | f (0, t)− a(0, t) f0(t)| = a(0, t)|h(t)− f0(t)|
L. Wang, F. Yi / Computers and Mathematics with Applications 53 (2007) 1107–1118 1111
≤ a(0, t) 1
t2
∫ t
t−t2
|h(t)− h(τ )|dτ
≤ µ 1
t2
∫ t
t−t2
|h|cα/2[0,T ](t − τ)α/2dτ
≤ C | f |Cα,α/2(V )tα
|J3| = |a(0, t)− a(x, t)|| f0(t)|
≤ C | f |L∞(V )tα.
Hence we have completed the proof of Lemma 2.2. 
Let
v(x, t) = 1
2
f0(t)(t2 − x2).
Lemma 2.3. v(x, t) ∈ C2+α,1+α/2(V ); moreover
|v(x, t)|C2+α,1+α/2(V ) ≤ C | f |Cα,α/2(V ). (2.10)
Proof. We have
∂xv(x, t) = −x f0(t)
∂xxv(x, t) = − f0(t)
∂tv(x, t) = 12 f
′
0(t)(t
2 − x2)+ t f0(t).
Now we prove ∂xv ∈ C1+α,(1+α)/2(V ). In fact for fixed x 6= 0, t1 > t2 ≥ 0, case (1): if√t1 − t2 ≤ |x |, then applying
(2.7),
|x f0(t1)− x f0(t2)| = |x f ′0(ξ)||t1 − t2| (t2 < ξ < t1)
≤ C | f |Cα,α/2(V )|x |
ξ2−α
|t1 − t2|(1−α)/2|t1 − t2|(1+α)/2
≤ C | f |Cα,α/2(V )|x |
ξ2−α
|x |1−α|t1 − t2|(1+α)/2
≤ C | f |Cα,α/2(V )|t1 − t2|(1+α)/2
and, case (2): if
√
t1 − t2 > |x |, then
|x f0(t1)− x f0(t2)| ≤ C | f |Cα,α/2(V )|x ||t1 − t2|α/2
≤ C | f |Cα,α/2(V )|t1 − t2|(1+α)/2.
This means that ∂xv ∈ C (1+α)/2t (V ). In a similar way we can prove ∂tv ∈ Cα,α/2(V ). It is clear that ∂xxv ∈ Cα,α/2(V ).
We have completed the proof of Lemma 2.3. 
Define
w(x, t) = u(x, t)− v(x, t).
Then
∂tw − a(x, t)∂xxw = g(x, t) |x | < t, 0 < t < T, (2.11)
w = 0 on x = ±t, (2.12)
where
g(x, t) = f (x, t)− 1
2
f ′0(t)(t2 − x2)− t f0(t)− a(x, t) f0(t).
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It is deduced from (2.6)–(2.9) that
|g(x, t)| ≤ | f (x, t)− a(x, t) f0(t)| + 12 | f
′
0(t)(t
2 − x2)| + |t f0(t)|
≤ C | f |Cα,α/2(V )tα (2.13)
[g(x, t)]Cα,α/2(V ) ≤ C | f |Cα,α/2(V ). (2.14)
Lemma 2.4.
|w(x, t)| ≤ C | f |Cα,α/2(V )tα(t2 − x2), |x | < t, 0 < t < T . (2.15)
Proof. We have
∂t [C | f |Cα,α/2(V )tα(t2 − x2)± w] − a(x, t)∂xx [C | f |Cα,α/2(V )tα(t2 − x2)± w]
= C | f |Cα,α/2(V )[αtα−1(t2 − x2)+ 2t1+α + 2a(x, t)tα] ± g(x, t)
≥ C | f |Cα,α/2(V )2a(x, t)tα ± g
≥ C | f |Cα,α/2(V )tα ± g ≥ 0
and so (2.15) is true by the maximum principle. 
Proof of Theorem 2.1. For any 0 < r < 12 , define
Qr = {(x, t) | |x | < t, r − 2r2 < t < r}
Q+r = {(x, t) | |x | < t, r − r2 < t < r}
Q−r = {(x, t) | |x | < t, r − 2r2 < t < r − r2}.
Applying a scaling technique, let
x = r y, t = r + 2r2(τ − 1)
and then Qr , Q+r , Q−r are transformed to Q, Q+, Q−, where
Q = {(y, τ ) | |y| < 1+ 2r(τ − 1), 0 < τ < 1}
Q+ =
{
(y, τ ) | |y| < 1+ 2r(τ − 1), 1
2
< τ < 1
}
Q− =
{
(y, τ ) | |y| < 1+ 2r(τ − 1), 0 < τ < 1
2
}
.
Define W (y, τ ) = w(x, t), A(y, τ ) = a(x, t),G(y, τ ) = g(x, t); then
∂τW − 2A(y, τ )∂yyW = 2r2G(y, τ ) in Q
W = 0 on |y| = 1+ 2r(τ − 1).
Applying the standard Schauder theory of parabolic equations (see [7,8]), we have
[∂yyW ]Cα,α/2(Q+) + [∂τW ]Cα,α/2(Q+) + [∂yW ]C(1+α)/2τ (Q+) + |∂yyW |L∞(Q+) + |∂τW |L∞(Q+) + |∂yW |L∞(Q+)
≤ C([2r2G(y, τ )]Cα,α/2(Q) + |2r2G(y, τ )|L∞(Q) + |W (y, τ )|L∞(Q))
where C is independent of r . Returning to (x, t) coordinates we obtain
r2+α[∂xxw]Cα,α/2(Q+r ) + r
2+α[∂tw]Cα,α/2(Q+r ) + r
2+α[∂xw]C(1+α)/2t (Q+r )
+ r2|∂xxw|L∞(Q+r ) + r2|∂tw|L∞(Q+r ) + r |∂xw|L∞(Q+r )
≤ C(r2+α[g(x, t)]Cα,α/2(Qr ) + r2|g(x, t)|L∞(Qr ) + |w(x, t)|L∞(Qr )). (2.16)
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Substituting (2.13)–(2.15) into (2.16) we get
[∂xxw]Cα,α/2(Q+r ) + [∂tw]Cα,α/2(Q+r ) + [∂xw]C(1+α)/2t (Q+r )
+ r−α|∂xxw|L∞(Q+r ) + r−α|∂tw|L∞(Q+r ) + r−1−α|∂xw|L∞(Q+r )
≤ C | f (x, t)|Cα,α/2(V ). (2.17)
For any (x1, t1), (x2, t2) ∈ V , t1 ≥ t2, let r = t1 in (2.17). If
√
(x1 − x2)2 + |t1 − t2| ≤ r , then applying (2.17) we
have
|∂xxw(x1, t1)− ∂xxw(x2, t2)| + |∂tw(x1, t1)− ∂tw(x2, t2)|
≤ C | f (x, t)|Cα,α/2(V )
(√
(x1 − x2)2 + |t1 − t2|
)α
(2.18)
|∂xw(x, t1)− ∂xw(x, t2)| ≤ C | f (x, t)|Cα,α/2(V )|t1 − t2|(1+α)/2 (2.19)
and if
√
(x1 − x2)2 + |t1 − t2| > r , then also we apply (2.17) to obtain
|∂xxw(x1, t1)− ∂xxw(x2, t2)| + |∂tw(x1, t1)− ∂tw(x2, t2)|
≤ |∂xxw(x1, t1)| + |∂xxw(x2, t2)| + |∂tw(x1, t1)| + |∂tw(x2, t2)|
≤ C | f (x, t)|Cα,α/2(V )rα
≤ C | f (x, t)|Cα,α/2(V )
(√
(x1 − x2)2 + |t1 − t2|
)α
(2.20)
|∂xw(x, t1)− ∂xw(x, t2)| ≤ |∂xw(x, t1)| + |∂xw(x, t2)|
≤ C | f (x, t)|Cα,α/2(V )r (1+α)/2 ≤ C | f (x, t)|Cα,α/2(V )|t1 − t2|(1+α)/2. (2.21)
It is deduced, from (2.17)–(2.21), that
[∂xxw]Cα,α/2(V ) + [∂tw]Cα,α/2(V ) + [∂xw]C(1+α)/2t (V ) + |∂xxw|L∞(V ) + |∂tw|L∞(V ) + |∂xw|L∞(V )
≤ C | f (x, t)|Cα,α/2(V ). (2.22)
Combining (2.10) and (2.12) we derive the estimates (2.5). This completes the proof of Theorem 2.1. 
3. The existence of a solution of the problem (2.1) and (2.2)
Theorem 3.1. The problem (2.1) and (2.2) has a unique solution u ∈ C2+α,1+α/2(V ) satisfying the estimates (2.5).
Proof. First we consider an approximation problem for problem (2.1) and (2.2):
∂tuε − a(x, t)∂xxuε = f (x, t) |x | < t, ε < t < T, (3.1)
uε = 0 on x = ±t, ε < t < T, (3.2)
uε(x, ε) = 0 − ε < x < ε. (3.3)
This problem has a unique solution uε ∈ C2+α,1+α/2(Vε) ∩ C(V ε), where Vε = V ∩ {t > ε}; moreover
|uε|C2+α,1+α/2(V 2ε) ≤ Cε| f (x, t)|Cα,α/2(V ) (3.4)
where Cε depends on ε.
From (3.4) we know that there is a subsequence of uε (still denoted by uε) and a function u(x, t) ∈ C2+α,1+α/2(V )∩
C(V \ {0, 0}), such that for any τ > 0
uε → u in C2+α,1+α/2(V τ )
and moreover
∂tu − a(x, t)∂xxu = f (x, t) |x | < t, 0 < t < T,
u = 0 on x = ±t, 0 < t < T .
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It is clear that |u| ≤ | f |L∞ t ; it follows that
lim
(x,t)→(0,0) u(x, t) = 0
which means that u(x, t) ∈ C2+α,1+α/2(V ) ∩ C(V ). Applying Theorem 2.1 we complete the proof of
Theorem 3.1. 
Now we consider the problem
∂tu − a(x, t)∂xxu + b(x, t)∂xu + c(x, t)u = f (x, t) |x | < t, 0 < t < T, (3.5)
u = 0 on x = ±t. (3.6)
On the basis of Theorem 3.1 and a fixed point technique we can prove the following theorem:
Theorem 3.2. The problem (3.5) and (3.6) has a unique solution u ∈ C2+α,1+α/2(V ) satisfying the estimates (2.5).
4. The proof of Theorem 1.1
In this section we consider the problem (1.1)–(1.3) (recalling gi (t) ≡ 0, i = 1, 2). Apply a transformation of
variables
y = t 2x − s1(t)− s2(t)
s2(t)− s1(t) , t = t.
Define u(x, t) = v(y, t); then
∂xu = 2ts2(t)− s1(t)∂yv (4.1)
∂xxu =
(
2t
s2(t)− s1(t)
)2
∂yyv (4.2)
∂tu = ∂tv + ∂y
∂t
(y, t)∂yv. (4.3)
The problem (1.1)–(1.3) becomes
∂tv − a(y, t)
(
2t
s2(t)− s1(t)
)2
∂yyv +
[
∂y
∂t
+ b(y, t) 2t
s2(t)− s1(t)
]
∂yv + c(y, t)v
= f (y, t) |y| < t, 0 < t < T, (4.4)
v = 0 on x = ±t, (4.5)
where
a(y, t) = a(x, t), b(y, t) = b(x, t)
c(y, t) = c(x, t), f (y, t) = f (x, t)
in which
x = y
2t
(s2(t)− s1(t))+ 12 (s1(t)+ s2(t)).
Lemma 4.1.
2t
s2(t)− s1(t) ≥ C0 > 0 (4.6)
2t
s2(t)− s1(t) ∈ C
α/2[0, T ] (4.7)
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a(y, t), b(y, t), c(y, t), f (y, t) ∈ Cα,α/2(V ), (4.8)
∂y
∂t
(y, t) ∈ Cα/2,α/2(V ). (4.9)
Proof. Define s(t) = s1(t)− s2(t); then, by (1.6),
s(0) = 0, s′(0) > 0, s(t) ∈ C1+α/2[0, T ], s(t) > 0 for 0 < t ≤ T .
Since
lim
t→0+
2t
s(t)
= 2
s′(0)
> 0,
there is a C0 > 0, such that 2ts(t) ≥ C0.
Next we prove (4.7). Consider
s(t) = t
∫ 1
0
s′(λt)dλ.
So there is a C1 > 0, such that∫ 1
0
s′(λt)dλ = s(t)
t
≥ C1, (4.10)
and therefore
2t1
s(t1)
− 2t2
s(t2)
= 2∫ 1
0 s
′(λt1)dλ
− 2∫ 1
0 s
′(λt2)dλ
= 2
∫ 1
0 s
′(λt1)dλ−
∫ 1
0 s
′(λt2)dλ∫ 1
0 s
′(λt1)dλ
∫ 1
0 s
′(λt2)dλ
and hence∣∣∣∣ 2t1s(t1) − 2t2s(t2)
∣∣∣∣ ≤ 2C21
∫ 1
0
|s′(λt1)− s′(λt2)|dλ ≤ 2
C21
∫ 1
0
λα/2|t1 − t2|α/2dλ ≤ 2
C21
C |t1 − t2|α/2
and this completes the proof of (4.7). Next we prove (4.8). In fact
|a(y1, t)− a(y2, t)|
|y1 − y2|α =
|a(x1, t)− a(x2, t)|
|x1 − x2|α
|x1 − x2|α
|y1 − y2|α
≤ |a|Cα,α/2(Ω)
(
s(t)
2t
)α
≤ C |a|Cα,α/2(Ω).
On the other hand,
|a(y, t1)− a(y, t2)| =
∣∣∣∣a ( y2t1 s(t1)+ 12 (s1(t1)+ s2(t1)), t1
)
− a
(
y
2t2
s(t2)+ 12 (s1(t2)+ s2(t2)), t2
)∣∣∣∣
≤
∣∣∣∣a ( y2t1 s(t1)+ 12 (s1(t1)+ s2(t1)), t1
)
− a
(
y
2t1
s(t1)+ 12 (s1(t1)+ s2(t1)), t2
)∣∣∣∣
+
∣∣∣∣a ( y2t1 s(t1)+ 12 (s1(t1)+ s2(t1)), t2
)
− a
(
y
2t2
s(t2)+ 12 (s1(t2)+ s2(t2)), t2
)∣∣∣∣
:= I1 + I2
where
|I1| ≤ |a|Cα,α/2(Ω)|t1 − t2|α/2
and
|I2| ≤ |a|Cα,α/2(Ω)
∣∣∣∣( y2t1 s(t1)+ 12 (s1(t1)+ s2(t1))
)
−
(
y
2t2
s(t2)+ 12 (s1(t2)+ s2(t2))
)∣∣∣∣α
considering
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∣∣∣∣ ≤ ∣∣∣∣ y2t1
∣∣∣∣ |s(t1)− s(t2)| + ∣∣∣∣ y2t1 − y2t2
∣∣∣∣ |s(t2)|
≤ C |t1 − t2| +
∣∣∣∣ y2t1
∣∣∣∣ |t1 − t2| ∣∣∣∣ s(t2)t2
∣∣∣∣
≤ C |t1 − t2|
and ∣∣∣∣12 (s1(t1)+ s2(t1))− 12 (s1(t2)+ s2(t2))
∣∣∣∣ ≤ C |t1 − t2|
so hence
|a(y, t1)− a(y, t2)| ≤ C |a|Cα,α/2(Ω)|t1 − t2|α/2
which means a(y, t) ∈ Cα,α/2(V ). In the same way we can prove b(y, t), c(y, t), f (y, t) ∈ Cα,α/2(V ); in particular,
| f (y, t)|Cα,α/2(V ) ≤ C | f (x, t)|Cα,α/2(Ω). (4.11)
Finally we prove (4.9). Since
∂y
∂t
(y, t) = y
t
s(t)− ts′(t)
s(t)
− t
s(t)
[s′1(t)+ s′2(t)], (4.12)
it is clear, by (4.7), that the second term in the right hand side of (4.12) is in Cα/2[0, T ] and the first term in the right
hand side of (4.12) is (denote it by h(y, t))
h(y, t) = y
t
∫ 1
0 [s′(λt)− s′(t)]dλ∫ 1
0 s
′(λt)dλ
.
Since ∣∣∣∣∣
∫ 1
0
[s′(λt)− s′(t)]dλ
∣∣∣∣∣ ≤
∫ 1
0
|λ− 1|α/2tα/2dλ ≤ Ctα/2,
applying (4.10), it follows that
|h(y1, t)− h(y2, t)| ≤ 1C1
|y1 − y2|
t1−α/2
≤ 1
C1
|y1 − y2|α/2. (4.13)
On the other hand,
|h(y, t1)− h(y, t2)| =
∣∣∣∣∣ yt1
∫ 1
0 [s′(λt1)− s′(t1)]dλ∫ 1
0 s
′(λt1)dλ
− y
t2
∫ 1
0 [s′(λt2)− s′(t2)]dλ∫ 1
0 s
′(λt2)dλ
∣∣∣∣∣
≤ |y| |t1 − t2|
t1t2
| ∫ 10 [s′(λt1)− s′(t1)]dλ|∫ 1
0 s
′(λt1)dλ
+
∣∣∣∣ yt2
∣∣∣∣
∣∣∣∣∣
∫ 1
0
[s′(λt1)− s′(t1)]dλ
∣∣∣∣∣
∣∣∣∫ 10 [s′(λt1)− s′(λt2)]dλ∣∣∣∫ 1
0 s
′(λt1)dλ
∫ 1
0 s
′(λt2)dλ
+
∣∣∣∣ yt2
∣∣∣∣
∣∣∣∫ 10 (s′(λt1)− s′(t1))− (s′(λt2)− s′(t2))dλ∣∣∣∫ 1
0 s
′(λt2)dλ
≤ C |t1 − t2|α/2
and we have completed the proof of Lemma 4.1. 
Lemma 4.2. ∂y
∂t (y, t)∂yv(y, t) ∈ Cα,α/2(V ) and
L. Wang, F. Yi / Computers and Mathematics with Applications 53 (2007) 1107–1118 1117∣∣∣∣∂y∂t (y, t)∂yv(y, t)
∣∣∣∣
Cα,α/2(V )
≤ C | f (y, t)|Cα,α/2(V ). (4.14)
Proof. According to Theorem 3.2 and (4.9), we have that the problem (4.4) and (4.5) has a unique solution
v(y, t) ∈ C2+α/2,1+α/4(V ); in particular, ∂yv(y, t) ∈ C1+α/2,1/2+α/4(V ) and
|∂yv(y, t)|C1+α/2,1/2+α/4(V ) ≤ C | f (y, t)|Cα/2,α/4(V ). (4.15)
Applying ∂yv(0, 0) = 0 and (4.13),∣∣∣∣∂y∂t (y1, t)∂yv(y1, t)− ∂y∂t (y2, t)∂yv(y2, t)
∣∣∣∣ = ∣∣∣∣[∂y∂t (y1, t)− ∂y∂t (y2, t)
]
∂yv(y1, t)
+ ∂y
∂t
(y2, t)[∂yv(y1, t)− ∂yv(y2, t)]
∣∣∣∣
≤ |[h(y1, t)− h(y2, t)][∂yv(y1, t)− ∂yv(0, t)]|
+ |[h(y1, t)− h(y2, t)][∂yv(0, t)− ∂yv(0, 0)]|
+
∣∣∣∣∂y∂t (y2, t)[∂yv(y1, t)− ∂yv(y2, t)]
∣∣∣∣
≤ C |y1 − y2|
t1−α/2
y1 + C |y1 − y2|t1−α/2 t
1/2+α/4 + C |y1 − y2|
≤ C |y1 − y2|α
and, on the other hand,∣∣∣∣∂y∂t (y, t)∂yv(y, t)
∣∣∣∣
Cα/2t (V )
≤ C |∂yv(y, t)|Cα/2t (V )
and this completes the proof of Lemma 4.2. 
Proof of Theorem 1.1. On the basis of Theorem 3.2 and (4.6)–(4.9), we have that the problem (4.4) and (4.5) has a
unique solution v(y, t) ∈ C2+α/2,1+α/4(V ), and then we rewrite the Eq. (4.4) as
∂tv − a(y, t)
(
2t
s2(t)− s1(t)
)2
∂yyv + b(y, t) 2ts2(t)− s1(t)∂yv + c(y, t)v
= f (y, t)− ∂y
∂t
∂yv |y| < t, 0 < t < T . (4.16)
Applying (4.14) and Theorem 3.2 to the problem (4.16) and (4.5), we know that v(y, t) ∈ C2+α,1+α/2(V ).
It is deduced from (4.2) and (4.3) and Lemma 4.2 that
∂xxu(x, t), ∂tu(x, t) ∈ C2+α,1+α/2(Ω).
Now we prove ∂xu(x, t) ∈ C (1+α)/2t (Ω). Applying (4.1), it is enough to prove
2t
s(t)
∂yv(y, t) ∈ C (1+α)/2t (V ).
In fact∣∣∣∣ 2t1s(t1)∂yv(y, t1)− 2t2s(t2)∂yv(y, t2)
∣∣∣∣ = ∣∣∣∣[ 2t1s(t1) − 2t2s(t2)
]
∂yv(y, t1)+ 2t2s(t2) [∂yv(y, t1)− ∂yv(y, t2)]
∣∣∣∣
≤
∣∣∣∣[ 2t1s(t1) − 2t2s(t2)
]
[∂yv(y, t1)− ∂yv(0, t1)]
∣∣∣∣
+
∣∣∣∣[ 2t1s(t1) − 2t2s(t2)
]
[∂yv(0, t1)− ∂yv(0, 0)]
∣∣∣∣
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+
∣∣∣∣ 2t2s(t2) [∂yv(y, t1)− ∂yv(y, t2)]
∣∣∣∣
:= I1 + I2 + I3
and
I1 ≤ C
ξ1−α/2
|t1 − t2|y ≤ Cξα/2|t1 − t2| ≤ C |t1 − t2|
where t2 > ξ > t1 ≥ y.
If |t1 − t2| < t1, then
I2 ≤ C
ξ1−α/2
|t1 − t2|t (1+α)/21 ≤
C
ξ1−α/2
|t1 − t2|(1+α)/2t1 ≤ C |t1 − t2|(1+α)/2.
If |t1 − t2| ≥ t1, applying (4.7),
I2 ≤ C |t1 − t2|α/2t (1+α)/21 ≤ C |t1 − t2|(1+α)/2
and, moreover,
I3 ≤ C |t1 − t2|(1+α)/2.
We have completed the proof of Theorem 1.1. 
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