In this work a technique has been developed to solve a set of nonlinear equations with the assumption that a solution exists. The algorithm involves nonlinear Gauss-Seidel iterations and at each iteration the value of the iterate is added to a predetermined perturbation parameter which is computed in terms of quantities already known. This perturbation parameter has two properties : (i) it determines the mode of convergence, that means it shows how many more computations are required so that convergence may be achieved, and (ii) it accelerates the rate of convergence. The algorithm is computationally simple. Several nonlinear equations have been studied. The results seem to be encouraging.
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INTRODUCTION
A technique to solve systems of nonlinear equations to be mentioned by the name PIS (Perturbed Iterative Scheme) has been presented in theory and in practice. It is meant to be primarily an application-oriented method and therefore to demonstrate its effectiveness, applications starting from equations with one variable to those with several variables were given. PIS is fully implicit and is derived by perturbing nonlinear GanssSeidel iterations. It is based upon the concept of estimating a perturbation vector wk at each iteration which when added to the iterate x k brings it closer to the solution. Thus it was conjectured that in some cases if nonlinear Ganss-Seidel iterations generate iterates outside the domain of convergence, PIS might converge to the solution. This was verified in severs] cases discussed in section 7. The algorithm of PIS is simple both theoretically and computationaUy and yet quite powerful to solve nonlinear equations. Perturbation techniques for the solution of nonlinear equations used previously [3, 4, 81 had more restricted applications and more complicated algorithms than those of PIS. PIS involves functional iterations and its convergence properties are related to the studies of contractive mappings. Quite extensive discussions on this topic were done by Ortega and gheinboldt [7] . Some of these were used for the theoretical studies of PIS. It is found both theoretically and computationally that the perturbation vector w k fully conducts the mode of convergence of the algorithm during computations. Almost all functional iterations are dependent upon good initial approximation to the solution. It was found by computer experimentations that PIS is independent of these initial estimates. More on this is discussed in section 8. One of the primary objectives to develop PIS is to solve nonlinear partial differential equations by applying implicit finite difference analogs. To provide a test for this, two nonlinear test examples from fluid dynamics were considered. They are (i) one dimensional gas dynamics equation and (ii) Burger's equation. Subject to some specified initial-boundary conditions both equations admit analytical solutions. Computational properties of these equations were discussed by Ames [11, Lax [51 and goache 191. Burger's equation was given a very special attention because of its position in the 'hierarchy of approximations emanating from Navier-Stokes equations' [ 101.
To apply PIS, a consistent implicit Finite difference analog in each case was formulated. The results have been presented in several graphs and tables to compare numerical and analytical solutions. For o < 0.01 analytical formula for the solution of Burger's equation failed because of the slow convergence of the Fourier series contained in it [11. Hence an iterative scheme consisting of matrix factorization was applied to solve Burger's difference equations for v = 0.001 and the solutions were compared with those given by PIS. Both techniques generated results which are uniformly in full agreement not ordy for v = 0.001, .but also for o = 1.0, 0.1, 0.01 and for all ax and at (see tables I and 2). For v = 0.0001, Ames [11 presented the changes of velocity profiles at different times in the figure 2-10, obtained by a predictor-corrector formula. Similar velocity profihs were also found by PIS for the same value of v as given in the Fig. 8 by using a timestep which is almost ten times larger than that used in [11. Results did not show any appreciable change for li x --0.005 and a x = 0.01. We will now develop the algorithm of PIS, analyze its convergence properties and study its applications.
FORMATION OF ALGORITHM
The problem is to solve a system of nonlinear equa~ons :
in a domain D which is a subspace of R n, where gn is the n-dimenslonal real space. If x = (Xl, x2... xn)TE D and F : D c R n -, R n, (1) may be expressed as :
F (x) = 0 (2) where x E D It is assumed that (2) has a solution x* in D so that F(x*) = 0. To apply nonlinear Gauss-Seidel iterations for solution, (1) may be expressed as :
i=1,2 .... n These equations may be expressed as
where G O : D c R n -, R n.
Since x = x ~ is the solution, x* = G O (x*) Thus x* is a fLxed point of the operator G o. Let xOe D be an iuitial estimate of x*, then nonlinear Ganss-Seidel iterations may be expressed as
i= 1, 2 .... nandk = 1, 2 .... Assuming xke D and a mapping G : Dx D cR n x Rn-, R n (5) may be expressed as :
Definition : Fixed Image LetH:Dx D×...xDcR nxR n×...xR n--,R n.
Then c e D is said to be a fixed image of H ff H (c, c .... c) = c. In particular if H: D cRn-~ R n and c is a fixed image of H, it is also a fixed point of H. Thus from the definition of G, the solution x* is a fixed image of G, that is G (x*, x*) = x*. Now at some k th iteration a perturbed iterative scheme of the form :
is defined with an initial estimate x ° e D of x*. The perturbation vector wk = (w k w2 k ...wnkn)Te Rnis yet to be computed. In the element form this scheme may be expressed as :
k Evidently this sequence of iterates {x~} is different from that in (6). It is assumed that w k is such that xke D for aU k.
Let us assume that G (D x D) c_ D. Thus, if we denote the right side of (9a) by G k and de£me
COMPUTATION OF w k
Let us assume that the perturbation parameters q (i = 1, 2 .... n and k = 1, 2 .... 7 are small such that the terms of the order (wik72 may be neglected. Regarding the functionals G i we assume that for all i = 1, 2, .... n and k = 1, 2 ....
(a Gila xi) k ~ 1 (10a 7 and (IS 2Gila x21) k is bounded.
k-1 ik If (8) converges after (k-l) iterations, x i x x.~ Then from the property of a solution,
Expanding the right side of this equation by Taylor's series and neglecting the terms of the order (w?) 2 by virtue of (10b) we get : 
Thus wk's are computed in terms of quantities known prior to the computation of x k. To represent the vector w k, w~ define an n x n diagonal matrix 
Then (11) may be expressed as :
From (10a) and (12 7, pk is a diagonal matrix and all the elements along its diagonal are nonzero. Hence (pk)-i exists. Also from (13),
Thus x* is a fixed image of the operator ~ in D.
CONVERGENCE PROPERTIES
By deFmition an iterative scheme is said to converge if lira xk= x* (16) k"* tTo obtain sufficient conditions for convergence, a theorem similar to one given in section 13.1.4 of [71 will be established.
Theorem 1
Let G : D x D ¢ R n x R n-* R n satisfy on D the following conditions :
V x, y, z e D, where A and B are isotone matrices and p (A) < 1 as wen as p (C 7 < 1, where C = (I-A)-IB. Furthermore if
Iwkl= o (1s7
the iterative scheme (77 converges to x* and x* is the unique fixed image of G in D.
Since x* is a fixed image of G in D, x* = G (x*, x*) and from (7) Ix k -x*l < [wkl + IG (xk, x k-l) -G (x*, x*)l This gives, (I-C)[x* -y*[ < 0. Since 0(C) < 1, (I-C7 -1 = r;= ° cP > 0. Therefore, Ix* -y*l ~ 0.
Thus x* = y*.
To prove that (18) is also a necessary condition for convergence, we will first establish the following theorem :
Theorem 2 If the iterative scheme (7) converges and G satisfies (17a) and (17b), then for some k • k o + 1
and (ii) x* is the unique £Lxed image of G in D.
Since the second part has already been established in the theorem 1, we will prove only the First part.
The above theorem establishes that as k -~ .. if {x k} converges to x* so does {gk) (where gk is defined in (9b)) and furthermore, x* is the unique limit point of ~k} in D. Now it is rather trivial to prove the following : Theorem 3 lira I wkl = 0 is a necessary condition for convergence of the perturbed iterative scheme (7) to the solution x*, Since x* is a fLxed image of G in D,
From (127 pk is an n x n diagonal matrix consisting of nonzero elements alone. Also by virtue of the property (10a) of the functionals G i (i= 1, 2 .... n and k = 1, 2 .... ) the elements of pk are bounded for all k. Hence o (pk) is bounded. Thus from the equation (14) and the theorem 2, it is clear that as x k --x*, Iwkl -* 0 implies : for some k~ko+l, II~ (xk, gk, xk-1) -~ (x*, x*, x*)ll < e (23) where, ~ (x*, x*, x*)= x*. Thus d is required to satisfy some properties such that (23) is true.
~heoleem 4 Let ~ : D x D x D c g n x R n x g n-" g n satisfy onD the following : Proof
where,
Since convergence is assumed, for some k ~ k o + 1, IIx k-x*ll < e/3Z, IIg k-x*U < e/3Z
and H x k-1 -x* U < el3Z. This proves the first part.
To prove uniqueness, let us assume that ~ has another Rxed image y* in D, which is distinct from x*. Then, Ix* -y*l = I~ (x*, x*, x*) -~ (y*, y*, y*)l
• Llx*-y*l + MIx*-y*l + NIx*-y*l or, Ix* -y*l • QIx* -y*l giving (I-Q)lx*-y*l • 0.
Since p (Q) < 1, (I-Q)-I = ~** QP > 0. Thus p=o Ix*-y*l • 0. Hence x*=y*.
CONVERGENCE OF ITERATIONS
In most iterarive schemes, convergence of iterations is accepted ff at some kth iterations, jx --x'u-lJl <"
for all i = 1, 2 ..... n. Computarionally, regardless how small e is chosen, the condition (25) is merely a necessary condition for convergence. Such a condition, as is well known, could lead to convergence to a wrong solution especially when the rate of convergence is slow. Under the present scheme, this may be avoided, because convergence criterion will be imposed upon the values of wik and not on those of x~. In a computer program, the criterion is m.ax Iwikl <e
" (26) 1 when in most cases e is chosen as 10 -10. Assuming that the functionals G i satisfy the conditions ha the Theorem 1, the condition (26) is both necessary and sufficient for convergence. This has been computarionally verified in a large number of applications, some of which are discussed in the next section.
AN ILLUSTRATION
Let us consider an application of PIS to solve a system of equations with two variables : fl (xl' x2) = 0 f2 (xl, x2) = 0 Let us assume that this system has a unique solution x 1 = x~ and x 2 ---x~ in some region D c g 2. Let the equations be expressed as x I = G 1 (Xl, x2),
Step #1.
Choose some (x~, x~) as initial estimates of the solution. Then, at some kth iteration, compute :
Step #2. Step #3.
The method developed in this paper will now be applied to several nonlinear equations. The computational procedure for the application of PIS is rather simple. However, all of the mathematical restrictions imposed on the mappings G and ~ may not be simple to verify for various nonlinear equations. Thus in some cases, the method could be used on a trial basis.
step #4.
If max Iwkl ~ e, the last computed values of Xl k and k x 2 will be the required numerical solutions. If this inequality is violated, the steps #2, #3 and #4 will be repeated. This algorithm may now be extended to any system of nonlinear equations. If S i = 1 for some i, the method will fail. If for some i, Gi(x I ... Xn) is independent of x i, S i = 0 and wi k = 0 for all k. In such a case the effectiveness of PIS will be reduced. Let us consider a simple illustration. 3, 1.3 ). The condition for convergence of iterations was given by (25) with • = 10 -4. The method failed to converge to the solution after 10000 iterations. Even when the initial estimates were (0.05, 0.05) and the maximum number of iterations was increased from 10000 to 100000, nonlinear Gauss-Seidel iterations failed. The values of x 1 and x 2 were 0.63300 and -1.90714 after 100000 iterations. To study more on the comparison between PIS and nonlinear Gauss-Seidel iterations we will go to the next section. Result : Picard's method took 5 and PIS took 3 iterations to converge to x = -1.84141, which is the solution.
Ex. 2
Solve: 2x-tanx=0
Choose :G(x) =0.5tan x and x ° =0.3
Result : Picard's method took 19 and PIS took just 2 iterations to converge to x = 0.0 which is the solution.
Ex. 3
Solve: x-sin x= 0. 
(d) Equations with more than three variables
One of the primary objectives to develop PIS is to solve nonlinear partial differential equations with the assumption that a solution exists. Two such applications :
(i) One-dimensional gas dynamics equation (ii) Burger's model on turbulence have been studied. Although these differential equations are not strictly nonlinear, their implidt finite difference analogues form a system of nonlinear algebraic equations in several variables. Subject to appropriate initial boundary conditions both (i) and (ii) have analytical solutions. Thus attempts were made to do a comparative study between these analytical solutions and the numerical solutions obtained by applying PIS.
Ex. 8. One dimensional gas dynamics equation
The equation of motion is given by :
at ax
Subject to the following conditions :
The analytical solution of (27) is : u (x, t) = x/(1 + t)
Approximating the time -derivative by a two-point backward difference formula and the space derivative by central differences, a consistent implicit fmitedifference scheme corresponding to (27) is :
where k = at = time step (31) h = Ax = mesh size, and U n = value of the net-velocity function U at x i and t n. The equation (30) may now be expressed as :
Some comparisons between analytical and numerical solutions are given in Figures 1, 2 , and 3.
Computational well-posedness of PIS was thoroughly checked in each case. Indeed, the Figures 1, 2 , and 3 show that large changes of time steps have negligible effects on the numerical solutions under PIS.
Ex. 9. Burger's model on turbulence
The equation of motion is : integrals (37a) and (37b) are convergent for all ~. Also, mathematically, lira An = 0, and the rate of this convergence becomes slower as v becomes smaller. However, the values of these integrals cannot be computed analytically. Thus, the following simple numerical scheme was used to compute them : We know that,
.fexp (px+ q) cos ax dx ePX (P c°s ax + asin ax) The computed values of An for v = 1.0, 0.1, 0.01 and 0.001 were in full agreement with the mathematical properties of A n .
As in the previous case, a consistent implicit finite difference model of (34) is : 01, the analytical formula (36) failed to produce any valid resUlt because of the extremely slow rate ofconvergence of the two infinite series contained in it [11, Hence a numerical matrix iteratice solution consisting of triangular decomposition which is usually very effective to solve systems involving triangular matrices, as we have in this case, was applied. Figure 7 is an example showing comparisons between solutions obtained by PlS and iterative matrix factorization. For v = 0.0001, results obtained from PIS were presented in the Figure 8 showing velocity profiles at different times. To obtain this result, h = 0.005, 0.01 ft and At= 0.005 s for each h were considered. Changes in h did not affect the solutions. This figure is quite similar to the figure 2-10 given in [1] for the same v generated by a predictor-corrector formula. However, the rime step used in the predictor-corrector formula is At= 0.0004 s which is about ten times smaller than that used in PIS. Both computed solutions tend to the asymptotic approximate solution by Cole 121. • Other than graphs, two tables 1 and2 were constructed at times t= 0.25s and t = 0.5 s and a location x= 0.5 ft prior to the development of a shock to show the actual computed values of U. n which are given by different schemes for solution. 1In each 
DISCUSSIONS
We will now study an overall analyds of PIS by discussing its limitations, its specific rehtion with ordinary Ganss-Seidel iterations, its global convergence property, its effectiveness when combined with SOR and its comparison with a few other existing techniques to sblve systems of nonlinear equations.
(i) Limitations of PI$
Every numerical technique has its limitations and PIS is not an exception to this. At the very outset of this work existence of a solution of the given nonlinear system (1) has been assumed. This is indeed a very stringent assumption in the sense that there are nonllnear systems for which existence of a solution is yet to be proved. If in a particular no~inear system w~i is zero for some i, the rate of convergence slows down. And for a linear system since w~. = 0 for all i= 1, 2 .... n, PIS is reduced 1 to an ordinary linear Ganss-Seidel iteraribn.
When PIS is applied convergence of iterates to the.solution is guaranteed ff the restrictions imposed upon the operators G, ~ and pk are fulfilhd. Since in many probhms verifications of all of these properties are not possible PIS will be applied on a trial basis and hence divergence of the method cannot be ruled out.
(
ii) Systems of equations with multiple roots
A series of computer experimentations with several systems of equations having multiple roots show that PIS is restricted by initial estimates in order that convergence to any particular solution may be obtained. To demonstrate this, we will consider two examples : table 3 for the example B show that PIS cou/d converge to all the solutions of a system of equations having multiple roots, starting from initial estimates selected arbitrarily. However, such convergence is yet to be justified mathematically. At present we win simply conclude that PIS is not quite effective to solve systems of nonlinear equations having multiple roots.
Ex.A

(iii) Comparison with nonlinear Gauss-Seidet iterations
If (P)i, i = Pi, i' PIS may be expressed as :
If 1/p k i is replaced by zero, PIS will become an ordinary nonlinear Gauss-Seidel iteration. Thus it is apparent that the iterates {xk} generated by PIS are entirely different from those generated by an ordinary nonlinear Gauss-Seidel iteration. ~ It is easy to prove that ff both schemes generate {x k ) such that x k e D for all k and G satisfies the conditions (17a 7, (17b) then ordinary Ganss-Seidel will converge to the solution x* and if furthermore, w satisfies (18), PIS will also converge to x*. But sincein general, nonlinear Ganss-Seidel will generate x k e D o where D o c R n and D o ¢ D simultaneous convergence of both schemes may not Occur. Thus it is clear that while nonlinear Gauss-Seidel iterations failed in the examples 3, 5, and 7, PIS converged to the solution. For Burger's difference equation, Gauss-Seidel scheme failed to converge after 2000 iterations. Out of the vast number of problems solved, it was never found that PIS diverged, whereas nonlinear Gauss-Seidel iterations converged. It was systematically observed that whenever both schemes converged to the solution PIS took less number of iterations. Such an acceleration of convergence is defmitely caused by the introduction of the pert.urbation vector w k.
(iv) Rate of converooence
In a large number of applications it was consistently found that PIS has a better rate of convergence in comparison with nonlinear Gauss-Seidel iterations.
We will now investigate the probable cause for that. Since we did not assume that a Gi/axj exists for i ~ j, let us assume that :
and the quantities a. k. and o.k.-1 are real and depend on 13 Ij the functionals Gi and the iterates x k and x k-1. These quantities may be defined such that the equation (41) will become the contractive property of the operator G as given by (17a7 and (17b 7. From (87 we may get :
8" • ~i • ~ race x i = oi t xl ..... Xn) , applying the contractive property of G on (43) we get : k-1 j=l U J J j=i uxJ -*xjl (44) where aij and bij are respectively elements of A 1.and B given in (17a 7 and (17b). Now, ffwe replace w 1 in (43) by its value given by (11) and make use of the equation (41) Generally, for equations with unique solutions it was found that the values of GDMAX decreased uniformly and whenever it became less than 1, WMAX converged 'to zero at a quadratic speed giving thereby the required solution. For equations with multiple roots, the values of GDMAX did not decrease uniformly although invariably the same pattern of quadratic rate of convergence was found. This point may be clarifind by virtue of the following data :
In the examph B of this section, the system has multiple roots. With (xO, yO, zO 7 = (56.8, -99.0, -987.0 From the algorithm of PIS it is clear that whenever convergence takes place, x k approaches x* as fast as w k approaches zero. In the absence of perturbation, ~'s are nonlinear iterates. Gauss-Seidel Since, near the solution [w.kl's are small, we may 1 conclude that, in general, the convergence rate of PIS is quadratic in comparison with the rate of convergence of nonlinear Gauss-Seidel iterations.
(v) Global convergence
By virtue of computer experimentations for a large number of nonlinear systems of equation it was consistendy observed that PIS converged to the solution regardless of the values of initial estimates. In the case of the ex. 3 of the previous section, for the initial estimates x°=-50.0, 85.0, 0.00013, -0.0069,-302.0 and 0.05, chosen arbitrarily, PIS converged to the solution x = 0.0. In the case of the ex. 4, the initial values of (xO, yO 7 were chosen as : (-104.25, 15.387, (86.25, -39.657, (0.0023, -589.32 ), (45.2, -65,1) and (88.12, 97.32) arbitrarily. PIS converged, in each case, to the correct solution. In the ex. 7, convergence to the solution was obtained when the initial (xO, yO, zO 7 were arbitrarily chosen as : (-8.12, 5.01, 0.02), (0.02, 4.35, -1.06) , (2.35, 7.14, 0.017, (4.0, 5.0, 0.87 and (5.0, -2.25, 1.237 . Such global convergence of each example mentioned in this work was thoroughly checked. In the case of one-dimensional gas dynamics and Burger's difference equations, global convergence of pIS was studied as follows : The equation of motion (27) for the one-dimensional flow of gas subject to the conditions (28a, 28b) admit solutions which are all positive not exceeding 1. In the computational procedure, for solution at the nth time step, the initial estimates are U n-1 which are all positive not exceeding 1. Thus in order to check global convergence properties initial estimates at each time step for two different computer runs were multiplied respectively by 2.654 and -1.203. In each case, PIS converged to the solution but the number of iterations was drastically increased. In the case of Burger's equation, the values of the netveloci-~ function UP were all t~ositive, not exceedin~ 1
In the computational procedure, the initial estimates at each time step were positive not exceeding 1. Thus two computer runs were taken to check global convergence. In one case the initial estimates were multiplied arbitrarily by 2.05 at each time step and in the other case, they were multiplied by -45 at each time step. As before, the number of iterations was drastically increased, but PIS converged to the appropriate solution.
(vi) SOR-PIS combination
Although the computational time for the PIS with regard to the solution of gas dynamics equation or Burger's equation was quite small in the CDC CYBEK 7214 computer system an investigation was under-. taken to see whether the computational time could be further reduced by combining PIS with a successive over/under relaxation technique. Values of relaxation parameters were chosen arbitrarily, ranging from 0.0032 to 1.9. It was found that neither the number of iterations for convergence nor the numerical solutions were appreciably affected. Further mathematical studies are necessary to compute an optimised relaxation parameter to obtain the fastest rate of convergence.
of PIS could make it more useful when a limited accessibility to computer's memory storage is available or numerical solutions of nonlinear partial differential equations consisting of several dependent variables are needed. However, PIS is yet to be applied to these equations to study its effectiveness. The superiority of PIS over explicit methods was clearly demonstrated through the solutions of both gas dynamics and Burger's difference equations. For smaller time steps explicit schemes were effective but when time steps were large they failed because of the fact that the stability criteria were violated. Justification of computational stability of PlS is at present under theoretical investigation.
CONCLUSION
PIS is fully implicit. It accelerates the rate of convergence of a nonlinear Gauss-~eidel iteration scheme and its perturbation vector records the mode of convergence. It is computationally simple, independent of initial estimates of the solution and requires less computer's memory storage and computational time.
Results obtained so far in various cases are encouraging.
Researchers in nonlinear systems of equations might find it interesting and useful to seek more applications of PIS. 
