Introduction
Let E be an elliptic curve defined over F q , a finite field of q elements. Furthermore, we consider extensions F q n of F q and, accordingly, we consider the sets E(F q n ) of F q n -rational points on E (including the point at infinity O).
We recall that E(F q n ) forms an abelian group (with O as the identical element).
The cardinality #E(F q n ) of this group satisfies the Hasse-Weil relation #E F q n = q n + 1 − τ n − τ n , (1.1)
where the Frobenius roots τ, τ are complex conjugate quadratic irrationalities with
(see [2, 23] for this, and other general properties of elliptic curves).
It is well known that the group of F q n -rational points E(F q n ) is of the form
where the integers L and M are uniquely determined with M | L. In particular, #E(F q n ) = LM. The number (q n ) = L is called the exponent of E(F q n ), and is the largest possible order of points P ∈ E(F q n ).
Trivially, from the definition (1.3), and from (1.1) and (1.2), we see that the inequality q n ≥ #E F q n 1/2 = q n + 1 − τ n − τ n 1/2 ≥ q n + 1 − 2q n/2 1/2 = q n/2 − 1 (1. 4) holds for all q and n.
For a fixed elliptic curve E which is defined over Q and has no complex multiplication (see [2, 23] ), it has been shown by Schoof [21] that for the reduction E(F p ) of E modulo a prime p, the inequality (p) ≥ C(E) p 1/2 log p log log p (1.5)
holds for all prime numbers p, where the constant C(E) > 0 depends only on the curve E.
Duke [10] has recently shown, unconditionally for elliptic curves with complex multiplication, and under the extended Riemann hypothesis for elliptic curves without complex multiplication, that for any function f(x) → ∞ for x → ∞, the lower bound (p) ≥ p/f(p) holds for almost all primes p. However, for elliptic curves without complex multiplication, the only unconditional result available is also in [10] , and asserts that the weaker inequality (p) ≥ p 3/4 / log p holds for almost all primes p.
Here, we obtain analogues of these results for (q n ) when q is fixed and n is large, where E is an elliptic curve which is assumed to be ordinary. We recall that E is called supersingular if τ + τ ≡ 0(mod p), where p is the characteristic of F q . Otherwise, E is called nonsupersingular or ordinary. More precisely, we show that for any ε > 0, the number W(ε) of positive integers n such that (q n ) < q n(1−ε) can be estimated in an explicit way in terms of ε. In particular, our result implies the following bound "on average":
Our approach is based on a link between the size of (q n ) and the size of gcd(τ n − 1, τ n − 1). Questions of this kind have recently been extensively studied in the literature, see [3, 8, 9, 24] . In particular, the main result of Corvaja and Zannier [9] immediately implies that W(ε) is bounded for every fixed ε > 0. In order to get an explicit quantitative form of the result, we follow very closely the arguments of [9] . However, in order to optimize the result, we choose the auxiliary parameters slightly different. This unfortunately prevents us from directly quoting [9] , but we indicate the similarities throughout the proof. A new ingredient introduced in this paper is the use of the bound of van der Poorten and Schlickewei [26] on the number of zeros of nondegenerated linear recurrence sequences, which is based on p-adic methods.
Unfortunately, the method of the proof does not allow us to find the set n with (q n ) < q n(1−ε) explicitly. This is because this technique is based on the celebrated subspace theorem (see [11, 12] for the most recent achievements), which is not effective.
In order to get an effective, albeit weaker, estimate of (q n ), we use lower bounds on linear forms in p-adic logarithms. In particular, we show that the inequality
holds for all positive integers n with some effective constant ϑ(q) > 0 depending on q (and E).
In the opposite direction, it is shown in [15] that for some absolute constant ρ > 0, the inequality
holds for infinitely many positive integers n.
The question of cyclicity, that is, whether (q n ) = #E(F q n ), has also been addressed in the literature. For curves in extension fields, this question has been satisfactorily answered by Vlȃduţ [28] . In the situation where E is defined over Q, the question about the cyclicity of the reduction E(F p ) when p runs over the primes appears to be much harder (see [5, 6, 7] for recent advances and surveys of other related results). In particular, this problem is closely related to the famous Lang-Trotter conjecture.
One can also study an apparently easier question about the distribution of (q) "on average" over various families of elliptic curves defined over F q (see [22, 27] ).
We also give an application of our results to the analysis of the so-called MOV attack on the elliptic curve discrete logarithm developed by Menezes, Okamoto, and Vanstone [17] . This result complements those obtained in [1, 16] .
Finally, we show that our bounds are relevant to estimating complexity of the algorithm of [18] which actually computes (q n ).
Throughout this paper, we use the symbols "O," " ," " ," " ," and "o" in their usual meaning (we recall that A B and B A are equivalent to A = O(B)). The implied constants in these symbols may occasionally depend on q, which is indicated as, for example, "O q ," " q ," " q ," and are absolute otherwise. For a positive real number x > 0, we write log x for the maximum between 1 and the natural logarithm of x.
In this section, we review some standard notions of algebraic number theory (see, e.g., [4, 19, 25] ), diophantine equations and diophantine approximations, as well as elliptic curves.
For a complex number z, we write z for its conjugate.
Let L be an algebraic number field of degree D over Q. Denote its ring of integers by O L and its collection of places by M L . For a fractional ideal I of L, we denote by Nm L (I)
, and the norm map is extended multiplicatively (using unique factorization) to all the fractional ideals of L.
For a prime ideal P, we denote by ord P (x) the order at which it appears in the factorization of the principal ideal [x] generated by x inside L.
For µ ∈ M L and x ∈ L, we define the absolute value |x| µ as follows:
In case (i) or (ii), we say that µ is real infinite or complex infinite, respectively; in case (iii), we say that µ is finite.
These absolute values satisfy the product formula
Note that for an infinite place µ, |x| µ is a power of the standard Euclidean norm x . We now define the height of a nonzero vector x ∈ L M as follows:
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Finally, for x ∈ L, we put
For a linear form
One of our basic tools is the following result of Evertse and Schlickewei [12, Theorem 3.1], which provides an explicit version of the subspace theorem (see also [11] ).
Lemma 2.1. Let S be a finite set of places of L containing all the infinite ones. Let
linearly independent sets of linear forms with coefficients in L such that for some real H > 0, the inequality
holds for all µ ∈ S and i = 1, . . . , M. For a fixed 0 < δ < 1, consider the set X of solutions
Then there exist t proper linear subspaces
such that every solution x ∈ X with
We now recall the following upper bound due to van der Poorten and Schlickewei (see [26] ) on the number of zeros of linear recurrence sequences. Although there exists a more general result of this type due to Schlickewei and Schmidt (see [20] ), it turns out that the above result is more useful for our purpose. Lemma 2.2. Let K ≥ 1 be an integer, and let α j , β j ∈ O L \{0}, j = 1, . . . , K, such that α i /α j is not a root of unity for any 1 ≤ i < j ≤ K. Then, the number of solutions s of the equation
10)
satisfies the inequality
where ω is the number of prime ideal divisors of
We will also need the following lower bound for a linear form in p-adic logarithms due to Yu [29] .
For a nonzero number γ ∈ L, we use h(γ) = log H(γ) for its logarithmic height.
Lemma 2.3. Let π be a nonzero prime ideal in O L dividing a prime number p ∈ Z, and let γ 1 , . . . , γ M be nonzero numbers in L. Let n 1 , . . . , n M be positive integers with B = max{n 1 , . . . , n M }, and assume that
Then, the inequality
holds with some computable constant C(D, p, M) depending only on D, p, and M.
We now establish some useful facts about elliptic curves.
We write
and K = Q[τ]. We note that if E is an ordinary elliptic curve over F q , then K is a complex
Lemma 2.4. Let I be the greatest common divisor ideal of τ n − 1 and
Proof. It follows, from the properties of the Weil pairing, that m(q n ) is a divisor of q n − 1 (see [2, 23] ). Using the fact that
15)
we derive
We also have that
For a prime ideal P, we write
We then have 2α ≤ β + γ. If β = γ, then, by (2.16), we have α ≤ min{β, γ} = ord P I.
If β = γ, then, by (2.17), we have 2α ≤ β + γ = 2β = 2 ord P I. Therefore, ord P m(q n ) ≤ ord P I, which completes the proof.
We also need the following simple property of ordinary elliptic curves.
Lemma 2.5. Suppose that E is an ordinary elliptic curve over F q . Then τ and τ are multiplicatively independent.
Proof. Assume that τ a = τ b holds with some integers a and b, not both zero. Taking absolute values, we infer that a = b, therefore
In particular, E is supersingular over F q a . This together with the ordinarity of E over F q contradicts the well-known fact that ordinarity is preserved under field extensions (see [ We start with an individual lower bound on (q n ). We give an explicit upper bound on the number of exceptionally small values of (q n ). As we have mentioned, in a less precise form, one could derive a similar result directly from [9, Proposition 2].
Theorem 3.1. Suppose that E is an ordinary elliptic curve over F q . For any ε > 0, the lower bound
holds for all positive integers n with at most
exceptions, where ϑ = 3 7 2 −10 = 2.135 . . . .
Proof. By Lemma 2.5, we may assume that τ and τ are multiplicatively independent. We may also assume that ε < 1/2, for otherwise there is nothing to prove.
Assume now that q = p r , where p is prime. Since Nm K (τ) = ττ = q, it follows
, where π and π are prime ideals. Since τ and τ are linearly independent, the two prime ideals π and π dividing q are distinct.
Let S be the subset of M K consisting of the three valuations corresponding to {∞, π, π}. Note that since K is complex quadratic, M K contains only one infinite place, which we have denoted by ∞.
where I is the greatest common divisor ideal of τ n − 1 and τ n − 1 in O K , and J is some other ideal of O K . Since obviously I = I (because
In particular, all the prime ideals P dividing J are of degree 1.
Since u and v are conjugates (and so are u−1 and v−1), we get
(and similarly H(u − 1) = H(v − 1)). We see, by Lemma 2.4, that
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Since m q
Write S + = {∞, π} and S − = {π}. With the notations from the proof of [9, Proposition 2], S + corresponds to the subset of those µ ∈ S having |u| µ > 1, while S − corresponds to the subset of those µ ∈ S having |u| µ ≤ 1.
6)
and write vectors x ∈ K N as
That is, we use two different notations. In fact, we define below several linear forms and in some cases we find it more convenient to do this in terms of the variables z i and y i,j , while in some other cases we find it more convenient to do this in terms of the variables x j . It is certainly a simple matter to do both in terms of only the variables x j , but indexing becomes typographically more complicated.
Choose linear forms with coefficients 0, ±1 in N variables as follows. For j = 1, . . . , k and µ ∈ S + , put
Put also P(u, v) = x(u, v) to be the point in K N given by (3.7), where 
From the identity
and the fact that |u j−1 +· · ·+u+1| µ ≤ 1 holds for all µ ∈ M K \{∞} (because u is an algebraic integer in K), as in [9] , we conclude that
So, inequality (3.5) implies that the inequality
(3.14)
holds. Using this upper bound together with the trivial inequality
we derive the estimate N j=1 µ∈S
(because this last inequality is implied by N 3 ≥ k 2 +k+N, which is certainly true because
, and we obtain that the upper bound (3.16) can be replaced by
By the choice of our parameters, we have
Finally, from the trivial bound
holds, where
It is clear that det(L 1,µ , . . . , L N,µ ) = ±1 holds for all three choices of µ ∈ S because the corresponding matrix of forms is upper-triangular.
We now observe that since k = 3/4ε ≥ 2 then, under condition (3.17) and choices (3.6), we obtain that the inequality
holds for all j = 1, . . . , N and all µ ∈ S. Since H(P(u, v)) ≥ H(v) (because v −1 is a coordinate of P(u, v)), we conclude that
Therefore, by Lemma 2.1, there exist
proper subspaces T 1 , . . . , T t of K N , such that every point P(u, v) satisfying inequality
Let T be one of these subspaces and let P(u, v) ∈ T. As in [9] , we remark that this implies an equation of the type 27) with coefficients η i and ρ i,j ∈ K, not all zero.
Direct examination of the poles of the rational function
shows that F(U, V) is nonzero (see also [9] ). This leads therefore to an equation of the form 0≤i≤k 0≤j≤h
where α i,j = τ i τ j and the coefficients β i,j ∈ K are not all zero for 0 ≤ i ≤ k and 0 ≤ j ≤ h.
Because τ, τ are multiplicatively independent, pairwise ratios α i 1 ,j 1 /α i 2 ,j 2 for distinct pairs (i 1 , j 1 ) = (i 2 , j 2 ) are not roots of unity. Therefore, by Lemma 2.2, we see that each one of such equations has no more than
solutions n, where K = (k + 1)(h + 1) = N + 1 is an upper bound for the order of-that is, the total number of monomials involved in-the above equation, and ω = 2 is the total number of prime ideal divisors of
Thus, recalling also (3.17), we see that the total number of n ≥ 1 for which (3.5)
is possible is at most
Taking into account that N = 3 3 2
, we finish the proof.
We remark that the bound of Theorem 3.1 is uniform with respect to both q and ε.
This leads to the following statement.
Theorem 3.2.
Suppose that E is an ordinary elliptic curve over F q . Then, for any fixed constant η > (3 7 2 −10 log 2) 1/6 = 1.067 . . ., there exists a positive constant κ < 1, such that for any sufficiently large X > 0, the bound
holds for all positive integers n ≤ X except at most X κ of them.
Proof. Given a large positive real number X, we set
With this choice, by Theorem 3.1, the inequality
holds for all n ≤ X with at most
exceptions.
A slight modification of the proof of Theorem 3.2 yields (1.6).
4 Effective lower bound of (q n )
In this section, we address the issue of finding effective individual lower bounds on (q n ).
They are, of course, less spectacular than the lower bounds given by Theorem 3.1, nevertheless, they are effective and hold for all positive integers n.
Theorem 4.1. Suppose that E is an ordinary elliptic curve over F q . Then, there exists an effectively computable constant ϑ(q) > 0, depending only on q, such that the inequality
holds for all positive integers n. 
holds. In particular, AA is of the form
4)
with some β ∈ O K , where, of course, Nm K β q 1.
We write γ = αβ and remark that ord π (γ) q 1 (because
and τ n − 1 is coprime to τ).
We rewrite (4.4) as
It is also clear that γ = γ, because τ and τ are multiplicatively independent. Thus, δ = 0. Since ord π (γ) = O q (1), it follows, from (4.6), that ord π (δ) q 1.
Exponents of Groups of Points on Elliptic Curves 1405
We are ready to apply Lemma 2.3 to (4.6) to infer that
From the obvious inequality h(δ) q h(γ) q log(|γ| + 1), we derive |γ| q n/ log n.
Since Nm K (γ) q Nm K (J), it follows that the inequality
holds for all n ≥ 1 with some constant κ(q) > 0 depending only on q.
This shows that the inequality
holds for all positive integers n. By Lemma 2.4,
We now have
which implies the desired result.
MOV attack on the elliptic curve discrete logarithm
Menezes, Okamoto, and Vanstone [17] have developed a new approach to computing the elliptic curve discrete logarithm, which is now known as MOV. This approach is based on constructing an embedding of E(F q ) into the multiplicative group F * q k of a suitable extension of F q . The necessary condition for the existence of such embedding is the di-
It is clear that in order for this strategy to be useful, the smallest possible value of k must be rather modest (such that computing the discrete logarithm in F * q k is faster than computing the discrete logarithm in E(F q )).
Balasubramanian and Koblitz [1] have shown that for a randomly chosen curve E (over Q) and for a randomly chosen prime p, MOV is not likely to be successful in E(F p ), and, in fact, the inequality k ≥ log 2 p happens with an overwhelming probability. This result has been extended in several directions in [16] .
Here, we analyze the case of elliptic curves in extension fields. Namely, for a curve E defined over F q , we use k(q n ) to denote the smallest positive integer k with
Theorem 5.1. Suppose that E is an ordinary elliptic curve over F q . For any δ > 0, there exists a constant c > 0, such that for any sufficiently large X, the bound k q n ≥ c(log n)
holds for all positive integers n ≤ X except at most X δ of them.
Proof. Let
We use the notation of the proof of Theorem 3.1. The same argument as in the proof of Lemma 2.4 shows that the ideal I, which is the greatest common divisor ideal of τ n − 1
and τ n − 1 in O K , satisfies
Therefore, instead of (3.3), we obtain
(5.5)
The same argument as in the proof of Theorem 3.1 now shows that for any ε > 0, the inequality D(q n ) ≥ q nε holds for at most positive integers n.
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We now remark that #E(F q n ) | #E(F q kn ) (since E(F q n ) is a subgroup of E(F q kn )).
Therefore, condition (5.1) implies that D(q kn ) ≥ E(F q n ) ≥ (q n/2 −1) 2 . By the above result, when k is fixed, this is possible for at most O(2 137k 6 ) positive integers n. Thus, for an appropriate constant c > 0 depending only on δ, the total number of such integers n corresponding to at least one k < c(log X) 1/6 is at most X δ .
We remark that although the lower bound of Theorem 5.1 is nontrivial, it is weaker than those of [1, 16] , and thus has less cryptographic value. In particular, it would be desirable to improve our lower bound and show that for a fixed q, the inequality k(q n ) n 2 holds for almost all n.
On the other hand, Theorem 5.1 applies to an individual elliptic curve, while the results of [1, 16] apply only to a randomly chosen curve.
It is useful to recall that D(q n ) = gcd(q n − 1, #E(F q n )) also appears in the complexity bound of the algorithm of [18] which actually computes (q n ). Finding the integer factorization of D(q n ) is one of the steps of that algorithm, thus its complexity is greatly influenced by its size. Thus our upper bound on D(q n ), obtained in the proof of Theorem 5.1, is relevant to this algorithm too.
