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For random walk on the d-dimensional integer lattice we consider again the 
problem of deciding when a set is recurrent, that is visited infinitely often with 
probability one by the random walk in question. Some special cases are con- 
sidered, among them the following: for d = 2, what sequences (ni) have the 
property that with probability one the random walk visits the origin for 
infinitely many nj . A related problem, which is however not a special case of the 
recurrence problem, is to decide for what sequences (n,) the states visited by 
the random walk at times nj are all distinct, with only a finite number of 
exceptions. This problem is dealt with in the final part of the paper. 
1. INTRODUCTION 
Let Xd(n), n 3 1, be a sequence of independent, identically distributed 
random variables which take values in Ed , the d-dimensional integer lattice. 
By a random walk we mean the process S,(O) = 0, 
s,(n) = X,(l) + ... + X,(n), n > 1. 
We shall assume that S,(n) has genuine dimension d. We consider some 
properties of the paths of {S,(n), n > 0} in this paper. We shall refer to 
the following conditions: 
X,(l) is symmetric with E / X,(1)j2 < co. 
(S,(n), TZ 3 0} is strongly aperiodic, i.e., given x E E, , (1.2) 
there exists N = N(x) such that P(0, zc) > 0 for n 3 N. 
P(x,y) here denotes the n-step transition function of the random walk, 
i.e., 
P”(%Y) = I:, forx =y otherwise; 
P"(x, y) = P{&(n) = y  i X,(O) = x}, n > 1. (l-4) 
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The requirement (1.2) is a convenient assumption in proving the results. 
Only obvious arguments are necessary to derive results in the periodic case 
once they have been proved under this assumption. For example, the simple 
random walk (where P(0, x) = (2d)-r f or all x that are nearest neighbors 
of 0) does not satisfy (1.2), but we show in Remarks 3.1 and 4.2 how our 
results remain valid for simple random walks. All random walks considered 
here will be assumed to satisfy (1.2) unless otherwise specified in the rest 
of this paper. 
A subset A of Ed is said to be recurrent: if 
P{S,(n) E A i.o. 1 S,(O) = x} = 1 (1.5) 
for all x E Ed , otherwise A is said to be transient, in which case this prob- 
ability is 0 for all x E Ed (“i.0.” here means “infinitely often”). The random 
walk is said to be recurrent if single point sets are recurrent, otherwise it is 
called transient. 
It is known [9] that random walks satisfying (1.1) are recurrent for d < 2 
and transient for d 3 3. In the latter case all finite subsets of Ed are clearly 
transient. One of the problems that we consider is the recurrence criteria 
for certain specified infinite subsets of Ed , d > 3. A general criterion, known 
as the Wiener’s test, was given in [6] for the recurrence of a subset of Ed . 
To apply this criterion one must estimate the “capacities” of certain sets, 
and that is the main difficulty one encounters in applying this criterion. 
Bucy [I] obtained further criteria which apply more readily to specific 
situations. Our Theorem 3.4 implies one of Bucy’s main results, Theorem 
4.1 [I]. The observation that appears as Theorem 3.2 and which seems to 
have independent appeal is the key to the proof of Theorem 3.4. Our approach 
is thus different from that of [I]. These results are given in Section 3. Section 2 
contains some preliminary results. 
Let {nj , j > 0}, no = 0, be a strictly increasing sequence of positive 
integers. Call the path (S,(n, , w):j > 1} along {nj> “simple” if for some 
j,, =jO(w), the points S,(njO , w) Sd(njO+r , w),... are distinct from one another. 
Here w denotes a point of the underlying sample space which is often 
suppressed. In Section 4 we give a rather simple necessary and sufficient 
condition in terms of {ni} and d for almost all paths along {nj} to be simple. 
In what follows the standard reference for “known” facts will be [9]. 
Finally a remark about notation: d as a subscript to denote dimension 
will be dropped when there is no danger of confusion. For a real number a, 
[a] will denote the greatest integer < a. a, = O(b,) means there exists a 
constant y such that a&;’ < y for all 71. a, = o(b,) means a,$;’ + 0 as 
n-+co.a, N b, means a,b;l -+ 1 as n -+ co. In any dimension B will always 
denote the set of lattice points which lie on the positive x-axis. The increasing 
order on B will be the order of d = 1. For example, in E, the set B means 
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{(n, 0): n > 1, n integer}, whereas in Ei this set is simply {n: n > I, n integer}; 
(n + 1, 0,O) > (n, 0,O) in Ea. c1 , cp ,... will denote positive constants. 
Occasionally it will be useful to consider the random walk started at a point x 
which may be different from 0. In that case the probability of an even A will 
be denoted by P,(d) instead of ordinary P(A), e.g., P[S, = 0] = 1 and 
PJS, = x] = 1. 
2. SOME PRELIMINARY RFSULTS 
The Green’s function G(x, y) for a transient random walk is defined as 
G(x, y) = f p’+, Y). (2.1) 
It=0 
We will also use the notation 
G’(x, y) = 2 P”(X,Y). (2.2) 
7t=l 
The escape probability from a set A is defined by 
e,(x) = P,{S(n) 6 A, n 2 1). (2.3) 
The capacity of A in the transient case is denoted by C(A) and is given by 
C(A) = C eA(4 
XEA 
(2.4) 
Remark 2.1. By strong aperiodicity G’(x, y) > 0 for all x, y. We summa- 
rize many known facts in the following Lemma. 
LEMMA 2.1. Let u, = Pn(O, 0). Under the assumption (1.1) we have: 
(i) there exists a positive constant b, such that u, -b&/a, where d 
denotes the dimension of the random walk; 
(ii) Pn(x, y) < c,u, for all x, y; where c, depends only on the random 
walk; 
(iii) G(0, x) N c2 ] x 1-l for d = 3. 
The following lemma gives a useful characterization of capacity. 
LEMMA 2.2. Let S(n) be a transient random walk. If A is a transient set, 
then 
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0) C(A) = SUP@ CZE~ VW, h t e su P remum being taken over all # such 
that #(x) 3 0 on A, CYEA G(x, Y) 4(r) d 1 on A. 
on A(ii) eA(.) is the unique measure 4 on A such that CVEA G(x, y) #(y) = 1 
There is another standard characterization of C(A) in terms of the “energy.” 
We include the proof here because it is short and not given in [9]. 
LEMMA 2.3. Let S,(n) be transient and symmetric. Let A be a Jinite subset 
of Ed. Then 
C(A) = [infI(p)]-l, (2.5) 
where injimum is taken over all probability measures p concentrated on A and 
I(p) is deJined by 
I(P) = C C G(x, Y) ~“(4 P(Y). (2.6) 
XEA WA 
Proof. Let p0 be a probability measure such that inf I(p) = I(&. Such 
pc, clearly exists. We then show that 
C WG Y> AY) = I(cL~) on A. (2.7) 
YEA 
Once (2.11) is established the result follows from the definition of C(A) in 
(2.4) and Lemma 2.2(ii). To see (2.7), first note that 
1 G(x, Y> PRY) b I&J on A. W-9 
For, if there exists x,, E A and 6 > 0 such that 
C Gh, 9 Y) P&Y) = IM - l , 
YEA 
then for 6 > 0 define p8 = (1 - 8) p0 + 6&O , when azO puts unit mass in 
x0. Then ps is a probability measure on A with 
+ yFA MT, 3 Y) W - S> PLO(Y)) 
= (1 - SJ2 I&J + S2G(Q 0) + W1 - 8) c G@, 9 Y) P,,(Y), 
Y 
where we used the symmetry of G(x, r) at the last step. Hence 
I(& = (1 - S>2 I(P,,) + s2G(0, 0) + 2S(l - 8) (&,) - 6) 
< I(tLcJ - 236 + O(S2) < I(po), 
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for sufficiently small 6. This contradicts that I&,) is the infimum. It follows 
from (2.8) that ClEA G(x, JJ) &y) < I(~,,) for those x E A for which pa(x) > 0. 
But this implies by P9 of [9], that CllEA G(x, r) &y) < I(~,,) for all x. This 
proves the lemma. 
The following lemma is the discrete analog of a lemma of Hawkes [4]. 
This will be used to prove Theorem 3.2. Note that (1.1) is not assumed in 
this lemma. 
LEMMA 2.4. Let G, and G, be the Green’s functions for two random walks 
S,(n) and Se(n), respectively. Suppose G, and G, satisfy : 
G(x, Y> < caG&, Y) for x, Y E B; (2.9) 
Ge is symmetric; (2.10) 
Forx,y~B,x<y, 
G(x, Y) G &4x> Y)- (2.11) 
Then there exists c 5 , c6 such that for any finite subset A of B, 
&+q < G(A) d &3(A). (2.12) 
Proof. Let A = {x1 ,..., xlc} in increasing order. Then by Lemma 2.2(ii), 
we have 
i G&i ,x5) e&4 = 1 on A, (2.13) 
j=l 
By (2.9) we have 
c;’ i G&i ,xd c&4 < 1. 
j=l 
(2.14) 
Appealing to Lemma 2.2(i) we conclude that 
Since C e,&xJ = C,(A), the first inequality in (2.12) is established. Now 
C G&xi, xi) ena = 1 on A. (2.15) 
Writing &xi) = emA * (C,(A))-l, we have by multiplying (2.15) by 
pLa(xi)/Ca(A) and summing on i 
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Hence we get 
2(W4))F1 = C c (G&i 9 xi) + G&i , xi>> P&I) P&G (2.17) 
a j 
Then (2.11) and (2.17) give 
Since Gs is assumed symmetric, Lemma 2.3 applies and the right side in 
(2.18) dominates c;~(C’s(A))-~. Th’ g IS ives the second inequality in (2.12). 
The following lemma is due to Kochen and Stone [7]. For a proof see 
[9, p. 3171. 
LEMMA 2.5. Let {Ai , i = I, 2 ,... } be a sequence of events. Then 
(9 Ci Vi) < co implies P{A, occur i.o.} = 0. 
(ii) xi P(A,) = cc and lim inf, CiCi P(&J)/C& P(AJ P(Aj) < c, 
imply P{fli occur i.0.) > c;l. 
Let ) A 1 denote the cardinality of the set A. For any transient set A we 
have 
e&) = 1 - C Wx,y) ekv). 
YeA 
(2.19) 
If A is a finite set, then summing (2.19) over A gives the useful relation 
C(A) = I A I - c c G’(x, Y) eh+ (2.20) 
ZEA YEA 
The following lemma gives bounds for C(A) for certain sets A. Recall that B 
is the set of lattice points on the positive x-axis. 
LEMMA 2.6. Let d = 3 and S,(n) satisfy (1.1). Let A be a finite subset of 
B in E3 such that there exist c8 , cg , and L > 0 with the property that for any 
two consecutive points x, y of A we have 
%?L~lx-Yl~~&. (2.21) 
Then there exist cl0 , cl1 (depending only on c8 , c and the random walk) such that 9 
cl0 I A I ML + log I A I> G C,(A) G cl1 I A I L/CL + 1% I A i). (2.22) 
Proof. For y E A we first estimate zzEA Ga’(x, y). By Lemma 2.1 (iii) 
there exist c12 and era (depending only on the random walk) such that 
~12 ,Fk I x -Y I-’ G $?A G’h Y) G ~13 z; I x -Y 1-l. (2.23) 
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Using (2.21) in (2.23) we get 
[lAl/Zl IAl 
klL)-1c12 zl if’ G zA G’(x> Y) < 2(c3L)F1 ~13 c j-l. (2.24) 
j=l 
Hence there exist c;s > 0, c;r > 0 such that 
c&L-l log 1 A j < C Ga’@, y) < &L-l log / A / , 
XEA 
Using this estimate in (2.20) we get (2.22) with suitable cl,, , cI1 which depend 
only on cs and ca and the random walk. 
3. RECURRENCE CRITERIA FOR CERTAIN SETS 
The following result known as the “Wiener’s test” [6] is stated here in a 
slightly different form. The proof given in [9] remains valid. 
THEOREM 3.1. Suppose S,(n) is a random walk with Green function G. 
Let A be an in.nite subset of Ed . Suppose 
There exist cl4 , cl5 such that 
~14 I x 1-l d G(O, x) < ~15 I x 1-l on A. (3.1) 
There exists cl6 such that for all x, y  
G(x, Y> < ~16 I x - Y 1-l. (3.2) 
Let +(n) 7 CO and #(n + I)/+(n) + 2 as n - co. Let A,, denote the inter- 
section of A with spherical shall of points x such that 
$44 < I x I < $(n + 1). (3.3) 
Then A is recurrent if and only if C,, C(A,) 4(n)-’ = 03. 
We now state and prove the main results of this section. 
Remark 3.1. For random walks satisfying (1.1) we already mentioned 
in Section 1 that all nonempty subsets are recurrent for d < 2. For d > 3, 
the recurrence criterion for a set A that we are going to give will follow from 
the recurrence of a certain subset of B. By Lemma 2.1(i) B is transient for 
d > 4. Hence our method works only for d = 3. 
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THEOREM 3.2. Let S,(n) and S,(n) be random walks satisfying (1.1). Let 
{nj} be an increasing sequence of positive integers and let 
A = {(q , 0, 0):j = 1, 2 ,... }. 
Then A is recurrent for S, if and only if P{S,(nj) = 0 i.o.} = 1. 
Proof. Let T,, = 0 and define T,, inductively as infJj > Tnwl: S,(j) = 01. 
Since S,(n) is recurrent, T, are finite a.s. Tj - TjV1 are independent and 
identically distributed. Thus {Tm , n > 0} is a random walk on EI . Let Gr 
be the Green’s function for this random walk. Then 
G,(O, j) = P&(j) = 0} - b,j-l 
for positive integers j by Lemma 2.1(i). The Green’s function Gs for S’s , 
and Gr satisfy the requirements of Theorem 3.1. Taking #(n) = 2” in Theo- 
rem 3.1 we see by Lemma 2.4 that for the sets A, defined in Theorem 3.1 
we have 
By Theorem 3.1 it then follows from (3.4) that A is either recurrent for both 
random walks S,(n) and T, or transient for both. Since 
{T, E A i.o.} = {Sz(ni) = 0 i.o.}, 
the conclusion of the theorem follows. 
For a strictly increasing sequence of real numbers {uj} it will be convenient 
to introduce the notation 
We now state the following theorem. 
THEOREM 3.3. Let A C E3 and let (0,) j > I} be the set of positive real 
numbers in strictly increasing order such that B E {8,> if and only if there exists an 
x E A with 1 x ) = 0. Let nj’ = [~9,], the integer part of dj . Let (5) denote the set 
of ni’ in strictly increasing order. Then Cj nil = CO and r({n,}) < 00 imply that 
A is recurrent. 
Proof. By Theorem 3.2 the set A, = {(nj , 0, 0), j > I> is recurrent for 
Ss if and only if P{&(q) = 0 i.o.} = 1. Now P{S,(nJ = 0} - b,n;’ by 
Lemma 2.1(i) and 
P{&(q) = 0, S,(n,) = O> = P{S,(nJ = 0} P{S,(n, - nJ = O> fori<j. 
RANDOM WALK PATHS 803 
Hence by Lemma 2.5(ii) we conclude that Cj n;’ = co and r((nJ) < co 
imply P{S&.+) = 0 i.o.) > 0, hence equal to 1 by the Hewitt-Savage zero- 
one law. Hence A, is recurrent for S, . It remains to show that the recurrence 
of A, implies the recurrence of A for S,(n). To show this we use Theorem 3.1 
with #(n) = 2”. Let A,, and A, be the sets of Theorem 3.1 corresponding to 
A, and A, respectively. Since A, is recurrent we must havex, 2-%‘,(A,,) = co. 
Corresponding to (nj , 0,O) E A, , there is an xj E A such that nj < j xj ) < 
nj + 1. Let A, = {xj] C A. We have 
By Lemma 2.2(i) we conclude that C,(A,,) < c&~(A~~), and the monotonicity 
of capacity implies that C,(A,,) < C&A,). Hence Cn 2-X’,(A,,) = 00 
implies Cn 2+Ca(A,) = co. Hence A must be recurrent. 
The following theorem is a corollary of Theorem 3.3. It is proved mainly 
to deduce Theorem 4.1 [I] as a consequence. 
THEOREM 3.4. Let A be a subset of ES . Let (0, , j 3 1) be defined as in 
Theorem 3.3. Suppose there is a constant y  such that the number of points of A 
in any spherical shell n < ( x j < n + I, n = I, 2,..., is bounded by y. Then 
(i) xi 0;’ = co and r({Bj}) < co imply that A is recurrent; 
(ii) Cj 6’;’ < co implies A is transient. 
Proof. Since each spherical shell n < 1 x 1 < n + 1 has no more than y 
points of the set A, C 0:’ < cc implies CIEA G(0, x) < co, i.e. the expected 
number of visits to A starting from 0 is finite. Hence A is transient if 
C (9~~ < CO. Let nj be the integral part of 0, . By the assumption of bounded- 
ness of the number of points of A in each spherical shell n < 1 x 1 < n + I 
it is cIear that the condition in (i) is also satisfied if (0,) is replaced by {nj}. 
By Theorem 3.3 this implies that A is recurrent. 
The following corollary is Theorem 4.1 [I]. 
COROLLARY 3. I. Let A be a subset of ES and let (0,) be as in Theorem 3.4. 
Suppose the sequence {Sj} is superlinear, i.e., 0, + Bi < Bi+i . Suppose there 
exists a constant yl such that given any Bi E {e,), the number of points x E A 
with j x ( = Bi is bounded by y1 . Then A is recurrent if and only if 
xi e;l = CO. 
Proof. The superlinearity of {0,} and the existence of yr imply the existence 
of y in Theorem 3.4. Furthermore, for j > i, superlinearity of {e,} implies 
0, - Bd 3 0,-, . Hence the lim inf condition of Theorem 3.4(i) is automat- 
ically satisfied. Hence the corollary. 
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Remark 3.2. Let A = ((p, , 0,O): pi E set of primes}. Then 19, = pi and 
Cy=, p;l N const loglog n, (see [5, p. 221). Furthermore, 
9-l 
I--& = O(log logj); 
is1 Pi Pi 
this estimate can be obtained the same way as in McKean [8]. Hence the 
conditions of Theorem 3.4(i) are satisfied and A is recurrent. This result 
was proved in [2] and [8]. It is thus clear that Theorem 3.4 applies to more 
general situations than Theorem 4.1 [I]. It should be emphasized, however, 
that a fairly precise estimate of the “distribution” of the set A should be 
known for any test to apply as is evident from the following example. Let 
A = uf, A, , where A, = ((2” + j, 0, 0): 0 < j < 2” . n-l}. For 
(2% + j, 0,O) E A, set up the one-to-one correspondence 
(2” + j, 0, 0) ++ (2” + j[n log-l n], 0,O). 
Let A,’ be the set obtained in this way and let A’ = un A,‘. If A = {x,.1, 
A’ = (x,.‘} in increasing order, then it is easy to check that 1 X, 1 1 x,’ 1-l + 1 
as r + co and yet A is transient, whereas A’ is recurrent for s,(n). The 
estimates of Lemma 2.6 can be used in applying the Wiener’s test (Theorem 
3.1) with #(n) = 2” to check the assertions about A and A’. 
Our next result gives a necessary and sufficient condition for the recurrence 
of a certain set A which is a subset of B, the lattice points on the positive 
x-axis. Let v(x), x 3 0, be a nonnegative slowly varying function which is 
defined to be a function such that for any X > 0 the ratio q(hx)/v(x) -+ 1 as 
x --f co. Such ‘p must necessarily be of the form 
44 exp IJ‘ 
x E(Y) dy 
1Y I 
where 0 < C(X) + c < co as x + cc and E(Y) - 0 as y + co. This can be 
found in [3]. If we consider the integers [q(n)], we do not have enough 
information about their distribution. However, if we take 0 < c(x) = c, 
independent of X, then [w(n)] are very well-behaved as is established in the 
next lemma. With 9 of this form we will give necessary and sufficient condi- 
tions for the recurrence of the set A = {([q(n)], 0,O): n 2 I}. 
LEMMA 3.1. Let ‘p be a slowly varying function with c(x) = c > 0 in its 
representation. Then 
(a + 1) dn + 1) - q(n) = 9x4 + 4?w)* 
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Proof * 
(n + 1) v(n + 1) - ndn) = dn + 1) + nb(n + 1) - da. 
Hence it is enough to show that 
n I v(n + 1)/g?(n) - 1 I = O(l). (3.6) 
Let 
E, = n<yj;+l I 4Y)l * 1, 
Then 
Hence 
(1 + l/n)-‘” < 9J(n + 1)/v(n) < (1 + l/n)‘“* 
(3.6) follows from (3.7). This completes the proof. 
(3.7) 
THEOREM 3.5. Let QI be a nonnegative slowly varying function satisfying 
(3.6). Let A = {[q(n)], 0, 0): n > I}. Then for S,(n) satisfying (1.1) A is 
recurrent if and only if En l/[n + ~(2~)] = 00. 
Proof. We take z&n) = 2”942”) in Th eorem 3.1. Since q is slowly varying, 
Q!J satisfies the requirements of the theorem. Let A, be the sets as in Theorem 
3.1 corresponding to this #. Then by Theorem 3.1 the set A is recurrent if and 
only if Cn #-l(n) C’s(&) = CO. For large n Lemma 2.6 gives the bounds for 
C&J as 
(%I I A, I LW, + 1% I 4 I) < Gb%&) < (Cl1 I 4% I WGa + 1% I & 117 
(3.8) 
where L, = max(v(2n), 1). The constants cs and cs of Lemma 2.6 may be 
chosen to be i and 2, respectively, by (3.6) and the fact that y is slowly 
varying. Hence cr,, and cI1 in (3.8) can be chosen to work for all sufficiently 
large n. Whenever ~(29 > 1 we have for n sufficiently large 2n-4 < 
1 A, / < 2”. Hence in this case by (3.8) we have suitable c&, , c;r such that 
c;62-4/(p,(2”) + n) < C&4,)/nJ@“) G M&“) + n>, (3.9) 
where the same c;,, and cgl work for all such n. On the other hand, if 9429 < 1, 
then L, = 1 and there exist era and cs,, such that for all such n we have 
~rs2’+(2?~) < I A, 1 < ~,,2~~(2~). Hence in this case we get 
c,,/W”) + log I An I> < GG4,WW”) G 4W”) + 1s I 4, I) (3-W 
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where we added the inconsequential ~(2”) in the denominators of the extreme 
expressions in (3.10) to maintain the form of (3.9). Now 
log ~19 + n log2 + log(pQn)) < log I A, I < kc20 + n log 2 + log(q.@n)). 
Since q is slowly varying it is not difficult to see that log / A, 1 N n log 2. 
Hence (3.10) reduces to (3.9) even in this case. Hence Cn I/[n + ~(2~)] = co. 
This completes the proof of the theorem. 
Lemma 3.1 gives the following corollary to Theorem 3.5: 
COROLLARY 3.2. The conclusion of Theorem 3.5 holds for a slowly varying 
function v  with c(x) = c > 0 in its representation. 
Remark 3.3. Since the Green’s function for a simple random walk also 
satisfies Lemma 2.l(iii) with possibly a different constant, it follows from 
Lemma 2.2(i) and Theorem 3.1 that the simple random walk has the same 
recurrent sets as the strongly aperiodic random walk satisfying (1.1). Hence 
Theorems 3.3, 3.4 and Corollaries 3.1, 3.2 remain valid for simple random 
walk. 
4. CONDITIONS FOR THE PATH TO BE SIMPLE 
In this section s,(n) will always be assumed to satisfy (1.1) and (1.2). 
Remark 4.2 shows how (1.2) can be removed. We have already given the 
definition of a simple path along {nj}, an increasing sequence of positive 
integers, in Section 1. An equivalent definition is given in the following. 
LEMMA 4.1. {S,(n, , w),j 3 I} is simple if and only if 
&(n, , w) E {&(O, w), &(nl , w),..., &h,, w)l 
occurs only for J;nitely many j. 
The next three lemmas will be needed to prove the main result Theorem 
4.1. 
In what follows we will often use the phrase “quantity 01 is of the same 
order as the quantity /3”, which should be understood to mean that there 
exist positive constants Br and e2 which do not depend on the parameters of 
interest (involved in (Y and @) and such that 0,~ < /3 < I~,(Y. 
LEMMA 4.2. Let {nj , j > 0}, no = 0, be a strictly increasing sequence of 
positive integers and let q = ni - niPI , j >_ 1. Then for any positive integer d 
the convergence of Cz, ~~~~~ implies that CL:‘, (nj - q-d/z + 0 as j + co. 
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Proof. nj - n, = aj + ajel + ... + LX,.+~ . Hence 
j-1 
z. (?zj - ?&.)-d/2 = -f a, 
i-l 
i=. ( 3 + ... + %+l)-d'z + c ("i + ..* + %+1)-d'2, 
r=m+1 
(4.1) 
for 0 < m <j - 2. Since 0~~ > 0 for all i, we get from (4.1), 
(4.2) 
Since Cj ciidJ2 < CD by assumption, given E > 0 first pick m large to make 
the second term on the right in (4.2) to be less than c/2, then for this m 
choose j sufficiently large so that (m + 1) cyidi2 < e/2. Hence the lemma. 
LEMMA 4.3. Let (nj} and {q} be as in Lemma 4.2. Then the convergence of 
cj ,;a/2 implies the existence of c21 , cz2 such that 
i-l 
C21 zo(nj - n,)-d'2 < P{S,(nj)~ @d(o), sd(nl)>-*, Sd(nj-l))> 
(4.3) 
j-1 





{Sdnj) E (sd(o), Sdnl),**-, Sdn~l>)> = LJ Ajr , 
r=0 
We also have by Lemma 2.1(i) 
P(A,,) = P(S,(nj - n,) = 0} - bd(n, - %-d/2* (4.6) 
Hence the second inequality in (4.3) is clear. For the first inequality in (4.3) 
we use the relation 
i-l 
b 1 P(Ajr) - 2 C P(&Aj& 
r=0 O<r<sQ-1 
(4.7) 
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The first term on the right side is of the right order. Hence it is enough to 
show that the second term is of smaller order. For r < s, 
by (4.6). Hence we have 
i-l S-l 
,,;<,-, P(A,A,) < c23 zl z. (% - n~)-d’2 (% - nr)-d’2 
\ 
for 1 < s, <j - 2. Given E > 0 we can pick s,, sufficiently large so that by 
Lemma 2.2 
j-1 S-l 5-l 
s=F+1 ix0 cf.% - %-d'2 (% - q-d'2 < E c (nj - n,)-w. (4.9) 
Cl s=o 
Since (n, - n,)-d/2 is dominated by 1 we also have 
a" S-l 
Since 
z1 ,c, (nj - n&d'2 (n, - ?&)-d/2 e So2(?zj - n&d/? (4.10) 
i-l 
(j - so) (nj - nso)-d/2 < C (ni - nr)-d/2, 
r=0 
we have for all j sufficiently large 
i-1 
(?zj - n&d/2 \( E c (?zj - n&d/? 
T=O 
Now (4.8), (4.9), (4.10) and (4.11) imply that 
( 
j-1 
C P(AjJjs) = 0 C (?Zj - n~)-~'~ * 
Oslr<ssj-l T&l 1 
(4.11) 
This completes the proof of the lemma. 
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The following lemma will be used to verify the conditions of Lemma 2.5. 
LEMMA 4.4. Let S,(n) and (nj} be as in Lemma 4.3. If 
Aj = {S,&) = S,(njpl) or S,(ni) = S&Z-~),..., OY S,(nj) = S&Q,)), 
then there exists cz4 such that for all i < j, 
i-l 
P(A,A,) < 2P(Ai) P(A,) + c24 1 (ni - n,)-d/2 i [nj - n, + n, - n,-&d’2. 
S=l k=l (4.12) 
Proof. Let the events A, be defined as in (4.5). Then Aj = uili A,, . 
Let Ii denote the set of integers in the interval (ni-i , nil. Let 
S(b) = x&,+1 + .'. + xi * 
We can write 
A,A, = Ai n (E u F), 
where, writing I = Zi+l v ...uI~, EandFaredetinedby 
E = {S(I,) = 0 or S(lj u Ij-r) = 0 ,..,, or S(1) = 0}, 
F = (S(I) + S(Ii) = 0 or S(1) + S(li U Ii-l) = 0, 
..., or S(1) + S(li U ... U II) = 01. 
Since P(E) < P(A,) and E is independent of Ai we have 
P(A,E) < P(A,) P(A,). 





P(A,F) = C P@(I)= x; one of the sums S&), S(li u livl),..., S(& u --* u IJ 
z 
equals 0 and one of them equals - xf. (4.17) 
In this sum the term corresponding to x = 0 is equal to PISI”, - S,i = 0] . 
P(A,), which is dominated by P(A,) P(A,). This combined wtth (4.16) gives 
the first term on the right side in (4.12). It remains to show that the sum on 
x # 0 in (4.17) is dominated by the second term on the right side in (4.12). 
Using the independence of S(1) with the rest of the random variables involved 
in (4.17), this sum on x # 0 equals the expression 
c P”j-ni(O, x) P(One of the sums S(&), S(li u Ii-J,..., S(Ii u ... u II) = 0 
S#O 
and one of them equals -x>. (4.18) 
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We now break this into two parts. The first part corresponding to the case 
where 0 occurs before -x is dominated by 
i-l 
1 P"j+yO, x) c Un,-n,-,P{S(Ii-r) = --x 
X#O r=1 
or S(1,-, U Ii-,-J = -3, or ..., 
or S(I,-, U .*. UI,) = -x}. 
(4.19) 
By spatial homogeneity hitting -x starting at 0 has the same probability as 
hitting 0 starting at X, using this fact and changing the order of summation in 
(4.19) we dominate that expression by 
(4.20) 
Writing i - r = s and using the estimate of Lemma 2.1(i) we dominate (4.20) 
by the second term on the right in (4.12) with an appropriate constant (in 
place of cs4). It remains to consider the second part corresponding to the case 
when -x occurs before 0 in (4.18). This part of (4.18) is dominated by 
i-l 
c Pn-(O, x) c Pni-yo, -x) ' P~,{S(I,J = 0 
X20 r=1 
or, e.* or S(l,+. U *.. U 1r) = O}. 
(4.21) 
This time we use Lemma 2.l(ii) to bound P”i-nd-r(O, - x) by crz~,~-~~-~. 
Using symmetry, the probability of hitting 0 from --x is the same as hitting 
0 from x. Using these facts we are led to a bound for (4.21) which is the same 
as given by (4.20). The two constants are combined together and represented 
by cs4 . Hence the lemma. 
COROLLARY 4.1. In Lemma 4.4, if n, = j” loga j, m > 0, OL > 0, then we 
have cLp , cl* such that 
i-l j-1 
P&4,) < 2P(A,) P(A,) + cLp C (ni - n8)-d’2 * 8zo (nj - n,)-“’ 
S=O 
i-l Is/21+1 
+ C;4n;df2 zl zl [nj - ni + n, - kP2. 
Proof. First observe that we can restrict K to the range 1 < K < [s/2] + 1 
if c24 is doubled in (4.12). For K in this range n, - nsek is of the 
order K(s m---l loga s)-d/2. If [i/2] < s < i, then n, - n,-, is of the same order 
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as k(i”-l log0 i)-d/2, and this in turn is of order ni - ni-k . Hence for 
[i/2] < s < i, 1 <k<[s/2]+ 1, nj-nn,+ns-nn,-k>,6(nj-n&k) for 
some 0 > 0 which is independent of the variables involved. Thus the double 
sum on this range in (4.12) can be bounded above by a constant factor times 
i-l i-l 
1 (ni - TZ,)-~P C (nj - n&d/z. 
For 1 < s < [i/2], ni - n, is of the same order as ni . This gives the corollary. 
THEOREM 4.1. Let m 3 0, 01 > 0 and ni = j,log*j], j > 1, no =O. 
For a d-dimensional random walk S,(n), $ > 1, satisfying (1. I), almost all paths 
along {nJ are simple if and only ifCy=, C:r: (nj - q-d/z < 00. In the contrary 
case, almost no paths along {ni} are simple. 
Remark 4.1. It will be clear that the proof works for more general 
sequences {ni} than the ones mentioned in the statement of Theorem 4.1. 
In fact, we have considered completely general increasing integer sequences 
{nj> in the lemmas so far. 
Proof of Theorem 4.1. Let Aj denote the event (S(q) = S(n+J, or ..., 
s(n,) = S(n,)} as in Lemma 4.4. We are interested in the event {Ai occur i.o.}. 
Since (nj} is strictly increasing, we have 
j-1 i-l j-1 
r=g,21 (% - nr)- 
d/2 G ,Fb (nj - qpd12 9 2 c (?Q - %)-d’z- 
r=[jpl 
(4.22) 
For[j/2] <r <:j- 1, nj = jn logaj, nj - n, is easily seen to be of the same 
order as (j - r)jm-1 log@ j. Hence there exist c2s and c2s such that 
C25(j-l log~j)+s i 
j-1 
7=1 
r+12 <Tz (ni - n,)-di2 
(4.23) 
< c2J jm-l loga j)-d/2 i r-d/2. 
t+l 
The case d > 3 is simple and we settle it first. Note that by Lemma 2.1(i), 
P[S,(nJ = S&-,)I = u,,-,~_~ - b,(nj - nj-1)-d/2. (4.24) 
Since nj - njWl - m(jm-l logaj), we get 
fT%z, = &j-,l - bd(jm--l log”j)-d/2. (4.25) 
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If d 3 3, then it follows from (4.23) and (4.25) that 
m  j-1 
z1 z. @j - %YiZ < a if and only if 1 P[S,(ni) = Sd(n+,)] < co. 
j 
If the double sum converges, then clearly Cj”=, P(A,) < CO (for any increasing 
sequence nj and any dimension) and hence P{Aj occur i.o.} = 0 and almost 
all paths are simple. If the double sum diverges, then 
1 P[S,(nj) = &(nj-,)] = a. 
j 
Since the events [Sd(n,) = Sd(ni-,)] are independent, it follows that they 
occur infinitely often a.s. But this implies P{A, occur i.o.} = 1. Hence almost 
no paths are simple in this case. This finishes the proof when d 3 3. The 
cases d = 1 and 2 are more complicated because P(A,) turns out to grow 
faster than P[S,(nj) = Sd(n+,)]. Recall the notation aj = nj - njel , j > 1. 
Note that 
-f q/2 = 00 if and only if c P[S&) = S&.+,)] = ~0. 
j=l j  
In this case the events {C9,(nj) = S,(ni-,)} occur i.o. and hence 
P[Aj occur i.o.] = 1. 
Hence for d = 1, 2 it is enough to consider the case when 
cc j-1 
zl zotnj -nr)-d'2 = co, 
2 orjdlz< co, (4.26) 
j=l 
and show that P(A, occur i.o.} = 1. By (4.23), (4.26) and Lemma 4.3 we 
have cz7 and c2s such that 
c2,( jm-l log0 j)--d12 r--d/2 < P(A,) < czB( jm-1 loga j)-d/2 i r-di2, (4.27) 
where nj = [ jm loga j]. We now consider the two dimensions separately. 
The case d = 2. In this case we get from (4.27) the bounds 
c29j1--m. logl-aj < P(A,) ,( csO jl-m logl-aj. (4.28) 
If m > 2, then & P(A,) < co, and if m < 2 then Cj”=, ol;’ = CO, and either 
of these cases violate (4.26). Hence the only interesting cases to be settled 
are m = 2, 1 < a: < 2, because with m = 2, 01 > 2 or 01 < 1 again lead to 
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the violation of one of the conditions in (4.26). Hence by (4.28) we are in a 
situation where 
c,3j-1 logi-aj < P(A,) < cauj-1 loglPaj, 1 <ol<2. (4.29) 
To show that (4.29) implies P{A, occur i.o.} = 1, it is enough by Lemmas 
2.5, 4.3 and Corollary 4.1 to show that 
i-l [s/21+1 
nil 1 1 [?zj - ni + n, - ?z&J-l < c&)-1 logi-” i . logi-” j. (4.30) 
s=l k=l 
Ifj > 2i, then nj - ni is of the same order as ni . Hence the left side in (4.30) 
is of order nT1i2n;’ = log-a g-2 log-aj which is dominated by the desired 
estimate in (4.30). For i <j < 2i, using n, = i2 log@ i, we estimate the left- 
side in (4.30) to be of order 
&g+$&c {log (nj - n, + n,) - log(nj - n,)]. 
For 1 < s < i114, log(q - ni + n,) - log(n, - ni) is bounded and since 
01 > 1, C,“=, s-l log-O s < co and we get the order P2 log-% i, which is 
satisfactory because i < j < 2i. For P/4 < s < i - 1, we bound 
log(nj - ni + n,) - log(n, - ni) by log nj which is of the same order as 
log j. Hence we get 
1 
i2 loga i 
. logj. i -!- 
,,i,,a s loga s 
which is of order ie2 lag-2a i . logj . log i, which is again satisfactory. This 
finishes the case d = 2. 
The cuse d = 1. This time (4.27) gives the bounds 
c32 j(2-m)/2 log-“j2 j < P(A,) < csa j(2-m)/2 log-“i2j. (4.31) 
If m > 4 or m < 3 one of the conditions in (4.26) is violated. Hence we need 
to consider only 3 < m < 4. It is also clear from (4.26) that for m = 3 we 
should consider only 01 > 2 and for m = 4 the range of (y. should be 
0 < (Y < 2. Our aim is again to apply Lemma 2.5 with the help of Cor. 4.1 
and Lemma 4.3. By (4.31) it is enough to show that 
i-l [s/21+1 
C Lnj - ni + % - ?-IJ-~‘~ 
s=l k=l (4.32) 
G C36 
( 
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Then Lemma 2.5 applies through Cor. 4.1. We have for m < 4 
f/-m)!2 log-"12 j  3 c,,n’4-m)la log-"12 f.2. 
When m = 4,0 < a! < 2, we have 




and when m = 4, 01 = 2, we have 
gl j(z-m)12 log-“12 j > czg log, 12, (4.35) 
where log, n. stands for loglog n. For 1 < i <j/2 note that ni - ni is of the 
same order as nj and ignoring n, - nsPk we get an upper bound for the left 
side in (4.32) for this range of i as 
c4g C C ;-m/2 log-"/2 i ’ i2 ‘j-mJ210g-ol/2j, 
j=l i=l 
which is clearly dominated by the right side in (4.32). Hence it remains to 
considerj/2 .< i < j. In this range we ignore nj - a1 . For 1 < k < [s/2] + I 
we use the fact that n, - nsml, is of the order ksm-l loga s. Hence forj/2 < i <j 
we get an upper bound for the left side in (4.32) as 
c41 f i +I2 log-"12 . 
i-l 
2 1 s(2-+/2 log-*12 s. (4.37) 
j=l i=j/z S=l 
It is now easy to see that for m < 4 (4.37) is dominated by c42n4-m log-= n, 
hence (4.33) shows that (4.32) holds in this case. When m = 4, 0 ,( 01 < 2, 
then (4.37) is dominated by c4s log2+ n, and (4.34) shows that (4.32) holds 
again. Finally, if m = 4 and 01 = 2, then an upper bound for (4.37) is 
cU(log2 n)2, and (4.35) shows that (4.32) h o Id s in this case also. This finishes 
the proof of Theorem 4.1. 
The following corollary follows immediately. 
COROLLARY 4.2. Let S,(n) be a random walk satisfying (1.1). Let 
ni = [j” log”lj], j 3 1. For d > 2 let m = 2d-1 + 1. Then almost all paths 
along (nJ are simple if and only ;f a! > 2 when d = 2 and 01 > 2d-1 when 
d > 3. For d = 1 let m = 4. Then almost all paths along (nj) are simple if and 
only if a! > 2. For the opposite inequality for 01, in each case almost no path is 
simple. 
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Remark 4.2. For the simple random walk Theorem 4.1 remains valid. 
Note that in the proof it is always the differences nk - n, that enter. Hence as 
long as {ni} is either an odd integer sequence or an even integer sequence 
these differences are even and all the arguments apply without change to the 
simple random walk. Since the simple random walk stays in disjoint sets along 
even and odd integers, it follows that a path will be simple if and only if it 
is simple both along the subset of even integers and along the subset of odd 
integers of the sequence {nj}. Hence the assertion. 
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