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ABSTRACT 
A number of authors have discussed multiplicativity factors associated with a 
single norm on an operator algebra. We extend this concept to multiplicativity factors 
associated with three norms on spaces (not necessarily algebras) of bounded linear 
operators. We generalize previous results, and give several finite- and infinitedimen- 
sional examples. 
1. MULTIPLICATIVITY FACTORS 
Let V be a normed, finite- or infinite-dimensional vector space over the 
complex field C; and let g’(V) be the algebra of bounded linear operators on 
V. As usual, a real-valued mapping 
N: S?(V) +R 
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is called a norm on 9(V) if for all A, B E 9?(V) and (Y E C, 
N(A) ’ 0, A # 0, 
N( “A) = lcwl.N( A), 
N(A+B),<N(A)+N(B). 
If in addition N is multiplicative, i.e., 
N(M) O(A)N(B) VA,BUY(V), 
then N is called an operator norm. In particular, if S?(V) is an algebra of 
finite matrices, then we say that N is a matrix norm. 
Given a norm N on 9?(V) and a fixed constant p > 0, then obviously, 
is a norm too. Clearly, N, may or may not be multiplicative. If it is, then we 
call p a multiplicativity factor for N. Evidently, this definition is equivalent 
to: 
DEFINITION 1.1. A constant p > 0 is a multiplicativity factor for a norm 
N on 9?(V) if 
N(AB) dpN(A)N(B) VA, B E B(V). 
The existence of multiplicativity factors and several examples were dis- 
cussed by a number of authors, e.g. [l, 4-7, 10, 12, 131. Here, we would like 
to extend the concept of multiplicativity factors to include cases of mixed 
multiplicativity as follows: 
DEFINITION 1.2. Let U, V, and W be normed finite- or infinite-dimen- 
sional vector spaces over C; and let .%‘i = %‘(U, W), BQ = .%‘(V, W), and 
.S?s = .@(U,V) be the spaces of bounded linear operators from U into W, V 
into W, and U into V, respectively. If Ni is a norm on Bi, i = 1,2,3, and if 
p > 0 is a constant such that 
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then we say that ~1 is a multiplicativity factor for NI with respect to N, 
and N3. 
Unless U = W, ~?8~ = .@(U, W) is not an algebra; so the question whether 
N1 is multiplicative (in the usual sense) is meaningless. One may ask, 
however, whether Ni has multiplicativity factors in the sense of Defini- 
tion 1.2. 
THEOREM 1.1. Let N,, N,, and N3 be rwrms as in Definition 1.2. Then: 
(i) Ni has multiplicativity factors with respect to N, and N3 if and 
only if 
/L~~,,=su~{N~(AB):AE~~, BE.%?~, N,(A)=Ns(B)=l} <co. (1.1) 
(ii) Zf pmin < co, then a constant p is a multiplicativity factor for NI with 
respect to N, and N3 if and only if ~12 pCLin. 
Proof. Write 
N,(W 
P min = suP 
Mwm 
:AE.@~, BEAM, A#O, B#O . 
Then for p with p < Prnin there exist operators A, E ~49~ and B, E .$T3, 
satisfying 
N,(A,%) ’ &(A,)N,(%). 
Thus, if p < P,,,~~ then /J is not a multiphcativity factor; and in particular, if 
~1,~” = co then Ni has no multiplicativity factors with respect to Ns and Ns. 
To complete the proof assume that prnin < co and take p with p 2 pmin. 
Then for all A E .C8s, B E .6S3, we have 
N,(AB) G P%(A)%(B); 
hence p is a multiplicativity factor for Ni with respect to Ns and Na. H 
In the finite-dimensional case it suffices, of course, to consider the 
standard column spaces 
u= C”, V=Ck, W=C”, 
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where n, k, and m the suitable dimensions, and where 
g1= CrnX”~ gz = Cmxkr % = CkXrl 
are the corresponding spaces of rectangular matrices. A standard compact- 
ness argument applied to equation (1.1) implies in this case that P,,,~,, < co; 
thus Theorem 1.1 can be restated as follows: 
THEOREM 1.2 [2, Theorem 1.21. Let N,, N2, and N3 be norms on CmXn, 
C mxk? and Ckxn9 respectively. Then: 
(i) Nr has multiplicativity factors with respect to N, and N3. 
(ii) p > 0 is a multiplicativity factor fm Nr with respect to N, and N3 if 
and only if 
~~~,in”max{N,(AB):A~C,.k, BECkxn, Na(A)=Ns(B)=l}. 
(1.2) 
Let us point out that, contrary to the result of Theorem 1.2, in the 
infinite-dimensional case Nr may fail to have multiplicativity factors with 
respect to N, and Ns. This is so even when our three spaces and three norms 
coincide, as demonstrated in Example 2.4 of [5]. 
2. EXAMPLES AND FURTHER REMARKS 
While Theorems 1.1 and 1.2 seem to settle the question of characterizing 
multiplicativity factors, the quantity pmin in either (1.1) or (1.2) is usually 
difficult to compute. A more practical approach towards verifying whether a 
constant p > 0 is the best (least) multiplicativity factor for Nr with respect to 
Nz and N3 is contained in the following trivial consequence of Definition 1.2. 
OBSERVATION 2.1. A constant p > 0 i.s the best (bust) multiplicativity 
factor for N1 with respect to N, and N3 if 
and the inequality is sharp. 
Hereafter we call an inequality sharp if equality holds for some nonzero 
operators A and B. 
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Since in the finite-dimensional case /.L,~,, in (1.2) is finite, Observation 2.1 
can be somewhat strengthened in this case to read: 
OBSERVATION 2.2. Let N,, N,, and N3 be mnms on C,,,, Cmxk, and 
C kxn, respectively. Then the best (least) multiplicativity factor for NI with 
respect to N, and N3 is the constant pmin for which the inequality 
is sharp. 
In our first example, let H be a Hilbert space with dimH 2 2. For 
A E S?(H) let 
and 
r(A)=sup{I(Ax,x)j:x~H, Ixl=l} 
be the ordinary operator norm and numerical radius, where (. , .) is the inner 
product on H. Clearly 
r(A) G IIAII, A E g(H); (24 
hence 
+Q) Q IPWI Q IIAII-WI1 VA, B E L@(H), 
where equality holds for A = B = I. By Observation 2.1, therefore, P,,,~ = 1 is 
the best (least) multiplicativity factor for r with respect to II- II. 
A slight modification of this elementary example follows from the well- 
known inequality (e.g. [9, 81) 
IIAII G 24AL A=@I), (2.2) 
which yields 
r(AB) G IIABII Q 1141-11~11 G 2+WII VA,BGS?(H). 
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Taking the operators 
(2.3) 
a simple calculation shows that 
Thus 
r( A,*,) = 1, r(A,) = +, IlBoll = 1. 
r(AoBo) = 2~(Aowoll~ 
so Pain = 2 is the best multiplicativity factor for r with respect to r and II*jI. 
These two examples are due to Holbrook [lo], who investigated various 
interesting multiplicativity properties of the numerical radius. In fact, using 
(2.1)-(2.2) again, we get 
IlABlJ < 2~(A)ll*ll G 4r(A)r(*) VA, B E .9?(H), 
where equality holds for the operators in (2.3). Hence, along with Holbrook’s 
results, we have that the best multiplicativity factor for 11. II with respect to r 
and )I-[[, and with respect to r alone, are pLmin = 2 and P,,,~” = 4, respectively. 
The above examples employ a single vector space and only two norms, 
11. II and r. In order to demonstrate the idea of mixed multiplicativity to its full 
extent, consider, for 1~ p < co, the 1, norm of an m X n matrix A = (arij) E 
C nrxn: 
IAlp= ( $I ~,laijlp)l’p~ 
where for p = CO (a case that need not be studied separately) we have 
IAI, = maXla,jl. 
i,j 
In addition, for 1 Q p, q =G CO, define 
X,,(m) = ;1,,-l,,, ; 2 “9’ i 
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With this we have: 
THEOREM 2.1 [2, Theorem 2.11. Let p, q, r satisfy 1 Q p, q, r Q co, and 
let q’ be the conjugate of q (i.e., l/q + l/q’= 1). Then, for all A E Cmxk, 
B E Ckxn’ 
WI, Q X,,(m)X,,(n)X,,,(k)lAI,IBI,, (2.4 
where the inequality is sharp. 
An equivalent statement of this result would be: 
THEOREM 2.1’ [2, Theorem 2.1’1. The best (least) multiplicativity factor 
for the I, norm on CmXn with respect to the I, wrm on Cmxk and the I, 
rwrm on C,,, is 
PInin = Apq(m)~pr(n)Aq+(k). 
Setting m = k = n and p = q = T, Theorem 2.1’ tells us that, in the sense 
of Definition 1.1, the best multiplicativity factor for the 1, rwrm on C,,, is 
pL,in=hp,p(m) = 
i 
” 
l<p<% 
,1 -VP 
, pa% 
a result first proven by Maitre [12], and later by Goldberg and Straus [6, 
Corollary 1.11. In particular, this result agrees with the well-known fact, due 
to Ostrowski [14], that the 1, norm on C,,, is multiplicative (i.e., a matrix 
norm)ifandonlyifl<p<2. 
It is also interesting to note that for p = 1, T = q’, and m = n = 1, (2.4) 
implies Holder’s inequality 
i: IaiPil t I ‘I 
i=l 
G ( i=l fft ‘)“‘( grlii,l”iliv” 
Our last example concerns the Z, operator norm (1 < p Q CO) on C, Xn: 
llAllp = max{ IAxlp: x E C”, lxlp = 1> 3 
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where for x = (El,..., E,)T (T denoting the transpose), 
i i 
l/P 
lxlp= Ik 15il” . 
i=l 
For this norm we prove: 
THEOREM 2.2. Let p, q, r sati& 1~ p, q, r < co. Then, for all A E Cmxk, 
B E C/M, 
where the inequality is sharp if either q Q p < r or T Q p 6 q. 
Rephrasing this theorem, we have 
THEOREM 2.2'. (i) The constant 
P = Xp,(m)X,,(k)X,,(k)X,,(n) (2.6) 
is a multiplicativity factor for ll*llp on C,,, with respect to (l*llq on Cmxk 
ad IHI, on Ckxn. 
(ii) For q < p Q r or r Q p < q, p in (2.6) is best (least) possible. 
In proving Theorem 2.2 we use three lemmas the first of which is well 
known. 
LEMMA 2.1. Let l<p<cO. Then 
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LEMMA 2.2 (e.g. [l, Section 2.41, [ll, Corollary 1.4.51). Lt?t p, 9 satisfy 
l<p, 9<cQ. Then 
LEMMA 2.3. For p, 9 with 1 d p, 9 G 00, 
llAllp d ~,,t~)h&)ll~ll, VA EC,,,. (2.7) 
Proof. Fix A EC,,,, and let x0 EC” satisfy 
lxolp = 1, lAxolp = IIAllp. 
Defining 
x0 
y” = Irolq ’ 
we have Iyolq = 1. Hence, using Lemma 2.2 twice, we obtain 
llAllp = l&,lp G $,,(~)lA~ol, = $&dlA~ol,l~ol, 
Q X,,(m)h,,(n)lA~ol,I~ol~~ ~,,(~h&)llAll,. . 
It has been shown in Theorem 1 of [3] that the inequality in (2.7) is sharp. 
We thus comment that Lemma 2.3 gives the best possible ratio for any two 
members of the family { ll.llp: 1 Q p < co}, i.e., 
IPUp 
o + ~%nn IIAII, 
- = ~p,t4kJ4~ 
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We are now ready for 
Proof of Theorem 2.2. By Lemmas 2.1 and 2.3, for all A E Cmxk, 
B E Ckmv 
so (2.5) holds. 
Now write (2.5) in the form 
and observe that 
k l/q - l/r > q<p<r, 
P= ml/P- l/qnl/r- VP > r<p<q. 
w9 
Consider the m x n matrices 
E(m, n), C(m, n), R(m, n), J(m, n), 
defined by 
E(m,n)ij=6,1Sj,, C(m,n)ij=S,j, R(m,n)ij=6i1, J(m,n)ij=l, 
i=l >***> m, j=l >.*., n, 
and introduce the n-vector 
u = n-‘/P(l,l ,..., l)T, 
for which 
lulp = 1. 
Setting x = (El,. . . , 5,JT E C”, we get 
l~E(m.n)llp=,~~lIE(m,n)xlp= mm k\=l 
%P lxlp = 1 
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Moreover, by Hijlder’s inequality, 
~ ,~“1 
i i 
i lt,1~ l’pnl/p’= &1/p = lR(m,n)ul, 
i=l 
and 
llJ~~~~~ll,~,~~~ll~~~~~~lp=~‘~“,~~~~ ,jJ ti XP I I Z-1 
gm’~Pn’~l’p=(J(m,~)u~p; 
SO 
II R( m, n) lip = nl-l/P, IIJ(m, n) (lp = ml/pnl-l/p. 
Thus, (2.5) becomes an equality if for the two values of /.L in (2.8) we take 
A=R(m,k), B=C(k,n)andA=C(m,k), B=R(k,n),respectively. n 
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