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Near-infrared diffuse optical tomography (DOT) or spectroscopy is a 
non-invasive imaging modality which exploits spectrally changing absorption 
and scattering of biological tissues. This doctoral research work aims at 
designing and implementation of a spread-spectrum correlation based novel 
Laplace-domain DOT system and explore its potential for human brain 
imaging. The main objectives are to design and develop an interchangeable 
time-domain and Laplace-domain DOT system which demonstrates high 
signal-to-noise ratio, nanosecond temporal resolution, faster data acquisition 
and insensitivity to ambient light. The system architecture is based on laser 
intensity modulation with a high-speed pseudo-random bit sequence (PRBS) 
and cross-correlating the optical signal from the biological tissue with the 
identical PRBS, to retrieve the time-dependent measurements of diffusive 
photons propagating through the tissue. A direct Laplace transformation of the 
time-resolved signal is implemented to extract feature dataset which 
significantly reduces data acquisition time or increase signal-to-noise ratio. 
The imaging system with 40 source-detector channels has been developed and 
its performance is evaluated using static and dynamic optical phantoms. The 
hemodynamic changes are measured in the human forearm and in the 
prefrontal cortex by designing a few mental activity tasks. The results of 
preliminary in vivo experiments are in agreement with literature. In addition, 
the system has a small form factor which makes it portable. All of these 
features ensure that the developed system has the potential to be used for the 
diagnosis of neurodegenerative diseases in a normal clinical setting or even in 
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Chapter 1 Introduction 
Brain, in general, and human brain, in particular, has always been a mystery 
for researchers, scientists and neurologists. Understanding brain requires 
understanding of how it functions under different circumstances. This requires 
the knowledge of physiology going on inside the brain. Therefore, many 
methods have been developed till date to probe the brain. Naturally, 
non-invasive techniques are preferred as they are least destructive. The 
conventional imaging modalities, such as Single Photon Emission 
Tomography (SPECT), Positron Emission Tomography (PET) and functional 
Magnetic Resonance Imaging (fMRI), have proven their utility in hospitals yet 
they are not feasible under certain circumstances due to problems with 
subjects having claustrophobia, metal implants in their bodies, motion 
artefacts and hazards of ionizing radiation. Moreover, each of them requires a 
special environment to be used in thus increasing the setup and operating cost. 
Therefore, it is always desirable to have a safe, compact, bedside and low cost 
imaging system which can be used in a normal clinical setting [1–3].  
1.1 Motivation 
Non-invasive imaging modalities which provide structural as well as 
functional information of brain are attractive candidates for preclinical studies, 
clinical and patient healthcare. Diffuse optical tomography (DOT) or diffuse 
optical imaging (DOI) is such a non-invasive optical imaging technique which 
characterizes biological tissues by quantifying temporal and spatial changes in 
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the optical properties of tissue. DOT works in near-infrared (NIR) regime 
from 650-950 nm wherein the absorption coefficient of main constituents of 
the biological tissue is relatively small and it allows light to travel deep into 
the tissue (~few cm). These methods have the potential to differentiate 
between soft tissues (e.g., gray and white matter) due to the difference in their 
absorption and scattering properties. It also provides biochemical information 
of hemoglobin concentration by measuring NIR absorption spectra [4,5]. This 
method does not cause any ionizing radiation hazard as in case of PET/SPECT 
and thus can be used repetitively on humans [6]. Moreover, it is also 
insensitive to motion artefacts and does not require subject to be sedated or 
confined [7].   
There are three approaches for implementing DOT as follows: 
continuous-wave (CW), frequency-domain (FD) and time-domain (TD). The 
CW DOT relies only on the magnitude of intensity changes of continuous 
laser source transmitted through the tissue [8,9], but these measurements 
exclusively cannot distinguish absorption and scattering parameters separately. 
On the other hand, FD utilizes RF amplitude modulation of the laser source 
and measures the change in the amplitude and phase of the transmitted light 
[10]. The TD DOT measures the time of flight of emitting photons when an 
ultrashort pulse is passed through a turbid medium. It provides full time 
spectrum information of diffusive photons from which optical properties can 
be reconstructed comparatively more accurately [11,12].    
In conventional TD DOT systems [13–19], an ultrashort pulse (few hundreds 
of picoseconds) is used to illuminate the tissue sample and the reflected light 
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is detected using a streak camera [13,14] or a time-correlated single photon 
counter (TCSPC) [15–19]. These techniques have several limitations which 
include: small dynamic range and temporal non-linearity in case of streak 
camera based systems and slower data acquisition rate and sensitivity to the 
ambient light in case of TCSPC based systems. These drawbacks limit its use 
in clinical applications due to long data acquisition time and requirement of 
special conditions such as extremely dark room in case of TCSPC based 
system. These practical issues become more pronounced when it comes to 
performing in vivo brain imaging. In addition, the pulse laser and 
TCSPC/streak camera based detection system make the cost and the 
complexity of the system high and the size bulky. All of these reasons justify 
the need of a fast, portable, low cost, high signal-to-noise ratio and robust 
system which can be used conveniently in most of the setting.  
1.2 Objectives 
The principal objective of this project is to design and develop a 
spread-spectrum based [20,21] novel Laplace-domain DOT system and 
validate its utility for cortical brain mapping. The new system is aimed to 
simplify time-domain data to extract featured information which will make the 
data acquisition much faster. The system‟s performance and sensitivity are 
important considerations as the end goal is to detect and measure small 
hemodynamic changes in the cortical region of brain. The system will be 
evaluated and calibrated using static and dynamic optical phantoms. The 
theory of diffusion equation with semi-infinite boundary condition will be 
used for parameters reconstruction. Psychological experiments will be carried 
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out in healthy human subjects to demonstrate system‟s capability of measuring 
localized hemodynamic change in specific brain areas.   
The objectives of the work can be further broken down into the following:  
 to design and implement an imaging system based on modular 
approach which can be easily scaled up in future. 8-source channels 
and 5-detection channels will be developed in the first phase. 
Additionally, a compact form factor and a portable system are desired.  
 to systematically evaluate and quantify system‟s performance 
parameters. 
 to fabricate a dynamic phantom to simulate hemodynamic changes and 
measure it using the developed instrument 
 to design and perform basic experiments involving regional activation 
of certain brain areas to serve as preliminary results to demonstrate 
system‟s functionality. 
1.3 Thesis organization 
The thesis is mainly divided into three parts: Part I talks about the fundamental 
concepts of tissue optics, brain anatomy and its functions and review of the 
present imaging modalities for functional brain imaging. The second part 
describes the system architecture in detail and defines its performance 
parameters. The last part includes the experimental results on phantoms and in 




The detailed organization of each part is as follows: 
Part I: 
Chapter 2 makes the basis of the thesis by introducing basic concepts of 
light interaction with matter, in general, and biological tissue, in particular. 
Chapter 3 briefly reviews the commonly used imaging modalities for 
functional brain imaging and justifies the need of optical imaging modalities 
to make up for their shortcomings. It also gives a brief overview of optical 
imaging theory followed by different types of instrumentation and their 
comparison.  
Part II: 
Chapter 4 systematically describes the working principle of the novel 
system, its architecture and implementation. The performance evaluation of 
the system is also quantified in this chapter. Some of the performance results 
are published in [22].  
Part III: 
Chapter 5 describes the system‟s performance on artificial phantoms. The 
fabrication method of a dynamic phantom is also described in this chapter. 
Chapter 6 includes preliminary in vivo human brain experiments and 
discusses its results. 
Finally, Chapter 7 summarizes the entire thesis and talks about the future 
prospects of the project for next research stages.  
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Chapter 2 Light interaction with brain 
tissue 
This chapter reviews basic topics of tissue optics, which forms the basis of the 
whole research work carried out.  
2.1 Fundamentals of tissue optics 
When light encounters any matter, in general, or biological tissue, in particular, 
in its path, four types of phenomena can occur namely: transmission, 
reflection, absorption and scattering as pictorially described in Fig. 2.1.   
 
Figure 2- 1 Representation of different phenomena when light interacts with biological 
tissue 
This optical interaction can be further classified into two types: destructive 
and non-destructive. The destructive interaction includes those interactions 
which modify the tissue structure or composition. The examples include 
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photochemical, photothermal, photoablative and electromechanical effect. 
DOI is based on the non-destructive type of optical interaction. The optical 
power employed in this technique ranges from small to medium class laser 
(class 2), which is considered safe for biological tissues [23]. For the purpose 
of this research work, we are interested in the photons which are absorbed, 
scattered or both. 
2.1.1 Absorption 
Absorption is the quantitative measure of how easily a beam of light 
penetrates through a medium (biological tissue in our case). Absorption is a 
wavelength dependent parameter represented by absorption coefficient    
(unit: length
-1
) and has the following relation with the optical intensity, I.  
𝑑 =  −  ( ). I. dx                        2-1                                                                                    
           where 𝑑𝑥  is the infinitesimal path of a non-scattering medium. 
Integrating Eq. 2-1 for the medium with thickness 𝑑 becomes, 
 𝑜 =  𝑖. e




Figure 2- 2 Attenuation of light intensity when passing through a non-scattering 






The absorption coefficient    if expressed in terms of particle density   and 
cross section of the absorbing geometry   becomes: 
  ( ) =                               2-3                                                                            
 which forms the Beer-Lambert law as below: 
 𝑜 =  𝑖. 𝑒
−𝜌 𝜍𝑎.                          2-4                                                                             
The mean free path length is the distance a photon travels between two 
successive absorption events and is the reciprocal of absorption coefficient, 





Another parameter which is also used frequently is the specific extinction 
coefficient 𝜀 which is described as the amount of absorption per μmol of 





𝜀 =   𝑜𝑔10. 𝑒
𝜇𝑎/𝐶                         2-5                                                                            
The spectroscopic instruments measure transmittance, 𝑇, which is the ratio of 
the transmitted intensity to the incident intensity: 
𝑇 =   𝑜/ 𝑖                             2-6                                                                            
Whereas, Absorbance, 𝐴, is a measure of loss in intensity given in units of 
Optical density (OD) and is given by: 
𝐴 =  − 𝑜𝑔10( 𝑖/ 𝑜)                         2-7                                                                            
 or, 
𝐴 =   𝑜𝑔10. 𝑒




Scattering is the quantitative measure of directional change in the propagation 
of light when it passes through one medium to another. When a light beam 
falls on the interface of two media with a propagation angle of 𝜃𝑖 , it is 
refracted into the other medium with an angle of 𝜃 , due to the difference of 
the refractive indices n (see Fig. 2-3). 𝜃 and   are related to each other by 
Snell‟s law as below: 





Figure 2- 3 Refractive effect of light travelling through two media with different 
refractive indices (𝐧𝐫>𝐧𝐢) 
 
The refractive index affects the speed of light in that medium   which is 
given by: 
 =   𝑜/                           2-10 
where,  𝑜 is the speed of light in vacuum.  
Different tissues exhibit different refractive indices. The phenomenon of 






microscopic boundaries of cell membranes. To name a few, water has a 
refractive index of 1.33, with reference to the refractive index of vacuum 
which is 1, whereas fat has a value of around 1.55. 
Scattering is quantified by the scattering coefficient    (unit: length
-1
). For a 
collimated beam with intensity of  𝑜  going through a non-absorptive 
homogenous scattering medium with a thickness of 𝑑 (see Fig. 2-4), the 
intensity  𝑖 at output is given by,  
 𝑜 =  𝑖. 𝑒




Figure 2- 4 Scattering effect of light through a non-absorptive homogeneous scattering 
medium 




. Similarly, in terms of particle 
density   and cross section of the scattering geometry   : 
  ( ) =                             2-12                                                                            
   is indicative of the probability per unit length of photon scattering. The 
average distance that a photon travels between two consecutive scattering 
events is given by 1/   called mean scattering path. When a photon 
undergoes a scattering event from a direction given by vector   to a 
direction  ′, the angular probability of it being scattered is given by the 






the probability distribution is independent of the orientation of scatter and 
depends on the relative angle 𝜃 between the incident and scattered direction. 
The phase function is the dot product of the incident and final directions: 
 (S, S′) =  (S. S ) = 𝑓( 𝑜𝑠 𝜃)                  2-13                                                                            
 
Figure 2- 5 Scattering phase function  (𝐒, 𝐒′) [24] (p2-7) 
This assumption is valid for most biological tissues. Here, we define another 
parameter called anisotropy 𝑔 which is defined as the average value of the 
cosine of the scattering angle: 
𝑔 = ∫  𝑜𝑠 𝜃
1
−1
𝑓( 𝑜𝑠 𝜃) 𝑑  𝑜𝑠 𝜃                  2-14       
For 𝑔 = 1, the scattering is completely forward; for 𝑔 = −1, the photon is 
scattered backward and for 𝑔 =  , there is a perfectly isotropic scattering. 
The anisotropy factor depends on the physical characteristics of the scatter. 
Generally biological tissues are strongly forward scattering media where 𝑔 
lies in the range of  .69 −  .99 [23]. This means that a photon will keep its 
original direction in biological tissues for few millimeters in distance. 
Frequently in diffusion theory, the scattering coefficient is reduced by a factor 
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) as reduced scattering coefficient or transport 
scattering coefficient  ′ : 
 ′ =   (1 − 𝑔)                        2-15   
The reciprocal 1/ ′  is the free mean path between two successive scattering 
events during light propagation through a scattering medium. Similarly for 
both absorbing and scattering medium the total attenuation coefficient, which 
is also called the total transport attenuation coefficient    , is given by: 
   =   ′       =   (1 − 𝑔) +                   2-16   
2.2 Main chromophores in tissue 
Chromophores are the compounds in tissue which absorb light. Each of these 
chromophores has a distinct absorption spectrum. For NIR wavelength range, 
which is also called the therapeutic window, the major chromophers in soft 
tissues are water, melanin, lipids and hemoglobin. Within this window, the 
scattering is dominant over absorption and that is the reason light becomes 
diffused [25,26]. Figure 2-6 shows the absorption spectrum of all four 




Figure 2- 6 Absorption spectra of the primary tissue constituents across a long 
wavelength range. The inset window represents the ‘physiological window’ where all the 
chromophores have relatively low absorption and thus light can penetrate deeper. The 
point where the spectra of oxy and deoxy-hemoglobin meets is called isosbestic point 
2.2.1 Water 
Absorption by water is relatively low for 200-900 nm light but it increases 
exponentially beyond 900 nm, as illustrated in Fig. 2-6. Due to high 
concentration of water in tissues, an optical window needs to be figured out 
which allows maximum penetration through tissues. From 700 to 900 nm, the 
water spectrum provides a transparent window within which spectroscopic 
measurements can work. Usually, the water concentration in tissue can be 
realized as a constant value and it subsequently acts as a constant absorber 
[26]. 
2.2.2 Melanin 
Melanin is a pigment which gives color to skin and is found in the epidermis 
layer of the skin. Generally, the concentration of melanin in skin is low [27]. 
Although, in NIR window the melanin is highly absorbing but due to its low 
concentration and oxygen independence the effect of melanin absorption is 
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considered as constant and negligible. 
2.2.3 Lipids 
Lipids are one of the most dominant absorbers present in the tissue. The 
absorption spectrum of lipids is approximately the same as that of water as 
shown in Fig. 2-6. Lipids can be considered as constant absorber throughout 
the clinical measurement but its effect changes with the change in age. 
2.2.4 Hemoglobin 
Blood is a fluid which is considered to be a connective tissue and is composed 
of plasma (transparent extracellular fluid) and formed elements (red blood 
cells, white blood cells and platelets). The formed elements are confined in 
plasma membrane and have a definite form and structure as shown in Fig. 2-7. 
In an average human adult, plasma makes up to around 54% of total blood 
volume, red blood cells makes up to 45% and remaining 1% is comprised of 
white blood cells and platelets [28,29]. Red blood cells (RBCs) contain 
hemoglobin molecules which carry 97% of the oxygen in blood. Hemoglobin 
plays an important role in transportation of oxygen from lungs to tissue, called 
oxy-hemoglobin (HbO2), and carbon dioxide from tissues back to lungs, called 
deoxy-hemoglobin (Hb), and this process forms a continuous cycle. The 
concentration of hemoglobin in infants is 14-20 g/dL (grams per deci-liter), 
12-16 g/dL in adults females and 13-18 g/dL in adults human males [28]. Fig. 
2.6 shows the molar absorption coefficients of HbO and Hb in the NIR 
window. The absorption of HbO2 increases with increase in the wavelength 
and vice versa for Hb (see inset of Fig. 2.6). The two spectra cross each other 
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at around 800 nm, which is called isosbestic point. 
 
Figure 2- 7 The formed elements in blood in a blood vessel [30] 
2.3 Anatomy and functions of human brain 
The human brain is a complex 3D structure secured in a hard shell, called 
skull or cranium, which is comprised of many bones as seen in Fig. 2-8, 
covered by a layer of skin. The primary bones which cover the whole brain are 
frontal bone, parietal, occipital bone and temporal bone. The places where 
bones join together are called sutures.  
 
Figure 2- 8 The bones in a human head [29] (p201) 
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Inside the skull, there are layers of cranial meninges (dura mater, arachnoid 
and pia mater), cerebrospinal fluid (CSF), gray matter (cortex) and white 
matter (see Fig. 2.9). The brain is divided into two hemispheres; left and right 
hemisphere. The gray matter forms the cerebral cortex which is divided into 
different lobes named after the main skull bones (see Fig. 2-8 and Fig. 2-10). 
Each of these lobes has different brain function as tabulated in Tab. 2-1. The 
ridges on the cortex are called gyri (s. gyrus) and the depressions or fissures 
are called sucli (s. sulcus). In order to image cerebral cortex through optical 








   
Figure 2- 10 Different lobes of the human labeled with color in (left) surface view and 
(right) volume view (generated using BrainVoyager [31]) 
 
Table 2- 1 Brain functions according to different cortical lobes 
Cortical Lobe Functions 
Frontal 
problem solving, planning, organizing, emotion, 
behavior, personality 
Parietal 
sensory information from primary sensory areas, 
spelling, perception 
Temporal memory, language, senses of smell and sound 
Occipital vision 
2.4 Optical properties of different layers of human 
brain 
It is very important to understand the optical characteristics of brain tissues 
and layers surrounding it in order to accurately model light behavior when it 
passes through these layers [32]. The following section will shed some light 




Human skin is the largest organ of the human body in terms of surface area 
which takes up to 10% of the body mass of an average human. It makes 
terrestrial life possible by regulating water and body heat loss and serves as a 
shield against the entry of noxious chemicals or organisms. The skin can be 
divided into three component layers (see Fig. 2-11): 
 Epidermis: The epidermis is a complex outermost multilayer 
membrane which is composed of dead cells. Its thickness varies from 
0.06 mm to 0.8 mm on eyelids to the soles of feet respectively. It has 
the pigment, melanin, which is responsible for skin color. 
 Dermis: The dermis is the major component of human skin and is 
typically 3-5 mm in thickness. It is a network of connective tissues 
which is comprised of blood and lymphatic vessels, nerve endings, hair 
follicles and sweat glands. The vascular network in dermis is 
responsible for body temperature regulation and supplying oxygen and 
nutrients to the tissue. 
 Hypodermis: The innermost layer also called subcutaneous fat layer 
lies within dermis and the underlying body constituents. Typically, its 
thickness is in the order of several millimetres. This is composed of 





Figure 2- 11 Layers of skin [29] (p145) 
2.4.2 Skull 
The human skull is a smooth bone comprised of two layers of compact bones 
constricting spongy layer of bone, called dipolë, which is formed by a network 
of strands called trabeculae (see Fig. 2-12). The thickness of the adult human 
skull varies from 7mm to 10 mm. Table 2-2 summarizes the optical properties 
of skull measured by various researchers.   
 






2.4.3 Cerebrospinal fluid  
The space between the skull and the cortex is filled with a transparent fluid 
called cerebrospinal fluid (CSF). The optical characteristic of CSF are similar 
to water with very small reduced scattering coefficient and absorption 
coefficient of 0.0026 mm
-1
 at 830 nm as shown in Table 2-3. The typical 
thickness of CSF layer is around 2-4 mm.  
 
Figure 2- 13 Cross section of human brain [33] 
2.4.4 Gray matter  
Below the CSF layer, there is a large but relatively thin layer (4-10 mm) of 
nerve cells called gray matter after the Latin word substantia grisea. It acts as 
a surface of both hemispheres of brain as shown in Fig. 2-13 and also called 
cortex. As the surface area of the cortex grows within the skull, it causes folds 
due to enclosed fitting.  
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2.4.5 White matter  
The internal layer of brain is composed of nerve fibers and is called white 
matter after the Latin word substantia alba. This layer is responsible for 





Table 2- 2 Summary of optical properties of different layers of human brain. The values inside the parenthesis are standard deviation. 




Measured by Wavelength 
( , nm) 










    
Scalp* 0.3 – 0.5 
Troy et. al.[34]  836 0.0976 (0.015) 1.594 
(0.2158) 0.7-0.9 
Simpson et. al.[35] 700 0.019 (0.006) 2.23 (0.41) 
Skull 0.7 – 1.0 
Bevilacqua et. al. [36] 850 0.05 (0.02) 0.9 (0.1) 
0.925-0.945 
Ugryumova et. al. [37] 800 0.025 2.1 
Tauber et. al. [38] 830 0.01 (0.001) 3.88 (0.44) 
Firbank et. al. [32] 800 0.024 1.84 
Bashkatov et. al. [39] 800 0.011 (0.002) 1.94 (0.15) 
CSF 0.2 – 0.4 Strangman et. al [40] 830 
0.0026 0.01 - 
Gray Matter 0.4 – 1.0 
Bevilacqua et. al.[36] 811 < 0.01 (0.01) 0.91 (0.05) 
0.9 
Yaroslavsky et. al.[41] 670 0.02 0.84 
White Matter > 4.0 
Bevilacqua et. al.[36] 849 0.095 (0.02) 0.85 (0.1) 
0.95 
Yaroslavsky et. al.[41] 850 0.1 4.1 
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2.5 Optimal wavelength selection 
Wavelengths should be selected in the range of the above-mentioned 
physiological window from 650-950 nm due to low absorption of 
chromophores. Hemoglobin is more absorbing to shorter wavelengths whereas 
longer wavelengths are greatly absorbed by water present in the tissue to a 
large extent. To maximize the sensitivity to hemoglobin-oxygenation changes, 
it is required that wavelengths are chosen from both sides of isosbestic point at 
around 800 nm, where the absorption spectra of oxy-hemoglobin (HbO2) and 
deoxy-hemoglobin (Hb) meet each other. Two such wavelengths are sufficient 
to determine relative concentration of HbO2 and Hb in tissue or blood [42,43]. 
One important concern is the cross-talk in the estimation of HbO2 and Hb 
concentration, which can be reduced by optimally choosing the wavelengths. 
For this project, we chose 780 nm and 850nm for two reasons; firstly because 
these are distinctively apart from the isosbestic point and secondly due to the 
easy availability of laser diodes at these wavelengths. 
2.6 Hemodynamics of human brain/Cerebral blood 
flow (CBF) 
The human brain constitutes around 2% of the total body weight but consumes 
around 20% of the total blood supply and around the same ratio of total body 
oxygen under normal circumstances. Assuming that oxy-hemoglobin and 
deoxy-hemoglobin are the significant chromophores, their concentrations can 




   ( ) =  𝜀HbO2 ( ).  HbO2    𝜀Hb ( ).  Hb               2-17 




) =  (
εHbO2 (λ1) εHb (λ1)




μa (λ1)  
μa (λ2)
)              2-18 
 
λ1 and λ2 are two distinct wavelength on either sides of the isosbestic point. 
The total hemoglobin concentration CHbT   is the sum of oxy- and 
deoxy-hemoglobin concentrations. Similarly, oxygen saturation StO2 can be 
found using Eq. 2-20. 
 
CHbT  = CHbO2   + CHb                          2-19 
StO2 =  
CHbO2   
CHbT  
 x 100                         2-20 
Choi [44] measured physiological parameters such as oxygen saturation and 
hemoglobin concentration of skull/scalp and brain of 30 healthy volunteers. 
Table 2-3 quantifies the average values with standard deviation below. 
 
Table 2- 3 Average values (with standard deviations) of physiological parameters of adult 




𝑪𝐇𝐛𝐓   
(µM) 
𝑪𝐇𝐛𝐎𝟐   
(µM) 
𝑪𝐇𝐛   
(µM) 
Scalp/Skull 71 ± 3.35 55.05 ± 10.89 38.88 ± 7.84 15.61 ± 3.31 
Brain/Cortex 74 ± 5.95 76.89 ± 13.81 55.78 ± 11.52 19.56 ± 5.82 
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Chapter 3 Techniques for functional brain 
imaging 
With the recent advancement in technology, better and improved imaging 
modalities have been springing up. These tools equip the researchers to 
non-invasively monitor and quantify regional neuronal activity in vivo. Some 
techniques are more focused to quantify physiological information from brain, 
whereas, others provide anatomical information called functional and 
structural imaging respectively [45]. This chapter is focused on functional 
imaging techniques and gives an overview of conventional as well as 
emerging imaging modalities for functional brain imaging.  
3.1 Conventional imaging modalities 
The commonly used imaging methods used for functional brain imaging are 
functional Magnetic Resonance Imaging (fMRI), Positron Emission 
Tomography (PET), Single Photon Emission Tomography (SPECT), 
Electro-encephalography (EEG) and Magneto-encephalography (MEG). 
3.1.1 fMRI 
Magnetic Resonance Imaging is based on the phenomenon called nuclear 
magnetic resonance (NMR). It uses a strong magnetic field (few Tesla) which 
interacts with the hydrogen nuclei present in water inside the biological tissue. 
The nuclei under external magnetic field change its quantum mechanical states 
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by absorbing radio waves with the resonance frequency. The nuclei emit the 
same frequency as absorbed when return to the equilibrium state. This is 
called the relaxation time. Different types of contrasts can be achieved by 
varying the relaxation times. 
Functional Magnetic Resonance Imaging is a technique for mapping human 
brain functions using MRI and measure the blood oxygenation level dependent 
(BOLD) signal changes in the active brain areas [46–49]. When any brain 
activity takes place, it gives rise to increase in blood flow and provides fresh 
oxy-hemoglobin which lowers the amount of deoxy-hemoglobin in that region. 
Consequently, it changes the relaxation times recorded by MRI. There are 
various applications of fMRI which includes understanding brain function 
during a particular activity as well as diagnosing different neurodegenerative 
diseases [50–53]. 
3.1.2 PET/SPECT 
Positron Emission Tomography uses trace amounts of radioactive isotopes 
which usually have a short half-life. The isotopes are injected (for example, 
fludeoxyglucose 
18
F) are injected into blood stream and they are accumulated 
in the areas of brain which are active and have more supply of oxygen and 
glucose. When the isotope located at the active region undergoes decay, it 
emits positrons which can be detected by the solid state detectors surrounding 
the patient or subject under observation. Single Photon Emission Tomography 
is based on the same principle as PET except that the isotopes used are gamma 
rays emitting and are called radionuclide. SPECT, therefore, requires a gamma 
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camera or scintillation camera to detect the emitting gamma rays. PET/SPECT 
has demonstrated its potential for cognitive studies as well as for neurological 
diseases [54]. 
A review of multimodal imaging using hybrid systems, to specifically 
incorporate advantages of multiple techniques, can be found here [55].   
3.1.3 EEG/MEG 
Neuronal activities are accompanied by small change in the electric potential 
of the region. This potential generated by clusters of neurons can be measured 
by placing electrode on scalp. The technique is called electro-encephalography 
(EEG) and the electrodes are called EEG electrodes. EEG can record changes 
in the electrical potential in the brain in tens of milliseconds. It measures a 
combined multilayer signal and, therefore, cannot differentiate signals coming 
from different layers of brain. Magneto-encephalography (MEG) follows the 
same principle as that of EEG but it measures changes in the magnetic field 
related to the evoked electrical activity. Many researchers have shown its 
utility for mapping brain activity under different circumstances [56,57]. 
Table 3-1 compares some of the key performance parameter of the imaging 






Table 3- 1 Key performance comparison of conventional functional imaging modalities 
  
Characteristics fMRI PET/SPECT EEG/MEG 
Soft tissue contrast Excellent Good - 
Spatial resolution Good Average Poor 
Temporal resolution Average Poor Excellent 
Imaging depth Excellent Excellent Poor 
Ionizing Hazard No Yes No 
Data acquisition Slow Slow Fast 
Motion susceptibility Yes Yes No 
Cost High High Low 
Portability No No Yes 
 
3.2 Need of optical imaging modalities 
In addition to abovementioned imaging modalities there are other techniques 
like Electrical Impedance Tomography (EIT) for functional brain imaging [58]. 
EIT measures voltage distribution in the tissue when a small electric current is 
applied to it through electrodes. Nonetheless, these modalities are limited in 
one way or the other and open room for new techniques to overcome the 
associated shortcomings. Optical imaging is such a technique which can be 
exploited to fill in these gaps. It can provide structural as well as functional 
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information of the biological tissue under consideration. Moreover, the optical 
imaging can provide following advantages: 
 The electromagnetic spectrum used in optical imaging is safe for 
biological tissues and there is no ionizing hazard involved. 
 The technique is non-invasive and does not require injection of the 
external contrast agents. 
 Optical imaging provides excellent soft-tissue contrast by 
characterizing absorption and scattering properties of different tissue 
types. 
 Optical imaging methods which use multiple wavelengths can be 
employed as spectroscopy (NIR spectroscopy), by which optical 
properties of different chromophores in the tissue can be easily 
determined (for example, oxy- and deoxy-hemoglobin). 
In the following section, we will discuss the theory behind near-infrared (NIR), 
650-950 nm, imaging and different methods to retrieve information from the 
tissue. 
3.3 Non-invasive optical imaging modalities 
3.3.1 Introduction 
The first attempt to employ light to examine human tissue was done by Cutler 
[59], in which he tried to „see‟ the tumor lying deep in the breast tissue. Using 
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the same principle, Weinman, in 1976, studied the time dependent response of 
the pulse transmitted through clouds to determine its thickness [60]. Shortly 
after that, Jöbsis [61] measured physiological changes in the brain by 
performing trans-illumination measurements from visible to NIR range. 
Shimizu et. al. suggested that time resolved reflectance can be used to study 
the optical properties of random media such as biological tissue, by publishing 
on the effects backscattering of a light pulse in a medium with suspended 
microspheres [62]. After that optical imaging has been extensively studied 
mainly for the breast tissue [63,64] and brain imaging [33,45,65–68] in 
phantoms, animals and humans.  
Optical imaging is also of clinical importance as optical absorption provides 
information about angiogenesis and hyper-metabolism, which are indicators of 
cancer, by measuring concentration of hemoglobin and oxygen saturation 
respectively. This serves as the optical contrast for functional imaging.  
3.3.2 Light transport in tissue 
Optical imaging is based on light interaction with tissue. When a collimated 
beam of light hits the tissue surface, part of it is reflected back and part of hit 
goes into the tissue (see Fig. 2-1). The part of light which propagates through 
the tissue either gets absorbed, keeping its original direction or change its 
direction of propagation because of elastic scattering, as shown in Fig. 3-1. 
The interaction between the light photon and the cell membrane of tissue 
changes the propagation direction of photon unpredictably; however, we can 





Figure 3- 1 Types of scattered photons 
 Ballistic photons 
The photons are neither absorbed nor scattered and travel in a straight line 
without changing its propagation direction. These photons emit out of the 
tissue in shortest time through shortest distance.  
 Snake photons 
This group of photons undergoes a few elastic scattering during propagation in 
the turbid medium and forms the first measured signal on the time-resolved 
photon detector. 
 Diffused photons 
The majority of the photons which travel through the tissue fall in this 
category. The photons in this case experience multiple scattering events and 
contain information about the optical properties of the medium.  
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3.3.3 Photon detection techniques 
Depending on the size and shape of subject different detection geometries can 
be opted. The most commonly used detection geometries are 
trans-illumination mode and reflective mode as shown in Fig. 3-2. In the 
trans-illumination mode, the light source and the photo-detector are located on 
the opposite sides of the tissue and the detector detects the light which 
transmits through the tissue. Whereas, in reflective mode source and detector 
are placed on the same side of the tissue and the detector detects the light 
reflected from within the tissue layers.  
 
Figure 3- 2 Trans-illumination (left) and reflective (right) detection modes 
The human head is around 10-15 cm wide and, therefore, the rans-illumination 
mode is not feasible because of the light attenuation and mostly the reflective 
detection mode is used. The former is usually called tomography and latter is 
called topography as described in Fig. 3-3. The mechanism of extracting 
information from diffuse light from both schemes is similar; therefore, we will 
use the term „tomography‟ to refer to both schemes from now on. The light is 




Figure 3- 3 Trans-illumination and reflective modes for brain imaging [69] 
3.3.4 Modelling light transport in brain tissue 
The light transportation over long distances is termed as diffusion process, 
therefore, diffusion equation model makes it possible to quantitatively 
distinguish tissue scattering from absorption by incorporating the influence of 
boundary [70]. The diffusion equation (DE) in time-domain is: 
1
𝑐
  ( , )
  








                3-2 
 , time; r, position of the detector 
   , absorption coefficient 
   , scattering coefficient 
 ( ,  ) , light source 
 ( ,  ) , fluence rate 
 , diffusion coefficient 
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𝑔, anisotropic factor 
   =   (1 − 𝑔) +     , is linear transport coefficient 
The reciprocal of     is the transport mean free path given by     
The diffusion equation is an approximation to the radiative transfer equation 
(RTE) [71] and has been extensively used to describe the light behavior in 
turbid medium or tissue. For DE, it is necessary to assume that the light 
propagation is diffusive. To make sure that the light is diffusive, the source 
and detector should be separated enough in space and time. In other words, 
diffusion equation works if the following two conditions are fulfilled [72]: 
 Light interaction is scattering dominant, i.e.,  ′    μ   
 The source-detector pair (optode) distance is much greater than one 
transport mean free path, i.e., optode distance        
The first condition is easy to fulfill for biological tissues as they are strongly 
scattering (~100 times) than absorbing. For the brain tissue, scattering is 
dominant for every layer, for example, for cortex    and  ′  in the NIR 




(see Table 3-2). For the 
second condition, the minimum optode distance is kept at 1 cm which ensures 
substantial scattering of photons in the tissue before they arrive at the detector 
surface.  
The methods to solve DE (Eq. 3-1) can be categorized into three types: i) 
analytical methods [73–77], ii) stochastic methods (Monte-Carlo) [78–82], and 
iii) numerical methods [83–87]. Monte-Carlo and numerical methods have the 
capability to provide accurate solution to the forward problem but at the cost 
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of heavy computation and, therefore, are not suitable for real-time or near 
real-time imaging. For simple and well-defined geometries, analytical solution 
can be a good choice to quickly solve the problem while maintaining adequate 
quality of reconstructed images.  
The system we have developed is tested in reflective mode for semi-infinite 
boundary condition; therefore, this section focuses on forward and inverse 
problems for a semi-infinite geometry. A detailed mathematical derivation of 
different types (infinite, semi-infinite and slab geometry) of geometries can be 
found here [72,88].  
3.3.4.1 Analytical solution for semi-infinite boundary condition 
Let‟s start by writing DE in Laplace domain as: 
(−        
 
𝑐
) ( ) =  0(𝑠)                 3-3 
 0(𝑠) =       (𝑠)                    3-4 
where 𝑠  is the Laplace transformation parameter and   ,    are the 
constants for the source intensity and detector gain respectively. Let‟s define 
another parameter   wave number as  = √
𝜇𝑎  /𝑐
𝐷
, which gives DE the 
following form:  
[ 2 −  2(𝑠) ].  (𝑠) =
𝐶 𝐶𝑑
4𝜋𝐷
 (𝑠)                3-5 
The extrapolated boundary condition is used to approximate analytical 
solution for semi-infinite boundary condition as shown in Fig. 3.4 [89,90]. 
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Let‟s assume an optically homogenous medium whose geometry extends from 
z ≤ 0 to infinity and an effective point source, approximated as a collimated 




below the surface. The fluence rate   at the extrapolated boundary 𝑧  is 
kept at zero by introducing a negative image source of equal strength at a 
distance 2𝑧  𝑧  above the surface of the geometry [71]. The fluence rate at 
the detector located at    can be calculated using DE with the extrapolated 










)                3-6 
 
Figure 3- 4 Schematic of the extrapolated boundary condition [91] 
3.3.5 Image reconstruction 
The image reconstruction in DOT is based on generating a theoretical model 
that produces a good approximation of measurements that are obtained 
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experimentally. This can be achieved by solving forward model and inverse 
problem. 
3.3.5.1 Forward model 
The forward model predicts distribution of photons   in the medium with 
optical properties   by: 
 =  .                             3-7 
  is the Jacobean matrix or weight matrix which associates the distribution of 
light with the optical properties. It generates a reference data, by using prior 
information about the spatial arrangement of optodes and optical properties of 
the medium, for comparison with the experimental data. 
3.3.5.2 Inverse problem 
In a similar fashion, the optical properties   can be determined from the light 
distribution measurements   by inverting the sensitivity matrix   as: 
 =  − .Y                           3-8 
However, the inverse problem is highly ill-posed and underdetermined, i.e., 
the number of unknown parameters are greater than the measurements [74].  
3.3.5.3 Linear reconstruction 
The simplest and easiest way to generate 2D/3D images is through linear 
reconstruction. The small changes in the optical properties  𝑥 = *
 𝜇𝑎
 𝜇   
+ 
correspond to the small changes in the measurements  𝑦  and can be 
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approximated using perturbation theory. This can be described as a Taylor 
series: 
 𝑦 = 𝑦𝑜 +  (𝑥)
   𝑥    (𝑥)    𝑥2 + ….             3-9 
 where,  (𝑥) = 
  
  
 and  (𝑥)′ = 
 2 
 𝑥2
 and so on. 
If  𝑥 is small, the high order terms can be neglected in Eq. 3.9 and can be 
linearized as following: 
 𝑦 =  .  𝑥                          3-10 
To find the inverse of Jacobean matrix for inverse problem, Thikhonov 
regularization is generally used by introducing an identity matrix   and 
weight factor   as: 
 𝑥 =   (  .       )− .  𝑦                  3-11 
The value of weight factor is typically around 0.01. The major advantage of 
linear reconstruction is that it works well even without an accurate forward 
model but, on the other hand, it is only feasible for reconstructing small 
changes in  𝑥 [42,92].  
3.3.5.4 Non-linear reconstruction 
Non-linear reconstruction is an iterative method in which prediction from the 
forward model is compared with the experimental data and the difference is 
minimized by updating the sensitivity matrix  . Some of the non-linear 
methods can be reviewed here [87]. 
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3.3.6 Types and comparison of DOT systems 
This section gives an overview of different types of DOT system available 
based on their instrumentation. These are mainly continuous-wave (CW), 
frequency-domain (FD) and time-domain (TD). Later, a comparison summary 
of pros and cons of each type will conclude the chapter. 
3.3.6.1 CW 
This is the simplest form of DOT in which a continuous (or modulated at low 
frequency ~ few kHz) collimated beam with intensity  𝑖 is shone onto a 
volume of tissue and the changes    in the intensity of light emitting out Io 
is measured. Fig. 3.4 pictorially describes the principle of CW technique. The 
presence of absorber and scatter in the tissue cause attenuation in output light 
intensity. CW works on the assumption that scatter remains constant 
throughout the volume as only    is not sufficient to differentiate changes 
between absorption and scatter [93].  
 















The changes in     are calculated from the measured changes in the 
intensity    for a fixed  ′ . The absolute measurement of    is not possible 
using only CW measurement and all the values are relative. For multiple 
wavelengths, the assumption of a constant scatter yields a larger to absorption 
coefficient to resolve chromophores concentrations. However, CW systems 
are widely used for studying hemodynamics in the using cortex using two or 
more wavelengths due to its low cost, simplicity and high sampling rate (~100 
Hz).  
CW systems normally use laser diodes at multiple wavelengths as source and 
avalanche photodiodes (APD) or CCD camera as detector. Hitachi ETG-100 is 
the first commercial CW system employing 24-channels (source-detector pair) 
over two wavelengths (780nm and 830nm). The system uses modulated laser 
sources and lock-in amplifies for simultaneously acquiring data from all the 
sources [94]. Several research groups have extensively evaluated this system 
for brain cortex mapping [69,95,96]. Hitachi released another upgrade of the 
system ETG-7000 with 120 channels that can map the whole human cortex. 
NIRx [97] has developed an instrument using frequency encoded 
time-multiplexed source and multi-channel detection with gain switching [98]. 
The system was evaluated for measuring brain hemodynamic by Bluestone 
[99]. Hintz and Franceschini also investigated motor cortex activation in 
infants and adults respectively using a 16-source 16-detector channel system 
[1,100]. A complete review published recently on CW instrumentation can be 




The FD technique is based on the intensity modulated light and the heterodyne 
detection for the transmitted or reflected output light as shown in Fig. 3.5. The 
light source is modulated with one or more radio frequencies (RF) usually up 
to a few MHz and changes in the output light intensity    and phase   ( ) 
are measured. The absorption and scattering properties of the tissue change the 
intensity of the phase of the light passing through [88,102]. The phase shift is 
related to mean path length by the following equation: 
   =  
 ( ). 
2𝜋  
                        3-12 
where, 𝑓 is the modulation frequency and n is the refractive index and 
  is the speed of light in vacuum. Therefore,    and   ( ) can be used to 
separately quantify    and  ′  without having the prior information of the 
path length. The FD approach uses laser diodes as sources and APDs or 
photomultiplier tubes (PMT) as detectors. A review on the instrumentation 
techniques and configurations can be accessed here [5,103].  
Lakowicz in 1990 first investigated and reported FD measurement in tissue 
[104]. Carl Zeiss has developed a PMT based detection FD DOT system 
working on two wavelengths (690nm and 810nm) which has been evaluated 
by Franceschini [105] for breast imaging. ISS [106] has developed a 20-source 
(690 nm and 830nm) channels modulated at 110MHz and 2-detection PMT 
based detection channels which has been explored for understanding primary 
and supplementary motor areas [107]. Franceschini [108], Toronov [109] and 
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Zhao [110] also reported the potential of FD system from brain imaging 
studies.  
 
Figure 3- 6 Working principle of frequency domain technique 
3.3.6.3 TD 
TD systems rely on an ultrashort pulse transmitted into the tissue which 
weakens and broadens as it travels inside the tissue as described in Fig. 3.6. 
The photons disperse temporally and spatially inside the tissue and a 
histogram of the time of flight of emitting photons is recorded. This is called 
temporal point spread function (TPSF). The time at which the peak of the 
TPSF is recorded corresponds to the mean path-length of photons which is 
indicative of scattering coefficient. The higher the scattering coefficient, the 
longer the mean path-length and the time at which the peak of TPSF is 
recorded would be later in time [103]. The decreasing slope of the TPSF from 
the medium corresponds to the absorption coefficient of the medium. A higher 
absorption coefficient yields a steeper slope.  
Most TD systems use a pulse laser (CO2, He-Ne etc.) to produce pulses of few 
hundreds of picoseconds multiplexed into optical fibers using an optical 
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switch and the detection system is either streak camera based [13,14] or 
time-correlated single photon counting (TCSPC) based [15–19]. Streak 
camera uses a slit to collect the photons and accelerate them under a high 
electric field to a deflection tube. The deflection tube, under a sweeping 
voltage, deflects the photons in space to hit a phosphor screen before being 
collected by a high speed CCD camera. The photons arriving first deflect to a 
different position as compared to the photons arriving later. The time of arrival 
of photons is realized as a spatial profile on the detector. The streak camera 
has an inherent non-linearity and offers a limited dynamic range (~10
4
). 
TCSPC is based on single photon counting of a periodical light signal 
[111,112]. The advantages of TCSPC are its high dynamic range and temporal 
linearity; however, it is sensitive to ambient light and has a slower data 
acquisition rate. TD system based on TCSPC has been reported by several 
research groups [11,15,19,113]. 
 
Figure 3- 7 Working principle of time-domain technique 
Table 3-2 tabulates a comparison of pros and cons of all the techniques 




Table 3- 2 Pictorial summary and pros & cons of different types of DOT implementations 
Type Principle Pros Cons 
CW 
 
 Simple architecture and instrumentation 
 High sampling rate (up to 100 Hz) 
 Easy to scale up number of wavelengths 
 Low cost 
 Inability to distinguish changes in μ  
and μ′  
 Susceptible to optical properties of 
tissue at shallow depth 
 Less accurate 
FD 
 
 Relatively high sampling rate (up to 10 Hz) 
 More suitable for transmissive geometry 
[114] 
 
 Relatively easy to scale up number of 
wavelengths 
 Relatively low cost 
 Low temporal resolution (few ns or < 
1 GHz) 
 RF design complexities 




 Large dynamic range (> 5 decades) 
 High temporal resolution (< 1ns) 
 More suitable for reflective geometry [114] 
 Full spectrum information 
 High system cost (due to pulse laser) 
 Costly to scale up number of 
wavelengths 
 Low sampling rate (up to 2Hz) 
 Long switching time 




Chapter 4 System architecture and design 
This chapter details out the design and implementation of a novel Laplace 
domain diffuse optical tomography system, developed for measuringthe 
localized hemodynamic changes in the cortex. This chapter is divided into 
three parts: the first part describes the working principle of the system; the 
second part is about the implementation and development of the system based 
on the principles described in the former part. The last part presents the system 
performance evaluation. 
4.1 Principle 
4.1.1 Autocorrelation of spread spectrum signals 
Spread spectrum techniques are used in communication systems for secure and 
high fidelity communication and have many advantages such as low error rate, 
interference rejection and selective addressing capability [115–117]. In spread 
spectrum method, a communication signal (electrical, electromagnetic, 
acoustic etc.) with a particular bandwidth is deliberately spread in the 
frequency domain to transform it into a wide-band signal. These techniques 
require the use of pseudorandom number sequences to determine and control 
the spreading behavior of the signal along the bandwidth. A pseudorandom bit 
sequence or PRBS has a weak cross correlation with all other sequences and a 
strong cross correlation only with itself. The auto-correlation function of 
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PRBS is analogous to a delta function (Figure 4-1c). Therefore, the receiver 
picks up the correct signal distinguishable from the environmental noise and 
interference and also from other PRBSs with different patterns. It is also 
possible to comprehend the same sequence of PRBS arriving at different times 
from multiple paths.  
To demonstrate it mathematically, let  ( ) be the impulse response of a tissue 
sample when it is irradiated by an ultrashort pulse. We also assume that a 
continuous wave light source is modulated with an 𝑁-bit long PRBS  ( ) 
with amplitude ±1 is illuminating the tissue sample. The detected signal from 
the tissue is proportional to the convolution of impulse response and the PRBS 
[118]. 
𝑅( ) = 𝐾 ( ) ∗  ( )                                              4 − 1 
 where 𝐾 is the system gain. The auto-correlation function is analogous to 
a delta function: 




 1        ,    
 
 𝑇0
=   
           −
1
𝑁




                             4 − 2 
 where 𝑇0 is the bit period of P(t),   is the time delay and 𝑔( ) is the 
analogous delta function. The full width at half maximum (FWHM) of 𝑔( ) 
depends on the length of the PRBS. The higher the 𝑁, the narrower the 
FWHM of the delta function. By cross-correlating 𝑅( ) with  ( ): 
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𝑓( ) = 〈𝑅( )( ( −  )〉  =   ( ) ⊗  𝑔( )        4-3          
 
 where  ( ) is the original time spectrum and 𝑔( )is the auto-correlation of 
the PRBS. 𝑓( ) is well approximated to the impulse response due to an 
ultrashort pulse  ( ) if 𝑇0 is small enough. Using this approximation, the 
need for physically generating an ultrashort pulse is avoided. Fig. 4.1 shows 
the simulated 2.5 Gbps PRBS of 511-bit length generated in MATLAB. The 
autocorrelation is depicted in Fig. 4.2, which shows FWHM of around 400 ps 
for 𝑓( ).  
 
Figure 4- 1 (a) 2.5Gpbs PRBS with 2
9
-1 bit length (b) Auto-correlation of the whole 
sequence. (c) Zoomed-in view of one auto-correlation [117] 
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This is the fundamental principle used in the design of the proposed optical 
system as it allows photons detected at different time delays to be resolved 
easily. This technique can help to build a compact and low cost diffuse optical 
tomography system with higher signal-to-noise ratio and faster data 
acquisition rate [119]. 
4.1.2 Hardware Laplace transform 
Time-resolved DOT systems provide the richest information about photon 
migration through tissue but practically require huge computation cost for a 
realistic three dimensional case [120]. Many computational methods have 
been developed to extract feature data sets from the temporal profile of 
photons travel to minimize the computation time. These include Laplace 
transform, Fourier transform and Mellin transform methods. However, 
practices have shown that high-order Mellin transforms are sensitive to noise 
[121] and periodic nature of Fourier transform usually induces strong 
oscillations [122]. Nonetheless, both the Laplace and Fourier transform are the 
preferred methods for analyzing the time-resolved data [123]. These methods 
still acquire full spectrum time domain data and perform Laplace transform 
numerically on a computer. A direct Laplace transformation is desired to avoid 
the need of acquiring full spectrum data and to reduce computational steps. We 
have proposed and developed a method to directly Laplace transform the time 
domain data in hardware. 
A first order filter in the path of PRBS before the cross-correlator (⊗) 
computes its Laplace transform [124] and the time constant of the filter 
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defines the Laplace parameter 𝑠. The impulse response of a first order filter 
(or response of capacitor to an input voltage impulse) can be written as: 
𝑇𝑖( ) =  𝑠𝑒
−   ,       = 1,2,                                 4 − 4 
where 𝑠𝑖 = 1/ 𝑖 is inversely proportional to the time constant  𝑖 of the filter 
 . The PRBS delayed by this filter will be the convolution of impulse response 
of filter with the original PRBS. 
 𝑖(𝑠,  )  = ∫  ( )𝑠𝑒
−   
 
0
𝑑  =   ( ) ∗  𝑇𝑖( )                    4 − 5 
Let  (𝑠) be the Laplace transform of the correlated signal (or time-domain 
TPSF) delayed by  ( −  ). For the delayed PRBS, we can write: 
 (𝑠) =  𝑅( ) ⊗  𝑖( )  
=  𝑅( ) ∗   𝑖(− ) 
=  ( ) ∗   ( ) ∗  (− ) ∗  𝑇𝑖( ) 
= ( ( ) ∗  𝑔( )) ∗  𝑇𝑖( )                                  4 − 6                 
where  ( )  and 𝑔( )  are the TPSF of diffusive light and 
auto-correlation function of PRBS respectively. Opening the outer 
convolution, 










= 𝑠𝑒   ∫ ( ( ) ∗  𝑔( )) 𝑒−   
 
0
𝑑 = 𝑠𝑒    (𝑠)                       4 − 7   
 (𝑠) is the directly obtained Laplace transform of the TPSF. The section 4.5 
of this chapter gives the comparison of computationally calculated Laplace 
transform with the directly obtained Laplace transform using first order filters.  
4.2 Novel Laplace-domain DOT system design and 
implementation 
The following section describes the design and function of different parts of 
the system in detail.  
4.2.1 Objectives 
The principal objective of this research is to develop a hybrid interchangeable 
time-domain and Laplace domain DOT using spread spectrum method 
introduced above; and explore its potential for in vivo brain imaging. 
Therefore, following are the specific objectives regarding system performance 
narrowed down to achieve the above: 
 The architecture of the system should be modular which can be easily 
scaled up to introduce more channels in future. For this project, we are 
aiming to develop an 8-source dual wavelength and 5-detection 
channel system (40 optode pairs). The sources would be operated 
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sequentially but the data from the detection channels should be 
acquired simultaneously. 
 The system should be fully automated and controlled via a single data 
acquisition and control unit through a LABVIEW interface. 
 The system should be robust and stable in short duration (1-5 min) as 
well as in long duration (> 1 hour). 
 The temporal resolution of the system is defined by the FWHM of the 
system impulse response. Theoretically, it can be as good as 400 ps 
(see Fig. 4-1c), however, due to bandwidth limitations of the high 
frequency components, the practical resolution would be worse than 
the theoretical value. Therefore, all the electrical components would be 
chosen carefully to achieve the maximum possible temporal resolution. 
We are aiming to achieve temporal resolution of <1 ns. 
 Signal-to-noise ratio (SNR) is one of the defining parameters of our 
system. The cross-talk between the source and detection modules 
should be kept minimum as well as the effects due to environmental 
light should be negligible. These factors help to increase the SNR. 
SNR > 60dB is desired to achieve. The dynamic range of the measured 
signal should be around 10
4
. 
  A minimum of two wavelengths on either sides of isosbestic point 
(see Fig. 2.6) should be employed to measure HbO2 and Hb 
concentrations separately. The lasers should be selected keeping its 
optical power, stability, size and cost in mind. 
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 The avalanche photodiodes (APD) are to be used as detectors operating 
just under its breakdown voltage (Vb). A cooling mechanism should 
also be designed to keep the APDs thermally stable for constant gain. 
 Finally, it is aimed to develop a robust, low cost, compact and potable 
system with the intention to commercialize it in the future. 
4.2.2 System overview 
Fig. 4-2 shows the overall schematic design of the complete system. Two 
VCSELs in the NIR range (λ1 = 780, λ2 = 850nm) are intensity modulated 
with a 2.5 Gpbs PRBS and a low frequency RF signal (20 kHz) called primary 
and secondary modulation respectively. The two stage modulation greatly 
helps to suppress noise due to external factors and increase the SNR during 
demodulation. The intensity modulated optical power is coupled firstly to a 2 
x 1 switch and then to a 1 x 8 switch so that both the wavelengths can be 
sequentially multiplexed into the 8 source fibres connected to the probe. The 
source fibres are placed on the probe in a particular geometric configuration as 
well as the fibre bundles (light guides) to collect the reflected light from the 
tissue or phantom sample. The collected light is coupled into 5 independent 
thermally cooled APDs through light guides to convert the optical signal into 
electrical signal. After this O/E conversion, the signal is pre-amplified in 
different stages using low noise amplifiers. This signal carrying the optical 
information of the tissue is called source arm signal. An identical PRBS signal 
to what was used for VCSEL modulation, called reference arm signal, is swept 
across 20 ns in small steps using an electronic programmable delay line. Two 
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first order filters are introduced for Laplace transformation in the path of 
reference arm and source arm; but only one of them is activated at one time 
through a control signal from the control unit. The signals from both the arms 
are then fed to a low noise and low power analog multiplier for necessary 
demodulation. The down-converted signal, now is ridden over low frequency 
signal (20 kHz), is passed through necessary signal processing before it is 
acquired via data acquisition (DAQ) card, using a LABVIEW graphical user 
interface (GUI). The secondary demodulation, to extract the tissue signal 
(either in time-domain or Laplace domain), is carried out within the 
LABVIEW program and the resultant signal is displayed and recorded using 
the GUI. The recorded signal is then processed through reconstruction 
algorithms to extract the optical information (absorption and scattering 
coefficients) as well as physiological information (haemoglobin concentration, 




Figure 4- 2 Schematic design of proposed Laplace-domain diffuse optical tomography system 
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The overall system is divided into different modules which are mainly PRBS 
generator, source box, detection box and data acquisition unit. In the following 
sections we will describe each module thoroughly. 
4.2.3 PRBS generation 
We explored two different approaches to generate high-speed and wide-band 
PRBS. One of them is through using commercially available modules and the 
other one is through using a field programmable gate array (FPGA) board. 
4.2.3.1 Commercially available modules 
TGAP1A from Centellax (shown in Fig. 4-3) is a wide-band PRBS generator 
which can operate from 500 Mbps to 12.5 Gbps. The module can be easily 











- 1). A voltage-controlled oscillator (ZX95-3050A-S+ from 
Mini-Circuits) is used to serve as a fixed-frequency external clock source. 
Some of the important specifications of TG2P1A are mentioned in Table 4-1. 
The module has the advantage of being low-powered and small in size but 
incurs a high cost (~US$10,000).  
 
Figure 4- 3 TG2P1A PRBS generation module 
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Typical value Maximum value 
Ext. clock speed 0.05 GHz ̶ 12.5 GHz 
Output bit rate 0.05 Gbps ̶ 12.5 Gbps 
RMS jitter ̶  0.9 ps ̶ 
20-80 rise/fall time ̶ 23 ps 25 ps 
Output voltage low ̶ -150 mV ̶ 
Output voltage 
high 
̶ +150 mV ̶ 
 
4.2.3.1 FPGA approach 
An FPGA evaluation board (SP605, Xilinx 
[125]
) has been exploited to develop 
a low-cost PRBS generator. A 2.5 Gpbs PRBS with pattern 10 (2
10
 – 1 bits) is 
opted to generate using this approach. A 10-stage linear feedback shift register 
(LFSR) is set to its initial state (the first 10 bits) which abides by a particular 




+ 1) to calculate the subsequent 20 bits 
using a combinational logic within one internal clock cycle. The on board 
serializer/deserializer (Ser/Des) then serializes these 20 parallel bits and output 
to I/O ports. Thus, to generate a pattern 10 and 2.5 Gbps PRBS, a 125 MHz 
(2.5GHz/20) internal clock frequency is used. 
A SuperClock Module (UG091 XGI, Xilinx) is used to provide the 125 MHz 
clock, labeled as '4' in Fig. 4.4, for the FPGA. The PRBS signal from the 
differential output, labeled as '1', can be used as single-ended output when 




according to the following combinations shown in Tab. 4-2.  
 
Figure 4- 4 FPGA evaluation board and clock module 
Table 4- 2 Jumper configurations of SP605 













0 0 0 0 
PRBS [10,9,8,5] 
0 0 0 1 
PRBS [10,9,7,6] 
0 0 1 0 
PRBS [10,9,7,3] 
0 0 1 1 
PRBS [10,9,6,1] 
0 1 0 0 
PRBS [10,9,5,2] 
0 1 0 1 
PRBS [10,9,4,2] 
0 1 1 0 
PRBS [10,9,8,7,5,4] 
0 1 1 1 
PRBS [10,9,8,7,6,5,4,3] 
1 0 0 0 
Test signal [1,0,1,0…] 
1 1 1 1 
Test signal 




*[10,7] represents the polynomial used for the LSFR. 
The generated PRBS [10,7] is recorded by a 2 GHz bandwidth oscilloscope 
(54852A, Agilent) and a fraction of it is plotted as Fig. 4-5 which shows 10-90% 
rise/fall time of around 200 ps. The auto-correlation of the PRBS is 
determined using MATLAB which is around 500ps FWHM as shown in Fig. 
4-6.   
 
Figure 4- 5 A section of generated PRBS using FPGA approach showing 128-bits 
 
Figure 4- 6 Autocorrelation of the PRBS. FWHM is around 500 ps 
Compared to the commercial PRBS generators (TG2P1A from Centellax), this 
approach provides nearly uncompromised performance and is considerably 
cheaper (less than $1000 vs $10,000) and programmable. One can change the 
pattern, polynomial and the temporal delay of the sequence easily. Compared 
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to the conventional LFSR approach utilizing the sequential logic to output 1 
bit per clock cycle, our approach can achieve much higher bit rate with a 
limited FPGA internal clock.  
4.2.4 Source box 
The source box is responsible for generating primary and secondary 
modulated optical signal over two wavelengths. The optical power is then 
coupled to eight source fibres through optical switches. 
4.2.4.1 Optical modules 
 Laser sources 
Vertical-cavity surface-emitting lasers (VCSELs) are often used as optical 
transmitters and can be modulated at frequencies ranging from DC to several 
gigahertz. Two VCSEL from Thorlabs, USA have been used at wavelengths 
780nm and 850nm. The collimation package and cage system from Thorlabs 
are used to couple the optical power into MM 62.5/125,900µm optical fibers. 
Fig. 4.7 shows the VCSELs inside the collimation package with their driving 
circuit enclosed in a metal housing.  






Peak wavelength, λ, nm 780  845  
Spectral width (FWHM), Δλ, nm 0.5  0.85  
Beam divergence, ϴ, deg 16  25  
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Forward voltage, Vf , V 2.1 1.9  
Threshold current, Ith, mA 1.5  2.2  
Slope efficiency, dP/dI, W/A 0.24  0.32  
Optical output power, Pout, mW 1.65  1.85  
Dynamic resistance, dV/dI, Ω 55  40  
Modulation speed, Gbps 2.5  2.5  
  *Test condition: If = 8mA@RT 
   
Figure 4- 7 VCSEL power coupling into multimode fibers. a) 780 nm, b) 850 nm 
 Optical switches 
The fiber optical switches are used to deliver the optical power to different 
fiber optical paths. We used two optical switches; a) 1x2 switch to couple the 
two wavelengths in one fiber sequentially, and b) 1x8 optical switch to further 
transmit the wavelength into 8-source fibers which are connected to the probe. 






Table 4- 4 Specification of the optical switches 
Optical Switch 1 x 2 
[126]






Insertion loss (dB) < 0.75 < 1.5 
Return loss (dB) ≥ 30 ≥30 
Cross-talk (dB) ≥ 35 ≥ 35 
Switching time (ms) ≤ 8 ≤ 8 




Connector type FC/UPC FC/UPC 
Fiber length (m) 1.0±0.05 1.0±0.05 
Vendor Fiberer Fiberer 
Model No. 120703000333 11062399021 
 Source fibers 
Eight multimode 62.5/900 µm fibers from PHOTONIK Singapore [128] are 
used as 8-source channels. It has a FC/UPC connector to connect to the source 
box at one end and fiber pigtail to be connected to the probe at the other end. 
The insertion and return losses are around 0.12 dB and 36 dB respectively. 
4.2.4.2 Electrical modules 
 VCSEL modulation circuit 
A modulation circuit is designed to directly modulate the laser source at a high 
frequency through injecting the alternating current as shown in Fig. 4-8. The 
important electrical characteristics of the VCSELs used are given in Tab. 
4-3.The slope efficiency, dP/dI, determines the amount of current required for 
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modulation. For example for VCSEL-780, dP/dI = 0.24, therefore, to achieve 
maximum modulation at dP = 1.3 mW (slightly less than the maximum power 
to avoid VCSEL damage) the amount of current required is: dI = 1.3/0.24 = 
5.42 mA.   
 
Figure 4- 8 Schematic design of a VCSEL modulation circuit 
R1 controls the amount of DC current flowing through the VCSEL. R2 is 
adjusted to match the dynamic resistance of the VCSEL with the driving 
circuit. With these settings, the modulation depth of ~90% is achieved.  
 Primary and secondary modulation 
The ADL5391 evaluation board by Analog Devices [129] is used to multiply 
PRBS signal with low frequency signal. A 2.5 Gbps PRBS is generated using 
the FPGA, as described above, is given to XP port configured as high 
frequency port and referred as primary modulation signal. A low frequency 
signal of 20 KHz, generated using USB-6343 DAQ card, is given to YP port 
configured as low frequency port and referred as secondary modulation signal. 
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The multiplied signal, taken from WP port, is then given to the VCSEL driving 
circuit (Fig. 4-8) to modulate the laser diode. The frequency of 20 kHz for 
secondary demodulation is chosen to avoid any interference from the 
broadband PRBS signal and yet is fast enough not to slow down data 
acquisition speed. The secondary modulation signal also depends on the 
maximum sampling rate of the DAQ for each analog input channel.  
 
Figure 4- 9 ADL5391 Analog Multiplier board used for secondary modulation 
 Power supplies 
A small AC-DC converter (model: RAC20-05SB, RECOM) was used to 
provide 5V to the VCSEL driving circuit and multiplier board. We used 
another 12V/0.8A power supply (TMLM-10112, Traco-Power) to provide 
power to the amplification modules (ZKL-2R7+ from Mini-Circuits).  
4.2.4.3 Mechanical modules 
An aluminum enclosure of dimension 230 x 280 x 110 mm (Manufacturer: 
ROSE) is used containing all the modules discussed above. The space inside 
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the box has been carefully used to place all the components fittingly. Fig. 4-10 
is showing all the enclosed source box components.  
    
Figure 4- 10 Source box showing all it contains 
4.2.5 Detection box 
4.2.5.1 Optical modules 
 Avalanche photodiodes 
The avalanche photodiode (APD) is used to convert the optical signal from 
tissue into the measureable electrical signal. In our current system, 5 APDs are 
used as five detection channels. The silicon APDs are chosen in TO-18 
package with high quantum efficiency (QE) at the wavelengths incorporated in 
the source box. The specifications of the APD used are given in Tab. 4-5 and 





Table 4- 5 Specification of the photo-detector 
Parameter Value 
Manufacturer Hamamatsu, Japan 
Model S2383 
Bias voltage 130 – 160 V 
Detection area 0.78 mm
2
 
Bandwidth 600 MHz 
Spectral range 400 -1000 nm 
Peak wavelength 800 nm 
Sensitivity range 0.5 A/W  
Terminal Capacitance 6 pF 
Gain @ 800 nm 100 
Quantum efficiency @ 
800nm 
75 % 
Temperature coefficient 0.65 V/°C 
 
 
Figure 4- 11 APD box along with the pre-amplifier. APD is inside the metal adaptor for 





 Detector fibers 
The multimode fiber bundles are used to collect the optical reflectance from 
the tissue and transmit it to the APD. Five fiber bundles or light guides 
procured from Edmund Optics (Stock No. 39-366) are used in the detection 
channels. The acceptance angle of the light guide is 68° and NA of 0.55. The 
fibers are 48 inches long and 0.13 inches in diameter.   
4.2.5.2 Electrical modules 
 Pre-amplifier 
A monolithic amplifier ERA-3+ from Mini-Circuits is used as a pre-amplifier 
(Fig. 4-11). The ERA-3+ has a frequency range of DC to 3 GHz and a large 
gain of 21 dB at 1 GHz. Moreover, it is comparatively stable over large 
temperature variations.  
 Temperature controller 
The APD has a temperature coefficient of 0.65 V/°C, therefore, due to its high 
sensitivity on temperature it is required to keep the APD temperature stable. 
Thus, we used a thermoelectric cooler (TEC) attached to the APD body 
through a conductive adaptor and designed a current driver circuit to control 
its cooling temperature. An NTC thermistor with a minimum temperature 
sensitivity of ±1°C is used to provide temperature feedback to the controller. 
The temperature controller enclosed in a box is shown in Fig. 4.12 and its 
schematic design in Appendix A.1.5. The TEC (TEC3-2.5 [130]) and 
thermistor (TH10K [131]) are acquired from Thorlabs.  
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The controller design is based on proportional-integral (PI) control using 
Ziegler-Nichols method [132].  
Control Type Kp Ti 
P 0.5*Ku - 
PI 0.45*Ku Pu/1.2 
where Ku is the ultimate gain and Pu is the ultimate period. Kp and Ti are the 
control specific parameters. In our case, Ku and Pu are 110 and 30 sec 
respectively.  
 
Figure 4- 12 Current driving circuit for TEC 
The temperature set for APDs is ~ 22°C which takes few minutes to get 
stabilized starting from the room temperature. The hot side of the TEC is 
attached to the metal enclosure for effective heat dissipation. Further, four 
exhaust fans with flow rate of 1 m
3
/min are installed on the top lid of the 
whole detection box to cool the inside air through circulation.  
 High Voltage 
A high voltage module is designed to provide the bias voltage to all the APDs. 
The output voltage can be tuned from 0-300 V using a potentiometer. This 
voltage is further regulated using a small TO-92 packaged voltage regulator 
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(LR8N3-G, Supertex) to fine tune for each APD to optimize its gain to noise 
ratio. The circuit diagram is mentioned is Appendix A.1.4.  
  
Figure 4- 13 High voltage module with the caution label  
 Demodulation 
Once the tissue signal is converted to electrical signal and pre-amplified, the 
signal is further amplified using two stages of low noise and low power 
amplifier (AD8354, Analog Devices). The amplified signal is fed to an analog 
multiplier (ADL5391, Analog Devices) with reference PRBS for 
demodulation. The resultant signal is ridden over 20 KHz only which is passed 
through low pass filters (LPF) and finally capacitive-coupled to DAQ for 
secondary demodulation. Analog multiplier is the physical cross-correlator 
which generates either time-domain or Laplace-domain diffusive 
measurements of photons. The components of demodulation box are rectangle 
in red in Fig. 4-14 and Fig. 4-15 is showing the actual board. A complete 






Figure 4- 14 Schematic of PRBS demodulation (one channel). Laplace filter is shown in 
the source arm only 
 
Figure 4- 15 Demodulation box 
 Power supplies 
The power supply modules are carefully chosen to provide steady voltages and 
current to all electronic modules. For sensitive components like APD, a linear 
power supply is chosen with minimum ripple and noise. Tab. 4-5 lists down all 
the power supplies used in the detection box. The power supplies are chosen to 














































Figure 4- 16 Power supplies along with power distribution modules fitted on the back 
panel of the enclosure 
4.2.5.3 Mechanical modules 
 APD cooling adaptor 
An aluminum adaptor has been designed to connect outer body of APD with 
the cooling side of TEC shown in Fig. 4.17. The adaptor has two functions: 
cooling and light coupling. The cooling is ensured by exposing maximum 
surface area of APD to the adaptor to ensure maximum temperature transfer. 
The coupling is ensured by optimal alignment of light guide and 




Figure 4- 17 Schematic design of the APD adaptor. Dimensions are in mm 
 Detection box 
A standard 19ʺ desktop case from SCHROFF, Germany has been selected to 
contain all the detection part components as well as to make it portable. The 
enclosure is divided into two parts; front and back. The front part is further 
divided into two storeys which hold all the channels. The back part contains 
all the power supplies, power distribution rails and all the connectors and 
switches. As a whole, the enclosure can hold up to 12 channels but currently 
only 5 channels have been deployed with future expansion in mind.  
 






Figure 4- 19 Detection box showing five detection channels with top lid open 
4.2.6 Laplace filters 
A voltage-controlled capacitor or varactor is used as Laplace filters with 
controllable time constants. A varactor is a diode which changes its 
capacitance with varying reverse voltage across it. We used varactors from 
NXP Semiconductors (model BB182 and BB201) whose capacitance versus 
reverse voltage curves are shown in Fig. 4-20. A digital control voltage (0-10 
V) is generated using DAQ card to vary the capacitance from 10pF-100pF 
when the control voltage is changed from 10V to 1V. Please note that the 
voltages below 1 V are avoided as in that case the diode may not be in reverse 






Figure 4- 20 Capacitance as a function of reverse voltage of a) BB201 b) BB182 
4.2.7 Programmable delay line 
The programmable delay line (PDDL5-20) [133] is used required to sweep the 
reference PRBS over the modulated tissue signal to obtain cross-correlation. 
In order to get sufficient temporal sampling, reference PRBS in steps of few 
tens of picoseconds. The minimum delay that can be achieved using 
PDDL5-20 is 20 ps. The delay step is subjective to how many data points we 
need for a particular experiment and can be programmed via a 25-pin TTL 
port. Since the output logic of the delay line is ECL, a level translator 
(PRL-550NQ4X, Pulse Research Lab, US) is used to convert it to ground 







Table 4- 7 Main specifications of the delay line 
Parameter Value 
Manufacturer GigaBaudics, US 
Model PDDL5-20 
Signal rate (Gbps) 0 - 5 
Accuracy ± 1 LSB 
Input logic ECL 
Output logic ECL 
Jitter (ps) < 10 
Minimum step size (ps) 20 
Delay range (ps) 0 - 20480 
4.2.7 High speed cables 
The selection of cables is very important as RF has different attenuations at 
different frequencies. The cables with low attenuation usually are thick, 
inflexible and expensive. There is a tradeoff between choosing the 
performance and ease of use. We used different cable for different lengths as 
given in Tab. 4-6. 






Attenuation at 1 
GHz 
(dB/100ft) 
LMR400 ≥ 6 10 2.90 
LMR240-UF 3-6 5.0 6.70 
RG58 1-3 5.0 11 
RG316 ≤1 2.5 19 
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4.2.8 RF Components  
A variety of RF amplifiers, attenuator and power splitters with 50 Ω 
impedance from Mini-Circuits [135] have been used in the development of the 
whole system. All the components are in connector modules with SMA 
plugs/jacks, which can be easily inserted using coaxial cables. The amplifier 
modules are chosen which have almost constant gain throughout the frequency 
range of DC to 2.5 GHz. Mostly used amplifier modules are ZKL-2R5, 
ZKL-2R7+ and ZJL-6G+. Power splitters used are ZFSC-2-11-S+ and 
ZC16PD-252+. A number of attenuators are used ranging from 3 dB to 20 dB.  
4.2.9 Calibration probe 
A calibration probe is designed for reflection geometry which contains holes 
for the placement of sources and detectors. The probe has provision for 
8-sources and 12-detectors. Appendix A.5.2 shows the relative optode 
distances. The surface of the probe is painted black to prevent photons coming 
out of the tissue from re-entering the tissue medium. This also ensures that the 
semi-infinite boundary condition is satisfied. 
 
Figure 4- 21 Probe used for calibrating the system. Small holes are sources and bigger 
holes represent detectors. Dimensions are in mm. 
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4.2.10 Data acquisition 
The data acquisition card, USB-6343 by National Instruments [136], is a 
standalone multifunctional control unit with the maximum analog input 
sampling rate is 500 kS/s. The DAQ card is controlled using a laptop via a 
USB 2.0 cable through LABVIEW 2010. Five differential analog input 
channels are used to acquire data from the detection channels at the rate of 100 
kS/s (500/5 kS/s). The main specifications of the card are given below in Tab. 
4-7. 
Table 4- 9 Main specifications of the DAQ card 
Parameter Value 
Manufacturer National Instruments, US 
Model USB-6343 
Software LABVIEW (DAQmax) 
Logic level TTL 
Channels 32-SE AI; 4 AO; 48 D-I/O 
Sampling rate (kS/s) 500 (AI); (AO) 
Voltage range (V) ± 10 
Max clock rate (MHz) 1 
Resolution (bit) 16  
4.2.10.1 Secondary demodulation 
The signal acquired by DAQ card after primary modulation is ridden on 20 
kHz modulation signal and needs to be demodulated. An identical 20 kHz 
signal is used for secondary demodulation. The demodulation process is 
carried out for each point on the TPSF while the reference PRBS is swept. 
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Two demodulation techniques are explored namely: quadrature amplitude 
(QAM) demodulation and phase matching. QAM demodulation is a simpler 
technique in which the source arm signal is demodulated separately with two 
reference signals differing in the phase by 90° and adding them together to 
retrieve the TPSF. However, this technique is more susceptible to noise 
because a lower level of noise can change the signal state. The phase matching 
technique requires matching the phase of source and reference arm signals. An 
internal trigger of the DAQ card is used to start the reference at the instant the 
signal is acquired. The internal trigger activates for each point on TPSF to 
ensure synchronization between the reference and source signal.  
4.2.11 Graphical user interface (GUI) 
The LABVIEW graphical user interface provides a systematic and user 
friendly console for controlling system hardware acquiring its parameters. The 
acquired data can be displayed in real time as well as recorded in a file. 
Therefore, a simple yet comprehensive GUI is developed in LABVIEW on a 
Windows-7 platform. The GUI mainly controls the source switching and 
Laplace filters. It generates the secondary modulation signal and acquires the 
time-resolved or „Laplace-resolved‟ data modulated with this signal. Moreover, 
it demodulates this data to retrieve TPSF or its Laplace transform and displays 
it on-screen. The data is simultaneously recorded in an MS Excel file 
generated by the GUI. Fig. 4.21-4.23 shows all the tabs of the GUI and the 





Figure 4- 22 GUI. Main console 
 
Figure 4- 23 GUI. Modulation console 
 
Figure 4- 24 GUI. Laplace filters (a) and experiment consoles (b) 
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Table 4- 10 Functions description (C: Control, I: Indicator) 
4.2.12 Auxiliary testing modules and software packages 
There are some testing equipment and software which are used in the 
development and testing of the system. Therefore, they are briefly mentioned 
here with their functions: 
 High-resolution spectrometer (HR4000CG-UV-NIR, Ocean Optics, 
USA) is used to measure the absorption coefficients of the phantom we 
developed. 
 A high-speed 10Gbps small form-factor pluggable transceiver 
(SFP-10G-S85, oeMarket.com) is used to calibrate each detection box. 
S.No Label Type Function 
1 Configurations C System hardware configuration 
2 File save C Record the data into and Excel file 
3 Display I 
Displays either time-domain or 
Laplace-domain measurements 
4 Delay line range C 
Sets the range of delay. Maximum 
delay is 20 ns 
5 Delay step size C 
Defines the sweeping step size of 
delay across its range 
6 
Number of 20 kHz 
samples per cycle 
C 
Defines how many data points will be 
acquired for secondary demodulation 
7 Current cycle I Current acquisition cycle 
8 Secondary modulation C 
Sets the type, frequency and amplitude 
of secondary modulation signal  
9 
Number of source 
channels 
C 
Selects the number of sources to be 
used for the experiment 
10 Freeze wavelength C 
To select between 780nm or 850nm. 
Unfreeze to use both  
11 Varactor voltage C 
Sets the user-defined Laplace 
parameter 
12 Filter switch C 
Activate Laplace filter in the desired 
arm 
13 Experiment setting C Numbers of blocks to be recorded 
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 Two high-speed photo-detectors (P101, 850nm, CSI, USA and 
D400FC, InGaAs detector, Thorlabs, USA) used to calibrate VCSEL 
modulation depth. 
 Desktop CNC Router/Engraver (3020T, Joyfay, USA) is used for quick 
prototyping of printed circuit boards used in the development of the 
system. 
 A peristaltic pump (REGLO Analog, ISMATIC, Germany) with a flow 
rate of 230 ml/min to be used with blood vessel phantom. 
 A syringe pump (Fusion 400, Chemyx, UK) with precise flow rate 
control from 0.00001 µl/min to 10 ml/min to change the blood volume 
in flexible blood vessel phantom.  
 A digital pressure gauge (XP2i Digital Pressure Gauge, Crystal 
Engineering, USA) is used to monitor pressure of blood phantom in 
blood vessel phantom.  
 SolidWorks 2012 (x64 Edition) for the designing of any mechanical 
part. 
 Altium Designer 6 to design all the PCBs use in this project. 
 MRIcro (freeware) is used to view MRI images in order to locate areas 
and measure distances from reference points.   
4.3 System management 
Certain guidelines and notations have been set to easily manage the system as 
this will also greatly help during future expansion of the system. 
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4.3.1 Color codes 
The color codes have been defined for different voltage levels as tabulated in 
Tab 4-10. The color coded wires are used for all the modules of source and 
detection box. 
Table 4- 11 Color codes used in the development of the system 
Voltages 




Color of wire Yellow Red Black Blue Green 
Label +12V +5V Gnd -12V HV 
4.3.2 Labels 
The labels are used to identify each module and numbered according to the 
channels. The labels used are summarized below in Tab. 4-11.  
Table 4- 12 Labels used for different modules 






APD DMD TMPCTRL 
HV 
4.3.2 Power distribution 
The power distribution modules are designed to systematically provide power 
to all modules. The power terminals are labelled and color-coded accordingly. 
This helps to troubleshoot in an efficient way and also give the control to 
switch off/on particular modules for testing. The distribution rail also 




Figure 4- 25 Power distribution rail in the detection box 
4.4 System performance evaluation 
4.4.1 Objectives 






The main sources of noise are: 1) optical power fluctuation, 2) shot and 
thermal noise of the photodiode, and 3) interferences due to RF cross-talk. 
Generally, there is trade-off between the response time, sensitivity and noise 
of the photodiode. The response time of the photodiode can be increased by 
increasing the bias voltage but at the expense of increase in shot and thermal 
noise.  
The stability depends on the external factors such as background illumination 
and ambient temperature. The source diodes are relatively stable over a large 
temperature range. The most sensitive components dependent on these factors 
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are the photodiodes. To make them thermally stable, localized temperature 
control has been implemented to ensure steady gain for several hours. The 
photodiodes chosen have peak sensitivities at 800 nm and therefore are less 
sensitive to the ambient white light. Moreover, the effects due to the external 
light are greatly rejected during the demodulation process. The system 
stability has been quantified for more than two hours.  
Reproducibility ensures the same system response at different times keeping 
all the system conditions identical. Experiments have been carried on different 
days to make sure that results are greatly reproducible. 
Accuracy corresponds to how precisely bulk optical properties or 
hemodynamic changes can be measured. The accuracy is evaluated using 
tissue optical phantoms with known optical properties and comparing it 
against the experimental values.  
4.4.2 VCSELs 
It is important to keep the optical power fluctuation of VCSELs to minimum 
to avoid any undue errors. The VCSELs chosen provide excellent stability 
over long duration. The VCSELs are tuned to around 1.3 mW free space 
power and coupled into fibers with around 80% efficiency. The mean powers 
of source-780 and source-850 after the two optical switches are 385 µW and 
755 µW respectively due to insertion losses. The source-780 has lesser output 
optical power than source-850 after the switches because the optical switch 
fibers offer more attenuation at 780nm wavelength. The fluctuations are < 0.5% 
for both sources as shown in in Fig. 4-25 over duration of one hour (measured 
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by power meter PM100D, Thorlabs). The error due to these fluctuations can 
be removed by averaging the signal measured at different times.  
 
Figure 4- 26 Optical power fluctuations in Source-850 (left) and Source-780 (right) 
The normalized output response of VCSEL in response to the input PRBS 
signal is shown in Fig. 2-26. It is measured with a high speed detector (P101, 
850nm, CSI, USA). It can be seen from the figure that the response of VCSEL 
is fast enough to follow the modulation signal in good agreement.  
 
Figure 4- 27 PRBS of pattern of 2
7
-1. The window is showing 128 bits 
4.4.3 One-channel detection system (OCS)  
A standalone one channel detection system (OCS) is built and used as a 
benchmark for multi-channel detection system. All the components (APD, 
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TMPCTRL, DMD) including the power supplies are packed in a box of 
dimension 200 x 12 x 80 mm as shown in Fig. 4-28. 
 
Figure 4- 28 One channel detection system (OCS) 
In DOT systems, system noise should be minimized so that even weak 
intensities of light can be detected. In our implementation, the random noise 
which is due to the electrical components is very small (Vp-p ≈ ±0.1 mV). 
However, the RF interference which is primarily caused by the cross talk 
between PRBS transmission lines is significant. Radio-frequency interference 
(RFI) is reduced by isolating all RF modules from one another using 
aluminum RF enclosures. The power feed-through capacitors are used to 
decouple DC voltages from RF signals. Fig. 4-29 shows the average combined 
noise seen when the whole system is running which is reduced to within ±5 
mV (Vp-p). The SNR of the system is as high as 70 dB. The system response 
(IRF) is recorded in reflection geometry by putting a white printing paper 20 
cm away from the probe. The peak system response is around 3 V. The TPSF 





Figure 4- 29 Average system noise with error bars showing standard deviation 
 
Figure 4- 30 System response showing ~ 800 ps of FWHM recorded for 850nm 
 
The temperature stabilizes within few minutes and remains stable for hours 
(Fig. 4-31a). To check the system‟s long-term stability, multiple TPSFs are 
recorded over a period of 2 hours. Fig. 4-31b shows that the temperature 
stabilizes within few minutes. Fig 6c shows the standard deviation of TPSFs 
recorded which is around 50 mV from the mean value. The average standard 
deviation of 30 TPSFs recorded continuously (1 TPSF is recorded in 1 sec) is 
around 15 mv (See Fig 4-31d and e).  










Figure 4- 31 TPSF stability (a) APD temperature stabilization, (b-c) Long term TPSF 
stability with errors bars showing standard deviation (±50mV), (d-e) Short term TPSF 
stability with errors bars showing standard deviation (±15mV) 
4.4.4 Multi-channel detection (MCS)  
In order to image a large volume of tissue, multiple detection DOT system is 






channel detection system is developed and calibrated accordingly. In the 
following sections, we will quantify performance parameters of all channels 
comparatively. 
4.4.1 APD modules 
For MCS, APDs are chosen from a single batch of production line with each 
of them having its breakdown voltage close to each other. This avoids any 
performance variations due to the fabrication process. Tab. 4-13 gives some 
specifications of APD channels.  
 
Table 4- 13 Specifications of photo-detectors in MCS 
Channel 
# 







1 APD1 152.1 2.40  
2 APD2 146.2 2.92  
3 APD3 137.1 2.69  
4 APD4 134.5 3.00  
5 APD5 157.0 3.30  
*System response is calibrated using a reflective object 20 cm away from optode 
surface (taken from Fig. 4-33) 
 
4.4.2 TMPCTRL modules 
The temperature controller modules are calibrated to maintain ~22 °C by 
controlling the bidirectional current to the TEC. Tab. 4-14 tabulates some 
electrical specification of the TMPCTRL modules. The thermistor resistance 
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fluctuations for all the channels accounts for less than ±0.1 °C changes in the 
APD temperature. 
 















1 TMPCTRL1 0.16 ±50  
2 TMPCTRL2 0.27 ±10  
3 TMPCTRL3 0.32 ±40  
4 TMPCTRL4 0.2 ±10  
5 TMPCTRL5 0.2 ±20  
*Recorded using another thermistor [131] attached to the APD body for 30 min. 
The thermistor resistance at 22°C is ~ 11.25 k Ω. 
 
4.4.3 Channels parameters 
The noise and the system response of each of five channels have been 
quantified. The noise of all the channels is with ±5 mV as plotted in Fig. 4-32. 
The APDs gain is adjusted to match the system response of OCS while 
maintaining its SNR (Fig. 4-33). The rising edge of the TPSF is mainly 
affected by the reference PRBS signal whereas the falling edge of the TPSF is 
characterized by the response of the APD. If the APD has a slower response, 
the slope of the trailing edge will be flatter and vice versa. The responsiveness 
of the APD can be adjusted by adjusting the bias voltage but at the expense of 
noise factor. The system responses in MCS are a bit broader (~200 ps) than 
OCS shown in Fig. 4-33. This may be because of some additional RF 
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components such as amplifiers (to amplify the PRBS signal), splitters (to split 
the reference PRBS for all the channels) and extra cable lengths.  
 
Figure 4- 32 ADL5391 Analog Multiplier board used for secondary modulation 
The dynamic range of the system is defined by the range of voltage levels 
accepted by the DAQ card which is from -10 V to +10 V. This dynamic range 
is considerably smaller than PMT based detection system and is one of the 
biggest limitations of the system. The SNR of the system can be calculated as 




Figure 4- 33 TPSFs acquired from all detection channels in reflection from a white paper 
surface 20 cm away from detector fibers (recorded for souce850nm) 
 
 
Figure 4- 34 TPSF characteristics of all the channels (recorded for 850nm) 
Fig. 4-36 shows the fluctuation of peak point of TPSF recorded using all 
sources and detectors over 3 hours. The TPSFs take around 30 minutes to get 
stable within ±1-1.5% of the mean value. Using a factor of safety (FoS) of 2, 
we make sure that the system is warmed up for around 1 hour before recording 
any experimental data. The system reaches a stable or steady state after one 
FWHM=1000ps 
20-80 rise time = 500ps 
20-80 fall time=600ps 
FWHM=1000ps 
20-80 rise time = 500ps 
20-80 fall time=600ps 
FWHM=1000ps 
20-80 rise time = 500ps 
20-80 fall time=600ps 
FWHM=1050ps 
20-80 rise time = 500ps 
20-80 fall time=700ps 
FWHM=1050ps 
20-80 rise time = 500ps 
20-80 fall time=700ps 
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hour of warm up. The fluctuations of the system response due to sources and 
standard deviations of detectors after the steady state is reached are given in 
Fig. 4-35 and Tab. 4-15 respectively. 
 
Figure 4- 35 Normalized intensity fluctuations of all sources measured using a single 
detector 
Table 4- 15 Standard deviation of response of all detectors to a single source 
 % change in peak point 
of TPSF in 30 min 
% change in peak point of 
TPSF in 60 min 
Det1 ±1.867 ±1.162 
Det2 ±1.292 ±1.236 
Det3 ±2.408 ±1.77 
Det4 ±1.795 ±1.528 





Figure 4- 36 Intensity drift at the peak point of TPSF recorded over a period of 3 hours. Measurements are taken from 8-sources and 5-detectors at 
single wavelength. S refers to the source number and D refers to the detector number
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4.4.4 Data acquisition time vs integration time 
The system noise is dependent on the integration time of each point on the 
TPSF. After the primary modulation the system, the signal is ridden on 20 kHz 
modulation frequency which is acquired at 100 kSa/s. The acquisition time for 
one 20 kHz cycle is 50 µs (=1/20x10
3
). The more number of 20 kHz cycles are 
acquired, the more noise will be suppressed but at the cost of acquisition time. 
Fig. 4-37 shows the noise level measured at the acquisition of multiple cycles 
of 20 kHz signal for one TPSF point. The noise levels become smaller for 
higher integration times. The relationship between the average standard 
deviation of noise levels recorded at different integration times is depicted in 
Fig. 4-38. 
 
Figure 4- 37 System noise recorded at different integration time. 100 Cycles are acquired 




Figure 4- 38 Average standard deviation of system noise versus integration times 
4.4.5 System limitations 
Although the system has shown optimum performance yet there are few 
limitations associated with the system: 
 The maximum voltage range that can be measured is from -10 V to 
+10 V. The floor noise is around 5mV which makes the dynamic range 
of our system 10V/5mV = 2000. The dynamic range is considerably 
low as compared to the TCSPC based systems. 
 The minimum switching time of the optical switches is 8ms and 
requires few more milliseconds (~4 ms) for settling power in the fiber. 
Therefore, for a total of eight sources over two wavelengths it requires 
at least 200 ms (~12 ms x 16) for one complete switching cycle. This is 
a limiting factor for achieving higher data acquisition rate.  
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 The optical power of VCSELs is constant, so if the optodes are too 
close it can saturate the detector (because the maximum acquirable 
limit is 10V) or if the optode distance is large the detector will not pick 
up any signal below 5mV. The limits achieving maximum SNR. A 
feasible solution to that would be adding a variable optical attenuator 
(VOA) to maximize SNR for all optode distances. 
4.5 Comparison of computational and hardware 
Laplace transform 
The direct Laplace-domain measurements can be calculated for both negative 
and positive real Laplace parameters. When the filter is in the reference arm 
(F1 is bypassed and F2 is enabled), the demodulated signal is the Laplace 
transform of the TPSF with a positive parameter 𝑠 = 1/  (from Eq. 4-7), 




  ( ) = 𝑠𝑒  ∫( ( ) ∗  𝑔( )) 𝑒−  
 
0
𝑑  =  𝑠𝑒    (𝑠)        4 − 8    
 
                         
Here F( ) respresents the Laplace function. When the filter is in the source 
arm (F2 is bypassed and F1 is enabled), the demodulated signal is the Laplace 
transform of the TPSF with a negative parameter  = −1/τ, 






  ( ) = 𝑠𝑒−  ∫( ( ) ∗  𝑔( )) 𝑒  
 
0
𝑑 = 𝑠𝑒−    (−𝑠)       4 − 9   
 
Fig. 4-36 shows the Laplace transformed data at different varactor voltages 
when it is in the reference arm. The varactor voltages correspond to different 
  values which are tabulated in Tab. 4-16. Fig. 4-37 is showing the similar 
response but for the Laplace filter in the source arm. 
 
Figure 4- 39 Laplace transformed data at different   parameters when filter is in the 
reference arm 
 








|𝑠| = 1/RC * 
(GHz) 
10 10 4.00 
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9 12.5 3.20 
8 15 2.67 
7 18 2.22 
6 22 1.81 
5 26 1.54 
4 32.5 1.23 
3 40 1.00 
2 47.5 0.84 
1 60 0.67 
*R = 25 Ω (refer to Appendix A.1.3) 
 
Figure 4- 40 Laplace transformed data at different   parameters when filter is in the 
source arm 
 
The constant time delay   can be calculated by taking the ratio of two 
directly Laplace transformed data  (𝑠) at 𝑠  and 𝑠  and using computed 
Laplace transform of time-domain data   .  
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(𝑠 − 𝑠 )
.    
 (𝑠 ). 𝑠   (𝑠 )
 (𝑠 ). 𝑠   (𝑠 )
 
4-10 
This step does not need to be repeated once   has been determined as the 
time delay will remain the same unless we change any physical parameters of 
the system, e.g., changing path lengths of either reference or source arm. The 
experimental Laplace transform is calculated for reference and source arm 
respectively: 
      ( ) =
 ( )
 𝑒  
                        4-11 
 (− ) =
 ( )
 𝑒−  
                       4-12 
Only one point in time   at multiple   values is required to get the weighted 
Laplace transform of the time-domain data. A comparison of computational 
Laplace transform calculated from time-domain data and directly obtained 
Laplace transform is shown in Fig. 4-38 which demonstrates a good fit. Only 
one point on the Laplace curve is taken at 10 different 𝑠 values at specific 
time. For Fig. 4-38, the points taken are at time 9.4 ns and 10 ns for the 
Laplace transformation of reference arm and source arm respectively (refer to 
Fig. 4-36 and 4-37). The maximum errors are 1.49E-10 and 2.16E-19 between 
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computational and direct Laplace for positive and negative 𝑠 parameters 
respectively. The time-domain data with 128 points on TPSF is recorded in 
0.64 sec (5 ms x 128) while Laplace transformed data (10 points) can be 
recorded in only 0.05 sec. It means that the data acquisition time can be 
reduced by 90% while keeping almost the same accuracy (the maximum error 
is 10.64%). In practice, it is not required to record the directly Laplace 
transformed data at several 𝑠 values, in fact, data at a few 𝑠 values can be 







Figure 4- 41 Comparison of numerical Laplace and experiment Laplace transform of the 
TPSF when Laplace filer is in the reference arm (top) and in the source arm (bottom) 
4.6 Summary 
We have developed an interchangeable time-domain and Laplace domain 
DOT system with 40 optode channels (8-sources, 5-detectors). The system has 
been systematically tested and its parameters have been quantified. The 
system demonstrates a temporal resolution of ≤1 ns and high SNR of around 
70 dB. The new system greatly improves the data acquisition time by 90% 
while keeping a comparable accuracy to full spectrum time-domain data. 
Special considerations have been given to build a compact system on modular 
approach. Fig. 4-39 summarizes the system in block diagram. The circuit 
schematic designs of the circuits can be found in Appendix A.1 and designs 
for fabrication of mechanical parts are in Appendix A.4. The algorithm for 







Figure 4- 42 Block diagram representation of the developed system (currently 8-sources and 5-detection channels) 





Chapter 5 Phantom experiments 
This chapter reports the phantom based experiments carried out to evaluate the 
accuracy and repeatability of the developed system described in Chapter 4. 
Two types of phantoms have been used: static and dynamic. In static phantoms, 
the volume of the phantom remains constant while in dynamic phantom the 
volume is changed in real time.     
5.1 Static phantom 
The liquid phantoms are made using Lipofundin emulsion and distilled water 
at different concentrations having different optical properties. The 
commercially available Lipofundin MCT/LCT 20 % solution is diluted with 
water to make three solutions of different concentrations (0.5%, 1% and 1.5%). 
The Lipfundin emulsion is highly scattering and has neglibible absorption. 
Therefore, the absorption of the diluted solution is mainly due to the presence 
of water. The absorption coefficient of water is around 0.02 cm
-1
. The 
scattering properties of the Lipofundin solution are estimated using Mie theory. 
The optical properties of the three liquid phantoms are summarized in Tab. 5-1 
and actual calculations can be in Appendix A.3.1. A fish tank of dimensions 
18x15x13.5 cm is used to contain the liquid phantom and experiments are 





Figure 5- 1 Lipofundin emulsion (B. Braun Melsungen AG) 
 
















μa 0.02 0.02 
μs‟ 5.93 4.74 
1% 
μa 0.02 0.02 
μs‟ 11.85 9.48 
1.5% 
μa 0.02 0.02 
μs‟ 17.78 14.22 
5.2 Reconstruction of bulk optical properties 
The bulk optical properties of a turbid medium can be calculated using the 
diffusion equation. By using Eq. 3-2 at a set of Laplace parameters 
𝑠1, 𝑠2, ⋯ , 𝑠ℎ following matrix can be written to find the bulk optical properties. 






−1  𝜇(𝑠1)  𝐷(𝑠1)
−1  𝜇(𝑠2)  𝐷(𝑠2)
⋮ ⋮ ⋮
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where  𝜇(𝑠) =
 0 1
2(𝜇𝑎0  / )
(−
1
1  0 1





1  0 1
− 1)  
The optical properties are initialized with an estimated value   0 and  ′ 0 in 
the equation and iteratively solved for    and  ′  until the values converge 
within the acceptance criterion. The convergence criterion used is 0.0005 for 
both     and   ′ . In case of time-domain measurements,  0  is 
determined by computing the Laplace transform of TPSF. On the other hand, 
in case of direct Laplace measurements  0  can be straightaway replaced 
with the acquired experimental values. In practice, for small values of 𝑠, large 
capacitance values are required for direct Laplace transformation. The large 
values of capacitances (≥300 pF) cause a lot of signal attenuation (due to 
significant capacitor impedance at high frequencies), therefore, the gains of 
the amplifiers after the Laplace filers are required to be adjusted depending on 
the capacitance values. The solution of Eq. 5.1 converges for small 𝑠 range 
usually from 0.1 GHz to 1 GHz.  
The height of fluid inside the tank should be ≥8 cm to ensure that the 
semi-infinite boundary condition is fulfilled. The calibration probe containing 
single source and detector fibre is placed on the surface of the fluid as shown 
in Fig. 5-2. The time domain diffused reflectance from different concentration 
of liquid phantoms is recorded at multiple optode distances; however, Fig. 5-3 
presents results of 3 cm optode distance only. A reference reflectance data is 
recorded from a reflective source placed 20 cm away from the probe and used 
as background information. Eq. 5-1 is solved to determine the optical 
properties of the three phantoms. The results show that the experimental 
values are comparable to the actual values. Moreover, all the experiments are 
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repeated 10 times at different times and standard deviation is shown as error 
bars. The average standard deviation for μa was around 0.0005 cm
-1 
and for μs’ 









Figure 5- 3 Actual versus experimental bulk properties reconstructed from time-domain 
data only. Left column is 780 nm and right column is 850nm. Standard deviation is 
shown as error bars 
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5.3 Dynamic phantom 
The purpose to make a dynamic phantom is to mimic the changes in the blood 
volume in biological tissues.  
5.3.1 Blood phantom 
The Kewin Ink is used to make liquid phantom with the absorption properties 
of blood. A 0.0033% solution by volume of ink is made by diluting it with 
water to have an absorption coefficient of 0.215 cm
-1 
at 850 nm. The 
attenuation in the intensity of light passing through the blood phantom is 
measured using a spectrometer (HR4000CG-UV-NIR, Ocean Optics). 
Following are the calculations for determining   . 
 =  𝑜𝑒
−𝜇𝑎                                       5-2 
 𝑜 ( 𝑎  𝑤𝑎 𝑒 )  =  62    𝑜𝑢  𝑠  
  ( .  33%     𝑠𝑜 𝑢  𝑜 ) = 5     𝑜𝑢  𝑠 
𝑥 = 1     (width of the cuvette) 
 𝑎 =  .215 cm-1 
 
 
Figure 5- 4 Ink used as absorber 
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5.3.2 Blood vessel phantom 
The flexible silicon tubing in different diameters is used to mimic the arteries 
and veins in the dynamic phantom. The tubes in multiple diameters are 
fabricated using silicon rubber shown in Fig. 5-3a (the recipe is described in 
Appendix A3.3). However, it is not easy to make tubes with uniform wall 
thickness. Therefore, few silicon tubes are also bought off the shelf from 
Cole-Palmer, USA [137] with uniform wall thickness of 1 mm.  
       
Figure 5- 5 Silicon tubes (a) fabricated in the lab (b) off the shelf 
5.4 Dynamic imaging of volume changes 
A 4 mm internal diameter silicon tube is used to make the dynamic phantom. 
The tube is placed inside a glass fish tank using suction cups on either side. 
The tube is filled with the blood phantom made. The maximum volume that 
can go in to the tubing system (minus the connectors) is 10.75 ml. An extra 1 
ml is gradually injected into the system using a syringe through at a constant 
rate. The other end of the tube is connected to a value and to a pressure gauge. 




Figure 5- 6 Schematic of the dynamic phantom 
The tank is filled with the Lipofundin solution so that the tube is immersed 1 
cm under the surface of the solution. The calibration probe with 4-sources and 
5-detectors is placed at the centre of the tank so that the tube is under the axis 
of line joining Det1 and Det2 as described in Fig. 5-6. 
A syringe pump (Fusion 400, Chemyx, UK) is used to inject controlled fluid 
inside the tubing system at a constant rate of 0.25 ml per minute. The 
experiment protocol is as follows: 1 min of static state at no extra injection + 4 
min of 1 ml fluid injection @ 0.25ml/min + 1 min of static state maximum 
injection. A nine point time-domain data with a delay step of 640 ps is 
acquired for the experiment duration. The experiment is repeated 10 times and 
the mean value is computed. The maximum pressure inside the tube goes up to 
275 mmHg from baseline. Fig. 5-8 shows that change in the optical intensity 





Figure 5- 7 Optode geometric configuration. Sources and detectors are shown in green 
and blue color respectively. 




D1 D2 D3 D4 D5 
S1 1.9 2.1 2.5 2.6 3.3 
S2 1.8 1.8 2.0 2.1 2.8 
S3 2.4 1.8 2.6 2.5 3.3 
S4 2.3 1.4 2.1 2.0 2.8 
 




Figure 5- 9 Single point intensity profile over time (Average of 10 instances)
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5.4.1 Results and discussion 
The Det-1 is not directly in the path of photons going through the silicon tube 
and hence it is exposed to the minimal portion of photons which actually 
travel through the tube. It, therefore, does not measure the signal of volume 
changes and used as background reference. The volume is related to the square 
of the radius of the tube: 
 =   2                           5-3 
The volumetric expansion of the tube by injection of 1 ml extra is around 
9.3 %. As more blood phantom is injected into the tube, the volume of the tube 
increases and the more number of its volume/voxels will come in the path of 
light. As a result light intensity will be more attenuated. This change in the 
volume is directly proportional to the change in the absorption of light. In this 
respect we can assume that the volume stays constant and the absorption 
coefficient rather changes causing more attenuation of light (as both are 
directly proportional).  
  =  𝑜 ∗  μ /μ 𝑜                    5-4 
Where μ o is the initial absorption coefficient due to the initial volume of 
blood phantom and  μ  is the proportional change in the absorption 
coefficient due to increase in volume. The intensity measurements are taken 
from detectors 2,3 and 4, which have the maximum change in the signal to 
compute the volume changes. Det-1 is used to reject the background noise. Fig. 
5-10 shows the result of the computed volume changes over time. The red line 
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depicts the theoretical volume changes in percentage and the black line is the 
reconstructed changes. The standard deviation of the reconstructed change is 
as high as 2.5%. This is inclusive of the system noise and error in the 
reconstruction due to coarse TPSF (only 9 points on the TPSF). 
 




Chapter 6 Hemodynamic mapping: a 
preliminary study  
This chapter describes preliminary in vivo experiments on human subjects. 
The main purpose of these experiments is to establish that the developed 
system is capable of measuring small hemodynamic changes in the human 
cortex. 
6.1 Neurovascular coupling 
Whenever any neural activity takes place, there is a localized change in the 
cerebral blood flow (CBF) called neurovascular coupling. It gives rise to two 
types of physiological changes: fast optical signal (FOS) and slow 
physiological signal. The FOS is associated to the changes in the optical 
properties of nervous cell and frequency of this signal is usually from 0.1-1 
kHz [138]. The slow signal is the hemodynamic response triggers localized 
change in the blood flow and has a much slower response from 0.1-1 Hz. Fig. 
6-1a shows a typical hemodynamic response (CBF) following a neural 
response. Fig. 6-1b further breaks down the response into its constituent 
components. During the stimulus, we see an increase in the oxy-hemoglobin 
(red) to provide oxygen to the tissue and decrease in the deoxy-hemoglobin 
(blue) from the baseline value. The total hemoglobin concentration (green) 
also increases because HbO2 is more dominant. Once the stimulus stops, the 
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concentrations gradually fall back to the baseline values.   
 
Figure 6- 1 Neurovascular coupling. (a) Representation of cerebral blood flow (CBF) to a 
short neural activation [139] (b) Evoked changes in oxy and de-oxy hemoglobin during 
and after the activity [101]  
The optical signal received from the cortex contains other frequency bands as 
well tabulated in Tab. 6-1 which we term as physiological noise. The main 
frequency bands interfering with the hemodynamic response are heartbeat and 
respiration rate which are required to be filtered out. The vasomotor signal or 
Mayer waves are the rhythmic oscillation in arterial blood pressure at 
frequencies lower than the respiration frequency [140]. Therefore, the optical 
signal needs to be conditioned to extract only the hemodynamic response. 






Heart Rate ~ 1 1-2 
Respiration ~ 5 0.2-0.3 
Mayer waves ~ 10 0.08-0.12 
Fast optical signal ~ 0.01 ≥100 
Hemodynamic 
response 
~ 1-10 sec 0.1-1 Hz 
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6.2 Forearm imaging 
The quickest and easiest way to demonstrate the system‟s functioning on 
physiological signal is to image forearm by artificially changing the normal 
blood flow. A healthy adult subject is chosen to measure the hemodynamic 
changes in response to the arterial occlusion in the left forearm through a 
blood pressure (BP) cuff. The experimental protocol is as follows: a) baseline 
recording for 4 min (deflation), b) arterial occlusion recording from 4 min to 8 
min (inflation), c) sudden release of pressure and recording recovery of blood 
flow from 8 min to 12 min (deflation). The experiment is repeated again 
consecutively to demonstrate the reproducibility of results. The pressure used 
for arterial occlusion is around 180-200 mmHg depending on the comfort 
level of the subject. 
The minimum and maximum optode distances are 1.8 cm and 2.5 cm 
respectively. Fig. 6-2 shows the result for selective channels (source-1 and 
detector-5) with maximum signal sensitivity. The results greatly match the 
expected changes as explained in Fig. 6-1b as follows:  
 During the arterial occlusion, the blood supply into the arm stops and 
tissues continue to take up available oxygen in the blood. As a result 
there is a gradual decrease in HbO2 and increase in Hb as can be seen 
from red and blue curves respectively. The total hemoglobin, HbT, also 
increases due to the dominance of Hb concentration. 
 During the release of pressure, the trend should be reversed as the fresh 
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supply of blood comes in to provide oxygen to the tissues also known 
as hyperaemia. As a result, there is a sudden increase in the HbO2 
above the baseline and decrease in Hb below the baseline. The whole 
process takes few minutes to come to the baseline.   
 
 
Figure 6- 2 Forearm imaging setup with probe showing optode configuration. Sources 
are in green small circles and detectors are in blue large circles 
 
 
Figure 6- 3 Hemodynamic changes in the forearm measured by S1-D5 
The relative concentrations of chromophores are calculated using the 
 118 
 
Beer-Lambert law (Eqs: 2-17 and 2-18). Our cuff occlusion experimental 
results conform with the other studies such as shown in [141].  
6.3 Brain imaging 
6.2.1 Stimulus 
Different parts of brain respond to different types of stimuli depending on its 
functions (refer to Tab. 2-1), e.g., the occipital cortex becomes active to visual 
stimuli. There are mainly four aspects of a stimulus namely: 1) type 2) 
intensity 3) location and 4) duration. The type of stimulus can be active or 
passive. The active stimulus is by will of the subject whereas passive stimulus 
is produced through external sources. The intensity refers to the amplitude of 
hemodynamic response. The location and duration pertain to the active brain 
area and the time it stays active.  
6.2.1 Experimental paradigms  
There are two types of experimental paradigms generally used for 
neuroimaging namely repeated signal trial paradigm and blocked trial 
paradigm. In the repeated signal trial paradigm, the experiment is repeated for 
a number of times in regular intervals. This paradigm measures the evoked 
brain responses on regular intervals under the same external conditions. 
However, for conscious subjects long recording can be highly uncomfortable 




block paradigm records the brain responses in batches. Each batch is identical 
to the other and is averages to achieve a better SNR. The disadvantage of this 
experimental paradigm is that it requires all the external factors to be 
maintained (such as exact fiber coupling on the scalp) otherwise it adds to the 
error. Nonetheless, practically all the block are plotted side by side for 
comparison and „suspicious‟ blocks which are deviant from others are 
discarded. Fig. 6-3 pictorially describes the two paradigms.  
 
Figure 6- 4 Representation of bock and repeated signal paradigm 
6.4 Pre-frontal cortex imaging experiments 
For preliminary in vivo experiments, the pre-frontal cortex (PFC) is chosen as 
the fibers can be easily coupled to the forehead due to lack of hair. For other 
parts of brain such as primary motor cortex or occipital cortex, it is needed to 
ensure that fibers touch the scalp by moving the hair away otherwise it causes 
attenuation of the optical power to a large extent. The PFC is responsible for 
planning, solving problems, decision making and personality traits. The sub 
areas of PFC have been thoroughly studied and there is some consensus on the 
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active areas during a controlled task. For tasks such as arithmetic calculations, 
activity in the bilateral frontal gyri (Brodmann Area 9) has been observed 
[142]. We have designed a few simple and complex arithmetic tasks to 
imaging the PFC that will be discussed in the following sections.   
 
Figure 6- 5 Superior, middle and inferior division of the frontal lobe 
6.4 Signal conditioning 
The block average paradigm is chosen as it greatly helps to reduce 
physiological and systematic noise. Moreover, a fifth order Butterworth low 
pass filter is used with cutoff frequency of 0.5 Hz to filter out high frequency 
noises. One important thing to consider is that the different layers of brain 
have different optical properties (refer to Tab. 2-2). In order to get the signal 
only from the cortex, the signal from all the other layers must be rejected. One 
approach is to simultaneously acquire measurements from close and distant 
optodes. The closer optode pairs will effectively have signal from the scalp 
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and distant optode pairs will have signal from cortex and deep. The signal 
from scalp and skull can be removed from the cortex signal assuming that both 
close and distant optode pairs experience the same amount of contribution 
from the scalp signal. However, rejection of signals from different layers can 
be easily achieved using depth-resolved capability in time-domain signals. 
Each point on the TPSF signal comes from different depths, i.e., the early 
arriving photons come from shallow depths and late arriving photons come 
from deeper regions. Therefore, by selecting a suitable point on the TPSF, the 
signal from the scalp and skull can be rejected.  
6.4.2 Experimental configuration 
The optodes are configured to cover the bilateral middle frontal gyri. 
Therefore, two sources are placed on the forehead 3.5 cm above the bilateral 
pupils as described in [65]. The detectors are placed on the top and lateral to 





Figure 6- 6 Optode configuration on PFC 
 




D1 D2 D3 D4 D5 
S1 2.2 >5 >5 2.5 >5 
S2 >5 2.2 2.2 >5 2.5 
A flexible head mount probe is borrowed from our collaborator‟s lab to secure 
the fibres on the scalp. The probe has adjustable fibre mounts using which the 
pressure between the fibre tip and skin can be adjusted to maximize optical 
coupling. (The probe design has patentable information; therefore, no photos 
are added in this report). An adjustable stand is modified as fibre holder to 
carry the maximum weight of fibres in order to minimize the discomfort for 
the subject. Each trial is not more than 40 minutes taking subject‟s comfort in 
consideration. The system is warmed up for one hour to reach steady state 
before the recording is started. The frame rate of the recording is 1-2 Hz. The 
experiments are carried out with subject in a comfortable sitting position in 
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front of a computer screen. The arithmetic tasks are designed and displayed in 
MATLAB and the subject is provided with a numeric keypad for entry. The 
subject is asked to practice data entry without looking at the keypad to avoid 
any head movements. During the rest condition a white spot on a black screen 
appears up and subject is advised to relax the mind and focus on the white spot. 
We refer to the problem solving state as „activity‟ and relax state as „rest‟. 
 
Figure 6- 7 a) General experimental setup for brain imaging. b) Adjustable fiber holder 
stand 
6.4.3 PFC experiments 
6.4.3.1 Simple task 
The aim of this experiment is to measure hemodynamic changes in the middle 
frontal cortex during solving simple arithmetic problems in short duration. 
Therefore, an algorithm is written to generate random four digit subtraction 
number problems, e.g., “7654 – 3976 = ?”. The experimental protocol is as 
follows: 1 min of rest + 1 min of problem solving + 1 min of rest. Each block 
consists of 3 min in total. The subject can solve as many problems as he can in 
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the duration of 1 min. A timer is run in the background and the screen 
becomes blank with a white spot when 1 min of problem solving is over. Two 
healthy male right-handed subjects (measured using Edinburgh Handedness 
Inventory) are recruited for this experiment with ages in the range 24 - 28 
years. A total of ten blocks are recorded with each subject. The block are 
averaged together to increase the SNR. 
Fig. 6-8 shows the raw TPSF data. Nine-point time-domain TPSF is recorded 
with a delay step of 640 ps. The signal from optode pair with distance >5 cm 
is weaker and therefore discarded. In other words, we assume that the source 
on the left hemisphere has no contribution to the detectors on the right 
hemisphere and vice versa. Using the data from two wavelength oxy and 
deoxy- haemoglobin concentration are determined through modified 
Beer-Lambert law (MBLL). Fig. 6-9 shows the images of total hemodynamic 
responses of both left and right cortices. The vertical axes are time while the 
activity starts at 0 second. The negative time and from 60 to 120 sec are the 
initial and final rest periods respectively. During the activity, an increase in the 
total hemoglobin concentration is observed. 
The intensity changes of a single point (point 5 on the falling edge of TPSFs, 
refer to Fig. 6-8) are used to compute the hemoglobin changes and plotted in 
Fig. 6-10 for both subjects. The vertical black lines denote the activity period. 
A clear rise in HbT (red line) can be seen for both subjects during the activity 
which was expected. The recovery for subject-1 is comparatively slower while 
it is sharp for subject-2. This can be explained in the psychological terms that 
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the subject-2 relaxed his thinking process shortly after the activity while 
subject-1 took more time to reach the baseline cognitive state. The results 
which we have demonstrated are in good agreement with other studies using 
optical methods. Contini et. al. shows relative hemodynamic changes in the 
primary motor cortex during a finger tapping stimulus as depicted in Fig. 6-8 
[141]. The same results from more studies can be referred here [33,100].   
 





Figure 6- 9 Raw TPSF data recorded from PFC of Subject # 1 during simple arithmetic task. Nine points are taken on each TPSF with a delay step 





Figure 6- 10 Total hemoglobin changes recorded over time for Subject # 1 during simple arithmetic task. The results are average of 10 blocks. The 
horizontal black lines represent the start and end time of the activity. S1, D1 and D4 are on the left PFC and S2, D2, D3, D5 are on right PFC.




Figure 6- 11 Relative hemodynamic changes measured for two subjects during simple arithmetic task by taking one point (point5) on the TPSF. 
Red, blue and green lines show HbT, HbO2 and Hb respectively. The vertical black lines represent the start and end time of the activity. The results 
are average of 10 blocks. S1, D1 and D4 are on the left PFC and S2, D2, D3, D5 are on right PFC.





6.2.5.2 Complex task 
The aim of this experiment is to measure hemodynamic changes in the middle 
frontal cortex during solving complex problems in long duration. A complex 
geometric problem is adopted from [65] which is unlikely to be solved. The 
problem statement is given in the description of Fig. 6-11. The experimental 
protocol is as follows: 1 min of initial rest + 1 min of speaking out and 
understanding the question + 11 min of activity + 1 min of final rest. 
 
Figure 6- 12 Prove that PX + PY + PZ = A or a constant value [65] 
The line plots of total hemoglobin changes recorded for subject 1 are in Fig. 
6-12. The subject could not solve the problem during the given 11 minutes. It 
is noticed that during the 1 min of speaking out the problem statement and 
geometric figure, there is a decrease in the HbT in both the cortices. There is a 
sharp increase and decrease in the HbT in the left PFC after the activity started 
while changes in the right PFC are slow and gradual. However, during the 
whole activity period the HbT fluctuates above and below the baseline value. 
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This means that it is hard to maintain similar cognitive state during long 
activity durations. 
 
Figure 6- 13 HbT curves for both cottices during a complex task 
6.5 Conclusion 
The purpose of these experiments was to distinguish between different 
cognitive states. The preliminary experimental results on PFC cortex seem to 
be in good agreement with the literature. The hemodynamic changes followed 
a regular pattern for simpler tasks and cognitive states are distinguishable. 
Both the cortices showed the similar kind of trends. These trends also conform 
to published studies. However, for complex tasks initially both cortices 
showed different trends but later similar trends were seen. The mental states 





less. In future, we are intending to do more controlled experiments on other 
cortices of brain. The areas of brain we are interested to explore are: primary 




Chapter 7 Summary and future prospects 
This chapter sums up the work done at present for the project and gives some 
recommendations for future work. The areas of improvement in system design 
and performance have been discussed as well as future prospects for clinical 
application are touched upon.  
7.1 Summary 
In this work, we have explored a novel implementation of time-domain diffuse 
optical tomography. The technique is demonstrated through a developed 
working prototype which can give time-resolved or directly Laplace 
transformed diffusive measurements. The direct Laplace measurement can 
significantly reduce data acquisition time (by 90%) with a slight compromise 
on accuracy (~10%). The similarity between computational and directly 
obtained Laplace transform is demonstrated. The system is comprised of 9 
sequential sources over two distinct wavelengths and five parallel detectors. 
The system architecture is based on a simplified and modular approach by 
which the channels can be easily scale up in the future. The system 
demonstrates a high signal to noise ratio (~70dB) and sub-nanosecond 
temporal resolution. The frame rate can be as high as 4 Hz depending on the 
number of sources used and integration time for data acquisition. To the best 
of our knowledge, this is the most compact time-domain/Laplace-domain 
DOT system ever reported. The cost of the system is considerably low as 
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compared to the conventional system using ultrashort pulse laser and single 
photon counting devices. It is approximately <10% of the conventional 
time-domain system. Apart from that the system has been tested using 
controlled phantoms. In addition, the preliminary in vivo brain mapping 
experiments have been performed on healthy subjects. The results seem 
encouraging. The developed system has a great potential for clinical 
application. The advantages such as simplified architecture, low cost and 
portability add to its commercial feasibility as well. 
The next step is to determine the optical properties of different layers of brain. 
For this, a realistic multilayer brain model is required. Our lab is developing 
such a model based on finite element methods (FEM). 
7.2 Future prospects 
7.2.1 Performance improvements in system 
Although the system manifested satisfactory results, yet there is room 
available for improvement in the design. Following are some proposals 
intended to enhance system capabilities in future: 
 At least five more detection channels will be added shortly. The more 
number of channels can cover a large volume as well as help to take 
overlapping diffusive measurements to increase the spatial resolution. 
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 High power VCSELs will be employed to increase the penetration 
depth and signal to noise ratio. Moreover, more wavelengths around 
the isosbestic point will be added. 
 Two identical PRBSs can be generated using FPGA board with 
variable phase difference between them. This will help in matching 
reference (electrical cables) and source (optical fibres) path lengths 
without the need of using any extra electrical cable and thus 
attenuation in the high-frequency component of PRBS due to insertion 
loss can be avoided. The temporal resolution of the system is also 
expected to improve further. 
 Multiple distinct PRBS sequences can be used for each source which 
can be continuously modulated. In this way, sequential switching of the 
sources is not required and faster frame rate can be achieved. Real time 
imaging can be achieved. 
 Variable gain amplifier can be used with the Laplace filters to adjust 
the signal levels for different values of 𝑠. 
 And/or variable optical attenuators can be used, controlled via a 
computer to easily optimize the source optical power depending optode 
distance. 
7.2.2 Improvements in the experimental design 
Following improvements are proposed for experimental setup design: 
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 Use of digitizer to locate optode position accurately on different parts 
of the brain. This information can be mapped with MRI images to 
exactly know the brain layers coming in the light path. 
 A customizable head probe is greatly required for the experimental 
setup. We also propose a „honey-comb‟ or „lego‟ based design of the 
head probe. All the pieces or cells of the probe in multiple sizes can be 
easily joined together to fit on heads sizing from infants to adults. The 
multiple sized cells would allow setting different optode distances. The 
probe could also be used on other body parts. 
7.2.3 Animal imaging and clinical trials on humans 
The concluding objective of this project is to provide a portable brain imaging 
system for clinical applications that has the potential to be used in field. We 
have demonstrated its proof-of-concept on artificial phantoms and on healthy 
human subjects by monitoring their cognitive states. The next step is to carry 
out experiments on animals in a controlled environment by artificially 
generating neurodegenerative scenarios. The best candidates would be 
monkeys because of their comparable size to humans. Eventually, human 
clinical trials will come into the scope. 
Firstly, the spectroscopic analysis will be conducted on healthy and diseased 
subjects (animals or humans) for functional information such as hemodynamic 
mapping. An attempt will be made to find the correlation between the 
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spectroscopic results and the neurodegenerative diseases. This correlation will 
serve as prior information for clinical differentiation and characterization of 
different diseases.  
Secondly, the optical properties of different layers of brain will be attempted 
to resolve using a realistic forward model. Finally, the results of the system 
will be compared with established imaging modalities such as functional MRI 
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A.1 Circuit Schematics 
A.1.1 VCSEL modulation circuit 
 
Figure A- 1 Schematic design of the VCSEL modulation circuit 
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A.1.2 Photo-detection circuit 
 




A.1.3 Laplace transformation and demodulation circuit 
 
 









A.1.4 High voltage circuit 
 
Figure A- 5 Schematic design of adjustable high voltage circuit (0-300V) 
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A.1.5 Temperature controller circuit 
 
Figure A- 6 Schematic design of current controller for TEC  
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A.2 MATLAB code for LD-DOT 
A.2.1 Comparison of direct and computed Laplace transform 
%% Code for comparison of direct Laplace transform and computed LT 
from time-domain data  
% step size is dt = 40 ps 
% DSR = Laplace transformed data when filter is is reference arm 





ref2 = load('TDref_Ref arm.xlxs'); 
ref2 = (mean(ref2(1:3,:)))'; 
DSR = (xlsread('Cap_Ref arm.xlsx'))'; 
DSS = (xlsread('Cap_Sig arm.xlsx'))'; 
  
%%Plotting Laplace curves 
x_axis = 0:.04:.04*511; 
figure; plot(x_axis, DSR(:,1:2:end)); xlabel('Delay step \tau 




x_axis = 0:.04:.04*511; 
figure; plot(x_axis, DSS(:,1:2:end)); xlabel('Delay step \tau 
(ns)'); ylabel('Laplace transformed data L(s,\tau) (V)'); 
set(gca, 'FontSize',22); 
  
% Reverse voltage, corresponding capacitance and laplace 
frequencies 
V=[10 9 8 7 6 5 4.5 4 3 2 1]; 
C = [10 11.125 12.5 13.725 15 16.5 18 20 22 24 26 28 32.5 35 40 43 




% Numerical calculation of the laplace paramters (Positive 
frequencies)  
t0 = ceil(40/3e10/40e-12)*40e-12 - 40/3e10; 
trc = floor(40/3e10/40e-12); 
dt = 40*1e-12; 
t_insec = 0 : dt : (101*dt);  
tauRexp=t_insec; 
tauSexp=fliplr(t_insec)*-1; 
    for kk = 1 : length(s) 
    k_laplace(kk,:) = exp(-s_laplace(kk) * t_insec); 
    end 
    for kk = 1 : length(s) 
        ref_lpP(kk) = sum(ref2(1,:).* k_laplace(kk,:)) * dt; 
    end 
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 % Numerical calculation of the laplace paramters (Negative 
frequencies) 
    for kk = 1 : length(s) 
    k_laplace(kk,:) = exp(s_laplace(kk) * t_insec); 
    end  
    for kk = 1 : length(s) 
        ref_lpN(kk) = sum(ref2(1,:).* k_laplace(kk,:)) * dt; 
    end 
     
     
  figure; 
  % Delay tau calculation when the capacitor is in the reference 
arm 
  set(axes,'fontsize',24); 
  s1=7;s2=9; 
  K=s_laplace(s1)*ref_lpP(s1)./(s_laplace(s2)*ref_lpP(s2)); 
  M=DSR(:,s1)./DSR(:,s2); 
  tauR=real((1/(s_laplace(s1)-s_laplace(s2)))*log(M/K)); 
  stairs(tauR*10^12); 
  hold on; 
  s1=2;s2=3; 
  K=s_laplace(s1)*ref_lpP(s1)./(s_laplace(s2)*ref_lpP(s2)); 
  M=DSR(:,s1)./DSR(:,s2); 
  tauR1=real((1/(s_laplace(s1)-s_laplace(s2)))*log(M/K)); 
  stairs(tauR1*10^12,'--'); 
%   xlim([31 60]); 
  legend('S1=2.2, S2=1.8','S1=3.59, S2=3.2'); 
  title('Capacitor is in the reference arm'); 
  xlabel('Delay steps'); 
  ylabel(' Delay (psec)'); 
   
  figure; 
  set(axes,'fontsize',24); 
  s1=4;s2=5; 
  K=s_laplace(s1)*ref_lpN(s1)/(s_laplace(s2)*ref_lpN(s2)); 
  M=DSS(:,s1)./DSS(:,s2); 
  tauS = -(1/(s_laplace(s1)-s_laplace(s2)))*log(M/K) 
  stairs(tauS*10^12); 
  hold on; 
  s1=2;s2=3; 
  K=s_laplace(s1)*ref_lpN(s1)/(s_laplace(s2)*ref_lpN(s2)); 
  M=DSS(:,s1)./DSS(:,s2); 
  tauS1 = -(1/(s_laplace(s1)-s_laplace(s2)))*log(M/K) 
  stairs(tauS1*10^12,'--'); 
%    xlim([31 60]); 
  legend('S1=2.2, S2=1.8','S1=3.59, S2=3.2'); 
  title('Capacitor is in the source arm'); 
  xlabel('Delay steps'); 
  ylabel(' Delay (psec)'); 
   
  % Getting the Laplace transform from the measured data 
  FSR=DSR(250,:)./((exp(s_laplace*tauR(250))).*s_laplace); 
  FSR1=DSR(50,:)./((exp(s_laplace*tauR1(50))).*s_laplace); 
  FSR2=DSR(45,:)./((exp(s_laplace*tauR(45))).*s_laplace); 
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  FSS=DSS(235,:)./((exp(-s_laplace*tauS(235))).*s_laplace); 
  FSS1=DSS(35,:)./((exp(-s_laplace*tauS1(35))).*s_laplace); 
  FSS2=DSS(45,:)./((exp(-s_laplace*tauS(45))).*s_laplace); 
  figure; 
  plot(s,log(FSR)); 
  hold on; 
  plot(s,log(FSS),'--'); 
   
  % Normalization factor  
  NR=FSR(13)/ref_lpP(13); % Normalization factor for reference arm 
  NS=FSS(1)/ref_lpN(1); % Normalizartion factor for source arm 
  figure; 
  set(axes,'fontsize',24); 
  plot(s,(NR*ref_lpP),'g','linewidth',4); 
  hold on; 
  diff_ref = (NR*ref_lpP) - FSR; 
  errorbar(s,(FSR),diff_ref/2,'b--','linewidth',4); 
%   plot(s,(FSR1),'r--','linewidth',4); 
%   plot(s,(FSR2),'b--','linewidth',4); 
  legend('Computational','Direct'); 
  title('Lapalce filter in the reference arm'); 
  xlabel('Laplace parameter, s (GHz)'); 
  ylabel('Laplace transform (F(s))'); 
  
  figure; 
    
  set(axes,'fontsize',24); 
  plot(s*-1,(NS*ref_lpN),'g','linewidth',4); 
  hold on; 
  diff_src = (NS*ref_lpN) - FSS;  
  errorbar(s*-1, FSS, diff_src/2, 'b--', 'linewidth',4); 
  
%   plot(s*-1,(FSS1),'r--','linewidth',4); 
%   plot(s*-1,(FSS2),'b--','linewidth',4); 
  legend('Computational','Direct'); 
  title('Lapalce filter in the Source arm'); 
  xlabel('Laplace parameter, s (GHz)'); 
  ylabel('Laplace transform (F(s))'); 
A.2.2 Estimation of bulk optical properties 
% This code is for bulk parameter extraction used for semiinfinite 
geometry 
% using single source and single detector 
 clearvars -except a b; 














sig = (mean(sig(1:10:end,:)))'; 
ref = (mean(ref(1:10:end,:)))'; 
  
ref = ref(102:end,:);  
% ref(end-4:end,:) = 0; 
sig = sig(102:end,:); 
  
% % ref = ref([30:150],:); 
% t0 = ceil(40/3e10/160e-12)*40e-12 - 40/3e10; 
t0 = 0 ; 
% hyp = 2*(sqrt( (3.3/2)^2 + 20^2)); 
trc = floor(40/3e10/160e-12); 
  
% ref(1:59,:)=0; ref(110:250,:)=0; 
  
% plot(ref); 
% for i=1:10 
% sig = TPSF(:,1); 
% [B,A] = butter(2,.9,'low'); 
% ref = filter(B,A,ref); 
% sig = filter (B,A,sig); 
  
sig1 = sig'; 




ref2 = ref1'; 
% ref2 = ref2(:,[1:150]); 
  




len = (numel(sig1)); 
dt = 160*1e-12; 
t_insec = 0 : dt : ((len-1)*dt);  
t_insec_ref = t0:dt:((len-1-trc)*dt+t0); 
x_axis = 0:0.16:0.16*(len-1); 
% figure;  
% % subplot 121; 
% plot(x_axis, sig1); title('TPSF signal - 850nm'); xlabel('Time 
(ns)'); ylabel('Amplitude (V)'); 
% hold on; 
% plot(0:0.04:0.04*(numel(ref2)-1),ref2);  
% figure; 
  
mua0 = zeros(1); 
musp0 = zeros(1); 
bgMusp = zeros(1); 
bgMua = zeros(1); 
cscd = zeros(1); 
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% t_insec(1) = 1e-12; 
% t_insec_ref(1) = 1e-12; 
  






    dmua = 1000; dmusp = 1000; mua0 = 0.02; musp0 =5; 
  
% Optimization loop 
    while (dmua>=0.0005) || (dmusp > 0.001) 
  
    s_end = 0.3; 
%      s_laplace = [0.1:0.9]*1e9; 
    s_laplace = [0.2:0.1:0.4] * 1e9; 
    s_num = numel(s_laplace); 
    c_light = 3e10 / Ri; 
    c = c_light; 
    D0 = 1 / 3 / musp0; 
    r = sddist; 
     
    clear klp0 k_laplace; 
    for kk = 1 : s_num 
    k_laplace(kk,:) = exp(-s_laplace(kk) * t_insec); 
    k_laplace_ref(kk,:) = exp(-s_laplace(kk) * t_insec_ref); 
    klp0(kk) = sqrt((mua0+s_laplace(kk)/c_light)/ D0); 
    end 
     
    lpd = zeros(s_num,3); 
    lpd(:,1) = -1; 
     
    clear lpm; 
    for kk = 1 : s_num 
        phi_lp = fliplr(FSR)/30; 
%     phi_lp(kk) = sum(sig1.* k_laplace(kk,:)) * dt;  %%this needs 
to be 
%     replaced with L(s) 
    ref_lp(kk) = sum(ref2.* k_laplace_ref(kk,:)) * dt; 
    temp = klp0(kk) * r; 
  
    lpd(kk, 2) = temp * (-1+1/(1+temp))/D0/2 +1/D0; 
    lpd(kk, 3) = temp * 
(1-1/(1+temp))/(mua0+s_laplace(kk)/c_light)/2; 
    lpm(kk) = log(1+temp) - temp - log(phi_lp(kk)) + log(ref_lp(kk)) 
+ log((10.2^2)*D0/8/pi) - 3*log(r); 
    
    end 
    lpp = lpd \ lpm'; 
    bgMusp = 1 / 3 / (D0+lpp(2)); 
    bgMua = mua0 + lpp(3); 
    cscd = exp(lpp(1)); 
    cscdi(iter)=cscd;    
    mua1 = bgMua; 
 161 
 
    musp1 = bgMusp; 
    dmua = abs((mua1 - mua0)/mua0); 
    dmusp = abs((musp1 -musp0)/musp0); 
    dmuai(iter)=dmua; 
    mua(iter)=mua1; 
    musp(iter)=musp1; 
    mua0 = mua1; 
    musp0 = musp1; 
    iter=iter+1; 
    end % while loop 
%    figure; 
a = [a mua(end)]; 
b = [b musp(end)]; 
    subplot 211; 
    plot(abs(mua));title('Fitting of absorption coefficient 
');xlabel('Number of iterations ');ylabel('Absorption coefficient 
(cm^-1) '); 
    hold on; 
    subplot 212 
    plot(abs(musp));title('Fitting reduced scattering coefficient 
');xlabel('Number of iterations ');ylabel('Reduced scattering 
coefficient (cm^-1) '); 






A.3 Development of dynamic tissue phantom 
A.3.1 Liquid tissue phantom 
The refractive index of water at 24 °C is 1.32859 and 1.32741 at 780nm and 
850 nm respectively. One liter of Lipofundin MCT/LCT 20% contains: 
 Oil: Soya oil 100.0 g 
 Phospholipids: Egg Lecithin 12.0 g 
 Isotonic substance: Glycerol 25.0 g 
 Medium-chain Triglycerides: 100.0 g 
 Particles size in 20% emulsion: ~ 265 µm; 
 Number of particles for 20% MCT: ~ 140 × 1015 /liter 
1 litre = 0.001 m
3
  1 litre = 0.001 (106µm)3  I litre = 0.001 x 1018 (µm)3 
Number of particles for 20% MCT = 140 x 10
15
/litre = 140 x 10
15





 = 140 particles / (µm)
3
   
A.3.1.1 0.5% Lipofundin Solution 
Number of particles in 0.5% Lipofundin solution = 140 x 0.5/100 = 0.70 
particle / (um)
3
   
 For 780 nm: 
Table A- 1 Parameters for Mie scattering calculation at 780nm 
Parameter Value Units 
Sphere Diameter .265 microns 
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Refractive Index of Medium 1.32859 
 
Real Refractive Index of Sphere 1.46 
 
Imaginary Refractive Index of Sphere -.01 
 




Wavelength in Medium 0.58709 microns 
Size Parameter 1.4181  
Average Cosine of Phase Function 0.35271  
Scattering Efficiency 0.02363  
Extinction Efficiency 0.053505  
Backscattering Efficiency 0.010715  
Scattering Cross Section 0.0013033 micron
2
 
Extinction Cross Section 0.002951 micron
2
 
Backscattering Cross Section 0.00059098 micron
2
 
Scattering Coefficient 0.91231 mm
-1
 
Total Attenuation Coefficient 2.0657 mm
-1
 
The anisotropy factor 𝑔 is approximately 0.35 
 ′ = (1 - 𝑔)     =  (1 - 0.35) x 9.1231 = 5.930 cm
-1
 
 For 850 nm: 
Table A- 2 Parameters for Mie scattering calculation at 850nm 
Parameter Value Units 
Sphere Diameter .265 microns 




Real Refractive Index of Sphere 1.46 
 Imaginary Refractive Index of Sphere -.01 




Wavelength in Medium 0.64034 microns 
Size Parameter 1.3001  
Average Cosine of Phase Function 0.29538  
Scattering Efficiency 0.018898  
Extinction Efficiency 0.04621  
Backscattering Efficiency 0.011145  
Scattering Cross Section 0.0010423 micron
2
 
Extinction Cross Section 0.0025487 micron
2
 
Backscattering Cross Section 0.0006147 micron
2
 
Scattering Coefficient 0.72961 mm
-1
 
Total Attenuation Coefficient 1.7841 mm
-1
 
 ′ = (1 - 𝑔)     =  (1 - 0.35) x 7.2964 = 4.742 cm
-1
 
A.3.2 Liquid blood phantom 





Figure A- 7 Ink used as absorber 
 =  𝑜𝑒
−𝜇𝑎        
𝑥 = 1          
The wavelength of the light used is 850nm. 
• Settings on HR4000 spectrometer  Integration time = 300 µs, 
Average = 1000 
•  𝑜 ( 𝑎  𝑤𝑎 𝑒 )  =  62    𝑜𝑢  𝑠  
• Solution # 1  0.005% of Kewen ink,  = 45    𝑜𝑢  𝑠  
–  𝑎 = 0.32 
• Solution # 2  0.0033% of Kewen ink,  = 5     𝑜𝑢  𝑠  
–  𝑎 = 0.215 
• Solution # 3  0.0025% of Kewen ink,  = 53    𝑜𝑢  𝑠  
–  𝑎 = 0.156        




 Add 10% by weight of cross-linker/catalyst component (CAT 
750 by SLM Solutions GmbH) in silicon rubber (VTV 750 by 
SLM Solutions GmbH) and mix it well before applying it to a 
mold. 
 The mold can be any cylindrical object with desired diameter. 
We used wires and cables of different diameters as a mold. 
 The mixture takes 2 hours to settle and 24 hours to dry in a 
dry and warm environment 
 Once it is completely dried, it can be carefully peel off the 
dried silicon of the mold. 
 
Figure A- 8 Silicon tubes made in different diameters 
A.3.4 Dynamic phantom 
Volume calculations: 
 =   2  
Diameter of the silicon tube = 4mm 
Diameter of connectors = 2mm 
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Total length of the silicon tubes= 855 mm 
Total length of connector= 80 mm 
Total volume inside the tubing system = ( .12.80) + ( .22.855) 








A.4 Mechanical designs 
A.4.1 Detection box design 
A.4.1.1 One-channel system (OCS) 
 









Figure A- 11 Multi-channel system
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A.4.2 Probe design 
 
 





Figure A- 13 Calibration probe with multiple source-detector locations 




S1 S2 S3 S4 S5 S6 S7 S7 
D1 1.8 2.3 2.8 3.3 1.8 2.3 2.8 3.3 
D2 1.3 1.7 2.1 2.6 1.0 1.5 2.0 2.5 
D3 1.0 1.5 2.0 2.5 1.3 1.7 2.1 2.6 
D4 1.5 1.6 1.8 2.1 1.0 1.1 1.4 1.8 
D5 1.0 1.1 1.4 1.8 1.5 1.6 1.8 2.1 
D6 2.4 2.3 2.3 2.4 1.9 1.8 1.8 1.9 
D7 1.9 1.8 1.8 1.9 2.4 2.3 2.3 2.4 
D8 2.1 1.8 1.6 1.5 1.8 1.4 1.1 1.0 
D9 1.8 1.4 1.1 1.0 2.1 1.8 1.6 1.5 
D10 2.6 2.1 1.7 1.3 2.5 2.0 1.5 1.0 
D11 2.5 2.0 1.5 1.0 2.6 2.1 1.7 1.3 





A.4.3 Photodiode adaptor design 
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