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Zusammenfassung
Wir entwickeln eine Methode zur Hermite-Interpolation mit C2-Splines vom
Grad 7 auf allgemeinen Klassen von Triangulierungen Ll. Solche Triangulierun-
gen Ll sind charakterisiert durch zykelfreie Pfade von jedem inneren nichtsingu-
lären Knoten zu Randknoten oder singulären Knoten. Zunächst bestimmen wir
mit Hilfe von Bezier-Bernstein- Techniken die Dimension von S?(Ll). Hierbei be-
trachten wir einzelne Zellen von Ll, die wir unter Verwendung von Pfaden durch-
laufen. Darauf basierend konstruieren wir Hermite-Interpolationsmengen für
obige Splineräume. Die interpolierenden Splines. können effizient durch schritt-
weise Lösung kleiner Gleichungssysteme berechnet werden. Abschließend geben
wir einem Algorithmus zur Behandlung beliebiger Triangulierungen an.
AMS Subjeet Classifieation: 65D05, 65D07, 41A63, 41A15
Keywords: Bivariate Splines, Triangulierungen, minimal bestimmende Mengen, Bezier-Bernstein-
Techniken, Interpolation.
1. Einleitung
In dieser Arbeit betrachten wir den Raum der bivariaten CT-Splines vom Grad q hin-
sichtlich Triangulierungen Ll eines Grundgebiets 0 c IR?, gegeben durch
S;(Ll) = {s E CT(O) : SIT E Pq für alle TELl}.
Dabei ist Pq - span{xiyj : i,j ~ 0, i+ j ::; q} der Raum der bivariaten Polynome vom to-
talen Grad q und CT (0) die Menge aller r mal differenzierbaren Funktionen auf o. Grundle-
gende Probleme in der Theorie der bivariaten Splineinterpolation sind die Bestimmung der
Dimension von S; (Ll) und die Konstruktion von Interpolationsmengen für diese Splineräu-
me. Eine Menge H = {(zi,di,di,ai,ßi), i = 1, ... ,m}, wobei Zi E 0, i = 1, ... ,m, nicht
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notwendigerweise verschiedene Punkte, {di, di} linear unabhängige Einheitsvektoren des
IR?, (Xi, ßi E ]No und m die Dimension vOn S;(.6.) sind, heißt Hermite-Interpolationsmenge
für den Splineraum S;(.6.), falls zu jeder genügend oft differenzierbaren Funktion f E C(O)
genau ein Spline s E S;(.6.) existiert, für den gilt:
i = 1, ...,m.
In der Literatur gibt es eine Reihe von Methoden zur Hermite-Interpolation mit Splines
von hohem Grad auf beliebig vorgegebenen Triangulierungen .6.. So bestimmten beispiels-
'weise Morgan und Scott [23] die Dimension und Hermite-Interpolationsmengen für die
Splineräume SJ(.6.). Diese Ergebnisse wurden von Alfeld, Piper und Schumaker (3), basie-
rend auf Resultaten von Alfeld und Schumaker [2], für cr -Splines vom Grad q ~ 4r + 1
verallgemeinert. Hong [20] untersuchte Splineräume vom Grad q ~ 3r + 2 und berechnete
deren Dimension für beliebige Triangulierungen. Dieses Resultat wurde von Ibrahim und
Schumaker [21] für sogenannte Supersplineräume verallgemeinert. Davydov, Nürnberger
und Zeilfelder [16] entwickelten kürzlich einen Algorithmus zur Konstruktion von lokalen
Hermite-Interpolationsmengen mit optimaler Approximationsordnung für diese Räume.
Einer der grundliegenden Unterschiede zur univariaten Theorie ist, dass die Untersuchung
bivariater Splines für niedrigeren Polynomgrad, d.h. q :::;3r + 1, auf komplexe, bisher nicht
vollständig gelöste Probleme führt. Ein Ansatz zur Interpolation mit solchen Splineräumen
ist, einige oder alle Dreiecke von .6. zu unterteilen (siehe Clough und Tocher [12]' Farin
[17]' Powell und Sabin [32], Nürnberger und Zeilfelder [27,31] und dortige Referenzen).
Eine alternative Möglichkeit besteht darin,anstatt beliebige Triangulierungen Klassen von
geeigneten Triangulierungen zu betrachten. Alfeld, Piper und Schumaker [1] bestimmten
1987 zwar die Dimension von Sl(.6.) für beliebige Triangulierungen .6., ihre nichtlokalen
Argumente der Graphentheorie lieferten jedoch i.A. keine Interpolationsmengen für die-
se Splineräume. Für Triangulierungen,bei denen jeder innere Knoten ungeraden Grad
besitzt, konstruierte Gao [19] darauf.aufbauend Mengen zur Hermite-Interpolation mit
quartischen C1-Splines. Davydov und Nürnberger [15] konstruierten, ebenfalls für Sl(.6.),
induktiv Interpolationsmengen auf der Klasse der beliebigen Triangulierungen .6., bei de-
nen in selten auftretenden Konstellationen von Kanten einige Dreiecke modifiziert werden
müssen. Kürzlich entwickelten Davydov, Nürnberger und Zeilfelder [14] Interpolationsmen-
gen für kubische C1-Splines auf Nested Polygon- Triangulierungen, d.h. Triangulierungen
ineinander geschachtelter geschlossener Polygonzüge. Für C2-Splines vom Grad q :::;7,
wobei kein Dreieck der Triangulierung unterteilt wird, ist derzeit wenig bekannt. Auf der
Klasse der regelmäßigen Rechteckszerlegungen .6.1 und .6.2 mit einer bzw. zwei Diagonalen
in jedem Rechteck, gaben Nürnberger und Riessinger [25] (s.a. Nürnberger und Zeilfelder
[29]) Interpolationsmengen für S;(.6.), q ~ 5 an. Alfeld und Schumaker [4] konstruierten
auf nichtdegenerierten Triangulierungen .6., d.h. Triangulierungen, in denen weder dege-
nerierten Kanten noch singuläre Knoten auftreten, Hermite-Interpolationsmengen für die
Splineräume S3r+1 (.6.), r ~ 2.
Ziel dieser Arbeit ist es, Hermite-Interpolationsmengen für C2-Splines vom Grad 7, auf all-
gemeinen Klassen von Triangulierungen .6. zu konstruieren, wobei kein Dreieck unterteilt
wird. Solche Triangulierungen .6., in denen sowohl degenerierte Kanten, als auch singuläre
Knoten auftreten können, sind dadurch charakterisiert, dass für jeden inneren nichtsingu-
lären Knoten zykelfreie Pfade zu Randknoten oder singulären Knoten existieren. Ein Pfad
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ist dabei eine Menge aufeinanderfolgender Kanten, die im Endpunkt nicht degeneriert sind.
Zu dieser Klasse von Triangulierungen, die wir mit Tg bezeichnen, gehören beispielsweise
auch die Triangulierungen ~l und ~2. Mit Hilfe von Bezier-Bernstein-Techniken bestim-
men wir zunächst die Dimension der Splineräume S?(~). Dabei betrachten wir zuerst
einzelne Zellen von~, d.h. Subtriangulierungen bestehend aus allen Dreiecken um einen
gemeinsamen Knoten, und durchlaufen diese dann unter Verwendung von Pfaden. Dazu
verwenden wir ein wohlbekanntes Resultat von de Boor [8] und Farin [18] über charakte-
risierende Bedingungen für die Bezier-Bernstein-Koeffizienten benachbarter Polynome mit
C2-Eigenschaft über die gemeinsame Kante. Im Anschluss wählen wir geeignete Interpola-
tionsbedingungen an eine genügend oft differenzierbare Funktion f E C(O) in den Knoten
von ~, und beweisen, dass dadurch eindeutige Hermite-Interpolation mit S?(~) möglich
ist. Die interpolierenden Splines werden dabei effizient durch schrittweise Lösung kleiner
linearer Gleichungssysteme berechnet. Wir schließen die Arbeit mit einem zweistufigen
Algorithmus, der aus einer gegebenen Triangulierung ~ rj. Tg mit Hilfe von Clough- Tocher-
Splits eine zur Interpolation mit C2-Splines vom Grad 7 geeignete Triangulierung A er-
zeugt.
Die Arbeit ist wiefolgt aufgebaut. In Abschnitt 2 erläutern wir einige Grundlagen über bi-
variate Polynome, Splines und Hermite-Interpolation mit Splineräumen. Die Klasse Tg der
für die Interpolation mit S? (~) geeigneten Triangulierungen ~ sowie die dafür notwendigen
Pfade werden in Abschnitt 3 algorithmisch festgelegt. In Abschnitt 4 geben wir minimal
bestimmende Mengen für S?(ß) an, und bestimmen so die Dimension dieser Splineräume.
Darauf basierend konstruieren wir in Abschnitt 5 geeignete Hermite-Interpolationsmengen
für S?(~), ~ E Tg. Im letzten Abschnitt geben wir einem Algorithmus zur Behandlung
beliebiger Triangulierungen an.
2. Grundlagen
In diesem Kapitel erläutern wir einige Grundlagen der Bezier-Bernstein- Techniken und
der Interpolation mit bivariaten Splines, die auf Alfeld, Piper und Schumaker [1], de Boor
[8]' Farin [18]' Nürnberger [24]' Schumaker [33]' u.a. zurückgehen. Wir stellen Triangu-
Herungen ~ des betrachteten Gebiets 0 c IR? vor, darauf definierte stückweise Polynome
und Splines, deren Bezier-Bernstein-Darstellung, Differenzierbarkeitseigenschaften benach-
barter Polynome über gemeinsame Kanten von ~, minimal bestimmende Mengen sowie
Hermite-Interpolation mit Splineräumen.
Sei 0, eine einfach zusammenhängende, nicht notwendigerweise konvexe, polygonförmige
Teilmenge des IR?, zerlegt in Dreiecke Tl, ...,TN, sodass der Durchschnitt zweier verschie-
dener Dreiecke entweder leer, ein gemeinsamer Eckpunkt oder eine gemeinsame Kante ist.
Dann bezeichnen wir mit ~ = {Tl, ...,TN} eine TRIANGULIERUNG VON O. Ist ~' C ~
eine Triangulierung einer einfach zusammenhängenden Teilmenge 0' c 0, so heißt ß'
SUBTRIANGULIERUNGVON ~.
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Den Bezeichnungen von Alfeld, Piper und Schumaker [1] folgend setzen wir
V[(ß), VB(ß), V(ß) Menge der inneren, der äußeren bzw. aller Knoten,
E[(ß), EB(ß), E(ß) Menge der inneren, der äußeren bzw. aller Kanten,
N(ß) Menge der Dreiecke, und
a(ß) Menge der singulären Knoten
der Triangulierung ß. Nach Euler gelten dabei folgende Beziehungen:
#EB(ß) = #VB(ß)
#E[(ß) = 3. #V[(ß) + #VB(!~) - 3
#N(ß) = 2. #V[(ß) + #VB(ß) - 2.
Eine Kante e := [Vi, V2] E E(ß) heißt DEGENERIERT IM ENDPUNKT Vi, falls die beiden
benachbarten Kanten im Knoten Vi gleiche Steigung besitzen. Ein Knoten V E V[(ß) heißt
SINGULÄR, falls es genau vier Kanten mit Endpunkt V gibt, und diese auf zwei Geraden
liegen (vgl. Abbildung 1).
Abb. 1: In Vi degenerierte Kante e, singulärer Knoten v.
Für einen Knoten V E V(ß) definiert Grad(v) die Anzahl der Kanten in ß mit Endpunkt
v. Die Subtriangulierung ~v := {TE ~ I V E T} von ~, die alle Dreiecke mit Eckpunkt V
enthält, bezeichnen wir als ZELLE VONv.
Seien r, q E lNo mit 0 ::; r < q und eine Triangulierung ~ gegeben. Dann heißt
der SPLINERAUM der r mal differenzierbaren Funktionen vom Grad q. Dabei ist
Pq = span{xiyj :i,j ~ 0, i+J ::;q}
der (q~2) dimensionale Raum der BIVARIATENPOLYNOMEvorn totalen Grad::; q. funktio-
nen aus S~(~) sind also stückweise Polynome vom Grad q, die r mal stetig differenzierbar
über den Kanten von ~ verknüpft sind.
Für einen Einheitsvektor d E IR? und eine genügend oft differenzierbare Funktion f be"'"
zeichnen wir mit fd(Z) die partielle Ableitung von f im Punkt Z in Richtung d. Sind di
und d2 linear unabhängige Einheitsvektoren, so heißt
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der GEORDNETE VEKTOR DER PARTIELLENABLEITUNGEN vom Grad w.
Ein grundlegendes Probleme der bivariaten Splineinterpolation ist neben der Bestimmung
der Dimension von S; (~) die Konstruktion von Interpolationsmengen' für diesen Spline-
raum. Eine Menge H = {(Zi, di, di, Q'i,ßi), i = 1, ... ,m}, wobei Zi E n, i = 1, ... , m, nicht
notwendigerweise verschiedene Punkte, {di, di} linear unabhängige Einheitsvektoren des
IR?, Q'i,ßi E ]No, i = 1, ... , m, und m die Dimension von S;(~) sind, heißt HERMITE-
INTERPOLATIONSMENGEfürS;(~), falls zu jeder genügend oft differenzierbaren Funktion
f E C(n) genau ein Spline sE S;(~) existiert, für den gilt:
i = 1, ...,m.
Nach Schumaker [33] existiert für beliebige Triangulierungen ~ eine untere Schranke für
die Dimension des Splineraums S~(~). Es gilt
. #~
dim(S;(~)) 2:: lb;(~) = (q!2) + (q-;+l)#EI(~) - [(q!2) - (r!2)] #VI(~) +Lai'
i=l
Dabei ist ai = ~;:~ (r + j + 1 - j . ei)+ und ei die Anzahl der Kanten der Triangulierung
mit Endpunkt Vi, die paarweise verschiedene Steigung besitzen.
Sind zwei Polynome auf benachbarten Dreiecken C2-differenzierbar verknüpft, so gibt es
für die partiellen Ableitungen eine wichtige Eigenschaft. Seien ei = [v, Vi], i = 1, ... ,3
drei aufeinanderfolgende Kanten im gemeinsamen Endpunkt v mit paarweise verschiede-
nen Steigungen, Q'i für i = 1, ... ,2 der von ei und ei+l eingeschlossene Winkel sowie di für
i = 1, ... , 3 ein Einheitsvektor entlang der Kante ei. Ferner seien für q 2:: 2 die Polynome
p[Ti] E Pq, i = 1,2 auf Ti = ~(v, Vi, vi+d zweimal stetig differenzierbar über der Kante e2
verknüpft (vgl. Abbildung 2).
Lemma 2.1:




Da e2 in v nichtdegeneriert ist, gilt
Durch nochmaliges anwenden erhalten wir
sin2(Q'1 + Q'2)Pd[;d = sin2(Q'1)p~;2]+ sin(Q'd sin(Q'2)p~~3 + sin2(Q'2)p~1].
2 3 1
Mit sin( Q'i) = sin(27f - Q'i+l + Q'i+2)= - sin( Q'i+l + Q'i-t-2)lösen wir die gemischte partielle
Ableitung auf. Es gilt
sin2(Q'1 +Q'2)p~d = sin2(Q'dp~~2] + 2 sin(al + Q'2)sin(a2)p~~2 - sin2(a2)p~~1],
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sin2(a1 + a2)p~d = sin2(a2)p1~1] + 2 sin(a1 + a2) sin(adp~~3 - sin2(adp~2].
Aus a1 + a2 E (0, 27r) \ {7r} folgt die Behauptung.
#
v
Abb. 2: Die gemischten Ableitungen 0 ergeben sich aus den Ableitungen •.
Nun betrachten wir die partiellen Ableitungen C2-differenzierbar verknüpfter Polynome
dreier benachbarter Dreiecke im gemeinsamen Eckpunkt. Seien ei = [v, Vi], i = 1, ... ,4
vier aufeinanderfolgende Kanten im gemeinsamen Endpunkt v mit paarweise verschiede-
nen Steigungen, ai für i = 1, ... ,3 der von ei und ei+1 eingeschlossene Winkel und di für
i = 1, ... ,4 ein Einheitsvektor entlang der Kante ei. Ferner seien für q ~ 3 die Polynome
p[Ti] E Pq, i = 1, ... ,3 auf1i = .ß.(v, Vi, vi+d zweimal stetig differenzierbar über den Kanten
ei, i = 2,3 verknüpft (vgl. Abbildung 3).
eindeutig berechnen.
Beweis:
Sei Xi := P~~idi (V) für i =0, ... ,3 und ai := sin(ai) sowie bi := sin(ai+ai+1) für i = 1, ... ,3,
2 3
dann läßt sich durch die C1_ und C2-Stetigkeit über den Kanten e2 und e3 nach Lemma
2.1 folgendes lineare Gleichungssystem aufstellen:
2 b [Tl] 2 [TI]a2 1Pdld~ - a2Pd~d2





Die Determinante D der dazugehörigen Koeffizientenmatrixlautet
D = a1a3b1b2 (b1b2 - a1a3).
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Da alle C¥i, C¥i + C¥j, i -:I j sowie C¥l + C¥2+ C¥3 von 1r verschieden sind, gilt D -:I o. Damit ist
(Xl, X2, X3, X4) eindeutig bestimmt.
#
'V
Abb. 3: Die partiellen Ableitungen 0 ergeben sich aus den Ableitungen •.
Neben den kartesischen Koordinaten gibt es im lR? noch eine weitere Darstellungsweise,
die sogenannten baryzentrischen Koordinaten. Dabei werden Punkte und Vektoren als
Funktion der Eckpunkte eines Dreiecks dargestellt und sind somit invariant unter affinen
Transformationen.
Sei T = .6.(Zl, Z2, Z3) ein Dreieck im lR? Dann gibt es für alle Z E lR? eindeutig bestimmte
sogenannte BARYZENTRISCHENKOORDINATEN cPI,... , cP3 mit l:t=l cPi = 1 und der Inter-
polationseigenschaft cPi(Zj) = 6ij, i, j E {l, ...,3}, sodass sich Z schreiben läßt als
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Z = L cPi(Z) . Zi.
i=l
Diese Koordinaten sind lineare Polynome in z, die sich mit Hilfe der Formel
für paarweise verschiedene 1 ~ i, j, k ~ 3 explizit berechnen lassen.
Für ein Dreieck T und (i,j, k) E lN~ mit i + j + k = q definiert B~j,k E Pq, gegeben
durch
q' .
B~j,k (z) = ., .. ;. k' (cPl cP~cP~)(z),
2. J. .
das BERNSTEIN-POLYNOM vom Grad q bzgl. T.
Die Menge aller Bernstein-Polynome vom Grad q bildet eine Basis von Pq. Jedes Polynom
p E Pq läßt sich somit in eindeutiger Weise schreiben als
p(Z) = " a~~]k. B~ 'k(z),L.J 1"J, 1"J,
i+j+k=q
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genannt die BEZIER-BERNSTEIN-DARSTELLUNG von p. Die reellen Koeffizienten
[T] k
ai,j,k' i+ j + = q
heißen dabei BEZIER-BERNSTEIN-KoEFFIZIENTEN. Sie bilden zusammen mit den gleich-
verteilten BEZIER-BERNSTEIN-PUNKTEN





Abb. 4: Bezier-Bernstein-Punkte und Bezier-Bernstein-Netz für q = 3.
Mit Rw(v) := {P~~,j Iw + i+ j = q, T = ß(v, Ul, U2) E ß} bezeichnen wir den RING der
Bezier-Bernstein-Punkte mit Abstand w vom Knoten v. Die SCHEIBE MIT RADIUS w um




Sei Mf::1. die Menge aller Bezier-Bernstein-Punkte von ß und für alle i+ j + k = q und alle
Dreiecke T E ß das lineare FUnktional
d.d ( ) [T]S~A [Tl S =a"k
Pi,j,k z,J,
für alle s E S~(ß), gegeben. Dann heißt M c Mf::1. eine BESTIMMENDEMENGE für S;(ß),
falls gilt
Ap(S) = 0 V P E Mf::1..
M heißt MINIMAL, falls es keine bestimmende Menge mit weniger Elementen gibt.
Nach Farin [18] (vgl. de Boor [8]) ist die Differenzierbarkeit benachbarter Polynome über
eine gemeinsame Kante durch Bedingungen an die Koeffizienten ihrer Bezier-Bernstein-
Darstellung charakterisiert. Seien Tl = ß(Vl, V2, V3) un,d T2 = ß(Vl, V2, V4) zwei Dreiecke
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mit gemeinsamer Kante [V1,V2] und S E sg( {Tl, T2}) definiert durch S/Tm = Pm E Pq für
m = 1,2 auf Tm gegeben in seiner Bezier-Bernstein-Darstellung mit Koeffizienten a~~]k.
Z,J,
Lemma 2.3:
Folgende Aussagen sind äquivalent:
(i) S E Cr( {Tl, T2})




_ '""" [1] p. (A.a A.ßA.') ( )- L...,.ai+a,j+ß" alßl')'l \f/1 \f/2 \f/3 V4.
a+ß+,=p
Abb. 5: Relevante Koeffizienten für er -Stetigkeit.
Für e2-differenzierbar verknüpfte Polynome gibt es eine wichtige Folgerung. Seien Tl, T2,
P1, P2 gegeben wie in Lemma 2.3, und es gelte S E S;({T1, T2}), q ~ 2 sowie i+ j = q - 2.
Korollar 2.4:
Aus bi,j,2, ai+a,i+ß,'Y' a+ß+"Y = 2, mit (a+ß+')') t/:. {(0,1,1),(0,2,0)} und entweder
ai,i+1,1 oder ai,i+2,O lassen sich alle Koeffizienten ai+a,i+ß,'Y' bi+a,i+ß,'Yfür a + ß + ')'= 2
eindeutig berechnen.
Nach Farin [18] und de Boor [8] gilt:
Lemma 2.5:
Die r-te Richtungsableitung des Bezier-Bernstein-Polynoms Bli,k entlang eines Einheits-
vektors A E IR? ist für alle z = (cP1(z), cP2(z), cP3(z)) gegeben durch
(BL,k) A' (z) = (q~! r)! L B~,ß,'Y(A)' Bi~~,j-ß,k-'Y(Z), i+ j + k = q.
a+ß+'Y=r
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Damit läßt sich ein wichtiger Zusammenhang zwischen den partiellen Ableitungen eines
Polynoms und den Bezier-Bernstein-Koeffizienten seiner Darstellung herleiten (vgl. Nürn-
berger und Zeilfelder [28]). Sei T = Ll(Vl' V2, V3) und P E Pq definiert durch
p(z) = L ai,j,k . B£j,k(Z),
i+j+k=q
Z ET.
Ferner sei di für i - 1,2 ein Einheitsvektor entlang der Kante [Vl,Vi+l).
Lemma 2.6:
Für a + ß + l' ~ q gilt
und umgekehrt
Damit können die partiellen Ableitungen Pdidk (Vl) für j = 0, ... , a und k = 0, ... , ß in ein-
1 2
deutiger Weise aus den Bezier-Bernstein-Koeffizienten aq-j-k,j,k und umgekehrt die Bezier-
Bernstein-Koeffizienten aq-j-k,j,k für j = 0, ... ,a und k ...:...-0, ... ,ß in eindeutiger Weise aus
den partiellen Ableitungen Pdi dk (vd berechnet werden.
1 2
3. Festlegung der Klasse 7;
In diesem Abschnitt definieren wir die Klasse T; der Triangulierungen, auf denen wir mit
C2-Splines vom Grad 7 interpolieren werden. Dazu wählen wir für jeden inneren Knoten
v E V/(Ll) geeignete Kanten in Ll, die nicht in v degeneriert sind und v mit einem Randkno-
ten, singulären Knoten oder zuvor bereits behandelten Knoten verbinden. Diese Kanten,
die nicht zyklisch verlaufen dürfen, bezeichnen wir als Pfad von v.
Sei M~ die Menge aller Bezier-Bernstein-Punkte der Triangulierung Ll, dann unterteilen
wir zur Vereinfachung diese Menge in drei Bereiche (vgl. Abbildung 6):
1.) Die D2-Scheibe D2(v) für alle Knoten v der Triangulierung (mit 0 markiert),
2.) R3,4(V, u) := (R3(v) U R4(v)) n (R3(u) U R4(u)) für alle v E V und alle u E V, die
mit v durch eine Kante verbunden sind (mit 6. markiert), und
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3.) R3,4(V,T):= {pJ;,2,pJj,UpJj,2} für alle v E V und alle Dreiecke T = ~(v,u,w) mit




Abb. 6: Bezier-Bernstein-Punkte eines Dreiecks T.
Bemerkung 3.1:
Für die oben definierten Teilmengen von Bezier-Bernstein-Punkten der Triangulierung gilt
offensichtlich
und
Nach Schumaker [33] ist für eine beliebige Triangulierungen ~ die Dimension des interpo-
lierenden Splineraums S? (~) nach unten begrenzt. Es gilt
dim(S?(~)) 2:: lb~(~) = 15. #E(~) - 30. #V(~) + 45 + a(~).
Dabei ist wie in Abschnitt 2 definiert E(~) die Menge der Kanten und V(~) die Menge
der Knoten von ~. Der Ausdruck a(~) hängt von der exakten Lage der Knoten der Tri-
angulierung ab. Hierzu folgende Definition:
Definition 3.2:
Für einen Knoten v E V(~) sei e die Anzahl der Kanten der .Triangulierung mit Endpunkt
v, die paarweise verschiedene Steigungen besitzen. Dann heißt v DEFEKT, falls e = 3, und
NORMAL, falls e 2:: 4 (vgl. Abbildung 7).
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Damit läßt sich a schreiben als a = I: ai, wobei
ViEV[
(a)
falls Vi ein singulärer Knoten,
falls Vi ein defekter Knoten, oder
falls Vi ein normaler Knoten ist.
(h)
Abb. 7: (a) defekte Knoten vom Grad 3,4,5 und 6, (h) singulärer Knoten.
Nun sind wir in der Lage die Klasse Tg von Triangulierungen festzulegen. Dazu benutzen
wir einen Algorithmus, der für eine vorgegebene beliebige Triangulierung Ll aufgrund der
Lage der Kanten an den inneren Knoten entscheidet, ob Ll E Tg oder Ll ~ Tg.
Algorithmus 3.3:
1.) Setze V := {v E Vj(Ll) I V ist nicht singulär} und ~k := V(Ll) \ V.
2.) Es gelte #V = nEIN, dann ordnen wir diese Knoten in folgender Reihe: Wähle Vn
einen Knoten in V für den eine der beidenBedingungen erfüllt ist:
(i) Vn ist ein normaler Knoten und es existieren vier aufeinanderfolgende Kanten
al, ... , a4 in E(Ll) mit Endpunkt Vn, die paarweise verschiedene Steigungen be-
sitzen, so dass a2 und a3 zu Knoten verlaufen, die in ~k liegen.
(ii) Vn ist ein defekter Knoten und es gibt eine in Vn nichtdegenerierte Kante a, die
zu einem Knoten verläuft, der inVok liegt.
3. ) Markiere für den Knoten Vn die Kante a2 bzw. aalseinfachen Pfad und die Kante
a3 als zweifachen Pfad. Setze V := V \ {vn} und ~k := ~k U {vn} und fahre unter
Punkt 2. mit der Auswahl von Vn-l fort.
Endet der Algorithmus im letzten Schritt mit V = 0 und ~k = V so gilt Ll E Tg.Gibt es
jedoch eine Stelle im Algorithmus, an der #V > 0 und kein Knoten in V die Bedingung
(i) oder (ii) erfüllt, so gilt Ll ~ Tg.
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Beispiele 3.4:
• Die Triangulierungen ßl und ß2 liegen in der Klasse Tg. Abbildung 9 zeigt für den re-
gelmäßigen und den unregelmäßigen Fall eine mögliche Reihenfolge der Knoten in V
mit dazugehörigen Pfaden. Die Methode von Alfeld und Schumaker [4] zur Bestim-
mung der Dimension von S?(ß2) kann hier nicht angewandt werden, da singuläre
Knoten und damit degenerierte Kanten auftreten.
• Sei ß eine Triangulierung bei der für alle inneren Knoten alle anliegenden Kanten
paarweise verschiedene Steigungen besitzen. Dann können für jeden normalen Kno-
ten von beliebigen vier aufeinanderfolgenden Kanten die mittleren beiden als Pfade
gewählt werden, und für jeden defekten Knoten eine beliebige Kante als Pfad gewählt
werden. Daher gilt ß E Tg .
• Abbildung 8 zeigt eine Triangulierung ß, die nicht in Tg liegt. Für keinen der sechs
inneren Knoten (mit D markiert) gibt es vier aufeinanderfolgenden Kanten paar-
weise verschiedener Steigung, von denen die mittleren beiden zu einem Randknoten,
singulären Knoten oder bereits behandelten Knoten verlaufen .
• Eine exemplarische Triangulierung ß mit singulären und defekten Knoten sowie de-
generierten Kanten ist in Abbildung 10 zu sehen. Es gilt ß E Tg. Wir sehen eine
mögliche Reihenfolge der Knoten von V mit dazugehörigen Pfaden.






Abb. 9: Reihenfolge der Knoten in V mit dazugehörigen Pfaden.
4. Berechnung der Dimension
In diesem Abschnitt bestimmen wir für ß E Tg die Dimension des Splineraums Sj(ß).
Zunächst untersuchen wir einzelne Zellen ßv C ß, v E V(..6.) und wählen Mengen von
Bezier-Bernstein-Punkten Mv G: Mb,.v' die S?(ß) auf D4(v) festlegen. Dabei unterscheiden
wir, ob v ein singulärer Knoten, defekter Knoten, normaler Knoten oder ein Randknoten
ist. Anschließend durchlaufen wir unter Verwendung der definierten Pfade die Knoten der
Triangulierung ..6. und konstruieren eine minimal bestimmende Menge M für S? (..6.).
Sei Grad(v) = nEIN und v im Uhrzeigersinn verbunden mit den Knoten Vi, i = 1, ... , n
durch Kanten ei := (v, Vi]. Ferner sei ..6.v = {Ti = ..6. (v, vi, Vi+1), i = 1, ... , n} die Zelle um
v. Für einen Randknoten entfalle das Dreieck Tn.
Fall 1: v ist ein normaler Knoten;
Dann gibt es nach Algorithmus 3.3 vier aufeinanderfolgende Kanten a1, ... , a4 in {ei, i =
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Abb. 10: Reihenfolge normaler und defekter Knoten einer exemplarischen Triangulierung.
1, ... ,n}, die paarweise verschiedene Steigungen .besitzen. Für Mv wählen wir folgende
Bezier-Bernstein-Punkte (vgl. Abbildung 11):
(i) genau 6 Punkte in D2(v), die D2(v) vollständig bestimmen,
(ii) gen au 3 Punkte in R3,4(V, Vi), die R3,4(V, Vi) vollständig bestimmen, für jede Kante
ei (j. {a2, a3},
(iii) gen au 2 Punkte in R3,4(V, Vi) verschieden von pli!o, die zusammen mit pli!o die
Menge R3,4 (v, Vi) vollständig bestimmen, für ei = a3
(iv) den Punkt pJj!o, für die Kante ei = a2, und
(v) R3,4(V, Ti) für ein Ti, das nicht von a2 und a3 begrenzt wird.
Fall 2: v ist ein defekter Knoten;
Dann gibt es nach Algorithmus 3.3 eine Kante a E {ej, i = 1, ... , n} die nicht im Knoten v
degeneriert ist. Wir wählen für Mv (vgl. Abbildung 12):




Abb. 11: Mv für einen normalen Knoten v.
(ii) genau 3 Punkte in R3,4(V, Vi), die R3,4(V, Vi) vollständig bestimmen, für jede Kante
ei #- a
(iii) den Punkt pJJ,h für die Kante ej = a, und
(iv) R3,4(V,Ti) für ein beliebiges Dreieck Ti, i E {1, ...,n}.
VI
Abb. 12: Mv für einen defekten Knoten v.
Fall 3: V ist ein singulärer Knoten;
Dann gilt Grad(v) = 4, und wir wählen für Mv (vgl. Abbildung 13):
(i) gen au 6 Punkte in D2(v), die D2(v) vollständig bestimmen,
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(ii) genau 3 Punkte in R3,4(V, Vi), die R3,4(V, Vi) vollständig bestimmen, für jede Kante
ei, i = 1, ... ,4 und
(iii) R3,4(V, Ti) für ein beliebiges Dreieck Ti, i E {I, ... , 4}.
VI
Abb. 13: Mv für einen singulären Knoten v.
Fall 4: V ist ein Randknoten;
Dann sei Mv die Menge bestehend aus folgenden Punkten (vgl. Abbildung 14):
(i) genau 6 Punkte in D2(v), die D2(v) vollständig bestimmen,
(ii) genau 3 Punkte in R3,4(V, Vi), dieR3,4(v, Vi) vollständig bestimmen, für jede Kante
ei, i = 1, ... , n, und
(iii) R3,4(V, Ti) für ein beliebiges Dreieck Ti, i E {I, ... , n - I}.
V
Abb. 14: Mv für einen Randknoten v.
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Lemma 4.1:
Seien v,.6.v und Mv wie oben. Dann ist Mv eine bestimmende Mengefür S?(.6.v) auf D4(v).
Beweis:
Für alle (i,j, k) E lNg mit i+ j + k ~ 7 und alle T E .6. sei a~~]k der zu pJ1Jk gehörigeZ,J, Z,J,
Bezier-Bernstein-Koeffizient. Wir zeigen, dass das homogene Problem a~~]k - 0 für alleZ,J,~[~?k in Mv nur trivial lösbar ist, d.h. alle Bezier-Bernstein-Koeffizienten der Punkte von
D4 (v) verschwinden. Dabei unterscheiden wir die vier oben betrachteten Fälle. Sei also
a~~],k = 0 für alle ~[~]k in Mv. Da nach Voraussetzung in allen Fällen die in (i) gewählten
Bezier-Bernstein-Punkte D2(v) bestimmen, folgt nach Lemma 2.3, dass a~~]k = 0 für alleZ,J,
~[,~,]k E D2(v). Es verbleiben die Koeffizienten der Bezier-Bernstein-Punkte in D4(v)\D2(v).
Fall 1: v ist ein normaler Knoten;
Sei Tj das Dreieck in .6.v, das von den Kanten a2 und a3 begrenzt wird. Wegen der C2_
Bedingungen über den inneren Kanten von .6.v sind mit den gegebenen Koeffizienten ent-
sprechend der Punkte von (ii) und (v) alle Koeffizienten der Punkte in R3,4(V, Vi) für alle
i mit ei tf. {a2, a3} sowie R3,4( v, Ti) für alle i =I- j gleich Null. Da die vier Kanten al, ... , a4
paarweise verschiedene Steigungen besitzen, verschwinden nach Lemma 2.6 und Lemma
2.2 die Koeffizienten {a~Tf]3_i' i = 0, ... , 3}. Die gegebenen Koeffizienten entsprechend der
Punkte von (iii) implizi~;en mit der C2-Bedingung über der Kante a3 nach Lemma 2.3
daher a~~~~l = a~~~~2 = O. Die verbleibenden beiden Koeffizienten von R3,4(V, Vk), wobei
ek = a2, verschwinden mit der C2-Bedingung über der Kante a2 nach Korollar 2.4. Damit
sind alle Koeffizienten der Bezier-Bernstein-Punkte von D4(v) gleich Null.
Fall 2: v ist ein defekter Knoten;
Sei a = ei für ein i E {1, ...,n} die in v nicht degenerierte Kante. Mit den gegebenen
Koeffizienten der Punkte von (ii) und (iv) und den C2-Bedingungen über den inneren
Kanten von .6.v sind nach Lemma 2.3 alle Koeffizienten der Punkte von D4(v) \ R3,4(V, Vi)
gleich Null. Da es keine vier aufeinanderfolgenden Kanten paarweise verschiedener Steigung
gibt, ist der Koeffizient a~T~]3 nicht überbestimmt. Die verbleibenden drei Koeffizienten von
R3,4 (v, Vi) verschwinden ~~ch Korollar 2.4 mit dem Koeffizient entsprechend des Punkts
PJj;o in (iii). Damit sind alle Koeffizienten der Punkte von D4(v) gleich Null.
Fall 3: v ist ein singulärer Knoten;
Wegen der C2-Bedingungen über den inneren Kanten von .6.v verschwinden mit den gege-
benen Koeffizienten entsprechend der Punkte von (ii) nach Lemma 2.3 alle Koeffizienten
der Punkte in R3,4(V, Vi), i = 1, ...,4. Die Degeneriertheitdieser Kanten in V impliziert, dass
die verbleibenden Koeffizienten der Punkte in R3,4(V, Ti), i = 1, ...,4 mit der C2-Bedingung
über den inneren Kanten von .6.v und den gegebenen Koeffizienten in (iii) nach Lemma
2.3 ebenfalls gleich Null sind. Somit verschwinden alle Bezier-Bernstein-Koeffizienten der
Punkte von D4(v).
Fall 4: v ist ein Randknoten;
Für einen Randknoten v sind mit den gegebenen Koeffizienten entsprechend der Punkte
von (ii) und den C2-Bedingungen über den inneren Kanten von .6.v nach Lemma 2.3 auch
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die fehlenden Koeffizienten der Punkte in R3,4(V, Vi), i = 1, ... ,n gleich Null. Zusammen
mit den Koeffizienten entsprechend der Punkte in (iii) und den C2-Bedingungen über den
Kantenfolgt schließlich, dass alle Koeffizienten der Punkte von R3,4(V, 1i), i = 1, ... ,n - 1
verschwinden. Damit sind alle Koeffizienten der Bezier-Bernstein-Punkte von D4(v) gleich
Null.
#
Jetzt sind wir in der Lage für ß E Tg eine minimal bestimmende Menge für den Splineraum
S? (ß) zu konstruieren. Dazu wählen wir die folgende Menge von Bezier- Bernstein-Punkten
McM/:),.:
• genau 6 Punkte in D2(v), die D2(v) vollständig bestimmen, für jeden Knoten V der
Triangulierung,
• genau 3 Punkte in R3,4 (v, T) für ein nach Lemma 4.1 geeignetes Dreieck T E ßv, für
jeden Knoten v der Triangulierung,
• genau 3 Punkte in R3,4 (v, u), die R3,4 (v, u) voiIständig bestimmen, für jede nichtmar-
kierte Kante [v, u] der Triangulierung,
• gen au einen Punkt nach Lemma 4.1 in R3,4(V, u), für jede einfach markierte Kante
[v, u] der Triangulierung,
• genau 2 Punkte nach Lemma 4.1 in R3,4(V, u), für jede zweifach markierte Kante
[v, u] der Triangulierung.
Theorem 4.2:
Seien Mund ß wie oben. Dann ist M eine minimal bestimmende Menge für den Spline-
raum S? (ß) und es gilt
dim(S?(ß)) = #M = lb~(ß).
Beweis:
Wir zeigen zuerst, dass #M = lb~(ß). Sei dazu T3 die Anzahl der singulären und Tl die
Anzahl der defekten Knoten der Triangulierung ß. Dann gilt
#M - 6#V(ß) + 3#V(ß) + 3{#E(ß) - #V[(ß)) + Tl + 3T3
9#V + 3(3#V[(ß) + 2#VB(ß) - 3 - #V[(ß)) + Tl + 3T3
- 15#V[(ß) + 15#VB(ß) - 9 + Tl + 3T3
- 15 [3#V[(ß) + 2#VB(ß) - 3] - 30#V[(ß) - 15#VB(ß) + 36 + Tl + 3T3
15(#E(ß) - #EB(ß)) - 30#V[(ß) + Tl + 3T3
15#E[(ß) - 30#V[(ß) + 36 + Tl + 3T3
- (;) + (~)#E[ - [(;) - (~)]#V[(ß) + Tl + 3T3
lb~(ß).
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Also reicht es zu zeigen, dass M eine bestimmende Menge für S? (L~) ist. Wir betrachten
zunächst die inneren Knoten Vi, ... , Vn, der Triangulierung, deren Reihenfolge durch die
Konstruktion der Pfade nach Algorithmus 3.3 festgelegt ist.
Aus M n Milv1 = MV1 folgt nach Lemma 4.1, dass S?(L~) auf D4(vt} bestimmt ist. Sei
bereits gezeigt, dass S?(~) auf D4(Vi), i = 1, ... , k, k ::;n-1 bestimmt ist, dann betrachten
wir D4(Vk+i). Es gilt
k
( M U (~D4(Vi))) n MAvk+,) = MVk+1"
Daher ist S?(~) nach Lemma 4.1 auf D4(Vk+i) bestimmt. Sei schließlich V ein singulärer
Knoten oder ein Randknoten. Dann gilt
Also ist nach Lemma 4.1 der Splineraum S?(~) auf D4(v) bestimmt. Mit Bemerkung 3.1
folgt, dass M eine bestimmende Menge für S?(~) ist. Aus




In diesem Abschnitt konstruieren wir Hermite-Interpolationsmengen für den Splineraum
S?(~) auf Triangulierungen ~ E T;. Basierend auf den minimal bestimmenden Mengen
dieser Splineräume betrachten wir zunächst einzelne Zellen von ~, die wir dann mit Hilfe
der Pfade durchlaufen. Dabei wählen wir geeignete Interpolationsbedingungen in den Kno-
ten von ~ an eine genügend oft differenzierbare Funktion f E 0(0).
Sei Grad(v) = n E lN, v im Uhrzeigersinn verbunden mit den Knoten Vi, i = 1, ... , n
durch Kanten ei := [v, Vi] und ~v = {Ti = ~(v, Vi, Vi+i), i = 1, ... , n} die Zelle um v. Für
einen Randknoten entfalle das Dreieck Tn. Wir setzen di für i = 1, ... , n einen Einheitsvek-
tor entlang der Kante ei und ai für i = 1, ... , n den von ei und ei+ 1 eingeschlossenen Winkel
(vgl. Abbildung 15).
Sei ~ E T; und s E S?(~) gegeben durch slT - p[T] E P7 für alle T E ~. Wir unterscheiden
vier Fälle für den Knoten v, und wählen die Menge Hv folgender Interpolationsbedingungen
in v.
Fall 1: V ist ein normaler Knoten;
Nach Algorithmus 3.3 gibt vier aufeinanderfolgende Kanten ai, ... , a4 in {ei, i = 1, ... , n}




Abb. 15: Beispiel eines Knotens vom Grad 5.
(i) DWp[Tl] (v) = DW f( v) für w = 0, ... ,2,
(ii) p~](v) = fd~(V), p~~iJi+l (v) = fd~di+l (v) und p~](v) = fdt(v) für alle ei f:/- {a2, a3},
(iii) p~](v) = fdt(v) für die Kante ei = a2,
t
(iv) p~ti](V) = fdt(v) und p~iJi+l (v) = fd~di+l (v) für die Kante ei = a3, sowie
(v) Pd[1;td'].(v) = fd?d'+l(V), Pd[~d']2 (v) = fd'd? (v) und Pd[~d']2 (v) = fd?d? (v) für ein 7i,i t+l t t t i+l t t+l i i+l t t+l
das nicht von a2 und a3 begrenzt wird.
Fall 2: v ist ein defekter Knoten;
Nach Algorithmus 3.3 gibt es eine Kante a E {ei, i = 1, ... , n} die nicht im Knoten v
degeneriert ist. Dann wählen wir
(i) DWp[Td(v) = DW f(v) für w = 0, ... ,2,
(ii) p~](v) = fd~(V), p~iJi+l (v) = fd~di+~ (v) und p~](v) = fdt(v) für alle ei # a,
(iii) p~~] (v) = fdt (v) für die Kante ei = a, sowie
t
Fall 3: v ist ein singulärer Knoten;
Dann enthalte Hv die Bedingungen
(i) DWp[TtJ(v) = DW f(v) für w =0, ...,2,
(ii) p~~](v) = fd~(V), p~iJi+l (v) = fd~di+l (v) und p~](v) = fdt(v) für alle i = 1, ... ,4, sowie
t t t
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("') [Ti] () .f () [Ti] () .f ( ) [Ti] ( .. . "III P d~d'+l V = J d~di+l V , P d.d2 V = J did~+l V und Pd2d2 v) = fd~d~ (v) fur eIn 1, E~ ~ ~ ~ i+l ~ i i+l ~ ~+1
{1, ...,n}.
Fall 4: v ist ein Randknoten;
Dann sei Hv die Menge best~hend aus den Bedingungen
(i) DWp[Ttl(V) = DW f(v) für w = 0, ... ,2,
(ii) p~i](v) = fd~(V), p~iJi+l (v) = fd~di+l (v) und p~ti](V) = fdt(v) für alle i = 1, ... ,n - 1,
(iii) p~~n](v) = fd~(V), p~it_l (v) = fd~dn_l(V) und p~i](V) = fe~(v), sowie
(') [Ti] () .f ( ) . [Ti] () .f () d [Ti] () ..f ( ) f" . "IV Pd2d. V = J d?d'+l V , Pd'd2 V = J d.d? V un Pd2d2 v = J d?d? V ur eIn 1, E
i ~+1 ~ ~ ~ i+l ~ ~+1 i i+l ~ ~+1
{1, ...,n-1}.
Lemma 5.1:
Seien v, ßv und Hv wie oben. Dann sind durch die Bedingungen in Hv alle partiellen Ab-
l "t DW [T] () "- 1. - 0 4" d "b "e1,ungen p v, 1, - , ••• , n, W - , ... , e1,n eut1,g est1,mmt.
Beweis:
Wir unterscheiden die vier betrachteten Fälle des Knotens v" In allen Fällen sind durch die
in (i) gegebenen Interpolationsbedingungen nach Lemma 2.3 und Lemma 2.6 die partiellen
Ableitungen DWs(v) für W = 0, ... ,2 eindeutig bestimmt. Es verbleiben die Ableitungen
dritter und vierter Ordnung.
Fall 1: v ist ein normaler Knoten;
Sei o.B.d.A. ai = ei für i = 1, ... ,4. Dann sind durch die Interpolationsbedingungen von
(ii) und (v) nach Lemma 2.3 und Lemma 2.6 alle Ableitungen DWp[Ti] (v), W = 3,4, i 2:: 4
eindeutig bestimmt. Mit der C2-Stetigkeit über den Kanten al und a4 sind nach Lemma 2.2
die vier partiellen Ableitungen D3p[T2] (v) ebenfalls eindeutig festgelegt. Die C2-Stetigkeit
über der Kante a3 liefert zusammen mit den beiden Bedingungen von (iii) nach Lemma 2.3
und Lemma 2.6 die Eindeutigkeit von DWp[T3] (v), w = 3,4. Die verbleibende Bedingung von
(ii) impliziert mit der C2-Stetigkeit über der Kante a2 nach Lemma 2.1 die Eindeutigkeit
von DWp[T1](V), W = 3,4.
Fall 2: v ist ein defekter Knoten;
Seien o.B.d.A. Tl und T2 die beiden Dreiecke mit gemeinsamer Kante a. Durch die in
(ii) und (iv) gegebenen Interpolationsbedingungen sind nach Lemma 2.3 und Lemma 2.6
alle Ableitungen DWp[Ti](V), w = 3,4, i 2:: 3 eindeutig bestimmt. Die C2-Stetigkeit über
den drei Kanten ei, i = 1, ... ,3 liefert nach Lemma 2.3 und Lemma 2.6 und dann mit der
verbleibenden Bedingung von (iii) nach Lemma 2.1 die Eindeutigkeit von DWp[Tj] (v), w =
3,4, j = 1,2.
Fall 3: v ist ein singulärer Knoten;
Da alle Kanten ei im Endpunkt v degeneriert sind, gilt p['~?k (v)didi+l
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#i = 1, ... ,4 wobei j = k = 2 oder j = 1,2, k = 3 - j. Somit sind durch die Interpolations-
bedingungen von (ii) und (iii) mit der C2-Stetigkeit über den Kanten ei, i = 1, ... ,4 alle
partiellen Ableitungen DWp[Til(v), w = 3,4, i = 1, ... ,4 eindeutig bestimmt.
Fall 4: v ist ein Randknoten;
Sei o.B.d.A. i = 1 in (iv). Die C2-Stetigkeit über der Kante e2 impliziert mit den Interpo-
lationsbedingungen in (ii) und (iv) nach Lemma 2.3 und Lemma 2.6, dass die Ableitungen
DWp[T2l (v), w = 3,4 eindeutig bestimmt sind. Mit analogem Argument folgt die Eindeu-
t'k't Dw[Til() -34 '-3 -119 el von p v, w - , , 'l - , ... , n .
#
Im Folgenden leiten wir einen Zusammenhang zwischen den partiellen Ableitungen benach-
barter Knoten her. Seien Tl = .6. (v, VI, V2) und T2 = .6.(v, V2, V3) zwei benachbarte Dreiecke
mit gemeinsamer, nicht in v degenerierter Kante e2 = [v, V2]. Ferner seien di, i = 1, .. ,,3
Einheitsvektoren entlang der Kante ei = [v, Vi] und die Polynome p[Til E P7, i = 1,2 auf
'T7, = .6.(v, Vi, Vi+l) gegeben,
Lemma 5.2:
Aus DWp[T1l(v) = DWp[Td(v2) - 0, W = 0, ... ,2 undp~d(v) = 0, j = 3,4folgtP~~J2)i(v2) =
o für i = 0, ... ,4. Gilt zusätzlich Pd[TI(l_d)2 (V2) = 0 und p[T1lj (v) = 0 für j = 2,3, so folgt1 2 dl d2
P~~~2)id(V2) = 0 für i = 0, ... ,3 und ein Einheitsvektor J entlang [V2, VI]'
Beweis:
Wegen der gegebenen Interpolationsbedingungen in v und V2 besitzt das univariate Poly-
nom p[,T1l E II7 mindestens 8 Nullstellen. Dies impliziert p[,Td = O. Mit den zusätzlichen
e2 e2
Bedingungen existieren mindestens 7 Nullstellen für das univariate Polynom (p~ll) le2 E II6.
Somit gilt (p~d) le2 = O. Daraus folgt die Behauptung.
Sei .6. E 7g gegeben, Mit Hilfe der Interpolationsbedingungen Hv auf den Zellen von .6.
können wir nun eine Hermite-Interpolationsmenge für den Splineraum S?(.6.) angeben,
Nach Konstruktion in Algorithmus 3.3 existieren lEIN disjunkte Pfade von normalen
und defekten Knoten zu singulären Knoten oder Randknoten. Wir numerieren die Knoten
V(.6.) der Triangulierung wiefolgt:
• V(.6.) zerfällt in Mengen MI = {VI, ... , vml} und Mj = {Vmj_l+l, ... , vmj}, j = 2, ... , l
sowie MT = {Vm1+l, ... , vm}, wobei Mj für j = 1, ... , l die Knoten des j-ten Pfades und
MT die restlichen Knoten sind .
• Für zwei Knoten Vi, Vk E Mj, j E {1, ... , l} gelte i < k, falls Vk auf dem Pfad zwischen
Vi und einem Randknoten oder singulären Knoten dieses Pfades liegt.
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Dann enthalte H die Bedingungen
(i) DWp[TIJ(V) = DW f(v) für w = 0, ... ,2 und alle v E V,
(ii) p~~](Vj) = fd~(Vj), p~J. 1 (Vj) = fd~di+l(Vj) und Pd[~iJ(Vj) = fd1(Vj) für alle Knoten~ ~ ~ ~+ ~ i ~
Vj E V(~) und alle Kanten ei = [Vj, Vk] mit j < k, die nicht die Kante a, a2 oder a3
von Vj sind.
(iii) p~tiJ(V) = fdt(v) und p~iJi+l (v) = fd~di+l (v) für die Kante ei = a3, für jeden normalen
Knoten v E V(~),
(iv) p~](v) = fd~(V) für die Kante ei E {a, a2} für jeden defekten bzw. normalen Knoten
v E V(~), s~wie .
(v) Pd[~d.]" (v) = fd?d"+l(V), Pd[~id]2 (v) = fd.d? (v) und Pd[~~d\ (v) = fd?d? (v) für ein i E
i ~+l ~ ~ ~ i+l ~ ~+l i i+l ~ ~+l
{I, .. " n}, wobei i =I n, falls v ein Randknoten ist, und 1i für jeden normalen Knoten
v nicht das von a2 und a3 begrenzte Dreieck ist.
Theorem 5.3:
Sei ~ E Tg. Dann ist H eine Hermite-Interpolationsmenge für S?(L~).
Beweis:
Nach Konstruktion gilt #H = dim(S?(~)). Somit reicht es zu zeigen, dass das homogene
Interpolationsproblem f - 0 nur trivial lösbar ist. Wir zeigen zuerst induktiv, dass für alle
Knoten v der Triangulierung DWp[Ti](V) = 0 für w = 0, ... ,4, i = 1, ... ,grad(v) gilt. Be-
trachten wir den Knoten VI. Die Menge aller Interpolationsbedingungen in H im Knoten
VI entspricht der Menge HV1• Somit ist s in VI bis zur vierten Ordnung eindeutig bestimmt,
es gilt
DWp[Ti](vd - 0, w = 0, ... ,4, i = 1, ... , nI.
Sei für die Knoten Vj, j = 1,...,k, k ::; #V(~) -1 bereits gezeigt, dass DWp[Ti] (Vj) = 0 für
w = 0, ... ,4, i = 1, ... , nj, dann betrachten wir den Knoten Vk+I. Nach Lemma 5.2 sind mit
den Interpolationsbedingungen in H im Knoten Vk+I und Vi für alle Kanten ei = [Vk+I, Vi]
.tk 1 .d. t.ll Abl.t [1i]( ) [1i]( ) [Ti] () d [Ti] ( ) l. hmI + > 'l Ie par Ie en eI ungen p d~ Vj, p dt Vj, p d~di+l Vj un p d~di-l Vj g eIC
Null. Diese und die verbleibenden Bedingungen in H im Knoten Vk+I ergeben die Menge
HVk+1• Dies impliziert
w = 0, ... ,4, i = 1, ... , nk+I.
Sei s E S?(.~) definiert durch slT = p[T] E P7 für alle T E ~., gegeben in seiner Bezier-
Bernstein-Darstellung. Aus DWp[Ti](V) = 0 für w = 0, .. .4, i = 1, ... ,grad(v) folgt nach
Lemma 2.6, dass alle Koeffizienten dieser Darstellung verschwinden. Damit gilt s = o.
#
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6. Modifikation von Triangulierungen
In diesem Abschnitt formulieren wir einen Algorithmus, der aus einer gegebenen Trian-
gulierung ß ~Tg mit Hilfe von Clough- Tocher-Splits eine geeignete Triangulierung A E Tg
konstruiert. Der Algorithmus verläuft in zwei Schritten. Zuerst werden alle defekten Kno-
ten vom Grad 2:: 4 eliminiert, im zweiten Schritt dann zusätzliche Kanten definiert, um
geeignete Pfade wählen zu können. Seien ei und ei die Anzahl der Kanten mit Endpunkt
Vi die paarweise verschiedene Steigungen besitzen, vor bzw. nach der Unterteilung eines
Dreiecks mit Eckpunkt Vi. Dann fordern wir: Wird ein Dreieck T = ß(VI, V2, V3) E ß
unterteilt, dann wähle dazu einen Punkt im Innern von T, sodass ei = ei + 1, i = 1, ... ,3.
1. Schritt:
Für jeden defekten Knoten Vi E V/(ß) mit Grad(vi) 2:: 4 wähle ein Dreieck T = ß(Vi, Vj, Vk)
in ßVi' das nicht zur Zelle eines singulären Knotens gehört, und führe dort einen Clough-
Tocher Split durch. Ist Grad( Vi) = 6, und gehört jedes Dreieck mit Eckpunkt Vi zu der Zelle
eines singulären Knotens, so wähle einen benachbarten singulären Knoten Vj und unterteile
die beiden Dreiecke mit gemeinsamer Kante [Vi, Vj]. Die so entstandene Triangulierung
enthält keine defekten Knoten vom Grad 2:: 4 (vgl. Abbildung 16).
Abb. 16: Unterteilungen im 1. Schritt.
2. Schritt:
Im zweiten Schritt betrachten wir nun im Verlauf von Algorithmus 3.3 diejenigen Knoten
V von V, bei denen keine Wahl von vier aufeinanderfolgenden Kanten al, ... , a4 paarweise
verschiedener Steigung möglich ist, sodass a2 und a3 zu Knoten in Vok verlaufen.
Seien V E V und VI, ... , V4 vier im Uhrzeigersinn aufeinanderfolgende Knoten mit Endpunkt
v. Ferner seien V2, V3 E Vok und [v, Vi], i = 1, ... ,4 derart, dass mindestens zwei Kanten
die gleiche Steigung besitzen. Da V2 und V3 nicht beide singulär oder vom Grad 3 sein
können (dies zeigt ein einfaches Winkelargument ), muß mindestens einer der beiden ein
normaler Knoten sein. Dies sei o.B.d.A V2. Dann unterscheiden wir folgende drei Fälle
(vgl. Abbildung 17):
1.) V3 ist ein normaler Knoten.
a) In der Menge {[v, Vi], i = 1, ... , 4} gibt es drei Kanten paarweise verschiedener
Steigung. Dann unterteile das Dreieck ß(v, V2, V3) mit einem Knoten z, und füge
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die Knoten z mit Pfad a = [z, V2] und v mit Pfaden a2 = [v, V2] und a3 = [v, z]
oder a2 = [v, z] und a3 = [v, V3] zur Menge ~k hinzu.
b) Die Kanten [v, vd und [v, V3] sowie [v, V2] und [v, V4] haben die gleiche Steigung.
Dann unterteile das Dreieck ~(v, V2, V3) mit einem Knoten ZI und dann das
Dreieck ~(v, ZI, V3) mit einem Knoten Z2. Füge die Knoten Z2 mit Pfad a =
[Z2, V3], ZI mit Pfaden a2 = [ZI, V3] und a3 = [ZI, Z2] und zuletzt v mit Pfaden
a2 = [v, Z2] und a3 = [v, ZI] zur Menge ~k hinzu.
2.) V3 ist ein Knoten vom Grad 3.
a) V3 besitzt den Pfad a = [V3,V2]. Dann unterteile das Dreieck ~(V,V2,V3) mit
einem Knoten Z und füge die Knoten z mit Pfad a = [z, V2], V3 jetzt mit Pfaden
a2 = [V3, z] und a3 = [V3, V2] und zuletzt v mit Pfaden a2 = [v, V2] und a3 = [v, z]
zur Menge ~k hinzu.
b) V3 besitzt den Pfad a = [V3, V4] (also gilt V4 E Vok)' Dann unterteile das Dreieck
~(v, V3, V4) mit einem Knoten z und füge die Knoten z mit Pfad a = [z, V4],
V3 jetzt mit Pfaden a2 = [V3, V4] und a3 = [V3, z] und zuletzt v mit Pfaden
a2 = [v, V3] und a3 = [v, z] zur Menge Vok hinzu.
3.) V3 ist ein singulärer Knoten.
a) VI ist nicht singulär. Ist VI vom Grad 3 und [V2, VI] ein Pfad von V2, so gehe nach
Fall 3b) vor. Ansonsten unterteile das Dreieck ~(v, VI, V2) mit einem Knoten z
und füge die Knoten z mit Pfad a = [z, V2] und v mit Pfaden a2 = [v, V2] und
a3 = [v, z] zur Menge ~k hinzu. In dem Fall, dass VI vor der Unterteilung vom
Grad 3 war, so füge ihn jetzt (eventuell neu) mit den Pfaden ad2 = [VI, V2] und
a3 = [VI, z] zur Menge ~k hinzu.
b) VI ist ein singulärer Knoten. In diesem Fall liegen VI, V2 und V3 in ~k' Von V2
aus kann nicht ein Pfad sowohl nach VI als auch nach V3 verlaufen. Sei o.B.d.A.
die Kante [V2, V3] kein Pfad von V2. Dann unterteile das Dreieck ~(v, V2, V3) mit
einem Knoten ZI und anschließend das Dreieck ~(ZI, V2, V3) mit einem Knoten
Z2. Jetzt gilt V3 tt. ~k, da der Knoten V3 nicht länger singulär ist. Füge die
Knoten Z2 mit Pfad a = [Z2, V3], ZI mit Pfaden a2 = [ZI, V2] und a3 = [ZI, Z2],
dann V3 mit Pfaden a2 = [V3, ZI] und a3 = [V3, Z2], und zuletzt v mit Pfaden
a2 = [v, ZI] und a3 = [v, V3] zur Menge ~k hinzu.
Für eine gegebene Triangulierung ~ tt. Tg bezeichnen wir die durch die beiden Schritte der
Modifikation entstandene Triangulierung mit Li. Nach Konstruktion gilt Li E Tg. Damit ist
Hermite-Interpolation mit S?(Li) möglich.
Beispiel 6.1:
Die Triangulierung ~ aus Abbildung 8 liegt nicht in der Klasse Tg. Der 1. Schritt der Mo-
difikation entfällt, da ~ keine defekten Knoten vom Grad ~ 4 enthält. Im zweiten Schritt
reicht es z.B. aus, nur ein geeignetes Dreieck zu unterteilen. Abbildung 18 zeigt die mo-
difizierte Triangulierung Li mit Reihenfolge der inneren Knoten und dazugehörigen Pfaden.
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la) V2, V3 normale Knoten
V2
v
2b) V3 vom Grad 3
1b) V2, V3 normale Knoten
3a) V3 singulär
2a) V3 vom Grad 3
3b) VI, V3 singulär V4
VI
Abb. 17: Unterteilungen im 2. Schritt.
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Abb. 18: Beispiel einer Modifikation.
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