One of the main purposes of linear modellinåg is to understand the sources of variation in biological For overdispersed Poisson, negative binomial and gamma GLMMs with log link, the observation-
level variance can be obtained via the variance of the log-normal distribution, as described discussed in some detail below.
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The delta method for variance approximation uses a first order Taylor series expansion, which is of a variable x when the (error) variance of x itself is known (see [17] ; for an accessible reference where x is a random variable (typically represented by observations), f represents a function (e.g. log or square-root), var denotes variance, and d/dx is a (first) derivative with respect to variable x. non-negative real numbers in ecology (e.g., [20, 21] ). For the Tweedie distribution, the variance on called an index parameter. Therefore, when used with the log-link function, an approximated σ ε is also possible (see Appendix S1; cf. Table 1) .
The use of the trigamma function is limited to distributions with log link, but it should provide other symbols are the same as above. Using the log-normal approximation R 2 GLMM(m) and (adjusted)
ICC GLMM can be calculated as: , (5.6)
exp(β 0 ) will often overestimate , providing conservative (smaller) estimates of R 2 and ICC, 2 0 9 compared to when using averaged y ij , which is a better estimate of E[y ij ]. Quantitative differences
between the two approaches may often be negligible, but when λ is small, the difference can be
substantial so the choice of the method needs to be reported for reproducibility (Appendix S2). Our This recommendation for obtaining λ also applies to negative binomial GLMMs (see Table 1 ).
The comparison between equation (5.8) (exact) and equation (6.2) (approximate) is shown in
Appendix S3. The approximation is most useful when the exact formula is not available as in the 2 3 9
case of a binomial GLMM with logit link (model 6): where y ij is the number of 'success' in n ij trials by the ith individual at the jth occasion (for binary
data, n ij is always 1), p ij is the underlying probability of success, and the other symbols are the same
as above.
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To obtain corresponding values between the latent scale and data (observation) scale, we need to 2 4 8 account for Jensen's inequality (note the logit function combines of concave and convex sections).
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For example, the overall intercept, on the latent scale could be transformed not just with the approximation. For the case of the binomial GLMM, we can use this approximation below given
We can replace with any value obtained from the fixed part of the model (i.e. ).
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Another approximation proposed by Zeger and colleagues [28] produces similar (but slightly better)
estimates than equation (6.7). Using our notation, this approximation can be written as:
A comparison between equations (6.7) and (6.8) is also shown in Appendix S3. This approximation 2 5 9
uses the exact solution for the inverse probit function, which can be written for a model like model and can save computation time. We note that the accuracy of the delta method (both variance limitation of the delta method are described in the article by Oehlert [27].
The observation-level variance σ ε 2 can be thought of as being added to the latent scale on which piecewiseSEM [33] . Another important note is that we often find less congruence in GLMM results recommended to run GLMMs in more than one package to check robustness of the results although 3 4 6 this may not always be possible.
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In all the models, estimated regression coefficients and variance components are very much in
agreement with what is expected from our parameter settings (Table 1 We thank Losia Lagisz for help in making Figure 1 . This work has been benefited from discussion 4 0 7
with Jarrod Hadfield, Pierre de Villemereuil, Alistair Senior, Joel Pick and Dan Noble. should we model overdispersed count data? Ecology 88, 2766-2772. Cambridge, Cambridge University Press. Wiley & Sons. the delta method, long-normal approximation and the trigamma function, . 
(logistic distribution) (min = 4; p = 0.5)
' is the inverse of the Gauss error function, which is often denoted as 'erf'. 
