Abstract. We use convex geometry tools, in particular John ellipsoids, to obtain a size estimate for the Szegő kernel on the boundary of a class of unbounded convex domains in C n . Given a polynomial b : R n → R satisfying a certain growth condition, we consider domains of the type Ω b = {z ∈ C n+1 : (Re[z1] , . . . , Re[zn])}.
Introduction
The study of the behavior of Szegő kernels near the boundary of domains has been of great interest in the field of several complex variables during the past few decades. In this work we obtain a size estimate for the Szegő kernel on the boundary of a class of unbounded domains in C n . Our approach to this problem is the use of classical convex analysis techniques, and in particular an application of John ellipsoids. For unbounded domains of this type, it is convenient to define the Szegő projection as in [15] . We can identify the boundary ∂Ω b with C n × R so that a point (z, t) ∈ C n × R corresponds to (z, The Hardy space H 2 (Ω b ) is defined as . We say that L is tangential if in addition L(ρ) = 0.
For a class of convex polynomials b : R n → R satisfying a certain growth condition, we will define the Szegő projection Π : L 2 (∂Ω b ) → H 2 (Ω b ) to be the orthogonal projection from L 2 (∂Ω b ) to the closed subspace of functions f ∈ L 2 (∂Ω b ) that are annihilated in the sense of distributions by all tangential Cauchy-Riemann operators on ∂Ω b . For a thorough discussion on why such a map is well-defined, refer to Appendix B on [28] . It can be shown that the Szegő projection is given by integration against a kernel. That is,
Π[f ](z) =
∂Ω b
S(z, w)f (w)dσ(w),
where dσ is an appropriate measure on ∂Ω b (defined below, just before the statement of the Main Theorem). Here, S(z, w), is called the Szegő kernel and is the object we study.
The growth condition that we will impose on the polynomials b on this paper is the following. 6 2 is of combined degree (2, 3) . However, the polynomialp(x 1 , x 2 ) = x 2 1 + x 1 x 2 + x 2 1 x 3 2 + x 4 1 + x 6 2 is not a polynomial of combined degree.
Throughout the rest of this work we will assume that
where b : R n → R is a strictly convex polynomial of combined degree (m 1 , . . . , m n ). We will also identify ∂Ω b with R n × R n × R. That is, given (z, z n+1 ) ∈ C n+1 , we write z = x + iy, and denote a point on ∂Ω b by using the notation (x, y, t), where t = Re[z n+1 ]. As is [15] , and to avoid degeneracy issues due to the unboundedness of the domain, we take Lebesgue measure dσ = dxdydt as the measure on the boundary.
We obtain the following size estimate for the Szegő kernel on the boundary of Ω b :
Main Theorem. Let (x, y, t) and It was the goal of obtaining similar results to those of Nagel [25] , but for n > 1, that led me to work on the problem at hand. One of the main difficulties of the problem in several dimensions stems from the fact that the polynomial b we consider can exhibit different growth rates along different directions. This is where the John ellipsoids come into play, allowing one to introduce a rescaling that takes care of this issue.
In [30] , Raich and Tinker study a similar problem. They consider domains Ω = {(z, w) ∈ C × C n : Im[w] = P (Re[z])}, where P = (a 1 p, . . . , a n p) with p : R → R a convex polynomial, a n = 1, and a = (a 1 , . . . , a n ) ∈ R n . They obtain a bound for the Szegő kernel and its derivatives in terms of the volume of a ball defined by a certain pseudometric, as well as an explicit formula for the Szegő kernel when p(x) = x 2 .
1.2. Methods. Except for the setup of the problem, which is outlined in Section 2, all the methods we use are classical convex analysis techniques. In fact, an application of John ellipsoids is the key ingredient in the proof of the Main Theorem.
In Section 2 we derive an integral formula for the Szegő kernel. Our estimates all follow from a study of this integral expression, given by S((x, y, t); (x , y , t )) = 
In Sections 3 and 4 we build the tools that we use in the proof of the Main Theorem, which is presented in Section 5. We devote Section 3 to a study of the coefficients of convex polynomials in several variables. In the one-variable case it was shown in [5] that the absolute value of the coefficients of a convex polynomial with no constant or linear terms can be bounded, up to a constant that depends only on the degree of the polynomial, by the value of the polynomial at 1. It is not possible to obtain such a bound in more variables, since the polynomial might be growing in some directions but not along others. However, we show that the absolute value of the coefficients can be bounded by the average of the polynomial over a circle of arbitrary positive radius, up to a constant that only depends on the degree of the polynomial and the chosen radius. In Section 4 we use this result to prove a technical lemma that will be key in dealing with the denominator integral of equation (3) .
In Section 5 we present the proof of the Main Theorem. The proof is, at its core, an application of John ellipsoids. We introduce a change of variables in the integral expression for the Szegő kernel comprised of factors defined by the length of the axes of the unique maximal inscribed ellipsoid associated to a symmetrization of the convex body R = v : τb(v) ≤ 1 . The construction of these factors is presented in Section 5.1, and it is from the product of these factors (which appear in the denominator as the Jacobian of the change of variables), that the volume expression in the estimate given in equation (2) is obtained.
So as to make the computations simpler, we have split the proof of the Main Theorem into the proof of three separate bounds. The first bound, in terms of δ, is given in Section 5.2.1; the second bound, in terms of b(y − y ), is presented in Section 5.2.2; and the bound in terms of w is given in Section 5.2.3. These bounds are then combined to yield the estimate of the Main Theorem in Section 5.2.4.
Geometric tools, such as the ones we employ in this paper, have often been used in the study of the Szegő kernel. For example, similar geometric ideas are used by McNeal and Stein [24] to obtain a bound for the Szegő kernel S(z, w) for smoothly bounded convex domains Ω of finite type in C n in terms of the smallest tent in ∂Ω containing z and w (see also [23] ). That is, they show that for smoothly bounded convex domains of finite type in C n , there exists a constant C so that for all z, w ∈ Ω × Ω \ {diagonal in ∂Ω},
Here T (z, γ) = P γ (π(z))∩Ω; the projection π : U → ∂Ω is a smooth map such that if b ∈ ∂Ω, π(b) = b and π −1 (b) is a smooth curve, transversally intersecting ∂Ω at b; and γ = |r(z)| + |r(w)| + inf{ > 0 : w ∈ T (z, )}. The geometric constructions used in [23] and [24] are based on the length of the sides of a certain polydisc, as opposed to the lengths of the axes of an ellipsoid. The use of John ellipsoids, however, seems more natural for the domains we consider. In fact, one of the key components of our proof is the use of universal bounds for the coefficient of convex polynomials in terms of the average of the polynomials over circles of arbitrary positive radius (as described above, and in more detail in Section 3). Thus, it makes sense to consider ellipsoids (which can be rescaled into spheres), rather than polydiscs. The particular tools we employ (i.e, the approximation by John ellipsoids) have not been used before in this context and provide a new approach to the problem.
Preliminaries
In this section we derive an integral formula for the Szegő kernel for the domains under consideration. We follow the analogous derivation for the one-dimensional case found in [25] .
Proposition 2.1. The Szegő kernel on the boundary of domains of the type
where (x, y, t) and (x , y , t ) are any two points on ∂Ω b .
be a defining function for our domain. The Szegő projection is the orthogonal projection Π :
. It can be shown (see, e.g., [15] , [1] ), that H 2 (∂Ω b ) as defined in equation (1) is equivalent to the space
We begin by finding a base for the tangential Cauchy-Riemann operators. We can let
For these operators to be tangential they must satisfy Z j (ρ) = 0. Thus,
are a basis for the space of tangential Cauchy-Riemann operators for our domain in C n+1 . We can identify ∂Ω b with C n × R via the diffeomorphism
Our operators Z j are operators in C n+1 . The pushforward of these operators to C n × R is
Lemma 2.2. Given x ∈ R n , η ∈ R n , and τ ∈ R, let
and define the partial Fourier transform
is an isometry for f ∈ L 2 (R 2n+1 , dxdη dτ ), and
Proof. It is easy to check that M is an isometry in this weighted L 2 space. Also,
Since F and M are isometries, instead of projecting onto the null space of the tangential CauchyRiemann operators we can project onto the closed subspace of functions in L 2 (R 2n+1 , e 4π[η·x−b(x)τ ] dx dη dτ ) which are a.e. constant in x.
More precisely, as in [25] , let
Then, because of the growth hypothesis on b,
This follows from the fact that b is positive and grows at least quadratically in all directions.
We define the projection
onto the null space of the tangential Cauchy-Riemann operators. Thus, if f ∈ L 2 (R 2n+1 , dx dy dt ), the Szegő projection is given by
where the Szegő kernel is given by
This finishes the proof of Proposition 2.1.
Coefficients of convex polynomials of several variables
In this section we obtain bounds for the absolute value of the coefficients of convex polynomials of several variables with no constant or linear terms. Proof. Let a > 0 be a fixed positive constant and let |Γ(M )| denote the cardinality of the set of indices Γ(M ). We identify the space S(M ) with a cone in R |Γ(M )| via the identification
where c j corresponds to the coefficient c α for the j th element α in Γ(M ), under some fixed but arbitrary ordering of Γ(M ).
We claim that Σ M is a compact subset of the cone S(M ). In fact, let {c n } n∈N in R |Γ(M )| be a sequence of tuples associated to a sequence of polynomials {q n } n∈N in Σ M . Since {c n } n∈N is a sequence contained in the compact set
has a convergent subsequence {c n i } n i ∈N . Let c be the limit of this subsequence, and let q be the polynomial associated to this tuple. We claim that q is an element of Σ M . In fact, the identification preserves the degree of the polynomial and the fact that there are no constant or linear terms. Also, since c is an element of B M , it satisfies that 1≤j≤|Γ(M )| |c j | = 1. Thus, is suffices to show that q is convex. This follows easily, since given any polynomial q n i associated to an element of the convergent subsequence {c n i } n i ∈N , we have that
and for all points x, y in R n . Thus, and since
, the convexity of q follows immediately.
where ω n (a) is the surface area of the sphere of radius a in R n and
Notice that these functions are continuous on S(M ), and that Φ II (g) = 1 on Σ M .
We claim that Φ I (g) is strictly positive on Σ M . In fact, since g is convex, g(0) = 0 and ∇g(0) = 0 it follows that g is nonnegative. Moreover, on Σ M at least one of the coefficients of g must be different from zero, so g can not be the zero polynomial. Thus g must be positive almost everywhere. In particular, the average over the circle of radius a must be strictly positive.
Therefore, and since Φ I (g) is continuous as a function of g, it attains a minimum in Σ M , and this minimum is strictly positive. Thus, and since Φ II (g) = 1 on Σ M , there exists a constant C > 0 such that for any g ∈ Σ M ,
It follows from the previous case that
That is,
This gives the desired inequality. 
Then there exists a constant C that depends only on A and the degree of g such that
Moreover, for any point x = (x 1 , . . . , x n ) on the sphere of radius A, there exist constants C 1 > 0, C 2 > 0 that depend only on A, B and the degree of g such that
Remark 3.4. The bound given by equation (10) Proof. The first result follows immediately from the previous claim. In fact, we showed that
But by (9) we have that g(σ) ≤ 1 for all σ such that |σ| = A. The result follows.
Observe that the bound g(x) ≥ C 2 α |c α | will be an immediate consequence of the above bound on the coefficients once we show that g(x) ≥ C 1 .
The proof of equation (11) requires the use of Lemma 2.1 of [5] . The lemma states that given a convex polynomial of one variable of degree M of the form
In particular, this result implies that for any λ > 1 and t ≥ 0,
Given a point x on the sphere of radius A centered at the origin, we will let
Notice that this defines a convex polynomial of one variable for which the bounds in equation (12) apply. Taking t = 1 and λ = B A (where A and B are the radius of the inner and outer ball respectively) in equation (13), we have that
Since |x| = A, then 
for any point x such that |x| ≥ A.
Decay of θ(η)
In this section we study the decay of a function θ(η), which we will presently define. The decay properties obtained for θ(η), stated in Lemma 4.1, will be used in the next section to study the decay of the denominator integral in the integral formula for the Szegő kernel derived in Proposition 2.1. 
dv. We will show that I grows at an exponential rate. We can write
where
and v 0 is the point where h(v) attains its maximum (notice that η = ∇g(v 0 )). Notice that from the growth condition of g, and from the fact that g is positive, it follows that h is bounded above, and therefore attains a maximum. The convexity hypothesis further ensures that h is strictly concave, and therefore that the maximum, v 0 , is unique.
} is the Legendre Transform of g. We will show that the dominant term, e h(v 0 ) , grows at an exponential rate in η. This term will provide the desired decay for I −1 . We will then show that e h(v)−h(v 0 ) dv does not decrease too fast, that is, that it does not annul the growth of the dominant term.
4.1. The dominant term. We begin by studying the growth of the term e h(v 0 ) = e L(η) . We show that e L(η) grows exponentially as a function of η. Moreover, we claim that the growth is independent of the choice of g, but rather depends only on the constant A, on the combined degree of g and on the dimension of the space. More precisely, we show that there exist positive constants C, C which depend only on the combined degree of g, the dimension of the space and the constant A, such that
We begin by showing that the polynomial g is dominated, independently of its coefficients, by its pure terms of highest order.
Claim 4.3. If g(v) is as in the statement of Lemma 4.1, then there exists a constant C > 0 that depends only on the constant A, on the combined degree of the polynomial and on the dimension of the space such that
Also, since g ≥ 0,
Moreover, recall that since g is of combined degree (m 1 , . . . , m n ), any index α ∈ Γ satisfies that
Hence,
Thus, and since α∈Γ |c α | ≤ C, it follows from equations (19) and (20) that
This finishes the proof of Claim 4.3
Since this estimate does not depend on the coefficients of g, it is now easy to obtain a lower bound for h(v 0 ) in terms of η which does not depend on the choice of g.
Claim 4.4. The Legendre Transform of g(v)
where v ∈ R n is large for large values of |η|. More precisely,
where C and C are positive constants that depend only on the constant A, on the combined degree of g and on the dimension of the space.
Proof. It follows from the previous claim that
Thus,
, and B j = C2m j .
This finishes the proof that the dominant term, e L(η) , grows at an exponential rate in η, independently of the coefficients of g. More precisely, we have shown that
4.2. A polynomial bound for the remaining terms. It suffices now to show that
is not too small to obtain the desired decay for I −1 . Recall that
In order to estimate this integral, we will use the fact that if f : R n → R is a convex function such that f (0) = 0 and ∇f (0) = 0 then (see Appendix)
Since η = ∇g(v 0 ), and making the change of variables w = v − v 0 , we can write
Clearly f (0) = 0 and ∇f (0) = 0. Also, since g is convex, so is f. Thus,
Our goal is to show that as |η| grows, the volume given in equation (23) decreases slower than the rate of growth we obtained for e h(v 0 ) . We begin by obtaining an upper bound for f that is independent of the choice of g, but rather depends only on its combined degree, on the dimension of the space and on the constant A (where the constant A is from assumption (iii) of Lemma 4.1). To do so we will write f as an integral in terms of the quadratic form associated to the Hessian of g. In Claim 4.5 we obtain an upper bound for this quadratic form in terms of a polynomial that is independent of the coefficients of g. In Claim 4.6 we use this estimate to obtain the desired bound for f.
Claim 4.5. There is a constant C depending only on the combined degree of g so that
where r(v) = v
Proof. Let L be the Hessian matrix of g so that
Since L is symmetric, it has n linearly independent eigenvectors. Let u i , i = 1, . . . , n be the eigenvectors of L, and λ i , i = 1, . . . , n be the corresponding eigenvalues. Since g is convex, the matrix L is positive semi-definite, so its eigenvalues are non-negative.
is the trace of the matrix L and I is the identity matrix. Let Q = P −L. We claim that Q is positive semi-definite, and hence that L ≤ P as quadratic forms. In fact, notice that for i = 1, . . . , n
Thus, for i = 1, . . . , n, u i is an eigenvector of Q, with eigenvalue
Thus, since Q is a symmetric matrix whose eigenvalues are non-negative, Q is positive semi-definite. Hence, since w T L w ≤ w T P w, it follows that
Notice that each g jj (v) is a polynomial of the form β c β v β where the indexes β satisfy
In particular, this implies that
Moreover, since for any v ∈ R n we have that v
Since α∈Γ |c α | ≤ C, the sum β∈Γ c β is also bounded by a constant that does not depend on the choice of g, but rather on the combined degree of g. Then, and by the previous inequality, we have that
where C depends only on the combined degree of g. That is,
Using this result it is now possible to obtain an upper bound for f which is independent of the choice of g. We do so in the following claim.
where the constant depends only on the constant A, the combined degree of g and the dimension of the space.
Proof. We begin by rewriting f as an integral in terms of the quadratic form associated to the Hessian, so that we can apply our previous estimate. Integrating by parts, we can write
It follows that
In particular, by convexity of g we have that f ≥ 0.
We can now use the bound for the Hessian obtained in Claim 4.5. It follows that
Using convexity, it is easy to show that r(u
Applying this inequality to r(v 0 + tw), and since 0 ≤ t ≤ 1, we have that
Hence, it follows from equation (26) that
In the next three claims we show that there is a polynomial P and a constant C depending only on the degrees {m 1 , . . . , m n } so that
In Claim 4.7 we show that |{w : f (w) ≤ 1}| −1 is bounded by a polynomial in terms of r(v 0 ), and in Claim 4.8 we compare the sizes of |v 0 | and |η|. In Claim 4.9 we conclude that r(v 0 ) grows at most at a polynomial rate in |η|.
Proof. Let C be such that f (w) ≤ C|w| 2 (1 + r(v 0 ) + r(w)) and let
Then,
Let Σ = {u : T (u) = 1} and let m = min{ |u| : u ∈ Σ}. Choose w T such that T (w T ) = 1 and |w T | = m. Then the set |{w : T (w) ≤ 1}| is bounded from below by the volume of the ball of radius |w T |. That is,
.
Also, since a ≥ 1, we have that
Using this in equation (27) we have that
Thus, and since a ≥ 1, it follows that
is a strictly positive constant.
Therefore,
. This finishes the proof of Claim 4.7. 
The constants depend only on m 1 , . . . , m n and the dimension of the space.
In the proof of Claim 4.8, we use Lemma 2.2 of [5] . For the reader's convenience, we state the Lemma below.
Lemma 2.2 (Bruna -Nagel -Wainger). Let C(m, T ) denote the space of polynomials
(a) The degree of P is no bigger than m;
Then there is a constant
, and
Proof of Claim 4.8. The statement is trivial if |v 0 | ≤ 1, so we will assume that
Thus, since ∇g(0) = 0 by hypothesis, G (0) = ∇g(0) · v 0 |v 0 | = 0. Also, notice that since g is convex, so is G. Hence, and since G is a polynomial, G (t) > 0 if t > 0. By Cauchy-Schwarz,
It suffices now to obtain a polynomial lower bound for G (|v 0 |) in terms of |v 0 |. To do so, we use Lemma 2.2 of [5] .
Notice that G(t) is a convex polynomial of one variable such that G(0) = G (0) = 0, so we can use the aforementioned result. Write
Since we are considering |v 0 | > 1, it follows from equations (29) and (28) that
It suffices now to obtain a lower bound for m j=2 |a j |, which must be independent of the choice of g. To do so, we use assumption (iii) of Lemma 4.1, namely, the fact that
In particular, if |v| = 1, it must follow that g(v) ≥ 1. Thus, evaluating at t = 1, it follows that
Using this bound on equation (30) yields |v 0 | |η|. This finishes the proof of Claim 4.8.
is at most of polynomial growth in |η|.
Proof. The proof is trivial. In fact, since
It follows from these claims that there exists a polynomial P (|η|), which does not depend on the choice of g, such that
This finishes the proof that θ(η) decays at an exponential rate. Moreover, this decay is independent of the coefficients of the polynomial g that defines it. We must now show that the same is true of all the derivatives of θ(η).
Decay of the derivatives. The derivatives of θ(η) consist of sums of terms of the form
where = e −h(v 0 ) . This term will provide the desired decay.
In order to understand the decay of the derivatives of θ(η) we need to study integrals of the form
Claim 4.11.
Θ is a constant that depends only on the combined degree of g and the dimension of the space; s = s 1 + · · · + s n ; and B = 4 max{m 1 , . . . , m n }.
Proof. As before (equation (16)), we can write
and v 0 is the point where h(v) attains its maximum; and
where (22). Writing
it follows that
Then
Given v 0 , we can estimate the size of J s 2 by splitting the integral into the two following regions:
for some large constant λ yet to be determined and B = 4 max{m 1 , . . . , m n }. Then
In order to estimate
|w| s e −f (w) dw, we will find a lower bound in this region for f (w) in terms of |w| 2 and we will then bound the integral by a constant. Since f ≥ 0,
We will show that g(v 0 + w) is bounded from below by a constant multiple of |w| 2 . It will then suffice to show that the remaining terms in the above expression can be dominated by this bound.
Let
where t ∈ R. Then F (t) is a convex polynomial in one variable, such that F (0) = F (0) = 0. We will write
Notice that in the region we are considering, and since B > 1, we have that
In particular, if λ > 2 B , then |v 0 + w| > 1/2. But it follows from Lemma 2.1 of [5] (refer to equation (12) on page 10), that there exists a constant C M > 0 that depends only on the degree of F such that
Furthermore, we claim that
In fact, since by hypothesis {v : g(v) ≤ 1} ⊆ {v : |v| ≤ 1}, it follows that
We would now like to obtain an upper bound for |g(v 0 )|. Recall that by Claim 4.3, for any v ∈ R n we have that g(v) ≤ C(1 + r(v)). Thus, and since max{2m 1 , . . . , 2m n } = B/2 < B,
Thus, for λ >
, it follows that
It now suffices to obtain an upper bound for |∇g(v 0 ) · w|. Notice that for each 1 ≤ j ≤ n, the j th entry of ∇g is a polynomial whose exponents satisfy
. Thus, we can bound each entry of |∇g(v 0 )| by a constant multiple of 1 + |v 0 | B 2 . The coefficients of each of these entries are multiples of the coefficients of g, where the factors depend only on the degree of g. Thus, since α∈Γ |c α | ≤ C, there exists a constant C 1 that depends only on C and the degree of g such that
Hence, in the region under consideration we have
Since |w| ≤ 
Therefore, by equations (39), (40) and (41), and taking
where E is a constant that depends on the combined degree of g and the dimension of the space, but is otherwise independent.
Recall that our goal is to obtain an upper bound for
Using the lower bound for f (w) obtained in equation (42) we have that
dr.
Since C M is a strictly positive constant, the above integral converges. This finishes the proof of Claim 4.11.
It follows from equation (24) and Claim 4.11 that the derivatives of θ(η) are bounded from above by a sum of terms of the form
Moreover, by Claim 4.11 these terms can be bounded by terms of the form . By Claim 4.9 this latter bound is at most of polynomial growth in |η|. Thus, the derivatives of θ(η) are bounded by sums of terms of the form e −h(v 0 )q (|η|), whereq grows at a polynomial rate. Finally, by equation (21) e −h(v 0 ) decays at an exponential rate in |η|. This finishes the proof that the derivatives of θ(η) decay exponentially. Thus, θ is a Schwartz function. Moreover, it follows from the previous computations that its decay is independent of the coefficients of g.
Bounds for the Szegő kernel
In this section we present the proof of our main result. With Ω b defined as before, let (x, y, t) and (x , y , t ) be any two points in ∂Ω b . Definẽ
and
We obtain the following estimate for the Szegő kernel associated to the domain Ω b :
Here the constant C depends on the exponents {m 1 , . . . , m n } and the dimension of the space, but is independent of the two given points.
Remark 5.1. Here,b is a strictly convex polynomial of the same combined degree as b, but with b(0) = 0, and ∇b(0) = 0. Notice that we can writeb(v)
and L is the tangent hyperplane to f at v = 0.
Remark 5.2. Since b is strictly convex, δ(x, x ) > 0.
We obtain this bound by estimating the integral expression for the Szegő kernel obtained in Proposition 2.1. That is, we study S ((x, y, t); (x , y , t ) 
The proof is in essence an application of John ellipsoids. Recall that by John [17] , given a symmetric convex compact region, there exists a maximal inscribed ellipsoid E in that region (centered at the center of symmetry) such that √ n E contains the region, where n is the dimension of the space and √ nE is the dilation of E relative to its center of symmetry. The key step of our proof consists in introducing factors µ 1 (x, x , τ ), . . . , µ n (x, x , τ ) via a change of variable so that
These factors are chosen to be the length of the axes of the John ellipsoid associated to a symmetrization of the convex region v :b(v) ≤ 1 τ . We explain this construction in the following subsection.
Construction of the factors
Notice that since b is convex, so isb, and the region R is convex. In order to be able to use John's bounds, we need to show that the set R is also compact. We do so in the following claim.
Claim 5.3. For any
Proof. Notice that sinceb is convex,b(0) = 0, and ∇b(0) = 0, thenb ≥ 0 (andb is not the zero polynomial).
Suppose towards a contradiction that the set {v :b(v) ≤ M } is unbounded. Then, by compactness of the unit ball, there exists a x ∈ R n such that ∀c > 0,b(cx) ≤ M. In particular, sinceb(0) = 0 and b is convex, ∀c > 0,b(cx) ≡ 0. For x = (x 1 , . . . , x n ) as above, define w(t) = t · (x 1 , . . . , x n ). Then sinceb(cx) ≡ 0 for all c > 0, it follows thatb(w(t)) ≡ 0.
On the other hand, sinceb is of combined degree, its highest order terms corresponds to pure terms. Thus, the highest degree terms ofb(w(t)) are of the form c α (tx i ) 2m i , for some i's. In other words, the highest degree terms have coefficients of the form c α x Recall that by constructionb(0) = 0, so the region R contains the origin. We would now like to show that there exists an ellipsoid E centered at the origin such that E ⊆ R ⊆ CE, for some independent positive constant C. The existence of such an ellipsoid would follow immediately by John if the region were symmetric (with the origin as center of symmetry). However, we have made no symmetry assumptions on our domain. Nevertheless, we can show the following: 
Proof. Let h(v) = τb(v). Along the line L, the polynomial h(v) is a polynomial of one variable which we will call h L (t). This polynomial satisfies h
Then there exists some 2 ≤ k ≤ N, and |c k | = 0, such that
On the other hand, it follows from Lemma 2.1 on [5] that there exists a constant 0 < C N ≤ 1 such that
For k as above, it follows that 
On the other hand, since d 1 is the shortest distance along L from R to the origin and d 2 is the largest, it follows that
This finishes the proof of Claim 5.4.
We have shown that even though the region R is not symmetric, the ratio between rays passing through the origin is bounded by universal constants that only depend on the degree of b. In the following lemma we will show that this is enough to guarantee the existence of an ellipsoid centered at the origin contained in R and such that a dilation by a universal constant contains R. Proof. By definition, the set R ∩ R is symmetric about the origin. Moreover, since R and R are compact and convex, their intersection is also compact and convex. It follows from John that there exists an ellipsoid E centered at the origin such that
It is clear that E ⊆ R. We would like to show that there is a dilation of E which contains R. Let x be any point in R. Then, if −x ∈ R, it follows by definition that x ∈ √ nE. Now suppose that −x / ∈ R. Let L be the line that goes through the origin and x. Using the notation of the previous claim, we have that
But since d 1 is the minimum distance from the boundary of R to the origin along line L, it follows that −ρx ∈ R. Thus, given any point x ∈ R the point − 1 M x is also contained in R. It follows that
This finishes the proof of Lemma 5.5.
It follows from the previous lemma that
Let µ 1 , . . . , µ n be the lengths of the semi-axes of
In equations (46) and (47), the constant depends only on the combined degree of b and the dimension of the space.
Proof of the Main Theorem.
We are now ready to present the proof of the Main Theorem. For the reader's convenience, we have divided the proof into three subsections, corresponding to a bound in terms of δ, a bound in terms of b(y −y ) and a bound in terms of w. We finish by combining all three bounds to obtain the estimate stated in the Main Theorem. It will be convenient in the course of the proof of all three bounds to rearrange the terms of the integral expression for the Szegő kernel obtained in Theorem 2.1 as follows:
Making the change of variables v → v + 
R n e 2πiη·(y−y )
We will modify the denominator integral so as to change it into an integral of the form [θ(η)] −1 , where θ is the function studied in Lemma 4.1. In particular, the exponent of the denominator integral must be of the form η · v − g (v) , where g(0) = 0 and ∇g(0) = 0. We make the change of variables η → η + ∇b has been added so thatb(0) = 0. With δ(x, x ) and w be as in equations (44) and (45), it follows that
Notice that since b is strictly convex, τb is also strictly convex. Moreover, if b is of combined degree (m 1 , . . . , m n ), so is τb. Thus, τb is a strictly convex polynomial satisfying conditions (i), (ii) and (iv) of Lemma 4.1. It remains to renormalize τb so that it also satisfies condition (iii).
With µ 1 , . . . , µ n chosen as in equation (47), let
Here,
By making the change of variables v → µv so as to introduce the factors µ 1 , . . . , µ n in the denominator integral of equation (48) 
Proof. It follows from equation (50) that
By Lemma 4.1 the reciprocal of the denominator integral is Schwartz, and the decay is independent of the coefficients of g. In particular, the decay does not depend on τ, and R n θ(η) dη converges. Hence,
We can write
In order to get rid of the dependence on j of v :
we can write
But for j ≥ 0 we have that (see Claim 6.1 in the Appendix)
Since both sums converge, we obtain the desired estimate.
The bound in terms of b(y − y ).
Proposition 5.7. Let (x, y, t) and (x , y , t ) be any two points in ∂Ω b . Then
where the constant may depend on the combined degree of b and the dimension of the space, but is independent of the two given points.
Proof. We had shown in equation (50) on page 28 that
Thus, and since δ > 0,
But by Lemma 4.1, the reciprocal of the denominator integral is Schwartz. Moreover, its decay is independent of τ and the coefficients of b. The same is true of its Fourier transform,θ. We can write
And as in the previous bound, we can write
Let γ = y − y . We can split the interval of integration into dyadic intervals in the following way:
As in the previous bound, for j < 0 we have that v :
, and for j ≥ 0,
For the first sum it suffices to bound |θ| by a universal constant. It follows that
We would like to obtain a similar bound for the second sum, with j ≥ 0. The main obstacle is obtaining decay in j to counteract the growth of the term 2 2n(j+1) , thus ensuring the convergence of the series. We will show that
for any positive constant K, and a positive constant C k which depends only on K, on the combined degree of b, and on the dimension of the space. . In fact, it would follow that for any N > 0,
Sinceθ is
For sufficiently large N, the series converges, and we would obtain the desired estimate.
In order to find a polynomial p and positive constant C such that τ b(γ) ≤ C + p 
This finishes the proof of Proposition 5.7.
The bound in terms of w.
Proposition 5.8. Let (x, y, t) and (x , y , t ) be any two points in ∂Ω b . Then,
The derivation of this last bound is rather long and technical. Before giving all the technical details, however, we shall begin by briefly outlining the main ideas behind the proof. It follows from equation (48) on page 27 that
where for convenience we have set u = 2πw, and
The integral for 0 ≤ τ ≤ π |u| in equation (53) yields the desired estimate by using similar techniques as those detailed in the proof of the previous two bounds. Thus, the main difficulty lies in estimating the integral for π |u| ≤ τ < ∞. In particular, we must show that the integral converges. To do so, we will take advantage of the oscillation of the term e −iuτ . Integrating the latter by parts N times, for an arbitrary positive integer N, we obtain formally an equation of the form
We then show that after introducing the factors µ as in the two previous bounds, every derivative of F (τ ) yields a factor of 1 τ times a bounded function, so that
Finally, using Claim 6.1 (see Appendix), we show that this last integral is bounded by an expression of the form
yielding the desired estimate for large enough values of N.
Before presenting a rigorous proof of Proposition 5.8, we discuss three technical results that will be used in the course of the proof. In Claim 5.9 we obtain an upper bound for ∞ 0 e −iuτ F (τ ) dτ in terms of the (N + 1) st derivative of F. The method we use is analogous to integration by parts, but does not yield boundary terms, making the computation slightly simpler (see, e.g., Proposition X 19 on p. 14 [31] ). In Claim 5.10 we compute the N th derivative of F. In Claim 5.11 we show that, after introducing the factors µ, the N th derivative of F is dominated by 
Proof. We can write
Introducing a factor of e i sgn(t)π , we can split L as follows:
Using this last expression in equation (56), it follows that
Then, by the same argument, it follows that
After N times of repeating this process, we have that
Notice that after expanding and rearranging terms, we can write for 1
Changing the order of summation, we get
Letting
It is worth noting that the exact form of the coefficients c k for 1 ≤ k ≤ N is irrelevant. The only fact that will be needed is that they exist and are positive.
It suffices now to show that
Using the identity
it follows that for any integer M > 0 and for any function h,
Let h(j) = π |t| 0 F τ + s + jπ |t| ds and M = N. Notice that we can write
It follows from equations (58), (59) and (60) that
Repeating this process N − 1 times, where the i th time we choose
and M = N − i, we obtain
This finishes the proof of Claim 5.9.
Claim 5.10. The N th derivative of
consists of sums of terms of the form
Proof. We will begin by showing by induction that the k th derivative of
Notice that J (τ ) is of this form, with a 1 = 1, and d = 2. Suppose J (k) (τ ) is of this form. We will show that J (k+1) (τ ) is of this form. Let
with γ as in equation (62). But
Thus, a generic term of the form given in equation (63) is given by
, where a s+1 = a s+1 + 1. Then equation (65) can be written as
For this term to have the desired form, the exponents must satisfy a 1 + . . . 
In the same way, a generic term of the form given in equation (64) is given by
Let h j = g j for j = 1, and
, where a 1 = a 1 + 1 so that equation (66) can be written as
For this term to have the desired form, the exponents must satisfy a 1 + a 2 + . . . + a k = d, and
The former holds, since by inductive hypothesis,
The latter also holds, since by inductive hypothesis
It follows that for any k ∈ N, the k th derivative of J(τ ) consists of sums of terms of the form
Finally, since F (τ ) = e −2πτ δ J(τ ), the N th derivative of F is given by
δ . Thus, the N th derivative of F consists of sums of multiples of terms of the form
yields the desired expression. This finishes the proof of Claim 5.10.
where 
Remark 5.12. Notice that µ is a function of τ.
Proof. It is easy to check that (τ δ) N −k e −2πτ δ is bounded. Thus, it suffices to show that
dη is bounded. We will begin by studying the properties of the f µ s (τ, η) defined above. By Claim 4.3 on page 12 there exists a universal constant such that
Thus, we must study the behavior of integrals of the form
for polynomials p s : R n → R + with non-negative coefficients and g(v) = τb(µv). As usual (see, e.g., equation (16) on page 11), we can write
and v 0 is the point where h(v) attains its maximum. Making the change of variables v = w + v 0 , it follows that 
for some polynomials φ s :
On the other hand, by equation (24) R n
Therefore, there exist some polynomials q j : R → R + such that
Moreover, by Claim 4.7,
n . Thus, and since j − d < 0,
By Claims 4.9 and 4.8,
q j (|v 0 |) is at most of polynomial growth in |η|. On the other hand, by equation (21) , e −h(v 0 ) decays exponentially in |η|. Hence,
dη is bounded. This finishes the proof of Claim 5.11.
Corollary 5.13. Let
Proof. Making the change of variables η → η µ and v → µv, we have that
Taking k = N = 0, and d = 1, it follows from the proof of Claim 5.11 that
is bounded. Thus, and by equation (47), it follows that
it follows from Claim 6.1 (see Appendix) that
which decays exponentially as τ → ∞.
We are now ready to present the proof of Proposition 5.8.
Proof. We had shown in equation (48) on page 27 that
where u = 2πw, and
Then by Corollary 5.13 and Claim 5.9 it follows that
We will begin by obtaining the desired bound for the terms of the form
We can write 
We must now bound the term Since u = 2πw, and by choice of µ, it follows that
Notice that on the interval under consideration, (2|w|τ ) −1 ≤ 1. Using Claim 6.1, it follows that This finishes the proof of our third and last bound. But by Claim 6.1, 
This finishes the proof of the Main Theorem.
Appendix
We have included in this appendix two technical claims for convex functions that are used repeatedly throughout the paper. Proof. Without loss of generality we can assume f ≡ 0. Notice that under these hypothesis f (v) ≥ 0 ∀v ∈ R n . A lower bound for I can be easily obtained, since
e −f (w) dw ≥ 1 e |{w : f (w) ≤ 1}|.
To obtain an upper bound we can write Since the sum converges we get the desired upper bound.
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