Some techniques for carrying out certain arithmetic and other functional operations with numbers of any specified precision are described.
Definition
A multiple precision (MP) number P is defined to consist of a sign, an exponent p which is a signed integer and a normalized fraction consisting of n consecutive positive words of storage. Normalization implies that the exponent is as small as possible and hence that the first digit of the first fraction word is non-zero provided P is non-zero. If the radix of the number system used is m and each word of the computer contains w digits, the capacity C of each word is m The algorithm described is basically that of Pope and Stein (1960) , and is included here because the square root algorithm is closely related to it.
If Q and R are defined in a similar way to P, we wish to find the quotient R of two given MP numbers P and Q. It is assumed that the operation of dividing a doublelength integer by a single-length integer to produce single-length quotient and remainder is available in the instruction code of the computer.
(1) If P is zero, R is made zero; if Q is zero, the error exit is taken.
(2) The whole fraction part of P is transferred to R.
(Note 1.) (3) The sign of R is made positive if those of P and Q are the same; otherwise it is made negative. (4) The index i is initialized to 1; a working store A is initialized to zero. 
Notes
(1) The locations R y to R n are used to contain the partial remainder at each stage, which is progressively replaced by the words of the quotient as they are formed. (2) Where Q is referred to here, the fraction part Q x to Q n only is to be understood. (3) On the first cycle of the loop, R o will be used. It must therefore be available to the program, and we have found it convenient to use it for the exponent r. (4) The double-precision number (/?,-, R i+ 0 should not be destroyed by this operation. If necessary, it can be transferred to auxiliary storage for preservation. On the last cycle of the loop, there will be no second word, and zero (or any arbitrary value) is probably sufficient. The case when Q, = (C -1) has to be treated in a special way since (g, + 1) is greater than the storage capacity of a word. The division can be omitted entirely since the quotient is simply R h (5) The only occasion when this will happen is if i?,_, had been non-zero and 7?, less than Q t before the subtraction in step (12). Then we wish to effect the carry from one word to the other as described.
Average and maximum corrections
Let the partial remainder at any stage be
where e p , e q and e r are fractions between 0 and 1, P u P 2 , Qi and R x are positive integers less than C, and
This represents the situation at step (8) of the MP division algorithm; we have arbitrarily renamed R ( and R i+ 1, P, and P 2 and ignored the exponents and signs. These satisfy the relation P = QR or
Step (8) of the algorithm makes an estimate of R x : Subtracting (2) 
The maximum value is obtained by putting e r and e q equal to zero, <2, and A/ 3 equal to C/m and R { equal to (C-1), giving
Therefore &R < m since it must be an integer. The average value of AR is found by summing (3) over all the independent variables e p , e q , e r and R u Q x and A/>. The first three can be regarded as continuous variables with a range 0 to 1 and therefore an average of i ; the average value of /?, is i(C -1) and of AP is giving The final summation over Q x cannot be performed exactly but may be replaced approximately by an integration from C/m to (C -1) giving
where
The average number of correction cycles for different radix computers is therefore as follows. 
MP square root
The technique used for division of MP numbers can be adapted without difficulty to extracting square roots. The identity
is used, and can be written in a more familiar form:
The terms on the right (after the first) are all of the general form Rid l (R } + e^d where e ( -is between zero and unity. Therefore each R, in turn can be estimated by dividing the partial remainder by {R x + \)d and the new term formed by multiplying this estimate by the existing partial result can be subtracted from the existing remainder to give a new partial remainder. If this is still greater than the partial result already found, a correction of one to the last digit of the estimate is made and the remainder appropriately reduced. The amount to be subtracted in this event is
This procedure depends on the availability of the single-precision square root R { which can be obtained by a Newton-Raphson iteration from the first two words of the argument (/>,, P 2 ).
= Limit x ; where x, + 1 = -\ Using x 0 = (C -1) as a starting point, the number of iterations needed to calculate R { is approximately log 2 (log 2 C), which is about five or six for most computers.
(1) If P is zero, R is made zero; if P is negative, the error exit is taken. (2) The whole fraction part of P is transferred to R. (3) The exponent p is tested; if it is odd, it is increased by 1 and the fraction part shifted right one place (divided by m). (4) The single-precision square root /?, of the first two words of the fraction is found using the NewtonRaphson scheme. (5) 
Notes
(1) The switch S is changed whenever a half-unit is generated by step (7) or (12), i.e. in forming \A 2 for an odd value of A or in the correction which always includes a half-unit.
(2) Since the correction is in the word R lh steps (7), (8) and (12) can be omitted when 2/ > (« + 1).
Correction cycles
Since the limits on all the variables are the same as those in the division algorithm, the average and maximum numbers of correction cycles will be the same.
MP exponentiation
The raising of a MP number to an integral power can be done most conveniently by the "binary method" mentioned by Knuth (1962) . In this method, the exponent is expressed as a binary integer (in a binary computer no conversion is needed). Then a power of the MP number corresponding to any bit in the exponent is obtained by squaring the appropriate number of times.
Thus This algorithm would require / multiplications to form the A t up to Aj and, in addition, 2 e,-multi-/=o plications to form the appropriate product.
One can see that this could be inefficient in some circumstances, for instance with exponents of the form (2" -1). It is unlikely that MP division will be as fast as MP multiplication but it will almost certainly be better than half as fast so that if we can replace 2 MP multiplications by 1 MP division, we shall be able to economize in computing time. (This possibility was suggested by the editor of Comm. A.CM. in a note following the paper of Knuth.)
The exponent e can be split into two parts, one positive and the other negative, using the rule that, if three or more consecutive digits 1 occur in the binary representation, they are replaced by two bits, one in each partial exponent. Negative values of e can be treated in an identical fashion provided they are in the 2's complement form, e.g. -1 1 0 1 becomes . . . 1 1 1 1 1 0 0 1 1.
The separation of the exponent can be performed by the following sequence of logical operations. How difficult they will be to program depends on the flexibility of the order code. This process is repeated with/in place of e until no further group of three ones remains. The negative exponents g are accumulated.
There is one possible case where this procedure is not advantageous; when there are exactly three left-hand ones (e.g. Ill = 1000 -1). This will cause an extra squaring to be done and result in one extra MP division with no saving to compensate. It may be considered worth while testing for this case and excluding it.
The process of exponentiation thus consists of a simultaneous scan from right to left of the bits i n / a n d g with squaring of the MP argument. The result (say, R) is initially set to unity. When a digit one is encountered i n / o r g, R is multiplied or divided by the current value of the square. The process terminates when all non-zero bits i n / a n d g have been used.
MP input and output
In a decimal computer there are no problems with MP I/O. For any other radix machine the exponent of a number in MP form has to be converted before it can be read or printed in easily comprehensible form. It is assumed that input of a decimal number of any length can be effected by standard methods (such as repeated division by 10). Conversion of the decimal exponent to another radix can be performed by raising the number 10 (expressed in MP form) to the power of the exponent and then multiplying the result by the MP fraction.
Output is only slightly more complicated because the decimal exponent has initially to be estimated.
Let
P m mP = PdW * This operation places a zero wherever h has a one and otherwise copies d.
where The value of log 10 m appropriate to the computer will be known. It is multiplied by (p -1) and rounded up to the next larger integer to give a lower estimate of d. 10"'' is calculated as a MP number and the result multiplied by the MP argument. This gives a MP number which could still be greater than unity. If the exponent of the result is greater than zero, the estimate of d is increased by 1 and the MP number divided by 10. In one or two correction cycles the true value of d can thus be found. The conversion of the fraction to decimal form for output remains, but this is again a standard technique.
MP exponential
It is well known that the series for e p converges for all values of P. The rate of convergence, however, increases as P becomes smaller.
If we write
then it can be seen that e p can be obtained by squaring exp (Pf) p times or, more generally, by squaring exp (F f . 2-i) (p + q) times.
As q is increased, the number of terms needed for convergence decreases while the number of squaring operations increases. We can hope, therefore, to find a value of q which minimizes the computing time for e p . There is, however, another consideration, namely the loss in accuracy of the result. In general, one bit is lost for each squaring, and therefore if q is taken to be greater than about 3-4, one or more significant decimal figures will be lost from the result. This can be overcome by carrying out all intermediate calculations to a higher precision (probably w + 1 for a ^-precision result).
Again, a decimal computer suffers in comparison with a binary from the form of the exponent.
Newton-Raphson iterations
It is likely that many functions of interest in highprecision calculations will be generated by the NewtonRaphson technique. There is one trick which is worth remembering for minimizing computing time. The Newton-Raphson scheme is quadratically convergent, i.e. each iteration doubles the number of correct digits. If a precision 20 result is required, however, it is economical to keep the precision of intermediate results as low as possible, i.e. 2, 3, 5, 10, 20 rather than 2, 4, 8, 16, 20 All the arithmetic facilities described have been coded for the IBM 7090/94 and form a MP arithmetic package which has been tested and used during the last three years. The package is available from the Quantum Chemistry Program Exchange, Indiana University (1964) . of dynamic programming with great ingenuity and industry during the past decade or so. From time to time they have reported progress in books in which are summarized the work of scores of papers. The first book Dynamic programming appeared in 1957, and was followed by Adaptive control processes: a guided tour in 1961, by Applied dynamic programming in 1962, and in 1966 by the book now under review. There has necessarily been a good deal of repetition and overlap in these books, but there has also been a most welcome increase in clarity of presentation as the series progressed. The present book gives a compact description of dynamic programming as applied to control theory, and its main novelty lies in its exceptional lucidity. Of course Bellman's style has always been felicitous in many ways-•witty, free from jargon, erudite without pompousness. The -apparent simplicity of dynamic programming is deceptive, however, and it offers considerable difficulties of exposition. Also, in the earlier books there was a tendency to abstractness, and to deal with examples taken from business and gambling problems which made little appeal to control engineers.
As the theory of dynamic programming has progressed, its significance has gradually changed. Originally it was thought to provide a general computational algorithm for the solution of dynamic optimization problems (in particular problems of non-linear control). This indeed was the reason for its name. Now, however, it is becoming realized that ordinary dynamic programming cannot cope with non-linear control problems involving more than, say, two-state variables, due to storage limitations in present-day computers. Bellman and Kalaba admit (page 61) that a system with, say, four-state variables will require the application of more adroit techniques than we possess at present.
Perhaps the main significance of dynamic programming is as a basic unifying concept underlying and illuminating many other theories, such as the calculus of variations, Pontryagin's maximum principle, and Huygen's principle. Bellman's brilliant achievement here has been to recognize that difficulties of rigour, involving questions of continuity and limits, are often immaterial, and can frequently be postponed simply by postulating a discrete system instead of a continuous one, and by systematic use of his principle of optimality.
The book emphasizes that dynamic programming gives a means of formulating nonlinear stochastic control problems, and even adaptive control problems; formulating, but not solving. In fact according to the undaunted final sentence in the book "it is clear . . . that there is unbounded range for imagination and talent in these areas, and that practically everything remains to be done".
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