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Mediterranean SeaThis study proposes a computationally inexpensive statistical method for modeling ocean wave heights,
focusing particularly on modeling wave heights in near-shore areas. A multiple linear regression is used
to predict signiﬁcant wave heights (Hs) using predictors derived from the sea level pressure (SLP) ﬁeld,
including the use of squared SLP gradients to represent geostrophic winds. One time step lagged Hs is also
included as a predictor, which could be interpreted as the ﬁrst order derivative in the spectral energy bal-
ance governing equation. Further, based on the frequency/directional dispersion theory of waves, the
swell component is accounted for by using a set of selected principal components derived from the
squared SLP gradient vectors (including magnitudes and directions). The effect of non-Gaussian (non-
negative) variables is also assessed by applying two types of transformation to the data.
The proposed method is evaluated and shown to have good skills for the study area (Catalan coast).
This method can be used to project possible future wave climate change for use in coastal impact assess-
ment studies. It is used in this study to project the wave climate for the study area that corresponds to 5
sets of regional climate model (RCM) atmospheric projections, which were made by different RCMs
forced by the same global circulation model (GCM), or by the same RCM forced by two GCMs. For the sea-
son analyzed (winter), the results show that the uncertainty due to using different GCMs to drive the
same RCM is greater than that due to using different RCMs driven by the same GCM.
 2013 The Authors. Published by Elsevier Ltd. Open access under CC BY-NC-SA license.1. Introduction
Nowadays, climate change is a hot research topic because of its
possible impacts on our society and on the environment in the near
future. The greenhouse effect might contribute not only to an in-
crease of the global temperature, but also to changes in the atmo-
spheric pressure and wind patterns at both global and regional
scales, affecting the frequency and intensity of storms at a given
location (e.g. Bengtsson et al., 2006, 2007, 2009; Weisse and von
Storch, 2010). Changes in any characteristics of storms will affect
ocean wave climate both locally (wind-sea) and remotely (swell
waves). This might produce several coastal impacts such as a pos-
sible increase of coastal erosion, inundation, structure failure, de-
crease of harbour operability, etc. (e.g. Casas-Prat and Sierra,
2012; Hemer, 2009; Slott et al., 2006; Zacharioudaki and Reeve,2011). In this context, the IPCC (2000) established different green-
house gas emission scenarios. Several regional and global circula-
tion models (RCMs and GCMs) have been developed and used to
project changes in the atmosphere patterns (temperature, pres-
sure, wind, precipitation, etc.) and to estimate the sea level rise
corresponding to these scenarios. However, even in the IPCC fourth
assessment report (IPCC, 2007) limited attention has been paid to
wave climate projections, especially on regional scales that are
essential to perform coastal impact assessment.
Average population densities are signiﬁcantly higher in the
near-coastal zone than inland areas (Small and Nicholls, 2003).
Thus, evaluating the impact of climate change on coastal areas
where wave climate plays an important role, is of great impor-
tance. To inﬁll this gap, in the recent years some studies have been
carried out to project future wave climate conditions using numer-
ical wave models forced by surface winds as simulated in RCMs
and GCMs. Some examples are: Mori et al. (2010), Hemer et al.
(2013a,b) and Semedo et al. (2011, 2013) at the global scale and
Lionello et al. (2008), Grabemann and Weisse (2008), Charles
et al. (2012), Hemer et al. (2012) and Casas-Prat and Sierra
(2013) at a regional scale. This approach, named ‘‘dynamical down-
scaling’’ is very time-consuming; and many combinations have to
be taken into account in order to consider all the sources of uncer-
tainty (greenhouse scenario, inter-model variability. . . see Déqué
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proaches have been developed as an alternative for making projec-
tions of wave climate (e.g. Callaghan et al., 2008; Camus et al.,
2011; Gunaydin, 2008; Mori et al., 2013; Wang and Swail, 2006;
Wang et al., 2010). This method is based on building an empirical
relationship between atmospheric variables and wave climate
parameters using observations or reanalysis data, and assumes
that this relationship will hold under the projected future climate
conditions. Although the physical processes are notably simpliﬁed
with a more or less simple relationship, if the main wave features
are properly captured, comparable (or even better) results can be
obtained when compared to dynamical downscaling (Wang et al.,
2010). Apart from the signiﬁcant reduction of required computa-
tional time and memory, the statistical approach has the advantage
of being ﬂexible regarding the selection of the forcing variable(s).
For example, one can use atmospheric variables that are well sim-
ulated by climate models, such as sea level pressure, as predictors
to project ocean waves (Wang et al., 2010); whereas for a numer-
ical wave modeling one has to use the 10-m wind data, although
they are usually not as well simulated by climate models (e.g.
McInnes et al., 2011).
Wang and Swail (2006) and Wang et al. (2010) used a multiple
linear regression to represent the relationship between the pre-
dictand, signiﬁcant wave height (Hs), and two SLP-based predictors
that mainly represent local wave generation. They obtained rea-
sonably good results at the global and the North Atlantic scales
but the swell component of waves is insufﬁciently represented in
their model. Wang et al. (2012) recently developed a more skillful
model which accounts for the swell component by using the prin-
cipal components (PCs) of the aforementioned SLP-based predic-
tors and lagged values of the predictand. In this study, we aim to
improve the representation of swell in the model, focusing on
modeling (deep water) near-shore regional waves with ﬁner spa-
tial (0.125) and temporal (3 h) resolutions that are suitable for
studying regional coastal impacts of climate change and adapta-
tion. Based on the work of Wang and Swail (2006) and Wang
et al. (2010, 2012), we develop a new approach taking into account
the physical theory of directional and frequency decomposition of
swell waves (e.g. Holthuijsen, 2007). The new model is then ap-
plied to 5 sets of projections of the atmosphere by four different
RCMs (forced by one or two GCMs; see Table 1), to explore the in-
ter-model variability and to project future changes in wave cli-
mate, as done by Casas-Prat and Sierra (2013) with dynamical
downscaling.
The study area is situated in the NW Mediterranean Sea, focus-
ing on the Catalan coast (highlighted in red in Figs. 1 and 2). The
new method is therefore adapted to the features of this zone, pro-
viding the area with a range of wave projections that are of sufﬁ-
ciently high spatial and temporal resolutions for coastal impact
assessments in the context of climate change. In general, we aim
to develop a computationally inexpensive method of general appli-
cability. Thus, our method can easily be adapted for use in other
regions.
The remainder of this paper is structured as follows. Section 2
describes the main features of the atmospheric and wave climate
of the study area, and Section 3, the datasets used to calibrateTable 1
Subsets of SLP data used to project Hs .
Acronym RCM GCM DtðhÞ
HIR_E HIRHAM5 ECHAM5 1
RAC_E RACMO2 ECHAM5 3
REM_E REMO ECHAM5 1
RCA_E RCA3 ECHAM5 3
RCA_H RCA3 HadCM3Q3 3and validate the statistical model and to project the future wave
climate conditions in this area. Section 4 describes how the statis-
tical method is developed and applied to the study area. Along with
some discussion, Section 5 presents the results of model evalua-
tion, and future wave projections are discussed in Section 6. Final-
ly, Section 7 summarizes the main conclusions of this study, along
with some discussion.2. Study area
Although we focus on the wave climate along the Catalan coast,
in order to account for swell waves (see Section 2.2), a larger do-
main (than merely the Catalan sea area) is considered as the ‘‘study
area’’, which is illustrated with a black square in Fig. 1 and shown
enlarged in Fig. 2. In determining the boundaries of this study area,
we consider: (1) the maximum fetch affecting the Catalan coast
and (2) the shadow effects produced by the Balearic islands (more
details in Section 2.2). We will produce therefore wave climate
projections for the whole study area (not only for the Catalan
coast). However, the results are less reliable/accurate for grid
points near the domain boundaries, especially those that are close
to the Gibraltar strait, since no exchange with the Atlantic Ocean is
considered in the datasets used.
Having a better knowledge of the main aspects of atmospheric
and (corresponding) wave climate is important to better design the
statistical model, and to properly interpret the modeling results.
Therefore, a review of those aspects has been undertaken and is
presented in the subsections below.2.1. Atmospheric climate
Several reviews and studies have been carried out in the recent
years in order to better describe the characteristics of the complex
Mediterranean climate (e.g. Bolle, 2003; Campins et al., 2011; Lio-
nello et al., 2006; Nissen et al., 2010). Like other areas in a similar
latitude, the Mediterranean region is a transitional zone with a
large environmental meridional gradient between humid moun-
tains in the North and hot and arid regions in the South and is af-
fected by both tropical and mid-latitude systems (Campins et al.,
2011; Lionello et al., 2006). However, the presence of a relatively
large and deep mass of water makes the Mediterranean quite un-
ique (Bolle, 2003), ranging its orography from depths to altitudes
of the order of 5000 m and being communicated to the Atlantic
through the Gibraltar strait. This water mass not only represents
a heat reservoir and source of moisture for land areas but is also
a source of energy that can be transformed into cyclone activity
(Lionello et al., 2006). According to Nissen et al. (2010), 69% of
the wind storms are caused by cyclones (low pressure systems) lo-
cated in the Mediterranean region while the remaining 31% have
their origin in the North Atlantic or Northern Europe.
Although forced by planetary scale patterns, the complexity of
the basin (e.g. sharp orography) produces many subregional and
mesoscale features with a large spatial and seasonal variability
(Campins et al., 2011). Winter and summer have contrasting pat-
terns because of the different cyclogenetic mechanisms taking
place (Campins et al., 2011). Therefore, statistical analysis of cli-
mate data should be preferably performed for each season sepa-
rately. During summer, cyclones/heat-lows are short-lived, weak
and shallow, mainly caused by thermal contrasts and orographic
effects (Campins et al., 2011). On the contrary, during winter, cy-
clones are well-developed depressions and tend to be deeper, long-
er-lived, more mobile and intense. Spring and autumn can be
considered as transitional seasons between both extremes (Cam-
pins et al., 2011). Their different physical origins turn into different
spatial distributions of low pressure system centres as well.
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Fig. 1. Situation of the Catalan coast (red) within the study area (black square) and the Mediterranean Sea. (For interpretation of the references to color in this ﬁgure legend,
the reader is referred to the web version of this article.)
Longitude (degrees)
La
tit
ud
e 
(de
gre
es
)
 
 
−1 0 1 2 3 4 5 6 7 8 9
36
37
38
39
40
41
42
43
44
−2500
−2000
−1500
−1000
−500
0
500
1000
1500
2000
2500
3000
Elevation (m)
1
2
4
3
6
5
Fig. 2. Study area (in red contour line the Catalan coast) and datasets (dots: Hs grid,
circles: SLP grid). Red numbers are used to indicate geographical units for spatial
reference: Gulf of Genoa (1), Gulf of Lion (2), Balearic Islands (3), Iberian Peninsula
(4), Corsica (5), Sardinia (6). (For interpretation of the references to color in this
ﬁgure legend, the reader is referred to the web version of this article.)
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our study area, see Fig. 2) exhibits a preferred area for cyclogenesis
during the whole year, many summer low pressure systems devel-
op over land (e.g. Sahara and Iberian Peninsula) indicating that
thermal heating over land plays an important role in the genesis
and maintenance of such depressions. During winter, cyclones
are located mainly over the sea with a clear maximum in the Genoa
area (one of the areas with highest wind activity) and the Cyprus
area (Eastern Mediterranean), the two locations of the maximum
number of cyclone centres (Campins et al., 2011; Nissen et al.,
2010). These lower pressure areas located in the Gulf of Genoa pro-
duce a dominant NW wind ﬁeld over the study area, causing the
well-known regional Mistral (NW) wind, which is strengthened
by the channelling effect of, for example, the Ebre valley (south
of Catalan coast) and Rhone valley (in the Gulf of Lion).
Owing to such smaller scale processes, Mediterranean cyclones/
heat-lows have signiﬁcantly shorter lifespans and smaller spatial
scales than the extra-tropical Atlantic ones, with 65% of them being
at a subsynoptic scale. Their typical radius and average lifespan is
about 500 km and 28 h, respectively (excluding the shortest ones),
whereas cyclones in the Atlantic have radius of the order of 1000–
2000 km and normally last 3–3.5 days (Lionello et al., 2006). This
change of scale makes evident that when working in an area like
the Mediterranean we have to work with a smaller spatial scale
than compared to the open ocean. According to Lionello et al.(2006), for studying the Mediterranean basin, the grid cell size
should be at most 50 km. They also pointed out that the spatial res-
olutions used for most of the existing global climate simulations
cannot resolve adequately the Mediterranean basin.
2.2. Wave climate
All the aforementioned characteristics of the atmospheric pres-
sure andwind variations have a clear inﬂuence on thewave climate.
Ocean waves are generated by the combined effect of atmospheric
storminess condition and fetch. Fetch modulates the effectiveness
of storms in generating waves, making some storms more effective
in producing waves (Lionello and Sanna, 2005). For instance,
although the Mistral wind is very important in Catalonia, it does
not signiﬁcantly contribute to the Catalan extremewave climate be-
cause of the shoreline orientation. Instead, Catalan coastal events
are dominated by storm events coming from NE-E (Casas-Prat and
Sierra, 2010), in which larger fetches coincide with stronger winds
(Sánchez-Arcilla et al., 2008). Therefore, apart from the complex
spatial and time variability ofwind ﬁelds,waves in the Catalan coast
are also affected by short fetches (up to about 600 km since Corsica
and Sardinia islands can be considered as a barrier fromwaves com-
ing from E), shadow effects caused by Balearic Islands for waves
coming from S and SE, and complex bathymetry with deep canyons
close to the coast (especially in the Northern Catalan coast) (Sán-
chez-Arcilla et al., 2008). This again emphasizes the need of using
a high spatial resolution climate model in this area. Although the
fetches are short, the swell component is important in the Catalan
coast. Using the circular correlation coefﬁcient (Fisher and Lee,
1983) between wind and wave direction, Casas-Prat and Sierra
(2010) pointed out that, except for the northern Catalan coastwhere
a larger proportion of storms are locally generated by N winds,
mixed sea states are dominant along the coast.
The Catalan coast wave climate is therefore dominated by low-
to-medium winds with occasional strong events (maximum wind
recorded was 25 m/s (Bolaños et al., 2009)). In the last twenty
years, a maximum Hs close to 6 m with Tp of about 14 s has been
recorded in the Ebre delta (Southern Catalan coast) whereas the
associated mean values are, respectively, 0.8 m and 5 s (Bolaños
et al., 2009). The mean duration of wave storms is estimated to
be below 24 h, deﬁned using the Peak Over Threshold method with
a threshold of 2 m and considering certain duration requirements
to separate independent storms (Bolaños et al., 2009).
3. Data
The data used in the present study can be divided into two
groups. The ﬁrst is used to calibrate and validate the statistical
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wave climate (Section 3.2).
3.1. Calibration and validation
The 44-year (1958–2001) wave and atmospheric hindcast data-
base from the European HIPOCAS project (Guedes Soares et al.,
2002) is used to calibrate and validate the statistical model (see
Section 4.5). The atmospheric variables are taken from the output
of the Regional Circulation Model REMO (Jacob, 2012), forced by
the global NCEP reanalysis data (Kalnay et al., 1996). The waves
were simulated using the WAM model (The WAMDI Group,
1988). Although real measurements (with buoys, wave gauges,
radars. . .) are usually more reliable, they do not have enough spa-
tial and temporal coverage for the purpose of this study.
The HIPOCAS database has been validated for wind, wave and
sea-level parameters (Music´ and Nickovic´, 2008; Sotillo et al.,
2005; Ratsimandresy et al., 2008). HIPOCAS data underestimates
to some extend extreme events (Ratsimandresy et al., 2008), which
might be attributable to numerical inertia. Certainly, taking into
account the complex Mediterranean climate, this dataset would
beneﬁt from an observation-based correction, as recently done
by Minguez et al. (2011) and Martinez-Asensio et al. (2013). How-
ever, Ortego et al. (2012) did not ﬁnd statistical evidence of wave
storm magnitude bias between HIPOCAS data and buoy observa-
tions in the southern Catalan coast. Ratsimandresy et al. (2008)
found that HIPOCAS data generally reproduces mean values quite
well. Therefore, the HIPOCAS data is suitable to calibrate and vali-
date our statistical model in this study. In particular, we use the sea
level pressure (SLP) and the signiﬁcant wave height (Hs) from this
database. These data have a temporal resolution of 1 h and 3 h,
respectively, and the spatial resolution is 0.5 for SLP and varies
from 0.125 to 0.5 for Hs (the latter illustrated with dots in Fig. 2).
3.2. Future projections
Once the coefﬁcients of the model are estimated and evaluated,
the statistical model is applied to 5 datasets of SLP projections ob-
tained from climate models in order to obtain their corresponding
Hs ﬁelds. As detailed in Table 1, these 5 sets of SLP projections were
respectively simulated using 4 different RCMs: HIRHAM5 (Chris-
tensen et al., 2007), RACMO2 (van Meijgaard et al., 2008), REMO,
and RCA3 (Samuelsson et al., 2011). Such regional high spatial-res-
olution projections (25 km) were developed within the context of
the ENSEMBLES project forced by the mid-line A1B emission sce-
nario (IPCC, 2007). The high temporal resolution (1 h–3 h) version
of those simulations were freely put at our disposal by 4 European
research institutes (see Table 1). The ECHAM5 GCM (Roeckner
et al., 2003) simulations were used as lateral boundary conditions
for all four RCMs; and the HadCM3Q3 GCM (Collins et al., 2001)
simulations were also used as lateral boundary conditions for a
second set of projections by the RCA3 (Table 1).
For each available set of RCM projections, two 30-year time
slices (as recommended by Hemer et al., 2011) were selected:
the period 1971–2000 (or 1981–2010 for REM_E data) is chosen
to represent the ‘‘present’’ (or baseline) climate, and the period
2071–2100, to represent ‘‘future’’ climate. The availability of differ-
ent sets of projections by different RCMs forced with the same
GCM, or by the same RCM forced with different GCMs, serves not
only to obtain robust estimates of changes in Hs but also to explore
the inter-model variability, which tends to be higher than those
between emission scenarios (Déqué et al., 2007; Wang and Swail,
2006).
All the SLP data used in this study are interpolated onto the
same lat.-long. grid of 0.5 resolution (shown as circles in Fig. 2),
using the same 3-hourly time steps.4. Method
The statistical method we develop in this study is inspired by
the previous work of Wang and Swail (2006), Wang et al. (2010)
and Wang et al. (2012). In this section, we describe the new meth-
odological developments in comparison with these previous stud-
ies. First, we review the related regression model for simulating
ocean waves in Section 4.1, to provide the context of the new
method we propose here. Then, we explain the new aspects of
the proposed method in Sections 4.2,4.3,4.4. Finally, we describe
the calibration, evaluation in Section 4.5.
4.1. The related regression models
Multivariate regression models have been used to represent
the relationship between Hs and atmospheric variables to simu-
late Hs (e.g. Wang and Swail, 2006; Wang et al., 2010). Although
these are statistical/empirical methods, the physics of ocean
waves are considered in the selection of the appropriate predic-
tors. Ocean waves are generated by air-pressure ﬂuctuations,
which are almost entirely caused by surface winds (Holthuijsen,
2007). However, the present-day climate models represent sev-
eral atmospheric (such as sea level pressure) ﬁelds much better
than the surface (10-m) wind ﬁelds, as pointed out by Wang
et al. (2010). For that reason, Wang and Swail (2006), Wang
et al. (2010), and Wang et al. (2012) used anomalies of sea level
pressure (SLP) and of squared SLP spatial gradients as predictors
for Hs, instead of using surface wind speeds. The base of this
method is that Hs is closely related to squared wind speed at
the surface level in a fully developed sea state (e.g. Janssen
et al., 2002), while geostrophic winds at the sea level are closely
related to spatial gradients of SLP and are good proxy for surface
winds. However, this alternative approach is hardly possible in
dynamical modeling of waves, because dynamical wave models
are driven by surface winds.
The regression model used in Wang and Swail (2006) and Wang
et al. (2010) is of the form:bHsðt;mÞ ¼ a^ðmÞ þ a^PðmÞPðt;mÞ þ a^GðmÞGðt;mÞ; ð1Þ
where m and t are respectively the location and time index
(m ¼ 1;2,. . .;M; t ¼ 1;2;. . .; T), and P and G denote anomalies of
sea level pressure (SLP) and of squared SLP spatial gradient, respec-
tively. Here and throughout this article, bX denote an estimate of X.
Wang and Swail (2006) and Wang et al. (2010) applied this model
to simulate seasonal mean or 12-hourly Hs in the global oceans
and in the North Atlantic, respectively, with spatial resolution of 2.
Recently, Wang et al. (2012) extended the set of predictors in
model (1), adding the principle components (PCs) of Pðt;mÞ and
of Gðt;mÞ over a domain that is larger than the wave ﬁeld in
question to represent the swell component of waves, as well as
p-lagged dependent variables, Hsðt  p;mÞ, to account for serial
correlation in the predictand (dependent variable) Hs. They also
proposed a data adaptive Box–Cox transformation procedure to
diminish the departure of Hs and SLP gradients from a normal dis-
tribution. They have shown that their new model is more skillful,
resulting in less biased simulations of 6-hourly Hs, than model (1).
The methodological developments we propose below include
physical and statistical aspects. On the physical aspects, we modify
the way to account for swell waves by using the term Dsw as de-
ﬁned later in Section 4.2, and the way to account for serial correla-
tion in Hs using the term Dt deﬁned later in Section 4.3. Thus, our
new model is of the form:
bHsðt;mÞ¼ a^ðmÞþ a^PðmÞPðt;mÞþ a^GðmÞGðt;mÞþDswðt;mÞþDtðt;mÞ:
ð2Þ
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ocean wave physics, because it can be interpreted as a discrete
approximation of the ﬁrst order derivative that appears in the
spectral energy balance governing equation (e.g. Holthuijsen,
2007). Such temporal dependence is especially important for high
temporal resolution data as in the present study. In fact, it is clo-
sely related to the large autocorrelation found in the 3-hourly Hs
time series. More details about the inclusion of this term are given
in Section 4.3.
On the statistical aspects, we take into account the data scale
and explore the effects of deviation from the Gaussian distribution
assumption in the multiple linear regression analysis by trans-
forming the data in different ways, as detailed below in Section 4.4.
Since different regimes dominate in different seasons (see Sec-
tion 2.1), waves in different seasons should be modeled, separately.
In this study, we focus on the winter (most energetic) season,
which is deﬁned here as December–January–February.4.2. Inclusion of swell
Swell waves are waves propagating across the ocean, after
being generated remotely during a storm. As explained in Sec-
tion 2.2, the Catalan coast is often affected by an important swell
component coming from E. Ignoring swell waves would lead to a
signiﬁcant underestimation of Hs.
The initially randomwave ﬁeld generated in a storm propagates
while disintegrating in several more regular waves because of the
frequency and directional dispersion phenomena (Munk et al.,
1963). The low-frequency waves travel faster than high-frequency
ones causing the frequency dispersion. Moreover, despite having a
predominant forcing wind direction, waves also propagate at other
directions around the predominant one, producing the directional
dispersion. Due to these dispersion effects, the swell energy spec-
trum is narrower in both frequency and direction space, and swell
waves are much lower than those initially generated in the storm
(as illustrated in Fig. 3). Holthuijsen (2007) pointed out that ocean
waves barely lose energy outside storms because the waves are not
steep enough to break and therefore the reduction of Hs is solely
due to dispersion, without involving dissipation. However, swell
dissipation has been observed across oceans, which might be
attributed to air-sea friction or underwater processes (Ardhuin
et al., 2009). Such dissipation increases with fetch (and therefore
it is very important in large oceans) and mostly affects steep
(short) waves (with higher frequencies). This explains why swell
waves are usually long waves. Our study area does not have long
fetches. Therefore, we do not explicitly account for dissipation;frequency
dispersion directional
dispersion
2D frequency- direction domain
(polar plan view)
2D swell spectrum
 at point P
2D wind sea spectrum
 in storm
θ1
θ 2
Fig. 3. The transformation by frequency and directional dispersion of a wind-sea spectr
geographic location P (from Holthuijsen, 2007); courtesy of Leo H. Holthuijsen.we only consider typical periods of swell waves, as shown later
in this section.
At any generation location m0, according to Rayleigh wave the-
ory, wind-generated HsðH0Þ can be expressed as a function of the
original wind-sea density spectrum Eðt; f Þ:
H0ðt;m0Þ ¼ 4
ZZ
Eðt; f ÞDðhÞdfdh
 1=2
¼ 4
Z
Eðt; f Þdf
 1=2
; ð3Þ
where h is the angle deviation from the main direction, and DðhÞ, the
directional spreading function, whose integral over the whole range
of directions is 1. DðhÞ can be expressed as (Denis and Pierson,
1953):
DðhÞ ¼ 2
p
cos2ðhÞ ð4Þ
where 90 6 h 6 90.
As illustrated in Fig. 3, a swell wave train that is generated at
location m0 and is associated with frequency bin ðf1; f2Þ and direc-
tional bin ðh1; h2Þ will arrive at point mP after a certain time lag d.
The swell wave height Hsw is described by:
Hswðt þ d;mPÞ ¼ 4
Z f2
f1
Z h2
h1
Eðt; f ÞDðhÞdfdh
" #1=2
¼ 4
Z h2
h1
DðhÞdh
Z f2
f1
Eðt; f Þdf
" #1=2
: ð5Þ
Here, d ¼ d=Cg is the time needed by the wave train to travel
from location m0 to location mP (over a distance d) at the associ-
ated average group velocity Cg . Following Eqs. (3) and (5),
Hswðt þ d;mPÞ can be rewritten as a portion of H0ðt;m0Þ as follows:
Hswðt þ d;mPÞ ¼ ½Kf Kh1=2H0ðt;m0Þ; ð6Þ
where Kf and Kh are the coefﬁcient of reductions due to frequency
and directional dispersion, respectively. They can be expressed as:
Kf ¼ C
Z f2
f1
eEðxÞdx; ð7Þ
Kh ¼
Z h2
h1
DðhÞdh ð8Þ
where eEðxÞ denotes the normalized density spectrum, and C is cho-
sen to satisfy:
C
Z eEðxÞdx ¼ 1; ð9Þfrequency
dispersion
1D frequency domain
directional
dispersion
1D wind sea spectrum
 in storm
1D swell spectrum
 at point P
f1 f2
um into a swell spectrum within the frequencies ðf1; f2Þ and directions ðh1; h2Þ at a
64 M. Casas-Prat et al. / Ocean Modelling 73 (2014) 59–75with x ¼ f=fpeak, and fpeak being the peak frequency. Considering a
JONSWAP spectrum, eEðxÞ has a constant shape described by:
eEðxÞ ¼ x5 exp 5
4
ð1 x4Þ
 
cexp½12ðx1r Þ
2 1; ð10Þ
where we consider the average values of c ¼ 3:3; r ¼ 0:07 for
f 6 fpeak, and r ¼ 0:09 otherwise (Holthuijsen, 2007). Since H0 is as-
sumed to be proportional to G, we have:
Hswðt þ d;mPÞ / ½Kf Kh1=2G0ðt;m0Þ: ð11Þ
Superscript 0 is used above to denote the original variable (before
subtracting the baseline climate). To compute Kf and Kh we selected
4 frequency and 5 directional bins as detailed in Table 2, assuming
Tpeak ¼ 1=fpeak ¼ 10 s (representative Tpeak of stormy conditions,
which have a greater contribution to swell). Frequency limits are
chosen to cover typical periods of swell in this area, which are 7–
12 s (Sánchez-Arcilla et al., 2008). Note that due to the simpliﬁca-
tion of the statistical method and the resolution of the Hs grid, it
does not make sense to consider smaller bins. In other words, it is
meaningless to consider two frequency bins whose associated times
to propagate typical fetches through the study area differ by less
than 3 h (the temporal resolution of Hs data).
Therefore, at point mP and time t, the total swell wave height
Hcsw is the combined contribution of nf ¼ 4 frequency bins of differ-
ent swell wave trains coming from different locations ml0
(l ¼ 1;2; . . . ;n0, where n0 is the total number of grid points of inﬂu-
ence) generated at time t  dk;l, where k ¼ 1; . . . ; nf . Thus,
Hcswðt;mPÞ /
Xn0
l¼1
Xnf
k¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Kkf K
k;l
h
q
G0ðt  dk;l;ml0Þ: ð12Þ
Note that dk;l is inﬂuenced by the distance between each pair of
points and the group velocity Cg of the wave train associated with
the kth frequency bin. Therefore, the coefﬁcient of reduction due to
directional dispersion Kk;lh depends on both the indices l and k be-
cause h is determined by the difference between the angle formed
by the line between pointsml0 andmP and the direction of wind, i.e.
the direction of the SLP gradient, at time (t  dk;l) and point ml0.
The gist of this approach is to ﬁnd the n0 points of inﬂuence.
This depends on the topography (land or sea) of the region, and
on the direction of surface winds (which varies with time). There-
fore, in a general case, any point could depend almost on any other
point in the domain as a function of the atmospheric forcing driver
at a certain time before. To simplify the problem, the following
method is proposed to ﬁnd the points of inﬂuence.
First, we use principal component analysis to obtain the ﬁrst N
leading PCs of the squared SLP gradient (G) ﬁelds, namely, a small
number of important subspaces that contain most of the dynamics
of the SLP gradient ﬁelds (von Storch and Zwiers, 2002). In order to
retain the information of wind direction, which plays an important
role in the propagation of swell waves, we ﬁrst decompose G0 into
G0x ¼ G0 cos hw and G0y ¼ G0 sin hw, where hw is the direction of the
SLP gradient (i.e. geostrophic wind). Then, we form the T-by-2M
matrix Gxy ¼ ½Gx;Gy, with Gx and Gy being the anomalies of G0x
and G0y , respectively. We decompose Gxy into PCs and empiricalTable 2
Frequency and directional bins and their associated coefﬁcients of reduction.
a. Frequency bin (x) Kf b. Directional bin (h) Kh
(0.72, 0.83) 0.04 (90 , 54) 0.05
(0.83, 1) 0.29 (54 , 18) 0.26
(1, 1.25) 0.40 (18 , 18) 0.38
(1.25, 1.67) 0.17 (18 , 54) 0.26
(54 , 90) 0.05orthogonal functions (EOFs). The ith leading PC, PCi(t), represents
the temporal evolution (over time period t ¼ 1;2; . . . ; T) of the ith
spatial pattern, EOFiðjÞ (i ¼ 1;2; . . . ;minfT;2Mg; here T > 2M, thus,
i ¼ 1;2; . . . ;2M). Each of the EOFs here is a vector of length 2M,
with the ﬁrst half (j ¼ 1;2; . . . ;M) describing the spatial pattern
of Gx (i.e., the U component of wind over locations
m ¼ 1;2; . . . ;M), and the second half (j ¼ M þ 1;M þ 2; . . . ;2M),
the pattern of Gy (i.e., V component of wind over locations
m ¼ 1;2; . . . ;M). The product of PCi(t) and EOFiðjÞ is the i-th leading
component of Gxy, denoted as Gxy;i. Then,
Gxy ¼
X2M
i¼1
Gxy;i: ð13Þ
Note that the directions of the gradient associated with each
EOF are ‘‘constant’’ while its magnitude varies over time. We write
‘‘constant’’ in quotes because depending on the phase of each pat-
tern, the direction may vary 180, with the waves generated for
each case being in completely opposite directions and affecting a
different part of the domain. To account for this variation, we fur-
ther divide the PCi into their positive and negative phases:
PCþi ¼
PCi if PCi > 0;
0 otherwise;

PCi ¼
PCi if PCi < 0;
0 otherwise;

ð14Þ
Secondly, for each chosen leading pattern EOFi (i ¼ 1;2; . . . ;N,
with N < 2M) and each phase, we calculate the set of n0 points of
inﬂuence from which swell waves may arrive to a certain point
mP . As described in Eq. (4), waves can be generated and propagated
within a sector 90 around the wind direction. Speciﬁcally, for
each target point mP , a point m is considered as one of inﬂuence
(m0) if the imaginary straight line between points mP and m is
within the sector comprising 90 around the direction deﬁned
by Gxy;i at point m and does not cross any coastline (i.e. it is not
interfered by any land obstacle). To account for refraction effects
that would make those waves travelling near coast turning to-
wards it, a certain angle tolerance level (5) is used so that wave
trains that travel very close to the coast are not accounted for.
Obviously, this method simpliﬁes the real world situation, in which
wave direction can be further modiﬁed by local phenomena like
diffraction.
Different fromWang et al. (2012), we do not include the leading
PCs of SLP anomalies in this study; and we include the leading PCs
of Gxy in a different way, namely in the term Dsw, to account for
swell wave trains, which is detailed below in this section.
Fig. 4 shows an example of the n0 selected points of inﬂuence
for a wave grid point m and for the ﬁrst leading pattern EOF1,
which explains 36% of the variability in Gxy and can be associated
with a typical Mistral event (see Section 2.1).
With the above decomposition procedures, the term Dswðt;mÞ in
Eq. (2) can be approximated by
Dswðt;mÞ ¼
XN
i¼1
a^þ;iEOFðmÞ
Xni0
l¼1
Xnf
k¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Kkf K
l;i
h
q
PCþi ðt  dk;lÞGEOF iðml0Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
½
þ
XN
i¼1
a^;iEOFðmÞ
Xni0
l¼1
Xnf
k¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Kkf K
l;i
h
q
PCi ðt  dk;lÞGEOF iðml0Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
½
;
ð15Þ
where GEOFi , the gradient ﬁeld associated with the pattern EOFi, is
deﬁned as:
GEOF iðmÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EOF2i ðmÞ þ EOF2i ðmþMÞ
q
; ð16Þ
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Fig. 4. Example of the n0 points of inﬂuence (circles) selected for the target wave
grid point mP (black dot). The blue (purple) circles correspond to the positive
(negative) phase of the ﬁrst atmospheric pattern EOF1. Arrows illustrate the
corresponding gradient direction associated to the positive phase of EOF1 (i.e. when
PC1 > 0). The circle size denotes the directional dispersion associated to each point
m0, making use of the nh ¼ 5 directional bins but joining those with the same
absolute value as follows: large circles (jhj ¼0–18), medium circles (jhj ¼18–54))
and small circles (jhj ¼54–90) (see Table 2b).
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known value. Therefore, we only need to estimate the 2N coefﬁ-
cients, a^þEOFðm; iÞ and a^EOFðm; iÞ, along with coefﬁcients a^; a^P and a^G
in Eq. (2), through multivariate linear regression analysis.
We consider the ﬁrst 30 leading PCs (N ¼ 30) as potential pre-
dictors to be included in the term Dsw. As in Wang et al. (2012),
we also use the F test to determine the optimal set of predictors
for each wave grid point m. Only the potential predictors that sig-
niﬁcantly (at 5% level) reduce the sum of square error (SSE) of the
regression ﬁt are chosen and included. The F test is implemented in
both forward and backward iteration modes, considering all the
possible combinations. At each iteration, one predictor is added/
subtracted and we compare the SSE of the larger model, SSEl, with
SSE of the smaller one, SSEs (they just differ by one predictor),
using the following F statistic:
F ¼ SSEs  SSEl
SSEl=ðLeq  kpÞ ; ð17Þ
where kp is the number of free parameters in the larger model, and
the effective sample size (von Storch and Zwiers, 2002) Leq is de-
ﬁned as
Leq ¼ L
1þ 2PJ1j¼1 1 jL qðjÞ ð18Þ
with qðjÞ being the j-order autocorrelation of the larger model
residual series e ¼ Hs  bHs, and L being the sample size. Here, J is
chosen so that only qðjÞ > 0:1 are accounted for in the estimation
of Leq.
4.3. Inclusion of lagged dependent variable
Ocean wave generation is not an instantaneous process. Even if
having a constant blowing wind, Hs gradually increases over a cer-
tain period of time until a fully developed wave ﬁeld is formed. In a
real case, in which wind speed constantly varies in magnitude and
direction, a fully developed wave ﬁeld is not always achieved.Therefore, in general, Hs depends on both the wind condition and
the previous sea state. This explains why Hs is a highly autocorre-
lated variable, especially when the time step of the data is small
like in the present study (3 h). In this study, we only consider
lag-1 dependent variable Hsðt  1;mÞ, which is different from
Wang et al. (2012), but is in agreement with the wave action den-
sity balance governing equation and is found to be sufﬁcient for the
study area. That is,
Dtðt;mÞ ¼ a^r ðmÞ bHr1s ðt  1;mÞ: ð19Þ
Here, a^ is estimated (after the set of predictors is selected for
the target point m; see Section 4.2) using an iterative procedure
with r iterations. At the start of the iteration (r ¼ 0), Dt ¼ 0; and
for r > 0,
bHrsðt;mÞ ¼ a^rðmÞ þ a^rPðmÞPðt;msÞ þ a^rGðmÞGðt;msÞ
þ Drswðt;mÞ þ a^rðmÞ bHr1s ðt  1;mÞ: ð20Þ
We conduct 20 iterations, which we ﬁnd is usually enough to
reach convergence. The iteration with the lowest root mean square
error (RMSE) is chosen and denoted as bHrs . Typically, r is around 4.
Hsðt ¼ 0;mÞ ¼ 0 is assumed when applying Eq. (19) to simulate Hs.
4.4. Data scale
One important assumption in regression analysis is that the
residuals (eðtÞ ¼ HsðtÞ  bHsðtÞ in this case) are Gaussian distrib-
uted. This assumption is violated here, because in theory HsðtÞ
are non-negative data, which are obviously non-Gaussian. The con-
sequences of such violation could tender the model performance,
even resulting in nonsense values such as bHs < 0.
To evaluate the effects of violation of the Gaussian assumption
on the model performance, and to improve the model perfor-
mance, we explore two options for transforming the positive data
(actually, both G and Hs are all positive values): (i) the log transfor-
mation (noted as trln in Table 4), which has been used by others
(e.g. Casas-Prat and Sierra, 2010; Ortego et al., 2012); and (ii) the
Box–Cox power transformation (noted as trbc in Table 4 and Eq.
(21)) (Sakia, 1992), which also includes the log transformation as
a special case (the case of k ¼ 0) and has recently been applied
by Wang et al. (2012):
trbcðXÞ ¼ lnðXÞ ifk ¼ 0;ðXk  1Þ=k otherwise;

ð21Þ
where X denotes a variable of positive values. The parameter k is
chosen so that the departure of X from a Gaussian distribution is
minimized.
As detailed in Table 4 (Settings 6–8), we apply these transfor-
mations to the predictand (Hs) alone, and to both Hs and the
non-Gaussian predictor G (before calculating the anomalies and
deriving the principal components, but after calculating the direc-
tion of the SLP gradient). The resulting model performance is com-
pared later in Section 5.
4.5. Model calibration and performance measures
The statistical model is calibrated and validated with HIPOCAS
data (1958–2001) (see Section 3.1), which is split into two non-
overlapping subsets: 1971–2000 for model calibration, and
1958–1970 for evaluation of model performance.
We use the HIPOCAS data for the period 1971–2000 (calibration
period) to calibrate the statistical model, namely, to estimate the
unknown parameters in Eq. (2), including a^; a^P; a^G; a^þ;iEOF; a^
;i
EOF
and a^r (see Eqs. (2), (15), (19) and Fig. 5). This 30-year period is
also chosen as the baseline period to derive the climate model
Table 3
Contingency Table used to calculate PSS and FBI indices (Hs: observed Hs; bHs:
predicted Hs). Adapted from Lin and Wang (2011).
Hs P Hs;q Hs 6 Hs;q
bHs P Hs;q a (hits) b (false alarms)bHs < Hs;q c (misses) d (correct negatives)
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changes in Hs (see Section 3.2).
Then, we use the HIPOCAS data for the period 1958–1970 (val-
idation period) to evaluate the performance of the above calibrated
statistical model. The validation considers the following three as-
pects: (i) overall model performance, (ii) model skill for a range
of different quantiles of wave heights, and (iii) model errors in
modeling waves along the Catalan coast. Note that all anomalies
in this study are relative to the climatological mean ﬁeld of the
baseline period (1971–2000).
Firstly, as an overall measure of model performance, we calcu-
late the classical correlation coefﬁcient (q) between the HIPOCAS
and statistically predicted Hs (Hs and bHs, respectively) at each wave
grid points, obtaining a map that shows the spatial distribution of
the model performance (see Section 5).
As in Lin and Wang (2011), the model skill is also measured by
the Pierce skill score (PSS) and the frequency bias index (FBI):
PSS ðqÞ ¼ a
aþ c 
b
bþ d ; ð22ÞFBI ðqÞ ¼ aþ b
aþ c ; ð23Þ
where q ¼ ½0:1;0:2;0:8;0:9;0:95;0:975;0:99 are the quantiles of Hs
for which the model prediction skill is evaluated, and a; b; c, and d
are as deﬁned in Table 3, with aþ bþ c þ d ¼ L. A higher PSS value
indicates a higher model skill. For a perfect model, c ¼ b ¼ 0 and
PSS¼ 1 (the maximum PSS value). FBI measures the model bias.
For an unbiased model, FBI¼ 1. So, the closer the FBI is to unity,
the less biased the model is. A FBI value that is greater (smaller)
than unity indicates overestimation (underestimation) by the
model.
The PSS and FBI are calculated for all wave grid points but are
only shown and inter-compared for 8 selected locations, including
6 notably populated coastal nodes (Marseille, Barcelona, Maó, Pal-
ma, València and Algiers) to represent spatial heterogeneities of
the wave climate (also within areas of available high spatial reso-
lution data) and 2 offshore locations (simply referred to as Offshore
N and Offshore S; see Fig. 6).
Finally, since this study focuses on the Catalan coast, we also
calculate and use the relative error (RE) of bHs associated with
q ¼ ½0:5;0:95; 0:99 for the 40 near-coast locations (black dots
shown in Fig. 6)) to analyze the behaviour of the model in this
near-coast area.5. Evaluation of the proposed model
We evaluate the 8 model settings detailed in Table 4. These in-
clude two groups of settings: Settings 1–5 compare different com-
binations of predictors, with Setting 5 being the method proposedSLP
SLP 
gradients
θw
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Gxy
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anomalies of
G0xy=[G0cosθw,G0sinθw]
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Fig. 5. Model calibraand used in this study; whereas Settings 6–8 are for exploring the
effect of transforming the data on the model performance.
Setting 1 uses just P and G as potential predictors, correspond-
ing to model (1). Settings 2 and 3, instead of using the term Dsw
developed in this study, involve just the simultaneous PCs
(i.e., PCs at time t) of Gxy, with and without separating the PCs into
their positive and negative phases, respectively, in addition to the
local predictors in Eq. (1). Setting 4 adds the temporal dependence
of Hs (term Dt , see Section 4.3) into Setting 3. Setting 5 corresponds
to Eq. (2) and represents the method developed and used in this
study. Based on the swell frequency/directional bin decomposition
and the selection of points of inﬂuence, all associated swell wave
trains with their corresponding time lags are considered in the
term Dsw (see Section 4.2) as well as the temporal dependence of
Hs in the term Dt .
The map of correlation between the HIPOCAS and statistically
predicted Hs ﬁelds is shown in Fig. 7 for Settings 1–5. It can be seen
that the correlation skill improves from Setting 1 to Setting 2, and
to Setting 5, with Setting 5 having the best skill in terms of
correlation.
In general, Setting 5 is also more skillful and less biased than
Settings 1–4 for predicting Hs. To illustrate this, the PSS and FBI
scores, which serve to measure the model performance as a func-
tion of Hs magnitude, are shown in Figs. 8 and 9 for the 8 selected
locations shown in Fig. 6. Setting 5 is more skillful (higher PSS) and
less biased than Settings 1–3 for all magnitudes of Hs; it is compa-
rable to Setting 4 for predicting higher waves but it is more skillful
than Setting 4 in predicting lower waves (Figs. 8 and 9). In general,
all model settings over-predict smaller waves and under-predict
higher waves (Fig. 9).
For grid points along the Catalan coast, Fig. 10 shows the rela-
tive error, RE, of predicting the 50th, 95th and 99th percentiles of
Hs. In general, all model settings tend to moderately over-predict
medium waves (up to about 20%) but notably underpredict ex-
treme waves (up to about 38% for the 99th percentiles) except
for 99th percentiles for the northern nodes. Nevertheless, Setting
5 nearly always has the smallest relative errors for the near-shore
grid points.
Next, we describe the model performance and the differences
among the model settings in a little more detail.
The simplest model, Setting 1, which involves only two local
predictors P and G (with G being the most important predictor),[*] 
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Fig. 6. Main locations used to validate the model. Circles: selected nodes to
compare PSS and FBI. Dots: nodes near the Catalan coast.
M. Casas-Prat et al. / Ocean Modelling 73 (2014) 59–75 67achieves reasonably good q scores for offshore locations (around
0.8); but it poorly predicts Hs at near-shore locations, with q drop-
ping down to around 0.5. This pattern is also observed in the PSS
plots (Fig. 8, black curves), showing higher PSS values for the two
offshore locations than for near-shore locations (such as Algiers,
Barcelona, and Valencia). Along the Catalan coast, the q score is
slightly higher in the Northern part, which can be explained by
the greater presence of locally generated waves (Casas-Prat and
Sierra, 2010). Differences in RE among the model settings are smal-
ler for the nodes in the most Northern Catalan coast where the q
scores are also relatively larger.
With the addition of the 30 leading PCs as potential predictors
(Setting 2), the q score largely improves everywhere, especially
at the near-shore locations (q > 0:7). The better model perfor-
mance is also reﬂected in the PSS and FBI scores (Figs. 8 and 9, solid
blue curves). The absolute value of RE along the Catalan coast is
considerably reduced, especially for extreme waves (Fig. 10). These
results highlight the importance of the inclusion of predictors that
can account for swells, in addition to the local predictors P and G. ItTable 4
The 8 model settings evaluated in this study (see text for further explanation).
Setting P G PC PC Dt Dsw
1 x x
2 x x x
3 x x x
4 x x x x
5 x x x x
6 x x x x
7 x x x x
8 x x x x
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Fig. 7. Correlation coefﬁcient (q) of allis particularly important to account for swell components in pre-
dicting Hs near the coast. This is probably due to the fact that the
direction of swells is restricted by the coastline orientation.
The separation of positive and negative phases of PCs (Setting 3)
further increases the q score everywhere (q > 0:75), which empha-
sizes the (expected) assymmetric contribution to waves at a cer-
tain location by different phases of a certain atmospheric pattern.
This is also associated with larger PSS values, especially for coastal
locations like Barcelona or Valencia (see Fig. 8), lower model biases
(Fig. 9), and smaller absolute RE values along the Catalan coast.
However, the improvement in model performance from Setting 2
to Setting 3 is much smaller than that from Setting 1 to Setting
2, which is reﬂected in all skill measures.
The next signiﬁcant improvement is achieved by the inclusion
of the lag-1 dependent variable Hsðt  1Þ, i.e., the term Dt in Eq.
(2), as a predictor to predict HsðtÞ (Setting 4). The average q score
is now around 0.85, with values around 0.9 being seen at many
locations (Fig. 7). This is also associated with greater model skill
(larger PSS values) and lower biases (FBI values to closer to unity;
see solid red curves in Figs. 8 and 9). The average RE (in absolute
value) along the Catalan coast is 4.3% for the median Hs, 14% for
the 95th percentile, and 16% for the 99th percentile, which is rea-
sonably good in the context of Hs prediction.
Being the most complex model among the ﬁrst group of model
settings, Setting 5 includes the term Dsw as deﬁned in Section 4.2 to
further improve representation of swell waves. As summarized
earlier, Setting 5 performs the best among Settings 1–5, although
the improvement over Setting 4 is small in general. In fact, the
small difference between the results of Settings 4 and 5 might be
explained by the relatively short fetches of the study area and, con-
sequently, the small impact of assuming no time lag d between the
origin of swell waves and their propagation to the point of interest
as in Settings 3 and 4. In the open ocean where fetches are consid-
erably larger, the difference might be more remarkable. Along the
Catalan coast, the improvement of Setting 5 over Setting 4 is more
noticeable. As shown in Figs. 8 and 9, Setting 5 is more skillful than
Setting 4 in predicting smaller waves, although it is comparable to
Setting 4 for predicting higher waves. Compared to Setting 4, the
average absolute RE decreases by 4%, 55% and 50% for, respectively,
the 50th, 90th, and 99th (see the dashed red curves in Fig. 10).
Thus, we choose to focus on Setting 5 in the subsequent analysis.trlnðH0Þ trlnðG0Þ trbcðH0Þ trbcðG0Þ
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Fig. 8. PSS for selected locations (see Fig. 6) for model Settings 1 (solid black), 2 (solid blue), 3 (dashed blue), 4 (solid red) and 5 (dashed red). (For interpretation of the
references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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68 M. Casas-Prat et al. / Ocean Modelling 73 (2014) 59–75The second group of model settings (Settings 6–8) are compared
in Figs. 11–14. They involve the same set of potential predictors as
does Setting 5, but with a transformation applied to the wave
heights Hs and/or the squared SLP gradients G0, to explore the ef-
fect of transforming the non-negative data on model performance,
as explained in Section 4.4. Actually, predictions of wave heights
using model Settings 1–5 could be negative (which is unphysical),
because the positive characteristic of wave heights was not ac-
counted for in these settings.
In Setting 6, log-transformation is applied only to the predict-
and, but in Setting 7, it is also applied to the squared SLP gradients
before they are used to derive all potential predictors (including
the local G and the PCs of G ﬁelds). Finally, Setting 8 is similar to
Setting 7 but a Box–Cox transformation is applied instead of the
log-transformation. Note that any transformation is always appliedto the original (positive) variable, before obtaining the correspond-
ing anomalies (see Section 4.1).
In terms of the q score, adding log-transformation to the pre-
dictand without applying any transformation to the predictors
deteriorates the model performance (see Settings 5 and 6 in
Fig. 11). The reason is probably the following. With the log trans-
formation, the additive model (2) turns into a product of exponen-
tial terms, which, in the case of any perturbation in the forcing
ﬁelds and/or estimation error, results in exaggerated and unrealis-
tic bHs values. This entails a large over-prediction of extreme Hs as
shown in Fig. 13 (dashed blue curves). Note that the RE values of
the 99th percentile is not shown in Fig. 14, because they are greater
than 0.4 and fall out of the y-axis limit. On the contrary, medium
waves are under-predicted, with negative RE values being associ-
ated with median Hs along the Catalan coast (see dashed blue
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5 10 15 20 25 30 35 40
−0.2
0
0.2
0.4
R
E 
H
50
 (−
)
5 10 15 20 25 30 35 40
−0.4
−0.2
0
0.2
 R
E 
H
95
 (−
)
5 10 15 20 25 30 35 40
−0.4
−0.2
0
0.2
Nodes along Catalan coast
R
E 
H
99
 (−
)
Fig. 14. Relative error for nodes close to the Catalan coast, from North–lower values–to South–larger values–(see Fig. 6), for model Settings 5 (solid black), 6 (dashed blue), 7
(solid blue) and 8 (solid red). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
70 M. Casas-Prat et al. / Ocean Modelling 73 (2014) 59–75curves in Figs. 13 and 14). This lower performance might also be
related to the loss of proportionality between Hs and squared pres-
sure gradients due to the transformation of Hs.
As shown in Figs. 11–13, applying the log-transformation to
both the predictand and the squared SLP gradients (Setting 7) is
much better than transforming the predictand alone (Setting 6),
but is generally still not as good as without any transformation
(Setting 5). However, it is interesting to point out that for low
waves (up to the 40th percentile), Setting 7 is better than Setting
5. Note that the main reason for applying a transformation is the
non-Gaussianity of the residuals caused by the non-Gaussianity
of the variables involved in the model. Such deviation from Normal
distribution is more pronounced in the lower quantiles. Positive
variables have a relative scale and are lower bounded whereasGaussian variables are free to range from 1 to þ1. Therefore,
it makes sense to obtain a larger improvement in predicting the
lower quantiles.
Finally, replacing the log-transformation with a Box–Cox trans-
formation improves the prediction skill for medium-to-high waves
but slightly worsens the skill for low waves (compare Settings 7
and 8 in Fig. 12). For low waves, the PSS curve of Setting 8 (solid
red curve in Fig. 12) is closer either to Setting 5 or to Setting 7,
depending on the location; it is closer to Setting 7 at locations
where the k value is close to zero, but closer to Setting 5 otherwise.
The estimate k value for Hs is 0.29, 0.11, 0.24, 0.16, 0.06, 0.16, 0.07,
and 0.11 for Marseille, Barcelona, Valencia, Palma, Maó, Algiers,
Offshore N, and Offshore S, respectively, which are within the
range of values k estimated for this region by Wang et al. (2012).
M. Casas-Prat et al. / Ocean Modelling 73 (2014) 59–75 71At the locations with lower k values, the PSS of Setting 8 tends to be
closer to that of Setting 7, which is reasonable since Box–Cox trans-
formation with k ¼ 0 is log transformation. In terms of PSS, Setting
8 seems to be the best option for offshore deep water locations, but
it is not clearly better for coastal nodes. Setting 8 substantially
over-predicts extreme waves, showing larger positive RE values
associated with the 99th Hs percentile at the Northern Catalan
coast (see Fig. 14).
The above results of model performance evaluation suggest that
the model Setting 5 is the best option for Catalan coast. Thus, we
will use it to make projections of future wave climate in the next
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Fig. 15. The median (left) and 50-year return value (right) of Hs obtained from
HIPOCAS data for the present (baseline) period.6. Future wave climate projections
The calibrated statistical model is then applied to obtain Hs that
correspond to each of the 5 simulated SLP datasets described in
Section 3.2. To diminish biases in the climate model simulations,
the simulated SLP ﬁelds, denoted as Psðt;mÞ, are adjusted as
follows:
Paðt;mÞ ¼ r
rðmÞ
rsðmÞ P
sðt;mÞ  PsðmÞ
 
þ PrðmÞ; ð24Þ
where superscript r denotes the reference climate (i.e., obtained
from the HIPOCAS data in this study), and X, the climatological
mean (over the baseline period 1971–2000) of variable X. The
rsðmÞ and rrðmÞ are the standard deviation ﬁeld of PsðmÞ and
PrðmÞ, respectively. Thus, Paðt;mÞ are the simulated SLP ﬁelds that
have been adjusted to have the observed baseline climate PrðmÞ
and variation scale rrðmÞ.
The above adjustments are performed for each of the 5 sets of
SLP simulations. These adjusted SLP ﬁelds, Paðt;mÞ, are then used
to derive the predictors, including Pðt;mÞ; Gðt;mÞ, and their PCs
and anomalies (see Section 4 for the details). These predictors
are then fed into the calibrated statistical model to obtain the cor-
responding Hs.
To investigate how these adjustments affect the estimated
changes in Hs between future and present, and to show the actual
model biases and inter-model variability, simulations of Hs with-
out these adjustments are also conducted and compared with
those obtained with the adjustments.
Despite the shortcoming of having a few values bHs < 0, Setting
5 is selected to make Hs projections because it presents the best
skill for the Catalan coast area, the focus of this study. Firstly, these
projections are carried out with the predictors derived from the
unadjusted model data. Their biases are assessed by comparing
the projected Hs for the present-day (baseline period) climate with
the corresponding value of the HIPOCAS data (see Fig. 15). Sec-
ondly, the predictors derived from the adjusted model data are also
used to obtain the Hs projections, which are then used to assess
uncertainty in wave projections.
To explore the mean wave climate, projected changes in the
median Hs are estimated. We chose to use a percentile-type param-
eter to avoid the effects of negative Hs. Regarding the extreme
wave climate, we analyze the 50-year return value of Hs, which
was computed as in Casas-Prat and Sierra (2013) using a General-
ized Pareto Distribution model.
Figs. 16 and 17 show the median Hs projected using Setting 5,
with the predictors being derived before and after applying the
adjustments to the model data, respectively. The upper panels
show the present-day climatological values; whereas the lower
panels show the projected changes in future climates that are ex-
pressed as a portion of the present-day climatological value. Each
column corresponds to one of the ﬁve sets of model simulations
(see Section 3.2).As shown in Fig. 16, HIR_E model has a clear positive bias (over-
estimation of projected Hs). The other models show more similar
present-day wave climates, which have much smaller positive
biases. When forced by the same GCM ECHAM5, all four RCMs
(HIR_E, RAC_E, REM_E, RCA_E) project future changes that share
a common tendency for Hs to increase in the NE part of the domain
(up to 10%). An increase is projected for the area near the Gulf of
Genoa, suggesting an increase in future cyclone activity in this
important cyclogenesis area in the Mediterranean (see Section 2.1).
This is consistent with the projected increase in mean gust of gust
event days in winter (October–March) reported by Schwierz et al.
(2010), who analyzed CHRM (a RCM) simulations with the EC-
HAM5 and HadCM3/HadAM3 lateral boundary conditions. In the
SW part of the domain, Hs tends to decrease (up to 10%) but the ex-
tent of decrease varies between RCMs. HIR_E projects a more pro-
nounced decrease; whereas the REM_E and RCA_E models project
much more limited decreases. Similar patterns of projected mean
wave climate were obtained by Casas-Prat and Sierra (2013) using
dynamical downscaling. However, they simulated the area of in-
crease (in the NE part of the domain) closer to the Catalan coast.
On the other hand, RCA_H (which is forced by the HadCM3Q3
global model) projects a general decrease of Hs (up to 10%) over
the entire domain (especially in the SE part). Close to the east-fac-
ing coasts, Hs reduction is smaller and in some stretches it tends to
remain the same or even to slightly increase. This spatial pattern of
change is in agreement with what is projected by global models as
presented in the study of Donat et al. (2010) and by the regional
dynamical downscaling of Casas-Prat and Sierra (2013). Donat
et al. (2010) found an increase of E ﬂow for a model similar to Had-
CM3Q3 but a tendency of the increased W ﬂow for those forced by
the ECHAM5 global model. The existing differences between the
two global atmospheric models in the E–W ﬂow patterns translate
into the Hs ﬁeld, especially for those coastline stretches (such as
the Catalan coast) where the fetch limitation related to this direc-
tion is relevant.
After the simulated SLP data being adjusted to have the ob-
served baseline climate and variation scale, the bias for the pres-
ent-day median Hs (see Fig. 17) almost disappears completely, as
would be expected. The adjustments also affect the projected
changes in Hs; they attenuate the projected relative changes in
general (especially for models driven by ECHAM5), although the
pattern of change is maintained. It is not possible to know which
projected changes are more reliable, because any type of statistical
adjustments has its own limitations. In particular, such adjust-
ments cannot account for any feedback (e.g., how changes in ocean
waves may affect changes in SLP) that may exist in the real world.
Similarly, Figs. 18 and 19 show the present-day climate and
projected changes of the 50-year return value of Hs (z50). The model
bias patterns (compare upper panels of Fig. 18 with right panel of
Fig. 15) are similar to those for the median Hs, showing in general
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Fig. 16. The present-day climate (upper panels) and future relative change (lower panels) of the median Hs obtained using setting 5 without any adjustment to the simulated
SLP data.
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Fig. 17. Same as Fig. 16 but with the simulated SLP data being adjusted to the observed baseline climate and variation scale.
72 M. Casas-Prat et al. / Ocean Modelling 73 (2014) 59–75signiﬁcant HIR_E overestimation and moderate or low overestima-
tion by the other models. The projected future changes (Fig. 18,
lower panels) vary more between models than for the median Hs,
as similarly found by Casas-Prat and Sierra (2013). These results
are reasonable because extreme values are normally exposed to a
larger uncertainty. Along the Catalan coast, there is a general ten-
dency for z50 to decrease or remain constant, except in the north-
ern coast where models RCA_E and HIR_E project an increase.
The maximum rate of change is around 20% (larger than for
the median Hs) which is in agreement with the non-linear relation
between Hs and wind for wind-sea states, typically present in stor-
my conditions, as pointed out by Casas-Prat and Sierra (2013). Very
similar spatial patterns and magnitudes of change were obtained
by Casas-Prat and Sierra (2013) for the models REM_E and RCA_E.
On the contrary, the projected change that they obtained for
RCA_H differed from the present study, obtaining a notable in-
crease of z50 along almost all E-facing coasts.The adjustments to the simulated SLP data reduce the current
z50 but not necessarily the model bias. For example, among the ﬁve
sets of RCM–GCM simulations, HIR_E has the largest positive bias
before the adjustments, but it has a negative bias after the
adjustments.
As for the median Hs, after applying the adjustments (Fig. 19),
the magnitude of change in the z50 is slightly reduced, but to much
lesser extent than for the median Hs. Indeed, the projected changes
of z50 are barely the same (compare Figs. 18 and 19).
7. Summary and discussion
This study proposes a statistical method to model near-shore
Hs, at a 3 h and 25 km resolution. This high spatial–temporal reso-
lution is suitable for coastal impact analysis although a complete
assessment would have to involve additional wave parameters,
such as wave direction (Reguero et al., 2011).
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Fig. 18. The present-day climate (upper panels) and future relative changes (lower panels) of the 50-year return value of Hs obtained using Setting 5 without any adjustment
to the simulated SLP data.
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Fig. 19. Same as Fig. 18 but with the simulated SLP data being adjusted to the observed baseline climate and variation scale.
M. Casas-Prat et al. / Ocean Modelling 73 (2014) 59–75 73A multivariate regression model is used to represent the rela-
tionship between the predictand, Hs, and SLP-derived predictors.
The local SLP gradient and its squared value (a proxy of the geo-
strophic wind energy) are used to account for the local wave gen-
eration. This study illustrates that the local predictors (P and G)
alone (Setting 1), as used in Wang et al. (2010), are not sufﬁcient
to properly model Hs in near shore areas where the coastline orien-
tation seems to enhance the role of swell waves. Similar to the
ﬁndings by Wang et al. (2012), a large improvement is achieved
in this study by adding the leading PCs of SLP gradient ﬁelds (in
this study including magnitudes and directions) to account for
swell waves (Settings 2 and 3) and adding the lagged Hs to account
for the temporal dependence (Setting 4).
Since this study aims to improve the performance in modeling
Hs in the near shore areas, where good representation of the swell
component is particularly important, special focus has been given
to the swell term. The proposed method (Setting 5) uses the PCsderived from the squared SLP gradient vectors (including magni-
tudes and directions). By retaining the geostrophic wind direction
information and separating between its positive and negative
phase, this approach enables the detection of swell wave trains
affecting each wave grid location. The time lag between the wave
generation area and the propagated swell at the point of interest
is also considered. Based on the directional/frequency dispersion
of waves, each swell train is ﬁnally weighted as a function of the
considered frequency bin and the deviation of the swell wave train
propagation from the forcing wind direction at the origin. Results
show that, in the study area (especially in the near shore areas),
the model performs better with this swell representation ap-
proach. The improvement is not very pronounced though, which
might be attributable to the short fetches of the study area. More
pronounced improvement can be expected if this method is used
to model Hs in near shore areas with larger fetches (and therefore
swell waves travelling longer distances). Meanwhile, the proposed
74 M. Casas-Prat et al. / Ocean Modelling 73 (2014) 59–75PCs sign decomposition and swell train detection approach could
be adapted to model wave direction together with Hs in a future
study.
To overcome the problem of having non-Gaussian (non-
negative) variables (whereas linear regression assumes normal
residuals), we have tried a couple of methods to transform the
non-negative predictors. The results show that transformation of
the predictand (Hs) alone (Setting 6) worsens the model skill,
because it distorts the relationship between Hs and the squared
SLP gradient ﬁelds (as discussed in the Auxiliary Material of Wang
et al., 2012). The log-transformation (Setting 7) improves the
results for low-to-medium waves, and the Box–Cox transformation
(Setting 8), for medium-to-high waves, especially at offshore
locations.
The proposed method models Hs in the study area reasonably
well and thus is suitable to project future wave climate in this area.
Thanks to the low computationally cost, it can be used to explore
the uncertainty associated with several factors such as atmo-
spheric models, greenhouse scenarios, and internal variability. In
addition, since the method is based on general (deep water) wave
physics, it can also be tuned and applied to other areas, even to
coastal regions bounded by large oceans. In the latter case, just a
slight increase in the computational cost is expected in the ﬁrst
step of model calibration, which would not affect the model perfor-
mance and applicability to project the associated future wave
scenarios.
In this study, we have explored the inter-model variability and
bias using ﬁve sets of RCM projections of the atmosphere (Table 1),
which has been also investigated in the recent dynamical down-
scaling study of Casas-Prat and Sierra (2013). We have also ex-
plored how a bias adjustment can affect the projections. In
general, the same pattern of change (between present-day and fu-
ture projections) is found but the projected changes are slightly
attenuated when the simulated SLP data are adjusted to have the
reference (HIPOCAS) climate and variation scale. In this study,
the adjustment is based on the mean climate but it would be inter-
esting to see how other approaches (e.g. quantile-matching adjust-
ments) might affect the future projections.
The two GCMs seem to project two different patterns of wave
climate change, which is also reported by Casas-Prat and Sierra
(2013) and might be related to the differences in theW-E ﬂow gen-
erated by each GCM as pointed out in the study of Donat et al.
(2010). Moreover, these atmospheric differences are accentuated
in the wave climate because of the fetch conﬁguration. Projections
forced by ECHAM5 show a general decrease of the median Hs, ex-
cept for the Genoa area (NE corner) where Hs tends to increase (up
to 10%). Projections derived by HadCM3Q3 show a larger decrease
of the median Hs offshore, with a slight increase in some east-fac-
ing coastline stretches. Using dynamical downscaling, Casas-Prat
and Sierra (2013) obtained similar patterns of change but with
the area of Hs increase in the four sets of ECHAM5-driven projec-
tions (Table 1) being closer to the Catalan coast.
As similarly found by Casas-Prat and Sierra (2013), our results
indicate that, for the studied winter season, the variability caused
by using different RCM’s is much lower than the one caused by the
different GCM’s. However, differences among RCM’s become larger
for the z50, showing sometimes contrasting patterns of future
changes (e.g. increase/decrease in z50 at the Northern Catalan
coast) (This is also seen in the results of Casas-Prat and Sierra,
2013). Differences between projections obtained in this statistical
downscaling study and those of dynamical downscaling study of
Casas-Prat and Sierra (2013) become larger when looking at the ex-
tremes, as would be expected, but still seems to be lower than the
inter-model variability.
The statistical model developed in this study can be applied to
climate model simulations of the atmosphere to simulate historicalwave climate. The resulting historical wave climate can then be
compared with an observation or reanalysis dataset, to assess the
collective skill of the statistical model and the related climate mod-
el in representing historical wave climate. The statistical model can
also be applied to projections of the atmosphere by multiple cli-
mate models for multiple emission scenarios. The results can be
analyzed to comprehensively quantify inter-model and inter-sce-
nario uncertainties. With the emerging of high resolution projec-
tions of the atmosphere by high resolution climate models (such
as CMIP5 simulations), it would be also interesting to see if the
RCM downscaling step is still necessary in this case. These are
interesting topics for future research.Acknowledgments
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