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MULTIPOINT SERIES OF GROMOV-WITTEN INVARIANTS OF CP1
E. GETZLER, A. OKOUNKOV, AND R. PANDHARIPANDE
1. Introduction
The Gromov-Witten theory of CP1 has an elegant description in terms of an integrable system
called the Toda hierarchy (Eguchi and Yang [2], Eguchi, Hori and Xiong [3], Pandharipande [13],
Getzler [6] and Okounkov and Pandharipande [10]). In this paper, we derive explicit formulas for
the multipoint series of CP1 in degree 0 from the Toda hierarchy, using the recursions of the Toda
hierarchy (Getzler [6]). Since the Toda equation determines the higher degree multipoint series of
CP1 from the degree 0 series, we obtain inductive formulas for the multipoint series in all degrees,
along with explicit formulas for the Hodge integrals
∫
Mg,n
ψk11 . . . ψ
kn
n λg and
∫
Mg,n
ψk11 . . . ψ
kn
n λg−1.
Let Mg,n,d = Mg,n(CP
1, d) be the moduli space of stable genus g, n-pointed maps to CP1 of
degree d. Let evi :Mg,n,d → CP
1 denote the morphism
evi([f : C → CP
1, z1, . . . , zn]) = f(zi)
defined by evaluating a stable map f : C → CP1 at the ith marked point zi ∈ C. Let ψi ∈
H2(Mg,n,d,Z) be the Chern class of the line bundle over Mg,n,d whose fibre at the point
[f : C → CP1, z1, . . . , zn]
in the moduli space is the cotangent line T ∗ziC. Let
[Mg,n,d]
vir ∈ H2(2g−2+2d+n)(Mg,n,d,Q)
denote the virtual fundamental class.
Let H ∈ H2(CP1,Z) be the cohomology class Poincare´ dual to the homology class of a point.
Given ki, ℓi ∈ N, define
〈τk1,Q . . . τkm,Qτℓ1,P . . . τℓn,P 〉g,d =
∫
[Mg,m+n,d]vir
m∏
i=1
ψkii ev
∗
i (H) ·
n∏
i=1
ψℓim+i ∈ Q.
The large phase space is the formal affine space with coordinates {sk, tk}k≥0. The genus g
Gromov-Witten potential Fg of CP
1 is the generating function on the large phase space given by
the formula
Fg =
∞∑
d=0
qd
∞∑
m,n=0
1
m!n!
∑
k1,...,km
∑
l1,...,ln
tk1 . . . tkmsl1 . . . sln〈τk1,Q . . . τkm,Qτl1,P . . . τln,P 〉g,d.
The total Gromov-Witten potential is obtained by combining these potentials into a power series
F =
∞∑
g=0
ε2gFg.
This differs by a factor of ε2 from the total Gromov-Witten potential of the physics literature.
Denote the constant vector fields ∂/∂sk and ∂/∂tk on the large phase space by ∂k,P and ∂k,Q.
We will use the abbreviations ∂ and ∂Q for ∂0,P and ∂0,Q. We use the following notation for the
partial derivatives of the total potential:
〈〈τk1,Q . . . τkm,Qτl1,P . . . τln,P 〉〉 = ∂k1,Q . . . ∂km,Q∂l1,P . . . ∂ln,PF .
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We now recall the recursions which characterize the Toda hierarchy. Define the functions u =
∇2F and v = ∇∂QF on the large phase space, where
∇ = ε−1(eε∂/2 − e−ε∂/2).(1.1)
The total Gromov-Witten potential F satisfies the Toda equation (Okounkov and Pandharipande
[11])
∂2QF = qe
u.(1.2)
However, this equation yields no information about the degree 0 potential limq→0F .
The Toda hierarchy is characterized by the following recursions (Getzler [6]): if k is a positive
integer,
D〈〈τk−1,Q〉〉 = (k + 1)∇〈〈τk,Q〉〉, D〈〈τk−1,P 〉〉 = k∇〈〈τk,P 〉〉+ 2∇〈〈τk−1,Q〉〉,(1.3)
where D denotes the operator: D = v∇ + (eε∂/2 + e−ε∂/2)∂Q. The recursions (1.3) are proved by
combining the partial Toda hierarchy on the subspace of the large phase space where sl = 0 for
l (Okounkov and Pandharipande [10]) with the Virasoro constraints (Givental [8], Okounkov and
Pandharipande [12]).
The multipoint series is closely related to the Gromov-Witten potential F of CP1. If d > 0, the
degree d multipoint series Fd[y|z] is defined by
Fd[y1, . . . , ym|z1, . . . , zn] =
∞∑
g=0
ε2g
∑
ki,lj
yk11 . . . y
km
m z
l1
1 . . . z
ln
n 〈τk1,Q . . . τkm,Qτl1,P . . . τln,P 〉g,d.
If m = 0, so that there are no y variables, we write Fd[z1, . . . , zn] instead of F
d[ |z1, . . . , zn].
The multipoint series may also be defined when d = 0, except that we modify the definition in
two exceptional cases, in order to adjust for the fact that the moduli spaces M0,1 and M0,2 are
empty:
F0[y| ] = y−2 +
∞∑
g=1
ε2g
∑
k
yk〈τk,Q〉g,0,
F0[y|z] = (y + z)−1 +
∞∑
g=1
ε2g
∑
k,l
ykzl〈τk,Qτl,P 〉g,0.
When d = 0, the only nonvanishing multipoint series are F0[y|z1, . . . , zn] and F
0[z1, . . . , zn].
Define auxiliary functions La,i(z) for a and i in N, by the formulas
La,0(z) =
∫ z
0
ya−1
(
1−
εy/2
tanh(εy/2)
)
dy = −
∞∑
k=2
εkBkz
k+a
(k + a)k!
,
La,i(z) = i
∫ z
0
La,i−1(y) dy = −
∞∑
k=2
i! εkBkz
k+a+i
(k + a) . . . (k + a+ i)k!
,
where Bk is the kth Bernoulli number.
The following formulas are proved using the recursions (1.3).
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Theorem 1.1. Let Z = z1 + · · ·+ zn, and for I ⊂ {1, . . . , n}, let ZI =
∑
i∈I zi. Then
F0[y|z1, . . . , zn] =
(
ε(y + Z)/2
sinh(ε(y + Z)/2)
)
(y + Z)n−2,
F0[z1, . . . , zn] = −2
(
εZ/2
sinh(εZ/2)
)
×
× Z−1
( ∑
J⊂{1,...,n}
|J |<n
n−|J |∑
i=1
(
n− |J | − 1
i− 1
)
(Z − ZJ)
n−|J |−iL|J |−1,i(ZJ) + Ln−1,0(Z)
)
.
There is an overlap between this paper and [7], where the consequences of the Virasoro constraints
for CP1 in degree 0 were analyzed: we showed that the Virasoro constraints determine the two
degree 0 multipoint series up to overall constants in each genus. The formula which we prove for
F0[y1|z1, . . . , zn] was conjectured in [7] and proved, using localization, in [4], [5]. Our main new
result is the explicit identification of the more subtle series F0[z1, . . . , zn].
Acknowledgements. E. G. and R. P. thank the organizers of the Workshop on Duality (ITP
Santa Barbara, Summer 2001) for providing the opportunity for collaborating on this paper. The
authors thank T. Eguchi and A. Givental for discussions about the Toda conjecture and Gromov-
Witten theory of CP1, and M. Bhargava and K. Kedlaya for help with the proof of Lemma 4.3.
E. G. was partially supported by DMS-0072508, A. O. by DMS-0096246 and fellowships from
the Sloan and Packard foundations, and R. P. by DMS-0071473 and fellowships from the Sloan and
Packard foundations.
2. Hodge series
Recall the explicit formula for the degree 0 Gromov-Witten invariants of CP1 in terms of Hodge
integrals [7]. Let Mg,n be the moduli space of stable genus g, n-pointed curves. Let
ψi = c1(Li), λj = cj(E),
where Li is the ith cotangent line bundle and E is the Hodge bundle on Mg,n. For h ≥ 0, let
F[h] =
∞∑
g=h
(−ε2)g
∞∑
n=0
1
n!
∑
k1,...,kn
sk1 . . . skn
∫
Mg,n
ψk11 . . . ψ
kn
n λg−h.(2.1)
Proposition 2.1. The degree 0 Gromov-Witten potential of CP1 is given by the formula:
lim
q→0
F =
∞∑
k=0
tk
∂F[0]
∂sk
− 2F[1].
Let f be a power series in the variables s∗ = {sk | k ≥ 0}. Denote the vector field ∂/∂sk by ∂k,
and the vector field ∂0 by ∂. Let ∂(z) be the generating function of vector fields
∂(z) =
∞∑
k=0
zk∂k.
If n > 0, let f [z1, . . . , zn] be the generating function
f [z1, . . . , zn] = ∂(z1) . . . ∂(zn)f |s∗=0.
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Proposition 2.1 yields the following expression for the generating functions of degree 0 Gromov-
Witten invariants of CP1:
F0[y1|z1, . . . , zn] = F
[0][y1, z1, . . . , zn], F
0[z1, . . . , zn] = −2F
[1][z1, . . . , zn].(2.2)
The string equation in Gromov-Witten theory implies the following differential equation for the
Hodge series:
∂F[h] = δh,0
(
s20
2
−
ε2
24
)
+
∞∑
n=0
sn+1∂nF
[h].(2.3)
We obtain the following relations between the series F[h][z1, . . . , zn]:
F[h][z1, . . . , zn, 0] = ZF
[h][z1, . . . , zn] + δh,0δn,2.(2.4)
Let f [h] be the generating function f [h] = ∇F[h]. The string equation (2.3) for F[h] implies the
string equation for f [h]:
∂f [h] = δh,0s0 +
∞∑
n=0
sn+1∂nf
[h].(2.5)
Although we are really more interested in the series F[h][z1, . . . , zn], the recursions (1.3) lead more
naturally to formulas for the series f [h][z1, . . . , zn]. The string equation gives a formula relating
these two sets of series:
Proposition 2.2. If n ≥ 3, then
F[h][z1, . . . , zn] =
(
εZ/2
sinh(εZ/2)
)
Z−1f [h][z1, . . . , zn].
Proof. We have
f [h][z1, . . . , zn] =
∞∑
g=h
∞∑
m=0
(−ε2)gε2m
22m(2m+ 1)!
∫
Mg,n+2m+1
λg−h
(1− z1ψ1) . . . (1− znψn)
.
By the string equation (2.3),∫
Mg,n+2m+1
λg−h
(1 − z1ψ1) . . . (1 − znψn)
= Z2m+1
∫
Mg,n
λg−h
(1− z1ψ1) . . . (1− znψn)
,
and the result follows on summing over m. 
3. Calculation of f [0]
We will now derive a formula for the Hodge series f [0][z1, . . . , zn]. We actually establish a more
general result, for the generating function ex∂ f [0], obtained from f [0] by translating s0 by x.
Theorem 3.1. If n > 1, (ex∂ f [0])[z1, . . . , zn] = Z
n−2exZ .
Proof. By Proposition 2.1, we have
lim
q→0
∇〈〈τn,Q〉〉 = ∂nf
[0] and lim
q→0
∂Q〈〈τn,Q〉〉 = 0.
In particular, limq→0 v = ∂f
[0]. Since we work here exclusively in degree 0, we will denote ∂f [0] by
v. The q → 0 limit of the recursion
D〈〈τn−1,Q〉〉 = (n+ 1)∇〈〈τn,Q〉〉
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yields the following equation: v∂n−1f
[0] = (n+ 1)∂nf
[0]. Thus, we find that
∂nf
[0] =
vn+1
(n + 1)!
.(3.1)
Summing over n, we see that
∂(z)f [0] = z−1(ezv − 1).(3.2)
We now prove by induction that for n > 1, (n− 1)! ∂(z1) . . . ∂(zn)f
[0] equals the residue at x = 0
of
x−nZ−1 exp(Zex∂v).
Replacing z by z1 in (3.2) and applying the operator ∂(z2) shows that
∂(z1)∂(z2)f
[0] = (∂(z2)v) exp(z1v) = ∂v exp((z1 + z2)v),
giving the case n = 2. The induction step is as follows:
(n− 1)! ∂(z1) . . . ∂(zn+1)f
[0] = ∂(zn+1)Res0(x
−nZ−1 exp(Zex∂v))
= Res0(x
−n(∂(zn+1)e
x∂v) exp(Zex∂v))
= Res0(x
−n(ex∂∂v) exp((Z + zn+1)e
x∂v))
= Res0
(
x−n
∂
∂x
exp((Z + zn+1)e
x∂v)
Z + zn+1
)
.
By the string equation (2.5), (ex∂v)|s∗=0 = x. We then conclude for n > 1,
(n− 1)! (ey∂ f [0])[z1, . . . , zn] = Resx=0(x
−nZ−1 exp((x+ y)Z))
= (n− 1)!Zn−2eyZ . 
The formula for F0[y|z1, . . . , zn] in Theorem 1.1 is an immediate consequence of (3.3), (2.2) and
(2.4) (which is needed to prove the cases n = 0 and n = 1).
Theorem 3.1 is closely related to results of the paper [5]. By Proposition 2.2, we see that for
n ≥ 3,
F[0][z1, . . . , zn] =
(
εZ/2
sinh(εZ/2)
)
Zn−3.(3.3)
Using (2.4), we may also handle the cases with n < 3. For example, since
F[0][z] = z−2
(
εz/2
sinh(εz/2)
− 1
)
,
we recover a formula proved in [4]: for g > 0,∫
Mg,1
ψ2g−21 λg = (−1)
g
(
21−2g − 1
) B2g
(2g)!
.
We do not know how to derive the above formula directly from the Virasoro constraints, even though
in principle, the Virasoro conjecture determines F from the genus 0 Gromov-Witten potential F0
(Dubrovin and Zhang [1]).
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4. Calculation of f [1]
In this section, we prove the formula of Theorem 1.1 for F [z1, . . . , zn]. We actually work with the
series f [1][z1, . . . , zn], establishing a recursion which determines f
[1][z1, . . . , zn] from f
[1][z1, . . . , zm],
m < n. The formula for F [z1, . . . , zn] follows on application of Proposition 2.2 and (2.2).
Theorem 4.1.
df [1][z1, . . . , zn] =
∑
I⊂{1,...,n}
|I|<n
(Z − ZI)
n−|I|−1f [1][zI ] dZI + Z
n−1d log
(
εZ/2
sinh(εZ/2)
)
Proof. By (1.3), we see
∞∑
n=0
znD〈〈τn,P 〉〉 =
∂
∂z
∞∑
n=0
zn∇〈〈τn,P 〉〉+ 2
∞∑
n=0
zn∇〈〈τn,Q〉〉.(4.1)
From Proposition 2.1, we obtain the formulas:
lim
q→0
∞∑
n=0
zn∇〈〈τn,P 〉〉 =
∞∑
k=0
tk∂k∂(z)f
[0] − 2∂(z)f [1] = ezv
∞∑
k=0
tk∂kv − 2∂(z)f
[1],
lim
q→0
∞∑
n=0
zn∇〈〈τn,Q〉〉 = ∂(z)f
[0],
lim
q→0
∞∑
n=0
zn∂Q〈〈τn,P 〉〉 = ∂(z)
(
ε∂/2
sinh(ε∂/2)
)
f [0].
We therefore find:
lim
q→0
∞∑
n=0
znD〈〈τn,P 〉〉 = lim
q→0
∞∑
n=0
zn
(
v∇〈〈τn,P 〉〉+ (e
ε∂/2 + e−ε∂/2)∂Q〈〈τn,P 〉〉
)
= vezv
∞∑
k=0
tk∂kv − 2v∂(z)f
[1] + ∂(z)
(
ε∂
tanh(ε∂/2)
)
f [0].
The terms involving the variables tk cancel in the recursion (4.1), and we are left with the formula:
∂
∂z
(∂(z)f [1]) = v∂(z)f [1] +
(
1−
∂/2
tanh(∂/2)
)
∂(z)f [0]
= v∂(z)f [1] +
(
1−
ε∂x/2
tanh(ε∂x/2)
)
x=0
∂(z)ex∂ f [0].
Substituting zi for z in this formula and applying the operator ∂(z1) . . . ∂̂(zi) . . . ∂(zn), we obtain:
∂
∂zi
(
∂(z1) . . . ∂(zn)f
[1]
)
=
∑
I⊂{1,...,n}
i∈I
∏
j /∈I
∂(zj)v
∏
j∈I
∂(zj)f
[1] +
(
1−
ε∂x/2
tanh(ε∂x/2)
)
x=0
∂(z1) . . . ∂(zn)e
x∂ f [0].
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Note that for n > 0, v[z1, . . . , zn] = ∂f
[0][z1, . . . , zn] = Z
n−1. Hence, taking s∗ = 0, we see:
∂
∂zi
f [1][z1, . . . , zn] =
∑
I⊂{1,...,n}
i∈I
(Z − ZI)
n−|I|−1f [1][zI ] +
(
1−
ε∂x/2
tanh(ε∂x/2)
)
x=0
Zn−2exZ
=
∑
I⊂{1,...,n}
i∈I
(Z − ZI)
n−|I|−1f [1][zI ] + Z
n−2
(
1−
εZ/2
tanh(εZ/2)
)
.
Multiplying by dzi, summing over i, and using the identity
Zn−2
(
1−
εZ/2
tanh(εZ/2)
)
dZ = Zn−1d log
(
εZ/2
sinh(εZ/2)
)
,
the theorem is proved. 
The string equation (2.5) implies f [1][0, . . . , 0] = 0. Hence, Theorem 4.1 determines the functions
f [1][z1, . . . , zn]. For example,
f [1][z] = log
(
εz/2
sinh(εz/2)
)
= −
∞∑
k=2
εkBk
k!
zk
k
,
which is equivalent to the formula for F[1][z] in [4], by Proposition 2.2.
Starting with the above formula for f [1][z], Theorem 4.1 yields:
f [1][z1, z2] = −
∞∑
k=2
εkBk
k!
(
(z1 + z2)
k+1
k + 1
+
zk+11 + z
k+1
2
k(k + 1)
)
.
We now find a general formula for f [1][z1, . . . , zn]. Let
g[z1, . . . , zn] =
∑
J⊂{1,...,n}
|J |<n
n−|J |∑
i=1
(
n− |J | − 1
i− 1
)
(Z − ZJ)
n−|J |−iL|J |−1,i(ZJ) + Ln−1,0(Z).
Theorem 4.2. f [1][z1, . . . , zn] = g[z1, . . . , zn].
Proof. For n = 1, both f [1][z1] and g[z1] equal L0,0(Z). We prove the Theorem by showing the
functions g[z1, . . . , zn] satisfy the recursion of Theorem 4.1, which may be restated as:
dg[z1, . . . , zn]− dLn−1,0(Z) =
∑
I⊂{1,...,n}
|I|<n
(Z − ZI)
n−|I|−1g[zI ] dZI ,(4.2)
where g[zI ] = g[zi1 , . . . , zi|I|] for I = {i1 < · · · < i|I|}. The left-hand side of (4.2) equals:
∑
J⊂{1,...,n}
|J |<n
n−|J |∑
i=0
(
n− |J | − 1
i
)
(Z − ZJ)
n−|J |−i−1L|J |−1,i(ZJ )((i+ 1)dZJ + id(Z − ZJ)).(4.3)
Lemma 4.3 below will be used to handle (4.3); the first of the identities is due to Hurwitz [9],
while the second is closely related. (See also Pitman [14].)
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Lemma 4.3.
(x+ y)(x+ y + Z)n−1 = xy
∑
I⊂{1,...,n}
(x+ ZI)
|I|−1(y + Z − ZI)
n−|I|−1
(x+ y + Z)n−1 dZ = y
∑
I⊂{1,...,n}
(x+ ZI)
|I|−1(y + Z − ZI)
n−|I|−1 dZI
Proof. We require a result from the theory of tree enumeration. A tree T with vertices {1, . . . , n}
is a subset of the set of pairs {(i, j) | 1 ≤ i < j ≤ n} of cardinality n − 1 such that the associated
graph is connected. Let d(T, i) be the valence of the vertex i in the tree T . A basic combinatoric
identity is:
Zn−2 =
∑
trees T with vertices
{1,...,n}
n∏
i=1
z
d(T,i)−1
i .
Thus, the summand of the right-hand side of the first identity is obtained by summing over pairs
of trees, one of which has vertices {x} ∪ I, and the other of which has vertices {y} ∪ {1, . . . , n}\I.
Similarly, the coefficient of dzk in the summand of the second identity is obtained by summing over
pairs of trees, one of which has vertices {x}∪I, and the other of which has vertices {y}∪{1, . . . , n}\I,
subject to the additional condition that k ∈ I.
Let us prove the first formula. The pairs of trees contributing to the right-hand side may be
obtained by taking a tree with vertices {w}∪{1, . . . , n}, and cutting the vertex w into two vertices
x and y of valence e and d − e. If the vertex w had valence d, and hence weight wd−1, then after
being split, the contribution xe−1yd−e−1 is obtained. Summation over e yields (xy)−1(x+ y)d. The
left-hand side of the identity is the result of performing the replacement of wd−1 by (xy)−1(x+ y)d
on the sum over trees (w + Z)n−1.
The proof of the second formula is similar, except that now, we insist that the e edges emerging
from x include the distinguished edge emerging from w which lies on the unique path from w to k.
Now, summing over e yields y−1(x+ y)d−1. The left-hand side of the second identity is the result
of performing the replacement of wd−1 by y−1(x+ y)d−1 on the sum over trees (w + Z)n−1. 
Taking a derivative of both sides of the first identity of Lemma 4.3 with respect to y and setting
y = 0 yields
(x+ Z)n−1 + (n− 1)x(x+ Z)n−2 = x
∑
I⊂{1,...,n}
|I|<n
(x+ ZI)
|I|−1(Z − ZI)
n−|I|−1
= x
∑
I⊂{1,...,n}
0<|I|<n
(x+ ZI)
|I|−1(Z − ZI)
n−|I|−1 + Zn−1
Extracting the coefficient of xi, i > 0, we see that
(i+ 1)
(
n− 1
i
)
Zn−i−1 =
∑
I⊂{1,...,n}
0<|I|<n
(
|I| − 1
i− 1
)
Z
|I|−i
I (Z − ZI)
n−|I|−1.(4.4)
Likewise, taking a derivative of both sides of the second identity with respect to y and setting y = 0
yields
(n− 1)(x+ Z)n−2 dZ =
∑
I⊂{1,...,n}
|I|<n
(x+ ZI)
|I|−1(Z − ZI)
n−|I|−1 dZI .
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Extracting the coefficient of xi−1 gives
i
(
n− 1
i
)
Zn−i−1 dZ =
∑
I⊂{1,...,n}
0<|I|<n
(
|I| − 1
i− 1
)
Z
|I|−i
I (Z − ZI)
n−|I|−1 dZI .(4.5)
Using formulas (4.4) and (4.5), we easily see that (4.3) equals the right-hand side of (4.2). 
5. Higher degree multipoint series
In this section, we derive an inductive formula from the Toda equation (1.2) for the higher degree
multipoint series. In particular, this will show that the multipoint series of the Gromov-Witten
theory of CP1 are integrals of trigonometric functions in all degrees d.
From the Toda equation (1.2), we see that if d > 0,
∂2QF
d =
∞∑
k=1
1
k!
∑
d1+···+dk=d−1
∇2Fd1 . . .∇2Fdk .
Using the divisor equation
∂QF
d = d · Fd +
∞∑
k=0
sk+1∂k,QF
d,
we see that
∂2QF
d = d2 · F + 2d
∞∑
k=0
sk+1∂k,QF
d +
∞∑
j,k=0
sj+1sk+1∂j,Q∂k,QF
d.
We conclude that
F = −
2
d
∞∑
k=0
sk+1∂k,QF
d −
1
d2
∞∑
j,k=0
sj+1sk+1∂j,Q∂k,QF
d +
∞∑
ℓ=1
1
ℓ!
∑
d1+···+dℓ=d−1
∇2Fd1 . . .∇2Fdℓ .
(5.1)
Let Pn,m be the set of partitions with nonempty parts of the set {y1, . . . , ym, z1, . . . , zn}. For
P ∈ Pn,m, let {P1, . . . , Pℓ(P )} denote the parts of P . Let yPi and zPi denote the y and z variables
of the part Pi. Let YPi and ZPi denote the sums of the variable sets yPi and zPi respectively. We
see from (5.1) that for d > 0,
(5.2) Fd[y1, . . . , ym|z1, . . . , zn] =
−
2
d
∑
1≤i≤n
ziF
d[y1, . . . , ym, zi|z1, . . . , zˆi, . . . zn]
−
2
d2
∑
1≤i<j≤n
zizjF
d[y1, . . . , ym, zi, zj |z1, . . . , zˆi, . . . , zˆj , . . . zm]
+
1
d2
∑
P∈Pm,n
∑
d1+···+dℓ(P )=d−1
ℓ(P )∏
i=1
(
sinh(ε(YPi + ZPi)/2)
ε(YPi + ZPi)/2
)2
Fdi [yPi |zPi , 0, 0].
This equation, together with the formulas of Theorem 1.1 for the degree 0 multipoint series, gives
explicit formulas for the higher degree multipoint series.
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