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Abstract: Most current work on gesture recognition focuses on the analysis of complex video sequences. 
In this paper we present an alternative approach that is intended for simple gesture control using a 
relatively inexpensive pyroelectric array detector. The detector is manufactured using standard wafer 
processing techniques. It consists of a 16 element passive infrared sensor array that responds to changing 
infrared signals, such as are generated by a hand moving at a distance of some tens of centimetres in front 
of the array. There is quite a large variation in the responsivity of the pixels within the array, but despite 
that it is relatively easy to use differential signals from the array or to apply a simplified version of an 
image processing algorithm to track movement in front of the detector. We have developed a prototype 
system that can recognise hand movements in different directions in front of the detector. This has 
allowed us to develop a demonstrator system that can be used to control, for instance, a PowerPoint 
presentation by gesture. 
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1. Introduction 
Non-contact operation of electrical appliances is becoming increasingly desirable. This is particularly 
the case in public areas where hygiene is important. Public washrooms increasingly have taps, cisterns, 
soap dispensers, hand dryers and doors activated by simple hand proximity/movement detectors. The 
advantages of removing physical contact from the activation and control of devices range from 
limiting the chance of infections transmitted through touch and better energy efficiency to simple 
convenience. In other environments such as medical facilities and food processing areas, strict hygiene 
rules are essential and direct hand contact with appliances is best avoided if at all possible [1]. These 
environments present a wide spectrum of opportunities for non-contact control, as reducing the number 
of touched surfaces positively suppresses risk of cross contamination and infection. Strict rules apply 
in operating rooms, for example, where doctors‟ hands must remain sterile throughout a procedure [2]. 
There are other, rarer cases where a cultural or individual preference may be not to make physical 
contact with an appliance. In all these circumstances touch-free control is beneficial. 
 
Existing non-contact hand proximity/motion switches provide the binary functionality of an on/off 
operation. They are commonly based in single or dual cell pyroelectric infrared sensors with a simple 
lens system [3], although capacitive sensing can also be used [4]. Thus the degree of human control 
over the electrical appliance is severely limited. 
 
In this paper details are given of a simple pyroelectric array device that detects simple hand movement 
gestures thereby allowing greater non-contact control capability with little increase in size, cost or 
power consumption. Numerous touchless alternatives to existing tactile switches are envisaged. This 
paper gives an overview of existing methods of gesture detection. Further, the problem of hand gesture 
recognition is discussed and our implementation is explained. 
 
2. Related Work 
Gesture recognition systems can be categorized into three broad groups [5]: those that use a handheld 
pointing device, those that require wearable sensors and those with no user devices but operate using 
the analysis of 2D images (this can be generalised as external sensing). For general application of 
gesture recognition sensors, it is important that the system requires no user held or worn devices. 
 
Research into gesture feature extraction from image sequences is the most active. Most common 
implementation uses a video camera to capture a wide scene, from which hands are extracted and 
tracked, for example [6] and [7]. Such approach gives great flexibility in terms of detection distance 
and detection precision and scope. Commercially, systems operating on a video processing basis have 
been developed by GestureTek [8], EyeSight [9] and Edge 3 Technologies [10]. However, it is not 
practical to implement such systems ubiquitously, for example as switches, due to size, cost and, in 
many cases, energy consumption. 
 
Byung-Woo Min et al. [11] classify hand gestures into static (hand posture) and dynamic (hand 
movement). Dynamic gestures are generally more intuitive for the user, as the direction of motion or 
its shape can reflect the resulting action, e.g., up/down hand stroke for increasing/decreasing 
brightness in a room. Moreover, it is easier to capture this type of gesture with a low resolution and 
low cost imager. 
 
 Sensor based touchless solutions have become more popular after the recent success of touch screen 
interfaces. Mechaless [12] provide a hardware solution. They use an active near infrared arrangement 
with multiple IR LEDs and a sensor that is used to calculate the distance of an object from each LED 
by timing pulse to reception interval. They propose use of their touchless interface in wall-mounted 
gesture switches (increase / decrease a control by up / down hand movement) or in a remote control 
  
with a touchless „joystick‟. 
 
One of many NIR proximity array systems is being developed by Dongseok et al. [13]. A 3-
dimensional map of the scene is created by analyzing reflections of emitted near infrared light captured 
by an infrared array. Each pixel can read range, as with simple infrared range-finders. Interestingly, the 
research group develops a near-field touchless, free air touchpad-like device, where position of a finger 
in front of the sensor is tracked precisely and analysed. 
 
An ultrasonic realization of a touchless pointing interface is proposed by Chiu et al. [14]. In this case 
an array of ultrasonic receivers creates an image-like output based on reflections received from a 
pointing object. 
 
The related idea of interactive shop windows is introduced by Krumm [15]. Interactive or immersive 
advertising reacts to people passing by, trying to engage them by showing dynamic content 
accordingly. 
 
Active arrangements, comprising an emitter and a receiver, usually have the advantage of providing 
absolute measurements of distance and position. However the presence of the emitter results in  higher 
energy needs than for a passive measurement. For dynamic hand gestures such precision is not 
necessary and detection can be realised by passively sensing thermal infrared radiation change only. 
 
We believe that our solution is very well suited to the task of near distance, dynamic hand gesture 
recognition application and provides an alternative to existing propositions, that is more cost and 
energy efficient due to reduction in number of components or their complexity. 
 
3. PIR Array Based Hand Motion Recognition 
The set of basic hand movements in front of a sensor is limited, e.g., horizontal, vertical and diagonal 
swipes across the field of view, circular motion and in and out movements. At this stage, only linear 
motion across the field of view is considered. Four directions of swipe were chosen as easy to describe 
and reproduce: up / down, left / right. 
 
3.1 Design Principle – PIR Array 
As identified in the introduction to this paper, a simple, low cost and low energy consumption device 
to extend the concept of a touchless interface is desirable in many environments. 
 
A PIR Array is an interesting potential solution: the technology has been widely proven in settings 
such as burglar alarms and automatic light switches. However, only now has it become financially 
viable for ubiquitous application in the form of an array (previously mostly used a single or dual 
element occupancy sensor). Dual element detectors have an advantage in that the pixel outputs can be 
used to generate a differential signal: useful in reducing the effects of drift and noise. This principle is 
taken further in the idea of the quadrant detector. More widely used in optical detection, the signal 
from four quadrants is coupled differentially to produce X and Y signals directly proportional to the 
position of a spot image on the detector.  
 
 
Passive has several meanings in this type of application. There is no emitter required for illumination 
of the scene, as the human body is naturally a good thermal infrared emitter [16]. Scenes a temperature 
above 0 K may be dark in visible spectrum, while still full of thermal energy [17]. 
 
A limitation common to all passive infrared detectors exists. The minimum detectable temperature 
difference produces a band of hand temperature relative to the background temperature that produces 
  
too low a signal to noise ratio. When the temperature of the detected object is higher than that of the 
background, the response of the infrared elements will be positive. When the temperature of the object 
is lower, the response is inverted. If the temperature of the environment is close to  the temperature of 
the hand, the signal from the sensor can drop to . 
 
The passive array responds to temperature differences; in fact the signal varies with the speed of 
temperature change. This means that the speed of the swipe motion has an effect on the signal size. 
This is potentially an interesting area for further work, as the repertoire of gestures that can be 
recognised can be expanded if the velocity of motion can be measured. However, this is not an easy 
measure to make: from the detector's point of view, it is the angular velocity that affects the signal size. 
Therefore it depends not just on the velocity of the gesture, but also on the distance between the 
detector and hand. For this reason it may be easier to recognise other gestures, such as a pause in the 
middle of a swipe, since this is not dependent on the separation of source and detector. 
 
3.2 Research Questions 
The primary aim of this study is to investigate whether it is feasible to use a passive infrared array for 
hand gesture recognition, and if so, under what conditions, and what range of gestures can be 
recognized.  The secondary aim is to compare the cost effectiveness and power efficiency of the 
passive infrared system with existing solutions using active infrared or visible cameras. 
 
4. Implementation 
We propose a system to realize the task of simple dynamic hand gesture recognition at short distances. 
 
4.1 Prototype 
The implementation described in this paper is a proof-of-concept prototype. Existing signal 
conditioning integrated circuit and PC interface board and software provided by the sensor 
manufacturer are used for signal capture. Signals are processed using the computer for ease of 
development. In future developments a migration to an embedded system is anticipated in order to 
provide a low footprint, low power solution. 
 
4.2 Capture Device 
A thin-film, passive infrared sensor, 4 pixel x 4 pixel array is enclosed in a package with a broadband 
infrared filter. This thin-film sensor is manufactured using standard, high throughput wafer processing 
techniques. Therefore a sensor die is a customisable MEMS structure with pixels patterned on a 
membrane. Such an approach provides an integrated, robust array with consistent physical properties. 
 
Thin-film infrared elements have low thermal mass compared with bulk PZT elements. The result is 
higher optimal frequency of operation, well suited for tasks such as gesture recognition, where a 
detected object moves quickly across the field of view. 
 
An infrared-blocking film is mounted on the underside of the filter, with a pinhole centred above the 
array, as seen in 0 
  
 
 
Fig. 1.4x4 PIR Sensor Array (Source: [18]). 
 
This optical arrangement produces a low resolution infrared image of the scene in front of the sensor 
within a field of view of 60
o
 up to 20 cm away from the sensor. 
 
Electrical signals from the infrared array are amplified, low pass filtered and digitised. The images are 
captured using a dedicated interface board. The digitized frames are sent to a computer and pre-
processed to provide a stable and uniform output. This involves per-pixel low pass filtering and 
normalisation of signals across the array. 
 
 
 
Fig. 2. Optical arrangement. 
 
4.3 PIR Sensor Array 
The PZT infrared array sensing elements transform thermal radiation into electrical charge based on 
the pyroelectric principle. 
 
The transducer operates in the same manner as standard security PIR motion detectors, where the 
change in incident flux arises from the motion of a thermal infrared source across the field of view. 
This has an advantage in that the background subtraction is inherent in the transducer itself: stationary 
infrared emitters do not cause a change in incident flux, and therefore are not detected. However, it 
also becomes a limitation in that an object that moves into the field of view and then becomes 
stationary will soon become invisible. This is not a problem in a system designed to recognize simple 
„swipe‟ type gestures where motion, and the direction of the motion, are the dynamic features that are 
to be recognized. 
 
4.4 Pixel performance 
Each pixel is a pyroelectric detector sensitive to changes in incident IR radiation. In testing, the change 
in temperature is provided by using a chopper to mechanically interrupt the IR beam from a calibrated 
source. In the application area, the change in radiation comes from the motion of the target: a 
stationary target cannot be detected. However, in the intended application of simple gesture 
recognition, this is not a problem as it is dynamic gestures that are being detected. 
   As a hand is swept in front of the detector, the infrared radiation first increases then decreases 
(assuming the hand is at a higher temperature than the background). The pixels are sensitive to the 
  
differential of the radiation with respect to time; this leads to a double peak, first in one direction then 
the other. In the system we used, the raw signals after initial amplification appear inverted. This is 
simply an artefact of the electronics and has no effect on the measurements. The signal is digitised 
with 10 bit resolution, leading to an output of a number in the range 0-4095.  In theory, the output with 
no changing input should be in the middle of this range, but offsets in the electronics mean that the 
quiescent level may differ from this slightly. Figure [3] shows the output of a single pixel as a hand is 
moved in front of the detector. The inversion means that the first peak is negative as the hot target first 
appears; this is followed by a positive peak as the hot target moves away, leaving the pixel exposed to 
the cooler background. 
 
 
 
Fig. 3. Output from a single pixel in response to a hand swipe 
 
4.5 Array characterisation 
The thin-film sensor array has the advantage that it is manufactured using standard wafer processing 
techniques.  This will result in a device that can be manufactured in large quantities at low cost. 
However, it also means that there are some limitations in the performance of the sensor, both in terms 
of the sensitivity, but also in the amount of noise and other error sources. 
   The first limitation of the device is in the variation between pixels. This is largely caused by the 
thermal conduction from the pixels at the edge to the surrounding substrate. This has the effect of 
reducing the sensitivity of the edge pixels. Furthermore, the fact that one edge of the detector is the 
bond-pad side of the die which has a wider frame and hence acts as a „stronger‟ heatsink, means that 
the thermal characteristics are not symmetrical round the four edges of the square array. This can be 
seen in figure [4], which shows the relative sensitivity of the 16 pixels in an array. These 
measurements were made using a calibrated thermal source at a temperature of 500K, chopped at 10 
Hz.  
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Fig. 4. Relative sensitivity of pixels in one array 
 
 There is a much smaller variation in the noise than in the sensitivity. For the same pixels as in figure 
[4], the variation of the normalised noise was at most 18% (with a standard deviation of 5%), 
considerably less than the variation in the sensitivity. The variation in the sensitivity can, to a certain 
extent, be calibrated out as it is a fixed systematic error. However, there are limits to this as the 
sensitivity of the edge pixels can be adjusted for with an increased gain, but this also amplifies the 
noise. The signal to noise ratio of the edge pixels is significantly poorer than for the centre pixels.  
 
As the intended application is the detection of hand motions, it is of interest to look at the response of 
the array to a hand moved across the detector's field of view. Figure [5] shows the response of three 
pixels; it demonstrates the relatively poor performance of the pixels at the edge, and particularly the 
corner. 
 
 
 
 
Fig. 5. Variations in pixel response 
 
4.6 Determining direction 
The array can be used like a quadrant detector: summing pixels in one section of the array and 
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subtracting pixels in another section of the array to obtain a differential signal. When detecting an 
image moving across the pixel array, the peaks arrive in different sections of the array at different 
times. Using the detector as a quadrant detector means that there is a sequence of peaks: + - + for one 
direction, - + - in the other direction. This can be seen in Fig. 6, where the sum of the right hand pixels 
is subtracted from the sum of the left hand pixels.   
 
 
 
Fig. 6. Using the detector in differential mode to detect a hand swipe moving backwards and forwards 
across the detector. 
Figure 6also shows that there is variability in the signal generated by the movement of a hand in front 
of the detector (the second peak is not just an inverted form of the first peak). The amount of the 
change in infrared radiation incident on the detector depends on a number of factors: the relative 
temperature difference of the hand and the background, the speed of movement, the distance between 
the array and the hand and the hand‟s emissivity all affect the signals generated by the array. 
 
4.7 Signal Processing 
A tracking algorithm is applied to the frame sequence. A blob detection technique is derived from the 
Automatic Centroid Extractor [20], also used for a people counting application [19]. Adaptation of the 
algorithm involved increased processing rate and adjustment for larger object size.  
 
Hotspots are localized and tracked in the image. Analysis of the trail of a detected and tracked object 
allows the determination of direction of motion. The length of the track is used to determine if it was a 
valid detection, while the x and y difference between starting and finishing point is evaluated to 
provide direction information. 
 
5. Initial Evaluation 
Functionality of the system was tested in four main directions of hand swipe across the sensor using 
the blob detection software to deduce the direction of motion. Five participants were asked to perform 
a set of 100 hand movements each (25 per direction). The detection rate and accuracy of the system 
response (correct direction detected) were recorded.  
 
Figure [7]. demonstrates the test arrangement and correct detection: a sample hand motion from left to 
right results in a correct „right‟ detection. 
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Fig. 7. Hand motion and tracker response [21]. 
 
Detection in the distance range of up to 20 cm from the sensor was accurate 92.6% of time overall. 
81.4% of gestures were detected at the first attempt. When considering only horizontal swipes (left to 
right and right to left), it can be seen that the detection rate (87.2%) and accuracy (93.6%) were higher 
than overall. This is attributed to the test arrangement, where it was more difficult to accurately present 
clean vertical swipes to the system then it was to produce horizontal ones. This is mostly explained by 
the mechanics of the arm motion. It is easier to produce a uniform motion side-to-side in the X axis 
where the bulk of the motion is generated by a simple rotation of the arm at the elbow than motion in 
the Y direction where the whole arm tends to move towards and away from the body.  
 
 
Direction 
Detection Rate 
(%) 
Accuracy 
(%) 
Up 72.8 93.6 
Down 86.4 93.6 
Left 88.0 93.6 
Right 78.4 89.6 
Average 81.4 92.6 
 
Table 1. Initial Evaluation Results 
 
5.1. Application 
As an example application of the system, the output of the prototype was used to emulate arrow key 
strokes on the host computer. This simple test demonstrates the suitability of the system for performing 
certain tasks on the computer. As an example, the gesture recognizer was used to change slides during 
a multimedia presentation.  
  
 
6. Conclusion 
 
With our prototype system we have demonstrated that it is feasible to recognize hand motion direction 
with a pyroelectric passive thermal infrared array. Our approach shows that the functionality of a 
simple pyroelectric movement sensor can be expanded to detect differing hand gestures at short range. 
Several algorithms have been investigated for processing the information from the pixels, either 
averaging some pixels using a modified version of a quadrant detector, or by using a modified blob 
detection algorithm adapted from image processing techniques. We have shown that blob detection 
from a hand waving over a 16 element passive infrared sensor array provides sufficient information to 
discriminate four directions of hand stroke.  
There are a number of limitations to the current system. The response of the array is not ideal, with 
varying responsivities from different pixels. However, this variation is fixed, and can be allowed for in 
the processing of the signal from different pixels. Operation under different ambient conditions still 
needs to be determined: detection relies on there being a perceptible temperature difference between 
the hand and the background scene.  
Optimisation of the optics has not yet been fully explored. The prototype system uses pin hole optics: 
very simple and inexpensive, but not ideal in terms of radiation gathering properties. It should be 
possible to improve the signal considerably by the addition of an appropriate lens. However, for a 
production system the trade off between cost and performance may influence this choice. Higher 
quality (e.g. zinc selenide) lenses that operate in the mid infrared range are expensive. A plastic 
Fresnel lens may represent a reasonable compromise between cost and light-gathering for the intended 
low-cost application area. 
Several software algorithms have been investigated, but work remains to choose which is the most 
effective for the small arrays we currently have available. There is currently a large gap between 
simple differential systems (whether two or four element) and true imaging arrays with thousands of 
pixels. The 4 x 4 array in this study is unusual in that it lies at the very boundary of what might be 
considered an image to which image processing techniques could be applied.  
 
Future work on the software algorithms will focus on improving detection reliability, working towards 
an increase in angular resolution for more gestures to be recognised. Optimization towards embedded 
system application is required to achieve a low power system suitable for real application. With the 
development of a dedicated array for this type of recognition, further optimisation of the system is 
possible. 
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