Abstract-In our era, when we have a lot of instrument to capture digital images and they go more in more increasing the image resolution; the quality of the images become very important for different application, and the development tool to quality assessment is a current issue. In this paper, we propose to use the Symmetric Normalized Compression Distance (SNCD) as a metrics for the measurement of image quality, especially when we analyze residual errors. We also show performance comparisons of other metrics that we can found in the various research literatures and the SNCD. We also present an analysis about the performance of the SNCD depending to the type of distortion.
I. INTRODUCTION
HE quality assessment of images is an issue very important since different automatic tools for signal processing were developed. The results given by these automatic tools can be affected if the image quality is not enough good. Thus, it is necessary an image analysis as is explained in [1] .
In the literature, we can see that many metrics have been developed within the full-reference approach to allow comparison and thus an assessment of the quality between an image and its reference. Some quality metrics to assess images using the full-reference approach have also been evaluated in [2] , [3] and [4] . Each of the metrics evaluated in [2] , [3] and [4] works better or worse in case of specific distortions. One of the best known metrics is the PSNR (peak signal to noise ratio) even if some results may appear to be inconsistent. For instance, if an equal amount of additive noise is added to different sections of an image, we obtain different image quality results based on a visual assessment as shown in Figure 1 . Here, however, both images have the same PSNR = 35.29.
The visual effect of the distortions depends of the section where the artifacts have been placed. For this reason, it is necessary to look for another quality metric more correlated to the human subjective evaluation. In this work, we propose to use the SNCD that will be explained in follow.
An application of Kolmogorov Complexity is to estimate the shared information between two objects given by their Normalized Information Distance (NID) [5] . The NID is proportional to the length of the shortest program that can calculate x given y. The normalized information distance is calculated as follows:
where K(x) is the Kolmogorov complexity of x, K(y) is the Kolmogorov complexity of y, x and y are two strings to be compared, and K(x,y) is the joint Kolmogorov complexity of x and y. The NID result is a positive value r in the range of 0 ≤ r ≤ 1, with r = 0 if the objects are identical, and r = 1 stands for the maximum distance between them. However, the NID is not computable and therefore we need a computable approximation. A well-known approach is the Normalized Compression Distance NCD defined by [5] and by [6] considering K(x) as the compressed version of x, and taking it as a lower limit of what can be achieved with the compressor C. Thus, the Normalized Compression Distance (NCD) can be defined as shown in the following equation:
where C(x, y) represents the size of compressed file obtained by the concatenation of x and y. We use this equation to estimate the NID.
The NCD can be calculated easily between two strings or two files x and y, and it shows how different these files are. We can use the NCD for various applications with different classes of data as a parameter-free approach [7] , [8] , [9] and [10] . The NCD can also be used to classify the data by unsupervised methods [6] . The NCD returns a positive result 0 ≤ NCD ≤ 1+e, with e as a representation of potential inefficiencies of the compression algorithms. Please note that the K(x) approximation via C(x) depends on the data with which to work; we know that common compressors are based on different hypotheses; some are more efficient than others with specific data.
We analyzed the Normalized Compression Distance (NCD) that should be an approximation of the Normalized Information Distance (NID) in more detail [5] . The NID is a symmetric measure as the Kolmogorov Complexity K(x, y) = K(y, x). However, we observed experimentally that the NCD is not symmetrical, NCD(x, y) ≠ NCD (y, x) . Therefore, we use a Symmetric Normalized Compression Distance (SNCD) defined as the arithmetic mean of NCD(x, y) and NCD(y, x). The SNCD is given by:
The structure of this paper is as follows: In Section II we present the image quality metrics that we use to compare with the SNCD. Section III presents the correlation coefficients that we use for the comparison step. In Section IV is shown a description of the database used for this work. Section V presents our results and analysis. Finally in Section VI we present the conclusions and discussion.
II. METRICS FOR IMAGE QUALITY ASSESSMENT
Multimedia images are always subject to a variety of distortions and modifications during the process of compression, transmission, reproduction, etc.
It is important to measure and identify the quality and quality degradation in the data in order to have control and a chance to improve the quality of the images.
To evaluate the quality of images, some methods use measures of comparison against a reference. In that sense, we have three approaches [11] :
The full-reference method requires full access to the original image as a reference. It is based on the following philosophy:
Distorted Signal = Reference Signal + Error Signal
We assume that the reference signal has a perfect quality, and we quantify the error of visual perception.
The "non-reference" (NR) approach
The non-reference approach does not require any access to the original image, but the quality assessment without reference is a very difficult task. Several researchers have done some work for the evaluation of specific distortions.
The "reduced-reference" (RR) approach
The reduced-reference approach does not require full access to the original image but needs some partial information as references such as a set of extracted features.
The related research develops methods and algorithms that can automatically assess the quality of an image. [11] present a concept for quality-aware images. They use features extracted from the original image; the feature extraction is based on wavelet coefficients. [12] propose how to quantify lost image information and explore a relationship between image information and image quality. The authors of [13] investigated whether observers used structural cues to direct their fixation as they searched for simple embedded geometric targets at very low signal-to-noise ratios; the authors demonstrated that even in case of very noisy displays, observers do not search randomly, but in many cases they deploy their fixation to stimulus regions that resemble some aspect of the target in their local image features. [2] show an evaluation of different recent full reference image quality assessment methods, where they performed a subjective evaluation.
For comparison, in the present work, from the many existing metrics in the literature with a full reference approach, we use the PSNR and SSIM metrics that are also used and evaluated in [2] and [14] .
The PSNR (Peak Signal-to-Noise Ratio) is given by:
where MSE is the Mean Squared Error and L is the maximum dynamic range; for gray-scale images with 8 bits/pixel L = 255. Another metrics is the SSIM (Structural Similarity Index) that has three independent components: luminance, contrast, and structure. The SSIM is given by:
where µ x , σ x and σ xy represent the global mean, the standard deviation, and the cross-correlation. C 1 , C 2 and C 3 are selectable constants.
III. COMPARISON OF METRICS
In order to compare the different metrics and the SNCD, we use three correlation coefficients. These correlation coefficients are calculated from the results obtained by a subjective evaluation of images of the database and the results obtained by the metrics. This subjective assessment was performed by a group of experts who evaluated the degree of distortion of each image in the database.
The correlation measures we will use are: 'Kendall') , where MOS is the result for the subjective evaluation, and RG is the result using the image quality metrics.
IV. DATABASE DESCRIPCTION
To perform SNCD metrics experiments and to make appropriate comparisons, we use a database that has already been used by other researchers and is available on the Internet. The database that we use is the Cornell-A57 collection [15] , consisting of three original images (baby, harbor, and horse) as shown in Figure 2 and which also includes distorted images. Each image has a size of 512×512 pixels; we can see that the baby picture and the horse picture contain a predominant object that we will use to analyze the behavior of our selected compression methods together with the existing metrics.
V. ANALYSIS OF RESULTS
To evaluate the performance of the SNCD as a quality metrics, we made various experiment and also we analyzed the error maps For the first tests, we calculated the quality measures of the images of the entire database, and compared them with the subjective evaluation using correlation coefficients explained above. The subjective evaluation was obtained from seven imaging experts by using a continuous rating system; greater values represent a greater distortion. The results are shown in Table 1 We can see that the best results are obtained by the classical metrics; we obtain a Pearson correlation of 0.7528 using SSIM metrics, a Spearman correlation of 0.8066, and a Kendall correlation of 0.6058. The values obtained by the SNCD are really very low, indicating that it is not a good representation of the subjective assessment of quality; we obtained for the SNCD between the X image and the E map the following values: a Pearson correlation of 0.2943, a Spearman correlation of 0.1860, and a Kendall correlation of 0.1217 using a JPEG lossless compressor.
Another experiment we conducted was to subdivide the database for each given parent image since, as mentioned above, the database contains two parent images with a predominant structure, and another parent image that does not have a predominant structure; then we could see how they behave with respect to the metrics. The results are shown in Tables 2 to 4 When we sub-divide the database into smaller databases for each parent image, we see that the traditional metrics for image quality still show a better performance (see Figs. 6.22 to 6.24). We obtain a Pearson correlation of 0.7786 for baby when using PSNR, a Spearman correlation of 0.7152 using SSIM, and a Kendall correlation of 0.5686 using PSNR. For the harbour image we obtain a Pearson correlation of 0.7375 when using SSIM, a Spearman correlation of 0.8182 using SSIM, and a Kendall correlation of 0.6382 using SSIM. Finally, for the horse image we obtain a Pearson correlation of 0.7968 when using PSNR, a Pearson correlation of 0.7936 using SSIM, and a Kendall correlation of 0.5948 using SSIM. We also see that the performance of the SNCD has improved somewhat, although is still not comparable with the classical metrics, but it has improved somewhat compared with the experiment of the complete database. For the baby image, we obtain a Pearson correlation of 0.4109 when using SNCD XY, a Spearman correlation of 0.5501 using SNCD EY, a Kendall correlation of 0.4510 using SNCD EY. For the harbour image, we obtain a Pearson correlation of 0.4642 when using SNCD EY, a Spearman correlation of 0.2965 using SNCD XE, and a Kendall correlation of 0.1645 using SNCD XE. Finally, for the horse image we obtain a Pearson correlation of 0.3282 when using SNCD XY, a Spearman correlation of 0.3230 using SNCD XY, and a Kendall correlation of 0.2941 using SNCD XY.
We could imagine that SNCD can improve the comparison performance for images with predominant structure, but experience shows that it is not. Table 3 . Therefore, the next experiment to perform is to sub-divide the database according to the type of distortion. In this case, we have 6 types of distortion with 9 images for each one. The results are shown in Tables 5 to 10 . Table 6 : Results of the comparison of different metrics to evaluate image quality using the correlation coefficients with images distorted by JPEG2000 + DCQ (9 images). Table 7 : Results of the comparison of different metrics to evaluate image quality using the correlation coefficients with images distorted by a FLT allocation (9 images). Table 5 . Table 6 . Fig. 9 : Summary results of Table 7 . Table 9 . For all distortions cases, the performance of SNCD deteriorates as the method is based on data compression, and therefore, cannot identify the compression distortions, but still shows very comparable values.
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In the experiments where we sub-divided the database by type of distortion we have good results for SNCD. Why we do not have the same results when we work with the database sub-divided per parent image, or when working with the entire database? A reason may be that the SNCD method properly evaluates the distortion or quality of the images, but does not consider the magnitude of the type of distortion for the entire database. This means that for the subjective assessment, some kind of distortion is more influential than another. In contrast, during SNCD computation, the sequence of distortion types can be rearranged; however, the SNCD determines with good approximation the intensity of the type of distortion. This holds for all results shown in the different tables.
Another experiment is to have distorted images with the same or about the same mean squared error MSE. For this experiment, we take the original image of Figure 2 and create distorted images. We calculate the measure of quality of the images of the new database (9 distorted images for the original image shown in Figure 2 ; the distortions are: JPEG compression, JPEG2000 compression and Noise; all distortions with about the same MSE values between 3200 and 3400 and PSNR values between 22 and 24; these distorted images are shown in Figure 13 ) and compared them using the correlation coefficients explained above. The results are shown in Table 11 . Table 11 : Results of the comparison of different metrics to evaluate image quality using the correlation coefficients with the entire database of 9 images.
VI. CONCLUSIONS AND DISCUSSION
The results obtained by the classical metrics, are better than the SNCD when we analyze the complete database.
When we sub-divide the database into smaller databases for each parent image, the traditional metrics still show a better performance, it was in contrast to our idea (we imagined that SNCD can improve the comparison performance for images with predominant structure).
The results for the experiment grouped by the type of distortion are very interesting. We have encouraging results for the SNCD. The SNCD outperforms the traditional metrics SSIM and PSNR for the DCQ case and for the filtering case; however, for the remaining distortion cases, the obtained values are quite comparable to the classical metrics. A reason for that may be that the SNCD method is based on compression techniques and cannot to evaluate distortions produced by compressors.
The SNCD method properly evaluates the distortion or quality of the images, but does not consider the magnitude of the type of distortion for the entire database. This means that for the subjective assessment, some kind of distortion is more influential than another. In contrast, during SNCD computation, the sequence of distortion types can be rearranged; however, the SNCD determines with good approximation the intensity of the type of distortion.
The SNCD as a metrics for assessing image quality is limited to a single type of distortion with different levels of intensity.
