This paper provides a new insight into neural networks by using the kernel theory drawn from the work on support vector machine (SVM) and related algorithms. The kernel trick is used to extract a relevant data set into the feature space according to a geometrical consideration. Then the data are projected onto the subspace of the selected vectors where classical algorithms are applied without adaptation. This approach covers a wide range of algorithms. In particular, different types of neural network are covered by choosing the appropriate kernel. We investigate the function approximation on a real classification problem and on a regression problem.
Introduction
Kernel methods were first used in Support Vector Machines (SVM) [13] [7] , and were applied to a wide class of problems such as classification and regression. The possibility of using different kernels allows viewing learning methods like Radial Basis Function (RBF) neural network or multi-layer neural networks as particular cases of SVM despite the fact that the optimized criteria are not the same. As a matter of fact, the SVM optimizes a geometrical criterion which is the margin and is sensitive only to the extreme values and not to the distribution of the data into the feature space. On the other hand, the RBF [SI [3] or multi-layer neural networks optimizes the Mean Square Error MSE and provides a solution dependent on the distribution of all the data.
The kernel methods transform data into a feature space F that usually has a huge dimension. But it has been shown [14] that the capacity of generalization depends on the geometrical characteristics of the training data, not on the dimension of the input space. Therefore, if these characteristics are well chosen, the expected error of generalization can be small even if the feature space has a huge dimensionality. Moreover, Vapnik's work comparing the SVM and the neural network perceptron showed that the empirical risk, which evaluates the capacity of generalization, is bounded for the SVM by a function of the largest value of the norm of the support vectors. For the perceptron this bound is a function of the largest value of the norm of the vectors where the perceptron makes a correction [14]. Vapnik pointed out that minimizing the ratio between the radius of the sphere that contains the support vectors and the margin can give better generalization than maximizing only the margin [14]. This showed that SVM lacks an important characteristic of the data, which is the structure of the data into F. We propose to split the problem into two steps. The first step is the data selection that extract the relevant vectors into the feature space F taking advantage of the kernel theory and preserving the geometrical structure of the data into F. The second step optimizes a given criterion into the subspace of the selected vectors. Consider a mapping function 4, operating from an input space X into a feature Hilbert space F:
Suppose M is the number of samples; then we define the kernel matrix K of dot products by:
The transformed data lie into a subspace of F with a dimension up to M. Usually, the dimension of this subspace is lower than M and equal to the rank of the kernel matrix K. We propose to work into the subspace of the data into F.
Therefore, we developed a preprocessing method that selects the relevant data, forming a basis of this subspace and capturing the structure of the entire data into F. The data selection into F uses the kernel trick that manipulates the dot product K without knowing explicitly the mapping function @ [l] [6] [l 13. Data selection is a common step in all kernel methods. Once the data are projected onto the subspace of the selected data, one can run classical linear algorithms. We focus here on regression and classification problems. In the following we present the data selection into F that we call Feature Vector Selection (FVS). Then, we investigate the combination of the data selection with the linear regression to get a non-linear hnction approximation. The latter algorithm is applied to classification and regression problems.
Feature Vector Selection
The dimensionality of the data subspace into F is given by the rank of K. In practice, the rank of the matrix K is often inferior to M, r a n k ( K ) < M . The aim of the FVS is to select a basis of the data subspace into F. The FVS is based on a geometrical approach into F. We look for the vectors that are suficient to express all the remaining data as a linear combination of those selected vectors in the transformed space F. The Feature Vectors FV are among the samples. We are able to express the subspace of the data into F with samples only, because the data subspace is entirely expressed with the whole data through K. Our approach leads to the extraction of the sufficient submatrix of K, which reduces significantly the required memory for storage.
Let L be the number of selected vectors.
For notation simplification: for each X, the mapping is noted @ ( x , ) =eI for 1 5 i I M .
We note the selected vectors by x and its image into F by
For a given set of selected vectors S = {x,, , . . . , xsL } into F, we can estimate the mapping of any vector X, as a linear combination of S, which is formulated as a dot product:
where (Ds = (@s, ,...,@,, ) is the matrix of the selected vectors into F and ai = (a;, . . .,a:)' is the coeficient vector that weighted this matrix.
The goal is to find the coefficients ai such that the estimated mapping Qi is as close as possible to the real mapping 4; for a given set S . Therefore, we minimize into F, the normalized Euclidean distance given by the following ratio: (4) Rewriting (4) in a matrix form and putting, according to a , , the derivatives to zero; we can show that the minimum of (4) for a given S can be expressed with dot products only and leads to (5):
is a square matrix of dot products of the selected vectors: Kss = (ksPsq ) I < p 5 L , l < q < L .
And KSi =(kspi)lsp<~ is the vector of dot product between xi and the selected vector set S. The goal now is to find the set S that minimizes (5) over all samples x i :
We define the fitness function for a given set S expressed by:
(6) is equivalent to:
S
Note that for xi E S , ( 5 ) is zero, and the maximum of (7) is one. The selection algorithm is an iterative process, which is a sequential forward selection: at each step we look for the sample that, when combined with the previously selected vectors, gives the maximum fitness function Js (7). The algorithm stops when K , is no longer invertible, which means that S is an actual basis for the data into F. We can also stop when the fitness reaches a given value or when a predefined number of selected vectors is reached. Once the feature vectors are selected, they define a subspace S into F that captures the structure of the entire data. We transform all of the samples into this subspace.
FVS Algorithm
The transformation of a sample xi is given by the dot product projection: zi = Osf& (9) Note that zi is obtained through a linear transformation (9).
Other transformations can be considered, in particular, an It has been shown that (10) leads to the posterior probability estimation and gives the best approximation of the Bayes decision function [9] . A classification task into N classes is a particular regression problem for which the output yi =(yii)lsjsw is a binary row vector such that yii = 1 where j is the class number. The data selection corresponds in fact to a data quantization into F based on geometrical considerations. This step reduces the size of the manipulated matrix and at the same time preserves the structure of the data into F. It can be viewed as the definition of the hidden layer of a multi-layer neural network. The number of hidden neurons on which the data are projected corresponds to the number of FV selected into F. However, the FVS has the advantage of determining the optimal number of hidden neurons based on the MSE criterion for a given kernel. The trick of the kernel operator makes it possible to work and select data into the feature space F. For a neural network, the feature space remains hidden and is never explored. This main attribute gives a new insight into neural networks. With this new approach, the classification optimization performed into F is simple and leads to the same formulas as presented above for the regression. The generalization to different kinds of neural networks is obtained by choosing the appropriate kemel function: a Gaussian kernel gives a RBF neural network, while a sigmoid function, which fulfills the Mercer conditions [13] , leads to a multi-layer perceptron. Figure 1 shows the architecture of a neural network using the FVS that we called Kernel Function Approximation. We can even construct a multi-layer network with more than one hidden layer by repeating the FVS step as many times as the number of hidden layers.
Experiments

Feature space versus input space
This simple example illustrates visually the relation between the input space X and the feature space F when using a polynomial kemel of the 2"d order. The space F for this kemel has a dimension of three and can be displayed. Where @'(xi) = ( x~~~,~~x~~x~~~x~~~) .
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Consider two clusters along two circles of radius 1 and 0.5 plotted with crosses and stars on figure 2 a). The images of these two circles into F are displayed on figure 2 b). is the identity matrix. The learning set contains 100 examples from each class. Since we know the theoretical distribution we computed the optimal separation given by the Bayesian decision function [lo] . Therefore we can compare the theoretical results and the results obtained with the kernel hnction approximation into F. Figure 3 shows the results of the Bayesian classification and kernel function approximation using a Gaussian kernel hnction k, = exp(-llx, -x j l r l o 2 ) with o = 1 .
The FV classification gives slightly better results than the SVM (OSU SVM Matlab toolbox) does. Nevertheless, our algorithm reaches the optimum with only 23 selected vectors, while the SVM needs 54 support vectors to reach its best results. Moreover, once the kemel function is fixed, the kemel function approximation requires no parameter adjustment unlike the SVM which needs an adjustment of the parameter C. We evaluated the performances shown on Table 1 using a testing set of 100000 samples.
Separable data
We consider 3 clusters having 128 samples each that are non-linearly separable. Figure 4 shows the leaming set with 64 samples by cluster and the 23 selected feature vectors using the FVS algorithm. In order to classify the three clusters, we applied the kernel function approximation using a Gaussian kernel. The obtained separation function is shown on figure 4 b). problems is based on a pairwise classification or one class versus all others. In this case, the optimality is no longer guaranteed. Unlike the SVM, the kernel function approximation algorithm provides an optimal solution whatever the number of the studied classes.
70nodes 77 SV 14 FV
Heart disease data
We studied performances on the Cleveland heart disease data set [8] from UCI repository [16] . The data set contains 303 samples and 13 variables to be classified into 2 classes indicating a presence of disease or not. The two classes are highly overlapped, as shown on figure 5 .
Figure 5:
Heart disease probability density functions along the linear discriminant axis
We applied the kernel function approximation algorithm, the RBF neural network of the Matlab toolbox and the SVM to this data set. The performances are evaluated using the leave one out procedure. The results are presented on Table 2 using a Gaussian kernel with CJ = 10 and C=lOOO for SVM. The results are significantly better than the SVM for this data set. In addition, kernel hnction approximation requires many fewer feature vectors than the number of support vectors required for SVM.
Function regression
We consider the approximation of the sinc function The added normal noise has a standard deviation of 0.5. Figure 6 shows the approximated fimction and the real function. feature vectors and results to better approximation.
Discussion
References
We have presented a new regression and classification algorithm based on a feature vector selection into F using the trick of kemel methods. The FVS algorithm captures the structure of the data by constructing a basis into F. All the samples are projected onto the selected subspace of the FV; therefore, the statistical information is preserved. After the data selection step several algorithms can be applied easily. We investigated the kemel hnction approximation. We showed on simulated and real data that we can obtain better results than SVM with many fewer feature vectors than the number of support vectors required for SVM. The number of selected vectors depends on the choice of the kernel. For Gaussian kemel, the rank of the matrix K depends on the value of sigma. The smaller sigma is, the higher the rank is and the larger the selected basis S eventually reaching M vectors. The capacity of generalization is function of sigma; therefore there exists a relationship between the capacity of generalization and the number of FV forming a basis.
We also investigate results of the LDA [IO] and PCA combined with the FVS which provides a new method for getting the GDA [4] and the kemel PCA [ 121. The memory requirement for matrix storage in the GDA or kernel PCA drops from the size of the data set to the size of the selected data set. Therefore, the computation time at the utilization phase is reduced. In our approach, the main part of the adaptation of the classical algorithms to kernel methods is the FVS. We presented an iterative algorithm of FVS, we are currently investigating the improvement and the optimization of this algorithm.
