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ABSTRACT
FMCW radar could detect object’s range, speed and Angle-
of-Arrival, advantages are robust to bad weather, good range
resolution, and good speed resolution. In this paper, we con-
sider the FMCW radar as a novel interacting interface on lap-
top. We merge sequences of object’s range, speed, azimuth
information into single input, then feed to a convolution
neural network to learn spatial and temporal patterns. Our
model achieved 96% accuracy on test set and real-time test.
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Figure 1: Sensors comparison
1 INTRODUCTION
For camera based gesture recognition, there are many com-
mercial solutions, such as Kinect, leap motion, RealSense.
These solutions suffer from privacy issues, while FMCW
radar has no such limits. As FMCW radar can only estimate
objectâĂŹs range, speed and angle information, so it capture
human actions, but the information is not enough to identify
the user. Detailed comparison among different sensors are
shown in Figure 1. It is also friendly for industrial design
that radar doesnâĂŹt need hole-punch, while microphone
and camera does.
FMCW Radar Basics
FMCW radar is short for Frequency Modulated Continuous
Wave Radar. Radar transmits a continuous carrier modulated
by a periodic function such as a sinusoid wave to provide
range data. At each periodTc (also called a chirp), radar trans-
mitter emits a sinusoidal wave, with frequency modulated
from fmin to fmax , Bandwidth B = fmax − fmin , which is
proportional to radar spatial resolution. We set modulation
slope α = B/Tc . In this paper, we use a 2Tx, 4Rx FMCW
Radar, sweeping frequency 57-64GHz,
Consider an object, e.g. palm of hand, with an initial range
R0 at t0 = 0, and radial velocity v , where v ≪ c , so the
signal travel time τ = 2c (R0 +v · t). FMCW radar transmitter
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Figure 2: Radar basics
emits sinusoidal signal, s(t) = A · cos(ϕs · t), the received
signal ϕr (t) = s(t − τ ), mixed signal ϕw (t) =
∫
(ϕs (t)ϕ∗r (t),
where the beat frequency in ϕw (t) is the range of the object;
and the speed of the object can be estimated by frequency
shift fd , v = fd λ2 . Angle-of-Arrival is calculated via phase
difference between 2 receivers. Same range bin and speed bin
in Range-Doppler Map (RDM), Receiver 1 r (i, j)1 and Receiver
2 r (i, j)2 , Angle-Of-Arrival θ = sin(∆λd ), where ∆λ = 2πλ ∆β ,
∆β = atan( r
(i, j )
1 .imaд
r (i, j )1 .r eal
)−atan( r
(i, j )
2 .imaд
r (i, j )2 .r eal
), illustrated in Figure
3. How FMCW radar estimate hand movement is illustrated
in Figure 2, and readers can refer to [4] for technical details.
All in all, for a Multiple Input Multiple Output (MIMO)
radar system,Q objects’ range, speed, angle can be estimated
via 3D FFT, where l is the antenna index, n is sampling in-
dex, p is the chirp index, Q is the number of object, α (q) is
the amplitude factor, K is modulation slope, R(q) is range
of q th object, f (q)d is the frequency shift of q th object, fc
is radarâĂŹs center frequency, d is the distance between
antenna, θ (q) is the azimuth of q th object, c is the speed of
light.
d(l ,n,p) ≈
Q−1∑
q=0
α (q)·e j2π [
( 2KR(q)c +f
(q)
d )n
fs
+
fc ldsinθ (q)
c +fdqpT0+
2fc R(q)
c ]
Gesture Definitions
we defined four gestures: left wave, right wave, click, and
wrist in Table 1. We also plot theoretical analysis of range,
speed, azimuth trajectories on the predefined gestures set,
shown in Figure 4. From Figure 4, those gesture trajectories
Figure 3: Angle of Arrival estimation
Table 1: Gesture Definitions
Gesture Hand Movement Meaning of gesture
LEFT Move from right to left Browse previous item
RIGHT Move from left to right Browse next item
CLICK Finger pointing to radar Select an item
WRIST Hand making fist Return to main menu
Figure 4: Theoretical analysis of hand movement
are quite distinctive.We build a template-matching algorithm
for gesture recognition, the accuracy is 70-80%, and it is hard
to extract trajectories from noisy radar signal.
2 RELATEDWORK
Previous work [2],[5], [6] are based on CNN+LSTM. [5] first
introduced CNN+LSTM architecture to process radar based
gesture recognition. CNN learns spatial patterns inside RDM,
then feed into LSTM to learn temporal patterns among RDMs.
CNN+LSTM achieved 87% accuracy on 11 gestures. [2] re-
place CNN with AllConvNet to reduce parameters and in-
ference time. [6] introduced 3D CNN to learn spatial and
temporal patterns at the same time.
Solutions above [2],[5], [6] use real value Range-Doppler
map as input, they ignore Angle-of-Arrival information. In
order to take Angle-Of-Arrival into consideration, we need
extra signal processing procedure.
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Figure 5: Radar data processing pipeline
3 PROPOSED SYSTEM
To explicitly extract Range, Speed and Azimuth trajectory,
we merge 128 RDM frames, each frame size is 64×256, into a
3-channel input frame, representing range-time, speed-time,
azimuth-time respectively, RSA for short The merged RSA
input shape is 128 × 128 × 3, then feed it into CNN. Gesture
recognition pipeline is shown in Table 2 and Figure 5.
Neural Network Architecture Desgin
Firstly, we design a VGG-like neural network, called VGG-
10 in Figure 6(a), follows {Conv3x3, Conv3x3, MaxPooling}
building block, and 2 fully Connected layers. ADAM opti-
mizer, early stopping and reduced learning rate is applied.
VGG-10 converged at 10th epoch with validation accuracy
92%.
To improve the performance, we add residual block be-
tween convolution layers, batch normalization is also added
between each residual block to make back-propagation more
robust [3], and we called it ResNet-20 in Figure 6(b). ResNet-
20 outperforms VGG-10 achieved 98% validation accuracy.
Figure 6: Network architecture, (a) VGG-10, (b) ResNet-20, (c)
CNN+LSTM
Figure 7: Data augmentation
We also build CNN+LSTM model for comparison, in Fig-
ure 6(c). CNN+LSTM needs RDM sequence as input, first we
resize original RDM (64 × 256) to 64 × 64, and feed 64 re-
sized RDM frames into CNN. CNNmodule follows {Conv5x5,
Conv5x5, MaxPooling} building block, and 1 fully Connected
layer to encode feature, then put feature encoding into LSTM.
4 DATASET AND EXPERIMENT RESULTS
We collected 50 subjects’ gesture data, each subject did 4
gestures 10 times with left hand and right hand, total 3652
valid records, validation-train split ratio is 0.3.
We also do data-augmentation to enrich the dataset. First,
we draw a block containing gesture movements, then crop
the area randomly to generate training data, shown in Figure
7. At last, we obtained more than 400k training data.
We compare VGG-10, ResNet-20 and CNN+LSTM on a
same dataset, and calculate average accuracy. CNN+LSTM
has the lowest accuracy on LEFT/RIGHT, due to lack of
Angle-Of-Arrival information; Deep CNN outperforms shal-
low CNN, which is aligned with experiment results in [5].
In Figure 9, our model achieves 98% average accuracy on
test set.
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Table 2: Radar signal pre-Processing
Step input shape procedure output shape
1 16 × 128 2D FFT, to convert raw signal into RDM 64 × 256
2 64 × 256 Do Constant False Alarm Rate (CFAR) [1] on RDM to detect hand and body 64 × 256
3 64 × 128 Crop RDM to keep body and hand, generate subset of RDM 64 × 128
4 64 × 128 For each range bin, calculate maximum speed, average azimuth, generate a frame 1 × 128 × 3
5 1 × 128 × 3 merge 128 frames of above output into one frame 128 × 128 × 3
Table 3: Accuracy comparison among models
Network
Architecture Avg. Acc. LEFT RIGHT CLICK WRIST
VGG-10 91.0% 94.9% 80.7% 95.5% 97.0%
ResNet-20 98.7% 99.1% 99.0% 97.9% 98.9%
CNN+LSTM 78.0% 69.0% 49.5% 84.6% 90.1%
Figure 8: Validation loss of VGG-10 and ResNet-20
Figure 9: Confusion matrix on test set
Error Analysis
• LEFT is misclassified as RIGHT, and RIGHT is mis-
classified as LEFT. The gesture movement consists of
three temporally overlapping phases: preparation, nu-
cleus and retraction. The retraction phase of LEFT is a
RIGHT, and the retraction phase of RIGHT is a LEFT.
A better gesture segmentation preprocessing may help
to reduce this kind of error.
• CLICK is misclassified as LEFT and WRIST is mis-
classified as RIGHT. Recall Figure 4, the biggest dif-
ference between LEFT/RIGHT and CLICK/WRIST is
the angle difference, when CLICK/WRIST gesture has
large angle changes, they are easily misclassified as
LEFT/RIGHT. More accurate angle estimation may
help reduce this error.
5 CONCLUSION
FMCW radar is a low cost/high spatial/speed resolution sen-
sors, it can detect anonymous object movements, suitable
for privacy-concerned interaction application. We designed
a 20-layer residual network to recognize gestures, and the
model could achieve 96% accuracy on real-time test. In the
future, we plan to support user defined gestures.
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