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Abstract 
van Bakel, S., Complete restrictions of the intersection type discipline, Theoretical Computer 
Science 102 (1992) 135-163. 
In this paper the intersection type discipline as defined in Barendregt et al. (1983) is studied. We 
will present two different and independent complete restrictions of the intersection type discipline. 
The first restricted system, the strict type assignment system, is presented in Section 2. Its major 
feature is the absence of the derivation rule (G) and it is based on a set of strict types. We will 
show that these together give rise to a strict filter lambda model that is essentially different from 
the one presented in Barendregt et al. We will show that the strict type assignment system is the 
nucleus of the full system, i.e. for every derivation in the intersection type discipline there is a 
derivation in which (G) is used only at the very end. Finally we will prove that strict type 
assignment is complete for inference semantics. 
The second restricted system is presented in Section 3. Its major feature is the absence of the 
type w. We will show that this system gives rise to a filter AI-model and that type assignment 
without w is complete for the AI-calculus. Finally we will prove that a lambda term is typeable 
in this system if and only if it is strongly normalizable. 
Introduction 
The popularity of functional programming has increased over the last decade. A 
large and still increasing number of computer scientists as well as manufacturers 
and logicians is becoming interested in functional programming languages. 
A large number of functional programming languages already exist, many of them 
based on the lambda calculus. The calculus itself is type free, whereas it is common 
usage to assign types to algorithms. Since the lambda calculus is a fundamental 
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basis for functional programming languages, a type assignment system for the pure 
untyped lambda calculus, capable of deducing meaningful types, has been a topic 
of research for many years. 
One of the first and most primitive ones was introduced by Curry in [8] (see also 
[9]). His system expresses abstraction and application and has as its major advantage 
that it is decidable to determine whether a lambda term is typeable by this system. 
Because of this decidability it is used as a basis for type checkers used in functional 
programming languages. The functional programming language ML [18] for 
example, is in fact an extended lambda calculus and it contains a type checker 
based on Curry’s system. Miranda, a functional programming language designed 
and implemented by Turner [25], contains a type checker based on the ML type 
assignment system. 
Curry’s type assignment system has however drawbacks. It is not capable of 
assigning a type to Ax.?cx, and although the lambda terms (A~~z.xz(yz))(Aab.a) and 
hcdd are P-equal, the principal type schemes for these terms are different. Principal 
type schemes for Curry’s system are defined by Hindley [13]. 
The intersection type discipline as presented in [2] does not contain these draw- 
backs. It is based on the Curry type assignment system: in addition to the type 
constructor “+” it contains a type constructor “n” and a type constant “w”. These 
extensions were introduced to obtain a system that is closed under P-equality. The 
main problem of course is that of P-expansion: suppose we have derived B F M[x := 
N]:u ’ and also want to derive B t (Ax.R/I)N:a. This problem is solved by the 
introduction of the type constant w and the intersection types. The type constant 
w is the universal type, i.e. each term can be typed by w. It can be used in the 
expansion to type N if N does not occur in M[x:= N] and there is no other type 
p such that B F N :p. The intersection types are used for the cases that N occurs 
more than once in M[x:= N] and these occurrences were typed in the derivation 
for B F M[x:= N]:cr with different types. A first introduction of a type assignment 
system with intersection types can be found in [3], a system with intersection types 
and w is introduced in [6] and in [24]. 
In [2] the system as presented in [6] was strengthened further by introducing a 
partial order relation “s” on types as well as adding the type assignment rule (s), 
and a more general form of the rules concerning intersection. The rule (c) is 
introduced mainly to prove completeness of type assignment. This is achieved by 
showing that the set of types derivable for a lambda term in this extended system 
is a filter, i.e. a set closed under intersection and right closed for G (if vs T and 
UE d where d is a filter then 7~ d.) The interpretation of a lambda term by the set 
of types derivable for it gives a filter lambda model 9. Using this model, completeness 
is proved. Other interesting use of filter lambda models can be found in [4,7,11,12]. 
For the system as defined in [2], principal type schemes can be defined as in [23]. 
Instances of types can be obtained by substitution, operations of rise (applying (c)) 
’ Unlike in [2], we will use the notation “M:IT” for the statement “CT is a type for M” 
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or expansion (introducing intersection types by replacing a sub-derivation by more 
than one sub-derivation with the same structure, followed by an intersection 
introduction). 
The intersection type discipline has a great expressive power: all solvable terms 
have types other than w and a term has a normal form if and only if it has a type 
without w occurrences. The system, however, is too powerful: it is closed under 
/?-conversion. If a lambda term M is typeable by u and M =p N, then also N is 
typeable by V. Because it is in general undecidable whether two terms are p- 
convertible, it is not possible to decide whether a lambda term can be typed by a 
type suitable for hx.x. Moreover there are several ways to deduce a desired result, 
due to the presence of the derivation rules (nI), (nE) and (s), which allow 
superfluous steps in derivations. In the system as presented in [6], these rules are 
not present and there is a one-one relationship between terms and derivations. In 
other words: the system is syntax directed. 
The first restriction presented in this paper is the strict type assignment system, 
a type assignment system in which the d relation and the derivation rule (s) are 
no longer present. The elimination of d induces a set of strict types, a restriction 
of the set of types used in the intersection type assignment system. 
Strict types are the types that are strictly needed to assign a type to terms. The 
strict type assignment system is constructed from the set of strict types and a minor 
extension of the derivation rules as defined in [6]. In this way we obtain a syntax 
directed system. It turns out to be the nucleus of the intersection type assignment 
system. The strict system gives rise to a strict filter lambda model K, that satisfies 
all major properties of the filter lambda model 9 as presented in [2], but is an 
essentially different lambda model. 
In constructing a complete system, the semantics of types play a crucial role. As 
in [12, 191 and essentially following [ 141, a distinction can be made between several 
notions of type interpretations and semantic satisfiability. There are roughly three 
notions of type semantics that differ in the meaning of an arrow type scheme: 
inference type interpretations, simple type interpretations and F type interpretations. 
These different notions of type interpretations induce of course different notions of 
semantic satisfiability. 
The intersection type assignment as presented in [2], is sound and complete with 
respect to the simple type semantics. In this paper we will show that soundness is 
lost if instead of simple type semantics, the inference type semantics is used. With 
the use of the latter we are able to prove soundness and completeness without 
having the necessity of introducing s. This will be done using the strict filter lambda 
model K,. 
The second restriction presented is a type assignment system without o. It is not 
difficult to see that, while building a derivation B E M:a (where w does not occur 
in (T and B) for a lambda term A4 that has a normal form, the type w is only needed 
to type sub-terms that will be erased while reducing M to its normal form and that 
cannot be typed starting from B. This gives rise to the idea that if we limit ourselves 
to the set of lambda terms where no sub-terms will be erased, i.e. the AI-calculus, 
the type w is not really needed for terms that have a normal form. The type assignment 
system without w yields a A I-model and turns out to be complete for the h I-calculus 
with respect to the simple type semantics. The set of terms typeable by this system 
is just the set of all strongly normalizable lambda terms. 
Because of its undecidability properties the intersection type discipline is at the 
present time not used in type checkers. In order to obtain a type checker based on 
this system, some restrictions have to be made. In this paper two restrictions of the 
intersection type discipline are studied, which both yield undecidable systems. So 
these attempts to restrict the system in preparation for the construction of a type 
checker, fail. 
1. The intersection type discipline 
The intersection type assignment system is an extension of the Curry type assign- 
ment system. It introduces intersection types and a type constant w. Originally the 
system was called the “extended type assignment system”, but since many different 
extensions of the Curry system exist, we prefer to use the name that highlights its 
major feature: the intersection types. In this section we give the definition of the 
intersection type discipline as presented in [2], together with its major features. 
Definition 1.1. (i) 9, the set of fypes is inductively defined by 
(a) All type variables cp,,, cp, , . . E 3, 
(b) w E F, 
(c) if c and 7~9, then (U-T) and (vnT)tT. 
(ii) On .Y the type inclusion relation s is inductively defined by: 
(a) o- S u, 
(b) LrSq 
(c) wSti+w, 
(d) cTnT<a, 
(e) CTnTsT, 
(f) (u+T)n(cr+p)~~+(Tnp), 
(8) U<Ts P 3 UCPP, 
(h) U~T&U~p =$’ USTTP, 
(i) p~CT&T~~ =$’ U+T<p+/L. 
(iii) U-T e UsTsUa. 
(iv) A statement is an expression of the form M:u where M E A and u E -3. M is 
the subject and u the predicate of M :u. 
(v) A basis is a set of statements with only variables (not necessarily distinct) as 
subjects. 
3 may be considered modulo -. Then s becomes a partial order. 
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Notice that in the original paper [2] the type inclusion relation is defined in a 
slightly different way. Instead of rule (1.l.ii.h) the rules 
(h.1) uG7&pSp * c+n/_Lusrnp, 
(h.2) (Ts(Tn7cT. 
are given. It is not difficult to show that these definitions are equivalent. 
Throughout this paper, the symbol cp will be a type variable and the symbols p, 
V, 17, p, u and r will range over types. 
Definition 1.2. (i) Intersection type assignment is defined by the following natural 
deduction system. 
[x:u] 
(+I): Ib4i7. a (+E): M:(T+,7 N:ff 
Ax.M: CT+ T MN:r 
(nI): “;. ,n‘y:T (nE): Mz,“’ M:anr M. 
.r 
(Ys): M:uM:Tu- (w): - 
M:w 
a If x:u is the only statement about x on which M:r depends. 
(ii) If M:u is derivable from a basis B, we write B k M:u. 
In [2] several properties of this type assignment system are proved. Some of the 
more important are listed below. 
l The set of types derivable for a lambda term is a filter, i.e. a set closed under 
intersection and right closed for G. 
l The interpretation of a lambda term by the set of types derivable for it, gives a 
filter lambda model 9. Using this model, completeness is proved. 
l The set of normalizable terms can be characterized in the following way: 
3B, u[B t M:u & B, am-free] e M has a normal form. 
l The set of terms having a head normal form can be characterized in the following 
way: 
3B, u[B F M:u & u # w] CJ M has a head normal form. 
Definition 1.3. The following properties are used in this paper and are listed here 
to be able to refer to them easily. 
(i) BFMN:T j ~~E~[B~M:~-~T&B~N:~]. [2,2.8.i] 
(ii) BkAx.M: U+T + B\xu{x:u}t- M:T.’ [2, 2.8.iii] 
’ f?\x is the basis obtained from E by erasing the statements that have x as subject. 
(iii) 3B,cr[BkM:cr&(~fw] + A4 hasa headnormalform. [2,4.13.i] 
(iv) 3B, u [B t M:cr & B, u w-free] e M has a normal form. [2,4.13.ii] 
(v) BEX:T 3 3x:7 ,,..., x:~,~B[r,n...nr,,~~]. [2,2.7ii] 
(vi) p G (7, n. ..n7-,)+a =3 p=(~l-,...~~:,~~,)n...n 
(T; -3. ..+~r,+cr.,)np, for some T;,..., T:,,v,,,~ such that 
T~ZT, with lsian, l<jss and u,n...nu,<a. [12, 5.61 
2. The system without derivation rule (<) 
In this section we will give an extension (without the (<)-rule) of the Curry type 
assignment system, which in fact will be a combination of both the systems as 
presented in [3] and [6], and is almost the same as the one presented in [S]. We 
will prove that this system also yields a filter lambda model (Subsection 2.1) and 
that type assignment in this system is complete (Subsection 2.3). To achieve the 
completeness result we will have to use inference semantics as defined in [ 191 as a 
notion of type interpretation, instead of the simple semantics as used in [2]. 
Furthermore we will show that if in a derivation for M:u the derivation rule (s) 
is used, the same statement can be derived using a derivation in which the derivation 
rule (5) is at the most only used at the very end of the derivation (Subsection 2.2). 
2.1. Strict derivations 
In this subsection we present a restricted version of the intersection type assign- 
ment system, in which the derivation rule (s) is no longer present, together with a 
restricted set of types. These together will yield a lambda model, with which we 
prove completeness of type assignment without the derivation rule (G). 
Strict types and strict derivations are closely related. Strict derivations are syntax 
directed and yield strict types. The type constant o plays a limited role in the strict 
type assignment system. It does not occur in an intersection subtype and occurs 
only on the left-hand side of an arrow type scheme. Moreover, intersection type 
schemes occur in strict types only as subtypes at the left-hand side of an arrow type 
scheme. 
Definition 2.1.1. (i) .Y>, the set of strict types, is inductively defined by: 
(a) all type variables +q,, q, , . . E .T,, 
(b) ifV,V ,,..., u,,,~E:~~,thenaj~,W’~,(u,n...nu,,)’~E.~,. 
(ii) K. is defined as the union of {w} and the closure of .Y5 under intersection. 
(iii) On .K. , the relation s5 is defined by: 
(a) cr s\ u, 
(b) u CL% 
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Cd) u sq 7 S‘ P * u=sp, 
(e) u4,p&uGs~ * us,pnr, 
(iv) fl -s 7 e trss 7 s,u. 
(v) A statement is an expression of the form M:u where UE F_, and ME A. M 
is the subject and u the predicate of M:u. 
(vi) A basis is a set of statements with only variables as subjects. 
32 may be considered modulo ^I\. Then 6, becomes a partial order. 
It is an easy exercise to show that the definition of sS is equivalent to: 
(i) u S,w. 
(ii) If u=u,n...nu,, (nil), ~=~,n...nr,, (msl) and {u,,...,u~}G 
{r,,‘.., T,,,}, then T ca u. 
It is also easy to show that if u a,~, then either T=W or T=U or u is an 
intersection type scheme in which r occurs. Notice moreover that if u -z T, then 
either u = T or u is an intersection type scheme and T can be obtained from u by 
permuting its strict components. In fact, the differences affect none of our proofs 
and in the remainder of the paper u = r means u --‘ 7. 
Definition 2.1.2. (i) Strict type assignment and strict derivations are defined by the 
following natural deduction system (where all types displayed are strict, except u 
in rule (+I)): 
[x:u] (UE Y-,) 
(+I): 
M:T 
hx.M: U+T’ 
(nE): 
x:u,n~~~r-~u~ 
x:u, 
(+E): 
M:(u,n..~nu,,)+~ N:u ,... N:u* M:w+T,, 
MN:7 MN:7 
a If x:u is the only statement about x on which M:T depends. 
b Notice that rule (+E) consists of two parts. 
If M:u is derivable from B using a strict derivation, we write B I-~ M:u. 
(ii) We define k_, by: B F-. M:u if and only if u = w or there are u, , . . . , u,? 
(n21) such that u=u,n. ..nu,, and forevery iE{l,..., n} Bt, M:u,. 
Notice that in B ki M:u the basis can contain types that are not strict, and that 
B b--_ M:u is only defined for UE Y-, . Note also that the derivation rule (nE) is 
only performed on variables and that the derivation rules (w) and (n1) are implicitly 
present in the derivation rule (+E). Moreover, we cannot compose a derivation in 
the k_< system with conclusion M:w with any other derivation. 
The introduction of two different notions of derivability seems somewhat super- 
fluous. Notice that we could limit ourselves to one, if we would define t-, by: 
Bt,M:uifandonlyifu=oorthereareu,,...,u,,(n~l)suchthatu=u,n~~~n 
u,, and for every i E (1, . . . , n} M:u, is derivable from B using a strict derivation. 
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This definition would give rise to many words in the proofs and it would perhaps 
also cause a lot of confusion. We therefore prefer two different notions of derivability. 
Apart from the presence of w, the type assignment defined by t-. is in fact the 
same as the one presented in [3]. Also, the one defined by t-, is in fact the same as 
in [6]. The type assignment defined by t_. is in fact the same as the one pre- 
sented in [5], it is only different in a standard way of writing bases. 
Lemma 2.1.3. For these notions of type assignmenf, the following properties hold. 
(i) If v # CO, then 
BE-. M:u @ 3a ,,..., a,[Bt,M:u,&u=a,n~~~na,]. 
(ii) B I-, MN:u e 3~ [B k, M:r+ u & B t_. N:T]. 
(iii) BI--,M:u e BF-. M:cr&u~.T~. 
(iv) Bi--,Ax.M:u a 3p~.?_. ,p~E\[u=p+p& B\xu{x:p}t, M:p]. 
(v) Bt-. M:u ~3 {x:TEB~~~FV(M)}~-. M:u. 
(vi) Vu,,7~.~~.~[(Bu{x:u}~~. M:T =+ Bu{x:u}~_. N:~)&xnotinB] 
3 VIE T-1 [B E.~. hx.M:p =+ B t-_. Ax.N:p]. 
Proof. Easy. 0 
As in [2] we aim to construct a filter lambda model. By use of names we will 
distinguish between the definition of filters in that paper and the ones given here. 
Definition 2.1.4. (i) A subset d of Y.. is called a strict$lter if and only if 
(a) wed. 
(b) u, TEd =$ unrEd. 
(c) red & rs,u 3 aEd. 
(ii) If V is a subset of Y-. , then t,V is the smallest strict filter that contains V, 
and ~Lu=~S{~}. If no confusion is possible, we will omit the subscript on t. 
(iii) KC = {d C_ T-- ( d is a strict filter}. We define application on 9; _ , 
.: 9-. x.9-. +9-. by: d.e=~{Tl3aEe[u’TEd]}. 
The application on filters as defined in [2] is not useful in our approach, since it 
would not be well defined. We must force the application to yield filters, since in 
each arrow type scheme P + T E .oi-_- , T is strict. 
(K- , C-) is a cpo and henceforward we will consider it with the corresponding 
Scott topology. 
Because of the remark made after Definition 2.1.1, condition 2.1.4(i.c) can be 
replaced by 
(2.1.4.i.c’) unwed =$ u~d &TE~. 
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Notice that a strict filter generated by a finite number of types is finite. Let for 
example (T be a strict type, then tSa = {a, w} (where we identify u and (T n CT by 
-,). If u is an intersection of strict types, u = CT, n. . . n u,,, then tSu contains 2” 
elements, namely 
{U,,...,U”n, olno2,ulnq,,..., u,_,nu,,u,nua,nq, )..., 
C7,f-I.. . I-! u,, co}. 
Of course SK=. contains also infinite elements. 
Lemma 2.1.5. For strict jilters the following properties hold. 
(i) u#w&uE~V&V~.TS 
a 3u ,,..., u,,[u=u,n~~~nu,&ViE{l,..., n}[u,EV]]. 
(ii) uE~S&uE~V&V~~S =3 UCZV. 
(iii) UETT e rS,u. 
(iv) UE~{T\Bt-, M:7} ‘3 UE{71Bk_, M:7}. 
(v) {x:u} t, x:7 C3 u Sr T. 
Proof. Easy. 0 
Theorem 2.1.6. (i) Zf B k--$ M:u arzd u 6, T, then B t-_, M:T. 
(ii) {cr~~-,(B~-, M:u}E~-, . 
Proof. (i) By induction on sS. 
(ii) By Lemma 2.1.5(iv). 0 
Definition 2.1.7. We define F: S_, + [KS + 9_,] and G: [g-$ + @Ll+ 9-T by 
(i) Fde=d. e. 
(ii) GS=T{u+ TE 5-,[r~f(To)}. 
It is easy to check that F and G are continuous. 
Theorem 2.1.8. (.F__, -) with F and G as dejined in Dejinition 2.1.7 is a lambda model. 
Proof. By [l, 5.4.11 it is sufficient to prove that F 0 G = id,,,__ _:F__ ,. 
F”Gfd=~{~113pEd[pj~UEt(u-Z~17Ef(tu)}I> 
= tb I+ c d h ~f(?~)l> (by 2.1.G)) 
=f(d). 0 
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Observe that 9_. and the filter lambda model 9 defined in [2] are not isomorphic 
as complete lattices, since for example in 9 the filter ?(a n T) + m is contained in 
to 9 o but in 9-, the strict filter ?>(a n T) + u is not contained in ?<a + (T. Moreover 
they are not isomorphic as lambda models since in 9 the meaning of hxy.xy is 
contained in the meaning of hx.x, while this does not hold in K. (see the examples 
after Corollary 2.1.11). Another difference is that while the analogue of G in 9 
chooses the minimal representative of functions, this is not the case in 9_. . 
Definition 2.1.9. Let 5 be a valuation of term variables in .9-. . 
(i) [Ml<, the interpretation of terms in 9_. via 5 is inductively defined by: 
(a) II4 = S(x). 
(b) UMN, = FUMD,UN,. 
(c) [IA~.MT],=G (ALE 9-, .lkqE(I-i,j). 
(ii) B,={x:cr]cr~[(x)}. 
Theorem 2.1.10. Forall M, [:[Mj,={a~?-. \B,t_. M:c}. 
Proof. By induction on the structure of lambda terms. 
(i) bnt =5(x). 
Since {y:p jp E t(r)} t_. X:V e aE t(x). 
(ii) [MNnF=~{~(3~[BEk_. N:(T& B,t-_. M:u+T]} 
= T{T/ B, F_. MN:T} (by 2.1.3(ii)-(iii)) 
={T( B, t-. MN:T} (by 2.1.6(ii)) 
(iii) iIAx.MlG = T{r+ T(&,,~,, F_. M:T} 
=-T{g+ ~(Bw,,,,, F, M:T} (by 2.1.3(iii)) 
=~{(T~~~B;u{x:~~I~E~}~, M:T} (where B: = B,\x) 
=T{c-~)B;u{x:cr}I-, M:T} 
=~{cT+T)B;~,Ax.M:cT+T} (by 2.1.3(iv)) 
=~{~+T(B~~-,Ax.M:(T+T} (by 2.1.3(v)) 
={pl B, t-m. Ax.M:p} (by 2.1.3(iv) and 2.1.5(iv)). 0 
Corollary 2.1.11. If M =,j N and B t-_. M:a, then B F . N:u, so thefollowing rule 
is a derived rule in t-__. : 
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Proof. Since 9-, is a lambda model, we know that if M =P IV, then [IA41c = l[IVJt: 
SO 
Notice that because of the way in which F---_ is defined, Corollary 2.1.11 also 
holds if i-_, is replaced by t-,. 
Examples. By using Lemmas 2.1.3 and 2.1.5 we can show the following. 
(i) If M is a closed term, then for all 5, [Mj,={a~ T_,\t_, M:a}. So for 
closed terms we can omit the subscript 6. 
(ii) [hxy.xyJ = T{P + u+ 713ff’[p Ga u’+ 7 & u ss a’]}. 
(iii) [Ax.xJ = t{fl+ 7-1 (T ST 7). 
(iv) lIAx.xyll, = 5(y). 
If we take for example p = (a- r) + (V n p) + 7, then it is easy to check that 
p E I[Axv.xyJ and p g [Ihx.xJ, so [hxy.xyIJ is not contained in [Ax.xl. 
Notice that if M is a closed term, [MD is infinite. If M is not closed, it can be 
that [MjE is finite since 5 can select also finite filters. However, we can limit 9-, 
by selecting only infinite strict filters. Notice that this would still give us a lambda 
model that is different from 9. 
Theorem 2.1.12. Zf M is in normalform, then there are B and u such that B ~~ M:u, 
and in this derivation w does not occur. 
Proof. By induction on the structure of lambda terms in normal form. 
(i) M = x. Take (T strict, such that w does not occur in (T. Then {X:(T) k-s x:(T. 
(ii) M = Ax.M’, with M’ in normal form. By induction there are B and 7 such 
that B ks M’:r and w does not occur in this derivation. In order to perform the 
(+I)-step, B must contain (whether or not x is free in M’) a statement with subject 
x and predicate, say, u. But then of course B\x E-r Ax.M’: CT+ r and w does not 
occur in this derivation. 
(iii) M = xM, . . M,,, with M,, . . . , M, in normal form. By induction there are 
B,,..., B, and u, , . . . , a, such that for every iE{l,. . , n}, B, I-~ M,:u, and w does 
not occur in these derivations. Take 7 strict, such that w does not occur in r, and 
B=(J ,i( ,,..., n) Bi u {~:a, +. . . a,, + T}. Then B t, xM, . . . M,:T and in this deriva- 
tion u does not occur. q 
Theorem 2.1.13. Zf M is in head normal form, then there are B and u such that 
B I-~ M:u. 
Proof. By induction on the structure of lambda terms in head normal form. 
(i) M = x. Take u strict, then {x:0} ~~ x:u. 
(ii) M = Ax.M’, with M’ in head normal form. By induction there are B and 7 
such that B t-, M’:T. As in the previous theorem, B must contain a statement with 
subject x and predicate, say, u. But then of course B\x t-, Ax. M’:u + T. 
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(iii) M = xM, . . . M,, with MI,. . , M, lambda terms. Take T strict, then also 
W’W”’ . . + o -$ T is strict, and 
{x:w + 0 +. ..-+w+~}t,xM ,... M,,:T. q 
Theorem 2.1.14. 
3l3, u [L? k-a M:u & El, CT w-free] e M has a normal form. 
Proof. (+) If B t, M:u and B, v w-free, then B k M:u and B, u w-free. Then by 
1.3(iv) M has a normal form. 
(G=) By Theorem 2.1.12 and Corollary 2.1.11. 0 
Notice that in part (ii) of the proof, because of Corollary 2.1.11 we can only state 
that if M = B N and B ks M: u, then B t-, N: IT. From Theorem 2.1.12 we can conclude 
that B and u do not contain w, but the property that w does not occur at all in the 
derivation is, in general, lost. 
Theorem 2.1.15. 
3 B, u [B t, M :u] @ M has a head normal form. 
Proof. (+) If B ~~ M:u, then B + M:u and a# w. Then by 1.3(iii) M has a head 
normal form. 
(e) By Theorem 2.1.13 and Corollary 2.1.11. q 
Corollary 2.1.16. 
(i) SIB, u [B t-. M:u & B, u w-free] w M has a normal form. 
(ii) SB,u[B+__- M:u&a#w] e Mhasaheadnormalform. 
2.2. The relation between t-. and E 
The intersection type assignment is not conservative over the strict type assignment. 
So the following does not hold: Suppose all types occurring in B and u are elements 
of K. . Then B t__ M:o @ BI- M:a. 
As a counterexample for G=‘, take {x:u + u} E x:(o n T) + u. It is not possible to 
derive x:(un T)+ u form the basis {x:o+ a} in +_. . 
Of course the implication in the other direction holds: B t . M:u implies 
B t- M:u. The relation between the two systems is however stronger. Theorem 2.2.6 
states that every statement obtainable in the intersection type assignment system 
can be obtained by a derivation in which the rule (s) is, if necessary, only performed 
as the last step. The proof is based on the fact that for every v E Y there is a o’ E .Y_. 
such that u - u’ (Lemma 2.2.2; the same result has been stated in [ 14, Section 4]), 
and the approximation theorem as given in [23]. 
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Definition 2.2.1. (i) The set X of Al-normal forms or approximate normal forms is 
inductively defined by: 
(a) all term variables are in ,Ir, I is in .Ar; 
(b) if A is in A”, A # I, then hx.A is in K; 
(c) if A,, . . . , A, are in A”, then xA, . . . A,, is in JV”. 
(ii) A E X is a direct approximant of M E A if A matches M except for occurrences 
of 1. 
(iii) AE X is an approximant of ME A (notation: AS M) if there is an M’ =p M 
such that A is a direct approximant of M’. 
(iv) A(M)={AE.N^[As M}. 
(v) The type assignment rules of Definition 1.2(i) and 2.1.2(i) are generalized to 
elements of X by allowing the terms to be elements of Al. 
Lemma 2.2.2 (Hindley [15]). For every CTE 9 there is a (T’E T-_= such that u-u’. 
Proof. By induction on the structure of types in 9. 
(i) CT = w, or u is a type variable: trivial. 
(ii) u = p + r. By induction there are p’ and T’E .K, such that p - p' and r - 7’. 
(a) r’ = w. Take u’ = w. 
(b) T’= r, n 1 . . n T,,,, each ~;~9~.Take u’=(p’+~,)n.~.n(p’+~,). 
(c) 7’ is strict, then take u’ = p’+ 7’. 
(iii) u = p n r. By induction there are p’ and T’E Y_, such that p - p' and r - T’. 
(a) p’ = w. Take u’ = 7’. 
(b) T’ = w. Take u’ = p’. 
(c) p’#o&r’#w.Take u’=p’nT’. 0 
Notice that Lemma 2.2.2 is not a proof for the statement that Y_, modulo ^I~ is 
isomorphic to 5 modulo -. For example, take u, = (p n T) + p and u2 = (7 n p) + p. 
Then obviously cr, - uz, ui = u, , u; = CT*, but not u{ -) u;. By proving Lemma 2.2.2 
we only prove that we can find a u’ for each a, not that this u’ is unique. In fact, 
by replacing Lemma 2.2.2(iii.c) by 
(c) p’#w&r’#~.Take u’=p’n~‘or d=r’np’. 
we would be able to find both CT{ and LT~ as types in Y-, that fit our purpose. See 
also the remark after Theorem 2.3.5. 
We will now prove the main theorem of this subsection, by showing that the k--= 
system is in fact the nucleus of the intersection type discipline. We will do this by 
proving first for terms in X that the derivation rule (s) can be transferred to the 
very end of a derivation and afterwards generalizing this result to arbitrary lambda 
terms. 
Definition 2.2.3. We write B 3 B’, if the following is true. If x occurs in B, then x 
occurs in B’, and if u,, . . . , cm are all predicates of statements that have x as subject 
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in B then there are r,, . . . , T,,,,, predicates of statements that have x as subject in 
B’, such that u, n. . . n CT,, G= r, n. . n T,. 
Theorem 2.2.4. If A is in A L-normal form and B E A:u then there are B’, CT’ E 3_.. 
such that B’ F__~ A:(T), (T’S u and B’a B. 
Proof. The proof is given by induction on the structure of terms in Al-normal 
form. All cases where u- w are trivial, because then we can take B’ = (4 and CT’ = w. 
Therefore in the rest of the proof, we will assume cz # w. 
(i) B F x:u. By 1.3(v) there are x:u,, . . , x:u, in B such that u, n. . . n u,, s u. 
By Lemma 2.2.2 there is an u’ E 5_=. such that u, n. . . n u,, - u’. Then {~:a’} 3 B 
and u’ G u. 
(ii) B F Ax.A’:u, with A’# i. Then there are p,, . . . , p,,, p, , . . , p,, such that 
u = (P, + P,) n. . . n b, + ,u,,). So, by (nE) and 1.3(ii) for every i E (1,. . , n} we 
have B u {x:p,} F A’:w,. We can assume, without loss of generality, that each pC is 
an element of .Y\. By induction there are B, and p:, pL: E .T, such that B, u 
{x:pi} t__ A’:p:, pi c p, and B, u {x:p:} 3 B u {x:p$}. 
We can assume, without loss of generality, that each p: is an element of Y5. Then 
for all iE{l,. ., n} B, t,Ax.A’:p:~~:,p:~~L:p,~~, and B,s B. So 
(pi+pcL’l)n. .n(p:,+pL)su and u B, 2 B. 
Ii {I,.. ,a) 
(iii) B F xA, . . A,:u. By 1.3(i) there are T, , . . , T, E .T such that 
Btx:-r,+...+~,,+u, B t A,:T,,..., and B t A,,:r,,. 
By induction B, t_, A;:r:, r: s 7i and B, 3 B. 
Take B’= U,,i,,.. .nb B,, then B’ 2 B. By Lemma 2.2.2 there is a U’E Y-_- such that 
u - u’. Let CT’ = (r, n . . n uk where each ui E 9, and k 3 1. Because of the fact that 
7,“. .,T.,u~(TI-...-T:,-~,)~...~(~:'...'T~,'u~) 
and by 1.3(v), we have 
B’u{x:(T;-+. ..~.T:~--,(T,)~...~(~‘,~...~T:,~u~)}~B. 
Alsoforeveryf~{l,...,k} 
B'u{x:T;+... +~7:,+u,}~-,xA,...A,,:u,l. 
so 
Theorem 2.2.5. 
(i) B i- M:u ti 3A E a(M) [B t A:u]. 
(ii) B F_. M:u ti MAE d(M) [B t_. A:u]. 
Complete restrictions qf the intersection type discipline 149 
Proof. (i) See [23, 2.131. 
(ii) The structure of the proof of [23, 2.131 is same as the structure of the proof 
for this part. 0 
Theorem 2.2.6. If B k M:u then there are B’, u’ E K, such that B’ t--, M:u’, CT’s u 
and B’z B. 
Proof. If B t M:a then, by Theorem 2.2.5(i) there is an AE d(M) such that 
B k A:u. Then by Definition 2.2.1 there is an M’ such that M’ =p M and A is a 
direct approximant of M’. By Theorem 2.2.4 there are B’, u’ E F_-. such that 
B’t_, A:u’, a’s u and B’ 2 B. Then by Theorem 2.2.5(ii) B’k-, M:a’. 0 
2.3. Soundness and completeness of strict type assignment 
In this subsection we will prove completeness for the +_, system. This is done 
in a way very similar to the one used in [2], using the strict filter lambda model as 
defined in Subsection 2.1. At one very crucial point the completeness proof in this 
subsection differs from the one in [2]. In that paper the simple type semantic is 
inductively defined whereas our approach will be to give a map from Y_, to P( E,) 
and prove that it is a type interpretation. It will be a different kind of type 
interpretation than the one used in [2], because the latter would not suffice in our case. 
Following essentially [19], we distinguish between several kinds of type 
interpretations. 
Definition 2.3.1. (i) Let JR =(B, ., E) be a continuous lambda model. A mapping 
v : T+ P( 9) is a type interpretation if and only if 
(a) {e.d[Ve[e~v((~) a d.eEv(T)]}Cv(cT+~). 
(b) v(~+T)~{dIVe[eEv(~) + d.eEv(7)]}. 
(c) ~(c~n~)=v(u)nv(~) 
(ii) Following [15] we say that a type interpretation is simple if and only if 
v(a+~)={dlVe[e~v(~~) + d.eEv(~)]} 
(iii) On the other hand, a type interpretation is called an F type interpretation if 
it satisfies 
Notice that in part (ii) the containment relation c of part (i.b) is replaced by =, 
and that in part (iii) the same is done with regard to part (i.a). 
These notions of type interpretation lead naturally to the following definitions 
for semantic satisfiability (called respectively inference, simple and F-semantics). 
.{D,:X --i ff [ --g 3 B> = (x)“S (!!I 
‘(P3BI --~33}=(“)On/(q(---,s)~; e-6 : ()a dwu I? auyap ah (!) *P’E’Z uo!gyyaa 
.Iapow Epqum[ .talIy i3gs aql u! p!lcil IOU s! I! inq ‘4 ruawk aqi u! 
a[qtz+ap s! luaurams s!y~, II +(L UD) t (LJ CD) :x’xy waurale]s ayl alduvzxa JOJ 
ayt2L ‘4 -‘oJ punos iou s! z.1 uo!i!uyaa u! pauyap SF! + 4!1!qeA!.xap JO uogou aqL 
c] 3uogr?h!.iap JO amlcmls aqi uo uopmpu! Ica *Joold 
‘I[. 1 uo ld!.mladns ayi J!UIO [I!M aM ‘alq!ssod s! uo!snjuo3 ou JI 
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Notice that although u,( (T n 7) = uO( T n a), the sets ~((a n T) + a) and 
nO( 7 n P) + V) are incompatible. We can only show that both contain 
{&.dIVe[e~v,(cr)n0”(7) + d.eEvJa)]) 
and are both contained in 
{d(Ve[eEuO(v)noo(T) + d.esq,(cr)]}. 
However, it is not difficult to prove that s . t(r n T) + u = E . T(T n v) + u, so the 
filters t( (T n T) + (T and t( 7 n P) + (T represent the same function. 
Lemma 2.3.6. (i) B t-, M:a if and only if Be8 +_-_ M:u. 
(ii) 9_, , te, u. k B. 
Proof. (i) Because for every x, tB(x) is a strict filter. 
(ii) x:a~B + (TE{T~B~~+.~x:T} (by (i)) * (TE([x]~~. SO [x]r,E{dE9-sI 
UE~}=U,,((T). 0 
The system of [2] has been proved complete with respect to the simple type 
semantics. The system +__ however is not complete in this semantics. This is due 
to the fact that if we take u to be a type interpretation from .F, to P(%_=), the 
set {dlVe[eEu(cT) =+ d.esu(T)]} is not contained in u( (T + r), since we do not 
allow w or an intersection type scheme at the right hand side of an arrow type 
scheme. If instead we use the notion of type interpretation as defined in Definition 
2.3.1(i), because of Theorem 2.3.5 completeness can be proved. 
Theorem 2.3.7 (Completeness). Let UE Y_-;, then B k M:CT a B t_, M:a. 
Proof. 
BkM:a 
+ Es, tB, u. k M :(T (by (2.3.2.iii.a), (2.3.6.ii) & (2.3.5)) 
* UMTI,, E Q(C) (by (2.3.2.i) & (2.3.5)) 
=+ ~E[IMII~, (by (2.3.4.i)) 
+ BsBk-“- M:u (by (2.1.10)) 
+ B t-s. M:u. (by (2.3.6.i)). 0 
3. The system without w 
In this section we present a type assignment system that is a restriction of the 
intersection type assignment system. The restriction is the elemination of the type 
constant w. We will show that the intersection type assignment system without 
w yields a filter model for the AI-calculus (Subsection 3.1), show that for the 
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A I-calculus the intersection type assignment is conservative over the one without w 
(Subsection 3.2) and prove that this type assignment is complete for the A I-calculus 
with respect to the simple type semantics (Subsection 3.3). Furthermore we will 
prove that each term typeable by the system without w is strongly normalizable 
(Subsection 3.4). 
While obtaining these results we could of course use the result of the previous 
section and look at the system without c and without w, but since this is a more 
restricted system we prefer the approach we use in this section. Also the proofs of 
various lemmas in Subsection 3.4 are greatly facilitated by the presence of derivation 
rule (s). In fact, the strong normalization property for the system without c and 
w follows immediately from the results of Subsection 3.4. Moreover we could prove 
a completeness result for this system with respect to the inference semantics. 
3.1. w-free derivations 
In this subsection we present a restriction of the intersection type assignment 
system in which the type w is removed. This system yields a filter AI-model. 
Definition 3.1.1. (i) KC,, the set of w-free types is inductively defined by: 
(a) all type variables ‘po, cp, , . . E .T ,,; 
(b) if a; 7~ T_,, then unr CT+TES_ 
(ii) On 3 w the type inclusion relation : is as defined in Definition l.l(ii), but 
without rules l.l(ii.b) and l.l(ii.c). 
(iii) If M:u is derivable from a basis B, using only w-free types and the derivation 
rules (nI), (nE), (+I), (+E) or (s) of the system in Definition 1.2(i), we write 
B t_, M:o. 
Lemma 3.1.2. 
(i) B+.,,MN:cT H ~T[B~~,,M:T~~~&B~_,,N:T]. 
(ii) Bk_,hx.M:a+~ e B\xu{x:cr}t ,,M:T. 
(iii) If B k ~(,, hx.M :p, then there are u, , . . , CT,, T, , . . , T,, such that 
p=(o,~T,)n”‘n(cr,~T,,). 
(iv) IfB\zu{z:cr}t_~,,Mz:~andz~?FV(M), then B+_,M:cT+T. 
Proof. By induction on the structure of derivations, using Definition 1.3(ii) to prove 
(ii). The proof given for this part in [2] does not depend on w. 0 
Definition 3.1.3. (i) A subset d of Y--,, is called an l-jilter if 
(a) u,rEd j (TnTEd. 
(b) a2Trd =2 uEd. 
(ii) K,, = {d c T_, 1 d IS an I-filter}. We define application on 9_,, 
.:%_,x&,+$_, by: u’.e={T(3a~e[(T3T~d]}. 
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(iii) If ~1 is a subset of Y-,, then t,,,V is the smallest I-filter that contains V. 
Also Two= tw{u}. If no confusion is possible, we will omit the subscript 
on t. 
Notice that the empty set, 0, is the bottom element of 9_,. 
Lemma 3.1.4. Suppose f is a continuous function from 9_, to K,. Then for every p, 
/_l E T- w: ifP~~E~{~~TlTEf(~(T)}, then pEf(?p). 
Proof. By definition of filters and the fact that f is continuous. 0 
Let (9, C) be a cpo with least element 1. The set of strict functions is defined as 
usual, i.e. as the set of continuous functions that at least map I onto 1. We denote 
by [9 +i 91 the set of strict functions from 9 to 9. 
Definition 3.15 We define F: 9_, + [ 9_, +I %_,I and G: [ 5, +I KU] --, 9_, 
by: 
(i) Fde=d. e. 
(ii) Gf=~{(T~7E~1,1TEf(l‘a)}. 
It is again easy to check that F and G are continuous. 
Definition 3.1.6 (Honsell and Ronchi della Rocca [16]). Let 9 be a set and . a 
binary relation on 9. The structure (9, . , E) is called a Al-model if and only if in 
9 there are five elements i, b, c, s and E that satisfy the following conditions: 
(i) i . d = d. 
(ii) ((b.d).e).f=d.(e.f). 
(iii) ((c.d).e).f=(d.f).e. 
(iv) ((s.d).e).f=(d.f).(e.f). 
(v) (e.d).e=d.e&VdEg[e.d=f.d + e.e=e.f]&e.e=e. 
Moreover, in [lo] the following is stated. 
Proposition 3.1.7 (Dezani-Ciancaglini, Honsell and Ronchi della Rocca [lo]). If 
(~,~)isacpoandtherearecontinuousmapsF:~~[~~~~]andG:[~~~~]~~ 
such that: 
(9 FoG==id,,,l., 
(ii) GoFE[S +I 91. 
Then 9 is a AI-model. 
Theorem 3.1.8. F and G as defined in Definition 3.1.5 yield a AI-model. 
Proof. It is sufficient to check that the conditions of Proposition 3.1.7 are fulfilled. 
(i) (F”G(f))(d)={E.L13pEd[p~~L~{rr”~/7ff’(7‘~)}1} 
= {P 1% E d [P Ef(tP)lI =f(d). (using (3.1.4)). 
(ii) G~F((~)=~{~-,~~(~E((T~~TE~~[T-)(TE(~?]})_=~~. 0
That the type discipline without w gives rise to a model for the AI-calculus, is 
also proved in [ 161. The technique used there is to build, using Scott’s inverse limit 
construction, a model M2 satisfying the equation 9 = Ypw x [ 9 +I 91, with 9,) = 9’,, 
(where gpw is the powerset of natural numbers) and i : Z,,+ Pp, x [ 9,, -fL 9,,] is 
defined by i(d) = (d, hx.1) (see also [l, Exercise 18.4.261 and [20]). 
It is straightforward to verify that 9_(i) is a solution of the same domain equation. 
Definition 3.1.9. Let 5 be a valuation of term variables in .KCO. 
(i) [[Ml,, the interpretation of AI-terms in 9-, via 5 is inductively defined by: 
(a) II& = 5(x); 
(b) UMNTI, = FUMIJND,; 
(c) uAx.kfj, = ~(d.0 E .9_,.pdjtc,,\-,). 
(ii) B~={x:~~cTE~(x)}. 
Notice that A is well defined in A I-models, since (Au E 9~ a,.[MjjEC.,,,)ld = (d. 
Theorem 3.1.10. For all ME AI, 5: [Ml& = {al B, c_, M:cT} 
Proof. By induction on the structure of lambda terms. 
(i) I[.+ = t(x), since {y:p Ip E t(y)} E-w X:C @ u E t(x). 
(ii) [MNIJ,={r13o[B,t_, N:v& B, k-,M:cTJT]} 
={T~B~~--,,MN:T} (by 3.1.2(i)) 
(iii) lIAx.WE = Tic- 71~~ {P /4,t,,l,, + cu M:P)) 
= ?{a+ 71 4,T<rlx) k-,ti h’f:T} 
=~{~~TIB;u{x:~I~E~~}~ ,M:T} (B:= B,\x) 
=~{(T’T/~~E~~~[B:u{x:~}~~,M:T]} 
=~{u~~I~~~~~[B;~~~~Ax.M:~~~]} (by 3.1.2(ii)) 
=~{~~T(B;~-_,Ax.M:(T’~} (<I 
= {p ( B; t_, Ax.M:p} (by 3.1.2(ii)). 0 
Remark that F and G do not yield a lambda model. For example: take 0 = hxy.y, 
D = Ax.xx and I = Ax.x. Then clearly 0 (DD) =@ I and t_, I:cr+ c but we cannot 
give a derivation without w for 0 (DD):a+ CT. 
Complete restrictions of the intersection type discipline 155 
3.2. The relation between t-, and t 
Type assignment in the intersection type assignment system is not fully conserva- 
tive over the type assignment without w. If for example we have B F M:u such that 
B and o are w-free, but M contains a sub-term that has no normal form, w is 
needed in the derivation. (See the final remark of the previous subsection.) 
However, we can prove that for every lambda-term M such that B b M:a with 
B and u w-free, there is an M’ such that M reduces to M’ and B t-_,,, M’:u. We 
will show this by proving for terms in normal form that each w-free predicate, 
starting from a w-free basis, can be derived in t-,, and afterwards use 1.3(iii). We 
will use the same technique to prove a conservativity result. 
Lemma 3.2.1. If M is in normal form and B + M:u such that B and u are w-free, 
then B tmW M:u. 
Proof. The proof is given by induction on the structure of terms in normal form. 
(i) B t x:u. Then by Definition 1.3(v) there are .x:u,, . . , x:un in B such that 
u,n...nu, 8 u. Then obviously B t-w x:u. 
(ii) B t Ax.M’:a. Then u = (p, + p,) n. . . n (p, + pL,) for some n 2 1, and by 
Definition 1.3(ii) for every i E { 1, . . . , n}: B u {x:pi} t M’:p,. By induction for every 
iE{l,..., n}: Bu {x:p,} kpW M’:p,. So B i-_, hx.M’:u. 
(iii) B t xM, . . . M,,:u. By 1.3(i) there are r,, . . . , 7, such that 
Bkx:r,+...+~,,+u, Bl-M,:r,, . . . . and BtMH:r,. 
By 1.3(v) there are x:p,, . . , x:p, in B such that 
p,n...np,~r,‘..“r,,‘u. 
By 1.3(vi) this implies 
P,n...np,=(7~~...~71,~u’)n...n(7;~...jt7t,’u’)npf, 
for r{, . . . ,T:, uJ such that rj~r, with lsisn, lsj<s and u’n...nu’cu. 
Thenby(C)and(nI)foreveryiE{l,..., n}wehaveBtM,:?,‘n...n7:. 
Since each r! occurs in a statement in the basis, the induction hypothesis is 
applicableandforeveryiE{l,...,n}wehave B~-,Mi:r!n...n7:.Also 
(T;'.. .~.!,-o’)n...n(~~3...j7:,‘us) 
~((7:n...n7;)3...j(7f,n...n7~)j(u’n...nu2), 
so 
B~x:(rln...nT;)‘...~(~f,n...nT:,)3(u’n...nu”) 
and by part (i) 
Bt_,x:(Tfn...n~1)j...~(~:,n... nTj,)+(u’n...nu’). 
But then by (+E) 
B k--w xM, . . . M,, :u, n . . . n CT,, 
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and by (s) 
B k-W .x&f, . . . M,:u. 0 
Theorem 3.2.2. [f B t M:cr where w does not occur in B and CT, then there is an M’ 
such that M reduces to M’ and B F_~., M’:u. 
Proof. If B F M:a where w does not occur in B and a, then by 1.3(iii), M has a 
normal form M’. Then also B I- M’:u. By the previous lemma we have that 
B k-w M’:u. 0 
As remarked in the introduction, if we are interested in deriving types without w 
occurrences, the type constant o is only needed in the intersection type discipline 
to type sub-terms N of M that will be erased while reducing M. In fact, if there is 
a type p such that B t (o N:p, then even for this N we would not need to use w. 
Unfortunately there are lambda terms M that contain a sub-term N that must be 
typed with w in B + M :u, even if w does not occur in B and u. We can even find 
strongly normalizable lambda terms that contain such a sub-term (see also the 
remark made after Lemma 3.4.2). So to prove Theorem 3.2.2 we have to go down 
all the way to the set of lambda terms in normal form, since only these do not 
contain sub-terms that will be erased. 
Theorem 3.2.3 (Conservativity). !f M is a A I-term and B F M:u where o does not 
occur in B and u, then B F_, M :u. 
Proof. If B k M:u and B, u are w-free, then by 1.3(iii), M has a normal form M’. 
Then also B t M’:a. By Lemma 3.2.1 we have B t_, M’:u. Because M and M’ are 
A I-terms, by Corollary 3.4.3 we obtain B t_,,, M:u. 0 
3.3. The type assignment without w is complete for the Al-calculus 
In this subsection completeness of type assignment without w for the A l-calculus 
is proved using the method of [2]. The notions of type interpretation as defined in 
Definition 2.3.1 lead also in the case of the AI-calculus in a natural way to the 
following definitions for semantic satisfiability. 
Definition 3.3.1. As in Definition 2.3.2 we define F by (here JH is a Al-model, 5 a 
valuation and u a type interpretation): 
(i) .&l, [, u F M:rr @ [MT]:’ E v(v). 
(ii) .~ti, e, v + B @ .A, l, v b x:u for every X:UE B. 
(iii.a) Bk=M:u H V.&t,~,v[[JCZ,~,v~B =+ ,ti,&v~M:u]. 
(iii.b) B I=, M:u e VA, 5, simple type interpretations u 
[.&, 5, 21 F B + ./fl, 5, u k= M:u]. 
(iii.c) B bF M:cr 
e VA, [, F type intepretations ZJ [JM, 5, v + B =+ Al, 5, v b M :a]. 
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We consider only the simple type semantics, since i-_, is not sound for all type 
interpretations. For example 
but this is not semantically valid for all type interpretations. 
Theorem 3.3.2 (Soundness). If B t-, M:a then B I=, M:u. 
Proof. By induction on the structure of derivations. 0 
Definition 3.3.3. (i) We define a map uO. . K,, + P( SC,) by u”(a) = {d E %,I ff E d}. 
(ii) tB(x) = {a~ .K, 1 B k__, x:g}. 
Theorem 3.3.4. (i) The map vO is a simple type interpretation. 
(ii) B k-W M:a ifand only if B,, t_, M:a. 
(iii) 9_,, lR, ZI” ks B. 
Proof. (i) Easy. 
(ii) Because for every x, lLI(x) is an I-filter. 
(iii) x:a~B =+ (TE{T)B~~+_~~x:~} * c~[x]Jf~. 
So[x]<,~{d&_w~a~d}. 0 
Theorem 3.3.5 (Completeness). Let M be a AI-term and suppose w does not occur in 
B and u. If B k=, M:a then B t-, M:a. 
Proof. 
B k=, M:u 
+ K,,, tEl, u0 k=, M:u (by 3.3.l(iii), 3.3.4(i) and 3.3.4(iii)) 
* IIML, E Q(U) (by 3.3.1(i) and 3.3.4(i)) 
=+ u E UMII,, (by 3.3.3(i)) 
3 BG t_, M:u (by 3.1.10) 
=+ Bt_,M:u. (by 3.3.4(ii)) 0 
3.4. The set of lambda terms typeable by means of the derivation rules (nI), (nE), 
(+I) and (+E) is exactly the set of strongly normalizable terms 
The same result has been given in [6, 17, 211. However, the proof in [17] is too 
brief, the proof in [21] gives few details and the proof in [6] is not complete. In 
this subsection we present a complete and formal proof. In [22] a similar result is 
proved: B t-, M:u e M is strongly normalizable. 
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To prove that each term typeable by the rules (nI), (nE), (+ I) and (-+E) is 
strongly normalizable, we will prove even more: we will show that if F ~(u M:u 
(i.e. using also rule (c)), then M is strongly normalizable. In [22] this result is 
given in Corollary 6.3 and is obtained from the theorem that the procedure PP’ (as 
defined in [22, Section 61) finds a principal pair for all and nothing but the strongly 
normalizable terms. In this subsection we present a proof for the same result, 
different from the one given in [22]. The proof that all strongly normalizable terms 
are typeable in the system without w and (s) is given in Corollary 3.4.4. 
Notice that an I-filter can be empty. A direct result of the main theorem of this 
subsection will be that 1.1 as defined in Definition 3.1.9 will map all unsolvable 
terms (“unsolvable” is in the A I-calculus exactly the same as “not having a normal 
form”, as well as that “normalizable” and “strongly normalizable” coincide) onto 
the empty filter. 
Notice also that we no longer restrict ourselves to the AI-terms, but prove the 
statement for the full A K-calculus. 
Fact 3.4.1. In the sequel, we will accept the following without proof: 
(i) if xM, . . . M, and N are strongly normalizable, then so is xM, . . . M,,N; 
(ii) if Mz is strongly normalizable (where z does not occurfree in M), then so is M; 
(iii) if M[x := N] und N are strongly normalizable, then so is (hx.M) N. 
Lemma3.4.2. IfBE-<,,C[M[x:= N]]:~andB+ (u N:p,thenBk-,C[(AX.M)N]:T, 
where C[ .] is the notation for a context. 
Proof. By induction on the structure of contexts. We omit the case that the context 
is an application, since it is trivial. 
(i) C[M[x:= N]] = M[x:= N]. W e can assume that x does not occur in B. 
(a) N occurs n times in M[x := N], each time typed by, say, (7,. 
B F_,~ M[x:= N]:T 
=2 Bu{x:rr,n.. . n~,,}~~,~M:r&Bt~,,N:u,n...na,, 
~(u N:a, n. . n u,, =3 Bt~,,Ax.M:(a,n...ncr,,)~T&Bt 
+ B c_, (Ax.M)N:x 
(b) N does not occur in M[x:= N], so xg FV(M 1 
B t ~(,, M:T & B E ~(u N:p 
=3 Bu{x:p}t-,M:T& BE-,, N:p (since xaFV(M)) 
=+ B~~,Ax.M:p~r&Bt_,,N:p 
=3 B k-, (Ax.M)N:T. 
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(ii) We have: 
B k_, /iy.C[M[x:= N]]:7 & B k_, N:p 
=GJ Vls isn [Bu{y:p,} k-W C[M[x:= N]]:pi] & B k-U N:p 
(by 3.1.2(ii), (iii)) 
+ VI< isn [Bu{y:pi}k__ C[(Ax.M)N]:p,] 
a B t-m, hy.c[(Ax.M)N]:~ 0 
Notice that the condition B i-_, N:p in the formulation of the lemma is essential. 
As a counter example take the two lambda terms Ayz.(Ab.z)(yz) and Ayz.z. Notice 
that the first strongly reduces to the latter. We know that {~:a, y:~} t-, z:g, but it 
is impossible to give a derivation for (Ab.z)(yz) :(T from the same basis without using 
w. This is caused by the fact that we can only type (Ab.z)(yz) in the system without 
w from a basis in which the predicate for y is an arrow type scheme. We can for 
example derive 
{~:a, y:(~+ T} t-, (Ab.z)(yz):a. 
We can therefore only state that we can derive 
E_,Ayz.(Ab.z)(yz):(a+ T)-+u+(T 
and that we also can derive 
t_, Ayz.z:r+ u+ u 
but that we are not able to give a derivation without w for the statement 
Ayz.(Ab.z)(yz):~+ (T+ V. 
So the type assignment without w is not closed for P-equality, but of course that 
is also not needed. We only want to be able to derive a type for each strongly 
normalizable term, no matter what basis or type are used. 
Notice that for the A I-calculus part 3.4.2(i.b) is not applicable and the condition 
B k-W N:p is not needed. So the following is an immediate result. 
Corollary 3.4.3. Let M and M’ be A I-terms, such that M reduces to M’ and there are 
B and u such that B F--~ M’:u. Then B C-, M:u. 
Lemma 3.4.2 is also essentially the proof for the statement that each strongly 
normalizable terms can be types in the system F-~. 
Corollary 3.4.4. If M is strongly norrnalizable, then there are u and B such that 
B t-, M :u and in the derivation the derivation rule (s) is not used. 
Proof. If M is strongly normalizable, then by using the inside out reduction strategy 
[l, 14.2.111 the normal form of M will be reached. This strategy has the special 
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property that a redex (hx.P)Q can only be contracted if Q is in normal form. The 
proof is completed by induction on the inside out reduction path, using Lemma 
3.4.2 and Theorem 2.1.12. 0 
In order to prove that each term typeable in k-w is strongly normalizable we 
introduce a notion of computability. From now on, we will abbreviate “M is strongly 
normalizable” by SN( M). 
Definition 3.4.5 (cf. Pottinger [21]). Comp( B, M, p) is inductively defined by: 
(i) Comp(B, M, cp) e B k-W M:cp & SN(M). 
(ii) Comp(B, M, (T+ T) e (Comp(B’, N, rr)+Comp(B u B’, MN, T)). 
(iii) Comp(B, M, an T) @ (Comp(B, M, a) & Comp(B, M, 7)). 
Lemma 3.4.6. Let g and r be such that us r. Then Comp( B, M, u) implies 
Comp(B, M, T). 
Proof. By straightforward induction on the definition of G. 0 
Theorem 3.4.7. (i) If B k_,,xM, . . . M,:p and SN(xM, . . M,,), then 
Comp(B, xM, . . . M,,, p). 
(ii) If Comp(B, M, p), then B t_, M:p and SN( M). 
Proof. Simultaneously by induction on the structure of types. The only interesting 
case is when p = u+ T, the other cases are dealt with by induction. 
(,i) B t_,,, xM, . , . M,,:a+7.&SN(xM ,... M,,) 
+ [Comp(B’, N, LT) + 
Bt-_,xM, . . . M,,:cr+~&sN(xM, . . . M,)& B’F-, N:a&SN(N)] 
3 [Comp(B’, N, r) =9 Bu B’k_,,xM,. . . M,N:r& SN(xM,. . M,N)] 
+ [Comp( B’, N, o) 3 Comp( B u B’, xM, . M,,N, T)] 
+ Comp(B, xM, . M,,, u-+ 7) (by 3.4.5(ii)). 
(ii) Comp(B,M,a+~)&z&Fv(M) 
+ Comp(B,M,cr-+~)&Comp({z:o},z,o)&z~FV(M) 
3 Comp(Bu{z:cT}, Mz,~)&zgfV(M) 
3 Bu{z:c}~-,Mz:T&SN(MZ)&Z~FV(M) 
+ B t_, M:P+ T & SN(M) (by 3.1.2(iv)). 0 
Lemma 3.4.8. 
Comp(B u B’, C[ M[x := N]], u) & Comp(B’, N, p) 
=2 Comp(BuB’,C[(hx.M)N],a). 
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Proof. By induction on the structure of types. We only consider the case that v is 
a type variable: 
Comp( B u B’, C[ M[x := TV]], cp) & Comp( B’, N, p) 
Theorem 3.4.9. 
B t_, C[M[x := N]]:cp & SN(C[M[x := N]]) 
& B Em_, N:p & SN( N) (by 3.4.7(ii)) 
B t_, C[(Ax.M)N]:(p & SN(C[(hx.M)N]) (by 3.4.2) 
Comp(Bu B’, C[(hx.M)N], cp). (by 3.4.5(i)). 0 
ZfB={x,:p ,,.. ., X,:/L,,} and Comp(Bi, N,, p,) andB F-~ M:u, then 
Comp( B, u. . . u B,, M[x, := N, , . . . , x, := N,,], v). 
Proof. By induction on the structure of derivations. We will only show the nontrivial 
parts. 
(-+I). Then M-hy.M’, a=p+~, and BLJ{JJ:~}F_~M’:T. 
B={x,:p,, . . , x,,:/L,,} & Comp(Bi, N,, /.L;) & BU {YIP} t_, M’:T 
* [Comp(B’, N, p) 3 
Comp( B, u. . . u B, u B’, M’[x, := N, , . . , x, := N,,, y := N], T)] 
* [Comp(B’, N, p) * 
Comp( B, u . . .uB,uB’,(Ay.M’[x,:= N ,,..., x,:= N,,])N, T)] 
(by 3.4.8) 
+ Comp( B, u. . . u B,, (Ay.M’)[x, := N,, . . . , X, := N,], p + T). 
(by 3.4.5(ii)) 
(+E). Then M = MIMI, B FPw M,:p + T and B k-U M2:p. 
B={x,:p ,,.. ., x,:y,}&Comp(B,, N~,~,)&B~_.,M,:~+T 
& B +_,M,:p 
+ Comp( B, u. . . u B,, M,[x, := N, , . . . , x, := N,,], p + T) 
& Comp( B, u. ..uB,,M,[x,:=N ,,..., x,,:=N,,],p) 
+ Comp(B, u. . . u B,, (M, M,)[x, := N,, . . , x,, := N,,], 7). 
(by 3.4.5(ii)) Cl 
Theorem 3.4.10. ZfB k-W M:u, then SN(M). 
Proof. B k_,,, M:a + Comp(B, M, (T) (by 3.4.9) + SN(M) (by 3.4.7(n)). Cl 
We can now prove the main theorem of this subsection. 
Theorem 3.4.11. {M 1 M is typeable by means of the derivation rules (n I), (n E), I) 
(3 = 1 M is strongly normalizable}. 
Proof. (C ) If M is typeable by means of the derivation rules (n I), (n E), (+ I) and 
(+E), then certainly B k-_, M:c Then by Theorem 3.4.10, M is strongly 
normalizable. 
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(2) If M is strongly normalizable, then by Corollary 3.4.4 there are u and B 
such that B t-_, M:cr and in the derivation the derivation rule (G) is not used. 0 
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