Abstract-Developers of interactive exhibits often struggle to find appropriate input devices that enable intuitive control, permitting the visitors to engage effectively with the content. Recently motion sensing input devices like the XBox Kinect or Panasonic D-Imager have become available enabling gesture based control of computer systems. These devices present an attractive input device for exhibits since the user can interact with their hands and they are not required to physically touch any part of the system. In this paper we investigate techniques to enable the raw data coming from these types of devices to be used to control an interactive exhibit. Object recognition and tracking techniques are used to analyse the user's hand where movement and clicks are processed. To show the effectiveness of the techniques the gesture system is used to control an interactive system designed to inform the public about iconic buildings in the centre of Norwich, UK. We evaluate two methods of making selections in the test environment.
I. INTRODUCTION
Gesture-based systems are gaining in popularity as recent advances in gaming technologies like the Microsoft Kinect are introduced in the the household. These technologies are particularly attractive to exhibitions where users can interact without the need for physical interation. However, there are issues surrounding these technologies, such as what gestures provide the most intuitive way of interaction. Certain mouse operations which have been used for decades no longer have such an intuitive counterpart when using a gesture-based system. In this paper we investigate different methods in which the hand can be used to control the movement and selections made with a cursor. The methods are evaluated in a system used to present heritage information about buildings found in and around Norwich City. Rich archives on these buildings have been created and stored in a collective database owned by the Norwich Heart. The twelve heritage buildings used in the study span the Norman, Medieval, Georgian, Victorian and modern eras, seen in Figure 1 .
II. RELATED WORK
The use of virtual reconstructions for historic applications is gaining in popularity and virtual immersive technologies have been accessible for private and public use for decades, but in recent years newer technologies have created possibilities for real-time historical interactive virtual environments with a variety of input devices. Currently there is a lot of interest in technologies such as the devices used in this project. Their uses span a multitude of areas, offering new possibilities to users that were previously thought physically impossible. Some of these areas include but are not restrained to; medical imaging (for applications like surgery [11] or rehabilitation [1] ), security [8] , environment mapping (real time 3D environment generation) [3] and virtual reality [4] . For example, motivated by the need to interact with medical images in operating rooms Gallo et al. developed a system using the Microsoft Kinect to enable medical images to be explored without worrying about sterilizing equipment [2] . Technologies such as the Panasonic D-Imager and the Microsoft Kinect are relatively new. The practical applications of devices such as these expand beyond simple entertainment purposes. There is the potential for ever advancing gesture based applications which could aid people throughout their lives, as well as being an entertainment platform. However, effectively interpreting gestures from a variety of users can be problematic. Ren et al. splits the work into hand recognition and gesture recognition [10] . They test their methods on a rock-paper-scissors game.
Correct sampling is paramount for hand gesture recognition for such languages as sign, an alternate method of hand extraction is proposed by Quek [9] in which hand strokes are extracted from streaming video via edge detection, yielding vectors from this data. Information is smoothed to locally align and reduce noise from the result. Vector calculations are intrinsic for motion estimation with 2D data. This is also realised by Yang et al. [13] , showing that trajectories can be estimated by a two frame comparison. Furthermore the system is engineered to recognise patterns in dynamic images without prior knowledge of the subject. Sign utterances (hand gestures) are recognised from hand location, shape and motion. Images are processed and segmented using a multi-scale segmentation method, regions between consecutive frames are matched to obtain two-view correspondence. Enabling recognition via trajectories is also utilized by Oka et al. who enabled fingertip prediction by the use of trajectories [7] . Trajectories were predicted by analysing fingertip positions between frames, enabling the calculation of velocity. Symbolic gestures were recognised through the use of a Hidden Markov Model for multiple fingertips.
Furthermore full body motion capture and recognition has shown that current hardware is more than adequate of handling facial and body recognition in real-time. Laakso and Laakso [5] developed a cost-effective system aimed towards game control. The configuration uses a top down approach, approximating the user's position and mass by segmenting them from the ground, using a bounding volume placed around the user's mass which aids in calculating the contour of the limbs. From this, predefined gestures are interoperated as rudimentary actions such as move, jump, shoot etc.
When implementing image processing in conjunction with real-time rendering techniques, performance and efficiency are a high priority. Image processing and real-time rendering can be computationally intensive, especially in situations where both are required simultaneously, which is becoming a common occurrence in areas such as contemporary computer games that use the Microsoft Kinect, such as Kinect Sports [6] .
The following section describes how the depth images are obtained and processed from standard devices. Section IV discusses the techniques developed for finding the hand shape and tracking the hand. Section V details how the gestures are determined and the section following explains the interactive system used as the test environment for the techniques. Finally, Sections VII and VIII provide the results and conclusions.
III. IMAGE ACQUISITION AND ANALYSIS
An important goal for the project was to ensure the methods to identify gestures would work independently of the hardware. To this end, algorithms were designed which would work with quite primitive depth data obtained from devices like the Microsoft Kinect or Panasonic D-Imager. Both devices aim to provide image data that is meant for use in varying situations but both use different technologies to produce results. The D-Imager acquires depth by measuring the time between emission (via infra-red LED's) and reception (infrared lens), also known as the time-of-flight (TOF). This time is then analysed, representing the distance between camera and subject. The technology lends itself to real-time applications as the entire scene is processed at once. However, there are major issues involving the device's LED signal strength and false positives. For example, artificial illumination emits relatively low levels of infra-red light compared to natural light, which contains far more (approximately 1 watt to 50 watts per square meter); therefore interference and reflected infra-red signals can interfere, disrupting depth values and returning incorrect readings.
Microsoft uses a different method of spatial analysis. The Kinect uses an infra-red laser projector, a technology that provides robust readings and overall superior result over the DImager. The time coding technique makes use of the projected pseudo-random infrared spots by using two depth images, one infra-red view of the target spots and the other is the hard coded virtual pattern projected into the environment. Furthermore the physical distance between laser projector and infrared CMOS sensor differs, so each image (real and virtual) are specially engineered to be offset; with this information stereo triangulation is used to calculate each spot depth according to the horizontal difference.
This technique offers clear advantages. Importantly it is not susceptible to environmental effects such as natural infra-red sources due to the laser projector producing a high intensity dot field which yields clear points of interest. On the other hand there are potential issues with pseudo-random points; information is attained from a pre-defined number of infrared laser points rather than infra-red waves sourced as an entire image, theoretically meaning fine data could be lost as image data at a pixel level is created with depth smoothing (the interpreted values between each point).
Initial examination of the technical specifications showed that there was a large discrepancy in image resolution and output format. Three conclusions were made from these observations; firstly the Kinect provides a larger image to work with, thus offering more detail at greater distances. Secondly, the DImager only provides an 8-bit grey scale image, eliminating the possibility of colour processing techniques. Finally both RGB and depth data is structured differently where the DImager produces 11-bits and the Kinect produces 16-bits, therefore when working with data streams of different bit values processing must conform to both. The next section describes how the depth information was obtained from the chosen devices.
A. Acquiring depth information
The first phase of developing an image processing library, that was not tied to specific hardware, was the creation of a basic foundation on which any device could be used. This involved experimentation with different capturing methods. As the Kinect was not officially supported for software development in a Windows environment at the time, exploration into third party libraries was required. On the other hand, the DImager was supplied with a simple means in which to access raw image and depth information thus requiring no other intermediary platform. Project requirements meant access to raw information from both cameras was vital, therefore a third-party library was required to ascertain flexibility with the Kinect. 
B. Depth Thresholding
Thresholding is a technique that filters a set of data, often discarding values above or below a given threshold and converting an image into a binary format. A maximum threshold will return all values that are below the value provided where as a minimum threshold will return all values greater than the provided value. Multiple thresholding involved mixing both the maximum and minimum methods, e.g. only returning values that fall between the minimum and maximum.
As initial targets were to perform hand segmentation, early research into the most convenient methods showed that background removal was a favourable technique for the first stage. Although favourable it relied heavily on colour-space segmentation which posed a problem due to the lack of colour information from the D-Imager. Therefore, an inexpensive alternative was produced. The same principle can be applied to depth information; thresholding depth data produces consistent results, creating data that are easy to work with. Fig. 3 . In this example situation six objects (spheres) are in front of the camera and within the device's field of view. Each object is at a different distance from the camera, 2 and 5 being the closest and furthest away, respectively. Distance is represented as colour, through red to green.
Although efficient, there were disadvantages that hindered functionality when considering a context in which many objects fight to be the closest to the device. In a busy scene, the closest object to the device is segmented, working on a first come first served basis, but as to what and where the object is located is not known at this time, thus more information was needed to successfully attain and track the object. As previously explained attaining a statically defined image segment based on depth values was relatively trivial but did not offer much expendable functionality. Therefore adaptive (or dynamic) thresholding was considered to improve depth segmentation.
C. Adaptive Thresholding
During experimentation it became clear that unintentional movement away and towards the device was commonplace. In terms of depth analysis, certain issues arose; hand tracking initialisation was engineered to provide appropriate upper and lower thresholds but did not update in accordance with the user's position. Thus turning away (rotating) and returning or stepping backwards and forwards created special conditions that often invalidated the initial threshold values. end if 6: end for The algorithm passes values from the front to the back of an array, keeping a history of previous depth values. The average depth deviation is used later for further examination and is calculated at this point in the processing pipeline to save CPU time;
Where h defines the number of values and mv holds the minimum values which are constantly updated each processing loop. The resulting value, D, is the signed result indicating the object's movement and relative speed (arbitrary measurement) towards or away from the device.
D. Image Accumulation
The bi-products of thresholding are a lack of spatial awareness and the tendency to analyse objects that are not necessarily of interest. Therefore, this issue was remedied using depth accumulation at a pixel level. The aim was to ignore parts of the environment that were static or near static. Therefore, all objects that were analysed and found to be the closest to the device were stored in image format for later access if certain conditions were met (such as their physical presence over time). Positional information of objects was essential for assessing image data; this was stored via binary images which could be analysed as a whole to determine if pixels were static over a period of time. Figure 4 shows how depth accumulation works at different distance segmentations (Depth Slice) to produce the binary image, which is then analysed for static objects (Binary Accumulation). In this example only four depth slices have been taken for consideration. Furthermore, static object recognition is time dependant; the longer an item is stationary the greater the chance it is added to the binary accumulation image. A pixel satisfies conditions and is added to the binary static map when each pixel is present in all the history images.
Slices a to d mark the progressions in the minimum depth associated with each image processing loop, as objects are recognised as static their associated binary map pixels mark locations in which to ignore. When new image data is available (e.g. stored binary accumulation information is accessed) the depth values which are ignored do not flag as the closest object in the scene, enabling scene evaluation to move on to the next closest object or in this example, the smaller sphere. Fig. 4 . In this example situation six objects (spheres) are in front of the camera and within the device's field of view. Each object is at a different distance from the camera, 2 and 5 being the closest and furthest away, respectively. Distance is represented as colour, through red to green.
Where each binary image, B, is evaluated (x,y) for either a positive or negative value (positive being black (0) and negative being white (255)). The resulting evaluated binary image contains pixels that represent static areas; these pixels have been determined by positive pixels in each depth history image.
IV. OBJECT RECOGNITION
Object recognition is an extremely important phase in successfully finding and tracking a hand. Gaining more information on sliced objects is accomplished with a combination of locating image contours and bounding box techniques. The next stage of bounding box analysis is to find the object's contours using an OpenCV implementation of Suzuki and Abe's border following algorithm [12] . As a result the bounding box can be calculated, producing the tightest possible vertically aligned object area (bounding box) and its coordinates relative to the overall image.
Initial attempts at hand tracking resulted in using the bounding box information directly, tracking the closest object that satisfied a given area. This was the most rudimentary method in which to track the object of interest but contained many disadvantages. For example, consistent depth thresholding coupled with definition of the object's minimal area would provide size and position, but experiments showed that translation was imprecise and tracking would occur on unwanted objects. Thus there was a need for control over how, what and when an object was tracked. A few unambiguous processing techniques were added between initial object recognition and object tracking to reduce error. Fig. 5 . This figure depicts the acceptance of an object for tracking. To the left, the minimal bounding box is attained which in turn is saved in the sample history. After n samples, the history is evaluated in context of the bounding box sizes. If the object is consistently available (as the user presents their hand) and is within the dynamic 'accepted' parameters, the object is followed.
In Figure 5 the initial depth slice has been processed and the object's minimal bounding box is found. Boundary analysis is performed with the intent of discarding objects that do not fall in between specified parameters (minimum and maximum external (Ew, Eh) and internal (Iw, Ih) boundary). These parameters were based on assumptions gathered from observation; a typical hand can range significantly in size and shape, also its orientation is (normally) naturally upright if the subject is asked to hold their palm outward. These limitations aided in determining how data was treated in that the minimum bounding box of a hand would be rectangular. This resulted in increased consistency over what was tracked. To further increase robustness of recognition, the bounding box of an object is stored over time so that the movement of the object over time can be considered (to the right in Figure 5 ). The following is used to calculate the average bounding box size:
The summed difference, T , is divided by the total number of stored bounding boxes, H, and evaluated in terms of average deviation in size and position, thus creating a means in which to check for an objects movement and size over time. Motivations behind periodic bounding box analysis were to enable position relative input, meaning the user was able to present their main hand for tracking in a natural and comfy position and any deviation in the initial movement during the recognition phase could be compensated for opposed to instantaneous tracking which caused issues, catching the user unaware.
A. Movement Interpretation
Perhaps one of the most important factors in the users' experience is the way in which their movements are interpreted from hand to screen. Unpredictable movement in two dimensional space can be detrimental to the users' understanding, thus a robust technique was introduced to enable consistent control. First inspection showed that the movement produced by the mean-shift algorithm implementation in OpenCV required buffering in some form, to aid accuracy.
From the beginning it was intended that the tracking system could be used by both left and right handed individuals. It was also apparent that a hand could vary in shape and size dramatically or even in extreme cases the user could be impaired, with limited extremity movement or irregularly shaped hands. Therefore the ergonomics of system interaction needed to be natural, adjusting itself depending on the user's hand size. In this case, an assumption was made that was relatively consistent; user hand size often correlated to their height and thus to their arm length (although this is not a given). Arm length and handedness directly effects mobility and control, therefore counter-measures were taken to enable person independent operation. The pivotal extents (P E) in Figure 6 is an example of the approximate maximum movement attainable by an individual, its shape is dictated by the ball and socket composition of the arm and shoulder. Fig. 6 . This figure depicts all width and height information used to generate accurate movement coordinates according to the hand position. Where S w,h is the screen width and height, T w,h is the image size produced by the device and E/I w,h are the external and internal bounding boxes used for relative positional calculations, determined by the user's hand size. The blue area (P E) indicates the approximate area of movement produced by an individual (note the oblong shape).
Using the object's bounding box, an external volume is created which represents screen coordinates. This scaled volume is elongated in width and height, multiplied by a percentage of the original with an increased width which is also multiplied by the difference in aspect ratios between screen, S, and depth image size, T . Movement is then calculated according to screen size, depth image size and external and internal bounding boxes with Equation 4 .
Furthermore, adapting the external volume according to the internal bounding box position enabled the user to relax their posture while being tracked without losing mobility to the screen extents. This was accomplished with a simple box check.
B. Hand Volume
Upon examination of the structure of a hand it became clear that to interoperate simple gestures measures had to be taken to understand the movements and actions from a large spectrum of hand shapes and postures. This meant that using a hard coded approach towards hand analysis (such as pre-recorded gesture definitions) would produce inconsistent results from one user to another. Therefore the first step towards hand analysis involved gathering basic information that could serve towards gesture responses. Fig. 7 . This figure depicts the method in which extended fingertips are detected. The circumference of the hand is found from the array of points generated from image analysis. Where P 0 to Pn are the bounding volume coordinates and C 1 and C 2 represent the inner and outer radius which are used for initial point evaluation.
Analysing the circumference of the hand yielded positive results. Keeping the principle that the volume represented a relatively robust indication of the hands posture the circumference of the hand enabled measurements to be made against all points in the contour array. Figure 7 is an example of the approximated contour (represented by the blue lines connected each point in the array) and both inner and outer circumferences (C1 and C2, respectively) which are used for later processing. The circumference is measured from the centre of mass to the farthest point in the contour array (in this case the thumb produces the largest distance). Examination into the possibilities offered with the current data revealed techniques in which to categorise hand postures.
V. GESTURE RECOGNITION
The next logical stages in autonomous gesture recognition is correctly interoperating the posture of the tracked hand. The relationship between the individuals' intentions and system response need to be intertwined, as it is paramount that the users' intentions are correctly responded to. It became clear that correctly intercepting complicated hand postures (gestures) was a difficult task due to the wide variation in hand types and system understanding. For example, if a user were asked to follow instructions that described various controlling gestures (such as click, drag, scroll and zoom) their understanding and physical action is likely to differ to that of the next person. This was taken into consideration; as a result it was decided to limit interaction functionality to favour ease-of-use although potential gesture recognition could be (and for experimental purposes, was) extended. As a result of continuous testing and adaptation, various gestures based on the techniques implemented showed that clicking (simulating the left and right mouse button), scrolling and zooming were possible. Click gesture; the physical action required to click or select an item changed through experimentation. Like all gestures, many iterations were created using a combination of variables, such as the number of recoiled fingers and timing controls. Figure 8 is a sample of the system interpretation when all fingers are recoiled and the hand is clenched. All fingers and the thumb are contained within the inner circumference and the wrist removed (W ), indicating a grasp which can be translated as a click.
Zoom gesture; as the distance between the device and the centre of the hand is consistently updated there is opportunity to use this information for zooming in and out. Two thresholds are all that is required to register zoom commands if the threshold is passed zooming occurs.
Scroll gesture; as the hand is tracked gestures can be intercepted while the object is in motion, if a gesture is recognised (such as clicking) it could be translated differently if movement occurs. Therefore, scrolling up down, left and right is attainable; while the hand is clenched movement is directly translated into the equivalent of a scrolling action (simulating a two-directional scroll wheel or ball). The amount of movement was governed by the distance between the initial grasp and new position; two approaches were feasible using this technique. The first uses the movement values to directly manipulate selected objects; the second uniformly scrolls the screen according to the vector direction between the two positions.
VI. THE INTERACTIVE SYSTEM
The gesture based control system was applied to an interactive exhibition for obtaining information about twelve buildings in Norwich. The user was presented with a choice of the twelve buildings, as the system was intended for both left and right handed users the layout catered for both. As a result the selection screen contained selectable buttons on both the left and right of the screen (seen in Figure 9 , where areas 1 and 2 are selectable items). Also, as the project was to be presented in a real-time 3D environment, the backdrop was comprised of a map enclosed in a periodic room with 3D models of each building positioned correctly according to building foundations found on the map. Therefore, a dynamic presentation of the historical buildings in situe was possible. When a building was selected the camera position and rotation was automatically updated, creating an easy to follow cinematic experience, resulting in a detailed view of the building of interest. Information was then overlayed and presented to the user without obstructing the 3D model, which enabled them to scroll through images, view movies and read factual information about the building via interaction. After making a selection the user is transported to the building and presented with a view of the chosen building, Figure 10 shows a screen shot of the building view window, including a title and brief description and multiple selection options, including information, images and videos.
During initial testing of the system it became apparent that not all users enjoyed or wanted to select items by 'clenching' the virtual item, particularly elderly individuals. We found that some users found the system particularly challenging therefore an alternative technique was implemented for both ease of use and for comparison. In this approach a timer was used along with a visual cue. When the user hovered over an item the timer started, a selection was made if the user hovered over the item for a defined period of time. Furthermore, a visual cue was presented around the cursor to indicate the passage of time, seen in Figure 11 which illustrates an item pending selection. A selection was made when the surrounding circle became complete. The next section describes the experiment and results of members of the public evaluating the two methods of operating the interactive system via the gesture interface.
VII. RESULTS
To evaluate the performance of the techniques presented we asked members of the public to try the interactive system described in the previous section. The system was set up in the Forum building in Norwich, which is a public building housing a number of business and services including the library. Due to the significant amount of reflective surfaces in the forum only the Microsoft Kinect could be used as the reflections caused problems for the Panasonic D-Imager. Both of the strategies for selection were tested and the results are shown in Table II . The users were asked to rate the quality of interaction on a scale from V. Poor (very poor) to V. Good (very good). The table illustrates the users opinions of the two systems. Rows 1-4 detail general opinion of the system whilst the two types of selection methods are compared in rows 6-10. During public exposure it became clear that opinions were divided, some individuals favoured the physical selection process (grasp selection) over the hover approach simply because they were under full control as to when they wanted to select an item. On the other hand, some users found the hover selection technique favourable due to the consistency of the automated approach. The figures show that the hover selection method produced less errors than the grasping selection method but was not necessarily the more intuitive option.
VIII. CONCLUSION
We have presented multiple image processing techniques that take advantage of depth information acquired from depth devices such as the Panasonic D-Imager and the Microsoft Kinect. These image processing techniques involve the analysis of the entire scene, focusing on areas that are foremost to the devices physically and discarding objects that do not fit a particular profile. A combination of dynamic depth and bounding box analysis resulted in a positive intuitive system.
We have presented two techniques that are compatible with multiple depth devices which are capable of interpreting gesture based commands, allowing users to explore heritage information related to twelve buildings found in Norwich, UK. We have tested the system at public events and the results have been presented. Two types of selection methods were developed, one more active grasping action and the second involving hovering over click-able menu items. It was observed that there was a clear divide between both techniques, although not all participants understood and mastered the physical selection technique, meaning some individuals favoured the alternative method.
A. Future Work
Searching for and tracking a single hand was made relatively efficient and robust with the techniques presented in this paper. As a hand could be discovered within a short period of time, the system could be extended to accurately track more than one hand which would open up a multitude of more advanced gestures. Furthermore, tracking multiple hands would create the possibility to grant multiple users access to content simultaneously. Alternatively, it could give a single individual advanced control of the content presented, including direct manipulation in three axes.
