A Kuranishi atlas is a structure used to build a virtual fundamental class on moduli spaces of J-holomorphic curves. They were introduced by McDuff and Wehrheim to resolve some of the challenges in this field. This paper completes the construction of genus zero Gromov-Witten invariants using Kuranishi atlases and proves the Gromov-Witten axioms of Kontsevich and Manin. To do so, we introduce the notion of a transverse subatlas, a useful tool for working with Kuranishi atlases.
Introduction
The theory of Kuranishi atlases was developed in [MWc, MWa, MWb] by McDuff and Wehrheim. In these papers, they develop the abstract framework for the theory of Kuranishi atlases and construct a virtual fundamental class for a space X admitting a smooth Kuranishi atlas (see Theorem 2.1.5). The prototype of the space X for which this theory was developed is a compactified moduli space of J-holomorphic curves. The technique used is that of finite dimensional reduction and is based on the work by Fukaya-Ono [FO99] and Fukaya-Oh-Ohta-Ono [FOOO09] . In [McDa] McDuff describes the construction of a Kuranishi atlas for the GromovWitten moduli space of closed genus zero curves. However, using the "weak" gluing theorem of [MS12] , one does not obtain a smooth Kuranishi atlas, but rather a stratified smooth Kuranishi atlas. In [McDa] McDuff describes how to adapt the theory of Kuranishi atlases to stratified smooth atlases and construct a virtual fundamental class in the case the space has virtual dimension zero. In this paper we extend these results to arbitrary virtual dimension and prove the axioms for Gromov-Witten invariants formulated by Kontsevich-Manin [KM94] .
Statement of main results
In [Cas] , the author proves a stronger "C 1 gluing theorem" and uses this to show that the genus zero Gromov-Witten moduli space admits a stronger structure than a stratified smooth structure called a C 1 stratified smooth (C 1 SS) structure. This structure will be defined in Section 2.2. Theorem 1.1.1. [Cas, Theorem 1.1.1] Let (M 2n , ω, J) be a 2n-dimensional symplectic manifold with tame almost complex structure J. Let M 0,k (A, J) be the compact space of nodal J-holomorphic genus zero stable maps in class A with k marked points modulo reparametrization. Let d = 2n + 2c1(A) + 2k − 6. Then X := M 0,k (A, J) has an oriented, d-dimensional, weak C 1 SS Kuranishi atlas K.
Moreover, the charts U of K (described in Section 2.3) lie over Deligne-Mumford space M 0,k in the sense that there is a forgetful map π0 : U → M 0,k .
(1.1.1)
It is shown in [Cas] that M 0,k admits a C 1 SS structure compatible with the atlas K and its usual topology. The main result is the following. The first result of this paper is that a C 1 SS structure is sufficient to obtain a virtual fundamental class for any virtual dimension. This generalizes the same result for smooth Kuranishi atlases, Theorem 2.1.5 below. Remark 1.1.5. The question of how to construct a virtual fundamental class for moduli spaces of J-holomorphic curves has a long history. One can refer to [Cas, Remark 1.1.3] and the references therein for a discussion of how this project relates to other methods. We mention that Fukaya-Ono [FO99] prove the Gromov-Witten axioms, except the (Homology) axiom. Li-Tian [LT98] prove the Gromov-Witten axioms in the case that M is a projective variety. ♦ Section 2 outlines the construction of the virtual fundamental cycle for Gromov-Witten moduli spaces. Section 2.1 contains the necessary background on Kuranishi atlases and the construction of the virtual fundamental cycle associated to a Kuranishi atlas. One of the steps in this construction is building a perturbation section; this discussion is somewhat more involved as is deferred until Section 5. In Section 5.1 we describe the original construction of McDuff-Wehrheim in some detail and then in Sections 5.2, 5.3, 5.4 show how to adapt the original construction to different circumstances that are required in this paper. Constructing these sections is the most technically challenging component of the proofs of the main theorems of this paper and requires understanding the original construction. Section 2.2 gives a review of stratified spaces, discusses their role with respect to Kuranishi atlases, and proves Theorem 1.1.3 modulo results from Section 5.2. Section 2.3 describes the construction of the Kuranishi atlases on X = M 0,k (A, J) in Theorem 1.1.1. Section 3 completes the construction of GromovWitten invariants by considering homological constraints and proves basic results about them: Section 3.1 discusses constraints on the image of curves and Section 3.3 discusses constraints on the domains. Section 3.2 contains the details regarding these constrained invariants and introduces the key notion of a transverse subatlas; this section contains the structural ideas and geometric arguments with some more technical discussions deferred to Section 5.3. Theorem 1.1.4 is proved in Section 4; this section contains the geometric arguments and uses the results of Sections 3 and 5.
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Gromov-Witten virtual fundamental cycle
This section provides background on Kuranishi atlases, stratified smooth spaces, and applies these theories to Gromov-Witten moduli spaces.
Kuranishi atlases
First, we briefly recall the basic definitions of Kuranishi charts and the main theorems.
Definition 2.1.1. Let F ⊂ X be a nonempty open subset. A Kuranishi chart for X with footprint F is a tuple K = (U, E, Γ, s, ψ) consisting of • The domain U , which is a finite dimensional manifold.
• The obstruction space E, which is a finite dimensional vector space.
• The isotropy group Γ, which is a finite group acting smoothly on U and linearly on E.
• The section s : U → E which is a smooth Γ-equivariant map.
• The footprint map ψ : s −1 (0) → X which is a continuous map that induces a homeomorphism ψ : s −1 (0) Γ → F where F ⊂ X is an open set called the footprint.
To implement the topological constructions needed on Kuranishi charts, it will be convenient to consider the notion of intermediate Kuranishi charts. • The intermediate obstruction "bundle", whose total space is the quotient U × E by the diagonal action of Γ. This carries a projection pr : E → U and a zero section 0 : U → E.
• The intermediate section s : U → E induced by s.
• The intermediate footprint map ψ : s −1 (im 0) → X induced by ψ. Note that imψ = F ⊂ X.
We will let π : U → U denote the quotient map.
Suppose that we have a finite collection of Kuranishi charts (Ki)i=1,...,N such that for each I ⊂ {1, . . . , N } satisfying FI := i∈I Fi = ∅, we have a Kuranishi charts KI with
• Isotropy group ΓI := i∈I Γi,
• Obstruction space EI := i∈I Ei on which ΓI acts with the product action. Such charts KI are known as sum charts. Thus, for I ⊂ J we have a natural splitting ΓJ ∼ = ΓI × Γ J \I and an induced projection ρ Γ IJ : ΓJ → ΓI . Moreover, we have a natural inclusion φIJ : EI → EJ which is equivariant with respect to the inclusion ΓI ֒→ ΓJ . Thus we can consider EI as a subset of EJ .
Definition 2.1.3. Let X be a compact metrizable space.
• A covering family of basic charts for X is a finite collection (Ki)i=1,...,N of Kuranishi charts for X whose footprints cover X.
• Transition data for (Ki)i=1,...,N is a collection of sum charts (KJ ) J ⊂I K ,|J |≥2 , and coordinate changes ( ΦIJ ) I,J ∈I K ,I J satisfying:
2. ΦIJ is a coordinate change KI → KJ . For the precise definition of a coordinate change, see [MWb] . A coordinate change consists of (i) A choice of domain U IJ ⊂ U I such that KI |U IJ has footprint FJ .
(ii) A ΓJ -equivariant submanifold UIJ ⊂ UJ on which Γ J \I acts freely. Let φIJ denote the ΓJ -equivariant inclusion.
with a diffeomorphism UIJ ker ρ Γ IJ ∼ = UIJ that is equivariant with respect to the induced ΓI action on both spaces. In particular, this implies that ρ :
(iv) The linear equivariant injection φIJ : EI → EJ as above.
(v) The inclusions φIJ , φIJ and the covering ρIJ intertwine the sections and the footprint maps in the sense that
(vi) The map sIJ := sI • ρIJ is required to satisfy an index condition. This ensures that any two charts that are related by a coordinate change have the same dimension. It also implies that UIJ is an open subset of s −1 J (EI). One needs to express a way in which coordinate changes are compatible. This is described by cocycle conditions. For charts Kα, where α = I, J, K with I ⊂ J ⊂ K, a weak cocycle condition / cocycle condition / strong cocycle condition describe to what extent the composition ΦJK • ΦIJ and the coordinate change ΦIK agree. These conditions require them to agree on increasingly large subsets. See [MWb] for a complete discussion of cocycle conditions.
In constructions, one can achieve a weak cocycle condition, while a strong cocycle condition is what is required for the construction of a virtual fundamental class.
Definition 2.1.4. A weak Kuranishi atlas of dimension d on a compact metrizable space X is transition data K = (KI , ΦIJ ) I,J ∈I K ,I J for a covering family (Ki)i=1,...,N of dimension d for X that satisfies a weak cocycle condition. Similarly a (strong) atlas is required to satisfy a (strong) cocycle condition.
The main theorem regarding Kuranishi atlases is the following. This paper will be primarily interested in the case X = M 0,k (A, J), the compact space of nodal J-holomorphic genus zero stable maps on a symplectic manifold in homology class A with k marked points modulo reparametrization, where J is a tame almost complex structure. We will also be interested in subsets Xc ⊂ X obtained from imposing homological constraints on elements of X. Section 2.3 describes an atlas on X and Section 3.1 describes an atlas on Xc.
For the rest of this section we give an overview of the construction of the virtual fundamental class. The construction of [X] vir K takes place in several steps: First, a weak atlas is tamed, which is a procedure that shrinks the domains and implies desirable topological properties. The taming procedure allows us to define two categories: The domain category BK and the obstruction category EK, which are built from the domains UI and the obstruction bundles UI × EI → UI respectively. These categories are equipped with a projection functor pr: EK → BK and a section functor s : BK → EK that come from prI : UI × EI → UI and sI : UI → UI × EI . However, this category has too many morphisms so we pass to a full subcategory BK|V of BK known as a reduction of K. In the reduction, one can construct a perturbation functor ν : BK|V → EK|V . Then for an appropriately constructed perturbation ν, the realization |(s|V + ν) −1 (0)| is a compact weighted branched manifold. For background on weighted branched manifolds see [MWb, Appendix A]. The virtual fundamental cycle is then constructed from this zero set. Relevant definitions and a summary of these constructions is given below.
Taming: The first step in the construction of the virtual fundamental cycle is taming. This procedure is topological in nature. We now give the basic definitions and results regarding taming. 
(2.1.1)
One can always find a shrinking of an open cover of a compact Hausdorff space. We can also define a shrinking of a Kuranishi atlas.
Definition 2.1.7. Let K = (KI , ΦIJ ) I,J ∈I K ,I J be a weak Kuranishi atlas. We say that a weak Kuranishi atlas
} is a shrinking of the cover {Fi}. In particular, IK = I K ′ .
(ii) For each I ∈ IK the chart K ′ I is a restriction of KI to a precompact domain. (iii) For I, J ∈ IK, I J, the coordinate change Φ ′ IJ is a restriction of ΦIJ . We write K ′ ⊏ K.
Definition 2.1.8. A weak Kuranishi atlas is called tame if for all I, J, K ∈ IK with I ⊂ J ⊂ K, we have 
The procedure of proving Proposition 2.1.9 is known as taming and is topological in nature. In fact, Proposition 2.1.9 is proved by considering the intermediate atlas K (see Definition 2.1.2), which is shown in [MWc] to have the structure of a filtered weak topological atlas. This is a notion of an atlas that allows for more general domains than smooth manifolds (in particular group quotients). A taming for K is then achieved by lifting a taming of K.
Reduction: The next step in the construction of the virtual fundamental cycle is the process of reduction. Before dealing with this process, we need some more preliminaries.
Definition 2.1.10. Given a Kuranishi atlas K define the domain category BK to have object space
Here we use the convention UII := UI . The source and target of morphisms are given by
Composition is given by
where defined.
We can analogously define the obstruction category EK with objects
There are functors prK : EK → BK, sK : BK → EK obtained from the projection map prI : UI × EI → UI and the section sI : UI → UI × EI . There is also the full subcategory of zero sets I∈I K {I} × s −1
We can form the topological realization of the category BK, |BK| or just |K|, which is the space formed from the quotient of the objects by the equivalence relation generated by the morphisms. We denote this quotient by the maps πK : UI → |K|.
The topological realization |K| can be quite wild, but the taming procedure gives desirable topological properties. For example, if K is tame, then |K| is Hausdorff and πK : UI ΓI → |K| is a homeomorphism onto its image (see [MWc, Theorem 3.1.9]). The full subcategory of zero sets has a realization |sK| −1 (0) ⊂ |K| that is naturally homeomorphic to X. The taming condition also allows one to put a metric on |K|. The above properties are a consequence of the fact that the taming condition simplifies the equivalence relation defining |K|. Specifically, for a tame atlas K, (I, x) ∼ (J, y) in |K| if and only if there are morphisms (I, x) → (I ∪ J, z) ← (J, y) for some z ∈ UI∪J . The reduction procedure further simplifies the equivalence relation.
Definition 2.1.11. A reduction of a tame Kuranishi atlas K consists of a tuple of open subsets VI ⊂ UI satisfying:
2. VI ⊏ UI , that is VI is precompact in UI , for all I ∈ IK, and if VI = ∅, then VI ∩s
Proposition 2.1.12. [MWc, Proposition 5.3.5] Every tame Kuranishi atlas K has a reduction V.
Similar to the taming procedure, the reduction procedure can done for tame topological atlases. Proposition 2.1.12 is proved by constructing a reduction on the intermediate atlas K and then lifting to K.
Perturbation section: Given a reduction V := (VI )I∈I K , we define the reduced domain category BK|V and the reduced obstruction category EK to be the full subcategories of BK and EK with objects ⊔I∈I K VI and ⊔I∈I K VI × EI respectively. Denote sK|V : BK|V → EK|V the restriction of sK. One would want to find a transverse perturbation functor ν : BK|V → EK|V and construct a manifold from the perturbed zero set (sK|V +ν) −1 (0). In the absence of isotropy, this is precisely what is done in [MWa] . In the presence of isotropy, more care is required. The case with isotropy is done in [MWb] , while the paper [McDb] describes the easier case when X is an orbifold and is helpful in illuminating the construction.
Following [MWb] , to deal with isotropy one reduces the problem to the case without isotropy and then appeals to the construction of [MWa] . To do this, one considers the pruned categories BK| \Γ V and EK| \Γ V . Roughly speaking, these are categories obtained from forgetting the morphisms coming from the isotropy group action so that the only remaining morphisms are those coming from the projections ρIJ ; then the pruned categories have trivial isotropy. For precise definitions and statements regarding pruned categories, one can refer to [MWb] . One then constructs a perturbation functor on the level of the pruned categories. The correct notion of a perturbation functor is the following.
Definition 2.1.13 ( [MWa, MWb] ). A perturbation of K is a smooth functor ν : BK| \Γ V → EK| \Γ V between the pruned domain and obstruction categories of some reduction V of K, such that prK|
. That is, ν = (νI )I∈I K is given by a family of smooth maps νI : VI → EI such that νI • ρIJ = νJ on VIJ := VJ ∩ ρ −1 IJ (VI ). We say that a perturbation ν is
• admissible if we have dyνJ (TyVJ ) ⊂ im φIJ for all I J and y ∈ VIJ ;
• transverse if sI |V I + νI : VI → EI is transverse to 0 for each I ∈ IK;
• precompact if there is a precompact open subset C ⊏ V, which itself is a reduction, such that
The existence of an admissible, transverse, precompact perturbation is proved in [MWa] . In fact, they prove the existence of a perturbation with even more refined properties. The construction of this perturbation is a delicate iterative procedure. We give the precise statement of the existence of a perturbation section in Proposition 5.1.2; there we also outline its construction.
The virtual fundamental class is then constructed from the zeros of the perturbed section as described below.
Definition 2.1.14. Given a perturbation ν, we define the perturbed zero set |Z ν | to be the realization of the full subcategory Z ν of BK| \Γ V with object space
Thus, it is given by local zero sets (sI |V I + νI ) −1 (0) quotiented by the morphisms of BK|
\Γ V
Therefore, the existence of a suitable perturbation gives us a zero set that is cut out transversally from BK| \Γ V . We then show (stated precisely below in Proposition 2.1.15) that we can add some of the isotropy morphisms back in, with the tradeoff that we add weights to the corresponding branches of the zero set resulting in the structure of a weighted branched manifold on the maximal Hausdorff quotient 3 of the perturbed solution set |(sK|
This perturbed zero set is not a subset of the realization |K|, but its maximal Hausdorff quotient supports a fundamental class that is represented by a continuous map |(sK| 
Sketch of proof of Theorem 2.1.5. By Proposition 2.1.9, K has a tame shrinking and by Proposition 2.1.12 this tame atlas has a reduction. It is proven in [MWc] that the taming and reduction procedures are unique up to cobordism. By Proposition 5.1.2, one may construct a perturbation ν so that as above, the perturbed zero set (| Z ν |H, Λ ν ) is a compact weighted branched manifold. Moreover, there is a natural inclusion
It is also proven in [MWa, MWb] that the oriented cobordism class of ι ν is independent of choice of ν.
Finally, [X]
vir K is defined by taking an appropriate inverse limit in rationalČech homology.
C 1 stratified smooth atlases
In Section 2.3, we will consider the case of X = M 0,k (A, J), the compact space of nodal J-holomorphic genus zero stable maps on a symplectic manifold in homology class A with k marked points modulo reparametrization. The atlas for X will not be smooth (in the sense that all spaces and maps are smooth), but will instead be C 1 stratified smooth. This section explains the basics of stratified spaces, their role in Gromov-Witten Kuranishi atlases, and shows that a C 1 stratified smooth structure is sufficient for our purposes.
Definition 2.2.1. A pair (X, T ) of a topological space X and a finite partially ordered set T is called a stratified space with strata (XT )T ∈T if the following conditions hold:
(i) The space X is a disjoint union of the strata.
(ii) The closure XT is contained in S≤T XS.
Example 2.2.2. R k × C n carries a stratification in the following way:
1. The set T is the power set of {1, . . . , n}.
The stratum (R
Example 2.2.3. The genus zero Deligne-Mumford space M 0,k admits a stratification given by
where Mp is the moduli space of curves with exactly p nodes. This is the stratification we will use. The genus zero Gromov-Witten moduli space M 0,k (A, J) also admits a stratification similar to (2.2.1):
Mp(A, J).
Deligne-Mumford space M 0,k also admits another stratification given by
where MT is the moduli space of curves modelled on the labelled tree T .
(i) f maps strata to strata and hence induces a map f * :
(ii) The map f * preserves order, that is T ≤ S ⇒ f * T ≤ f * S.
It is easy to see that the composition of two C 1 SS maps is C 1 SS. Hence one can define a C 1 SS manifold as having local charts that are open subsets of R k × C n as in Example 2.2.2 and requiring that transition functions are C 1 SS maps. Also of use later will be the notion of a subset Y being a C 1 SS submanifold of a C 1 SS manifold X. Here we say that Y ⊂ X is a C 1 SS submanifold if Y is a C 1 SS manifold with its C 1 SS structure induced from X. See Example 2.2.6 below for examples of local models of C 1 SS submanifolds and later Example 2.2.9 and Remark 2.2.10 for more general instances in which C 1 SS submanifolds arise.
Example 2.2.6 (Local C 1 SS submanifolds). Here we give two examples of C 1 SS submanifolds of the C 1 SS manifold R k × C n with stratification described in Example 2.2.2. These will later serve as the local models of C 1 SS submanifolds as described in Remark 2.2.10.
One of the important properties of C 1 SS manifolds is that they admit a good transversality theory.
is the differential of the smooth restriction of f to the stratum UT . We say that f is SS transverse to 0 if it is SS transverse to 0 at all w ∈ f −1 (0).
One can extend this in the obvious manner to maps f with C 1 SS manifolds as domains and targets. There is also the notion of f being SS transverse to a submanifold.
We notice that a map f being SS transverse to 0 is stronger than being transverse to 0 in the usual sense. That is d Compare this with the situation of weakly SS (not C 1 ) maps described in [McDa] . The following lemma is obvious, but will be the basis of constructing a virtual fundamental class for C 1 SS weak Kuranishi atlases.
Lemma 2.2.8. Let X be a C 1 SS manifold and let W be a smooth manifold with
Example 2.2.9. The unit sphere S 2n−1 ⊂ C n is a C 1 SS submanifold. This can either be seen directly by looking at charts for S 2n−1 or by noting that the map
is SS transverse to 1 and hence S 2n−1 is cut out transversally on each stratum.
Remark 2.2.10. Of course not every submanifold Y of a C 1 SS manifold X is a C 1 SS submanifold. That is, the stratification that Y ⊂ X inherits from X does not necessarily give Y the structure of a C 1 SS manifold. However, there are two natural situations when this is the case. The first is the situation of Lemma 2.2.8 when Y is cut out by a SS transverse map. This is shown in Example 2.2.9 and on the local level in Example 2.2.6.2. The second situation is when there are charts
On the local level, this is Example 2.2.6.1. ♦ One can also define the notion of a C 1 SS Kuranishi atlas on a stratified space X by requiring all conditions to hold in the C 1 SS category. In particular, the footprint map should be stratified continuous and the domain UIJ ⊂ s −1 J (EI ) ⊂ UJ should be a C 1 SS submanifold. The latter fact follows from the index condition referred to in Definition 2.1.3. Clearly every smooth atlas is also C 1 SS. We are interested in C 1 SS atlases because of Theorem 1.1.1, which states that Gromov-Witten moduli spaces admit C 1 SS atlases; this atlas will be described in Section 2.3. We now explain the proof of Theorem 1.1.3, which states that C 1 SS atlases have enough structure to define a virtual fundamental class. This proof relies on results from Section 5.2.
Proof of Theorem 1.1.3. Recall from Section 2.1 that the construction of the virtual fundamental cycle takes place in three steps: taming, reduction, and construction of a perturbation section. The taming and reduction constructions carry over with no changes. These procedures are topological in nature and can be done in much in the more general setting of topological atlases, of which C 1 SS atlases are examples. The issue is to construct an appropriate perturbation section. Proposition 2.1.15 and the discussion beforehand explains that it suffices to construct the perturbation section in the absence of isotropy. It would suffice to construct a C 1 transverse perturbation because this would make the perturbed zero set a C 1 manifold, which carries a fundamental class. However, we prove the even stronger existence of a C 1 SS transverse perturbation. The precise statement of this existence is contained in Proposition 5.2.1 and its proof is contained in Section 5.2. By Lemma 2.2.8, the existence of a C 1 SS transverse perturbation implies that the perturbed zero set is a C 1 SS manifold and hence allows for the construction of the virtual fundamental cycle. This completes the proof of Theorem 1.1.3.
Gromov-Witten charts
In this section we will give an outline of the construction of the charts for a C 1 SS Kuranishi atlas on Gromov-Witten moduli spaces as in Theorem 1.1.1. For more details and proof that these constitute a C 1 SS atlas, the reader should refer to [Cas] . This description of the charts will be used in Sections 3 and 4.
Let (M 2n , ω) be a compact symplectic manifold and let J be a tame almost complex structure. Let X = M 0,k (A, J) be the compact space of nodal J-holomorphic genus zero stable maps in homology class A with k marked points modulo reparametrization. Let d = 2n + 2c1(A) + 2k − 6. We will think of elements of X as equivalence classes [Σ, z, f ] where Σ is a genus zero nodal Riemann surface, z are k disjoint marked points, and f : Σ → M is J-holomorphic map in homology class A. We will describe charts for an atlas on X in a coordinate free manner. While it is relatively easy to describe the charts in this way, it is difficult to prove anything. A description of charts in explicit coordinates can be found in [Cas] and [McDa, §4] . Let [Σ0, z0, f0] ∈ X, we will describe a chart around this element.
Isotropy group: The isotropy group Γ is the isotropy of the element [Σ0, z0, f0].
Slicing manifold: Next, we make an auxiliary choice of a slicing manifold Q that is transverse to imf0, disjoint from f0(z0), orientable, and so that the k marked points z0 together with the L marked points w0 := f −1 0 (Q) stabilize the domain of f0.
be a small neighborhood of [Σ0, w0, z0] ∈ M 0,k+L and C|∆ denote the universal curve over ∆.
To define the obstruction space, we first choose a map λ :
. The space E0 and the map λ are chosen to ensure that the domains are cut out transversally near f0 (see (2.3.3) and the discussion afterwards). Then the obstruction space E is defined to be E := Πγ∈ΓE0, the product of |Γ| copies of E0 with elements e := (e γ )γ∈Γ. The isotropy group Γ acts by permutation
The map λ is then extended to be a Γ-equivariant map on E.
Defining U : Before defining the domain U , we define U . For (0, [Σ0, w0, z0, f0]) ∈ X, U is defined to be a neighborhood of (0, [Σ0, w0, z0, f0]) in the following space
Note that∂J gives a section of the bundle C ∞ Hom 0,1
Standard Fredholm theory implies that while its linearization d f (∂J ) may not be surjective, it has a finite dimensional cokernel so that one can choose λ(E0) to surject onto it. The solution set U in (2.3.3) is then a C 1 SS manifold. See [McDa] for more details on how E and λ are chosen.
The space U inherits a smooth structure from (reparametrized) gluing maps. Showing that this can be done is a major subject of [Cas].
Remark 2.3.1. The space U (and later the domain U ) carry important maps. The first is a forgetful map
that takes an element ( e, [Σ, w, z, f ]) to the stabilization of the underlying domain of f . It is shown in [Cas] that M 0,k admits a C 1 SS structure, denoted M new 0,k such that π0 is C 1 SS (see Proposition 1.1.2). We will sometimes forgo the "new" for simplicity as this is the only smooth structure we will use.
The space U also carries an evaluation map
The smooth structure on U is defined is such a way that ev k is C 1 SS. ♦ Isotropy group action: The group Γ is the stabilizer of [Σ0, z0, f0]. Each γ ∈ Γ is uniquely determined by how it permutes the extra marked points w0. That is, we consider Γ to be a subgroup of the symmetric group SL and Γ acts by
There is also an associated action on the nodes n0. We can extend this action to an action on ∆ by
Finally, Γ (partially) acts on U by
where the action γ · e is given by (2.3.2). It is proved in [McDa] that (2.3.5) preserves solutions to (2.3.3).
Domain:
The domain U is then obtained by making U Γ-invariant and then cutting down U via the slicing manifold Q. By this we mean we may assume U is Γ-invariant by taking an intersection of the finite orbit of U under Γ. Then we cut down via the slicing manifold, meaning we make U a Γ-invariant open neighborhood of (0, [Σ0, w0, z0, f0]) in the following space:
The subset U will be of use because the analysis requires working in U . (See [McDa, Remark 4.1.2] for more details on the necessity of working with U .) The section and footprint maps are given by
The construction of the sum charts is very similar. For I ⊂ IK, denote e := ( ei)i∈I , w := (wi)i∈I. Then UI is chosen to be a ΓI -invariant open set
such that it has footprint FI = i∈I Fi. As before, UI is obtained from a UI by cutting down via the slicing manifolds {Qi}i∈I .
In this coordinate free language, the coordinate changes KI → KJ are given by choosing an appropriate domain UIJ ⊂ UJ and then simply forgetting the components (w i ) i∈(J \I) and the (ei) i∈(J \I) (which are 0 because UIJ ⊂ s −1 J (EI)).
Constructing Kuranishi atlases with constraints
In Section 2 we outlined the construction of the virtual fundamental class for the space X = M 0,k (A, J) using the results of [MWc, MWa, MWb, Cas] and Theorem 1.1.3. There are two common variants on the space X: considering subsets of X where the domain and/or image of [Σ, z, f ] ∈ X are constrained by a homology class. Sections 3.1 and 3.3 describe these invariants, the construction of Kuranishi atlases for these invariants, and prove results based on the notion of a transverse subatlas introduced in Section 3.2.
Homological constraints on the image
In this section, we will describe Gromov-Witten invariants with homological constraints in M . There are two ways one could define such invariants. The main result of this section will be that these two definitions agree. Let c1, . . . , c k ∈ H * (M ). We wish to consider elements of X that constrain the image of the evaluation map
k . To do this, we can build a Kuranishi atlas K for X by the procedure described in Section 2.3 and then constrain homologically. That is, one can form [X] vir K ∈Ȟ d (X; Q), where d := ind(A) = 2n + 2c1(A) + 2k − 6, (using Theorems 1.1.1 and 1.1.3) and then push forward this class using the evaluation map ev k :
Alternatively, one could directly constrain the space X. It is enough to consider homology classes that are represented by submanifolds because we will deal only with rational homology; let Zc ⊂ M k be a closed submanifold representing the homology class
Consider the subset of X
If d := ind(A) is the formal dimension 2n + 2c1(A) + 2k − 6 of M 0,k (M, J, A), then the subset Xc has formal dimension d−codim c = 0. One could then build an atlas Kc for Xc directly. The construction of such charts is similar to the construction of the charts for X; in fact, roughly speaking, charts for Xc are obtained from charts for X by imposing homological constraints. We now give an overview of the construction of Kc (for a more detailed treatment, see [McDa] ); we will use the description and notion for charts for X from Section 2.3. As with the charts for X, given a center point [Σ0, z0, f0] ∈ Xc we first define
to be an open neighborhood of ( 0, w0, z0, f0). To ensure that this is a C 1 SS manifold of dimension dim( U )−codim(c), we need the evaluation map ev k : U → M k to be SS transverse to Zc. The obstruction space E is chosen so that this is true for sufficiently small U . Then, as in the construction of the charts for X, we make Uc Γ-invariant by taking an intersection of the finite orbit of Uc under Γ. Then the domain Uc of a basic chart for Xc is obtained from Uc by cutting down using the slicing manifold Q as in (2.3.6). The rest of the construction goes through as before.
In this way we form a 0-dimensional atlas Kc for Xc. The virtual class [Xc] vir Kc is then a rational number. The next theorem says that this is the same as the Gromov-Witten invariant GW M A,k (c1, . . . , c k ). Theorem 3.1.1. The two approaches of defining Gromov-Witten invariants described above agree. That is
In order to prove this theorem, we introduce the notion of a transverse subatlas (of which Kc will be an example, see Lemma 3.2.15) and prove basic results. Theorem 3.1.1 will then easily follow from this machinery and is proved at the end of Section 3.2.
Transverse subatlases
This section defines and proves basic properties of transverse subatlases. One should think of a transverse subatlas as the appropriate notion for an atlas cut out transversally by an evaluation map; the atlas Kc of Section 3.1 (see (3.1.2)) is the prototypical example. For simplicity we will begin by working with smooth atlases before discussing the necessary changes for C 1 SS atlases. The main result is the following.
Proposition 3.2.1. Let Kc be a transverse subatlas of K. Then the procedures of taming, reduction, and construction of the perturbation section for each atlas can be done in a such a way that the perturbed zero set |Z νc |H is a compact weighted branched submanifold of the perturbed zero set |Z ν |H with each branch cut out transversally by the evaluation map f . That is on each branch the evaluation map f : |Z ν |H → N is transverse to the submanifold C ⊂ N in Definition 3.2.3 and
To prove Proposition 3.2.1 we must establish relative versions of the taming, reduction, and perturbation section constructions. Precise statements of these results can be found in Lemmas 3.2.5, 3.2.6, 3.2.12. Lemmas 3.2.5 and 3.2.6 will be proved in this section, while the proof of Lemma 3.2.12 is deferred to Section 5.3. (i) The charts KI of K carry a smooth "evaluation map" fI : UI → N to a smooth manifold N.
(ii) The evaluation map fI respects the coordinate changes ΦIJ and the group action of ΓI in the sense that fI • ρIJ = fJ on UIJ and fI • γ = fI for all γ ∈ ΓI .
(iii) There is a closed smooth submanifold C ⊂ N of codimension dc such that fI ⋔ C and the domain U fX : X → N defined by the inverses of the footprint maps. Moreover, if K is a Kuranishi atlas so that the topological realization |K| is defined (see Definition 2.1.10 and the discussion afterwards for more about |K|), then |K| carries an evaluation map f |K| : |K| → N . The maps fit into the following commutative diagram
where ιK : X ֒→ |K| is the natural inclusion. For this reason, we will sometimes abuse notation and refer to the evaluation map f without specifying its domain. Similarly, the rest of Definition 3.2.3 implies that analogous statements hold true for the atlas Kc with the target of the evaluation map being C.
(b) In the terminology of [McDa, §4.2], a transverse subatlas Kc of K induces an embedding of Kc to K. A transverse subatlas has the additional properties that the obstruction bundles and isotropy groups agree, K carries an evaluation map f that defines Kc (by Condition (iii)), and I ∈ IK, FI ∩ Xc = ∅ ⇐⇒ I ∈ IK c (by Condition (iv)). Conditions (iii) and (iv) are used to separate the atlas Kc from the rest of K and are crucial to the geometric arguments we will make later in this section.
(c) An elementary case when a transverse subatlas appears is when extending the atlas for a closed submanifold of a compact manifold to an atlas on the entire manifold. Here we think of building an atlas for a manifold with one chart and a trivial obstruction space. More generally, the same is true for orbifolds and suborbifolds, where an orbifold is the realization of a Kuranishi atlas with trivial obstruction space (see [McDa, §5] ). We now show that the operations on atlases described in Section 2.1 that McDuff and Wehrheim use to construct the virtual fundamental cycle extend to the relative case. Before proceeding to the proof of Lemma 3.2.5, it is worth noting that the proof of this lemma, as well as the proofs of Lemmas 3.2.6 and 3.2.12 are inspired by the analogous statements concerning cobordisms as stated in [MWc] . A transverse subatlas is similar to the end of a cobordism, with the domains being submanifolds instead of having a collared structure. In contrast to cobordisms, the section and coordinate changes of a transverse subatlas do not have a prescribed structure in the normal direction.
Proof. We first deal with shrinking on the level of footprints. We will prove that there is a suitable shrinking {F I . Furthermore, because Xc is compact, there is some δ > 0 such that a 2δ-neighborhood of Xc is contained in ∪I HI .
Let {Gi} be a shrinking of {Fi}. We claim that
is the desired shrinking. Here we use B δ to denote a δ-metric neighborhood in X and are using the convention that Hi = ∅ if {i} / ∈ IK c . It is clear the F Next we show that process of reduction can be done compatibly for a transverse subatlas. , so each domain of Vc is cutout transversally from a domain of V by the same evaluation map that defines Kc as a transverse subatlas of K. We call such reductions V, Vc a compatible transverse reduction.
We will prove Lemma 3.2.6 in steps. The following two preliminary lemmas will be useful. We will use the notation of Definition 2.1.2. 
Our first step in proving Lemma 3.2.6 is dealing with reductions on the level of footprints. A precise statement of this is made below as Lemma 3.2.10. We begin with a preliminary definition and lemma regarding reductions. (ii) If ZI ∩ ZJ = ∅, then I ⊂ J or J ⊂ I.
(iii) X = I ZI .
Note that if K is a Kuranishi atlas on X with footprints {Fi} and V is a reduction of K in the sense of Definition 2.1.11, then the reduced footprints ZI := ψI VI ∩ s 
and {F 0 i } still covers X. The following lemma is the first step in the proof of Lemma 3.2.6 and says that compatible transverse reductions can be done on the level of footprints. 
with footprints (3.2.6). We then wish to construct open sets Now form the sets S
Here we use the convention that
⊏ . . . Fi as in (3.2.6). Additionally we have the intersections
Therefore, we can form
which by Lemma 3.2.9 is a cover reduction of {Fi} and by construction has the property that ZI ∩ Xc = Z c I . Therefore, {ZI } is the desired cover reduction.
Proposition 2.1.12 says that any tame atlas has a reduction, but [MWc, Proposition 5.3.5] proves the following stronger statement which we will use. Proposition 3.2.11. [MWc, Proposition 5.3.5.] Let K be a tame Kuranishi atlas with footprint cover {Fi}. Let {ZI } be a cover reduction. Then K has a reduction V such that the reduced footprint cover is {ZI }.
We now use Lemma 3.2.10 and Proposition 3.2.11 to prove Lemma 3.2.6. 
Let d I be an admissible metric on U I (see Section 2.1) and ε > 0 be small enough so that the ε-neighborhood Bε(
It is easy to see that these satisfy the following: The next lemma states that given a compatible transverse reduction, one can construct a perturbation section compatible with the transverse subatlas. Its proof is contained in Section 5.3. The precise definition of an adapted perturbation is given in Section 5.1. In particular, an adapted perturbation is admissible, transverse, and precompact as in Definition 2.1.13. Lemma 3.2.12. Let Kc be a tame transverse subatlas of a tame atlas K. Let C ⊏ V be nested reductions for K and Cc ⊏ Vc nested reductions for Kc such that C, Cc and V, Vc are compatible transverse reductions. Let 0 < δ < δV c and 0 < σ < σ(δ, V, C). Then there exists a (V, C, δ, σ)-adapted perturbation ν of sK|V such that νc := ν|V c is a (Vc, Cc, δ, σ)-adapted perturbation of s c Kc |V c .
We can now combine Lemmas 3.2.5, 3.2.6, and 3.2.12 to prove Proposition 3.2.1.
Proof of Proposition 3.2.1. By Lemma 3.2.5, we may assume that Kc is a tame transverse subatlas of K. We then apply Lemma 3.2.6 to get a compatible transverse reduction Vc and V. Finally, we apply Lemma 3.2.12 to get compatible perturbation sections νc and ν. This will produce corresponding perturbed zero sets Therefore, using Proposition 2.1.15, |Z νc |H is a compact weighted branched submanifold of |Z ν |H with each branch cut out transversally by the evaluation map.
We now aim to apply Proposition 3.2.1 to the atlas Kc on Xc = M 0,k (A, J; c). However, Kc is a C 1 SS atlas, so we cannot directly apply Proposition 3.2.1. Nonetheless, Proposition 3.2.1 continues to hold in the C 1 SS category with appropriate definitions.
Definition 3.2.13. Let Xc be a closed subset of a metric space X. Let K be a C 1 SS atlas on X. An atlas Kc on Xc is called a C 1 SS transverse subatlas if the conditions of Definition 3.2.3 for being a transverse subatlas hold in the C 1 SS category. That is we require a C 1 SS evaluation map transverse (in the usual sense) to a submanifold C and the domains U c I of Kc are C 1 SS submanifolds of the domains of K.
Proposition 3.2.14. Let Kc be a C 1 SS transverse subatlas of K. Then the conclusion of Proposition 3.2.1 holds.
Proof. The proof of Proposition 3.2.1 relies on Lemmas 3.2.5, 3.2.6, and 3.2.12. Lemmas 3.2.5 and 3.2.6 hold in the C 1 SS category with no changes to their proofs. Lemma 3.2.12 also holds in the C 1 SS category; for a discussion of this see Lemma 5.3.1. With these three lemmas, the proof of Proposition 3.2.1 carries though in the C 1 SS category.
We can apply Proposition 3.2.14 to the atlas Kc on Xc = M 0,k (A, J; c). To do this, we first show that Kc is a C 1 SS transverse subatlas of an atlas K on X.
Lemma 3.2.15. Let Kc be a Kuranishi atlas for
as described in Section 3.1, so Kc is obtained by constraining the evaluation map ev k by a submanifold representative Zc of c from (3.1.1). Then there is a C 1 SS Kuranishi atlas K for
Kc is a C 1 SS transverse subatlas of K with ev k as the evaluation map f required in Definition 3.2.3.
Proof. The charts for Kc are constructed by choosing center points {[Σi, zi, fi] ∈ Xc} and building charts whose footprint contains this center point. The charts for K are also constructed in the same manner; by construction the chart for Kc centered at [Σi, zi, fi] ∈ Xc is a subset of the chart for K centered at {[Σi, zi, fi] ∈ Xc} cut out transversally by the evaluation map ev k . Furthermore, by making the obstruction bundle sufficiently large, we can assume ev k is SS transverse to the submanifold representative Zc ⊂ M k of c ∈ H * (M k ) from (3.1.1). So forming the atlas K by first choosing center points {[Σi, zi, fi] ∈ Xc} to cover a neighborhood of Xc and then choosing points outside a neighborhood of Xc, one can choose the domains of K to satisfy Definition 3.2.3. The fact that ev k is SS transverse to Zc implies that the domains of Kc are C 1 SS submanifolds and hence satisfy Definition 3.2.13.
Proof of Theorem 3. 
Kc . This proves Theorem 3.1.1.
Domain constraints
One can also consider Gromov-Witten invariants where the homology type of the (stabilized) domain is constrained. Formally, this is the same problem as for constraints c ∈ H * (M ) because, as will be discussed, the invariants are calculated by a homological intersection with β ∈ H * (M 0,k ). However, the stratification of M 0,k must be taken into account due to the fact that M 0,k is considered as a C 1 SS (not smooth) manifold M new 0,k as in Proposition 1.1.2. Therefore, we begin this section by first discussing the homology of Deligne-Mumford space, before later considering Gromov-Witten invariants with constrained domains.
First, we will describe a convenient generating set for H * (M 0,k ) and two choices of cycles, Y β and Z β , representing these generators that will be useful later in this section and in Section 4. For a set I ⊂ {1, . . . , k}, |I| ≥ 3, define the homology class β k,I ∈ H * (M 0,k ) by
where π k,I : M 0,k → M 0,|I| is the map which forgets the marked points not belonging to the set I. Next we describe a submanifold Y k,I that represents the class β k,I . Write I =: {i0, . . . , i ℓ } with i0 < · · · < i ℓ . Let T be a tree with one node and define yI ∈ M 0,|I| to be the unique element corresponding to the I-labelled tree modelled on T with marked points ij = j ∈ S 2 = C ∪ {∞}. So yI is a distinguished element in the open top stratum M 0,k ⊂ M 0,k . k,I (z I ) of β k,I that is described later in Lemma 3.3.2. Although the cycle they describe does represent the class β k,I , they incorrectly state that z I is a regular value of π k,I and that π −1 k,I (z I ) is a smooth submanifold. This in turn makes their proof of (ii) incorrect. However, the statements are correct and the proof below is taken virtually verbatim with only a slight change to correct this error.
(i) The class β k,I may be represented by the
Denote by π 0,k : M 0,k → M 0,k−1 the map which forgets the last marked point. Then
Proof. To prove (i), we note that π k,I is a C 1 SS map and hence by Lemma 2.2.8 it suffices to check that yI is a regular value of π k,I . To do this it suffices to show that for each z ∈ Y k,I there are local coordinates near yI in M 0,|I| that extend to a system of local coordinates near z. This is clearly true by the description of coordinate charts for M 0,k and M 0,|I| via cross ratios as described in [MS12, Appendix D] .
To prove the first assertion of (ii), assume first that k / ∈ I. Then π k,I = π k−1,I • π 0,k and the assertion that β k,I = P D(π * which is the second assertion of (ii).
Assume finally that k / ∈ I or |I| ≤ 3. Then π 0,k maps Y k,I to a manifold of strictly lower dimension. This proves the final assertion of (ii).
The representatives Y k,I described in Lemma 3.3.1 prove useful in many circumstances and are the easiest to work with because they C 1 SS submanifolds formed by preimages of points in the top stratum of M 0,k . However, in the context of Gromov-Witten theory one is naturally lead to consider nodal representatives as well. So whereas Y k,I is formed as the preimage of the smoothest points, we describe another cycle representative Z k,I of β k,I that is formed as the preimage of the most nodal points.
6 Write I = {i0, . . . , i ℓ }. Let T be the tree with ℓ − 1 vertices α1, . . . , α ℓ−1 such that there is an edge from αi to αi+1. Let zI ∈ M 0,|I| be the unique element with the first two marked points on α1, the last two marked points on α ℓ−1 and one marked point on every other vertex in increasing order. Thus, zI is the unique element with cross ratios wi j 0 i j 1 i j 2 i j 3 = ∞ for 0 ≤ j0 < j1 < j2 ≤ ℓ. Proof. The point zI is no longer a regular value of π k,I . However, it the limit point of sequence {zm} m∈N of points where zm is in the top stratum of M 0,|I| . Each zm is a regular value of π k,I by the reasoning in the proof of Lemma 3.3.1. Hence π The classes β k,I are of interest to us due to the following lemma. Proof. For a stable labelled tree T , let M0,T ⊂ M 0,k denote the closure of the set of stable curves modelled on T . The set M0,T is a smooth submanifold and in [Kee92] Keel proves that all such submanifolds generate the homology of M 0,k . Therefore, it suffices to prove that for every T , M0,T = Z k,I for some k, I where Z k,I is a cycle representing the class β k,I . To see this, let T ′ be the stable labelled tree obtained from T by removing the maximum number of marked points such that T ′ is still stable. Let I := {i0, . . . , i ℓ } ⊂ {1, . . . , k} be the indexing set of marked points remaining in T ′ . Define wI ∈ M 0,|I| to be the unique element that corresponds to the stable labelled tree T ′ . Let W k,I = π We will now use the description of H * (M 0,k ) above to construct Gromov-Witten invariants with homological constraints on the domain. As with constraints on the image as considered in Section 3.1, there are two different ways one can build invariants with domain constraints. Let β ∈ H * (M 0,k ). The space X = M 0,k (A, J) carries a forgetful map π0 : M 0,k (A, J) → M 0,k which takes a stable map to its underlying stabilized domain. We wish to consider elements of X whose (stabilized) domain is constrained. Define the Gromov-Witten invariant
(3.3.1)
The atlas K has dimension d := 2n+2c1(A)+2k−6, so the invariant is 0 unless 2k−6−deg β = d. Alternatively, as with homological constraints on image, we could directly constrain the space X. Let Y β k,I ⊂ M 0,k be the C 1 SS submanifold in Lemma 3.3.1 representing the homology class β k,I . Consider the subset of X
One can then construct a weak atlas K β k,I for X β k,I . We do this using Gromov Witten charts as described in Section 2.3. The domain U carries a C 1 SS forgetful map π0 to M new 0,k that takes an element to its underlying stabilized domain (see Proposition 1.1.2). We can define U β k,I to be an open neighborhood of ( 0, w0, z0, f0) in
To ensure that this is manifold of dimension dim( U ) − (2k − 6 − deg β k,I ) we need that the forgetful map π0 : U → M new 0,k is SS transverse to Y β k,I . The obstruction space E is chosen large enough so that this is true for sufficiently small U . We then obtain a weak Kuranishi atlas, which has a well defined class [X β k,I ] vir K ∈Ȟ0(X β k,I ; Q) which is a rational number. We expect that this is the same as the Gromov-Witten invariant GW M A,k (β k,I ). The next theorem says that this is true. Theorem 3.3.4. The two approaches to defining Gromov-Witten invariants with domain constraints as described above agree. That is for all β k,I
It suffices to consider the classes β k,I due to Lemma 3.3.3. We prove Theorem 3.3.4 exactly as we proved Theorem 3.1.1. We first have the following lemma.
Lemma 3.3.5. Let K β k,I be a Kuranishi atlas for
Then there is a C 1 SS Kuranishi atlas K for X = M 0,k (A, J) such that K β k,I is a C 1 SS transverse subatlas of K with π0 as the evaluation map f required in Definition 3.2.3.
Proof. The proof of this lemma is easy and follows from the same reasoning as the proof of Lemma 3.2.15. The only difference is that in Lemma 3.2.15 the domains were cut out by a SS transverse evaluation map while in the present situation, the domains are cut out transversally and are locally modelled by R k ×C ℓ ×{0}. Thus, they are also C 1 SS submanifolds (see Remark 2.2.10) which is all that is required to apply Proposition 3.2.14.
Proof of Theorem 3.3.4. Theorem 3.3.4 is proven exactly as Theorem 3.1.1, with Lemma 3.3.5 being used in place of Lemma 3.2.15.
Combining the definitions of this section and Section 3.1 allows us to define the GromovWitten invariant
where ci ∈ H * (M ), β ∈ H * (M 0,k ), and · denotes the intersection product in M k × M 0,k . In order to establish the Gromov-Witten axioms in Section 4 we will prove Theorem 3.3.6 below, a statement that combines Theorems 3.1.1 and 3.3.4. It roughly says that all ways of cutting down the moduli space by some subset of the homological constraints and then pushing forward and intersecting will result in the same invariant. To be more precise, let 0 ≤ ℓ ≤ k and Zc 1 ×···×c ℓ be a submanifold of M ℓ representing the class c1 × · · · × c ℓ . Let Y β k,I be the submanifold of M 0,k representing the class β k,I from Lemma 3.3.1. Define
3.6) Here ev ℓ denotes the evaluation map for the first ℓ marked points. Kuranishi atlases for these spaces can be built using the techniques described in this section and Section 3.1. Let ev k−ℓ denote the evaluation map for the last k − ℓ marked points.
In particular, in the case ℓ = k,
Proof. This theorem is proved in the same way as Theorems 3.1.1 and 3.3.4.
Remark 3.3.7 (Non-SS domains). It will be useful in Section 4 to use the cycles Z k,I defined in Lemma 3.3.2 to define the space X β k,I defined by (3.3.2). When building an atlas K β k,I for X β k,I , the spaces U β k,I as defined by (3.3.3) (from which the domains of K β k,I are formed) are no longer smooth manifolds, which we required in Definition 2.1.1. However we would still like to use Z k,I for geometric considerations.
The domains U β k,I are not smooth, but have a simple local description since they have local charts of the form
We call spaces with such local models stratified pseudomanifolds. Stratified pseudomanifolds have a natural stratification induced from the stratification of R k × C n described in Example 2.2.2. However, they are obviously not manifolds but rather locally a finite union of manifolds.
The taming and reduction procedures carry through for stratified pseudomanifold domains because they hold in the much more general setting of weak filtered topological atlases. The construction of a perturbation section can also be done for stratified pseudomanifold domains by constructing the section inductively on strata. This is very similar to the construction of the perturbation section in Proposition 5.2.1, see Remark 5.2.4.
Proof of Gromov-Witten axioms
The section is dedicated to the proof of Theorem 1.1.4.
Proof of Effective, Symmetry, Grading, Homology, and Zero axioms
We first prove the (Effective), (Symmetry), (Grading), (Homology), and (Zero) axioms, which follow easily from definitions.
The (Effective) axiom follows from the fact that when ω(A) < 0, the moduli space The (Grading) axiom follows from the dimension formula for X. ♦
The (Homology) axiom follows by defining
As defined in (3.3.4),
♦ For the (Zero) axiom, we first note that the moduli space X = M 0,k (0, J) is naturally diffeomorphic to the manifold M × M 0,k because every J-holomorphic sphere in homology class 0 is constant. Note that this is a manifold and is cut out transversally because every constant J-holomorphic sphere is regular by [MS12, Lemma 6.7.6]. Therefore, we can take a Kuranishi atlas K for X with one chart K with domain M × M 0,k , trivial obstruction bundle, no isotopy group, and identity as the footprint map. Then [X] vir K is the usual fundamental class of a manifold. The evaluation map
is given by (ev k × π0)(x, C) = (x, . . . , x, C) where x ∈ M, C ∈ M 0,k . Therefore,
This proves the (Zero) axiom. ♦
Proof of Fundamental class, Divisor, and Splitting axioms
We now prove the (Fundamental class), (Divisor), and (Splitting) which have more geometric content and require greater care than the previously considered axioms. For the (Fundamental class) axiom, by Lemma 3.3.3, it suffices to prove the axiom for β = β k,I . Therefore, we must prove that
is the map that forgets the last marked point. We then break the proof into three cases. Case 1: k ∈ I and |I| ≥ 4. In this case, by Lemma 3.3.1, (4.2.1) becomes
We first consider the case when k ∈ I and |I| ≥ 4. Write I = {i0, . . . , i ℓ , k} ⊂ {1, . . . , k}. By Theorem 3.3.6 in the case ℓ = k, we can construct both invariants in (4.2.2) by constraining the moduli space using all homological constraints so that the relevant atlases have dimension 0. That is, using the notation of (3.3.6)
where we define these moduli spaces by picking a submanifold Zc 1 ×···×c k−1 to represent the class c1 × · · · × c k−1 and choose
. We can also use the C 1 SS submanifolds Y k,I , Y k−1,I\{k} from Lemma 3.3.1 to represent β k,I , β k−1,I\{k} . The 0-dimensional atlases K k and K k−1 can be built as described in Sections 3.1 and 3.3.
Consider the following subset V k−1 of the domain U k−1 of a chart in K k−1 . Elements of V k−1 are those satisfying the following conditions:
(1) The domains are smooth.
(2) Fix a parametrization such that the marked points zi 0 , . . . , zi k−1 are at 0, . . . , ℓ ∈ S 2 (this is possible by the definition of β k−1,I\{k} ). No other marked point in z or w is at ℓ+1 ∈ S 2 .
Both of these conditions are codimension two phenomena in U k−1 , so by Proposition 5.4.1, we can build the perturbation functor ν k−1 for K k−1 such that the perturbed zero set lies in the domains V k−1 . We can build the atlases K k−1 and K k by using the same slicing manifold. Then the domains of K k carry a forgetful map π 0,k to the domains of K k−1 which forgets the kth marked point. This map is onto and injective over the preimage π is unconstrained. In the same way, we have a forgetful functor on Kuranishi atlases π 0,k : |K k | → |K k−1 |. Once again, the last marked point is unconstrained, so the fibre over any element of |K k−1 | is exactly the domain of that element. In other words K k is constructed in the same way as K k−1 but with an additional unconstrained marked point z k . Therefore, the perturbed zero set used to construct [M 0,k−1 (A, J; c1, . . . , c k−1 ; β k−1,I )]
is a finite number of weighted points and for each point [C] in the perturbed zero set we get a two dimensional zero set in K k that is the domain of [C] and has the same weight as [C] . By construction [C] is smooth and hence the two dimensional zero set is cut out transversally. Thus, the pushforward of this zero set by the evaluation map ev is the image of the element [C] and so is in the class A. This proves (4.2.6) and hence the (Divisor) axiom. ♦ For the (Splitting) axiom let us examine the product map
that appears in the (Splitting) axiom. Let I0, I1 ⊂ {1, . . . , k} be disjoint subset such that |I0| ≥ 2 and |I1| ≥ 2. Let S(I0, I1) denote the set of all splittings S = (S0, S1) of the index set {1, . . . , k} such that I0 ⊂ S0 and I1 ⊂ S1. Given a splitting S = (S0, S1) ∈ S(I0, I1), The following lemma is adapted from [MS12, Lemma 7.5.9]. Its proof is exactly the same as the proof in [MS12] and is an easy consequence of the definition of φS. to be constant on the fibres of p. This defines a C 1 SS function which has the desired properties by the same reasoning as before. The other step, ( * * ), in the construction of ν is the final small smooth perturbation ν ⋔ . To build ν ⋔ we appealed to the Transversality Extension Theorem of [GP74] . In the C 1 SS setting we can no longer directly apply this theorem because it relies on Sard's lemma, which when applied to a map f : R n → R m requires C k differentiability with k ≥ max{1, n − m + 1}. Therefore, we need an appropriate analog in the C 1 SS category.
Lemma 5.2.2 (C 1 SS Transversality Theorem). Let X be a C 1 SS manifold. Suppose F : X × S → Y is a C 1 SS map, where S, Y are smooth manifolds given the trivial stratification. Let Z be a submanifold of Y . If F is SS transverse to Z, then for almost every s ∈ S, F (s, ·) : X → Y is SS transverse to Z.
Proof. The preimage F −1 (Z) is a submanifold of X × S. Moreover, since F is SS transverse to Z, F −1 (Z) carries a C 1 SS structure induced from that on X × S. Let π : X × S → S be the natural projection map. It is shown in [GP74] that if s ∈ S is a regular value of the restricted projection π : F −1 (Z) → S, then F (s, ·) is transverse to Z. We can restrict the map π to each stratum T of X to obtain smooth maps πT : F −1 (Z)T → S. By Sard's theorem, almost every s ∈ S is a regular value for πT . Therefore, by taking a finite intersection, almost every s ∈ S is a regular value of πT : F −1 (Z)T → S for all stratum T . Therefore, for almost every s ∈ S, F (s, ·) : X → Y is SS transverse to Z.
We can then use the C 1 SS Transversality Theorem to prove the following C 1 SS Extension Theorem, which is what is required for the construction of ν ⋔ . Its proof, using Lemma 5.2.2, is sketched below and taken virtually unchanged from [GP74] .
Lemma 5.2.3 (C 1 SS Extension Theorem). Let X be a C 1 SS manifold. Let C be a closed subset of X. Suppose f : X → Y is a C 1 SS map with f SS transverse to Z on C. Then there exists a C 1 SS map g : X → Y homotopic to f such that g is SS transverse to Z and on a neighborhood of C we have f = g. Sketch of proof. Let F : X × S → Y parameterize small perturbations of the map f where S is taken to be a Euclidean ball in a large enough Euclidean space so that F is SS transverse to Z. The C 1 SS Transversality Theorem implies that for almost every s ∈ S, the map fs(x) := F (x, s) is SS transverse to Z. Therefore, f can always be homotoped to an SS transverse map. By using a cutoff function that is 0 on a neighborhood of C and 1 on a larger neighborhood, we can ensure that this homotopy does not change f along C.
We can then apply the C 1 SS Extension Theorem to construct an arbitrarily small function ν ⋔ with the desired properties. This completes the construction of ν in the C 1 SS category.
Remark 5.2.4. The key component of constructing a perturbation section for a C 1 SS atlas, as in the proof of Proposition 5.2.1, is to complete the inductive procedure of Section 5.1 compatible with the stratification. The final step is to achieve transversality with a small perturbation that is built on each strata. We note that both of these procedures can be done on stratified pesudomanifolds, which were introduced in Remark 3.3.7.
