Abstract. Solving chemical master equations is notoriously difficult due to the tremendous number of degrees of freedom. We present a new numerical method which efficiently reduces the size of the problem in an adaptive way. The method is based on a sparse wavelet representation and an algorithm which, in each time step, detects the essential degrees of freedom required to approximate the solution up to the desired accuracy. 
where A denotes the operator
on a suitable dense domain D(A) ⊂ l 1 (cf. [1, 2, 3] ). Here, ν m is the stoichiometric vector of the m-th reaction and α m (x) ≥ 0 denotes the corresponding propensity function. For simplicity of notation, we let p(t, x) = 0 and α m (x) = 0 for all x ∈ Ω. Of course, Eq. (1) has to be complemented by an initial condition p(0, x) = p 0 (x) for some p 0 ∈ l 1 .
Although Ω is typically infinite, numerical computations can only be performed on a truncated state space
where ξ = (ξ 1 , . . . , ξ d ) ∈ N d is some suitably chosen truncation vector. The error caused by truncating the state space has been investigated in [4] . Here, we simply assume that Ω ξ is chosen large enough such that the truncation error can be neglected because p(t, · ) vanishes near the artificial boundary. Of course, the truncation vector ξ could be chosen adaptively, but for simplicity ξ will be kept fixed in what follows.
The truncated (finite) state space contains N = ξ 1 · . . . · ξ d states, and each state x ∈ R ξ 1 ×···×ξ d corresponds to one degree of freedom in the solution p(t, · ). In typical applications the dimension d and the upper limits ξ i are so large that any attempt to solve the CME with traditional techniques is absolutely hopeless. Therefore, many applications in computational biology are based on Monte Carlo simulations using the stochastic simulation algorithm (cf. [1, 5] ) or modifications thereof, but this algorithm requires an update whenever one of the reaction channels fires, and thus sampling a full time-dependent probability distribution can be computationally costly. Only during the last few years a number of approaches to solve the CME directly have been proposed, cf. [4, 6, 7, 8, 9, 10, 11, 12, 13, 14] .
In this short note we devise an adaptive Galerkin method based on a sparse, adaptive wavelet representation of the solution. Since the time-dependent probability distribution p(t, ·) is locally "smooth" (in a discrete sense), the wavelet compression allows to decrease the size of the problem very efficiently such that the remaining, essential degrees of freedom can be propagated by the Rothe method. The wavelet approach is particularly suited for the CME because the geometry of the state space is simple, and the boundary conditions can easily be incorporated into the definition of the CME operator. The crucial problem, however, is the question how the essential basis elements can be determined in each time step. We show how this can be done in an efficient and reliable way. In this note, only Haar wavelets are considered; an extension to more sophisticated wavelets is currently investigated.
ADAPTIVE GALERKIN METHOD WITH SPARSE WAVELET BASIS
Let H (Ω ξ ) be the space of all discrete functions f : Ω ξ −→ R with inner product
Suppose that N = ξ 1 · . . . · ξ d is the total number of states, and let {ψ 1 , . . . , ψ N } denote the d-dimensional Haar wavelet basis (see, e.g., [15] ). Moreover, let
be the linear operator which maps a coefficient vector to the corresponding element in H . Since the wavelet basis is orthonormal, the operator Ψ is orthogonal and therefore an isometry. The adjoint is given by
Both operators Ψ and Ψ * can efficiently be applied by fast wavelet transforms. The motivation for using the wavelet representation is the observation that many coefficients of a sufficiently smooth p ∈ H almost vanish and thus can be neglected if a small approximation error is permitted (cf. [15] ). Suppose that the basis is ordered in such a way that the initial distribution p 0 can be approximately represented by the first η ≤ N basis elements, i.e.
Then, the problem can be projected to the low-dimensional subspace span{ψ 1 , . . . , ψ η } by the Galerkin condition
The evolution of the coefficients a(t) = (a 1 (t), . . . , a η )(t) corresponding to y(t) is given by the differential equation
A traditional, non-adaptive Galerkin method (also known as method of lines) would now proceed by first solving (5) numerically and then computing the linear combination y(t) = ∑ η j=1 a j (t)ψ j . If η ≪ N, then the Galerkin approximation y can be computed with considerably lower efforts because the number of degrees of freedom is reduced from N to η. However, the approximation error y(t, ·) − p(t, ·) can become prohibitively large as t increases, because the nonadaptive Galerkin method is confined to the small subspace span{ψ 1 , . . . , ψ η } whereas the exact solution propagates in the entire space H .
This motivates the key idea of adaptive Galerkin methods: to change the subset of basis elements as time evolves such that the solution can always be sufficiently well approximated. Let h > 0 be the step size and suppose that
where t n = t 0 + nh and { j 1 , . . . , j η } is a subset of the index set {1, . . . , N}. Our task is to find a new selection {k 1 , . . . , k µ } ⊂ {1, . . . , N} and new coefficients b i such that
Of course, the number of coefficients µ is supposed to be as small as possible. In other words, our goal is in each time-step to identify the essential degrees of freedom and to propagate the solution in the corresponding basis.
To this end we apply the Rothe method (cf., e.g., [14] and references therein): In contrast to the method of lines which first projects the problem into a fixed approximation subspace and then performs a time discretisation, the Rothe method first discretises the problem in time and then adapts the spatial approximation in each time step. Let p n+1 ≈ p(t n+1 ) denote the approximation obtained by the trapezoidal rule applied to the (truncated) CME (1). For given p n , the new approximation p n+1 is the solution of the linear system
This system contains all N degrees of freedom and is therefore too large to be solved. However, it does not make sense to solve (7) exactly because the time-discretisation has already caused a small approximation error. Therefore, it is sufficient to approximate p n+1 ≈ y n+1 up to a given tolerance tol and to determine the k i and b i such that
If the new selection of basis elements is known, the coefficient vector b = (b i ) i can easily be computed by projecting the system (7) into the corresponding (low-dimensional) space span{ψ k i | i = 1, . . . , µ}. This yields
SELECTING NEW BASIS ELEMENTS
The main problem, however, remains: how can we identify the essential basis elements in each time-step, i.e., how do we select {k 1 , . . . , k µ }? Clearly, it would be highly inefficient to enlarge the basis randomly until (8) is met. Let y n = ∑ η i=1 a i ψ j i be the approximation at time t = t n , and let Φ be the orthogonal projection onto the subspace span{ψ j 1 , . . . , ψ j η }. Then, the Galerkin approximation y on the next time interval [t n ,t n+1 ] is the solution of ∂ t y(t, ·) = ΦAy(t, · ) with initial value y(t n , · ) = y n . Comparing with the CME (1) on the full space shows that the error d(t, · ) = p(t, ·) − y(t, ·) evolves according to ∂ t d(t, ·) = Ad(t, · ) + (I − Φ)Ay(t, · ), d(t n , · ) = 0.
In order to improve the Galerkin approximation the basis has to be enlarged by those elements ψ l where ψ l , ∂ t d(t n , · ) = ψ l , (I − Φ)Ay n is particularly large. This leads to the following iterative strategy:
