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a b s t r a c t
A novel parallel hybrid intelligence optimization algorithm (PHIOA) is proposed based
on combining the merits of particle swarm optimization with genetic algorithms. The
PHIOA uses the ideas of selection, crossover and mutation from genetic algorithms (GAs)
and the update velocity and situation of particle swarm optimization (PSO) under the
independence of PSO and GAs. The proposed algorithm divides the individuals into two
equation groups according to their fitness values. The subgroup of the top fitness values
is evolved by GAs and the other subgroup is evolved by the PSO algorithm. The optimal
number is selected as a global optimum at every circulation which shows better results
than both PSO andGAs, then improves the overall performance of the algorithm. The PHIOA
is used to optimize the structure and parameters of the fuzzy neural network. Finally, the
experimental results have demonstrated the superiority of the proposed PHIOA to search
the global optimal solution. The PHIOA can improve the error accuracy while speeding up
the convergence process, and effectively avoid the premature convergence to comparewith
the existing methods.
Crown Copyright© 2011 Published by Elsevier Ltd. All rights reserved.
1. Introduction
A Fuzzy Neural Network (FNN) combines the artificial neural network with fuzzy theory in order to make use of
their merits and overcome their respective deficiencies, such as stronger self-learning, associative function, less manual
intervention and higher precision of the artificial neural network, as well as easier understanding of the reasoning
process [1], better use of expert knowledge and lower sample requirements of fuzzy theory. So the FNN can process the
abstract information and be provided with the functions of pattern recognition, function approximation, optimization,
associative memory and processing fuzzy knowledge. The FNN is widely applied in theory research and application domain.
However, for the neural network, if the network structure is too simple, itwill cause lower learning ability, and if the network
structure is too complex, itwill bring lower network induction. Therefore, the structure andparameters of FNNare optimized
which are the current major research works.
In recent years, the particle swarm optimization (PSO) algorithm, genetic algorithms (GAs), ant colony optimization
(ACO) algorithm, immune algorithm (IA), and so on, which are based on the biological evolution computation method,
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have performed an obvious predominance in solving complex nonlinear optimization problems [2], and some research
findings have been obtained in the past several decades. Yi presented an improved PSO-based ANNwith simulated annealing
technique [3]. Chau presented the adoption of a particle swarm optimization model to train perceptrons in predicting
the outcome of construction claims in Hong Kong [4]. Tzeng presented an efficient method to design a fuzzy wavelet
neural network (FWNN) for function learning and identification by tuning fuzzy membership functions and wavelet neural
networks to improve the function approximation accuracy and general capability of the FWNN system [5]. Kou presented a
co-evolutionary particle swarm optimization (CPSO) algorithm to solve global nonlinear optimization problems [6]. Majid
used aparticle swarmalgorithm for solving systemsof nonlinear equations [7]. Dongpresented a rough set and fuzzywavelet
neural network integrated with a least square weighted fusion algorithm for power transformer fault diagnosis [8]. Li
presented a fuzzy optimizationmethod based on principal operations and genetic algorithms [9]. Han presented a presented
particle swarm optimization algorithm for solving the uncapacitated MLLS problem with assembly structure [10]. In these
evolution computation methods, the PSO and GAs are more frequently used to solve complex optimization problems. GAs
is one kind of research algorithmwhich simulates the parallel, randomicity and adaptability of the biological mechanism of
natural selection and natural genetics. It can accomplish the global optimization under the complex, multimodal, nonlinear
and non-differentiable space andmanifest better learning ability and optimization ability. However, due to the complexity of
genetic operation, the network training time increases exponentiallywith the scale and complexity, is lacking in the effective
searching mechanism in the local area, and shows the slowness or stagnancy convergence phenomenon near the optimal
solution. The PSO is a global optimization evolutionary algorithm based on the iterationmethod and results from simulating
the social behavior of birds within a flock. The best merit of the PSO is the high efficiency for function optimization.
Nevertheless, the PSO easily falls into the local extreme point and slows convergence and particle homogenization, and
has poor optimization accuracy.
In order to improve the convergence speed and optimization accuracy, according to the above analysis, we propose
a novel parallel hybrid intelligence optimization algorithm (PHIOA) based on PSO and GAs by using a parallel evolution
idea [3]. The proposed PHIOA is used to optimize the structure and parameters of the FNN. The PHIOA integrates the
current global optimization of PSO for guaranteeing the convergence and the global search of genetic algorithms. The PHIOA
increases the searching scope and overcomes the disadvantages of PSO and GAs respectively. Finally, the PHIOA improves
the convergence speed, the search success probability and the premature convergence, and avoids the local optimum by the
experimental verification and comparison.
2. GAs, PSO and FNN
PSO shares many similarities with evolutionary computation techniques such as ACO. In this section, a brief description
of PSO and GAs and a detailed description of FNN are given.
2.1. Genetic algorithms (GAs)
GAs are a kind of stochastic global search algorithm which solve complex problems by imitating processes from natural
evolution. Based on survival of the fittest and reproduction, GAs exploit continually newer and better solutions without
any pre-assumptions, such as continuity and unimodality [11]. GAs have been successfully applied in many complex
optimization problems and show their merits over traditional optimization methods, especially the system with multiple
local optimum solutions. GAs evolve a population of candidate solutions. Each solution is usually coded as a binary string
called a chromosome. The fitness of each chromosome is evaluated by using a performance function after the chromosome
has been decoded. Upon completion of the evaluation, a biased roulette wheel is used to select randomly the pairs of
better chromosomes to undergo such genetic operations as crossover andmutation that mimic nature. The newly produced
chromosomes turn out to be stronger than the weaker ones from the previous generation and should replace these weaker
chromosomes. This evolution process continues executing until the stopping criteria are reached [12]. GAs are composed of
the encoded mechanism, fitness function, genetic operators, and control parameters, etc. The computation flow is shown in
Fig. 1.
2.2. Particle swarm optimization (PSO)
PSO is an evolutionary computation technique that is developed by Kennedy and Eberhart [13]. The PSO concept is based
on a metaphor of social interaction such as bird flocking. PSO consists of a number of individuals refining their knowledge
of the given search space. The individuals in PSO have a position and a velocity. The PSO algorithm works by attracting the
particles to search space positions of high fitness. Each particle has a memory function, and adjusts its trajectory according
to two pieces of information, the best position visited, and the global best position attained by the swarm. If the swarm is
considered as a society, the first piece of information can be seen as resulting from the particle’s memory of its past position,
and the second piece of information can be seen as resulting from the collective experience of allmembers of the society. Like
other optimization methods, PSO has a fitness evaluation function that takes each particle’s position and assigns a fitness
value. The best position visited by the swarm is called the global best. The global position has been personally visited. Each
particle is regarded as a point in a N-dimensional space. It tries to modify its position by the concept of velocity. The traits
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Fig. 1. Calculation flow chart of GAs.
Fig. 2. Fuzzy neural network structure.
of PSO are as follows [14]: (1) PSO is a history based algorithm such that in each step, particles use their own behavior
associated with the previous iterations. (2) PSO is easy to implement and, only the parameters to be adjusted. Therefore,
the computation takes less time and requires less memory. (3) PSO can solve nonlinear optimization problems with both
continuous and discrete variables.
2.3. Fuzzy neural network (FNN)
Fuzzy logic and neural network are based on the mathematical model of dynamic characteristics. Fuzzy logic describes
regular expert knowledge, experience or operational data. A Neural network is used to train sample data. FNN is composed
of five layers of multi-input and single-output. The general network structure is shown in Fig. 2.
The functions per layer are explained as follows [15]:
First layer (Input Layer). Input vectors in this layer may be either accurate numerical vector or fuzzy value. The ‘n’ is the
number of nodes which corresponds to the number of input variables, the output of nodes equals the value of the input
variable. The formula is shown as:
O1i = Ii = xi, i = 1, 2, 3, . . . , n. (1)
Second layer (Fuzzification Layer). The function is to fuzzify the input signals. In this layer, it can not only implement the
membership function of input variables, but also match the control rules of fuzzy control. The number of nodes equals all
the possible fuzzy rules through input variables. The output of nodes corresponds to the product of each Gaussian function.
The formula is shown as:
µij = exp

− (xi − cij)
2
σ 2ij

, i = 1, 2, . . . , r; j = 1, 2, . . . , u (2)
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where,µij is the ith Gaussian function of the jth neuron; cij is the ith Gaussian function center of the jth neuron; σij is the ith
Gaussian function standard deviation of the jth neuron; r is the number of input vector (dimension), u is the number of the
neuron. The output of the jth neuron is:
O2j = exp

r−
i=1
(xi − cij)2
σ 2ij

, j = 1, 2, . . . , u. (3)
The third layer (Fuzzy Membership Layer). Each neuron expresses one fuzzy rule in this layer. The input of membership
grade expresses the former rule, the reasoning adopts fuzzy contains product reasoning to calculate the incentive intensity
of each fuzzy rule, shown as:
O3j = wa1O21 × wa2O22 × · · · × wauO2u =
u∏
j=1
wajO2j . (4)
The fourth layer (Anti-Fuzzification Layer). This layer implements the clear output of the fuzzy neural network. The anti-
fuzzification algorithm is provided with the global approximability. This paper adopts the fuzzy method of the gravity
solution, shown as:
O4j =
O3j
u∑
j=1
O3j
, j = 1, 2, . . . , u. (5)
The fifth layer (Output Layer). This layer implements the precision calculation, which is
y =
u−
j=1
wbjO4j , j = 1, 2, . . . , u (6)
where,wbj is the connection weight of FNN.
3. Parallel hybrid optimization algorithm (PHIOA) based on PSO and GAs
Without loss of generality, the function optimization problem can be expressed as:
min f (x) = f (x1, x2, x3, . . . , xn) ∈ S,
where S denotes n-dimensional search space of xmini ≤ xi ≤ xmaxi (i−1, 2, 3, . . . , n)where xmaxi and xmini denote respectively
the upper and lower bound of optimization variable xi.
PSO is based on social adaptation of knowledge for working, and all individuals are considered to be of the same
generation. On the contrary, GAs are based on evolution from generation to generation forworking, so in a single generation,
the individuals’ changes are not considered. PSO and GAs are very similar in their inherent parallel characteristics, whereas
experiments show that they have their specific advantages for solving different problems [16]. In order to utilize and
integrate their merits and overcome their deficiencies, we propose a parallel hybrid optimization algorithm that combines
the evolution ideas of GAs and PSO based on the compensatory property in this paper. The description figure of the proposed
algorithm is shown in Fig. 3.
This approach integrates the concept of evolving individuals of GA with the concept of self improvement of PSO, where
individuals are enhanced by social interactions and their private cognition. The algorithm initializes with a population of
random solutions and searches optimized solving.
The steps of the PHIOA are described as follows [17–19]:
Step 1. (Initialization)
In allusion to the N-dimensional solving problem, we need determine the size of the population. In this paper, 4N
individuals are generated randomly. These individuals may be regarded as particles in the case of PSO and chromosomes in
the case of GAs.
Step 2. (Computation and update)
The fitness values of all individuals in the population are computed. Then the population is divided into two subgroups
with equal individuals according to the computed fitness value.
Step 3. Application GAs
The GAs are a numerical optimization algorithm by simulating the biological nature selection and genetic mechanism
of the colony. It gradually approaches the global optimal solution through the repeated evolution and iteration, based on
fitness function for selection, crossover, and mutation. A real coding method is used in this paper, the crossover probability
Pc and mutation probability Pm.
Step 3.1 Selection
Selection is an operator to select two parent strings for generating new strings. In the selection, we select the top
2N individuals from 4N individuals for constructing one subgroup. In GAs, parent strings are selected by random choice.
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Fig. 3. Parallel hybrid optimization algorithm PHIOA.
Theparent strings, however, are not selected by a sheer randomchoice. The fitness value of each string is utilized for selecting
parent strings.
Step 3.2 Crossover
Crossover is an operator to generate new strings fromparent strings. The best 2N individuals arematched respectively by
pairs and crossed with the random according to the crossover probability (Pc). Crossover operation exchanges the position
of two encoded strings in order to obtain next-generation encoded strings. There are many crossover operation methods. In
this paper, the parent crossover method is selected, the formula is shown as:
x′i = pixi + (1− pi)xi+1 i = 1, 2, 3, . . . , 2N − 1 (7)
x′i = pixi + (1− pi)x1 i = 2N. (8)
In formula (7) and (8), pi denotes the proportional distributed random number between 0 and 1. xi denotes the position of
the ith particle.
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Step 3.3 Mutation
Mutation is an operator to change elements in a stringwhich is generated by a crossover operator. The best 2N individuals
implement the mutation operation with one mutation probability. The mutation formula is shown as:
x′k = xk + rand× N(0, 1). (9)
Step 4. Application PSO [20]
The bottom 2N individuals are selected from 4N individuals for constructing one subgroup to feed into PSO.
Step 4.1 Update speed
The particle’s velocity is updated according to the equation below.
vnewid = w × voldid + c1 × rand1 ×

pbestid − xoldid
+ c2 × rand2 × gbestgd − xoldid  (10)
where i = 1, 2, 3, . . . ,N , and N is the size of the population; c1 and c2 are two positive constants, called the cognitive and
social parameter respectively (acceleration coefficients) which are used to adjust the own experience and social experience
of particles in the motion in order to get the individual optima or the global optima. If c1 = 0, the particle only has ‘self-
experience’, its convergence rate may be fast, and it is easy to fall into the local optimum. If c2 = 0, the particle only
has ‘social experience’, all particles in a swarm become moving by themselves without interaction, and the probability of
finding a solution is very little. If c1 = c2 = 0, then the particle has no ‘experience’, therefore all particles in a swarm become
disorderly and unsystematic. In general, the value of c1 and c2 is [0, 4], we select c1 = c2 = 2 in this paper. rand1 and rand2
are the random numbers evenly distributed within the range [0, 1].
w is an inertial weight which denotes the influence of the previous velocity of a particle upon its current velocity. If
w = 0, PSO will shrink the current global best position, like a local algorithm. If w ≠ 0, the particles have extended the
trend of the search space, that is global search ability. Therefore, the bigger thew, the bigger the velocity vid, and the bigger
the search space for the particles, which helps find new solution spaces. The smaller the w, the smaller the velocity vid,
which helps find a better solution in the current solution space, the computation formula is shown as:
w = wmax − (wmax − wmin)× I/Imax (11)
wherewmax is the initial inertia weight of the velocity,wmin is the final inertia weight of the velocity. I is the current iteration
time, Imax is the total iteration time.
Step 4.2 Update position
The particle’s position is updated according to the equation below.
xnewid =

xoldid + vnewid xmin i ≤ xnewid ≤ xmaxi
xmin i xnewid < xmini
xmax i xnewid > xmaxi .
(12)
This equation provides the new position of the particle xnewid , adding its new velocity v
new
id to its current position x
old
id .
Step 4.3 Update the part best value (pbest)
For each particle, its fitness value is compared with the fitness value of best position particle. If the fitness value of the
best position particle is good, the fitness value of the best position is regarded as the current best position and pbest value
is updated.
Step 4.4 Update the global best particle (gbest)
For each particle, its fitness value is compared with the fitness value of best global position particle. If the fitness value
of the best global position particle is good, the fitness value of best global position is regarded as the current best global
position and gbest value is updated.
Step 5. Termination criteria
The obtained fitness values are compared in order to obtain the global optimal value gbest. If gbestmeets the termination
criteria, the hybrid algorithm will accomplish the task. If gbest does not meet the termination criteria, the Steps 2–4 will be
repeated until the current iteration reaches the predetermined maximum iteration.
4. Optimize fuzzy RBF neural network (FRBFNN) using PHIOA
4.1. Optimize FRBFNN based on PHIOA
The structure of fuzzy radial basis function neural networks (FRBFNN) includes typically the number of neurons per layer
and the connection number between neurons of two adjacent layers. For FRBFNN, the number of neurons is to change only
in the third layer, and these neurons play an important role. It is expressed by using the connection number of neurons. So
the structure optimization of FRBFNN is to determine the number of nodes in the third layer, the connection number and
connection weights among the second layer, the third layer and the fourth layer.
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4.1.1. Select initial population
A chromosome is a fuzzy neural network structure and its parameter. The initial population contains the corresponding
network structure, the individuals of the input variables and output variables, and the remaining individuals are randomly
generated [21]. The 4N network structures are randomly generated. Each network structure adopts real-valued encoding.
Each encoding individual (chromosome) corresponds to a network structure, so the FRBFNN needs to optimize 4N network
structures. In this paper, the network structure and its corresponding encoding construct an individual in the population to
implement the operation of the parallel hybrid algorithm.
4.1.2. Fitness function
The network error function uses mean square error (MSE) and the network complexity uses the number of nodes in
the second layer, the third layer and the sum of connections among the second layer, the third layer and the fourth layer
to evaluate. The network error optimization and the control network complexity are synchronously taken into account in
order to obtain the optimal fuzzy rules. The fitness function of the network is shown as:
F(i, t) = α
E(i, t)
+ β
H(i, t)
(13)
where, F(i, t) is the ith network individual fitness of the tth generation;
E(i, t) is the ith network individual error of the tth generation;
H(i, t) is the ith network individual complexity of the tth generation;
α and β are constant (> 0), and α + β = 1.
The above function is used as a fitness function in order to guarantee getting the appropriate network structure and
optimizing the network weights. At the same time, the values of α and β are determined according to the actual problem,
or adjusted adaptively in course of network training.
4.1.3. Genetic operation
Genetic operations include the reproduction, crossover and mutation. The reproduction adopts a roulette wheel scheme
to select the individual according to the adaptive value in the previous generation population. The elite-selection heuristic
algorithm is used in this paper. The optimal individual is preserved unconditionally to the next generation in each generation
population. It guarantees the asymptotic convergence of the algorithm.
In the genetic algorithms, crossover and mutation are the most important genetic operators which can transfer the
prominent information to the next generation. The values of pc (crossover probability) and pm (mutation probability) depend
on the fitness value in algorithm running. The better fitness value and low pc and pm can increase the opportunity of the
individual to enter the next generation. For the solution of the lower fitness value, the biggest pc and pm can speed up
elimination. When the mature convergence occurs, we should increase the values of pc and pm in order to accelerate the
new individual production. In this paper, we use an adaptive method and the individual fitness function for measuring the
convergence of this algorithm. The adaptive genetic algorithms are used to generate the next generation subgroup for the
individual. The crossover probability and mutation probability are calculated according to the following equation:
pc =

k1( fmax − f ′)( fmax − f ), f ′ ≥ f
k3, f ′ < f
(14)
pm =

k2( fmax − f )( fmax − f ), f ≥ f
k4, f < f
(15)
where fmax is the best fitness value in the population; f is the average fitness degree in the population; f ′ is the bigger fitness
value for crossover by using two strings, f is the fitness value of the mutation string; k1, k2, k3, k4 are constants with the
value [0, 1].
Crossover operation only operates genes in the hidden layer. When the control gene implements the crossover operation
in the hidden layer, it will take the network weights of the corresponding genes. The crossover operation of the hybrid
encoding of the hierarchical structure resets not only controls genes, but also network weights.
Mutation operation includes the mutation of control gene, network weights of control gene, and the encoding condition
parameters (mij and δij) with control gene. The mutation of control gene and condition weights will mutate the value of
control gene from 0 to 1, or from 1 to 0, conditional membership parameters (mij and δij), and the connection weights
(ωj) between the third layer and forth layer according to the certain probability. In this paper it is solved by evolutionary
programming. Their mutation is expressed as:
m′ij = mij + α
1
f
N(0, 1) (16)
δ′ij = δij + α
1
f
N(0, 1) (17)
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Fig. 4. Training FRBFNN.
ω′ij = ωij + α
1
f
N(0, 1) (18)
where α is the evolutionary rate, f is the fitness degree of each individual, N(0, 1) is the expected value (0) and standard
deviation of normal distribution random quantity (1).
4.2. Train FRBFNN
The optimal weight threshold imports into the fuzzy neural network to train the network, calculate the expected output
and actual network output error. If the error meets the requirements, the network training will end. Otherwise, the weights
will continue modifying until the result meets the expectation goal. The training flow chart is shown in Fig. 4.
5. Simulation experiment and result analysis
5.1. The experiment for training FRBFNN
For the training of FRBFNN, these samples were divided into two sets: training samples and testing samples, 300 samples
were used for training. GAs, PSO, and the proposed PHIOAwere tested and compared in terms of their training performance.
The proposed algorithm was coded in MATLAB 2009a. The experiments were conducted on a computer with 2.5 G Pentium
(R) Dual-Core CPU E5200, 2.0 G of RAM. Each algorithmwas tested 20 times for training FRBFNN, inwhich 400 generations of
training were performed in each trial. The optimum parameters for GAs, PSO and the proposed PHIOA are shown in Table 1.
In order to verify the performance of the proposed PHIOA, FRBFNN was respectively trained with GAs, PSO and PHIOA.
The trained results were compared in this paper. The trained time and mean square error (MSE) were summarized in
Table 2.
From Fig. 5 and Table 2, three prominent findings can be observed. First, the PHIOA outperformed the other two
approaches, especially the PHIOA, which could be reflected by the lowest MSE value. GAs did not perform very satisfactorily
when compared with the other two learning algorithms. Secondly, the lowest MSE value, i.e. 0.0973, was trained by the
proposed PHIOA due to the combined contribution of the evolutionary mechanism by GAs at every M generations and
learning convergence of PSO. This result demonstrated the effectiveness of the proposed PHIOA in training the FRBFNN.
Thirdly, for the evolution of 400 generations under each algorithm, the time spent on training the PHIOA was far less than
the total time spent on training the GAs and PSO.
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Table 1
Parameters for GAs, PSO and PHIOA.
Parameter GAs PSO PHOA
Population size 100 100 100
Code type Real number Real number Real number
Inertia value N/A N/A 0.80
Maximum velocity N/A 0.50 0.50
Learn factor N/A c1 = c2 = 2 c1 = c2 = 2
Selection operator Stochastic universal sampling N/A Stochastic universal sampling
Crossover operator Single point N/A Single point
Crossover rate 0.90 N/A 0.90
Mutation method Gaussian N/A Gaussian
Mutation operator Real-value N/A Real-value
Mutation rate 0.01 N/A 0.01
Proportion of PHOA N/A N/A 0.50
Table 2
The trained time and MSE values of each
algorithm under 400 generations.
Algorithm Training time MSE
GAs 3 min 46 s 0.5128
PSO 2 min 29 s 0.1067
PHIOA 1 min 17 s 0.0973
Fig. 5. Training flow chart of FRBFNN.
All these findings indicated that the proposed hybrid algorithm offered exciting advantages over the conventional
methods during the learning process of the fuzzy neural network. All the best adjustable parameters of the fuzzy neural
network can be obtained by repeated training PHIOA. Consequently, an optimal fuzzy neural networkmodel can be obtained
evolutionarily. With the use of the PHIOA, faster convergence of the evolution process to search for an optimal fuzzy neural
network can be achieved.
5.2. Simulation experiment
In this section, the performance of the proposed FRBFNN with PHIOA is examined by optimizing approximate nonlinear
functions. The given function approximation problem with two inputs and one output is shown as:
y = f (x1, x2) = sin(πx21)× cos(πx22) x1, x2 ∈ [−1, 1]. (19)
The parameter settings for the proposed PHIOA are shown in Table 1. Let σ1 = σ2 = 0.4. According to the configuring
method of the FRBFNN center, the number of the centers is obtained, m1 = m2 = 8,m = 8 × 8 = 64. So we obtain the
network center value cx1 , cx2 and the number of hidden nodes of the link layer p = 4. In the FRBFNN, the number of weights
w = [w1, w2, w3, w4]. That is 4 parameters for each chromosome (or particle) are learned in the FRBFNN.
In order to test the learning validity and verify the generalized ability of the PHIOA, a set of new data different from
the trained pattern data and with the equal interval distance 2/19, β = 0.2 or 0.8, γ = 0.8 are used as the input to
the network which was trained. The simulation result of the generalization ability of the proposed network is shown in
Figs. 6–9. Figs. 6 and 7 provide an analysis of learning convergence in terms of generated error in each generation. In two
figures, it is noticeable that generation error is declining when generation times are increasing. And the rate of convergence
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Fig. 6. Generation step and generation error (β = 0.8, γ = 0.8).
Fig. 7. Generation step and generation error (β = 0.2, γ = 0.8).
in the Fig. 7 (β = 0.8, γ = 0.8) has a significant effect on the error generated in the Fig. 8 (β = 0.2, γ = 0.8). In addition,
Figs. 8 and 9 show the dependency of learning convergence on the β value. The expected output and the actual output are
compared in Fig. 8 (β = 0.8, γ = 0.8) and Fig. 9 (β = 0.2, γ = 0.8). From the simulation results of the example, the PHIOA
proves the effectiveness in adjusting the weight of the FRBFNN.
6. Conclusion
In this study, a novel parallel hybrid intelligence optimization algorithm named PHIOA is proposed which combines
the GAs with PSO for optimizing a fuzzy neural network and solving the function approximation problem. PSO is based on
social adaptation of knowledge for working, and all individuals are considered to be of the same generation. The particles
with higher degree of constraint violation fly by the search space according to the information exchanged by their pbest and
gbest to search the better positions. On the contrary, GAs are based on evolution from generation to generation for working,
so in a single generation, the individuals’ changes are not considered. PSO and GAs are very similar in their inherent parallel
characteristics, whereas experiments show that they have their specific advantages when solving different problems. In the
proposed PHIOA algorithm, the PHIOA selects the optimal solution of PSO and GAs in order to improve the performance
of PSO and GAs per step for improving the performance of PHIOA. Because the PHIOA transfers the optimal value in the
iterative process, it keeps the respective independence and reduces the complexity of PSO and GAs. The main advantages
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Fig. 8. Comparing of the expected output and the actual output (β = 0.8, γ = 0.8).
Fig. 9. Comparing of the expected output and the actual output (β = 0.2, γ = 0.8).
of the PHIOA over the standard PSO algorithm and GAs is demonstrated within a comparative study and then the function
approximation problemhas been solved by using the PHIOA algorithm. The results show that the PHIOA is providedwith the
rapidness convergence, global search capability and good convergence. Future work will be focused in two directions: the
application of PHIOA to real industry domain application and the extension of the method to solve the other optimization
problems.
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