This paper examines the potential benefits of transitioning from the fixed Central East Pacific routes to user-preferred routes. A minimum-travel-time, wind-optimal dynamic programming algorithm was developed and utilized as a surrogate for the actual userprovided routing requests. After first describing the characteristics of the flights utilizing the Central East Pacific routes for a five-day period, the results of both nominal and windoptimal routing simulations are presented. The average potential time and distance savings for the wind-optimal routes was 9.9 min and 36 nmi per flight, respectively. When the windoptimal routing flight plan deviations were confined within the oceanic center boundary, the average potential time and distance savings were 4.8 min and 4.0 nmi per flight, respectively. These results are likely an upper bound on the potential savings due to the location of the polar jet stream during this five-day period. Although the sector loading did not significantly change under the wind-optimal routing simulations, the number of simulated first-loss-of-separation events did, which could contribute to increased controller workload.
I. Introduction
he Oakland Oceanic Flight Information Region (FIR) (or Center), which is shown in Fig. 1 , controls approximately 21.3 million square miles of airspace and borders the Anchorage FIR to the north, the Tokyo FIR to the west, the Aukland FIR to the south, and the coastline of the contiguous United States on the east. 1 In contrast, the twenty Air Route Traffic Control Centers (ARTCCs) in the contiguous U.S. encompass roughly 3 million square miles. Despite the vast amount of airspace controlled by Oakland Center, flights, for the most part, are required to fly along fixed route structures and adhere to lateral separation standards that extend up to 100 nmi, longitudinal separation standards extending up to 15 min, and vertical separation standards of 1000 ft. 2 These stringent separation standards are required because of the limited surveillance capabilities in the ocean and the FAA's legacy Oceanic Display and Planning System (ODAPS).
With the introduction of the FAA's new Advanced Technologies & Oceanic Procedures (ATOP) at Oakland Center in 2005, increased route flexibility and reduced separation standards can potentially be accommodated. Some of the major ATOP innovations leading to this increased flexibility are (1) fully integrated flight-and radardata-processing capabilities, (2) conflict-detection capabilities, and (3) satellite data-link communication and surveillance capabilities. The CEP routes shown in Fig. 2 connect the west coast of the United States to Hawaii. Oakland Oceanic Sectors 3 (OC-3) and 4 (OC-4) handle traffic along these routes. Routes R464 and R576 that are shown in green are used exclusively for westbound traffic, while routes R465, R585, and R577 that are shown in magenta are used exclusively for eastbound traffic. Routes R463 and R578 that are shown in orange can accommodate bi-directional traffic. The Required Navigation Performance (RNP) for aircraft flying on the CEP routes is 10, or RNP-10, which implies that the total cross-track and along-track errors relative to the flight plan cannot exceed 10 nmi for more than 95% of the flight time.
2,4 These flights can be identified by the "/R" equipment suffix appearing in their International Civil Aviation Organization (ICAO) flight plans.
5 Based on the required equipage level for flights operating on the CEP routes, the lateral separation standards are 50 nmi, the longitudinal separation standards vary between 5 and 10 minutes, and the vertical separation standards are 1000 ft. The variation in the longitudinal separation standard is dependent on whether or not flights are adhering to the "Mach Number Technique." When this technique is employed, as is commonly done on the CEP routes, the longitudinal separation standard depends on the difference between the assigned Mach number of the trailing and leading aircraft. For example, if the leading aircraft maintains a Mach number equal to that of the trailing aircraft then 10 minutes longitudinal spacing is required. However, if the leading aircraft is Mach 0.06 faster than the trailing aircraft then 5 minutes longitudinal spacing is enforced. 2 It is believed that this is the first study to explore the benefits of transitioning from the fixed CEP-based route structure to a more flexible user-preferred routing structure. To date, a comprehensive investigation of the potential time savings to the airspace users, and the potential impact of user preferred routing on the air traffic service provider has not appeared in the literature. The results of this study can serve as an initial basis for considering the adoption of user preferred routing over the existing fixed routing structure in this region of the ocean. Though the flight routing application in this study is believed to be unique, the general area of flight plan routing and flight path design has a long history. 6 Recent advances in this area include the conflict-free, wind-optimal routing work that was introduced in Ref. 7 , the dynamic network flow rerouting approach introduced in Ref. 8 , and the fleet assignment and routing approach introduced in Ref. 9 . A comprehensive summary of many of the earliest flight routing techniques can be found in Ref. 10 . The rest of this paper is organized as follows. Section II describes the wind-optimal routing method that was adopted for this paper. The unmodified characteristics of the CEP routes are described in Section III and the modeling results are presented in Section IV. Finally, Section V ends with some conclusions.
II. Modeling Method
With ATOP, it is now conceivable to transition from the fixed CEP route structure in the Pacific to a set of routes that accommodate the airline user's preferences, which are assumed to be wind-optimal for this study. To begin understanding the potential implications of this transition, a minimum-travel-time, wind-optimal dynamic programming (DP) algorithm was developed to simulate possible user route preferences. Though the business models, schedules, and aerodynamic performance characteristics of the aircraft in the airline's fleet will ultimately govern the design of the optimal trajectories each airline wishes to fly, a simple minimum-time wind-optimal model should initially suffice to understand this change in routing philosophy. The remainder of this section is organized as follows. In Section II.A, the standard dynamic programming recursion relation will be presented, and details concerning the dynamic programming grid are presented in Section II.B.
A. Dynamic Programming Recursion Relation
The position of an aircraft along a minimum-time wind-optimal route at stage k+1 can be related to the position at stage k via the following equation:
Here € u k is the decision variable at stage k. Wind-optimal routes are then calculated on a grid composed of latitude and longitude values that encompasses the region of airspace in which each aircraft travels. Though the grid is individually tailored for each flight, it is roughly bounded between the 20 o north latitude to the south, 40 o north latitude to the north, 156 o west longitude to the west, and 120 o west longitude to the east. This grid is sufficient for most flights that either depart or arrive at the west coast of the United States. For flights departing or arriving at inland airports, such as Chicago O'Hare International Airport, the grid is increased accordingly.
Within this problem formulation, the states € x k refer to the set of latitude/longitude points, € (λ k ,τ k ) that are available at stage k; and the decision variable € u k represents the set of admissible changes in latitude and longitude that are permitted at each stage. The admissible states and decision variables that are available at each stage will be discussed in more detail in Section II.B.
Using the principle of optimality, the minimum cost function at stage k, € I (x,k) , can be calculated from the minimum cost function at stage k+1, € I (x k + u k , k + 1) using the following expression: € 0 ≤ k ≤ N −1 is used to construct the minimum-time, wind-optimal routes between the origin and destination airport for each flight. For all routes generated using Eq. 4, the minimum cost function at k=N (i.e., € I (x,N ) ) has been set to zero. To illustrate the use of this algorithm, wind-optimal trajectories for the east-and westbound aircraft that were nominally flying on the CEP routes are presented in the fourth section of this paper.
B. Dynamic Programming Grid
For a given starting-and end-point, the process of generating the set of admissible states and decision variables for use in Eq. (4) involves three steps. In the first step, a series of 
where
Here Fig. 3 . The four blue circles in this figure represent the intermediate points. The second step in creating the latitude and longitude grid entails the calculation of the upper and lower points that are depicted by the red and green circles, respectively, in Fig. 3 . These offset points (i.e., the lower and upper points) are calculated using the following methodology: φ i gives rise to the points that will be referred to as the "upper-offset" points, while the negative sign in this expression will be used when generating the "lower-offset" points. Additionally, The last and final step of the DP grid generation process entails connecting the relevant midpoints and the upper/lower-offset points (i.e., the states, € x k ). This process effectively defines the set of admissible controls, . This process of constructing connecting segments that originate at the upper/lower-offset points, gives rise to the three solid-red segments and three dash-dot-green segments in Fig. 3 .
Once a grid has been created, the recursion relation presented in Eq. (4) is used to incrementally construct the wind-optimal route from the destination airport that is labeled "START" in Fig. 3 to the origin airport that is labeled "END." The optimal sub-route to any node in this grid is determined by calculating the minimum total incremental cost associated with traveling from the "START" node to the node of interest. For example, to calculate the optimal sub-route from the "START" node to the node labeled An example of the dynamic programming grid that was used to generate the results in Section IV is illustrated in Fig. 4 
€ f i ∈ {1 / 5, 2 / 5, 3 / 5, 4 / 5} . With these settings, 86 nodes and 751 corresponding arcs are used to define the search space over which the wind-optimal route will be calculated. Recall that the incremental cost that is given by Eq. (15) must be calculated along each of these 751 arcs. The thin, blue lines in Fig. 4 depict the allowed segments that connect the midpoints with the upper/lower-offset points; the red lines depict the allowed segments that connect the upper-offset points together and connect the upper-offset points with the midpoints. Lastly, the green lines depict the connections between the lower-offset points and the connections between the lower-offset points and the midpoints. The thick, blue line segment depicts the corresponding wind-optimal route between Los Angeles and Honolulu that is generated using the methodology outlined in Section II.A. For reference, the contours of the magnitude of the wind velocity that were used in generating the wind-optimal route are also depicted in Fig. 4 along with the corresponding wind magnitude legend. It is important to note that the values of
€ Δθ , and € f i have been selected so as to provide a reasonable search space (i.e., approx. 250 nmi lateral deviation above and below the great circle route) for identifying a wind-optimal route, while at the same time ensuring that routes can be generated in real time. Consequently, the routes generated and analyzed in Section IV are locally, but not necessarily globally, optimal. A more thorough discussion of the results of the wind-optimal routing algorithm is reserved for Section IV. 
III. Unmodified Flow Characteristics
This section describes the data sources used and familiarizes the reader with the nominal characteristics of the east-and westbound traffic flying along the CEP routes. Aircraft flight plans, flight plan amendments, departure times, arrival times, and position reports were obtained from an Aircraft Situation Display to Industry (ASDI) data feed 13,14 for December 14-16 and 19-20 of 2005. For reference, Dec. 14 th is a Wednesday and Dec. 20 th is a Tuesday. To filter the east-and westbound CEP route traffic from the national data mosaic provided by the ASDI data feed, only flights that explicitly contained R463, R464, R465, R576, R577, R578, and R585 in either a flight plan or flight plan amendment message were retained for further processing. The resulting aircraft counts for this five-day period are shown in Fig. 5 . A total of 516 westbound and 395 eastbound flights were analyzed. The average daily west-and eastbound traffic count was 103 and 79, respectively. The exact cause of the differences between the number of arriving and departing flights is unknown and outside the scope of this paper, but is surmised to reflect the travel patterns of the largely tourist-based clientele destined for the Hawaiian Islands and a potential lack of oceanic track messages (i.e. TO messages) in the ASDI data feed. A more thorough analysis investigating the arrival and departure rates into the Honolulu ARTCC (ZHN) over several months would be required to more fully understand the east-and westbound traffic count patterns observed in Fig. 5 . Additionally, merging the ASDI data feed used in this study with ATOP derived data (e.g., additional aircraft position reporting messages) would resolve any potential data drop issues. 15 in the system's playback mode. For reference, FACET is an air traffic management (ATM) modeling and simulation capability being developed by NASA. The general purpose of FACET is to provide an environment for the development and evaluation of advanced ATM concepts, such as windoptimal routing in the Central East Pacific Ocean.
From the results presented in Fig. 6 , the mean oceanic entry flight level for the eastbound flights is seen to be 351 with a standard deviation of 21, while the mean of the westbound flights is 338 with a standard deviation of 20. For flights exiting the oceanic airspace, the mean oceanic exit flight level for the eastbound flights is 362 with a standard deviation of 23, and the mean exit flight level for the westbound flights is 346 with a standard deviation of 23. Comparing the entry/exit flight levels for either the east-or westbound flights, one finds that the exit flight level is on average higher than the entry flight level. Intuitively, this is the expected outcome, since an aircraft's "optimal" flight level increases with decreasing weight. Another key feature used to characterize the nominal flow of traffic was the temporal distribution of these flights along the fixed CEP route structure. This metric is useful for identifying arrival and departure pushes to and from the Hawaiian Islands. In Fig. 7 , the oceanic entry and exit counts as a function of time are displayed for both the eastbound and westbound flights for the five days analyzed. Although minor deviations in the aircraft counts are observed when comparing the data across multiple days, several prominent features can be extracted. Starting with the eastbound oceanic entry counts (top-left), a small peak in the traffic counts is observed at 4:30 UTC followed by a larger peak at 10:00 UTC. Since flights departing HNL take approximately 45 minutes to enter the oceanic airspace, these two peaks correspond to eastbound Hawaiian flights that are departing at 5:45 pm and 11:15 pm Hawaii-Aleutian Standard Time (HST), respectively. As the eastbound Hawaiian departures exit the oceanic airspace, these flights give rise to the aircraft counts that are shown in the top-right image of Fig. 7 . This figure shows a cluster of flights exiting the oceanic airspace at around 7:30 UTC and a prominent peak near 13:00 UTC. Since flights departing Hawaii spend roughly 3 to 3.5 hours in the oceanic environment en route to the west coast of the U.S., these two features correspond to the aforementioned 5:45 pm and 11:15 pm HST departures exiting the oceanic airspace.
The last two images (bottom-left and bottom-right) in Fig. 7 correspond to the oceanic entry and exit aircraft counts for the westbound flights. Beginning first with the oceanic entry counts, two broad features are observed. The first is a cluster around 2:00 UTC and the second more prominent feature that is clustered around 18:00 UTC. Since travel time from a west coast airport to the oceanic center boundary takes approximately 50 minutes (based on the flight time from LAX), these two features correspond roughly to the 5:10 pm and 11:10 am Pacific Standard Time (PST) departure pushes from the west coast. As these flights cross the Central Pacific, they reemerge at the ZHN boundary after approximately 3.5 hours of flight in oceanic airspace. The entry of these flights into ZHN airspace is evident in the bottom-right image in Fig. 7 , where a cluster of flights crosses into ZHN at approximately 5:30 UTC, while a second more prominent group of flights enters ZHN airspace at approximately 21:30 UTC. For the flights considered in this study, the total oceanic transit time is fairly constant and generally varies between 3 and 4 hours. The dispersion observed in the peaks in Fig. 7 therefore is more strongly influenced by the destination airport and the airline's schedules than the total time spent traveling in the oceanic environment. To gain more insight into the origin and destination airports that are frequented by flights on the CEP routes, Fig. 8 contains departure airport usage statistics (left image) and arrival airport usage statistics (right image) for the westbound CEP flights.
For the departure statistics, only the top 21 airports are illustrated, although flights were observed to depart from 41 airports during the five-day period analyzed. Roughly 44% of all westbound flights departed from Los Angeles International Airport, KLAX, and San Francisco International Airport, KSFO. The names associated with the remaining departure airport acronyms in The arrival airport statistics in the rightmost image of Fig. 8 , illustrate that approximately 63% of all flights destined for Hawaii landed at Honolulu Intl. Airport (PHNL). In contrast, only one flight landed at Lanai (PHNY) and two flights landed at Hilo (PHTO) during the same five-day period. Of the remaining flights, 22% landed at Kahului (PHOG), 9% landed at Kona/Keahole Kailua (PHKO), and 5% landed at Lihue/Kauai Island (PHLI). The last metric used to examine the characteristics of the traffic arriving at and departing from Hawaii is the distribution of these flights among the CEP routes. This metric is believed to be the most sensitive to seasonal variations in the wind fields, but the distribution observed in Fig. 9 should be typical of the distribution that is commonly observed during the winter months. As shown in Fig. 9 , the westbound flights traveled predominately along R464 and R576, while the eastbound traffic predominately flew along R465 and R577. All four of these routes are unidirectional. Significantly less traffic was observed along R463 and R578, which are bi-directional routes. The control of flights along these routes was distributed roughly evenly between OC-3 and OC-4. As illustrated by Fig. 2 , traffic on R576, R577, and R578 is controlled by OC-3, while traffic on R463, R464, R465 and R585 is controlled by OC-4. 
IV. Wind Optimal Routing Analysis
The results from a set of simulations to assess the potential benefits and consequences of allowing flights to deviate from the fixed, nominal (CEP route) structure in favor of user-preferred routes are presented in this section.
Using the ASDI data files and the wind fields from the Global Forecast System (GFS) Atmospheric Model 16 for Dec. 14-16 and 19-20 of 2005, three sets of simulations were run in FACET. In the first set of simulations, flights traveled along their filed flight plans, as specified in the ASDI files. For the second set of simulations wind-optimal trajectories were generated roughly within the oceanic center boundary (OCB), while in the third set of simulations a wind-optimal trajectory was generated from the flight's origin to the destination (OD).
The first set of simulations was designed to serve as a surrogate for current day routing options. FACET could have been operated in a playback mode in which the actual aircraft position reports from ASDI would have been processed, as was done in Section III, but later comparisons between the playback results and the wind-optimal results would have included not only the routing differences but also any aircraft performance modeling differences as well. To generate the results for the second set of simulations (i.e. the OCB wind-optimal results), route generation began at the first waypoint prior to entering one of the CEP routes and ended after the first waypoint immediately following the last CEP route appearing in the nominal flight plan.
The remainder of this section is structured as follows. In subsection IV.A, the modified traffic pattern characteristics are examined for the three simulations. To assess the potential impact that the wind-optimal routes might have on the air traffic service provider, the sector count differences and first-loss-of-separation statistics are presented in subsection IV.B and IV.C, respectively. These metrics are being presented because significant increases in either of these values may substantially increase controller workload. Finally, the time-and distancesavings statistics for both wind-optimal routing simulations are presented in subsection IV.D.
A. Traffic Patterns
In this section, the individual and aggregate traffic pattern characteristics are examined for flights on both the nominal CEP-based routes and the two wind-optimal routes. As an example of these different routing scenarios, consider the three routes between ORD and HNL in Fig. 10 . The solid green route that is labeled "CEP" in this figure is the nominal flight plan that was filed by a major U.S. air carrier on Dec. 14, 2005 between this city pair. The solid magenta line labeled "OCB" is the corresponding OCB wind-optimal route for this flight. In calculating this route, route generation began at the "BEBOP" fix, which lies near the ZOA-OAO boundary, and continued up to the "BITTA" fix, which lies near the OAO-ZHN boundary. Finally, the red line in this figure that is labeled "OD" depicts the wind-optimal route that was generated between ORD and HNL. As expected, the amount of variance between the "CEP" and "OD" routes is significantly larger than the variance between the "OCB" and "CEP" routes. Figure 10 .
Fixed versus wind-optimal routes between ORD and HNL.
Since the magnitude and direction of the winds that were used have such a significant impact on the results, a brief discussion regarding the coverage and characteristics of the National Oceanic and Atmospheric Administration (NOAA) atmospheric model is appropriate. GFS is a global atmospheric model with a horizontal resolution of approximately 0.5 o x 0.5 o latitude/longitude and an unequally spaced vertical resolution starting at 1000 mb (surface) and extending up to 100 mb. Updates to the GFS model are available every six hours and forecasts are available up to 16 days into the future. As an example of the wind fields that were used, the 00:00 UTC, zero hour forecast wind magnitude contours at 250 mb., which roughly encompasses flight levels 310 through 360 over the Central East Pacific, are shown in Fig. 11 . The top-left image in this figure contains the contours for Dec. 14 th , the top-right image shows the Dec. 15 th data, the middle-left image shows the Dec. 16 th data, the middle-right image shows the Dec. 19 th data, and finally the bottom image shows the contours for Dec. 20 th . The legend associated with the wind magnitude contours follows: > 120 kts., magenta; >105 kts., red; >90 kts. orange; >75 kts., yellow; >60 kts., light green; >45 kts., dark green; >30 kts, light blue; >15 kts, blue; and >0 kts, dark blue. Although the direction of the wind field is not illustrated in these images, the winds are generally westerly (i.e., flowing west to east) in this region of the Pacific Ocean. For reference, the Hawaiian Islands are shown at the bottom left of each image in Fig. 11 and the west coast of the United States is shown on the right side of each image. A region of very strong, westerly winds (>120 kts.) is shown in each of these figures and the location of these strong winds tended to move in a northerly direction during the five day period that was examined in this study. As expected, the variable wind fields illustrated in Fig. 11 had a significant impact on the wind-optimal routes and will now be explored in more detail.
The band of strong winds (>100 kts) that is exhibited in Fig. 11 is most likely the polar jet stream 17 that is often located in this region during the winter. The westerly winds within the core of this jet stream often exceed 100 kts., as illustrated, and can reach speeds as high as 250 kts. During the summer months, this jet stream tends to weaken and move farther north towards Canada. Since the results of the wind-optimal routing algorithm are, by nature, susceptible to the magnitude and direction of the wind field in which the routing is being performed, the results in this study should represent an upper bound on the maximum savings and impact that can be expected in this region of the ocean. A follow-on study that that examines the seasonal savings and impact of wind-optimal routing in the Pacific Ocean would be beneficial. To illustrate the impact that the varying wind fields can have on an individual flight, consider the flight plans depicted in Fig. 12 . The nominal, westbound flight plan, which is represented by the orange line labeled "CEP," was filed and flown by a major U.S. carrier on Dec. 14, 2005. The total path distance of this route is 2,305 nmi and the total travel time is 4.52 hrs. The corresponding westbound wind-optimal routes that were generated directly from LAX to HNL using the wind fields illustrated in Fig. 11 th winds. The maximum lateral spread between the westbound wind-optimal routes is 130 nmi and the maximum lateral offset from the westbound CEP-based flight plan route in the oceanic center varies from 120 to 260 nmi. The total path distance of these wind-optimal routes varies between 2218 and 2226 nmi, and the total travel times vary between 4.3 and 4.5 hrs. For this case, it is interesting to note that the CEP-based flight plan travels exclusively through OC-4, whereas four of the wind-optimal routes travel through both OC-3 and OC-4 and one of the wind-optimal routes (generated using the winds for Dec. 16 th ) traveled exclusively through OC-4. As expected, the dispersion observed for the westbound wind-optimal routes is also observed for the eastbound flights. To illustrate this point, the right-most image in Fig. 12 depicts both a nominal CEP-based flight plan as well as the five wind-optimal routes that were generated using the aforementioned wind fields. The CEP-based flight plan that is depicted by the orange line labeled "CEP" was filed and flown by a major U.S. carrier on Dec. 14 th from HNL to LAX. The total path distance of this route is 2278.5 nmi, and the total travel time was 5.12 hrs. The legend associated with the five wind-optimal routes follows: red line, Dec. 14 th winds; yellow line, Dec. 15 th winds; green line, Dec. 16 th winds; blue line, Dec. 19 th winds; and purple line, Dec. 20 th winds. The total path distances of these wind-optimal routes vary between 2215.8 and 2220.7 nmi, and the total travel times vary between 5.0 and 5.1 hrs. As seen from this figure, the wind-optimal route generated with the wind field from Dec. 14 th (red line) most closely matches the filed CEP-based flight plan. Of the five wind-optimal routes, four of the routes travel almost exclusively through OC-3, while the route generated using the wind field for Dec. 16 th passed almost entirely through OC-4. The maximum lateral deviation between the eastbound wind-optimal routes is approximately 190 nmi and the lateral offset from the CEP-based route varies from 60 to 230 nmi within the Oakland Oceanic airspace. The previous example explored the simple case in which a time varying wind field impacted an individual flight. A far more challenging and interesting problem is to explore the impact of this wind field on a larger collection of flights under the three simulation scenarios that were previously described. To conclude this subsection, FACET images depicting aircraft position (latitude and longitude) histories for west-and eastbound CEP-flights will be examined to gain a qualitative understanding of the impact that the wind field and simulation modes have on groups of flights. Later in subsection IV.B through IV.D these differences will be quantified by examining sector counts, conflict counts, and path length differences. Figure 13 contains a total of six images representing the east-and westbound aircraft position histories that were generated by using the ASDI and the 0:00 UTC, zero-hour forecast GFS wind field data from Dec. 14. The three images in the left most column show histories for eastbound flights (cyan lines), while the three images in the right most column show the histories for the westbound flights (green lines). The first row of images was generated by running FACET in the simulation mode in which the filed flight plan was flown; the second row contains results from the wind-optimal OD mode; and the last row contains results from the wind-optimal OCB mode. The most important features to note in these images pertain to the amount of structure and the distribution of the flights under the three routing scenarios. The CEP-based flight plan simulation results (top row) and the wind-optimal OCB results (bottom row) maintain a high-level of structure to the traffic pattern, while the wind-optimal OD routes (middle row) contain virtually no structure. On first glance, the wind-optimal OCB routing also tends to maintain the original OC-3 and OC-4 sector loading distribution, whereas the wind-optimal OD routing algorithm appears to significantly alter this distribution. A qualitative discussion of the differences between these data sets will ensue in the forthcoming subsections. 
B. Sector Counts
To quantify the impact that wind-optimal routing can have on the airspace, this section contains both detailed sector count differences for Dec. 14 th and aggregate sector count differences for the five-day period. Beginning first with the detailed sector count differences shown in Fig. 14, several features are worth noting. The left-most image in this figure contains the OC-3 sector counts as a function of time, and the right-most image contains the OC-4 sector counts. In each image, three different curves are presented that represent the number of unique flights observed in a 15-minute period as a function of time. The black curve labeled "FP Simulation" contains the counts resulting from operating FACET in the simulation mode in which aircraft followed their CEP-based flight plan routes, the red line corresponds to the counts when FACET is operated in the wind-optimal OD mode, and finally the blue line corresponds to the results from a FACET wind-optimal OCB simulation. As expected, both the CEPbased flight plan simulation results and the wind-optimal OCB results are in good agreement, and only minor differences between these results are observed. The wind-optimal OD simulation results, on the other hand, exhibit slightly more differences, and several instances in which significant numbers of flights operated in different sectors can be observed. For example, between 1:00 and 4:00 UTC there was notable increase in the OC-3 sector counts for the wind-optimal OD simulations and a corresponding decrease in counts in OC-4. Similar sector count differences are also apparent from 4:00 to 8:00 UTC and 13:00 to 17:00 UTC. The most significant sector count increase occurred at approximately 4:00 UTC in OC-4. At this time, the wind-optimal OD sector count differences increase by over 30%. Although the peak count at this time was still far below the peak observed at 20:30 UTC, resource scheduling algorithms 18 or dynamic re-sectorization 19 could be used to reduce these counts back to nominal levels. Results for the other four days analyzed in this study show similar trends. To better understand the sector count difference trends, Fig. 15 contains histograms of the sector count differences as a function of time over a five-day period for OC-3 (left image) and OC-4 (right image). The blue bars labeled "OD Routing" correspond to differences between the CEP-based flight plan simulation and the wind-optimal OD simulation results, while the red bars labeled "OCB Routing" correspond to differences between the CEP-based flight plan simulation and the wind-optimal OCB simulation results. Examining the OC-3 results first, the average sector count deviation for the "OD Routing" and "OCB Routing" results are 1.8 and -0.02, respectively. The maximum deviations for the "OD Routing" results is 16, while the minimum deviation is -6. Similarly, the maximum deviation observed for the "OCB Routing" case is 7, and the minimum deviation is -8. Continuing next with the OC-4 results, the average sector count deviations for the "OD Routing" and "OCB Routing" results are -2.3 and -0.14, respectively. The maximum deviation for the "OD Routing" results is 6, while the minimum deviation is -17. Similarly, the maximum deviation observed for the "OCB Routing" case is 7, and the minimum deviation is -8.
As seen from these results, the sector count difference deviations in general are minor for both the wind-optimal OD and OCB routes, however during select instances of time sizeable differences can be observed. When interpreting the minimum and maximum results, it is also important to take into consideration the frequency or number of occurrences of these large sector count deviations. For example, when the OC-4 sector count differences are examined, one finds that only 27 out of 485 time instances (or 5.6% of the instances) contained sector count deviations greater than or equal to 10 aircraft for the "OD Routing." To address potential controller workload issues associated with these instances in which the sector count differences exceed a pre-defined threshold, the aforementioned scheduling or re-sectorization techniques may be useful for regulating the sector traffic counts. Figure 15 .
Aggregate Oakland Oceanic Sector 3 (left) and 4 (right) sector count differences.
C. First-Loss-of-Separation Statistics
Changes in the traffic patterns in the Central East Pacific cannot only increase the workload of a controller but can also give rise to an increase in the number of possible losses of separation. With the deployment of the new ATOP system, the FAA is proposing to reduce the separation standards on the CEP routes to 30 nmi lateral spacing, 30 nmi longitudinal spacing, and 1000 ft vertical separation. Using FACET, the simulated trajectories for all eastand westbound flights were examined for possible losses of separation on both the nominal CEP-based flight plan routes, the OD wind-optimal routes, and the OCB wind-optimal routes using these reduced separation standards and two additional sets of more restrictive standards. As previously mentioned, the separation standards for flights on the CEP routes are as follows: 2 o 1,000 feet vertical separation o 50 nmi lateral separation o 5-10 min longitudinal separation using the "Mach Number Technique" that depends on differences in the Mach number between aircraft pairs Since the primary focus of this study was on developing and assessing the impact of wind-optimal routes, and not on developing a conflict probe for Oakland Oceanic airspace, a decision was made to greatly simplify the definition of a first-loss-of-separation (FLOS) event in this study. Therefore, losses of separation were identified under the following three different separation criteria: (1) 30 nmi lateral spacing, 30 nmi longitudinal spacing, and 1000 ft vertical spacing; (2) 40 nmi lateral spacing, 40 nmi longitudinal spacing, and 1000 ft vertical spacing; and (3) 50 nmi lateral spacing, 50 nmi longitudinal spacing, and 1000 ft vertical spacing. For the remainder of this section, the first of these three separation standards will be referred to as the "30/30" separation standard, the second will be referred to as the "40/40" separation standards, and the last of these three will be referred to as the "50/50" separation standard. Both the lateral and longitudinal separation standards for the 30/30 cases are less restrictive than current standards. For the 40/40 cases, the lateral separation standards are less than current standards, as are the longitudinal separation standards, except when the Mach number of the leading aircraft is greater than approximately Mach 0.05 faster than the trailing aircraft. Finally, for the 50/50 cases, the lateral separation standards are the same as current day standards, and the longitudinal standards are less restrictive when the Mach number of the leading aircraft is greater than approximately Mach 0.04 faster than the trailing aircraft.
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For the remainder of this section, FLOS statistics will be presented for both a single day and aggregated over a five-day period. The geographical location for each unique, simulated FLOS event that occurred using the Dec. 16 th data set is presented in Fig. 16 using both the 30/30 (left image) and the 50/50 (right image) separation standards. The red circles in both images depict the unique FLOS locations generated with the CEP-based flight plan simulations, the green squares depict the location generated with the OD wind-optimal routing, and lastly the blue triangles depict the locations resulting from the OCB wind-optimal routing simulation. For the 30/30 cases, there were 13 FLOS events for the CEP-based flight plan simulation results, 24 FLOS events for the OD wind-optimal routing simulation, and 19 FLOS events for the OCB wind-optimal routing simulation. Similarly, for the 50/50 cases, 17 FLOS events were observed for the CEP-based flight plan simulation, 48 FLOS events were observed for the OD wind-optimal routing case, and 31 FLOS events were generated for the OCB wind-optimal routing case.
It is also important to note that the FLOS events depicted in Fig. 16 take place at a wide range of flight levels. For example for the 17 FLOS events associated with the CEP-based flight plan simulations, events were observed at six different flight levels ranging from 320 through 370. With regard to the geographical location of the FLOS events depicted in this figure, there were numerous events near the oceanic center boundary, which presumably would never have occurred if the planes had passed from the Center airspace (e.g. ZHN and ZOA) into the oceanic airspace properly spaced. Recall that the separation standard in the Center airspace is only five nmi in the lateral and longitudinal domain and 1,000 ft in the vertical domain. This refinement would be beneficial to study in more detail as part of a future study. Another feature to note is the large number of FLOS events, especially for the OD wind-optimal simulation case, that occur at the boundary between OC-3 and OC-4. A large number of these events are associated with the westbound traffic streams that were observed to converge on this day at the boundary (see the middle images in Fig. 13 for example) . To begin understanding the potential long-term implications of reducing the separation standards in the Central East Pacific, aggregate FLOS statistics are presented in Fig. 17 . The left-most image in this figure contains the aggregate, five-day FLOS counts for the three different FACET simulations, assuming the following separation standards: 30/30, 40/40, and 50/50. As expected, the number of FLOS events tends to increase with increasing separation standards, and the rate of increase amongst the three different simulations is roughly equal. For all separation standards, the OD wind-optimal routing results lead to the largest number of FLOS events, while the CEP-based simulation results lead to the least number of events. This is to be expected, since the OD wind-optimal routes tend to allow streams of aircraft departing from different areas to converge, whereas the CEP-based routes tend to isolate the predominant traffic streams traveling to and from Hawaii.
The second image in Fig. 17 contains the daily FLOS counts at each date for the three different FACET simulations when the 30/30 separation standards are in place. Typically, the number of FLOS events associated with the CEP-based routing is lower than the other simulation results, and the OD wind-optimal simulation results tend to yield the most number of FLOS events. The total number of FLOS events also tends to track the total aircraft counts that are displayed in Fig. 5 . For example, the lowest aircraft and FLOS counts occurred on Dec. 14 th , while the highest aircraft and FLOS counts occurred on Dec. 16 th . Based on the results presented in this study, the number of FLOS events would significantly increase when transitioning from the nominal (CEP-based) routes to either the wind-optimal OD or OCB routes, which in turn could increase the workload of a controller handling these flights. A follow-on study that explores the use of additional control mechanisms, such as departure or speed controls, is required to determine if the number of FLOS events for the wind-optimal routes can be reduced to the CEP-routing levels. 
D. Path Differences
The final metrics used to quantify the impact of wind-optimal routing in the Central East Pacific are time and distance savings. Here, time savings is defined as the simulated travel time on the CEP-based routes minus the travel time on the wind-optimal routes. Similarly, distance savings is defined as the simulated travel distance on the CEP-based routes minus the travel distance on the wind-optimal routes. This section presents both individual and aggregate savings statistics for the five-day period examined. In Figs. 18-19, the individual distance and time savings statistics for the following eight origin-destination city pairs are presented: SFO-HNL, LAX-HNL, DFW-HNL, ORD-HNL, HNL-SFO, HNL-LAX, HNL-DFW, and HNL-ORD. The SFO and LAX routes were selected because they represent the largest group of flights utilizing the CEP routes (see Fig. 8 ). In contrast the DFW and ORD routes, which account for a relatively minor portion of the CEP route traffic, were selected to represent the potential savings to inland origin-destination city pairs. In both figures, the left-most images contain the results from the FACET wind-optimal OD routing simulations and the right-most images contain the results from the OCB wind-optimal routing simulations. The black circles in each image depict actual savings for an individual flight on one of the analyzed days, and the red squares represent the mean savings along each route with the accompanying standard deviation.
Comparing the two images in Fig. 18 , a number of noteworthy features can be observed. The most obvious and expected feature is that the time savings statistics for the OD routes tend to be slightly larger than the savings on the OCB routes. In general, the savings statistics for the central U.S. origin/destination airports tend to be slightly higher than the savings observed for the west coast origin/destination airports. The amount of dispersion in the OD data points in Fig. 18 is also seen to reduce noticeably when compared to the OCB results. For example, the time savings for the HNL-LAX route varies between zero and 38 minutes on the OD routes, but varies between zero and 20 minutes on the OCB route. Continuing with the individual distance savings statistics that are presented in Fig. 19 , a number of trends that tend to mirror the results in Fig. 18 are observed. The most notable difference between the between the OD (left image) and OCB (right image) wind-optimal routing results is the extent to which the data dispersion is reduced in the OCB simulations. For example, the distance savings results varied between 196 nmi and -16 nmi for flights traveling between SFO and HNL under the OD simulations, but the variance was only between 51 nmi and -17 nmi for the OCB results. It is worth noting that the large distance deviations (>170 nmi) that were observed for the SFO to HNL flights all occurred when using the data sets for Dec. 19 th . As can be seen from the wind fields that are depicted in Fig. 11 , a very strong (>120 kt) head wind existed in much of sector OC-4 on this day. In all four cases in which distance savings greater than 170 nmi were recorded, the filed flight plan routed the plane on a southerly route through OC-3, whereas the OCB wind-optimal route flew the plane on a more direct route through OC-4. Finally, a general trend can also be observed for the OD simulations in which the distance savings is greater for inland origin/destination airports (e.g. DFW and ORD) than it is for origin/destination airports on the west coast (e.g SFO and LAX). As expected, this trend does not hold true for the OCB simulations, since wind-optimal routing is not initiated until the flight reaches the oceanic center boundary. Figure 19 . Wind-optimal OD (left) and OCB (right) distance savings statistics for select origin-destination airport pairs
Aggregate time and distance saving statistics for all origin-destination pairs over the five-day period examined are presented in Figs. 20 and 21 . The left most image in each of these figures depicts the differences between the flight plan and OD wind-optimal routing simulations, while the right most image depicts differences between the flight plan and OCB wind-optimal routing simulations. Thirty-one time bins ranging from zero minutes of savings to 30 minutes of savings in increments of one minute were used to classify the data appearing in Fig. 20 . The average time savings for the OD simulations was 9.9 min with a standard deviation of 7.3 min, while the average time savings for the OCB simulations was 4.8 min with a standard deviation of 5.0 min. For reference, the average travel time on the nominal (CEP-based) routes over the five-days was 5.5 hrs.
A number of interesting trends are evident in the two images appearing in Fig. 20 . Firstly, the time savings statistics are strongly attenuated for the OCB simulations, while the OD simulation results exhibit a large tail. In regards to the significant number of flights with time savings of 30 minutes, over half of these flights occurred with the Dec. 19 th data set and could be attributed to significant differences between the filed flight plan route and the calculated wind-optimal routes. For example, in most instances flights filed through OC-4 encountered a significant head wind, while a more southerly wind-optimal route was available. These very large time savings are by no means the norm and can only be expected when (1) the polar jet stream traverses OC-3 or OC-4 and (2) the air carrier does not compensate for the prevailing wind patterns. Interestingly enough, a sizeable number of the flights with very large time savings were general aviation (GA) flights, which may not have as sophisticated routing software as the major air carriers servicing this market. Aggregate wind-optimal time saving statistics for OD routing (left) and OCB routing (right)
The aggregate, five-day distance savings statistics for both the OD (left-image) and the OCB (right-image) windoptimal routing simulations are presented in Fig. 21 . Twenty-four distance bins ranging from -30 nmi to 200 nmi in steps of 10 nmi were used in creating the histograms in these figures. The average distance savings for the OD simulations was 36 nmi with a standard deviation of 42 nmi, while the average savings for the OCB simulations was 4 nmi with a standard deviation of 29 nmi. For reference, the average travel distance on the nominal (CEP-based) routes over the five-days was 2,401 nmi. The most striking difference between these two figures is the variability of the distance savings results. As previously mentioned, this is to be expected given the fact that the OD wind-optimal routing simulations provide each flight with significantly more routing variability than is provided to flights under the OCB wind-optimal routing simulations. The flights with very large distance savings (>150 nmi) are the same flights that were previously discussed in which large variations in the filed and wind-optimal routes were observed. Aggregate wind-optimal distance saving statistics for OD routing (left) and OCB routing (right)
.
V. Concluding Remarks
This paper contains the results of the first extensive study designed to characterize the flow of traffic on the CEP routes and to assess the potential benefits of transitioning from these fixed routes to user-preferred routes. As a surrogate for the actual user-preferred routes, a minimum-time, wind-optimal dynamic programming algorithm was developed and utilized in this study. The results of this study are important because with the introduction of the FAA's new ATOP system at Oakland Center, increased route flexibility and reduced separation standards can potentially now be accommodated, which can translate directly into increased revenue for the airlines.
The characterization of the traffic patterns on the CEP routes was accomplished by first operating NASA's FACET in playback mode with 120 hrs. of the FAA's ASDI data from December 14-16 and 19-20. From this data set, 911 east-and westbound flights were identified that utilized at least one of the seven CEP routes. Using a suite of newly developed analysis capabilities, the following metrics were calculated: flight level usage, temporal flight distribution, CEP route usage, and origin-destination distribution.
Following the characterization of the nominal traffic patterns on the CEP routes, the results of a comprehensive investigation of the potential benefits associated with transitioning from the fixed CEP based routes to user-preferred routes were presented. To accomplish this task, the aforementioned wind-optimal dynamic programming algorithm was implemented in FACET, and 15, 24-hour simulations were conducted with the modified system. Of these simulations, five routed flights on the nominal (CEP-based) routes, five routed flights between the origin and destination on wind-optimal trajectories (OD), and the remaining five routed flights on nominal trajectories in the non-oceanic domain and wind-optimal trajectories in the oceanic domain (OCB).
The results of these 15, 24-hour simulations were characterized in terms sector count deviations, first loss of separation events, time savings, and distance savings. In general, only minor differences were found when comparing the nominal sector counts with the counts resulting from the wind-optimal simulations. This is significant, since the number of aircraft in a sector contributes significantly to the workload of a controller. In contrast, the number of simulated first-loss-of-separation events was found to dramatically increase in the windoptimal simulations. To reduce the number of these events to an acceptable level, research into additional control strategies, such as departure control, should be investigated. Finally, the average time savings for the OD and OCB wind-optimal routing simulations was found to be 9.9 min and 4.8 min, respectively, while the average distance savings was found to be 36 nmi and 4.0 nmi, respectively.
In conclusion, wind-optimal routes offer a clear advantage over nominal (CEP-based) routes for the airspace users in the Central East Pacific, and research into new control strategies is essential for alleviating workload issues associated with this alternative routing strategy.
