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Estimates for entropy numbers of embedding
operators of function spaces on sets with tree-like
structure: some limiting cases
A.A. Vasil’eva
1 Introduction
In [37] order estimates for entropy numbers of the embedding operator of a weighted
Sobolev space on a John domain into a weighted Lebesgue space were obtained, as
well as estimates for entropy numbers of a two-weighted summation operator on a
tree. Here we consider some critical cases.
Recall the definition of entropy numbers (see, e.g., [6, 9, 32]).
Definition 1. Let X, Y be normed spaces, and let T : X → Y be a linear continuous
operator. Entropy numbers of T are defined by
ek(T ) = inf
{
ε > 0 : ∃y1, . . . , y2k−1 ∈ Y : T (BX) ⊂ ∪
2k−1
i=1 (yi + εBY )
}
, k ∈ N.
Kolmogorov, Tikhomirov, Birman and Solomyak [3, 16, 34] studied properties of
ε-entropy (this magnitude is related to entropy numbers of embedding operators).
Denote by lmp (1 6 p 6∞) the space R
m with norm
‖(x1, . . . , xm)‖lmp =
{
(|x1|
p + · · ·+ |xm|
p)1/p for p <∞,
max{|x1|, . . . , |xm|} for p =∞.
Estimates for entropy numbers of the embedding operator of lmp into l
m
q were obtained
in the paper of Schu¨tt [33] (see also [9]). Later Edmunds and Netrusov [7], [8]
generalized this result for vector-valued sequence spaces (in particular, for sequence
spaces with mixed norm).
Haroske, Triebel, Ku¨hn, Leopold, Sickel and Skrzypczak [10–15, 17–24] studied
the problem of estimating entropy numbers of embeddings of weighted sequence
spaces or weighted Besov and Triebel–Lizorkin spaces.
Triebel [35] and Mieth [31] studied the problem of estimating entropy numbers
of embedding operators of weighted Sobolev spaces on a ball with weights that have
singularity at the origin.
Lifshits and Linde [28] obtained estimates for entropy numbers of two-weighted
Hardy-type operators on a semiaxis (under some conditions on weights). The similar
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problem for one-weighted Riemann-Liouville operators was considered in the paper
of Lomakina and Stepanov [29]. In addition, Lifshits and Linde [25–27] studied the
problem of estimating entropy numbers of two-weighted summation operators on a
tree.
This paper is organized as follows. In §2 we obtain the general result about
upper estimates for entropy numbers of embedding operators of function spaces
on a set with tree-like structure. The properties of such spaces are almost the
same as properties of function spaces defined in [36, 37] (see Assumptions 1, 2,
3), but there are some differences. In particular, here we suppose that (6) holds;
this condition cannot be directly derived from known results for weighted Sobolev
and Lebesgue spaces. Therefore, first we consider some particular cases of function
spaces satisfying Assumptions A–C or A, B, D (see §3) and we prove that these
spaces satisfy Assumptions 1–3. In §4 we obtain order estimates for entropy numbers
of embedding operators of weighted Sobolev spaces; to this end, we prove that under
given conditions on weights Assumptions A–C or A, B, D hold. In §5 we obtain order
estimates for entropy numbers of two-weighted summation operators on a tree in
critical cases.
2 Upper estimates for entropy numbers of embedding
operators of function spaces on sets with tree-like
structure
Let us give some notations.
Let (Ω, Σ, mes) be a measure space. We say that sets A, B ⊂ Ω are disjoint if
mes(A∩B) = 0. Let E, E1, . . . , Em ⊂ Ω be measurable sets, and let m ∈ N∪{∞}.
We say that {Ei}mi=1 is a partition of E if the sets Ei are pairwise disjoint and
mes ((∪mi=1Ei)△ E) = 0.
Denote by χE(·) the indicator function of a set E.
Let G be a graph containing at most countable number of vertices. We shall
denote by V(G) the vertex set of G. Two vertices are called adjacent if there is an
edge between them. Let ξi ∈ V(G), 1 6 i 6 n. The sequence (ξ1, . . . , ξn) is called
a path if the vertices ξi and ξi+1 are adjacent for any i = 1, . . . , n − 1. If all the
vertices ξi are distinct, then such a path is called simple.
Let (T , ξ0) be a tree with a distinguished vertex (or a root) ξ0. We introduce
a partial order on V(T ) as follows: we say that ξ′ > ξ if there exists a simple
path (ξ0, ξ1, . . . , ξn, ξ
′) such that ξ = ξk for some k ∈ 0, n. In this case, we set
ρT (ξ, ξ
′) = ρT (ξ
′, ξ) = n + 1 − k. In addition, we denote ρT (ξ, ξ) = 0. If ξ′ > ξ or
ξ′ = ξ, then we write ξ′ > ξ. This partial order on T induces a partial order on its
subtree.
Let G be a disjoint union of trees (Tj, ξj), 1 6 j 6 k. Then the partial order on
each tree Tj induces the partial order on G.
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Given j ∈ Z+, ξ ∈ V(T ), we denote
Vj(ξ) := V
T
j (ξ) := {ξ
′ > ξ : ρT (ξ, ξ
′) = j}.
For ξ ∈ V(T ) we denote by Tξ = (Tξ, ξ) the subtree in T with vertex set
{ξ′ ∈ V(T ) : ξ′ > ξ}.
Let G be a subgraph in T . Denote by Vmax(G) and Vmin(G) the sets of maximal
and minimal vertices in G, respectively.
Let W ⊂ V(T ). We say that G ⊂ T is a maximal subgraph on the vertex set
W if V(G) = W and any two vertices ξ′, ξ′′ ∈ W adjacent in T are also adjacent
in G. Given subgraphs Γ1, Γ2 ⊂ T , we denote by Γ1 ∩ Γ2 the maximal subgraph in
T on the vertex set V(Γ1) ∩V(Γ2).
Let P = {Tj}j∈N be a family of subtrees in T such that V(Tj) ∩V(Tj′) = ∅ for
j 6= j′ and ∪j∈NV(Tj) = V(T ). Then {Tj}j∈N is called a partition of the tree T . Let
ξj be the minimal vertex of Tj. We say that the tree Ts succeeds the tree Tj (or Tj
precedes the tree Ts) if ξj < ξs and
{ξ ∈ T : ξj 6 ξ < ξs} ⊂ V(Tj).
If Γ ⊂ T is the maximal subgraph on the vertex set W, we set P|Γ = {Γ ∩ Tj}j∈N.
We consider the function spaces on sets with tree-like structure from [36,37].
Let (Ω, Σ, mes) be a measure space, let Θˆ be a countable partition of Ω into
measurable subsets, let (A, ξ0) be a tree such that
∃c1 > 1 : cardV
A
1 (ξ) 6 c1, ξ ∈ V(A), (1)
and let Fˆ : V(A)→ Θˆ be a bijective mapping.
Throughout we consider at most countable partitions into measurable subsets.
Let 1 6 p, q < ∞ be arbitrary numbers. We suppose that, for any measurable
subset E ⊂ Ω, the following spaces are defined:
• the space Xp(E) with seminorm ‖ · ‖Xp(E),
• the Banach space Yq(E) with norm ‖ · ‖Yq(E),
which all satisfy the following conditions:
1. Xp(Ω) ⊂ Yq(Ω);
2. Xp(E) = {f |E : f ∈ Xp(Ω)}, Yq(E) = {f |E : f ∈ Yq(Ω)};
3. if mesE = 0, then dim Yq(E) = dim Xp(E) = 0;
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4. if E ⊂ Ω, Ej ⊂ Ω (j ∈ N) are measurable subsets, E = ⊔j∈NEj , then
‖f‖Xp(E) =
∥∥∥{‖f |Ej‖Xp(Ej)}j∈N
∥∥∥
lp
, f ∈ Xp(E), (2)
‖f‖Yq(E) =
∥∥∥{‖f |Ej‖Yq(Ej)}j∈N
∥∥∥
lq
, f ∈ Yq(E); (3)
5. if E ∈ Σ, f ∈ Yq(Ω), then f · χE ∈ Yq(Ω).
Let P(Ω) ⊂ Xp(Ω) be a subspace of finite dimension r0 and let ‖f‖Xp(Ω) = 0 for
any f ∈ P(Ω). For each measurable subset E ⊂ Ω we write P(E) = {P |E : P ∈
P(Ω)}. Let G ⊂ Ω be a measurable subset and let T be a partition of G. We set
ST (Ω) = {f : Ω→ R : f |E ∈ P(E), f |Ω\G = 0}. (4)
If T is finite, then ST (Ω) ⊂ Yq(Ω) (see property 5).
For any finite partition T = {Ej}nj=1 of the set E and for each function f ∈ Yq(Ω)
we put
‖f‖p,q,T =
(
n∑
j=1
‖f |Ej‖
σp,q
Yq(Ej)
) 1
σp,q
(5)
with σp,q = min{p, q}. Denote by Yp,q,T (E) the space Yq(E) with the norm ‖ · ‖p,q,T .
Notice that ‖ · ‖Yq(E) 6 ‖ · ‖p,q,T .
For each subtree A′ ⊂ A we set
ΩA′ = ∪ξ∈V(A′)Fˆ (ξ).
In [37] upper estimates for entropy numbers of the embedding operator of the
space Xˆp(Ω) into Yq(Ω) were obtained under some conditions on these spaces (the
space Xˆp(Ω) ∼= Xp(Ω)/P(Ω) will be defined later). Some limiting relations between
the parameters were not considered. Here we investigate one of those critical cases.
Throughout we assume that 1 < p < q <∞ and the following conditions hold.
Assumption 1. There exist a partition {At,i}t>t0, i∈Jˆt of the tree A and a number
c > 1 with the following properties.
1. If the tree At′,i′ follows the tree At,i, then t′ = t+ 1.
2. For each vertex ξ∗ ∈ V(A) there exists a linear continuous projection Pξ∗ :
Yq(Ω) → P(Ω) such that for any function f ∈ Xp(Ω) and for any subtree
D ⊂ A rooted at ξ∗
‖f − Pξ∗f‖
q
Yq(ΩD)
6 c
∞∑
t=t0
∑
i∈Jt,D
2(1−
q
p)t‖f‖qXp(ΩDt,i )
; (6)
here
Jt,D = {i ∈ Jˆt : V(At,i) ∩V(D) 6= ∅}, Dt,i = At,i ∩ D. (7)
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Assumption 2. There exist numbers δ∗ > 0 and c2 > 1 such that for each vertex
ξ ∈ V(A) and for any n ∈ N, m ∈ Z+ there exists a partition Tm,n(G) of the set
G = Fˆ (ξ) with the following properties:
1. cardTm,n(G) 6 c2 · 2mn.
2. For any E ∈ Tm,n(G) there exists a linear continuous operator PE : Yq(Ω) →
P(E) such that for any function f ∈ Xp(Ω)
‖f − PEf‖Yq(E) 6 (2
mn)−δ∗2(
1
q
− 1
p)t‖f‖Xp(E), (8)
where t > t0 is such that ξ ∈ ∪j∈JˆtV(At,j).
3. For any E ∈ Tm,n(G)
card {E ′ ∈ Tm±1,n(G) : mes(E ∩ E
′) > 0} 6 c2. (9)
Assumption 3. There exist numbers γ∗ > 0, c3 > 1 and an absolutely continuous
function ψ∗ : (0, ∞)→ (0, ∞) such that lim
y→∞
yψ′∗(y)
ψ∗(y)
= 0 and for νt :=
∑
i∈Jˆt
cardV(At,i)
the following estimate holds:
νt 6 c3 · 2
γ∗2tψ∗(2
2t) =: c3νt, t > t0. (10)
Assumption 1 together with the inequality p < q implies that for any t > t0
and for each vertex ξ∗ ∈ VAt−t0(ξ0) there exists a linear continuous projection Pξ∗ :
Yq(Ω) → P(Ω) such that for any function f ∈ Xp(Ω) and for any subtree D ⊂ A
rooted at ξ∗
‖f − Pξ∗f‖Yq(ΩD) 6 c · 2
( 1q−
1
p)t‖f‖Xp(ΩD). (11)
Hence, Assumptions 1–3 from [36, 37] hold with λ∗ = µ∗ =
1
p
− 1
q
and u∗ ≡ 1.
In particular, there exist a linear continuous projection Pˆ : Yq(Ω) → P(Ω) and a
number M > 0 such that for any function f ∈ Xp(Ω) the following estimate holds:
‖f − Pˆ f‖Yq(Ω) 6M‖f‖Xp(Ω).
As Pˆ we take the operator Pξ0 (recall that ξ0 is the root of A). Similarly as in [37]
we set
Xˆp(Ω) = {f − Pˆ f : f ∈ Xp(Ω)}
and denote by I the embedding operator of Xˆp(Ω) into Yq(Ω).
We set Z0 = (p, q, c1, c2, c3, c, δ∗, γ∗, ψ∗).
We use the following notations for order inequalities. Let X, Y be sets, and let
f1, f2 : X × Y → R+. We write f1(x, y) .
y
f2(x, y) (or f2(x, y) &
y
f1(x, y)) if for
any y ∈ Y there exists c(y) > 0 such that f1(x, y) 6 c(y)f2(x, y) for any x ∈ X;
f1(x, y) ≍
y
f2(x, y) if f1(x, y) .
y
f2(x, y) and f2(x, y) .
y
f1(x, y).
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Theorem 1. Suppose that Assumptions 1–3 hold. Then
en(I : Xˆp(Ω)→ Yq(Ω)) .
Z0
n
1
q
− 1
p . (12)
Similarly as in [36], [37] we introduce some more notation.
• ξˆt,i is the minimal vertex of the tree At,i.
• Gt = ∪ξ∈V(Γt)Fˆ (ξ) = ∪i∈JˆtΩAt,i .
• Γ˜t is the maximal subgraph on the vertex set ∪j>tV(Γj), t ∈ N.
• {A˜t,i}i∈Jt is the set of connected components of the graph Γ˜t.
• U˜t,i = ∪ξ∈V(A˜t,i)Fˆ (ξ).
• U˜t = ∪i∈JtU˜t,i = ∪ξ∈V(Γ˜t)Fˆ (ξ).
If t > t0, then
Vmin(Γ˜t) = Vmin(Γt) = {ξˆt,i}i∈Jˆt (13)
(see [36]); hence, we may assume that
J t = Jˆt, t > t0. (14)
The set Jˆt0 is a singleton. Denote {i0} = Jˆt0 .
In [37] the operators Qt and Pt,m were defined as follows.
Definition of the operator Qt. For each t > t0, i ∈ Jˆt
(14)
= J t there exists a
linear continuous operator P˜t,i : Yq(Ω)→ P(Ω) such that for any function f ∈ Xˆp(Ω)
and for any subtree A′ ⊂ A rooted at ξˆt,i
‖f − P˜t,if‖Yq(ΩA′ )
(11)
.
Z0
2−(
1
p
− 1
q )t‖f‖Xp(ΩA′ ). (15)
As P˜t,i we take Pξˆt,i. From the definition of the space Xˆp(Ω) and of the operator Pˆ
it follows that P˜t0,i0|Xˆp(Ω) = 0 (see [37]).
We set
Qtf(x) = P˜t,if(x) = Pξˆt,if(x) for x ∈ U˜t,i, i ∈ J t,
Qtf(x) = 0 for x ∈ Ω\U˜t,
(16)
Tt = {Ut+1,i}i∈Jt+1. (17)
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Since p < q, we have for any f ∈ BXˆp(Ω)
‖f −Qtf‖Yq(U˜t) 6 ‖f −Qtf‖Yp,q,Tt−1 (U˜t)
(15)
.
Z0
2−(
1
p
− 1
q )t. (18)
Notice that if t < t0, then Qtf = Qt+1f = 0 (since P˜t,i0 = 0 for t < t0).
Throughout we set log x := log2 x.
Definition of the operators Pt,m. For t > t0 we set
mt = ⌈log νt⌉. (19)
In [36] for each m ∈ Z+ the set Gm,t ⊂ Gt, the partition T˜t,m of the set Gm,t and
the linear continuous operator
Pt,m : Yq(Ω)→ ST˜t,m(Ω) (20)
we constructed. Here the following properties hold:
1. Gm,t ⊂ Gm+1,t, Gmt,t = Gt;
2. for any m ∈ Z+
card T˜t,m .
Z0
2m; (21)
3. for any function f ∈ Xˆp(Ω) and for any set E ∈ T˜t,m
‖f − Pt,mf‖Yq(E) .
Z0
2−(
1
p
− 1
q )t‖f‖Xp(E), m 6 mt, (22)
‖f − Pt,mf‖Yq(E) .
Z0
2−(
1
p
− 1
q )t · 2−δ∗(m−mt)‖f‖Xp(E), m > mt; (23)
4. for any set E ∈ T˜t,m
card {E ′ ∈ T˜t,m±1 : mes(E ∩ E
′) > 0} .
Z0
1. (24)
Moreover, we may assume that
T˜mt,t = {Fˆ (ξ)}ξ∈V(Γt), (25)
Pt,mtf |Fˆ (ξ) = Pξf |Fˆ (ξ), ξ ∈ V(Γt) (26)
(it follows from the construction in [36, p. 37–40]).
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Let
t∗(n) = min{t ∈ N : νt > n}, (27)
t∗∗(n) = min{t ∈ N : νt > 2
n}. (28)
Then
2t∗(n) ≍
Z0
logn, 2t∗∗(n) ≍
Z0
n (29)
(see [37, formula (49)]).
For any f ∈ Xˆp(Ω) the following equality holds:
f =
t∗(n)−1∑
t=t0
(Qt+1f −Qtf)χU˜t+1+
+
t∗(n)−1∑
t=t0
∞∑
m=0
(Pt,m+1f − Pt,mf)χGm,t + (f −Qt∗(n)f)χU˜t∗(n)
(30)
(it can be proved similarly as formula (82) in [36]).
We set
Q˜f |Gt = Pt,mtf |Gt, t > t0, (31)
Q˜n,mf |Gt = Pt,mt+mf |Gt for t∗(n) 6 t < t∗∗(n), m ∈ Z+,
Q˜n,mf |Gt = 0 for t < t∗(n) or t > t∗∗(n).
(32)
Since ‖f − Pt,mtf‖Yq(Fˆ (ξ))
(22),(25)
.
Z0
2−(
1
p
− 1
q )t‖f‖Xp(Fˆ (ξ)) for any ξ ∈ V(Γt) and the
space Yq(Ω) is Banach, we get from the inequality p < q that for any f ∈ Xˆp(Ω) the
inclusion Q˜f ∈ Yq(Ω) holds and
‖f − Q˜f‖Yq(U˜t∗∗(n)) .
Z0
2(
1
q
− 1
p)t∗∗(n)‖f‖Xp(Ω)
(29)
.
Z0
n
1
q
− 1
p‖f‖Xp(Ω). (33)
Further,
(f −Qt∗(n)f)χU˜t∗(n) = (Q˜f −Qt∗(n)f)χU˜t∗(n)+
+
∞∑
m=0
(Q˜n,m+1f − Q˜n,mf) + (f − Q˜f)χU˜t∗∗(n);
(34)
indeed, from (23), (31) and (32) it follows that
∞∑
m=0
(Q˜n,m+1f − Q˜n,mf) = (f −
Q˜f)χU˜t∗(n)\U˜t∗∗(n).
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Lemma 1. There exists a sequence {kt}
t∗(n)−1
t=t0 ⊂ N such that
t∗(n)−1∑
t=t0
(kt − 1) .
Z0
n, (35)
t∗(n)−1∑
t=t0
ekt(Qt+1 −Qt : Xˆp(Ω)→ Yq(U˜t+1)) .
Z0
n
1
q
− 1
p . (36)
Lemma 2. There exists a sequence {kt,m}t06t<t∗(n),m∈Z+ ⊂ N such that
∑
t,m
(kt,m−1) .
Z0
n,
t∗(n)−1∑
t=t0
∞∑
m=0
ekt,m(Pt,m+1 − Pt,m : Xˆp(Ω)→ Yq(Gm,t)) .
Z0
n
1
q
− 1
p .
Lemmas 1 and 2 are proved similarly as Lemmas 6 and 7 in [37].
Lemma 3. We have
en((Q˜−Qt∗(n))χU˜t∗(n) : Xˆp(Ω)→ Yq(Ω)) .
Z0
n
1
q
− 1
p .
Notice that for t∗∗(n) 6 t0 this estimate follows from (33). Hence, throughout
we assume that t∗∗(n) > t0.
We need some auxiliary assertions.
For any ν ∈ N we denote by Iν the identity operator on Rν .
Theorem A. [9, 33]. Let 1 6 p 6 q 6∞. Then
ek(Iν : l
ν
p → l
ν
q ) ≍
p,q


1, 1 6 k 6 log ν,(
log(1+ νk)
k
) 1
p
− 1
q
, log ν 6 k 6 ν,
2−
k
ν ν
1
q
− 1
p , ν 6 k.
The following properties of entropy numbers are well-known (see, e.g., [9, 32]):
1. if T : X → Y , S : Y → Z are linear continuous operators, then ek+l−1(ST ) 6
ek(S)el(T );
2. if T, S : X → Y are linear continuous operators, then
ek+l−1(S + T ) 6 ek(S) + el(T ). (37)
In particular, from the first property it follows that
ek(ST ) 6 ‖S‖ek(T ), ek(ST ) 6 ‖T‖ek(S). (38)
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Theorem B. [25]. Let X, Y be normed spaces, and let V ∈ L(X, Y ), {Vν}ν∈N ⊂
L(X, Y ). Then for any n ∈ N
en+[log2 |N |]+1(V ) 6 sup
ν∈N
en(Vν) + sup
x∈BX
inf
ν∈N
‖V x− Vνx‖Y .
Lemma 4. [39]. Let (T , ξ∗) be a tree with finite vertex set, let
cardV1(ξ) 6 k for any vertex ξ ∈ V(T ), (39)
and let the mapping Φ : 2V(T ) → R+ satisfy the following conditions:
Φ(V1 ∪ V2) > Φ(V1) + Φ(V2), V1, V2 ⊂ V(T ), V1 ∩ V2 = ∅, (40)
Φ(V(T )) > 0. Then there is a number C(k) > 0 such that for any n ∈ N there
exists a partition Sn of the tree T into at most C(k)n subtrees Tj, which satisfies
the following conditions:
1. Φ(V(Tj)) 6
(k+2)Φ(V(T ))
n
for any j such that cardV(Tj) > 2;
2. if m 6 2n, then each element of Sn intersects with at most C(k) elements of
Sm.
Lemma 5. [36]. Let T be a finite partition of a measurable subset G ⊂ Ω, ν =
dimST (Ω) (see (4)). Then there exists a linear isomorphism A : ST (Ω) → Rν such
that ‖A‖Yp,q,T (G)→lνσp,q .
σp,q , r0
1, ‖A−1‖lνq→Yq(G) .
q, r0
1.
Lemma 6. [44, formula (60)]. Let Λ∗ : (0, +∞) → (0, +∞) be an absolutely
continuous function such that lim
y→+∞
yΛ′∗(y)
Λ∗(y)
= 0. Then for any ε > 0
t−ε .
ε,Λ∗
Λ∗(ty)
Λ∗(y)
.
ε,Λ∗
tε, 1 6 y <∞, 1 6 t <∞. (41)
Given t∗(n) 6 t 6 t∗∗(n), i ∈ Jˆt, we denote
At,i =
{
At,i for t < t∗∗(n),
A˜t∗∗(n),i for t = t∗∗(n),
Γt = Γt for t < t∗∗(n), Γt∗∗(n) = Γ˜t∗∗(n). Let D be a subtree in Γ˜t∗(n). We set
Jˆt,D = {i ∈ Jˆt : V(At,i) ∩V(D) 6= ∅}, Dt,i = At,i ∩ D. (42)
Throughout we take as ε = ε(Z0) > 0 a sufficiently small number (it will be
chosen later by Z0).
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Proof of Lemma 3. We set t′∗(n) = max{t∗(n), t0}.
Step 1. Given t < t∗∗(n), we denote by Aˆt the subtree in A with vertex set
V(A)\V(Γ˜t+1).
Let f ∈ BXˆp(Ω). For each t′∗(n) 6 t < t∗∗(n) we define the mapping Φf,t :
2V(Aˆt) → R+ by
Φf,t(W) =
∑
ξ∈W∩V(Γt)
‖f‖p
Xp(Fˆ (ξ))
.
Then for any disjoint sets W1, W2 we have
Φf,t(W1 ⊔W2) = Φf,t(W1) + Φf,t(W2). (43)
For each t′∗(n) 6 t < t∗∗(n) we set
εt =
∑
ξ∈V(Γt)
‖f‖p
Xp(Fˆ (ξ))
;
nt = ⌈n · 2−tεt⌉ if εt > 0; nt = 1 if εt = 0.
(44)
Then
t∗∗(n)−1∑
t=t′∗(n)
εt 6 1, (45)
t∗∗(n)−1∑
t=t′∗(n)
2tnt 6
t∗∗(n)−1∑
t=t′∗(n)
nεt +
t∗∗(n)−1∑
t=t′∗(n)
2t
(29),(45)
6 Cˆ(Z0)n (46)
with Cˆ(Z0) ∈ N. By (44),
Φf,t(V(Aˆt)) = εt. (47)
Let f 6= 0. It follows from Lemma 4 and (1) that there exists a number C(Z0) ∈ N
and a family of partitions {Tf,t,l}06l6lognt of the tree Aˆt, which satisfy the following
conditions:
cardTf,t,l 6 C(Z0)2
−lnt, (48)
card {A′′ ∈ Tf,t,l±1 : V(A
′) ∩V(A′′) 6= ∅} .
Z0
1, A′ ∈ Tf,t,l, (49)
and for any subtree A′ ∈ Tf,t,l such that cardV(A′) > 2
Φf,t(V(A
′))
(47)
6 C(Z0)2
ln−1t εt. (50)
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Moreover, we may assume that
Tf,t,⌊lognt⌋ = {Aˆt}. (51)
For f ≡ 0 we set Tf,t,l = {Aˆt}.
Given t < t∗∗(n), we denote
Wt =
{
ξ ∈ V(Γt) : {ξ} ∈ Tf,t,0, ‖f‖
p
Xp(Fˆ (ξ))
> C(Z0)n
−1
t εt
}
, (52)
Wt = {ξ ∈Wt : V
A
1 (ξ) ∩ {ξˆt+1,j}j∈Jˆt+1 6= ∅}, (53)
St = {ξ ∈ V(Γt) : ∃D ∈ Tf,t,0 : ξ ∈ Vmin(D)}, (54)
Sˆt = St ∪
(
∪ξ∈Wt−1 [V
A
1 (ξ) ∩V(Γt)]
)
for t < t∗∗(n),
Sˆt∗∗(n) = ∪ξ∈Wt∗∗(n)−1 [V
A
1 (ξ) ∩V(Γt∗∗(n))],
(55)
Sˆ =
(
∪t∗∗(n)t=t′∗(n)Sˆt
)
∪ {ξt′∗(n),j}j∈Jˆt′∗(n)
. (56)
Then
Sˆ\ ∪t∗∗(n)−1t=t′∗(n) St ⊂ ∪
t∗∗(n)
t=t′∗(n)
{ξˆt,j : j ∈ Jˆt}, Wt ⊂ St. (57)
For each vertex ξ ∈ Sˆ we denote by D(ξ) the tree with vertex set
V(D(ξ)) = {ξ
′ > ξ : [ξ, ξ′] ∩ Sˆ = {ξ}}. (58)
We set
Tf = {D(ξ) : ξ ∈ Sˆ}. (59)
Then Tf is a partition of the graph Γ˜t′∗(n) into subtrees.
Step 2. We say that D ∈ T˜f if D ∈ Tf and for any ξ ∈Wt we have D 6= {ξ}.
Let (D, ξ∗) ∈ T˜f . Then ξ∗ ∈ V(Γ˜t′∗(n)). From Assumption 1 and the inequality
p < q it follows that
‖f − Pξ∗f‖
q
Yq(ΩD)
(6),(42)
.
Z0
t∗∗(n)∑
t=t′∗(n)
2t(1−
q
p)
∑
j∈Jˆt,D
‖f‖qXp(ΩDt,j )
,
‖f − Q˜f‖qYq(ΩD)
(31)
=
t∗∗(n)∑
t=t′∗(n)
∑
j∈Jˆt,D
‖f − Pt,mtf‖
q
Yq(ΩDt,j
)
(22)
.
Z0
12
.t∗∗(n)∑
t=t′∗(n)
2t(1−
q
p)
∑
j∈Jˆt,D
‖f‖qXp(ΩDt,j )
.
Hence,
∑
(D, ξ∗)∈T˜f
‖f − Pξ∗f‖
q
Yq(ΩD)
.
Z0
t∗∗(n)∑
t=t′∗(n)
2t(1−
q
p)
∑
(D, ξ∗)∈T˜f
∑
j∈Jˆt,D
‖f‖qXp(ΩDt,j )
, (60)
∑
(D, ξ∗)∈T˜f
‖f − Q˜f‖qYq(ΩD) .
Z0
t∗∗(n)∑
t=t′∗(n)
2t(1−
q
p)
∑
(D, ξ∗)∈T˜f
∑
j∈Jˆt,D
‖f‖qXp(ΩDt,j )
. (61)
Denote by T˜f,t the family of trees D˜ ∈ Tf,t,0 such that∑
ξ∈V(D˜)∩V(Γt)
‖f‖p
Xp(Fˆ (ξ))
6 C(Z0)n
−1
t εt. (62)
Assertion 1. Let D ∈ T˜f , t′∗(n) 6 t < t∗∗(n), j ∈ Jt,D. Then there exists a tree
T ∈ T˜f,t such that Dt,j = Tt,j .
Proof of Assertion 1. Let D = D(ξ∗), ξ∗ ∈ Sˆ. Since j ∈ Jt,D, the vertices ξ∗ and
ξˆt,j are comparable. There exists a tree T ∈ Tf,t,0 such that
max{ξ∗, ξˆt,j} ∈ V(T ). (63)
We claim thatV(Dt,j) ⊂ V(T ). Indeed, let ξ ∈ V(Dt,j)\V(T ). Then ξ > max{ξˆt,j, ξ∗}.
We set
η∗ = min{η ∈ [max{ξ∗, ξˆt,j}, ξ] : η /∈ V(T )} > ξ∗.
Then η∗ ∈ V(Γt) and there exists a tree T ′ ∈ Tf,t,0 such that η∗ is the minimal
vertex of T ′. Hence, η
(54)
∈ St
(55),(56)
⊂ Sˆ; therefore, ξ
(58)
/∈ V(D), which leads to a
contradiction.
Thus, V(Tt,j) ⊃ V(Dt,j) 6= ∅.
Let us show that V(Tt,j) ⊂ V(Dt,j). Denote by ξˆ the minimal vertex of the
tree T . Since V(Tt,j) 6= ∅, the vertices ξˆ and ξˆt,j are comparable. Let us show that
max{ξ∗, ξˆt,j} = max{ξˆ, ξˆt,j}. Indeed, by (63) we have max{ξ∗, ξˆt,j} > max{ξˆ, ξˆt,j}.
If the inequality is strict, then ξ∗ > ξˆt,j. In addition, ξ∗ ∈ V(At,j) ∩ Sˆ, and by (54)
and (57) we get ξ∗ ∈ St; i.e., ξ∗ is the minimal vertex of some tree from the partition
Tf,t,0. By (63), ξ∗=ξˆ.
Thus,
max{ξˆ, ξˆt,j} = max{ξ∗, ξˆt,j} ∈ V(Dt,j). (64)
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Suppose that there exists a vertex ξ ∈ V(Tt,j)\V(D). We set
η∗∗ = min
([
max{ξˆ, ξˆt,j}, ξ
]
\V(D)
)
. (65)
Then η∗∗ > max{ξˆ, ξˆt,j} and η∗∗ ∈ V(At,j). Hence, η∗∗ /∈ ∪
t∗∗(n)
t′=t′∗(n)
{ξˆt′,i : i ∈ Jˆt′}.
Further, η∗∗ ∈ V(Tt,j); therefore, η∗∗ /∈ ∪
t∗∗(n)
t′=t′∗(n)
St′ by (54). From (57) it follows that
η∗∗ /∈ Sˆ. This together with (58), (64), (65) yields that [ξ∗, η∗∗]∩ Sˆ = {ξ∗}; applying
(58) once again, we get that η∗∗ ∈ V(D), which leads to a contradiction.
It remains to check that T ∈ T˜f,t. If T /∈ T˜f,t, then V(T )
(50),(62)
= {ξ},
‖f‖Xp(Fˆ (ξ)) > C(Z0)n
−1
t εt; i.e., ξ
(52)
∈ Wt. Then either ξ ∈ Wt (in this case,
V
A
1 (ξ)
(54),(55)
⊂ St ∪ Sˆt+1) or VA1 (ξ)
(54)
⊂ St. Hence, VA1 (ξ)
(56)
⊂ Sˆ. This implies
that V(D)
(58)
= {ξ} and D /∈ T˜f . This completes the proof of Assertion 1. ⋄
By (54), the first inclusion of (57), (58) and (59), for any tree D ∈ Tf we have
Dt∗∗(n),j = A˜t∗∗(n),j , j ∈ Jt∗∗(n). This together with Assertion 1 yields that
t∗∗(n)∑
t=t′∗(n)
2t(1−
q
p)
∑
(D, ξ∗)∈T˜f
∑
j∈Jˆt,D
‖f‖qXp(ΩDt,j )
6
t∗∗(n)−1∑
t=t′∗(n)
2t(1−
q
p)
∑
T ∈T˜f,t
∑
j∈Jt,T
‖f‖qXp(ΩTt,j )
+
+2t∗∗(n)(1−
q
p)
∑
j∈Jˆt∗∗(n)
‖f‖qXp(ΩA˜t∗∗(n),j )
(29)
.
Z0
n1−
q
p+
+
t∗∗(n)−1∑
t=t′∗(n)
2t(1−
q
p)
∑
T ∈T˜f,t

 ∑
ξ∈V(T )∩V(Γt)
‖f‖p
Xp(Fˆ (ξ))


q
p
(62)
.
Z0
. n1−
q
p +
t∗∗(n)−1∑
t=t′∗(n)
2t(1−
q
p)
∑
T ∈T˜f,t
ε
q
p
t n
− q
p
t
(48)
.
Z0
n1−
q
p +
t∗∗(n)−1∑
t=t′∗(n)
2t(1−
q
p)ε
q
p
t n
1− q
p
t ;
i.e.,
t∗∗(n)∑
t=t′∗(n)
2t(1−
q
p)
∑
(D, ξ∗)∈T˜f
∑
j∈Jˆt,D
‖f‖qXp(ΩDt,j )
.
Z0
n1−
q
p +
t∗∗(n)−1∑
t=t′∗(n)
2t(1−
q
p)ε
q
p
t n
1− q
p
t =: A. (66)
If n · 2−tεt > 1, then nt
(44)
≍ n · 2−tεt; hence,
2t(1−
q
p)ε
q
p
t n
1− q
p
t ≍
p,q
2t(1−
q
p)ε
q
p
t n
1− q
p2−t(1−
q
p)ε
1− q
p
t = n
1− q
p εt.
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If n · 2−tεt < 1, then nt = 1. From (45) it follows that εt 6 1. Therefore,
A .
Z0
n1−
q
p +
t∗∗(n)−1∑
t=t′∗(n)
n1−
q
p εt +
t∗∗(n)−1∑
t=t′∗(n)
2t(1−
q
p)
(45)
.
Z0
n1−
q
p + 2t∗∗(n)(1−
q
p)
(29)
.
Z0
n1−
q
p . (67)
From (60), (61), (66), (67) we get that∑
(D, ξ∗)∈T˜f
(‖f − Pξ∗f‖
q
Yq(ΩD)
+ ‖f − Q˜f‖qYq(ΩD)) .
Z0
n1−
q
p ;
this yields ∑
(D, ξ∗)∈T˜f
‖Q˜f − Pξ∗f‖
q
Yq(ΩD)
.
Z0
n1−
q
p . (68)
Step 3. Let T be a partition of Γ˜t′∗(n) into subtrees. For each (D, ξ∗) ∈ T we set
PTf |ΩD = Pξ∗f −Qt′∗(n)f. (69)
In addition, we put
PTf |Ω\U˜t′∗(n)
= 0. (70)
Then
‖Q˜f −Qt′∗(n)f − PTf‖
q
Yq(U˜t′∗(n)
)
=
∑
(D, ξ∗)∈T
‖Q˜f − Pξ∗f‖
q
Yq(ΩD)
(26),(31)
=
=
∑
(D, ξ∗)∈T, cardV(D)>2
‖Q˜f − Pξ∗f‖
q
Yq(ΩD)
.
In particular, from (68) and the definition of T˜f (see the beginning of Step 2) it
follows that
‖Q˜f −Qt′∗(n)f − PTff‖
q
Yq(U˜t′∗(n)
)
.
Z0
n1−
q
p . (71)
Step 4. Let us define the family N of partitions of the graph Γ˜t′∗(n) into subtrees.
Each of these partitions is constructed as follows. Let C(Z0), Cˆ(Z0) be as defined at
Step 1.
1. We choose the sequence {nt}
t∗∗(n)−1
t=t′∗(n)
⊂ N such that
t∗∗(n)−1∑
t=t′∗(n)
2tnt 6 Cˆ(Z0)n. (72)
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2. For each t ∈ {t′∗(n), . . . , t∗∗(n)− 1} we take C(Z0)nt vertices in V(Γt) (some
of them may coincide); we denote this set by Ut.
3. For each t ∈ {t′∗(n), . . . , t∗∗(n) − 1} we choose an arbitrary subset Vˆt of
{ξ ∈ Ut : VA1 (ξ) ∩V(Γt+1) 6= ∅}.
4. Let
U = ∪j∈Jˆt′∗(n)
{ξˆt′∗(n),j} ∪
(
∪t∗∗(n)−1t=t′∗(n) Ut
)
∪
(
∪t∗∗(n)−1t=t′∗(n) ∪ξ∈Vˆt [V
A
1 (ξ) ∩V(Γt+1)]
)
.
This vertex set generates the desired partition T of the graph Γ˜t′∗(n) into
subtrees:
T = {D′(ξ) : ξ ∈ U}, V(D
′
(ξ)) = {ξ
′ > ξ : [ξ, ξ′] ∩U = {ξ}}. (73)
Let us estimate the value |N |.
1. First we estimate the number of choices of {nt}
t∗∗(n)−1
t=t′∗(n)
(we denote this value
by N1). Let 1 6 l 6 Cˆ(Z0)n. The number of choices of nt ∈ N such that
t∗∗(n)−1∑
t=t′∗(n)
2tnt = l can be estimated from above by the number of choices of
numbers nˆt ∈ N such that
t∗∗(n)−1∑
t=t′∗(n)
nˆt = l. The last magnitude can be estimated
from above by the number of partitions of {1, . . . , l} into t∗∗(n) − t′∗(n)
intervals. This value does not exceed (l + t∗∗(n)− t′∗(n))
t∗∗(n)−t′∗(n)−1. Hence,
N1 6
∑
16l6Cˆ(Z0)n
(l + t∗∗(n)− t
′
∗(n))
t∗∗(n)−t′∗(n)−1 6
6
Cˆ(Z0)n+t∗∗(n)∑
k=1
kt∗∗(n)−1 .
Z0
(Cˆ(Z0)n+ t∗∗(n))
t∗∗(n) =: N ′1.
2. Given the sequence {nt}
t∗∗(n)−1
t=t′∗(n)
, we estimate the number of choices of a set
∪t∗∗(n)−1t=t′∗(n) Ut (we denote this magnitude by N2). We have
N2
(10)
6
t∗∗(n)−1∏
t=t′∗(n)
(c3νt)
C(Z0)nt =: N ′2.
3. Let us estimate the number of choices of Vˆt, t
′
∗(n) 6 t 6 t∗∗(n) − 1 (denote
this value by N3). Since cardUt 6 C(Z0)nt, we have
N3 6
t∗∗(n)−1∏
t=t′∗(n)
2C(Z0)nt =: N ′3.
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Thus, |N | 6 N ′1N
′
2N
′
3, which yields
log |N | 6 t∗∗(n) log(Cˆ(Z0)n+ t∗∗(n)) +
t∗∗(n)−1∑
t=t′∗(n)
C(Z0)nt log(c3νt)+
+
t∗∗(n)−1∑
t=t′∗(n)
C(Z0)nt
(10),(29),(41)
.
Z0
(log n)2 +
t∗∗(n)−1∑
t=t′∗(n)
2tnt
(72)
.
Z0
n;
i.e.,
log |N |.
Z0
n. (74)
Step 5. Denote by N ′ the family of partitions Tf , f ∈ BXˆp(Ω) (see (59)). Then
N ′ ⊂ N (it follows from (52)–(56), (58), (73) and from the estimates (46), (48)).
By (74) and Theorem B, there exists l∗ = l∗(Z0) ∈ N such that
el∗n(Q˜−Qt′∗(n) : Xˆp(Ω)→ Yq(U˜t′∗(n))) 6
6 sup
f∈BXˆp(Ω)
inf
T∈N ′
‖Q˜f−Qt′∗(n)f−PTf‖Yq(U˜t′∗(n))
+ sup
T∈N ′
en(PT : Xˆp(Ω)→ Yq(U˜t′∗(n))) 6
6 sup
f∈BXˆp(Ω)
‖Q˜f −Qt′∗(n)f − PTff‖Yq(U˜t′∗(n))
+ sup
T∈N ′
en(PT : Xˆp(Ω)→ Yq(U˜t′∗(n))) .
Z0
(71)
.
Z0
n
1
q
− 1
p + sup
T∈N ′
en(PT : Xˆp(Ω)→ Yq(U˜t′∗(n))).
Step 6. It remains to prove that
en(PTf : Xˆp(Ω)→ Yq(U˜t′∗(n))) .
Z0
n
1
q
− 1
p , (75)
where f ∈ BXˆp(Ω).
Recall that Tf = {D(ξ) : ξ ∈ Sˆ}, where Sˆ is defined by (56) and D(ξ) is defined
by formula (58). Also we observe that if ξ = ξˆt′∗(n),j for some j ∈ Jˆt′∗(n), then
PTf |ΩD(ξ)
(69)
= (Pξˆt′∗(n),j
−Qt′∗(n))|ΩD
(ξˆ
t′∗(n),j
)
(16)
= 0. (76)
Let t′∗(n) 6 t < t∗∗(n). Recall that the sets St and Wt are defined by formulas
(54) and (53), respectively. We set
Vf,t = St ∪ {ξ ∈ V(Γt+1)\St+1 : ∃η ∈Wt : ξ ∈ V
A
1 (η)}. (77)
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Notice that Vf,t ⊂ Sˆ by (55), (56). Denote by Γˆf,t the maximal subgraph in A on
vertex set
V(Γˆf,t) = ∪ξ∈Vf,tV(D(ξ)). (78)
We set
Ω(f,t) = ∪ξ∈V(Γˆf,t)Fˆ (ξ), P(f,t)h = PTfh · χΩ(f,t), h ∈ Yq(Ω). (79)
Denote
T
′
f,t = {D(ξ)}ξ∈Vf,t . (80)
Then T′f,t is a partition of the graph Γˆf,t.
We claim that
PTf =
t∗∗(n)−1∑
t=t′∗(n)
P(f,t). (81)
Indeed, let h ∈ Yq(Ω). If x ∈ ∪
t∗∗(n)−1
t=t′∗(n)
∪ξ∈Vf,t ΩD(ξ) , then by (79) we get PTfh(x) =
t∗∗(n)−1∑
t=t′∗(n)
P(f,t)h(x). In other cases we have
t∗∗(n)−1∑
t=t′∗(n)
P(f,t)h(x) = 0. On the other hand, if
PTfh(x) 6= 0, then x ∈ ΩD(ξ) for some ξ ∈ Sˆ by (59) and (70). From (55), (56), (76)
and (77) it follows that ξ ∈ Vf,t for some t ∈ {t′∗(n), . . . , t∗∗(n)−1}. This completes
the proof of (81).
Let us prove that there exists a sequence {kt}t′∗(n)6t<t∗∗(n) such that
t∗∗(n)−1∑
t=t′∗(n)
(kt − 1) .
Z0
n,
t∗∗(n)−1∑
t=t′∗(n)
ekt(P(f,t) : Xˆp(Ω)→ Yq(Ω)) .
Z0
n
1
q
− 1
p . (82)
Let ξ ∈ St. If ξ ∈ St\Wt, then we set
D˜(ξ) = D(ξ), P˜(f,t)|ΩD˜(ξ)
= P(f,t)|ΩD(ξ)
(69),(79)
= (Pξ −Qt′∗(n))|ΩD(ξ) . (83)
If η ∈Wt, then we denote by D˜(η) the tree with vertex set
V(D˜(η)) = {η} ∪
(
∪ξ∈VA1 (η)∩V(Γt+1)\St+1V(D(ξ))
)
(84)
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and put
P˜(f,t)|ΩD˜(η)
= (Pη −Qt′∗(n))|ΩD˜(η)
. (85)
Observe that by (78) we have
T
′′
f,t := {D˜(ξ)}ξ∈St is the partition of Γˆf,t. (86)
Finally, we set
P˜(f,t)|Ω\Ω(f,t) = 0. (87)
Let
T ′f,t = {ΩD : D ∈ T
′
f,t}, T
′′
f,t = {ΩD : D ∈ T
′′
f,t}.
By (69), (79), (83), (85), (87) we have
P(f,t) ∈ ST ′
f,t
(Ω), P˜(f,t) ∈ ST ′′
f,t
(Ω). (88)
Moreover, the partition T ′f,t refines the partition T
′′
f,t.
Let h ∈ BXˆp(Ω). Then
‖P(f,t)h− P˜(f,t)h‖
p
p,q,T ′
f,t
(5),(69),(80),(83),(84),(85)
=
=
∑
η∈Wt
∑
ξ∈VA1 (η)∩V(Γt+1)\St+1
‖Pξh− Pηh‖
p
Yq(ΩD(ξ) )
.
Z0
.
∑
η∈Wt
∑
ξ∈VA1 (η)∩V(Γt+1)\St+1
(‖h− Pξh‖
p
Yq(ΩD(ξ) )
+ ‖h− Pηh‖
p
Yq(ΩD(ξ) )
)
(11)
.
Z0
2−t(1−
p
q );
i.e.,
‖P(f,t)h− P˜(f,t)h‖p,q,T ′
f,t
.
Z0
2−t(
1
p
− 1
q ). (89)
We set k′t = ⌈n · 2
−ε(t−t∗(n))⌉, where ε > 0 is a sufficiently small number (it is
chosen by Z0). For any t 6 t∗∗(n) we have
cardT′f,t
(80)
= cardVf,t
(1),(52),(53),(54),(77)
.
Z0
cardSt
(54)
.
Z0
cardTf,t,0
(44),(45),(48)
.
Z0
⌈2−tn⌉
(29)
≍
Z0
2−tn.
This together with (38), (88), (89), Theorem A and Lemma 5 implies that for some
c∗ = c∗(Z0) > 0
t∗∗(n)−1∑
t=t′∗(n)
ek′t(P(f,t) − P˜(f,t) : Xˆp(Ω)→ Yq(Ω)) .
Z0
.
t∗∗(n)−1∑
t=t∗(n)
2−t(
1
p
− 1
q )(2−tn)
1
q
− 1
p · 2−c∗·2
t−ε(t−t∗(n))
.
Z0
n
1
q
− 1
p .
(90)
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We claim that there exists a sequence {k′′t }t′∗(n)6t<t∗∗(n) such that
t∗∗(n)−1∑
t=t′∗(n)
(k′′t − 1) .
Z0
n,
t∗∗(n)−1∑
t=t′∗(n)
ek′′t (P˜(f,t) : Xˆp(Ω)→ Yq(Ω)) .
Z0
n
1
q
− 1
p . (91)
For each t′∗(n) 6 t < t∗∗(n), 0 6 l 6 lognt we consider the partition Tf,t,l as
defined at Step 1. Let D ∈ Tf,t,l. We set
V
∗
t,D = {ξ ∈ V(Γt) ∩V(D) : V
A
1 (ξ) ∩V(Γt+1) 6= ∅}
and denote by D+ the subtree in A with vertex set
V(D+) = V(D) ∪
(
∪ξ∈V∗t,D ∪ξ′∈VA1 (ξ)∩V(Γt+1) V(Aξ′)
)
. (92)
Let
T˜f,t,l = {D+ : D ∈ Tf,t,l}. (93)
By (48),
card T˜f,t,l .
Z0
2−lnt. (94)
We claim that for any tree D ∈ Tf,t,l
card {D′+ : D
′ ∈ Tf,t,l±1 : V(D+) ∩V(D
′
+) 6= ∅} .
Z0
1. (95)
Indeed, by (49), it is sufficient to check that if V(D+) ∩V(D′+) 6= ∅, then V(D) ∩
V(D′) 6= ∅. Let ξ ∈ V(D+)∩V(D′+). Then either ξ ∈ V(Aˆt) (therefore, ξ ∈ V(D)∩
V(D′)) or ξ ∈ V(Aη), where η ∈ V(Γt) ∩V(D) ∩V(D′), VA1 (η) ∩V(Γt+1) 6= ∅.
Assertion 2. We have T˜f,t,0|Γˆf,t = T
′′
f,t. If (T , ξˆ) ∈ Tf,t,0, ξˆ /∈ V(Γt), then
V(T+) ∩V(Γˆf,t) = ∅.
Proof of Assertion 2.
1. Let (T , ξˆ) ∈ Tf,t,0. We claim that either there exists a tree D ∈ T′′f,t such that
V(T+) ∩V(Γˆf,t) = V(D) or V(T+) ∩V(Γˆf,t) = ∅.
Case ξˆ ∈ V(Γt). By (54), we have ξˆ ∈ St. Let us show that
V(T+) ∩V(Γˆf,t) = V(D˜(ξˆ)) (96)
and apply (86).
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• We claim that V(T+) ∩ V(Γˆf,t) ⊃ V(D˜(ξˆ)). Since T
′′
f,t is a partition of
the graph Γˆf,t, we have V(D˜(ξˆ)) ⊂ V(Γˆf,t). Let us prove that V(D˜(ξˆ)) ⊂
V(T+). Indeed, let ξ ∈ V(D˜(ξˆ))\V(T+). We set η∗ = min{η ∈ [ξˆ, ξ] :
η /∈ V(T+)} > ξˆ. Denote by ζ∗ the direct predecessor of η∗. Then ζ∗ /∈
∪ζ∈V∗t,T ∪ζ′∈VA1 (ζ)∩V(Γt+1) V(Aζ′) (otherwise, η ∈ V(T+)). Hence, ζ∗ ∈
V(Γt). If η∗ /∈ V(Γt), then η∗ ∈ V(Γt+1) (by Assumption 1, condition 1);
once again, we get η∗ ∈ V(T+). Thus, η∗ ∈ V(Γt) and η∗ is the minimal
vertex of some tree T˜ ∈ Tf,t,0. Therefore, η∗
(54)
∈ St
(55),(56)
⊂ Sˆ, which
implies η∗
(58),(83),(84)
/∈ V(D˜(ξˆ)). On the other hand, η∗ ∈ [ξˆ, ξ] ⊂ V(D˜(ξˆ)),
which leads to a contradiction.
• We claim thatV(T+)∩V(Γˆf,t) ⊂ V(D˜(ξˆ)). We haveV(Γˆf,t)
(86)
= ∪η∈StV(D˜(η)).
If ζ ∈ V(D˜(η)) ∩V(T+), then the vertices ξˆ and η are comparable. Since
ξˆ ∈ St ⊂ Sˆ, the case η < ξˆ is impossible by (58), (83), (84). Consequently,
η ∈ [ξˆ, ζ ] ⊂ V(T+); in addition, η ∈ St. By (54), η ∈ V(Γt) is the minimal
vertex of some tree in Tf,t,0. Therefore, η = ξˆ; i.e., ζ ∈ V(D˜(ξˆ)).
This completes the proof of (96).
Case ξˆ /∈ V(Γt). Then ξˆ ∈ V(Γt′), t′ < t. Let us check that V(T+)∩V(Γˆf,t) =
∅. Indeed, let ξ ∈ V(T+) ∩V(Γˆf,t). Then ξ
(86)
∈ V(D˜(η)) for some η ∈ St; i.e.,
η
(54)
∈ V(Γt) is the minimal vertex of some tree from Tf,t,0 (this tree does not
coincide with T since ξˆ /∈ V(Γt) is the minimal vertex of T ). In addition, the
vertices ξˆ and η are comparable. The case η < ξˆ is impossible by Assumption
1 (see condition 1). Hence, η ∈ [ξˆ, ξ] ⊂ V(T+); i.e., η ∈ V(T ), which leads to
a contradiction.
2. Let D˜(ξˆ) ∈ T
′′
f,t. We claim that there exists a tree T ∈ Tf,t,0 such that
V(D˜(ξˆ)) = V(T+) ∩V(Γˆf,t). Indeed, since ξˆ ∈ St by (86), we have ξˆ ∈ V(Γt)
and ξˆ is the minimal vertex of some tree T ∈ Tf,t,0 (see (54)). By (96),
V(T+)∩V(Γˆf,t) = V(D˜(η)) for some η ∈ St. In addition, ξˆ ∈ V(T+)∩V(Γˆf,t);
i.e., ξˆ ∈ V(D˜(η)) and η = ξˆ.
This completes the proof of Assertion 2. ⋄
Let D ∈ T˜f,t,0, t′∗(n) 6 t < t∗∗(n). If the minimal vertex of D does not belong to
V(Γ˜t′∗(n)), by Assertion 2 we haveV(D)∩V(Γˆf,t) = ∅. Hence, ifV(D)∩V(Γˆf,t) 6= ∅,
then Γ˜t′∗(n) ∩ D is a tree.
Denote by T˜nf,t,l the partition of Γ˜t′∗(n) formed by connected components of graphs
Γ˜t′∗(n) ∩ D, D ∈ T˜f,t,l. We have
P˜(f,t)h = PT˜nf,t,0
h · χΩ(f,t) , h ∈ Yq(Ω). (97)
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It follows from (69), (79), (83), (85), (87), (88) and Assertion 2.
Given 0 6 l 6 log nt, we set
kt,l = ⌈n · 2−ε(t−t∗(n)+l)⌉, t∗(n) 6 t < t∗∗(n),
k′′t = 1 +
∑
06l6lognt
(kt,l − 1), t′∗(n) 6 t < t∗∗(n). (98)
Then k′′t − 1 .
Z0
n · 2−ε(t−t∗(n)),
t∗∗(n)−1∑
t=t′∗(n)
(k′′t − 1) .
Z0
n.
From (51), (92) and (93) it follows that T˜f,t,⌊lognt⌋ = {A}, T˜
n
f,t,⌊lognt⌋
= {At′∗(n),j}j∈Jˆt′∗(n)
.
From (16) and (69) we get P
T˜n
f,t,⌊lognt⌋
= 0. Hence, by (97) and (37),
ek′′t (P˜(f,t) : Xˆp(Ω)→ Yq(Ω)) 6
6
∑
06l<⌊lognt⌋
ekt,l(PT˜n
f,t,l
− P
T˜n
f,t,l+1
: Xˆp(Ω)→ Yq(Ω(f,t))). (99)
Denote by Tˆnf,t,l the partition formed by trees D
′ ∩ D′′, where D′ ∈ T˜nf,t,l, D
′′ ∈
T˜
n
f,t,l+1, and either D
′ ∈ T˜f,t,l or D′′ ∈ T˜f,t,l+1. We set
T˜ nf,t,l = {ΩD}D∈T˜nf,t,l, Tˆ
n
f,t,l = {E = ΩD ∩ Ω(f,t) : mesE > 0}D∈Tˆn
f,t,l
. (100)
Let h ∈ BXˆp(Ω). We show that
(P
T˜n
f,t,l
h− P
T˜n
f,t,l+1
h)χΩ(f,t) ∈ STˆnf,t,l
(Ω). (101)
Indeed, if D = D′ ∩ D′′, D′ ∈ T˜nf,t,l, D
′′ ∈ T˜nf,t,l+1, then PT˜n
f,t,l
h|ΩD′
(69)
∈ P(ΩD′),
P
T˜nf,t,l+1
h|ΩD′′
(69)
∈ P(ΩD′′); therefore,
(P
T˜n
f,t,l
h− P
T˜n
f,t,l+1
h)|ΩD∩Ω(f,t) ∈ P(ΩD ∩ Ω(f,t)). (102)
We show that if D′ /∈ T˜f,t,l and D′′ /∈ T˜f,t,l+1, then (PT˜n
f,t,l
h−P
T˜n
f,t,l+1
h)|ΩD∩Ω(f,t) = 0.
Indeed, in this case minimal vertices of the trees D′ and D′′ are equal and coincide
with ξˆt∗(n),j for some j ∈ Jˆt∗(n). From (69) it follows that (PT˜nf,t,lh−PT˜nf,t,l+1h)|ΩD = 0.
From (4) and (102) we get (101).
We claim that for any E ′ ∈ T˜ nf,t,l, E
′′ ∈ T˜ nf,t,l+1
card {E ∈ Tˆ nf,t,l : E ⊂ E
′} .
Z0
1, card {E ∈ Tˆ nf,t,l : E ⊂ E
′′} .
Z0
1. (103)
Let us check the first inequality (the second one is proved similarly). Let E = ΩD′,
D′ ∈ T˜nf,t,l, E ∈ Tˆ
n
f,t,l, E ⊂ E
′. Since T˜nf,t,l is a partition, we have E = ΩD′∩D′′∩Ω(f,t),
D′′ ∈ T˜nf,t,l+1, V(D
′) ∩V(D′′) 6= ∅. There exist trees T ′ ∈ T˜f,t,l and T ′′ ∈ T˜f,t,l+1
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such that D′ and D′′ are connected components of the graphs T ′ ∩ Γ˜t′∗(n) and T
′′ ∩
Γ˜t′∗(n), respectively. Observe that the connected component of the graph T
′′ ∩ Γ˜t′∗(n)
whose vertex set intersects with V(D′) is unique. This together with (95) implies
(103).
From (94), (103) and the definition of Tˆnf,t,l we get that
card Tˆ nf,t,l .
Z0
2−lnt. (104)
For any h ∈ BXˆp(Ω) we have
‖(P
T˜n
f,t,l
h− P
T˜n
f,t,l+1
h)χΩ(f,t)‖p,q,Tˆnf,t,l
(5),(103)
.
Z0
. ‖(h−Qt′∗(n)h− PT˜nf,t,lh)χU˜t′∗(n)
‖p,q,T˜n
f,t,l
+
+‖(h−Qt′∗(n)h− PT˜nf,t,l+1h)χU˜t′∗(n)
‖p,q,T˜n
f,t,l+1
(5),(69),(100)
=
.

 ∑
(D, ξ)∈T˜n
f,t,l
‖h− Pξh‖
p
Yq(ΩD)


1/p
+

 ∑
(D, ξ)∈T˜n
f,t,l+1
‖h− Pξh‖
p
Yq(ΩD)


1/p
(11)
.
Z0
. 2(
1
q
− 1
p)t
′
∗(n) .
Z0
2(
1
q
− 1
p)t∗(n)
(29)
≍
Z0
(log n)
1
q
− 1
p ;
i.e.,
‖(P
T˜n
f,t,l
h− P
T˜n
f,t,l+1
h)χΩ(f,t)‖p,q,Tˆnf,t,l
.
Z0
(log n)
1
q
− 1
p . (105)
From (38), (101), (104), (105) and Lemma 5 we get that
ekt,l(PT˜nf,t,l
− P
T˜nf,t,l+1
: Xˆp(Ω)→ Yq(Ω(f,t))) .
Z0
. (log n)
1
q
− 1
p ekt,l(Ist,l : l
st,l
p → l
st,l
q ) =: At,l,
(106)
where st,l ∈ N,
st,l 6 C∗ · 2
−lnt
(44),(45)
6 C∗ · 2
−l⌈n · 2−t⌉, C∗ = C∗(Z0) > 1.
For each t 6 t∗∗(n) we have
st,l
kt,l
(98)
6
C∗ · 2−l⌈n · 2−t⌉
n · 2−ε(l+t−t∗(n))
=: σ′t,l,
23
σ′t,l
(29)
≍
Z0
2−ln · 2−t
n · 2−ε(l+t−t∗(n))
= 2−l(1−ε)−t(1−ε)−εt∗(n) 6 1. (107)
The sequence
{
σ′t,l
}
l∈Z+
decreases not slower than some geometric progression. This
together with Theorem A implies that there exists γ0 = γ0(Z0) > 0 such that
t∗∗(n)−1∑
t=t′∗(n)
∑
06l<lognt
At,l
(106)
.
Z0
(logn)
1
q
− 1
p
t∗∗(n)−1∑
t=t′∗(n)
∑
06l<lognt
s
1
q
− 1
p
t,l 2
−
kt,l
st,l.
Z0
. (logn)
1
q
− 1
p
t∗∗(n)−1∑
t=t′∗(n)
∑
06l<lognt
k
1
q
− 1
p
t,l · (σ
′
t,l)
1
q
− 1
p · 2
− 1
σ′
t,l
(98),(107)
.
Z0
. (log n)
1
q
− 1
p
t∗∗(n)−1∑
t=t∗(n)
k
1
q
− 1
p
t,0 · 2
(t(1−ε)+εt∗(n))( 1q−
1
p) · 2−γ0·2
t(1−ε)+εt∗(n)
(98)
.
Z0
. (logn)
1
q
− 1
p · n
1
q
− 1
p · 2(
1
q
− 1
p)t∗(n) · 2−γ0·2
t∗(n)
(29)
.
Z0
n
1
q
− 1
p ;
i.e.,
t∗∗(n)−1∑
t=t′∗(n)
∑
06l<lognt
At,l .
Z0
n
1
q
− 1
p . (108)
From (99), (106) and (108) we get (91). This together with (90) yields (82).
Applying (81), we have (75). Taking into account the estimate obtained at Step 5,
we complete the proof of Lemma 3.
It remains to prove that
en
(
∞∑
m=0
(Q˜n,m+1 − Q˜n,m) : Xˆp(Ω)→ Yq(Ω)
)
.
Z0
n
1
q
− 1
p . (109)
In [23] there were obtained order estimates for entropy numbers of diagonal
operators with weights of logarithmic type. First we give some notations.
Denote by Φ0 the class of non-decreasing functions ϕ : [1, ∞) → (0, ∞) that
satisfy the following condition: there exist c > 0 and α > 0 such that for any
1 6 s 6 t <∞
ϕ(t)
ϕ(s)
6 c
(
1 + log t
1 + log s
)α
. (110)
We set wϕ(s) = 1 for 0 6 s 6 1 and wϕ(s) = ϕ(s) for s > 1.
24
Let δ > 0, w : R+ → R+ be a continuous function, and let 0 < r, p 6 ∞. For
x = (xm,k)m,k∈Z+ we set
‖x|lr(2
δmlp(w))‖ :=

 ∞∑
m=0
2mδr

∑
k∈Z+
|xm,kw(2
−mk)|p


r
p


1
r
(appropriately modified if p = ∞ or r = ∞). By lr(2
δmlp(w)) we denote the space
of sequences x such that ‖x|lr(2δmlp(w))‖ <∞.
Theorem C. [23, p. 11]. Let 0 < p < q 6∞, 0 < r, s 6∞, δ > 0, ϕ ∈ Φ0, and let
(110) hold with α = 1
p
− 1
q
. Then
en(id : lr(2
δmlp(wϕ))→ ls(lq)) ≍
p,q,r,s,ϕ
1
ϕ(2n)
.
Let us prove (109).
Given m > mt, we denote by Tˆt,m the partition of the set Gt formed by E
′ ∩E ′′,
E ′ ∈ T˜t,m, E ′′ ∈ T˜t,m+1 (the partitions T˜t,m are defined at page 7). Let s′′t,m =
dimSTˆt,m(Ω). Then there exists M =M(Z0) > 1 such that
s′′t,m
(10),(19),(21),(24)
6 M · 2m−mt · 2γ∗2
t
ψ∗(2
2t). (111)
Given t > 0, m′ > 0, we set
sˆt,m′ = ⌈M · 2
m′ · 2γ∗2
t
ψ∗(2
2t)⌉, s∗t,m′ =
t−1∑
l=0
sˆl,m′.
Denote ϕ(x) = (log(2 + x))
1
p
− 1
q , x > 0. Let k = s∗t,m′ + j, 1 6 j 6 sˆt,m′ . Then
2γ∗2
t−1
ψ∗(2
2t−1) .
Z0
2−m
′
k .
Z0
2γ∗2
t
ψ∗(2
2t), t > 1,
2−m
′
k .
Z0
1 if t = 0. Hence,
wϕ(2
−m′k)
(41)
≍
Z0
2(
1
p
− 1
q )t, k = s∗t,m′ + j, 1 6 j 6 sˆt,m′ . (112)
From Lemma 5 it follows that there is an isomorphism At,m : STˆt,m(Ω) → R
s′′t,m
such that
‖At,m‖
Y
p,q,Tˆt,m
(Gt)→l
s′′
t,m
p
.
Z0
1, ‖A
−1
t,m‖
l
s′′
t,m
q →Yq(Gt)
.
Z0
1. (113)
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Let us define the operator A : Xˆp(Ω) → l∞(2δ∗m
′
lp(wϕ)) as follows. Consider a
function f ∈ Xˆp(Ω). Then (Q˜n,m′+1f − Q˜n,m′f)|Gt
(20),(32)
∈ STˆt,mt+m′
(Ω). Let
At,mt+m′((Q˜n,m′+1f − Q˜n,m′f)|Gt) = (cm′,t,j)
s′′
t,mt+m
′
j=1 .
We set
(Af)m′,s∗
t,m′
+j =
{
cm′,t,j for 1 6 j 6 s
′′
t,mt+m′
, t > t0,
0 for s′′t,mt+m′ + 1 6 j 6 sˆt,m′ or t < t0.
Then
‖Af‖l∞(2δ∗m′ lp(wϕ)) = sup
m′>0
2δ∗m
′

∑
k∈Z+
|wϕ(2
−m′k)(Af)m′,k|
p


1
p
(112)
.
Z0
. sup
m′>0
2δ∗m
′

∑
t>t0
2(1−
p
q )t
s′′
t,mt+m
′∑
j=1
|cm′,t,j |
p


1/p
=: N.
From (22), (23) and (24) it follows that for m > mt
‖Pt,m+1 − Pt,m‖Xˆp(Gt)→Yp,q,Tˆt,m (Gt)
.
Z0
2−δ∗(m−mt) · 2(
1
q
− 1
p)t‖f‖Xp(Gt).
Hence, by (32), (113) we get
s′′
t,mt+m
′∑
j=1
|cm′,t,j |
p .
Z0
2−δ∗pm
′
2(
p
q
−1)t‖f‖pXp(Gt);
therefore,
N .
Z0
(∑
t>t0
‖f‖pXp(Gt)
)1/p
= ‖f‖Xp(Ω).
Thus,
‖A‖Xˆp(Ω)→l∞(2δ∗m′ lp(wϕ)) .
Z0
1. (114)
Let us define the operator K : l1(lq)→ Yq(Ω) by formula
K((cm′,s∗
t,m′
+j)m′∈Z+,t∈Z+,16j6sˆt,m′) =
∑
m′∈Z+
∑
t>t0
A
−1
t,mt+m′((cm′,s∗t,m′+j)
s′′
t,mt+m
′
j=1 ).
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Since the sets Gt do not overlap pairwise, we have
‖K((cm′,s∗
t,m′
+j)m′∈Z+,t∈Z+,16j6sˆt,m′)‖Yq(Ω) 6
6
∞∑
m′=0
(
∞∑
t=t0
‖A
−1
t,mt+m′((cm′,s∗t,m′+j)
s′′
t,mt+m
′
j=1 )‖
q
Yq(Gt)
)1/q
(113)
.
Z0
.
∞∑
m′=0

∑
t∈Z+
sˆt,m′∑
j=1
|cm′,s∗
t,m′
+j |
q


1/q
= ‖(cm′,s∗
t,m′
+j)m′∈Z+,t∈Z+,16j6sˆt,m′‖l1(lq).
Hence,
‖K‖l1(lq)→Yq(Ω) .
Z0
1. (115)
Let id : l∞(2
δ∗m′ lp(wϕ))→ l1(lq) be the identity operator. Then
en
(
∞∑
m=0
(Q˜n,m+1 − Q˜n,m) : Xˆp(Ω)→ Yq(Ω)
)
=
= en(K ◦ id ◦ A : Xˆp(Ω)→ Yq(Ω))
(38),(114),(115)
.
Z0
. en(id : l∞(2
δ∗m′ lp(wϕ))→ l1(lq)) =: En.
From Theorem C we get En .
Z0
n
1
q
− 1
p .
Applying Lemmas 1, 2, 3 together with (30), (33), (34), (109), we complete the
proof of Theorem 1.
Remark 1. Suppose that instead of Assumption 2 the following condition holds: for
any ξ ∈ V(A) the set Fˆ (ξ) is the atom of mes. Then the assertion of Theorem 1
holds as well.
3 Some particular cases
Let (T , ξ0) be a tree, and let u, w : V(T )→ R+. We define the summation operator
Su,w,T by
Su,w,T f(ξ) = w(ξ)
∑
ξ′6ξ
u(ξ′)f(ξ′), ξ ∈ V(T ), f : V(T )→ R.
Let 1 6 p, q 6∞. By Sp,qT ,u,w we denote the minimal constant C in the inequality
 ∑
ξ∈V(T )
wq(ξ)
∣∣∣∣∣
∑
ξ′6ξ
u(ξ′)f(ξ′)
∣∣∣∣∣
q


1/q
6 C

 ∑
ξ∈V(T )
|f(ξ)|p


1/p
, f : V(T )→ R
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(appropriately modified for p =∞ or q =∞).
Given a tree (T , ξ0), N ∈ Z+, we denote by [T ]6N a tree with vertex set
∪Nj=0V
T
j (ξ0).
Let (A, ξ0) be a tree, let (1) hold, and let the measure space (Ω, Σ, mes), the
partition Θ, the bijection Fˆ : V(A)→ Θˆ and the spaces Xp(Ω), Yq(Ω), P(Ω) be as
defined at the page 3. Assumptions 1–3 will be replaced by the following conditions.
Assumption A. There exist functions u, w : V(A) → (0, ∞) and a constant
c2 > 1 with the following property: for any vertex ξ∗ ∈ V(A) there exists a linear
continuous projection Pξ∗ : Yq(Ω) → P(Ω) such that for any vertex ξ > ξ∗ and for
any function f ∈ Xp(Ω)
‖f − Pξ∗f‖Yq(Fˆ (ξ)) 6 c2w(ξ)
∑
ξ∗6ξ′6ξ
u(ξ′)‖f‖Xp(Fˆ (ξ′)). (116)
Assumption B. There exists a number δ∗ > 0 such that for any vertex ξ ∈ V(A)
and for any n ∈ N, m ∈ Z+ there exists a partition Tm,n(G) of the set G = Fˆ (ξ)
with the following properties:
1. cardTm,n(G) 6 c2 · 2mn.
2. For any E ∈ Tm,n(G) there exists a linear continuous operator PE : Yq(Ω) →
P(E) such that for any function f ∈ Xp(Ω)
‖f − PEf‖Yq(E) 6 c2(2
mn)−δ∗u(ξ)w(ξ)‖f‖Xp(E). (117)
3. For any E ∈ Tm,n(G)
card {E ′ ∈ Tm±1,n(G) : mes(E ∩ E
′) > 0} 6 c2. (118)
Let V(A) = {ηj,i}j>jmin, i∈I˜j , where jmin > 0, I˜jmin = {1}. Suppose that ηjmin,1 is
the minimal vertex of A and VAj−jmin(ηjmin,1) = {ηj,i}i∈I˜j for any j > jmin.
Assumption C. There exist numbers θ > 0, γ ∈ R, κ > θ
q
, αu, αw ∈ R, c3 > 1,
m∗ ∈ N and an absolutely continuous function τ : (0, ∞) → (0, ∞) such that
lim
t→+∞
tτ ′(t)
τ(t)
= 0 and the following conditions hold.
1. If κ = θ
q
, then αw >
1−γ
q
.
2. If κ > θ
q
, then αu + αw =
1
p
− 1
q
; if κ = θ
q
, then αu + αw =
1
p
.
3. For any j′ > j > jmin and for any vertex ξ ∈ VAj−jmin(ηjmin,1)
cardVAj′−j(ξ) 6 c3 · 2
θm∗(j′−j)
jγτ(m∗j)
j′γτ(m∗j′)
. (119)
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4. For any j > jmin, i ∈ I˜j
u(ηj,i) = uj = 2
κm∗j(m∗j)
−αu , w(ηj,i) = wj = 2
−κm∗j(m∗j)
−αw . (120)
5. Let κ = θ
q
. Then there exists a tree Aˆ with the minimal vertex ζˆ0, which satisfies
the following conditions.
(a) For any j′ > j > jmin and for any vertex ξ ∈ VAˆj−jmin(ζˆ0)
c−13 · 2
θm∗(j′−j) j
γτ(m∗j)
j′γτ(m∗j′)
6 cardVAˆj′−j(ξ) 6 c3 · 2
θm∗(j′−j) j
γτ(m∗j)
j′γτ(m∗j′)
.
(121)
(b) Let {uj}j>jmin ⊂ (0, ∞), {wj}j>jmin ⊂ (0, ∞) be arbitrary sequences.
Define the functions u˜, w˜ : V(A)→ (0, ∞), uˆ, wˆ : V(Aˆ)→ (0, ∞) by
u˜|VAj−jmin (ηjmin,1)
≡ uj , uˆ|VAˆj−jmin (ζ0)
≡ uj,
w˜|VAj−jmin (ηjmin,1)
≡ wj , wˆ|VAˆj−jmin (ζ0)
≡ wj , j > jmin.
Then for each N > j > jmin, i ∈ I˜j there exists a vertex ξˆ ∈ VAˆj−jmin(ζˆ0)
such that
S
p,q
[Aηj,i ]6N−j ,u˜,w˜
6 c3S
p,q
[Aˆ
ξˆ
]6N−j ,uˆ,wˆ
.
Denote Z0 = (p, q, c1, c2, c3, θ, γ, κ, αu, αw, m∗, δ∗, τ).
Let ξ∗ ∈ V(A), and let D ⊂ A be a subtree with the minimal vertex ξ∗. Then
from Assumption A it follows that
‖f − Pξ∗f‖Yq(ΩD) 6 c2S
p,q
D,u,w‖f‖Xp(ΩD). (122)
From Theorem F in [36], Theorem 3.6 in [38] and Assumption C it follows that if
ξ∗ ∈ VAj−jmin(ξ0), then in the case κ >
θ
q
S
p,q
D,u,w .
Z0
sup
s>j
usws ≍
Z0
(m∗j)
−αu−αw = (m∗j)
1
q
− 1
p , (123)
and in the case κ = θ
q
S
p,q
D,u,w .
Z0
sups>j
(
s∑
i=j
(m∗i)
−p′αu · 2p
′κm∗i
) 1
p′ (∑
i>s
(m∗i)
−αwq · s
γτ(m∗s)
iγτ(m∗i)
· 2−qκm∗s
) 1
q
.
Z0
. (m∗j)
−αu−αw+
1
q = (m∗j)
1
q
− 1
p .
(124)
Notice that the proof of (124) depends on condition 5 of Assumption C.
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From Assumption B and conditions 2, 4 of Assumption C it follows that if ξ ∈
V
A
j−jmin
(ξ0), G = Fˆ (ξ), E ∈ Tm,n(G), then
‖f − PEf‖Yq(E) 6 c2 · (2
mn)−δ∗(m∗j)
−αu−αw‖f‖Xp(E) 6
6 c2 · (2mn)−δ∗(m∗j)
1
q
− 1
p‖f‖Xp(E).
(125)
We construct the partition {At,i}t>t0, i∈Jˆt as follows. Let
t0 = min{t ∈ Z+ : 2
t > m∗jmin}.
Given t > t0, we denote by Γt the maximal subgraph in A on the vertex set
V(Γt) = {ηj,s : 2
t−1 6 m∗j < 2
t, s ∈ I˜j}, (126)
and by At,i, i ∈ Jˆt, the connected components of the graph Γt. By ξˆt,i we denote the
minimal vertex of the tree At,i. Then
cardV(Γt)
(119)
.
Z0
2θ·2
t
2−γtτ−1(2t). (127)
Thus, Assumption 3 holds with νt = 2
θ·2t2−γtτ−1(2t). From (125) we obtain that
Assumption 2 holds.
Recall the notations Jt,D = {i ∈ Jˆt : V(At,i) ∩ V(D) 6= ∅}, Dt,i = D ∩ At,i,
where D ⊂ A is a subtree.
In order to obtain Assumption 1, it is sufficient to prove the following assertion.
Lemma 7. Let D be a subtree in A rooted at ξ∗. Then
‖f − Pξ∗f‖
q
Yq(ΩD)
.
Z0
∞∑
t=t0
2(1−
q
p)t
∑
i∈Jt,D
‖f‖qXp(ΩDt,i )
. (128)
Proof. By (116),
‖f − Pξ∗f‖
q
Yq(ΩD)
.
Z0
∑
ξ∈V(D)
wq(ξ)
( ∑
ξ∗6ξ′6ξ
u(ξ′)‖f‖Xp(Fˆ (ξ′))
)q
.
Let κ > θ
q
. Then αu+αw =
1
p
− 1
q
(see condition 2 of Assumption C). Repeating the
proof of Lemma 5.1 in [41], we get that
‖f − Pξ∗f‖
q
Yq(ΩD)
.
Z0
∑
ξ∈V(D)
wq(ξ)uq(ξ)‖f‖q
Xp(Fˆ (ξ))
.
If ξ = ηj,i, 2
t−1 6 m∗j < 2
t, then uq(ξ)wq(ξ)
(120)
= (m∗j)
− q
p
+1 ≍
Z0
2(1−
q
p)t. This
together with the condition p < q implies (128).
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Now we consider the case κ = θ
q
.
Let ξ∗ ∈ V(Atˆ,j0), and let ξ ∈ V(Dtˆ+l,jl). Then there exists a sequence {ξˆtˆ+s,js}
l
s=1
such that ξ∗ < ξˆtˆ+1,j1 < ξˆtˆ+2,j2 < · · · < ξˆtˆ+l,jl. Denote
ξ˜tˆ,j0 = ξ∗, ξ˜tˆ+s,js = ξˆtˆ+s,js, 1 6 s 6 l. (129)
We have
∑
ξ∗6ξ′6ξ
u(ξ′)f(ξ′) =
l−1∑
s=0
∑
ξ˜tˆ+s,js6ξ
′<ξ˜tˆ+s+1,js+1
u(ξ′)‖f‖Xp(Fˆ (ξ′)) +
∑
ξ˜tˆ+l,jl
6ξ′6ξ
u(ξ′)‖f‖Xp(Fˆ (ξ′)).
(130)
Let α˜w = αw −
1
q
. By condition 2 of Assumption C,
αu + α˜w =
1
p
−
1
q
. (131)
We have ∑
ξ∈V(Dtˆ+l, jl
)
wq(ξ)
(119),(120),(126)
.
Z0
.
∑
2tˆ+l−16m∗j<2tˆ+l
2−θm∗j(m∗j)
−αwq · 2θ(m∗j−2
tˆ+l−1)
(
2tˆ+l−1
m∗j
)γ
τ(2tˆ+l−1)
τ(m∗j)
(41)
.
Z0
. 2−κq·2
tˆ+l−1
· 2(tˆ+l)(−αwq+1) = 2−κq·2
tˆ+l−1
· 2−(tˆ+l)α˜wq,
which implies
‖f − Pξ∗f‖
q
Yq(ΩD
tˆ+l,jl
)
(116)
.
Z0
∑
ξ∈V(Dtˆ+l,jl
)
wq(ξ)
( ∑
ξ∗6ξ′6ξ
u(ξ′)f(ξ′)
)q
(130)
.
Z0
.
∑
ξ∈V(Dtˆ+l,jl
)
wq(ξ)

 l−1∑
s=0
∑
ξ˜tˆ+s,js6ξ
′<ξ˜tˆ+s+1,js+1
u(ξ′)‖f‖Xp(Fˆ (ξ′))


q
+
+
∑
ξ∈V(Dtˆ+l,jl
)
wq(ξ)

 ∑
ξ˜tˆ+l,jl
6ξ′6ξ
u(ξ′)‖f‖Xp(Fˆ (ξ′))


q
(124),(126)
.
Z0
. 2−qκ·2
tˆ+l−1
· 2−qα˜w(tˆ+l)

 l−1∑
s=0
∑
ξ˜tˆ+s,js6ξ
′<ξ˜tˆ+s+1,js+1
u(ξ′)‖f‖Xp(Fˆ (ξ′))


q
+
31
+2(1−
q
p)(tˆ+l)‖f‖qXp(Dtˆ+l,jl)
;
i.e.,
‖f − Pξ∗f‖
q
Yq(ΩD
tˆ+l,jl
) .
Z0
2(1−
q
p)(tˆ+l)‖f‖qXp(Dtˆ+l,jl )
+
+2−qκ·2
tˆ+l−1
· 2−qα˜w(tˆ+l)

l−1∑
s=0
∑
ξ˜tˆ+s,js6ξ
′<ξ˜tˆ+s+1,js+1
u(ξ′)‖f‖Xp(Fˆ (ξ′))


q
.
(132)
Denote
{ζt,i : i ∈ I
′
t} = {ζ ∈ Vmax(D ∩ Γt) : V
D
1 (ζ) 6= ∅}. (133)
By (126),
∀i ∈ I ′t ∃s ∈ I˜⌈2t/m∗⌉−1 : ζt,i = η⌈2t/m∗⌉−1,s. (134)
Let us define the tree Dˆ with vertex set {ξ∗} ∪
(
∪t>tˆ{ζt,i : i ∈ I
′
t}
)
. The partial
order on V(Dˆ) is defined as follows. We set
V
Dˆ
1 (ζt,i) = {ζt+1,j : ζt+1,j ∈ Dζt,i}.
If ξ∗ /∈ {ζtˆ,i : i ∈ I
′
tˆ
}, then we set VDˆ1 (ξ∗) = {ζtˆ,i : i ∈ I
′
tˆ
}.
Further, we define the functions ϕ, uˆ, wˆ : V(Dˆ)→ R+. We set
ϕ(ζt,i) =
∑
ξ′∈V(Γt)∩V(D), ξ′6ζt,i
u(ξ′)
u(ζt,i)
‖f‖Xp(Fˆ (ξ′)), (135)
wˆ(ζt,i) = 2
−κ·2t · 2−α˜wt, uˆ(ζt,i) = 2
κ·2t · 2−αut
(120),(134)
≍
Z0
u(ζt,i). (136)
If ξ∗ /∈ {ζtˆ,i : i ∈ I
′
tˆ
}, then we set ϕ(ξ∗) = wˆ(ξ∗) = uˆ(ξ∗) = 0.
Let t > tˆ, j ∈ Jt,D. If t > tˆ, then ξˆt,j ∈ V(D). We take i ∈ I ′t−1 such that
ξˆt,j ∈ VD1 (ζt−1,i). Then
‖f − Pξ∗f‖
q
Yq(Dt,j)
(132),(136)
.
Z0
2(1−
q
p)t‖f‖qXp(Dt,j) + wˆ
q(ζt−1,i)

 ∑
ζ′∈V(Dˆ), ζ′6ζt−1,i
uˆ(ζ ′)ϕ(ζ ′)


q
.
(137)
Notice that cardVD1 (ζt,i)
(119)
.
Z0
1. Summing (137) over all t > tˆ, j ∈ Jt,D, we obtain
‖f − Pξ∗f‖
q
Yq(ΩD)
.
Z0
∞∑
t=tˆ
2(1−
q
p)t
∑
j∈Jt,D
‖f‖qXp(ΩDt,j )
+
+
∞∑
t=tˆ
∑
i∈I′t
wˆq(ζt,i)
( ∑
ζ′∈V(Dˆ), ζ′6ζt,i
uˆ(ζ ′)ϕ(ζ ′)
)q
.
(138)
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Let us estimate the second summand (we denote it by L).
Let uˆ(ζ) = uˆ1(ζ)uˆ2(ζ), uˆ1(ζt,i) = 2
εt, where ε = ε(Z0) > 0 is sufficiently small
(it will be chosen later); if ξ∗ /∈ {ζtˆ,i : i ∈ I
′
tˆ
}, then we set uˆ1(ξ∗) = uˆ2(ξ∗) = 0. By
Ho¨lder’s inequality,
L =
∑
ζ∈V(Dˆ)
wˆq(ζ)
(∑
ζ′6ζ
uˆ1(ζ
′)uˆ2(ζ
′)ϕ(ζ ′)
)q
6
6
∑
ζ∈V(Dˆ)
wˆq(ζ)
(∑
ζ′6ζ
uˆq
′
1 (ζ
′)
) q
q′ ∑
ζ′6ζ
uˆq2(ζ
′)ϕq(ζ ′) .
Z0
.
∑
ζ∈V(Dˆ)
wˆq(ζ)uˆq1(ζ)
∑
ζ′6ζ
uˆq2(ζ
′)ϕq(ζ ′) =
∑
ζ′∈V(Dˆ)
uˆq2(ζ
′)ϕq(ζ ′)
∑
ζ>ζ′
wˆq(ζ)uˆq1(ζ) =:M.
By (134), there exists s ∈ I˜⌈2t/m∗⌉−1 such that
cardVDˆl (ζt,i) = card {i
′ ∈ I ′t+l : ζt+l,i′ > ζt,i} 6
6 cardVA⌈2t+l/m∗⌉−⌈2t/m∗⌉(η⌈2t/m∗⌉−1,s)
(119)
.
Z0
2θ·2
t+l
2−γ(t+l)τ−1(2t+l)
2θ·2t2−γtτ−1(2t)
.
This together with relations κ = θ
q
, αw >
1−γ
q
(see condition 1 of Assumption C)
yields that for sufficiently smalll ε > 0
∑
ζ>ζt,i
wˆq(ζ)uˆq1(ζ)
(136)
.
Z0
∑
l>0
2−qκ·2
t+l
· 2−qα˜w(t+l) · 2qε(t+l)
2θ·2
t+l
2−γ(t+l)τ−1(2t+l)
2θ·2t2−γtτ−1(2t)
=
= 2−θ·2
t
· 2γt
∑
l>0
2−q(α˜w+
γ
q
−ε)(t+l) τ(2
t)
τ(2t+l)
(41)
.
Z0
2−qκ·2
t
· 2−q(α˜w−ε)t
(136)
= wˆq(ζt,i)uˆ
q
1(ζt,i).
Thus,
M .
Z0
∑
ζ′∈V(Dˆ)
wˆq(ζ ′)uˆq1(ζ
′)uˆq2(ζ
′)ϕq(ζ ′) =
∑
ζ′∈V(Dˆ)
wˆq(ζ ′)uˆq(ζ ′)ϕq(ζ ′)
(131),(136)
=
=
∞∑
t=tˆ
∑
j∈Jt,D
2(1−
q
p)t
∑
i∈I′t: ζt,i∈V(Dt,j)
ϕq(ζt,i);
i.e.,
∞∑
t=tˆ
∑
i∈I′t
wˆq(ζt,i)

 ∑
ζ′∈V(Dˆ), ζ′6ζt,i
uˆ(ζ ′)ϕ(ζ ′)


q
.
Z0
∞∑
t=tˆ
∑
j∈Jt,D
2(1−
q
p)t
∑
i∈I′t: ζt,i∈V(Dt,j)
ϕq(ζt,i).
(139)
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It remains to prove that for any t > tˆ, j ∈ Jt,D∑
i∈I′t: ζt,i∈V(Dt,j)
ϕq(ζt,i) .
Z0
‖f‖qXp(ΩDt,j )
. (140)
Then (138), (139), (140) imply (128).
By (129) and (135),
∑
i∈I′t: ζt,i∈V(Dt,j)
ϕq(ζt,i) =
∑
i∈I′t: ζt,i∈V(Dt,j)

 ∑
ξ˜t,j6ξ′6ζt,i
u(ξ′)
u(ζt,i)
‖f‖Xp(Fˆ (ξ′))


q
=
=
∑
i∈I′t: ζt,i∈V(Dt,j)
u−q(ζt,i)

 ∑
ξ˜t,j6ξ′6ζt,i
u(ξ′)‖f‖Xp(Fˆ (ξ′))


q
=: S.
From (133) it follows that ζt,i ∈ Vmax(At,j).
We denote A′t,j = (At,j)ξ˜t,j . Then V(Dt,j) ⊂ V(A
′
t,j). Given σ > 0, we set
w(σ)(ξ) =
{
u−1(ξ) for ξ ∈ Vmax(A′t,j),
σ for ξ ∈ V(A′t,j)\Vmax(A
′
t,j).
Then
S 6
[
S
p,q
A′t,j ,u,w(σ)
]q
‖f‖Xp(ΩDt,j ).
We claim that for sufficiently small σ > 0 the estimate Sp,qA′t,j ,u,w(σ)
.
Z0
1 holds. This
implies (140).
Let ξ˜t,j ∈ VAs∗−jmin(ηjmin,1). From (126) and (129) it follows that
2t−1 6 m∗s∗ < 2
t. (141)
Moreover, A′t,j = [Aξ˜t,j ]6⌈2t/m∗⌉−1−s∗ (since ξˆt+1,i ∈ V
A
⌈2t/m∗⌉−jmin
(ηjmin,1), i ∈ Jˆt). By
condition 5b of Assumption C, there exists a vertex ζˆ ∈ VAˆs∗−jmin(ζˆ0) such that for
the tree Aˆt,j := [Aˆζˆ]6⌈2t/m∗⌉−1−s∗ and for the functions u, w(σ) : V(Aˆt,j) → (0, ∞)
defined by
u(ξ) = us, ξ ∈ V
Aˆ
s−s∗(ζˆ0), w(ξ) =
{
u−1⌈2t/m∗⌉−1, ξ ∈ V
Aˆ
⌈2t/m∗⌉−1−s∗
(ζˆ0),
σ, ξ ∈ VAˆs−s∗(ζˆ0), s < ⌈2
t/m∗⌉ − 1,
(142)
the inequality Sp,qA′t,j ,u,w(σ)
.
Z0
S
p,q
Aˆt,j ,u,w(σ)
holds.
From (121) it follows that we can apply Theorem 3.6 in [38] and estimate
S
p,q
Aˆt,j ,u,w(σ)
from above. For sufficiently small σ = σ(Z0, t) > 0 we get
S
p,q
Aˆt,j ,u,w(σ)
(121),(142)
.
Z0
sup
s∗6s<⌈2t/m∗⌉
(
s∑
l=s∗
up
′
l
)1/p′
×
34
×
⌈2t/m∗⌉−2∑
l=s
σq · 2θm∗(l−s)
sγτ(m∗s)
lγτ(m∗l)
+ u−q⌈2t/m∗⌉−1 · 2
θ(2t−m∗s) (m∗s)
γτ(m∗s)
2γtτ(2t)


1/q
(120),(141)
.
Z0
. sup
s∗6s6⌈2t/m∗⌉−1
(
s∑
l=s∗
2p
′κm∗l · (m∗l)
−αup′
)1/p′ (
2−qκ·2
t
· 2qαut · 2θ(2
t−m∗s)
)1/q
.
Since θ = qκ, we have
S
p,q
Aˆt,j ,u,w(σ)
.
Z0
sup
s∗6s6⌈2t/m∗⌉−1
2κm∗s · (m∗s)
−αu · 2−κm∗s · 2αut
(141)
.
Z0
1.
This completes the proof.
Thus, Assumptions 1, 2, 3 hold, and by Theorem 1 we get (12).
Now we suppose that instead of Assumption C the following condition holds.
Assumption D. There exist numbers m∗ ∈ N, κ > 0, γ 6 0, ν ∈ R, α∗ ∈ R,
λu ∈ R, λw ∈ R such that λu + λw =
1
p
− 1
q
and the following assertions hold.
1. For any j′ > j > jmin and for any vertex ξ ∈ VAj−jmin(ξ0)
cardVAj′−j(ξ) 6 c3
(m∗j)
γ| log(m∗j)|ν
(m∗j′)γ| log(m∗j′)|ν
. (143)
2. For any j > jmin, i ∈ I˜j
u(ηj,i) = uj = 2
κm∗j(m∗j)
α∗ | log(m∗j)|−λu,
w(ηj,i) = wj = 2
−κm∗j(m∗j)
−α∗| log(m∗j)|−λw .
(144)
The partition {At,i}t>t0, i∈Jˆt is defined as follows. Let
t0 = min{t ∈ Z+ : 2
2t > m∗jmin}.
Given t > t0, we denote by Γt the maximal subgraph in A on the vertex set {ηj,s :
22
t−1
6 m∗j < 2
2t , s ∈ I˜j}, and by At,i, i ∈ Jˆt, the connected components of Γt.
Then
cardV(Γt) .
Z0
2(1−γ)2
t
2−νt. (145)
Repeating the proof of Lemma 5.1 in [41] and taking into account that p < q,
we get the following assertion.
Lemma 8. Let D be a subtree in A, and let ξ∗ be its minimal vertex. Then
‖f − Pξ∗f‖
q
Yq(D)
.
Z0
∞∑
t=t0
2(1−
q
p
)t
∑
i∈Jt,D
‖f‖qXp(ΩDt,i)
. (146)
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From Assumption B, (145) and (146) we obtain Assumptions 1, 2, 3.
Remark 2. Suppose that Assumption B is replaced by the following condition: for
any ξ ∈ V(A) the set Fˆ (ξ) is the atom of mes. Then the assertion of Theorem 1
holds as well (see Remark 1).
4 Estimates for entropy numbers of embeddings of
weighted Sobolev spaces
Let us define the weighted Sobolev class W rp,g(Ω) and the weighted Lebesgue space
Lq,v(Ω).
Let Ω ⊂ Rd be a bounded domain, and let g, v : Ω → (0, ∞) be measurable
functions. For each measurable vector-valued function ψ : Ω → Rl, ψ = (ψk)16k6l,
and for each p ∈ [1, ∞), we put
‖ψ‖Lp(Ω) =
∥∥∥ max
16k6l
|ψk|
∥∥∥
p
=

∫
Ω
max
16k6l
|ψk(x)|
p dx


1/p
.
Let β = (β1, . . . , βd) ∈ Zd+ := (N ∪ {0})
d, |β| = β1 + . . . + βd. For any distribution
f defined on Ω we write ∇rf =
(
∂rf/∂xβ
)
|β|=r
(here partial derivatives are taken
in the sense of distributions), and denote by lr,d the number of components of the
vector-valued distribution ∇rf . We set
W rp,g(Ω) =
{
f : Ω→ R
∣∣ ∃ψ : Ω→ Rlr,d : ‖ψ‖Lp(Ω) 6 1, ∇rf = g · ψ}(
we denote the corresponding function ψ by
∇rf
g
)
,
‖f‖Lq,v(Ω)=‖f‖q,v=‖fv‖Lq(Ω), Lq,v(Ω) = {f : Ω→ R| ‖f‖q,v <∞} .
We call the set W rp,g(Ω) a weighted Sobolev class. Observe that if g ∈ L
loc
p′ (Ω), then
∇rf ∈ Lloc1 (Ω).
For x ∈ Rd and a > 0 we shall denote by Ba(x) the closed Euclidean ball of
radius a in Rd centered at the point x.
Definition 2. Let Ω ⊂ Rd be a bounded domain, and let a > 0. We say that
Ω ∈ FC(a) if there exists a point x∗ ∈ Ω such that, for any x ∈ Ω, there exist a
number T (x) > 0 and a curve γx : [0, T (x)]→ Ω with the following properties:
1. γx ∈ AC[0, T (x)],
∣∣∣dγx(t)dt ∣∣∣ = 1 a.e.,
2. γx(0) = x, γx(T (x)) = x∗,
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3. Bat(γx(t)) ⊂ Ω for any t ∈ [0, T (x)].
Definition 3. We say that Ω satisfies the John condition (and call Ω a John domain)
if Ω ∈ FC(a) for some a > 0.
For a bounded domain the John condition is equivalent to the flexible cone
condition (see the definition in [2]). As examples of such domains we can take
1. domains with Lipschitz boundary;
2. the Koch’s snowflake;
3. domains Ω = ∪0<t6T intBct(γ(t)), where γ : [0, T ]→ R
d is a curve with natural
parametrization and c > 0.
Domains with zero inner angles do not satisfy the John condition.
We denote by H the set of all nondecreasing positive functions defined on (0, 1].
Definition 4. (see [5]). Let Γ ⊂ Rd be a nonempty compact set and h ∈ H. We
say that Γ is an h-set if there are a constant c∗ > 1 and a finite countably additive
measure µ on Rd such that supp µ = Γ and
c−1∗ h(t) 6 µ(Bt(x)) 6 c∗h(t) (147)
for any x ∈ Γ and t ∈ (0, 1].
Example 1. Let Γ ⊂ Rd be a Lipschitz manifold of dimension k, 0 6 k < d. Then
Γ is an h-set with h(t) = tk.
Example 2. Let Γ ⊂ R2 be the Koch curve. Then Γ is an h-set with h(t) = tlog 4/ log 3
(see [30, p. 66–68]).
Let Ω ∈ FC(a) be a bounded domain, and let Γ ⊂ ∂Ω be an h-set. Below we
consider a function h ∈ H which has the following form near zero:
h(t) = tθ| log t|γτ(| log t|), 0 6 θ < d, (148)
where τ : (0, +∞)→ (0, +∞) is an absolutely continuous function such that
tτ ′(t)
τ(t)
→
t→+∞
0. (149)
Let 1 < p 6 ∞, 1 6 q < ∞, r ∈ N, δ := r + d
q
− d
p
> 0, βg, βv ∈ R,
g(x) = ϕg(dist|·|(x, Γ)), v(x) = ϕv(dist|·|(x, Γ)),
ϕg(t) = t
−βg | log t|−αgρg(| log t|), ϕv(t) = t
−βv | log t|−αvρv(| log t|), (150)
37
where ρg and ρv are absolutely continuous functions such that
tρ′g(t)
ρg(t)
→
t→+∞
0,
tρ′v(t)
ρv(t)
→
t→+∞
0. (151)
Moreover, assume that
βv <
d− θ
q
or βv =
d− θ
q
, αv >
1− γ
q
. (152)
Without loss of generality we may consider Ω ⊂
(
−1
2
, 1
2
)d
.
Denote
β = βg + βv, α = αg + αv, ρ(y) = ρg(y)ρv(y),
Z = (r, d, p, q, g, v, h, a, c∗), Z∗ = (Z, R), where c∗ is the constant from Definition
4 and R = diamΩ.
Denote by Pr−1(Rd) the space of polynomials on Rd of degree not exceeding r−1.
For a measurable set E ⊂ Rd we put
Pr−1(E) = {f |E : f ∈ Pr−1(R
d)}.
Observe that W rp,g(Ω) ⊃ Pr−1(Ω).
In Theorems 2, 3 the conditions on weights are such that W rp,g(Ω) ⊂ Lq,v(Ω) and
there exist M > 0 and a linear continuous operator P : Lq,v(Ω) → Pr−1(Ω) such
that for any function f ∈ W rp,g(Ω)
‖f − Pf‖Lq,v(Ω) 6M
∥∥∥∥∇rfg
∥∥∥∥
Lp(Ω)
(153)
(see [40–43]).
Denote Wrp,g(Ω) = spanW
r
p,g(Ω), Wˆ
r
p,g(Ω) = {f − Pf : f ∈ W
r
p,g(Ω)}. Let
Wˆrp,g(Ω) be equipped with norm ‖f‖Wˆrp,g(Ω) :=
∥∥∥∇rfg ∥∥∥
Lp(Ω)
. Denote by I : Wˆrp,g(Ω)→
Lq,v(Ω) the embedding operator. From (153) it follows that it is continuous.
First we consider the case 0 < θ < d. We set
α0 :=
{
α for βv <
d−θ
q
,
α− 1
q
for βv =
d−θ
q
.
In [37] the estimates for entropy numbers en(I : Wˆrp,g(Ω) → Lq,v(Ω)) were obtained
under the following conditions. In the case δ − β > θ
(
1
q
− 1
p
)
+
we assumed that
δ
d
6= δ−β
θ
. In the case δ − β = θ
(
1
q
− 1
p
)
+
we assumed that α0 6=
1
p
− 1
q
for p < q.
Now we obtain estimates for p < q, β − δ = 0, α0 =
1
p
− 1
q
.
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Theorem 2. Suppose that the conditions (148)–(152) hold, ρg ≡ 1, ρv ≡ 1. Let
0 < θ < d, p < q, β = δ, and let α0 =
1
p
− 1
q
. Then
en(I : Wˆ
r
p,g(Ω)→ Lq,v(Ω)) ≍
Z∗
n
1
q
− 1
p .
Now we consider the case θ = 0, βv <
d
q
. We assume that
ρg(t) = | log t|
−λg , ρv = | log t|
−λv , τ(t) = | log t|ν . (154)
Denote λ = λg + λv.
In [37] estimates of entropy numbers were obtained in the following cases:
1. δ − β > θ
(
1
q
− 1
p
)
+
,
2. δ − β = θ
(
1
q
− 1
p
)
+
, α > (1− γ)
(
1
q
− 1
p
)
+
, δ
d
6= α
1−γ ,
3. δ − β = θ
(
1
q
− 1
p
)
+
, α = (1− γ)
(
1
q
− 1
p
)
+
, and if p < q, then λ 6= 1
p
− 1
q
.
Here we obtain the estimates for p < q, δ − β = 0, α = 0, λ = 1
p
− 1
q
.
Theorem 3. Let the conditions (148), (150), (154) hold, and let θ = 0, β − δ = 0,
βv <
d
q
, α = 0, p < q, λ = 1
p
− 1
q
. Then
en(I : Wˆ
r
p,g(Ω)→ Lq,v(Ω)) ≍
Z∗
n
1
q
− 1
p .
Proof of Theorems 2 and 3. The lower estimates are proved similarly as in [37].
Let us obtain upper estimates. To this end, we apply Theorem 1. Consider
the tree A with vertex set {ηj,i}j>jmin,i∈I˜j and the partition of the domain Ω into
subdomains Ω[ηj,i], as defined in [40], [41]. We set Fˆ (ηj,i) = Ω[ηj,i]. Let the number
s = s(a, d) > 4 be as defined in [40]. Repeating arguments from the proof of Theorem
2 in [41] (without summation over vertices ξ ∈ V(Aξ∗)), we obtain that Assumption
A holds with u(ηj,i) = ϕg(2
−sj) · 2−(r−
d
p)sj , w(ηj,i) = ϕv(2
−sj) · 2−
dsj
q . Assumption
B holds with δ∗ =
δ
d
(see [39], [36, Lemma 8], [1]). If θ > 0, then Assumption C
holds; condition 5 of this assumption follows from Lemma 2 in [42]. If θ = 0, then
Assumption D holds. In both cases we have κ = d
q
− βv, αu = αg, αw = αv. In the
case θ = 0 we have λu = λg, λw = λv. By Theorem 1, we obtain the desired upper
estimates of entropy numbers.
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5 Estimates for entropy numbers of two-weighted
summation operators on a tree
Applying Remark 2, we obtain estimates for entropy numbers of weighted summation
operators on trees.
Let G be a graph. Given a function f : V(G)→ R, we set
‖f‖lp(G) =

 ∑
ξ∈V(G)
|f(ξ)|p


1/p
for 1 6 p <∞, ‖f‖l∞(G) = sup
ξ∈V(G)
|f(ξ)|. (155)
Denote by lp(G) the space of functions f : V(G)→ R with finite norm ‖f‖lp(G).
Let A be a tree, V(A) = {ηj,i : j ∈ Z+, i ∈ Ij}, let η0,1 be the minimal vertex
of A, and let VAj (η0,1) = {ηj,i}i∈Ij for any j ∈ Z+. Suppose that for some c∗ > 1,
m∗ ∈ N
c−1∗
h(2−m∗j)
h(2−m∗(j+l))
6 VAl (ηj,i) 6 c∗
h(2−m∗j)
h(2−m∗(j+l))
, j, l ∈ Z+,
where the function h ∈ H is defined by (148) near zero. Let u, w : V(A)→ (0, ∞),
u(ηj,i) = uj, w(ηj,i) = wj , j ∈ Z+, i ∈ Ij ,
uj = 2
κm∗j(m∗j + 1)
−αu , wj = 2
−κm∗j(m∗j + 1)
−αw . (156)
In addition, we suppose that
κ >
θ
q
or κ =
θ
q
, αw >
1− γ
q
. (157)
We set Z = (p, q, u, w, h, m∗, c∗).
Denote α˜ = αu + αw for κ >
θ
q
, α˜ = αu + αw −
1
q
for κ = θ
q
.
In [37] estimates for en(Su,w,A : lp(A) → lq(A)) were obtained in the case α˜ 6=
1
p
− 1
q
. The case α˜ = 1
p
− 1
q
, q =∞ was considered by Lifshits and Linde [25,27]. To
this end estimates for entropy numbers of the dual operator S∗u,w,A : l1(A)→ lp′(A)
were obtained and the result of the paper [4] was applied.
Theorem 4. Let θ > 0, 1 < p < q <∞, α˜ = 1
p
− 1
q
. Then
en(Su,w,A : lp(A)→ lq(A)) ≍
Z
n
1
q
− 1
p .
Now we suppose that θ = 0, κ > 0, and instead of (156) the following condition
holds:
uj = 2
κm∗j(m∗j + 1)
α[log(m∗j + 1)]
−λu, wj = 2
−κm∗j(m∗j + 1)
−α[log(m∗j + 1)]
−λw
(158)
with α ∈ R.
Theorem 5. Let θ = 0, γ 6 0, 1 < p < q <∞, κ > 0, λu + λw =
1
p
− 1
q
. Then
en(Su,w,A : lp(A)→ lq(A)) ≍
Z
n
1
q
− 1
p .
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