Kutta methods in some special cases.
Their advantage over implicit Runge-Kutta methods lies in the fact they are of less expensive in terms of the functional evaluations for given order.
Let m(p) be the highest order which can be attained by â >-stage method. In [3] , Butcher proved, on his method, the following results m(p)=2p (p = l, 2, 3,-), whereas our methods have
m(p)=p + 3 (P = 2, 3).
In order to apply implicit Runge-Kutta methods, it is necessary, at each step, to solve non-linear equations by some means. By making clear the algorithm of our methods of r-stage, we observe that the number of non-linear equations is r-1.
Let n(r) be the highest order that can be attained by non-linear equations of order r. Then by our methods n(r)=r+4 (r-1, 2), and by Runge-Kutta methods
«(r)=2r (r=l, 2,-)- § 2. Derivation of the Methods
We consider ^-stage implicit Pseudo -Runge-Kutta methods:
(2. 1) yn+i=y»+v(y n -i-yn) + h®(x n _ 1) x n) y n _ l9 y n \K) 9 where P $(x n -l9 x n , y n _ l9 y n \ h}=^ w, k i9 »=o P ki =f(x n +aih, (1+6,0 y n -biy n -i + h 2 (f = 2, 3,-, p) (0<a^l ; i = 2, 3,-, #).
In the above formula (2. 1), the value y n is to be an approximation to the value y(x n } of the solution of (1. 1) for x n -x Q + nh. Coefficients a i9 bi(i = 2, 3,---, p] and 6 £j -(i=2, 3, •••, p 9 j = Q 9 1, •••, p] are real constants to be determined.
We consider only two and three stage methods obtained by setting p = 2, 3 in (2. 1). Throughout the paper, the coefficients are constrained by
The functions & z -(z^;2) are no longer defined by explicitly but by the set of p -1 implicit equations. The special case V = W Q = w 1 = bi = b iQ = Q in (2.1) is implicit Runge-Kutta method. The derivation of the method is rather complicated. The treatement is similar as those in Butcher [3] .
Let D be the differential operator defined by We also introduce an abbreviation,
We assume that the solutions of the functions &»(z'^2) may be expressed in the form: (2.3) fe^. + ScyV + OCA 6 ), The case ^ = 3 in (2.4) gives the following values for the constants in (2. 1). It is of order 6, In order to apply the method (2. 1), it is necessary to solve, at each step, non-linear algebraic equations. We seek a solution by an inner iterative procedure and prove the convergence of the method (2.1).
Butcher [3] The condition for the stability is that the roots of characteristic equation of this difference equation are all of absolute value less than 1. This yields that, if /I is negative real, the stability bound is if /I is complex, the stability region shown in Figure ( Let us consider some specific algorithms in the formula (2.6).
If we set
where
Then we have
23=0.
If we set, in addition to the condition (4.2),
then we have the following stability bound
The stability region is shown in Figure ( 2). If we set, in addition to the condition (4.2),
The stability region is shown in Figure ( 3 In this case, we have the following characteristic roots:
Similary, we look for the stability region numerically, which is contained in the region:
D=[(a,
The stability region is shown in Figure (4) . In the case (4. 3) 3 we have & 33 >°° as h >0, however the iterations of function k { are convergent.
The stability intervals for R-K 4, Lawson's method (explicit R-K type of order 5) and Huta's method (explicit R-K type of order 6) are shown in Table ( 
§5. Computational Results
In Table I and II, we present numerical results for the following initial value problems. In Table I , the value y l necessary for the evaluations using the formula (2. 4) is computed by Runge-Kutta methods of order 4 and in Table II , the value y l necessary for the evaluations using the formula (4. 1), (4.2) is computed by Huta's method of order 6.
In order to start the calculations at (x n) 3^), we need to solve the implicit functions &,-(&' ^2). We first caluculate the predicted value for the functions by k 0 = f(x n , y n }.
Table I
Error for the solutions to the Problems I, II, III, and IV. 
