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 要  旨 
新しい計算資源として画像処理用チップの GPU(Graphics Processing Units)が注目を集めてい
る。その理由は、GPU の高い演算性能とコストパフォーマンスである。演算性能については、理
論演算性能がGPU１基で1TFLOPSを超えるものもあり、CPUと比べ非常に高い。これにより、
大規模な数値計算の低価格での実現が期待できる。しかしながら、GPU は数値シミュレーション
に使われ始めた歴史は浅く、実際のアプリケーションを利用した場合どの程度の性能が出るのか、
未知数である。 
本研究では、PIC 法によるプラズマの数値シミュレーションコードである KEMPO1 の GPU を
用いた高速化を試みる。 
PIC(particle-in-cell)法は、プラズマ数値シミュレーション手法の１つとして、現在幅広く利用さ
れている。この計算手法では、電子、イオンを粒子として取り扱い、電磁場は格子により取り扱
う。扱う現象をより高精度に解析をする場合には、格子あたりに膨大な粒子数が必要であり、それ
に伴って計算量も増加するため、シミュレーションの高速化が必要不可欠である。 
実際に KEMPO1 を GPU に実装し、実行させた結果、粒子の物理量から格子の電流密度を求め
る計算がボトルネックとなった。これは、ランダムなメモリアクセスが頻繁に発生することと同期
による排他処処理に時間がかかるからである。そこで、領域分割法を導入し、GPU 上にある容量
は小さいがより高速な共有メモリを活用できるように計算アルゴリズムを改良した。その結果これ
らのボトルネックは解決した。 
そして、CPU のみによる実行、次に GPU のみを用いた実行、そして CPU と GPU の両方に
よる実行の 3 つの場合で実行時間の比較を行った。その結果 GPU のみの実行では CPU のみと比
べて 2 倍程度の高速化が確認できた。GPU による高速化が達成できた。また、CPU と GPU の両
方による実行では、CPU と GPU 間の通信のオーバーヘッドが大きく、CPU のみによる実行と比
べ遅くなり、高速化が困難である結果となった。 
KEMPO1 では GPU での計算に向き、不向きの関数が混在しており、ボトルネックとなる不向
きな部分をいかに改善できるかがパフォーマンス向上に重要であると考えられる。 
 
