The centralizer algebra of the action of U (n) on the real tensor powers ⊗ r R V of its natural module, V = C n , is described by means of a modification in the multiplication of the signed Brauer algebras. The relationships of this algebra with the invariants for U (n) and with the decomposition of ⊗ r R V into irreducible submodules is considered.
Introduction
The motivation for this work comes from a paper by Gray and Hervella [7] : Let (M, g, J) be an almost Hermitian manifold; that is, M is a Riemannian manifold with Riemannian metric g, and endowed with an almost complex structure J. Let The classification of almost hermitian manifolds in [7] is based on the decomposition of W p into irreducible modules under the action of the unitary group U (n). This is done by first providing four specific subspaces of W p (if the dimension of M is not very small) and then showing that they are irreducible (by means of invariants) and W p is their direct sum. No clue is given about how these four subspaces are obtained. A different way to obtain this decomposition is given in [5] based on complexification of W p and the use of Young symmetrizers.
ALBERTO ELDUQUE
The situation above extends naturally to the following problem:
Given a complex vector space V of dimension n, endowed with a positive definite hermitian form h : V × V → C, decompose the r th tensor power ⊗ r R (V R ) (over the real numbers!) into a direct sum of irreducible modules for the unitary group
Here, the convention is that h(αv, w) = αh (v, w) and h(v, w) = h(w, v) for any α ∈ C, v, w ∈ V . Also, any complex vector space V becomes a real vector space by restriction of scalars, denoted by V R . This explains the somehow redundant notation in the previous paragraph, which nonetheless will be useful to avoid ambiguities in what follows. For example, S 2 (V ) R is the space of symmetric tensors in V ⊗ C V , considered as a real vector space by restriction of scalars, while S 2 (V R ) denotes the space of symmetric tensors in (V R ) ⊗ R (V R ). If dim V = n, then dim V R = 2n, dim S 2 (V ) R = 2 n+1 2 = n(n + 1) and dim S 2 (V R ) = 2n+1 2 = n(2n + 1). In the same vein, V * denotes the dual vector space of the complex vector space V , so V * = Hom C (V, C), (V * ) R is the associated real vector space obtained by restriction of scalars, while (V R ) * denotes the dual of the real vector space V R , so (V R ) * = Hom R (V R , R).
The well-known Schur-Weyl duality [16, 17, 20] relates the representation theory of the general linear group GL(V ) with that of the symmetric group S r via the naturally centralizing actions of the two groups on the space ⊗ r
Brauer [4] considered the analogous situation for the orthogonal and symplectic groups, where S r has to be replaced by what are now called the Brauer algebras: O(V ) → ⊗ r C V ← Br r (n) and Sp(V ) → ⊗ r C V ← Br r (−n). More recently, Brauer algebras and their generalizations, specially the BMW algebra, have been looked at in the context of quantum groups and low-dimensional topology [11, 3, 13, 8, 12] .
In our problem, the decomposition of ⊗ r R (V R ) into a direct sum of irreducible modules for U (V, h) is intimately related to the action of the centralizer algebra End U(V,h) ⊗ r R (V R ) , and the main part of the paper will be devoted to computing this centralizer algebra. This will be done, following a classical approach, by relating it to the multilinear U (V, h)-invariant maps f : V R × r · · · ×V R → R. These invariants will be the subject of Section 2. Section 3 will be devoted to the determination of the centralizer algebra, while Section 4 will give a combinatorial description of it, as well as a presentation by generators and relations. It will turn out that the centralizer algebra looks like the Signed Brauer Algebra considered in [14, 15] (see Remark 4.8) . This algebra appears, for sufficiently large dimension, as the centralizer algebra of the action of the product of orthogonal groups
. In Section 5 it will be shown how to use the information on the centralizer algebra, together with the results in [2] , to decompose ⊗ r R (V R ) into a direct sum of irreducible U (V, h)-modules. A couple of examples will be given: the one in [7] mentioned above, and another one considered in [1] , used to classify homogeneous Kähler structures.
Most of the results remain valid if 'positive definite' is weakened to 'nondegenerate', so they will be stated in this greater generality.
Invariants
This section is devoted to prove the next result:
In case dim V ≥ r, this appears in [10] . For arbitrary r, it is asserted in [7] without proof. A proof will be provided here, which will be based on methods to be used later on.
Throughout the paper (V, h), J and | will be assumed to satisfy the hypotheses of Theorem 2.1.
Let r ∈ N, for any l ∈ {1, . . . , r} consider the R-linear map
, the centralizer algebra. As a general rule, the elements of the centralizer algebra will act on the right. Let J = alg R {J 1 , . . . , J r } be the (real) subalgebra of End U(V,h) ⊗ r R (V R ) generated by the J l 's. It is clear that J is isomorphic, as an algebra, to ⊗ r R C, under the map that sends J l to 1 ⊗ · · · ⊗ i ⊗ · · · ⊗ 1 (i in the l th slot) for any l. Note that for any 1 ≤ l = m ≤ r, 1 2 (1 ± J l J m ) is an idempotent in J since J 2 l = −1 for any l. For any nonempty subset P ⊆ {1, . . . , r} and any p ∈ P, let P c = {1, . . . , r} \ P and consider the following element of J :
Then:
Proposition 2.2. Under the conditions above:
(1) e P does not depend on the chosen element p ∈ P.
(2) e P is a primitive idempotent of J .
(3) Given any p ∈ {1, . . . , r}, J = ⊕ p∈P⊆{1,...,r} Ce P .
, yields an algebra isomorphism. Therefore, as real algebras, J ∼ = ⊗ r R C ∼ = C 2 r−1 . Now, fix p ∈ P ⊆ {1, . . . , r}; then if p ∈ P ⊆ {1, . . . , r} and q ∈ P \ P , e P e P contains the factor (1 − J p J q )(1 + J p J q ) = 0, and hence e P e P = 0. The same argument works for any q ∈ P \ P. Therefore e P and e P are orthogonal idempotents. Since there 3966 ALBERTO ELDUQUE are 2 r−1 subsets P ⊆ {1, . . . , r} containing p and J is an algebra over C, where the action of C is given "on the p th slot" (J ∼ = ⊗ r R C), to prove (2) and (3) it is enough to check that e P is nonzero for any p ∈ P ⊆ {1, . . . , r}. For simplicity, and without loss of generality, assume p = 1. Then 2 r−1 e P is the sum of 2 r−1 summands ±J m 1 J δ2 2 · · · J δr r , with δ l = 0 or 1, for l = 2, . . . , r, and m = δ 2 + · · · + δ r . All these summands are linearly independent (over R) in J ∼ = ⊗ r R C, so that e P = 0. It remains for (1) to be proved. Take p = p ∈ P,
Notice that for any s = t in {1, . . . , r}
e P J p = e P J q for any q ∈ P, e P J p = −e P J q for any q ∈ P c . Therefore, since J 2 p = −1,
Therefore e P e P = e P and, with the same argument, e P e P = e P , whence e P = e P . 
The dual vector space V * is also a module for the unitary group U (V, h). Take ∅ = P ⊆ {1, . . . , r} and consider
Proof. The linear map
with w 1 , . . . , w r as above, is well defined and a homomorphism of U (V, h)-modules. Besides, if p, q ∈ P, then w p = v p and w q = v q above, so that
Therefore, since e P = p =q∈P
, it follows that Ψ P (x) = Ψ P (xe P ) for any x ∈ ⊗ r R (V R ), and then Ψ P restricts to Φ P , which is thus well defined. The inverse is given by 
ALBERTO ELDUQUE
The real vector space ⊗ r R (V R ) is a complex vector space with the natural action of C on the p th slot. This complex vector space will be denoted by [⊗ r R (V R )] C,p . The isomorphism in Corollary 2.8 is then an isomorphism of complex vector spaces too:
The final prerequisite in the proof of Theorem 2.1 is the next straightforward result:
Proof of Theorem 2.1. From the previous results we obtain
(The last equality is due to the fact that U (V, h) is a form of GL(V ).) But the invariant theory of GL(V ) [20] shows that
is trivial unless r is even, r = 2m, and P contains exactly m elements. In this latter case, P = {l 1 , . . . , l m } (l 1 = 1), P c = {s 1 , . . . , s m } and any such invariant T is a (complex) linear combination of invariants of the form
Taking into account the definitions of the isomorphisms Φ P and homomorphisms Ψ P in Proposition 2.6 and (2.7), any
A final remark for this section is that using the invariant theory for SL(V ) instead of GL(V ) and the same arguments as above, one arrives at:
For n = 1 any multilinear map can be expressed in this form.
Centralizer algebra
The aim of this section is to compute the centralizer algebra of the action of
As checked in the previous section, the J l 's belong to this algebra and also, for any σ in the symmetric group S r , so does
l=1 be a basis of V R , and let {f l } 2n l=1 be its dual basis relative to | (so that e p | f q = δ pq for any p, q). The contraction maps c pq (1 ≤ p < q ≤ r) defined as follows:
Notice that c pq does not depend on the chosen dual bases.
All these elements generate the centralizer algebra:
is generated (as a real algebra) by the J l 's, c pq 's and the action of the symmetric group S r :
Proof. To compute the centralizer algebra
Hence, to compute End U(V,h) ⊗ r R (V R ) one has just to keep track of the isomorphisms above. Let us proceed with an example: consider the multilinear
and take {e l } 2n l=1 and {f l } 2n l=1 dual bases relative to | as above. Let e * l = e l | − ,
where (12) denotes the permutation of the first two slots. The result follows since the arguments used for this particular f in (3.3) work in general.
Combinatorial description
Consider the element in equation (3.4) , which belongs to the centralizer algebra
(Notation as in the previous section.) It will be represented by the marked diagram:
A marked diagram on 2r vertices is a graph with 2r vertices arranged in two rows of r vertices each, one above the other, and r edges such that each vertex is incident to precisely one edge. The rightmost vertex of each 'horizontal' edge (i.e., joining vertices in the same row) and the bottommost vertex of each 'vertical' edge (i.e., joining vertices in different rows) may (or may not) be 'marked'.
There are (2r − 1)!! 'unmarked diagrams' and, therefore, 2 r (2r − 1)!! marked diagrams. The unmarked diagrams form a basis of the classical Brauer algebra.
Any such marked diagram represents an element of the centralizer algebra
Let D marked r denote the real vector space with a basis formed by the marked diagrams with 2r vertices, numbered from 1 to r from left to right in the top row and from r + 1 to 2r from left to right on the bottom row. The procedure above provides a map from the set of marked diagrams into End U(V,h) ⊗ r R (V R ) and hence a linear map
. This linear map ρ is onto because of Theorem 3.2 (or Theorem 2.1).
Proposition 4.1. ρ is a bijection if and only if n ≥ r.
Proof. Let X be a marked diagram and let us split the edges in X according to whether its rightmost or bottommost vertex is marked or not:
, so that {d 1 , . . . , d n , Jd 1 , . . . , Jd n } is an orthogonal basis of V R relative to | . Through the natural isomorphisms considered in Section 3, ρ(X) corresponds to the multilinear invariant map:
(the ± sign appears due to the skew symmetry of J relative to | ).
If n ≥ r, take v p l = d l = v q l for l = 1, . . . , s and v p l = Jd l , v q l = d l for l = s + 1, . . . , r. Then f X (v 1 , . . . , v 2r ) = 0, while f Y (v 1 , . . . , v 2r ) = 0 for any Y = X, due to the orthogonality of the chosen basis. This shows that for n ≥ r, ρ is one-to-one, and hence a bijection.
However
where (−1) σ denotes the signature of σ. Notice that
When expanded, z appears as the image under ρ of a nontrivial linear combination of different marked diagrams without horizontal edges. For any σ ∈ S r and any l ∈ {1, . . . , r}, ρ(σ)J l = J σ(l) ρ(σ) (remember that End U(V,h) ⊗ r R (V R ) acts on the right) so, due to Proposition 2.2(1), for any σ ∈ S r one has e {1,...,r} ρ(σ) = ρ(σ)e {1,...,r} . Hence the isomorphism
given in Proposition 2.6, preserves the action of S r . Since n ≥ r − 1, σ∈Sr (−1) σ σ acts trivially on ⊗ r C V and, therefore, z in (4.2) acts trivially on ⊗ r R (V R ). That is, z = 0. Thus ρ is not one-to-one in this case.
The multiplication (composition of maps) in End U(V,h) ⊗ r R (V R ) can be lifted to a multiplication in D marked r . Let us look at an example first. Take the following two marked diagrams: 
(with notations already familiar) and
which is the image under ρ of 2n times the following marked diagram: The previous arguments show the general rule to multiply marked diagrams: Given two marked diagrams X and Y , draw Y below X and connect the l th upper vertex of Y with the l th lower vertex of X, to get a 'marked graph' G(X, Y ). For the previously considered marked diagrams X and Y , we have: 
where γ(X, Y ) ∈ R is defined below and X * Y is the marked diagram whose vertices are the vertices in the upper row of X and the vertices in the lower row of Y with the horizontal edges that appear in these rows. The rightmost vertices of these horizontal edges inherit the marking in X or Y . Moreover, there is a vertical edge joining any upper vertex of X with a lower vertex of Y precisely if there is a path in G(X, Y ) joining these vertices. The lowermost vertex of any of these vertical edges is marked if and only if there is an odd number of marked vertices along the corresponding path in G(X, Y ). (For the example above, X * Y appears in (4.3).)
Besides, 
(two marks and two horizontal moves).
(2) Let l be any loop in G(X, Y ), fix any vertex in l and move all the marks, say s, in the vertices of l to this fixed vertex. Then define
For instance, taking the loop of the previous example: The definitions of γ(p) and γ(l) are made so as to take into account the skewsymmetry of J and the fact that J 2 = −1.
Finally, define
The resulting algebra (over the real field) thus defined over D marked r will be denoted by D marked r (n). 
which is satisfied if and only if for any marked diagrams X, Y, Z [19, 9] .
Remark 4.8. Given an edge of a marked diagram, call it positive if its bottommost or rightmost vertex is not marked, and negative otherwise. Hence the marked diagrams can be identified with the signed diagrams in [14, 15] . The algebra D marked r (x) is then defined over the same vector space as the Signed Brauer Algebra defined in these references, although the multiplication is different.
Let us now proceed to give a presentation of D marked r (x) by generators and relations. We will assume r ≥ 4, the situation for r ≤ 3 is simpler and can be deduced easily along the same lines. First, let us consider the following marked diagrams: These generate the algebra D marked r (x), because the σ l 's generate the symmetric group, σJ 1 σ −1 = J σ(l) and σc 12 σ −1 = c σ(1)σ (2) for any σ in the symmetric group.
Then the following relations among these elements are easily checked:
Notice that (vi) is equivalent to J 1 J 2 = J 2 J 1 , (xii) to J 1 c 12 = −J 2 c 12 and c 12 J 1 = −c 12 J 2 , (xiii) to J 3 c 12 = c 12 J 3 and (xiv) to c 12 c 34 = c 34 c 12 .
Take the free associative algebra D over R(x) generated by elements σ 1 , . . . , σ r−1 , J 1 , c 12 , subject to the relations (i)-(xiv) above. D marked r (x) is a quotient of this algebra, and to show that they are isomorphic it is enough to check that the dimension of D is 2 r (2r −1)!! . To do so, first the subalgebra generated by the σ l 's is (isomorphic to) the group algebra of the symmetric group S r (in principle it is a quotient of the group algebra, but the corresponding subalgebra of D marked r (x) is the whole group algebra). Moreover, define recursively in D the new elements J l+1 = σ l J l σ l , 1 ≤ l ≤ r − 2. Because of (v) one has σJ l σ −1 = J σ(l) for any σ ∈ S r ⊆ D. Then relation (vi) yields J 1 J 2 = J 2 J 1 and with this one easily proves that J l J m = J m J l for any l, m, and that the subalgebra of D generated by the σ l 's and J 1 is the span of the elements J P σ, where P ⊆ {1, . . . , r}, σ ∈ S r and J P = p∈P J p (J ∅ = 1). Now define in D the elements c pq (p = q) by c pq = σc 12 σ −1 , where σ ∈ S r satisfies σ(1) = p, σ(2) = q. This is well defined by the relations in (viii) and, because of (ix), c pq = c qp for any p, q. Then relation (xii) is equivalent to J 3 c 12 = c 12 
Decomposition into irreducibles
In this section, the hermitian form h on V will be assumed to be positive definite, so U (V, h) ∼ = U (n), the compact unitary group (see however Remark 5.4) . The goal here is to use the results in the previous sections, together with [2] (see also [18] ), to decompose ⊗ r R (V R ) into a direct sum of irreducible U (V, h)-modules. Let us first recall [6, § 26.3 ] that given a real Lie group G, a representation of G on a complex vector space W is said to be real if it comes from a representation of G on a real vector space W 0 by extension of scalars (up to isomorphism, W = C ⊗ R W 0 ). This is equivalent to saying that there is a conjugate linear endomorphism of W whose square is the identity. Note also that in this case W R = W 0 ⊕ iW 0 is the direct sum of two copies of the G-module W 0 . The representation is said to be quaternionic if there is a conjugate linear endomorphism whose square is minus the identity and complex if it is neither real nor quaternionic.
In case W is irreducible as a representation over C, that is, in case it has no proper complex subspaces invariant under G, W is real if and only if W R contains a proper irreducible submodule W 0 . Thus, as a G-module, W R is isomorphic to the direct sum of two copies of W 0 and its centralizer algebra End G (W R ) is isomorphic to the algebra of matrices Mat 2 (R). On the other hand, if W is complex or quaternionic, then W R remains irreducible and End G (W R ) is isomorphic either to C or to H, respectively.
To achieve the goal of this section, first an element p ∈ {1, . . . , r} is fixed, and for simplicity we will take p = 1. Then, from Proposition 2.2, Corollary 2.4, Proposition 2.6 and (2.9)
and, as complex vector spaces,
Therefore the module (over C) V q,r−q := ⊗ q C V ⊗ C ⊗ r−q C V * has to be decomposed into a direct sum of irreducible U (V, h)-modules. Let us think in terms of the associated Lie algebra u(V, h), which is a form of the general linear Lie algebra gl(V ). The irreducible u(V, h)-submodules of V q,r−q over C are exactly the irreducible gl(V )-submodules, and these are determined in [18] and [2] : the irreducible gl(V )submodules of V q,r−q are in one-to-one correspondence with the pairs (τ, L) where:
( .
If we fix a basis of V , so that gl(V ) ∼ = gl n , the complex Lie algebra of n × n matrices, and consider the Cartan subalgebra h formed by the diagonal matrices, let l ∈ h * (l = 1, . . . , n) be given by l (diag(α 1 , . . . , α n )) = α l . Then the highest weight of the irreducible module associated to a pair (τ, L) as above is λ 1 1 + · · · + λ n n , where λ 1 ≥ λ 2 ≥ · · · ≥ λ t > 0 are the lengths of the rows of τ + , while −λ n ≥ −λ n−1 ≥ · · · ≥ −λ n−t +1 > 0 are the lengths of the rows of τ − and λ t+1 = · · · = λ n−t = 0.
Once V q,r−q is decomposed into a direct sum of irreducible modules for U (V, h) over C, what is left to be done is to check which of these modules remain irreducible as modules for U (V, h) over R (that is, the representation is either complex or quaternionic) and which of them do not (the representation is real):
(1) For r = 2q, the irreducible U (V, h)-submodules of ⊗ q C V ⊗ C ⊗ r−q C V * are all complex, so they remain irreducible as modules over R. Proof. If q = r − q (in particular, if r is odd), then i1 ∈ u(V, h) acts as
and hence the action of scalar multiplication by imaginary complex numbers is "included" in the action of u(V, h). Thus all the irreducible submodules of V q,r−q over C are complex, so they are irreducible as modules over R.
If q = r − q, the argument above shows that the action of i1 ∈ u(V, h) on V q,q (r − q = q) is trivial, so we have to consider only the action of su(V, h). Hence, the highest weights of the irreducible gl(V )-submodules in V q,q are of the form λ 1 1 + · · · + λ n n , with λ 1 ≥ · · · ≥ λ n and λ 1 + · · · + λ n = 0, so that λ 1 1 + · · · + λ n n = (λ 1 − λ 2 )ω 1 + · · · + (λ n−1 − λ n )ω n−1 , where ω 1 = 1 , ω 2 = yield a real representation are [6, Proposition 26 .24]:
n odd, or n = 4k, or n = 4k + 2 and λ 2k+1 − λ 2k+2 even, (5.3) while the conditions to yield a quaternionic representation are (5.2) and n = 4k + 2 and λ 2k+1 −λ 2k+2 is odd. But (5.2) is equivalent to λ l +λ n+1−l (1 ≤ l ≤ n−1) being constant, which together with the condition λ 1 +· · ·+λ n = 0 yields λ l +λ n+1−l = 0, which implies λ 2k+1 − λ 2k+2 = 2λ 2k+1 for n = 4k + 2. Therefore, the condition (5.3) follows from (5.2), and condition (5.2) is equivalent to the restriction of the Young frames of both τ + and τ − being the same, as required.
As a first example, consider (V R ) ⊗ R (V R ), which splits as
where e 1 = 1 2 (1−J 1 J 2 ), e 2 = 1 2 (1+J 1 J 2 ). Here S 2 (V ) R (the symmetric tensors) and Λ 2 (V ) R (skew-symmetric tensors) are irreducible as U (V, h)-modules over R, while C R is a direct sum of two trivial one-dimensional modules over R, and sl(V ) R = su(V, h) ⊕ isu(V, h) is a direct sum of two copies of su(V, h).
In the remaining part of this paper, we will consider the motivating example of Gray and Hervella [7] considered in the Introduction, as well as another related example by Abbena and Garbiero [1] .
Example (Gray-Hervella, 1978 [7] ). Since V R ∼ = (V R ) * as modules for U (V, h), the problem described in the Introduction amounts to decompose (a sum of orthogonal idempotents) in the notation of Section 2. Hence, by Proposition 2.6
and from this isomorphism, it immediately follows that
and it is enough to decompose each one of these two summands into irreducible gl(V )-modules.
The first summand is (V ⊗ C V ⊗ C V ) 1 2 (1 − (23)) and, since in the group algebra CS 3 the idempotent 1 2 (1 − (23)) = e T1 + e T2 is the sum of two orthogonal primitive idempotents, where
(that is, e T1 = 1 6 σ∈S3 (−1) σ σ and e T2 = 1 3 1 + (12) 1 − (23) ), it follows that On the other hand, assuming dim V ≥ 3, V * ⊗ C Λ 2 (V ) decomposes [2] into:
which corresponds to the pair (τ, L), with τ = 1 2 , 3 and L = ∅. 
where the e l 's and f l 's constitute dual bases of V R relative to | . The situation for dim V ≤ 2 is simpler. We recover in this way the decomposition given in [7] .
Example (Abbena-Garbiero, 1988 [1] ). One has to decompose
As before, 1 2 (1 + J 2 J 3 ) = e {1,2} + e {1,3} , so
by means of the isomorphism Φ given by
