ABSTRACT: Based on the problem that supervised machine learning requires labeled samples and fails to identify unknown traffic, the author innovatively integrates wavelet transform and K-means algorithm of unsupervised machine learning by combining the advantage of wavelet transform in solving multi-fractal network traffic and proposes a traffic identification method based on wavelet spectrum of scatter factor and improved K-means. This method represents each stream sequence with wavelet spectrum of scatter factor, which is taken as the input of clustering algorithm. The author carries out a cluster analysis with GA K-means algorithm. The experimental result suggests that this method has an obvious superiority in stability and accuracy of classification.
INTRODUCTION
With the constant development of traffic classification technique based on machine learning, the classification problem of traffic with relatively small data traffic and complete sample labeling has been basically solved [1] . But the increasing network traffic types and the constantly changed proportion of applications give rise to an increasingly prominent bottleneck problem of sample labeling in machine learning, especially the supervised machine learning based on sample labeling. Supervised machine learning is widely studied because of its higher identification accuracy. For example, Moore et al. [2] introduced the Native Bayes (NB) method for traffic classification identification. Raahemi et al. [3] put forward a traffic classification method for P2P based on decision tree algorithm. Peng Xu et al. [4] proposed a traffic classification method based on Support Vector Machine (SVM). Sun et al. [5] put forward a traffic classification method based on Probabilistic Neural Network (PNN). The above mentioned classification methods of supervised machine learning rely on a large number of labeled samples in order to improve the classification accuracy. However, in practical applications, it is quite difficult to obtain a labeled sample set due to the lack of automated sample set labeling tools. So the sample size of actual training set is normally small and the information provided by labeled samples is limited. Furthermore, the number of labeled samples is small relative to the actual network traffic, so there are differences between the sample space traffic distribution and the actual network traffic distribution. And traffic of unknown application types cannot be classified as well.
Research results of network traffic characteristics in recent years indicate that network traffic in a real environment has quite obvious multi-scale characteristics. Multi-fractal theory is introduced in network traffic characteristics, providing an effective mathematical frame for the description of complexity and singularity of small scale network traffic. Wavelet transform has a de-correlation effect on signals of self-similarity [6] . Traffic can be decomposed through
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wavelet decomposition into signals of different frequencies so as to realize multi-scale characteristic analyses and provide an effective mathematical tool for network traffic analyses.
With respect to the above-mentioned problems of supervised machine learning, the author combines the advantage of wavelet transform in solving multi-fractal network traffic, innovatively integrates wavelet transform and K-means algorithm of unsupervised machine learning, and proposes a traffic identification method based on wavelet spectrum of scatter factor and improved K-means. This method represents each stream sequence with wavelet spectrum of scatter factor, which is taken as the input of clustering algorithm. Taking advantage of the feature that the optimal solution can be converged in a global searching space through genetic algorithm, the author combines genetic algorithm with K-means and proposes an improved GA K-means clustering algorithm for traffic identification.
WAVELET TRANSFORM AND K-MEANS ALGORITHM

Wavelet transform analysis
As a branch of applied mathematics, wavelet transform is a transform method of time and frequency. It conducts multi-scale zooming analyses on functions or signals through scaling and shifting algorithms, meets the requirement of time-frequency signal analysis and solves many problems that cannot be solved by Fourier transform. And it is an ideal tool for signal time-frequency analysis and processing [7, 8] . Mallat proposed the Mallat fast wavelet decomposition and reconstruction algorithm based on multi-resolution analysis in 1987 [9] , improving the computing speed of wavelet transform enormously. Since it was discovered in 1990s that network traffic is multi-scale, wavelet transform has been introduced in the research of network traffic analysis because wavelet transform is taken for an effective way of analyzing and describing fractal characteristics.
Wavelet transform is mainly divided into continuous wavelet transform and discrete wavelet transform. It is necessary to discrete continuous wavelet in practical applications, especially on computers. Discrete Wavelet Transform (DWT) means the discretization of scale factor and shift factor of a basic wavelet [10] .
In wavelet transform, the function space is L 2 (R), namely the space formed by square integrable function on R, which is shown in the formula:
That is to say, ψ is a basic wavelet if Cψ is bounded. A wavelet sequence can be obtained after scaling and shifting.
 
In the above formula, a is the scale factor and b is the shift factor. Both scale factor and shift factor are continuously transformed real numbers in continuous wavelet transform. Discrete wavelet transform is obtained through the discretization of scale factor and shift factor. 
It is a discrete wavelet and the discrete wavelet transform is
K-means algorithm and existing problems
K-means clustering algorithm is a typical clustering method based on division, which was first proposed by MacQueen in 1967. It is an algorithm of unsupervised machine learning based on similarity measurement of distance [11] . K is the number of divided clusters and means is the mean value of data in cluster Ci. So, K-means clustering algorithm is also known as the algorithm of K mean value. With K as the input parameter, K-means algorithm divides the data stream set T composed of n objects into K clusters so that there is a high similarity in cluster while a low similarity between clusters. That is to say, objects in the same cluster are "similar" while object in different clusters are "dissimilar". The similarity of cluster is the measurement of the mean value of all objects, which is called the centroid of the cluster. Detailed algorithm is described as follows in Algorithm 1:
Algorithm 1: K-means algorithm\ Input: the set to be classified T containing n data stream objects and the number of classes K Output: K clusters of traffic class Steps of the algorithm are as follows:
(1) Randomly select k elements from T as the center of k clusters; (2) Respectively calculate the dissimilarity of remaining elements to centers of k clusters. The formula classifies these elements into the cluster of the lowest dissimilarity; (3) Recalculate centers of k clusters according to the clustering results. The method is to take the arith-metic mean of the dimensionality of each element in cluster; (4) All the elements in T are clustered again in line with new centers.
(5) Repeat step 4 until the clustering results no longer change.
K-means algorithm is efficient and fast. The clustering results do not rely on the predefined classification and are able to identify unknown traffic, so K-means algorithm can be used in clustering analysis of network traffic. There are also some problems of K-means algorithm: the selection of K has a large impact on classification results; the algorithm requires continuous classification and adjustment of sample traffic according to similarity, so the convergence of clustering might become slow when the volume is extremely huge; the algorithm needs to determine an initial division in line with the initial clustering center, the selection of which has a relatively large impact on clustering results that different selections bring large fluctuations to clustering results.
TRAFFIC CLASSIFICATION BASED ON WAVELET SPECTRUM OF SCATTER FACTOR AND IMPROVED K-MEANS
The author proposes a traffic identification method based on wavelet spectrum of scatter factor and improved K-means. This method represents each stream sequence with wavelet spectrum of scatter factor, which is taken as the input of clustering algorithm. The accuracy of clustering is improved by K-means method based on genetic algorithm.
Wavelet spectrum of scatter factor
Network traffic can be seen as one-dimensional discrete signals. Because of the self-similarity of traffic,
Here, t≥0, ε≥0, H∈(0,1). H is a self-similar parameter, namely the Hurst parameter. In consideration of the advantage of wavelet transform in analyzing multi-fractal properties [12] , the author defines discrete wavelet spectrum to present time series characteristics of each stream based on discrete wavelet transform, which can be used as the input sample of machine learning.
Discrete wavelet transform decomposes integrated time series, which are composed of components of different frequencies, into subsequences of various frequencies. A given group of input signal T(t) can be decomposed into a scaling function and a wavelet function through discrete wavelet transform.
In the above formula,
is the scale coefficient of discrete wavelet transform of T(t) at layer j0; ej,k is the discrete wavelet coefficient at layer j;
is the wavelet function of DWT. In this paper, the author making use of the simple normalized orthogonal wavelet, Haar wavelet, to conclude the relationship between the scaling function and the wavelet function:
The factor of discrete wavelet transform is defined
. In order to guarantee the non-negativity of the scaling coefficient,  ), the q-order mean value of transform factors is:
In formula (9), nj is the number of wavelet coefficients at layer j. According to Fourier transform and the self-similarity of T(t), the above formula can be simplified as:
In order to minimize the influence of bandwidth on eigenvalue, the influence of indicator dimension and quantity is eliminated so that characteristics can reflect comprehensively the variation degree and mutual effect degree of indicators in original data. In this paper, the obtained wavelet spectrum of scatter factor is processed with zero-mean normalization according to formula (11) so that the eigenvalue is more accurate.
In the above formula, the largest decomposition scale of q-order wavelet spectrum is J. The wavelet spectrum of scatter factor after zero-mean normalization can reflect the characteristics of traffic in terms of multi-time scale.
Algorithm 2: algorithm of wavelet spectrum of scatter factor Input: the set to be classified T containing n data stream objects Output: q-order wavelet spectrum of scatter factor of traffic sequence on multi-time scale
Steps of the algorithm are as follows: (1) The initial discrete traffic data sequence is {X0,k, k=0,1,…2 N -1}; (2) The scaling coefficient d j,k and the wavelet coefficient e j,k can be obtained through Haar discrete wavelet transform on the discrete sequence; (3) Calculate the q-order scatter factor spectrum of each layer according to formula (10); (4) Zero-mean normalization in line with formula (11).
K-means clustering algorithm based on genetic algorithm
K-means algorithm requires users to predefine the number of clusters K before clustering. It is more difficult to preset reasonable parameters in practical applications, especially when the data volume is huge with high dimension. The number of clusters K for the best clustering result is not known beforehand. The optimal value of K can be only determined by experimental comparisons. In literature [13] , Erman changes constantly the input value of the data set to be trained so as to determine the value of K with a better clustering result for the cluster analysis. For the same data set of traffic samples, different K values bring different clustering results. If the value of K is too small, the clustering granularity will be excessively large and the clustering result will be rough, classifying similar applications (like SMTP, IMAP) into the same cluster. If the value of K is too large, the clustering granularity will become small and the clustering result will be too precise, dividing the data stream of the same application into a number of different clusters (for example, the stream of P2P is divided into an upstream traffic and a downstream traffic). Genetic Algorithm is a calculation model established on the basis of biological genetic and evolutionary theory by Professor Holand from University of Michigan in 1969. It solves the problem of searching the globally optimal solution with the self-adaptive probability searching technique. Genetic algorithm is able to search in a global solution space without any requirements on continuous and restrictive assumptions of the space. So, the algorithm is able to search the globally optimal solution with a high probability from a high dimensional dataset space, which is discrete and has multiple extreme values and noise interference.
In order to obtain the optimal clustering result through the predefined value of K, the author combines genetic algorithm with K-means and puts forward an improved GA K-means clustering algorithm for traffic identification by taking advantage of the property of genetic algorithm that the optimal solution can be converged in a global search space. According to the problem that the convergence time of processing a large amount of data is too long, the author suggests that K-means algorithm is used for clustering in each process of iteration, which accelerates the convergence process and significantly shortens the calculation time. This method is able to search the optimal number of clusters automatically so as to solve the problem of determining the optimal K in K-means clustering.
Genetic algorithm maps the solution space of a problem to be solved in a searching space to the genetic space. Each possible solution vector is called chromosome and each element of the vector is called gene. The collection of all chromosomes is called a group. Advantages and disadvantages of each chromosome are measured by the fitness function. Chromosomes with higher adaptive values evolve through genetic operators (replication, crossover, mutation, etc.) and finally converge to an optimal solution.
The fitness function measuring advantages and disadvantages of chromosomes is defined as follows:
Here, Dk is the separation distance between clusters; Ik is the separation distance in a cluster.
Four parameters need to be preset before the implementation of GA algorithm. In this paper, the largest terminate evolutional generation of genetic algorithm Gn is 400; the crossover ratio (the proportion of chromosomes participating in the crossover operation) Cr is 0.72; mutation ratio (the proportion of mutated genes) Mr is 0.524; the group size (the number of individuals in the genetic space) is Mn. Refer to literature [15] for replication, crossover and mutation of genetic operators of group chromosomes.
Steps of the improved GA K-means algorithm are as follows:
(1) Randomly select n individuals from the classified collection T so as to generate an initial population K={k1, k2, k3,…, kn};
(2) Propagate K values respectively to K-means algorithm and cluster in line with steps in section 2 and 3; (3) Calculate the fitness value of each K value; the iteration counter g=1; (4) If the terminal condition is satisfied, the individual with the largest fitness in K is selected as the optimal solution and the algorithm terminates; otherwise, execute the next step; (5) Chromosomes are replicated selectively according to fitness to form a group K1; (6) Calculate the number of chromosomes participating in crossover according to the crossover proportion Cr; select chromosomes for crossover to form a group K2; (7) Determine the genetic operation of mutation according to the mutation proportion Mr to form group K3; (8) Substitute the group K3 for K, g=g+1; execute step 3.
This algorithm effectively solves the problem that the number of clusters needs to be preset in K-means. It is able to search the globally optimal solution because of mutation of genetic operators. The time complexity of the algorithm is O(n 2 logn).
Traffic classification method
The author proposes a traffic identification method based on wavelet spectrum of scatter factor and improved K-means. This method represents each stream sequence with wavelet spectrum of scatter factor, which is taken as the input of clustering algorithm. The clustering analysis is carried out with the improved GA K-means algorithm, specific process of which is presented in Figure 1 :
, ,..., k C C C Figure 1 . The process of traffic identification.
In the calculation of 2-order scatter factor wavelet spectrum, the practical calculation indicates that there are overlaps of wavelet spectrum of different traffic classes in terms of time scale. Thus the difficulty of identification increases and the classification result is poor. For this reason, the author takes samples from the traffic set and represents the multi-scale network traffic by calculating the 1-order scatter factor wavelet spectrum, the traffic data are below 5 (including 5). The processed wavelet is able to reflect behavioral properties of traffic in terms of time scale. In this paper, the author carries out a further traffic classification based on this property.
Before the clustering analysis with GA K-means, it is necessary to describe practical traffic as mathematical language object that can be processed by the clustering algorithm. With the description of data flow in section 2.2, the author uses scatter factor wavelet spectrum to represent the eigenvalue so as to form a wavelet spectrum matrix of traffic, namely the initial matrix T. In order to reduce the dimension of vectors in the traffic matrix and to reduce relevant attributes and computational complexity, the author simplifies the matrix with the method of Singular Value Decomposition (SVD) [16] . The initial matrix T is decomposed into Tn×m= An×n Sn×m Cm×m through SVD, where matrix A and C are orthogonal matrixes and matrix S is a diagonal matrix with an order of r (the matrix S is zero from line m+1 to line n, which can be seen as a diagonal matrix). Elements in matrix are single valued sequences, satisfying 1 2 ...
The matrix T ′ can be obtained through SVD of the initial matrix T. In order to make the matrix T ′ have a better differentiation degree, the author further optimizes T ′ with the weight matrix W. Weight matrix W is a diagonal matrix with an order of r and elements on diagonals are
 . The variance on column i of matrix T ′ is ηi and λi is the expectation on column i of matrix T ′. The author compares the value of each column to the mean value of each column. The larger ηi is, the more obvious the traffic property differentiation of column i is. Consequently, the proportion of distinguishing different traffic is larger. Matrix T ″ can be obtained from T ′ under the effect of weight matrix W, which can be used as the input of GA K-means for the clustering analysis.
EXPERIMENT AND RESULTS ANALYSIS
Experimental data set
The traffic data set used in the experiment are collected from the network export link of the national mathematics engineering and advanced computing laboratory. There are about more than 400 researchers in this laboratory, who are connected to the Internet through a gigabit Ethernet link. The author captured all network traffic passing through this link from 15:00 to 15:59 on Oct 19, 2015. In order to reduce the interference of noise data, the author refers to the construction method of Moore Set data set for reference [17] . The experiment only carries out analyses on TCP traffic with semantic integrity. Data collected are filtered according to the semantic integrity.
(1) Traverse the data package sets and delete data packages that are not connected through TCP;
(2) Delete connected packages that are not integral in semantics; (3) Delete data packages in TCP connection that are not relevant to applications, like control command package SYN, ACK, Keep-Alive, etc.
The network data traffic used in the experiment is a TCP bidirectional flow, the forward direction of which is the first data transmission direction of the network traffic. The processed experimental data set contains 865128 integral bidirectional TCP network traffic samples. There are altogether 7 kinds of application types. Name, examples and number of each application are presented in Table 1 . 
Evaluation criteria
For the evaluation of advantages and disadvantages of machine learning algorithm, two criteria are normally used to evaluate the classification result, namely precision rate (Pprecision) and recall rate (Precall). It is assumed that there are only two categories of classification targets, positive and negative, which can be defined as: (1) The calculation formula of precision rate is:
The calculation formula of recall rate is:
Experimental result analysis
The experiment contains two parts. Experiment 1 verifies the optimality of K-means algorithm based on genetic algorithm in terms of the selection of K value. Experiment 2 verifies the traffic classification effect of the method.
Experiment of K value selection
This experiment verifies the optimality of K-means algorithm based on genetic algorithm in terms of the selection of K value. In the experiment, traffic data set is divided into Set1 and Set2. GA K-means clustering algorithm and K-means algorithm are verified respectively. As shown in figure 2, K-means algorithm and the K-means algorithm based on genetic algorithm proposed in this paper are compared in terms of precision rate when K value belongs to {20,40,60,80,100,120, 140,160}. It can be seen from the above curves that the precision rate of the algorithm becomes flat and reaches the highest point when K=150. If the calculation is carried out through GA K-means traffic classification, K value converges to 148 in Set 1and to 153 in Set 2. The experiment result indicates that GA K-means is able to search the optimal K value automatically and effectively improve the identification precision of the traffic. 
Experiment of classification effect
Singh mentioned a problem in literature [18] that the traditional K-means algorithm takes long calculation time and the quality of the cluster largely depends on the initial center point. In this paper, the author proposes an Enhanced K-means algorithm (E K-means), which eliminates the limitation of K-means algorithm on K value and improves the efficiency and accuracy of the algorithm to some extent. The author selects the traditional K-means clustering algorithm and E K-means algorithm to make a comparison with GA K-means algorithm. The population size Mn is 120 and other values are defined in line with section 3.2. Results of the three algorithms are presented in Table 2 Experimental results indicate that the precision rate and the recall rate of the traffic classification method based on scatter factor wavelet spectrum and GA K-means are higher than those of K-means and E K-means in literature [18] . This is mainly because the author uses scatter factor wavelet spectrum to represent characteristics of network traffic, which reflects behavior attributes of traffic in terms of multi-time scale to the largest extent. The clustering analysis is carried out through the K-means method based on genetic algorithm with the acquired scatter factor wavelet spectrum as the input of the clustering algorithm. The genetic algorithm is able to search the optimal K value before cluster so as to avoid the problem that the accuracy of the classification result fluctuates significantly due to different choices of the initial center point. The global searching ability is superior to that of K-means algorithm and E K-means algorithm, and the clustering result of the former is more stable. Meanwhile, the author introduces weight matrix in this paper to reduce interference between attributes, increase differentiation degree and sensitivity, and improve the identification precision effectively.
CONCLUSION
Based on the above-mentioned problems of supervised machine learning, the author innovatively integrates wavelet transform and K-means algorithm of unsupervised machine learning by combining the advantage of wavelet transform in solving multi-fractal network traffic and proposes a traffic identification method on the basis of scatter factor wavelet spectrum and improved K-means. This method represents each stream sequence with wavelet spectrum of scatter factor, which is taken as the input of clustering algorithm. In the clustering analysis through GA K-means algorithm, the optimal number of clusters can be found with the characteristic of genetic algorithm that the globally optimal solution can be converged in a searching space, solving the problem of inputting classification number in K-means. As for the problem that the convergence time of genetic algorithm is too long in data processing, the author proposes that K-means algorithm is used in each iteration for clustering so as to accelerate the convergence and greatly shorten the calculation time. Experimental results show that the traffic classification method based on discrete factor wavelet spectrum and GA K-means is able to search the optimal number of clusters automatically, which has an obvious advantage in stability and accuracy of classification compared to similar methods.
