Abstract. Two sets of sufficient conditions on the kernel k(t, s) are given so that one can prove that if x is a bounded function such that lim \x(t + t) -x(t)\ = 0 and lim I k(t, s)x(s) ds l-oc t-oo '0 T-0 exists, then \im,^xx (t) exists.
1. Introduction and statement of results. The purpose of this note is to give sufficient conditions on the kernel k so that the following conclusion holds: If x is a bounded function such that lim \x(t + t) -x(t)\= 0 and lim f'k(t, s)x(s) ds t-oo l-oo •'n T^O exists, then limt^xx(t) exists. In the case when the kernel is of convolution type, i.e. k(t, s) = K(t -s) for some function K, and K is integrable, then the answer is given by Pitt's form of Wiener's Tauberian theorem, see e.g. [4, p. 210 ]. The statement above holds if and only if K (y) ¥^0, y G(-oo,oo) where " " denotes the Fourier transform. The situation when K is not integrable is studied in [2] .
Since we do not make the assumption that the kernel k is of convolution type, we cannot use the Fourier transform. Then it becomes difficult to find very general assumptions on k that imply the desired conclusion, but as is seen from the two theorems below, more specialized conditions can be used.
Let A = {(t, s)\Q<s<t). Theorem 1. Assume that the function k is defined on A and that (1.1) k is positive and continuous on A,
3) k(tx,sx)k(t2,s2) <k(tx,s2)k(t2,sx) whenO < s, < i2 < i, < t2, In the second theorem we do not make the assumption (1.3) that is crucial in Theorem 1.
Theorem 2. Assume that k is defined on A and that (\ \\ for eac^ t ** ®' mefunction: s -» k(t, s), 0 < s < t, is measurable and nonnegative, (1.12) k(t,s)<k(r, s) whenO < s < t *¿ t, (1.16) lim lim sup f Tk(t, s) ds < 2"' lim f'k(t,s)ds + f Urn k(t, s) ds).
Note that by (1.11), (1.12) and (1.15) limt^0Ok(t, s) exists and is a nonnegative integrable function. The assumption (1.14) is not quite the best possible one but if, for example, k(t, s) = Xfo.i]^ ~ s),0 <s< t, then all the assumptions of Theorem 2 except (1.14) hold, and to see that (2.17) does not follow from (1.7)-(1.9) one can takex(t) -sin(2irt).
In [2] it is shown that Theorem 2 fails in the convolution case if (1.15) and (1.16) are dropped.
2. Proof of Theorem 1. The proof will be based on the following lemma that has also been established in [1] .
Lemma 2.1. Let (1.1)-(1.5) hold. Then there exists a function r, defined on A, such that (2.1) r is continuous on A and 0 < r(t, s) < k(t, s), .2) holds. Let 0 < s0 < t0 be such that r(ro> so) = 0-From the continuity of r and the fact that r(s0, s0) = k(s0, s0) > 0 we see that we may assume that (2.6) r(/,i0)>0, tE(s0,t0).
By (1.1), (2.2) and the assumption that r(t0, s0) = 0 we have
J °k(t0, u)r(u,s0)du Jt for every t E (s0, t0). From this equality we conclude with the aid of (1.3), (2.2) and (2.6) that (2.7) 0>(k(t,so))~lk(to,so)r(t,so)-max r(u, s0) f'°k(t0, u) du.
«el'.'ol Jt
Let {t"}"°=x be a sequence of numbers such that tn -» t0-as n -» oo and such that r(tn, s0) -maxue[r , xr(u, s0) for all n. Then (2.7) gives a contradiction because (k(i", s0))~*k(t0, s0) -» 1, f,'n°k(tQ, u) du -» 0 as n -> oo and r(tn, s0) > 0 for all n by (2.6). Thus we have established the first inequality in (2.1) and the second one follows from the first one, (1.1) and (2.2). Using (1.2), (2.1) and (2.2) we get If we replace x by x(t) -a(hmt^xf¿k(t, s) ds)~\ then we may assume that (2.9) a = 0 or lim f'k(t, s) ds = +oo. by (1.5), (2.3), (2.4) and (2.9) and we derive (2.13) from (2.12).
Now we choose the numbers t" so that (2.14) f" < t" < f" +-y and 1 k(rn,s)ds = max / k(u,s)ds, Jt" uS\t".t" + y}Jtn for all n. Then it follows from (2.1), (2.3), (2.4), (2.10), (2.11) and (2.14) that I " r(rn, s)x(s) ds > r j " r(rn, s) ds -\\x\\L,(R<. R)\l -j"r(rn,s)ds > (45 + 3«|W|t«(R+:R))(5 + 4(1 +||*||t-(Ä+:/t>))"1. n= 1,2.
But this is a contradiction since (2.13) holds and the proof of Theorem 1 is completed.
3. Proof of Theorem 2. First we note that without loss of generality we may assume that (3.1) limk(t,s)=0 for all 5^0. 
'-0O <^x
It follows from (1.14) that there exists a set fwith Lebesgue measure m(E) > 0 such that J*+ha(s)ds > 0 for all h > 0 when t G E. The following lemma is crucial for the proof. Proof. Suppose that this is not the case for some t G E and some sequence
[t"}nc=x tending to + oo such that limn_xx(tn) = 8+ . Then there exist by (1.8) and (3. 2) (since we can pick a subsequence if necessary), numbers e, y > 0 such that (3. 3) x(t"-Ts)<8+-e, sE[Q,y], x(t")>8+-e, n=l,2,....
Choose T > 0 to be such that (see (1.13) and the definitions of 8+ and E),
(We assume that T" is so large that r > g(tn).) Divide both sides of the inequalities in (3.8) and (3.9) by g(t"), add them up, let n -> oo and use (1.8) and (3.5)-(3.7). This yields a(u) du, i^i u.i)<=-i so that we have a contradiction by (3.4) . This completes the proof of Lemma 3.1. By the definition of 8+ there exists a sequence {f"}"=1 tending to +oo such that lim,!"00jc('") = i5+ . If we now repeatedly use Lemma 3.1 and the fact that since m(E)> Oit follows that U^=1{2f=15,|s, E E,i = l,...n) D (T, oo) for some T > 0, then we conclude that there exists a sequence {/"}"=, tending to + oo such that (3.10) x(t + t") -* 8+ uniformly on compact subsets of (-oo,0] as n -» oo. If we let n -» oo on both sides of this inequality, then we conclude from (1.9) (with a -0), (3.2), (3.10) and (3.11) that we have a contradiction because liml^ocj^k(t, s)ds -0 by (1.13), (3.1) and the dominated convergence theorem. This completes the proof of Theorem 2.
