Criteria for the existence of T -periodic solutions of nonautonomous parabolic equation u t = ∆u + f (t, x, u), x ∈ R N , t > 0 with asymptotically linear f will be provided. It is expressed in terms of time average function f of the nonlinear term f and the spectrum of the Laplace operator ∆ on R N . One of them says that if the derivative f ∞ of f at infinity does not interact with the spectrum of ∆, i.e. Ker(∆ + f ∞ ) = {0}, then the parabolic equation admits a T -periodic solution. Another theorem is derived in the situation, where the linearization at 0 and infinity differ topologically, i.e. the total multiplicities of negative eigenvalues of the averaged linearizations at 0 and ∞ are different mod 2.
Introduction
We shall be concerned with time T -periodic solutions of the following parabolic problem ∂u ∂t (x, t) = ∆u(x, t) + f (t, x, u(x, t)), x ∈ R N , t > 0,
where ∆ is the Laplace operator (with respect to x), N ≥ 3 and a continuous function f : [0, +∞) × R N × R → R is T -periodic in time:
f (t, x, u) = f (t + T, x, u) for all t ≥ 0, x ∈ R N , u ∈ R.
The assumption that N ≥ 3 is not essential, we make it only for the convenience and our results hold for N = 1, 2 after a proper restatement. Periodic problems for parabolic equations were widely studied by many authors by use of various methods. Some early results are due to Brezis and Nirenberg [5] , Amman and Zehnder [2] , Nkashama and Willem [17] , Hirano [14, 15] , Prüss [20] , Hess [13] , Shioji [23] and many others; see also [26] and the references therein. Most of these results treat the case where Ω is bounded and are based either on topological degree and coincidence index techniques in the spaces of functions depending both on x and time t or on the translation along trajectories operator to which fixed point theory is applied. In this paper we shall study the case Ω = R N by applying translation along trajectories approach together with fixed point index and Henry's averaging (see [12] ) as in [7] (for a general reference see also [8] ). In this case the semigroup compactness arguments are no longer valid (since the Rellich-Kondrachov theorem on R N does not hold and the semigroup of bounded linear operators generated by the linear heat equation u t = ∆u on R N is not compact). Therefore adequate topological fixed point theory for noncompact maps and the adaptation of proper averaging techniques is required.
We shall assume that f ∈ C([0, +∞)×R N × R, R) is such that, for all t, s ∈ [0, +∞), x ∈ R N , u, v ∈ R, one has
|f (t, x, u) − f (s, x, v)| ≤ K (x) + K(x)|u| |t − s| θ + L(x, s)|u − v|;
(f (t, x, u) − f (t, x, v)) (u − v) ≤ −a|u − v|
where
for examples of functions satisfying these assumptions).
We shall consider the averaged equation ∂u ∂t (x, t) = ∆u(x, t) + f (x, u(x, t)), x ∈ R N , t > 0,
where the time average function f : R N × R → R of f is given by
Our main results are the following criteria for the existence of T -periodic solutions.
Theorem 1.1. Suppose that f satisfies conditions (2) , (3), (4), (5) and, for all x ∈ R N and t ≥ 0, lim |u|→∞ f (t, x, u) u = ω(t, x) := ω 0 (t, x) − ω ∞ (t, x)
where ω 0 (t, ·) ∈ L p (R N ), N ≤ p < +∞, ω ∞ (t, ·) ∈ L ∞ (R N ) for all t > 0, and ω ∞ ≥ω ∞ > 0 for some real numberω ∞ and sup t≥0 ( ω 0 (t, ·) L p + ω ∞ (t, ·) L ∞ ) < +∞. If ∂u ∂t (x, t) = λ∆u(x, t) + λω(t, x)u(x, t), x ∈ R N , t > 0,
has no nonzero T -periodic solutions, for λ ∈ (0, 1] and Ker (∆ + ω) = {0}, where ω : R N → R is the time average function of ω, given by ω(x) := 1 T T 0 ω(t, x) dt, then the equation (1) admits a T -periodic solution u ∈ C([0, +∞),
Our second result applies in the case where there exists a trivial periodic solution u ≡ 0 and the previous theorem does not imply the existence of a nontrivial periodic solution.
Theorem 1.2. Suppose that all the assumptions of Theorem 1.1 are satisfied and additionally that, for all x ∈ R N and t ≥ 0, f (t, x, 0) = 0 and lim u→0 f (t, x, u) u = α(t, x) := α 0 (t, x) − α ∞ (t, x)
where α 0 (t, ·) ∈ L p (R N ), N ≤ p < +∞, α ∞ (t, ·) ∈ L ∞ (R N ) for all t > 0, and α ∞ ≥ α ∞ > 0 for some real numberᾱ ∞ > 0 and sup t≥0 ( α 0 (t, ·) L p + α ∞ (t, ·) L ∞ ) < +∞. If the equation ∂u ∂t (x, t) = λ∆u(x, t) + λα(t, x)u(x, t), x ∈ R N , t > 0,
has no nonzero T -periodic solutions for λ ∈ (0, 1] and Ker (∆ + α) = Ker (∆ + ω) = {0} and m − (∞) ≡ m − (0) mod 2, where m − (0) and m − (∞) are the total multiplicities of the negative eigenvalues of −∆ − α and −∆ − ω, respectively, then the equation (1) admits a nontrivial T -periodic solution u ∈ C([0, +∞),
Remark 1.3.
(a) Let us give an example of a class of functions satisfying (2), (3), (4) and (5).
. Assume that g : R → R is a bounded Lipschitz function with a constant L > 0 such that g(0) = 0 and g ′ (0) exists. Then the assumptions (3) and (4) are satisfied. If additionally there is a > 0 such that we have V ∞ (t, x) + L|W ∞ (t, x)| ≤ −a for all t ≥ 0 and x ∈ R N , then (5) holds. As a concrete example one may give f (t, x, u) := −2au + sin (au + bu(1 + |x|) −s | cos t|) where a, b > 0 and s > N/p. Moreover, in this particular case
The appearance of terms from the space L p (R N ) with N ≤ p < +∞, is essential for our considerations. The function α 0 (or ω 0 ) assures that the negative part of the spectrum σ(−∆ − α) (or σ(−∆ − ω)) consists of a finite number of eigenvalues with finite dimensional eigenspaces (see Remark 6.2 for a more detailed discussion). That makes the numbers m − (0) and m − (∞) well-defined, i.e. the formulation of the above result is correct. Note that in Theorem 1.2 the appearance of the nontrivial term either α 0 or ω 0 belonging to L p (R N ) is necessary to satisfy the desired condition m − (0) ≡ m ∞ (0) mod 2. In consequence, the appearance of such a term determines the phase space for the equation, since we want the term α 0 (·, t)u (or in general f (t, ·, u(·))) to belong to L 2 (R N ). Therefore we need to consider solutions starting in
In this paper we focus on the case when there is no resonance both at 0 and at ∞, i.e. when the nonexistence assumptions for (8) and (10) hold, respectively. From the technical point of view they enable us to use continuation along the parameter λ up to λ = 1. For small parameter λ > 0 the lack of T -periodic assumptions of (10) and (8) is implied by the conditions ker(∆ + ω) = {0} and ker(∆ + α) = {0}, respectively. The lack of nontrivial T -periodic solutions for the problem
, t > 0, is rather obvious if α is independent of time (which is possible also when f depends on time). Moreover the nonexistence condition also holds in the general case if, for instance,
where C(N) > 0 is the constant in the Sobolev inequality u
Following the tail estimates techniques of Wang [27] , who studied attractors, and Prizzi [19] , who studied stationary states and connecting orbits by use of Conley index, we develop a fixed point index setting applicable to parabolic equations on R N . We shall show that the translation along trajectories operator Φ T :
is ultimately compact, i.e. belongs to the class of maps for which the fixed point index Ind(Φ T , U), with respect to open subsets of H 1 (R N ), can be considered (see e.g. [1] ). Clearly the nontriviality of that index will imply the existence of the fixed point of Φ T in U, which is the starting point of the corresponding periodic solution. In order to determine the index Ind(Φ T , U), we use an averaging method, i.e. we embed the equation (1) into the family of problems
According to Henry's averaging principle the solutions of (11) converge to solution of (6) as λ → 0 + . Exploiting the tail estimate technique of Wang and Prizzi together with an extension of Henry's averaging principle we prove that asymptotic assumptions on f imply a sort of a priori bounds conditions, i.e. that there are no λT -periodic solution of (11) 
where Φ t is the translation along trajectories operator for (6) . In computation of Ind( Φ t , U), for small t > 0, the spectral properties of the operators −∆ + α and −∆ + ω are crucial. We strongly use the fact that theirs essential spectrum is contained in (0, +∞) and the rest consists of negative eigenvalues with finite dimensional eigenspaces and that numbers m − (∞) and m − (0) are well-defined (i.e. finite). The paper is organized as follows. In Section 2 we recall the concept of ultimately compact maps and fixed point index theory. In Section 3 we strengthen in a general setting of sectorial operators the initial condition continuity property and Henry's averaging principle. Section 4 is devoted the ultimate compactness property of the translation operator. In Section 5 we adapt the ideas of [7] to the case Ω = R N , proving the averaging index formula (12) as well as verify a priori bounds conditions for λT -periodic solutions of (11) with λ ∈ (0, 1]. Finally, in Section 6 the main results are proved.
Preliminaries
Notation. If X is a normed space with the norm · , then, for x 0 ∈ X and r > 0, we put B X (x 0 , r) := {x ∈ X | x − x 0 < r}. By ∂U and U we denote the boundary and the closure of U ⊂ X. conv V and conv X V stand for the convex hull and the closed (in X) convex hull of V ⊂ X, respectively. By (·, ·) 0 is denoted the inner product in X.
Measure of noncompactness. If X is a Banach space and V ⊂ X is bounded, then by β X (V ) we denote the infimum over all r > 0 such that V can be covered with a finite number of open balls of radius r. Clearly β X (V ) is finite and it is called the Hausdorff measure of noncompactness of the set V in the space X. It is not hard to show that β X (V ) = 0 implies that V is relatively compact in X. More properties of the measure of noncompactness can be found in [9] or [1] .
Fixed point index. Below we recall basic definitions and facts from the fixed point index theory for ultimately compact maps. For details we refer to [1] .
We say that a map Φ :
We shall say that an ultimately compact map Φ : U → X, defined on the closure of an open bounded set U ⊂ X, is called admissible if Φ(u) = u for all u ∈ ∂U. By an admissible homotopy between two admissible maps Φ 0 , Φ 1 : U → X we mean a continuous map Ψ : 
Remark 2.2. If Φ : U → X is a compact map then Ind(Φ, U) is equal to the Leray-Schauder index Ind LS (Φ, U) (see e.g. [11] ).
3 Remarks on abstract continuity and averaging principle Let A : D(A) → X be a sectorial operator such that for some a > 0, A + aI has its spectrum in the half-plane {z ∈ C | Re z > 0}. Let X α , 0 < α < 1, be the fractional power space determined by A + aI. It is well-known that there exists C α > 0 such that for all t > 0 e −tA u α ≤ C α t −α e at u 0 .
where {e −tA } t≥0 is the semigroup generated by −A. Consider the equation
whereū ∈ X α and F : [0, +∞) × X α → X is continuous, localy Lipschitz with respect to the second variable map with sublinear growth. We shall say that u :
and satisfies (13) . By classical results (see [6] or [12] ), the problem (13) admits a unique global solution u ∈ C([0, +∞),
Moreover, it is known that u being solution of (13) satisfies the following Duhamel formula
for some L > 0 and θ ∈ (0, 1) and, for each u ∈ X α ,
uniformly with respect to t from compact subsets of
uniformly with respect to t from compact subsets of (0, T ).
Remark 3.2. Recall that Henry's result from [12] states that, under the above
uniformly on compact subsets of [0, T ). Here, inspired by the proof of Proposition 2.3 of [19] , we modify Henry's proof.
In the proof we shall use the following lemma. 
uniformly with respect to t from compact subsets of [0, T ).
Proof of Theorem 3.1: By the Duhamel formula, for t ∈ (0, T ),
This gives
By use of Lemma 7.1.1 of [12] , we get
for some constant K > 0. Now let us take an arbitrary δ ∈ (0, T /2). Observe also that
Since, in view of Lemma 3.3, γ n (t) → 0 uniformly with respect to t from compact subsets of (0, T ) and functions γ n , n ≥ 1, are bounded by a integrable function (of the form t → C(t −α + t 1−α ) with some constant C > 0), we infer, by the dominated convergence theorem, that u n (t) − u 0 (t) α → 0 as n → +∞ uniformly with respect to t ∈ [δ, T − δ].
The above theorem allows us to strengthen Henry's averaging principle. We assume that a continuous map
For λ > 0 and µ ∈ [0, 1], consideṙ
and its solution u with initial condition u(0) =ū for someū ∈ X α , denote by u(·;ū, µ, λ). By u(·;ū, µ) we denote the solution oḟ
α uniformly with respect to t from compact subsets of (0, T ].
Proof of Theorem 3.4:
Observe that, using (14), we get, for anyū ∈ X α and t > 0,
which in view of Theorem 3.1, yields the assertion. ). This will appear crucial when establishing the ultimate compactness property and verifying a priori estimates in the proofs of main results. We shall need to consider solutions in the the phase space
3) while the compactness of initial values is possible with respect to the L 2 (R N ) topology only. (b) An averaging principle for parabolic equations on R N was also proved in [3] where time dependent coefficients of the elliptic operator were considered. Here we have provided a general abstract approach.
Translation operator for the parabolic equation
In order to transform (1) into an abstract evolution equation we define an operator
where a ij ∈ R, i, j = 1, . . . , N, are such that there exists θ 0 > 0 satisfying the following ellipticity condition
and a ij = a ji for i, j = 1, . . . , N. It is well-known that A is a self-adjoint, positive and sectorial operator in
Lemma 4.1. Under the above assumptions there are constants C 1 , C 2 > 0 depending only on M 0 , K,K, L, N and p such that, for all t 1 , t 2 ≥ 0 and
Proof: By use of (4), the Hölder and Sobolev inequalities, one finds a constant
This gives the existence of C 2 > 0 such that
for any t ≥ 0 and u ∈ H 1 (R N ).
Consider now the evolutionary probleṁ
Due to Lemma 4.1 and standard results in theory of abstract evolution equations (see [12] or [6] ) the problem (15) admits a unique global solution u ∈ C([0, +∞),
and (15) holds. In this sense we have global in time existence and uniqueness of solutions for the parabolic partial differential equation. The continuity of solutions properties are collected below.
, n ≥ 1, be solutions of (1) with f := f n such that, for some R > 0, u(t) H 1 ≤ R, and u n (t)
Note that, in view of (4), for any t ≥ 0 and u ∈ H 1 (R N ) and a.e.
Since, for any
as n → +∞, the right hand side can be estimated by an integrated function, which due to the Lebesgue dominated convergence theorem implies
Moreover, by use of Lemma 4.1, we may pass to the limit under the integral to get
This in view of Theorem 3.1 implies the assertion (i). The assertion (ii) comes from the standard continuity theorem from [12] . 
Then there exists a sequence (α n ) with α n → 0 as n → ∞ such that
where α ′ n s depend only on M 0 , L, K,K, a and b.
Proof: it goes along the lines of [19, Prop. 2.2] . The only difference is that here we have the modified dissipativity condition (5), i.e., (5) implies
, u ∈ R, and one needs to modify the proof in a rather obvious way. Now suppose that a ij ∈ C([0, 1], R), i, j = 1, . . . , N, are such that there exists θ 0 > 0 satisfying the ellipticity condition
, be given by
. Under these assumptions consideṙ
Clearly, due to Lemma 4.1, we get the existence and uniqueness of solutions on [0, +∞). Denote by u(·;ū, µ) the solution of (20) satisfying the initial value condition u(0) =ū. The following tail estimates will be crucial in studying the compactness properties of the translation along trajectories operator of (20) . ), for some fixed T > 0. If u(t;ū 1 , µ 1 ) H 1 ≤ R and u(t;ū 2 , µ 2 ) H 1 ≤ R for all t ∈ [0, T ] and some fixed R > 0, then there exists a sequence (α n ) with α n → 0 as n → ∞ such that
for all t ∈ [0, T ] and n ≥ 1, where α n ≥ 0 and Q > 0 depend only on
As for the first term we notice that
where 
To estimate I 3 (t) we see that (19) implies
where C is the constant of the Sobolev embedding
. Hence we get, for any n ≥ 1,
Multiplying by e 2at and integrating over
And this finally implies the assertion as
Proposition 4.5. Suppose that (16), (18) , (17) and (19) are satisfied.
Proof: (i) Let φ n , n ≥ 1 be functions from Lemma 4.4. Then, for each n ≥ 1,
where W n := {χ n u(t;ū, µ) |ū ∈ V, µ ∈ [0, 1]}} and R n := {(1 − χ n )u(t;ū, µ) | u ∈ V, µ ∈ [0, 1]} where χ n is the characteristic function of the ball B(0, n). Note that W n may be viewed as a subset of H 1 (B(0, n) ). Therefore, due to the RellichKondrachov theorem, W n is relatively compact in
Now we need to estimate the measure of noncompactness of R n in L 2 (R N ). To this end fix an arbitrary ε > 0. Choose a finite covering of V consisting of balls B L 2 (ū k , r ε ), k = 1, . . . , m ε , with r ε := β L 2 (V ) + ε and such thatū k ∈ V for each k = 1, . . . , m ε and cover [0, 1] with intervals (µ l − δ, µ l + δ), l = 1, . . . , n δ where δ > 0 is such that η(µ 1 , µ 2 ) < ε whenever |µ 1 − µ 2 | < δ. Putū k,l := (1 − χ n )u(t;ū k , µ l ), k = 1, . . . , m ε , l = 1, . . . , n ε . Now take anyv ∈ R n . There areū ∈ V and µ ∈ [0, 1] such thatv = (1 − χ n )u(t;ū, µ). Clearly there exist k 0 ∈ {1, . . . , m ε } and l 0 ∈ {1, . . . , n δ } such that ū −ū k 0 < r ε and |µ − µ l 0 | < δ. In view of Lemma 4.4
√ r ε,n for any ε > 0, and, in consequence,
. Using (21) we get
Finally, by a passage to the limit with n → ∞ we obtain the required inequality as
We may assume that µ n → µ 0 for some µ 0 ∈ [0, 1], as n → +∞ . Since (ū n ) is bounded, by the Banach-Alaoglu theorem, we may suppose that (ū n ) converges weakly in
Therefore, by use of Proposition 4.2, one has
, which ends the proof.
(iii) Observe that here, by use of (i), one gets
Averaging index formula
Consider the following parameterized equation
where h is as in the previous section and λ > 0. Combining the compactness result with averaging principle we get the following result.
Lemma 5.1. Suppose h satisfies conditions (16), (17) , (18) and (19) and is Tperiodic in the time variable
+ as n → +∞ and u n : [0, +∞) → H 1 (R N ) are solutions of (22) with λ = λ n , µ = µ n such that u n (0) = u n (λ n T ) =ū n , then there are a subsequence (ū n k ) of (ū n ) converging in H 1 (R N ) to someū 0 ∈ H 2 (R N ) and a subsequence (µ n k ) of (µ n ) converging to some µ 0 ∈ [0, 1], as k → +∞, such thatū 0 is a solution of
, as k → +∞, uniformly with respect to t from compact subsets of (0, +∞).
Proof: Recall that u n are solutions ofu = −Au + H(t/λ n , u, µ n ) with u n (0) = u n (λ n T ) =ū n , n ≥ 1, where A and H are as in the previous section with A = ∆. Clearly, by the sublinear growth, there exists R > 0 such that u n (t) H 1 ≤ R for all t > 0 and n ≥ 1. Fix n ≥ 1 and take an arbitrary M > 0 and k ∈ N such that kλ n T > M. In view of Lemma 4.3, for all n ≥ 1,
where χ n is the characteristic function of B(0, n). Since M > 0 is arbitrary we see
Since, due to the Rellich-Kondrachov, the sequence
. We may also assume that µ n k → µ 0 for some µ 0 ∈ [0, 1]. Hence, in view of Theorem 3.4, u n (t) → u(t) uniformly for t from compact subsets of (0, +∞) where
Finally, for any t > 0, we put k n := [t/λ n T ], n ≥ 1, and see that 
Now consider the following problem
where f satisfies conditions (2), (3), (4) and (5). We intend to prove an averaging index formula that allows to express the fixed point index of translation along trajectories operator for (23) in terms of the averaged equation
where f :
be an open bounded set and by Φ (λ) t and Φ t , t > 0, denote the translation along trajectories operators (by time t) for the equations (23) and (24), respectively. If the problem
has no solution in ∂U, then there exists
λT (ū) =ū, Φ λT (ū) =ū for allū ∈ ∂U, and
λT , U) = Ind( Φ λT , U).
and all t > 0, u ∈ H 1 (R N ). For a parameter λ > 0 consideṙ
and the parameterized translation operator Ψ
is the solution of (26) with u(0) =ū. Observe that for µ = 0, (26) becomesu
and we have Φ
t (·, 0). In the same way for µ = 1 the equation (26) becomeṡ
and one has Φ t = Ψ (λ) t (·, 1) (it does not depend on λ). We claim that there exists λ 0 > 0 such that, for all λ ∈ (0, λ 0 ],
Suppose the claim does not hold. Then there exist
λnT (ū n , µ n ) =ū n for all n ≥ 1. This means that for each n ≥ 1 there is a λ n T -periodic solution u n : [0, +∞) → H 1 (R N ) of (26) with λ = λ n , µ = µ n and u n (0) =ū n . By Lemma 5.1 we may assume thatū n →ū 0 in H 1 (R N ). Thereforeū 0 ∈ ∂U ∩ D(A) and 0 = −Aū 0 + F(ū 0 ), a contradiction with the assumption. This proves the existence of λ 0 > 0 such that, for all λ ∈ (0, λ 0 ], (27) holds. Now, due to Proposition 4.
λT is an admissible homotopy in the sense of fixed point index theory for ultimately compact maps. Finally, by Proposition 2.1(iii), we get the desired equality of the indices.
As a consequence we get the following continuation principle.
Corollary 5.4. Suppose that an open bounded
is such that (25) has no solution in ∂U, and for any λ ∈ (0, 1) the problem
where Φ T is the translation along trajectories operator for (1).
Proof: Let λ 0 > 0 be as in Theorem 5.3. Since there are no solutions to (28), we infer that Φ (λ)
λT (ū) =ū for anyū ∈ ∂U, λ ∈ (0, 1). Now by Proposition 4.5 (iii) and the homotopy invariance of the index, for any
λT , U), where
T is the translation along trajectories operator for the parabolic equation in (28) with the parameter λ and the last equality comes from a time rescaling argument saying that Φ (λ)
λT . Now an application of Theorem 5.3 completes the proof.
The rest of the section is devoted to methods of verification the a priori bounds conditions occurring in the above corollary and computation of fixed point index. We shall use a linearization approach.
Proposition 5.5. Suppose that f satisfies conditions (2), (3), (4), (5) and f (t, x, 0) = 0 for all x ∈ R N and t ≥ 0. (i) If (7) holds, Ker (∆ + ω) = {0} and the linear equation
has no nonzero T -periodic solutions for λ ∈ (0, 1], then there exists R > 0 such that, for any λ ∈ (0, 1] the problem (28) has no T -periodic solutions
(ii) If (9) holds, Ker (∆ + α) = {0} and the linear equation
has no nonzero T -periodic solutions, then there exists r > 0 such that, for any λ ∈ (0, 1] the problem (28) has no T -periodic solutions u :
Proof: (i) Suppose to the contrary, i.e. that for any n ≥ 1 there exist λ n ∈ (0, 1) and a time T -periodic solution
It is also clear that v n := ρ n z n , ρ n :
, is a solution of
It is clear that ρ n → 0 + and we may suppose that λ n → λ 0 , as n → +∞ for some λ 0 ∈ [0, 1]. Take an arbitrary M > 0 and observe that Lemma 4.3 gives, for integers k ≥ 1 such that kλ n T > M,
Further note that (7) and (2) yield
Since the assumptions of Proposition 4.2 are satisfied we infer that v n (t) → v 0 (t) in H 1 (R N ) uniformly with respect to t from compact subsets of (0, +∞), where
Since v 0 H 1 = 0, by rescaling time we get a nontrivial T -periodic solution of (29) with λ = λ 0 , a contradiction proving the desired assertion. Now consider the situation when 
Hence, due to Proposition 4.1, H is continuous. Now using Lemma 5.1, we get v n (t) →v 0 uniformly on [0, +∞) and that
which contradicts the assumption and completes the proof. The proof of (ii) is analogical to the proof of (i). Suppose that assertion does not hold. Then there exist λ n ∈ (0, 1) and a T -periodic solution
as n → ∞. Put z n (t) := u n (t/λ n ) and let v n := z n /ρ n with ρ n := u n (0) H 1 . Then, for each n ≥ 1, v n is a solution of
We may assume that λ n → λ 0 as n → +∞ for some λ 0 ∈ [0, 1]. Applying the same arguments as in the first part of the proof, one can deduce that (v n (0)) converges (up to a subsequence) in
and observe that g n (t, x, 0) = 0, for n ≥ 1. This allows us to use again Proposition 4.2 and one can deduce that v n (t) → v 0 (t) in H 1 (R N ) uniformly with respect to t from compact subsets of (0, +∞), where
is the solution of
i.e after time rescaling we obtain the existence of nontrivial T -periodic solution of (30), a contradiction. In case λ 0 = 0 we define
Note that lim
Finally, exactly in the same manner as in the proof of (i), we conclude that v n (t) →v 0 uniformly on [0, +∞),v 0 = 0 andv 0 ∈ Ker(∆ + α), a contradiction. This ends the proof.
Remark 5.6. Let us remark that the nonexistence of solutions for (29) or (30) may be also verified if α or ω are time dependent. Assume that
Suppose that u is a nonzero T -periodic solution of (29). Then, for all
This yields, by use of the Sobolev and Hölder inequalities,
In the Young inequality ab ≤
where a, b ≥ 0, ǫ > 0 and r ∈ (1, +∞) such that
and r := 2p/N to obtain
for any ǫ > 0 and fixed t ∈ [0, T ]. If we take ǫ = ǫ(t) so that
a contradiction proving that (29) has no nontrivial T -periodic solutions.
6 Proofs of Theorems 1.1 and 1.2
We start with a linearization method for computing the fixed point index of the translation operator in the autonomous case.
Proposition 6.1. Assume that f : R N × R → R satisfies conditions (3), (4) and (5) (in their time-independent versions) and let Φ t be the translation along trajectories for the autonomous equation
(i) If (7) holds and Ker(∆ + ω) = {0}, then there exists R 0 > 0 such that −∆u(x) = f (x, u(x)), x ∈ R N , has no solutions u ∈ H 1 (R N ) with u H 1 ≥ R 0 and there exists t > 0 such that, for all t ∈ (0,t], Φ t (ū) =ū for allū ∈ H 1 (R N ) \ B H 1 (0, R 0 ) and, for all and all t ∈ (0,t] and R ≥ R 0 ,
where m − (∞) is the total multiplicity of the negative eigenvalues of −∆ + ω.
(ii) If (9) holds and Ker(∆ + α) = {0}, then there exists r 0 > 0 such that −∆u(x) = f (x, u(x)), x ∈ R N , has no solutions with 0 < u H 1 ≤ r 0 and there existst > 0 such that, for all t ∈ (0,t], Φ t (ū) =ū for allū ∈ B H 1 (0, r 0 ) \ {0} and, for each t ∈ (0,t], Ind(Φ t , B H 1 (0, r 0 )) = (−1)
where m − (0) is the total multiplicity of the negative eigenvalues of −∆ − α.
Remark 6.2. Recall the known arguments on the spectrum of −∆ − ω 0 + ω ∞ . To this end, define B 0 :
is a compact linear operator -see [19, Lem. 3.1] , by use of the Weyl theorem on essential spectra, we obtain σ ess (A ∞ ) = σ ess (A + B ∞ ) ⊂ σ(A + B ∞ ) ⊂ [ω ∞ , +∞) (see e.g. [21] ). Hence, by general characterizations of essential spectrum, we see that σ(A ∞ ) ∩ (−∞, 0) consists of isolated eigenvalues with finite dimensional eigenspaces (see [21] ).
Proof of Proposition 6.1: (i) We start with an observation that there exists R 0 > 0 such that the problem
has no weak solutions in
. To see this, suppose to the contrary that there exist a sequence (µ n ) in [0, 1] and solutionsū n , n ≥ 1, of (32) with µ = µ n such that ū n H 1 → +∞ as n → +∞. Put ρ n := (1 + ū n H 1 )
and observe that v n := ρ nūn are solutions of
Hence, by use of Remark 5.2 we see that (ū n ) contains a sequence convergent to someū 0 ∈ H 1 (R N ) being a weak nonzero solution of 0 = ∆u + ω(x)u, x ∈ R N , a contradiction proving that (32) has no solutions outside some ball B H 1 (0, R 0 ). Now consider the equation
where µ ∈ [0, 1] is a parameter. Let Ψ t :
, t > 0, be the parameterized translation along trajectories operator for the above equation. In view of Theorem 5.3, there existst > 0 such that
By Proposition 4.5 (iii), the homotopy Ψ t is admissible in the sense of the fixed point theory for ultimately compact maps (see Section 2). Therefore using the homotopy invariance one has, for t ∈ (0,t],
It is left to determine the fixed point index of e −tA∞
. We note that the set σ(A ∞ ) ∩ (−∞, 0) is bounded and closed. Hence, in view of the spectral theorem (see [25] ) there are closed subspaces
Since dim X − < +∞ we infer that P − is continuous. W also claim that Θ t is ultimately compact. To see this take a bounded set V ⊂ H 1 (R N ) such that V = conv
. This means that V ⊂ conv H 1 e −tA∞ (V ∪ P − V ). Since V ∪ P − V is bounded, Proposition 4.5 (ii) implies that V is relatively compact in H 1 (R N ), which proves the ultimate compactness of Θ t . Since Ker(I−Θ t (·, µ)) = {0} for µ ∈ [0, 1], by the homotopy invariance and the restriction property of the LeraySchauder fixed point index, one gets The latter equality comes from the fact that σ(A ∞ | X − ) ⊂ (−∞, 0) consists of isolated eigenvalues of finite dimensional eigenspaces. This ends the proof of (i) together with (34).
(ii) First we shall prove the existence of r 0 > 0 such that the problem
has no solutions in B H 1 (0, r 0 ) \ {0}. Suppose to the contrary that there exist a sequence (µ n ) in [0, 1] and solutionsū n : [0, +∞) → H 1 (R N ), n ≥ 1, of (35) with µ = µ n such that ū n H 1 → 0 + as n → +∞ and ū n H 1 = 0, n ≥ 1. Put ρ n := ū n H 1 . Thenv n :=ū Observe that ρ −1 n f (x, ρ n v) → α(x)v as n → ∞ for a.a. x ∈ R N .
Using again Remark 5.2 one can see that (ū n ) (up to a subsequence) converges to some nonzero solution of 0 = ∆u + α(x)u, x ∈ R N , a contradiction. Summing up, there is r 0 > 0 such that (35) has no solutions u ∈ H 1 (R N ) with 0 < u H 1 ≤ r 0 .
The rest of the proof runs as before: by Ψ t :
, t > 0 we denote the translation along trajectories operator for the equation
and, by applying Theorem 5.3 we obtain the existence oft > 0 such that Ψ t (ū, µ) =ū for all t ∈ (0,t],ū ∈ ∂B H 1 (0, r 0 ).
Next Proposition 4.5 (iii) ensures the admissibility of Ψ t and by homotopy invariance, for t ∈ (0,t], we have Ind(Φ t , B H 1 (0, r 0 )) = Ind(e −tA 0 , B H 1 (0, r 0 )) Hence, by applying Proposition 6.1 (i) we obtain R 0 > 0 such that ∆u(x) + f (x, u(x)) = 0, x ∈ R N , has no solutions in the set H 1 (R N ) \ B H 1 (0, R 0 ) and there exists t 0 > 0 such that, for t ∈ (0, t 0 ], Ind( Φ t , B H 1 (0, R 0 )) = (−1) m − (∞) .
Due to Proposition 5.5 and the assumption, increasing R 0 if necessary, we can assume that (29) has no T -periodic solutions starting from H 1 (R N ) \ B H 1 (0, R 0 ). Taking U := B H 1 (0, R 0 ) and applying Corollary 5.4 we get Ind(Φ T , B H 1 (0, R 0 )) = lim . This and the existence property of the fixed point index imply that there existsū ∈ B H 1 (0, R 0 ) such that Φ T (ū) =ū, i.e. there exists a T -periodic solution of (1).
Proof of Theorem 1.2: First use Proposition 6.1 to get R 0 , r 0 > 0 such that 
