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Abstract
Let V be a simple vertex operator algebra and G a finite automorphism group.
Then there is a natural right G-action on the set of all inequivalent irreducible V -
modules. Let S be a finite set of inequivalent irreducible V -modules which is closed
under the action of G. There is a finite dimensional semisimple associative algebra
Aα(G,S) for a suitable 2-cocycle naturally determined by the G-action on S such
that Aα(G,S) and the vertex operator algebra V
G form a dual pair on the sum of
V -modules in S in the sense of Howe. In particular, every irreducible V -module is
completely reducible V G-module.
1 Introduction
Let V be a simple vertex operator algebra (see [B], [FLM]), and G a finite automorphism
group. A major problem in orbifold conformal field theory is to understand the module
category for the vertex operator algebra V G of G-invariants. In the case V is holomorphic,
this is related to the quantum double (see [DPR] and [DM5]). The main feature in the
study of orbifold theory is the appearance of dual pairs. It is proved in [DLM1] and [DM2]
that G and V G form a dual pair in the sense of Howe [H1]-[H2]. More precisely, it is shown
in [DLM1] that all the irreducible G-modules occur in V and the space of multiplicity
of each irreducible G-module in V is an irreducible V G-module. Moreover, inequivalent
irreducible G-modules produce inequivalent V G-modules in this way.
In this paper we extend the duality result in [DLM1] to any irreducible V -module and
obtain again several duality theorems of Schur-Weyl type. In the process we realize that
it is better to consider a finite set of inequivalent irreducible modules which is G-stable
instead of one single module. The general setting is more natural and the results are more
beautiful.
1Supported by NSF grant DMS-9700923 and a research grant from the Committee on Research, UC
Santa Cruz.
2Supported by DPST grant.
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More explicitly, for an irreducible V -module M = (M,YM) (see Section 4 for the
details of the definition of a module) and g ∈ G we define a new irreducible V -module
M ◦ g = (M ◦ g, YM◦g). Here M ◦ g is equal to M as a vector space and YM◦g(v, z) =
YM(gv, z) for v ∈ V following [DM1]. A set S of irreducible V -modules is called G-stable
if for any M ∈ S and g ∈ G there exists N ∈ S such that M ◦ g ∼= N. Then every
irreducible V -module M produces naturally such a set by collecting all M ◦ g for g ∈ G.
Now we take a finite G-stable set S consisting of inequivalent irreducible V -modules. We
construct a finite dimensional semisimple associative algebra Aα(G,S) for a suitable 2-
cocycle on G (which is uniquely determined up to isomorphism by V, G and S) such that
(Aα(G,S), V
G) forms a dual pair onM =
∑
M∈S M in the precise sense of Howe [H1]-[H2].
That is, each simple Aα(G,S) occurs in M and its multiplicity space is an irreducible
V G-module. Moreover, the different multiplicity spaces are inequivalent V G-modules.
These duality results not only tell us the complete reducibility of every irreducible V -
module as a V G-module, but also provide an equivalence between the Aα(G,S)-module
category and a subcategory of V G-modules generated by the irreducible submodules of
M by sending each simple Aα(G,S)-module to its multiplicity space. This kind of idea
has appeared in [DPR] and [DM5] in the study of holomorphic orbifold conformal field
theory.
Although the algebra Aα(G,S) mentioned above appears naturally in the theory of
vertex operator algebras, the construction itself is totally canonical and abstract. In fact,
one can define Aα(G,S) for any finite group G, any finite right G-set S and a suitable 2-
cocycle on G (see Section 3). This algebra is essentially the crossed product in the theory
of Hopf algebra (see [S], [BCM] and [DT]). It turns out that Aα(G,S) is the right algebra
in the study of general orbifold theory. In the case that S is the dual basis of C[G]∗,
Aα(G,S) is exactly the twisted double Dα(G) introduced in [M] and [DM5] in the study
of holomorphic orbifold theory. The twisted double Dα(G) is conjecturally isomorphic to
the twisted quantum double introduced in [DPR] and [D].
A main tool in the proof of the main theorems is a series of associative algebras An(V )
constructed in [DLM4] for nonnegative integers n. The original motivation for introducing
and studying the An(V ) comes from the representation theory of vertex operator algebras.
Let M =
∑
n≥0M(n) be an admissible V -module with M(0) 6= 0 (see Section 4 for the
definition of admissible module). The algebra An(V ) is a suitable quotient of V and
“takes care” of the first n + 1 pieces of M : each M(m) is a module for An(V ). In the
case n = 0, A0(V ) reduces to the associative algebra A(V ) introduced previously in [Z].
The main results concerning An(V ) are summarized in Section 4. The result that we
often use in this paper is the following: M is irreducible if and only if each M(n) is a
2
simple An(V )-module for all n ≥ 0 [DM4]. This key result allows us to reduce an infinite
dimensional problem (M is infinite dimensional) to a finite dimensional problem (each
M(n) is finite dimensional in our main theorems).
This paper is organized as follows. In Section 2 we review twisted group algebras.
Section 3 is about the algebra Aα(G,S) based on a finite group G, a right G-set S and
a suitable 2-cocycle α on G. We construct all simple modules for Aα(G,S) explicitly by
using twisted group algebras. A basis for the center is also given for the future study.
In Section 4 we recall the various notions of modules for a vertex operator algebra and
review the theory on associative algebras An(V ). Section 5 is the first part on duality. We
show that if M is an irreducible V -module which is G-stable in the sense that M ◦ g ∼= M
for all g, then there exists a 2-cocycle αM ∈ Z
2(G,C∗) such that (CαM [G], V G) forms a
dual pair on M where CαM [G] is the twisted group algebra. Section 6 is a continuation
of Section 5 without assuming that M is G-stable. The algebra Aα(G, S) based on a
G-stable set S of V -modules enters the picture naturally. The two main theorems of this
paper are proved in this section.
We would like to thank A. Wassermann for pointing out a gap in the proof of Theorem
2.4 (i) of [DLM1]. This gap has been filled in this paper (see Remark 5.2).
2 Twisted group algebras
In this elementary section we review some results on twisted group algebras which will be
used in Section 3.
Throughout this paper, F ∗ denotes the multiplicative group of a field F and G a finite
group which acts trivially on F ∗. Let α be any element in Z2(G,F ∗) . Thus α is a map
α : G×G→ F ∗
which satisfies the following properties:
α(x, 1) = α(1, x) = 1 for all x ∈ G
α(x, y)α(xy, z) = α(y, z)α(x, yz) for all x, y, z ∈ G.
Definition 2.1 The twisted group algebra F α[G] of G over F is defined to be the vector
space over F with basis {g¯|g ∈ G}. Multiplication in F α[G] is defined distributively by
using
(ax¯)(by¯) = abα(x, y)xy (a, b ∈ F, x, y ∈ G).
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It is easy to verify that F α[G] is an F -algebra with 1¯ as the identity element and with
g¯−1 = α(g−1, g)−1g−1 = α(g, g−1)−1g−1 for all g ∈ G.
Lemma 2.2 [K] If char F does not divide |G|, then F α[G] is semisimple.
Our aim for this section is to find an explicit basis for the center Z(F α[G]).
Definition 2.3 An element g ∈ G is said to be α− regular if
α(g, x) = α(x, g) for all x ∈ CG(g).
Thus g is α-regular if and only if g¯x¯ = x¯g¯ for all x ∈ CG(g).
It is clear that identity element of G is α-regular for any cocycle α.
Lemma 2.4 [K] For any α ∈ Z2(G,F ∗), the following properties hold:
i) An element g ∈ G is α-regular if and only if it is β-regular for any cocycle β
cohomologous to α.
ii) If g ∈ G is α-regular, then so is any conjugate of g.
Definition 2.5 Let C be a conjugacy class of G and let g ∈ C. We say that C is α-regular
if g is α-regular.
Remark 2.6 If we replace g¯ by g˜ = λ(g)g¯, λ(g) ∈ F ∗, λ(1) = 1, yields
x˜y˜ = α(x, y)λ(x)λ(y)λ(xy)−1x˜y for all x, y ∈ G.
Hence, performing a diagonal change of basis {g¯|g ∈ G} results in replacing α by a co-
homologous cocycle. The advantage of this observation is that in choosing a distinguished
cocycle cohomologous to α, we can work exclusively within the algebra F α[G].
Definition 2.7 We say that α ∈ Z2(G,F ∗) is a normal cocycle if α(x, g) = α(xgx−1, x)
for all x ∈ G and all α-regular g ∈ G.
Therefore α is normal if and only if x¯g¯x¯−1 = xgx−1 for all x ∈ G and all α-regular
g ∈ G.
4
Lemma 2.8 [K] Let {g1, ..., gr} be a full set of representatives for the α-regular conjugacy
classes of G and, for each i ∈ {1, ..., r}, let Ti be a left transversal for CG(gi) in G. Put
t˜git−1 = t¯git
−1
, 1 ≤ i ≤ r, and g˜ = g¯ if g is not α-regular . Then x˜g˜x˜−1 = x˜gx−1 for all
x ∈ G and all α-regular g ∈ G. Thus any cocycle α ∈ Z2(G,F ∗) is cohomologous to a
normal cocycle.
Theorem 2.9 [K] Let F be an arbitrary field, let α ∈ Z2(G,F ∗) and let {g1, ..., gr} be
a full set of representatives for the α-regular conjugacy classes of G. Denote by Ti a
left transversal for CG(gi) in G and by Ci the α-regular conjugacy class of G containing
gi, 1 ≤ i ≤ r. Then the elements
zi =
∑
t∈Ti
t¯git
−1
(1 ≤ i ≤ r)
constitute an F -basis Z(F α[G]). In particular, if α is a normal cocycle, then the elements
zi =
∑
g∈Ci
g¯ (1 ≤ i ≤ r)
constitute an F -basis Z(F α[G]).
3 The Generalized twisted double
In this section we construct a finite dimensional semisimple associative algebra Aα(G, S)
over C associated to a finite group G, a finite right G-set S and a suitable 2-cocycle α.
Although this construction in the present form is influenced by the work in [DPR], [M]
and [DM5] and Section 6 of this paper, its origin goes back to the earlier work of [S],
[BCM] and [DT] in Hopf algebra, where it is called crossed product. In the case the G-set
S consists of a dual basis of C[G]∗, Aα(G,S) is exactly the twisted double studied in [M]
and [DM5]. This should explain why we call Aα(G,S) a generalized twisted double. The
exposition of this section follows [M] closely and ideas are also similar.
Let G be any finite group with identity 1 and S be a finite right G-set. Set
CS =
⊕
s∈S
Ce(s)
which is an associative algebra under product e(s)e(t) = δs,te(t) and isomorphic to C
|S|.
The right action of G on S induces a right G-module structure on CS. Let
U(CS) = {
∑
s∈S
λse(s)|λs ∈ C
∗}
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be the set of units of CS. It is easy to check that U(CS) is a multiplicative right G-module.
From now on we will fix an element α ∈ Z2(G,U(CS)) such that α(h, 1) = α(1, h) =∑
s∈S e(s) for all h in G. Then α defines functions αs : G×G→ C
∗ for s ∈ S such that
α(h, k) =
∑
s∈S
αs(h, k)e(s)
for h, k ∈ G. The cocycle condition α(hk, l)α(h, k)l = α(h, kl)α(k, l) implies immediately
that
αs(hk, l)α(s)l−1(h, k) = αs(h, kl)αs(k, l)
for h, k, l ∈ G and s ∈ S.
The main object that we study in this section is the vector space Aα(G,S) = C[G]⊗CS
with a basis g ⊗ e(s) for g ∈ G, and s ∈ S.
Proposition 3.1 i) The Aα(G,S) is an associative algebra under multiplication defined
by
g ⊗ e(s) · h⊗ e(t) = αt(g, h)gh⊗ e(sh)e(t).
ii) If α is cohomologous to β then Aα(G,S) ∼= Aβ(G,S) as algebras.
Proof: For i), we first prove that the product is associative. Let g, h, k ∈ G and s, t, u ∈
S. Then
(g ⊗ e(s) · h⊗ e(t)) · k ⊗ e(u)
= (αt(g, h)gh⊗ e(sh)e(t)) · k ⊗ e(u)
= δsh,tαt(g, h)gh⊗ e(t) · k ⊗ e(u)
= δsh,tαt(g, h)αu(gh, k)ghk ⊗ e(tk)e(u)
= δsh,tδtk,uαt(g, h)αu(gh, k)ghk ⊗ e(u)
= δsh,tδtk,uαuk−1(g, h)αu(gh, k)ghk ⊗ e(u)
= δsh,tδtk,uαu(g, hk)αu(h, k)ghk ⊗ e(u)
and
g ⊗ e(s) · (h⊗ e(t) · k ⊗ e(u))
= g ⊗ e(s) · (αu(h, k)hk ⊗ e(tk)e(u))
= g ⊗ e(s) · (δtk,uαu(h, k)hk ⊗ e(u))
= δtk,uαu(g, hk)αu(h, k)ghk ⊗ e(s(hk))e(u)
= δtk,uδs(hk),uαu(g, hk)αu(h, k)ghk ⊗ e(u).
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Thus (g⊗ e(s) ·h⊗ e(t)) · k⊗ e(u) = g⊗ e(s) · (h⊗ e(t) · k⊗ e(u)) and associativity holds.
A straightforward verification
g ⊗ e(s) ·
∑
t∈S
1⊗ e(t)
=
∑
t∈S
αt(g, 1)g ⊗ e(s)e(t)
= g ⊗ e(s)
and
(
∑
t∈S
1⊗ e(t)) · g ⊗ e(s)
=
∑
t∈S
αs(1, g)g ⊗ e(tg)e(s)
= g ⊗ e(s)
shows that
∑
t∈S 1⊗ e(t) is an identity on Aα(G,S).
For ii) since β is cohomologous to α, so there exists a map λ : G→ U(CS) such that
β(x, y) = α(x, y)λ(x)yλ(xy)−1λ(y) for all x, y ∈ G. For each x ∈ G , we can rewrite λ(x)
as
∑
s∈S λs(x)e(s). Therefore, we have βs(x, y) = αs(x, y)λsy−1(x)λs(xy)
−1λs(y), for any
s ∈ S, x, y ∈ G. Let f : Aα(G,S)→ Aβ(G,S) defined by f(g⊗ e(s)) = λs(g)
−1(g⊗ e(s)).
Since
f(g ⊗ e(s) · h⊗ e(t))
= f(αt(g, h)gh⊗ e(sh)e(t))
= δsh,tλt(gh)
−1αt(g, h)gh⊗ e(t)
and
f(g ⊗ e(s)) · f(h⊗ e(t))
= λs(g)
−1g ⊗ e(s) · λt(h)
−1h⊗ e(t)
= λs(g)
−1λt(h)
−1βt(g, h)gh⊗ e(sh)e(t),
Aα(G,S) and Aβ(G,S) are isomorphic as algebras. 
Remark 3.2 The algebra Aα(G,S) is essentially the crossed product CS♯C[G] except
that CS in our setting is a right C[G]-module instead of left C[G]-module in the setting of
crossed product. So one could have used the results from [S], [BCM] and [DT] to conclude
that Aα(G,S) is an associative algebra after a careful identifying two different settings.
Since the proof is not very long we chose to give a complete proof.
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Remark 3.3 If we take S = {e(g)|g ∈ G} to be the dual basis of C[G]∗ which is a
right G-set via e(g) · h = e(h−1gh) for g, h ∈ G we get the associative algebra Dα(G)
in [DM5] which is a deformation of the Drinfeld’s double D(G). It turns out that there
exists α determined naturally by the “twisted representations” such that Dα(G) is the
right algebra in the study of holomorphic orbifold conformal field theory (see [DVVV] and
[DM5]).
For each s ∈ S, let Gs = {h ∈ G|s · h = s} be the stabilizer of s. Note that Res
G
Gs
αs
is in Z2(Gs,C
∗). Let Os be the orbit of s under G and G =
⋃k
i=1Gsgi be a right coset
decomposition with g1 = 1. Then Os = {sgi|i = 1, ..., k} and Gs·gi = g
−1
i Gsgi. We define
several subspaces of Aα(G,S) :
S(s) = 〈a⊗ e(s)|a ∈ Gs〉 , N(s) = 〈a⊗ e(s)|a ∈ G \Gs〉,
D(s) = 〈a⊗ e(s)|a ∈ G〉 , D(Os) = 〈a⊗ e(s · gi)|i = 1, ..., k, a ∈ G〉.
Then D(s) = S(s)⊕N(s).
Decompose S into a disjoint union of orbits S =
⋃
j∈J Oj . Let sj be a representative
element of Oj . Then Oj = {sj · h|h ∈ G} and Aα(G,S) =
⊕
j∈J D(Osj ).
Lemma 3.4 Let s ∈ S and G = ∪ki=1Gsgi. Then
1) S(s) is a subalgebra of Aα(G,S) isomorphic to C
αs [Gs] where C
αs [Gs] is the twisted
group algebra.
2) N(s) is a 2-sided nilpotent ideal of D(s) and D(s) ·N(s) = 0.
3) D(Os) =
⊕k
i=1D(sgi) is a direct sum of left ideals.
4) Each D(Os) is a 2-sided ideal of Aα(G,S) and Aα(G,S) = ⊕j∈JD(Osj ). Moreover,
D(Os) has identity element
∑
t∈Os 1⊗ e(t).
Proof: 1) Clearly, S(s) is a subalgebra of Aα(G,S). Let ρ : S(s) → C
αs [Gs] be a linear
isomorphism determined by ρ(a⊗ e(s)) = a. Then
ρ(a⊗ e(s) · b⊗ e(s))
= ρ(αs(a, b)ab⊗ e(sb)e(s))
= ρ(αs(a, b)ab⊗ e(s))
= αs(a, b)ab
= ρ(a⊗ e(s))ρ(b⊗ e(s)).
So, ρ is an algebra isomorphism.
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2) Since for b ∈ G \Gs, sb 6= s. We immediately have a⊗ e(s) · b⊗ e(s) = αs(a, b)ab⊗
e((s)b)e(s) = 0 for a⊗ e(s) ∈ D(s) and b⊗ e(s) ∈ N(s).
It remains to show that N(s) is right ideal. Take a⊗ e(s) ∈ N(s) and b⊗ e(s) ∈ S(s).
Then a ⊗ e(s) · b ⊗ e(s) = αs(a, b)ab ⊗ e((s)b)e(s) = αs(a, b)ab ⊗ e(s). If ab lies in Gs so
does a. Thus ab ∈ G \Gs and a⊗ e(s) · b⊗ e(s) ∈ N(s).
3)-4) are clear. 
Let A be an algebra (eg., associative algebra, Lie algebra or vertex operator algebra).
We denote the module category of A by A-Mod.
For convenience we set dg,s = g ⊗ e(s) for g ∈ G and s ∈ S.
Theorem 3.5 The functors
M
f
7→ D(s)
⊗
S(s)
M
N
g
7→ d1,sN
(M ∈ Cαs [Gs]-Mod, N ∈ D(Os)-Mod) define an equivalence between categories C
αs [Gs]-
Mod and D(Os)-Mod. In particular, the simple C
αs [Gs]-modules are mapped to simple
D(Os)-modules and conversely.
Proof: Recall that G =
⋃k
i=1Gsgi be a coset decomposition with g1 = 1. Then G =⋃k
i=1 g
−1
i Gs. Note that g
−1
i a⊗ e(s) can be rewritten as αs(g
−1
i , a)
−1g−1i ⊗ e(s) · a⊗ e(s) for
any i and a ∈ Gs. Let M ∈ C
αs [Gs]-Mod. Then an arbitrary vector in D(s)
⊗
S(s)M has
expression
∑k
i=1 dg−1
i
,s ⊗S(s) mi for some mi ∈M. From
d1,s(
k∑
i=1
dg−1
i
,s ⊗S(s) mi) = d1,s ⊗S(s) m1
we see that d1,sD(s)
⊗
S(s)M is a subset of d1,s⊗S(s)M. On the other hand, d1,s⊗S(s)m =
d1,s(d1,s⊗S(s)m) belongs to d1,s(D(s)
⊗
S(s)M). Thus d1,s⊗S(s)M and d1,s(D(s)
⊗
S(s)M)
are equal. Since d1,s
⊗
S(s)M is isomorphic to M as C
αs [Gs]-modules . This implies that
g ◦ f(M) and M are isomorphic as Cαs [Gs]-modules.
Now take N ∈ D(Os)-Mod. We are going to show that D(s) ⊗S(s) d1,sN and N are
isomorphic as D(Os)-modules. For this purpose we define a linear map
ρ : D(s)
⊗
S(s)
d1,sN → N
db,s ⊗S(s) d1,sn 7→ db,sn.
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Noting that ρ(db,s ⊗S(s) d1,sn) = db,sd1,sn we immediately see that ρ is well defined. The
fact that ρ is a D(Os)-module homomorphism follows from
ρ(da,sgidb,s ⊗S(s) d1,sn)
= ρ(δsgib,sαs(a, b)dab,s ⊗S(s) d1,sn)
= δsgib,sαs(a, b)dab,sn
and
da,sgiρ(db,s ⊗S(s) d1,sn)
= da,sgidb,sn
= δsgib,sαs(a, b)dab,sn
for a, b ∈ G, 1 ≤ i ≤ k and n ∈ N.
It remains to show that ρ is a bijection. As
∑k
i=1 d1,sgi is the identity of D(Os), we
have n =
∑k
i=1 d1,sgin. For fixed i one can easily see that
ρ(dg−1
i
,s ⊗S(s) αsgi(g
−1
i , gi)
−1dgi,sgin) = d1,sgin.
Thus ρ is onto.
Since d1,sgid1,sgj = δi,jd1,sgi we have
N =
k⊕
i=1
d1,sgiN.
Let b = g−1i a ∈ g
−1
i Gs. Then ρ(db,s ⊗S(s) d1,sn) = d1,sgidb,sn ∈ d1,sgiN for n ∈ N. In order
to prove that ρ is one to one, it is enough to show that if ρ(
∑
p dbp,s ⊗S(s) d1,snp) = 0 for
some bp ∈ g
−1
i Gs and np ∈ N, then
∑
p dbp,s ⊗S(s) d1,snp = 0. Using the relation dg−1
i
a,s =
αs(g
−1
i , a)
−1dg−1
i
,sda,s for a ∈ Gs we can rewrite
∑
p dbp,s ⊗S(s) d1,snp as dg−1
i
,s ⊗S(s) d1,sn
for some n ∈ N. Thus ρ(dg−1
i
,s ⊗S(s) d1,sn) = dg−1
i
,sn = 0. Applying αs(gi, g
−1
i )
−1dgi,sgi to
dg−1
i
,sn yields d1,sn = 0. This shows that ρ is one to one. This completes the proof that ρ
is an isomorphism. 
Theorem 3.6 We have
i) Algebra D(Os) is semisimple for s ∈ S and simple D(Os)-modules are precisely
Ind
D(s)
S(s)M where M ranges over the simple C
αs [Gs]-modules.
ii) Aα(G,S) is semisimple and simple Aα(G,S)-modules are precisely Ind
D(sj)
S(sj)
M where
M ranges over the simple Cαsj [Gsj ]-modules and j ∈ J.
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Proof: i) follows from Theorem 3.5 and that fact that Cαs [Gs]-Mod is a semisimple
category. ii) follows from Lemma 3.4 and i). 
Remark 3.7 If we only wanted to know the semisimplicity of Aα(G,S), we could find it
in the literature of Hopf algebra when we regard Aα(G,S) as a crossed product (see Remark
3.2). But in the later sections we need to know the explicit structure of simple Aα(G,S)-
modules given in Theorem 3.5. The semisimplicity of Aα(G,S) is a trivial corollary of
Theorem 3.5.
Next we determine the center Z(D(Os)) of D(Os). However, we are not going to use
it in this paper but still include it for general interest. We certainly expect that the result
on center will be used in our future study on general orbifold conformal field theory.
Since any cocycle in Z2(Gs,C
∗) is cohomologous to a normal cocycle (cf. Lemma
2.8). Then we may assume αs is a normal cocycle for all s ∈ S. We also assume that
αsgi(g
−1
j hgi, g
−1
i agi) = αsgi(g
−1
j hah
−1gj, g
−1
j hgi) for all 1 ≤ i, j ≤ k, h ∈ Gs and αs-regular
a ∈ Gs. In the orbifold theory, these conditions are satisfied by chosing αs carefully.
Let {l1, ..., lr} be a full set of representatives for the αs-regular conjugacy classes of
Gs and for each t in {1, ..., r}, let Lt be αs-regular conjugacy class of Gs containing
lt, 1 ≤ t ≤ r. Set
Z(Lt) =
∑
a∈Lt
k∑
i=1
g−1i agi ⊗ e(sgi).
Lemma 3.8 Z(Lt) is an center element of D(Os).
Proof: Let b ⊗ e(sgj) ∈ D(Os). Then there exists 1 ≤ i
′ ≤ k and h ∈ Gs such that
b = g−1i′ hgj . We have
b⊗ e(sgj) · Z(Lt)
= b⊗ e(sgj) ·
∑
a∈Lt
k∑
i=1
g−1i agi ⊗ e(sgi)
=
∑
a∈Lt
k∑
i=1
αsgi(b, g
−1
i agi)bg
−1
i agi ⊗ e(sgjg
−1
i agi)e(sgi)
=
∑
a∈Lt
αsgj(b, g
−1
j agj)bg
−1
j agj ⊗ e(sgj)
=
∑
a∈Lt
αsgj(g
−1
i′ hgj, g
−1
j agj)g
−1
i′ hagj ⊗ e(sgj)
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and
Z(Lt) · b⊗ e(sgj)
=
∑
a∈Lt
k∑
i=1
g−1i agi ⊗ e(sgi) · b⊗ e(sgj)
=
∑
a∈Lt
k∑
i=1
αsgj(g
−1
i agi, b)g
−1
i agib⊗ e(sgib)e(sgj)
=
∑
a∈Lt
αsgj(g
−1
i′ agi′ , g
−1
i′ hgj)g
−1
i′ ahgj ⊗ e(sgj).
Now the assertion follows from∑
a∈Lt
αsgj(g
−1
i hgj , g
−1
j agj)hah
−1
=
∑
a∈Lt
αsgj(g
−1
i hah
−1gi, g
−1
i hgj)hah
−1
=
∑
a∈Lt
αsgj(g
−1
i agi, g
−1
i hgj)a.

Theorem 3.9 Let {l1, ..., lr} be a full set of representatives for the αs-regular conjugacy
classes of Gs and for each t ∈ {1, ..., r}, let Lt be a αs-regular conjugacy class of Gs
containing lt, 1 ≤ t ≤ r. Then the elements Z(Lt) constitute a C-basis of Z(D(Os)).
Proof: By Theorem 3.5 the dimension of Z(D(Os)) equals to the number of inequivalent
irreducible Cαs [Gs]-modules which is r (see Theorem 2.9). 
The following corollary is immediate.
Corollary 3.10 Let {lj1, ..., l
j
rj
} be a full set of representatives for the αsj -regular conju-
gacy classes of Gsj and for each tj ∈ {1, ..., rj}, let Ltj be αsj -regular conjugacy class of
Gsj containing ltj , 1 ≤ tj ≤ rj. Set
Z(Ltj ) =
∑
a∈Ltj
kj∑
ij=1
g−1ij agij ⊗ e(sgij).
Then for all j ∈ J , for all tj ∈ {1, ..., rj}, Z(Ltj ) constitutes a C-basis for Z(Aα(G,S)).
4 Modules for vertex operator algebras and related
results
In this section we turn our attention to the theory of vertex operator algebras. In partic-
ular we shall defines various notion of modules for a vertex operator algebra V following
12
[FLM], [DLM2] and [Z]. We also recall from [DLM4] the associative algebras An(V ) for
any nonnegative integer n and relevant results. These results will be used extensively in
Sections 5 and 6 to study dual pairs arising from an action of a finite group G on V.
Let V = (V, Y, 1, ω) be a vertex operator algebra (see [B] and [FLM]). For a vector
space W , let W{z} be the space of W -valued formal series in arbitrary complex powers
of z. We present three different notion of modules (cf. [FLM], [DLM2] and [Z]).
Definition 4.1 A weak V -module M is a vector space equipped with a linear map
V → (EndM){z}
v 7→ YM(v, z) =
∑
n∈Q
vnz
−n−1 (vn ∈ EndM)
which satisfies the following properties for all u ∈ V , v ∈ V, w ∈M ,
ulw = 0 for l >> 0 (4.1)
YM(1, z) = 1; (4.2)
z−10 δ
(
z1 − z2
z0
)
YM(u, z1)YM(v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
YM(v, z2)YM(u, z1)
= z−12 δ
(
z1 − z0
z2
)
YM(Y (u, z0)v, z2),
(4.3)
where δ(z) =
∑
n∈Z z
n and all binomial expressions (here and below) are to be expanded in
nonnegative integral powers of the second variable. Elementary properties of the δ-function
can be found in [FLM] and [FHL]
(4.3) is called the Jacobi identity. One can prove that the Jacobi identity is equivalent
to the following associativity formula (see [FLM] and [FHL])
(z0 + z2)
kYM(u, z0 + z2)YM(v, z2)w = (z2 + z0)
kYM(Y (u, z0)v, z2)w (4.4)
and commutator relation
[YM(u, z1), YM(v, z2)]
= Resz0z
−1
2 δ
(
z1 − z0
z2
)
YM(Y (u, z0)v, z2) (4.5)
where w ∈ M and k is a nonnegative integer such that zkYM(u, z)w involves only non-
negative integral powers of z.
We may also deduce from (4.1)-(4.3) the usual Virasoro algebra axioms (see [DLM2]).
Namely, if YM(ω, z) =
∑
n∈Z L(n)z
−n−2 then
[L(m), L(n)] = (m− n)L(m+ n) +
1
12
(m3 −m)δm+n,0(rankV ) (4.6)
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and
d
dz
YM(v, z) = YM(L(−1)v, z). (4.7)
Suppose that (Mi, Yi) are two weak V -modules, i=1,2. A homomorphism from M1 to
M2 is a linear map f :M1 →M2 which satisfied fYM1(v, z) = YM2(v, z)f for all v ∈ V . We
call f an isomorphism if f is also a linear isomorphism.
Definition 4.2 A (ordinary) V -module is a weak V -module M which carries a C-grading
induced by the spectrum of L(0). ThenM =
⊕
λ∈CMλ whereMλ = {w ∈M |L(0)w = λw},
dimMλ <∞. Moreover, for fixed λ,Mn+λ = 0 for all small enough integers n.
The notion of module here is essentially the notion of module given in [FLM].
Definition 4.3 An admissible V -module is a weak V -moduleM which carries a Z+ grad-
ing M =
⊕
n∈Z+ M(n) satisfying the following condition:
vmM(n) ⊂ M(n + wtv −m− 1)
for homogeneous v ∈ V, where Z+ is the set of the nonnegative integers.
The notion of admissible module here is the notion of module in [Z]. Using a grading
shift we can always arrange the grading on M so that M(0) 6= 0. This shift is important
in the study of algebra An(V ) below.
It is not too hard to see that any V -module is an admissible V -module. So there is a
natural identification of the category of V -modules with a subcategory of the category of
admissible V -modules.
Definition 4.4 V is called rational if every admissible V -module is a direct sum of irre-
ducible admissible V -modules.
It is proved in [DLM3] that if V is rational then there are only finitely many inequiv-
alent irreducible admissible V -modules and each irreducible admissible V -module is an
ordinary module.
The following proposition can be found in [L] and [DM2].
Proposition 4.5 If M is a simple weak V−module then M is spanned by {unm|u ∈
V, n ∈ Q} where m ∈ M is a fixed nonzero vector.
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We now recall the associative algebra An(V ) as constructed in [DLM4]. Let On(V ) be
the linear span of all u◦n v and L(−1)u+L(0)u where for homogeneous u ∈ V and v ∈ V,
u ◦n v = ReszY (u, z)v
(1 + z)wtu+n
z2n+2
. (4.8)
Define the linear space An(V ) to be the quotient V/On(V ). We also define a second
product ∗n on V for u and v as above:
u ∗n v =
n∑
m=0
(−1)m
(
m+ n
n
)
ReszY (u, z)
(1 + z)wt u+n
zn+m+1
v. (4.9)
Extend linearly to obtain a bilinear product on V .
LetM =
∑
n∈Z+ M(n) be an admissible V -module. Following [Z] we define weight zero
operator oM(v) = vwtv−1 on M for homogeneous v and extend oM(v) to all v by linearity.
It is clear from the definition that oM(v)M(n) ⊂M(n) for all n.
Theorem 4.6 Let V be a vertex operator algebra and M an admissible V -module. Then
1) The product ∗n induces the structure of an associative algebra on An(V ) with identity
1+On(V ). Moreover ω +On(V ) is a central element of An(V ).
2) For 0 ≤ m ≤ n, the map ψn : v+On(V ) 7→ oM(v) from An(V ) to EndM(m) makes
M(m) an An(V )-module.
3) M is irreducible if and only if M(n) is a simple An(V )-module for all n.
4) The identity map on V induces an onto algebra homomorphism from An(V ) to
Am(V ) for 0 ≤ m ≤ n.
5) Two irreducible admissible V -modules M1 and M2 with M1(0) 6= 0 and M2(0) 6= 0
are isomorphic if and only if M1(n) and M2(n) are isomorphic An(V )-modules for any
n ≥ 0.
Parts 1)-2) and 4)-5) are proved in [DLM4], and 3) is given in [DM4].
5 Dual pair I
In the next two sections we assume that V is a simple vertex operator algebra. Our
main goal is to generalize the duality result obtained in [DLM1] on V to an arbitrary
irreducible V -module. More precisely, let G be a finite automorphism group of V and M
an irreducible V -module. Then M is a module for the vertex operator subalgebra V G of
G-invariants. There are three questions one can ask: (1) Is M is a completely reducible
V G-module? (2) What are irreducible modules for V G which occur as submodules of M?
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(3) What are the relation between irreducible V G-submodules of M and V G-submodules
of another irreducible V -module N? These questions will be answered completely in this
section and the next section.
In this section we deal with the case that M is G-stable (see the definition below).
The general case will be treated in the next section. The basis ideas in the proof of main
theorems come from [DLM1].
Let (M,YM) be an irreducible V -module and g ∈ G. Following [DM1] we setM◦g = M
as vector spaces, and YM◦g(v, z) = YM(gv, z). Note that M ◦ g is also an irreducible V -
module. We assume in this section that M is G-stable in the sense that for any g ∈ G,
M ◦ g and M are isomorphic. If M = V this assumption is always true.
For g ∈ G there is a linear isomorphism φ(g) : M →M satisfying
φ(g)YM(v, z)φ(g)
−1 = YM◦g(v, z) = YM(gv, z) (5.10)
for v ∈ V. The simplicity of M together with Schur’s lemma shows that g 7→ φ(g) is a
projective representation of G onM. Let αM be the corresponding 2-cocycle in C
2(G,C×).
Then M is a module for CαM [G] where CαM [G] is the twisted group algebra. It is worth
pointing out that if M = V we can take φ(g) = g and CαM [G] = C[G].
Let ΛG,αM be the set of all irreducible characters λ of C
αM [G]. We denote the corre-
sponding simple module by Wλ. Again if M = V , ΛV,αV = Gˆ is the set of all irreducible
characters of G. Note that M is a semisimple CαM [G]-module. Let Mλ be the sum of
simple CαM [G]-submodules of M isomorphic to Wλ. Then M = ⊕λ∈ΛG,αMM
λ. Moreover,
Mλ = Wλ ⊗Mλ where Mλ = homCαM [G](Wλ,M) is the multiplicity of Wλ in M. As in
[DLM1], we can, in fact, realize Mλ as a subspace of M in the following way. Let w ∈ Wλ
be a fixed nonzero vector. Then we can identify homCαM [G](Wλ,M) with the subspace
{f(w)|f ∈ homCαM [G](Wλ,M)}
of Mλ.
We also set V G = {v ∈ V |gv = v, g ∈ G}. Then V G is a simple vertex operator
subalgebra of V (see [DM2]) and φ(g)YM(v, z)φ(g)
−1 = YM(gv, z) = YM(v, z) for all
v ∈ V G. Thus the actions of CαM [G] and V G on M are commutative. This shows that
both Mλ and Mλ are ordinary V
G-modules.
Lemma 5.1 If Mλ 6= 0 then Mλ is an irreducible V
G-module.
Proof: By Theorem 4.6 3) it is enough to prove that Mλ(n) = Mλ ∩M(n) is a simple
An(V
G)-module for all n ≥ 0. It is equivalent to show that for any n ∈ Z, n ≥ 0 Mλ(n) is
generated by any nonzero vector in Mλ(n) as an An(V
G)-module.
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Note from the definition of An(V ) that An(V ) is a G-module via g(v + On(V )) =
gv + On(V ) for g ∈ G and v ∈ V. Also EndM(n) is an G-module via gf = φ(g)fφ(g)
−1
for g ∈ G and f ∈ EndM(n). Then the algebra homomorphism v + On(V ) 7→ oM(v)
from An(V ) to EndM(n) is a G-homomorphism as φ(g)oM(v)φ(g)
−1 = oM(gv). From
Proposition 4.5 and Theorem 4.6 3) we see that EndM(n) = {oM(v)|v ∈ V }. Since G is
a finite group we immediately have ψ(An(V )
G) = (EndM(n))G = {oM(v)|v ∈ V
G}.
Let x, y ∈ Mλ(n) be linearly independent. Since M(n) is a C
αM [G]-module, we can
write M(n) as a direct sum Wλ ⊗ x ⊕Wλ ⊗ y ⊕W where W is a C
αM [G]-submodule of
M(n). Define a map β ∈ EndM(n) such that β(u⊗x+ v⊗ y+w) = v⊗x+u⊗ y+w for
u, v ∈ Wλ and w ∈ W. Then β ∈ (EndM(n))
G. Thus there exists vectors v ∈ V G such that
oM(v)x = y. This implies that Mλ(n) is an simple An(V )
G-module. Since Mλ(n) is also
an An(V
G)-module with the same action, we see that Mλ(n) is a simple An(V
G)-module.
This can be also explained by noting that the identity on V G induces an onto algebra
homomorphism from An(V
G) to An(V )
G. 
Remark 5.2 If we take M = V in Lemma 5.1, then each Vλ is an irreducible V
G-module
for any irreducible character λ of G. This is the part (1) of Theorem 2.4 in [DLM1], where
Lemma 2.2 of [DLM1] is used. It is pointed out to us by Wassermann that there is a
gap in Lemma 2.2 of [DLM1]. The special case of Lemma 5.1 now fixes the problem in
[DLM1]. (The group G in [DLM1] can be a compact group. But the correction present
here works for such G.) The proofs for parts (2) and (3) of Theorem 2.4 in [DLM1] are
correct.
For the purpose of continuous discussion we now recall Theorem 2.4 from [DLM1]
(also see Remark 5.2).
Theorem 5.3 Let V be a simple vertex operator algebra and G a finite automorphism
group. Then
1) V λ is nonzero for any λ ∈ Gˆ.
2) Each Vλ is an irreducible V
G-module.
3) Vλ and Vµ are equivalent V
G-module if and only if λ = µ.
The main result in this section is the following.
Theorem 5.4 With the same notation as above we have:
1) Mλ is nonzero for any λ ∈ ΛG,αM .
2) Each Mλ is an irreducible V
G-module.
3) Mλ and Mγ are equivalent V
G-module if and only if λ = γ.
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That is, V G and CαM [G] form a dual pair on M in the sense of Howe (see [H1] and
[H2]).
Let γ ∈ Gˆ and µ ∈ ΛG,αM such that M
µ 6= 0. By Theorem 5.3 we can regard Wγ
and Wµ as a C[G]-submodule of V and a C
αM [G]-submodule of M , respectively. In fact,
we can assume that Wγ and Wµ are homogeneous subspaces of V and M, respectively.
Following [DM3] we define a subspace Zs of M for any s ∈ Z by
Zs = {
∑
m≥s
umw|u ∈ Wγ , w ∈ Wµ}.
Then it is easy to see that Zs is a C
αM [G]-submodule of M. We also define a map
ψs :Wγ ⊗Wµ → Zs
such that ψs(u ⊗ w) =
∑
m≥s umw. Recall twisted group algebra from Section 2. In
particular, {g¯|g ∈ G} is a basis of CαM [G]. Then Wγ ⊗Wµ is a C
αM [G]-module with g¯
acting as g ⊗ φ(g) and ψs is a C
αM [G]-module homomorphism.
Lemma 5.5 For all sufficiently small s, ψs is a C
αM [G]-module isomorphism.
This result in the case M = V is proved in [DM2] and [DM3]. The proof is similar in
the general case. Here we give an outline of the proof and we refer the reader to [DM2]
and [DM3] for the details. From the associativity formula (4.4) and commutator formula
(4.5) we can prove the following fact. Let ui ∈ V for i = 1, ..., n and w1, ..., wn ∈ M be
linearly independent. Then
∑n
i=1 YM(u
i, z)wi 6= 0 (see the proof of Lemma 3.1 of [DM2];
also see Proposition 11.9 of [DL]). Then following the proof of Lemma 2.2 of [DM3] for
the case M = V gives the result.
We now prove Theorem 5.4. Part 2) is Lemma 5.1. In order to prove 1) we first note
that there exists µ ∈ ΛM,αM such that M
µ 6= 0. Let µ∗ be the character of Cα
−1
M [G] dual to
µ. That is, the corresponding Cα
−1
M [G]-module is exactlyW ∗λ = HomC(Wλ,C). Then µ
∗⊗λ
is a character of G for any λ ∈ ΛG,αM . Let γ be an irreducible character of G such that
γ ∈ µ∗ ⊗ λ. Thus
HomCαM [G](λ, µ⊗ γ) = HomC[G](µ
∗ ⊗ λ, γ) 6= 0.
By Lemma 5.5, for small enough s, the submodule Zs of M contains a submodule isomor-
phic to Wλ. That is, M
λ 6= 0 for all λ ∈ ΛG,αM .
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Finally we prove 3). Let λ, γ ∈ ΛG,αM are different. We can take n ∈ Z such that
Mλ(n) =Mλ ∩M(n) 6= 0. Then M(n) is a direct sum of CαM [G]-modules
M(n) = Mλ(n)⊕W
for some suitable CαM [G] submodule W of M(n).
Define β ∈ EndM(n) such that it is the identity on Mλ(n) and zero on W. Then
β ∈ (EndM(n))G. From the proof of lemma 5.1 there exists v ∈ V G such that oM(v) = β
is the identity onMλ(n) and zero onW. Thus, there is no An(V
G)-module homomorphism
between Mλ(n) and Mγ(n). That is, Mλ(n) and Mγ(n) are inequivalent An(V
G)-modules.
Since M is irreducible V -module there exists c ∈ C such that M =
∑
n≥0Mc+n with
Mc 6= 0 where Mc+n is the eigenspace for L(0) with eigenvalue c + n (see Definition 4.2).
Thus we can take M(n) = Mc+n. If dim(Mλ)c+m 6= dim(Mγ)c+m it is clear that Mλ and
Mγ are nonisomorphic V
G-module. Otherwise by Theorem 4.6, Mλ is not isomorphic to
Mγ as V
G-modules. 
6 Dual pair II
Let V be a simple vertex operator algebra as in the last section and G finite automorphism
group of V. LetM be an irreducible V -module. But we do not assume thatM is G-stable.
We set
GM = {g ∈ G|M ◦ h ∼= M}
which is a subgroup of G. Recall Theorem 5.4. One of the main results in this section is
the following result of Schur-Weyl type:
Theorem 6.1 With the same notation as above we have:
1) Mλ is nonzero for any λ ∈ ΛGM ,αM .
2) Each Mλ is an irreducible V
G-module.
3) Mλ and Mγ are equivalent V
G-module if and only if λ = γ.
That is, V G and CαM [GM ] form a dual pair on M.
This result generalizes Theorem 2.4 of [DLM1] (a caseM = V ) and sharpens Theorem
5.4. In particular, the result shows that M is a completely reducible V G-module.
In order to prove Theorem 6.1 we need a general setting and we will prove a stronger
result.
Definition 6.2 A set S of irreducible V -modules is called stable if for any M ∈ S and
g ∈ G there exists N ∈ S such that M ◦ g ∼= N.
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Assume that S is a finite set of inequivalent irreducible V -module which is G-stable.
Since M ◦ (g1g2) and (M ◦ g1) ◦ g2 are isomorphic V -module for g1, g2 ∈ G and M ∈ S
we can define an right action of G on S. Let M ∈ S and g ∈ G we define M · g = N if
M ◦ g ∼= N. It is clear that this action makes S a right G-set.
Remark 6.3 1) For any irreducible V -module M consider the coset decomposition G =
∪ki=1GMgi. Then S = {M ◦gi|i = 1, ..., k} is a such right G-set which will be used to prove
Theorem 6.1.
2) If V is rational, a complete list of inequivalent irreducible V -modules forms a such
right G-set.
Let M ∈ S and x ∈ G. Then there exists N ∈ S such that N ∼= M ◦ x. That is, there
is a linear map φN(x) : N → M satisfying the condition: φN(x)YN(v, z)φN(x)
−1 =
YM(xv, z). By simplicity of N , there exists αN(y, x) ∈ C
∗ such that φM(y)φN(x) =
αN(y, x)φN(yx). Moreover, for x, y, z ∈ G we have
αN(z, yx)αN(y, x) = αM(z, y)αN(zy, x).
As in Section 3 we set CS =
⊕
M∈S Ce(M) and e(M)e(N) = δM,Ne(M). Let U(CS) =
{
∑
M∈S λMe(M)|λM ∈ C
∗} and α(h, k) =
∑
M∈S αM(h, k)e(M). It is easy to check that
α(hk, l)α(h, k)l = α(h, kl)α(k, l). So α ∈ Z2(G,U(CS)) is a 2-cocycle. Following Section
3, we construct an associative algebra Aα(G,S) with multiplication defined by
a⊗ e(M) · b⊗ e(N) = αN(a, b)ab⊗ e(M · b)e(N)
for a, b ∈ G and M,N ∈ S.
We define an action of Aα(G,S) on ⊕N∈SN in the following way: for M,N ∈ S and
w ∈ N we set
a⊗ e(M) · w = δM,NφM(a)w
where φN(a) : N → N · a
−1.
For N ∈ S we let ON = {N · g|g ∈ G} be the orbit of N under G.
Lemma 6.4 With the action defined above, ⊕N∈SN becomes a module for Aα(G,S).
Moreover ⊕M∈ONM is a submodule for any N.
Proof: The proof is a straightforward computation: for a, b ∈ G and M,N ∈ S and
m ∈ N,
(b⊗ e(L) · a⊗ e(M)) ·m
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= (δL·a,MαM(b, a)ba⊗ e(M)) ·m
= δL·a,MδM,NαM(b, a)φM(ba)m
= δL·a,MδM,NφM ·a−1(b)φM(a)m
and
b⊗ e(L) · (a⊗ e(M) ·m)
= b⊗ e(L) · (δM,NφM(a)m)
= δL,M ·a−1δM,NφL(b)φM(a)m
= δL,M ·a−1δM,NφM ·a−1(b)φM(a)m.
Thus
⊕
M∈S M is Aα(G,S)-module. It is clear that ⊕M∈ONM is a submodule. 
Let M ∈ S. Recall from Section 3 that D(M) = 〈a ⊗ e(M)|a ∈ G〉 and S(M) =
〈a⊗ e(M)|a ∈ GM〉.
Proposition 6.5 Let N ∈ S. Then N is a S(N)-module and there is an Aα(G,S)-
modules isomorphism between D(N) ⊗S(N) N and
⊕
M∈ON M determined by Ψ : a ⊗
e(N)⊗m 7→ φN(a)m.
Proof: To prove N is a S(N)-module, it is enough to prove that N is S(N)-stable. But
this clear as a⊗ e(N)w = φN(a)w ∈ N for a ∈ GN and w ∈ N.
Next we prove that Ψ is well defined. We must show that Ψ(da,Ndb,N ⊗w) = Ψ(da,N ⊗
db,Nw) for w ∈ N, a ∈ G, b ∈ GN where da,N = a⊗ e(N). This is clear as
Ψ(da,Ndb,N ⊗ w)
= αN (a, b)Ψ(dab,N ⊗ w)
= αN (a, b)φN(ab)w
= φN(a)φN(b)w
= φN(a)db,Nw
= Ψ(da,N ⊗ db,Nw).
The fact that Ψ is a module homomorphism follows from
Ψ(db,M · da,N ⊗ w)
= Ψ(δM ·a,NαN(b, a)dba,N ⊗ w)
= δM ·a,NαN (b, a)φN(ba)w)
= δM ·a,NφN ·a−1(b)φN(a)w
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and
db,MΨ(da,N ⊗ w) = db,M · φN(a)w
= δM,N ·a−1φN ·a−1(b)φN(a)w
where a, b ∈ G.
In order to show that Ψ is a bijection we construct an inverse of Ψ.
Suppose that G =
⋃kN
iN=1
GNgiN is a coset decomposition. Then
⊕
M∈ON
M =
kN⊕
iN=1
φN(g
−1
iN
)N.
Define
⊕
M∈ON
M
χ
→ D(N)
⊗
S(N)
N
kN∑
iN=1
φN(g
−1
iN
)miN 7→
kN∑
iN=1
dg−1
iN
,N ⊗miN .
It is straightforward to show that Ψ ◦ χ = Id⊕
M∈ON
M and χ ◦ Ψ = IdD(N)⊗S(N)N . So,
D(N)
⊗
S(N)N and
⊕
M∈ON M are isomorphic as Aα(G,M)-modules. 
Set
M =
⊕
M∈S
M.
Proposition 6.6 1) Every simple Aα(G,S)-module occurs as a submodule of M.
2) The actions of Aα(G,M) and V
G on M commute.
Proof: Part 1) follows from Theorems 3.6, 5.4 and a natural identification of S(N) with
CαN [GN ] for N ∈ S. Part 2) follows from the relation
a⊗ e(M)Y¯ (v, z) = Y¯ (av, z)a⊗ e(M)
on M for a ∈ G, M ∈ S and v ∈ V where we have used Y¯ (v, z) denote the operator on
M which acts on M by YM(v, z). 
Lemma 6.7 Set B = G× U(CS). Then B is a group under multiplication defined by
(y, v)(x, u) = (yx, α(y, x)vxu)
22
This result is standard as α is a 2-cocycle.
Lemma 6.8 M is a B-module via (x,
∑
M∈S λMe(M)) =
∑
M∈S φM(x)λM .
This result is immediate by noting that the subset B′ = {a⊗ u|a ∈ G, u ∈ U(CS)} of
Aα(G,S) is a multiplicative group isomorphic to B and the action of B on M is exactly
the action of B′ on M.
Lemma 6.9 For any (x, u) ∈ B, v ∈ V, we have
(x, u)Y¯ (v, z)(x, u)−1 = Y¯ (xv, z)
on M.
Proof: Let b = (x,
∑
M∈S λMe(M))) ∈ B. Then
bY¯ (v, z) = (x,
∑
M∈S
λMe(M)))Y¯ (v, z)
= Y¯ (xv, z)(x,
∑
M∈S
λMe(M)))
(see the proof of Proposition 6.6 2)) as required. 
Lemma 6.10
⊕
M∈S End(M) is a B-module via
(x,
∑
M∈S
λMe(M)) ·
∑
M∈S
fM =
∑
M∈S
φM(x)fMφM(x)
−1.
Furthermore, for each orbit O and n ≥ 0,
⊕
M∈O End(M(n)) is a B-submodule. In
particular,
⊕
M∈O End(M(n)) is a G-module.
Proof: Let (x,
∑
M∈S λMe(M)), (y,
∑
M∈S βMe(M)) ∈ B. Since
[(y,
∑
M∈S
βMe(M))(x,
∑
M∈S
λMe(M))]
∑
M∈S
fM
= (yx,
∑
M∈S
βM ·x−1λMαM(y, x)e(M))
∑
M∈S
fM
=
∑
M∈S
φM(yx)fMφM(yx)
−1
=
∑
M∈S
φM ·x−1(y)φM(x)fMφM(x)
−1φM ·x−1(y)
−1
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and
(y,
∑
M∈S
βMe(M))[(x,
∑
M∈S
λMe(M))
∑
M∈S
fM ]
(y,
∑
M∈S
βMe(M))
∑
M∈S
φM(x)fMφM(x)
−1
=
∑
M∈S
φM ·x−1(y)φM(x)fMφM(x)
−1φM ·x−1(y)
−1,
⊕
M∈S End(M) is a B-module. The other assertions in the lemma are clear. 
Remark 6.11 It is worth to point out that φM(x)fMφM(x)
−1 does not lie in EndM for
fM ∈ EndM and x ∈ G unless x ∈ GM . In general, φM(x)fMφM(x)
−1 is an element of
End(M · x−1).
For any nonnegative n ∈ Z, let σn be a map from An(V ) to
⊕
M∈S
∑
0≤m≤n EndM(m)
defined by σn(v +On(V )) =
∑
M∈S oM(v).
Lemma 6.12 The map σn is a G-module epimorphism. In particular, σ(An(V )
G) =
(
∑
M∈S,0≤m≤n EndM(m))
G
Proof: Let g ∈ G and v ∈ V. Then
σn(g(v +On(v))) = σn(gv +On(V ))
=
∑
M∈S
oM(gv)
=
∑
M∈S
φM(g)oM(v)φM(g)
−1.
That is, σn is a G-homomorphism.
In order to see that σn is onto we note that all M ∈ S are inequivalent. We assume
that M(0) 6= 0 for all M ∈ S. By Theorem 4.6, {M(m)|M ∈ S, 0 ≤ m ≤ n} is a set
of finite dimensional inequivalent An(V )-modules. Let KM(m) be the kernel of An(V ) on
M(m). Then An(V )/KM(m) is isomorphic to EndM(m) and An(V )/Kn is isomorphic to
the direct sum
⊕
M∈S
⊕
0≤m≤n EndM(m) where Kn = ∩M,mKM(m). Thus σn is onto. 
Now we are in the position to state and to prove the main result in this paper. Let
S = ∪j∈JOj be an orbit decomposition and fix M
j ∈ Oj . For convenience, we set Gj =
GMj and Λj = ΛMj ,α
Mj
. Then by Theorem 5.4 we have a decomposition
M j =
∑
λ∈Λj
Wλ ⊗M
j
λ
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where M jλ is an irreducible V
Gj -module. Thanks to Propositions 6.5 and 6.6 we have
M =
⊕
j∈J
∑
λ∈Λj
(Ind
D(Mj)
S(Mj)Wλ)⊗M
j
λ
as a Aα(G,S)⊗ V
G-module. For j ∈ J and λ ∈ Λj we set Wj,λ = Ind
D(Mj)
S(Mj)Wλ. Then by
Theorems 3.6, Wj,λ forms a complete list of simple Aα(G,S)-modules.
Theorem 6.13 As a Aα(G,S)⊗ V
G-module,
M =
⊕
j∈J,λ∈Λj
Wj,λ ⊗M
j
λ.
Moreover,
1) Each M jλ is a nonzero irreducible V
G-module.
2) M j1λ1 and M
j2
λ2
are isomorphic V G-module if and only if j1 = j2 and λ1 = λ2.
That is, (Aα(G,S), V
G) forms a dual pair on M.
Proof: 1) We have already seen from Theorem 5.4 that each M jλ is nonzero. Again
by Theorem 4.6 3) we only need to show that each M jλ(n) = M
j(n) ∩M jλ is a simple
An(V
G)-module.
We now fix j. Suppose G =
⋃k
i=1Gjgi be the coset decomposition such that g1 = 1.
For each v ∈ V Gj we set f v ∈
∑
M∈S EndM(n) such that f
v acts on M j · g−1i as
φMj (gi)oMj(v)φMj(gi)
−1 = oMj ·g−1
i
(giv)
for i = 1, ..., k, acts on any other M(n) as zero. Then it is clear from Lemma 6.10 that
f v ∈ (
∑
M∈S EndM(n))
G. By Lemma 6.12 there exists u ∈ V G such that fu = f v. This
shows that for any v ∈ V Gj there exists u ∈ V G such that oMj (v) = oMj(u) on M
j(n).
Since M jλ(n) is a simple module for An(V
Gj ) by Theorems 4.6 and 5.4 we see immediately
that M jλ(n) is a simple An(V
G)-module.
2) We take (j1, λ1) 6= (j2, λ2). We must to prove that M
j1
λ1
and M j2λ2 are inequivalent.
Let n ≥ 0 such that both M j1λ1(n) and M
j2
λ2
(n) are nonzero. Then
∑
0≤m≤n
M(m) =
∑
0≤m≤n
Wj1,λ1 ⊗M
j1
λ1
(m)⊕W
for a suitable Aα(G,S)-module W. Define f in
∑
M∈S,0≤m≤n EndM(m) such that f = 1
on
∑
0≤m≤nWj1,λ1 ⊗M
j1
λ1
(m) and f = 0 on W. Again it is obvious that
f ∈ (
∑
M∈S,0≤m≤n
EndM(m))G.
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Using Lemma 6.12 we find v ∈ V G such that σn(v) = f. That is oMj1
λ1
(v) = 1 on∑
0≤m≤nM
j1
λ1
(m) and o
M
j2
λ2
(v) = 0 on
∑
0≤m≤nM
j2
λ2
(m). That is, M j1λ1(s) and M
j2
λ2
(t) are
nonisomorphic An(V
G)-modules for 0 ≤ s, t ≤ n if either M j1λ1(s) or M
j2
λ2
(t) is nonzero.
In particular, M j1λ1(s0) or M
j2
λ2
(t0) are nonisomorphic An(V
G)-modules where s0, t0 ≥ 0
such that M j1λ1(s) = 0 and M
j2
λ2
(t) = 0 for all s ≤ s0 and t ≤ t0. Our choices of s0 and t0
then assert that M j1λ1(s0) or M
j2
λ2
(t0) are, in fact, inequivalent A0(V
G)-modules. Thus by
Theorem 4.6 M j1λ1 and M
j2
λ2
are inequivalent V G-modules. 
Now Theorem 6.1 follows from Theorem 6.13 immediately by taking the right G-set
S to be the G-orbit {M ◦ gi|i = 1, ..., l} where G = ∪
l
i=1GMgi is the coset decomposition
of G with respect to the stabilizer GM = {g ∈ G|M ◦ g ∼= M}.
We end this paper with the following general discussion: If V has only finitely many
inequivalent irreducible modules (this is the case when V is rational; see the discussion
after Definition 4.4), then a complete list of irreducible V -modules is a right G-set. The-
orem 6.13 then tells us not only M =
∑
M∈S M is completely reducible but also gives
an equivalence between Aα(G,S)-module category and a subcategory of admissible V
G-
modules generated by the irreducible submodules occurring inM by sending Wj,λ to M
j
λ.
We expect to use this result to determine the module category for V G when V is rational
in the future.
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