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Zusammenfassung
Eine Abbildung u ∈ W 2,2(M,N) heißt biharmonisch, wenn sie ein kritischer
Punkt der Bienergie
E(u) =
∫
M
|∆gu|2 dvolg
ist. Dabei ist (M,g) eine kompakte Riemannsche Mannigfaltigkeit der Dimension
m und N ⊂ RL eine kompakte Untermannigfaltigkeit. Eine kompakte Lie-Gruppe
G operiere isometrisch auf M und orthogonal auf RL. Es sei N ⊂ RL eine G-
invariante Teilmenge. Eine Abbildung u ∈ W 2,2(M,N) heißt G-a¨quivariant, wenn
fu¨r einen ihrer Repra¨sentanten
u(gx) = gu(x) fu¨r alle x ∈M, g ∈ G
gilt. Die Abbildung u heißt ein G-Minimierer der Bienergie, wenn
E(u) ≤ E(v) fu¨r alle G-a¨quivarianten v ∈ W 2,2(M,N)
gilt. Durch Anwendung der Direkten Methode der Variationsrechnung erhalten
wir die Existenz eines G-Minimierers der Bienergie. Wir beweisen, dass jeder G-
Minimierer der Bienergie eine stationa¨r-biharmonische Abbildung ist (
”
Symme-
trische Stationarita¨t“). Nach bekannten Ergebnissen u¨ber stationa¨r-biharmonische
Abbildungen wissen wir, dass jeder G-Minimierer der Bienergie u auf M \ Σu
glatt ist, wobei die Singula¨re Menge Σu verschwindendes (m − 4)-dimensionales
Hausdorff-Maß hat. Unter bestimmten Bedingungen an die Transformationsgrup-
pe [M,G] (neben anderen, dass die Kohomogenita¨t ≤ 4 ist) stellen wir hinreichen-
de Kriterien dafu¨r auf, dass sta¨rkere Abscha¨tzungen fu¨r die Hausdorff-Dimension
von Σu gelten: Sei ein s ∈ [5,m] gegeben. Aus der Operation von G auf M leiten
wir eine Familie von orthogonalen Darstellungen [R`, H] ab. Wenn es fu¨r keine
dieser Darstellungen mit ` ≤ s einen glatten, nichtkonstanten H-Minimierer der
euklidischen Bienergie ψ ∈ W 2,2(B` \ {0}, N) gibt, der nullhomogen ist, dann
wird die Hausdorff-Dimension von Σu nach oben durch m − s − 1 begrenzt. Im
Fall s = m−1 ist die singula¨re Menge Σu diskret. Im Fall s = m ist die Abbildung
u glatt.
Der Hauptschritt im Beweis ist ein Kompaktheitssatz. Dieser besagt insbesondere,
dass der Grenzwert einer schwach konvergenten Folge von lokalen G-Minimierern
ui ∈ W 2,2(Bm,RL) der euklidischen Bienergie wiederum ein lokaler G-Minimierer
der euklidischen Bienergie ist und dass die Konvergenz stark in W 2,2loc (B
m
1
2
,RL) ist.
Abstract
A map u ∈ W 2,2(M,N) is called biharmonic if it is a critical point of the bienergy
E(u) =
∫
M
|∆gu|2 dvolg.
Here (M,g) is a compact Riemannian manifold of dimension m and N ⊂ RL
is a compact submanifold. Let a compact Lie-group G act isometrically on M
and orthogonally on RL. Suppose that N ⊂ RL is a G-invariant subset. A map
u ∈ W 2,2(M,N) is called G-equivariant if for one of its representatives there holds
u(gx) = gu(x) for every x ∈M, g ∈ G.
The map u is called a G-minimizer of the bienergy if
E(u) ≤ E(v) for every G-equivariant v ∈ W 2,2(M,N).
Applying the direct method of the calculus of variations we get the existence of a
G-minimizer of the bienergy. We prove that every G-minimizer of the bienergy is
a stationary biharmonic map (”symmetric criticallity”). From some well known
results about stationary biharmonic maps we know that every G-minimizer of the
bienergy u is smooth on M \Σu, where the singular set Σu has vanishing (m−4)-
dimensional Hausdorff measure. Assuming certain properties of the transforma-
tion group [M,G] (amongst others that the cohomogeneity is ≤ 4) we establish
sufficient conditions ensuring stronger estimates for the Hausdorff-dimension of
Σu. Let some s ∈ [5,m − 1] be given. From the action of G on M we derive a
family of orthogonal representations [R`, H]. If for every such representation with
` ≤ s there is no smooth, nonconstant H-minimizer ψ ∈ W 2,2(B` \ {0}, N) of
the Euclidean bienergy, which is homogeneous of degree zero, then the Hausdorff-
dimension of Σu does not exceed m − s − 1. In the case s = m − 1 the singular
set Σu is discrete. In the case s = m the map u is smooth.
The main step in the proof is a compactness theorem. It states in particular, that
the limit of a weakly convergent sequence of local G-minimizers of the Euclidean
bienergy ui ∈ W 2,2(Bm,RL) is also a local G-minimizer of the Euclidean bienergy
and that the convergence is strong in W 2,2loc (B
m
1
2
,RL).
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Kapitel 1
Einleitung
1.1 Was wir tun: ein erster U¨berblick
Die (extrinsische) Bienergie einer Abbildung
u ∈ W 2,2(M,N) := {u ∈ W 2,2 (M,RL) : u(x) ∈ N fast u¨berall}
zwischen einer kompakten riemannschen Mannigfaltigkeit (M,g) der Dimension
m und einer kompakten Untermannigfaltigkeit N ⊂ RL ist
E(u) :=
∫
M
|∆gu|2 dvolg.
Dabei ist ∆g der Laplace-Beltrami-Operator und dvolg die Volumenform von
(M,g). Kritische Punkte von E, d.h. Abbildungen u ∈ W 2,2(M,N) mit
δE(u;ϕ) :=
d
dt
∣∣∣∣
t=0
E (ΠN(u+ tϕ)) = 0 fu¨r alle ϕ ∈ C∞(M,RL),
wobei ΠN die Na¨chste-Punkt-Projektion von N ist, heißen schwach biharmoni-
sche Abbildungen. Liegt eine schwach biharmonische Abbildung in C4, so heißt
sie eine biharmonische Abbildung. Biharmonische Abbildungen sind dadurch cha-
rakterisiert, dass sie die Gleichung(
∆2gu
)>
= 0
lo¨sen. Hierbei ist
(
∆2gu(x)
)>
fu¨r jedes x ∈ M die orthogonale Projektion des
Vektors ∆2gu(x) ∈ RL auf den Unterraum Tu(x)N ⊂ RL. Diese Gleichung ist eine
nichtlineare elliptische partielle Differentialgleichung vierter Ordnung.
Sei nun eine kompakte Lie-Gruppe G gegeben, die auf M und RL operiert.
Fu¨r jedes g ∈ G sei die Abbildung
M 3 x 7→ gx ∈M
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eine Isometrie und die Abbildung
RL 3 v 7→ gv ∈ RL
orthogonal. Weiterhin sei die Untermannigfaltigkeit N eine G-invariante Teil-
menge von RL, d.h. gx ∈ N fu¨r jedes g ∈ G und jedes x ∈ M . Eine Abbildung
u : M → N heißt G-a¨quivariant, wenn
u(gx) = gu(x) fu¨r alle x ∈M und alle g ∈ G.
Die Menge aller Abbildungen aus W 2,2(M,N), die einen G-a¨quivarianten Re-
pra¨sentanten haben, bezeichnen wir mit W 2,2G (M,N).
In dieser Arbeit bescha¨ftigen wir uns mit G-Minimierern der Bienergie. Das
sind Abbildungen u ∈ W 2,2G (M,N) mit der Eigenschaft
E(u) ≤ E(v) fu¨r alle v ∈ W 2,2G (M,N).
Die Existenz eines solchen G-Minimierers folgt ohne weitere Voraussetzun-
gen mit Hilfe der Direkten Methode der Variationsrechnung (Satz 2). Daraufhin
werden wir die sogenannte Symmetrische Stationarita¨t (Satz 3) beweisen. Insbe-
sondere wird dadurch gesagt, dass jeder G-Minimierer der Bienergie eine schwach
biharmonische Abbildung ist. Dies bedeutet, dass unser a¨quivarianter Ansatz ge-
eignet ist, um die Existenz gewisser schwach biharmonischer Abbildungen nach-
zuweisen. Daraufhin fragen wir nach den Stetigkeits- und Differenzierbarkeits-
eigenschaften eines G-Minimierers u der Bienergie. Insbesondere sind wir daran
interessiert, unter welchen Bedingungen u biharmonisch ist und nicht nur schwach
biharmonisch. Unser Ausgangspunkt fu¨r die Behandlung solcher Regularita¨tsfra-
gen ist die folgende Aussage, welche wir fu¨r jeden G-Minimierer u ∈ W 2,2G (M,N)
der Bienergie voraussetzen:
u ∈ C∞(M \ Σu,RL),
wobei die singula¨re Menge Σu ⊂M abgeschlossen ist mit
H m−4(Σu) = 0
(H m−4 bezeichnet das (m−4)-dimensionale Hausdorff-Maß). Von dieser Aussage
ausgehend sind wir an hinreichenden Kriterien dafu¨r interessiert, dass fu¨r ein
s ∈ (4,m] daru¨ber hinaus
H - dim(Σu) ≤ m− s
gilt (H - dim bezeichnet die Hausdorff-Dimension).
Wir werden dabei die folgenden beiden starken Voraussetzungen an die Operation
der Gruppe G auf M stellen:
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• Die Operation von G auf M hat Kohomogenita¨t ≤ 4, d.h.
mG := m− sup
x∈M
dim (Gx) ≤ 4,
wobei Gx := {gx : g ∈ G} der Orbit von x ist.
• Die Vereinigung aller Orbits Gx mit dim(Gx) < m − 4 hat Hausdorff-
Dimension ≤ m− 5, d.h.
H - dim ({x ∈M : mx > 4}) ≤ m− 5 (1.1)
Dabei ist mx := m− dim(Gx) die Kodimension des Orbits Gx.
Dass die Operation von G auf M Kohomogenita¨t ≤ 4 hat, bedeutet insbesondere,
dass es Orbits Gx (x ∈M) mit dim(Gx) ≥ m− 4 gibt und dass die Menge dieser
Orbits
{x ∈M : mx ≤ 4}
offen und dicht in M ist (siehe Abschnitt 2.2). (1.1) stellt eine Bedingung an
die Gro¨ße von deren Komplement {x ∈ M : mx > 4}: es muss Hausdorff-
Dimension ≤ m − 5 haben. In Abschnitt 1.4. in dieser Einleitung werden wir
diese beiden Voraussetzung ausfu¨hrlicher kommentieren. Unser Hauptergebnis
wird unter diesen Voraussetzungen wie folgt lauten:
Es gibt eine Menge T[M,G] von orthogonalen Darstellungen [R`, H] fu¨r verschiedene
5 ≤ ` ≤ m und verschiedene Lie-Untergruppen H von G (orthogonale Darstellung
bedeutet, dass die Gruppe H auf R` operiert und fu¨r jedes h ∈ H die Abbildung
R` 3 v 7→ gv ∈ R` orthogonal ist), so dass gilt:
Sei s ∈ [5,m] ∩ N. Angenommen, fu¨r keine Darstellung [H,R`] ∈ T[M,G] mit
5 ≤ ` ≤ s gibt es einen glatten, nicht-konstanten, nullhomogenen H-Minimierer
ϕ : B` \ {0} → N der euklidischen Bienergie, so gilt
H -dim(Σu) ≤ m− s− 1.
Im Fall s = m− 1 ist Σu diskret. Im Fall s = m ist u glatt.
Kurz ausgedru¨ckt: Die Nicht-Existenz gewisser Abbildungen u : B` → N garan-
tiert zusa¨tzliche Regularita¨t eines jeden G-Minimierers u : M → N der Bienergie.
Die notwendigen Bedingungen, welche zusa¨tzliche Regularita¨tseigenschaften ga-
rantieren, beziehen sich also ausschließlich auf M , N und die Operation von G auf
diesen beiden Mannigfaltigkeiten, nicht jedoch auf den betrachtetenG-Minimierer
u. Aussagen wie diese sind aus verschiedenen anderen Situationen unter der Be-
zeichnung Dimensionsreduktion der singula¨ren Menge bekannt.
Um die soeben angedeutete Hauptaussage dieser Arbeit zu pra¨zisieren, muss die
Menge T[M,G] definiert werden. Dies geschieht in Abschnitt 1.4 dieser Einleitung.
Zuvor werden wir die Aufgabenstellung motivieren und in die Forschungsland-
schaft einordnen, sowie unsere Vorgehensweise skizzieren.
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1.2 Warum wir es tun
Um den Textfluss nicht zu sto¨ren, verweisen wir fu¨r die Erla¨uterung der verwen-
deten geometrischen und analytischen Begriffe auf Kapitel 2
”
Grundlagen“.
1.2.1 Warum biharmonische Abbildungen?
Sei eine kompakte riemannsche Mannigfaltigkeiten (M,g) (mit oder ohne Rand)
von Dimension m und eine kompakte Untermannigaltigkeit N ⊂ RL von Dimen-
sion n gegeben.
Die Energie von u ∈ W 1,2(M,N) ist
E(u) :=
∫
M
|du|2g dvolg.
Die dazugeho¨rige Euler-Lagrange-Gleichung ist
τ(u) := (∆gu)
> = 0, (1.2)
τ(u) heißt das Spannungsfeld von u. (Genau genommen ist (1.2) a¨quivalent zur
Euler-Lagrange-Gleichung der Energie. Es ist nicht unmittelbar ersichtlich, dass
es sich bei (1.2) um eine Differentialgleichung handelt, und auch nicht, ob bzw.
wie sie im schwachen Sinne interpretierbar ist. Auf solche Fragen gehen wir, auch
im Fall biharmonischer Abbildungen, in dieser Arbeit nicht ein.) Kritische Punkte
der Energie E - d.h. schwache Lo¨sungen der Gleichung τ(u) = 0 - heißen schwach
harmonische Abbildungen. Liegt eine solche außerdem in C2, lo¨st sie also die
Euler-Lagrange-Gleichung nicht nur im schwachen, sondern auch im klassischen
Sinn, so heißt sie eine harmonische Abbildung.
Die Euler-Lagrange-Gleichung der Energie E ist eine nichtlineare elliptische
partielle Differentialgleichung zweiter Ordnung. Wie bei vielen geometrisch mo-
tovierten Differentialgleichungen ist die Nichtlinearita¨t hierbei
”
von kritischem
Wachstum“1 . Wir wollen hier nicht ero¨rtern, was darunter zu verstehen ist, statt-
dessen geben wir eine Folgerung daraus an: Fu¨r schwache Lo¨sungen f ∈ W 1,2 die-
ser Differentialgleichung kann wegen des
”
kritischen Wachstums“ sofort ∆gf ∈ L1
geschlussfolgert werden. Dies reicht jedoch nicht, um die ga¨ngigen Methoden der
Potentialtheorie bzw. Lp-Theorie (siehe [21]) anwenden zu ko¨nnen, denn dafu¨r
mu¨sste ∆gu ∈ Lp fu¨r ein p > 1 gelten, was im Allgemeinen bei schwach harmoni-
schen Abbildungen nicht der Fall ist. Es werden hier also subtilere und aufwa¨ndi-
gere Methoden der Potentialtheorie beno¨tigt, dies wird in [24] ausfu¨hrlich darge-
stellt.
1Begriffe in Anfu¨hrungszeichen fu¨hren wir nicht formal ein, sondern verwenden sie eher
intuitiv. In den meisten Fa¨llen ist dies durch die Konvention gerechtfertigt
1.2. WARUM WIR ES TUN 5
Seit den 1960er Jahren bilden harmonische Abbildungen ein viel bearbeitetes
Forschungsgebiet innerhalb der Geometrischen Analysis. Als Beginn dieser Ent-
wicklung kann die Arbeit [8] von Eells und Sampson angesehen werden. In ihr
werden weitreichende Existenzaussagen fu¨r harmonische Abbildungen fu¨r den Fall
getroffen, in dem die Zielmannigfaltigkeit N nichtnegative Schnittkru¨mmungen
hat. Eine recht aktuelle Einfu¨hrung in verschiedene Aspekte dieses Forschungsge-
biets bieten die U¨bersichtsartikel [25] und [27]. Wir besprechen nun die wichtigen
Fragen nach der Existenz und der Regularita¨t (schwach) harmonischer Abbildun-
gen.
Existenz. Die Existenz schwach harmonischer Abbildungen kann mit Hilfe
der Direkten Methode der Variationsrechnung gezeigt werden (auf andere Me-
thoden fu¨r Existenzbeweise gehen wir nicht ein, da sie in dieser Arbeit nicht von
Belang sind). Hierbei wa¨hlt man eine geeignete Menge V ⊂ W 2,2(M,N) und
betrachtet eine minimierende Folge ui ∈ V (i ∈ N), fu¨r die also gilt:
lim
i→∞
E(ui) = inf
v∈V
E(v).
Fu¨r die Wahl von V haben sich die folgenden Mo¨glichkeiten etabliert:
• Im Fall ∂M 6= 0 wa¨hlt man u¨blicherweise
V = {u ∈ W 2,2(M,N) : u|∂M = ϕ|∂M}
fu¨r ein geeignet gewa¨hltes ϕ ∈ W 2,2(M,N). Man legt also die Randwerte
der betrachteten Abbildungen fest, die Randwerte sind dabei im Spursinn
zu verstehen.
• Im Fall ∂M = ∅ kann man z.B. V ∈ pi(M,N) als eine Homotopieklasse von
Abbildungen zwischen M und N wa¨hlen.
• Eine weitere Mo¨glichkeit ist es, V = W 1,2G (M,N) als die Menge aller a¨qui-
varianten W 1,2-Abbildungen u : M → N zu wa¨hlen, vorausgesetzt, dass
auf M und N eine Lie-Gruppe G operiert.
In allen drei Fa¨llen konvergiert die minimierende Folge {ui}i∈N schwach in W 1,2
gegen eine Abbildung u ∈ W 1,2(M,N) (dies folgt aus der Koerzivita¨t der Energie),
diese ist eine schwach harmonische Abbildung (im dritten Fall folgt dies aus dem
sogenannten Prinzip der symmetrischen Stationarita¨t). Im ersten und im dritten
Fall gilt u ∈ V und deswegen E(u) = infv∈V E(v). Im zweiten Fall braucht u ∈ V
nicht zu gelten (
”
Der Grenzwert fa¨llt aus der Homotopieklasse heraus.“). Wir
ko¨nnen also ohne Zusatzwissen nicht ausschließen, dass mit u eine triviale (z.B.
konstante) schwach harmonische Abbildung vorliegt. In den Fa¨llen festgelegter
Randwerte bzw. a¨quivarianter Abbildungessn kann dieses Problem nicht auftreten
(solange ϕ bzw. die Operationen von G nicht trivial gewa¨hlt sind).
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Regularita¨t. Wir listen einige der bekanntesten Aussgen bezu¨glich der Re-
gularita¨t schwach harmonischer Abbildungen auf.
• Es gibt eine schwach harmonische Abbildung u ∈ W 1,2 (B3, S2), die nirgends
stetig ist [46].
• Jede stetige harmonische Abbildung u ∈ W 1,2(M,N) ist glatt [24].
(Die Monographie [40] von Moser liefert den euklidischen Fall. Der riemann-
sche Fall ist in der Monographie [26] von Jost zu finden, wo das Ergebnis
fu¨r allgemeinere Variationsprobleme bewiesen wird).
• In Fall m = 2 ist jede harmonische Abbildung u ∈ W 1,2(M,N) stetig (und
deshalb glatt) [24].
Nach der ersten Aussage ko¨nnen im Fallm ≥ 3 keinerlei allgemeine Stetigkeits-
und Differenzierbarkeitsaussagen u¨ber schwach harmonische Abbildungen getrof-
fen werden. Hierzu muss man zusa¨tzliche Bedingungen an die betrachtete harmo-
nische Abbildung oder an die Mannigfaltigkeiten M und N stellen. Es hat sich
als geeignet herausgestellt, die schwach harmonische Abbildung u als stationa¨r
vorauszusetzen, was bedeutet:
d
dt
∣∣∣∣
t=0
E(u ◦ Φt) = 0
fu¨r alle 1-Parameter-Familien von Diffeomorphismen Φt : M → M , t ∈ (−, )
fu¨r ein beliebiges  > 0, mit Φ0 = Id und Φt|∂M = Id fu¨r alle t ∈ (−, ). Es
folgen nun die bekanntesten Regularita¨tsergebnisse u¨ber stationa¨r harmonische
Abbildungen.
• Jede stationa¨r harmonische Abbildung u ∈ W 1,2(M,N) ist außerhalb einer
abgeschlossenen Menge Σu ⊂M mit H m−2(Σu) = 0 glatt.
(In der Originalarbeit [3] von Bethuel, sowie in den Monographien [24] von
He´lein und [40] von Moser wird das fu¨r den Fall bewiesen, in dem M ein
euklidisches Gebiet ist. Eine Ausarbeitung des Falls riemannscher Mannig-
faltigkeiten ist uns nicht bekannt. Dieser allgemeine Fall wird wird ha¨ufig
mit einem kurzen Verweis auf
”
geringfu¨gige A¨nderungen im Beweis“ als
bewiesen angesehen.)
• Jeder Minimierer u ∈ W 1,2(M,N) der Energie ist außerhalb einer abge-
schlossenen Menge Σu mit H -dim(Σu) ≤ m− 3 stetig (und deshalb glatt).
(Die Originalarbeit [55] von Schoen und Uhlenbeck deckt den riemannschen
Fall ab. In der Monographie [50] von Simon, wo ein einfacherer Beweis vor-
liegt, wird der euklidischen Fall durchgefu¨hrt, die Beweisa¨nderungen im
Riemannschen Fall werden im Anhang erla¨utert.)
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• Sei m ≥ 3 und sei ` ∈ [3,m − 1] ∩ N. Wenn es fu¨r kein 3 ≤ κ ≤ ` eine
nicht-konstante, nullhomogene harmonische Abbildung (bzw. einen glatten,
nicht-konstanten, nullhomogenen Minimierer der Energie) f : Bκ\{0} → N
gibt, so ist jede stationa¨r-harmonische Abbildung (bzw. jeder Minimierer der
Energie) u ∈ W 1,2(M,N) außerhalb einer abgeschlossenen Menge Σu mit
H -dim(Σu) ≤ m − ` − 1 stetig (und deshalb glatt). Im Fall ` = m − 1 ist
Σu diskret.
(Die Originalarbeit [36] von Lin behandelt wiederum den euklidischen Fall.
Die Verallgemeinerung auf riemannsche Mannigfaltigkeiten findet man in
der Diplomarbeit von Scheven [49]. Uns ist keine allgemein zuga¨ngliche
Quelle fu¨r diese Verallgemeinerung bekannt.)
Alle diese Aussagen sind optimal in dem Sinne, dass keine sta¨rkeren Aussagen
getroffen werden ko¨nnen, ohne dass zusa¨tzliche Bedingungen an die betrachtete
harmonische Abbildung u, oder an die Mannigfaltigkeiten M und N gestellt wer-
den.
Man kann an diesen Ergebnissen sehen, dass die Dimension m des Definiti-
onsbereichs M eine wichtige Rolle spielt. Man unterscheidet die drei Fa¨lle m < 2,
m = 2 und m > 2:
Im
”
subkritischen Fall“ m < 2 folgt Glattheit aller schwach harmonischen Abbil-
dungen sofort mit der Sobolev-Morrey-Einbettung.
Dass im
”
kritischen Fall“ Fall m = 2 alle schwach harmonischen Abbildungen
glatt sind, ist ein starke Aussage: Fu¨r Lo¨sungen a¨hnlicher elliptischer partieller
Differentialgleichungen, deren Nichtlinearita¨t
”
kritisches Wachstum“ hat, braucht
Glattheit im Allgemeinen na¨mlich nicht zu gelten. Man kann grob sagen, dass hier
an entscheidender Stelle eingeht, dass bei harmonischen Abbildungen die Nicht-
linearita¨t aus der Geometrie herru¨hrt, in diesem Fall: Die Nichtlinearita¨t der
Euler-Lagrange-Gleichung ru¨hrt von der Kru¨mmung der Zielmannigfaltigkeit N
her.
Im
”
superkritischen Fall“ m > 2 gibt es nichtstetige stationa¨r biharmonische
Abbildungen. Es ko¨nnen also nur partielle Regularita¨tsergebnisse erzielt werden.
sssIrgendwann stellte sich die Frage nach Energiefunktionalen ho¨herer Ord-
nung. Ein erster Vorschlag stammt nach unserem Kenntnisstand aus dem 1988
von Eells und Lamaire verfassten, oft zitierten U¨bersichtsartikel [6] (welcher den
Forschungsstand bzgl. harmonischer Abbildungen Ende der der 1980er Jahre zu-
sammenfast). Hier wird das Funktional
u 7→
∫
M
|(d+ δg)ku|2 dvolg
als Energiefunktional k-ter Ordnung zur Untersuchung vorgeschlagen, δg ist dabei
der zu d (bzgl. des metrischen Tensors g) konjugierte Operator.
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Die Bescha¨ftigung mit Energiefunktionalen ho¨herer Ordnung kam in Gang, als
1999 in der Arbeit [5] von Chang, L. Wang und Yang, sowie in den Folgenjahren
in den beiden Arbeiten [56], [57] von C.Wang die extrinsische Bienergie und die
intrinsische Bienergie eingefu¨hrt wurden, sowie die Regularita¨tstheorie fu¨r deren
kritische bzw. stationa¨re Punkt angegangen wurde.
Sei u ∈ W 2,2(M,N). Die extrinsische Bienergie von u ist
Ee2(u) :=
∫
M
|∆gu|2 dvolg,
die intrinsische Bienergie von u ist
Ei2(u) :=
∫
M
|τ(u)|2 dvolg.
Die kritischen Punkte heißen schwach extrinsisch bzw. schwach intrinsisch bihar-
monische Abbildungen.
Man sieht, dass es kein eindeutiges Analogon zweiter Ordnung der Energie
E gibt. Es kommt darauf an, ob wir das Problem intrinsisch oder extrinsisch
angehen. Im intrinsischen Fall betrachten wir N als eine abstrakte Mannigfal-
tigkeit, nicht als eine Untermannigfaltigkeit N ⊂ RL. Ein Ausdruck wie ∆gu
ist fu¨r eine Abbildung u : M → N folglich sinnlos. Der Ausdruck ∆gu ist nur
dann sinnvoll, wenn wir N als eine Untermannigfaltigkeit von RL auffassen, wir
reden dann vom extrinsischen Fall. Die konkrete Formel, durch welche wir die
intrinsische Bienergie definieren, nimmt zwar Bezug auf die Einbettung N ⊂ RL
(durch Verwendung der Projektion (...)> in der Definition von τ(u)), es ist jedoch
eine (weniger anschauliche) intrinsische Definition mo¨glich. Dass wir N dabei als
Untermannigfaltigkeit von RL, nicht als abstrakte riemannsche Mannigfaltigkeit
auffassen, ist keine Einschra¨nkung an N . Dies besagt der beru¨hmte Satz von
Nash: Jede riemannsche Mannigfaltigkeit la¨sst sich isometrisch in einen RK ein-
betten. Man muss dann noch zeigen, dass verschiedene Einbettungen zum selben
intrinsischen Funktional fu¨hren. Da wir mit extrinsischen Funktionalen arbeiten
und deshalb N stets als Untermannigfaltigkeit von RL betrachten, sind solche
Fragen fu¨r uns nicht von Belang. Aus geometrischer Sicht scheint nach alldem die
intrinsiche Bienergie viel sta¨rker als die extrinsische Bienergie gerechtfertigt zu
sein. Aus Sicht der Variationsrechnung ist es jedoch umgekehrt: Die intrinsische
Bienergie ist - im Gegenteil zur extrinsischen - nicht koerziv, weshalb die Direkte
Methode der Variationsrechnung nicht anwendbar ist. Hinzu kommt, dass sich
fu¨r kritische bzw. stationa¨re Punkte der intrinsischen Bienergie bisher keine nen-
nenswerten Regularita¨tsresultate aufstellen ließen (gegenteilige Behauptungen in
[56] und [57] haben sich als falsch herausgestellt, siehe [41]).
Als ein analytisch handhabbares intrinsisches Energie-Funktional 2. Ordnung
fu¨hrte R. Moser in [41] die intrinsische 2-Polyenergie von u ein:
F e2 (u) :=
∫
M
|∇u,gdu|2g dvolg.
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Dabei bezeichnet∇u,g die kovariante Ableitung entlang u, d.h.∇u,gdu = (Dgdu)>
ist die Komponente von Dgdu tangential zu N (Details zu dieser Definition fol-
gen in Kapitel 2). Fu¨r dieses Energiefunktional konnten von R. Moser Existenz-
und Regularita¨tsaussagen erzielt werden, worauf wir hier jedoch nicht eingehen
werden. An dieser Stelle ist es auch naheliegend, die extrinsische 2-Polyenergie
F e2 (u) :=
∫
M
|Dgdu|2g dvolg.
einzufu¨hren. Die extrinsische Bienergie und die extrinsische 2-Polyenergie unter-
scheiden sich im Fall ∂M = ∅ nur um einen Integranden 1. Ordnung, wie man
mit partieller Integration sehen kann. Im euklidischen Fall unterscheiden sich bei-
de Funktionale fu¨r verschiedene Abbildungen mit gleichen Randwerten nur um
eine additive Konstante. Deswegen ist nicht zu erwarten, dass sich nennenswerte
Unterschiede bei der Betrachtung dieser beiden Funktionale ergeben.
Wir halten fest:
Es gibt verschiedene Funktionale, welche berechtigterweise als Analogon zwei-
ter Ordnung der Energie E angesehen werden ko¨nnen. Jedes hat seine Vor-
und Nachteile. Mit welchem Funktional man konkret arbeitet, ha¨ngt vom eigenen
Blickwinkel (eher geometrisch oder eher analytisch), sowie von den Methoden ab,
mit denen man arbeiten will.
Wir arbeiten hier ausschließlich mit der extrinsischen Bienergie
Ee2(u) :=
∫
M
|∆gu|2 dvolg.
Da wir in erster Linie den Standpunkt der Variationsrechnung, weniger den der
Differentialgeometrie einnehmen, liegt die Verwendung eines extrinsischen Funk-
tionals nahe. Dass wir nun gerade mit der extrinsischen Bienergie und nicht mit
der extrinsischen 2-Polyenergie arbeiten, la¨sst sich kaum inhaltlich begru¨nden, es
liegt wohl vor allem an der Konvention: Lange Zeit war die extrinsische Bienergie
das
”
u¨bliche“ Funktional dieser Art. Von nun an gilt unser Hauptaugenmerk der
extrinsischen Bienergie bzw. den (schwach) extrinsisch biharmonischen Abbildun-
gen. Die Euler-Lagrange Gleichung lautet(
∆2gu
)>
= 0.
Dies ist eine nichtlineare elliptische partielle Differentialgleichung vierter Ord-
nung. Die Nichtlinearita¨t ist von
”
kritischem Wachtum“ , die Konsequenzen hieraus
ko¨nnen analog zum Fall harmonischer Abbildungen u¨bernommen werden. Die
Direkte Methode der Variationsrechnung kann auf die extrinsische Bienergie in
gleicher Weise angewendet werden, wie es bereits fu¨r die Energie beschrieben wor-
den ist. An Regularita¨tsergebnissen sind u.a. die folgenden bekannt. Wiederum
ist der Begriff der Stationarita¨t von Bedeutung. Alle folgenden Resultate wur-
den fu¨r den Fall bewiesen, in dem M ein beschra¨nktes euklidisches Gebiet ist.
Verallgemeinerungen auf den riemannschen Fall sind uns nicht bekannt.
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• Jede stetige (extrinsisch) biharmonische Abbildung u ∈ W 2,2(M,N) ist
glatt [57].
• In Fallm = 4 ist jede (extrinsisch) biharmonische Abbildung u ∈ W 2,2(M,N)
stetig [56].
• Jede stationa¨r extrinsisch biharmonische Abbildung u ∈ W 1,2(M,N) der
Energie ist außerhalb einer abgeschlossenen Menge Σu mit H m−4(Σu) = 0
stetig (und deshalb glatt) [57], vervollsta¨ndigt in [2].
• Jeder Minimierer u ∈ W 1,2(M,N) der extrinsischen Bienergie ist außerhalb
einer abgeschlossenen Menge Σu mit H - dim(Σu) ≤ m − 5 stetig (und
deshalb glatt) [24] [48].
• Sei m ≥ 4 und sei ` ∈ [5,m − 1] ∩ N. Wenn es fu¨r kein 5 ≤ k ≤ ` eine
glatte, nicht-konstante, nullhomogene biharmonische Abbildung (bzw. einen
glatten, nicht-konstanten, nullhomogenen Minimierer der Bienergie) f : Bk\
{0} → N gibt, so ist jede stationa¨r-biharmonische Abbildung (bzw. jeder
Minimierer der extrinsischen Bienergie) u ∈ W 1,2(M,N) außerhalb einer
abgeschlossenen Menge Σu mit
H - dim(Σu) ≤ m− `− 1 stetig (und deshalb glatt). Im Fall ` = m− 1 ist
Σu ∩K fu¨r jede kompakte Menge K ⊂M diskret [48].
Wie auch bei harmonischen Abbildungen ist hier die Dimension m des Defi-
nitionsbereichs M wichtig. Vo¨llig analog dazu unterscheiden wir den subkritische
Fall m < 4, den kritischen Fall m = 4 und den superkritischen Fall m > 4.
Seit einigen Jahren werden neben Energiefunktionalen zweiter Ordnung auch
solche k-ter Ordnung fu¨r ein beliebiges k ∈ N betrachtet: Die extrinsische k-
Polyenergie
F ek (u) :=
∫
M
∣∣Dk−1g du∣∣2g dvolg
sowie die intrinsische k-Polyenergie
F ek (u) :=
∫
M
∣∣∇k−1u,g du∣∣2g dvolg.
An Regularita¨tsresultaten fu¨r die extrinsische k-Polyenergie sind uns die folgen-
den bekannt, wiederum fu¨r den euklidischen Fall:
• Jeder stetige kritische Punkt u ∈ W k,2(M,N) der extrinsischen k-Polyenergie
ist glatt [19].
• In Fall m = 2k ist jeder kritische Punkt u ∈ W k,2(M,N) der extrinsischen
k-Polyenergie stetig (und somit glatt) [19].
1.2. WARUM WIR ES TUN 11
Man sieht: Der kritische Fall m = 2k konnte vo¨llig analog zu harmonischen
und extrinsisch biharmonischen Abbildungen abgehandelt werden. Ein partiel-
les Regularita¨tsergebnis fu¨r den supkritischen Fall m > 2k konnte jedoch nach
unserem Kenntnisstand noch nicht erzielt werden. Der Grund dafu¨r ist, dass ei-
ne Monotonieformel, wie sie fu¨r die Energie ([24], [40]) sowie fu¨r die extrinsische
Bienergie ([2]) gilt, fu¨r die extrinsische k-Polyenergie im Fall k ≥ 3 noch nicht be-
wiesen werden konnte. Und um bei dieser Gelegenheit auf fru¨her gesagtes zuru¨ck-
zugreifen: dass fu¨r die intrinsische Bienergie keine aussagekra¨ftigen Regularita¨ts-
resultate erzielt werden konnten, liegt ebenfalls am Fehlen einer Monotonieformel.
Da R. Moser fu¨r die intrinsische 2-Polyenergie eine Monotonieformel aufstellen
konnte, konnte er hierfu¨r auch Regularita¨tsergebnisse erzielen. Die Rolle der Mo-
notonieformel erla¨utern wir an einer spa¨teren Stelle in dieser Einleitung. Hier nur
so viel: Fu¨r viele Methoden der Regularita¨tstheorie, insbesondere fu¨r die von uns
durchgefu¨hrten
”
Dimensionsreduktionsargumente“ ist sie von entscheidender Be-
deutung. Das Fehlen einer Monotonieformel fu¨r 3.,4.,5. ... Ordnung ist der einzige
Grund, warum wir in dieser Arbeit mit einem extrinsischen Energiefunktional 2.
Ordnung und nicht allgemein k-ter Ordnung arbeiten.
Zum Schluss dieses Abschnitts deuten wir noch ohne Anspruch auf Vollsta¨ndig-
keit auf weitere Forschungsrichtungen mit Bezug auf bi- und polyharmonische
Abbildungen hin:
Der Frage nach der Randregularita¨t von Minimierern der extrinsischen Bienergie
in beliebigen Dimensionen wurde von Lamm, Gong und C.Wang [33] nachgegan-
gen. Die Randregularita¨t sowohl fu¨r intrinsisch als auch fu¨r extrinsisch polyhar-
monische Abbildungen in der kritischen Dimension haben Lamm und C. Wang
[35] untersucht.
Arbeitet man mit der extrinsischen Bienergie, so liegt natu¨rlich die Unter-
suchung des dazugeho¨rigen Gradientenflusses nahe, des sogenannten biharmoni-
schen Wa¨rmeflusses: Dieser wird durch die parabolische partielle Differentialglei-
chung vierter Ordnung
∂tu(x, t) = −
(
∆2gu(x, t)
)>
beschrieben. Hierfu¨r verweisen wir auf Arbeiten von Lamm [30], [31]. Eine ausfu¨hr-
liche Motivation und Einordnung der Fragestellung findet man im einleitenden
Kapitel von Lamms Doktorarbeit [32].
Der extrinsische polyharmonische Wa¨rmefluss wurde von Gastel [16] untersucht.
Im Jahr 2006 wurden beginnend mit der Arbeit [47] von Rivie`re harmonische Ab-
bildungen und verwandte Variationsprobleme unter einem vo¨llig neuen Blickwin-
kel betrachtet (Stichwort: Erhaltungssa¨tze). Die Euler-Lagrange-Gleichung wur-
de in eine zuvor nicht erkannte Form gebracht, was sowohl elegantere Beweise
bisheriger Ergebnisse als auch neue Resultate bewirkt hat. Dies hat große For-
schungsanstrengungen und viele Vero¨ffentlichungen nach sich gezogen. Zum Bei-
spiel wurde auch die Euler-Lagrange-Gleichung der extrinsischen Bienergie unter
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diesem neuen Blickwinkel betrachtet, na¨mlich in den Arbeiten [34] von Lamm
und Rivie`re, sowie [54] von Struwe. Bei Interesse an diesem neuen Blickwinkel
lese man die ztierten Arbeiten.
1.2.2 Warum a¨quivariante Abbildungen?
Bei all den vielen theoretischen Resultaten u¨ber harmonische und biharmonische
Abbildungen muss man feststellen: Es ist nicht leicht, interessante Beispiele fu¨r
(bi-)harmonische Abbildungen zu finden! Und ohne einen ausreichenden Vorrat
an Beispielen droht jede Theorie inhaltsleer in der Luft zu ha¨ngen. In dem Fall,
in dem die Zielmannigfaltigkeit N nicht-positive Schnittkru¨mmungen hat, besitzt
jede Homotopieklasse α ∈ pi(M,N) von stetigen Abbildungen zwischen M und
N einen harmonischen Repra¨sentanten, d.h. ein Element, das eine harmonische
Abbildung ist. Dies haben Eells und Sampson in [8] bewiesen. In dem Fall, in dem
N mindestens eine positive Schnittkru¨mmung hat, wie es z.B. bei Spha¨ren der
Fall ist, sind uns keine derart allgemeinen Aussagen bekannt. Hier wurden inter-
essante Beispiele harmonischer Abbildungen mit Symmetrieansa¨tzen gefunden:
Eine Lie-Gruppe operiere auf M und N . Jeder G-a¨quivarianten Abbildung kann
auf eineindeutige Weise eine Projektion f : M/G → N/G zwischen den Orbi-
tra¨umen zugeordnet werden. Die Idee ist nun: Anstelle eine Differentialgleichung
fu¨r Abbildungen f : M → N zu lo¨sen, lo¨st man ein gewisses Randwertproblem
fu¨r Abbildungen f : M/G→ N/G. Genauer:
Eine G-a¨quivariante Abbildung u : M → N lo¨st genau dann die Euler-Lagrange-
Gleichung τ(u) = 0, wenn die Projektion f : M/G → N/G eine gewisse Diffe-
rentialgleichung nebst Randbedingungen erfu¨llt.
Der Orbbitraum M/G ist eine k-dimensionale Menge (genauer: eine
”
stratifi-
zierbare Mannigfaltigkeit“) fu¨r ein k < m. Man nennt k die Kohomogenita¨t der
Operation von G auf M . Die Menge M/G hat nur in ihrem (k-dimensionalen)
Inneren die Struktur einer Mannigfaltigkeit, ihr Rand besteht aus Ecken und
Kanten (ggf. jeder Dimension zwischen 1 und k − 2).
Diese Methode bringt uns einen großen Vorteil: Wir haben bereits gesehen, dass
bei Regularita¨tsuntersuchungen die Dimension von M eine große Rolle spielt.
Nun kommt es im a¨quivarianten Fall jedoch effektiv weniger auf die Dimension
m, sondern vielmehr auf die Kodimension k an, d.h. auf die Dimension des Orbi-
traums M/G. Es liegt nicht bei m = 2, sondern bei k = 2 der
”
kritische“ Fall vor.
Man kann in beliebigen Dimensionen m arbeiten, ohne dabei in den
”
superkriti-
schen“ Fall hineinzugeraten. Dazu genu¨gt es, dass fu¨r die Kohomogenita¨t k ≤ 2
gilt.
Die Schwierigkeit liegt hierbei an den schlecht gestellten Randbedingungen an die
Funktion u : M/G→ N/G. Findet man z.B. einen G-Minimierer u : M → N wie
bereits beschrieben mit der Direkten Methode der Variationsrechnung, so wird
dieser die geforderten Randwertbedingungen im allgemeinen nicht erfu¨llen. Dar-
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um heißt es, hinreichende Bedingungen fu¨r die Erfu¨llung dieser Randbedingungen
zu finden.
Die Untersuchung solcher Ansa¨tze hat mit der Arbeit [52] von Smith begonnen,
viele weitere Beispiele sind in den Bu¨chern [9] von Eells und Ratto und [58] von
Xin zusammengetragen. (Es werden dabei auch Symmetrieansa¨tze betrachtet, die
nicht von der Operation einer Lie-Gruppe herru¨hren.) In vielen Fa¨llen ist die Ko-
homogenita¨t k = 1. Dann reduziert sich die Gleichung τ(u) = 0 fu¨r Abbildungen
u : M → N zu einer gewo¨hnlichen Differentialgleichung fu¨r u : [0, 1] → [0, 1],
einhergehend mit schlechtgestellten Randwertbedingungen.
Bei den bisher beschriebenen Ansa¨tzen wurde mit der Gleichung τ(u) =
0 gearbeitet, welche zu einer Differentialgleichung auf einem niederdimensio-
nalen Raum nebst vorgeschriebenen Randwerten reduziert wurde. Bei anderen
Symmetrie-Ansa¨tzen werden vor allem die Aspekte der Variationsrechnung be-
tont. Das Prinzip der Symmetrischen Stationarita¨t besagt hier insbesondere:
Eine Abbildung u ∈ W 1,2G (M,N) erfu¨lle
E(u) ≤ E(v) fu¨r alle v ∈ W 1,2G (M,N)
Dann ist u eine stationa¨r harmonische Abbildung.
Ein Vorteil dieses Variationsansatzes ist es, dass darauf verzichtet werden kann
auf dem Orbitraum M/G zu arbeiten, so dass man nicht mit ungu¨nstig gestell-
ten Randwertproblemen zu tun bekommt: Wir arbeiten nicht am (mo¨glicherweise
viele ungu¨nstige Eigenschaften aufweisenden) Rand des Orbitraums M/G. Statt-
dessen arbeiten wir auf M in kleinen Umgebungen von singula¨ren Orbits - das
sind Orbits, die zu Randpunkten in M/G geho¨ren. Es stellt sich heraus, dass sich
das Problem auf diese Weise recht handhabbar formulieren la¨sst.
Sei α ∈ pi(M,N) eine Homotopieklasse von Abbildungen u ∈ C(M,N). Wir
haben bereits angemerkt, dass die Direkte Methode der Variationsrechnung nicht
dafu¨r geeignet ist, die Existenz eines harmonischen Repra¨sentanten von α, d.h.
einer harmonischen Abbildung u : M → N mit u ∈ α zu zeigen. Man kann versu-
chen, dem mit einem Symmetrieansatz wie folgt zu begegnen: Sei A ⊂ pi(M,N)
eine Menge von nicht-trivialen Homotopieklassen (d.h. [id] /∈ A). Wir gehen
nun davon aus, dass G derart auf M und N operiert, dass jede a¨quivarian-
te stetige Abbildung zwischen M und N in einer Homotopieklasse aus A liegt.
Wenn wir eine Lo¨sung des entsprechenden Randwertproblemes fu¨r Abbildungen
f : M/G → N/G finden, so wissen wir, dass es eine Homotopieklasse α ∈ A
gibt, fu¨r die wir einen harmonischen Repra¨sentanten von α gefunden haben. (Die
Frage, fu¨r welche Homotopieklasse aus A wir einen harmonischen Repra¨sentanten
gefunden haben, ist damit noch nicht beantwortet!) Wollen wir die Frage nach
der Existenz eines harmonischen Repra¨sentanten einer Homotopieklasse aus A
angehen, so ko¨nnen wir sie auch auf ein Regularita¨tsproblem zuru¨ckfu¨hren: Mit
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der Direkten Methode der Variationsrechnung und der Symmetrischen Stationa-
rita¨t erhalten wir eine schwach harmonische Abbildung u ∈ W 1,2G (M,N), von der
wir wissen: Ist u stetig, so liegt u in einer Homotopieklasse aus A.
Es interessieren uns natu¨rlich notwendige und hinreichende Kriterien dafu¨r, dass
eine Homotopieklasse einen harmonischen Repra¨sentanten hat. U¨ber konkrete
Beispiele hinaus wurden nach unserem Kenntnisstand im Fall von Zielmannig-
faltigkeiten mit mindestens einer positiven Schnittkru¨mmung keine allgemeinen
Ergebnisse diesbezu¨glich bewiesen (der Fall nichtpositiver Schnittkru¨mmungen
wurde in der oben erwa¨hnten Arbeit [8] von Eells und Sampson diesbezu¨glich
vollsta¨ndig abgehandelt). Viele dieser Beispiele findet man in den bereits zitier-
ten Bu¨chern [9] von Eells und Ratto und [58] von Xin.
Allgemeine Aussgen u¨ber a¨quivariante harmonische Abbildungen wurden von
Gastel aufgestellt. In [13] beweist er die folgenden Regularita¨tsergebnisse:
• Ein G-Minimierer u ∈ W 1,2(M,N) der Energie ist außerhalb einer abge-
schlossenen Menge Σu mit H - dim(Σu) ≤ m− 3 stetig (und deshalb glatt).
• Sei 2 ≤ d ≤ m − 1. Angenommen, fu¨r keine Darstellung [H,Rq] ∈ T[M,G]
mit 3 ≤ q ≤ d gibt es einen nichtkonstanten, glatten, nullhomogenen H-
Minimierer ϕ : Bq \ {0} → N der Energie. Dann gilt H -dim(Σu) ≤ m −
d− 1. Im Fall d = m− 1 ist Σu diskret.
Die Menge T[M,G] ist dabei dieselbe, die wir zu Beginn dieser Einleitung bei
der Andeutung unseres Hauptergebnisses erwa¨hnt haben, und die spa¨ter in dieser
Einleitung definiert werden wird. Weiterhin konnte Gastel mit Hilfe dieser Er-
gebnisse interessante Beispiele von harmonischen Abbildungen in nicht-trivialen
Homotopieklassen herleiten, was in der Arbeit [15] fortgesetzt wurde.
Man kann natu¨rlich auch alle oben genannten intrinsischen Funktionale mit
einem a¨quivarianten Ansatz untersuchen. Dann mu¨ssen wir die Zielmannigfaltig-
keit N nicht mehr als G-invariante Teilmenge von RL betrachten, sondern als eine
abstrakte riemannsche Transformationsgruppe [N,G]. Um zu begru¨nden, dass die
intrinsischen Funktionale, so wie wir sie definiert haben, auch dann wohldefiniert
sind, haben wir uns oben auf den beru¨hmten Satz von Nash bezogen. Die ana-
logen Argumente funktionieren auch im a¨quivarianten Fall dank der folgenden
a¨quivariante Version des Satzes von Nash (siehe [39]):
Sei [N,G] eine riemannsche Transformationsgruppe. Dann gibt es ein L > m,
eine orthogonale Darstellung [RL, G] und eine a¨quivariante isometrische Einbet-
tung M ↪→ RL.
1.2.3 Die Ausgangslage
In meiner Diplomarbeit [60] wurden hinreichende Bedingungen fu¨r die Existenz
Paneitz-biharmonischer Abbildungen Sm−1 → Sn−1 unter konkret gestellten Sym-
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metriebedingungen bewiesen. (Die Paneitz-Bienergie ist ein weiteres extrinsischen
Energiefunktional zweiter Ordnung. Es unterscheidet sich von der extrinsischen
Bienergie durch gewisse Terme von niederer Ordnung.). In der daraus entstan-
denen und darauf aufbauenden gemeinsam mit meinem Betreuer Andreas Gas-
tel erarbeiteten Vero¨ffentlichung [18] wurde daraus die Existenz von extrinsisch
biharmonischen Abbildungen in einigen Homotopieklassen von Abbildungen zwi-
schen Spha¨ren bewiesen.
Nun lag es nahe, allgemeinere Klassen a¨quivarianter biharmonischer Abbildun-
gen u : M → N zu betrachten. Dabei sollten Methoden der Variationsrechnung
angewendet werden. Denn das entsprechende Randwertproblem fu¨r Abbildungen
u : M/G→ N/G zwischen den Orbitra¨umen ist sehr unu¨bersichtlich.
Wie oben fu¨r harmonische Abbildungen geschildert, fu¨hren die U¨berlegungen
schnell auf Regularita¨tsfragen von G-Minimierern der Bienergie. Diesen soll in
dieser Arbeit nachgegangen werden.
1.3 Wie wir es tun
Die extrinsische Bienergie sei von nun an der Ku¨rze wegen Bienergie genannt,
anstelle von Ee2 bezeichnen wir sie mit E. Ebenfalls heißen extrinsisch biharmo-
nische Abbildungen von nun an biharmonische Abbildungen.
1. Schritt: Existenz eines G-Minimierers. Die Existenz einesG-Minimierers
u ∈ W 2,2(M,N) der Bienergie zeigen wir mit der Direkten Methode der Variati-
onsrechnung: Es sei ϕi ∈ W 2,2G (M,N) eine Folge mit
lim
i→∞
E(ϕi) = inf
ψ∈W 2,2G (M,N)
E(ψ).
Man kann zeigen (Stichwort: Koerzivita¨t der Bienergie), dass die Folge ϕi in der
W 2,2-Norm beschra¨nkt ist, und folglich nach U¨bergang zu einer Teilfolge schwach
in W 2,2 gegen ein u ∈ W 2,2(M,N) konvergiert. Da die Bienergie bzgl. der schwa-
chen W 2,2-Folgenkonvergenz unterhalbstetig ist, folgt
E(u) ≤ lim
i→∞
E(ϕi).
Wir werden zeigen, dass u in W 2,2G (M,N) liegt, damit folgt dann
E(u) = inf
ψ∈W 2,2G (M,N)
E(ψ).
Somit ist u ein G-Minimierer der Bienergie.
2. Schritt: Symmetrische Stationarita¨t. Ist u ∈ W 2,2G (M,N) ein G-
Minimierer der Bienergie, so gilt
δE(u;ϕ) = 0 fu¨r alle G-a¨quivarianten ϕ ∈ C∞(M,RL).
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Um zu zeigen, dass u schwach biharmonisch ist, mu¨ssen wir zeigen:
δE(u;ϕ) = 0 fu¨r alle ϕ ∈ C∞(M,RL).
Durch eine geeignete Symmetrisierungsprozedur (Stichwort: Integration entlang
der Orbits) fu¨hren wir eine Operation
C∞(M,RL) 7→ C∞G (M,RL), ϕ 7→ ϕ,
ein, so dass gilt fu¨r alle ϕ ∈ C∞(M,RL) gilt:
δE(u, ϕ) = δE(u, ϕ).
Damit ist dann offenkundig bewiesen, dass jeder G-Minimierer eine schwach bi-
harmonische Abbildung ist. Daru¨ber hinaus werden wir zeigen, dass jeder G-
Minimierer eine stationa¨r-biharmonische Abbildung ist. Der Begriff der Stationa-
rita¨t ist analog zum Fall harmonischer Abbildungen definiert.
3. Schritt: Lokalisieren. Wenn wir uns dafu¨r interessieren, ob eine Abbil-
dung u ∈ W 2,2(M,N) in einem gegebenen Punkt x ∈ M stetig, differenzierbar
oder glatt ist, ko¨nnen wir u bei x lokalisieren und dann die lokalisierte Abbildung
untersuchen.
Im nicht-a¨quivarianten Fall verstehen wir darunter folgendes: Fu¨r ein hinreichend
kleines r > 0 betrachten wir die eingeschra¨nkte Abbildung u|Br(x), wobei Br(x)
der geoda¨tische Ball um x mit Radius r ist. Nach Einfu¨hrung von Koordinaten
haben wir eine Abbildung in W 2,2(Bmr , N) vorliegen. Ist u : M → N (schwach)
biharmonisch (bzw. ein Minimierer der Bienergie), so ist die bei x lokalisierte Ab-
bildung u : Bmr → N (schwach) biharmonisch (bzw. ein Minimierer der Bienergie)
bzgl. eines bestimmten riemannschen Tensors g auf Bmr .
Das a¨quivariante Analogon zum Lokalisieren sieht wie folgt aus: Wir schra¨nken
u nicht auf den geoda¨tischen Ball
Br(x) := expx (T
r
xM) ,
sondern auf die Scheibe
Sr(x) := expx (νrx(Gx))
ein. Dass letztere Definition eine Verallgemeinerung der ersteren ist, sieht man
wie folgt: Der nicht-a¨quivariante Fall ist ein Spezialfall des a¨quivarianten Falls.
Na¨mlich der, in dem G trivial auf M operiert. Dann ist Gx = {x} und folglich
T rxM = ν
r
x (Gx). Durch Einfu¨hrung von Koordinaten auf Sr(x) erhalten wir also
eine Abbildung
u : Bmxr → N
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mit mx = dim (Sr(x)). Wie im Kapitel u¨ber Transformationsgruppen ausgefu¨hrt
werden wird, gibt es eine Lie-Untergruppe Gx < G, die orthogonal auf Rmx
operiert, so dass u eine Gx-a¨quivariante Abbildung ist. Man spricht von einer
Scheibendarstellung von Gx auf Rmx . Ist u : M → N ein G-Minimierer der Bi-
energie, so ist u : Bmxr → N im Allgemeinen kein G-Minimierer der Bienergie
(bzgl. eines metrischen Tensors g auf Bmxr ). Stattdessen ist u ein G-Minimierer
einer gesto¨rten Bienergie
EV (u) =
∫
Bmr
(|∆u|2 + V (·, u,Du,D2u)) dx
mit einem geeigneten (von x abha¨ngenden!) Integranden V . Dass dieser von nie-
derer Ordnung ist (im Vergleich zum fu¨hrenden Term
∫
Bmr
|∆u|2 dx), wird durch
die Abscha¨tzung
V (x, z, p, q) ≤ C
(
|x| |q|2 + |q| 32 + |p|3 + |z|3 + 1
)
verdeutlicht, wobei C > 0 eine geeignete, nicht von u abha¨ngende Konstante ist.
4. Schritt: Dimensionsreduktion der singula¨ren Menge. Wir tragen
zuna¨chst zwei Aussagen zusammen, welche wir fu¨r jede stationa¨r biharmonische
Abbildung f ∈ W 2,2(M,N) voraussetzen, und welche den Ausgangspunkt fu¨r die
von uns verwendeten Dimensionsreduktionsmethoden bilden:
•
f ∈ C∞(M \ Σf , N),
wobei fu¨r die singula¨re Menge Σf
H m−4(Σf ) = 0. (1.3)
gilt.
• Es gibt ein  > 0 (das von M und N , aber nicht von f abha¨ngt!), so dass
fu¨r alle x ∈M und alle hinreichend kleinen r > 0 gilt:
r4−m
∫
Br(x)
(|Dgdf |2 + |df |4g) dvolg ≤  =⇒ Σf ∩B r3 (x) = ∅. (1.4)
(Tatsa¨chlich ist (1.4) der entscheidende Schritt zum Beweis von (1.3)). Die-
se beiden Aussagen wurden fu¨r stationa¨r biharmonische Abbildung in dem Fall
bewiesen, in dem M ein euklidisches Gebiet ist (in [57] bzw. in [54]). Uns ist
kein Beweis fu¨r den allgemeinen riemannschen Fall bekannt. Es ist im Kontext
geometrischer Variationsprobleme durchaus u¨blich, Sa¨tze im euklidischen Fall zu
beweisen und den riemannschen Fall damit schon als bewiesen anzusehen. Dies
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wird u¨blicherweise mit der Anmerkung gerechtfertigt, dass der Beweis im rie-
mannschen Fall im Wesentlichen derselbe ist wie im euklidischen Fall und nur
einen technischen Mehraufwand erfordert. Unter Berufung auf diese Konvention
setzen wir die beiden oben genannten Aussagen als bewiesen voraus.
Sei nun u ∈ W 2,2G (M,N) ein G-Minimierer der Bienergie. Da u stationa¨r bihar-
monisch ist, ko¨nnen wir
u ∈ C∞(M \ Σu, N),
mit
H m−4(Σu) = 0
voraussetzen. Sei κ ∈ (4,m]. Unter der Voraussetzung
H m−κ(Σu) > 0
ko¨nnen wir zeigen:
Es gibt eine Darstellung [R`, K] aus T[M,G] mit ` ≤ κ und einen glatten, nicht-
konstanten, nullhomogenen K-Minimierer ψ : B` \ {0} → N der Bienergie.
Nach den Voraussetzungen des Hauptsatzes gilt ` > s. Weil ` und s ganze Zahlen
sind, folgt ` ≥ s+ 1 und damit κ ≥ s+ 1. Also:
H m−κ(Σu) > 0 =⇒ m− κ ≤ m− s− 1.
Daraus folgt
H - dim(Σu) ≤ m− s− 1.
Im Fall κ = m kann man zusa¨tzlich zeigen:
Hat Σu einen Ha¨ufungspunkt, so gilt H 1(Σψ) > 0.
Wir wissen aber bereits, dass H 0(Σψ) = 0 gilt. Aufgrund dieses Widerspruchs
kann Σu keinen Ha¨ufungspunkt haben und muss deshalb diskret sein.
Den meisten Aufwand in dieser Arbeit wenden wir dafu¨r auf, die Existenz der
soeben beschriebenen Abbildung ψ zu beweisen. Wichtig ist hierbei der Begriff
der Tangentialabbildung von u in x ∈ M . Dazu lokalisieren wir u in x, wie im
vorangegangenen Absatz beschrieben und erhalten fu¨r ein r > 0 eine Abbildung
u : Bmxr → N . Gegeben sei nun eine Nullfolge ri ∈ (0, r). Wir betrachten die
Folge der reskalierten Abbildungen
ui : B
mx → N, u(x) = u(rix). (1.5)
Es la¨sst sich zeigen, dass die Folge ui schwach in W
2,2 und stark in W 2,2loc (B
m
1
2
, N)
gegen eine Abbildung u∞ ∈ W 2,2Gx (Bmx , N) konvergiert, welche ein Minimierer der
euklidischen Bienergie ist und außerdem nullhomogen auf Bm1
2
ist, d.h.
u∞(rω) = u(ω) fu¨r fast alle r ∈
(
0,
1
2
]
, ω ∈ Sm−1.
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Wir nennen die Abbildung
v ∈ W 2,2Gx (Bmx , N), v(x) := u∞
(x
2
)
eine Tangentialabbildung von u in x.
Um die gewu¨nschte Abbildung ϕ zu erhalten, iterieren wir das Bilden von Tan-
gentialabbildungen: Es gibt eine Tangentialabbildung u0 ∈ W 2,2
(
Bk0 , N
)
von u
in x0 ∈ M , eine Tangentialabbildung u1 ∈ W 2,2
(
Bk1 , N
)
von u0 in x1 ∈ Bk0 ,
usw. Wir ko¨nnen diese Prozedur so durchfu¨hren, dass wir nach endlich vielen
Schritten eine Tangentialabbildung un ∈ W 2,2
(
Bkn , N
)
von un−1 in xn ∈ Bkn−1
erhalten, von der zusa¨tzlich gilt:
Σun = (Rn × {0}) ∩Bkn
(dabei ist sichergestellt, dass n < kn gilt). Die gesuchte Abbildung ist dann die
Einschra¨nkung
ψ : Bkn−n → N, ψ := un|({0}×Bkn−n)\{0}.
Sei ` := kn − n. Fu¨r eine bestimmte Darstellung [R`, K] aus T[M,G] ist
ϕ ∈ W 2,2K (B` \ {0}, N)
ein glatter, nicht-konstanter, nullhomogener K-Minimierer der euklidischen Bi-
energie.
Wo es kniﬄig wird. Das technische Hauptstu¨ck dieser Arbeit wird der
Beweis sein, dass es unter den bereits genannten Voraussetzungen fu¨r jeden G-
Minimierer u ∈ W 2,2G (M,N) der Bienergie und jedes x ∈ M eine Tangentialab-
bildung ϕ : Bmx → N von u in x gibt und dass diese auf Bmx1
2
nullhomogen ist.
Ein wichtiger Schritt in diese Richtung wird ein Kompaktheitssatz (Hauptssatz 2)
sein. Es sei eine in der W 2,2-Norm beschra¨nkte Folge {ui}i∈N gegeben. Weiterhin
sei jedes ui ein G-Minimierer einer gesto¨rten Bienergie
EV (u) :=
∫
Bm
(|∆u|2 + Vi(·, u,Du,D2u)) dx.
Dabei sei V ein Integrand niederer Ordnung. Die genaue Definition dieses Begriffs
folgt zu Beginn von Kapitel 4. Wir sind an den Konvergenzeigenschaften der Folge
{ui}i∈N interessiert. Nach U¨bergang zu einer Teilfolge konvergieren die ui schwach
in W 2,2 gegen ein u∞ ∈ W 2,2G (Bm, N). Ein entscheidender und der aufwa¨ndigste
Schritt in dieser Arbeit ist, dass die folgende Aussage unter gewissen Zusatzvor-
aussetzungen, welche in den von uns betrachteten Situationen erfu¨llt sind, gu¨ltig
ist:
Die ui konvergieren stark in W
2,2
loc (B
m
1
2
, N) gegen u∞.
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Wichtig ist es hierbei, fu¨r jedes beliebig nahe an 1 gelegene R ∈ (1
2
, 1
)
geeig-
nete Verklebeabbildungen vi ∈ W 2,2G (Bm, N) zu konstruieren, fu¨r die gilt:
• vi ≡ ui auf Bm \BmR ,
• lim
i→∞
||vi − u∞||W 2,2(BmR ,RL) = 0.
Die Existenz einer solcher Abbildungen vi wird aus unserem Interpolationslem-
ma (Lemma 10) folgen. Das Interpolationslemma erfordert den mit Abstand
aufwa¨ndigsten Beweis in dieser Arbeit. Die Abbildungen vi beno¨tigen wir aus
dem fogenden Grund: Aus der Minimierereigenschaft von ui folgt na¨mlich im
Allgemeinen nicht EVi(ui) ≤ EVi(u∞), da ui und u∞ unterschiedliche Randwerte
annehmen ko¨nnen. Es gilt jedoch EVi(ui) ≤ EVi(vi), da ui und vi dieselben Rand-
werte annehmen. Weiterhin liegt EV (vi) fu¨r hinreichend große i beliebig nahe an
E(u∞). Dies geht entscheidend im Beweis des Kompaktheitssatzes ein. Wie ha¨ufig
in der Regularita¨tstheorie ist der U¨bergang von schwacher zu starker Konvergenz
ein langwieriger, technischer und entscheidender Schritt.
Mit Hilfe des Kompaktheitssatzes wollen wir die Existenz von Tangentialab-
bildungen zeigen. Dazu mu¨ssen wir sicherstellen, dass die Folge der reskalierten
Abbildungen ui : B
mx → N aus (1.5) in der W 2,2-Norm beschra¨nkt ist. Dies
ist als Korollar aus einer Monotonieformel (Satz 6) herleitbar, ebenso wie die
Tatsache, dass deren Grenzwerte auf Bm1
2
nullhomogen sind.
1.4 Was wir tun: Die Ergebnisse
Wir definieren nun die Menge T[M,G]. Der Begriff ”Scheibendarstellung“ wird in
Abschnitt 2.2
”
Transformationsgruppen“ definiert. Angedeutet wurde dieser Be-
griff bereits in Abschnitt 1.3 dieser Einleitung bei der Beschreibung des Lokali-
sierens biharmonischer Abbildungen.
T 0[M,G] sei die Menge aller Scheibendarstellungen [Rmx , Gx] (x ∈ M). Sukzessive
definieren wir nun T k[M,G] wie folgt:
Es gebe eine Darstellung [Rp, K] ∈ T k−1[M,G] und ein x ∈ Rp, so dass [R`+1, H] eine
Scheibendarstellung von [Rp, K] in x ist. Es sei R×{0} ⊂ R`+1 ein H-invarianter
Unterraum und H operiere auf diesem trivial. Folglich muss auch {0} ×R` ∼= R`
ein H-invarianter Unterraum von R`+1 sein. Die darauf eingeschra¨nkte Darstel-
lung [R`, H] ist dann in T k[M,G]. Jede Darstellung dieser Art ist in T k[M,G] und nur
Darstellungen dieser Art sind in T k[M,G]. Wir setzen T[M,G] :=
⋃
k∈N T k[M,G]. Man
bedenke, dass T `[M,G] = ∅ fu¨r alle hinreichend großen ` gilt.
Nun ko¨nnen wir die Ergebnisse dieser Arbeit formulieren. Das Ziel aller Anstren-
gungen ist der folgende Hauptsatz.
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Hauptsatz 1. Sei [M,G] eine kompakte riemannsche Transformationsgruppe
mit Kohmogenita¨t ≤ 4 und mit
H - dim ({x ∈M : mx > 4}) ≤ m− 5.
Sei [RL, G] eine orthogonale Darstellung und sei N ⊂ RL eine kompakte, G-
invariante Untermannigfaltigkeit.
Es gibt einen G-Minimierer u ∈ W 2,2G (M,N) der Bienergie. Dieser ist eine sta-
tiona¨r-biharmonische Abbildung. Sei s ∈ [5,m − 1] ∩ N. Angenommen, fu¨r kei-
ne Darstellung [Rκ, H] aus T[M,G] mit 1 ≤ κ ≤ s gibt es einen glatten, nicht-
konstanten, nullhomogenen H-Minimierer ψ : Bκ \ {0} → N der euklidischen
Bienergie, so gilt
H - dim(Σu) ≤ m− s− 1.
Im Fall s = m− 1 ist Σu diskret. Im Fall s = m ist u glatt.
Wie bereits erwa¨hnt, setzen wir H m−4(Σu) = 0 voraus. Deswegen gilt fu¨r
jeden Orbit Gx (x ∈ M) mit dim(Gx) ≥ m − 4, dass u auf Gx glatt ist. Wir
mu¨ssen also die Regularita¨tseigenschaften von u nur noch auf allen Orbits Gx
mit dim(Gx) ≤ m− 5 untersuchen, also auf der Menge
{x ∈M : mx > 4} .
Die Bedingung, dass [M,G] Kohomogenita¨t ≤ 4 hat, besagt, dass wir im
”
kritischen Fall“ (siehe Abschnitt 1.2.2) arbeiten. Insbesondere folgt daraus, dass
{x ∈M : mx ≤ 4}
eine offene, dichte Teilmenge von M ist. Also wissen wir bereits, dass M \Σu offen
und dicht in M ist. Wenn [M,G] Kodimension > 4 hat (dann liegt der
”
superkriti-
sche Fall“ vor), la¨sst sich dies nicht ohne weitere Voraussetzungen schlussfolgern.
Die Bedingung
H - dim ({x ∈M : mx > 4}) ≤ m− 5
besagt, dass die mo¨gliche singula¨re Menge klein genug ist, um einer wichtigen
Konstruktion in dieser Arbeit (siehe Satz 12) nicht im Wege zu stehen. Zum Bei-
spiel bedeutet diese Bedingung: Es kann Orbits Gx mit dim(Gx) = m− 5 geben.
Aber die Menge all dieser Orbits muss Hausdorff-Dimension ≤ m− 5 haben. Es
kann also nur
”
wenige“ dieser Orbits geben, genauer: Im Orbitraum M/G hat die
Menge dieser Orbits Hausdorff-Dimension 0 (woraus man mit einigen Kenntnis-
sen u¨ber kompakte Transformationsgruppen schließen kann, dass sie endlich ist).
Wir erla¨utern hier nochmals unter einem anderen Blickwinkel, was unter dem
”
kritischen Fall“ zu verstehen ist. Die Kohomogenita¨t von [M,G] sei s. Sei f ∈
W 2,2G (M,RL) gegeben. Auf jedem geoda¨tischen Ball
Br(z) ⊂ {x ∈M : mx ≤ 4}
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liegt die eingeschra¨nkt Abbildung fz,r := f |Br(z) im Sobolev-Morrey-Raum W 2,2s
(dieser Raum wird in Abschnitt 4.1.1 definiert). Im Fall s < 4, also im
”
subkri-
tischen Fall“, gilt die Sobolev-Morrey-Einbettung
W 2,2s ↪→ C0,α
fu¨r ein geeignetes 0 < α < 1. Also ist f auf der Menge {x ∈ M : mx ≤ 4}
Ho¨lder-stetig. Im Fall s = 4, also im
”
kritischen Fall“ gilt die Sobolev-Morrey-
Einbettung
W 2,2s ↪→ Lq
fu¨r alle 1 ≤ q < ∞, im allgemeinen jedoch nicht fu¨r q = ∞. Dies genu¨gt nicht,
um die Stetigkeit von fz,r schlussfolgern zu ko¨nnen. Die Kohomogenita¨t s = 4 ist
also die kleinste Kohomogenita¨t, unter der wir die Abbildung f nicht mehr auf
der offenen, dichten Teilmenge
{x ∈M : mx ≤ 4}
von M als stetig annehmen ko¨nnen. Im Fall G = {1} ist s = m und mx = m fu¨r
jedes x ∈ M . Deswegen liegen die bekannten Sobolev-Morrey-Einbettungen fu¨r
Abbildungen g ∈ W 2,2(M,RL) vor: Im
”
subkritischen Fall“ Fall m < 4 gilt
W 2,2(M,RL) ↪→ C0,α(M,RL)
fu¨r ein geeignetes 0 < α < 1. Im Fall m = 4, also im
”
kritischen Fall“ gilt
W 2,2(M,RL) ↪→ Lq(M,RL)
fu¨r alle 1 ≤ q < ∞, im allgemeinen jedoch nicht fu¨r q = ∞. Wichtig: Hier gel-
ten die Einbettungen auf ganz M und nicht nur lokal in einer offenen, dichten
Teilmenge von M (was trivialerweise aus M = {x ∈ M : mx ≤ 4} im Fall
s = m ≤ 4 folgt).
Unter Verwendung des ResultatsH m−4(Σu) = 0 fu¨r alle stationa¨r-biharmonischen
Abbildungen u ∈ W 2,2(M,N) sieht man im kritischen Fall:
• Sei m ≤ 4 und sei f ∈ W 2,2(M,N) eine stationa¨r-biharmonische Abbildung.
Dann ist f glatt.
• Seim beliebig, sei s ≤ 4 und sei f ∈ W 2,2G (M,N) eine stationa¨r-biharmonische
Abbildung: Dann ist u glatt auf {x ∈ M : mx ≤ 4} 6= M (”6=“ gilt nicht
in manchen Spezialfa¨llen, auf die es hier aber nicht ankommt).
Man sieht also: Im Fall einer allgemeinen Transformationsgruppe [M,G] ist der
kritische Fall vielschichtiger als im herko¨mmlichen Fall G = {1}. Die Menge
{x ∈M : mx > 4}
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muss gesondert behandelt werden, wenn es um die Regularita¨t einer G-a¨quivari-
anten Abbildung f geht. Und genau darum geht es in dieser Arbeit.
Die Menge T[M,G] entha¨lt unendlich viele Darstellungen. Zwei orthogonale Dar-
stellungen [R`, G] und [R`, H] seien a¨quivalent, wenn G und H konjugiert sind,
d.h. wenn es ein v ∈ O(`) gibt mit G = v−1Hv. Die Menge T[M,G]/ ∼, also T[M,G]
modulo diese A¨quivalenzrelation, ist endlich (weil es nur endlich viele Isotropiety-
pen gibt, siehe hierfu¨r Abschnitt 2.2 u¨ber Transformationsgruppen). Noch dazu
ist eine Abbildung f ∈ W 2,2(B`,RL) genau dann G-a¨quivariant, wenn die Abbil-
dung x 7→ vf(v−1x) H-a¨quivariant ist. Daraus folgt, dass man die Bedingung aus
Hauptsatz 1 - die Nicht-Existenz gewisser G-Minimierer der euklidischen Biener-
gie f ∈ W 2,2(B`,RL) - nicht fu¨r alle Darstellungen [R`, G] ∈ T[M,G] nachpru¨fen
muss, sondern nur fu¨r endlich viele Darstellungen aus T[M,G]. Na¨mlich in jeder
Konjugationsklasse nur fu¨r eine Darstellung. Dieser Sachverhalt sorgt fu¨r die
praktische Anwendbarkeit von Hauptsatz 1 in konkret gegebenen Situationen.
Der wichtigste Schritt im Beweis dieses Hauptresultates ist wie bereits erwa¨hnt
der sogenannte Kompaktheitssatz. Er ist unser zweites Hauptergebnis.
Hauptsatz 2 (Kompaktheitssatz) Sei [Bm, G] eine orthogonale Darstel-
lung von Kohomogenita¨t ≤ 4 und mit
H - dim ({x ∈Msing : mx > 4}) ≤ m− 5.
Sei [RL, G] eine orthogonale Darstellung und fu¨r jedes i ∈ N sei Ni ⊂ RL eine
kompakte, G-invariante Untermannigfaltigkeit. Sei N∞ ⊂ RL eine weitere, nicht
notwendigerweise kompakte G-invariante Untermannigfaltigkeit, so dass sich jede
Abbildung f ∈ W 2,2(Bm, N∞) als starker W 2,2-Grenzwert von Abbildungen fi ∈
W 2,2(Bm, Ni) darstellen la¨sst. Gegeben seien Integranden von niederer Ordnung
Vi : B
m × RL × Rm×L × Rm×m×L → R
mit
|Vi(x, z, p, q)| ≤ αi
(|x| |q|2 + |q| |p|+ |q| |z|+ |p|2 + |z|2)
fu¨r eine Nullfolge {αi}i∈N in R>0.
Gegeben sei fu¨r jedes i ∈ N ein lokaler G-Minimierer ui ∈ W 2,2G (Bm, Ni) von
EVi. Angenommen, die ui konvergieren schwach in W
2,2(Bm,RL) gegen ein u ∈
W 2,2G (B
m, N∞). Dann konvergieren die ui auch stark in W
2,2
loc (B
m
1
2
,RL) gegen u
und u ist ein lokaler G-Minimierer der euklidischen Bienergie.
Stark vereinfacht kann man sagen: Der Grenzwert einer schwach konvergenten
Folge von lokalen G-Minimierern ist ein lokaler G-Minimierer.
Fu¨r den Begriff
”
Integrand von niederer Ordnung“ konsultiere man den Beginn
von Kapitel 4. Mit EVi ist das Funktional
EVi(u) =
∫
Bm
(|∆u|2 + Vi[u]) dx
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gemeint. Es wird im Kompaktheitssatz nicht vorausgesetzt, dass alle ui dieselben
Randwerte haben, es kann also ui /∈ W 2,2uj (Bm, N) fu¨r i 6= j gelten.
Wir brauchen den Kompaktheitssatz nur im Fall Ni = N∞ fu¨r alle i ∈ N.
Die vorliegende allgemeinere Version erarbeiten wir fu¨r eventuellen spa¨teren Ge-
brauch. In dieser Arbeit wenden wir den Kompaktheitssatz auf reskalierte Folgen
ui(x) = u(rix) mit einer Nullfolge {ri}i∈N an. Das heißt, wir skalieren im Defini-
tionsbereich von u. Will man die von uns fu¨r stationa¨r-bihamonische Abbildun-
gen u ∈ W 2,2(M,N) verwendeten Regularita¨tsergebnisse (u ∈ C∞(M \ Σu, N)
mit H m−4(Σu) = 0) auch im riemannschen Fall beweisen (wie bereits erla¨utert,
wurden sie im euklidischen Fall bewiesen und werden von uns fu¨r den riemann-
schen Fall vorausgesetzt), so wird man nicht nur im Definitionsbereich, sondern
auch im Wertebereich skalieren: Man arbeitet mit den Abbildungen ui(x) =
1
αi
(u(rix) − yi) mit einer geeigneten Folge {yi}i∈N in RL und einer geeigneten
Folge {αi}i∈N in R>0. Hat die Abbildung u ihr Bild in N ⊂ RL, so hat ui ihr Bild
in Ni :=
1
αi
(N−yi). Die αi und yi sind dabei so gewa¨hlt, dass die Mannigfaltigkeit
N∞ ⊂ RL ein linearer Unterraum von RL ist.
Zwei weitere Sa¨tze aus dieser Arbeit sind unabha¨ngig von ihrer Rolle als Be-
weismittel von Hauptsatz 1 von Interesse: Die Monotonieformel (Satz 6) und der
Satz von der Existenz von Tangentialabbildungen (Satz 8). Wir formulieren diese
hier nicht, da ihre Formulierung aufwa¨ndig ist oder die verwendeten Begriffe zum
Teil noch nicht bereitgestellt wurden.
1.5 Ausblick
Basierend auf unserem Hauptergebnis kann man in der folgenden Richtung wei-
terarbeiten:
Man kann versuchen, Beispiele biharmonischer Abbildungen in nicht-trivialen
Homotopieklassen zu finden. Bisher stehen den vielen theoretischen Aussagen
u¨ber biharmonische Abbildungen kaum Beispiele gegenu¨ber. Dazu wa¨hle eine
Operation von G auf M und RL derart, dass alle a¨quivarianten, stetigen Abbil-
dungen u : M → N in einer bestimmten Menge von nicht-trivialen Homotopie-
klasse A ⊂ pi(M,N) liegen. Um mit Hilfe unseres Hauptergebnisses die Existenz
eines biharmonischen Repra¨sentanten irgendeines α ∈ A, d.h. einer biharmoni-
schen Abbildung u ∈ C∞(M,N) mit u ∈ α ∈ A zu zeigen, muss man sicher
stellen, dass es gewisse nicht-konstante, nullhomogene, a¨quivariante Minimierer
ψ : Bκ \ {0} → N der Bienergie nicht gibt. Hier empfiehlt sich das folgende
Vorgehen: Eine solche Abbildung ψ muss G-stabil sein, wie man leicht einsehen
kann, d.h.
δ2E(u;ϕ) :=
d2
dt2
∣∣∣∣
t=0
E (ΠN(u+ tϕ)) = 0
fu¨r alle G-a¨quivarianten ϕ ∈ C∞(M,RL).
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Wenn unsere Gruppenoperationen von G auf M und RL nun so gewa¨hlt sind,
dass alle zu betarchtenden Abbildungen ψ : Sκ−1 → N nur dann G-stabil sind,
wenn sie konstant sind, so wissen wir, dass ein G-Minimierer u : M → N der
Bienergie glatt ist.
Es bieten sich Symmetrievoraussetzungen der folgenden Art an: M = Sm−1, N =
Sn−1, G sei eine Untergruppe der orthogonalen Gruppe O(m), und G operiere auf
RL durch gv 7→ Ψ(g)v, wobei Ψ : O(m)→ O(n) ein Lie-Gruppenhomomorphismus
ist. Dies la¨sst sich na¨mlich so einrichten, dass alle G-a¨quivarianten Abbildungen
u : Sm−1 → Sn−1 in nichttrivialen Homotopieklassen liegen. Beispiele fu¨r sol-
che Symmetriebedingungen findet man in der weiter oben zitierten Literatur fu¨r
a¨quivariante harmonische Abbildungen. In meiner Diplomarbeit und in [18] wurde
dieses Vorgehen an einem Beispiel bereits durchgefu¨hrt.
Es folgt nun ein Beispiel fu¨r eine geeignete Symmetrievoraussetzung: Sei k ∈
N≥2. Fu¨r jedes i ∈ {1, ..., k} seien mi, ni ∈ N und sei Ψi : SO(mi)→ SO(ni) ein
Lie-Gruppen-Homomorphismus. Es sei
G := SO(m1)× ...× SO(mk).
Die Gruppe G operiere auf Rm1+...+mk als Untergruppe von SO(m1 + ... + mk)
und auf Rn1+...+nk durch
gv := (Φ1 × ...× Φk)(g) v,
wobei die Gruppe (Φ1 × ...× Φk)(G) als Untergruppe von SO(n1 + ... + nk) auf
Rn1+...+nk operiert. Die regula¨ren Orbits haben Isotropietyp
(SO(m1 − 1)× ...× SO(mk − 1))
und sind diffeomorph zu
Sm1−1 × ...× Smk−1.
Die singula¨ren Orbits von Isotropietyp
(SO(m1)× SO(m2 − 1)× ...× SO(mk − 1))
sind diffeomorph zu
Sm2−1 × ...× Smk−1,
die dazugeho¨rigen Scheibendarstellungen sind konjugiert zu
[Rk−2 × Rm1 , SO(m1)× SO(m2 − 1)× ...× SO(mk − 1)],
wobei die Gruppenoperation durch
(g1, ..., gk)(v1, v2) = (v1, g1v2) fu¨r alle (v1, v1) ∈ Rk−2 × Rm1 ,
(g1, ..., gk) ∈ SO(m1)× SO(m2 − 1)× ...× SO(mk − 1)
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gegeben ist. Die Orbits von Isotropietyp
(SO(m1)× SO(m2)× SO(m3 − 1)...×O(mk − 1))
sind diffeomorph zu
Sm3−1 × ...× Smk−1,
die dazugeho¨rigen Scheibendarstellungen sind konjugiert zu
[Rk−3 × Rm1 × Rm2 , SO(m1)× SO(m2)× SO(m3 − 1)× ...× SO(mk − 1)],
wobei die Gruppenoperation durch
(g1, ..., gk)(v1, v2, v3) = (v1, g1v2, g2v3) fu¨r alle (v1, v1, v3) ∈ Rk−3 × Rm1 × Rm2 ,
(g1, ..., gk) ∈ SO(m1)× SO(m2)× SO(m3 − 1)× ...× SO(mk − 1)
gegeben ist. Fa¨hrt man auf diese Weise fort und nimmt man noch dazu beliebige
Umnummerierungen der mi vor, so erha¨lt man bis auf Diffeomorphie alle Orbits
und bis auf Konjugation alle Scheibendarstellungen. Im Fall k = 2 besteht die
Menge T[Sm1+m2−1,G] bis auf Konjugation aus den beiden Darstellungen
[Rm1 , SO(m1)× SO(m2 − 1)], [Rm2 , SO(m1 − 1)× SO(m2)].
Wie diese aus den Scheibendarstellungen hervorgehen, sollte bei genauer Betrach-
tung der Definition von T[Sm1+m2−1,G] offensichtlich sein.
Um unseren Hauptsatz 1 anwenden zu ko¨nnen, muss die [Sm1+...+mk−1, G] Koho-
mogenita¨t ≤ 4 haben. Dies ist gleichbedeutend mit k ≤ 5. Weiterhin muss fu¨r
alle nichtleeren, echten Teilmenge A von {1, ..., k} gelten:∑
j∈A
(mj − 1) < m1 + ...+mk − 5 =⇒
(∑
j∈A
mj
)
− 1 ≤ m1 + ...+mk − 5.
Wir schauen uns nun den trivialen Fall k = 3, m1 = m2 = m3 = 2 an: Die
Isotropietypen sind:
• (SO(1) × SO(1) × SO(1)), der der minimale Isotropietyp. Die Orbist von
diesem Isotropietyp sind diffeomorph zu S1 × S1 × S1.
• (SO(2) × SO(1) × SO(1)), (SO(1) × SO(2) × SO(1)), (SO(1) × SO(1) ×
SO(2)). Die Orbits von diesen Isotropietypen sind diffeomorph zu S1× S1.
• (SO(2) × SO(2) × SO(1)), (SO(2) × SO(1) × SO(2)), (SO(1) × SO(2) ×
SO(2)). Die Orbits von diesen Isotropietypen sind diffeomorph zu S1.
Die regula¨ren Orbits haben Dimension 3, die singula¨ren Orbits haben Dimen-
sion 2 oder 1. Es haben also alle Orbits von [S5, G] Kodimesnion ≤ 4. Wegen
H m−4(Σu) = 0 gilt also:
Es gibt einen G-Minimierer u ∈ W 2,2G (S5, Sn1+n2+n3−1). Dieser ist glatt.
Wenn k, mi und ni so gewa¨hlt sind, dass es Orbits von Kodimension ≥ 4 gibt,
dann muss man die Kriterien von Hauptsatz 1 (die Nichtexistenz gewisser nullho-
mogener a¨quivarianter Minimierer der euklidischen Bienergie) in oben beschrie-
bener Weise nachpru¨fen. Dies anzugehen liegt im Anschluss an diese Arbeit nahe.
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1.6 Gliederung der Arbeit
Kapitel 2: Grundlagen. Wir tragen zusammen, was wir an Grundlagen u¨ber
Transformationsgruppen und Variationsrechnung fu¨r unsere Arbeit beno¨tigen.
Kapitel 3: A¨quivariante biharmonische Abbildungen. Wir beweisen die
Symmetrische Stationarita¨t und beschreiben, wie man einen G-Minimierer u :
M → N um ein x ∈M lokalisiert.
Kapitel 4: Lokale Konvergenzsa¨tze. Wir untersuchen das Konvergenzverhal-
ten gewisser Folgen {ui} ⊂ W 2,2G (Bm, N). Der gro¨ßte Teil des Aufwandes dieser
Arbeit steckt in diesem Kapitel. Insbesondere wird der Kompaktheitssatz (Haupt-
satz 2) bewiesen.
Kapitel 5: Dimensionsreduktion der singula¨ren Menge. Basierend auf den
Ergebnissen aus den Kapiteln 3 und 4 wird der Hauptsatz 1 bewiesen.
1.7 Ha¨ufig zitierte Arbeiten
Von den vielen Arbeiten, die wir zitieren werden, seien hier die folgenden beson-
ders hervorgehoben. An ihnen orientieren wir unser Vorgehen an entscheidenden
Stellen. Wir nennen sie in alphabetischer Reihenfolge.
G. Angelsberg: A monotonicity formula for stationary biharmonic maps
[2]. Unsere Monotonieformel ist eine allgemeinere als diejenige von Angelsberg.
A. Gastel: Regularity theory for minimizing (p)-harmonic mappings [13].
Unser Hauptergebnis ist an das entsprechende Resultat aus dieser Arbeit fu¨r
a¨quivariante harmonische Abbildungen angeleht. Die dort entwickelten Methoden
dienen uns vielfach als Vorlage fu¨r unseren biharmonischen Fall.
A. Gastel und A.J. Nerf: Density of smooth maps in W k,p(M,N) for a
close to critical domain dimension [17]. Unser wichtiger und aufwa¨ndig zu be-
weisende Interpolationssatz (Satz 10) verwendet eine
”
Verklebekonstruktion“ aus
dieser Arbeit und entnimmt die Idee fu¨r eine geeignete Form von nullhomogenen
Fortsetzungen aus ihr.
Ch. Scheven: Dimension reduction for the singular set of biharmonic maps
[48]. Aus dieser Arbeit zitieren wir wichtige Aussagen u¨ber biharmonische Abbil-
dungen, von anderen Aussagen daraus beweisen wir a¨quivariante Versionen.
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Kapitel 2
Grundlagen
2.1 Differentialgeometrie
Alle Mannigfaltigkeiten sind fu¨r uns glatt, solange nichts anderes angegeben wird.
Sei (M,g) eine riemannsche Mannigfaltigkeit von Dimension m, evtl. mit Rand,
und sei N ⊂ RL eine Untermannigaltigkeit ohne Rand von Dimension n. Fu¨r jedes
y ∈ N fassen wir den Tangentialraum TyN auf die u¨bliche Weise als Unterraum
von RL auf. Wir verwenden die folgenden Notationen:
• Dg: die von g abstammende kovariante Ableitung auf dem Tangentialbu¨ndel
TM und allen dazu assoziierten Tensorbu¨ndeln.
• ∆M bzw. ∆g: Der Laplace-Beltrami-Operator von (M,g),
• dvolM bzw. dvolg: Die Volumenform von (M,g),
• distM bzw. distg: die zu g geho¨rende Metrik auf M ,
• diamM(A) bzw. diamg(A): der Durchmesser einer Menge A ⊂ M bzgl.
dieser Metrik,
• injM bzw. injg: Der Injektivita¨tsradius von M bzgl. g,
• δg: der zur a¨ußeren Ableitung d adjungierte Operator, der also durch die
folgende Eigenschaft wohldefiniert ist: 〈δgω, f〉 = 〈ω, df〉 fu¨r alle glatten
1-Formen ω auf M und alle glatten Funktionen f : M → R.
• Br(x): der geoda¨tische Ball um x ∈M mit Radius r > 0,
• νK das Normalenbu¨ndel einer Untermannigfaltigkeit K ⊂M ,
• νrK das dazugeho¨rige Ballbu¨ndel mit Radius r > 0, faserweise gegeben
durch νrxK = {v ∈ νxK : |v| < r},
• T rM das zum Tangentialbu¨ndel TM geho¨rende Ballbu¨ndel mit Radius
r > 0, faserweise gegeben durch T rxM = {v ∈ TxM : |v| < r},
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• Ur(K) = exp(νrK): die Schlauchumgebung von K mit Radius r (wobei
r > 0 hinreichend klein gewa¨hlt ist, so dass exp |νrK injektiv ist)
• u∗TN : das mit einer Abbildung u : M → N zuru¨ckgezogene Tangenti-
albu¨ndel TN (dabei ist N eine weitere Mannigfaltigkeit).
Sei u : M → N eine (fu¨r alle im folgenden durchgefu¨hrten Operationen hin-
reichend regula¨re) Abbildung. Das Differential du ist ein Schnitt des Bu¨ndels
T ∗M ⊗ u∗TN , also eine 1-Form entlang u. Wir haben zwei Mo¨glichkeiten, die
zweite Ableitung von u zu bilden:
Die extrinsische zweite Ableitung von u ist Dgdu. Hierbei fassen wir u als
Abbildung u : M → RL auf und bilden komponentenweise fu¨r 1 ≤ i ≤ N die
kovarianten Ableitungen der 1-Formen dui. Dgdu ist ein Schnitt des Bu¨ndels
T ∗M ⊗ T ∗M ⊗ RL, also ein RL-wertiger kovarianter 2-Tensor.
Bei der intrinsischen zweiten Ableitung fassen wir u als Abbildung u : M → N
auf. Es ist ∇u,gdu := (TN ◦ u) (Dgdu). Dabei ist TN(z) fu¨r jedes z ∈ N die
orthogonale Projektion RL → TzN . Die intrinsische zweite Ableitung ∇u,gdu ist
ein Schnitt im Vektorbu¨ndel T ∗M ⊗T ∗M ⊗u∗TN , also ein kovarianter 2-Tensor
entlang u.
Auf analoge Weise erhalten wir fu¨r jedes k ∈ N. die extrinsische Ableitung
Dk−1g du und die intrinsische Ableitung ∇k−1g,u du k-ter Ordnung.
All dies la¨sst sich in der Theorie der Bu¨ndel und Zusammenha¨nge pra¨gnant
ausdru¨cken: Durch die gegebenen kovarianten Ableitungen auf den Bu¨ndeln TM
und TN werden auf kanonische Weise kovariante Ableitungen auf den assoziier-
ten Bu¨ndeln
(⊗kT ∗M)⊗ u∗TN und (⊗kT ∗M)⊗ RL induziert.
Ebenso wurden durch die metrische Tensoren auf M und N metrische Tenso-
ren auf diesen assoziierten Bu¨ndeln induziert, insofern sind Bezeichnungen wie
|Dk−1g du| und |∇k−1u,g du| wohldefiniert.
Der Laplace-Beltrami-Operator von (M,g) ist definiert durch
∆gu = −δgdu
fu¨r (hinreichend regula¨re) Abbildungen u : M → RL. Wir geben zwei lokale
Darstellungen des Laplace-Beltrami-Operators an:
In lokalen Koordinaten ist die folgendeDarstellung bekannt:
∆gu = −gij
(
uij − Γkijuk
)
mit den u¨blichen Bezeichnungen der Differentialgeometrie. (Man beachte die Vor-
zeichenkonvention! Oft wird ∆gu lokal als das Negative dieses Ausdrucks defi-
niert.)
Ist {Ei}mi=1 ein orthogonaler Rahmen auf einem geoda¨tischen Ball Br(x), so
gilt
(∆gu)|Br(x) = −(Dgd)EiEi(u|Br(x)).
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Hier verwenden wir wie in der gesamten Arbeit die Summenkomvention: Wenn
wir in lokalen Koordinaten oder mit lokalen Orthonormalrahmen rechnen, so
summieren wir doppelt auftretende Indizes u¨ber den jeweiligen Geltungsbereich.
Wenn wir auf euklidischen Gebieten Ω ⊂ Rn rechnen, dann bezeichne
∆f = −∂2iif
den (bis auf das Vorzeichen) u¨blichen euklidischen Laplace-Operator. Die totalen
Ableitungen bezeichnen wir wie u¨blich Df , D2f ,... .
Das `-dimensionale Hausdorff-Maß H ` auf M ist wie folgt definiert: Fu¨r A ⊂
M und δ ∈ (1,∞] sei
H `δ (A) := inf
{
α(`)
k∑
i=1
ρ`j : A ⊂
k⋃
i=1
Bρj(xj), ρj < δ
}
mit α(`) :=
Γ( 12)
`
Γ(1+ `2)
und
H `(A) := lim
δ↓0
H `δ (A).
Die Hausdorff-Dimension einer Menge A ⊂M ist
H - dim(A) := inf{` ∈ [0,m] : H `(A) = 0}.
Wir werden oft in lokalen Koordinaten rechnen, d.h. auf einem Ball Bm, versehen
mit einem metrischen Tensor g. Wenn wir dann das Hausdorff-Maß verwenden,
dann stets bzgl. der euklidischen Metrik und nicht bzgl der zu g geho¨renden
Metrik. Wir begru¨nden nun, warum das in unserem Fall gerechtfertigt ist. Sei
H ` das `-dimensionale Hausdorff-Maß bzgl. der euklidischen Metrik und sei H `g
das zu g geho¨rende `-dimensionale Hausdorff-Maß. Im Allgemeinen gilt nicht
H `(A) = H `g (A). Aber fu¨r alle A ⊂ Bm gilt:
H `(A) = 0 ⇐⇒ H `g (A) = 0, H `(A) > 0 ⇐⇒ H `g (A) > 0.
Denn die Maße H ` und H `g sind a¨quivalent, d.h. sie haben dieselben Nullmen-
gen. Insbesondere ist die Hausdorff-Dimension dieselbe, egal bzgl. welcher Metrik
wir sie berechnen. Wir sind in dieser Arbeit nie an dem exakten Wert vonH `(A)
interessiert. Uns interessiert nur, ob H `(A) = 0 oder ob H `(A) > 0 gilt. Des-
wegen ko¨nnen wir ohne weiteres beim Rechnen in Koordinaten stets das u¨bliche
euklidische Hausdorff-Maß verwenden.
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2.2 Transformationsgruppen
Es gibt viele Bu¨cher u¨ber Transformationsgruppen, die meisten haben den Schwer-
punkt auf deren topologischen und algebraischen Eigenschaften. Wir betrachten
Transformationsguppen aus dem Blickwinkel der riemannschen Geometrie. Hier
empfehlen wir die beiden Bu¨cher [29] von Kobayashi und [44] von Palais und
Terng. Alle in diesem Abschnitt aufgelisteten Resultate, fu¨r die keine Quellen
genannt werden, sind Standardresultate in der Theorie der Transformationsgrup-
pen.
Eine Transformationsgruppe [M,G] besteht aus einer glatten Mannigfaltigkeit
M (evtl. mit Rand), einer Lie-Gruppe G und einer glatten Abbildung{
G×M →M
(g, x) 7→ gx
mit h(gx) = (hg)x fu¨r alle x ∈M und alle g, h ∈ G.
Fu¨r jedes g ∈ G definieren wir die Abbildung
Lg :
{
M →M
x 7→ gx ,
die sogenannte Operation von g auf M .
Ist M eine riemannsche Mannigfaltigkeit, so sagt man, die Gruppe G operiere
durch Isometrien auf M , wenn Lg fu¨r jedes g ∈ G eine Isometrie ist. Wir nennen
[M,G] dann eine riemannsche Transformationsgruppe.
Wir nennen [M,G] eine kompakte Transformationsgruppe, wenn sowohl G als
auch M kompakt sind.
Sei V ein Vektorraum. Eine Transformationsgruppe [V,G] heißt Darstellung
von G auf V , wenn fu¨r jedes g ∈ G die Abbildung Lg : V → V linear ist. Ist
V mit einem Skalarprodukt versehen und sind alle Abbildungen Lg zusa¨tzlich
orthogonal, so sprechen wir von einer orthogonalen Darstellung.
Der Orbit von x ∈M ist
Gx := {gx : g ∈ G}.
Die Isotropiegruppe von x ∈M ist
Gx := {g ∈ G : gx = x}.
Jede Isotorpie-Gruppe Gx ist eine Lie-Untergruppe von G. Jeder Orbit Gx ist
eine eingebettete Untermannigfaltigkeit von M und diffeomorph zu G/Gx, also
ein homogener Raum. Ist G kompakt, so ist auch Gx kompakt.
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Fu¨r eine Lie-UntergruppeH vonG bezeichne (H) die Menge aller Lie-Untergruppen
von G, die zu H konjugiert sind, d.h.
(H) := {K ≤ G : K = g−1Hg fu¨r ein g ∈ G}.
Wir sagen, x ist vom Isotropietyp (H), wenn (Gx) = (H).
Sei ◦ eine der Relationen<,≤, >,≥ (im Sinne der Lie-Untergruppen-Relationen
verstanden). Fu¨r Isotropietypen (H), (K) bedeutet (H) ◦ (K): Es gibt ein g ∈ G
mit g−1Hg ◦K.
Fu¨r eine Lie-Untergruppe H von G definieren wir
M(◦H) := {x ∈M : (Gx) ◦ (H)} ,
M(H) := M(= H).
Wir definieren die Funktion
mG :
{
M → N0
x 7→ m− dimGx .
mG ist konstant auf den Mengen M(Gx). Wenn keine Verwechslung bzgl. der
Gruppe G droht, schreiben wir auch mx anstelle von mG(x).
Sei nun eine weitere Transformationsgruppe [N,G] gegeben. Die Operation
von g ∈ G auf N sei mit λg bezeichnet. Eine Abbildung f : M → N heißt
G-a¨quivariant, wenn fu¨r alle g ∈ G gilt:
f ◦ Lg = λg ◦ f.
Dies ist a¨quivalent zu
f(gx) = gf(x) fu¨r alle g ∈ G und alle x ∈M .
Solange nichts anderes angegeben ist, soll fu¨r den Rest des Abschnittes [M,G]
eine kompakte riemannsche Transformationsgruppe ohne Rand sein.
Fu¨r alle x ∈M , alle g ∈ Gx und alle v ∈ νxGx gilt dxLg(v) ∈ νxGx. Deswegen
erhalten wir eine orthogonale Darstellung
Gx × νxGx→ νxGx, (g, v) 7→ dxLg(v) =: gv, (2.1)
die sogenannte Scheibendarstellung von Gx. Eine Darstellung G × Rmx → Rmx
nennen wir eine Scheibendarstellung von Gx in x, wenn sie aus (2.1) durch
Einfu¨hrung von Koordinaten aus νxGx hervorgeht.
Sei r > 0 hinreichend klein, so dass die Einschra¨nkung der Exponentialabbildung
expx : T
r
xM →M ein Diffeomorphismus ist. Die Scheibe um x mit Radius r ist
Sr(x) := exp(νrxGx).
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Dies ist eine eingebettete Untermannigfaltigkeit von M der Dimension mx. Au-
ßerdem ist jede Scheibe eine total-geoda¨tische Untermannigfaltigkeit.
Fu¨r jedes g ∈ G und jedes x ∈ Ur(Gx) gilt gy ∈ Ux(Gx). Wir haben also eine
Transformationsgruppe [Ur(Gx), G]. Fu¨r jedes g ∈ Gx und jedes y ∈ Sr(x) gilt
gy ∈ Sr(x). Es liegt also eine Transformationsgruppe [Sr(x), Gx] vor.
Eine entscheidende Rolle bei unserer Verwendung von Transformationsgrup-
pen nimmt der folgende Scheibensatz ein:
Satz 1 (Scheibensatz) Sei [M,G] eine kompakte riemannsche Transformati-
onsgruppe und sei x ∈M . Fu¨r jedes hinreichend kleine r > 0 gilt:
1. Die Abbildung exp : νrGx → Ur(Gx) ist ein G-a¨quivarianter Diffeomor-
phismus.
2. Die Abbildung exp : νrxGx→ Sr(x) ist ein Gx-a¨quivarianter Diffeomorphis-
mus.
Mit Hilfe des Scheibensatzes kann man die folgenden wichtigen Aussagen bewei-
sen:
Korollar 1 Sei [M,G] eine kompakte riemannsche Transformationsgruppe.
1. Die Menge aller Isotropietypen ist endlich. Es gibt genau einen Isotropietyp
(Gmin) mit (Gmin) ≤ (H) fu¨r alle Isotropietypen (H). Wir nennen (Gmin)
den minimalen Isotropietyp von M .
2. Die Menge M(Gmin) := M((Gmin)) ist offen und dicht in M .
3. Die Funktion mG ist oberhalbstetig.
4. Fu¨r alle x ∈M gibt es ein r > 0 mit (Gx) ≤ (Gy) fu¨r alle y mit distM(x, y) <
r. Folglich ist Gx der minimale Isotropietyp der Operation von Gx auf Sr(x)
und ebenfalls der minimale Isotropietyp der Scheibendarstellung von Gx auf
νrxGx.
Die Funktion mG ist auf M(Gmin) konstant und nimmt dort ihr Miminum an.
Dieses Minimum bezeichnen wir mit m˜G. m = dimM heißt die Dimension und
m˜G heißt die Kohomogenita¨t der Transformationsgruppe [M,G].
Fu¨r x ∈M heißt Gx ein
• regula¨rer Orbit, wenn (Gx) = (Gmin),
• singula¨rer Orbit wenn (Gx) > (Gmin) und mG(x) > m˜G,
• exzeptioneller Orbit, wenn (Gx) > (Gmin) und mG(x) = m˜G.
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Die Vereinigung aller regula¨ren (bzw. singula¨ren, exzeptionellen) Orbits bezeich-
nen wir mit Mreg (bzw. Msing, Mex).
Das folgende Lemma scha¨tzt ab, wie groß wir den Radius einer Scheibe min-
destens annehmen ko¨nnen. Dieses Lemma ist nicht in der Standard-Literatur zu
finden, den aufwa¨ndigen Beweis findet man in [13] (dort Satz 1.7)
Lemma 1 Sei [M,G] eine kompakte riemannsche Transformationsgruppe. Es
gibt eine Konstante 0 < C[M,G] ≤ 1, so dass fu¨r alle  ∈ (0, 1], alle x ∈ M
und alle r <  dist(x,M(> Gx)) C[M,G] die Abbildung
exp : νr(Gx)→ Ur(Gx)
ein G-a¨quivarianter Diffeomorphismus mit lokaler Bi-Lipschitz-Konstatne 1 + 
ist.
Wir werden C[M,G] ku¨nftig als die Konstante aus Lemma 1 bezeichnen. Wir wer-
den also das Zeichen C[M,G] wie einen wohldefinierten Ausdruck verwenden. Dies
ist strenggenommen nicht korrekt, da es viele solche Konstanten gibt. Da es nie
auf die genaue Wahl von C[M,G] ankommt, leisten wir uns diese Ungenauigkeit.
Ansonsten mu¨ssten wir den Text an vielen Stellen mit Nebensa¨chlichkeiten auf-
bla¨hen.
Sei [M,G] eine riemannsche Transformationsgruppe, sei x ∈M . Es gilt
νx(M(Gx)) ⊂ νx(Gx),
deswegen gibt es die orthogonale Zerlegung
νx(Gx) = (Tx(M(Gx)) ∩ νx(Gx))⊕ νx(M(Gx)).
Die Scheibendarstellung eingeschra¨nkt auf TxM(Gx)∩ νxGx ist trivial, d.h. gv =
v fu¨r alle v ∈ TxM(Gx) ∩ νxGx, g ∈ Gx. Daraus folgt, dass νx(M(Gx)) ein
invarianter Unterraum der Scheibendarstellung ist, d.h. gv ∈ νxM(Gx) fu¨r alle
v ∈ νxM(Gx), g ∈ Gx. Deswegen haben wir eine Darstellung
Gx × νxM(Gx)→ νxM(Gx).
Damit und mit Lemma 1 schließen wir:
Korollar 2 Sei [M,G] eine kompakte riemannsche Transformationsgruppe, sei
x ∈M , sei V eine offene Teilmenge von M(Gx) und sei
r < C[M,G]dist(V,M(> Gx)). Dann ist die eingeschra¨nkte Exponentialabbildung
exp : νC[M,G]rV → exp(νC[M,G]rV )
ein Bi-Lipschitz-Diffeomorphismus. Fu¨r jedes y ∈ V ist
expy : ν
r
yV → expy(νryV )
2.3. VARIATIONSRECHNUNG 35
ein Gy-a¨quivarianter Bi-Lipschitz-Diffeomorphismus. Weiterhin gilt
exp(νC[M,G]rV ) ⊂M(≤ Gy)
und fu¨r alle ρ < C[M,G]r
exp(νC[M,G]rV \ νρV ) ⊂M(< Gy).
2.3 Variationsrechnung
Es sei (M,g) eine kompakte riemannsche Mannigfaltigkeit der Dimension m, evtl.
mit Rand, und sei N ⊂ RL eine kompakte Untermannigaltigkeit ohne Rand.
Die in diesem Abschnitt aufgelisteten Definitionen und Resultate findet man fu¨r
den Fall k = 1 und fu¨r den Fall, in dem M ein beschra¨nktes Gebiet im Rm ist, in
allen ga¨ngigen Lehrbu¨chern zur Variationsrechnung, z.B. [28]. Wir passen diese
klassischen Definitionen und Resultate dem Fall ho¨herer Ordnung (d.h. k > 1)
und riemannscher Mannigfaltigkeiten M an.
Fu¨r k ∈ N, p ∈ (0,∞) sei der folgende nicht-lineare Sobolev-Raum fu¨r Abbil-
dungen zwischen M und N gegeben:
W k,p(M,N) :=
{
f ∈ W k,p (M,RL) : f(x) ∈ N fu¨r fast alle x ∈M} .
Falls M nicht-leeren Rand hat, definieren wir fu¨r eine vorgegebene Abbildung
ϕ ∈ W k,p(M,N) den Raum W k,pϕ (M,N) als die Menge aller f ∈ W k,p(M,N) mit
Dl−1g df |∂M = Dl−1g dϕ|∂M
fu¨r alle 1 ≤ l ≤ k. Die Einschra¨nkungen auf den Rand ∂M sind dabei im Spursinn
zu verstehen.
Fu¨r k ∈ N definieren wir die Mengen
A k(M,N) := {(x, y, p, q1, ..., qk−1) :
x ∈M, y ∈ N, p ∈ T ∗xM ⊗ RL, qi ∈
(⊗i+1T ∗xM)⊗ RL} .
und
A ki (M,N) := {(x, y, p, q1, ..., qk−1) :
x ∈M, y ∈ N, p ∈ T ∗xM ⊗ TzN, qi ∈
(⊗i+1T ∗xM)⊗ TzN} .
Unter einem extrinsischen bzw. einem intrinsischen Integranden von Ordnung k
verstehen wir eine Abbildung
V : A k(M,N)→ R bzw. V : A ki (M,N)→ R.
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Fu¨r jedes (hinreichend regula¨re) u : M → N setzen wir im extrinsischen Fall
V [u] := V
(·, u, du,Dgdu, ..., Dk−1g du)
und im intrinsischen Fall
V [u] := V
(·, u, du,∇u,gdu, ...,∇k−1u,g du) .
Unter einem extrinsischen bzw. intrinsischen Funktional von Ordnung k verstehen
wir eine Funktion F : W k,p(M,N)→ R vom Typ
F (u) = FV (u) :=
∫
M
V [u] dvolg
fu¨r ein 1 ≤ p < ∞ und einen extrinsischen bzw. intrinsischen Integranden V
von Ordnung k. Hier setzen wir als Bedingung an V voraus, dass V [u] fu¨r alle
u ∈ W k,p(M,N) integrierbar ist.
Im Fall k = 2 bezeichnen wir die Elemente von A 2(M,RL) mit (x, z, p, q).
Die jeweiligen partiellen Ableitungen von V bezeichnen wir mit Vx, Vy, Vp, Vq.
Sei F : W k,p(M,N) → R ein extrinsisches oder ein intrinsisches Funktional
der Ordnung k.
Eine Abbildung u ∈ W k,p(M,N) heißt kritischer Punkt von F , wenn gilt:
δF (u, ϕ) :=
d
dt
∣∣∣∣
t=0
F (ΠN (u+ tϕ)) = 0 fu¨r alle ϕ ∈ C∞0 (M,RL).
Dies ist a¨quivalent damit, dass u im schwachen Sinne die Euler-Lagrange-Gleichung
von F lo¨st, welche eine partielle Differentialgleichung von Ordnung 2k ist. An-
statt eine allgemeinen Formel fu¨r die Euler-Lagrange anzugeben, verweisen wir
auf die in der Einleitung angegebenen Beispiele.
Eine Abbildung u ∈ W k,p(M,N) heißt ein stationa¨rer Punkt von F , wenn
DF (u, φ) :=
d
dt
∣∣∣∣
t=0
F (u ◦ φt) = 0 (2.2)
fu¨r alle Abbildungen φ : (−d, d)×M →M fu¨r ein d > 0, fu¨r die gilt: ϕt := φ(t, ·)
ist fu¨r jedes t ∈ (−d, d) ein Diffeomorphismus mit ϕt|∂M = Id und φ0 = Id.
Im Fall M = Bmr (x) (x ∈ Rm) ist dies a¨quivalent zu
DF (u, ϕ) :=
d
dt
∣∣∣∣
t=0
F (u ◦ ϕt) = 0 (2.3)
fu¨r alle Diffeomorphismen ϕ : Bmr (x)→ Bmr (x) und mit ϕt(x) := x+ tϕ(x).
Im Fall ∂M 6= ∅ heißt u ∈ W k,p(M,N) ein Minimierer, wenn gilt:
F (u) ≤ F (v) fu¨r alle v ∈ W k,pu .
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Man sieht leicht, dass Minimierer sowohl kritische Punkte als auch stationa¨r sind.
Die Abbildung u ∈ W k,p(M,N) heißt ein lokaler Minimierer, wenn gilt:
F (u) ≤ F (v) fu¨r alle v ∈ W k,p, die außerhalb einer kompakten Teilmenge
von M mit u u¨bereinstimmen.
Eine wichtige Herangehensweise, um die Existenz von Minimierern zu zeigen, ist
die Direkte Methode der Variationsrechnung:
F heißt nach unten beschra¨nkt, wenn es eine Konstante C ∈ R gibt, so dass
fu¨r alle u ∈ W k,p(M,N) gilt:
F (u) ≥ C.
F heißt koerziv, wenn es Konstanten C1, C2 > 0 gibt, so dass fu¨r alle u ∈
W k,p(M,N) gilt:
F (u) ≥ C1||u||Wk,p − C2.
F heißt schwach folgen-unterhalbstetig, wenn fu¨r jede Folge (ui)i∈N inW
k,p(M,N),
die schwach gegen ein u ∈ W k,p(M,N) konvergiert, gilt:
F (u) ≤ lim inf
i→∞
F (ui)
Sei A ⊂ W k,p(M,N) eine beliebige nichtleere Teilmenge. Eine Folge (ui)i∈N in
W k,p(M,N) heißt Minimalfolge in A (bzgl. F ), wenn
lim inf
i→∞
F (ui) = inf {F (u) : u ∈ A}
Eine Abbildung u ∈ A heißt Minimierer in A, wenn gilt:
F (u) = inf {F (v) : v ∈ A}
Direkte Methode der Variationsrechnung: Sei F : W k,p(M,RL) → R
ein Funktional der Ordnung k. F sei nach unten beschra¨nkt, koerziv und schwach
folgen-unterhalbstetig. Sei A ⊂ W k,p(M,N) eine beliebige nichtleere Teilmenge.
Sei (ui)i∈N eine Minimalfolge in A. Dann konvergiert (ui)i∈N nach U¨bergang zu
einer Teilfolge schwach in W k,p gegen eine Abbildung u ∈ W k,p(M,N), fu¨r die
gilt: F (u) ≤ inf {F (v) : v ∈ A}. Ist A schwach-folgenabgeschlossen, so ist u ein
Minimierer in A.
Wichtig: Ein Minimierer in einer Menge A ist im Allgemeinen kein kritischer
Punkt! In der Einleitung wurden bereits fu¨r den Fall harmonischer und biharmo-
nischer Abbildungen Mo¨glichkeiten genannt, die Menge A so zu wa¨hlen, dass ein
Minimierer in A ein kritischer Punkt ist.
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2.4 A¨quivariante Variationsrechnung
Nun sei [M,G] eine kompakte riemannsche Transformationsgruppe, evtl. mit
Rand, [RL, G] eine orthogonale Darstellung und N ⊂ RL eine kompakte G-
invariante Untermannigfaltigkeit. Die Ra¨ume W k,pG (M,N) bzw. W
k,p
G,ϕ(M,N) be-
stehen aus genau den Abbildungen aus W k,p(M,N) bzw. W k,pϕ (M,N), welche
einen G-a¨quivarianten Repra¨sentanten haben.
Lemma 2 Die Menge W k,pG (M,N) und W
k,p
G,ϕ(M,N) sind abgeschlossene Teil-
mengen von W k,p(M,RL) bzgl. der starken (und folglich auch bezu¨glich der schwa-
chen) Folgenkonvergenz.
Dies hat insbesondere zur Folge: Konvergiert eine Folge aus W k,pG (M,RL) stark
oder schwach gegen u ∈ W k,p(M,RL), so liegt auch u in W k,pG (M,RL).
Beweis: Sei {uk}k∈N eine schwach konvergente Folge in W k,pG (M,N) mit Grenz-
wert u ∈ W k,p(M,N). Die Folge konvergiert insbesondere stark in Lp. Deswegen
liegt nach dem Lemma von Fatou fast u¨berall punktweise Konvergenz vor:∫
M
lim inf
k→∞
|uk − u|p dvolg ≤ lim
k→∞
∫
M
|uk − u|p dvolg = 0.
Es gibt also eine Teilfolge {uki}i∈N von {uk}k∈N, die fast u¨berall gegen u konver-
giert Sei g ∈ G. Fu¨r fast alle x ∈ M - genauer: fu¨r diejenigen x, bei denen u
sowohl bei x als auch bei gx punktweise Konvergenz der uki gegen u vorliegt -
gilt
u(gx) = lim
i→∞
uki(gx) = g
−1 lim
i→∞
uki(x) = g
−1u(x).
Deswegen ist u G-a¨quivariant und liegt folglich in W k,pG (M,N). 
Sei ein Funktional F : W k,p(M,N)→ R und eine Abbildung u ∈ W k,pG (M,N)
gegeben.
u heißt G-kritischer Punkt, wenn
δE(u, ϕ) = 0 fu¨r alle G-a¨quivarianten ϕ ∈ C∞0 (M,N).
u heißt G-stationa¨r, wenn
DF (u, φ) = 0
fu¨r alle Abbildungen φ : (−d, d) ×M → M fu¨r ein d > 0, so dass φt := ϕ(t, ·)
fu¨r jedes t ∈ (−d, d) ein G-a¨quivarianter Diffeomorphismus mit ϕt|∂M = Id und
φ0 = Id.
Im Fall M = Bmr (x) (x ∈ Rm) ist dies a¨quivalent zu
DF (u, φ) :=
d
dt
∣∣∣∣
t=0
F (u ◦ ϕt) = 0
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fu¨r alle G-a¨quivarianten Diffeomorphismen ϕ : Bmr (x)→ Bmr (x) und mit ϕt(x) :=
x+ tϕ(x).
u heißt ein G-Minimierer, wenn gilt:
F (u) ≤ F (v) fu¨r alle v ∈ W k,pG (M,N) (bzw. v ∈ W k,pG,u(M,N) falls ∂M 6= 0).
Man sieht leicht, dass ein G-Minimierer sowohl ein G-kritischer Punkt als auch
G-stationa¨r ist. Die Abbildung u ∈ W k,pG (M,N) heißt ein lokaler G-Minimierer,
wenn gilt:
F (u) ≤ F (v) fu¨r alle v ∈ W k,pG , die außerhalb einer kompakten Teilmenge
von M mit u u¨bereinstimmen.
Ob ein G-Minimierer ein kritischer Punkt ist, ha¨ngt vom Funktional F ab.
Bei der extrinsischen Bienergie, mit der wir es in dieser Arbeit zu tun haben, ist
dies der Fall, was wir mit Satz 3 beweisen werden.
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Kapitel 3
A¨quivariante biharmonische
Abbildungen
In diesem Kapitel sind fest gegeben: Eine kompakte riemannsche Transformati-
onsgruppe [M,G] der Dimension m - solange nichts anderes angegeben ist, sei
diese kompakt und mit leerem Rand -, eine orthogonale Darstellung [RL, G], so-
wie eine kompakte G-invariante Untermannigfaltigkeit N ⊂ RL.
3.1 Die Existenz von G-Minimierern
In diesem Abschnitt werden wir den folgenden Satz beweisen:
Satz 2 Es gibt einen G-Minimierer u ∈ W 2,2G (M,N) der Bienergie.
Beweis: Dies ist eine Anwendung der direkten Methode der Variationsrechnung,
wie sie in Abschnitt 2.1 beschrieben worden ist. Da die Bienergie offensichtlich
nichtnegativ ist, genu¨gt nach Lemma 2 zu zeigen:
(i) Die Bienergie ist koerziv;
(ii) Die Bienergie ist schwach-folgenunterhalbstetig in W 2,2(M,N).
Beweis:
zu (i): Im folgenden rechnen wir mit RL-wertigen (kovarianten) k-Tensoren auf
M , d.h. mit Schnitten des Vektorbu¨ndels
⊗k
l=1 T
∗M ⊗ RL. Fu¨r einen solchen
k-Tensor ist der Laplace-Operater ∆gω definiert als
∆gω = −D∗gDgω.
Dabei ist D∗g der zur kovarianten Ableitung Dg adjungierte Operator. (Man ver-
wechsle nicht δg mit D
∗
g!) Im Fall k = 0, das heißt im Fall von Abbildungen
u : M → RL, ergibt dies die bekannte Formel
∆gf = −δgdf.
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Daraus folgt fu¨r alle f ∈ W 2,2(M,RL) mit der Young-Ungleichung∫
M
|df |2 dvolM =
∫
M
df · df dvolg
=
∫
M
f · D∗gdf dvolg
=
∫
M
f · (−∆gf) dvolg
≤1
2
∫
M
|f |2 dvolg + 1
2
∫
M
|∆gf |2 dvolg. (3.1)
Mit zweimaliger partieller Integration folgt fu¨r alle f ∈ C∞(M,RL)∫
M
|∆gf |2 dvolg =
∫
M
∆gf · ∆gf dvolg
=
∫
M
D∗gdf · D∗gdf dvolg
=
∫
M
df · dD∗gdf dvolg
=
∫
M
df · D∗gDgdf dvolg +
∫
M
df · (dD∗gdf −D∗gDgdf) dvolg
=
∫
M
Dgdf · Dgdf dvolg −
∫
M
df · (d∆gf −∆gdf) dvolg
=
∫
M
|Dgdf |2 dvolg −
∫
M
df · (d∆gf −∆gdf) dvolg.
Weiter unten zeigen wir die Abscha¨tzung
|df · (d∆gf −∆gdf) | ≤ c|df |2 (3.2)
mit einer Konstanten c ≥ 0, die von M , nicht aber von f abha¨ngt. Damit erhalten
wir ∫
M
|Dgdf |2 dvolg ≤
∫
M
|∆gf |2 dvolg + c
∫
M
|df |2 dvolg. (3.3)
Nach einem Approximationsargument gilt diese Abscha¨tzung fu¨r alle f ∈ W 2,2(M,RL).
(3.1) und (3.3) und ergeben
||f ||2W 2,2(M,RL) =
∫
M
|f |2 dvolg +
∫
M
|df |2 dvolg +
∫
M
|Dgdf |2 dvolg
≤ 3 + c
2
∫
M
|∆gf |2 dvolg + 1 + c
2
||f ||∞
∫
M
dvolg.
Da N und M kompakt sind, gibt es also eine von M und N , nicht aber von
f ∈ W 2,2(M,N) abha¨ngende Konstante C > 0 mit
||f ||2W 2,2(M,RL) ≤ C(E(f) + 1),
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woraus die Koerzivitat der Bienergie E folgt.
Nun mu¨ssen wir noch die Abscha¨tzung (3.2) beweisen. Wir setzen D = Dg und
fu¨hren den Kru¨mmungsoperator
R(X, Y ) := D2X,Y −D2Y,X
ein. In einer la¨ngeren Rechnung zeigt man fu¨r jede 1-Form ω
[R(X, Y )ω](Z) = ω(R(X, Y )Z).
In einer weiteren la¨nglichen Rechnnung zeigt man
(d∆gf −∆gdf)(X) = (R(ei, X)df)(ei),
wobei {ei}mi=1 ein lokaler Orthonormalrahmen ist und die Summenkonvention ver-
wendet wird. Diese beiden Identita¨ten ergeben
(d∆gf −∆gdf)(X) = df(R(ei, X)ei)
und somit erhalten wir das lokale Ergebnis
df · (d∆gf −∆gdf) = df(ej) · df(R(ei, ej)ei).
Daraus la¨sst sich leicht die globale Ungleichung
|df · (d∆gf −∆gdf)| = c|df |2
schlussfolgern, wobei die Konstante c nicht von f abha¨ngt. (Denn alle den Kru¨mmungs-
tensor R beinhaltenden Terme lassen sich durch eine nur von M abha¨ngende
Konstante abscha¨tzen.)
zu (ii): Sei {ui}i∈N eine Folge in W 2,2(M,N), die schwach gegen ein u ∈
W 2,2(M,N) konvergiert. Aus der Konvexita¨t der Abbildung Rm 3 z 7→ |z| folgt
|x|2 ≥ |y|2 + 2y · (x− y) fu¨r alle x, y ∈ Rm und daraus
|∆guk|2 ≥ |∆gu|2 + 2∆gu · (∆guk −∆gu).
Weil ∆guk schwach in L
2 gegen ∆gu konvergiert, gilt
lim
k→∞
∫
M
∆gu · (∆guk −∆gu) dvolg = 0.
Damit folgt
lim inf
k→∞
E(uk) = lim inf
k→∞
∫
M
|∆guk|2 dvolg
≥
∫
M
|∆gu|2 + 2 lim inf
k→∞
∫
M
∆gu · (∆guk −∆gu) dvolg
=
∫
M
|∆gu|2
= E(u).
Also ist die Bienergie E schwach-folgenunterhalbstetig in W 2,2(M,N). 
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3.2 Symmetrische Stationarita¨t
In diesem Abschnitt kann M nichtleeren Rand haben. Wir werden den folgenden
Satz beweisen:
Satz 3 (Symmetrische Stationarita¨t) Sei u ∈ W 2,2G (M,N).
(i) Gilt
δE(u, ϕ) = 0 fu¨r alle G-a¨quivarianten ϕ ∈ C∞0 (M,RL),
so ist u eine schwach biharmonische Abbildung, d.h. es gilt
δE(u, ϕ) = 0 fu¨r alle ϕ ∈ C∞0 (M,RL).
(ii) Gilt
d
dt
∣∣∣∣
t=0
E(u ◦ Φt) = 0
fu¨r alle 1-Parameterfamilien von G-a¨quivarianten Diffeomorphismen Φt :
M → M , mit Φ0 = id und Φt|∂M = 0 fu¨r alle t in einer beliebig kleinen
Umgebung von 0, so ist u eine stationa¨r biharmonische Abbildung.
Eine Abbildung u ∈ W 2,2G (M,N) ist also genau dann biharmonisch, wenn sie ein
G-kritischer Punkt ist; sie ist genau dann stationa¨r, wenn sie G-stationa¨r ist.
Insbesondere folgt daraus:
Jeder G-Minimierer der Bienergie ist eine stationa¨r biharmonische Abbildungen.
Beweis:
Zu (i): Sei φ ∈ C∞0 (M,RL). Wir definieren φ ∈ C∞0 (M,RL) wie folgt:
ϕ(x) :=
∫
G
g−1ϕ(gx)dhG(g).
Dabei ist hG das normierte Haar-Maß auf G (normiert heißt hier hG(G) = 1).
Offensichtlich ist ϕ G-a¨quivariant. Satz 3 folgt unmittelbar aus dem folgenden
Lemma:
Lemma 3 Fu¨r alle u ∈ W 2,2G (M,N) und alle ϕ ∈ C∞0 (M,RL) gilt
δE(u, ϕ) = δE(u, ϕ).
Dazu beweisen wir zuna¨chst das folgende Lemma:
Lemma 4 Sei (M, g) eine riemannsche Mannigfaltigkeit. Sei φ : M → M ein
Diffeomorphismus. Dann gilt:
∆φ∗g(u ◦ φ) = (∆gu) ◦ φ.
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Beweis: Wir ko¨nnen dieses Lemma in Koordinaten beweisen. Seien Ω1 und Ω2
offene Teilmengen des Rm. φ : Ω1 → Ω2 sei ein Diffeomorphismus. Die Koef-
fizientenfunktionen des metrische Tensor g auf Ω2 seien in den gewa¨hlten Ko-
ordinaten mit gij bezeichnt, g
ij sei punktweise die inverse Matrix zu gij. Der
Laplace-Beltrami-Operator ∆g ist wie folgt gegeben:
∆gf = −gij
(
fij − Γkijfk
)
.
Wir bezeichnen mit g˜αβ die Koeffizientenfunktionen des zuru¨ckgezogenen metri-
schen Tensors ϕ∗g auf Ω2 und mit Γ˜
γ
αβ die Christoffel-Symbole auf Ω2 zur Metrik
g˜ij. Wir verwenden folgende Abku¨rzungen:
φiα =
∂φi
∂xα
, xαi :=
∂xα
∂φi
, ui :=
∂u
∂xi
Es gilt:
φiαx
α
j = δ
i
j,
Γ˜γαβ =
(
Γkij ◦ ϕ
)
φiαφ
j
βx
γ
k + φ
k
αβx
γ
k,
(u ◦ φ)γ = (ui ◦ φ)φiγ,
(u ◦ φ)αβ = (uij ◦ φ)φiαφjβ + (uj ◦ φ)φjαβ.
In der folgenden Rechnung verwenden wir xαi φ
i
α = 1
∆g˜(u ◦ φ) = −g˜αβ
(
(u ◦ φ)αβ − Γ˜γαβ(u ◦ φ)γ
)
= −(gij ◦ φ)xαi xβj
[
(uab ◦ φ)φaαφbβ + (uk ◦ φ)φkαβ
−(Γkab ◦ φ)φaαφbβxγk(uc ◦ φ)φcγ − φkαβxγk(ua ◦ φ)φaγ
]
= − [gij (uij − Γkijuk)] ◦ φ
= (∆gu) ◦ φ.
Dies ist die Behauptung. 
Nun zum Beweis von Lemma 3. Zuna¨chst berechnen wir
δE(u, ϕ) =
d
dt
∣∣∣∣
t=0
∫
M
∆g(ΠN(u+ tϕ)) ·∆g(ΠN(u+ tϕ)) dvolg
= 2
∫
M
∆gu ·∆g d
dt
∣∣∣∣
t=0
(ΠN(u+ tϕ)) dvolg
Weil d
dt
∣∣
t=0
(Πn(u(x) + tϕ(x))) die orthogonale Projketion des Vektors ϕ(u(x)) in
den Raum Tu(x)N ist, folgt nun:
δE(u, ϕ) = 0 fu¨r alle ϕ ∈ C∞0 (M,RL)
⇐⇒
∫
M
∆gu ·∆gϕ = 0 fu¨r alle ϕ ∈ C∞0 (M,RL) mit ϕ(x) ∈ Tu(x)N (x ∈M)
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Weil ΠN eine G-a¨quivariante Abbildung ist, gilt
δE(u, ϕ) = 0 fu¨r alle G-a¨quivarianten ϕ ∈ C∞0 (M,RL)
⇐⇒
∫
M
∆gu ·∆gϕ = 0 fu¨r alle G-a¨quivarianten ϕ ∈ C∞0 (M,RL)
mit ∇ϕ(x) ∈ Tu(x)N (x ∈M)
In der folgenden Rechnung verwenden wir, dass fu¨r alle a ∈ G und alle f, h :
M → RL gilt:
• L∗ag = g.
• (λa ◦ f) · (λa ◦ h) = f · g.
• λa ◦ (∆gf) = ∆g(λa ◦ f).
Die ersten beiden Aussagen folgen daraus, dass La bzw. λa Isometrien sind. Die
dritte Aussage folgt daraus, dass λa linear ist.
Zuna¨chst merken wir noch an: Aus diesen drei Aussagen folgt zusammen mit
Lemma 4, dass mit f auf ∆gf G-a¨quivariant ist:
(∆gf) ◦ La = ∆L∗ag(f ◦ La) = ∆g(λa ◦ f) = λa ◦∆gf. (3.4)
Wir berechnen also:∫
M
∆gu ·∆gϕ dvolg
=
∫
M
∫
G
[(∆gu) ◦ La] · [(∆gϕ) ◦ La] dhG(a)dvolL?ag
=
∫
M
∫
G
∆L?ag(u ◦ La) ·∆L?ag(ϕ ◦ La) dhG(a)dvolL?ag
=
∫
M
∫
G
∆g(u ◦ La) ·∆g(ϕ ◦ La) dhG(a)dvolg
=
∫
M
∫
G
λa−1 ◦∆g(u ◦ La) · λa−1 ◦∆g(ϕ ◦ La) dhG(a)dvolg
=
∫
M
∫
G
∆g(λa−1 ◦ u ◦ La) ·∆g(λa−1 ◦ ϕ ◦ La) dhG(a)dvolg
=
∫
M
∫
G
∆gu ·∆g(λa−1 ◦ ϕ ◦ La) dhG(a)dvolg
=
∫
M
∆gu ·∆g(
∫
G
λa−1 ◦ ϕ ◦ La dhG(a)) dhG(a)dvolg
=
∫
M
∆gu ·∆g(
∫
G
λa−1 ◦ ϕ ◦ La dhG(a)) dvolg
=
∫
M
∆gu ·∆gϕ dvolg
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Damit ist Lemma 3 und damit auch Teil (i) des Satzes bewiesen.
Zu (ii): Ein Diffeomorphismus Ψ : M →M ist genau dann a¨quivariant, wenn
fu¨r jede G-a¨quivariante Abbildung f : M → RL auch f ◦ Ψ G-a¨quivariant ist.
Sei nun Ψ : M → M ein beliebiger Diffeomorphismus. Es gibt einen eindeutig
bestimmten a¨quivarianten Diffeomorphismus Ψ˜, so dass fu¨r alle G-a¨quivarianten
Funktionen f : M → R gilt:
f ◦Ψ = f ◦ Ψ˜,
was ausfu¨hrlicher bedeutet:∫
G
λa−1 ◦ f ◦Ψ ◦ La dhG(a) = f ◦ Ψ˜.
Wir zeigen nun, dass fu¨r jede a¨quivariante Abbildung u : M → RL und jede
1-Parameterfamilie von Diffeomorphismen Ψt : M → M , t ∈ (−, ) fu¨r ein
beliebiges  > 0, mit Ψ0 = id und ψt|∂M = id fu¨r alle t ∈ (−, ) gilt:
d
dt
∣∣∣∣
t=0
E(u ◦Ψt) = d
dt
∣∣∣∣
t=0
E(u ◦ Ψ˜t).
Damit ist dann Teil (ii) des Satzes offenkundig bewiesen. Im vierten Schritt der
folgenden Rechnung verwenden wir die G-A¨quivarianz von ∆gu und die Isome-
trieeigenschaft (L−1a )
∗g = g.
d
dt
∣∣∣∣
t=0
E(u ◦Ψt) =
=
d
dt
∣∣∣∣
t=0
∫
M
∆g(u ◦Ψt) · ∆g(u ◦Ψt) dvolM
=2
∫
M
∆gu · d
dt
∣∣∣∣
t=0
∆g(u ◦Ψt) dvolM
=2
∫
G
∫
M
[λa−1 ◦∆gu ◦ La] · d
dt
∣∣∣∣
t=0
(λa−1 ◦ [∆g(u ◦Ψt)] ◦ La) dhG(a) dvolM
=2
∫
G
∫
M
∆gu · d
dt
∣∣∣∣
t=0
∆g(λa−1 ◦ u ◦Ψt ◦ La) dhG(a) dvolM
=2
∫
M
∆gu · d
dt
∣∣∣∣
t=0
∆g
∫
G
(λa−1 ◦ u ◦Ψt ◦ La) dhG(a) dvolM
=2
∫
M
∆gu · d
dt
∣∣∣∣
t=0
∆g(u ◦ Ψ˜t) dvolM
=
d
dt
∣∣∣∣
t=0
∫
M
∆g(u ◦ Ψ˜t) · ∆g(u ◦ Ψ˜t) dvolM
=
d
dt
∣∣∣∣
t=0
E(u ◦ Ψ˜t).

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3.3 Lokalisierung der Bienergie
In diesem Abschnitt ist G kompakt, M braucht jedoch nicht kompakt zu sein.
Wir fordern M ∩ ∂M = ∅.
Fu¨r jedes x ∈M sei
δx := C[M,G]dist (x,M(> Gx)) .
Nun sei ein a ∈M gegeben. Auf der Scheibe Sδa(a) fu¨hren wir Normalkoordinaten
ein, d.h. Sδa(a) ist isometrisch mit Bmaδa , versehen mit einem geeigneten metrischen
Tensor gij, identifiziert. Die Verwendung von Normalkoordinaten garantiert, dass
dadurch fu¨r jedes 0 < r < δa die Scheibe Sr(a) mit Bmar identifiziert ist. Fu¨r jede
Abbildung f : M → A (mit einer beliebigen Menge A) bezeichnen wir die Ein-
schra¨nkung auf Sδa(a) ∼= Bmaδa mit f [a]. Man beachte den Unterschied zwischen
Df [a] und (df)[a] bzw. zwischen D2f [a] und (Dgdf)
[a]! Zur weiteren Verdeutli-
chung: Mit Df [a] bzw. D2f [a] meinen wir D(f [a]) bzw. D2(f [a]). Wir beweisen
den folgenden Satz:
Satz 4 (Lokalisierungssatz) Es gibt einen glatten, Ga-invarianten Integranden
V [a] : Bmaδa × RL × Rma×L × Rma×ma×L → R,
so dass fu¨r jede Abbildung f ∈ W 2,2G (Uδa(Ga),RL) und jede Teilmenge A ⊂ Sδa(a)
(∼= Bmaδa ) gilt:∫
GA
|∆Mf |2 dvolM = H m−ma(Ga)
∫
GaA
(|∆f [a]|2 + V [a](·, f [a], Df [a], D2f [a])) dx.
Fu¨r diesen gilt
|V [a] (x, z, p, q)| ≤Ca
(|x| |q|2 + |q| |p|+ |q| |z|+ |p|2 + |z|2) ,
≤Ca
(
|x| |q|2 + |q| 32 + |p|3 + |z|3 + 1
)
,
|V [a]x (x, z, p, q)| ≤Ca
(|q|2 + |p|2 + |z|2) ,
|V [a]p (x, z, p, q)| ≤Ca (|q|+ |p|+ |z|) ,
|V [a]q (x, z, p, q)| ≤Ca (|x| |q|+ |p|+ |z|)
mit einer Konstanten Ca > 0, die von a, nicht aber von (x, z, p, q) abha¨ngt.
Es liegt nahe, dass die Konstante Ca unabha¨ngig von a gewa¨hlt werden kann.
In analogen Aussagen fu¨r a¨quivariante harmonische Abbildungen ist das na¨mlich
der Fall, siehe [13]. Dem gehen wir jedoch in dieser Arbeit nicht nach.
Wir definieren zwei Untervektorbu¨ndel A und B von TUδa(Ga) faserweise
wie folgt: Fu¨r jedes x ∈ Uδa(Ga) sei
Ax := TxSr(pi ◦ exp−1(x)),
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(dabei ist pi : ν(Ga) → Ga die Bu¨ndel-Projektion; die Definition von Ax ha¨ngt
nicht von der Wahl eines hinreichend kleinen r > 0 ab). Man mache sich klar,
dass x ∈ Spi◦exp−1(x) gilt! Bx sei das orthogonale Komplement von Ax ∩ Tx(Gx)
in Tx(Gx), d.h.
Tx(Gx) = (Tx(Gx) ∩Ax)⊕Bx.
Es gilt
By = Ty(Ga), und Ay = νy(Ga) fu¨r alle y ∈ Ga, (3.5)
da TxM = Tx(Gx)⊕νx(Gx) und TxSδa(x) = νx(Gx) fu¨r alle x ∈M . (3.5) braucht
jedoch nicht fu¨r alle y ∈ Uδa(Ga) zu gelten.
Es seien Vektorfelder E1, ..., Em sowie Fmz+1, ..., Fm auf Bδa(z) wie folgt ge-
geben: Fu¨r jedes x ∈ Bδa(a) sei
• E1(x), ..., Em(x) ist eine Orthonormalbasis von TxM ,
• E1(x), ..., Emz(x) eine Orthonormalbasis von Ax und
• Fmz+1(x), ..., Fm(x) eine Orthonormalbasis von Bx.
Außerdem gelte
• Fmz+1(y) = Emz+1(y), ... , Fm(y) = Em(y) fu¨r jedes y ∈ Ga ∩Bδa(a).
Wir bemerken, dass E1(x), ..., Emz(x), Fmz+1(x), ...Fm(x) fu¨r jedes x ∈ Bδa(a) ei-
ne Normalbasis, im Allgemeinen jedoch keine Orthonormalbasis von TxM bilden.
Dies liegt an folgendem Sachverhalt: Fu¨r jedes x ∈ M schneiden sich der Orbit
Gx und die Scheibe Sr(x) senkrecht, d.h. TxGx ist das orthogonale Komplement
von TxSr(x) in TxM . Fu¨r ein y ∈ Sr(x) \ {x} brauchen sich Gy und Sr(x) nicht
senkrecht zu schneiden. Zwar spannen TySr(x) und TyGy den Raum TyM auf,
jedoch braucht TyGy nicht das orthogonale Komplement von TySr(x) in TyM
zu sein. Kurz ausgedru¨ckt: Scheiben und Orbits brauchen nicht senkrecht aufein-
ander zu stehen. Transformationsgruppen, in denen Scheiben und Orbits stets
senkrecht aufeinander stehen, heißen polare Transformationsgruppen, fu¨r diese
liegen interessante Klassifizierungsresultate vor (siehe das Buch [44] von Palais
und Terng).
Sei die lineare Abbildung Px : TxM → TxM gegeben durch
Px
(
Ei(x)
)
= Ei(x) fu¨r 1 ≤ i ≤ ma,
Px
(
Ei(x)
)
= F i(x) fu¨r ma + 1 ≤ i ≤ m.
Es gilt:
• Die Einschra¨nkung von Px auf das orthogonale Komplement von Ax in TxM
ist eine Orthogonalprojektion mit Bild Bx.
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Wir arbeiten im Folgenden mit drei unterschiedlichen Arten von Indizes, deren
Geltungsbereiche wir nun angeben:
1 ≤ i, j, k ≤ m,
1 ≤α, β, γ ≤ mz,
mz + 1 ≤A,B,C ≤ m.
Es gelte die Summenkonvention, d.h. doppelt auftretende Indizes werden u¨ber
den jeweiligen Geltungsbereich summiert.
Lemma 5 (Zerlegung des Laplace-Operators) Es gibt glatte Abbildungen
λ
[a,1]
αβ , λ
[a,2]
γ , λ
[a,3] : Bmaδa → RL×L
mit
(∆Mf)
[a] = ∆f [a] + λ
[a,1]
αβ · f [a]αβ + λ[a,2]γ · f [a]γ + λ[a,3] · f [a].
fu¨r alle (hinreichend regula¨ren) G-a¨quivarianten Abbildungen f : Uδa(Ga)→ RL.
Beweis: Da wir mit einem fest gewa¨hlten a ∈M arbeiten, schreiben wir λ[1]αβ, λ[2]γ , λ[3]
anstelle von λ
[a,1]
αβ , λ
[a,2]
γ , λ[a,3] und f anstelle von f [a].
Behauptung 1: Es gibt glatte Abbildungen
ξ
[1]
A , ξ
[2]
AB, ξ
[3]
ABα, ξ
[4]
αA, ξ
[5]
α : Br(a)→ RL×L
mit
dFAf = ξ
[1]
A · f,
(Dd)FAFBf = ξ
[2]
AB · f + ξ[3]ABα · dEαf,
(Dd)EαFAf = ξ
[4]
αA · f + ξ[5]αAβ · dEβf
(3.6)
auf Br(z) fu¨r alle (hinreichend regula¨ren) G-a¨quivarianten Abbildungen f : M →
RL.
Beweis von Behauptung 1: Fu¨r x ∈ Ur(Ga) sei D[x] die kovariante Ableitung
der riemannschen Untermannigfaltigkeit Gx ⊂ M . Das Vektorfeld (DFAFB)>
(bzw.
(
DFAF
B
)⊥
) sei die Komponente von DFAF
B tangential (bzw. senkrecht)
zu den Orbits, d.h. fu¨r alle x ∈ Br(z) ist
(
DFAF
B
)>
(x) (bzw.
(
DFAF
B
)⊥
(x))
die orthogonale Projektion des Vektors DFAF
B(x) ∈ TxM auf den Raum Tx(Gx)
(bzw. νx(Gx)). Es gilt:
(D[x]d)FAFB = dFAdFB − d(D
FA
FB)>
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und deshalb
(Dd)FAFB = dFAdFB − dD
FA
FB
= dFAdFB − d(D
FA
FB)> − d(D
FA
FB)⊥
= (D[x]d)FAFB − d(D
FA
FB)⊥ . (3.7)
Sei (x, y) ∈ Br(a) × RL mit Gx ≤ Gy. Dann gibt es eine eindeutige, glatte,
G-a¨quivariante Abbildung θx,y : Gx→ Gy ⊂ RL mit θx,y(x) = y. Wir definieren
ΦA :
{
(a, b) ∈ Br(z)× RL : Ga ≤ Gb
}→ RL, ΦA(x, y) := dFAθx,y(x),
ΨAB :
{
(a, b) ∈ Br(z)× RL : Ga ≤ Gb
}→ RL, ΨAB(x, y) := (D[x]d)FAFBθx,y(x).
Fu¨r jedes x ∈ Br(a) ist die Menge{
v ∈ RL : Gx ≤ Gv
}
ein linearer Unterraum von RL: Denn seien w1, w2 in dieser Menge, seien a,b ∈ R
und sei g ∈ Gx. Da G linear auf RL operiert, gilt
g · (aw1 + bw2) = a(g · w1) + b(g · w2) = aw1 + bw2
und folglich
Gx ≤ Gaw1+bw2 .
Aus der Linearita¨t der Operation von G auf RL folgt außerdem
θx,ay1+by2 = aθx,y1 + bθx,y2
fu¨r alle x ∈ Br(a), alle a,b ∈ R und alle y1, y2 ∈
{
v ∈ RL : Gx ≤ Gv
}
. Daraus
folgt fu¨r jedes x ∈ Br(z) die Linearita¨t der Abbildungen
{v ∈ RL : Gx ≤ Gv} 3 y 7→ ΦA(x, y) ∈ RL,
{v ∈ RL : Gx ≤ Gv} 3 y 7→ ΨAB(x, y) ∈ RL.
Wir erweitern diese zu linearen Abbildungen
RL 3 y 7→ ΦA(x, y) ∈ RL,
RL 3 y 7→ ΨAB(x, y) ∈ RL,
indem wir, falls y aus dem orthogonalen Komplement von {v ∈ RL : Gx ≤
Gv} stammt, ΦA(x, y) = ΨAB(x, y) = 0 setzen. Deswegen gibt es matrixwertige
Funktionen
ϕA, ψAB : Br(z)→ RL×L
mit
ΦA(x, y) = φA(x) · y,
ΨAB(x, y) = ψAB(x) · y.
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Die Abbildungen φA und ψAB sind glatt und beschra¨nkt, da die Operationen
von G auf M und RL glatt sind. Nun folgt fu¨r alle (hinreichend regula¨ren) G-
a¨quivarianten f : M → RL
dFAf = ΦA(·, f) = φA · f,
(D[x]d)FAFBf = ΨAB(·, f) = ψAB · f (3.8)
auf Br(a). (Bedenke hierbei zum einen u(x) = θx,u(x)(x) und zum anderen, dass
wegen der A¨quivarianz stets Gx ≤ Gu(x) gilt!)
Da das Vektorfeld (DFAF
B)⊥ als Linearkombination der Eα und FC darge-
stellt werden kann, gibt es glatte, beschra¨nkte Koeffizientanfunktionen
κ
[1]
ABα, κ
[2]
ABC : Br(a)→ R
mit
d(D
FA
FB)⊥ = κ
[1]
ABαdEα + κ
[2]
ABCdFC
= κ
[1]
ABαdEα + κ
[2]
ABCφC · f.
Daraus folgt mit (3.7) und (3.8)
(Dd)FAFBf = −κ[1]ABαdEαf +
(
ψAB − κ[2]ABCφC
)
· f.
Ebenso gibt es Funktionen
κ
[3]
αAβ, κ
[4]
αAB : Br(a)→ R
mit
dDEαFAf = κ
[3]
αAβdEβf + κ
[4]
αABdFBf
= κ
[3]
αAβdEβf + κ
[4]
αABφB · f.
Daraus folgt
(Dd)EαFAf = dEαdFAf − dDEαFAf
= dEα(φA · f)− κ[3]αAβdEβf − κ[4]αABφB · f
=
(
δαβφA − κ[3]αAβ1L
)
· dEβf +
(
dEαφA − κ[4]αABϕB
)
· f,
wobei 1L die L-dimensionale Einheitsmatrix und δαβ das Kronecker-Delta ist.
Nun setzen wir
ξ
[1]
A := φA,
ξ
[2]
AB :=
(
ψAB − κ[2]ABCφC
)
,
ξ
[3]
ABα := −κ[1]ABα,
η
[4]
αA :=
(
dEαφA − κ[4]αABφB
)
,
η
[5]
αAβ :=
(
ϕAδαβ − κ[3]αAβ1L
)
.
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Damit ist Behauptung 1 bewiesen.
Behauptung 2: Es gibt glatte, beschra¨nkte Abbildungen
η
[1]
αβ : Br(a)→ R, η[2]α : Br(a)→ RL×L, η[3] : Br(a)→ RL×L
mit
(Dd)EAEAf = η
[1]
αβ(Dd)EαEβf + η
[2]
α · dEαf + η[3] · f (3.9)
auf Br(a) fu¨r alle (hinreichend regula¨ren) G-a¨quivarianten Abbildungen f : M →
RL. Dabei gilt
|η[1]αβ(a)| = 0.
Beweis von Behauptung 2: Da jedes Vektorfeld EA auf x ∈ Bδa(a) als Linear-
kombination der E1(x), ..., Emz(x), Fmz+1(x), ..., Fm(x) dargestellt werden kann,
gibt es glatte, beschra¨nkte Koeffizientenfunktionen ΘAi : Bδa(a)→ R mit
EA = ΘAγE
γ + ΘACF
C .
Wegen FA(a) = EA(a) gilt offensichtlich
ΘAγ (a) = 0. (3.10)
Nun folgt
dEA = Θ
A
γ dEγ + Θ
A
CdFC ,
sowie
(Dd)EAEA = Θ
A
αΘ
B
β (Dd)EαEβ + ζ
[1]
CK(Dd)FCFK
+ ζ
[2]
αC(Dd)EαFC + ζ
[3]
γ dEγ + ζ
[4]
C dFC
mit glatten, beschra¨nkten Funktionen
ζ
[1]
CK , ζ
[2]
αC , ζ
[3]
γ , ζ
[4]
C : Br(z)→ R
(die von den Funktionen ΘAi und dΘ
A
i abha¨ngen). Setzen wir hierin (3.6) ein, so
erhalten wir
(Dd)EAEAf = Θ
A
αΘ
A
β (Dd)EαEβf
+ η[2]α · dEαf + η[3] · f
fu¨r glatte, beschra¨nkte Funktionen
η[2]α , η
[3] : Br(z)→ RL×L.
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Weiterhin setzen wir
η
[1]
αβ = Θ
A
αΘ
A
β .
Wegen (3.10) gilt offenkundig
η
[1]
αβ(z) = 0.
Damit ist Behauptung 2 bewiesen.
Bekanntlich hat der Laplace-Beltrami-Operator vonM eingeschra¨nkt aufBr(z)
die Darstellung
∆M = −(Dd)EiEi = −(Dd)EαEα − (Dd)ECEC .
Die Eα bilden einen Orthonormalrahmen von Sr(z). Außerdem ist Sr(z) eine
total-geoda¨tische Untermannigfaltigkeit von M . Deswegen gilt fu¨r alle (hinrei-
chend regula¨ren) f : M → RL und alle x ∈ Sδa(a)
∆Sr(z)f(x) = −(Dd)EαEαf(x).
Somit erhalten wir unter Verwendung von (3.9)
∆Mf(x) = ∆Sr(z)f(x)− η[1]αβ(Dd)EαEβf(x)− η[2]α · dEαf(x)− η[3] · f(x). (3.11)
Nun verwenden wir die Identifizierung von Sδa(a) mit Bmaδa . Setzen wir
∆Sδa (a)f =∆gf
=− gαβ(fαβ − Γγαβfγ)
=∆f − (gαβ − δαβ)fαβ + gαβΓγαβfγ (3.12)
und
(Dd)XY f = fαβX
αY β − (Y γκ Xκ − ΓγηκXηY κ)fγ
in (3.11) ein, so erhalten wir
∆Mf = ∆gf − (η[1]αβ(Dd)EαEβf + η[2]α · dEαf + η[3] · f)
= ∆f −
(
gαβ − δαβ + η[1]αβ
)
fαβ + λ
[2]
γ · fγ + λ[3] · f
mit glatten Funktionen λ
[2]
γ , λ[3]. Wir setzen
λ
[1]
αβ := −
(
gαβ − δαβ + η[1]αβ
)
.
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Da wir nach Voraussetzung in Normalkoordinaten arbeiten, gilt gαβ(0)−δαβ = 0.
Aus η
[1]
αβ(a) = 0 folgt η
[1]
αβ(a) = 0 und damit
λ
[1]
αβ(0) = 0.
Damit ist Lemma 5 bewiesen. 
Das folgende Lemma zitieren wir aus der Arbeit [13] von Gastel (dort Lemma
5.1 zusammen mit den voranstehenden Bemerkungen, sowie Lemma 5.3 (i)):
Lemma 6 Sei a ∈M . Es gibt eine glatte, beschra¨nkte Funktion γ[a] : Bmaδa → R,
so dass fu¨r alle G-invarianten Funktionen f : M → RL und alle messbaren
Teilmengen A ⊂ Sδa(a) gilt:∫
GA
f dvolM =
∫
GaA
f [a] γ[a] dx (3.13)
und γ[a](0) = H m−ma(Ga).
Da wir mit einem fest gewa¨hlten a arbeiten, setzen wir γ = γ[a].
Beweis von Satz 4: Als Abku¨rzung fu¨hren wir die Funktion
Λ : Bmzr × RL × Rmz×L × Rmz×mz×L → RL,
Λ(x, z, p, q) := λ
[1]
αβ(x)qαβ + λ
[2]
γ (x) · pγ + λ[3] · z
ein. Wir setzen V = V [a] und γ = γ[a]. Mit den Bezeichnungen aus Lemma 5 und
Lemma 6 definieren wir
V (x, y, p, q) := |qαα|2(γ −H m−ma(Ga)) + |Λ(x, z, p, q)|2 γ + 2γΛ(x, z, p, q) · qαα.
Dann gilt
(|∆Mf |2)γ = |(∆Mf)|2γ = ∆f + V (·, fa, Dfa, D2fa)
und daraus folgt mit Lemma 4 fu¨r jede Teilmenge A ⊂ Sδa(a) (∼= Bmaδa )∫
GA
|∆Mf |2 dvolM = H m−ma(Ga)
∫
GaA
(|∆f |2 + V (·, f ,Df,D2f)) dx.
Wir berechnen
Vxα(x, z, p, q) =
(|qαα|2 + |Λ(x, z, p, q)|2 + 2Λ(x, z, p, q) · qαα) γα
+2γΛ(x, z, p, q) ·
[(
∂xαλ
[1]
αβ(x)
)
qαβ +
(
∂xαλ
[2]
γ (x)
) · pγ + (∂xαλ[3]) · z] ,
Vpα(x, z, p, q) =2γλ
[2]
α (x) · Λ(x, z, p, q) + 2γλ[2]α (x) · qγγ,
Vqαβ(x, z, p, q) = 2(γ −H m−ma(Ga))δαβqγγ + 2γ(δαβ + λ[1]αβ(x))Λ(x, z, p, q)
+ 2γλ
[1]
αβ(x)qγγ.
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Mit
|γ(x)| ≤ C und |γ(x)−H m−ma(Ga)| ≤ C|x|.
(letzteres folgt aus dem Schrankensatz) folgen die Abscha¨tzungen
|V (x, z, p, q)| ≤c [|x| |q|2 + |Λ(x, z, p, q)|2 + |Λ(x, z, p, q)| |q|] ,
|Vx(x, z, p, q)| ≤c
[|q|2 + |Λ(x, z, p, q)|2 + |Λ(x, z, p, q)| (|q|+ |p|+ |z|))]
|Vp(x, z, p, q)| ≤c [|q|+ |Λ(x, z, p, q)|] ,
|Vq(x, z, p, q)| ≤c [|x| |q|+ |Λ(x, z, p, q)|]
fu¨r eine Konstante c > 0. In allen folgenden Schritten werden wir die Konstante
c bei Bedarf vergro¨ßern. Mit der Abscha¨tzung
|λ[1]αβ(x)| ≤ c|x|
aus Lemma 5 erhalten wir
|Λ(x, z, p, q)| ≤ c [|x| |q|+ |p|+ |z|]
Mit der Young-Ungleichung (hier in den Formen ab ≤ c(a2 + b2) und ab ≤ c(a3 +
b
3
2 )) folgt dann fu¨r ein c > 0
|V (x, z, p, q)| ≤c (|x| |q|2 + |q| |p|+ |q| |z|+ |p|2 + |z|2)
≤c
(
|x| |q|2 + |q| 32 + |p|3 + |z|3 + 1
)
,
|Vx(x, z, p, q)| ≤c
(|q|2 + |p|2 + |z|2) ,
|Vp(x, z, p, q)| ≤c (|q|+ |p|+ |z|) ,
|Vq(x, z, p, q)| ≤c (|x| |q|+ |p|+ |z|) .
Mit V [a] = V und Ca = c ist der Satz bewiesen. 
Wir werden einige Varianten dieses Lokalisierungssatzes beno¨tigen. Die Bewei-
se gehen vo¨llig analog, nur mit geringen und offensichtlichen A¨nderungen. Zum
einen gibt es einen Integranden
Λ[a] : Bmaδa × RL × Rma×L × Rma×ma×L → R,
so dass fu¨r jedes jede Abbildung f ∈ W 2,2G (Uδa(Ga),RL) und jede Teilmenge
A ⊂ Sδa(a) (∼= Bmaδa ) gilt:∫
GA
(|Dgdf |2 + |df |4) dvolM
=H m−ma(Ga)
∫
GaA
(|D2f [a]|2 + |Df [a]|4 + Λ[a](·, f [a], Df [a], D2f [a])) dx.
Sei nun ein ein b ∈ Bmaδa ∼= Sδa(a) gegeben. Wir wollen die Abbildung fa in b
lokalisieren. Es sei ma,b := ma − dim(Gab) und es sei Ga,b die Isotropiegruppe
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von Ga in B
ma . Fu¨r 0 < ρ < δb sei Sρ(a, b) die Scheibe um b in Bma (nicht in
M !). (Man u¨berlege sich hierzu, dass δb = CBma ,Gadist(b, Bma(> Ga,b) gilt.) Es sei
f [a,b] := f [a]|Sδb (a,b). Wir identifizieren Sδb(a, b) durch beliebige Normalkoordinaten
mit [Bma,b , Ga,b]. Es gibt glatte, Ga,b-invariante Integranden
W [a,b], Γ[a,b] : B
ma,b
δb
× RL × Rma,b×L × Rma,b×ma,b×L → R
mit ∫
GaA
(|∆f [a]|2 + V [a](·, f [a], Df [a], D2f [a])) dx
= H ma−ma,b(Gab)
∫
Ga,bA
(|∆f [a,b]|2 +W [a,b](·, f [a,b], Df [a,b], D2f [a,b])) dx
und ∫
GaA
(|D2f [a]|2 + |Df [a]|4 + Λ[a](·, f [a], Df [a], D2f [a])) dx
= H ma−ma,b(Gab)
∫
Ga,bA
(|D2f [a,b]|2 + |D[a,b]|4 + Γ[a,b](·, f [a,b], Df [a,b], D2f [a,b])) dx
fu¨r alle f ∈ W 2,2G (M,RL) und alle A ⊂ Sδb(a, b).
Fu¨r W [a,b] werden wir die wichtigen Teile des Beweises skizzieren:
Sδb(a, b) ist ein Ball in einem affinen Unterraum von Rma . Nach einer geeigneten
Drehung der Koordinaten ko¨nnen wir davon ausgehen, dass
Sδb(a, b) =
{
b+ (x, 0, ..., 0) : x ∈ Bma,bδb
}
.
Im Folgenden gelten fu¨r lateinische und griechische Indizes die folgenden Gel-
tungsbereiche:
1 ≤ α, β, γ... ≤ ma,b, ma,b + 1 ≤ i, j, k... ≤ ma.
Wie im Beweis des Lokalisierungssatzes (Satz 4) erhalten wir Abbildungen
αi, βij, γiα : Sδa,b(a, b)→ RL×L,
so dass fu¨r alle (hinreichend regula¨ren) u : Bma → RL gilt:
ui = αi · u,
uij = β
[1]
ij · u+ β[2]ijα · uα,
uiα = γ
[1]
iα · u+ γ[2]iαβ · uβ.
Mit Lemma 6 erhalten wir eine Funktion ω : Sδb(a, b)→ R mit∫
GaA
u dx =
∫
Ga,bA
uω dx.
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fu¨r alle Ga-a¨quivarianten integrierbaren Abbildungen u : B
ma → RL und alle
A ⊂ Bma,bδb ∼= Sδa,b(a, b). Dann ist der Integrand W [a,b] wegen
∆u = uαα + β
[2]
iiα · uα + β[1]ii · u
gegeben durch
W [a,b](x, z, p, q) =uαα
(
ω(x)−H dim(Gab)(Gab)
)
+
(
β
[2]
iiα · uα + β[1]ii · u
)
ω
+ V [a]
(
x, z, `[1](x, z, p, q), `[2](x, z, p, q)
)
ω.
Fu¨r gegebene x, z, p = (pα) und q = (qαβ) sind dabei `
[1](x, z, p, q) ∈ Rk×L und
`[2](x, z, p, q) ∈ Rk×k×L komponentenweise wie folgt gegeben:
`[1](x, z, p, q)α = pα,
`[1](x, z, p, q)i = αi(x) · z,
`[2](x, z, p, q)αβ = qαβ,
`[2](x, z, p, q)ij = β
[1]
ij (x) · z + β[2]ijα(x) · pα,
`[2](x, z, p, q)iα = `
[2](x, z, p, q)αi = γ
[1]
iα (x) · z + γ[2]iαβ(x) · pβ.
Der Rest des Beweises geht vo¨llig analog zu dem des ersten Lokalisierungssatzes
(Satz 4).
Genau wie im Lokalisierungssatz sieht man, dass fu¨r Λ[a],W [a,b] und Γ[a,b] Abscha¨tzun-
gen vo¨llig analog zu denen von V gelten. Wir zitieren diejenigen, die wir im Verlauf
des Beweises beno¨tigen werden: Es gibt eine Konstante Ca > 0, die von a, nicht
aber von x, z, p, q abha¨ngt, mit
|Λ[a] (x, z, p, q)| ≤Ca
(|x| |q|2 + |q| |p|+ |q| |z|+ |p|2 + |z|2)
≤Ca
(
|x| |q|2 + |q| 32 + |p|3 + |z|3 + 1
)
|W [a,b] (x, z, p, q)| ≤Ca
(|x| |q|2 + |q| |p|+ |q| |z|+ |p|2 + |z|2)
≤Ca
(
|x| |q|2 + |q| 32 + |p|3 + |z|3 + 1
)
,
|Γ[a,b] (x, z, p, q)| ≤Ca
(|x| |q|2 + |q| |p|+ |q| |z|+ |p|2 + |z|2)
≤Ca
(
|x| |q|2 + |q| 32 + |p|3 + |z|3 + 1
)
.
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Kapitel 4
Lokale Konvergenzsa¨tze
In diesem Kapitel sind vorgegeben:
• Zwei orthogonale Darstellungen [Rm, G] und [RL, G], wobei die Kohomoge-
nita¨t der ersteren mit d bezeichnet wird.
• Kompakte G-invariante Untermannigfaltigkeiten Ni ⊂ RL sowie eine (nicht
notwendigerweise kompakte) G-invariante Untermannigfaltigkeit N∞ ⊂ RL
mit den folgenden beiden Eigenschaften:
– Fu¨r jede Abbildung f ∈ W 2,2G (Bm, N∞) gibt es eine Folge fi ∈ W 2,2G (Bm, Ni),
die stark in W 2,2(Bm,RL) gegen f konvergiert,
– Die Na¨chste-Punkt-Projektionen ΠNi sind in folgendem Sinne gleichma¨ßig
beschra¨nkt: Es gibt ein δ > 0 und ein µ > 0, so dass fu¨r alle i ∈ N∪{∞}
und alle f ∈ W 2,2(Bm,Uδ(Ni)) gilt:
||ΠNi ◦ f ||W 2,2(Bm,RL) ≤ µ||f ||W 2,2(Bm,RL). (4.1)
(Wichtig ist hierbei, dass µ nicht von i abha¨ngt!)
• Fu¨r jedes i ∈ N ein Integrand von niederer Ornung Vi.
• Eine weitere kompakte G-invariante Untermannigfaltigkeit N ⊂ RL und ein
weiterer Integrand von niederer Ordnung V .
Der Begriff des
”
Integranden von niederer Ordnung“ muss hierbei noch erla¨utert
werden: Eine gesto¨rte Bienergie nennen wir ein Funktional
EV (u) :=
∫
Bm
(|∆u|2 + V [u]) dx (4.2)
fu¨r Abbildungen u ∈ W 2,2(Bm,RL) mit einem Integranden von nierderer Ordnung
V . So nennen wir einen C2-Integranden
V : Bm × RL × Rm×L × Rm×m×L → R,
wenn er die folgenden Eigenschaften hat:
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• Fu¨r jede Abbildung u ∈ W 2,2(M,RL) ist V [u] integrierbar.
• V ist G-invariant, d.h.
V (x, z, p, q) = V (gx, gz, gp, gq)
(Operationen von G auf der p- und der q-Komponente wird in natu¨rlicher
Weise durch die Operationen auf der x- und der z-Komponente induziert).
• Es gelten die Abscha¨tzungen
|V (x, z, p, q)| ≤ C (|x| |q|2 + |q| |p|+ |q| |z|+ |p|2 + |z|2) ,
≤ C
(
|x| |q|2 + |q| 32 + |p|3 + |z|3 + 1
)
,
|Vx(x, z, p, q)| ≤ C (|q|2 + |p|2 + |z|2 + 1) ,
|Vp(x, z, p, q)| ≤ C (|q|+ |p|+ |z|+ 1) ,
|Vq(x, z, p, q)| ≤ C (|x| |q|+ |p|+ |z|+ 1)

(4.3)
fu¨r eine Konstante C > 0, die nicht von (x, z, p, q) abha¨ngt.
• Jeder G-Minimierer von EV ist stationa¨r bzgl. EV .
Mit E bezeichnen wir in diesem Kapitel stets die euklidische Bienergie, d.h.
E(u) =
∫
Bm
|∆u|2 dx
In diesem Kapitel untersuchen wir das Konvergenzverhalten von gewissen Fol-
gen ui ∈ W 2,2G (Bm, Ni) (i ∈ N). Das erste Haupergebnis ist der folgende Kom-
paktheitssatz:
Hauptsatz 2 (Kompaktheitssatz)Es sei d ≤ 4 und
H - dim ({x ∈M : mx > 4}) ≤ m− 5
und es gelten die oben gestellten Bedingungen an die Ni und Vi.
Es gebe eine Nullfolge (αi)i∈N mit
|Vi(x, z, p, q)| ≤ αi
(|x| |q|2 + |q| |p|+ |q| |z|+ |p|2 + |z|2) (4.4)
fu¨r alle i ∈ N.
Gegeben sei fu¨r jedes i ∈ N ein lokaler G-Minimierer ui ∈ W 2,2G (Bm, Ni) von EVi.
Angenommen, die ui konvergieren schwach in W
2,2 gegen ein u ∈ W 2,2G (Bm, N∞).
Dann konvergieren die ui auch stark in W
2,2
loc (B
m
1
2
,RL) gegen u und u ist ein lokaler
G-Minimierer der euklidischen Bienergie.
Sei u : Bm → RL und sei r ∈ (0, 1]. Dann ist die skalierte Abbildung ur :
Bm → RL durch ur(x) := u(rx) gegeben. Sei ein u ∈ W 2,2G (Bm, N) gegeben mit
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EV (u) ≤ EV (w) fu¨r eine gesto¨rte Bienergie EV und alle w ∈ W 2,2(Bm, N), welche
in einer Umgebung von Sm−1 mit u u¨bereinstimmen. Weiterhin sei eine Nullfolge
ri ∈ (0, 1] gegeben. Wir sind am Konvergenzverhalten der Folge der ui := uri
interessiert. Wir werden in diesem Kapitel als eine sogenannte Monotonieformel
(Satz 4.53) beweisen und aus dieser folgern, dass die Folge {ui}i∈N in der W 2,2-
Norm beschra¨nkt ist. Zusammen mit dem Kompaktheitssatz gibt uns diese den
folgenden wichtigen Skalierungssatz.
Satz 5 (Skalierungssatz) Es gelte d ≤ 4 und
H - dim ({x ∈M : mx > 4}) ≤ m− 5.
Sei u ∈ W 2,2G (Bm, N) ein lokaler G-Minimierer von EV und sei ri ∈ (0, 1] eine
Nullfolge.
Dann konvergieren die uri nach U¨bergang zu einer Teilfolge schwach in W
2,2(Bm,RL)
und stark in W 2,2loc (B
m
1
2
,RL) gegen eine Abbildung ϕ ∈ W 2,2(Bm, N).
Die Abbildung ϕ ist ein lokaler G-Minimierer der euklidischen Bienergie und
nullhomogen, d.h. ϕ(rω) = ϕ(ω) fu¨r fast alle ω ∈ Sm−1 und fast alle r ∈ (0, 1].
Dieses Kapitel ist in fu¨nf Abschnitte untergliedert:
Abschnitt 4.1: Wir stellen einige Ungleichungen zur Verfu¨gung, die im Rest
des Kapitels beno¨tigt werden, insbesondere eine Ungleichung vom Sobolev-
Morrey-Typ fu¨r a¨quivariante Abbildungen.
Abschnitt 4.2: Wir beweisen das Interpolationslemma (Lemma 10). Auf ihm
beruht im wesentlichen der Beweis des Kompaktheitssatzes. Wegen des ho-
hen Aufwands, den sein Beweis erfordert, ist es ein technisches Hauptstu¨ck
dieser Arbeit.
Abschnitt 4.3: Beweis des Kompaktheitssatzes (Hauptsatz 2).
Abschnitt 4.4: Beweis einer Monotonieformel (Satz 6), welche ein weiteres
technisches Hauptstu¨ck dieser Arbeit ist.
Abschnitt 4.5: Beweis des Skalierungssatzes (Satz 5) mit Hilfe des Kom-
paktheitssatzes und der Monotonieformel.
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4.1 Ungleichungen
4.1.1 Eine a¨quivariante Sobolev-Morrey-Ungleichung
Sei A eine beliebige Menge. Die Oszillation eine Abbildung f : A→ R u¨ber einer
Menge Ω ⊂ A ist
oscΩ f := sup
Ω
f − inf
Ω
f.
Wir erinnern an die Definition der Morrey-Normen. Sei Ω ⊂ Rm ein beschra¨nktes
Gebiet. Dann ist fu¨r f : Ω→ RL, p ≥ 1 und 0 < d < m
||f ||Lpd(Ω,RL) :=
(
sup
x∈Ω, r>0
rd−m
∫
Bmr (x)∩Ω
|f |p dx
) 1
p
Ist allgemeiner Ω ⊂ M ein beschra¨nktes Gebiet in einer riemannschen Mannig-
faltigkeit M , so ist
||f ||Lpd(Ω,RL) :=
(
sup
x∈Ω, r>0
rd−m
∫
Br(x)∩Ω
|f |p dvolM
) 1
p
.
Ist außerdem k ∈ N0, so ist in beiden Fa¨llen (sowohl Ω ⊂ Rm als auch Ω ⊂M)
||f ||Wk,pd (Ω,RL) :=
( ∑
0≤α≤k
||Dαf ||p
Lpd(Ω,RL)
) 1
p
.
Zur Erinnerung: Die Kohomogenita¨t der Transformationsgruppe [M,G] be-
zeichnen wir mit d, Msing ist die Vereinigung aller singula¨ren Orbits. Fu¨r  > 0
definieren wir
M := {x ∈M : dist(x, {z ∈M : mz ≤ 4}) > }.
In diesem Abschnitt beweisen wir den folgenden Satz sowie ein daraus folgendes
Korollar.
Lemma 7 (A¨quivariante Sobolev-Morrey-Ungleichung) Sei Ω ⊂ M ein
Gebiet. Fu¨r k ∈ N0, 1 ≤ p <∞, und f ∈ W k,pG (M,RL) gilt
||f ||Wk,pd (Ω,RL) ≤ C
d−m
p ||f ||Wk,p(M,RL), (4.5)
wobei die Konstante C > 0 von (M, g), d und p abha¨ngt, nicht aber von f und .
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Korollar 3 (Oszillations-Abscha¨tzung) Sei Ω ⊂M ein Gebiet mit C2-Rand.
Es gelte d ≤ 3. Fu¨r γ ∈ (1
2
, 1
)
und f ∈ W 2,2G (M,RL) gilt
oscΩ|f | ≤ C||Df ||γW 1,2(M,RL)||f ||1−γW 1,2(M,RL), (4.6)
wobei die Konstante C > 0 von (M, g), d und  abha¨ngt, nicht aber von f .
Satz 7 verallgemeinert eine a¨hnliche Aussge in der Arbeit [45] von R˚ade. Dort wird
der Fall behandelt, in dem alle Orbits Kodimension ≤ d haben, und nicht nur wie
bei uns die regula¨ren Orbits. Bei R˚ade lautet die Ungleichung ||f ||p
Wk,pd (M,RL)
≤
C||f ||p
Wk,p(M,RL) (wobei [45] eine von der unsrigen abweichende Definition der
Morrey-Normen verwendet, was aber keine ernstzunehmenden Auswirkungen hat).
Wir orientieren uns an R˚ades Beweis und verallgemeinern diesen.
Beweis von Satz 7. Es genu¨gt offensichtlich, den Satz fu¨r den Fall Ω = M
und k = 0 zu beweisen. Wir mu¨ssen also die Ungleichung
||f ||Lpd(M) ≤ C
d−m
p ||f ||Lp(M)
zeigen. Dabei ko¨nnen wir voraussetzen, dass f : M → R eine G-invariante Funk-
tion ist. Der allgemeine Fall einer G-a¨quivarianten Abbildung f : M → RL folgt
dann aus der offensichtlichen Tatsache, dass f genau dann die zu beweisende
Ungleichung erfu¨llt, wenn diese auch von der G-invarianten Funktion |f | erfu¨llt
wird.
Wir werden zuna¨chst eine geeignete Ungleichung fu¨r euklidische Gebiete her-
leiten und diese dann u¨ber Karten auf die Mannigfaltigkeit M u¨bertragen. Dabei
wird sich folgendes Problem ergeben: Sei ϕ : U → V eine Karte (d.h. ein Diffeo-
morphismus) mit beschra¨nkten Gebieten U ⊂ M , V ⊂ Rm, sei ω die Jacobische
Determinante des zuru¨ckgezogenen metrischen Tensors (ϕ−1)∗g. Wir wollen die
Lpd-Normen von f : U → RL und f ◦ (ϕ−1) : V → RL vergleichen.
sup
x∈U r>0
rd−m
∫
Br(x)∩U
|f |p dvolM
= sup
z∈V r>0
rd−m
∫
ϕ[Br(ϕ−1(z))∩U ]
|f ◦ (ϕ−1)|pω dx
≤||ω||∞ sup
z∈V r>0
rd−m
∫
ϕ[Br(ϕ−1(z))∩U ]
|f ◦ (ϕ−1)|p dx.
Das Problem besteht darin, dass im Allgemeinen nicht ϕ [Br(ϕ−1(z)) ∩ U ] =
Bmr (z) ∩ V gilt, und dass wir deswegen nicht∫
ϕ[Br(ϕ−1(z))∩U ]
|f ◦ (ϕ−1)|p dx =
∫
Bmr (z)∩V
|f ◦ (ϕ−1)|p dx
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voraussetzen ko¨nnen. Dieses Problem lo¨sen wir wie folgt: Sei ρz,r ein Radius
mit Bmρz,r(z) ⊂ ϕ [Br(ϕ−1(z))] und sei Rz,r ein Radius mit Rz,r ≥ ρz,r und
ϕ [Br(ϕ−1(z))] ⊂ BmRz,r(z). Die Radien ρz,r und Rz,r ko¨nnen so gewa¨hlt werden,
dass
sup
z∈V,r>0
Rz,r
ρz,r
≤ γM
fu¨r ein γM ∈ (0,∞), das nur von der riemannschen Mannigfaltigkeit M abha¨ngt.
Ansonsten ko¨nnte man mit etwas Differentialgeometrie sofort einen Widerspruch
zur Kompaktheit von M herleiten. Nun ko¨nnen wir also
sup
x∈U r>0
rd−m
∫
Br(x)∩U
|f |p dx
≤||ω||∞ sup
z∈V, r>0
rd−m
∫
ϕ[Br(ϕ−1(z))∩U ]
|f ◦ (ϕ−1)|p dx
≤||ω||∞ γm−dM sup
z∈V, r>0
Rd−mz,r
∫
BmRz,r (z)∩U
|f ◦ (ϕ−1)|p dx
≤||ω||∞ γm−dM sup
z∈V, r>0
∫
Bmr (z)∩V
|f ◦ (ϕ−1)|p dx (4.7)
schlussfolgern.
Sei Ω ⊂ Rm ein Gebiet, sei m ≥ d ∈ N. Wir sagen, eine Funktion f : Ω → R
habe die (m, d)-Faktorisierungseigenschaft, wenn es eine Funktion
f0 : {(x1, ..., xd) ∈ Rd : (x1, ... , xm) ∈ Ω} → R
gibt mit f(x1, ..., xm) = f0(x1, ..., xd) fu¨r alle (x1, ..., xm) ∈ Ω. Fu¨r jedes Gebiet
Ω ⊂ Rm sei Ω := {x ∈ Ω : dist(x, ∂Ω) > }.
Sei x ∈ Ω. Dann gilt Bm (x) ⊂ Ω. Deswegen liegt der m-dimensionale Wu¨rfel
mit Zentrum x, Kanten parallel zu den Koordinatenachsen mit Kantenla¨nge 2√
m
in
Ω. Fu¨r jedes 0 < ρ ≤  gibt es in diesem Wu¨rfel mindestens b
(

2
√
mρ
)m−d
c := α
paarweise disjunkte Kugeln Bmρ (y
k) mit Mittelpunkten yk (1 ≤ k ≤ αρx), fu¨r
die gilt: yki = xi fu¨r 1 ≤ i ≤ d. Fu¨r alle diese Kugeln gilt wegen der (m, d)-
Faktorisierungseigenschaft der Funktion f∫
Bmρ (y
k)
|f |p dx =
∫
Bmρ (x)
|f |p dx
Wegen der Disjunktheit der Kugeln Bmρ (y
k) folgt
α
∫
Bρ(x)
|f |p dx =
α∑
k=1
∫
Bmρ (y
k)
|f |p dx ≤
∫
Ω
|f |p dx,
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daraus
ρd−m
∫
Bρ(x)
|f |p dx ≤
(
2
√
m

)m−d ∫
Ω
|f |p dx
fu¨r jedes x ∈ Ω und jedes 0 < ρ ≤ , d.h.
sup
x∈Ω, 0<ρ≤
ρd−m
∫
Bρ(x)
|f |p dx ≤ (2√m)m−dd−m
∫
Ω
|f |p dx
Daraus folgt
sup
x∈Ω, 0<ρ≤∞
ρd−m
∫
Bρ(x)
|f |p dx
≤ d−m
∫
Ω
|f |p dx+ sup
x∈Ω, 0<ρ≤
ρd−m
∫
Bρ(x)
|f |p dx
≤ [1 + (2√m)m−d] d−m ∫
Ω
|f |p dx. (4.8)
Nun sei eine kompakte Transformationsgruppe [M,G] und eine G-invariante
Funktion f ∈ W 1,2G (M,R) gegeben. Wir wa¨hlen Karten von M , die auf die fol-
gende Weise mit der Transformationsgruppenstruktur von M kompatibel sind.
Sei  > 0 gegeben. Wir wa¨hlen ein N ∈ N sowie Karten (d.h. Diffeomorphismen)
ϕ : Ui → Vi (i = 1, ..., N) mit beschra¨nkten Gebieten Ui ⊂ M , Vi ⊂ Rm. Es sei
U i := {x ∈ Ui : dist(x, ∂Ui) > }, V i sei analog dazu definiert. Es seien dabei
die folgenden Eigenschaften erfu¨llt:
• U i 6= ∅ 6= V i ,
• Ui ⊂ {z ∈M : mz ≤ 4},
• M ⊂
⋃N
i=1 U

i
Die Existenz einer solchen endlichen U¨berdeckung folgt aus Kompaktheitsgru¨nden.
Weiterhin geben wir uns eine dieser U¨berdeckung von M untergeordnete Partiti-
on der 1 vor, d.h. Funktionen αi ∈ C∞0 (M, [0, 1]) mit supp(αi) ⊂ Ui,
∑N
i=1 αi(x) =
1 fu¨r alle x ∈M. Von diesen Funktionen verlangen wir:
• Es gibt eine G-invariante Funktion αi : GUi → [0, 1] mit αi|Ui ≡ αi.
Durch eine Symmetrisierungsprozedur (Schlagwort: Integration entlang der Or-
bits) lassen sich aus beliebigen wie oben beschriebenen Funktionen αi stets solche
mit der geforderten Eigenschaft herstellen. Indem wir gegebenenfalls eine Koordi-
natentransformation in Rm vornehmen, ko¨nnen wir außerdem folgendes erreichen:
• Fu¨r alle x = (x1, ..., xm), y = (y1, ..., ym) ∈ Vi mit xk = yk fu¨r alle d + 1 ≤
k ≤ m sind ϕ−1i (x) und ϕ−1i (y) im selben Orbit, d.h. Gϕ−1(x) = Gϕ−1(y).
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Dass dies mo¨glich ist folgt daraus, dass die Zerlegung von M in Orbits Gx
(x ∈ M) eine singula¨re Bla¨tterung von Mreg bildet. Die dazugeho¨rige integra-
ble singula¨re Distribution besteht aus den vertikalen Ra¨umen Vx ⊂ TxM . Zur
Erla¨uterung: Die Einschra¨nkung auf Mreg liefert eine Bla¨tterung. Ebenso liefert
die Einschra¨nkung auf jede Menge M(Gxi) eine Bla¨tterung. Singula¨re Bla¨tterung
bedeutet, dass all diese Bla¨tterungen in bestimmter (genauer: stratifizierter) Wei-
se zusammenha¨ngen. All dies findet man in Molinos Buch Riemannian foliations
[38] (dort werden in Kapitel 5 singula¨re Bla¨tterungen behandelt). Hat man sich
dort ein wenig eingelesen, so ist die Existenz von Karten wie oben beschrieben
offensichtlich. Fu¨r die letzte der aufgefu¨hrten Eigenschaften dieser Karten ist da-
bei entscheidend, dass alle Bla¨tter aus {z ∈ M : mz ≤ 4} - d.h. alle Orbits Gx
mit x ∈ {z ∈ M : mz ≤ 4} - Kodimension ≤ 4 haben und dass d ≤ 3 gilt.
Damit sieht man dann auch schnell die folgende Konsequenz daraus:
• Sei f : M → R G-invariant. Dann erfu¨llen die Funktionen
(αif) ◦ (ϕ−1i ) : Vi → R
die (m, d)-Faktorisierungseigenschaft.
(Man bedenke hierbei, dass der Tra¨ger von αif in dist(x, {z ∈ M : mz ≤ 4})
liegt und dass d ≤ 4 gilt.) Sei g der metrische Tensor auf M . Die Jacobische
Determinante des zuru¨ckgezogenen metrischen Tensors (ϕ−1i )
∗g auf Vi bezeichnen
wir mit ωi. Wir ko¨nnen Ui, Vi und ϕi zusa¨tzlich so wa¨hlen, dass
• (1
2
)m
2 ≤ ωi ≤ 2m2
gilt. Denn die Vi ko¨nnen beliebig kleinen Durchmesser haben, wenn wir dafu¨r N
hinreichend groß wa¨hlen. Nach der Definition des Integrals u¨ber M gilt fu¨r jede
integrierbare Funktion f : M → R und jede Menge A ⊂M
∫
A
f dvolM =
N∑
i=1
∫
V i ∩ϕi(A)
(αif) ◦ (ϕ−1i )ωi dx. (4.9)
Nun ko¨nnen wir den Beweis des Satzes fu¨hren. Dieser beruht entscheidend darauf,
dass mit (4.8) fu¨r jedes 1 ≤ i ≤ N
sup
z∈V i , 0<ρ≤∞
ρd−m
∫
Bρ(x)∩V i
|(α 1pf) ◦ (ϕ−1i )|p dx
≤ [1 + (2√m)m−d] d−m ∫
Vi
|(α 1pf) ◦ (ϕ−1i )|p dx
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gilt. Desweiteren verwenden wir in der folgenden Rechnung (4.7) und (4.9).
||f ||p
Lpd(M)
= sup
x∈M,r>0
rd−m
∫
Br(x)∩M
|f |p dvolM
= sup
x∈M,r>0
rd−m
N∑
i=1
∫
V i ∩ϕi[Br(x)∩M]
(αi|f |p) ◦ (ϕ−1i )ωi dx
≤2m2 γm−dM
N∑
i=1
sup
z∈V i ,r>0
rd−m
∫
V i ∩Bmr (z)
|(α
1
p
i f) ◦ (ϕ−1i )|p dx
≤2m2 γm−dM
[
1 + (2
√
m)m−d
]
d−m
N∑
i=1
∫
Vi
|(α
1
p
i f) ◦ (ϕ−1i )|p dx
≤2mγm−dM
[
1 + (2
√
m)m−d
]
d−m
N∑
i=1
∫
Vi
(αi|f |p) ◦ (ϕ−1i )ωi dx
=2mγm−dM
[
1 + (2
√
m)m−d
]
d−m
N∑
i=1
∫
Ui
αi|f |p dvolM
=2mγm−dM
[
1 + (2
√
m)m−d
]
d−m
∫
M
N∑
i=1
αi|f |p dvolM
≤2mγm−dM
[
1 + (2
√
m)m−d
]
d−m
∫
M
|f |p dvolM .
Mi C = 2mγm−dM
[
1 + (2
√
m)m−d
] 1
p ist der Satz demnach bewiesen. 
Beweis von Korollar 3: Wir setzen f˜ := |f | − inf |f |. Dann gilt inf f˜ = 0
und oscΩf˜ = supx∈Ω |f˜(x)|. Sei γ ∈ (12 , 1) und sei q ≥ 6. Es gelten die folgenen
Ungleichungen:
• die bekannte Sobolev-Morrey-Einbettung in der Form
sup
x∈Ω
|f(x)| ≤ C(d, γ, q,m, |Ω|)||df ||Lγqd (Ω,RL)
(dies folgt aus γq > d, wir sind also im
”
subkritischen Fall“), wobei |Ω| das
Volumen von Ω ist,
• die mit der Ho¨lder-Ungleichung mit den Exponenten 1
γ
und 1
1−γ leicht zu
zeigende Ungleichung
||fg||Lγqd (Ω) ≤
(
||fγq||
L
1
γ
d (Ω)
||gγq||
L
1
1−γ
d (Ω)
) 1
γq
≤
(
||f ||γq
Lqd(Ω)
||g γ1−γ ||(1−γ)q
Lqd(Ω)
) 1
γq
≤ ||f ||Lqd(Ω)||g
γ
1−γ ||
1−γ
γ
Lqd(Ω)
;
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• die Sobolev-Morrey-Einbettung in der Form
||f ||Lqd(Ω,RL) ≤ C(d,m, )||f ||W 1,2d (Ω,RL)
• und Ungleichung (4.5) aus Satz 7 in der Form
||f ||W 1,2d (Ω,RL) ≤ C(d,m, )||f ||W 1,2(M,RL).
Bei der ersten und dritten dieser Ungleichungen geht die Voraussetzung ein, dass
Ω einen C2-Rand hat. Damit folgt:
oscΩ
(
f˜
1
γ
)
= sup
x∈Ω
∣∣∣f˜ 1γ ∣∣∣
≤ C(d, γ, q,m, )||d(f˜ 1γ )||Lγqd (Ω,RL)
= C(d, γ, q,m, )||1
γ
f˜
1
γ
−1df˜ ||Lγqd (Ω,RL)
≤ C(d, γ, q,m, )||df˜ ||Lq(Ω,RL)||f˜ ||
1−γ
γ
Lq(Ω,RL)
≤ C(d, γ, q,m, )||df˜ ||W 1,2d (Ω,RL) ||f˜ ||
1−γ
γ
W 1,2d (Ω,RL)
≤ C(d, γ, q,m, )||df˜ ||W 1,2(M,RL) ||f˜ ||
1−γ
γ
W 1,2(M,RL).
Nun folgt das Lemma wegen
oscΩ|f | =
(
oscΩf˜
1
γ
)γ
nach beidseitigem Potenzieren mit γ. 
4.1.2 Projektionen von W 2,2-Abbildungen in eine Mannig-
faltigkeit
Sei N ⊂ RL eine kompakte Untermannigfaltigkeit ohne Rand. Zur Erinnerung:
Fu¨r δ > 0 ist Uδ(N) := {x ∈ RL : dist(x,N) < δ} die δ-Umgebung von N . Es
ist bekannt, dass es ein δN > 0 gibt, so dass die Na¨chste-Punkt-Projektion
ΠN : UδN (N)→ N
wohldefiniert und glatt ist. Fu¨r ein x ∈ UδN (N) ist dabei ist ΠN(x) das eindeutig
bestimmte z ∈ N mit dist(x, z) = inf{dist(x, y) : y ∈ N}.
Lemma 8 (Projektionslemma) Sei M eine riemannsche Mannigfaltigkeit und
sei N ⊂ RL eine kompakte Untermannigfaltigkeit. Es gibt eine Konstante C > 0,
so dass fu¨r alle f ∈ W 2,2(M,UδN (N)) gilt:
||ΠN ◦ f ||W 2,2(M,RL) ≤ C||f ||W 2,2(M,RL).
Den Beweis findet man in Kapitel A.3 der Dissertation von A.J. Nerf [42].
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4.1.3 Weitere Ungleichungen
Lemma 9 Es gibt eine Konstante C > 0, so dass fu¨r alle u ∈ W 2,2(Bmr , N) gilt:
(i) ∫
Bmr
(|D2u|2 + |Du|4) dx ≤C ∫
Bm2r
|∆u|2 dx+ Crm−4. (4.10)
(ii) ∫
Bmr
|D2u|2 dx ≤ C
∫
Bm2r
|∆u|2 dx+ Cr−2
∫
Bm2r
|Du|2 dx. (4.11)
Beweis: Zu (i): Fu¨r alle s, t ∈ [r, 2r] mit r < s < t < 2r < 2 wa¨hlen wir eine
Abschneidefunktion ϕ ∈ C∞0 (Bmr , [0, 1]) mit ϕ|Bms ≡ 1 und ϕ|Bm2r\Bmt ≡ 0 und
|Dϕ| ≤ c
t−s fu¨r ein c > 0, das nicht von s und t abha¨ngt.∫
Bms
|D2u|2 dx ≤
∫
Bmt
|D2(ϕu)|2 dx
=
∫
Bmt
|∆(ϕu)|2 dx
=
∫
Bmt
|∆u|2 dx+
∫
Bt\Bs
|Dϕ|2 |Du|2 dx+
∫
Bt\Bs
|u| |∆ϕ| dx
≤
∫
Bmt
|∆u|2 dx+ C
∫
Bt\Bs
(t− s)−2|Du|2 dx (4.12)
+ CH m(Bm2r)(t− s)−2
≤
∫
Bmt
|∆u|2 dx+ 2CH m(Bm2r)(t− s)−4 + C
∫
Bt\Bs
|Du|4 dx
≤
∫
Bm2r
|∆u|2 dx+ 2CH m(Bm2 )(t− s)m−4 + C
∫
Bt\Bs
|Du|4 dx.
(4.13)
Zur Erla¨uterung dieser Abscha¨tzung: Den zweiten Schritt erha¨lt man durch zwei-
malige partielle Integration. Im vierten Schritt verwenden wir, dass N kompakt
und somit beschra¨nkt ist (weswegen alle u ∈ W 2,2(Bm2r, N) gleichma¨ßig beschra¨nkt
sind). Im fu¨nften Schritt verwenden wir (t− s)−2 ≤ (t− s)−4. Im sechsten Schritt
verwenden wir (t− s) ≤ r.
In der folgenden Abscha¨tzung verwenden wir die Gagliardo-Nirenberg-Ungleichung
in der folgenden Form:∫
Bmρ
|Df |4 dx ≤ C||f ||∞
∫
Bms
|D2f |2 dx
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fu¨r alle f ∈ W 2,20 (Bmρ ) (hier ist f |Sm−1 ≡ 0 (im Spursinn verstanden) wichtig!)
mit einer Konstanten, die nicht von f und ρ abha¨ngt. Siehe [43]. Zusammen mit
der Kompaktheit von N ergibt das∫
Bms
|Du|4 ≤
∫
Bmt
|D(ϕu)|4 ≤ C
∫
Bmt
|D2(ϕu)|2
mit einer Konstanten C > 0, die von N , nicht aber von f , s und t abha¨ngt.
Zusammen mit (4.12) erhalten wir mit einer neuen, von f , s und t unabha¨ngigen
Konstanetn C > 0∫
Bms
(|D2u|2 + |Du|4) dx ≤C ∫
Bm2r
|∆u|2 dx+ C(t− s)m−4
+ C
∫
Bmt \Bms
(|D2u|2 + |Du|4) dx.
Nun wenden wir ein sogenanntes hole filling Argument an: Wir addieren auf
beiden Seiten C
∫
Bs
(|D2u|2 + |Du|4) dx und dividieren dann durch (1 + C). So
erhalten wir∫
Bms
(|D2u|2 + |Du|4) dx ≤ C
1 + C
∫
Bm2r
|∆u|2 dx+ C
1 + C
(t− s)m−4
+
C
1 + C
∫
Bmt
(|D2u|2 + |Du|4) dx.
Darauf wenden wir nun die folgende Aussage an (siehe Lemma 3.2 in [12]):
Sei r > 0, sei h : [r, 2r] → (0,∞) beschra¨nkt, seien A,B > 0, sei 0 < θ < 1 und
sei p ≥ 2. Gilt
h(s) ≤ θh(t) + A(t− s)−p +B
fu¨r alle s, t ∈ [r, 2r] mit s < t, so folgt
h(s) ≤ C(As−p +B)
fu¨r alle s ∈ [r, 2r] mit einer Konstante C > 0, die von θ und p, nicht aber von s
und r abha¨ngt.
Mit dieser Aussage erhalten wir:∫
Bmr
(|D2u|2 + |Du|4) dx ≤ C ∫
Bm2r
|∆u|2 dx+ Crm−4
mit einer Konstanten C > 0, die nicht von f und r abha¨ngt. Damit ist Teil (i)
das Lemma bewiesen.
Zu (ii): Wir entnehmen den Beweis Schevens Arbeit [48] (dort Lemma A.1),
schreiben ihn nur etwas ausfu¨hrlicher hin. Wir nehmen an, dass u glatt ist. Das
Lemma folgt dann mit einem Approximationsargument (C∞(Bm2r,RL) ist dicht
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in W 2,2(Bm2r,RL)). Sei η ∈ C∞(Bm2r, [0, 1]) eine Abschneide-Funktion mit η ≡ 1
auf Bmr und |Dη| ≤ Cr fu¨r eine Konstante C > 0. Wir fu¨hren zwei partielle
Integrationen durch und wenden die Young-Ungleichung an (und setzen dabei
fu¨r den Verlauf dieser Rechnung
∫
(...) dx :=
∫
Bm2r
(...) dx):∫
η4|D2u|2 =
∫
η4uikuik dx
=
∫
η4uikuik dx+ 4
∫
η3ηk [uiuik − ukuii] dx
≤
∫
η4|∆u|2 dx+ 8
∫
η3|Dη| |Du| |D2u| dx
≤
∫
η4|∆u|2 dx+ 1
2
∫
η4|D2u|2 dx+ 32
∫
η2|Dη|2 |Du|2 dx
≤
∫
η4|∆u|2 dx+ 1
2
∫
η4|D2u|2 dx+ C
r2
∫
η2|Du|2 dx.
Also: ∫
Bmr
|D2u|2 dx ≤
∫
η4|D2u|2 dx
≤2
∫
η4|∆u|2 dx+ C
r2
∫
η2|Du|2
≤2
∫
Bm2r
|∆u|2 dx+ C
r2
∫
Bm2r
|Du|2.
Damit ist das Lemma bewiesen. 
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4.2 Ein Interpolationslemma
Zur Erinnerung: d ist die Kohomogenita¨t von [Rm, G].
Lemma 10 (Interpolationslemma) Es gelte d ≤ 4 und
H - dim ({x ∈ Rm : mx > 4}) ≤ m− 5.
Gegeben seien Abbildungen
ui, vi ∈ W 2,2G (Bm, Ni), u, v ∈ W 2,2G (Bm, N∞)
mit
ui → u, vi → v schwach in W 2,2
und
v ≡ u auf Bm \Bmη
fu¨r ein η ∈ (0, 1). Fu¨r ein R ∈ (η, 1), das beliebig nahe bei 1 gewa¨hlt werden kann,
gibt es ein ρ ∈ (0, R) und Abbildungen
hi ∈ W 2,2G (Bm, Ni)
mit
hi ≡ ui auf Bm \BmR , hi ≡ vi auf Bmρ fu¨r alle i ∈ N
und
lim
i→∞
||hi − vi||W 2,2(BmR ,RL) = 0.
Bemerkung: Die Abbildungen hi ha¨ngen von dem gewa¨hlten Radius R ab!
In den folgenden drei Abschnitten stellen wir Aussagen bereit, auf denen der
Beweis des Interpolationssatzes beruht. Im vierten Abschnitt werden wir dann
den Interpolationssatz beweisen.
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4.2.1 Ein Fortsetzungslemma
Zur Erinnerung: M := {x ∈M : dist(x, {z ∈M : mz ≤ 4}) > }.
Lemma 11 Es gelte d ≤ 4. Gegeben seien  > 0, 0 < λ < , 1
2
< γ < 1, K > 0
und Abbildungen
f0, g0 ∈ W 2,2G (Sm−1, N),
f1, g1 ∈ W 1,2G (Sm−1,RL)
mit ∫
Sm−1(|Df0|2 + |Dg0|2) dH m−1 ≤ K2,∫
Sm−1(|D2f0|2 + |D2g0|2) dH m−1 ≤ K2,∫
Sm−1(|Df1|2 + |Dg1|2) dH m−1 ≤ K2,∫
Sm−1 |g0 − f0|2 dH m−1 ≤ λ2K2,∫
Sm−1 |g1 − f1|2 dH m−1 ≤ λ2K2,∫
Sm−1 |Dg0 −Df0|2 dH m−1 ≤ λ2K2,∫
Sm−1 |g0 − f0 − λf1|2 dH m−1 ≤ λ4K2.

(4.14)
Dann gibt es eine Abbildung
h ∈ W 2,2G ∩ C0
(
[0, λ]× Sm−1,RL)
mit
h(0, x) = f0(x), h(λ, x) = g0(x),
d
dt
h(0, x) = f1(x),
d
dt
h(λ, x) = g1(x) (4.15)
fu¨r fast alle x ∈ Sm−1,
||Dh||W 1,2 ≤ C2Kλ 12 (4.16)
und
dist (h(t, x), N) ≤ C2Kλ1−γ fu¨r fast alle x ∈ (Sm−1), t ∈ [0, λ]. (4.17)
Die Konstanten C1, C2 > 0 ha¨ngt in beiden Fa¨llen nicht von λ, γ, K, f0, f1, g0
und g1 ab.
Die Gruppe G operiere hierbei auf R × Sm−1 durch g(x, ω) = (x, gω) fu¨r alle
g ∈ G, (x, ω) ∈ R× Sm−1.
Dieser Satz wurde du¨r den Fall nicht-a¨quivarianter Abbildungen von Gastel und
Nerf in [17] bewiesen (dort wird das entsprechende Ergebnis fu¨rW k,p-Abbildungen
bewiesen; wenn wir uns im folgenden auf diese Arbeit beziehen, dann nur auf de-
ren Spezialfall k = p = 2). Dort wird an die Dimension von Sm−1 die Bedingung
m− 1 = 3 gestellt. In unserem Fall tritt an deren Stelle die Bedingung d− 1 ≤ 3
4.2. EIN INTERPOLATIONSLEMMA 73
an die Kohomogenita¨t der Transformationsgruppe [Sm−1, G]. Das Ergebnis von
Gastel und Nerf ist in gewisser Hinsicht eine Ho¨here-Ordnung-Version des bekann-
ten Lemmas von Luckhaus [37] fu¨r W 1,p-Abbildung. Luckhaus muss keine Ein-
schra¨nkung an der Dimension m−1 voraussetzen. Da fu¨r einige seiner Konstruk-
tionen bislang jedoch keine Ho¨here-Ordnung-Analoga gefunden werden konnten,
wurde im Fall Ho¨herer Ordnung bisher nur der
”
subkritische“ Fall m − 1 = 3
abgehandelt. Das Lemma von Luckhaus wurde von Gastel [13] auf den Fall a¨qui-
varianter W 1,p-Abbildungen verallgemeinert. Unser Interpolationssatz kann nun
als eine Ho¨here-Ordnung-Version dieses Ergebnisses angesehen werden. Wieder-
um mu¨ssen wir uns jedoch auf den
”
subkritischen“ Fall beschra¨nken, d.h. wir
mu¨ssen d− 1 ≤ 3 voraussetzen.
Die Konstruktion der interpolierenden Abbildung h werden wir aus [17] u¨ber-
nehmen. Die Normabscha¨tzung (4.16) brauchen wir nicht zu beweisen, sondern
ko¨nnen sie aus [17] zitieren. Dies liegt daran, dass dort die Bedingung m− 1 = 3
im Beweis der Normabscha¨tzung nicht eingeht. Die Distanzabscha¨tzung (4.17)
ko¨nnen wir jedoch nicht von Gastel und Nerf u¨bernehmen. Im nicht-a¨quivarian-
ten Fall gilt wegen Msing = ∅ fu¨r alle  > 0 (Sm−1) = Sm−1, deswegen hat (4.17)
dann die Form
dist (h(t, x), N) ≤ cKλ1−γ fu¨r fast alle x ∈ Sm−1, t ∈ [0, λ]. (4.18)
Der Beweis dieser Distanzabscha¨tzung beruht auf der Sobolev-Morrey-Ungleichung
oscSm−1 |f | ≤ C||Df ||γW 1,2||f ||1−γW 1,2 , (4.19)
welche unter der Voraussetzung m−1 ≤ 3 gu¨ltig ist. In unserem Fall - m beliebig,
d − 1 ≤ 3 - verwenden wir stattdessen die Sobolev-Morrey-Abscha¨tzung aus
Korollar 3
osc(Sm−1)|f | ≤ C||Df ||γW 1,2||f ||1−γW 1,2 (4.20)
und werden damit unsere Distanzabscha¨tzung (4.17).
dist (h(t, x), N) ≤ cd−mKλ1−γ fu¨r fast alle x ∈ (Sm−1), t ∈ [0, λ]
beweisen. Ein wichtiger Punkt hierbei ist, dass die Abscha¨tzung nicht fu¨r fast alle
x ∈ Sm−1, sondern nur fu¨r fast alle x ∈ (Sm−1) gilt. Diesen Mangel auszugleichen
wird uns im sogenannten Modifikationslemma (Lemma 12) noch viel Aufwand
abfordern.
Wie bereits angemerkt, u¨bernehmen wir die Konstruktion von h aus der Ar-
beit [17] von Gastel und Nerf. Es handelt sich um eine Art kubischer Interpolation.
Fu¨r eine na¨here Motivation des Vorgehens verweisen wir auf diese Arbeit.
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Seien P0, P1, Q1 und Q2 die eindeutig bestimmten Polynome vom Grad 3 mit
P0(0) = 1, P
′
0(0) = 0, P0(λ) = 0, P
′
0(λ) = 0,
P1(0) = 0, P
′
1(0) = 1, P1(λ) = 0, P
′
1(λ) = 0,
Q0(0) = 0, Q
′
0(0) = 0, Q0(λ) = 1, Q
′
0(λ) = 0,
Q1(0) = 0, Q
′
1(0) = 0, Q1(λ) = 0, Q
′
1(λ) = 1.
Sei ein ϕ ∈ C∞0 (Bm1 (0)) mit
∫
Bm1 (0)
ϕdx = 1 gegeben. Weiterhin sei ϕ so gewa¨hlt,
dass fu¨r alle Polynome T vom Grad ≤ 2 gilt: ϕ ? T = T , wobei wir die u¨blichen
Bezeichnungen ϕ(x) =
1
m
ϕ
(
x

)
und f ? g(x) =
∫
Rm f(y)g(x − y) dx verwenden.
Die Existenz eines solchen ϕ ist durch das Lemma 3.5.6 aus Ziemers Buch [59]
gesichert. Es sei
a(t) :=
t(λ− t)
λ
fu¨r 0 ≤ t ≤ λ. Wir definieren
Uj(t, x) :=
1
a(t)m
∫
Bm1 (0)
ϕ
(
y
a(t)
)
uj
(
x− y
|x− y|
)
dy,
Vj(t, x) :=
1
a(t)m
∫
Bm1 (0)
ϕ
(
y
a(t)
)
vj
(
x− y
|x− y|
)
dy.
Die Abbildung w fu¨hren wir wie folgt ein:
w(t, x) :=
1∑
k=0
[Pj(t)Uj(t, x) +Qj(t)Vj(t, x)] .
(Bemerkung: Auf den ersten Blick mag die Konstruktion
w(t, x)
?
:=
1∑
k=0
[Pj(t)uj(x) +Qj(t)vj(v, x)] .
naheliegend erscheinen. Man sieht aber leicht, dass diese Abbildung nicht in W 2,2
zu liegen braucht.)
Gastel und Nerf beweisen nun die Normabscha¨tzung (4.16):
||Dh||W 1,2 ≤ CKλ 12 .
Wir erwa¨hnen nochmals: Gastel und Nerf setzen bei ihrem Satz m−1 = 3 voraus.
Diese Voraussetzung geht in den Beweis dieser Normabscha¨tzung jedoch nicht ein.
Deswegen ko¨nnen wir sie ohne erneuten Beweis zitieren. Deswegen mu¨ssen wir
nur noch die Distanzabscha¨tzung (4.17) zeigen.
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Von Gastel und Nerf u¨bernehmen wir (Gleichung (30) in [17])
dist(w(t, x), N) ≤|U0(t, x)− u0(x)|+ |Q0(t)(V0(t, x)− U0(t, x))|
+ |P1(t)U1(t, x) +Q1(t)V1(t, x)|
:=I + II + III.
Bei der Abscha¨tzung der Terme I, II, III halten wir uns eng an die Arbeit von
Gastel und Nerf. Unsere Modifikationen an deren Vorgehen kann man in etwa
wie folgt beschreiben: Wo dort Lp-Normen auftreten, ersetzen wir diese durch
Lpd-Normen.
Wir verwenden die Sobolev-Morrey-Ungleichung
W 1,23 ↪→ L63
Diese wurde auf Rn fu¨r beliebiges n von Adams [1] bewiesen. Die U¨bertragung
auf Gebiete mit hinreichend regula¨rem Rand (z.B. C2-Rand) in Rn bzw. in einer
Riemannschen Mannigfaltigkeit sollte einigen Aufwand, aber keine inhaltlichen
Probleme bereiten. Zusammen mit Satz 7 ergibt dies
||α||L63(Ω,RL) ≤ C(,m)||α||W 1,2(Sm−1,RL).
Damit erhalten wir die folgende Ungleichung im Fall Bmr (x) ∩ Sm−1 ⊂ (Sm−1) 2 ,
die uns fu¨r die Abscha¨tzung von I und III behilflich sein wird:
r1−m
∫
Sm−1∩Bmr (x)
|α| dH m−1
≤r1−mH m−1(Sm−1 ∩Bmr (x))
5
6
(∫
Sm−1∩Bmr (x)
|α|6 dH m−1
) 1
6
=r
1
6
(1−m)r
1
6
(m−3)
(
r3−m
∫
Sm−1∩Bmr (x)
|α|6 dH m−1
) 1
6
≤c(m)r− 13 ||α||L63(Sm−1∩Bmr (x),RL)
≤C(,m) r− 13 ||α||W 1,2(Sm−1,RL). (4.21)
Sei (x, t) ∈ (Sm−1) × [0, λ]. Wegen der Bedingung λ <  gilt supt∈[0,λ] a(t) ≤ 4 ,
daraus folgt Sm−1∩Bm2a(t)(x) ⊂ (Sm−1) 2 . Deswegen ko¨nnen wir fu¨r die Abscha¨tzung
von I (4.21) mit α = u1 und α = v1 anwenden:
|U1(t, x)| ≤ a(t)−m
∫
Bm
a(t)
ϕ
(
y
a(t)
) ∣∣∣∣u1( x− y|x− y|
)∣∣∣∣ dy
=a(t)−m
∫
Bm
a(t)
(x)
ϕ
(
x− y
a(t)
) ∣∣∣∣u1( y|y|
)∣∣∣∣ dy
≤c a(t)1−m
∫
Sm−1∩Bm
2a(t)
(x)
|u1| dH m−1
≤C(,m) a(t)− 13 ||u1||W 1,2(Sm−1,RL)
≤C(,m) a(t)− 13K.
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(Bemerkung: In der Arbeit [17] von Gastel und Nerf steht in der entsprechenden
Rechnung Sm−1∩Bma(t)(x) anstelle von Sm−1∩Bm2a(t)(x). Dies ist falsch und wurde
in der Dissertation von Nerf [42] korrigiert.)
Das Polynom P1 erfu¨llt die Wachstumsbedingung
P1(t) ≤ ct(λ− t)
2
λ2
= c a(t)2.
Also gilt
|P1(t)U1(t, x)| ≤ C(,m) a(t) 53K ≤ C(,m)λ 53K.
Analog erhalten wir
|Q1(t)V1(t, x)| ≤ C(,m)λ 53K
und somit
III ≤ C(,m)λ 53K. (4.22)
Nun scha¨tzen wir den Term I ab. Dafu¨r beno¨tigen wir die folgende W k,p-
Version des Satzes von Taylor, der sich in dem bekannten Buch von Ziemer findet
([59], Satz 3.4.1):
Sei Ω ⊂ Rm, 1 ≤ κ ≤ k und (k − κ)p < m. Sei u ∈ W k,p(Ω) Wir definieren
das Taylor-Polynom
T κ−1x u(y) :=
∑
0≤|γ|≤κ−1
1
γ!
Dγu(x)(y − x)γ.
Dann gilt
[∫
Bmr (x)
|u(y)− T κ−1x u(y)|p dy
] 1
p
≤tκ
∑
|γ|=k
κ
γ!
∫ 1
0
(1− s)κ−1
[
s−m
∫
Bmst (x)
|Dγu(y)|p dy
] 1
p
ds
fu¨r fast alle x ∈ Ω und t > 0, so dass Bmt (x) ⊂ Ω.
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Diesen wenden wir zusammen mit (4.21) mit α = Du0 an:
|U0(t, x)− u0(x)| ≤
≤a(t)−m
∫
Bm
a(t)
∣∣∣∣ϕ( ya(t)
)(
u0
(
x− y
|x− y|
)
− u0
(
x− 0
|x− 0|
))∣∣∣∣ dy
≤a(t)1−m
∫ 1
0
s−m
∫
Bm
sa(t)
∣∣∣∣Dy [u0( x− y|x− y|
)]∣∣∣∣ dy ds
≤ca(t)
∫ 1
0
(sa(t))1−m
∫
Sm−1∩Bm
2sa(t)
(x)
|Du0| dH m−1 ds
≤C(,m) a(t)
∫ 1
0
(sa(t))−
1
3 ||α||W 1,2(Sm−1,RL) ds
≤C(,m) a(t) 23K
≤C(,m)λ 23K.
(Bemerkung: Auch hier steht in der Arbeit [17] von Gastel und Nerf in der ent-
sprechenden Rechnung Sm−1∩Bma(t)(x) anstelle von Sm−1∩Bm2a(t)(x), was wiederum
in der Dissertation von Nerf [42] korrigiert wurde.)
Also:
I ≤ C(,m)λ 23K. (4.23)
Fu¨r die Abscha¨tzung von II verwenden wir die Oszillationsabscha¨tzung aus Ko-
rollar 3. Sei Ω ⊂ Sm−1 ein Gebiet mit C2-Rand mit (Sm−1) ⊂ Ω ⊂ (Sm−1) 
2
.
Fu¨r x ∈ Ω gilt dann
|v0(x)− u0(x)| ≤ inf
Sm−1
|v0 − u0|+ oscΩ|v0 − u0|
≤ C(m)||v0 − u0||L2(Sm−1)
+ C(d, γ,m, )||D(v0 − u0)||γW 1,2(M,RL)||v0 − u0||1−γW 1,2(M,RL)
≤ C(m)Kλ+ C(d, γ,m, )d−mKλ1−γ.
Da Q0 und ϕ beschra¨nkt sind, folgert man daraus leicht
II ≤ C(d, γ,m, ) (4.24)
Aus (4.22), (4.23) und (4.24) folgt nun die Behauptung:
dist (h(t, x), N) ≤ C(d, γ,m, )Kλ1−γ fu¨r fast alle x ∈ (Sm−1), t ∈ [0, λ].

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4.2.2 Ein Modifikationslemma
Zur Erinnerung: M := {x ∈M : dist(x, {z ∈M : mz ≤ 4}) > }.
Allein an dem folgenden Satz liegt es, dass einem in dieser Arbeit immer wieder
die zuna¨chst etwas unnatu¨rlich wirkende Bedingung
H - dim ({x ∈M : mx > 4}) ≤ m− 5
begegnet.
Lemma 12 Es gelte
H - dim ({x ∈M : mx > 4}) ≤ m− 4 (sic!).
Seien 0 < a < b < 2, sei  > 0 hinreichend klein und sei K > 0. Gegeben sei eine
Abbildung
g ∈ W 2,2G (M × [−b, b],RL)
mit
dist(g(x), N) ≤ K
fu¨r fast alle x ∈M × [−b, b] und fast alle x ∈M × ([−b,−a] ∪ [a, b]).
Dann gibt es eine Modifikation
g ∈ W 2,2G (M × [−b, b],RL)
von g in dem Sinne, dass gilt:
g ≡ g in einer Umgebung von M × {−b, b} sowie auf M′ × [−b, b] (4.25)
fu¨r ein ′ > ,
||g||W 2,2 ≤ C||g||W 2,2 , (4.26)
wobei die Konstante C > 0 nicht von a, b und g abha¨ngt, und mit
dist(g(x), N) ≤ K fu¨r fast alle x ∈M × [−b, b]. (4.27)
Bemerkung: Es ist richtig, dass in diesem SatzH - dim (...) ≤ m−4 vorausgesetzt
wird, und nicht wie in vielen anderen Sa¨tzen H - dim (...) ≤ m− 5.
Qualitative Beschreibung des Beweises. Wir konstruieren Paare offener Men-
gen
P i ⊂M i ⊂M
(i = 1, ..., ` ∈ N) mit
M = M ∪
⋃
1≤i≤`
M i (4.28)
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und
M i \P i ⊂M ∪
⋃`
j=i+1
M i fu¨r alle 1 ≤ i ≤ ` (4.29)
(mit
⋃`
i=`+1M
i = ∅). Dann setzen wir fu¨r i ∈ {1, ..., `}
Ki := {(Mi \Pi)× [−b, b]} ∪ {Mi × ([−b,−a] ∪ [a, b])}
und
K˜i := Mi × [−b, b]
und außerdem
K˜`+1 := M × [−b, b].
Wegen (4.29) gilt fu¨r alle 1 ≤ i ≤ `
Ki ⊂M × {[−b,−a) ∪ (a, b]} ∪
`+1⋃
l=i+1
K˜i. (4.30)
Außerdem gilt
M × [−b, b] =
`+1⋃
l=1
K˜i.
Die Abbildung g konstruieren wir induktiv: Sei
h[`+1] : M × {[−b,−a) ∪ (a, b]} ∪ K˜`+1 → RL
als Einschra¨nkung von g gegeben. Fu¨r jedes 1 ≤ i ≤ ` konstruieren wir aus der
W 2,2-Abbildung
h[i+1] : M × {[−b,−a) ∪ (a, b]} ∪
`+1⋃
l=i+1
K˜l → RL
eine neue W 2,2-Abbildung
h[i] : M × {[−b,−a) ∪ (a, b]} ∪
`+1⋃
l=i
K˜l → RL.
mit
Im(h[i]) ⊂ Im(h[i+1]). (4.31)
Wegen (4.30) ko¨nnen wir dabei so vorgehen, dass wir aus der eingeschra¨nkten
W 2,2-Abbildung
h[i+1] : Ki → RL
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eine neue W 2,2-Abbildung
βi : K˜i → RL
mit
Im(βi) ⊂ Im(h[i+1])
und
βi ≡ h[i+1] in einer Umgebung von ∂K˜i ∩Ki
konstruieren. Wir setzen dann
h[i](z) :=
{
h[i+1](z) fu¨r z /∈ K˜i
βi(z) fu¨r z ∈ K˜i
.
Die Eigenschaften (4.31) wird von dieser Abbildung erfu¨llt. Schließlich erhalten
wir mit
g := h[1] : M × [−b, b]→ RL
unsere gesuchte Modifikation von g. Wegen Im(g) ⊂ Im(h[`+1]) erfu¨llt diese of-
fensichtlich die Distanzabscha¨tzung (4.27). Dass die geforderte Eigenschaft
g ≡ g in einer Umgebung von M × [{−b} ∪ {b}]. (4.32)
erfu¨llt, ist bei genauer Betrachtung der folgenden Konstruktion offensichtlich.
Weiterhin muss bei diesem Vorgehen sichergestellt werden, dass g a¨quivariant ist.
Nun werden wir die Mengenpaare P i ⊂M i und die Konstruktion der Abbil-
dungen βi etwas genauer beschreiben.
Mit C[M,G] ist im folgenden stets die Konstante aus Lemma 1 gemeint.
Fu¨r x ∈Msing, r < dist(x,M(> Gx)) und R < C[M,G]r definieren wir
Λ(x, r, R) := exp
(
νR
{
y ∈M(Gx) : distM(Gx)(y, x) < r
})
.
Dies ist ein Scheibenbu¨ndel u¨ber einem geoda¨tischen Ball in M(Gx). Dabei ist
distM(Gx) die Abstandsfunktion der riemannschen Mannigfaltigkeit M(Gx). Die
Faser dieses Bu¨ndels u¨ber z ∈ {y ∈M(Gx) : distM(Gx)(y, x) < r} ist
Λz(x, r, R) := expz
(
νRz
{
y ∈M(Gx) : distM(Gx)(y, x) < r
})
. (4.33)
Fu¨r die Mengen P i,M i gilt
M i = Λ(xi, ri, Ri), P
i = Λ(xi, ri, ρi)
fu¨r noch zu bestimmende xi ∈ Msing, sowie Radien ri > 0, 0 < Ri < C[M,G]ri,
0 < ρi < Ri. Sei Gi := Gxi . Wegen Korollar 2 gilt
• M i ⊂M(≤ Gi) und M i \P i ⊂M(< Gi).
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In Lemma 13 werden wir zeigen, dass es fu¨r alle hinreichend kleinen  > 0 solche
xi, ri, Ri und ρi gibt, so dass (4.28) und (4.29) erfu¨llt sind. Außerdem besagt
dieses Lemma, dass wir von Folgendem ausgehen ko¨nnen:
• Es gilt die Implikation
i < j =⇒ (Gi) ≥ (Gj)
(die Umkehrung davon braucht nicht zu gelten).
• Die Menge {(G1), ..., (G`)} umfasst alle Isotropietypen von [M,G] mit Aus-
nahme des minimalen Isotropietyps.
Deswegen ko¨nnen wir u¨ber die iterative Konstruktion von g sagen: Wir arbeiten
uns von der Menge der regula¨ren Orbits Schritt fu¨r Schritt zu immer
”
singula¨re-
ren“ Orbitmengen vor.
Weiterhin werden wir nach Lemma 13 voraussetzen ko¨nnen:
• Es gibt einen Diffeomorphismus
ψi : K˜i → BdimM(Gi)1 ×Bm−dimM(Gi)2 × [−2, 2]
mit
ψi(Ki) = B
dimM(Gi)×
{
B
m−dimM(Gi)
2 × ([−2,−1] ∪ [1, 2])
∪
(
B
m−dimM(Gi)
2 \Bm−dimM(Gi)1
)
× [−2, 2]
}
.
Wir ko¨nnen nun die Konstruktion der Abbildung βi auf das folgende Problem
zuru¨ckfu¨hren:
Finde fu¨r jede W 2,2-Abbildung
f : ψi(Ki)→ RL
eine neue W 2,2- Abbildung
f : ψi(K˜i)→ RL,
fu¨r die
Im(f) ⊂ Im(f),
und
f ≡ f in einer Umgebung von BdimM(Gi) × ∂
(
B
m−dimM(Gi)
2 × [−2, 2]
)
gilt.
Dann erhalten wir βi wie folgt:
βi := h[i+1] ◦ (ψ−1i ) ◦ ψi.
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Dies bewerkstelligen wir durch eine Art scheibenweise homogene Fortsetzung:
f(ω, x, y) =f
(
ω, Ψ (sup{(|x|, |y|)}) x
sup{(|x|, |y|)} ,
Ψ (sup{(|x|, |y|)}) y
sup{(|x|, |y|)}
)
(4.34)
((ω, x, y) ∈ BdimM(Gxi )1 × Bm−dimM(Gxi )2 × [−2, 2]). Dabei ist ψ : [0, 2] → [1, 2]
eine geeignet gewa¨hlte monotone C2-Abbildung mit ψ(t) = t in einer Umgebung
von {2}, die in einer Umgebung auf [0, 1] konstant ist. Bei dieser Art
”
homogener
Fortsetzung“ orientieren wir uns an einer a¨hnlichen Konstruktion in der Arbeit
[17] von Gastel und Nerf. Es gilt offensichtlich Im(α) ⊂ Im(α). Daraus folgt
sofort Aussage (4.26) des Satzes:
Im(g) ⊂ Im(g).
Bei diesem Schritt ist die Bedingung
H - dim ({x ∈M : mx > 4}) ≤ m− 4
wichtig. Denn daraus folgt m − dimM(Gi) + 1 ≥ 5. Dies mu¨ssen wir voraus-
setzen ko¨nnen, da im Fall m − dim(Gi) + 1 < 5 die W 2,2-Norm von α nicht
notwendigerweise endlich zu sein braucht.
Nach dieser qualitativen Beschreibung des Beweises von Satz 12 mu¨ssen nun
folgende Schritte durchgefu¨hrt werden:
1. Schritt: Existenzbeweis fu¨r geeignete Mengen M i, P i: Lemma 13.
2. Schritt: Durchfu¨hrung der Fortsetzung f → f .
3. Schritt: Zusammenfu¨gen dieser Ergebnisse zur Konstruktion von g.
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1. Schritt.
Lemma 13 (U¨berdeckungslemma) Sei [M,G] eine kompakte riemannsche Trans-
formationsgruppe. Es gibt ein Γ > 0, so dass fu¨r alle 0 <  < Γ gilt:
1. Es gibt ein ` ∈ N mit: Fu¨r jedes i ∈ {1, ..., `} gibt es ein xi ∈ Msing sowie
Radien 0 < ri < dist(x,M(> Gxi)), 0 < Ri < C[M,G]ri und 0 < ρi < Ri, so
dass gilt:
M = M ∪
⋃`
i=1
Λ(xi, ri, Ri), (4.35)
Λ(xi, ri, Ri) \ Λ(xi, ri, ρi) ⊂M ∪
⋃`
j=i+1
Λ(xj, rj, Rj) fu¨r i ∈ {1, ..., `}
(4.36)
(mit
⋃`
j=`+1 Λ(xj, rj, Rj) = ∅).
2. Fu¨r i ∈ {1, ..., `} gibt es einen Diffeomorphismus
φi : Λ(xi, ri, Ri)→ BdimM(Gxi )1 ×Bm−dimM(Gxi )2 .
Dieser kann so gewa¨hlt werden, dass
φi (Λ(xi, ri, Ri) \ Λ(xi, ri, ρi)) =
= B
dimM(Gxi )
1 ×
(
B
m−dimM(Gxi )
2 \Bm−dimM(Gxi )1
)
und dass fu¨r jedes
z ∈ {y ∈M(Gxi) : dist(y,M(> Gxi)) > ri}
die Einschra¨nkung
φz,i : Λz(xi, ri, Ri)→ Bm−dimM(Gxi )2
Gz-a¨quivariant ist bzgl. jeder Scheibendarstellung von Gz auf Rm−dimM(Gxi ).
Beweis:
zu (1). Seien α1, ..., αν fu¨r ein ν ∈ N die Isotropietypen von [M,G]. Diese seien
so angeordnet, dass gilt:
αi ≤ αj =⇒ i ≥ j
fu¨r alle 1 ≤ i, j ≤ ν. Die Umkehrung davon braucht nicht zu gelten. Insbesondere
ist αν der minimale Isotropietyp.
In der nun folgenden Behauptung setzen wir
⋃0
i=1 Ai = ∅.
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Behauptung: Es gibt ein 0 < Γ < injM , fu¨r jedes i ∈ {1, ..., ν − 1} gibt es
ein mi ∈ N und ein 0 < ρ˜i < injM , fu¨r jedes (i, k) ∈ {1, ..., `}× {1, ...,mi} gibt es
ein xi,k ∈ M(αi), ein ri,k < dist(xi,M(> αi)) und ein Ri,k < C[M,G]ri,k, so dass
gilt:
M(αi) \
i−1⋃
l=1
exp
(
ν ρ˜lM(αl)
) ⊂ mi⋃
k=1
Λ(xi,k, ri,k, Ri,k) fu¨r i ∈ {1, ..., ν − 1},
exp(ν ρ˜iM(αi)) ⊂
i⋃
j=1
mj⋃
k=1
Λ(xj,k, rj,k, Rj,k)
und
Mreg \
ν−1⋃
l=1
exp (νρlM(αl)) ⊂MΓ.
Mit dieser Behauptung kann man Teil (i) des Lemmas wie folgt beweisen: Sei
γ : {(i, j) : 1 ≤ i ≤ ν − 1, 1 ≤ j ≤ mi} → {1, ..., ` := m1 + ... + mν−1} eine
Bijektion mit
k < l =⇒ γ(k, i) < γ(k, j) fu¨r alle 1 ≤ i ≤ mk, 1 ≤ j ≤ ml.
Wir setzen Γ := min1≤i≤ν−1 ρ˜i, xi := xγ−1(i), ri := rγ−1(i), Ri := Rγ−1(i). Weiterhin
setzen wir ρ′i,k := ρ˜i fu¨r alle 1 ≤ k ≤ mi und ρi := ρ′γ−1(i). Dann werden die
Bedingungen aus Teil (1) des Lemmas offenkundig erfu¨llt.
Zum Beweis der Behauptung:
Induktionsanfang: i = 1. Es gilt M(> α1) = ∅. Deswegen ko¨nnen wir M(α1)
mit offenen Mengen vom Typ Λ(x, r, R) mit x ∈ M(α1), r > 0, R < CMri und
Λ(x, r, R) ⊂ M(≥ α1) u¨berdecken. Da M(α1) kompakt ist, gibt es eine endliche
Teilu¨berdeckung. Somit erhalten wir ein m1, sowie x1,j, r1,j, R1,j (1 ≤ j ≤ m1)
mit
M(α1) =
m1⋃
k=1
Λ(x1,k, r1,k, R1,k).
Wir wa¨hlen ein 0 < ρ˜1 < injM so, dass
exp(ν ρ˜1M(α1)) ⊂
m1⋃
k=1
Λ(x1,k, r1,k, R1,k)
gilt.
Induktionsschritt: i− 1→ i. Die Menge
M(αi) \
i−1⋃
l=1
exp (νρlM(αl))
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kann von offenen Mengen vom Typ Λ(x, r, R) mit x ∈ M(αi), r < dist(x,M(>
αi), Ri < CMri und Λ(x, r, R) ⊂M(≤ αi) u¨berdeckt werden. Aus Kompaktheits-
gru¨nden gibt es eine endliche Teilu¨berdeckung. Somit erhalten wir ein mi ∈ N,
sowie xi,j, ri,j, Ri,j (1 ≤ j ≤ mi) mit
M(αi) =
mi⋃
k=1
Λ(xi,k, ri,k, Ri,k).
Wir wa¨hlen ein 0 < ρ˜i < ρ˜i−1 so, dass
exp(ν ρ˜iM(αi)) ⊂
i⋃
j=1
mj⋃
k=1
Λ(xj,k, rj,k, Rj,k)
gilt.
Zuletzt setzen wir Γ := inf1≤i≤ν ρ˜i.
Damit ist die obige Behauptung, und somit Aussage (1) des Lemmas bewiesen.
Die Induktion wird in diesem Beweis nur fu¨r die geeignete Wahl der Radien ρi
bebraucht!
zu (2). Dies folgt sofort, wenn man einige Grundkenntnisse u¨ber Normal-
koordinaten und Vektorbu¨ndel zugrundelegt: Auf dem geoda¨tischen Ball {z ∈
M(αi) : dist(z,M(> αi))} fu¨hren wir Normalkoordinaten ein und erweitern
diese zu einer geeigneten a¨quivarianten Bu¨ndelkarte. 
2. Schritt. Sei k ∈ N, sei 4 ≤ ` ∈ N und sei eine beliebige Abbildung
f ∈ W 2,2 (Bk × [(B`2 \B`1)× [−2, 2] ∪B`2 × ([−2,−1] ∪ [1, 2])] ,RL)
gegeben. Wir werden nun eine unseren Anspru¨chen genu¨gende Fortsetzung
f ∈ W 2,2 (Bk ×B`2 × [−2, 2],RL) .
konstruieren. Sei hierzu Φ : R → [0, 1] eine C2-Funktion mit Φ ≡ 0 auf (−∞, 0],
Φ ≡ 1 auf [1
4
,∞), die auf (0, 1
4
) streng monoton wachsend ist. Außerdem gelte
lims→0
Φ(s)
s2
= 0. Fu¨r jedes r ∈ [1, 5
2
) definieren wir die Funktion
Ψr : [0, 2]→ [r, 2], Ψr(s) := r + Φ(s− r)(s− r).
Fu¨r ein noch zu wa¨hlendes R ∈ [1, 5
4
) definieren wir
f(ω, x, y) := f
(
ω,ΨR(sup{|x|, |y|}) x
sup{|x|, |y|} ,ΨR(sup{|x|, |y|})
y
sup{|x|, |y|}
)
.
Nun werden wir die W 2,2-Norm von f abscha¨tzen. Wie bereits erwa¨hnt ist hier
die Bedingung ` ≥ 4 unverzichtbar.
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Fu¨r jedes I ⊂ R≥0 sei
AI := {(x, y) ∈ R` × R : sup{|x|, |y|} ∈ I}.
Wir setzen
A := A[0,2] = B
`
2 × [−2, 2],
At := A{t} fu¨r t ∈ [0, 2].
Es gilt
A[1,2] = (B
`
2 \B`1)× [−2, 2] ∪B`2 × ([−2,−1] ∪ [1, 2]).
Wir definieren
K :=
2∑
j=0
∫
Ω×A[1,2)
|Djf |2 dH k+`+1
sowie die Funktionen
α, β : [0, 2]→ R≥0,
α(r) :=
2∑
j=0
∫
Ω×Ar
|Djf |2 dH k+`
β(r) :=
2∑
j=0
∫
Ω×A[r,2)
∣∣∣∣(Djf)(Ψr(sup{|x|, |y|}) xsup{|x|, |y|} ,
Ψr(sup{|x|, |y|}) y
sup{|x|, |y|}
)∣∣∣∣2 dH k+`+1.
Wir werden R ∈ [1, 5
4
] so wa¨hlen, dass gilt:
α(R) + β(R) ≤ CK (4.37)
mit einer Konstante C > 0, die nicht von f abha¨ngt. Wir werden nun begru¨nden,
dass α und β wohldefiniert sind, sowie dass eine solche Wahl von R mo¨glich ist.
Fu¨r jedes r ∈ [1, 5
4
] ist die eingeschra¨nkte Funktion Ψr|[r, 2] streng monoton
wachsend, also invertierbar. Fu¨r die Umkehrfunktion gilt
(Ψ−1r )
′(t) ≤ c(t− r)− 23
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mit einer Konstante c > 0, die nicht von r abha¨ngt. Damit berechnen wir:
∫ 5
4
1
∫ 2
r
α(Ψr(s)) ds dr =
∫ 5
4
1
∫ 2
r
α(t)(Ψ−1r )
′(t) dt dr
=
∫ 2
1
α(t)
∫ min[t, 5
4
]
1
(Ψ−1r )
′(t) dr dt
≤
∫ 2
1
α(t)
∫ t
1
(Ψ−1r )
′(t) dr dt
≤ c
∫ 2
1
α(t)
∫ t
1
(t− r)− 23 dr dt
= c
∫ 2
1
α(t) dt.
Daraus folgt
∫ 5
4
1
(
α(t) +
∫ 2
t
α(Ψt(s))ds
)
dt ≤ (1 + c)
∫ 2
1
α(t) dt
Insbesondere ist die Funktion t 7→ α(t)+∫ 2
t
α(Ψt(s)) ds fast u¨berall wohldefiniert
und es gibt ein R ∈ [1, 5
4
] mit
α(R) +
∫ 2
R
α(ΨR(s)) ds ≤ 4(1 + c)
∫ 2
1
α(t) dt ≤ 4(1 + c)K.
Durch eine Koordinatentransformation (deren Jacobi-Determinante nach unten
durch eine Konstante c2 abgescha¨tzt werden kann, die nicht von R abha¨ngt)
erhalten wir
∫ 2
R
α(ΨR(s)) ds =
∫ 2
R
2∑
j=0
∫
Ω×AΨR(s)
|Djf |2 dH k+` ds
≥c2
∫ 2
R
2∑
j=0
∫
Ω×As
∣∣∣∣(Djg)(ω,Ψr(sup{|x|, |y|}) xsup{|x|, |y|} ,
Ψr(sup{|x|, |y|}) y
sup{|x|, |y|}
)∣∣∣∣2 dH k+`(ω, x, y)
=c2β(R).
Also erhalten wir
α(R) + c2β(R) ≤ 4(1 + c)K,
womit sich leicht (4.37) mit C = 4(1 + c) folgern la¨sst.
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Nun werden wir dieW 2,2-Norm von g abscha¨tzen. Mit der Kettenregel erhalten
wir mit einer Konstante c > 0, die nicht von R abha¨ngt, mit
2∑
j=0
∫
Ω×A[R,2)
∣∣∣∣(Djf)(ω,Ψr(sup{|x|, |y|}) xsup{|x|, |y|} ,
Ψr(sup{|x|, |y|}) y
sup{|x|, |y|}
)∣∣∣∣2 dH k+`+1(ω, x, y)
≤c
2∑
j=0
∫
Ω×A[R,2)
∣∣∣∣Dj (f (ω,Ψr(sup{|x|, |y|}) xsup{|x|, |y|} ,
Ψr(|(x, y)|∞) y
sup{|x|, |y|}
))∣∣∣∣2 dH k+`+1(ω, x, y)
=c
2∑
j=0
∫
Ω×A[R,2)
∣∣Djf ∣∣2 dH k+`+1. (4.38)
Auf A[0,R) gilt
f(ω, x, y) = f
(
ω,R
x
sup{|x|, |y|} , R
y
sup{|x|, |y|}
)
und folglich fu¨r s ∈ (0, R)∫
Ω×As
∣∣Djf ∣∣2 dH k+` =( s
R
)`−2j ∫
Ω×AR
∣∣Djf ∣∣2 dH k+`
=
( s
R
)`−2j ∫
Ω×AR
∣∣Djf ∣∣2 dH k+`.
Damit berechnen wir
2∑
j=0
∫
Ω×A[0,R)
∣∣Djf ∣∣2 dH k+`+1
=
2∑
j=0
∫ R
0
∫
Ω×As
∣∣Djf ∣∣2 dH k+` ds
=
2∑
j=0
∫ R
0
( s
R
)`−2j ∫
Ω×AR
∣∣Djf ∣∣2 dH k+`ds
=
2∑
j=0
R
`+ 1− 2j
∫
Ω×AR
∣∣Djf ∣∣2 dH k+`
≤α(R) ≤ cK. (4.39)
Hier geht nun die wichtige Voraussetzung ` ≥ 4 ein. (4.38) und (4.39) ergeben
zusammen
2∑
j=0
∫
Ω×A
|Djf |2dH k+`+1 ≤ CK
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mit einer Konstanten C > 0, die nicht von f , f und Ω abha¨ngt. Nun ist ersichtlich,
dass die Abbildung f die folgenden drei Eigenschaften hat:
f ≡ f in einer Umgebung von Bk × ∂(B`2 × [−2, 2]), (4.40)
Im(f) ⊂ Im(f) (4.41)
und
‖f‖W 2,2 ≤ C‖f‖W 2,2 . (4.42)
Die Konstante C > 0 ha¨ngt dabei nicht von f ab.
3. Schritt. Sei ein hinreichend kleines  > 0 gegeben. Die Mengen Mi :=
Λ(xi, ri, Ri), Pi := Λ(xi, ri, ρi) (i ∈ {1, ..., `}) wa¨hlen wir wie in Lemma 13. Wie
in obiger Beschreibung des Beweises setzen wir fu¨r i ∈ {1, ..., `}
Ki := ([Λ(xi, ri, Ri) \ Λ(xi, ri, ρi)]× [−b, b]) ∪ (Λ(xi, ri, Ri)× ([−b,−a] ∪ [a, b]))
und
K˜i := Λ(xi, ri, Ri)× [−b, b],
sowie
K˜`+1 := {M × ([−b,−a] ∪ [a, b])} ∪ {M × [−b, b]} .
Zuna¨chst fu¨hren wir C2-Diffeomorphismen
ψi : K˜i → BdimM(Gxi ) ×Bm−dimM(Gxi )2 × [−2, 2]
ein. Diese seien gegeben als das kartesische Produkt
ψi := φi × η,
wobei φi : Mi → BdimM(Gxi ) × Bm−dimM(Gxi )2 der Diffeomorphismus aus Lemma
13 ist, und wobei
η : [−b, b]→ [−2, 2]
ein geeigneter C2-Diffeomorphismus ist mit η(−a) = −1 und η(a) = 1 ist. Man
kann η so wa¨hlen, dass es Konstanten c und γ gibt, wobei c nicht von a und b
abha¨ngt, γ jedoch schon, so dass gilt:
||α||2L2([−b,b]) ≤ cγ||α ◦ (η−1)||2L2([−2,2]),
||α ◦ (η−1)||2L2([−2,2]) ≤ cγ−1||α||2L2([−b,b]),
||α′||2L2([−b,b]) ≤ cγ2||(α ◦ (η−1))′||2L2([−2,2]),
||(α ◦ (η−1))′||2L2([−2,2]) ≤ cγ−2||α′||2L2([−b,b]),
||α′′||2L2([−b,b]) ≤ cγ3||(α ◦ (η−1))′′||2L2([−2,2]),
||(α ◦ (η−1))′′||2L2([−2,2]) ≤ cγ−3||α′′||2L2([−b,b]).
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Danach folgen unter Anpassung der Konstanten c fu¨r alle messbaren Mengen
Ω ⊂ K˜i und fu¨r alle hinreichend regula¨ren u : Ω → RL, v : ψi : Ω → RL die
nun folgenden Ungleichungen. Babei ist Dy in K˜i die Ableitung in Richtung der
zweiten Komponente (der [−b, b]-Komponente) und in ψi(K˜i) die Ableitung nach
der dritten Komponente (der [−2, 2]-Komponente). Es sei Dz in K˜i die totale
Ableitung in Richtung der ersten Komponente (der Λ(xi, ri, Ri)-Komponente).
Es sei Dω,x in ψi(K˜i) die totale Ableitung in Richtung der ersten und der zweiten
Komponente (also der BdimM(Gxi ) ×Bm−dimM(Gxi )2 -Komponenten)
||Dizu||2L2(Ω,RL) ≤ cγ||Djω,x(u ◦ (ψ−1i ))||2L2(ψi(Ω),RL), j ∈ {0, 1, 2}
||Djω,xv||2L2(ψi(Ω),RL) ≤ cγ−1||Djz(v ◦ ψi)||2L2(Ω,RL), j ∈ {0, 1, 2}
||Djz∂yu||2L2(Ω,RL) ≤ cγ2||Djω,x∂y(u ◦ (ψ−1i ))||2L2(ψi(Ω),RL), j ∈ {0, 1}
||Djω,x∂yv||2L2(ψi(Ω),RL) ≤ cγ−2||Djz∂y(v ◦ ψi)||2L2(Ω,RL), j ∈ {0, 1}
||∂2yu||2L2(Ω,RL) ≤ cγ3||(∂2y(u ◦ (ψ−1i ))||2L2(ψi(Ω),RL),
||∂2yv||2L2(ψi(Ω),RL) ≤ cγ−3||∂2y(v ◦ ψi)||2L2(Ω,RL). (4.43)
Die Konstanten c un d γ ko¨nnen von i abha¨ngen, dies ist im weiteren Beweis
jedoch nicht von Belang. Was daran liegt, dass wir hier nur endlich viele i vorliegen
haben. Es gilt
ψi (Ki) = B
dimM(Gxi ) ×
{[(
B
m−dimM(Gxi )
2 \Bm−dimM(Gxi )1
)
× [−2, 2]
]
∪Bm−dimM(Gxi )2 × ([−2,−1] ∪ [1, 2])
}
.
Fu¨r eine Abbildung α ∈ W 2,2 (Ki,RL) definieren wir unter Verwendung des oben
durchgefu¨hrten Schritt 2 des Beweises
α˜ : α ◦ ψ−1i ◦ ψi : K˜i → RL
In der folgenden Abscha¨tzung ist C die Konstante aus Abscha¨tzung (4.42) und c
die Konstante aus (4.43). Fu¨r alle i ∈ {1, ..., `} und alle α ∈ W 2,2 (Ki,RL) gilt
||α˜||
L2(K˜i,RL)
≤cγ||α˜ ◦ (ψ−1i )||L2(ψi(K˜i),RL)
=cγ||α ◦ ψ−1i |||L2(ψi(K˜i),RL)
≤Ccγ||α ◦ ψ−1i ||L2(ψi(Ki),RL)
≤Cc||α||L2(Ki,RL)
≤Cc||α||L2(Ki,RL).
Hierin haben wir die erste und die zweite Zeile aus (4.43). Verfahren wir ebenso
mit der dritten und vierten, sowie mit der fnften und sechsten Zeile, so sehen wir
fu¨r eine geeignete Konstante C > 0, die nicht von α, a und b abha¨ngt
||α˜||
W 2,2(K˜i,RL) ≤ C||α||W 2,2(Ki,RL). (4.44)
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Nun definieren wir induktiv die Abbildungen h[i]: Wir setzen
h[`+1] := g : K˜`+1 → RL.
Sei i ∈ {1, ..., `} und sei
h[i+1] :
`+1⋃
l=i+1
K˜l → RL
bereits konstruiert. Dann definieren wir
h[i] :
`+1⋃
l=i
K˜l → RL
durch
h[i](z) :=
{
h[i+1] fu¨r z /∈ K˜i
h˜[i+1] fu¨r z ∈ K˜i
.
Mit (4.44) gibt es eine Konstante K > 0, die nicht von h, a und b abha¨ngt,
so dass fu¨r alle i ∈ N
||h[i]||
W 2,2(
⋃`+1
j=i K˜j ,RL)
≤ K||h[i+1]||
W 2,2(
⋃`+1
j=1+1 K˜j ,RL)
.
gilt. Mit
g := h[1]
und mit ⋃`
i=1
K˜i = M × [−b, b]
sieht man nun iterativ, dass
||g||W 2,2(M×[−b,b]) ≤ C||g||W 2,2(K˜`+1,RL) ≤ C||g||W 2,2(M×[−b,b],RL)
fu¨r eine Konstante C > 0 gilt, die nicht von g, a und b abha¨ngt. Damit ist die
Normabscha¨tzung (4.26) bewiesen.
Mit (4.41) folgt nach der Konstruktionsweise von g
Im(g) ⊂ Im (g|K`+1) .
Damit ist Behauptung (4.27) des Satzes bewiesen:
dist(g(x), N) ≤ K fu¨r fast alle x ∈M × [−b, b].
Außerdem folgt aus der Konstruktion von g, dass
g ≡ g auf
(
M \
⋃`
i=1
M i
)
× [−b, b] sowie auf einer Umgebung von M × {−b, b}
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gilt. Fu¨r ein fu¨r ein ′ >  mit
M′ ⊂M \
⋃`
i=1
M i
gilt dann also die Behauptung 4.25 des Satzes.
Nun mu¨ssen wir noch begru¨nden, dass g G-a¨quivariant ist. Nach Lemma 13 ist
fu¨r jedes i ∈ {1, ..., `} und jedes z ∈ {y ∈M(Gxi) : dist(y, x) < r} ist der einge-
schra¨nkte Diffeomorphismus
ψz,i|Λz(xi, ri, Ri)× [−b, b]
(siehe (4.33) fu¨r die Definition von Λz(x, r, R) ) Gz-a¨quivariant. Daraus folgt die
Gz-A¨quivarianz der eingeschra¨nkten Abbildung
g|Λz(xi, ri, Ri)× [−b, b] :
Hieraus la¨sst sich nun die G-A¨quivarianz der Abbildung g schlussfolgern. 
4.2.3 Beweis des Interpolationslemmas
Wir geben zuna¨chst eine U¨bersicht u¨ber den Beweis.
1. Schritt: Wahl eines geeigneten Radius ρ ∈ (η, 1) und geeigneter Nullfolgen
λi ∈ (0, 1− ρ), κi ∈ (0,min{ρ− λi, 1− ρ}) (i ∈ N).
Die in den folgenden Schritten auftretenden Konstanten C > 0 ha¨ngen alle von
u, v, η, ρ und der Folge {λi}i∈N ab, nicht aber von i ∈ N. Bei allen Abscha¨tzungen
und Konvergenzaussagen muss gegebenenfalls zu Teilfolgen u¨bergegangen werden.
2. Schritt: Anwendung von des Fortsetzungslemmas (Lemma 11), um eine
Abbildung
hi ∈ W 2,2G (Sm−1 × [−κi, λi + κi],RL)
mit
hi(t, ω) = vi(ρ− λi + t, ω) fu¨r t ∈ [−κi, 0]
hi(t, ω) = ui(ρ− λi + t, ω) fu¨r t ∈ [λi, λi + κi]
sowie mit der Normabscha¨tzung
||hi||W 2,2(Sm−1×[−κi,λi+κi],RL) ≤ Cλi
und der Distanzabscha¨tzung
dist (hi(t, ω), Ni) ≤ Cλ
1
2
i fu¨r fast alle ω ∈ (Sm−1), t ∈ [−κi, λi + κi]
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zu konstruieren. Hierbei ist  > 0 fest gewa¨hlt und C ha¨ngt von  ab.
3. Schritt: Anwendung des Modifikationslemmas (Lemma 12) auf h, um eine
neue Abbildung
hi ∈ W 2,2G (Sm−1 × [−κi, λi + κi],RL)
mit
hi(t, ω) ≡ vi(ρ− λi + t, ω) in einer Umgebung von Sm−1 × {ρ− λi − κi},
hi(t, ω) ≡ ui(ρ− λi + t, ω) in einer Umgebung von Sm−1 × {ρ+ κi},
sowie mit der Normabscha¨tzung
||hi||W 2,2(Sm−1×[−κi,λi+κi],RL) ≤ Cλi
und mit der Distanzabscha¨tzung
dist
(
hi(t, x), Ni
) ≤ Cλ 12i fu¨r fast alle ω ∈ Sm−1, t ∈ [−κi, λi + κi]
zu konstruieren.
4. Schritt: Projektion von hi in Ni: Wir ko¨nnen o.B.d.A. λ
1
2
i ≤ δC fu¨r alle
i ∈ N annehmen, wobei δ die Konstante aus der Bedingung (4.1) ist. Dann ist
die Abbildung
h˜i := ΠNi ◦ hi : Sm−1 × [−κi, λi + κi]→ Ni
wohldefiniert, wobei ΠNi die Na¨chste-Punkt-Projektion von N ist. Es gilt
||h˜i||W 2,2(Sm−1×[−κi,λi+κi],RL) ≤ C||hi||W 2,2(Sm−1×[−κi,λi+κi],RL) ≤ Cλi, (4.45)
wobei die Konstante C > 0 nach der Bedingung (4.1) nicht von i abha¨ngt.
5. Schritt: Konstruktion der Abbildung wi wie folgt:
wi(t, ω) =

vi(t, ω) falls 0 < t < ρ− λi − κi
h˜i(ω,−ρ+ λi + t) falls ρ− λi − κi ≤ t ≤ ρ+ κi
ui(t, ω) falls ρ+ κi < t < 1
.
Fu¨r jedes
R ∈ (ρ+ sup
i∈N
κi, 1)
gilt
wi ≡ ui auf Bm \BmR
Wegen u ≡ v auf BmR \Bmρ+κi folgt mit (4.45)
lim
i→∞
||wi − vi||W 2,2(BmR ,RL) ≤
≤ lim
i→∞
||wi − vi||W 2,2(Bmρ+κi\Bmρ−λi−κi ,RL)
= lim
i→∞
||h˜i||W 2,2(Sm−1×[−κi,λi+κi],RL)
=0.
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1. Schritt.
Behauptung 1: Fu¨r η ∈ (0, 1), µ ∈ (0, 1− η), α, β ∈ {0, 1} mit α + β ∈ {0, 1}
und f, g ∈ W 2,2(Bm,RL) gilt∫ 1
η+µ
∫
Sm−1
|DαS∂βt f(t, ω)−
1−α−β∑
k=0
µkDαS∂
β+k
t g(t− µ, ω)|2 dH m−1(ω) dt
≤2
∫
Bm\Bmη+µ
|Dα+βf −Dα+βg|2dx+ 2η−mµ2(2−α−β)
∫
Bm\Bmη
|Dα+β+1g|2 dx.
(4.46)
Beweis: In der folgenden Rechnung verwenden wir (Aufza¨hlung in der Rei-
henfolge der Anwendung)
• den eindimensionalen Satz von Taylor in der Form
h(t)− h(t− µ)− µ∂th(t− µ) =
∫ t
t−µ
(t− µ− s)∂2sh(s) ds,
• die Ho¨lder-Ungleichung,
• Die Identita¨t ∫ 1
η+µ
∫ t
t−µ
h(s, t) ds dt =
∫ 1
η
∫ s+µ
s
h(s, t) dt ds.
∫ 1
η+µ
∫
Sm−1
∣∣∣∣∣DαS∂βt g(t, ω)−
1−α−β∑
k=0
µkDαS∂
β+k
t g(t− µ, ω)
∣∣∣∣∣
2
dH m−1(ω) dt
≤
∫ 1
η+µ
∫
Sm−1
∣∣∣∣∫ t
t−µ
DαS∂
β+1
t g(s, ω)(t− µ− s)1−α−β ds
∣∣∣∣2 dH m−1(ω) dt
≤
∫ 1
η+µ
∫
Sm−1
(∫ t
t−µ
(t− µ− s)2(1−α−β) ds
)(∫ t
t−µ
|DαS∂β+1s g(s, ω)|2 ds
)
dH m−1(ω) dt
≤µ2(1−α−β)+1
∫ 1
η+µ
∫ t
t−µ
∫
Sm−1
|DαS∂β+1s g(s, ω)|2 dH m−1(ω) ds dt
=µ2(1−α−β)+1
∫ 1
η
∫ s+µ
s
∫
Sm−1
|DαS∂β+1s g(s, ω)|2 dH m−1(ω) dt ds
=µ2(2−α−β)
∫ 1
η
∫
Sm−1
|DαS∂β+1s g(s, ω)|2 dH m−1(ω) ds
≤µ2(2−α−β)η−m
∫ 1
η
∫
Sm−1
tm|Dα+β+1g|2 dH m−1(ω) ds
≤η−mµ2(2−α−β)
∫
Bm\Bmη
|Dα+β+1g|2 dx.
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Daraus folgt Behauptung eins mit der Ungleichung |a+ b|2 ≤ 2|a|2 + 2|b|2. 
Nun sei η > 0, so dass u und v auf Bm \Bmη u¨bereinstimmen.
Behauptung 2: Es gibt ein ρ ∈ (η, 1), eine Nullfolge λi ∈ (0, (1− ρ)),
κi ∈ (0, ρ− λi) und ein K > 0, so dass fu¨r die Abbildungen
fi,0 : S
m−1 → N, fi,0(ω) := vi(ρ− λi, ω);
gi,0 : S
m−1 → N, gi,0(ω) := ui(ρ, ω);
fi,1 : S
m−1 → RL, fi,1(ω) := ∂tvi(ρ− λi, ω);
gi,1 : S
m−1 → RL, gi,1(ω) := ∂tui(ρ, ω)
(evtl. nach U¨bergang zu Teilfolgen) gilt:
supi∈N
∫
Sm−1 (|Dgi,0|2 + |Dfi,0|2) dH m−1 ≤ K2,
supi∈N
∫
Sm−1 (|D2gi,0|2 + |D2fi,0|2) dH m−1 ≤ K2,
supi∈N
∫
Sm−1 (|Dgi,1|2 + |Dfi,1|2) dH m−1 ≤ K2∫
Sm−1 |gi,0 − fi,0|2 dH m−1 ≤ λ2iK2∫
Sm−1 |gi,1 − fi,1|2 dH m−1 ≤ λ2iK2∫
Sm−1 |Dgi,0 −Dfi,0|2 dH m−1 ≤ λ2iK2∫
Sm−1 |gi,0 − fi,0 − λifi,1|2 dH m−1 ≤ λ4iK2

und
||vi||W 2,2(Bmρ−λi\Bρ−λi−κi ,RL) ≤ λi,
||ui||W 2,2(Bmρ+κi\Bρ,RL) ≤ λi. (4.47)
Dabei kann ρ beliebig nahe bei 1 gewa¨hlt werden.
Beweis von Behauptung 2: Da die Abbildungen ui bzw. vi schwach in W
2,2
und stark in W 1,2 gegen u bzw. v, konvergieren, gilt fu¨r eine Konstante C > 0
mit
sup
i∈N
∫
Bm
(|D2ui|2 + |D2vi|2) dH m ≤ C,
sup
i∈N
∫
Bm
(|Dui|2 + |Dvi|2) dH m ≤ C,
lim
i→∞
∫
Bm
|ui − u|2 dH m + lim
i→∞
∫
Bm
|Dui −Du|2 dH m = 0,
lim
i→∞
∫
Bm
|vi − v|2 dH m + lim
i→∞
∫
Bm
|Dvi −Dv|2 dH m = 0.
Wir definieren
δi :=
∫
Bm\Bmη
|ui − vi|2 dH m +
∫
Bm\Bmη
|Dui −Dvi|2 dH m.
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Da u und v auf Bm \Bmη u¨bereinstimmen, folgt
lim
i→∞
δi =
∫
Bm\Bmη
|ui − vi|2 dH m +
∫
Bm\Bmη
|Dui −Dvi|2 dH m
=
∫
Bm\Bmη
|ui − u|2 dH m +
∫
Bm\Bmη
|v − u|2 dH m
+
∫
Bm\Bmη
|vi − v|2 dH m +
∫
Bm\Bmη
|Dui −Du|2 dH m
+
∫
Bm\Bmη
|Dv −Du|2 dH m +
∫
Bm\Bmη
|Dvi −Dv|2 dH m
=0.
Wir wa¨hlen eine Nullfolge 0 < λi < 1 − η. Nach U¨bergang zu Teilfolgen von ui,
vi ko¨nnen wir δi ≤ λi annehmen. Mit (4.46) erhalten wir nun fu¨r alle i ∈ N mit
einer Konstanten K > 0
∫ 1
η
∫
Sm−1
(|DSui(t, ω)|2 + |DSvi(t, ω)|2) dH m−1(ω) dt ≤ K2,∫ 1
η
∫
Sm−1
(|D2Sui(t, ω)|2 + |D2Svi(t, ω)|2) dH m−1(ω) dt ≤ K2,∫ 1
η
∫
Sm−1
(|DS∂tui(t, ω)|2 + |DS∂tvi(t, ω)|2) dH m−1(ω) dt ≤ K2,∫ 1
η
∫
Sm−1
|ui(t, ω)− vi(t− λi, ω)|2 dH m−1(ω) dt ≤ λ2iK2∫ 1
η
∫
Sm−1
|∂tui(t, ω)− ∂tvi(t− λi, ω)|2 dH m−1(ω) dt ≤ λ2iK2∫ 1
η
∫
Sm−1
|DSui(t, ω)−DSvi(t− λi, ω)|2 dH m−1(ω) dt ≤ λ2iK2∫ 1
η
∫
Sm−1
|ui(t, ω)− vi(t− µj, ω)− λi∂tvi(t− λi, ω)|2 dH m−1(ω) dt ≤ λ4iK2.
Wir ko¨nnen also das Fortsetzungslemma (Lemma 11) anwenden. Folglich gibt es
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ein ρ ∈ (η, 1), das beliebig nahe bei 1 gewa¨hlt werden kann, mit∫
Sm−1
(|DSui(ρ, ω)|2 + |DSvi(ρ, ω)|2) dH m−1(ω) ≤ K2,∫
Sm−1
(|D2Sui(ρ, ω)|2 + |D2Svi(ρ, ω)|2) dH m−1(ω) ≤ K2,∫
Sm−1
(|DS∂tui(ρ, ω)|2 + |DS∂tvi(ρ, ω)|2) dH m−1(ω) ≤ K2∫
Sm−1
|ui(ρ, ω)− vi(ρ− λi, ω)|2 dH m−1(ω) ≤ λ2iK2∫
Sm−1
|∂tui(ρ, ω)− ∂tvi(ρ− λi, ω)|2 dH m−1(ω) ≤ λ2iK2∫
Sm−1
|DSui(ρ, ω)−DSvi(ρ− λi, ω)|2 dH m−1(ω) ≤ λ2iK2∫
Sm−1
|ui(ρ, ω)− vi(ρ− λi, ω)− µj∂tvi(ρ− λi, ω)|2 dH m−1(ω). ≤ λ4iK2.
Wegen
lim
n→∞
||vi||W 2,2(Bmρ−λi\Bρ−λi− 1n ,RL) = limn→∞ ||ui||W 2,2(Bmρ+ 1n \Bρ,RL) = 0
gibt es ein κi ∈ (0, ρ− λi) mit
||vi||W 2,2(Bmρ−λi\Bρ−λi−κi ,RL) ≤ λi,
||ui||W 2,2(Bmρ+κi\Bρ,RL) ≤ λi.
Damit ist Behauptung 2 bewiesen. 
Von nun an seien ρ, K, λi und κi wie in Behauptung 2 fest vorgegeben.
2. Schritt.
Fu¨r jedes i ∈ N ko¨nnen wir nach Schritt 1 das Interpolationslemma (Lemma
11) auf die Funktionen
fi,0 : S
m−1 → N, fi,0(ω) := vi(ρ− λi, ω);
gi,0 : S
m−1 → N, gi,0(ω) := ui(ρ, ω);
fi,1 : S
m−1 → RL, fi,1(ω) := ∂tvi(ρ− λi, ω);
gi,1 : S
m−1 → RL, gi,1(ω) := ∂tui(ρ, ω)
anwenden. Somit erhalten wir eine Konstante c > 0 sowie eine Abbildung
hi ∈ W 2,2([0, λi]× Sm−1,RL)
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mit
hi(0, ω) = vi(ρ− λi, ω),
∂thi(0, ω) = ∂tvi(ρ− λi, ω),
hi(λi, ω) = ui(ρ, ω),
∂thi(λi, ω) = ∂tui(ρ, ω),
sowie mit der Normabscha¨tzung
||hi||W 2,2([0,λi]×Sm−1,RL) ≤ cKλ
und der Distanzabscha¨tzung
dist (hi(t, x), N) ≤ cKd−mλ
1
2
i fu¨r fast alle x ∈ (Sm−1), t ∈ [−κi, λi + κi].
Weiterhin setzen wir
hi(t, ω) := vi(ρ− λi + t, ω) fu¨r t ∈ Sm−1 × [−κi, 0]
hi(t, ω) := ui(ρ− λi + t, ω) fu¨r t ∈ Sm−1 × [λi, λi + κi]
Wegen Im(ui), Im(vi) ⊂ N und wegen der Wahl von κi (4.47) gilt evtl. nach
Vergro¨ßerung von c
||hi||W 2,2([−κi,λi+κi]×Sm−1,RL) ≤ cKλ
und
dist (hi(t, x), N) ≤ cKd−mλ
1
2
i fu¨r fast alle x ∈ (Sm−1), t ∈ [−κi, λi + κi].
3. Schritt.
Aus der Voraussetzung
H − dim ({x ∈ Rm : mx > 4}) ≤ m− 5
folgt
H − dim ({x ∈ Sm−1 : mx > 4}) ≤ m− 4.
Deswegen gibt es nach Lemma 12 eine Abbildung
hi ∈ W 2,2([−κi, λi + κi]× Sm−1,RL)
mit
hi ≡ h jeweils in Umgebungen von Sm−1 × {−κ} bzw Sm−1 × {λi + κi},
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mit
||hi||W 2,2(Sm−1×[−κi,λi+κi]×Sm−1,RL) ≤ ||hi||W 2,2(Sm−1×[−κi,λi+κi]×Sm−1,RL) ≤ Cλ
und mit
dist
(
hi(t, x), N
) ≤ cKd−mλ 12i ≤ Cλ 12i fu¨r fast alle x ∈ Sm−1, t ∈ [−κi, λi + κi].
Zu Schritt 4 und Schritt 5 ist in obiger Beweisu¨bersicht bereits alles gesagt
worden. Damit ist das Interpolationslemma bewiesen. 
4.3 Beweis des Kompaktheitssatzes
Es seien alle Voraussetzungen des Kompaktheitssatzes (Hauptsatz 2) erfu¨llt. Sei
v ∈ W 2,2G (Bm, N∞) eine beliebige Abbildung, die in einer Umgebung von Sm−1
mit u u¨bereinstimmt. Dann gibt es ein η ∈ (3
4
, 1) mit
v ≡ u auf Bm \Bmη .
Nach den an dieNi gestellten Bedingungen gibt es Abbildungen vi ∈ W 2,2(Bm, Ni),
die stark in W 2,2 gegen v konvergieren. Nach dem Interpolationslemma (Satz 10)
gibt es ein R ∈ (η, 1) und Abbildungen
wi ∈ W 2,2G (Bm, Ni)
mit
wi ≡ ui auf Bm \BmR
fu¨r jedes i ∈ N, deren Einschra¨nkungen wi|BmR stark in W 2,2 gegen v|BmR konver-
gieren, fu¨r die also insbesondere∫
BmR
|∆v|2 dx = lim
i→∞
∫
BmR
|∆wi|2 dx. (4.48)
gilt. Fu¨r jede Folge {fi}i∈N ⊂ W 2,2(Bm,RL), die in der W 2,2- Norm beschra¨nkt
ist, gilt wegen (4.4)
lim
i→∞
∫
BmR
Vi[fi] dx = 0.
Insbesondere gilt also
lim
i→∞
∫
BmR
Vi[vi] dx = 0, lim
i→∞
∫
BmR
Vi[ui] dx = 0. (4.49)
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Da die euklidische Bienergie E unterhalbstetig bzgl. schwacherW 2,2-Folgenkonvergenz
ist, gilt
lim
i→∞
∫
BmR
|∆ui|2 dx ≥
∫
BmR
|∆u|2 dx (4.50)
Mit (4.48), (4.49), (4.50) und der Minimierereigenschaft der ui erhalten wir∫
BmR
|∆v|2 dx
= lim
i→∞
∫
BmR
|∆wi|2 dx
= lim
i→∞
∫
BmR
(|∆wi|2 + Vi[wi]) dx
≥ lim
i→∞
∫
BmR
(|∆ui|2 + Vi[ui]) dx
= lim
i→∞
∫
BmR
|∆ui|2 dx
≥
∫
BmR
|∆u|2 dx
und damit die Minimierereigenschaft von u. Setzen wir hierin v = u ein, so
erhalten wir fu¨r jedes (!) η ∈ (3
4
, 1) ein R ∈ (η, 1) mit∫
BmR
|∆u|2 dx = lim
i→∞
∫
BmR
|∆ui|2 dx. (4.51)
Die Ungleichung (4.11) aus Lemma 9 angewendet auf die Abbildung ui−u liefert∫
BmR
2
|D2(ui − u)|2 dx ≤ C
∫
BmR
|∆(ui − u)|2 dx+ CR−2
∫
BmR
|D(ui − u)|2 dx.
(4.52)
Mit (4.51) und der starken W 1,2-Konvergenz ui → ϕ (die aus der schwachen
W 2,2-Konvergenz folgt) erhalten wir∫
BmR
2
|D2(ui − u)|2 dx = 0.
Mit erneuter Berufung auf starke W 1,2-Konvergenz folgt
lim
i→∞
||ui − u||W 2,2(BmR
2
,RL) = 0
fu¨r jedes R ∈ (η, 1). Dies ist gleichbedeutend mit der starken Konvergenz in
W 2,2loc (B
m
1
2
,RL). Damit ist der Kompaktheitssatz bewiesen. 
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4.4 Eine Monotonieformel
Fu¨r u ∈ W 2,2(Bm,RL) sei
Φu(r) := r
4−m
∫
Bmr
|∆u|2 dx
+ r3−m
∫
Sm−1r
(
∂R|Du|2 + 4|Du|2 − 4r2|∂Ru|2
)
H m−1.
Fu¨r fast alle 0 < r < 1 ist der Ausdruck Φu(r) wohldefiniert.
Satz 6 (Monotonieformel) Sei u ∈ W 2,2(Bm, N) stationa¨r bzgl. einer gesto¨rten
Bienergie EV . Dann gilt fu¨r alle ρ, r ∈ (0, 1] \ Λu mit ρ < r, wobei Λu eine (von
u abha¨ngige) Nullmenge ist
[Φu(r) + ηu(r)]− [Φu(ρ) + ηu (ρ)] +
∫ r
ρ
θu(t) dt
=4
∫
Bmr \Bmρ
( |D∂Ru|2
|x|m−2 + (m− 2)
|∂Ru|2
|x|m
)
dx. (4.53)
Dabei sind ηu : (0, 1) → R und θu : (0, 1) → R (von u abha¨ngende!) L1loc-
Funktionen mit
|ηu(r)| ≤Cr5−m
∫
Bmr
(|D2u|2 + |Du|4) dx
+ Cr6−m
∫
Sm−1r
(|D2u|2 + |Du|4) dH m−1 + Cr3,
|θu(r)| ≤Cr5−m
∫
Bmr
(|D2u|2 + |Du|4) dx+ Cr3 (4.54)
fu¨r alle r ∈ (0, 1) \ Λu, wobei die Konstante C > 0 nichr von u abha¨ngt.
Ist EV die euklidische Bienergie (d.h. V ≡ 0), so gilt ηu ≡ 0 und θu ≡ 0.
In dem Fall, dass EV die euklidische Bienergie ist
∫
Bm
|∆u|2 dx ist, liegt die Mo-
notonieformel fu¨r stationa¨re biharmonische Abbildungen vor, die Angelsberg in
[2] berechnet hat. In diesem Fall folgt aus der Monotonieformel - da deren rechte
Seite nichtnegativ ist -, dass die Funktion r 7→ Φu(r) monoton wachsend ist. Da-
her kommt der Name
”
Monotonieformel“.
Ein Spezialfall unseres Satzes ist die Monotonieformel fu¨r Abbildungen, die stati-
ona¨r bzgl. der Bienergie
∫
Bm
|∆gu|2
√|g|dx fu¨r eine beliebige riemannsche Metrik
g sind.
Beim Beweis der Monotonieformel orientieren wir uns an der Arbeit [2] von
Angelsberg und werden das dortige Vorgehen gema¨ß unserer allgemeineren Aus-
gangssituation modifizieren.
Anwenden werden wir die Monotonieformel spa¨ter in Form des folgenden Ko-
rollars:
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Korollar 4 Fu¨r u ∈ W 2,2(Bm, N) gelte die Monotonieformel (4.53). Dann gilt
sup
ρ∈(0, 12 ]
ρ4−m
∫
Bmρ
(|D2u|2 + |Du|4) dx <∞ (4.55)
und es existiert der Grenzwert
lim
(0,1]\Λu3r↓0
[Φu(r) + ηu(r)] .
4.4.1 Einige Hilfssa¨tze
Wir tragen einige Lemmata zusammen, die wir im Beweis der Monotonieformel
verwenden werden. Wir fu¨hren sie in der Reihenfolge ihres Gebrauches an.
Lemma 14 Sei ξ ∈ C∞0 (B, Rm) und sei ξt(x) := x+ tξ(x) fu¨r t ∈ R. Dann gilt
d
dt
∣∣∣∣
t=0
|det(D(ξ−t))| = −ξii .
Beweis: Wir halten uns an [22]. Wegen det(Dξ0) = +1 und weil die Abbildung t 7→
det(Dξt) stetig ist, ko¨nnen wir mit det(Dξ−t) anstelle von |det(Dξ−t)| arbeiten.
Fu¨r eine m × m-Matrix x sei adij(x) der (m − 1) × (m − 1)-Minor, welcher
durch Streichung der i-ten Zeile und der j-ten Spalte aus x hervorgeht. Nach
dem Entwicklungssatz von Laplace gilt
det(x) = xjk det (adjk(x)) + Terme unabha¨ngig von xjk.
Es gilt also
∂
∂xjk
det(x) = adjk(x)
Dies verwenden wir nun zusammen mit der Kettenregel und mit adik(Dξ0) = δik:
d
dt
∣∣∣∣
t=0
det(Dξt) = adik (Dξ0)
∂
∂t
∣∣∣∣
t=0
∂k (ξ−t)
i
= ∂i
∂
∂t
∣∣∣∣
t=0
(ξ−t)i = −∂iξi = ξii .

Lemma 15 Fu¨r jede Funktion f : Bm → R, fu¨r welche die folgenden Integrale
definiert sind, gilt:∫ r
ρ
τ 1−m
∫
Bm
|x|fϕ′′τ dx dτ =
=(3−m)
∫ r
ρ
τ 2−p
∫
Bm
f ϕ′τ dx dτ +
∫
Bm
f
(
ϕ′ρ ρ
3−m − ϕ′r r3−m
)
dx.
4.4. EINE MONOTONIEFORMEL 103
Dieses Lemma und seinen Beweis entnehmen wir [2], wo es in einer spezielleren
Version zu finden ist.
Beweis: Mit partieller Integration erha¨lt man∫ r
ρ
ϕ′′τ τ
1−m dτ = −ϕ′R
R3−m
|x| + ϕ
′
ρ
ρ3−m
|x|
+
3−m
|x|
∫ r
ρ
ϕ′τ τ
2−m dτ.
Nun folgt das Lemma durch eine zweimalige Anwendung des Satzes von Fubini.

Fu¨r f, ϕ ∈ L1(R,R) definieren wir
(ϕ ? f) (x) :=
∫
R
ϕ
(y
x
)
f(y) dy.
Durch eine einfache Koordinatentransformation erhalten wir:
(ϕ ? f) (x) =
∫
R
ϕ(z)f(xz)x dz.
Lemma 16 Seien f, ϕk ∈ L1(R,R), mit
ϕk ≥ 0, ,
∫
R
ϕk(x) dx = 1, supp (ϕk) ⊂
[
1− 1
k
, 1
]
, k ∈ N.
Seien ρ,R ∈ R mit 0 ≤ ρ ≤ R. Dann gilt fu¨r den Grenzwertu¨bergang k →∞:
φk ? f → id · f in L1 ([ρ,R]) (4.56)
mit (id · f)(x) = xf(x). Weiterhin gilt fu¨r fast alle 0 < r < 1
lim
k→∞
(φk ? f)(r) = rf(r). (4.57)
Dieses Lemma und seinen Beweis entnehmen wir dem Appendix von [2]. Beweis:
Man sieht leicht die folgenden beiden Aussagen:
||f(h·)− f ||L1(R,R) → 0 fu¨r h→ 1, (4.58)
(ϕk ? f) (x)− xf(x) = x
∫
R
ϕk(z) (f(xz)− f(x)) dz.
Durch Anwendung des Satzes von Fubini und der Ho¨lder-Ungleichung erhalten
wir damit
||ϕk ? f − xf ||L1([ρ,R]) ≤
∫ R
ρ
|x|
∫
R
|ϕk(z)| |f(xz)− f(x)| dz dx
≤ R
∫
R
|ϕk(z)|
(∫ R
ρ
|f(xz)− f(x)| dx
)
dz
≤ R ||ϕk||L1 sup
h∈suppϕk
||f(h·)− f ||L1 .
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Wegen supp φk ⊂
[
1− 1
k
, 1
]
und ||ϕk||L1 = 1 folgt nun (4.56).
Aus dem Differentiationssatz von Lebesgue folgt nun, dass fu¨r fast alle 0 < r < 1
gilt:
lim
k→∞
(ϕk ? f)(r) = lim
k→∞
lim
↓0
1
2
∫ r+
r−
ϕk ? f dx
= − lim
↓0
1
2
∫ r+
r−
id · f dx
= −rf(r).

4.4.2 Beweis der Monotonieformel
Zuna¨chst arbeiten wir mit einem beliebiegen positiven C2-Integranden
W = W (x, z, p, q) und dem dazugeho¨rigen Funktional
FW (u) :=
∫
Bm
W [u] dx.
Um die Notationen im Beweis der Monotonieformel nicht ausufern zu lassen,
leisten wir uns einige Unsauberheiten in der Notation, um eine unno¨tige Verkom-
plizierung derselben zu vermeiden: Das Zeichen ”x” verwenden wir nicht nur fu¨r
die Variable x, sondern auch fu¨r die Abbildung x 7→ x. Wir bezeichnen z.B. mit
”xf” die Abbildung x 7→ xf(x) und mit ”x− tξ” die Abbildung x 7→ x− tξ(x).
A¨hnlich sei mit ”xi” neben der Variablen xi auch die Abbildung x 7→ xi bezeich-
net. Bei Rechnungen in Koordinaten schreiben wir W
(
x, uκ, uκi , u
κ
ij
)
anstatt
W (·, u, Du, D2u). Wir verwenden die Summenkonvention, dabei werden ro¨mi-
sche Indizes i, j, k... von 1 bis m, griechische Indizes κ von 1 bis L summiert.
Zur Erinnerung:
DFW (u, ϕ) :=
d
dt
∣∣∣∣
t=0
FW (u ◦ ϕt)
fu¨r alle ϕ ∈ C∞0 (Bmr ,Rm) mit ϕt(x) := x + tϕ(x). Dass u stationa¨r bzgl. FW ist,
bedeutet gerade DFW (u, ϕ) = 0 fu¨r alle solchen ϕ.
Lemma 17 Fu¨r jedes u ∈ W 2,2(Bm,RL) und jedes ξ ∈ C∞0 (Bm,Rm) gilt
DFW (u, ξ) =
∫
Bm
{
αi[u] ξ
i + βij[u] ξ
j
i + γijk[u] ξ
k
ij
}
dx (4.59)
mit den Integranden
αi = −Wxi ,
βij = −Wδij +Wpκi pκj + 2Wqκkiqκkj,
γijk = Wqκijp
κ
k.
(4.60)
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Beweis: Es gilt:
(u ◦ ξt)κi = (uκi + t uκa ξai ) ◦ ξt,
(u ◦ ξt)κij =
(
uκij + t
[
2uκia ϕ
a
j + +u
κ
aϕ
a
ij
]
+ t2uκab ϕ
a
i ϕ
b
j
) ◦ ξt.
Wir fu¨hren die Koordinatentransformation x 7→ x−tξ(x). Deren Jacobi-Determinante
ist | det (Dξt) |. Beachte: ξt ◦ ξ−t(x) = x− tξ(x) + tξ (x− tξ(x)).∫
Bm
W [u ◦ ξt] dx
=
∫
Bm
W (ξ−t, uκ ◦ ξt ◦ ξ−t, (uκi + t uκa ξai ) ◦ ξt ◦ ξ−t,(
uκij + t
[
2uκia ξ
a
j + +t u
κ
aξ
a
ij
]
+ t2uκab ξ
a
i ξ
b
j
) ◦ ξt ◦ ξ−t) det (D(ξt)) dx.
Nun berechnen wir die Ableitung nach t bei t = 0. Nach Lemma 14 gilt
det (D(ξt)) = −ξii .
Des weiteren verwenden wir, dass fu¨r jede Funktionenfamilie ft : B → Rn, die fu¨r
kleine |t| stetig differnzierbar von t abha¨ngt, gilt:
d
dt
∣∣∣∣
t=0
(ft ◦ ξt ◦ ξ−t) (x) = d
dt
∣∣∣∣
t=0
ft(x).
Ableitung und Integral ko¨nnen nach einem Standardargument aus der Integra-
tionstheorie vertauscht werden. Mit all dem bisher gesagten erha¨lt man durch
Anwenden der Kettenregel
DFW (u, ξ) =
=
∫
Bm
d
dt
∣∣∣∣
t=0
W [u ◦ ξt] dx
=
∫
Bm
{
−W [u] ξii −Wxi [u] ξi +Wuκi [u]uκa ξai +Wuκij
[
2uκia ξ
a
j + u
κ
aξ
a
ij
]}
dx
=
∫
Bm
{
αi[u] ξ
i + βij[u] ξ
j
i + γijk[u] ξ
k
ij
}
dx.

Fu¨r jedes ν ∈ N wa¨hlen wir eine Funktion ϕν ∈ C∞(R, [0, 1]) mit ϕν ≡ 1 auf
(−∞, 1 − 1
n
], ϕν ≡ 0 auf [1,∞), ϕ′ν ≤ 0 und
∫
R |ϕ′ν | dx = 1. Fu¨r 0 < τ < 1 und
definieren wir ϕν,τ (x) := ϕν
(
|x|
τ
)
, ϕ′ν,τ (x) := ϕ
′
ν
(
|x|
τ
)
und ϕ′′ν,τ (x) := ϕ
′′
ν
(
|x|
τ
)
.
Wir setzen
ξν,τ (x) := ϕν,τ (x)x = ϕν
( |x|
τ
)
x.
Wir definieren fu¨r 0 < ρ < r < 1
Iνr,ρ :=
∫ r
ρ
τ 3−mDF (u, ξν,τ ) dτ.
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Lemma 18 Ist u ∈ W 2,2(Bm, N) stationa¨r bzgl. FW , so gilt
0 =(4−m)
∫ r
ρ
τ 3−m
∫
Bm
AW [u]ϕν,τ dx dτ +
∫ r
ρ
τ 2−m
∫
Bm
BW [u]ϕ
′
ν,τ dx dτ
−
∫
Bm
CW [u]ϕ
′
ν,r r
3−m dx+
∫
Bm
CW [u]ϕ
′
ν,ρ r
3−m dx
mit Integranden
AW =
1
4−m (αixi + βii) ,
BW =
1
|x|βikxixk − 1|x|γikkxi + 1|x|γkikxi + 1|x|γkkixi + (3−m)|x|3 γijkxixjxk,
CW =
1
|x|3γijkxixjxk.
(4.61)
Beweis: In diesem Beweis verwenden wir die Abku¨rzungen ξ = ξν,τ und ϕτ = ϕν,τ .
ξk = ϕτxk,
ξki =
1
τ
ϕ′τ
xixk
|x| + ϕτδik,
ξkij =
1
τ 2
ϕ′′τ
xixjxk
|x|2 +
1
τ
ϕ′τ
[−xixjxk
|x|3 +
δijxk + δjkxi + δikxj
|x|
]
.
Dies eingesetzt in (4.59) ergibt
DFW (u, ν, τ) =
=
∫
Bm
αi[u]xiϕτ dx
+
∫
Bm
{
βik[u]
xixk
|x|
1
τ
ϕ′τ + βik[u] δikϕτ
}
dx
+
∫
Bm
{
γijk[u]
xixjxk
|x|2
1
τ 2
ϕ′′τ + γijk[u]
[−xixjxk
|x|3 +
δijxk + δjkxi + δikxj
|x|
]
1
τ
ϕ′τ
}
dx
=
∫
Bm
[αi[u]xi + βii[u]]ϕτ dx
+
∫
Bm
[
1
|x|βijxixj −
1
|x|γikk[u]xi +
1
|x|γkik[u]xi +
1
|x|γkki[u]xi
]
1
τ
ϕ′τ dx
+
∫
Bm
1
|x|2γijk[u]xixjxk
1
τ 2
ϕ′′τ dx
Diese Gleichung integrieren wir:
∫ r
ρ
...dτ . Daraufhin wenden wir partielle Integra-
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tion in Form von Lemma 15 an:
Iνr,ρ =
=
∫ r
ρ
τ 3−m
∫
Bm
[αi[u]xi + βii[u]]ϕτ dx dτ
+
∫ r
ρ
τ 2−m
∫
Bm
[
1
|x|βij[u]xixj −
1
|x|γikk[u]xi +
1
|x|γkik[u]xi +
1
|x|γkki[u]xi
]
ϕ′τ dx
+
∫ r
ρ
τ 2−m
∫
Bm
(3−m)
|x|3 γijk[u]xixjxkϕ
′
τ
−
∫
Bm
1
|x|3γijk[u]xixjxkϕ
′
rr
3−m dx
+
∫
Bm
1
|x|3γijk[u]xixjxkϕ
′
ρρ
3−m dx.
Weil u stationa¨r bezgl. FW ist, gilt I
ν
ρ,r = 0. Damit ist das Lemma bewiesen. 
Wir fu¨hren als Abku¨rzung den Integranden
U(x, z, p, q) := qκiiq
κ
jj
ein, d.h. es gilt
U [u] = |∆u|2
und fu¨r W verwenden wir
W = U + V,
d.h. es gilt
EV (u) = FW (u) :=
∫
Bm
W [u] dx =
∫
Bm
(|∆u|2 + V [u]) dx.
Wir berechnen:
Uxi = Upκi = 0,
Uqκij(q) = 2q
κ
aa δij.
Daraus folgt
AU [u] = |∆u|2,
BU [u] = −|∆u|2|x|+ 4∆uκ uκij
xixj
|x| + 8∆u
κ uκj
xj
|x| ,
CU [u] = −∆uκ uκj
xj
|x| .
Mit
Iνρ,r =
∫ r
ρ
τ 3−mDFU(u, ν, τ) dτ +
∫ r
ρ
τ 3−mDFV (u, ν, τ) dτ.
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und mit Lemma 18 folgt
0 =
∫ r
ρ
τ 3−m
∫
Bm
(4−m)|∆u|2ϕν,τ dx dτ
+
∫ r
ρ
τ 2−m
∫
Bm
[
−|∆u|2|x|+ 4uκkkuκij
xixj
|x| + 8u
κ
kku
κ
j
xj
|x|
]
ϕ′ν,τ dx dτ
−2
∫
Bm
uκkku
κ
j
xj
|x|ϕ
′
ν,r r
3−m dx
+2
∫
Bm
uκkku
κ
j
xj
|x|ϕ
′
ν,ρ ρ
3−m dx
+
∫ r
ρ
τ 3−m
∫
Bm
(4−m)A [u]ϕν,τ dx dτ
+
∫ r
ρ
τ 2−m
∫
Bm
B[u]ϕ′ν,τ dx dτ
−2
∫
Bm
C [u]ϕ′ν,r r
3−m dx
+2
∫
Bm
C [u]ϕ′ν,ρ ρ
3−m dx, (4.62)
dabei setzen wir von nun an - weil außer V keine weiteren Integranden mehr im
Spiel sind -
A := AV , B := BV , C := CV .
Mit
d
dτ
ϕν,τ = −ϕ′ν,τ
|x|
τ 2
berechnen wir
d
dτ
[
τ 4−m
∫
Bm
|∆u|2ϕν,τ dx+ τ 4−m
∫
Bm
A [u]ϕν,τ dx
]
=τ 3−m
∫
Bm
(4−m)|∆u|2 ϕν,τ dx− τ 2−m
∫
Bm
|∆u|2|x|ϕ′ν,τ dx
+ τ 3−m
∫
Bm
(4−m)A [u]ϕν,τ dx− τ 2−m
∫
Bm
A [u] |x|ϕ′ν,τ dx.
Durch Integration
∫ r
ρ
...dτ ergibt das[
r4−m
∫
Bm
|∆u|2ϕν,r dx+ r4−m
∫
Bm
A [u]ϕν,r dx
]
−
[
ρ4−m
∫
Bm
|∆u|2ϕν,ρ dx+ ρ4−m
∫
Bm
A [u]ϕν,ρ dx
]
=(4−m)
∫ r
ρ
τ 3−m
∫
Bm
|∆u|2 ϕν,τ dx dτ −
∫ r
ρ
τ 2−m
∫
Bm
|∆u|2|x|ϕ′ν,τ dx dτ
+ (4−m)
∫ r
ρ
τ 3−m
∫
Bm
A [u]ϕν,τ dx dτ −
∫ r
ρ
τ 2−m
∫
Bm
A [u] |x|ϕ′ν,τ dx, dτ.
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Zusammen mit (4.62) folgt hieraus[
τ 4−m
∫
Bm
|∆u|2ϕν,r dx+ τ 4−m
∫
Bm
A [u]ϕν,r dx
]
−
[
τ 4−m
∫
Bm
|∆u|2ϕν,ρ dx+ τ 4−m
∫
Bm
A [u]ϕν,ρ dx
]
= −
∫ r
ρ
τ 2−m
∫
Bm
[
4uκkku
κ
ij
xixj
|x| + 8u
κ
kku
κ
j
xj
|x|
]
ϕ′ν,τ dx dτ
+2
∫
Bm
uκkku
κ
j
xj
|x|ϕ
′
ν,r r
3−m dx− 2
∫
Bm
uκkku
κ
j
xj
|x|ϕ
′
ν,ρ ρ
3−m dx
−
∫ r
ρ
τ 2−m
∫
Bm
(|x|A +B)[u]ϕ′ν,τ dx dτ
+2
∫
Bm
C [u]ϕ′ν,r r
3−m dx− 2
∫
Bm
C [u]ϕ′ν,ρ ρ
3−m dx. (4.63)
Nun fu¨hren wir den Grenzwertu¨bergang ν → ∞ durch. Die ϕν,r konvergieren
gleichma¨ßig gegen die charakteristische Funktion von Bmr . Es gilt also
lim
ν→∞
∫
Bm
(...)ϕν,r dx = −
∫
Br
(...) dx
fu¨r alle entsprechenden Terme. Nach (4.56) aus Lemma 16 gilt fu¨r die entspre-
chenden Terme
lim
ν→∞
∫ r
ρ
τ 2−m
∫
Bm
(...)ϕ′ν,τdx dτ = −
∫
Br\Bρ
|x|3−m(...) dx dτ.
Auf die u¨brigen Terme wenden wir (4.57) aus Lemma 16 an:
lim
ν→∞
∫
Bm
(...)ϕ′ν,r r
3−m dx = −r4−m
∫
Sr
(...) dH m−1
Dies fu¨hrt zu[
r4−m
∫
Br
|∆u|2 dx+ η˜u(r)
]
−
[
ρ4−m
∫
Bρ
|∆u|2 dx+ η˜u(ρ)
]
+
∫
Bmr \Bmρ
W [u] dx
= −
∫
Br\Bρ
(
4
∆uκ uκijxixj
|x|m−2 + 8
∆uκ uκjxj
|x|m−2
)
dx− 2
∫
Sr−Sρ
∆uκuκjxj
|x|m−3 dH
m−1
(4.64)
mit
η˜u(r) :=r
4−m
∫
Br
A [u] dx− 2r4−m
∫
Sm−1r
C [u] dH m−1,
W (x, z, p, q) :=− |x|A (x, z, p, q) +B(x, z, p, q)|x|m−4 .
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Dabei verwenden wir die Notation∫
Sm−1r −Sm−1ρ
(...) dH m−1 =
∫
Sm−1r
(...) dH m−1 −
∫
Sm−1ρ
(...) dH m−1.
Fu¨r jedes nichtnegative f ∈ L1loc(Rm,R) ist die Funktion
(0, 1] 3 r 7→
∫
Bmr
f dx
absolutstetig und fu¨r fast alle r ∈ (0, 1) gilt
d
dr
∫
Bmr
f dx =
∫
Sm−1r
f dH m−1.
Mit partieller Integration erhalten wir also fu¨r fast alle 0 < ρ < R ≤ 1 mit∫
BmR \Bmρ
f
|x|m−α dx =
∫ R
ρ
rα−m
∫
Sm−1r
f dH m−1
=Rα−m
∫
BmR
f dx− ρα−m
∫
Bmρ
f dx
+ (m− α)
∫ R
ρ
rα−1−m
∫
Bmt
f dx dt.
Daraus folgt∫
Bmr \Bmρ
W [u] dx =
∫
Bmr \Bmρ
A [u]
|x|m−5 dx+
∫
Bmr \Bmρ
B[u]
|x|m−4 dx
= (m− 5)
∫ r
ρ
t4−m
∫
Bmt
A [u] dx dt
+ (m− 4)
∫ r
ρ
t3−m
∫
Bmt
B[u], dx dt
+ r4−m
∫
Bmr
A [u] dx− ρ4−m
∫
Bmρ
A [u] dx
+ r3−m
∫
Bmr
B[u] dx− ρ3−m
∫
Bmρ
B[u] dx.
Mit
ηu(r) :=η˜u(r) + r
4−m
∫
Bmr
A [u] dx+ r3−m
∫
Bmr
B[u] dx
=2r4−m
∫
Br
A [u] dx+ r3−m
∫
Bmr
B[u] dx,
und
θu(r) = (m− 5)
∫ r
ρ
t4−m
∫
Bmt
A [u] dx+ (m− 4)
∫ r
ρ
t3−m
∫
Bmt
B[u], dx
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folgt nun[
r4−m
∫
Bmr
|∆u|2 dx+ ηu(r)+
]
−
[
ρ4−m
∫
Bmρ
|∆u|2 dx+ ηu (ρ)
]
+
∫ r
ρ
θu(t) dt
=
∫
Bmr \Bmρ
(
4
∆uκ uκijxixj
|x|m−2 + 8
∆uκ uκjxj
|x|m−2
)
dx− 2
∫
Sm−1r −Sm−1ρ
∆uκuκjxj
|x|m−3 dH
m−1
Im folgenden werden alle voru¨bergehend auftretenden Ableitungen dritter Ord-
nung im Distributionensinn interpretiert. Durch partielle Integration erhalten wir:[
r4−m
∫
Bmr
|∆u|2 dx+ ηu(r)+
]
−
[
ρ4−m
∫
Bmρ
|∆u|2 dx+ ηu (ρ)
]
+
∫ r
ρ
θu(t) dt
= 2
∫
Br\Bρ
(
uκkk u
κ
ijxixj
|x|m−2 − 8
uκkki u
κ
jxixj
|x|m−2 +
uκkku
κ
jxj
|x|m−2
)
dx. (4.65)
Die Monotonieformel folgt nun durch einige partielle Integrationen, die wir wortwo¨rt-
lich (bis auf geringfu¨gig andere Notationen) von Angelsberg [2] u¨bernehmen
ko¨nnen.∫
Br\Bρ
uκkku
κ
ijxixj
|x|m−2 dx =
∫
Sr−Sρ
uκku
κ
ijxixjxk
|x|m−1 dH
m−1 −
∫
Br\Bρ
uκku
κ
ijkxixj
|x|m−2 dx
+
∫
Br\Bρ
(
−2u
κ
ku
κ
ikxi
|x|m−2 +
(m− 2)uκkuκijxixjxk
|x|m
)
dx
=
∫
Sr−Sρ
(
uκku
κ
ijxixjxk
|x|m−1 −
uκku
κ
ikxi
|x|m−3
)
dH m−1
+
∫
Br\Bρ
(
uκku
κ
ikxi
|x|m−2 +
uκiku
κ
jkxixj
|x|m−2
)
dx
+ (m− 2)
∫
Br\Bρ
uκku
κ
ijxixjxk
|x|m dx,
−
∫
Br\Bρ
uκkkiu
κ
jxixj
|x|m−2 dx =−
∫
Sr−Sρ
uκkiu
κ
jxixjxk
|x|m−1 H
m−1
+
∫
Br\Bρ
(
uκkju
κ
jxk
|x|m−2 +
uκju
κ
kkxj
|x|m−2
)
dx
+
∫
Br\Bρ
(
(m− 2)uκjuκikxixjxk
|x|m +
uκiku
κ
jkxixj
|x|m−2
)
dx,∫
Br\Bρ
uκkku
κ
jxj
|x|m−2 dx =
∫
Sr−Sρ
(uκkxk)
2
|x|m−1 dH
m−1 −
∫
Br\Bρ
|∇u|2
|x|m−2 dx
+
∫
Br\Bρ
(
(m− 2)(uκkxk)2
|x|m −
uκku
κ
jkxj
|x|m−2
)
dx.
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Die letzten drei Rechnungen ergeben zusammen mit (4.65)[
r4−m
∫
Bmr
|∆u|2 dx+ ηu(r)+
]
−
[
ρ4−m
∫
Bmρ
|∆u|2 dx+ ηu (ρ)
]
+
∫ r
ρ
θu(t) dt
=2
∫
Sr−Sρ
(
(uκi xi)
2
|x|m−1 −
uκju
κ
ijxi
|x|m−3
)
dH m−1
+ 2
∫
Br\Bρ
(
uκju
κ
ijxi
|x|m−2 + 2
(uκijxi)
2
|x|m−2 +
uκi u
κ
jjxi
|x|m−2 +
(m− 2)(uixi)2
|x|m
)
dx.
Die Monotonieformel erha¨lt man nun, indem man zu dieser Ungleichung die fol-
genden beiden (ebenfalls [2] entnommenen) Identita¨ten addiert, welche ebenfalls
durch partielle Integration gezeigt werden:
0 =− 4
∫
Sr−Sρ
|∇u|2
|x|m−3 dH
m−1 + 8
∫
Br\Bρ
( |∇u|2
|x|m−2 +
uκju
κ
ijxi
|x|m−2
)
dx,
0 =2
∫
Sr−Sρ
(uixi)
2
|x|m−1 dH
m−1
− 2
∫
Br\Bρ
(
uκju
κ
ijxi
|x|m−2 +
|∇u|2
|x|m−2 +
uκi u
κ
jjxi
|x|m−2 +
(2−m)(uixi)2
|x|m
)
dx.
Nun folgt: [
r4−m
∫
Bmr
|∆u|2 dx+ ηu(r)+
]
−
[
ρ4−m
∫
Bmρ
|∆u|2 dx+ ηu (ρ)
]
+
∫ r
ρ
θu(t) dt
= 4
∫
Bmr \Bmρ
((
uκj + u
κ
ijxi
)2
|x|m−2 +
(m− 2)(uκi xi)2
|x|m
)
dx.
Setzt man hierin ∂Ru
κ = uκi xi, (D∂Ru)
κ
j = u
κ
ijxi + u
κ
j und ∂R|Du|2 = 2uκi uκijxj
ein, so ergibt dies[
r4−m
∫
Bmr
|∆u|2 dx+ ηu(r)+
]
−
[
ρ4−m
∫
Bmρ
|∆u|2 dx+ ηu (ρ)
]
+
∫ r
ρ
θu(t) dt
=4
∫
Bmr \Bmr
2
( |D∂Ru|2
|x|m−2 + (m− 2)
|∂Ru|2
|x|m
)
dx.
Nun mu¨ssen noch die Abscha¨tzungen (4.54) fu¨r ηu und θu zeigen gezeigt werden.
Mit der Definition von α, β und γ (siehe (4.60)), den Abscha¨tzungen (4.3) fu¨r
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den Integranden niederer Ordnung V , sowie mit der Young-Ungleichung erhalten
wir
|α| ≤ C|Vx|
≤ C (|q|2 + |p|2 + |z|2)
≤ C (|q|2 + |p|3 + |z|3 + 1) ,
|β| ≤ C(|V |+ |Vp| |p|+ |Vq| |q|)
≤ C
(
|x| |q|2 + |q| 32 + |p|3 + |z|3 + 1 + |q| |p|+ |p|2 + |p| |z|+ |q| |z|
)
≤ C
(
|x| |q|2 + |q| 32 + |p|3 + |z|3 + 1
)
,
|γ| ≤ C|Vq| |p|
≤ C (|x| |q| |p|+ |p|2 + |p| |z|)
≤ C
(
|x| |q| 32 + |x| |p|3 + |p|2 + |z|3 + 1
)
Dies setzen wir in die Definition von A = AV , B = BV und C = CV (siehe
(4.61)) ein:
|A | ≤ C|α| |x|+ |β|
≤ C
(
|x| |q|2 + |q| 32 + |p|3 + |z|3 + 1
)
,
|B| ≤ C
(
|x|2 |q|2 + |x| |q| 32 + |x| |p|3 + |z|3 + 1
)
,
|C | ≤ C
(
|x| |q| 32 + |x| |p|3 + |p|2 + |z|3 + 1
)
.
Unter Beru¨cksichtigung der Tatsache, dass die Abbildungen x 7→ |u(x)| und x 7→
|x| fu¨r alle x ∈ Bm und alle u ∈ W 2,2(Bm, N) wegen der Kompaktheit von N
gleichma¨ßig beschra¨nkt sind, erhalten wir nun
|ηu(r)| ≤Cr5−m
∫
Bmr
|D2u|2 dx+ Cr4−m
∫
Bmr
|D2u| 32 dx
+ Cr4−m
∫
Bmr
|Du|3 dx+ Cr4−m
∫
Bmr
|Du|2 dx+ Cr3,
|θu(r)| ≤Cr5−m
∫
Bmr
|D2u|2 dx+ Cr4−m
∫
Bmr
|D2u| 32 dx
+ Cr4−m
∫
Bmr
|Du|3 dx+ Cr4−m
∫
Bmr
|Du|2 dx+ Cr3.
Aus der Ho¨lder-Ungleichung und der Young-Ungleichung folgt
r3−m
∫
Bmr
|D2u| 32 ≤ r3−m
(∫
Bmr
|D2u|2 dx
) 3
4
H m(Bmr )
1
4
≤ Cr3−m
(
r
∫
Bmr
|D2u|2 dx
) 3
4
r
m−3
4
≤ C
(
r4−m
∫
Bmr
|D2u|2 dx+ 1
)
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und analog dazu
r2−m
∫
Bmr
|Du|2 dx ≤ C
(
r4−m
∫
Bmr
|Du|4 dx+ 1
)
,
r3−m
∫
Bmr
|Du|3 dx ≤ C
(
r4−m
∫
Bmr
|Du|4 dx+ 1
)
,
r4−m
∫
Sm−1r
|D2u| 32dH m−1 ≤ C
(
r5−m
∫
Sm−1r
|D2u|2dH m−1 + 1
)
,
r3−m
∫
Sm−1r
|Du|2dH m−1 ≤ C
(
r5−m
∫
Sm−1r
|Du|4dH m−1 + 1
)
,
r4−m
∫
Sm−1r
|Du|3dH m−1 ≤ C
(
r5−m
∫
Sm−1r
|Du|4dH m−1 + 1
)
Damit folgt
|ηu(r)| ≤Cr5−m
∫
Bmr
(|D2u|2 + |Du|4) dx
+ Cr6−m
∫
Sm−1r
(|D2u|2 + |Du|4) dH m−1 + Cr3,
|θu(r)| ≤Cr5−m
∫
Bmr
(|D2u|2 + |Du|4) dx+ Cr3
und der Satz ist bewiesen. 
4.4.3 Beweis des Korollars zur Monotonieformel:
Zu jedem r ∈ (0, 1] wa¨hlen wir ein r˜ ∈ [2
3
r, r
]
r˜5−m
∫
Sm−1
r˜
(|D2u|2 + |Du|4) dH m−1 ≤ Cr4−m ∫
Br
(|D2u|2 + |Du|4) dx (4.66)
(die Existenz eines solchen r˜ folgt aus der Kofla¨chenformel) und wir setzen
rn := (˜3−n).
Nun definieren wir
an := Φu(rn) + ηu(rn)
bn := r
4−m
n
∫
Bmrn
|∆u|2 dx.
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Zuna¨chst beweisen wir nun die folgende Behauptung:
Behauptung (A): Es gibt ein C0 und ein n0 ∈ N, die beide nicht von u
abha¨ngen, so dass fu¨r alle n ≥ n0 die folgenden Ungleichungen gelten:
bn ≤ an + 1
2
(bn−1 + C0), (4.67)
an ≤ an−1 + 3−n(bn−2 + 1). (4.68)
Wegen ∂R|Du|2 = 2uκi uκijxj und der Young-Ungleichung in den Formen ab ≤
a2
2
+ b
2
2
sowie abc ≤ a2
2
+ b
4
4
+ c
4
4
gilt fu¨r |x| ≤ r und alle  > 0
∂R|Du|2 + 4|Du|2 − 4r2|∂Ru|2
≤C(|Du|2 + |D2u| |Du| r)
≤
(
r
1
2 |Du|2
) (
Cr−1−
1
2
)
+
(
r(2)
1
2 |D2u|
) (
r
1
2 (2)
1
4 |Du|
) (
C2−
3
4 r−
1
2 −
3
4
)
≤r2 (|D2u|2 + |Du|4)+ C2
2
r−2−1 +
C4
16
r−2−3.
Nach Erneuerung der Konstanten C > 0 folgt∣∣∂R|Du|2 + 4|Du|2 − 4r2|∂Ru|2∣∣
≤r2 (|D2u|2 + 2|Du|4)+ Cr−2(−1 + −3).
Damit folgt mit (4.66)
r˜3−m
∫
Sm−1
r˜
∣∣∂R|Du|2 + 4|Du|2 − 4r2|∂Ru|2∣∣ dH m−1
≤Cr4−m
∫
Bm2r
|∆u|2 dx+ C(−1 + −3). (4.69)
mit einer von u, r und  unabha¨ngigen Konstanten C > 0. Mit (4.54), zeigt man
vo¨llig analog dazu
|ηu(r˜)| ≤Cr˜5−m
∫
Bm
r˜
(|D2u|2 + |Du|4) dx
+ Cr˜6−m
∫
Sm−1
r˜
(|D2u|2 + |Du|4) dH m−1 + Cr3
≤C ′r r4−m
∫
Bm2r
|∆u|2 dx+ C ′r (4.70)
mit geeigneten von u und r unabha¨ngigen Konstanten C, C ′.
Wegen 2 3−n ≤ rn−1 und 3−1rn−1 ≤ 3−n folgt aus (4.69)
r3−mn
∫
Sm−1rn
(∂R|Du|2 + 4|Du|2 − 4r2|∂Ru|2) dH m−1
≤C(3−n)4−m
∫
Bm
2 3−n
|∆u|2 dx+ C(−1 + −3)
≤3m−4Cr4−mn−1
∫
Bmrn−1
|∆u|2 dx+ C(−1 + −3)
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mit einer geeigneten von u,  und n unabha¨ngigen Konstanten C > 0 Verfa¨hrt
man mit (4.70) analog, erha¨lt man
|ηu(rn)| ≤Crn−1 r4−mn−1
∫
Bmrn−1
|∆u|2 dx+ Crn−1
mit einer geeigneten von u und n unabha¨ngige Konstante C > 0. Bedenken wir
r4−mn
∫
Bmrn
|∆u|2 dx ≤ Φu(rn) + ηu(rn)
+r3−mn
∣∣∣∣∣
∫
Sm−1rn
(
∂R|Du|2 + 4|Du|2 − 4r2|∂Ru|2
)
H m−1
∣∣∣∣∣+ |ηu(rn)|,
so haben wir bewiesen:
Es gibt eine von u und n unabha¨ngige Konstante C1 > 0, so dass fu¨r jedes  > 0
gilt:
r4−mn
∫
Bmrn
|∆u|2 dx ≤ Φu(rn) + ηu(rn)
+C1(+ rn−1)r4−mn−1
∫
Bmrn−1
|∆u|2 dx+ C1(rn+1 + −1 + −3).
(4.71)
Weiterhin scha¨tzen wir mit 2−1rn−1 ≤ rn und Lemma 9, sowie mit 2rn−1 ≤ rn−2
und 5−1rn−2 ≤ rn−1 mit geeigneten Konstanten C und C ′ ab:∫ rn−1
rn
θu(t) dt ≤
∫ rn−1
rn
(
Ct5−m
∫
Bmt
(|D2u|2 + |Du|4) dx+ Ct3) dt
≤Cr5−mn rn−1
∫
Bmrn−1
(|D2u|2 + |Du|4) dx+ Cr3n rn−1
≤2m−5Cr6−mn−1
∫
Bmrn−1
(|D2u|2 + |Du|4) dx+ 2−3Cr4n−1
≤2m−5CC ′r6−mn−1
∫
Bm2rn−1
|∆u|2 dx+ 2m−5CC ′r2n−1 + 2−3Cr4n−1
≤2m−55m−6CC ′r6−mn−2
∫
Bmrn−2
|∆u|2 dx+ 2m−5CC ′r2n−1 + 2−3Cr4n−1.
Wir haben also bewiesen:
Es gibt eine von u und n unabha¨ngige Konstante C2 > 0, so dass fu¨r jedes  > 0
gilt: ∫ rn−1
rn
θu(t) dt ≤C2r6−mn−2
∫
Bmrn−2
|∆u|2 dx+ C2r4n−1. (4.72)
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Mit den Definitionen von an und bn wird wird (4.71) zu
bn ≤ an + C1(+ rn−1)bn−1 + C1(rn−1 + −1 + −3).
Wa¨hlen wir  = 4
C1
und wir wa¨hlen n0 ∈ N hinreichend große, so dass C1rn0−1 ≤ 14
gilt. Dann gilt fu¨r alle n > n0
bn ≤ an + 1
2
(bn−1 + C0),
wobei C0 > 0 eine von u und n unabha¨ngige Konstante ist. Aus (4.72) wird∫ rn−1
rn
|θu(t)| dt ≤ C2r2n−2bn−2 + C2r4n−1. (4.73)
Da die rechte Seite der Monotonieformel nichtnegativ ist, folgt aus dieser
Φu(rn) + ηu(rn) ≤ Φu(rn−1) + ηu(rn−1) +
∫ rn−1
rn
|θu(t)| dt,
was gleichbedeutend ist mit
an ≤an−1 +
∫ rn−1
rn
|θu(t)| dt
worauf mit (4.73) und rn−2 ≤ 32−n
an ≤ an−1 + C29−n(bn−2 + 1)
folgt. Nachdem wir n0 gegebenenfalls vergro¨ßert haben, gilt fu¨r alle n ≥ n0
an ≤ an−1 + 3−n(bn−2 + 1).
Damit ist die Behauptung (A) bewiesen.
Behauptung (B): Die Folgen an und bn sind beschra¨nkt.
Wir iterieren (4.68) und erhalten
bn ≤
n∑
i=n0
ai
2n−i
+
1
2n−n0+1
bn0−1 + C0
n∑
i=n0
2n+1−i.
Fu¨r k ≥ n0 definieren wir mit C1 := 12n−n0+1 bn0−1 + 2C0, sowie
Ak := max{an0 , ..., ak, 1, C1}.
und erhalten
bn ≤ 2An + C1. (4.74)
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Nach (4.68) gilt fu¨r jedes n0 ≤ k ≤ n
ak ≤ak−1 + 3−n(bk−2 + 1)
≤An−1 + 3−n(2Ak−2 + C1 + 1)
≤An−1 + 3−n(2An−1 + C1 + 1)
=An−1 + 3−n4An−1
(im letzten Schritt haben wir An−1 ≥ C1 und An−1 ≥ 1 verwendet) und deswegen
fu¨r alle n ≥ n0
An ≤ (1 + 4 · 3−n)An−1.
Dies iterieren wir nun:
An ≤An0
n−1∏
i=n0
(1 + 4 · 3−n)
=An0 exp
(
n−1∑
i=n0
log(1 + 4 · 3−n)
)
≤An0 exp
(
4
n−1∑
i=n0
3−n
)
=An0e
6 <∞.
Daraus folgt, dass die Folge An beschra¨nkt ist. Wegen bn > 0 fu¨r alle n ∈ N
und wegen (4.74) folgt daraus, dass die Folge bn beschra¨nkt ist. Außerdem folgt,
dass die Folge an nach oben beschra¨nkt. Wegen (4.68) muss an (wegen der Be-
schra¨nktheit der bn) außerdem nach unten beschra¨nkt sein. Damit ist Behauptung
(B) bewiesen.
Sei ein 0 < ρ ≤ 1 gegeben. Es gibt ein n ∈ N0 mit
rn−1 < ρ ≤ rn,
woraus mit rn−1 ≤ 5rn
ρ4−m
∫
Bmρ
|∆u|2 dx ≤ r4−mn−1
∫
Bmrn
|∆u|2 dx
≤ 5m−4r4−mn−1
∫
Bmrn
|∆u|2 dx ≤ Γ <∞
folgt, wobei Γ nicht von n abha¨ngt. Deswegen folgt
sup
ρ∈(0,1]
ρ4−m
∫
Bmρ
|∆u|2 dx <∞.
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nach Lemma 9 gilt also
sup
ρ∈(0, 12 ]
ρ4−m
∫
Bmρ
(|D2u|2 + |Du|4) dx <∞. (4.75)
Damit ist der erste Teil des Korollars bewiesen.
Da nun aus (4.54) ∣∣∣∣∫ r
ρ
θu(t) dt
∣∣∣∣ ≤Cρ
mit einer geeigenten von u, r und ρ unabha¨ngigen Konstanten C > 0 fogt, liefert
die Monotonierformel - da deren rechte Seite nichtnegativ ist -
[Φu(r) + ηu(r)]− [Φu(ρ) + ηu (ρ)] ≥ −Cρ
fu¨r alle r > ρ aus (0, 1] \ Λu. Halten wir r fest, so sehen wir, dass die Funktion
(0, 1] \ Λu 3 ρ 7→ [Φu(ρ) + ηu (ρ)]
beschra¨nkt ist. Angenommen, der Grenzwert
lim
(0,1]\3ρ↓0
[Φu(ρ) + ηu (ρ)]
existiert nicht. Dann muss es wegen dieser Beschra¨nktheit zwei Nullfolgen rn, ρn ∈
(0, 1] \ Λu geben, so dass die Grenzwerte
lim
n→∞
Φu(ρn) + ηu(ρn), lim
n→∞
Φu(rn) + ηu(rn)
existieren, aber dennoch
lim
n→∞
Φu(ρn) + ηu(ρn) < lim
n→∞
Φu(rn) + ηu(rn).
Wir ko¨nnen o.B.d.A. ρn < rn annehmen. Weil (4.54), (4.75) und dem Satz von
der dominierten Konvergenz
lim
n→∞
∫ rn
ρn
θu(t) dt = 0
gilt, folgt aus der Monotonieformel und erneuter Anwendung des Satzes von der
dominierten Konvergenz
0 = lim
n→∞
4
∫
Bmρn\Bmrn
( |D∂Ru|2
|x|m−2 + (m− 2)
|∂Ru|2
|x|m
)
dx
= lim
n→∞
{
[Φu(ρn) + ηu(ρn)]− [Φu(rn) + ηu(rn)] +
∫ ρn
rn
θu(t) dt
}
= lim
n→∞
{[Φu(ρn) + ηu(ρn)]− [Φu(rn) + ηu(rn)]} > 0.
Dies ist ein Widerspruch zur Annahme, weswegen die Existenz des Grenzwertes
lim
(0,1]\3ρ↓0
[Φu(ρ) + ηu (ρ)]
folgt. Damit ist das Korollar bewiesen.
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4.5 Beweis des Skalierungssatzes
Der Skalierungssatz ist eine Anwendung der Monotonieformel (Satz 6) und des
Kompaktheitssatzes (Hauptsatz 2).
Wir setzen ui := uri . Den skalierten Integranden Vi definieren wir durch
Vi(x, z, p, q) := r
4V (rix, z,
1
ri
p,
1
r2i
q).
Es gilt
r4−mi
∫
Bmri
(|∆u|2 + V [u]) dx = ∫
Bm
(|∆ui|2 + Vi[ui], ) dx.
Deswegen ist ui ein G-Minimierer von EVi .
Wir wollen den Kompaktheitssatz (Hauptsatz 2) auf die Abbildungen ui anwen-
den. Dazu mu¨ssen wir nachweisen, dass die Vi die Bedingung aus dem Kompakt-
heitssatz erfu¨llen und dass die Folge (ui) in der W
2,2-Norm beschra¨nkt ist. (Dass
die konstante Folge Ni = N die zu Anfang des Kapitels gestellten Bedingungen
erfu¨llt, garantiert Lemma 8).
Da V ein Integrand niederer Ordnung (siehe (4.3)) ist, gilt
Vi(x, z, p, q) = r
4
i V (rix, z,
1
ri
p,
1
r2i
q)
≤ C
(
ri|x| |q|2 + ri|q| 32 + ri|p|3 + r4i |z|3 + r4i
)
Deswegen erfu¨llen die Vi die Bedingung aus dem Kompaktheitssatz. Dass die Folge
(ui) in der W
2,2-Norm beschra¨nkt ist, ist eine Anwendung der Monotonieformel.
Die Monotonieformel ist also fu¨r u gu¨ltig. Nach dem Korollar zur Monotonieformel
(Korollar 4) gilt
sup
i∈N
∫
Bm
(|D2(ui)|2 + |D(ui)|4) dx = sup
i∈N
r4−mi
∫
Bri
m
(|D2u|2 + |Du|4) dx <∞.
Insbesondere gilt
sup
i∈N
||ui||W 2,2 <∞.
Es sind also alle Voraussetzungen des Kompaktheitssatzes erfu¨llt. Deswegen kon-
vergieren die ui nach U¨bergang zu einer Teilfolge schwach in W
2,2(Bm,RL) und
stark in W 2,2loc (B
m
1
2
,RL) gegen ein ϕ ∈ W 2,2(Bm, N), das die geforderte Minimie-
rereigenschaft erfu¨llt.
Nun werden wir zeigen, dass ϕ nullhomogen ist. Hierbei orientieren wir uns
erneut an der Arbeit [48] von Scheven, wo der Spezialfall stationa¨rer biharmoni-
scher Abbildungen auf euklidischen Ba¨llen abgehandelt wird.
Wir wa¨hlen fu¨r dn Rest des Beweises ein beliebiges ρ ∈ (0, 1
2
) fest aus. Wegen der
starken W 2,2(Bmρ ,RL)-Konvergenz der ui gegen ϕ erhalten wir
lim
i→∞
∫
Bmρ
(|D2(ui − ϕ)|2 + |D(ui − ϕ)|4) dx = 0
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(bedenke, dass die ui wegen der Gagliardo-Nirenberg-Ungleichung ||f ||2L4 ≤ C||f ||∞(1+
||Df ||L2) (siehe [43] )und der Beschra¨nktheit von N (o.B.d.A. nach U¨bergang zu
einer Teilfolge) in L4 gegen ϕ konvergieren) Fu¨r alle r ∈ (0, ρ) \ Θ mit einer
Nullmenge Θ gilt folglich
lim
i→∞
∫
Sm−1r
(|D2(ui − ϕ)|2 + |D(ui − ϕ)|4) dx = 0.
Insbesondere gilt
sup
i∈N
∫
Sm−1r
(|D2(ui − ϕ)|2 + |D(ui − ϕ)|4) dx <∞ fu¨r alle r ∈ (0, ρ) \Θ. (4.76)
Fu¨r α ∈ W 2,2(Bm,RL) definieren wir die Funktion
fα(r) :=
∫
Sm−1r
∂R|Dα|2 + 4|Dα|2 − 4|x|2|∂Rα|2
|x|m−3 dH
m−1
(fu¨r fast alle r ∈ (0, 1)). Wir wa¨hlen ein beliebiges ρ ∈ (0, 1
2
). Aus der starken
Konvergenz der ui gegen ϕ auf B
m
ρ folgt
lim
i→∞
||fui ||L1([0,ρ]) = lim
i→∞
||fϕ||L1([0,ρ]).
Nach U¨bergang zu einer Teilfolge gilt limi→∞ fui(r) = fϕ(r) fu¨r alle r ∈ (0, ρ) \ Γ
mit einer Nullmenge Γ. Daraus folgt fu¨r jedes r ∈ R \ (Γ′∪Θ) mit der Nullmenge
Γ′ := {s ∈ (0, ρ) : sri ∈ Γ fu¨r jedes i ∈ N}
lim
i→∞
∫
Sm−1r
∂R|Dui|2 + 4|Dui|2 − 4|x|2|∂Rui|2
|x|m−3 dH
m−1
=
∫
Sm−1r
∂R|Dϕ|2 + 4|Dϕ|2 − 4|x|2|∂Rϕ|2
|x|m−3 dH
m−1
Weiterhin gilt fu¨r alle r ∈ (0, 1] \ Λ′u mit der Nullmenge
Λ′u := {s ∈ (0, ρ) : sri ∈ Λu fu¨r jedes i ∈ N}
|ηu(rri)| ≤C(rri)5−m
∫
Bmrri
(|D2u|2 + |Du|4) dx
+ C(rri)
6−m
∫
Sm−1rri
(|D2u|2 + |Du|4) dH m−1 + C(rri)3
≤Cri r5−m
∫
Bmr
(|D2(ui)|2 + |D(ui)|4) dx
+ Cri r
6−m
∫
Sm−1r
(|D2(ui)|2 + |D(ui)|4) dH m−1 + C(rri)3.
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Wegen der Beschra¨nktheit der Folgen
∫
Bmr
(|D2(ui)|2 + |D(ui)|4) dx und∫
Sm−1r
(|D2(ui)|2 + |D(ui)|4) dH m−1 fu¨r r ∈ (0, ρ) \Θ folgt daraus
lim
i→∞
ηu(rri) = 0 fu¨r alle r ∈ (0, ρ) \ (Λ′u ∪Θ).
Nun erhalten wir fu¨r alle r ∈ (0, ρ) \ (Γ ∪Λ′u ∪Θ) unter Verwendung der starken
W 2,2-Konvergenz der ui gegen ϕ auf B
m
r und S
m−1
r
Φϕ(r) =
=r4−m
∫
Bmr
|∆ϕ|2 dx+
∫
Sm−1r
∂R|Dϕ|2 + 4|Dϕ|2 − 4|x|2|∂Rϕ|2
|x|m−3 dH
m−1
= lim
i→∞
(
r4−m
∫
Bmr
|∆ui|2 dx+
∫
Sm−1r
∂R|Dui|2 + 4|Dui|2 − 4|x|2|∂Rui|2
|x|m−3 dH
m−1
)
= lim
i→∞
(
(rri)
4−m
∫
Bmrri
|∆u|2 dx
+
∫
Sm−1rri
∂R|Du|2 + 4|Du|2 − 4|x|2|∂Ru|2
|x|m−3 dH
m−1 + ηu(rri)
)
= lim
i→∞
[Φu(rri) + ηu(rri)]
= lim
(0,1]\Λu3ρ↓0
[Φu(ρ) + ηu(ρ)]
Da die rechte Seite unabha¨ngig von r undnach dem Korollar zur Monotonieformel
(Korollar 4) endlich ist, erhalten wir:
Φϕ(r1) = Φϕ(r2) fu¨r fast alle r1, r2 ∈ (0, ρ).
Die eingeschra¨nkte Abbildung ϕ|Bmρ ist ein G-Minimierer der euklidischen Bi-
energie. Denn sei ψ ∈ W 2,2G;ϕ(Bmρ ,RL). Dann gibt es ein ψ ∈ W 2,2G;ϕ(Bm,RL) mit
ψ ≡ ψ auf Bmρ und ψ ≡ ϕ auf Bm \Bmρ . Da ψ auf einer Umgebung von Sm−1 mit
ϕ u¨bereinstimmt, gilt
E(ϕ) ≤ E(ψ).
Daraus folgt ∫
Bmρ
|∆ϕ|2 dx =
∫
Bm
|∆ϕ|2 dx−
∫
Bm\Bmρ
|∆ϕ|2
≤
∫
Bm
|∆ψ|2 dx−
∫
Bm\Bmρ
|∆ϕ|2
=
∫
Bm
|∆ψ|2 dx−
∫
Bm\Bmρ
|∆ψ|2
=
∫
Bmρ
|∆ψ|2 dx
und damit, dass ϕ|Bmρ ein G-Minimierer der euklidischen Bienergie ist. Deswegen
ist die Funktion ϕρ : B
m → N , gegeben durch ϕρ(x) := ϕ(ρx), ebenfalls ein
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G-Minimierer der euklidischen Bienergie und erfu¨llt folglich die Monotonieformel
(4.53) mit ηϕρ ≡ 0, d.h. fu¨r alle 0 < r1 < r2 ≤ 1 aus (0, 1] \ Λϕρ gilt
4
∫
Bmr2\Bmr1
|D∂R(ϕρ)|2 + (m− 2)|x|2|∂R(ϕρ)|2
|x|m−2 dx = Φϕρ(r2)− Φϕρ(r1) = 0.
Insbesondere gilt ∫
Bmr2\Bmr1
|∂Rϕ|2
|x|m dx = 0,
woraus leicht ∂Rϕ ≡ 0 fast u¨berall auf Bmρ gefolgert werden kann. Da ρ ∈ (0, 12)
beliebig nahe an 1
2
gewa¨hlt werden kann, folgt die sta¨rkere Aussage
∂Rϕ ≡ 0 fast u¨berall auf Bm1
2
.
Damit ist der Skalierungssatz bewiesen. 
Kapitel 5
Dimensionsreduktion der
singula¨ren Menge
Gegeben seien eine kompakte riemannsche Transformationsgruppe [M,G] von
Dimension m, Kohomogenita¨t d ≤ 4 und mit
H - dim ({x ∈M : mx > 4}) ≤ m− 5,
eine orthogonale Darstellung [RL, G], eine kompakte G-invariante Untermannig-
faltigkeit N ⊂ RL und ein G-Minimierer u ∈ W 2,2G (M,N). Wie in der Einleitung
dargelegt wurde, setzen wir folgendes voraus:
Es gilt u ∈ C∞(M \ Σu,RL) mit der singula¨ren Menge von u Σu ⊂M mit
H m−4(Σu) = 0.
Es gibt ein  > 0, das nicht von u abha¨ngt, so dass fu¨r alle x ∈ M und alle
0 < r < injM gilt:
r4−m
∫
Br(x)
(|Dgdu|2 + |du|4g) dvolg ≤  =⇒ Σu ∩B r3 (x) = ∅. (5.1)
Aus (5.1) kann man mit Hilfe der G-A¨quivarianz von u und der Kompaktheit von
[M,G] durch Integration entlang der Orbits sofort die folgende Aussage herleiten:
Es gibt ein  > 0, das nicht von u abha¨ngt, so dass fu¨r alle x ∈ M und alle
0 < r < injM gilt:
r4−m
∫
Ur(Gx)
(|Dgdu|2 + |du|4g) dvolg ≤  =⇒ Σu ∩ U r3 (x) = ∅. (5.2)
Wir sind an hinreichenden Kriterien dafu¨r interessiert, dass fu¨r ein s ∈ (4,m]
H - dim(Σu) ≤ m− s
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gilt. Unsere Vorgehensweise ist aus vielen anderen Zusammenha¨ngen unter der
Bezeichnung Dimensionsreduktion der singula¨ren Menge bekannt. Dieses Vorge-
hen geht aus Federer [11] zuru¨ck, wo es im Kontext der Geometrischen Maß-
theorie entwickelt wurde. Eine allgemeine (und gut lesbare) Darstellung findet
man bei Simon [50]. Fu¨r harmonische Abbildungen geht die Dimensionsredukti-
on auf Schoen und Uhlenbeck [55] zuru¨ck. Eine vereinfachte Form dieses Beweises
stammt von Luckhaus [37] und ist bei Steffen [53] detailliert ausgeabreitet. Die
a¨quivariante Version fu¨r harmonischer Abbildungen findet man in der Gastels
Arbeit [13], an der wir uns stark anlehnen. Die Dimensionsreduktion nicht-a¨qui-
varianter biharmonische Abbildungen ist in Schevens Arbeit [48] skizziert.
Wir erinnern an die Definition der Menge T[M,G] aus der Einleitung: Wir u¨ber-
nehmen sie aus der Arbeit [13] von Gastel, in der das analoge Ergebnis fu¨r a¨qui-
variante harmonische Abbildungen bewiesen wird.
T 0[M,G] sei die Menge aller Scheibendarstellungen [Rmx , Gx] (x ∈ M). Sukzessive
definieren wir nun T k[M,G] wie folgt:
Es gebe eine Darstellung [Rp, K] ∈ T k−1[M,G] und ein x ∈ Rp, so dass [R`+1, H] eine
Scheibendarstellung von [Rp, K] in x ist. Es sei R×{0} ⊂ R`+1 ein H-invarianter
Unterraum und H operiere auf diesem trivial. Folglich ist auch {0}×R` ∼= R` ein
H-invarianter Unterraum von R`+1. Die darauf eingeschra¨nkte Darstellung [R`, H]
ist dann in T k[M,G]. Jede Darstellung dieser Art ist in T k[M,G] und nur Darstellungen
dieser Art sind in T k[M,G]. Wir setzen T[M,G] :=
⋃
k∈N T k[M,G]. Man bedenke, dass
T `[M,G] = ∅ fu¨r alle hinreichend großen ` gilt.
Satz 7 (Dimensionsreduktion) Unter den Grundvoraussetzungen dieses Ka-
pitels gilt: Sei s ∈ [4,m− 1] ∩ N. Angenommen, fu¨r keine Darstellung [Rq, H] ∈
T[M,G] mit 5 ≤ q ≤ s gibt es einen glatten, nicht-konstanten, nullhomogeneneinen
H-Minimierer ϕ : Bq \ {0} → N der euklidischen Bienergie. Dann gilt
H - dim(Σu) ≤ m− s− 1.
Im Fall s = m− 1 ist Σu diskret. Im Fall s = m ist u glatt.
Wichtig fu¨r den Beweis ist der Begriff der Tangentialabbildung, den wir nun
erla¨utern werden.
Sei x ∈M . Geben seien
• eine Isometrie I : Rmx → νxGx,
• ein 0 < r < C[M,G]dist (x,M(> Gx)), weshalb also expx ◦I : Bmxr → Sr(x)
ein Diffeomorphismus ist, und
• eine Nullfolge ri ∈ (0, r).
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Dann definieren wir die Abbildung
ux,I,r,ri : B
mx → N, ux,I,r,ri(z) := u (expx ◦I(riz)) .
Wir nennen eine Abbildung ϕ : Bmx → N eine Tangentialabbildung von u bei
x, wenn es solche I, r und ri gibt, so dass die ux,I,r,ri schwach gegen ein ψ ∈
W 2,2(Bm, N) konvergieren, und so dass gilt:
ϕ(x) = ψ
(
1
2
x
)
fu¨r alle x ∈ Bm,
Die Isotropiegruppe Gx operiere u¨ber eine Scheibendarstellung von x auf Rmx .
Dann ist ϕ ∈ W 2,2Gx (Bmx1 , N). Denn nach dem Scheibensatz ist ux,I,r,ri Gx-a¨quivari-
ant, und W 2,2Gx (B
mx , N) ist eine abgeschlossene Teilmenge von W 2,2(Bmx , N), wie
im Beweis von Satz 3 nachgewiesen wurde. Der folgende Satz folgt unmittelbar
aus dem Lokalisierungssatz (Satz 4) und dem Skalierungssatz (Satz 5).
Satz 8 (Existenz von Tangentialabbildungen) Unter den Grundvorausset-
zungen dieses Kapitels gilt: Fu¨r jedes x ∈ M gibt es eine Tangentialabbildung
ϕ ∈ W 2,2Gx (Bmx , N) von u in x. Jede dieser Tangentialabbildungen ist ein Gx-
Minimierer der euklidischen Bienergie und nullhomogen, d.h.
ϕ(rω) = ϕ(ω) fu¨r fast alle r ∈ (0, 1] , ω ∈ Sm−1
U¨ber die Eindeutigkeit der Tangentialabbildung von u bei x wird in diesem
Satz nichts ausgesagt. Im Fall harmonischer Abbildungen gibt es Beispiele nicht-
eindeutiger Tangentialabbildungen, siehe [50]. Deswegen liegt es nahe, dass Tan-
gentialabbildungen auch im biharmonischen Fall nicht eindeutig sind. Ein Beispiel
hierfu¨r ist uns nicht bekannt.
Nun machen wir uns an den Beweis von Satz 7.
Da Stetigkeit eine lokale Eigenschaft ist, genu¨gt es fu¨r x ∈ M und ein beliebiges
0 < r < C[M,G]dist (x,M(> Gx)) der Frage nachzugehen, fu¨r welche s ∈ (4,m] die
Aussage H − dim(Σu ∩ Ur(Gx) ≤ m − s gilt. Wegen der G-A¨quivarianz von u
gilt
H m−`(Σu ∩ Ur(Gx)) = H mx−`
(
u|Sr(x)
)
fu¨r alle ` ∈ (0,mx]. (Wir ko¨nnen d ≥ m −mx annehmen, denn aus y ∈ Σu folgt
Gy ⊂ Σu und m − mx ist die minimale Orbitdimension in Ur(x).) Nach dem
Lokalisierungssatz (Satz 4) genu¨gt es also, fu¨r ein beliebiges solches x und jedes
solche r zu zeigen:
Sei s ∈ [5,mx]. Angenommen, fu¨r keine Darstellung [Rq, H] ∈ T[Bmx ,Gx] mit
5 ≤ q ≤ s gibt es einen glatten, nichtkonstanten, nullhomogenen H-Minimierer
ϕ ∈ C∞H (Bq, N) der euklidischen Bienergie. Dann gilt H − dim(Σu[x] ∩ Bm1
2
) ≤
mx− s−1 Im Fall s = mx−1 ist Σu[x] ∩Bm1
2
diskret. Im Fall s = mx ist u
[x] glatt.
127
Als Abku¨rzung fu¨hren wir ein: k := mx, [Rk, F ] sei eine Scheibendarstellung
von G in x, W := V [x], f := u[x]. Weiterhin setzen wir o.B.d.A. r = 1. Der Fall
eines beliebigen 0 < r < injM folgt dann nach einem Skalierungsargument. Wir
haben also zu zeigen:
H − dim(Σf ∩Bk1
2
) ≤ k − s.
Damit ist dann Satz 7 bewiesen.
Nach (5.2) und den Bemerkungen im Anschluss an den Lokalisierungssatz gilt:
Es gibt ein  > 0 und einen Integranden Λ : Bk ×RL ×Rk×L ×Rk×k×L → R von
niederer Ordnung, die beide nicht von f abha¨ngen, so dass fu¨r alle x ∈ Bk und
alle 0 < r < 1− |x| gilt:
r4−m
∫
Ur(x)
(|D2f |2 + |Df |4 + Λ[f ]) dvolg ≤  =⇒ Σf ∩ U r
3
(x) = ∅. (5.3)
Die meisten technischen Details der Dimensionsreduktion befinden sich im fol-
genden Lemma:
Lemma 19 Seien [Rm, G] und [RL, G] orthogonale Darstellungen, sei N ⊂ RL
eine kompakte G-invariante Untermannigfaltigkeit und sei u ∈ W 2,2G (Bm, N) ein
G-Minimierer der gesto¨rten Bienergie
EW (u) =
∫
Bm
(|∆u|2 +W [u]) dx.
Außerdem habe u die folgende Eigenschaft: Es gibt ein  > 0 und einen Integran-
den Λ von niederer Ordnung, die beide nicht von u abha¨ngen, so dass fu¨r alle
x ∈ Bk und alle 0 < r < 1− |x| gilt:
r4−m
∫
Ur(x)
(|D2u|2 + |Du|4 + Λ[u]) dvolg ≤  =⇒ Σu ∩ U r
3
(x) = ∅. (5.4)
(i) Sei A ⊂ Σu ∩ Bm1
2
mit H - dim(A ) = H - dim(Σu). Angenommen, fu¨r ein
s ∈ [0, inf{mx : x ∈ Bm}] gilt
H m−s (A ) > 0.
Dann gibt es ein a ∈ A und eine Tangentialabbildung v : Bma → N von u
in a mit
H ma−s (Σv) > 0
und
0 ∈ Σv.
(ii) Angenommen, es gilt H 0
(
Σu ∩Bm1
2
)
> 0 und Σu hat einen Ha¨ufungspunkt
a ∈ Bm. Dann gibt es eine Tangentialabbildung v : Bma → N von u in a
mit H 1(Σv) > 0.
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Beweis: Zu (i): Fu¨r  > 0 und jede Abbildung g ∈ W 2,2G (Bm,RL) definieren wir
S(g, ) :=
{
x ∈ Bm1
2
: σ4−
∫
Uσ(Gx)
(|D2g|2 + |Dg|4 + Λ[g]) dx ≥ 
fu¨r alle 0 < σ < 1− |x|
}
.
Nach Voraussetzung gilt fu¨r ein geeignet gewa¨hltes  > 0
Σu ∩Bm1
2
= S(u, ), (5.5)
also insbesondere
A ⊂ S(u, ).
Wir zitieren nun ein allgemeines Ergebnis der Geometrischen Maßtheorie, zu fin-
den z.B. in Federers Buch [10], 2.10.19(2). Sei Ω ⊂ R` mit H γ(Ω) > 0 fu¨r ein
γ > 0. Dann gibt es ein a ∈ Ω mit
lim sup
ρ↓0
ρ−γH s∞
(
B`ρ(a) ∩ Ω
)
> 0.
Dabei ist das a¨ußere Maß H γ∞ gegeben durch
H γ∞(Ω) := inf
{ ∞∑
j=0
α(s)ργj : Ω ⊂
∞⋃
h=1
Bρj(xj)
}
mit α(γ) :=
Γ( 12)
γ
Γ(1+ γ2 )
. Demnach gibt es also ein a ∈ A mit
lim sup
ρ↓0
ρ−(m−s)H m−s∞ (B
m
ρ (a) ∩A ) > 0. (5.6)
Wir lokalisieren die Abbildung u gema¨ß der Bemerkungen im Anschluss an den
Lokalisierungssatz (Satz 4) im Punkt a und erhalten fu¨r ein r > 0 eine Abbil-
dung u˜ ∈ W 2,2Ga (Bmar , N) (dabei werde Sr(a) durch beliebig gewa¨hlte Normal-
koordinaten mit Bmar identifiziert). Sei ρi ∈ (0, r] eine Nullfolge. Die skalierten
Abbildungen
u˜i : B
ma → N, u˜i(x) := u˜ (ρix)
konvergieren nach dem Skalierungssatz (Satz 5) nach U¨bergang zu einer Teilfolge
schwach in W 2,2(Bma , N) und stark in W 2,2loc (B
ma
1
2
, N) gegen eine Abbildung u˜∞ ∈
W 2,2Ga (B
ma , N) von u in a. Weiterhin definieren wir fu¨r  > 0 und f ∈ W 2,2G (Bm,Rl)
S˜(f, ) = S(f, ) ∩ Sr(a).
Wegen der G-A¨quivarianz von u ist S(u, ) eine G-invariante Teilmenge von Bm,
und aus (5.6) folgt deshalb
lim sup
ρ↓0
ρ−(ma−s)H ma−s∞ (B
m
ρ ∩ S˜(u, )) > 0. (5.7)
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Nach den Bemerkungen im Anschluss an denn Lokalisierungssatz (Satz 4) gibt es
einen Integranden Λ˜ von niederer Ordnung mit∫
GA
(|D2f |2 + |Df |4 + Λ[f ]) dx
=H m−ma(Ga)
∫
GaA
(
|D2f˜ |2 + |Df˜ |4 + Λ˜[f˜ ]
)
dx
fu¨r alle f ∈ W 2,2G (Bm,RL) und alle offenen Teilmengen A ⊂ Bmar (die u¨ber die
Identifizierung von Sr(a) mit Bmar ebenfalls als Teilmengen von Sr(a) angesehen
werden). Nach Lemma 6 gibt es eine Funktion γ : Bmar → (0,∞) mit
H m (GA) =
∫
GaA
γ dx
fu¨r alle offenen Teilmengen A ⊂ Bmar . Fu¨r alle  > 0 und alle Abbildungen
h ∈ W 2,2Ga (Bma , N) definieren wir
S˜i(h, ) :=
{
x ∈ Bma1
2
:
H m−ma(Ga)
−
∫
Uσ(Gax) γρi dx
σ4−
∫
Uσ(Gax)
(
|D2h|2 + |Dh|4 + Λ˜ρi [h]
)
dx ≥ 
fu¨r alle 0 < σ < 1− |x|
}
Der skalierte Integrand Λρ ist hierbei fu¨r 0 < ρ ≤ 1 durch
Λρ(x, z, p, q) = ρ
4Λ
(
ρx, z,
p
ρ
,
q
ρ2
)
gegeben und die skalierte Funktion γρ durch
γρ(x) = γ(ρx).
Die folgende Gleichung ist fu¨r unseren Beweis von großer Wichtigkeit:
ρ−1i
(
S˜(u, ) ∩Bmaρi
2
)
= S˜i(u˜i, ). (5.8)
Dies ist neben den Definitionen von S˜(u, ) und S˜i(u˜i, ) aus der Gleichung
−
∫
GA
(|D2u|2 + |Du|4 + Λ[u]) dx
=
H m−ma(Ga)
−
∫
ρ−1GaA γρi dx
σ4−
∫
ρ−1GaA
(
|D2u|2 + |Du|4 + Λ˜ρi [u]
)
dx
fu¨r alle A ⊂ Bmaρ und alle ρ ∈ (0, r] ersichtlich.
Fu¨r alle Ω ⊂ Rn, alle κ ∈ R und alle ρ > 0 gilt H κ∞(ρ−1Ω) = ρκH κ(Ω). Mit (5.7)
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und (5.8) erhalten wir also
lim sup
i→∞
H ma−s∞
(
S˜i(u˜i, )
)
= lim sup
i→∞
H ma−s∞
(
ρ−1i
(
S˜(u, ) ∩Bmρi
2
(a)
))
=2−(ma−s) lim sup
i→∞
(ρi
2
)−(ma−s)
H ma−s∞
(
S˜(u, ) ∩Bmρi
2
(a)
)
> 0. (5.9)
Wir definieren fu¨r alle h ∈ W 2,2Ga (Bma , N) und alle  > 0
S˜∞(h, ) :=
{
x ∈ Bma1
2
: σ4−
∫
Uσ(Gax)
(|D2h|2 + |Dh|4) dx ≥ 
fu¨r alle 0 < σ < 1− |x|
}
.
Da Λ ein Integrand niederer Ordnung ist und weil die Folge u˜i in der W
2,2-Norm
beschra¨nkt ist (da sie schwach konvergiert), gilt
lim
i→∞
∫
A
Λρi [u˜i] dx = 0
fu¨r alle A ⊂ Bma . Außerdem gilt
lim
i→∞
−
∫
A
γρi dx = H
m−ma(Ga).
Deswegen ist S˜∞(u˜∞, ) der mengentheoretische Grenzwert der Mengen S˜i(u˜i, ),
was bedeutet:
S˜∞(u˜∞, ) =
⋃
k∈N
⋂
i>k
S˜i(u˜i, ) =
⋂
k∈N
⋃
i>k
S˜i(u˜i, ). (5.10)
Sei x /∈ S˜∞(u˜∞, ). Aus eben dieser Grenzwerteigenschaft folgt x /∈ S˜i(u˜i, ) fu¨r
alle hinreichend großen i. Daraus ergibt sich nun die folgende U¨berdeckungsei-
genschaft: Sind Ai ⊂ Bma (i ∈ N) offene Mengen mit
S˜∞(u˜∞, ) ⊂
⋃
i∈N
Ai.
Dann gibt es ein k ∈ N, so dass gilt:
S˜j(u˜j, ) ⊂
⋃
i∈N
Ai fu¨r alle j > k.
Fu¨r jede kompakte Menge
K ⊂ Bma1
2
\ S˜∞(u˜∞, )
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gilt also
K ⊂ Bma1
2
\ S˜i(u˜i, ) fu¨r alle hineichend großen i ∈ N. (5.11)
Sei ein beliebiges δ > 0 gegeben. Wir wa¨hlen nun Ba¨lle Bmari (vi) ⊂ Bma mit
S˜∞(u˜∞, ) ⊂
⋃
i∈N
Bmari (vi)
und ∑
i∈N
α(ma − s)rma−si ≤ δ +H ma−s∞
(
S˜∞(u˜∞, )
)
(dass fu¨r jedes δ > 0 solche Ba¨lle gibt, folgt unmittelbar aus der Definition von
H ma−s∞ ). Setzen wir in (5.11 )
K = Bma1
2
\
⋃
i∈N
Bmari (vi),
so erhalten wir
S˜i(u˜i, ) ⊂
⋃
i∈N
Bmari (vi) fu¨r alle hineichend großen i ∈ N
und deswegen
0 <H ma−s∞ (S˜i(u˜i, )) ≤
∑
i∈N
α(ma − s)rma−si ≤ δ +H ma−s∞
(
S˜∞(u˜∞, )
)
.
Da δ > 0 hierbei beliebig gewa¨hlt werden kann, folgt im Grenzwert δ ↓ 0
H ma−s∞
(
S˜∞(u˜∞, )
)
> 0 (5.12)
und damit Da u˜∞ ein Ga-Minimierer der euklidischen Bienergie ist, gilt nach (5.2)
Σu˜∞ ∩Bma1
2
= S˜∞(u˜∞, ). (5.13)
Aus 0 ∈ S˜(u, ) folgt 0 ∈ S˜i(u˜i, ) und deswegen 0 ∈ S˜∞(u˜∞, ). Die Abbildung
v(x) := u˜∞
(
1
2
x
)
ist eine Tangentialabbildung von u in a. Aus (5.13) folgt
Σv = {2v : v ∈ S˜∞(u˜∞, )}
und zusammen mit (5.12)
H ma−s∞ (Σv) > 0.
Deswegen muss nach der Definition des Hausdorff-Maßes natu¨rlich auch
H ma−s (Σv) > 0
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gelten. Somit ist Teil (i) des Lemmas bewiesen.
Zu (ii): Wir lokalisieren die Abbildung u in a. Dann gehen wir genauso vor
wie im Beweis von (i). Fu¨r jedes i ∈ N hat S˜i(u˜i, ) abza¨hlbar viele Elemente und
0 ist ein Ha¨ufungswert. Deswegen gilt 0 ∈ S˜∞(u˜∞, ). Wir gehen davon aus, dass
die ρi so gewa¨hlt wurden, dass gilt: Es gibt eine kompakte menge P ⊂ Bma1
2
\ {0}
und fu¨r jedes i ∈ N gibt es ein bi ∈ S˜i(u˜i, ) ∩ P . Die bi haben eine konvergente
Teilfolge, der Grenzwert b liegt in P . Nach (5.10) muss also b ∈ S˜∞(u˜∞, ) gelten.
Daraus folgt 2b ∈ Σv. Wir wissen, dass v auf nullhomogen ist. Aus 0 ∈ Σv und
b ∈ Σv folgt deshalb
{
r b|b| : r ∈ (−1, 1)
}
⊂ Σv und somit H 1 (Σv) > 0. Damit
ist Teil (ii) des Lemmas bewiesen. 
Mit Hilfe von Lemma 19 werden wir nun den Satz 7 von der Dimensionsre-
duktion beweisen.
Sei f ∈ W 2,2F (Bk, N) wie zu Beginn des Beweises angegeben, d.h. insbesondere
ein F -Minimierer der gesto¨rten Bienergie EW . Es sei ein
κ ∈ [0, inf{mx : x ∈ Bk}] gegeben mit
H k−κ
(
Σf ∩Bk1
2
)
> 0.
Fu¨r alle N 3 i ≤ ` fu¨r ein noch zu bestimmendes ` ∈ N>1 gibt es Darstellungen
[Hi,R`i ] und Abbildungen vi ∈ W 2,2H`i (B
`i , N), so dass gilt:
• Es gibt ein a0 ∈ Σf , so dass [H0,Rk0 ] eine Scheibendarstellung von [Bk, F ]
in a0 und v0 ∈ W 2,2Hk0 (B
k0 , N) eine Tangentialabbildung von f in a0 ist.
• Es gibt ein ai+1 ∈ (Σui ∩Bki1
2
) \ {0}, so dass [Hi+1,Rki+1 ] eine Scheibendar-
stellung von [Hi,Rki ] in ai+1 und vi+1 ∈ W 2,2Hki+1 (B
ki+1 , N) eine Tangential-
abbildung von ui in ai+1 ist.
• 0 ∈ Σvi .
• H ki−κ(Σvi) > 0 (man sieht leicht aus der A¨quivarianz von u, dass ki ≥ κ
gelten muss),
• (Ri × {0}) ∩Bki1
2
⊂ Σvi .
Die Abbildungen vi erhalten wir durch iterierte Anwendung von Lemma 19:
Nach Lemma 19 gibt es ein a0 ∈ Σf und eine Tangentialabbildung u0 ∈ W 2,2H0 (Bmk0 , N)
(mit H0 = Fa0 und k0 = ka) von f in a0 mit 0 ∈ Σu0 und
H k0−κ (Σu0) > 0.
Da u0 nullhomogen ist, muss auch schon
H k0−κ
(
Σu0 ∩Bk01
2
)
> 0
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gelten. (Dass die Bedingung (5.4) aus Lemma 19 von f erfu¨llt wird, haben wir
in (5.3) begru¨ndet.) Da u0 ein Minimierer der euklidischen Bienergie ist, ko¨nnen
wir Lemma 19 auf u0 anwenden. (Die Bedingung (5.4) aus Lemma 19 wird von u0
erfu¨llt, weil u0 ein H1-Minimierer der euklidischen Bienergie ist und weil die zu
Beginn des Kapitels hergeleitete Aussage (5.2) fu¨r jeden a¨quivarianten Minimierer
der Bienergie gu¨ltig ist.) Somit erhalten wir ein a1 ∈ Σu0 ∩ (Bk01
2
\ {0}) und eine
Tangentialabbildung u1 ∈ W 2,2H1 (Bmk1 , N) von u0 in a1 mit 0 ∈ Σu0 und
H k1−κ (Σu1) > 0.
Da u1 nullhomogen ist, folgt aus letzterem
H k1−κ
(
Σu1 ∩Bk11
2
)
> 0.
Außerdem folgt aus der Nullhomogenita¨t die Existenz eines 1-dimensionalen Un-
terraums V ⊂ Rk1 gibt, so dass fu¨r 0 6= v ∈ V gilt: ∂vu1 = 0. Nach einer
eventuellen Drehung des Koordinatensystems gilt also
∂1u1 = 0.
Wegen 0 ∈ Σu1 gilt außerdem
R1 ∩Bk1 ⊂ Σu1 .
Hier und im Folgenden sei fu¨r α < β die Inklusion Rα ⊂ Rβ durch
Rα 3 (x1, ..., xα) 7→ (x1, ..., xα, 0, ..., 0) ∈ Rβ
gegeben. Weiterhin ist Σu1 wegen der Nullhomogenita¨t von u1 ein Kegel im fol-
genden Sinne:
{λx : x ∈ Σu1 , λ ∈ (0,∞)} ∩Bk1 = Σu1
Wir fahren nun iterativ fort, wie es zu Beginn des Beweises beschrieben wurde.
Sei ` ∈ N>1. Die Abbildung u`−1 ∈ W 2,2(Bk`−1 , N) sei bereits konstruiert. Diese
ist ein H`−1-Minimierer der euklidischen Bienergie, nullhomogen, und es gilt
∂1u`−1 = ... = ∂`−1u`−1 = 0, (5.14)
sowie
H k`−1−κ
(
Σu`−1 ∩Bk`−11
2
)
> 0.
und
R`−1 ⊂ Σu`−1 . (5.15)
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Wenn in (5.15)
”
=“ gilt, so brechen wir die Iteration ab. Ansonsten sei u` nach
Lemma 19 eine Tangentialabbildung von u`−1 in einem
a`−1 ∈
(
Σu`−1 ∩Bk`−11
2
)
\ (R`−1 × {0}) (5.16)
mit 0 ∈ Σu` und
H k`−κ (Σu`) > 0.
Aus (5.14) bzw. (5.15) folgt (evtl. nach einer Drehung der Koordinaten in Rk`)
∂1u` = ... = ∂`−1u` = 0
bzw.
R`−1 ∩Bk` ⊂ Σu` .
Wegen (5.16) und der Nullhomogemita¨t von u`−1 gibt es einen eindimensionalen
Unterraum V ⊂ Rk` , so dass fu¨r 0 6= v ∈ V gilt: ∂vu` = 0. Sei V˜ die orthogonale
Projektion von V auf {0}×Rk`−(`−1). Fu¨r alle 0 6= v ∈ V˜ gilt ∂vu` = 0. Nachdem
in {0} × Rk`−(`−1) eine geeignete Drehung durchgefu¨hrt wurde, gilt also
∂1u` = ... = ∂`u` = 0.
Wegen 0 ∈ Σu` folgt daraus
R` ∩Bk` ⊂ Σu` .
Der hier beschriebene Iterationsprozess endet nach endlich vielen Schritten. Und
zwar fu¨r ein α ∈ N mit einer Abbildung uα ∈ W 2,2
(
Bkα , N
)
, welche ein Hα-
Minimierer der euklidischen Bienergie ist, nullhomogen auf Bkα1
2
, und fu¨r die
∂1uα = ... = ∂αuα = 0
sowie
H kα−κ
(
Σuα ∩Bkα1
2
)
> 0
und
Σuα = (Rα × {0}) ∩Bkα
gilt. Aus den letzten beiden Eigenschaften folgt
kα − κ ≤ α. (5.17)
Da uα stationa¨r biharmonisch ist, gilt nach Voraussetzung
H m−4(Σuα ∩Bkα1
2
) = 0 und deshalb
α < kα − 4. (5.18)
Wir betrachten nun die eingeschra¨nkte Abbildung
ϕ := uα|{0}×Bkα−α .
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Da uα Hα-a¨quivariant ist und ∂1uα = ... = ∂αuα = 0 gilt, muss es eine Lie-
Untergruppe Kα ⊂ G geben mit Hα = idα ×Kα. Dann ist ϕ Kα-a¨quivariant. Es
gilt:
Die Abbildung ϕ : Bkα−α1
2
→ N ist ein Kα-Minimierer der euklidischen Bienergie
und glatt in Bkα−α \ {0}.
Fu¨r den Beweis dieser Aussage verweisen wir auf Lemma 4.2 aus der Arbeit [48].
Dort wird im Fall der trivialen Operation von G = {id} bewiesen:
Ist v : Bm → N eine Tangentialabbildung eines Minimierers der euklidischen
Bienergie mit ∂iv = 0 fu¨r alle 1 ≤ i ≤ k fu¨r ein k < m und Σv = Rk×{0}. Dann
ist die Einschra¨nkung v˜ := v|{0}×Bm−k` ein Minimierer der euklidischen Bienergie
und glatt in Bm−k` \ {0}.
Der Beweis von Scheven gilt auch im a¨quivarianten Fall, wenn man nur alle
Vergleichs- und Abschneidefunktionen, die im Verlauf gewa¨hlt werden, als a¨quiva-
riant voraussetzt. (Dass Schevens Begriff von der Tangentialabbildung in Details
von der unsrigen abweicht, verursacht dabei keinerlei Probleme.) Deswegen ver-
zichten wir auf eine (beinahe) wortwo¨rtliche Wiedergabe von Schevens Beweis.
Damit wissen wir also, dass ϕ ein glatter, nicht-konstanter, nullhomogener Kα-
Minimierer der euklidischen Bienergie ist. Es ist offenkundig, dass [Kα,Rkα−α] in
T[Bk,F ] liegt. Nach den Voraussetzungen des zu beweisenden Satzes muss kα−α >
s oder kα−α ≤ 4 gelten. Wegen (5.18) ist letzteres ausgeschlossen. Da kα−α und
s natu¨rliche Zahlen sind, folgt kα − α− 1 ≥ s. Außerdem wissen wir nach (5.17)
bereits kα−κ ≤ α. Damit erhalten wir s+1 ≤ κ und schließlich k−κ ≤ k−s−1.
Wir wissen also: Aus H k−κ(Σf ∩Bk1
2
) > 0 folgt k−κ ≤ k− s−1. Damit erhalten
wir H - dim(Σf ∩Bk1
2
) ≤ k − s− 1 und der erste Teil des Satzes ist bewiesen.
Nun beweisen wir den Fall s = k − 1. Angenommen es gibt Folge ai ∈ Σf ∩ Bk1
2
mit limi→∞ ai = a ∈ Σf ∩ Bk1
2
. Nach Lemma 19 gibt es eine Tangentialabbildung
ϕ ∈ W 2,2Fa (Bka , N) von f in a mit H 1(Σϕ ∩Bka1
2
) > 0. Wir wissen aber bereits
H - dim(Σϕ ∩Bka1
2
) = 0,
was dazu im Widerspruch steht.
Zum Schluss beweisen wir den Fall s = k. Wir setzen Σu 6= ∅ voraus. Es ist
bereits bekannt, dass es dann eine Darstellung [Rq, K] ∈ T[M,G] und einen nicht-
konstanten, glatten, nullhomogenen K-Minimierer ϕ ∈ W 2,2K (Bq, N) der euklidi-
schen Bienergie gibt. Nach Voraussetzung muss q > m gelten. Dies kann jedoch
nicht sein, denn fu¨r jede Darstellung [Rp, H] ∈ T[Bk,F ] bereits p ≤ k gelten muss.
Die Voraussetzung Σu 6= ∅ fu¨hrt also zu einem Widerspruch. Deshalb muss f im
Fall s = k glatt sein. 
Der in der Einleitung formulierte Hauptsatz 1 ist nun eine Zusammenstellung
von Satz 2 und Satz 7.
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