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A GLEASON SOLUTION MODEL FOR ROW CONTRACTIONS
ROBERT T.W. MARTIN AND ANDRIAMANANKASINA RAMANANTOANINA
Dedicated to, and inspired by research of, Joseph A. Ball.
Abstract. In the de Branges-Rovnyak functional model for contractions on
Hilbert space, any completely non-coisometric (CNC) contraction is repre-
sented as the adjoint of the restriction of the backward shift to a de Branges-
Rovnyak space, H (b), associated to a contractive analytic operator-valued
function, b, on the open unit disk.
We extend this model to a large class of CNC contractions of several copies
of a Hilbert space into itself (including all CNC row contractions with com-
muting component operators). Namely, we completely characterize the set of
all CNC row contractions, T , which are unitarily equivalent to an extremal
Gleason solution for a de Branges-Rovnyak space, H (bT ), contractively con-
tained in a vector-valued Drury-Arveson space of analytic functions on the
open unit ball in several complex dimensions. Here, a Gleason solution is the
appropriate several-variable analogue of the adjoint of the restricted backward
shift and the characteristic function, bT , belongs to the several-variable Schur
class of contractive multipliers between vector-valued Drury-Arveson spaces.
The characteristic function, bT , is a unitary invariant, and we further charac-
terize a natural sub-class of CNC row contractions for which it is a complete
unitary invariant.
1. Introduction
The de Branges-Rovnyak and Sz.-Nagy-Foias¸ functional models are two widely-used
and powerful approaches to the representation theory of contractions on Hilbert space
[21, 20, 50]. These two constructions provide equivalent models for completely non-unitary
(CNU) contractions [11, 43, 48, 7]. In this paper we focus on the de Branges-Rovnyak
model and its several-variable extension to the setting of contractions from several copies
of a Hilbert space into itself.
A linear contraction, T : H → J, between Hilbert spaces, H, J, is called completely
non-coisometric (CNC) if it has no co-isometric restriction to a non-trivial subspace. In
the de Branges-Rovnyak model for CNC contractions on a (single) Hilbert space, the
model operator acts on the (unique) reproducing kernel Hilbert space (RKHS), H(kb),
associated to an operator-valued contractive analytic function b on the open unit disk, D,
in the complex plane [11, 7]. Here the positive, sesqui-analytic de Branges-Rovnyak kernel
kb is
k
b(z, w) :=
I − b(z)b(w)∗
1− zw∗ .
In the above z∗ := z denotes complex conjugation. The RKHS H (b) := H(kb) is called
the de Branges-Rovnyak space of b, and in the case where b ≡ 0 we recover the Szego¨
kernel for the classical Hardy space of analytic functions in the unit disk.
The first author acknowledges support of NRF CPRR Grants 90551 and 105837.
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Recall that the shift, S : H2(D) → H2(D) is the canonical isometry of multiplication
by z and its adjoint, the backward shift, S∗, acts as the difference quotient:
(S∗h)(z) =
h(z)− h(0)
z
; h ∈ H2(D).
The shift plays a central role in the classical theory of Hardy spaces [29, 42, 25]. If
T is any CNC contraction, there is a (essentially unique) contractive, operator-valued
analytic function, bT , on the unit disk, bT (z) ∈ L (H,K) (i.e. a member of the operator-
valued Schur class), so that T is unitarily equivalent to X where X∗ := S∗|H (bT ) is the
restriction of the backward shift of the vector-valued Hardy space H2(D) ⊗ K to the de
Branges-Rovnyak space H (bT ) [7, 11]. (Any de Branges-Rovnyak space H (b) associated
to a contractive, operator-valued analytic function, b, on the disk is always contractively
contained in vector-valued Hardy space and is always co-invariant for the shift [48].) This
provides a natural model for CNC contractions as adjoints of restrictions of the backward
shift to de Branges-Rovnyak reproducing kernel Hilbert spaces, and this is the model we
extend to several variables in this paper.
A canonical several-variable extension of the Hardy space of the disk is the Drury-
Arveson space, H2d , the unique RKHS of analytic functions on the open unit ball B
d :=
(Cd)1 corresponding to the several-variable Szego¨ kernel. (If Y is a Banach space, let (Y )1
denote the open unit ball and let [Y ]1 denote the closed unit ball.) The Schur classes
of contractive, operator-valued functions on the disk are promoted to the multi-variable
Schur classes, Sd(J,K), of contractive, operator-valued multipliers between vector-valued
Drury-Arveson spaces H2d ⊗ J and H2d ⊗ K (see Subsection 2.1), and the appropriate
analogue of the adjoint of the restricted backward shift in this several-variable setting is
a contractive solution to the Gleason problem in H (b): A contraction X = (X1, ..., Xd) :
H (b) ⊗ Cd → H (b) is called a Gleason solution (or a solution to the Gleason problem)
for H (b) if its adjoint acts as the multi-variable difference quotient:
(zX∗f)(z) := z1(X
∗
1 f)(z) + ...+ zd(X
∗
df)(z) = f(z)− f(0); ∀f ∈ H (b).
The concepts of contractive and extremal contractive (or more simply, extremal) Gleason
solution are further norm/positivity constraints and we will review these basic definitions
in the upcoming Subsection 2.4, see Definition 2.5.
Given any contraction between Hilbert spaces, T : H → K, recall that the defect
operator, DT of T is defined as
DT :=
√
I − T ∗T .
We say that a row contraction, i.e. a contraction from several copies of a Hilbert space
into itself, T = (T1, ..., Td) : H⊗Cd → H, obeys the commutative CNC condition, and we
write: T is CCNC if
H =
∨
z∈Bd
(I − Tz∗)−1Ran (DT∗ ) .
Here, and throughout,
∨
denotes closed linear span. We will prove that any CCNC row
contraction T is automatically CNC (Corollary 3.4), and that any d-contraction (a row
contraction with d mutually commuting component operators) is CNC if and only if it is
CCNC. One of the main results of this paper is the extension of the de Branges-Rovnyak
model for CNC contractions to the class of all CCNC row contractions:
Theorem 1. (Theorem 5.14) A row contraction T : H ⊗ Cd → H is CCNC (obeys
the commutative CNC condition) if and only if it is unitarily equivalent to an extremal
(contractive) Gleason solution in a multi-variable de Branges-Rovnyak space H (b) for a
Schur-class multiplier b ∈ Sd(J,K).
If T is unitarily equivalent to an extremal Gleason solution Xb for H (b), then the
characteristic function b := bT is a unitary invariant for T : If T1, T2 are unitarily
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equivalent CCNC row contractions, then bT1 coincides weakly with bT2 . One can choose
bT ∈ Sd(Ran (DT ) ,Ran (DT∗ )).
Remark 1.1. In the above, two row contractions T (k) : Hk ⊗Cd → Hk, k = 1, 2 are said
to be unitarily equivalent, denoted T (1) ≃ T (2), if there is an onto isometry U : H1 → H2
so that
UT
(1) = T (2)(U ⊗ Id).
Equivalently, UT
(1)
j U
∗ = T
(2)
j ; 1 ≤ j ≤ d. Two operator-valued Schur class functions
bk ∈ Sd(Hk, Jk) are said to coincide weakly if there is an onto isometry U : J1 → J2 so
that
Ub1(z)b1(w)
∗
U
∗ = b2(z)b2(w)
∗; ∀ z, w ∈ Bd.
See Definition 4.11 and Definition 5.11 for the definitions of the Schur-class character-
istic functions of a CNC row partial isometry, and an arbitrary CNC row contraction,
respectively.
Remark 1.2. As we will show in Subsection 2.16, the above theorem is an easy conse-
quence of the colligation and transfer-function realization theory of Ball-Bolotnikov-Fang
[9, 6].
In [30, 32], the concept of a quasi-extreme multiplier for Drury-Arveson space was
introduced. This concept is a several-variable extension of a ‘Szego¨ approximation prop-
erty’, the salient idea being that this property is equivalent to being an extreme point of
the Schur class in the classical, single-variable, scalar-valued setting (see Section 6 and
Definition 6.3). Recently, it has been shown that quasi-extreme implies extreme in the
scalar-valued, several-variable setting as well [33]. If b is a quasi-extreme Schur multiplier,
then H (b) has a unique contractive (and extremal) Gleason solution (see Theorem 6.2).
We say that a CCNC row contraction T is quasi-extreme (QE) if its characteristic function
bT is a quasi-extreme multiplier. Our second main result characterizes the class of all QE
row contractions:
Theorem 2. (Theorem 6.9, Theorem 6.10) A row contraction T : H⊗ Cd → H is QE if
and only if it is CCNC and obeys the QE condition:
Ker(T )⊥ ⊆
∨
z∈Bd
z
∗(I − Tz∗)−1Ran (DT∗ ) .
This happens if and only if T is unitarily equivalent to the (unique) extremal Gleason
solution in a de Branges-Rovnyak space H (b) for a quasi-extreme b ∈ Sd(J,K). The QE
characteristic function bT := b of a QE row contraction T is a complete unitary invariant:
two QE row contractions T1, T2 are unitarily equivalent if and only if their characteristic
functions coincide weakly.
In summary, given the following strict hierarchy of classes of row contractions on Hilbert
space,
CNU ) CNC ) CCNC ) QE,
this paper constructs a commutative de Branges-Rovnyak model for the CCNC and QE
classes.
Previous work on the representation theory and functional models for row contractions
include [46, 45, 15, 10, 7, 16, 17]. The theory of Popescu [46, 45] for CNC row contractions
constructs a Sz.-Nagy-Foias¸-type model by studying the structure of the space of the
minimal row isometric dilation of the row contraction, and defines a non-commutative
‘characteristic function’ (i.e. an element of the free Schur class, see [8]) which is a complete
unitary invariant. This theory is extended to arbitrary CNU row contractions by Ball-
Vinnikov in [15].
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The papers [7, 16, 17] of Ball-Bolotnikov and Bhattacharyya-Eschmeier-Sarkar study
the model theory of d−contractions (row contractions with d mutually commuting com-
ponent operators). In [16, 17], the classical Sz.-Nagy-Foias¸ model and the definition of the
Sz.-Nagy-Foias¸ characteristic function is extended to CNC d-contractions, and [7] recovers
this theory as a special case of the general model developed in [15] for arbitrary CNU
row contractions. In this model theory for d-contractions, the characteristic function is
an element of the (operator-valued, several-variable) Schur classes, and this characteris-
tic function is a complete unitary invariant for CNC d-contractions [17, Theorem 3.6], [7,
Theorem 5.2]. In particular, [7, Theorem 5.7], proves that T is a CNC d-contraction if and
only if T is unitarily equivalent to a contractive Gleason solution, XT acting on H (bT ),
where bT is the characteristic function of T . In this case, since T has commuting compo-
nent operators, the results [10, Theorem 3.5, Theorem 3.6] imply that H (bT ) ⊂ H2d⊗K is
co-invariant for the (vector-valued) Arveson d-shift, S⊗IK, that (XT )∗ = (S∗⊗IK)|H (bT ),
and that XT is the unique contractive Gleason solution for H (bT ) which has commuting
component operators (i.e. which is a d-contraction).
More generally, the seminal work of Ball-Bolotnikov-Fang on transfer-function realiza-
tion theory for the multi-variable Schur class provides a commutative de Branges-Rovnyak
model for arbitrary CCNC row contractions [9, 10, 6, 7] (see Subsection 2.16). This series
of papers clearly demonstrates that the appropriate multi-variable generalization of the
notion of restriction of the backward shift to a de Branges-Rovynak space is (the adjoint
of) a contractive Gleason solution, and that contractive Gleason solutions should play the
role of the model operator in a several-variable de Branges-Rovnyak model. Moreover, as
we will see in the upcoming Subsection 2.16, Theorem 1 follows directly from the transfer-
function realization theory of [9], and this provides a (commutative) multi-variable de
Branges-Rovnyak model for arbitrary CCNC row contractions.
1.3. Overview. We will provide an alternate approach to Theorem 1 which is inspired
by classical work of Kre˘ın and Livsˇic [35, 36, 37, 27, 38, 39]. M.S. Livsˇic developed a
functional model and the notion of a characteristic function for arbitrary CNU partial
isometries with equal defect indices in [39, 38]. Similarly, in a series of papers, M.G. Kre˘ın
constructed a general functional model for unbounded symmetric operators with equal
defect indices [35, 36, 37] (the reference [27] provides an overview of this theory). Recall
here, that the classes of partial isometries and symmetric linear transformations on Hilbert
space are equivalent under a natural bijection, the Cayley Transform, a fractional linear
transformation of the closed complex upper half-plane onto the closed unit disk (minus
the point {1}) [1, Chapter VII]. In [2, 24, 40], several key aspects of these approaches
were combined and slightly generalized with the introduction of the concept of a model
map for a symmetric linear transformation or partial isometry with equal defect indices
[2, Section 2.1], [24, Section 3], [40, Definition 5.1].
In Section 4 we extend this approach to several-variables and apply it to develop the
representation theory of CCNC row partial isometries. Along the way we will obtain
several results of independent interest. Corollary 4.15 proves that any extremal Gleason
solution for a multivariable de Branges-Rovnyak space H (b) with b(0) = 0 acts as multi-
plication by the independent variables on its initial space (the projection onto the initial
space prevents this from being a d-contraction in general). Our definition, Definition 4.11,
of the (operator-valued) Schur-class characteristic function, bV , of any CCNC row partial
isometry, V , is a direct multi-variable analogue of Livsˇic’s original definition from [39].
In Section 5 we study operator-Mo¨bius transformations (Frostman shifts) of Schur-class
functions, and we show that if T is any CCNC row contraction with canonical decom-
position T = V − C where V = TPKer(DT ) is a CCNC row partial isometry, that the
characteristic function bV , of V , is the Frostman shift of bT which vanishes at 0.
Our Livsˇic-type characteristic function, bT , is equivalent to the Sz.-Nagy-Foias¸-type
characteristic function of T as constructed for CNC d-contractions in [16, 17, 7] (see
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Proposition 5.15). Theorem 1 shows that the map T 7→ bT is a surjection of CCNC
row contractions onto (weak equivalence classes of) multi-variable operator-valued Schur-
class functions, and that T is in the inverse image of b ∈ Sd(J,K) if and only if it
is unitarily equivalent to some extremal Gleason solution for H (b). The characteristic
function is known to be a complete unitary invariant for the class of commutative CCNC
row contractions (CNC d-contractions) [16, 17, 7]. The characteristic function is still a
unitary invariant for the general class of all CCNC row contractions (see Theorem 5.14),
but it is not a complete unitary invariant (see Subsection 4.17). Theorem 6.9 shows that
the characteristic function is also a complete unitary invariant for the smaller sub-class of
QE row contractions (which are again generally non-commuting).
2. Preliminaries and Background
2.1. Vector-valued RKHS. We will be using the theory of vector-valued reproducing
kernel Hilbert spaces throughout this paper, as presented in e.g. [44]. Recall the following
basic facts from RKHS theory:
Given a setX, and an auxiliary Hilbert spaceH, anH-valued RKHSK onX is a Hilbert
space of H-valued functions on X so that for any x ∈ X the linear point evaluation maps
K∗x ∈ L (K,H) defined by
K
∗
xF = F (x) ∈ H; F ∈ K,
are bounded. We write Kx := (K
∗
x)
∗ ∈ L (H,K) for the Hilbert space adjoint. The
operator-valued function K : X ×X → L (H):
K(x, y) := K∗xKy ∈ L (H); x, y ∈ X,
is called the reproducing kernel of K. One usually writes K = H(K). The reproducing
kernel K of any vector-valued RKHS on X is a positive kernel function on X: A function
K : X ×X → L (H) is an operator-valued positive kernel function on X if for any finite
set of distinct points {xk}Nk=1 ⊂ X, the matrix
[K(xi, xj)] ∈ L (H)⊗ CN×N ,
is positive semi-definite. The vector-valued extension of the theory of RKHS developed
by Aronszajn and Moore (see e.g. [44]) shows that there is a bijection between positive
L (H)-valued kernel functions on X×X and RKHS of H-valued functions on X. Namely,
given any positive kernel K on X there is a unique RKHS K on X so that K is its
reproducing kernel, K = H(K).
Any two RKHS H(k), H(K) with L (J) and L (K)-valued positive kernel functions
k,K on some set X, respectively, can be naturally equipped with a multiplier space:
Mult(H(k),H(K)) := {F : X → L (J,K)| Fh ∈ H(K) ∀h ∈ H(k)}.
Here, and throughout H, J,K denote separable (or finite-dimensional) Hilbert spaces.
That is, Mult(H(k),H(K)) is the space of all operator-valued functions which multiply
elements of H(k) into H(K). Viewing multipliers, F , (elements of the multiplier space)
as linear maps, MF , from H(k) into H(K), standard functional analysis arguments show
that any multiplier is a bounded linear map, Mult(H(k),H(K)) ⊂ L (H(k),H(K)), and
Mult(H(k),H(K)) is closed in the weak operator topology. In the particular case where
H(k) = H(K), Mult(H(K)) := Mult(H(K),H(K) is a unital WOT-closed algebra of
bounded linear operators on H(K), the multiplier algebra.
We work in the setting of vector-valued Drury-Arveson space H2d ⊗ H, where H is
finite dimensional or separable. This is the vector-valued reproducing kernel Hilbert space
H(k) of H-valued functions on the ball Bd := (Cd)1 corresponding to the several-variable,
operator-valued Szego¨ kernel:
k(z, w) :=
1
1− zw∗ IH; z, w ∈ B
d
.
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Here, zw∗ := (w, z)Cd , all inner products are assumed to be conjugate linear in the first
argument. The Drury-Arveson space is arguably the canonical several-variable general-
ization of the classical Hardy space H21 = H
2(D), at least from an operator-theoretic
viewpoint [49, 4, 5].
We will use the notation H∞d ⊗L (J,K) := Mult(H2d⊗J,H2d⊗K) (the multiplier spaces
are the closure of this algebraic tensor product in the weak operator topology). The Schur
class is the closed unit ball of the multiplier space: Sd(J,K) := [H
∞
d ⊗L (J,K)]1. In the
single variable (d = 1) and scalar-valued (H = C) setting we recover the classical Hardy
space H2(D) and algebra H∞(D) of analytic functions on the disk which embed isomet-
rically into L2, L∞ of the unit circle T, respectively, by taking non-tangential boundary
limits [29].
As in the single-variable case, given any Schur-class function b ∈ Sd(J,K), one can
construct a positive kernel function kb on Bd × Bd, the de Branges-Rovnyak kernel:
k
b(z, w) :=
I − b(z)b(w)∗
1− zw∗ ∈ L (K); z, w ∈ B
d
,
and the corresponding RKHS H (b) := H(kb) is called the de Branges-Rovnyak space
associated to b. It is straightforward to show that a bounded analytic (operator-valued)
function b on Bd belongs to the Schur class if and only if the above formula defines a
positive kernel on Bd [13, Theorem 2.1], and we will use this fact frequently in the sequel.
It is easy to check that k− kb (with k the Szego¨ kernel of vector-valued Drury-Arveson
space) is a positive kernel function so that standard vector-valued RKHS theory implies
that H (b) is contractively contained in H2d ⊗ K [44]. In the single-variable setting, any
de Branges-Rovnyak space H (b) is co-invariant for the shift [48]. The natural several-
variable generalization of the shift is the Arveson d-shift, S : H2d ⊗Cd → H2d , a row partial
isometry on H2d , also denoted by S = (S1, ..., Sd) [4]. The component operators of S
mutually commute (S is a d-contraction) and act as multiplication by the independent
variables on H2d :
(SF)(z) = z1F1(z) + ...+ zdFd(z); F = (F1, ..., Fd) ∈ H2d ⊗ Cd.
In contrast to the classical case, multi-variable de Branges-Rovnyak spaces are generally
not co-invariant for the component operators of the Arveson d−shift [10]. As described in
the upcoming Subsection 2.4, the appropriate several-variable analogue of the adjoint of
the restricted backward shift will be a Gleason solution for H (b), and (extremal) Gleason
solutions will play the role of the model operator in our commutative model for CCNC
row contractions.
2.2. Herglotz spaces. It will be convenient to define a second reproducing kernel Hilbert
space H +(Hb) associated to suitable ‘square’ b ∈ Sd(H).
In general we will say that a contraction T ∈ L (J,K) is pure or purely contractive if
‖Tg‖ < ‖g‖ for all g in J, and that T is strict or strictly contractive if ‖T‖ < 1. A similar
argument to [50, Proposition 2.1, Chapter V] (combined with a simple argument using
automorphisms of the ball Bd) shows that any b ∈ Sd(H, J) decomposes as b = b0+ b1 on
H = H0 ⊕H1 where b0(z) := b(z)|H0 is purely contractive and b1 is a constant isometry
on Bd from H1 onto its range in J. We say a Schur-class b ∈ Sd(J,K) is purely contractive
or strictly contractive if b(z) is a pure or strict contraction, respectively, for all z ∈ Bd.
As discussed in [32, Section 1.8], b is strictly contractive if and only if b(0) is a strict
contraction. (This follows from the Schwarz Lemma for contractive analytic functions on
Bd combined with an operator-Mo¨bius transformation argument, see Lemma 5.2).
We say that b ∈ Sd(H) is non-unital if I− b(z) is invertible for all z ∈ Bd. Any strictly
contractive b ∈ Sd(H) is certainly non-unital. The Herglotz-Schur class, S +d (H), is the
set of all L (H)-valued analytic functions on Bd such that the Herglotz kernel,
K
H(z, w) :=
1
2
H(z) +H(w)∗
1− zw∗ ∈ L (H); z, w ∈ B
d
,
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is an operator-valued positive kernel function. Any Herglotz-Schur function necessarily
has positive real part. In particular, if b ∈ Sd(H) is square and non-unital, and
Hb(z) := (I − b(z))−1(I + b(z)),
then,
K
b(z, w) := KHb(z, w)
=
1
2
(1− zw∗)−1 ((I − b(z))−1(I + b(z)) + (I + b(w)∗)(I − b(w)∗)−1)
=
1
2
k(z, w)(I − b(z))−1 ((I + b(z))(I − b(w)∗) + (I − b(z))(I + b(w)∗)) (I − b(w)∗)−1
=
1
2
k(z, w)(I − b(z))−1 (I + b(z)− b(w)∗ − b(z)b(w)∗
+I − b(z) + b(w)∗ − b(z)b(w)∗) (I − b(w)∗)−1
= (I − b(z))−1kb(z, w)(I − b(w)∗)−1,
is a positive kernel so that Hb ∈ S +d (H). As described in [32, Section 1.8], the maps
b 7→ Hb := (I − b)−1(I + b); and H 7→ bH := (H + I)−1(H − I),
are compositional inverses and define bijections between S +d (H) and non-unital elements
of Sd(H). If H = Hb ∈ S +d (H) we call H +(Hb) := H(Kb), the Herglotz space of b.
By standard vector-valued RKHS theory, the above relationship between the de Branges-
Rovnyak and Herglotz kernels for non-unital b ∈ Sd(H) implies that there is a unitary
multiplier Ub : H (b)→ H +(Hb).
Lemma 2.3. The map Ub : H (b)→ H +(Hb) defined by multiplication by
(2.1) Ub(z) := (I − b(z))−1,
is an onto isometry. The action of Ub on point evaluation kernels is
Ubk
b
z = K
b
z(I − b(z)∗).
It will be useful to consider the natural row partial isometry V b : H +(Hb) ⊗ Cd →
H
+(Hb) on the Herglotz space of any square b ∈ Sd(H) defined by
(2.2) z∗Kbzh :=
z1K
b
zh
...
zdK
b
zh
 V b7→ (Kbz −Kb0)h; h ∈ H.
Verifying that this defines a partial isometry with
Ker(V b)⊥ =
∨
z∈Bd
z
∗
K
b
zH, and Ran
(
V
b
)
=
∨
z∈Bd
(Kbz −Kb0)H,
is a straightforward computation using the Herglotz kernel [32, Section 2].
2.4. Gleason solutions. As discussed previously, the de Branges-Rovnyak spaces H (b)
for arbitrary b ∈ Sd(J,K) are generally not co-invariant for the component operators Sj
of the Arveson d−shift [10]. Instead, the appropriate replacement for the ‘adjoint of the
restricted backward shift’ in the several-variable theory is a contractive solution to the
Gleason problem [26, 3, 10, 6, 7]:
Definition 2.5. Let b ∈ Sd(J,K) be a Schur-class function. A row contraction X ∈
L (H (b)⊗ Cd,H (b)) solves the Gleason problem in H (b) if
(2.3) z(X∗f)(z) := z1(X
∗
1 f)(z) + ...+ zd(X
∗
df)(z) = f(z)− f(0); ∀f ∈ H (b).
We say that a Gleason solution X is contractive if
XX
∗ ≤ I − kb0(kb0)∗,
and we say that X is extremal if equality holds in the above.
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It is easy to check that for any row contraction X on H (b), the Gleason solution
condition (2.3) above is equivalent to:
(2.4) (I −Xz∗)−1kb0 = kbz; ∀ z ∈ Bd,
and this property will also be used frequently in the sequel. Given z ∈ Bd, and any
Hilbert space H, we will often view z as a strict contraction from H⊗ Cd into H: Define
z∗ : H→ H⊗Cd by z∗h := (z1h, ..., zdh)T ∈ H⊗Cd and for any h ∈ H⊗Cd, the adjoint
map z := (z∗)∗ ∈ L (H⊗ Cd,H) obeys:
zh = z
h1...
hd
 = z1h1 + ...+ zdhd, and ‖z‖2 = zz∗ := (z, z)Cd < 1.
Remark 2.6. If X is any extremal Gleason solution for H (b) where b ∈ Sd(J,K) obeys
b(0) = 0, then
XX
∗ = I − kb0(kb0)∗,
is a projection so that X is a (row) partial isometry on H (b). In general, P0 := I −
kb0k
b(0, 0)−1(kb0)
∗ is the projection onto the subspace of all functions f ∈ H (b) such that
f(0) = 0, and
k
b(0, 0) = I − b(0)b(0)∗,
so that an extremal Gleason solution X for H (b) is a row partial isometry if and only if
b(0) = 0.
In the case where d = 1, the unique solution to equation (2.3) is the adjoint of the
restriction of the backward shift S∗ to H (b), so that adjoints of Gleason solutions are
natural analogues of the restricted backward shift in the several-variable setting. Many
references define a Gleason solution for H (b) as the adjoint of our definition above, we
prefer to view it as a row contraction from several copies of a Hilbert space into itself.
Contractive solutions X to the Gleason problem in H (b) always exist, although they are
in general non-unique [6, 32]. Also note that the component operators of a contractive
Gleason solution X for H (b) are generally non-commuting [10]. In fact, the existence of
a commuting contractive Gleason solution X for H (b) is equivalent to co-invariance of
H (b) with respect to the component operators of the Arveson d-shift, and in this case
X = (S∗|H (b))∗ is a contractive commuting Gleason solution for H (b) [10, Theorem 3.5].
This happens, for example, if b ∈ Sd(J,K) is an inner multiplier, i.e. multiplication by b,
Mb : H
2
d⊗J→ H2d⊗K is a partial isometry so that H (b) ⊂ H2d⊗K is a co-invariant model
subspace of vector-valued Drury-Arveson space [4, 16, 28, 41] (see Remark 2.15 below).
Similarly we define contractive Gleason solutions for any b ∈ Sd(J,K):
Definition 2.7. A linear map b ∈ L (J,H (b) ⊗ Cd), b =
b1...
bd
, bj ∈ L (J,H (b)),
1 ≤ j ≤ d, is a solution to the Gleason problem for b ∈ Sd(J,K) provided that
b(z)− b(0) = z · b(z) :=
d∑
j=1
zjbj(z).
We say that b is a contractive Gleason solution for b if
b
∗
b ≤ I − b(0)∗b(0),
and an extremal Gleason solution for b if equality holds in the above.
There is a surjection b 7→ X(b) of contractive Gleason solutions for b ∈ Sd(J,K) onto
contractive Gleason solutions for H (b) given by the formula
(2.5) X(b)∗kbz := z
∗
k
b
z − bb(z)∗; z ∈ Bd.
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This surjection is injective if and only if
⋂
z∈Bd Ker(b(z)) = {0}, and it preserves extremal
Gleason solutions. This follows as in [32, Section 5] (which considers the case J = K).
If b ∈ Sd(H) is square and non-unital, then there is a bijection between contractive
extensions D of the row partial isometry V b defined on the Herglotz space H +(Hb) (i.e.
D : H +(Hb) ⊗ Cd → H +(Hb), and D(V b)∗V b = V b) and contractive Gleason solutions
b = b[D] given by
(2.6) b[D] := (U∗b ⊗ Id)D∗Kb0(I − b(0)),
see [32, Section 5]. If X = X(b[D]), we will simply write X = X[D].
To apply the above parametrizaton of Gleason solutions to arbitrary Schur-class multi-
pliers, it will be useful to define the square extension of any b ∈ Sd(J,K): Any such b co-
incides with an element b ∈ Sd(J′,K′) where J′ ⊆ K′ or K′ ⊆ J′. Given any b ∈ Sd(J,K),
and assuming J ⊆ K or K ⊆ J, the square extension, [b], of b is
[b] :=

[
b 0K⊖J,K
]
∈ Sd(K); J ⊂ K[
b
0J,J⊖K
]
∈ Sd(J); K ⊂ J
.
Remark 2.8. (1) If J ⊆ K, then it follows that H (b) = H ([b]). In this case it
follows that b is a contractive Gleason solution for b if and only if there is a
contractive Gleason solution [b] for [b] so that b = [b]|J. Moreover if [b] is
extremal, so is b = [b]|J.
(2) If K ⊆ J then H ([b]) = H (b) ⊕ H2d ⊗ (J ⊖ K). In this case b is a contractive
Gleason solution for b if and only if [b] := b⊕0 is a contractive Gleason solution
for b. Here 0 : J ⊖ K → H2d ⊗ (J ⊖ K) sends every vector to 0 ∈ H2d ⊗ (J ⊖ K).
Again this [b] is extremal if and only if b =
[
IH (b) ⊗ Id, 0
]
[b] is extremal.
The statement of Theorem 5.14 implicitly claims that any extremal Gleason solution
X for H (b), b ∈ Sd(J,K), is a CCNC row contraction. This is easily established using
the extremal condition:
Lemma 2.9. Let b ∈ Sd(J,K) be a multi-variable Schur-class function. Any extremal
Gleason solution, X, for H (b) is a CCNC row contraction.
Proof. Since X is extremal,
XX
∗ = I − kb0(kb0)∗,
and since D2X∗ = I −XX∗, it follows that Ran (DX∗) is the range of the projection
k
b
0k
b(0, 0)−1(kb0)
∗
.
Since X is a contractive Gleason solution, it follows that∨
z∈Bd
(I −Xz∗)−1Ran (DX∗) =
∨
(I −Xz∗)−1kb0K
=
∨
z∈Bd
k
b
zK = H (b), (by equation (2.4))
so that X is CCNC. 
2.10. Extremal Gleason solutions. Since extremal Gleason solutions for H (b), b ∈
Sd(J,K) will provide a model for arbitrary CCNC row contractions, it is natural to ask
whether extremal Gleason solutions always exist. The results below show that there are
large classes of b ∈ Sd(J,K), and hence H (b), which admit extremal Gleason solutions.
(Recall that if b is an extremal Gleason solution for b ∈ Sd(J,K), then X(b) is an
extremal Gleason solution for H (b).) We expect that any Schur class b ∈ Sd(J,K)
admits an extremal Gleason solution, but we do not have a proof of this in full generality.
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Lemma 2.11. Given b ∈ Sd(H), and a row contractive D ⊇ V b, b[D] is extremal if and
only if D is a co-isometry.
Recall that b[D] is extremal implies that X[D] is extremal. In particular, if V b is itself
a co-isometry, then H (b) has a unique contractive Gleason solution, and this solution
is extremal. This property (of V b being co-isometric) is equivalent to b being a quasi-
extreme Schur multiplier, as defined in [30, 32]. See [30, 32] and Section 6.1 for examples
of quasi-extreme multipliers, equivalent conditions, and details.
Proof. If D is a co-isometric extension of V b, it follows readily from Formula (2.6), that
b[D] is extremal.
Conversely, extremality of b[D] implies:
(Kb0)
∗
DD
∗
K
b
0 = K
b(0, 0) = (Kb0)
∗
K
b
0 .
Then, for any z ∈ Bd,
(Kbz)
∗
DD
∗
K
b
0 = (DD
∗(Kbz −Kb0))∗Kb0 + (Kb0)∗DD∗Kb0
= (Kbz −Kb0)∗Kb0 + (Kb0)∗Kb0 = (Kbz)∗Kb0 .
This proves that DD∗Kb0 = K
b
0 so that
DD
∗
K
b
z = DD
∗(Kbz −Kb0) +DD∗Kb0
= Kbz −Kb0 +Kb0 = Kbz ,
and DD∗ = I . 
Remark 2.12. By the above lemma, b ∈ Sd(H) (and hence H (b)) has extremal Gleason
solutions if and only if dim
(
Ker(V b)
) ≥ dim(Ran (V b)⊥) (so that V b has co-isometric
extensions). The proofs of [32, Proposition 4.12, Proposition 4.15] can be adapted to show
this is the case for large classes of b ∈ Sd(H):
Proposition 2.13. If b ∈ Sd(H) is such that dim (H (b)) = ∞ and dim (H) < ∞, then
dim
(
Ker(V b)
)
=∞ and dim
(
Ran
(
V b
)⊥) ≤ dim (H).
Proof. Set V := V b and calculate,
(V ∗k V
∗
j − V ∗j V ∗k )Kbz = (zjV ∗k − zkV ∗j + V ∗k V ∗j − V ∗j V ∗k )Kb0 ; z ∈ Bd.
Since dim (H) < ∞ and Kb0 ∈ L (H,H +(Hb)), the above commutators have finite rank.
It is also easy to check that Ran (V )⊥ consists of H-valued constant functions so that
dim
(
Ran (V )⊥
)
≤ dim (H) <∞, by assumption. Since we assume that H (b), and hence
H
+(Hb) are infinite dimensional, the Vk cannot all have finite rank by the definition of
V = V b. It follows that the image of V under the quotient ∗-homomorphism, pi, onto
the Calkin algebra (quotient by the compact operators) is a non-zero row co-isometry
with commuting component operators. If Ker(V b) is finite dimensional, then pi(V ) is a
row isometry (in fact Cuntz unitary) with commuting component operators, and this is
readily checked to be impossible. 
Similarly,
Proposition 2.14. Let b = (b1, ..., bd)
T be any contractive Gleason solution for b ∈
Sd(H), d ≥ 2. Then dim
(
Ker(V b)
) ≥ d(d−1)
2
· dim
(
H (b)⊖∨dj=1 bjH).
Proof. This is easily established using the proof of [32, Proposition 4.4]: Let X = X(b) be
a contractive Gleason solution for H (b), where b is any contractive Gleason solution for
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b (see Equation (2.5)). Then b = (b1, ..., bd)
T ∈ H (b)⊗Cd, d ≥ 2. Choose any f ∈ H (b)
orthogonal to the linear span of the bj , 1 ≤ j ≤ d. It follows that
〈kbz, (Xjf)〉 = 〈zjkbz − bjb(z)∗, f〉
= zjf(z)H.
This proves that Sjf ∈ H (b) for any 1 ≤ j ≤ d. This in turn implies that hj :=
(I − b)−1Sjf ∈ H +(Hb) and if we define h := −hj ⊗ ei + hi ⊗ ej ∈ H +(Hb)⊗Cd, where
{ek} is the standard basis of Cd and i 6= j, we then have that
〈z∗Kbz ,h〉 = −zihj(z) + zjhi(z)
= (−zizj + zjzi)(I − b(z))−1f(z) = 0.
It follows that for any distinct pair (i, j); 1 ≤ i, j ≤ d, and any f ⊥ ∨dj=1Ran (bj), we can
construct an element h(i,j) ∈ Ker(V b). 
As discussed in Remark 2.8, if the square extension [b], of any b ∈ Sd(J,K) has extremal
Gleason solutions, so does b. The above two propositions now imply that there are large
classes of b ∈ Sd(J,K) (and hence H (b)) which admit extremal Gleason solutions.
Remark 2.15. If b ∈ Sd(J,K) is an inner multiplier (Mb : H2d ⊗ J→ H2d ⊗K is a partial
isometry), then H (b) = Ran (Mb)
⊥ is co-invariant for the component operators of the
(vector-valued) Arveson d-shift, S ⊗ IK, and
X
∗
j := S
∗
j ⊗ IK|H (b),
defines an extremal Gleason solution (with commuting component operators). Indeed,
I −XX∗ = P⊥Ran(Mb)(I − SS∗)P⊥Ran(Mb)
= (I −MbM∗b )k0k∗0(I −MbM∗b )
= kb0(k
b
0)
∗
.
2.16. de Branges-Rovnyak model via transfer-function theory. In this section we
will show that Theorem 5.14 (i.e. Theorem 1 from the Introduction) is a straightforward
consequence of the multi-variable transfer function realization theory of [9].
As part of [9, Theorem 1.3], J.A. Ball, V. Bolotnikov and Q. Fang proved that a
L (J,K)-valued function b on Bd belongs to the multi-variable, operator-valued Schur
class Sd(J,K), if and only if there is an auxiliary Hilbert space, H, and a contractive
colligation, U :
U :=
[
A B
C D
]
=:

A1 B1
...
...
Ad Bd
C D
 :
[
H
J
]
→
[
H⊗ Cd
K
]
,
so that b has the transfer function realization:
b(z) = D +C(I − zA)−1zB.
Moreover in [9, Section 3], the authors construct a canonical functional model realization
of b ∈ Sd(J,K), providing a natural extension of the classical transfer function theory of
de Branges and Rovnyak [21, 20]: If A := X∗ is the adjoint of any contractive Gleason
solution for H (b), C := (kb0)
∗, and D := b(0), then there exists a (essentially unique [9,
Corollary 2.9]) contractive Gleason solution b =: B for b so that
UdBR :=
[
A B
C D
]
=
[
X∗ b
(kb0)
∗ b(0)
]
:
[
H (b)
J
]
→
[
H (b)⊗ Cd
K
]
,
is a contractive colligation providing a transfer-function realization for b. In fact, [31,
Theorem 7.13] proves that A∗ = X = X(b) is the contractive Gleason solution for H (b)
corresponding to the contractive Gleason solution B = b for b as in Subsection 2.4.
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Remark 2.17. In this paper we focus on extremal Gleason solutions X = X(b) as these
will provide a model for arbitrary CCNC row contractions. It is easy to check that b (and
hence X(b)) are extremal if and only if the corresponding canonical functional model
colligation
UdBR =
[
X(b)∗ b
(kb0)
∗ b(0)
]
,
is an isometry [32, Remark 4.18].
As described in [9, Section 3], any canonical functional model realization for b ∈
Sd(J,K) is weakly co-isometric and observable. A colligation U , as above is weakly co-
isometric if it is co-isometric on a certain subspace [9]. By [9, Proposition 1.5], U is weakly
co-isometric if and only if:
k
b(z, w) = C∗(I −A∗z)−1(I −w∗A)−1C.
This characterization and Formula (2.4) show that any canonical functional model colli-
gation UdBR is always weakly-coisometric.
A contractive colligation U is said to be observable if
C(I − Az)−1x = 0 ∀ z ∈ Bd
if and only if x ≡ 0 [9, Section 2]. Equivalently,
(2.7)
∨
z∈Bd
(I − z∗A∗)−1C∗K = H.
In the case where U = UdBR is a functional model colligation, A = X
∗ is a contractive
Gleason solution and C = (kb0)
∗, so that, again by Formula (2.4),∨
z∈Bd
(I − z∗A∗)−1C∗K =
∨
z∈Bd
k
b
zK = H (b).
This shows that UdBR is observable.
If T is any CCNC row contraction on H, consider the Julia operator:
UT :=
[
T ∗ DT
DT∗ −T
]
:
[
H
Ran (DT )
]
→
[
H⊗ Cd
Ran (DT∗ )
]
.
It is easy to verify that UT is an onto isometry, so that in particular, it is a weakly
co-isometric colligation. Since T is CCNC,
H =
∨
z∈Bd
(I − Tz∗)−1Ran (DT∗ ) ,
proving that UT is also observable (by Formula 2.7).
Let bT ∈ Sd(Ran (DT ) ,Ran (DT∗ )) be the transfer-function corresponding to UT .
Since UT is observable and weakly co-isometric, [9, Theorem 3.4] implies that UT is uni-
tarily equivalent to a canonical functional model colligation, UdBR, for bT . In particular,
T is unitarily equivalent to X, a contractive Gleason solution for H (bT ). Finally, since
UT , and hence UdBR is an isometry, it follows as in Remark 2.17 that X is necessarily an
extremal Gleason solution, and this completes a proof of Theorem 5.14.
3. Completely non-coisometric row contractions
In this section we characterize completely non-coisometric (CNC) row contractions and
motivate the definition of CCNC row contractions (contractions obeying the commutative
CNC condition). As in the classical setting a row contraction T : H ⊗ Cd → H is CNC
if there is no non-trivial co-invariant subspace H′ ⊂ H (co-invariant for each component
operator Tk of T , 1 ≤ k ≤ d) so that T ∗|H′ is an isometry of H′ into H′⊗Cd. As observed
in [7], a row contraction T : H⊗Cd → H is CNC if and only if ∨α∈Fd TαRan (DT∗ ) = H,
where, as before, the defect operator of any contraction T : J → K is DT := √IJ − T ∗T ,
GLEASON MODEL 13
and Fd denotes the free monoid on d generators. For convenience, we will provide a proof
based on methods ultimately due to Kre˘ın.
In the above, recall that the free semigroup (or monoid), Fd, on d ∈ N letters, is the
multiplicative unital semigroup of all finite products or words in the d letters {1, ..., d}.
That is, given words α := i1...in, β := j1...jm, ik, jl ∈ {1, ..., d}; 1 ≤ k ≤ n, 1 ≤ l ≤ m,
their product αβ is defined by concatenation:
αβ = i1...inj1...jm,
and the unit is the empty word, ∅, containing no letters. Given α = i1 · · · in, we use the
standard notation |α| = n for the length of the word α. Let Nd be the unital additive
semigroup or monoid of d-tuples of non-negative integers. By the universality property of
the free unital semigroup Fd, there is a unital semigroup epimorphism λ : (Fd, ·)→ (Nd,+),
the letter counting map which sends a given word α = i1 · · · in ∈ Fd to n = (n1, ..., nd) ∈
Nd where nk is the number of times the letter k appears in the word α. Given any
α = i1 · · · ik ∈ Fd, and any row contraction T = (T1, ..., Td), we use the standard notation
T
α := Tα1 · · ·Tαk ,
and for any n ∈ Nd we define the symmetrized monomial:
T
n :=
∑
α; λ(α)=n
T
α
.
Initially, we focus on the case of a (row) partial isometry, V : H ⊗ Cd → H, and we
define the restricted range spaces,
R (V − z) := Ran ((V − z)V ∗V ) ; z ∈ Cd,
as the range of V − z restricted to the initial space of V . The orthogonal complement,
R (V − z)⊥, will be called a z-deficiency space or the z−defect space. More generally, as
in [34], consider the non-commutative (NC) open unit ball :
BdN :=
∞∐
n=1
Bdn; B
d
n :=
(
Cn×n ⊗ Cd
)
1
.
Elements Z ∈ Bdn are viewed as strict (row) contractions from Cn ⊗ Cd into Cn:
Z =: (Z1, ..., Zd); Zk ∈ Cn×n.
In particular, Bd1 ≃ Bd = (Cd)1 can be identified with the open unit ball of Cd.
Definition 3.1. For any Z ∈ Bdn, n ∈ N, let
R (V − Z) := Ran ([(V ⊗ In)− (IH ⊗ Z)] (V ∗V ⊗ In))
= [IH ⊗ In − (IH ⊗ Z)(V ∗ ⊗ In)] Ran (V )⊗ Cn
=: (I − ZV ∗)Ran (V )⊗ Cn,
(3.1) where ZV ∗ := V ∗1 ⊗ Z1 + ...+ V ∗d ⊗ Zd ∈ (L (H⊗ Cn))1 .
The main results of this section will be:
Theorem 3.2. Let V : H ⊗ Cd → H be a row partial isometry. The subspace
H
′ := {h ∈ H| h⊗ Cn ⊆ H′n ∀ n ∈ N}; H′n :=
⋂
Z∈Bdn
R (V − Z) ,
is the largest co-invariant subspace for V on which V ∗ acts isometrically.
In particular, V is CNC if and only if
H = (H′)⊥ =
∨
λ∈Cn; Z∈Bdn
λ(I − V Z∗)−1Ran (V )⊥ ⊗ Cn
=
∨
α∈Fd
V
αRan (V )⊥ .
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In the above, as in Subsection 2.4, we view any λ ∈ Cn as a row operator, λ : H⊗Cn →
H. This theorem is a generalization of a characterization of CNU partial isometries due to
Kre˘ın [27, Chapter 1, Theorem 2.1]. Kre˘ın’s result is proven in the setting of unbounded
symmetric operators. This can be restated in terms of partial isometries using the Cayley
transform, a fractional linear transformation that implements a bijection between partial
isometries and symmetric linear transformations [1].
In the special case where V is commutative, i.e. a d-contraction, this yields:
Theorem 3.3. Let V : H ⊗ Cd → H be a d-partial isometry. The subspace
H
′ :=
⋂
z∈Bd
R (V − z) ,
is the largest co-invariant subspace for V on which V ∗ acts isometrically.
In particular, V is CNC if and only if
H = (H′)⊥ =
∨
z∈Bd=Bd
1
(I − V z∗)−1Ran (V )⊥
=
∨
n∈Nd
V
nRan (V )⊥ .
A key corollary of these results is:
Corollary 3.4. A row contraction T : H⊗ Cd → H is CNC if and only if
H =
∨
α∈Fd
T
αRan (DT∗ ) .
A d-contraction T : H⊗ Cd → H is CNC if and only if
H =
∨
n∈Nd
T
nRan (DT∗ ) =
∨
z∈Bd
(I − Tz∗)−1Ran (DT∗ ) .
In particular, if a (not necessarily commutative) row contraction T on H obeys
H =
∨
z∈Bd
(I − Tz∗)−1Ran (DT∗ ) , then T is CNC.
Motivated by the above corollary, we define:
Definition 3.5. A row contraction T : H⊗Cd → H obeys the commutative CNC condi-
tion, and we write: T is CCNC, if
H =
∨
z∈Bd
(I − Tz∗)−1Ran (DT∗ ) .
Corollary 3.4 implies that any CCNC row contraction is CNC, and that any CNC d−contraction
is CCNC.
Note, in particular, that if T is commutative, i.e. T is a d-contraction, that∨
α∈Fd
T
αRan (DT∗ ) =
∨
n∈Nd
T
nRan (DT∗) ,
and this second set can be re-expressed as follows:
Lemma 3.6. [30, Lemma 2.2] Given any row contraction T on H,∨
z∈Bd
(I − Tz∗)−1 =
∨
n∈Nd
T
n
.
The next example below shows that not every CNC row contraction is CCNC:
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Example 3.7. (The Arveson d-shift and the left free shift) The Arveson d-shift, S,
on the Drury-Arveson space, H2d , is a commutative row partial isometry. In particular
DS∗ = k0k
∗
0 is a projection so that∨
z∈Bd
(I − Sz∗)−1Ran (DS∗) =
∨
z∈Bd
kz = H
2
d ,
and S is CCNC. Observe that S is an extremal Gleason solution for the de Branges-
Rovnyak space H (b) = H2d with b ≡ 0 ∈ Sd = Sd(C).
For an example of a CNC row contraction which is not CCNC, consider the left free
shift L on the full Fock space F 2d . Recall here that the full Fock space over C
d, F 2d , is the
direct sum of all tensor powers of Cd:
F
2
d := C⊕ Cd ⊕
(
Cd ⊗ Cd
)
⊕
(
Cd ⊗ Cd ⊗ Cd
)
⊕ · · ·
=
∞⊕
k=0
(
Cd
)k·⊗
.
Fix an orthonormal basis e1, ..., ed of C
d. The left creation operators L1, ..., Ld are the
operators which act as tensoring on the left by these basis vectors:
Lkf := ek ⊗ f ; f ∈ F 2d .
The left free shift is the row operator L := (L1, ..., Ld) : F
2
d ⊗Cd → F 2d . The left free shift,
is, in fact, a row isometry: L∗L = IF2 ⊗ Id. The orthogonal complement of the range of
L is the vacuum vector 1 which spans the the subspace C =: (Cd)0·⊗ ⊂ F 2d . A canonical
orthonormal basis for F 2d is then {eα}α∈Fd where eα = Lα1. It follows that L is CNC:∨
α∈F2
d
L
αRan (DL∗ ) =
∨
L
α1 = F 2d .
However, L is not CCNC, since∨
n∈Nd
L
nRan (DL∗) =
∨
L
n1,
is equal to symmetric or Bosonic Fock space, a proper subspace of F 2d (which is in fact
canonically isomorphic to H2d , see e.g. [49, Section 4.5]).
It will be convenient to first establish several preliminary facts before proving Theorem
3.2 and its corollaries. Given a partial isometry V : H1 → H2, and a contraction T :
K1 → K2 where Hk ⊂ Kk, we say that T extends V and write V ⊆ T if TV ∗V = V .
Lemma 3.8. ([32, Lemma 2.3]) Let V : H1 → H2 be a partial isometry and assume that
Hk ⊆ Jk for Hilbert spaces Hk, Jk, k = 1, 2. For any contraction T : J1 → J2 the following
are equivalent:
(i) T is a contractive extension of V , V ⊆ T .
(ii) T ∗ is a contractive extension of V ∗, V ∗ ⊆ T ∗.
(iii) There is a contraction C : J1 → J2 such that Ker(C)⊥ ⊆ J1⊖Ker(V )⊥, Ran (C) ⊆
J2 ⊖ Ran (V ) and T = V − C.
Lemma 3.9. Let V be a row partial isometry on H⊗Cd and let T ⊇ V be a row contractive
extension to K⊗ Cd, K ⊇ H. Then for any Z ∈ Bdn,
(I − TZ∗)−1 : K⊗Cn ⊖ (Ran (V )⊗ Cn)→ K⊗Cn ⊖R (V − Z) , is an isomorphism.
Setting T = V , this shows R (V − Z)⊥ = (I − V Z∗)−1Ran (V )⊥. This holds, in
particular, for Z = z ∈ Bd1 = Bd and T ⊇ V acting on H⊗ Cd (e.g. T = V ):
(I − Tz∗)−1 : Ran (V )⊥ → R (V − z)⊥ is an isomorphism.
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Proof. Since Z is strictly contractive, TZ∗, as defined above in equation (3.1), is a strict
contraction so that (I−TZ∗)−1 is well-defined. Assume that f ∈ K⊗Cn⊖R (V − Z), and
suppose g ∈ Ran (V )⊗Cn so that g = (V ⊗In)G for some G ∈ (H⊗Cn)⊗Cd⊖Ker(V ⊗ In).
Then,
〈(I − TZ∗)f , g〉 = 〈f, (I − ZT ∗)(V ⊗ In)G〉
= 〈f, (I − ZV ∗)(V ⊗ In)G〉 = 0.
This proves that
(I − TZ∗) ((K⊗ Cn)⊖ R (V − Z)) ⊆ (K⊗ Cn)⊖ (Ran (V )⊗ Cn),
so that
(K⊗ Cn)⊖ R (V − Z) ⊆ (I − TZ∗)−1 (K⊗ Cn ⊖ Ran (V )⊗ Cn) .
For the reverse inclusion suppose that f ∈ K ⊗ Cn ⊖ Ran (V ⊗ In). Also assume that
g ∈ R (V − Z), g = (I − ZV ∗)(V ⊗ In)G. Then,
〈(I − TZ∗)−1f, g〉 = 〈f, (I − ZT ∗)−1(I − ZV ∗)V G〉 (V G := V ⊗ InG)
= 〈f, (I − ZT ∗)−1(I − ZT ∗)V G〉
= 〈f, V G〉 = 0.

Lemma 3.10. Suppose that L ⊆ H is co-invariant for V , and that V ∗|L is an isometry.
Then for any Z ∈ Bdn, L ⊗ Cn ⊆ R (V − Z) .
Proof.
R (V − Z) ⊇ (I − ZV ∗)V ⊗ In(L ⊗ Cn ⊗ Cd)
= (I − ZV ∗)L ⊗ Cn; V is co-isometric, hence onto L
= L ⊗ Cn; (I − ZV ∗) is invertible, hence onto.

Definition 3.11. For any n ∈ N define H′n ⊂ H⊗ Cn by
H
′
n :=
⋂
Z∈Bdn
R (V − Z) .
Also define H′ ⊆ H by
H
′ := {h ∈ H| h⊗ Cn ⊆ H′n, ∀n ∈ N}
= {h ∈ H| λ∗h ∈ H′n ∀λ ∈ Cn ∀n ∈ N}.
In the above, as before, given any λ ∈ Cn, we view λ : H⊗Cn → H as a row operator.
Lemma 3.12. H′ is a closed subspace, and
(H′)⊥ =
∨
λ,τ∈Cn
Z∈Bdn; n∈N
λ(I − V Z∗)−1τ∗Ran (V )⊥
=
∨
λ∈Cn
Z∈Bdn; n∈N
λ(I − V Z∗)−1Ran (V )⊥ ⊗ Cn.
Proof. Let hk be Cauchy in H
′ with limit h ∈ H. Then for any fixed n ∈ N and τ ∈ Cn,
τ∗hk is Cauchy in H
′ ⊗ Cn, and hence the limit τ∗h belongs to H′n, since H′n is clearly
closed. Since this holds for any n, we obtain that h ∈ H′.
For the proof of the second statement suppose that h ∈ H is orthogonal to any vector
of the form
λ(I − V Z∗)−1τ∗Ran (V )⊥ : λ, τ ∈ Cn, Z ∈ Bdn.
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This happens if and only if:
h ⊥ λ(I − V Z∗)−1Ran (V )⊥ ⊗ Cn; λ ∈ Cn, Z ∈ Bdn, n ∈ N
⇔ h⊗ Cn ⊥ (I − V Z∗)−1Ran (V )⊥ ⊗ Cn︸ ︷︷ ︸
=R(V−Z)⊥ by Lemma 3.9
; Z ∈ Bdn, n ∈ N.
This proves that h has this property if and only if h ⊗ Cn ⊆ R (V − Z) for any Z ∈ Bdn,
i.e. if and only if h⊗ Cn ⊆ H′n for any n ∈ N and therefore if and only if h ∈ H′. 
Lemma 3.13. If L ⊆ H is co-invariant for the row partial isometry V and V ∗ is iso-
metric on L then L ⊆ H′.
Proof. By Lemma 3.10, L ⊗ Cn ⊆ H′n for any n ∈ N. In particular, given any l ∈ L ,
τ∗l belongs to H′n for any τ ∈ Cn and any n ∈ N. Therefore l ∈ H′ by definition and
L ⊆ H′. 
The following technical fact provides a useful description of (H′)⊥.
Lemma 3.14. ∨
λ,τ∈Cn
Z∈Bdn; n∈N
λ(I − ZV ∗)−1τ∗ =
∨
α∈Fd
(V ∗)α.
Proof. First note that anything in the the left hand side (LHS) of the above equation is a
linear combination of products of the V ∗1 , ..., V
∗
d , and so it follows that the left hand side
is contained in the right hand side (RHS).
We will prove the converse inductively on the length, N = |α| of a word α ∈ Fd. First,
taking n = 1, we have by Lemma 3.6 that (V ∗)n belongs to the LHS for all n ∈ Nd. In
particular V ∗k ∈ LHS for all 1 ≤ k ≤ d so that the inductive hypothesis holds for N = 1.
Assume that the inductive hypothesis holds for all α ∈ Fd of length less than or equal
to K ∈ N. That is, |α| ≤ K implies that (V ∗)α belongs to the LHS. To complete the
induction step we need to prove that given any β ∈ Fd of length K+1 that (V ∗)β belongs
to the LHS.
Any such β can be written β = jα where j ∈ {1, ..., d} and |α| = K. By the hypothesis
(V ∗)α is the norm-limit of finite linear combinations of terms of the form
λ(I − ZV ∗)−1τ∗,
where λ, τ ∈ Cn and Z ∈ Bdn for some n ∈ N. It therefore suffices to prove that for any
such term, and any fixed 1 ≤ j ≤ d, we can find W ∈ Bdm and Λ,Γ ∈ Cm so that
Λ(I −WV ∗)−1Γ∗ = V ∗j λ(I − ZV ∗)−1τ∗.
For simplicity fix j = 1. The other cases will follow from an analogous argument.
Choose W = (W1, ...,Wd) ∈ Bd2n as follows:
W1 :=
[
Z1 0n
rIn 0n
]
; Wk :=
[
Zk 0
0 0
]
; 2 ≤ k ≤ d,
where if ‖Z‖2 = s < 1, choose 0 < r < 1 small enough so that 1 > s(1 + r2).
Then,
I −WW ∗ =
[
I − ZZ∗ −rZ1
−rZ∗1 I
]
,
and by Schur complement theory [18, Appendix A.5.5], this is strictly positive if and only
if I−ZZ∗ − r2Z1Z∗1 > 0. By our choice of r, this is the case, and it follows that W ∈ Bd2n
is strictly contractive. Observe that
WV
∗ =
[
ZV ∗ 0
rIn ⊗ V ∗1 0
]
; and (WV ∗)k =
[
(ZV ∗)k 0
r(In ⊗ V ∗1 )(ZV ∗)k−1 0
]
; k ≥ 2.
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It follows that
(I −WV ∗)−1 =
[
(I − ZV ∗)−1 0
r(In ⊗ V ∗1 )(I − ZV ∗)−1 In ⊗ IH
]
.
Taking Λ := (0n, λ) and Γ = (τ, 0n) then yields
Λ(I −WV ∗)−1Γ∗ = rV ∗1 λ(I − ZV ∗)−1τ∗,
and the inductive step follows. 
We now have all the necessary ingredients to prove the main result of this section:
Proof. (of Theorem 3.2) By Lemma 3.10, any co-invariant subspace, L , on which V ∗ acts
isometrically is contained in H′. It remains to show that H′ is co-invariant for V , and
that V ∗|H′ is an isometry.
Let U be a co-isometric extension (e.g. a Cuntz unitary dilation) of V on K ⊇ H. If
h ∈ H′, then τ∗h ∈ H′n. Hence,
τ
∗
h ⊥ K⊗ Cn ⊖ R (V − Z) = (I − UZ∗)−1 ((K⊗ Cn)⊖ Ran (V )⊗ Cn) .
This happens if and only if
(I − ZU∗)−1τ∗h ∈ Ran (V )⊗ Cn,
and this implies ∨
τ,λ∈Cn
Z∈Bdn
λ(I − ZU∗)−1τ∗h ∈ Ran (V ) .
By the last lemma this happens if and only if∨
α∈Fd
(U∗)αh ∈ Ran (V ) .
Given any V F ∈ Ran (V ), it is easy to see that by definition
(I − ZU∗)τ∗V F ∈ R (V − Z) .
Hence,
R (V − Z) ⊇ (I − ZU∗)
∨
h∈H′
λ∈Cn;α,β∈Fd
τ
∗(U∗)β(U∗)αh
⊇ (I − ZU∗)
∨
h∈H′; α∈Fd
τ,λ,κ∈Cn;W∈Bdn
τ
∗
λ(I −WU∗)−1κ∗(U∗)αh, (by Lemma 3.14)
⊇
∨
h∈H′;α∈Fd
κ∈Cn
κ
∗(U∗)αh,
so that (U∗)αh ∈ H′ for all α ∈ Fd and all h ∈ H′.
Given any h ∈ H′ ⊂ Ran (V ), h = V H where V ∗V H = H so that
V
∗
h = V ∗V H = U∗V H = U∗h.
This proves that H′ is co-invariant for V (i.e. co-invariant for each Vk), and that V is
co-isometric on H′. 
Although Theorem 3.3 is an immediate consequence of Theorem 3.2 under the assump-
tion that V is a d-partial isometry, the above proof can be modified to prove Theorem 3.3
directly.
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Lemma 3.15. Let T : H ⊗ Cd → H be a row contraction. Then H ⊗ Cd decomposes as
H ⊗ Cd = H0 ⊕H1 and H = H′0 ⊕H′1 where V := TPH0 is a row partial isometry with
initial space H0 ⊆ H ⊗ Cd and final space H′0 ⊆ H. The row contraction C := −TPH1
is a pure row contraction, i.e., ‖Ch‖ < ‖h‖ for any h ∈ H1 ⊗ Cd, with final space
Ran (C) ⊆ H′1 = Ran (V )⊥.
Proof. Let H0 := Ran (DT )
⊥ = Ker(DT ), where recall DT =
√
I − T ∗T . It is clear that
V |H0 is an isometry, and can be extended to a row partial isometry on H ⊗ Cd with
initial space H0. It follows that C := V − T is a pure contraction and by Lemma 3.8
the initial space of C is contained in H1 = H
⊥
0 and the final space of C is contained in
H
′
1 = (H
′
0)
⊥. 
Definition 3.16. The above decomposition T = V − C of any row contraction on H
into a row partial isometry, V , on H ⊗ Cd and a pure row contraction C on H ⊗ Cd
with Ker(C)⊥ ⊆ Ker(V ) and Ran (C) ⊆ Ran (V )⊥, will be called the isometric-pure
decomposition of T .
Proof. (of Corollary 3.4) By Lemma 3.15, it follows that T is CNC if and only if its partial
isometric part V is CNC. Since T ⊇ V is a row contractive extension of V on H, Lemma
3.9, Lemma 3.14 and Theorem 3.2 imply that T is CNC if and only if
H =
∨
λ∈Cn; Z∈Bdn
λ(I − V Z∗)−1Ran (V )⊥ ⊗ Cn
=
∨
λ∈Cn; Z∈Bdn
λ(I − TZ∗)−1Ran (DT∗)⊗ Cn
=
∨
α∈Fd
T
αRan (DT∗ ) .
If T is CCNC then it is clearly CNC, since in this case,∨
α∈Fd
T
αRan (DT∗ ) ⊇
∨
n∈Nd
T
nRan (DT∗ ) = H.

4. Model maps for CCNC row partial isometries
Let V : H⊗ Cd → H be a CCNC row partial isometry. By definition,
H =
∨
z∈Bd
R (V − z)⊥ =
∨
z∈Bd
(I − V z∗)−1Ran (V )⊥ ,
and V is CNC by the results of the previous section.
Definition 4.1. A model triple, (γ, J∞, J0) for a CCNC row partial isometry V on H
consists of auxiliary Hilbert spaces J∞, J0 of dimension Ker(V ) and Ran (V )
⊥, respectively,
and a model map, γ, defined on Bd ∪ {∞}:
γ :
{
Bd → L (J0,R (V − z)⊥)
{∞} → L (J∞,Ker(V ))
,
such that γ(z) is a linear isomorphism for any z ∈ Bd and γ(0), γ(∞) are onto isometries.
We say that (Γ, J∞, J0) is an analytic model triple and that Γ is an analytic model map
if z 7→ Γ(z) is anti-analytic in Bd.
Lemma 3.9 shows that any row contractive extension T ⊇ V of a row partial isometry
on H gives rise to an analytic model map: Let ΓT (0) : J0 → Ran (V )⊥ , ΓT (∞) : J∞ →
Ker(V ) be any two fixed onto isometries and then
ΓT (z) := (I − Tz∗)−1ΓT (0); z ∈ Bd,
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defines an analytic model triple. Most simply, we are free to choose T = V .
Let (Γ, J∞, J0) be an analytic model triple for a CCNC row partial isometry V on H.
For any h ∈ H, define
hˆ
Γ(z) := Γ(z)∗h,
an analytic J0-valued function on B
d. (When it is clear from context, we will sometimes
omit the superscript Γ.) Let HˆΓ be the vector space of all hˆ = hˆΓ for h ∈ H. We endow
Hˆ
Γ with an inner product:
〈hˆ, gˆ〉Γ := 〈h, g〉H.
Proposition 4.2. The sesquilinear form 〈·, ·〉Γ is an inner product on HˆΓ, and HˆΓ is a
Hilbert space with respect to this inner product.
The Hilbert space HˆΓ is the reproducing kernel Hilbert space of J0-valued analytic func-
tions on Bd with reproducing kernel
Kˆ
Γ(z,w) := Γ(z)∗Γ(w) ∈ L (J0), HˆΓ = H(KˆΓ).
The map UˆΓ : H→ HˆΓ defined by UˆΓh = hˆΓ is an onto isometry and
Kˆ
Γ
z g = Uˆ
ΓΓ(z)g = Γ̂(z)g; g ∈ J0.
Proof. This is all pretty easy to verify. For simplicity we omit the superscript Γ. In order
to show that 〈hˆ, gˆ〉Γ := 〈h, g〉H is an inner product, the only non-immediate property to
check is that there are no non-zero vectors of zero length with respect to this sesquilinear
form, or equivalently that hˆ(z) = 0 for all z ∈ Bd implies that h = 0. This is clear since
hˆ(z) = Γ(z)∗h, and since V is CCNC,∨
z∈Bd
Ran (Γ(z)) =
∨
z∈Bd
R (V − z)⊥ = H,
so that
⋂
z∈Bd Ker(Γ(z)
∗) = {0}.
The map Uˆ : H → Hˆ is an onto isometry by definition of the inner product in Hˆ. For
any g ∈ J0, compute
〈UˆΓ(z)g, hˆ〉
Hˆ
= 〈Γ(z)g, h〉H
= 〈g,Γ(z)∗h〉J0
= 〈g, hˆ(z)〉J0
=: 〈g, Kˆ∗z hˆ〉J0 .(4.1)
This proves simultaneously that Hˆ is a RKHS of analytic J0-valued functions on B
d with
point evaluation maps
Kˆz = UˆΓ(z) ∈ L (J0, Hˆ),
and reproducing kernel
Kˆ(z, w) = Kˆ∗z Kˆw = Γ(z)
∗Γ(w) ∈ L (J0).

Proposition 4.3. Let V : H ⊗ Cd → H be a CCNC row partial isometry with analytic
model map Γ. The image, Vˆ Γ := UˆΓV (UˆΓ)∗ of V under the unitary map UˆΓ onto the
model RKHS HˆΓ has initial and final spaces
Ker(Vˆ Γ)⊥ ⊆ {hˆ ∈ HˆΓ ⊗ Cd| zhˆ(z) = gˆ(z) for some gˆ ∈ HˆΓ with ‖hˆ‖ = ‖gˆ‖},
Ran
(
Vˆ
Γ
)
= {hˆ ∈ HˆΓ| hˆ(0) = 0},
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and Vˆ Γ acts as multiplication by z = (z1, ..., zd) on its initial space: For any hˆ =
(hˆ1, ..., hˆd)
T ∈ Ker(Vˆ Γ)⊥,
(Vˆ Γhˆ)(z) =
(Vˆ Γ1 , ..., Vˆ Γd )
hˆ1...
hˆd

 (z) = z1hˆ1(z) + ...+ zdhˆd(z) = zhˆ(z).
Proof. Again, we omit the superscript Γ to simplify notation. First suppose that hˆ ∈
Ker(Vˆ )⊥. Then,
Vˆ hˆ = (UˆV h)(z)
= Γ(z)∗(V h)
= Γ(z)∗ ((V − z)h+ zh)
= Γ(z)∗zh
(
since (V − z)h = (V − z)V ∗V h ∈ R (V − z) = Ran (Γ(z))⊥
)
= z(Γ(z)∗ ⊗ Id)h
= zhˆ(z).
This proves that Vˆ acts as multiplication by z on its initial space and that
Ker(Vˆ )⊥ ⊆ {hˆ ∈ Hˆ⊗ Cd| zhˆ(z) ∈ Hˆ and ‖zhˆ‖ = ‖hˆ‖},
since Vˆ is a partial isometry. The range statement is clear since 0 = hˆ(0) = Γ(0)∗h if and
only if h ∈ Ran (V ). 
Any model triple (γ, J∞, J0) for a CCNC row partial isometry V can be used to define
a characteristic function, bγV , on B
d as follows: First consider
D
γ(z) := γ(z)∗γ(0) = Kˆγ(z, 0) ∈ L (J0),
N
γ(z) := (γ(z)∗ ⊗ Id)γ(∞) ∈ L (J∞, J0 ⊗ Cd).
The next lemma below shows that Dγ(z) is always a bounded, invertible operator on J0,
so that we can define
(4.2) bγV (z) := D
γ(z)−1zNγ(z) ∈ L (J∞, J0).
The function bγV is called a (representative) characteristic function of the CCNC row
partial isometry V . Observe that if γ = Γ is an analytic model map then bΓV is analytic
on Bd.
Lemma 4.4. Given any model triple (γ, J∞, J0) for a CCNC row partial isometry V :
H⊗ Cd → H, the operator Dγ(z) := γ(z)∗γ(0) is invertible for any z ∈ Bd.
Proof. Let D(z) := Dγ(z) = γ(z)∗γ(0) ∈ L (J0), we first show that D(z)∗ has trivial
kernel. Suppose that D(z)∗g = 0. Then for any h ∈ J0,
0 = 〈h,D(z)∗g〉J0 = 〈h, γ(0)∗γ(z)g〉J0
= 〈γ(0)h, γ(z)g〉H,(4.3)
since we assume D(z)∗g = 0. By definition, γ(z) : J0 → R (V − z)⊥ is an isomorphism
(bounded, onto, invertible), and γ(0) is an isometry onto Ran (V )⊥. By Lemma 3.9,
γ(z)g = (I − V z∗)−1γ(0)f for some non-zero γ(0)f ∈ Ran (V )⊥. Using that γ(0)f ⊥
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Ran (V ), and that V z∗ = V1z
∗
1 + ...+ Vdz
∗
d is a strict contraction for z ∈ Bd,
0 = 〈γ(0)f, γ(z)g〉H (Equation 4.3 with h = f)
= 〈γ(0)f, (I − V z∗)−1γ(0)f〉
=
∞∑
k=0
〈γ(0)f, (V z∗)kγ(0)f〉 (convergent geometric series)
= 〈γ(0)f, γ(0)f〉 ((V z∗)kγ(0)f ∈ Ran (V ) for k ≥ 1),
a contradiction. In the case where J0 is finite dimensional, this is enough to prove invert-
ibility.
It remains to prove that D(z) is bounded below. If not, then there is a sequence
(gn) ⊂ J0 such that ‖gn‖ = 1 for all n, but ‖D(z)gn‖ → 0. Set Gn := γ(0)gn, ‖Gn‖ = 1
since γ(0) is an isometry. Again using that γ(z) : J0 → R (V − z)⊥, and (I − V z∗) :
R (V − z)⊥ → Ran (V )⊥ are isomorphisms, if Hn ∈ R (V − z)⊥ and hn ∈ J0 are chosen so
that (I − V z∗)Hn = Gn and γ(z)hn = Hn, then the norms of the sequences (hn), (Hn)
are uniformly bounded above and below by strictly positive constants. Then,
〈hn, D(z)gn〉 = 〈γ(z)hn, γ(0)gn〉 = 〈Hn, Gn〉
= 〈Hn, (I − V z∗)Hn〉
= 〈Hn, (I − zV ∗V z∗)Hn〉 − 〈Hn, (V − z)V ∗V z∗Hn〉
= 〈Hn, (I − zV ∗V z∗)Hn〉 (Since Hn ⊥ R (V − z).)
≥ (1− |z|2)‖Hn‖2.
Since there are constants C, c > 0 so that ‖hn‖ ≤ C, and ‖Hn‖ ≥ c > 0, the limit of the
left hand side is zero while the right hand side is bounded below by a strictly positive
constant, a contradiction. 
Definition 4.5. Let b1, b2 be two analytic functions on B
d taking values in L (H1, J1)
and L (H2, J2), respectively. We say that b1, b2 coincide if there are fixed unitary R ∈
L (J1, J2), Q ∈ L (H1,H2) so that
Rb1(z) = b2(z)Q; z ∈ Bd.
This clearly defines an equivalence relation on such functions, and we call the correspond-
ing equivalence classes coincidence classes.
Lemma 4.6. Let V be a CCNC row partial isometry. Let bγV be a characteristic function
for V defined using any model triple (γ, J∞, J0). The coincidence class of b
γ
V is invariant
under the choice of model triple.
It follows, in particular, that any characteristic function bγV for V is analytic whether
or not γ is an analytic model map, since bγV coincides with b
Γ
V for any analytic model map
Γ (and analytic model maps always exist).
Proof. Let (γ, J∞, J0), (δ,K∞,K0) be any two choices of model triples for V . Since both
K0, J0 are isomorphic to Ran (V )
⊥ and K∞, J∞ are isomorphic to Ker(V ), we can define
onto isometries R = γ(0)∗δ(0) ∈ L (K0, J0) and Q := γ(∞)∗δ(∞) ∈ L (K∞, J∞). More-
over Cz := γ(z)
∗(δ(z)δ(z)∗)−1δ(z) is a linear isomorphism (bounded and invertible) of K0
onto J0 for any z ∈ Bd. As before,
D
γ(z) := γ(z)∗γ(0); Nγ(z) = (γ(z)∗ ⊗ Id)γ(∞),
b
γ
V (z) := D
γ(z)−1zNγ(z),
and bδV is defined analogously. It follows that:
Rb
δ
V (z)Q = RD
δ(z)−1C−1z CzzN
δ(z)Q
=
(
CzD
δ(z)R∗
)−1
z
(
(Cz ⊗ Id)Nδ(z)Q
)
.
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In particular,
CzD
δ(z)R∗ = γ(z)∗(δ(z)δ(z)∗)−1δ(z)δ(z)∗δ(0)δ(0)∗γ(0)
= γ(z)∗γ(0)
= Dγ(z),
and similarly
(Cz ⊗ Id)Nδ(z)Q = Nγ(z),
so that RbδV (z)Q = b
γ(z), and bδV , b
γ
V belong to the same equivalence (coincidence) class.

Theorem 4.7. Let HˆΓ be the abstract model RKHS on Bd defined using an analytic model
triple (Γ, J0, J∞) for V . The reproducing kernel for Hˆ
Γ can be written:
Kˆ
Γ(z, w) =
DΓ(z)DΓ(w)∗ − zNΓ(z)NΓ(w)∗w∗
1− zw∗
= DΓ(z)
I − bΓV (z)bΓV (w)∗
1− zw∗ D
Γ(w)∗ ∈ L (J0).
It follows that bΓV ∈ Sd(J∞, J0) is Schur-class, and that multiplication by DΓ(z) is an
isometry, MΓ :=MDΓ , of H (b
Γ
V ) onto Hˆ
Γ.
Proof. As before, we omit the superscript Γ for the proof. Consider the projections:
P0 := PRan(Vˆ )⊥
= UˆΓ(0)Γ(0)∗Uˆ∗,
and,
P∞ := PKer(Vˆ ) = (Uˆ ⊗ Id)Γ(∞)Γ(∞)∗(Uˆ∗ ⊗ Id).
Then calculate,
Kˆ
∗
z zVˆ
∗
Kˆw =
(
Kˆ
∗
wVˆ (I − P∞)z∗Kˆ∗z
)∗
=
(
Kˆ
∗
ww(I − P∞)z∗Kˆz
)∗
= Kˆ∗z z(I − P∞)w∗Kˆw
= zw∗Kˆ(z, w)− Kˆ∗z zP∞w∗Kˆw.
In the above we used that Vˆ acts as multiplication by z on its initial space and I −P∞ =
P⊥Ker(V ) is the projection onto this initial space.
The same expression can be evaluated differently:
Kˆ
∗
z zVˆ
∗
Kˆw = Kˆ
∗
z zVˆ
∗(I − P0)Kˆw
= Kˆ∗z Vˆ Vˆ
∗(I − P0)Kˆw
= Kˆ∗z (I − P0)Kˆw (I − P0) = PRan(Vˆ ) = Vˆ Vˆ
∗
= Kˆ(z, w)− Kˆ∗zP0Kˆw.
Again, in the above we used that Vˆ acts as multiplication by z on its initial space, the
range of Vˆ ∗.
Equating these two expressions and solving for Kˆ(z, w) yields:
Kˆ(z, w) =
Kˆ∗zP0Kˆw − Kˆ∗z zP∞w∗Kˆw
1− zw∗ .
Use that Kˆz = UˆΓ(z), P0 = UˆΓ(0)Γ(0)
∗Uˆ∗, P∞ = (Uˆ ⊗ Id)Γ(∞)Γ(∞)∗(Uˆ∗ ⊗ Id), and
that
Kˆ
∗
z zP∞w
∗
Kˆw = Γ(z)
∗
zΓ(∞)Γ(∞)∗w∗Γ(w)
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to obtain
Kˆ(z, w) =
D(z)D(w)∗ − zN(z)N(w)∗w∗
1− zw∗ ; z, w ∈ B
d
.
In particular it follows that bV = D(z)
−1zN(z) ∈ Sd(J∞, J0) as claimed (by [13, Theorem
2.1]). 
Given an analytic model map Γ for a CCNC row partial isometry V on H, let UΓ : H →
H (bΓV ) denote the canonical onto isometry U
Γ := (MΓ)−1UˆΓ, where, recall, (MΓ)−1 =
M−1
DΓ
=M(DΓ)−1 = (M
Γ)∗, since MΓ =MDΓ is a unitary multiplier of H (b
Γ
V ) onto Hˆ
Γ.
Theorem 4.8. Let V : H⊗Cd → H be a CCNC row partial isometry with analytic model
triple (Γ, J∞, J0). The image, X
Γ := UΓV ((UΓ)∗ ⊗ Id), of V under the corresponding
canonical unitary is an extremal Gleason solution for H (bΓV ).
If Γ(z) = ΓT (z) := (I − Tz∗)−1Γ(0) is an analytic model map corresponding to a
contractive extension T ⊇ V on H, then XΓT = X(bT ) is the unique contractive Gleason
solution corresponding to the extremal Gleason solution
b
T := (UΓT ⊗ Id)ΓT (∞), for bΓTV ∈ Sd(J∞, J0).
Proof. (As before we will omit superscripts.) Since multiplication by D(z)−1 is an isomet-
ric multiplier of Hˆ onto H (bV ),MD−1 =M
∗
D, Proposition 4.3 implies thatX :=M
∗
DVˆ MD
acts as multiplication by z on its initial space, and
Ran (X) = {f ∈ H (bV )| f(0) = 0}.
Hence, XX∗ = I − kb0(kb0)∗ and
z(X∗f)(z) = (XX∗f)(z)
= f(z)− kbV (z, 0)f(0)
= f(z)− f(0),
since bΓV (0) = 0. This proves that X is a (contractive) extremal Gleason solution for
H (bΓV ).
To see that b := (MD−1Uˆ ⊗ Id)Γ(∞) is a contractive extremal Gleason solution for bΓV ,
let b := bΓV and calculate:
zb(z) = (z∗kbz)
∗
b
=
(
z
∗
Uˆ
∗(M∗D−1)k
b
z
)∗
Γ(∞)
=
(
z
∗
Uˆ
∗
Kˆz(D(z)
−1)∗
)∗
Γ(∞)
=
(
z
∗Γ(z)(D(z)−1)∗
)∗
Γ(∞)
= D(z)−1z(Γ(z)∗ ⊗ Id)Γ(∞)
= D(z)−1zN(z) = b(z).
This proves that bΓ =: b is a Gleason solution (since bΓV (0) = 0). Furthermore,
b
∗
b = Γ(∞)∗Γ(∞) = IJ∞ ,
so that bΓ = b is contractive and extremal.
To see that X = XΓT = X(bΓT ), calculate the action of X∗ − w∗ on point evaluation
maps,
(X∗ −w∗)kbw =
(
(M−1D Uˆ ⊗ Id)(V ∗ − w∗)Uˆ∗MD
)
k
b
w
= (M−1D Uˆ ⊗ Id)(V ∗ − w∗)Γ(w)(D(w)−1)∗,
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and compare this to
b
Γ
b(w)∗ = (M−1D Uˆ ⊗ Id)Γ(∞)N(w)∗w∗(D(w)−1)∗
= (M−1D Uˆ ⊗ Id)Γ(∞)Γ(∞)∗(Γ(w)⊗ Id)w∗(D(w)−1)∗
= (M−1D Uˆ ⊗ Id)PKer(V )w∗Γ(w)(D(w)−1)∗
= (M−1D Uˆ ⊗ Id)(I − V ∗V )w∗Γ(w)(D(w)−1)∗.
Under the assumption that Γ = ΓT for a contractive extension T ⊇ V on H, recall that
by Lemma 3.15, T = V − C, where C is a pure row contraction with Ker(C)⊥ ⊆ Ker(V )
and Ran (C) ⊆ Ran (V )⊥. Applying that ΓT (z) = (I − Tz∗)−1ΓT (0),
bb(w)∗ = (M−1D Uˆ ⊗ Id)(I − V ∗(T + C))w∗ΓT (w)(D(w)−1)∗
= (M−1D Uˆ ⊗ Id)w∗ΓT (w)(D(w)−1)∗
−(M−1D Uˆ ⊗ Id)V ∗(Cw∗ΓT (w) + ΓT (w)− ΓT (0))(D(w)−1)∗
= (M−1D Uˆ ⊗ Id)(w∗ − V ∗)ΓT (w)(D(w)−1)∗,
and it follows that X∗kbw = w
∗kbw − bΓT bΓTV (w)∗, proving the claim. 
Remark 4.9. Lemma 4.6 shows that the coincidence class of any characteristic func-
tion bγV of a CCNC row partial isometry V is invariant under the choice of model triple
(γ, J∞, J0) and Theorem 4.7 shows that b
γ
V ∈ Sd(J∞, J0) belongs to the Schur class. It
will also be useful to define weak coincidence of Schur-class functions as in [17, Definition
2.4]:
Definition 4.10. The support of b ∈ Sd(H, J) is
supp(b) :=
∨
z∈Bd
Ran (b(z)∗) = H⊖
⋂
z∈Bd
Ker(b(z)).
Schur-class multipliers b1 ∈ Sd(H, J) and b2 ∈ Sd(H′, J′) coincide weakly if b′1 :=
b1|supp(b1) coincides with b′2 := b2|supp(b2).
By [17, Lemma 2.5], b1 ∈ Sd(H, J) and b2 ∈ Sd(H′, J′) coincide weakly if and only if
there is an onto isometry V : J→ J′ so that
V b1(z)b1(w)
∗
V
∗ = b2(z)b2(w)
∗; z, w ∈ Bd,
i.e., if and only if H (b2) = H (V b1).
Weak coincidence also defines an equivalence relation on Schur-class functions, and we
define:
Definition 4.11. The characteristic function, bV , of a CCNC row partial isometry V
is the weak coincidence class of any Schur-class characteristic function bγV ∈ Sd(J0, J∞)
constructed using any model triple (γ, J0, J∞) for V . We will often abuse terminology and
simply say that any bγV is the characteristic function, bV , of V .
Note that the characteristic function, bV , of any CCNC row partial isometry always
vanishes at 0, bV (0) = 0, and (as discussed in Subsection 2.2) this implies that bV is
strictly contractive on Bd. In the single variable case when d = 1, the above definition of
characteristic function reduces to that of the Livsˇic characteristic function of the partial
isometry V [39, 2, 24].
Remark 4.12. There is an alternative proof of Theorem 4.7 using the colligation or
transfer function theory of [13, 9, 6]. Any model triple for a CCNC row partial isometry,
V , provides a unitary colligation and transfer-function realization for bV :
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Lemma 4.13. ([47, Lemma 3.7]) Let V be a CCNC row partial isometry on H, and let
(γ, J∞, J0) be any model triple for V . Then
Ξγ :=
[
V ∗ γ(∞)
γ(0)∗ 0
]
:
[
H
J∞
]
→
[
H⊗ Cd
J0
]
,
is a unitary (onto isometry) colligation with transfer function equal to bγV .
In [47, Theorem 3.14], the above lemma was applied to provide an alternate proof of
Theorem 4.7.
Lemma 4.14. Let b ∈ Sd(J,K) be any Schur-class function such that b(0) = 0. The
characteristic function, bX , of any extremal Gleason solution, X, for H (b) coincides
weakly with b.
Proof. By Remark 2.6 and Lemma 2.9, any such X is a CCNC row partial isometry.
To calculate the characteristic function of X, use the analytic model map Γ = ΓX ,
with Γ(0) := kb0, an isometry of K onto Ran (X)
⊥ since b(0) = 0. Then,
(4.4) Γ(z) = (I −Xz∗)−1kb0 = kbz,
and
D(z) = Γ(z)∗Γ(0) = (kbz)
∗
k
b
0 = k
b(z, 0) = IK.
It then follows that zN(z) = bX(z), and by equation (4.4) and Theorem 4.7, the repro-
ducing kernel for the model space Ĥ (b) is
Kˆ(z, w) = Γ(z)∗Γ(w) = kb(z, w) = kbX (z, w); z, w ∈ Bd.
This proves that H (bΓX) = H (b) and [17, Lemma 2.5] implies that b
Γ
X coincides weakly
with b. 
Corollary 4.15. If X is an extremal Gleason solution for any Schur-class b such that
b(0) = 0 then X acts as multiplication by z = (z1, ..., zd) on its initial space.
Proof. If we take Γ = ΓX as our model map forX, the above example shows that Ĥ (b)
Γ
=
H (b) and X = Xˆ, so that X acts as multiplication by z on its initial space by Proposition
4.3. 
Remark 4.16. Theorem 4.7 and Lemma 4.14 show that the (weak coincidence class of
any) characteristic function is a unitary invariant: If X,Y are two CCNC row partial
isometries which are unitarily equivalent then one can choose model triples for X,Y so
that they have the same characteristic function. Conversely if the characteristic functions
of X,Y coincide weakly, H (bX) = H (UbY ) for a fixed unitary U , then both X,Y are
unitarily equivalent to extremal Gleason solutions for H (bX) (it is easy to see that mul-
tiplication by U is a constant unitary multiplier of H (bX) onto H (UbX) taking extremal
Gleason solutions onto extremal Gleason solutions).
Unless d = 1, the characteristic function of a CCNC row partial isometry is not a
complete unitary invariant. Indeed, if b ∈ Sd(J,K), b(0) = 0, has two extremal Gleason
solutions X,X ′ which are not unitarily equivalent, the above results show that X,X ′
are two non-equivalent row partial isometries with the same characteristic function. The
subsection below provides examples of such Schur-class functions.
4.17. The characteristic function is not a complete unitary invariant. Let b ∈
Sd(H) be any square Schur-class function with b(0) = 0 (for simplicity) and supp(b) = H.
Recall that since b(0) is a strict contraction, so is b(z) for any z ∈ Bd.
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Lemma 4.18. Suppose that b ∈ Sd(H) obeys b(0) = 0, and that H (b) has two extremal
Gleason solutions X,Y which are unitarily equivalent, WX = YW , for some unitary
W ∈ L (H (b)). Then W is a constant unitary multiplier: There is a constant unitary
R ∈ L (H) so that Wkbz = kbzR, (WF )(z) = R∗F (z) for all F ∈ H (b) and z ∈ Bd.
Moreover, given any z, w ∈ Bd, Rb(z)b(w)∗ = b(z)b(w)∗R.
Proof. Suppose that X,Y are unitarily equivalent, WX = Y X for some unitary W :
H (b) → H (b). Since both X,Y are extremal and b(0) = 0, they are both row partial
isometries with the same range projection XX∗ = I − kb0(kb0)∗ = Y Y ∗. It follows that the
range of kb0 is a reducing subspace for W so that there is a unitary R ∈ L (H) such that
Wk
b
0 = k
b
0R.
Moreover, by the Property (2.4), given any z ∈ Bd,
Wk
b
z = W (I −Xz∗)−1kb0
= (I − Y z∗)−1Wkb0
= (I − Y z∗)−1kb0R = kbzR,
so that W is multiplication by the fixed unitary operator R∗ ∈ L (H). Since W is a
unitary multiplier of H (b) onto itself, RKHS theory implies that
k
b(z, w) = R∗kb(z, w)R; z, w ∈ Bd,
and the final claim follows. 
Corollary 4.19. If b ∈ Sd(C) satisfies b(0) = 0 and dim
(
Ker(V b)
)
> dim
(
Ran
(
V b
)⊥) 6=
0, then H (b) has two extremal Gleason solutions which are not unitarily equivalent.
Proof. In this case H = C the dimension of Ran
(
V b
)⊥
is either 0 or 1. By assumption
dim
(
Ker(V b)
)
> 1 = dim
(
Ran
(
V b
))
so that we can define two co-isometric extensions
D, d of V b on H +(Hb) so that
D
∗
K
b
0 ⊥ d∗Kb0 .
As described in Subsection 2.10 and Subsection 2.4, the contractive Gleason solutions
X[D] and X[d] are extremal.
Suppose that X[D], X[d] are unitarily equivalent,WX[d] = X[D]W for a unitaryW on
H (b). By the previous Lemma, W is a constant unitary multiplier by a unitary operator
R ∈ L (C). That is, W is simply multiplication by a unimodular constant R = α ∈ T,
W = αIH (b). In particular, X[D] = WX[d]W
∗ = X[d] so that b[D]b(w)∗ = b[d]b(w)∗
and b[D] = b[d]. Equivalently,
D
∗
K
b
0 = d
∗
K
b
0 , a contradiction.

Example 4.20. To construct examples of a Schur-class functions b ∈ Sd(C) which admit
non-unitarily equivalent extremal Gleason solutions, let b ∈ Sd(C), d ≥ 2 be any Schur-
class function obeying b(0) = 0 and such that V b is not a co-isometry. Such a Schur-class
function is called non quasi-extreme (see Section 6.1), and it is not difficult to apply
Theorem 6.2 below to show, for example, that if b ∈ Sd(C) is any Schur-class function
and 0 < r < 1, rb ∈ Sd(C) is non quasi-extreme. Moreover, H (rb) is infinite dimensional
(this is just H2d with a new norm since H (rb) = Ran
(
DM∗
rb
)
equipped with the norm that
makes DM∗
rb
a co-isometry onto its range as in [48]) so that rb satisfies the assumptions
of Propostion 2.14, and hence those of Corollary 4.19.
Corollary 4.21. The characteristic function, bX , of a CCNC row partial isometry, X, is
not a complete unitary invariant: There exist CCNC row partial isometries X1, X2 which
are not unitarily equivalent and yet satisfy bX1 = bX2 .
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This is in contrast to the result of [17, Theorem 3.6], which shows that the Sz.-Nagy-
Foias¸ characteristic function of any CNC d-contraction (which is a CCNC row contraction
by Corollary 3.4) is a complete unitary invariant for CNC d-contractions. We will also
later prove in Proposition 5.15, that our characteristic function, bT , of any CCNC row
contraction coincides weakly with the Sz.-Nagy-Foias¸ characteristic function of T .
Proof. Let b ∈ Sd = Sd(C) be any Schur-class function satisfying the assumptions of
Corollary 4.19 (as in the above example). Then there exist extremal Gleason solutions,
X1, X2 for H (b) which are not unitarily equivalent. Lemma 4.14 implies that bX1 = bX2
proving the claim. 
We conclude this section with a calculation that will motivate an approach to extending
our commutative de Branges-Rovnyak model for CCNC row partial isometries to arbitrary
CCNC row contractions:
4.22. Frostman Shifts. Suppose that X is any extremal Gleason solution for H (b),
where b ∈ Sd(J,K) is purely contractive on the ball, but we do not assume that b(0) = 0.
Recall that b is purely contractive on the ball if and only if for any z ∈ Bd, ‖b(z)g‖ < ‖g‖
for all g ∈ J, i.e. b(z) is a pure contraction. It is further not difficult to show, as in
[50, Proposition V.2.1], that if b(z) is a pure contraction for z ∈ Bd, then so is b(z)∗. In
particular, both defect operators Db(0), Db(0)∗ are injective and have dense ranges, i.e.
they are quasi-affinities. In the case where b(0) 6= 0, X is not a row partial isometry, but
it is still CCNC by Lemma 2.9 so that we can consider the isometric-purely contractive
decomposition X = V − C of X, and we calculate the characteristic function, bV , of the
CCNC partial isometric part, V , of X.
By Lemma 3.15, V ∗ = X∗PKer(DX∗ ), and since X is extremal,
D
2
X∗ = I −XX∗ = kb0(kb0)∗.
It follows that
Ker(DX∗) = Ker(D
2
X∗) =
(∨
k
b
0K
)⊥
,
so that if b(0) is a strict contraction,
V
∗ = X∗PKer(DX∗ ) = X
∗
(
I − kb0kb(0, 0)−1(kb0)∗
)
.
If b(0) is a strict contraction, we can then define the onto isometry Γ(0) : K→ Ran (V )⊥ by
Γ(0) := kb0D
−1
b(0)∗
. If b(0) is not a strict contraction, one can define Γ(0) : Ran
(
Db(0)∗
)→
Ran (V )⊥ by:
Γ(0)Db(0)∗g := k
b
0g.
It is easy to check that this is a densely defined isometry with dense range in Ran (V )⊥,
and this extends by continuity to an isometry of K onto Ran (V )⊥.
Similarly, since X is an extremal Gleason solution for H (b), as described in Section
2.4, there is an extremal Gleason solution b for b so that X∗kbw = w
∗kbw − bb(w)∗. Since
b is extremal, b∗b = I − b(0)∗b(0) = D2b(0), so that if b(0) is a strict contraction, bD−1b(0)
also defines an isometry.
Lemma 4.23. Define Γ0(∞) on Ran
(
Db(0)
)
by Γ0(∞)Db(0)h = bh. Then Γ0(∞) extends
by continuity to an isometry of J into Ker(V ).
If b(0) is a strict contraction then Γ0(∞) = bD−1b(0) and the proof simplifies.
Proof. Showing that Γ0(∞) extends to an isometry is straightforward. To show that
Γ0(∞) maps into Ker(V ), use that V ∗ = X∗(I−Γ(0)Γ(0)∗) since Γ(0) is an isometry onto
Ran (V )⊥, and observe that
k
b(w, 0) = (kbw)
∗
k
b
0 = (k
b
w)
∗Γ(0)Γ(0)∗kb0.
GLEASON MODEL 29
It follows that for any h ∈ K and w ∈ Bd, since Γ(0) is onto ∨ kb0K, there is a g ∈ K so
that Γ(0)Γ(0)∗kbwh = k
b
0g, or, equivalently,
k
b(0, w)h = (kb0)
∗Γ(0)Γ(0)∗kbwh = k
b(0, 0)g.
Then, calculating on kernel maps,
Db(0)Γ0(∞)∗V ∗kbwh = b∗X∗(I − Γ(0)Γ(0)∗)kbwh
= b∗(w∗kbw − bb(w)∗)h− b∗X∗kb0g
= (b(w)∗ − b(0)∗ − (I − b(0)∗b(0))b(w)∗)h+D2b(0)b(0)∗g
= (−b(0)∗ + b(0)∗b(0)b(w)∗)h+ b(0)∗kb(0, 0)g
= −b(0)∗h+ b(0)∗b(0)b(w)∗h+ b(0)∗kb(0, w)h = 0.

It follows that we can choose an isometry Γ1(∞) : J′ → Ker(V )⊖Ran (Γ0(∞)) so that
Γ(∞) := Γ0(∞)⊕ Γ1(∞) : J⊕ J′ → Ker(V ),
is an onto isometry.
Lemma 4.24. The range of Γ1(∞) is in the kernel of z(kbz)∗ for any z ∈ Bd. That is,
z(Γ(z)∗ ⊗ Id)Γ1(∞) = 0.
Proof. For simplicity assume b(0) is a strict contraction. The argument can be extended
to the general case as before. If h ∈ Ran (Γ1(∞)) then h ∈ Ker(V ), where V = (I −
kb0k
b(0, 0)−1(kb0)
∗)X and h ∈ Ker(b∗) = Ran (b)⊥. Then calculate:
z(kbz)
∗
h =
(
X
∗
k
b
z + bb(z)
∗
)∗
h
=
(
X
∗
k
b
0k
b(0, 0)−1(kb0)
∗
k
b
z + V
∗
k
b
z
)∗
h
=
(
bb(0)∗kb(0, 0)−1kb(0, z)
)∗
h = 0.

Since X is a contractive extension of the CCNC row partial isometry V , set
Γ(z) := (I −Xz∗)−1Γ(0) = kbzD−1b(0)∗ .
This defines an analytic model triple, (Γ, J ⊕ J′,K) for V , and we now calculate the
characteristic function of V using this model triple: First note that by the previous Lemma,
zN
Γ(z) = z(Γ(z)∗ ⊗ Id) (Γ0(∞)⊕ Γ1(∞))
= z(Γ(z)∗ ⊗ Id)Γ0(∞) + 0J′,K =: zNΓ0 (z) + 0J′,K,
so that bΓV (z) = D
Γ(z)−1zNΓ(z) coincides weakly with
(4.5) b〈0〉(z) := DΓ(z)−1zNΓ0 (z) ∈ L (J,K).
Even if b is only purely contractive on the ball, DΓ(z) is a bounded, invertible operator for
z ∈ Bd by Lemma 4.4, and since b〈0〉(0) = 0, b〈0〉 ∈ Sd(J,K) is strictly contractive. Note
that the construction of b〈0〉 is independent of the choice of extremal Gleason solution, X,
for H (b).
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In the case where b(0) is a strict contraction, the formula for b〈0〉 can be computed
more explicitly:
D
Γ(z) = Γ(z)∗Γ(0)
= Γ(0)∗(I − zX∗)−1Γ(0)
= D−1b(0)∗(k
b
0)
∗(I − zX∗)−1kb0D−1b(0)∗
= D−1b(0)∗(k
b
z)
∗
k
b
0D
−1
b(0)∗
= D−1b(0)∗(IJ0 − b(z)b(0)∗)D−1b(0)∗ .
Similarly,
zN
Γ
0 (z) = z(Γ(z)
∗ ⊗ Id)Γ0(∞)
= D−1b(0)∗z(k
b
z ⊗ Id)∗bD−1b(0)
= D−1b(0)∗ (b(z)− b(0))D−1b(0),
and finally,
b
〈0〉(z) = DΓ(z)−1zNΓ0 (z)
= Db(0)∗ (IK − b(z)b(0)∗)−1 (b(z)− b(0))D−1b(0).(4.6)
In summary, we have proven:
Corollary 4.25. Let b ∈ Sd(J,K) be a strictly contractive Schur-class function and let X
be any extremal Gleason solution for H (b) with isometric-purely contractive decomposition
X = V − C. Then the characteristic function bV , of the partial isometric part, V , of X
coincides weakly with b〈0〉 ∈ Sd(J,K).
Let b〈0〉 = bΓV |J =: Φb(0) ◦ b, where for any strict contractions α, β ∈ L (J,K), we define
(4.7) Φα(β) := Dα∗ (IK − βα∗)−1 (β − α)D−1α ∈ L (J,K).
As we will show in the following section, for any strict contraction α ∈ L (J,K), the
operator-Mo¨bius transformation Φα : [L (J,K)]1 → [L (J,K)]1 is an automorphism (i.e.
a bijection) of the unit ball of L (J,K), and Φα : Sd(J,K) → Sd(J,K) maps the Schur
class onto itself. Given any strict contraction α ∈ L (J,K) and b ∈ Sd(J,K), Φα ◦ b is
an operator-generalization of what is called a Frostman shift of the Schur-class function
b in the classical case where b is a contractive analytic function on the disk [23, 22, 25].
(This definition will be extended suitably to pure contractions.) The above example shows
that if X is any extremal Gleason solution for H (b) with partial isometric part V , then
bV = b
〈0〉 = Φb(0) ◦ b is the Frostman shift of b vanishing at the origin.
5. Commutative de Branges-Rovnyak model for CCNC row contractions
The goal of this section is to show that if T = V −C : H⊗ Cd → H is any CCNC row
contraction with partial isometric part V and purely contractive part C, then T is unitarily
equivalent to an extremal Gleason solution X for H (b), where the (purely contractive)
Schur-class function b = bT is a certain Frostman shift of the characteristic function bV of
V . As in the case where T = V is a row partial isometry, the characteristic function bT ,
of T , will be a unitary invariant for CCNC row contractions.
5.1. Automorphisms of the unit ball of L (H,K). Recall that b ∈ Sd(H,K) is said
to be strictly contractive if b(z) is a strict contraction for all z ∈ Bd and purely contractive
if b(z) is a pure contraction for all z ∈ Bd, i.e., if ‖b(z)h‖ < ‖h‖ for any h ∈ H and z ∈ Bd.
Further recall that b is strictly contractive if and only if b(0) is a strict contraction so
that, in particular, bV is strictly contractive for any CCNC row partial isometry V (since
bV (0) = 0).
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Consider the closed unit ball [L (H,K)]1, where H,K are Hilbert spaces. Assume
that α ∈ [L (H,K)]1 is a pure contraction so that the defect operators Dα, Dα∗ have
closed, densely defined inverses. The α-Frostman transformation, Φα, and the inverse
α−Frostman transformation, Φ−1α are the maps defined on the open unit ball (L (H,K))1
by
(5.1) Φα(β) := Dα∗ (IK − βα∗)−1 (β − α)D−1α ,
and
Φ−1α (β) := Φ−α∗(β
∗)∗ = D−1α∗ (β + α) (IH + α
∗
β)
−1
Dα.
To be precise, for any pure contraction α, Φα(β) is initially defined on the dense domain
Ran (Dα), and (Φ
−1
α (β))
∗ is defined on the dense domain Ran (Dα∗ ). The next lemma
below shows that both of these densely defined transformations are contractions, and
hence extend by continuity to the entire space. If α is actually a strict contraction, we
extend these definitions of Φα,Φ
−1
α to the closed unit ball.
Lemma 5.2. Let α ∈ [L (H,K)]1.
(i) If α is a pure contraction, the Frostman transformations Φα,Φ
−1
α map (L (H,K))1
into pure contractions in [L (H,K)]1.
(ii) If α is a strict contraction, Φα,Φ
−1
α are compositional inverses and define bijec-
tions of [L (H,K)]1onto itself.
(iii) Given any two strict contractions β, γ, Φα and Φ
−1
α obey the identities:
I − Φα(β)Φα(γ)∗ = Dα∗(I − βα∗)−1(I − βγ∗)(I − αγ∗)−1Dα∗ , and,
I − Φ−1α (β)Φ−1α (γ)∗ = D∗α(I + βα∗)−1(I − βγ∗)(I + αγ∗)−1Dα∗ .
Proof. Assume that α is a pure contraction so that Dα :=
√
I − α∗α has dense range.
Given any h = Dαg ∈ Ran (Dα), and any strict contraction β, consider:
‖h‖2 − ‖Φα(β)h‖2 = 〈D2αg, g〉 − 〈(β∗ − α∗)(IK − αβ∗)−1D2α∗ (IK − βα∗)−1(β − α)︸ ︷︷ ︸
(A)
g, g〉.
Observe that
(I − βα∗)−1(β − α) = β(I − α∗β)−1D2α − α.
This identity is easily verified by multiplying both sides from the left by (I − βα∗). Sub-
stitute this identity into the expression (A) to obtain:
(A) = D2α(I − β∗α)−1β∗D2α∗β(I − α∗β)−1D2α + α∗D2α∗α
−D2α(I − β∗α)−1β∗D2α∗α− α∗D2α∗β(I − α∗β)−1D2α
= D2α(I − β∗α)−1β∗D2α∗β(I − α∗β)−1D2α +D2αα∗α
−D2α(I − β∗α)−1β∗αD2α −D2αα∗β(I − α∗β)−1D2α.
Applying the identity D2α −D2αα∗α = D4α,
D
2
α − (A) = D4α −D2α(I − β∗α)−1β∗D2α∗β(I − α∗β)−1D2α
+D2α(I − β∗α)−1β∗αD2α +D2αα∗β(I − α∗β)−1D2α.
= D2α(I − β∗α)−1
[
(I − β∗α)(I − α∗β) − β∗D2α∗β
+ β∗α(I − α∗β) + (I − β∗α)α∗β] (I − α∗β)−1D2α
= D2α(I − β∗α)−1(I − β∗β)(I − α∗β)−1D2α.
This proves that for any h ∈ Ran (Dα),
‖h‖2 − ‖Φα(β)h‖2 = 〈Dα(I − β∗α)−1(I − β∗β)(I − α∗β)−1Dαh, h〉 > 0,
and it follows that Φα(β) is a pure contraction (and it will be a strict contraction if α is
strict). If α is a strict contraction then the above formulas make sense with β only a pure
contraction, and Φα(β) will be a pure contraction in this case.
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Assuming that α, β are both strict contractions, the expression Φ−1α (Φα(β)) is well-
defined. It remains to calculate:
Φ−1α (Φα(β)) = D
−1
α∗ (Φα(β) + α)︸ ︷︷ ︸
(N)
· (I + α∗Φα(β))−1︸ ︷︷ ︸
(D)−1
Dα.
The denominator, (D), evaluates to:
(D) = Dα(I − α∗β)−1 (I − α∗β + α∗β − α∗α)D−1α
= Dα(I − α∗β)−1Dα,
while the numerator, (N), evaluates to
(N) = Dα∗(I − βα∗)−1
(
β − α+ (I − βα∗)D−1α∗αDα
)
D
−1
α
= Dα∗(I − βα∗)−1βDα.
It follows that the full expression is
Φ−1α (Φα(β)) = (I − βα∗)−1β(I − α∗β) = β.
The remaining assertions are similarly easy to verify. 
5.3. Frostman shifts of Schur functions. For any strictly contractive b ∈ Sd(J,K), it
was proven in Subsection 4.22 (see Equation 4.6) that
b
〈0〉(z) := Db(0)∗ (IJ0 − b(z)b(0)∗)−1(b(z)− b(0))D−1b(0) = (Φb(0) ◦ b)(z),
belongs to Sd(J,K) and vanishes at 0. In particular, it follows that b
〈0〉 is strictly con-
tractive on the ball (since it vanishes at 0).
Definition 5.4. Let b ∈ Sd(J,K) be a purely contractive Schur-class multiplier. The
0-Frostman shift of b is the strictly contractive Schur-class function b〈0〉 ∈ Sd(J,K) of
Equation (4.5).
For any pure contraction α ∈ L (J,K), the α-Frostman shift of b is the purely con-
tractive (strictly contractive if α is a strict contraction) analytic operator-valued function
b〈α〉 := Φ−1α ◦ b〈0〉.
Theorem 5.6 below will prove that the α-Frostman shift b〈α〉 of any b ∈ Sd(J,K) also
belongs to the Schur class.
Lemma 5.5. For any purely contractive b ∈ Sd(J,K), b = b〈b(0)〉 = (b〈0〉)〈b(0)〉 = Φ−1b(0) ◦
b〈0〉.
Proof. If b(0) is a strict contraction, this follows immediately from Lemma 5.2. If b(0) is
only a pure contraction, then consider
b
〈b(0)〉 = D−1b(0)∗
(
b
〈0〉 + b(0)
)(
I + b(0)∗b〈0〉
)−1
Db(0).
Since b〈0〉 is Schur-class and strictly contractive, Lemma 5.2 implies that for any pure
contraction α, b〈α〉 = Φ−1α ◦ b〈0〉 is purely contractive. The formula above initially defines
b〈b(0)〉(z)∗ on a dense domain, and Lemma 5.2 shows that this extends by continuity to a
pure contraction on the entire space.
Recall the notation of Subsection 4.22, and equation (4.5), which defines b〈0〉(z) :=
D(z)−1zN0(z) with D(z) = Γ(z)
∗Γ(0), zN0(z) = z(Γ(z)
∗ ⊗ Id)Γ0(∞), and Γ(z),Γ0(∞)
are the analytic model maps defined in Subsection 4.22. Then consider
Db(0)∗ (D(z) + zN0(z)b(0)
∗)Db(0)∗ = k
b(z, 0) + z
(
k
b
z ⊗ Id
)∗
Γ0(∞)Db(0)b(0)∗
= kb(z, 0) + z
(
k
b
z ⊗ Id
)∗
bb(0)∗
= I − b(0)b(0)∗ = D2b(0)∗ .
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This proves that D(z) + zN0(z)b(0)
∗ = I . Next consider the denominator term,
I + b(0)∗b〈0〉 = I + b(0)∗D(z)−1zN0(z)
= I + b(0)∗(I − zN0(z)b(0)∗)−1zN0(z)
= I + (I − b(0)∗zN0(z))−1 − I.
The full expression is then
Db(0)∗b
〈b(0)〉(z) = (D(z)−1zN0(z) + b(0))(I − b(0)∗zN0(z))Db(0)
=
(
D(z)−1zN0(z)−D(z)−1zN0(z)b(0)∗zN0(z) + b(0)− b(0)b(0)∗zN0(z)
)
Db(0)
=
(
D(z)−1zN0(z)−D(z)−1(I −D(z))zN0(z) + b(0)− b(0)b(0)∗zN0(z)
)
Db(0)
= b(0)Db(0) +D
2
b(0)∗zN0(z)Db(0)
= Db(0)∗b(0) +Db(0)∗zb(z)
= Db(0)∗b(z).

Theorem 5.6. Given any purely contractive Schur function b ∈ Sd(H,K), and any pure
contraction α ∈ L (H,K), the α-Frostman shift, b〈α〉 ∈ Sd(H,K) is also Schur-class and
purely contractive,
b
〈α〉(z) = D−1α∗
(
b
〈0〉(z) + α
)(
I + α∗b〈0〉(z)
)−1
Dα.
Multiplication by
M
〈α〉(z) := Dα∗(I + b
〈0〉(z)α∗)−1 = (I − b〈α〉(z)α∗)D−1α∗ ,
defines a unitary multipier, M 〈α〉, of H (b〈0〉) onto H (b〈α〉).
The unitary multiplier M 〈α〉 is a multivariable and operator analogue of a Crofoot
multiplier or Crofoot transform [25, 19]. Since M 〈α〉 is a unitary multiplier, it follows, in
particular, that M 〈α〉(z) defines a bounded invertible operator for any z ∈ Bd.
Proof. By the identities of Lemma 5.2,
I − b〈α〉(z)b〈α〉(w)∗ = I − Φ−1α (b〈0〉(z))Φ−1α (b〈0〉(w))∗
= Dα∗(I + b
〈0〉(z)α∗)−1
(
I − b〈0〉(z)b〈0〉(w)∗
)
(I + αb〈0〉(w)∗)−1Dα∗ .
Similarly, suppose α is a strict contraction (the argument can be modified to prove the
case where α is pure), then
I − b〈0〉(z)b〈0〉(w)∗ = Dα∗(I − b〈α〉(z))α∗)−1
(
I − b〈α〉(z)b〈α〉(w)∗
)
(I −αb〈α〉(w)∗)−1Dα∗ ,
This proves simultaneously that k〈α〉 := kb
〈α〉
is a positive kernel so that b〈α〉 ∈ Sd(H,K))
by [13, Theorem 2.1], and thatM 〈α〉(z) as written above is a unitary multiplier of H (b〈0〉)
onto H (b〈α〉). 
Theorem 5.7. The map,
b
〈α〉 7→ b〈0〉 := (M 〈α〉 ⊗ Id)−1b〈α〉D−1α ,
is a bijection from contractive Gleason solutions for b〈α〉 onto contractive Gleason solutions
for b〈0〉 which preserves extremal solutions.
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Proof. First, assume that α is a strict contraction. Let b〈α〉 be any contractive Gleason
solution for b〈α〉. Then,
zb
〈0〉(z) = z(M 〈α〉(z)−1 ⊗ Id)b〈α〉(z)D−1α
= M 〈α〉(z)−1(b〈α〉(z)− α)D−1α
= Dα∗ (I − b〈α〉(z)α∗)−1(b〈α〉(z)− α)D−1α
= b〈0〉(z),
and this equals b〈0〉(z) − b〈0〉(0) since b〈0〉(0) = 0. This shows that b〈0〉 is a Gleason
solution, and
(b〈0〉)∗b〈0〉 = D−1α (b
〈α〉)∗b〈α〉D−1α
≤ D−1α (I − α∗α)D−1α = I,
so that b〈0〉 is a contractive Gleason solution which is extremal if b〈α〉 is. The converse
follows similarly.
In the case where α is not a strict contraction, set b := b〈α〉, so that α = b(0). Recall the
notation of Subsection 4.22, and equation (4.5), which defines b〈0〉(z) := D(z)−1zN0(z)
with D(z) = Γ(z)∗Γ(0), zN0(z) = z(Γ(z)
∗ ⊗ Id)Γ0(∞), and Γ(z),Γ0(∞) are the analytic
model maps defined in Subsection 4.22. Namely, Γ(z)Dα∗ = k
b
0, and Γ0(∞)Dα = b. As
in the proof of Lemma 5.5, it follows that D(z) + zN0(z)α
∗ = I , so that
M
〈α〉(z) = Dα∗(I − b〈0〉(z)α∗)−1
= Dα∗D(z)(D(z) + zN0(z)α
∗)−1 = Dα∗D(z).
To prove that b〈0〉 is a contractive Gleason solution for b〈0〉, first observe that
Dα∗zN0(z)Dα = Dα∗Γ(z)
∗
zΓ0(∞)Dα
= (z∗kbz)
∗
b = zb(z)
= b(z)− b(0) = b(z)− α.
It then follows that
M
〈α〉(z)zb〈0〉(z)Dα = zb(z)
⇒ Dα∗D(z)zb〈0〉(z)Dα = Dα∗zN0(z)Dα
⇔ D(z)zb〈0〉(z) = zN0(z)
⇔ zb〈0〉(z) = b〈0〉(z).
This proves that b〈0〉 is a Gleason solution for b〈0〉 and contractivity follows as before.
Again, the fact that b 7→ b〈0〉 is surjective follows similarly. 
Proposition 5.8. Let b ∈ Sd(H,K) be a purely contractive Schur-class function, let
X = X(b) be an extremal Gleason solution for H (b), and let b be the corresponding
contractive extremal Gleason solution for b: X∗kbw = w
∗kbw − bb(w)∗.
If b〈0〉 =
(
M 〈b(0)〉 ⊗ Id
)∗
bD−1b(0), X
〈0〉 := X(b〈0〉) are the corresponding extremal
Gleason solutions for b〈0〉 and H (b〈0〉), and X = V −C is the isometric-pure decomposition
of X, then
V =M 〈b(0)〉X〈0〉(M 〈b(0)〉 ⊗ Id)∗.
Proof. As in Subsection 4.22, we have that V ∗ = X∗PRan(X), where
PRan(X) = I − kb0kb(0, 0)−1(kb0)∗ = I − kb0D−2b(0)∗(kb0)∗.
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Let k〈0〉 = kb
〈0〉
, we need to verify that M 〈b(0)〉X〈0〉(M 〈b(0)〉 ⊗ Id)∗ = V . To prove this,
check the action on point evaluation maps:
V
∗
k
b
w = w
∗
k
b
w − bb(w)∗ + bb(0)∗D−2b(0)∗(I − b(0)b(w)∗)
= w∗kbw − bD−2b(0) ((I − b(0)∗b(0))b(w)∗ − b(0)∗(I − b(0)b(w)∗))
= w∗kbw − bD−2b(0)(b(w)∗ − b(0)∗).
Compare this to:
(M 〈b(0)〉 ⊗ Id)(X〈0〉)∗(M 〈b(0)〉)∗kbw = (M 〈b(0)〉 ⊗ Id)(X〈0〉)∗kb
〈0〉
w M
〈b(0)〉(w)∗
= (M 〈b(0)〉 ⊗ Id)
(
w
∗
k
〈0〉
w − b〈0〉b〈0〉(w)∗
)
M
〈b(0)〉(w)∗
= w∗kbw − bD−1b(0)b〈0〉(w)∗M 〈b(0)〉(w)∗
= w∗kbw − bD−2b(0)(b(w)∗ − b(0)∗).

5.9. Gleason solution model for CCNC row contractions. Let T be an arbitrary
CCNC row contraction on H with partial isometric-purely contractive decomposition T =
V −C.
Lemma 5.10. Let V be a CCNC row partial isometry on H, and let (γ, J∞, J0) be a
model triple for V . Given any pure contraction δ ∈ [L (J∞, J0)]1, the map
δ 7→ Tδ := V − γ(0)δγ(∞)∗,
is a bijection from pure contractions onto CCNC row contractions with partial isometric
part V .
Proof. Since γ(0) : J0 → Ran (V )⊥ and γ(∞) : J∞ → Ker(V ) are onto isometries, it
is clear that δ 7→ −γ(0)δγ(∞)∗ maps pure contractions δ ∈ L (J∞, J0) onto all pure
contractions in L (Ker(V ),Ran (V )⊥). It is also clear that Tδ is CCNC if and only if
V is, and that V is the partial isometric part of Tδ. Conversely, given any CCNC row
contraction T onH such that T = V −C, we have that δ := −γ(0)∗Tγ(∞) = γ(0)∗Cγ(∞).
Since C is a pure row contraction, δ is a pure contraction and T = Tδ. 
Definition 5.11. Let T : H⊗Cd → H be a CCNC row contraction with partial isometeric-
purely contractive decomposition T = V −C. For any fixed model triple (γ, J∞, J0) of V ,
define
δ
γ
T := −γ(0)∗Tγ(∞) = γ(0)∗Cγ(∞),
the zero-point contraction of T . The characteristic function, bT , of T , is then any Schur-
class function in the weak coincidence class of the δγT -Frostman shift of b
γ
V ,
b
γ
T := (b
γ
V )
〈δ
γ
T
〉 ∈ Sd(J∞, J0),
b
γ
T (z) = D
−1
(δ
γ
T
)∗
(bγV (z) + δ
γ
T ) (I + (δ
γ
T )
∗
b
γ
V (z))
−1
Dδγ
T
; z ∈ Bd.
Since C is a pure row contraction, it follows that δγT is always a pure contraction, and that
b
γ
T is purely contractive on the ball, by Lemma 5.2.
Lemma 5.12. The coincidence class of bγT is invariant under the choice of model triple
(γ, J∞, J0).
Proof. Let (γ, J∞, J0) and (ϕ,K∞,K0) be two model triples for V , T = V − C. By
Lemma 4.6 we know that there are onto isometries R : K∞ → J∞ and Q∗ : K0 → J0 so
that ϕ(∞) = γ(∞)R, ϕ(0) = γ(0)Q∗, and
b
ϕ
V = Qb
γ
VR.
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Similarly,
δ
ϕ
T = −ϕ(0)∗Tϕ(∞) = QδγTR.
Finally, we calculate
b
ϕ
T = (Qb
γ
VR)
〈Qδ
γ
T
R〉
= D−1
(Qδ
γ
T
R)∗
(Q(bγV + δ
γ
T )R) (I +R
∗(δγT )
∗
Q
∗
Qb
γ
VR)
−1
DQδγ
T
R
= QD−1
(δ
γ
T
)∗
Q
∗
Q (bγV + δ
γ
T )RR
∗ (I + (δγT )
∗
b
γ
V )
−1
RR
∗
Dδγ
T
R
= Q(bγV )
〈δ
γ
T
〉
R = QbγTR.

Lemma 5.13. (Extremal Gleason solutions) Let b ∈ Sd(H,K) be a Schur-class multiplier.
If X is any extremal Gleason solution for H (b), then the characteristic function, bX , of
X, coincides weakly with b.
Proof. Given any purely contractive b ∈ Sd(H,K), Lemma 2.9 proved that any contractive
extremal Gleason solution, X, for H (b) is a CCNC row contraction. Using the model
constructed as in Subsection 4.22, we will now show that the characteristic function, bX ,
of X, coincides weakly with b.
As discussed in Subsection 2.4, X = X(b) for an extremal Gleason solution b for b,
where X(b) is given by Formula (2.5). Let b〈0〉 := (M 〈b(0)〉 ⊗ Id)∗bD−1b(0) be the extremal
Gleason solution for b〈0〉 which corresponds uniquely to b as in Theorem 5.7, and let
X = V − C be the isometric-pure decomposition of X. Proposition 5.8 then implies
that if X〈0〉 := X(b〈0〉) is the corresponding extremal Gleason solution for H (b〈0〉), that
V =M 〈b(0)〉X〈0〉(M 〈b(0)〉 ⊗ Id)∗.
As in Subsection 4.22, it then follows that we can define an analytic model triple for V
as follows. Let Γ(0) := kb0k
b(0, 0)−1/2 = kb0D
−1
b(0)∗
, Γ(z) := (I − Xz∗)−1Γ(0) = kbzD−1b(0)∗ ,
and Γ(∞) := bD−1b(0) ⊕ Γ(∞)′, where Γ(∞)′ : K′ → Ker(V )⊖Ran (b) is an arbitrary onto
isometry (that b maps into Ker(V ) follows as in Lemma 4.23). As in Subsection 4.22,
(Γ,K⊕K′,K) is an analytic model triple for V , and we will use this triple to compute the
characteristic function bΓX . Using the relationship between V and X
〈0〉, it is easy to check
that bΓV = b
〈0〉 ⊕ 0K′ as in Subsection 4.22, and it remains to check that δΓX = b(0)⊕ 0K′ :
δ
Γ
X = −(kb0D−1b(0)∗ )∗XΓ(∞)
= −(X∗kb0D−1b(0)∗ )∗bD−1b(0) ⊕ Γ(∞)′
= D−1b(0)∗b(0)b
∗
(
bD
−1
b(0) ⊕ Γ(∞)′
)
= b(0)⊕ 0K′ .
We conclude that bΓX := (b
Γ
V )
〈δΓX 〉 coincides weakly with b = (b〈0〉)〈b(0)〉. 
We are now sufficiently prepared to prove one of our main results:
Theorem 5.14. A row contraction T : H⊗Cd → H is CCNC if and only if T is unitarily
equivalent to an extremal Gleason solution Xb acting on a multi-variable de Branges-
Rovnyak space H (b) for a purely contractive Schur-class b ∈ Sd(J,K).
If T ≃ Xb, the characteristic function, bT := b is a unitary invariant: if two CCNC
row contractions T1, T2 are unitarily equivalent, then their characteristic functions bT1 , bT2
coincide weakly. One can choose bT ∈ Sd(Ran (DT ) ,Ran (DT∗ )).
In the above ≃ denotes unitary equivalence. Recall that as shown in Subsection 4.17,
the characteristic function of a CCNC row contraction is not a complete unitary invariant:
there exist CCNC row contractions T1, T2 which have the same characteristic function but
are not unitarily equivalent.
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Proof. We have already proven that any extremal Gleason solution, X, for H (b), b ∈
Sd(J,K) is a CCNC row contraction with characteristic function coinciding weakly with
b in Lemma 2.9 and Lemma 5.13 above. Conversely, let T be a CCNC row contraction on
H with isometric-contractive decomposition T = V − C.
Let (Γ, J∞, J0) be the analytic model triple Γ = ΓV for V . Recall that J∞ ≃ Ker(V ) ≃
Ran (DT ) and J0 ≃ Ran (V )⊥ ≃ Ran (DT∗ ) (≃ means isomorphic as Hilbert spaces, i.e.
they have the same dimension). By Theorem 4.8, the unitary UΓ := (MΓ)−1UˆΓ : H →
H (bΓV ), where recall M
Γ = MDΓ , a unitary multiplier, is such that X := U
ΓV (UΓ)∗ =
X(bΓ) is an extremal Gleason solution for H (bΓV ) corresponding to the extremal Gleason
solution bΓ = UΓΓ(∞) for bΓV . It is clear that (UΓΓ, J∞, J0) is then an analytic model
triple for X.
By Theorem 5.7, since bΓV = ΦbΓ
T
(0)(b
Γ
T ) = (b
Γ
T )
〈0〉 is the 0-Frostman shift of bT , there
is a unique extremal Gleason solution bT for bT = b
Γ
T so that
b
Γ := (M 〈bT (0)〉 ⊗ I)−1bTD−1bT (0),
where, by definition, bT (0) = b
Γ
T (0) = δ
Γ
T . Proposition 5.8 then implies that if X
T :=
X(bT ) is the corresponding extremal Gleason solution for bT with isometric-pure decom-
position XT = V T − CT , then X˜ := (M 〈bT (0)〉)∗XT (M 〈bT (0)〉 ⊗ Id) = X − C˜ where
(M 〈bT (0)〉)∗V T (M 〈bT (0)〉 ⊗ Id) = X.
Our goal is to prove that T ′ = UΓT (UΓ)∗⊗Id =: X−C′ is equal to X˜ = (M 〈b(0)〉)∗XTM 〈bT (0)〉⊗
Id = X − C˜ so that T ≃ XT , i.e. T is unitarily equivalent to the extremal Gleason solu-
tion XT for H (bΓT ). By Lemma 5.10, it suffices to show that δ
UΓΓ
T ′ = δ
UΓΓ
X˜
. Let b := bΓT ,
bV := b
Γ
V , and calculate
δ
UΓΓ
T ′ = −Γ(0)∗(UΓ)∗T ′(UΓ ⊗ Id)Γ(∞)
= −Γ(0)∗TΓ(∞) = δΓT = bΓT (0).
Similarly, since X = X(bΓ) where bΓ = UΓΓ(∞),
δ
UΓΓ
X˜
= −(UΓΓ(0))∗X˜bΓ
= −(M∗DΓKˆΓ0 )∗(M 〈b(0)〉)∗XT (M 〈bT (0)〉 ⊗ Id)(M 〈bT (0)〉 ⊗ I)−1bTD−1bT (0)
= −
(
(M 〈bT (0)〉)−1)∗kbV0
)∗
X
T
b
T
D
−1
bT (0)
= −
(
(XT )∗kbT0 (M
〈bT (0)〉(0)−1)∗
)∗
b
T
D
−1
bT (0)
= M 〈bT (0)〉(0)−1b(0)(bT )∗bTD−1bT (0)
= DbT (0)∗(I − b(0)b(0)∗)−1b(0)(I − b(0)∗b(0))D−1bT (0)
= bT (0) = δ
Γ
T .
Finally, if T1, T2 are two unitarily equivalent row contractions, T2 = UT1U
∗ for a unitary
U : H1 → H2, and Tk = Vk − Ck, then given any analytic model triple (Γ, J∞, J0) for T1,
(UΓ, J∞, J0) is an analytic model triple for T2, and b
Γ
T1
= bUΓT2 . 
We conclude this section with the observation that our characteristic function, bT , for
any CCNC row contraction, T , coincides weakly with the Sz.-Nagy-Foias¸-type character-
istic function of T , as defined for CNC d−contractions in [17]:
ΘT (z) :=
(−T + zDT∗ (I − zT ∗)−1DT ) |Ran(DT ) ∈ L (Ran (DT ) ,Ran (DT∗ )); z ∈ Bd.
Proposition 5.15. Let T be a CCNC row contraction. The characteristic function, bT ,
of T , coincides weakly with the Nagy-Foias¸ characteristic function, ΘT .
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Proof. It suffices to show that given any purely contractive b ∈ Sd(J,K), and any con-
tractive, extremal Gleason solution, X, for H (b) that bX =: b coincides weakly with ΘX .
Let b be a contractive extremal Gleason solution for b so that X = X(b).
As in the proof of Lemma 5.13, consider the analytic model triple (Γ,K ⊕ K′,K)
where Γ(0) = kb0D
−1
b(0)∗
, Γ(z) := (I −Xz∗)−1Γ(0), and Γ(∞) = bD−1
b(0)
⊕ Γ(∞)′, where if
X = V −C is the isometric-pure decomposition of X, then Γ(∞)′ : K′ → Ker(V )⊖Ran (b)
is an onto isometry. Since Γ(0),Γ(∞) are onto isometries, ΘX coincides with
−Γ(0)∗XΓ(∞) + Γ(0)∗zDX∗(I − zX∗)−1DXΓ(∞),
and δΓX = −Γ(0)∗XΓ(∞) = b(0)⊕0K′ as in the proof of Lemma 5.13. Since X is extremal,
one can verify (by uniqueness of the positive square root) that
DX∗ =
√
kb0(k
b
0)
∗ = kb0D
−1
b(0)∗ (k
b
0)
∗
,
and it follows that
Γ(0)∗zDX∗(I − zX∗)−1DXΓ(∞) = D−1b(0)∗ (kb0)∗kb0D−1b(0)∗ (z∗kbz)∗
√
I −X∗XΓ(∞)
= (z∗kbz)
∗
√
I −X∗XΓ(∞).
Since Γ(∞) is an isometry onto Ker(V ), and X∗X = V ∗V +C∗C, it follows that
√
I −X∗XΓ(∞) =√PKer(V ) − PKer(V )C∗CPKer(V )Γ(∞).
Moreover, in Subsection 4.22, we calculated that
V
∗ = X∗(I − kb0D−1b(0)∗ (kb0)∗),
and it follows from this that
C
∗ = bD−1b(0)b(0)
∗
D
−1
b(0)∗ (k
b
0)
∗
.
In particular, it follows that
(C∗C)k = bD−1b(0) (b(0)
∗
b(0))
k
D
−1
b(0)b
∗; k ∈ N,
and the functional calculus then implies that
√
I −X∗XΓ(∞) = bD−1b(0)
√
I − b(0)∗b(0)D−1b(0)b∗ = bD−1b(0)b∗.
In conclusion we obtain
ΘX(z) ≃ b(0) ⊕ 0K′ + (z∗kbz)∗bD−1b(0)b∗bD−1b(0) ⊕ 0K′
= b(0) ⊕ 0K′ + (b(z)− b(0))⊕ 0K′ = b(z)⊕ 0K′ ,
and ΘX coincides weakly with b = bX . 
6. QE row contractions
In this section we focus on the sub-class of quasi-extreme (QE) row contractions. This is
the set of all CCNC row contractions, T , whose characteristic function bT coincides weakly
with a quasi-extreme Schur multiplier as defined and studied in [30, 32, 33]. We will see
that the characteristic function is a complete unitary invariant for QE row contractions.
6.1. Quasi-extreme Schur multipliers. As discussed in the introduction, the concept
of a quasi-extreme Schur-class multiplier was introduced in [30, 32], as a several-variable
analogue of a ‘Szego¨ approximation property’ that is equivalent to being an extreme point
of the Schur class in the single-variable, scalar-valued setting (see e.g. [33]).
In [32], the quasi-extreme property was defined for any non-unital and square b ∈
Sd(H) (recall from Subsection 2.2 that the non-unital assumption is needed to ensure
that the corresponding Herglotz-Schur function Hb takes values in bounded operators),
but we will require the extension of this property to arbitrary purely contractive and
‘rectangular’ b ∈ Sd(J,K). For this purpose it will be useful to consider the square
extension, [b], of any b ∈ Sd(J,K), as defined in Subsection 2.4.
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Theorem 6.2. Given any b ∈ Sd(J,K) such that [b] is non-unital, the following are
equivalent:
(i) b has a unique contractive Gleason solution and this solution is extremal.
(ii) supp(b) = J, H (b) has a unique contractive Gleason solution, and this solution
is extremal.
(iii) There is no non-zero g ∈ J so that bg ∈ H (b).
(iv) There is no non-zero J−valued constant function F ≡ g ∈ H +(H[b]), g ∈ J.
(v) K
[b]
0 (I − b(0))J ⊆ Ran
(
V [b]
)
.
Any Schur multiplier is said to be quasi-extreme if it obeys the assumptions and equiv-
alent conditions of this theorem. If, for example, b is strictly contractive, then [b] will
be strictly contractive (and hence non-unital). For conditions (iv) and (v) of the above
theorem we are assuming that either J ⊆ K or K ⊆ J. There is no loss of generality with
this assumption, since it is easy to see that b ∈ Sd(J,K) is quasi-extreme if and only if
every member of its coincidence class is quasi-extreme. In the particular case where J = K
so that b = [b], items (iv) and (v) reduce to:
(iv)′ H +(Hb) contains no constant functions.
(v)′ V b is a co-isometry,
see [32, Theorem 4.17]. Since the proof and proof techniques of Theorem 6.2 are very
similar to those of [32, Section 4], we will not include it here. The equivalence of (iii)
and (iv), for example, follows as in the proof of [32, Theorem 3.22]. An arbitrary purely
contractive b ∈ Sd(J,K) may still not satisfy the assumptions of Theorem 6.2, i.e. [b] may
not be non-unital, and so we define:
Definition 6.3. A purely contractive b ∈ Sd(J,K) is quasi-extreme if b has a unique
contractive Gleason solution, and this solution is extremal.
In particular, the bijection between contractive Gleason solutions for b and (the strictly
contractive) b〈0〉 of Lemma 5.7 implies:
Corollary 6.4. A purely contractive b ∈ Sd(J,K) is quasi-extreme if and only if the
α-Frostman shift b〈α〉 is quasi-extreme for any pure contraction α ∈ [L (J,K)]1.
In particular, b is quasi-extreme if and only if the strictly contractive b〈0〉 is quasi-
extreme (so that b〈0〉 obeys the equivalent properties of Theorem 6.2.)
Lemma 6.5. If b ∈ Sd(J,K) is purely contractive and supp(b) = J, then b is quasi-
extreme if and only if H (b) has a unique contractive Gleason solution, and this solution
is extremal.
Proof. This follows from the Formula (2.5), as in [32, Theorem 4.9, Theorem 4.4]. 
The next result will yield an abstract characterization of CCNC row contractions with
quasi-extreme characteristic functions.
Theorem 6.6. Let b ∈ Sd(J,K) be a purely contractive Schur-class multiplier such that
supp(b) = J. Then b is quasi-extreme if and only if there is an extremal Gleason solution,
X, for H (b) so that
Ker(X)⊥ ⊆
∨
z∈Bd
z
∗
k
b
zK =
∨
z∈Bd
z
∗(I −Xz∗)−1Ran (DX∗) .
Proof. We will first prove that any purely contractive b has this property if and only if
b〈0〉 has this property. This will show that we can assume, without loss of generality, that
b is strictly contractive so that the equivalent conditions of Theorem 6.2 apply.
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Given a purely contractive b ∈ Sd(J,K), with supp(b) = J, let X = X(b) be a
contractive and extremal Gleason solution for H (b). Recall that X(b) is defined as in
Formula (2.5), and that since supp(b) = J, X(b) is extremal if and only if b is. Then
Ker(X)⊥ = Ran (X∗) =
∨
z∈Bd
(
z
∗
k
b
z − bb(z)∗
)
K,
and it follows that b will have the desired property if and only if∨
z∈Bd
bb(z)∗K =
∨
bJ ⊆
∨
w∈Bd
w
∗
k
b
wK. (supp(b) = J)
By the bijection between Gleason solutions for b and b〈0〉, Lemma 5.7, b will have this
property if and only if∨
z∈Bd
z
∗
k
〈0〉
z K ⊇ (M 〈b(0)〉 ⊗ Id)∗bJ; k〈0〉 := kb
〈0〉
= b〈0〉J,
where b〈0〉 := (M 〈b(0)〉 ⊗ Id)∗bD−1b(0) is a contractive and extremal Gleason solution for
b〈0〉. As above it follows that this happens if and only if Ker(X〈0〉)⊥ ⊆ ∨ z∗k〈0〉z K, where
X〈0〉 := X(b〈0〉), and b has the desired property if and only if its Frostman shift b〈0〉 does.
We can now assume without loss of generality that b ∈ Sd(J,K) is strictly contractive
and that b(0) = 0.
First suppose that b is quasi-extreme (QE) so that b has a unique contractive Gleason
solution b which is extremal, by Theorem 6.2, and X := X(b) is the unique contractive
and extremal Gleason solution for H (b). As in the first part of the proof, it follows that
b will have the desired property provided that bJ ⊆ ∨z∈Bd z∗kbzK. Assume without loss
of generality that J ⊆ K or K ⊆ J and consider a := [b], the (strictly contractive) square
extension of b. As described in Subsection 2.4, any contractive Gleason solution for a is
given by
a = (U∗a ⊗ Id)D∗Ka0 , (a(0) = 0)
where D ⊇ V a is a contractive extension of V a on H +(Ha), the Herglotz space of a,
and Ua : H (a) → H +(Ha) is the canonical unitary multiplier of Lemma 2.3. Choose
D = V a. In the first case where J ⊂ K, uniqueness of b implies that b = a|J so that
bJ ⊆ (U∗a ⊗ Id)V ∗aKa0K
⊆
∨
z∈Bd
z
∗
U
∗
aK
a
zK
=
∨
z∈Bd
z
∗
k
b
z(I − a(z)∗)−1K =
∨
z
∗
k
b
zK.
Similarly, in the second case where K ⊆ J,
bJ =
[
IH (b) ⊗ Id, 0
]
aJ
⊆ [I, 0] ∨
z∈Bd
z
∗
k
a
zJ
=
∨
z∈Bd
z
∗ [
I, 0
] [kbz 0
0 kz ⊗ IJ⊖K
] [
K
J⊖K
]
=
∨
z∈Bd
z
∗
k
b
zK.
Conversely, suppose that H (b) has an extremal Gleason solution, X, with the desired
property. Then it follows, as above, that X = X(b), where b is an extremal Gleason
solution for b obeying bJ ⊆ ∨z∈Bd z∗kbzK. By Remark 2.8, setting a = [b], we have
that there is a contractive Gleason solution a for a such that either b = a|J or b =
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[
IH (b) ⊗ Id, 0
]
a. Also, again by Subsection 2.4, there is a contractive extension D ⊇ V a
so that a = a[D].
Consider the first case where J ⊆ K. It follows that b has the form b = a[D]|J so that
D
∗
K
a
0 J ⊆
∨
z∈Bd
z
∗
K
a
zK = Ker(V
a)⊥. (Recall b(0) = 0 = a(0).)
Since D∗ = (V a)∗ + C∗ where C∗ : Ran (V a)⊥ → Ker(V a) (by Lemma 3.8), it follows
that
D
∗
K
a
0 J = P
⊥
Ker(V a)D
∗
K
a
0 J
= (V a)∗Ka0 J,
is contained in Ker(V a)⊥. Since we assume X and hence b are extremal,
0 = PJ(K
a
0 )
∗(I − V a(V a)∗)Ka0PJ,
and it follows that
K
a
0 J ⊆ Ran (V a) ,
so that b is quasi-extreme by Theorem 6.2.
In the second case where K ⊆ J, we have that a := b⊕0 is a contractive (and extremal)
Gleason solution for H (a) so that there is a D ⊇ V a such that a = a[D]. As before
a[D]J ⊆
∨
z∈Bd
z
∗
k
a
zK, and D
∗
K
a
0 (I − b(0))J ⊆ Ker(V a)⊥.
Again, the same argument as above implies that b is QE. 
6.7. de Branges-Rovnyak model for quasi-extreme row contractions.
Definition 6.8. A CCNC row contraction T : H ⊗ Cd → H with isometric-pure decom-
position T = V −C is said to be quasi-extreme (QE) if its characteristic function coincides
weakly with a QE Schur multiplier.
We obtain a refined model for QE row contractions:
Theorem 6.9. A row contraction T : H ⊗ Cd → H is QE if and only if T is unitarily
equivalent to the (unique) contractive and extremal Gleason solution X in a multi-variable
de Branges-Rovnyak space H (b) for a quasi-extreme and purely contractive Schur multi-
plier b.
In particular, any QE row contraction, T , is unitarily equivalent to XbT where bT is
any characteristic function for T . The characteristic function, bT , of T , is a complete
unitary invariant: Any two QE row contractions T1, T2 are unitarily equivalent if and
only if their characteristic functions coincide weakly.
Proof. This follows from Theorem 5.14 under the added assumption that the characteristic
function of T is quasi-extreme. For the final statement simply note that if b1, b2 are
quasi-extreme Schur functions that coincide weakly so that H (b1) = H (Ub2) for some
unitary U , it is easy to see that Xb1 is unitarily equivalent to Xb2 (via a constant unitary
multiplier), where Xb1 , Xb2 are the unique, contractive, and extremal Gleason solutions
for H (b1) and H (b2), respectively. 
We will conclude with an abstract characterization of the class of QE row contractions:
Theorem 6.10. A row contraction T : H⊗ Cd → H is QE if and only if∨
z∈Bd
(I − Tz∗)−1Ran (DT∗ ) = H; T is CCNC,
and
Ker(T )⊥ ⊆
∨
z∈Bd
z
∗(I − Tz∗)−1Ran (DT∗ ) . (T obeys the QE condition.)
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Proof. Let T be a QE row contraction on H. By Theorem 6.9, T is unitarily equivalent
to the unique contractive and extremal Gleason solution, XT for H (bT ). We can assume
that bT = bT |supp(bT ) so that bT is QE by Theorem 6.9. By Theorem 6.6,
Ker(XT )⊥ ⊆
∨
z∈Bd
z
∗(I −XT z∗)−1Ran (D(XT )∗) ,
and it follows that T ≃ XT also obeys the QE condition.
Conversely suppose that T is CCNC and T obeys the QE condition. Then T ≃ XT ,
an extremal Gleason solution in H (bT ). Again we can assume that bT = bT |supp(bT ), and
since T obeys the QE condition, so does XT . Theorem 6.6 implies that bT is quasi-extreme
so that T is QE. 
Proposition 6.11. If T is a QE row contraction on H with isometric-pure decomposition
T = V − C, then its partial isometric part, V , is a QE row partial isometry.
Proof. Since Ker(T ) ⊆ Ker(V ) and T ⊇ V is a QE contractive extension,
Ker(V )⊥ ⊆ Ker(T )⊥ ⊆
∨
z∈Bd
z
∗(I − Tz∗)−1Ran (DT∗ )
=
∨
z
∗(I − V z∗)−1Ran (DV ∗) ,
and V also obeys the QE condition. 
On the other hand,
Proposition 6.12. Let V be a QE row partial isometry with model triple (γ, J,K). If
δ ∈ L (J,K) is any pure contraction with Ker(δ)⊥ ⊆ supp(bγV ), then Tδ = V −γ(0)δγ(∞)∗
is a QE row contractive extension of V .
Lemma 6.13. Let b ∈ Sd(J,K), b(0) = 0 be a Schur multiplier and δ ∈ [L (J,K)]1 be
any pure contraction obeying Ker(δ)⊥ ⊆ supp(b). If b′ := b|supp(b) and δ′ := δ|supp(b), then
supp(b) = supp(b〈δ〉) and b〈δ〉|supp(b) = (b′)〈δ
′〉.
Proof. Let H := supp(b). Writing elements of J = H⊕ (J⊖H) as two-component column
vectors, let α := δ|H and a := b|H. Recall that bδ(z) = D−1δ∗ (b(z) + δ)(IJ + δ∗b(z))−1Dδ.
Writing
δ =
[
α, 0J⊖H,K
]
, and b =
[
a, 0J⊖H,K
]
,
it is easy to check that
b
〈δ〉(z)PJ⊖H = D
−1
δ∗
[
a(z) + α, 0J⊖H,K
] [0 0
0 IJ⊖H
]
= 0,
proving that supp(b〈δ〉) ⊆ H = supp(b). The remaining assertions are similarly easy to
verify. 
Proof. (of Proposition 6.12) If V is a QE row partial isometry, and (γ, J,K) is any model
triple for V , then b := (bγV )|supp(bγV ) is quasi-extreme. Given any pure contraction δ ∈
[L (J,K)]1, we can define, as in Lemma 5.10, the CCNC row contraction T = Tδ :=
V −γ(0)δγ(∞)∗, which, by definition, has the characteristic function bγT = (bγV )〈δ〉. Under
the assumption that Ker(δ)⊥ ⊆ supp(bγV ), the above lemma proves that bγT coincides
weakly with a Frostman shift of the quasi-extreme Schur-class function b, so that T is also
QE. 
If, however, Ker(δ)⊥ is not contained in supp(bγV ), Tδ can fail to be QE. That is, as
the following simple example shows, there exist CCNC row contractions T with partial
isometric part V such that V is QE but T is not.
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Example 6.14. Let b ∈ Sd(H) be any purely contractive quasi-extreme multiplier and
set
B :=
[
b 0
0 0
]
∈ Sd(H⊕ C), δ :=
[
0 0
0 r
]
; 0 < r < 1.
Then,
B
〈δ〉(z) = D−1δ∗ (B(z) + δ)(I + δ
∗
B(z))−1Dδ
=
[
b(z) 0
0 r
]
,
which cannot be quasi-extreme since 0 < r < 1.
7. Outlook
Motivated by the characterization of CNC row contractions in Section 3, given any CNC
row partial isometry, V , on H, it is natural to extend our definition of model triple and
model map to the non-commutative setting of non-commutative function theory [34, 12].
Namely, recall that the non-commutative (NC) open unit ball is the disjoint union
BdN :=
∐∞
n=1 B
d
n, where
Bdn :=
(
Cn×n ⊗ Cd
)
1
,
is viewed as the set of all strict row contractions (with d component operators) on Cn, and
Bd1 ≃ Bd. A natural extension of our concept of model triple to the NC unit ball, BdN, would
be a triple (γ, J∞, J0) consisting of two Hilbert spaces J∞ ≃ Ker(V ), J0 ≃ Ran (V )⊥, and
a map γ on BdN ∪ {∞},
γ :
{
Z ∈ Bdn 7→ γ(Z) ∈ L (J0 ⊗ Cn,R (V − Z)⊥)
{∞} 7→ γ(∞) ∈ L (J∞,Ker(V ))
,
where γ(Z) is an isomorphism for each Z ∈ BdN and γ(0n), γ(∞) are onto isometries. We
will call such a model map γ a non-commutative (NC) model map. In particular, as
in Section 4, if T ⊇ V is any contractive extension of V , and ΓT (0) : J0 → Ran (V )⊥,
ΓT (∞) : J∞ → Ker(V ) are any fixed onto isometries, then
ΓT (Z) := (I − TZ∗)−1(ΓT (0) ⊗ In); Z ∈ Bdn, TZ∗ := T1 ⊗ Z∗1 + ...+ Td ⊗ Z∗d ,
defines an analytic NC model map for V (we expect ΓT (Z) will be anti-analytic in the
sense of non-commutative function theory [34, Chapter 7]). Moreover, as in Section 4,
for any analytic NC model map Γ, we expect that one can then define an abstract model
space, HˆΓ with non-commutative reproducing kernel
Kˆ
Γ(Z,W ) = Γ(Z)∗Γ(W ); Z,W ∈ Bdn,
and that this will be a non-commutative reproducing kernel Hilbert space (NC-RKHS) in
the sense of [12, 14]. If this analogy continues to hold, it would be natural to use Γ to define
a NC characteristic function, BT (Z), on B
d
N, and one would expect this to be an element
of the free (left or right) Schur class of contractive NC multipliers between vector-valued
Fock spaces over Cd [8, 31]. Ultimately, it would be interesting to investigate whether such
an extended theory will yield an alternate approach to the NC de Branges-Rovnyak model
for CNC row contractions as (adjoints of) the restriction of the adjoint of the left or right
free shift on (vector-valued) full Fock space over Cd to the right or left non-commutative
de Branges-Rovnyak spaces, H L(BT ) or H
R(BT ) [8, 12, 14].
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