Investigation of traditional and deep neural sequence models for biomedical concept recognition by Hailu, Negacy Degefa




B.S., Mekelle Institute of Technology, 2007
M.Tech., Indian Institute of Technology, 2010
A thesis submitted to the
Faculty of the Graduate School of the
University of Colorado in partial fulfillment




This thesis for the Doctor of Philosophy degree by
Negacy Degefa Hailu










Hailu, Negacy Degefa (Ph.D., Computational Bioscience)
Investigation of traditional and deep neural sequence models for biomedical concept recognition
Thesis directed by Professor Lawrence E. Hunter
ABSTRACT
The goal of this dissertation is to improve state-of-the-art biomedical concept recognition. The
task has a long history, but performance improvement is still an open research question.
The dissertation has three main aims—in the first aim, which is presented in Chapter III,
we investigate traditional biomedical concept recognition systems. The challenges in the task are
identified and five post-processing components are introduced to improve precision by removing
false positive annotations.
In the second aim, which is described in Chapter IV, a two-stage machine learning system for
biomedical concept recognition is introduced. The first stage detects spans of textual mentions and
is called a span detection stage. The second stage assigns concept identifiers to the automatically
detected span of text in the first stage, and is called concept normalization. We adapt the idea of
sequence to sequence mapping from neural machine translation for concept normalization. Spans
of textual mentions are treated as an input sequence, and their unique identifiers are the output of
the sequence. The task of concept normalization is to map the textual mentions to their identifiers.
The novelty of this aim is two-fold—(1) the problem formulation, unlike previous work that heavily
depends on dictionary lookups, we split concept recognition into two-stages and approach each
stage as a machine learning problem. (2) to the best of our knowledge, the notion of sequence to
sequence mapping for biomedical terms is introduced in this dissertation for the first time.
In the third aim, we explore Open Source tools to improve each of the stages mentioned above.
In Chapter V, we evaluate deep learning methods vs. conditional random fields for the span
detection stage. In Chapter VI, we evaluate OpenNMT, which learns a vector representation for
the input sequence automatically vs. our own implementation, which uses one-hot-code encoding
to represent the input sequence, for the concept normalization stage. Apart from representation
differences, there is an architectural difference between our own implement and OpenNMT. The
iii
former is a simple encoder-decoder architecture, whereas the latter is a deeper neural network.
Here, our contribution is improvements that we achieved for the two-stage concept recognition
system introduced earlier by evaluating the Open Source tools.
We conclude that the two-stage concept recognition system introduced in this dissertation,
which is a fully machine learning based system, improves state-of-the-art performance. The system
reduces errors by more than 50% for most ontologies in the CRAFT corpus.
The form and content of this abstract are approved. I recommend its publication.
Approved: Lawrence E. Hunter
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Big data is ubiquitous in various fields that include the biomedical field. Data in the form of
scientific literature is growing exponentially (Hunter and Cohen, 2006). In Figure 1.1, number of
articles published in PubMed per year is shown.
Figure 1.1: Number of articles published each year in PubMed since 1950
Availability of big data brings challenges and opportunities. One of the opportunities is knowl-
edge can be extracted from unstructured text by applying text mining techniques. Mining of
scientific articles is of interest and valuable to the biomedical text-mining field (Comeau et al.,
2018). The task of concept recognition lies at the heart of biomedical text mining. This task,
which aims to identify references to particular controlled vocabulary or ontology terms in text, is
a critical step towards automating biomedical information extraction.
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On the other hand, big data comes with its own challenges. The scientific literature data is not
structured in a machine readable format. Had it been structured, information extraction would
have been done easily using queries. The unstructured nature of data makes any sort of information
extraction related task non-trivial. Additionally, the data is written in human language. Natural
Language Processing (NLP) techniques are promising to mine scientific literature; but the nature
of languages such as ambiguity, variability, and discreteness contributes to the difficulty of the
tasks (Goldberg and Hirst, 2017).
The effort to automatically extract biomedical information from text has a long history; but,
performance improvement in text mining tools remains an open challenge. Part of the reason is
that most text mining systems have pipelines. Errors in the steps involved in a pipeline system
will cascade and have profound effect in the end-to-end system eventually leading to low system
performance (Lee et al., 2017). Therefore, performance of the small tasks within each step of a
text mining system is critical in order to have a usable tool. Concept normalization is one of these
steps.
1.2 Significance and innovation
Biomedical data that is available in scientific articles is unstructured and needs annotation with
ontologies in order to be useful for researchers such as to extract knowledge from it. Also, such
structured data is useful for data integration and translational bioinformatics (Bodenreider and
Stevens, 2006). Development of automatic annotation tools is a critical step in order to structure
the unstructured text. This task can be done through concept recognition systems.
In this dissertation, we improved state-of-the-art performance of concept recognition in the
biomedical domain more specifically for ten ontologies from the Open Biomedical Ontologies
(OBOs). The methods introduced in this dissertation are not limited to these ten ontologies
and they can be extended to any other ontologies. We report performance of the models for these
ontologies because the corpus that we used is annotated with these ontologies only.
Researchers can use our concept recognition system to annotate their raw text with ontologies of
their choice so that they will have structured text, which enables them to easily extract information
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out of it. By doing this, the significance of this dissertation is its contribution towards a better
biomedical information extraction.
The innovation of this dissertation is two-fold—(1) post-processing methods that are mostly
adapted from word similarity and word sense disambiguation are introduced to filter out false
positives of a dictionary lookup system. (1) A novel two-stage concept recognition system that is
fully based on machine learning components is introduced.
1.3 Definitions
1.3.1 General domain vs. biomedical domain
Most natural language processing tasks are sensitive to domain shift. For example, typical
machine learning models that are trained in news articles will fail to perform equally for scientific
articles. Similarly, models that are trained on social media will not do well when they are tested
in news articles. This work is focused to scientific articles. Here, we use the term general domain
to mean natural language processing tasks (or models) specific to the general English such as news
articles. The term biomedical domain is used to tasks (or models) that are specific to scientific
articles. Additionally, definitions of the following terms is provided for clarity since they are referred
in the literature in various ways.
1.3.2 Concept
A concept is a biomedical term that is defined in an ontology. It has properties that includes
unique identifier, primary name, synonyms, definition, relationship etc.
1.3.3 Span detection
We refer the task of finding span of biomedical textual mentions in text as a span detection
task. This task is also known as named entity recognition in the general domain.
1.3.4 Concept normalization
Biomedical concepts have unique identifiers that is available in the form of vocabulary or
ontology. We refer the task of assigning unique identifier to biomedical concepts from vocabulary
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(or ontology) as a concept normalization task. This task is also referred as concept mapping in the
literature.
1.3.5 Concept recognition
The term concept recognition is used to refer to the task of finding biomedical concepts in text
and assigning them unique identifiers. Concept recognition includes span detection followed by
concept normalization.
For the sentence provided in Table 1.1, span detection will recognize the spans “BRCA2”,
“recombinase” , “RAD51 recombinase”, “Protein”, whereas the concept normalization step will do
the following mapping:
• BRCA2: (PR:000004804, breast cancer type 2 susceptibility protein)
• Recombinase: (GO:0009009, site-specific recombinase activity)
• RAD51 recombinase: (PR:000013672, DNA repair protein RAD51 1)
• Protein: (CHEBI:36080, proteins)
Table 1.1: Example of a sentence to distinguish span detection and concept normalization
PMID: 11597317 – “BRCA2 interacts with the RAD51 recombinase via
direct protein-protein contacts.”
1.4 Contributions
1.4.1 Contribution to concept recognition through ambiguity analysis
In this work, the challenges for concept recognition are identified that include lexical ambiguity
and variation. These challenges arise due to the nature of human language. Apart from the nature
of language, text processing and ontologies also create problems for concept recognition. Details
are discussed in Chapter III.
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1.4.2 Contribution to span detection
State-of-the-art methods for span detection are either traditional CRFs that use hand engi-
neered features (Nadeau and Sekine, 2007) or more recently using deep learning sequence tagging
methods (Reimers and Gurevych, 2017). In this work, comparison of both methods is performed.
Additionally, both methods are evaluated in an end-to-end concept recognition system. In this
evaluation, each method are used to recognize textual mentions followed by deep sequence model
for normalization.
1.4.3 Contribution to concept normalization
A state-of-the-art deep neural sequence architecture that has an LSTM encoder and decoder
with attention mechanism (Bahdanau et al., 2016) is proposed for concept normalization. The
architecture is shown in Figure 4.6. Similar architectures have been applied for neural machine
translation (Sutskever et al., 2014; Cho et al., 2014; Bahdanau et al., 2016) and date normaliza-
tion (Sequence Models: Programming Assignment). But, this study is the first to apply such
architectures for biomedical concept normalization.
1.4.4 Contribution to concept recognition system architecture
Two types of architectures for concept recognition are investigated. The first one is a pipeline
of dictionary lookup concept recognition system called ConceptMapper followed by post-processing
rules as depicted in Figure 1.2. The contribution is identification of the challenges of dictionary
lookups systems and the proposal of post-processing components discussed in Chapter III. And, the
second one is a two-stage machine learning system for concept recognition as depicted in Figure 4.1.
The contribution here is two fold—(1) off-the-shelf implementations of traditional sequence tagging
methods and deep learning methods for the first stage are evaluated. (2) A novel deep neural
sequence architecture is proposed for concept normalization.
1.4.5 Publications
Chapter III is in publication during the writing of this dissertation in the title Hailu et al. Im-
proving biomedical concept normalization through analysis of ambiguity. Chapters IV
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Figure 1.2: Post-processing components for dictionary lookup concept recognition system
Figure 1.3: Two-stage machine learning based concept recognition system
through VI are also in publication jointly in the title Hailu et al. Biomedical concept recogni-
tion using deep neural sequence models. Additionally, I have published the following papers
during my graduate school.
1. Negacy D. Hailu, Natalya Panteleyeva and K. Bretonnel Cohen (2014) Temporal Expres-
sion Recognition for Cell Cycle Phase Concepts in Biomedical Literature. In proceedings of
BioNLP 2014. Baltimore, Maryland, USA.
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2. Negacy D. Hailu, K. Bretonnel Cohen and Lawrence E. Hunter (2014) Ontology Translation:
a case study on translating the Gene Ontology from English to German. In proceedings of
NLDB 2014, Montpellier, France.
3. Irina Temnikova, William A. Baumgartner Jr., Negacy D. Hailu, Ivelina Nikolova, Tony
McEnery, Adam Kilgarriff, Galia Angelova and K. Bretonnel Cohen (2014) Sublanguage
Corpus Analysis Toolkit: A tool for assessing the representativeness and sublanguage char-
acteristics of corpora. In Proceedings of LREC 2014, Reykjavik, Iceland.
4. Irina P. Temnikova, Negacy D. Hailu, Galia Angelova, K. Bretonnel Cohen (2013) Measuring
Closure Properties of Patent Sublanguages. In the Proceedings of Recent Advances in Natural
Language Processing (RANLP 2013), September, Bulgaria.
5. Negacy D. Hailu, Lawrence E. Hunter, K. Bretonnel Cohen (2013) UCOLORADO SOM:
Extraction of Drug-Drug Interactions from BioMedical Text using Knowledge-rich and
Knowledge-poor Features. In Proceedings of NAACL 2013, Atlanta, Georgia, USA.
1.5 Dissertation organization
In Chapter I, we introduce the motivation behind this work and its significance. Definition of
terms and our contribution is also mentioned in the same chapter. We present background of the
dissertation in Chapter II, where we explored related work, materials, methods, representation and
choice of algorithms. In Chapter III, we investigate traditional approach for concept recognition.
Challenges of the task are identified, and post-processing methods are proposed to reduce false
positives.
In the rest of the chapters we focus on deep learning methods. Firstly, we approach concept
normalization using deep neural sequence models as in a sequence mapping task such as machine
translation and speech recognition. This approach is presented in chapter IV. We refine and try
to understand how the methods work in chapters V and VI. Finally, we end the dissertation by




2.1 Biomedical concept recognition
Biomedical concept recognition is an essential step towards automatic information extraction
as introduced in Chapter I. Historically, the BioCreative workshop is known for its series of tasks
about gene normalization (Yeh et al., 2005; Hirschman et al., 2005; Morgan et al., 2005; Lu et al.,
2011), which are similar but not exact to what we did in this thesis. We are interested in concept
recognition for ten most popular molecular biology ontologies introduced in section 2.2.2. While
the first two BioCreative tasks performed gene normalization on abstracts of articles, our work,
like the BioCreative III gene normalization task, is concept recognition on full-text articles. There
is a growing interest in performing biomedical text mining in full-text articles. Cohen et al. (2010)
argued that the body of full text articles is different from abstracts of articles. They found that
text mining tools trained on abstract performed worse on the body of full-text articles. Because our
ultimate goal is to develop effective biomedical information extraction systems in full-text articles,
our concept recognition methods are trained and tested against full-text articles as opposed to
abstracts of articles.
2.2 Materials
2.2.1 The CRAFT corpus
The CRAFT corpus is used throughout this thesis for training and testing our models. The
public release has 67 full-text articles. The corpus has three releases that is manually annotated
for syntax and semantics. In the first release (CRAFT v.1), syntactic annotations and semantic
annotations for eight Open Biomedical Ontologies (OBOs) is performed. In the second release
(CRAFT v.2), co-reference annotation is added (Cohen et al., 2017). And, in the third release
(CRAFT v.3), in addition to improvements to CRAFT v.1, annotation of two more ontologies is
added. The syntactic annotation includes tokenization, sentence segmentation and constituent tree
annotations. And, the semantic annotation includes annotation of ten OBOs described below.
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2.2.1.1 Characteristics of the CRAFT corpus
In order to understand the distribution of the semantic annotations, We present count of total
number of annotations and unique annotations per ontology in the CRAFT corpus in Table 2.1.
Count of unique annotations is frequency of a concept in the corpus. A concept could have different
textual mentions due to synonyms as described in Chapter III, but here we count their identifiers
which is unique. We also show the ratio between the total number of annotations and the unique
annotations. The value of the ratio will be in the range of 1 to 100. A value close to 1 indicates
that majority of the annotations are unique, whereas a value close to 100 indicates that majority
of the annotations are occurring multiple times in the corpus. This ratio is an important factor
for our machine learning models because it gives us a clue of whether there is data sparsity or not,
which is a common phenomena for machine learning models. Higher ratio indicates the annotation
occurred multiple times in the corpus, which is very likely that the machine learning system have
seen it during training. Here we are characterizing the corpus based on factors that affect automatic
Table 2.1: Characteristics of the CRAFT corpus
CRAFT v.1 CRAFT v.3 proper OBO
classes
CRAFT v.3 proper OBO

















ChEBI 8137 563 14.5 4548 477 9.5 11915 666 17.9
CL 5760 198 29.1 4043 233 17.4 6275 238 26.4
GO BP 16913 15310 1.1 9280 601 15.4 13954 682 20.5
GO CC 8353 6436 1.3 4075 216 18.9 8495 247 34.4
GO MF 4180 4094 1.0 375 4 93.75 4070 215 18.9
MOP - - - 240 16 15 386 21 18.4
NCBITaxon 7449 151 49.3 7361 137 53.7 7592 153 49.6
PR 15594 920 16.95 17038 953 17.9 19862 1075 18.5
SO 21287 342 62.2 8797 182 48.3 24955 320 78.0
UBERON - - - 12269 838 14.6 14910 888 16.8
concept recognition systems. We refer the reader to the main paper (Bada et al., 2012) for further
statistics.
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2.2.2 Ten Open Biomedical Ontologies (OBOs)
In this section, we describe the ten biomedical ontologies that are used to annotated the CRAFT
corpus.
2.2.2.1 Chemical Entities of Biological Interest
The Chemical Entities of Biological Interest (ChEBI) ontology is a dictionary of small molecular
entities1 that includes an atom, molecule, ion, ion pair, radical, radical ion, complex, conformer,
etc.
Examples of ChEBI annotations from the CRAFT corpus are2: methylglyoxal, 3-isobutyl-1-
methylxanthine, iodide, water, streptomycin, ammonium chloride, bicarbonate, ozone, sodium(1+),
histone, polysaccharide, mineral, mixture, solution, anion, atom, carbon-14 atom, radical, amino
group, disulfanediyl group, gelatin, electron, dye, detergent, insecticide, anti-inflammatory agent,
mitogen, chromophore, acid, PPAR modulator, microtubule-stabilizing agent, carcinogen, toxin
etc.
2.2.2.2 Cell Ontology
The Cell Ontology (CL) is a controlled vocabulary of cell types in animals20. Examples of CL
annotations from the CRAFT corpus includes20: platelet, enterocyte, osteoblast, endothelial cell,
peritoneal macrophage, megakaryocyte, brown fat cell, slow muscle myoblast, inner phalangeal cell,
lens epithelial cell, spiral ganglion neuron, M cell of gut, Sertoli cell, mesangial cell, chromaffin cell
of adrenal gland, CD4-positive alpha-beta T-cell, kidney cell, fungal spore, sperm, embryonic stem
cell, diploid cell, circulating cell, cultured cell, apoptosis-fated cell
2.2.2.3 Gene Ontology
The Gene Ontology (GO) is a collection of gene function classes and their relationship3. The





2.2.2.3.1 Gene Ontology Biological Process The Gene Ontology Biological Process (GO BP)
is a collection of pathways and process made up of gene activities. Examples of GO BP annotations
from the CRAFT corpus includes20: proprioception, excretion, long-term memory, anaphase, cell
adhesion, menopause, biological regulation, macromolecular complex assembly, autophagy, drug
metabolism, cellular response to platelet-derived growth factor, protein folding, translational ini-
tiation, DNA repair, sexual reproduction, immune response, BMP signaling pathway, locomotion,
asymmetric stem cell division, neuron projection morphogenesis, pharynx development, DNA-
mediated transformation, saliva secretion, amide transport, detoxification, cell proliferation, death.
2.2.2.3.2 Gene Ontology Cellular Component (GO CC) The Gene Ontology Biological
Process (GO CC) consists of the location of gene products where they will be active. Examples of
GO CC annotations from the CRAFT corpus includes20 vesicle, nucleolus, caveola, actin cytoskele-
ton, cell-cell junction, cell projection, nuclear envelope, cytoplasm, cis-Golgi network, excitatory
synapse, chromatin, endoplasmic reticulum, actin filament, mitochondrial membrane, extracellular
matrix, photoreceptor outer segment, axoneme, extrinsic component of membrane, ribosome, DNA
repair complex, protein complex, protein phosphatase type 2A complex.
2.2.2.3.3 Gene Ontology Molecular Function (GO MF) The Gene Ontology Biological
Process (GO MF) describes molecular activities of genes and gene products. Examples of GO MF
annotations from the CRAFT coprus are: anneal/annealing, hybridization(s), dimerization
2.2.2.4 Molecular Process Ontology
The Molecular Process Ontology (MOP) is a dictionary of processes at the molecular level4. Ex-
amples of MOP annotations from the CRAFT corpus are: acetylation, deacetylation, butylation,
myristoylation, biotinylation, N-gylcosylation, isomerization, oxidation, reduction, dehydrogena-






The NCBITaxon ontology is a collection of concepts that describes classification and nomencla-
ture of organisms. Most frequent annotations of the NCBITaxon in the CRAFT corpus are: mice,
mouse human, animals, animal, rabbit, individuals, mammalian, humans, murine ,zebrafish.
2.2.2.6 Protein Ontology
The Protein Ontology (PR) is a vocabulary of proteins and protein related entities. Exam-
ples of PR annotations are2: cadherin, AKT kinase (protein kinase B/PKB), G-protein cou-
pled receptor (GPCR), annexin A1 (ANX1/ANXA1/LPC1), 2’-5’-oligoadenylate synthetase 1A
(Oas1a), bile acid receptor (farnesoid X receptor/nuclear receptor subfamily 1 group H member
4/BAR/FXR/HRR1/NR1H4/PFIC5/RIP14), 40S ribosomal protein S16 (RPS16/S16), placental
alkaline phosphatase (ALPP/PALP/PLAP/PLAP1)).
2.2.2.7 Sequence Ontology
The Sequence Onotlogy (SO) consists of concepts and relationships that describe bilogical
sequence. Most frequent SO annotations from the CRAFT corpus are: allele, domain, QTL, bp,
exon, alleles, exons, cassette, domains, duplex.
2.2.2.8 UBERON
The UBERON ontology is a dictionary of anatomical structure in animals5. Most frequent
UBERON annotations from the CRAFT corpus are: brain, blood, adult, DRG, Cb, cardiac, carti-
lage, CNS, articular and bile.
2.2.2.9 Characteristics of the ontologies
In Table 2.2, we show the ontologies versions that are used to annotate the three releases
of CRAFT, and their characteristics based on two factors—(1) average number of tokens of the
primary name of the concepts, and (2) total number of concepts in the ontologies. Based on the first
factor, average length of concepts in the PR ontology are long. And, average length of concepts in
the SO ontology are relatively short. As per the second factor, NCBITaxon has the largest number
of concepts followed by PR, GO and ChEBI. The CL ontology is the smallest of all. In addition to
5http://uberon.github.io/
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these characteristics, we show release of the ontologies as well. Concepts in the latest release are
longer in terms of primary name length and contains more concepts than in the previous release.
Table 2.2: Characteristics of the ten OBO ontologies that are used in this study
CRAFT v.1 CRAFT v.3 proper OBO
classes
CRAFT v.3 proper OBO






















CHEBI 2008-05-28 19633 3.1 2015-08-01 58402 3.7 2015-08-01 58627 3.7
CL 2007-05-25 866 2.9 - 2164 3.8 - 2169 3.8
GO BP 2007-11-28 25471 4.4 2016-02-16 44273 4.9 2016-02-16 44361 4.9
GO CC 2007-11-28 25471 4.4 2016-02-16 44273 4.9 2016-02-16 44302 4.9
GO MF 2007-11-28 25471 4.4 2016-02-16 5 1.9 2016-02-16 10122 6
MOP - - - 2014-09-03 3578 1.5 2014-09-03 3578 1.5
NCBITaxon 2011-07-12 789538 3.1 2014-07-11 1175662 3.4 2014-07-11 1175683 3.4
PR 2011-04-22 26879 5 2017-11-02 213457 6.8 2017-11-02 213511 0.68
SO 2009-03-30 1704 1 2017-06-02 2383 1 2017-06-02 2461 1.1
UBERON - - - 2015-04-23 14074 3.2 2015-04-23 14102 3.2
2.3 Methods
Over the years, researchers have made a continuous effort to tackle concept recognition. Broadly
speaking, the existing concept recognition systems can be classified into three types based on how
they approach the task. Each of these are described below:
2.3.1 Dictionary lookup systems
Dictionary lookup systems use string matching algorithm to recognize and map terms to their
identifiers. Such systems have parameters to optimize the matching such as text processing, the
use of synonyms and search criteria. The advantage of such systems is that unlike machine learning
system no training data is required to build them. Also, unlike rule-based system, no handcrafted
rules are required. However, they have fundamental limitations since they don’t understand the
text that might lead to drop in performance as discussed in Chapter III.
In the section below, we summarize common dictionary lookup systems that are widely used
in the biomedical domain.
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2.3.1.1 ConceptMapper
ConceptMapper is an Open Source dictionary lookup based concept recognition system that
is widely applied for concept recognition both in the general domain and the biomedical do-
main Tanenblatt et al. (2010). It is developed as a Unstructured Information Management Ar-
chitecture (UIMA) (Ferrucci et al., 2009) annotator. ConceptMapper is highly configurable and
can be extended to recognize terms in any form of controlled vocabulary. The properties in the
controlled vocabulary, such as synonyms, can be applied during the concept recognition process by
configuring its parameter settings that includes tokenization and string matching strategies. We
refer the reader to the original paper (Tanenblatt et al., 2010) for details.
2.3.1.2 Open Biomedical Annotator
The Open Bimedical Annotator (OBA) is a web service annotator initially developed to rec-
ognize UMLS and NCBO concepts in biomedical text (Jonquet et al., 2009). The system is based
on string matching algorithm called Mgrep (Dai et al., 2008) of a dictionary entries that is con-
structed from the ontologies (e.g UMLS and NCBO) against a raw biomedical text. The system has
three more post-processing components—Is a Transitive Closure, Semantic Distance and ontology
mapping—that allows expansion of additional annotations. The Is a Transitive Closure component
uses the ontological is-a relationship to annotate parents of a concepts that is found in text. Sim-
ilarly, the Semantic relatedness uses ontological semantic relationship such as sibling relationship
to annotate siblings of a concept that is also found in text. And the third component, which is
the ontology mapping, annotates concepts in one ontology based on their annotation in another
ontology.
2.3.1.3 MetaMap
MetaMap is a biomedical concept recognition system that is developed to map Unified Medical
Language System (UMLS) concepts to biomedical text (Aronson and Lang, 2010). The system
relies on linguistic features such as lexical analysis and syntactic analysis to find matching between
the concepts and text. It is built based on a pipeline that includes tokenization, sentence seg-
mentation, part-of-speech tagging, and lexical lookup. The pipeline is used in order to generate
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candidate concept and filter out the most likely concepts in text. MetaMap is highly configurable
like ConceptMaper, however, its use is limited to UMLS Metathesaurus.
2.3.1.4 Whatizit
Whatizit is a web service based text processing system that provides concept recognition
and named entity recognition (Rebholz-Schuhmann et al., 2008). The concept recognition is per-
formed through term matching that considers morphological variability as in Kirsch and Rebholz-
Schuhmann (2004).
2.3.1.5 cTAKES
cTAKES is an NLP pipeline initially developed for the clinical domain that creates syntactic
and semantics annotations. The pipeline includes sentence boundary detection, tokenization, part-
of-speech tagging, named entity recognition, and concept recognition. The system is built on the
top of UIMA (Ferrucci et al., 2009) and OpenNLP (Apache Software Foundation, 2014).
2.3.2 Hybrid systems
2.3.2.1 Neji system
Neji is a hybrid of dictionary lookup and machine learning post-processing component that
is built based on the following four characteristics—(1) modularity, (2) scalability, (3) speed and
(4) usability (Campos et al., 2013). Dictionary matching is performed using an improved version
of LINNAEUS (Gerner et al., 2010), which is an efficient regular expression matching with a
deterministic finite automatons. Case insensitive matching is used in order to avoid large number
of false positives produced by the dictionary lookup. Non-informative words, such as stop words
and other common English words, are ignored during the matching. Biomedical entities that have
lower than two characters are ignored. Biomedical entities are recognized using a machine learning
model that is obtained using Gimli (Campos et al., 2012), which is also developed by the same
authors.
Apart from concept recognition, Neji has other functionalities that include sentence splitting,
tokenization, lemmatization, part-of-speech tagging, chunking and dependency parsing.
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2.3.2.2 Basaldella et al. (2017) system
The Basaldella et al. (2017) system is an entity recognizer as well as concept recognizer system.
Similar to our system introduced in Chapters IV and V, it is a two-stage concept recognition
system. The first stage is a high recall dictionary lookup system called OGER (Rinaldi et al., 2012)
that does concept recognition, and the second stage filters out false positives of the first stage that
improved precision using a system called Distiller (Basaldella et al., 2015). However, the difference
is that this system uses a hybrid of dictionary lookup for concept recognition followed by a machine
learning classifier to filter out false positives. But, what is introduced on this thesis is a machine
learning classifier for the first stage, and a sequence-to-sequence model for the second stage that
does the mapping part.
Groza and Verspoor (2015) approached the task as in an information retrieval task that has
an indexing and retrieving phases. Concepts in an ontology are indexed that maps concepts to a
vector space. The vector space contains labels, synonyms and other meta data. Case sensitivity is
assured during this process. During the retrieval phase, candidate concepts from a document are
lookup in the vector space generate during indexing phase. The authors argued that case sensitivity
and term information gain is helpful to do concept recognition.
The existing systems mentioned above are not limited to concept recognition. In fact, most
of them provides named entity recognition and other syntactic parsing related tasks such as to-
kenization, sentence splitting, and part-of-speech tagging as well. We prioritize our comparison
and contrast with respect to concept recognition since that is the main focus of this thesis. Based
on their approach, the existing concept recognition systems can be grouped into either dictionary
lookup or hybrid of dictionary lookup and rule-based or machine learning based post-processing
components. The post-processing components are primarily used to filter out false positives. How-
ever, term matching to their referential identifiers is performed through string matching algorithm.
In this thesis, we investigate improvements to ConceptMapper by proposing novel post-
processing components to filter out false positives. ConceptMapper is a traditional concept recog-
niton system that relies on string matching and dictionary lookup. We chose ConceptMapper
for improvement because Funk et al. (2014) reported that ConcepMaper outperforms the others
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(MetaMap (Aronson, 2001) and NCBIO Annotator (Roeder et al., 2010) as per their evaluation.
From architectural perspective, this approach is similar to existing systems, but the difference is
the novelty of the post-processing components. Additionally and more interestingly, we introduce
a novel fully machine learning based system that pushed state-of-the-art performance by a big
margin. In this domain, there is no existing work that demonstrated concept recognition using a
pure machine learning approach to the best of our knowledge.
2.4 Textual data representation
The success of many machine learning systems for natural language processing tasks is deter-
mined by how the input text is represented and the choice of algorithm they used. Representation
methods and algorithms used in this dissertation are discussed in this section.
Textual data representation is a challenging task due to three natures of language—i.e. lan-
guage is discrete, compositional and sparse (Goldberg and Hirst, 2017). The type of data set used
throughout this thesis is collected from scientific articles, which is available in the form of text. Such
text has to be represented numerically for computation. Three level of representations—character,
word and document representations are discussed below. Character representations are used in
Chapter IV to represent input characters to a sequence-to-sequence architecture. Word representa-
tions and document representations are used in Chapter III to compute similarity of textual spans,
and short documents (or sentences) respectively.
2.4.1 Word representations
The limitations of one-hot-code encoding is that if you apply mathematical operations such as
vector inner products, they will yield zero. This is a big limitations because they cannot be used to
compute basic NLP tasks such as word similarity, or to find what is most likely word in a language
model. For such reasons, featurized representations such as word embedding where each word is
represented by a condensed vector are preferable as opposed to binary values in one-hot vector. In
the following sections, two most popular word embedding representations are discussed.
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2.4.1.1 Vector representations of words using Word2Vec
We trained word embedding using word2vec on close to 1.3 million full text articles from
PubMed Central Open Access collection. We preprocessed the articles with Genia Sentence Splitter
(GeniaSS) [26] which is optimized for bio-medical text, to split the sentences and further tokenized
with words lower-cased by using Genia tokenizer. We modified the GeniaSS source code to get the
tokenizer output. The total number of word tokens were 8.19 billion and vocab size was 3.19 million
by keeping words occurring 10 times or more in the corpus. For training the word2vec model, we
carefully selected the hyper-parameter values through intrinsic evaluations of the generated word
embeddings.
Factors that affect the performance of word representations include the model architectures,
hyper-parameters and training corpora. We first evaluate these vectors to determine the better-
performing model architecture. We generate two sets of vectors by applying the skip-gram and
CBOW models using the default hyper-parameter values of word2vec model [23, 25]. Skip-gram
performed better than CBOW model on intrinsic evaluations. Using the skip-gram model, we then
build vectors by varying values of one hyper- parameter and keeping others as default. We repeat
the process for every hyper-parameter under examination. We found the hyper-parameters that
gave us best performing word embeddings on our evaluations. Note that we did our experiments
for parameter combinations on a representative subset of 0.3 million documents selected randomly
from entire 1.28 million document collection, in order to be able to run model on various parameter
combinations in a reasonable time. We observed that the relationships between parameters would
remain the same and unaffected from the size of the corpus. Definitely increasing the size of corpus
would increase the accuracy in the tests, but it won’t change the effect of parameters on accuracy.
For testing the quality of generated word embeddings we did intrinsic evaluations. We carried




A standardized intrinsic measure for word representations in the biomedical domain is the
UMNSRS word similarity dataset [34]. We use UMNSRS-Sim (Sim) and UMNSRS-Rel (Rel) sub-
sets for evaluation as they are obtained from experts’ judgment. They have 587 and 566 word
pairs for measuring relatedness and similarity (respectively) whose degree of association was rated
by participants from the University of Minnesota Medical School. MayoSRS [33] is a result of
rating activity conducted as a part of study at Mayo clinic, consists of 101 clinical term pairs.
MiniMayoSRS comprises of 30 term pairs of general english domain, words taken from Miller and
Charles corpus [36], and was created subsequent to MayoSRS. In UMNSRS, the human evaluation
on every word pair is converted to a score to determine its degree of similarity, a higher score imply-
ing a more similar pair. The range of the score is on an arbitrary scale. While UMNSRS provides
scores to determine the degree of similarity for each word pair, we measured this by calculating the
cosine similarity score for each word pair using the learned word vectors. Word2vec models produce
cosine similarities of any two given words which ranges from 0 to 1, in which 1 denotes identical
and 0 denotes completely different. Afterwards, we compared the two scores using Spearman’s
correlation coefficient, which is a standard metric to compare ranking between variables and more
suitable for non-linear monotonic relationship between variables. We systematically ignore words
that appear only in the reference datasets but not in our model vocabulary.
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Hyper-parametr search
We tested the parameters to get the model which performed best in our evaluation. Mikolov
et al. [23] details important hyper-parameters to tune while training word embeddings and their
impact on the quality of word embeddings. We explored the best values for these hyper-parameters
on our biomedical datasets and found that with change in dataset, different (different from default
parameter values reported in Mikolov et al. [23]) parameter values give quality vectors. We refer
to Mikolov et al. [23] and Levy et al. [37] for details on these hyper-parameters.
2.4.1.2 Vector representations of words using fastText
fastText is an open-source library for morphological word representation (Bojanowski et al.,
2017) and sentence classification (Joulin et al., 2017). In fastText, vector representations of words
are computed from character representations, and hence it supports out of vocabulary words. We
trained word representations of scientific articles from PMC Open Access (PMCOA) and PMC
author manuscript (PMCAM) that contains 1.5 and 2.3 million articles respectively. The Stanford
NLP tokenizer tool is used to tokenize the documents. This tool, unlike other biomedical domain
specific toeknizers such as Genia tagger, is not specifically developed for the biomedical domain;
however, we preferred to use this tokenizer because we found it faster to process the millions of
articles. Basic statistics about the corpora is shown in table 2.3.
Table 2.3: Corpora used to train word representations using fastText. Numbers are rounded
Number of articles Number of sentences Number of tokens
PMCOA 1.5 million 228 million 6.8billion
PMCAM 0.5 million 97 million 3.6 billion
We split the task of concept recognition into two-steps i.e. span detection and concept nor-
malization as introduced in Chapter IV. fastText word representations are used in Chapter V as
features for the span detection step of concept recognition. We followed the tutorial about fast-
Text6 to train the representations. Default parameters are used during the training. However, as
mentioned in the documentation, having optimal parameters will produce better representations.
We leave finding the optimal parameters during the training process as a future work.
6https://fasttext.cc/docs/en/unsupervised-tutorial.html
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2.5 Algorithms for concept recognition
2.5.1 Deep neural sequence models
Deep neural sequence models are employed for concept normalization as described in chap-
ters IV through VI. In this section, we briefly provide the algorithms we used for deep neural
sequence models. We start from a small neural network called logistic regression and walk the
reader through more complex networks called Recurrent Neural Networks (RNNs) and Long Short-
Term Memory (LSTMs) and their variants.
2.5.1.1 Logistic regression
Logistic regression is the smallest neural network7. The network as shown in Figure 2.1 has
a single neuron. It has n inputs represented as x1, x2...xn, and +1 as an intercept. The neuron
computes hw,b(x) = f(W
T x) = f(
∑n
i=1 Wixi + b) through a forward propagation. The optimal
parameters W and b are learned through backward propagation. And, f is an activation function
such as sigmoid, tanh, and rectified linear function, which is a non-linear function that normalizes
the output.
Figure 2.1: A single neuron neural network (UFLDL Tutorial)
2.5.1.2 Neural network and deep neural network
Neural network can be seen as a network that has more than one logistic regression. In Fig-




discussed in the above section, but the only difference is that in this type of network there are more
than one neurons, and one or more hidden layers. In this example, the network has three inputs,
and a single hidden layer.
Figure 2.2: Neural Network (UFLDL Tutorial)
Deep neural networks are neural networks that have many hidden layers. They are proven to
be effective for many tasks such as image classification, but they have two shortcomings. One of
the characteristics of language is that it is sequential. For example, the meaning of a word depends
in the context it is used in a sentence. Neural networks don’t capture the sequential nature of
languages. Notice that in Figures 2.1 and 2.2 there is no connection between the inputs that
address dependency between the inputs. Such limitation has huge impact in the performance of
tasks that are implemented using neural networks. The second limitation of neural network is that
they require fixed number of inputs. However, some tasks might not have fixed number of inputs.
For example, if the task is to classify sentences, and if the inputs are words in a sentence then
the number of words in sentences are not the same. Both these shortcomings can be fixed using
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Recurrent Neural Networks (RNNs), and their variants called Long Short-Term memory (LSTM),
which are briefly explained in the following sections.
2.5.1.3 RNNs
Recurrent neural networks have connections between nodes as depicted in Figure 2.3 that
allows them to memorize and process sequential input (Jain and Medsker, 1999). Such connection
is important to address the sequential nature of language. RNNs have different variants, but in
the example shown it is a one-to-one mapping network, which means that for every input, it has
a single output. What is important is that the network considers the output the previous hidden
layer (V in the diagram) while processing the current state. xi is input, and oi is the output. The
weights V and U are learned during training.
Figure 2.3: Basic recurrent neural network (Wikipedia: Recurrent Neural Network)
2.5.1.4 LSTMs
Long Short-Term memories (LSTMs) are type of RNNs that have specialized gates called forget
gate, store gate and update gate (Hochreiter and Schmidhuber, 1997). Because of these gates,
LSTM network do no suffer from a vanishing gradient descent, which is a common phenomena
in training neural networks for example RNNs. For longer sequences, the gradients in RNNs gets
smaller and smaller that eventually leads to no more learning in the network. The forget gate
allows an LSTM network to delete information that is not relevant. The store gate allows them to
keep information that is relevant and the store gate is used for storage. Because of these specialized
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Figure 2.4: LSTM unit (Wikipedia: LSTM)
gates, an LSTM network can handle dependencies that occur in long sentences. A typical LSTM
network is demonstrated in Figure 2.4.
Bi-directional LSTMs are also common architecture in deep learning. Such networks are pow-
erful because they have the capacity to leverage information that is flowing forward and backward
in a sequential data. For example, not only words before a target word are important to understand
the meaning of a word, but also words after the target word. For such cases, bi-directional LSTMs
are the best choice because the activations weights are learned based on information flowing from
left-to-right, which is the forward direction, and form right-to-left, which is the backward direction.
In this thesis, bi-directional LSTMs are employed as described in section 4.4.1.2.
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CHAPTER III
IMPROVING BIOMEDICAL CONCEPT RECOGNITION THROUGH ANALYSIS
OF AMBIGUITY3
3.1 Introduction
Ambiguity, the fact that an utterance may have more than one possible semantic interpretation,
is a fundamental aspect of all human languages. It is also the cause of many difficulties in automated
text processing (Jurafsky and Martin, 2017), including in biomedical text mining (Schuemie et al.,
2005). Concept recognition is the task of finding mentions of biomedical concepts in text and
assigning a unique identifier from a controlled vocabulary or ontology. The concept recognition task
in biomedicine provides a framework for quantifying and characterizing the extent of an important
class of ambiguity.
Concept recognition facilitates the analysis of ambiguity by providing a specified, finite set of
semantic entities that are the possible interpretations of an utterance. By analyzing the relation-
ships among the concepts, we can enumerate and quantify the sources of ambiguities that affect
automated text processing. The analysis of the sources of ambiguity in turn suggests approaches
to their resolution.
Our analysis of the sources of ambiguity is based on the fault model presented in (Johnson
et al., 2007), which was developed for assessing ontology mapping, alignment and linking. That
model defines three broad categories:
1. identical or very similar concepts with distinct identifiers, such as GO:0005623 “cell” and
CL:0000000 “cell”
2. multiple distinct concepts that have identical or very similar labels or synonyms, such
CL:0000374 “trichogen” and CL:0000855 “sensory hair cell”, which both include as a syn-
onym “hair cells” and
3. ambiguities introduced by text processing methods, such as stemming causing a collision
between GO:0003002 “regionalization” and SO:0000001 “region.”
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The first class of ambiguities, where terms with distinct ontology identifiers have identical or
very similar meanings, can indicate violations of the OBO Foundry principle of orthogonality (Smith
et al., 2007). This principle states that each term should be defined in only one ontology; other
ontologies that need to use that term (e.g. in the definition of other classes) should import it from
the source ontology. Ghazvinian et al. (2011) demonstrated that potential orthogonality violations
across all the OBO Foundry candidate ontologies were pervasive, although did not analyze the
consequences for text mining.
The second class of ambiguities corresponds to what linguists mean by lexical ambiguity: words
or phrases that have multiple possible semantic interpretations. These ambiguities cannot be
addressed by purely dictionary-based approaches to named entity recognition; automated methods
must use aspects of the text other than the concept label or synonym (i.e. the context) to determine
which concept is being referenced.
The third class of ambiguities that are not among the labels or synonyms of a term, but arise
out of text processing approaches intended to capture variants in the expression of the term(s).
3.2 Ambiguity in eight Open Biomedical Ontologies (OBOs)
The CRAFT Corpus (Bada et al., 2012) is a manually identified mentions of annotations
indicating all mentions in each full-length article of the concepts from eight prominent ontologies
and terminologies: the Cell Type Ontology (CL), the Chemical Entities of Biological Interest
ontology (ChEBI), the NCBI Taxonomy (NCBITaxon), the Protein Ontology (PRO), the Sequence
Ontology (SO), and the three subontologies of the GO, i.e., those representing biological processes
(BP), molecular functions (MF), and cellular components (CC). We analyzed these ontologies for
each of the above classes of ambiguities. For ambiguities introduced by text mining, we evaluated
these based on the best performing dictionary-based systems and parameters (for each particular
ontology) reported in (Funk et al., 2014).
In Table 3.1, we report the number of pairs of concepts that have exact match in their primary
names; and primary names including synonyms per ontology and across all ontologies in our study.
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Table 3.1: Counts of primary name and synonym matches per ontology and across all ontologies.
Counts of Primary name ex-
act matches
Counts of Primary name and
synonyms exact matches
before stemming after stemming before stemming after stemming
CHEBI 1 817 10720 11631
CL 5 10 402 435
GO 7 7 2076 2093
NCBITaxon 0 752 2360 3548
SO 8 18 44 63
PR 297 426 22295 22649
All ontologies 409 2196 39011 41608
We found 409 concepts across all the ontologies that have exact matches on their primary names.
We manually categorized the type of ambiguity on a sample of the concepts that have an exact
match on their primary names and we found that majority of them are lexical ambiguity followed
by ontology errors. There are around 2000 concepts that have an exact match on their primary
names if the names are stemmed. And there are close to 39, 000 concepts that have an exact match
either on their primary names or synonyms. Our analysis indicates that lexical ambiguity and text
processing are more prevalent issues that should be addressed to resolve ambiguity. The ambiguity
gets worse if synonyms of the concepts are considered (see Table 3.1.
3.3 Post-processing methods to resolve ambiguity
Five post-processing alternative approaches to address ambiguities are tested: one based on
syntax, one on concept similarity, one on background knowledge, and one on an analysis of onto-
logical terms, as well as a hybrid approach.
The first method leverages part-of-speech (POS) tag information that primarily addresses lexi-
cal ambiguity. For example, the verb “lead” can be distinguished from the chemical concept “lead”,
which appears only as a noun or adjective. POS tag has been extensively used in various natural
language processing tasks. Related to our study, Kang et al. (2013) proposed rule-based system
that uses POS and chunking information to improve performance of disease normalization. We use
POS tag information that is automatically extracted from a corpus to address lexical ambiguity
errors.
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The second method uses word embedding representation to compute similarity between auto-
matically annotated textual mentions and the primary name of the concept that it is annotated to.
This method mainly addresses errors that are induced by text processing. For example, “regional-
ization” and “region” will have different word embedding representation and hence they are more
distinguishable.
The third method is a knowledge-based word sense disambiguation, which is similar to the
Simplified Lesk algorithm (Kilgarriff and Rosenzweig, 2000). Hakenberg et al. (2008, 2011) devel-
oped a gene normalization system that removed false positive candidate annotations using a similar
algorithm. Their system looks for overlaps between words in textual context and gene context in
order to find the best map for word(s) in the dictionary. We perform a similar algorithm at three
levels (sentence, paragraph and section) of scope for the textual context.
The fourth method analyzes the ontology term labels and synonyms directly for ambiguities.
We identified list of concepts from eight ontologies whose names match another concept exactly,
either on their primary label or a synonym, such as “nucleus” (of a cell) from the cell component
ontology and “nucleus” (of an atom) from the chemical ontology. To distinguish among these, we
tested a method that computes word embedding similarity of the source sentence that contains the
textual mention against the primary name of the concepts. This method addresses errors that arise
due to text processing and lexical ambiguity.
3.4 Methods
We introduce four methods to improve biomedical concept recognition through ambiguity
analysis. The methods are evaluated on CRAFT. Funk et al. (2014) performed an evaluation
of three dictionary-based concept recognition systems (ConceptMapper (Tanenblatt et al., 2010),
MetaMap (Aronson, 2001), and NCBO Annotator (Roeder et al., 2010)). They found that Con-
ceptMapper generally outperformed the others in terms of F1 measure. We used ConceptMapper
and the optimal parameters reported on Funk et al. (2014) as our baseline system.
Our study includes the following eight Open Biomedical Ontologies—Chemical Entities of Bi-
ological Interest (ChEBI), Cell Ontology (CL), Gene Ontology Biological Process (GOBP), Gene
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Ontology cellular component (GOCC), Gene Ontology Molecular Function (GOMF), NCBI Tax-
onomy (NCBI Taxon), Protein Ontology (PR), and Sequence Ontology (SO). Our focus is on these
ontologies for two main reasons—(1) these ontologies cover the most widely used concepts in molec-
ular biology (2) there is a gold standard that we can use to evaluate our work. The Colorado Richly
Annotated Full-text Corpus (CRAFT) (Bada et al., 2012) is manually annotated for these eight
ontologies. The corpus has more than 100,000 concepts. In addition to the biomedical ontologies,
articles in CRAFT are manually annotated for tokens, sentence demarcation, part of speech tags,
and constituent trees. A previous study has concluded that the corpus is a high quality biomedical
resource (Verspoor et al., 2012).
Our methods are implemented as post-processing components for the current concept recog-
nition baseline, ConceptMapper, in the Unstructured Information Management Architecture
(UIMA)(Ferrucci et al., 2009) framework. We present the details of the methods as follows.
3.4.1 Part-of-Speech (POS) tag information based post-processing
We compute POS tag information for each concept in CRAFT based on the POS tag of the
textual mention. First, the corpus is split into five folds for cross validation. Four of the folds
are used as a training set and the fifth fold is a test set. Then, frequency of POS tags is counted
for each concept on the training set. A probability distribution is computed from the frequency
counts. The probability distribution is used to decide whether an automatically annotated concept
is a false positive or not. If the probability distribution is below a threshold, we conclude the
annotation is a false positive. We experimented with multiple thresholds to obtain the maximum
threshold that will optimize F1 measure. This method is able to handle lexically ambiguous terms
that have different POS tag depending on their context. For example, the baseline system maps
the verb “lead” to the concept (CHEBI:25016, lead). This method is able to distinguish the textual
mention “lead” from the concept (CHEBI:25016, lead) because the former is a verb whereas the
latter is a noun. Similarly, the method is able to distinguish the verb “based” and chemical name
(CHEBI:22695, base).
We used the gold POS tag of CRAFT in our experiment. The corpus has the same POS tag
sets as the Penn treebank POS tag sets. These tag sets have some variations. For example, NN
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is the POS tag for noun. However, NNS (plural noun), NNP (singular proper noun) and NNPS
(plural proper noun) are also different forms of POS tags for noun. Because such variations will
not make a difference to the problem that we are tackling, we map them into a single POS tag,
which will be NN, for this particular example.
Many of the textual mentions are multiword. For example, “chromosomal region”, “recombi-
national repair of DNA damage”. For such mentions we only consider the POS tag of the headword
while computing POS tag information. We used the Stanford CoreNLP’s headword finder (Manning
et al., 2014), which implements Michael Collins’ 1999 thesis (Collins, 2003) to extract headwords.
The limitation of this method is that CRAFT is a small corpus for computing information
about ontologies such as POS information. Specifically, we will have many concepts that do not
occur in the training set and hence we will not have POS information for many of them in the
testing set. We counted the percentage of concepts from one fold of the test set that do not occur
on the training set for each ontology. This ranges from 6.6% (for cellular component) to 43.12%
(for Protein ontology). We propose POS tag information with back-off to address this issue. The
main idea of POS information with back-off is that if we do not have POS tag information for a
concept, we will look for POS tag information of its ancestors. Concepts in the Open Biomedical
Ontology have a hierarchical structure. A concept is an ancestor of another concept if they have
an is-a relationship in the hierarchy. If a concept has more than one ancestor, we average the POS
distribution of the ancestors in order to have a single POS distribution for the child concept during
back-off.
3.4.2 Word embedding based post-processing
Word embedding techniques learn representation of words in the form of dense vectors of real
numbers, where words that are semantically related to one another map to similar vectors. The
tremendous increase in biomedical publications in recent years offers a rich pool of biomedical
knowledge and this availability of large data makes word embedding methods an ideal approach
to get insights from biomedical data. Bengio et al. (2003) first suggested the idea of embedding
words into a low-dimensional space with the use of neural networks, followed by work from Collobert
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and Weston (2008); Mikolov et al. (2013a); Pennington et al. (2014). All these neural approaches
represent each word as a dense vector of real numbers. Among neural approaches, Mikolov et al.
(2013b) proposed a word2vec model that has been widely used in enhancing performance of several
NLP tasks. Word2vec (Mikolov et al., 2013a,b) is an unsupervised learning method which encodes
the semantic of a word into a real valued low dimensional vector from large unlabeled corpora by
exploiting the context of words. Relationships between words like similarity can be determined by
calculating cosine similarity of two vectors.
We trained word embeddings using word2vec on close to 1.3 million full text articles from
PubMed Central Open Access collection. We preprocessed the articles with Genia Sentence Splitter
(GeniaSS) (tæ) which is optimized for biomedical text, to split the sentences and further tokenize
with words lowercased by using Genia tokenizer. We modified the GeniaSS source code to get the
tokenizer output. The total number of word tokens was 8.19 billion and vocab size was 3.19 million
by keeping words occurring 10 times or more in the corpus. For training the word2vec model, we
carefully selected the hyperparameter values through intrinsic evaluations of the generated word
embeddings.
The trained word embedding is used to remove false positives of automatically annotated con-
cepts by computing similarity between the textual mention and the primary name of the concept
that the mention is mapped to in the ontology. For example, in the sentence “One of these alleles
had a 12 nucleotide insertion in the promoter region . . . ”, the textual mention “region” is anno-
tated as (’GO:0003002’, ’regionalization’) and (’SO:0000001’, ’region’) by the baseline system. Our
method will compute cosine similarity of the word embedding representation of the textual men-
tion against the primary names of the two annotations (i.e. (’GO:0003002’, ’regionalization’) and
(’SO:0000001’, ’region’)). If the similarity is below a threshold, we conclude that it is a false pos-
itive annotation. Similar to the POS tag information, we heuristically computed a threshold that
maximizes F1 measure on an ontology level. A threshold of 0.5 is used for most of the ontologies
except for ChEBI, NCBITaxon and PR. We used 0.6 for ChEBI and 0.2 for NCBI Taxon and PR.
This method primarily addresses ambiguities that are induced by stemming and synonyms. For
multiword concept names (or mentions of the concepts in text), we average their cosine similarities.
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3.4.3 Knowledge-based WSD post-processing
In this method a knowledge-based Word Sense Disambiguation (WSD) approach, which is
similar to the Simplified Lesk algorithm Kilgarriff and Rosenzweig (2000), is used to remove false
positives of automatically annotated concept by the baseline system. It is a knowledge-based
approach because the disambiguation leverages the definition of concepts in the ontologies. The
method looks for overlaps between the definition of an automatically annotated concept and the
body of the text that contains the mention, which we refer to it as the textual context. Stop words
are removed from the textual context. Both the textual context and the definition of concepts are
lemmatized using BioLemmatizer (Liu et al., 212) before the algorithm starts looking for overlaps.
We tested three levels of body of the textual context (i.e. sentence-level, paragraph-level and
section-level) that determine the scope of the text to look for an overlap against the definition.
Most of the concepts in the Open Biomedical Ontologies have synonyms. The synonyms are
helpful in developing tasks such as concept recognition that are supported by rules. However,
some of the ontologies have the same synonym for different concepts within ontology or even across
ontologies. To give an example, the word “Fig” is a synonym of the concepts (PR:000008147, golgi-
associated PDZ and coiled-coil motif-containing protein) and (NCBITaxon:3493, Ficus). Consider
the sentence: PMID: 17078885 “In wild-type embryos (Fig. 1A), the aorta was clearly separated
from the pulmonary trunk, and the right brachiocephalic, left carotid and left subclavian arteries
branched directly off the aortic arch.” (Sentence-1)
The knowledge-based post-processing method will look for any overlap between the sentence
and definition of the terms to determine if the mapping is correct or not. The definition of the
concept PR:000008147 is “A protein that is a translation product of the GOPC gene or a 1:1
ortholog thereof.” (Definition-1)
Since there is no overlap of words between Sentence-1 and the Definition-1, we conclude that
this is a false positive annotation. The intuition is that there has to be at least some overlap of
words between definitions of concepts and their source sentence in the textual context in order to
be a potentially correct annotation. The knowledge-based WSD post-processing method primarily
addresses ambiguities induced by lexical ambiguity. This particular example has a sentence-level
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scope. For the other two scopes i.e. paragraph and section-level scopes, the overlap is calculated for
the paragraph (or section) of the textual context and the definition of the concept. The sentence-
level knowledge-based WSD is not a new method but our contribution is the expansion of the
textual context to paragraphs and sections.
3.4.4 Concept specific post-processing
For this method, first we identify the list of all concepts that have exact matches in their
primary name (or primary name and synonym) of the eight ontologies. The motivation behind
this is to develop concept specific methods to resolve lexical ambiguity. For example, the baseline
system maps the textual mention “protein(s)” to three concepts—i.e. (SO:0000104, polypeptide),
(CHEBI:36080, proteins) and (PR:000000001, protein) because “protein” is a synonym of the first
concept and the primary name of the other two. Understanding the context of the textual mention
is important in order to correctly map it. We identified 370 such mappings. Many of the false
positives of the baseline system are in this category. We show the top 10 most frequent false
positive annotations in Table 3.2.
Our concept specific post-processing method uses cosine similarity to remove false positives of
concepts that have exact matches on their primary name or synonym, similarly, the word embed-
dings based post-processing method. However, the difference is the scope of the textual mention
that is used to compute the cosine similarity. In the word embedding post-processing, we compute
cosine similarity of the textual mention by itself against the primary name of the concept. But, in
this method, we compute cosine similarity of the source sentence that contains the textual mention
against the primary name of the concept.
Word embedding representations of individual words in a sentence are averaged in order to have
a word embedding representation of the entire sentence. Similarly, word embedding representation
of individual words in a multi-word concept are averaged in order to have a single word embedding
representation of the entire phrase.
For example, in the sentence “One of these alleles had a 12 nucleotide insertion in the pro-
moter region . . . ”, the textual mention “region” is annotated as (’GO:0003002’, ’regionalization’)
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and (’SO:0000001’, ’region’) by the baseline system. Our method will compute cosine similarity of
the word embedding representation of the whole sentence against the primary names of the two
concepts. The correct sense will hopefully have a higher similarity score. For this particular exam-
ple, while the word embedding based post-processing method will distinguish errors through text
processing (i.e. “regionalization” being mapped to “region”, the concept specific post-processing
method will distinguish the mapping of the English word “region” to the concept (’SO:0000001’,
’region’).
3.4.5 Hybrid system
In an effort to leverage the strength of each of the methods, we tested all the methods
that improved precision and did not harm recall (all the methods introduced above other than
knowledge-based WSD post-processing method) and propose a hybrid system. We did not include
the knowledge-based WSD as part of the hybrid system because even though it improves precision
for most of the ontologies, it also harms recall by removing true positives as shown in the results
section in Table 3.4. We do not want to have this method as part of our pipeline since it will affect
the recall of the end-to-end system.
3.5 Exceptions to the post-processing methods
Our post-processing methods are not always perfect. Sometimes they remove annotations that
are true positives. Removal of such annotations will hurt the recall of the system. Our goal is to
improve precision but at the same time we don’t want to hurt recall. If a post-processing removes
more true positives than false positives then we add that annotation to our exceptions list. The
post-processing methods will not do anything if an annotation is in the exceptions list. In Table 3.3,
we show examples of exceptions for SO.
3.6 Statistical tests: randomized test for precision and F1 measure
Testing statistical significance is an important step of our experiments in order to determine if
our improvements are by chance or not. We followed an approximate randomization statistical test
for precision and F measure proposed by Yeh (2000) to test statistical significance. We selected
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Table 3.2: Top ten most frequent textual mentions that are mapped to multiple concepts in
CRAFT using ConceptMapper, which is the baseline system








































their method because it does not assume independence between the results of the methods being
compared. Our post-processing methods are dependent on the baseline and we want to have a
statistical test that does not assume independence. We did not test recall since our approach
is to reduce false positives and hence we will expect improvements in precision and F measure
but not in recall. Algorithm 1 shows the statistical test that we followed for precision. The same
procedure is followed for F measure. The input for the algorithm is two vectors, which are output of
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Table 3.3: Examples of exceptions for POS tag and word embedding post-processing methods.
Textual Mentions Matched Concept Comment
chromosomal (SO:0000340, chromosome) The mention “chromosomal”
is an adjective, but the POS
tag distribution of the con-
cept SO:0000340 being an ad-
jective is below the threshold.
enzymatic/enzymatically (SO:0001185, enzymatic) The mention “enzymatic” is
an adjective, but the POS
tag distribution of the con-
cept SO:0001185 being an ad-
jective is below the threshold.
fragment (s) (SO:0000731, fragmentary) Cosine similarity of the tex-
tual mention “fragment” and
the primary name of then con-
cept, which is “fragmentary”
is below the threshold.
QTLs (SO:0000771, QTL) Cosine similarity of the tex-
tual mention “QTLS” and the
primary name of the concept,
which is “QTL” is below the
threshold.
the two systems under test. These two vectors have different dimensions since each post-processing
method will remove some annotations. However, they need to be of equal size for the randomization
test. We introduced a null annotation that will replace annotations that have been removed by a
post-processing method so that the two input vectors will have the same dimension. When doing
the flipping as shown in the algorithm, null annotations are replaced by their original annotation.
Algorithm 1 computes p-value and our significance level for the entire test is 0.001. In the algorithm
R is the number of times the randomization is performed. In theory this number is close to infinity,
but for our experiments we did the randomization 1000 times.
3.7 Evaluation pipeline
We followed the same evaluation system as the baseline system (Funk et al., 2014). The
evaluation is a strict evaluation, which means that an automatically annotated concept is a true
positive (TP) if it has the exact start and end span match as the gold standard and it is mapped
36
to the correct identifier in the ontology otherwise it is a false positive (FP). A false negative (FN)
is defined if there is a concept in the gold standard annotation but it’s not correctly identified and
mapped to the right identifier in the ontology by the system. Precision, recall and F1 measure are
defined as follows:








F1 measure (F1) =
2 ∗ P ∗ R
P + R
(3.3)
Results are reported in micro average of precision, recall and F1 measure.
3.8 Results
We present our results in Table 3.4. In this table, statistically significant improvements are in
bold font. Best results are achieved using the word embedding based post-processing among all the
other methods when tested independently. Using this method, we obtained a statistically significant
improvement on precision for all the eight ontologies in CRAFT. However, this method is able to
achieve statistically significant improvement only for five ontologies (i.e. for GOBP, SO, CHEBI,
NCBITaxon and PR) on F1 measure. Both the POS tag based post-processing and concept specific
post-processing methods are able to improve precision and F1 measure for some of the ontologies.
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Table 3.4: Evaluation of post-processing methods against CRAFT.
Baseline System
TP FP FN P R F1 measure
CHEBI 4583 3687 3554 0.55 0.56 0.56
CL 4479 588 1281 0.88 0.78 0.83
GOBP 4909 5682 12004 0.46 0.29 0.36
GOCC 5515 451 2839 0.92 0.66 0.77
GOMF 337 139 3843 0.71 0.08 0.14
NCBITaxon 5858 4297 1924 0.58 0.75 0.65
PRO 8575 6897 7019 0.55 0.55 0.55
SO 12102 8498 9991 0.59 0.55 0.57
POS tag based post-processing
TP FP FN P R F1 measure
CHEBI 4560 2736 3577 0.63 0.56 0.59
CL 4457 570 1303 0.89 0.77 0.83
GOBP 4786 5069 12127 0.49 0.28 0.36
GOCC 5410 409 2944 0.93 0.65 0.76
GOMF 325 137 3855 0.70 0.08 0.14
NCBITaxon 5833 3984 1949 0.59 0.75 0.66
PR 8359 6849 7235 0.55 0.54 0.54
SO 12054 6076 10039 0.66 0.55 60
Word embedding based post-processing
TP FP FN P R F1 measure
CHEBI 4537 2656 3600 0.63 0.56 0.59
CL 4331 427 1429 0.91 0.75 0.82
GOBP 4777 3904 12136 0.55 0.28 0.37
Continued on next page
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Table 3.4 – continued from previous page
TP FP FN P R F1 measure
GOCC 5434 373 2920 0.94 0.65 0.77
GOMF 325 108 3855 0.75 0.08 0.14
NCBITaxon 5858 3691 1924 0.61 0.75 0.68
PRO 8556 5787 7038 0.60 0.55 0.57
SO 11660 6225 10433 0.65 0.53 0.58
Concept specific post-processing
TP FP FN P R F1 measure
CHEBI 4566 3090 3571 0.60 0.56 0.59
CL 4479 426 1281 0.91 0.78 0.84
GOBP 4354 2836 12559 0.60 0.26 0.36
GOCC 5515 451 2839 0.92 0.66 0.77
GOMF 337 139 3843 0.71 0.08 0.14
NCBITaxon 5840 4183 1942 0.58 0.75 0.65
PRO 8572 6409 7022 0.57 0.55 0.56
SO 12031 6308 10062 0.66 0.54 0.60
Hybrid of the above three methods
TP FP FN P R F1 measure
CHEBI 4540 2034 3597 0.69 0.56 0.62
CL 4468 408 1292 0.92 0.78 0.84
GOBP 4675 2727 12238 0.63 0.28 0.38
GOCC 5313 338 3041 0.94 0.64 0.76
GOMF 325 108 3855 0.75 0.08 0.14
NCBITaxon 5832 3388 1950 0.63 0.75 0.69
PRO 8569 5300 7025 0.62 0.55 0.58
Continued on next page
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Table 3.4 – continued from previous page
TP FP FN P R F1 measure
SO 11845 3451 10248 0.77 0.54 0.63
Sentence-level Knowledge-based WSD
TP FP FN P R F1 measure
CHEBI 2616 3047 5521 0.46 0.32 0.38
CL 4116 556 1644 0.88 0.71 0.79
GOBP 2474 2329 14439 0.52 0.15 0.23
GOCC 4526 237 3828 0.95 0.54 0.69
GOMF 155 42 4025 0.79 0.04 0.07
NCBITaxon - - - - - -
PRO 6458 3898 9136 0.62 0.41 0.50
SO 7226 3548 14867 0.67 0.33 0.44
Paragraph-level Knowledge-based WSD
TP FP FN P R F1 measure
CHEBI 3732 3504 4405 0.52 0.46 0.49
CL 4375 566 1385 0.89 0.76 0.82
GOBP 4159 4563 12754 0.48 0.25 0.32
GOCC 5305 387 3049 0.93 0.64 0.76
GOMF 280 102 3900 0.73 0.07 0.12
NCBITaxon - - - - - -
PRO 7557 5516 8037 0.58 0.48 0.53
SO 10212 6573 11881 0.61 0.46 0.53
Section-level Knowledge-based WSD
TP FP FN P R F1 measure
CHEBI 3547 3569 4590 0.50 0.44 0.47
Continued on next page
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Table 3.4 – continued from previous page
TP FP FN P R F1 measure
CL 4448 587 1312 0.88 0.77 0.82
GOBP 4672 5362 12241 0.47 0.28 0.35
GOCC 5420 443 2934 0.92 0.65 0.76
GOMF 329 124 3851 0.73 0.08 0.14
NCBITaxon - - - - - -
PRO 8434 6487 7160 0.57 0.54 0.55
SO 11427 7422 10666 0.61 0.52 0.56
The results of the knowledge-based WSD are generally poor compared to the other methods.
Precision is observed to be better on a sentence-level textual content than the paragraph and
section–level scopes; however, there is a big trade-off with recall. We did not show performance of
this system for NCBITaxon because the concepts do not have definitions.
All the methods have their own strength and weakness. A hybrid of these methods might
provide strong results. This is reflected by the performance of the hybrid system that uses all the
three methods except knowledge-based WSD. We did not integrate the knowledge-based WSD as
part of our hybrid system since it affects recall too much. The hybrid system achieved not only
statistically significant improvement for all the ontologies on precision, but also equal or higher
performance on F1 measure than any of the methods individually.
In this chapter we have demonstrated how part of speech tag information and word embeddings
can be used to improve performance of a dictionary-lookup concept recognition system through
ambiguity analysis. We have further shown that concept specific post-processing methods are
effective in removing false positives of the baseline system. We showed that hybrid of part of
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speech tag information, word embeddings and concept specific post-processing methods achieved a
strong improvement in precision and F1 measure.
In Table 3.6, we present examples of the most frequent false positives that are removed by the
POS tag based post-processing method. In this table we show the textual mention, the concept that
the textual mention is mapped to, counts on CRAFT that indicate how frequent the annotation is
and the source of the error. This is only for ontologies with significant improvement on precision
and F1 measure (i.e. for SO, CHEBI, NCBITaxon and GOBP) after post-processing. The sources
of errors for most of these false positives are lexical ambiguity and text processing. Examples of
lexical ambiguity include words such as single, double, base, promote and lead, being mapped to
biomedical terms using the baseline system regardless of their context. Such words are biomedical
concepts such as the word “base” as in chemical, but they could also be English words such as
“base” as in “base of something”. The POS tag based post-processing is able to remove such
false positives because most of the time they are nouns when they occur as a biomedical concept
whereas they could have other forms such as an adjective or adverb when they occur as regular
English words. The POS tag based post-processing is able to remove false positives that arise
due to text processing as well. For example, Porter Stemmer (Porter, 1997), which is a well known
stemmer, stems the word “transcriptional” to “transcript”. And, this is ambiguous with the concept
(SO:0000673, transcript). But, “transcriptional” is an adjective whereas (SO:0000673, transcript)
is a noun and hence our POS tag based post-processing is able to resolve such false positives.
Similarly, we present examples of the most frequent false positives that are removed by word
embedding post-processing method in Table 3.7. Most of such false positives are errors that are
induced by stemming. For example, the textual mentions “terminal”, “terminals”, “termination”
and “terminally” are mapped to the concept (SO:0000141,terminator) because the stemmer used
in the base line system stems the textual mentions and the primary name of the concept to “ter-
min”. The word embedding post-processing is able to remove such false positives because the word
embedding similarity between the textual mentions and the primary name of the concept is below
the threshold, which is 0.5 for SO. The optimal threshold value that maximizes F1 measure varies
depending on the ontology. But, in general we found that higher threshold values improve precision
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but hurt recall. If one is interested in high precision system, then using high threshold value will
be useful.
Finally, we show examples of our findings using the concept specific post-processing method in
Table 3.8. This method unlike the first two, leverages the context of all the words surrounding the
textual mention because it computes similarity of the sentence that contains the textual mention
against the primary name of candidate concepts. This method is primarily able to resolve lexical
ambiguity such as the textual mention “base” being mapped to the concepts (SO:0001236, base)
and (CHEBI:22695, base).
3.9 Discussion
It is interesting to see what the individual methods can do and cannot do, and what they can
do jointly. There is an overlap of false positives that are removed by the methods. For examples
the POS tag based post-processing system is able to remove the textual mentions “terminal”,
“terminally”, and “terminated” being mapped to the concept (SO:0000141,terminator) because the
concept is noun and the textual mentions are adjective, verb or adverb. The word embedding based
post-processing is able to remove these mappings as well because the similarity of the individual
textual mentions against the primary name of the concept is small. However, the POS tag post-
processing is not able to catch mapping of the textual mentions “termination” to the same concept
because the textual mention and the primary name of the concept are both nouns. But, the
word embedding post-processing is able to remove the mapping of “termination” to the concept
(SO:0000141,terminator) for the same reason, which is low similarity between the textual mention
and the concept.
The POS post-processing is effective if there is a part of speech tag difference between the
textual word and the primary name of the concept. For multiword textual mentions and primary
names, we consider the part of speech tag of the headword. However, this method will not work
if there is no difference between the part of speech tags of the textual mention and the concept.
As for the word embedding, it is effective if the word or phrases of the textual mention and the
primary names of the concept are different. If there is no difference on the words, this method is
not going to work either. Similar to the word embedding method, the concept specific method also
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works better if there is a difference between the words of the textual mention and the candidate
concept. The difference between the word embedding and the concept specific post-processing is
that the former is based on a threshold of the word embedding similarities to decide whether an
annotation is a false positive or not; whereas, the latter decides an annotation as a true positive if
that annotation has the maximum word embedding similarity leaving the other annotations as a
false positive.
An example that the above methods will not work is the mapping of the textual mention
“nucleus” as in “. . . whether the role of BRCA2 is limited to transporting RAD51 to the nucleus.”
to the concepts (GO:0005634, nucleus), (CHEBI:33252, nucleus) because there is no difference in
POS tag and in word embedding for the textual mention and the primary name of the concepts.
For such cases, the knowledge-based method might work because it looks to the definition of the
concepts and tries to find mappings of tokens with the textual content(i.e. text that contains
the textual mentions, which includes comparison of sentence/paragraph or section of the textual
mention against definition of the concepts.
In our study, we characterize ambiguity in eight of the Open Biomedical Ontologies by grouping
them into three categories and finding their distribution. The three categories are —(1) lexical
ambiguity (2) errors on the ontologies. (3) text processing.
We define lexical ambiguity when a word or phrase has multiple interpretations in a sentence.
Understanding the context of the whole sentence is crucial in order to resolve such ambiguity. Poor
ontology naming and synonyms related issues contributes to many of the false positives in the
baseline system. Examples are given below:
• The use of the same primary name for different concepts across ontologies. Example, the
concepts (SO:0001236, base) and (CHEBI:22695, base) have the same primary name.
• The use of the same synonym for different concepts within the same ontology and across
ontologies. To give examples, “esg1” is a synonym of (PR:000016372, transducin-like en-
hancer protein 1), (PR:000006847, developmental pluripotency-associated protein 5A) and
(PR:000006668, developmental pluripotency-associated 5 protein). And, “man” is a synonym
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of (NCBITaxon:9606, Homo sapiens) and (PR:000007572, formin-like protein 2). “Fig” is a
synonym of (NCBITaxon:3493, Ficus) and (PR:000008147, golgi-associated PDZ and coiled-
coil motif-containing protein).
• The use of the same synonym for a child and parent of concepts. For example “peptide”
is a synonym of (PR:000018263, amino acid chain) and (PR:000018264, proteolytic cleavage
product), but these two concepts have an is-a relationships). Similarly, “polypeptide” is a
synonym of these two concepts.
• The use of a primary name of one concept as a synonym for another concept within the
same ontology and across ontologies. For example “hair cell” is a synonym of (CL:0000374,
trichogen cell) and (CL:0000299, trichoblast), but at the same time it is the primary name of
the concept (CL:0000855, hair cell). “Vector” is a synonym of (SO:0000440, vector replicon)
and it is a primary name for the concept (NCBITaxon:29278, vectors).
All the issues addressed above are observed in all the ontologies, but there is a slight difference
on their prevalence. Ambiguity induced by synonym is the majority cause of the false positives for
NCBITaxon. Stemming is predominant in SO and GOBP. And, Lexical ambiguity is the majority
cause of false positives for ChEBI.
Text processing is another factor that induces ambiguity. An example is stemming. For our
task, stemming could be between the textual mention and the primary name of a concept; or
between the textual mention and one of the synonyms of a concept. Hence, we further categorize
it into stemming of primary names and stemming of synonyms depending whether the ambiguity
is due to a stemming of a textual mention and a primary name of a concept; or due to stemming
of textual mention and one of the synonyms of a concept.
Previous studies made an effort to improve performance of concept recognition systems. Campos
et al. (2013) proposed a hybrid of dictionary matching and machine learning system. Groza and
Verspoor (2015) tried to tackle the task as an information retrieval task using case sensitivity and
information gain. Basaldella et al. (2017) attempted to improve both precision and recall through
a hybrid of dictionary-based system and machine learning classifier. In Table 3.5, we present
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comparison of our proposed system against theirs for concept recognition. All the systems are
evaluated against CRAFT using precision, recall and F1 measure but we show only F1 measure on
this table for comparison of the systems. The evaluations reported here are on strict evaluation.
Bold font means higher in this table.








CHEBI 0.33 0.58 0.51 0.62
CL 0.65 0.81 0.78 0.84
GOCC 0.72 0.68 0.78 0.76
GOMF/GOBP 0.40 0.27 0.40 0.35
NCBITaxon 0.88 0.58 - 0.69
PR 0.55 0.79 0.47 0.58
SO - 0.54 0.52 0.63
Our system outperformed for three ontolgoies as shown in the Table above, which are CL,
SO, and CHEBI. Campos et al. (2013) outperformed the other three systems for the ontologies
NCBITaxon and combination of GOMF and GOBP. Basaldella et al. (2017) performed best for
PR. Groza and Verspoor (2015) outperforms for GOCC. One difference to note here is that our
methods are evaluated on all articles in CRAFT whereas Basaldella et al. (2017) is evaluated only
on 20 articles and they used the remaining for training. They have not done cross validation either.
Our results are better than the baseline system as shown in the results section. Also, our results
are competitive to other systems as shown in Table 3.5. We have achieved state-of-the-art results
by resolving ambiguities in the Open Biomedical Ontologies. This indicates that ambiguities in
the biomedical ontologies are prevalent and resolving these ambiguities is important to improve
performance of text mining tasks such as concept recognition. Our results are consistent with
previous studies that concluded resolving ambiguities is important to improve performance of wide
range of biomedical text mining tasks (Preiss and Stevenson, 2016; Plaza et al., 2011; Agirre et al.,
2008)
Boguslav et al. (2018) asserted that concept recognition systems that are optimized per ontology
are more precise than more general ones that are developed for multiple ontologies. While this
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argument is generally true, our work further indicates that more accurate systems can be achieved
by optimizing recognition systems per concept.
3.10 Conclusions
This chapter introduced methods to improve performance of biomedical concept recognition
through analysis of ambiguity. We found that our methods can be optimized per ontology as well
as per concept as in the concept specific post-processing. High precision systems can be achieved
by tuning the threshold used in the POS tag and word embedding based post processing. A hybrid
of the methods is proven to be the best in terms of performance.
3.11 Examples of false positives removed by each method
3.11.1 False positives removed by POS tag based post-processing method
Table 3.6: Examples of false positive annotations that are removed by POS tag based
post-processing method





(CHEBI:27889,lead(0)) 242 Lexical ambiguity
lead, leads, lead-
ing, led
(CHEBI:25016,lead) 242 Lexical ambiguity
based, base (CHEBI:22695,base) 213 Lexical ambiguity







(CHEBI:33731,clusters) 17 Lexical ambiguity
Continued on next page
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Table 3.6 – continued from previous page
Text Mentions Matched Concept # of FPs on
CRAFT
Source of error
pigmented (CHEBI:26130,pigment) 15 Stemming/lexical
ambiguity
retinal (CHEBI:26534,retinals) 5 Stemming
silver (CHEBI:30512, silver) 1 Lexical ambiguity
gold (CHEBI:29287, gold) 1 Lexical ambiguity
cellular (GO:0007349, cellularization) 121 Stemming
posterior (GO:0022001, negative regu-
lation of anterior neural cell





(GO:0007586, digestion) 76 Stemming
conjugated, con-
jugating
(GO:0000746, conjugation) 51 Stemming
retention, storage (GO:0051235, maintenance of
localization)
31 Stemming
keratin, keratins (GO:0031424, keratinization) 28 stemming
pigmented, pig-
ment
(GO:0043473, pigmentation) 24 Stemming
exogenous, exoge-
nously
(GO:0042638, exogen) 21 Stemming
fertile (GO:0009566, fertilization) 20 Stemming
local, locally (GO:0051179, localization) 18 stemming
Continued on next page
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Table 3.6 – continued from previous page






























hybrid (NCBITaxon:37965, hybrid) 11 Lexical ambiguity








Continued on next page
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Table 3.6 – continued from previous page






(SO:0000014,INR motif) 201 Stemming and
synonym
double, doubling (SO:0000985,double) 191 Lexical ambiguity
based, base (SO:0001236,base) 165 Lexical ambiguity
transcriptional (SO:0000673,transcript) 162 Stemming














3.11.2 False positives removed by word embedding based post-processing method
Table 3.7: Examples of false positive annotations that are removed by word embedding
based post-processing method





(CHEBI:27889,lead(0)) 246 lexical ambiguity
labeled, labeling (CHEBI:35209,label) 197 stemming of pri-
mary name
based (CHEBI:22695,base) 164 stemming of pri-
mary name
retinal (CHEBI:26534,retinals) 148 stemming of pri-
mary name
die, died, dies, dy-
ing
(CHEBI:37958,dye) 89 stemming of pri-
mary name
ethanol (CHEBI:23982,ethanols) 25 stemming of pri-
mary name
hydrogen (CHEBI:29235,hydrogen(.)) 18 stemming of pri-
mary name
salt (CHEBI:24866,salts) 16 stemming of pri-
mary name
calcium (CHEBI:29320,calcium(0)) 15 stemming of pri-
mary name




214 stemming of syn-
onyms
Continued on next page
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Table 3.7 – continued from previous page
Text Mentions Matched Concept # of FPs on
CRAFT
Source of error



















bearing (NCBITaxon:9632,Ursidae) 31 stemming of syn-
onmy





















Continued on next page
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Table 3.7 – continued from previous page
















B10 (PR:000003487,granzyme C) 28 -
ind (PR:000024075,tryptophanase) 26 -


















(SO:0000014,INR motif) 255 stemming of syn-
onyms
Continued on next page
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Table 3.7 – continued from previous page
Text Mentions Matched Concept # of FPs on
CRAFT
Source of error
based (SO:0001236,base) 164 stemming of pri-
mary name










(SO:0000165,enhancer) 104 stemming of pri-
mary name











(SO:0001031,reverse) 75 stemming of pri-
mary name
Table 3.7: Examples of false positive annotations that are removed by word embedding
based post-processing method
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3.11.3 False positives removed by concept specific based post-processing method
Table 3.8: Examples of false positive annotations that are removed by concept specific based
post-processing method





































DEEP NEURAL SEQUENCE MODELS FOR CONCEPT RECOGNITION4
4.1 Challenges of state-of-the-art concept recognition systems
State-of-the-art works in concept recognition are either dictionary lookup systems (Funk et al.,
2014) or a hybrid of dictionary lookup and machine learning systems (Campos et al., 2013;
Basaldella et al., 2017). Even though dictionary lookup systems have advantages such as requiring
no training data set, they have certain fundamental limitations. Examples include:
1. they do not learn from data
2. inference time is slow specially for large ontologies, and
3. most importantly they are prone to ambiguity and lexical variation.
Hybrid systems are more precise than dictionary lookups because typically they have a pipeline of
dictionary lookup followed by a machine learning classifier to filter out false positives. But, they
still have the same limitations as dictionary lookup systems in terms of recall.
Concept recognition is a difficult task for two main reasons:
1. From a language perspective, language is ambiguous and lexically variable. Language is
ambiguous meaning a word or phrase can have different meanings based on the context it is
used. For example, the word “nucleus” can refer to an atomic nucleus (ChEBI:33252), a cell
nucleus (GO:0005634), or an anatomical nucleus (UBERON:0000125). Language is variable
because multiple words or phrases can refer to the same thing. These are mostly due to
synonyms.
2. From a methodology perspective, unlike most other natural language processing tasks, pre-
vious approaches have been heavily dependent on dictionary lookups for concept recognition
because there are enormous numbers of classes in each ontology. For example, the NCBITaxon
ontology has more than 1.5 million concepts; the Gene Ontology has around 50 thousand con-
cepts. Classic machine learning algorithms, such as logistic regression, Naive Bayes or Support
Vector Machines, will struggle to identify this many classes, due to data sparsity.
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In this chapter, a novel two-stage concept recognition system is introduced that improves state-
of-the-art performance. The steps involved are (1) a span detection system to recognize biomedical
textual mentions followed by (2) a sequence-to-sequence model for normalizing (or mapping) terms
identified in the first step to their unique concept identifiers (IDs).
The system is designed to address ambiguity and lexical variation. The first step of the system
is good at resolving ambiguities that arise due to lexical ambiguity and text processing, because
it uses sentence level features to extract the span of biomedical terms. In Chapter III, the most
common errors are addressed that are related to lexical ambiguity in concept recognition are of two
classes: (1) English words getting confused with biomedical terms (2) confusion among ontologies
and synonyms. Examples of these types are words in bold in Tables 4.1 and 4.2 respectively.
Table 4.1: Ambiguity due to English words that are ontological terms
“Glaucoma is a leading cause of blindness but its molecular etiology is poorly understood.”
“The measurement times within a single year were separated by a few months.”
“Critical point dried lens halves were secured on aluminum stubs with double sided tape.”
A typical dictionary lookup concept recognition system will annotate the bold words in Table 4.1
as biomedical terms because dictionary lookup, which is a string-matching algorithm, will find
matches between the words in bold in the table and biomedical terms. Such annotations are false
positives; however, our system is not recognizing any of these because the span recognition step
uses sentence level lexical features, which are able to recognize more accurate textual mentions
compared to string matching.
Table 4.2: Ambiguity due to overlapping of ontology terms
PMID - 11532192 “The insertion allele also had a previously reported substitution (A to
G, Thr164Ala) in exon 1 and several other single base changes in the promoter region.”
“Bases are substances that, in aqueous solution, release hydroxide ions. (base as in
chemical) ”
“The nucleus of an atom contains protons and neutrons. (nucleus as in a chemical)”
“The nucleus of a cell contains genetic materials. (nucleus as in a cellular component)”
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In Table 4.2, examples of biomedical terms that have multiple ontological meaning are shown.
For example, “base” can be a chemical or sequence ontology depending on the context. “nucleus”
can be a chemical or a gene ontology term depending on the context too. Our system is able to
correctly recognize and map these terms because the models are trained per ontology. Again, a
dictionary lookup system will fail to correctly annotate such textual mentions.
Similar to ambiguity, lexical variation of biomedical terms has considerable impact in the per-
formance of concept recognition. This is a condition where multiple terms can mean the same thing.
Examples are abbreviations such as RBC and erythrocytes to mean red blood cells. Sentence level
syntactic features are used that capture context in order to recognize such terms in text; however,
mapping them is a big challenge. To address this challenge, sequence-to-sequence models is used to
do the mapping. The models are trained explicitly on many instances that include lexical variable
instances per ontology. Assuming we have enough training set, the models will perform mapping
lexically variable biomedical terms.
From methodology perspective, the task is split into two steps for simplicity. The span detection
step is similar to named entity recognition (NER) tasks. Classic machine learning algorithms such
as Conditional Random Fields (CRFs) are effective for NER (Nadeau and Sekine, 2007). The
second step is approached as a sequence-to-sequence mapping task as in a machine translation
task (Sutskever et al., 2014). In a machine translation task, the input sequences are sentences in
one language and the output sequences are sentences in another language. In our case, the input is
biomedical terms, and we are interested to map them to their unique IDs, which is the output. The
advantage of sequence models is that neighborhood information can be helpful while predicting
current state. In addition to that our sequence-to-sequence architecture, as shown in Figure 6,
predicts the individual digits of the output as opposed to the entire output. This allows us to
reduce the number of possible outputs to as few as the number of unique characters in the digits.
The architecture consumes one character at a time instead of the whole word. The architecture is
designed in this way to handle out of vocabulary words because a word might be unknown but its
characters will not; and minimize the data sparsity issue.
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4.2 Related work
Recent studies have shown that neural sequence models such as Recurrent Neural Networks
(RNNs) and their variant Long Short-Term Memory (LSTM) have improved state-of-the-art perfor-
mance in various natural language processing tasks (Goldberg and Hirst, 2017). Few examples are
machine translation (Sutskever et al., 2014), email auto-response (Kannan et al., 2016), morpholog-
ical inflection (Faruqui et al., 2015; Cotterell et al., 2016; Kann and Schütze, 2016), sentence com-
pression (Filippova and Altun, 2013), part-of-speech tagging and named entity recognition (Gillick
et al., 2016), and syntactic parsing (Vinyals et al., 2015).
4.2.1 Neural Sequence-to-sequence models
One of the characteristics of human language is that it is sequential. The order of words in a
sentence matters in order to understand the context. Sequence-to-sequence models leverage order
of words in a sentence for modeling. An example is neural machine translation discussed blow.
4.2.1.1 Machine translation using neural sequence models
The goal of neural machine translation is to translate text in one language to another, for
example sentences in English to French. Usually, it is modeled using encoder-decoder architecture.
The encoder processes a source sentence and the decoder consumes what the encoder outputs and
tries to predict the target sentence. RNN or LSTM architectures are mostly used for both the
encoder and decoder since they have the power to leverage the sequential nature of the words in a
sentence. We adopt this approach to concept normalization. The data set for machine translation
requires source and target sentences for the corresponding languages, which is called parallel corpus.
Similarly, we treat the textual mentions of concepts as the source text, and their concept IDs as
the target text. And, the goal will be to map textual mentions to their IDs.
4.2.1.2 Date normalization using neural sequence models
Another related task that is effectively performed using neural sequence models is date normal-
ization. The goal here is to map human readable date formats such as April 24th, 1983 to machine
readable format, which will be 1983-04-24 for this particular example. There are different ways of
writing dates, and those differences contribute to the difficulty of the task.
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4.2.1.3 Neural sequence models with attention mechanism for concept normalization
We introduce one of the complex neural sequence-to-sequence models that is widely applied
in the machine translation world to normalize biomedical concepts. The architecture is shown
in Figure 4.6. We develop a sequence-to-sequence model with LSTM that has the encoder and
decoder architecture. The individual cells of the encoder and decoder are LSTM cells instead
of RNNs because RNNs have a fundamental limitations for long range dependencies. For long
sentences the gradients gets smaller and smaller, and hence long dependencies are not handled.
However, LSTMs have specialized update, forget and store gates that allow them to avoid such
issues.
The encoder is a bidirectional LSTM that takes as input one-hot-code encoding representation
of the characters of biomedical textual mentions. The bi-directionality is important because infor-
mation flowing in both directions (i.e from left to right, and right to left) will be used to process the
input sequence. The decoder is a unidirectional LSTM model that takes the output of the encoder.
We have an attention model between the encoder and decoder models. The attention model gives
different weights to the output of the encoder that address how much attention should the decoder
give to the outputs of the encoder. The decoder predicts most likely concept IDs of biomedical
mentions.
4.3 Materials
We used the Colorado Richly Annotated Full-Text articles (CRAFT) corpus (Bada et al., 2012)
to train and test our models. The corpus is a collection of 67 full-text articles about the mouse
genome that has both syntactic and semantic annotations. The syntactic annotations that are
relevant to our work are sentence segmentation, tokenization, and part-of-speech tagging. These
are used to extract features to train a CRF model to recognize textual mentions. The semantic
annotations are annotation of concepts represented in ten Open Biomedical Ontologies, which are:
1. Chemical Entities of Biological Interest (ChEBI): chemical entities, subatomic particles, and
chemical roles
2. Cell Ontology (CL): cells
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3. Gene Ontology Biological Process (GO BP): biological processes
4. Gene Ontology Cellular Component (GO CC): cellular and extracellular components and
regions
5. Gene Ontology Molecular Function (GO MF): molecular functionalities possessed by genes
or gene products
6. Molecular Process Ontology (MOP): chemical/molecular reactions and other processes
7. NCBI Taxonomy (NCBITaxon): biological taxa and taxon levels
8. Protein Ontology (PR): proteins, which are also used to annotate corresponding genes and
transcripts
9. Sequence Ontology (SO): biomacromolecular entities, sequence features and attributes
10. Uberon (UBERON): anatomical entities and multicellular organisms defined in terms of de-
velopmental and sexual characteristics.
The corpus has three releases. We have used versions 1 and 3 (CRAFT v.1 and CRAFT v.3
hereafter) since those are the versions that have improvements in the semantic annotation. In
CRAFT v.3, in addition to updating to contemporary ontology releases, the UBERON and
MOP ontologies are annotated.
CRAFT v.3 has two types of annotations relevant to our work—annotation with proper OBO
classes, and proper OBO classes plus addition of extension classes. The extension classes are
logically defined in terms of existing classes. They can be seen as composition of existing two
or more classes. The details can be found at https://github.com/UCDenver-ccp/CRAFT/tree/
master/ontology-concepts.
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Figure 4.1: Blackbox view of end-to-end two-stage concept recognition system
4.4 Methods
4.4.1 A novel two-stage concept recognition system
We propose a two-stage concept recognition system—(1) span detection, which is basically a
named entity recognition problem, using CRFs followed by (2) normalization using sequence-to-
sequence LSTM model. The system architecture is depicted in Figure 4.1.
4.4.1.1 Span detection
The goal of this subtask is to detect biomedical textual mentions in text. We approach the
problem as sequence tagging task. We use the BIO (Beginning, Inside and Outside) format to label
tokens in a sentence. The task is similar to traditional sentence segmentation tasks such as named
entity recognition. We select CRFs for learning because they are popular for such tasks. Since we
have ten ontologies in our corpus, we develop one model per ontology.
We used NERsuite (Cho et al.), which is an off-the-shelf implementation of CRF that is publicly
available and previously used in multiple biomedical text mining tools, for example as in Kaewphan
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et al. (2016). Feature engineering is the backbone of most successful supervised machine learning
approaches. We use the following features, which are commonly seen in many natural language
processing tasks:
1. Words themselves
2. Part of speech tag
3. Shallow parsing
The features are applied for a window of three tokens before and after a target word. The details
of the feature extraction steps are described in Okazaki (2007).
In the corpus, there are plenty of nested annotations (or overlapping annotations). For such
cases, we take the largest span annotations. For example, the phrase “Pachytene Checkpoint 2” in
the following sentence has a nested annotation because “Pachytene” and “Pachytene Checkpoint”
are biological processes. So we take only the longest span, which is “Pachytene Checkpoint 2” as a
textual mention.
Table 4.3: Examples of nested annotations in the CRAFT corpus
PMID- 17696610: “Mouse Pachytene Checkpoint 2 (Trip13) Is Required for Complet-
ing Meiotic Recombination but Not Synapsis.”
Apart from nested and overlapping annotations, the corpus contains discontinuous annotations
as well. For such cases we consider the whole span as part of the annotations. Another issue that
we noticed is annotation of part of a token or morphological annotation. An example is the token
“TauEWS” being annotated as “Tau” and “EWS” separately.
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4.4.1.2 Concept normalization
The goal of this subtask is to assign concept identifiers (IDs) from ontologies to biomedical
terms or concepts. The subtask is formulated as a sequence-to-sequence mapping as in a machine
translation task. The input is textual mentions, which are biomedical terms. And the output that
we want to predict are the concept IDs. These IDs are unique strings. This subtask is difficult
because there are lexical variations in the names of biomedical terms that arise due to synonyms
and abbreviations.
In Figure 4.2, we plot counts of concepts in CRAFT v.1. The x-axis is concepts, and the y-axis
is counts of different names for each concept in CRAFT. In this figure, the plots have a Zipfian
Figure 4.2: Variations of textual mentions in CRAFT v.1 per concept
distribution for all ontologies indicating that the counts of textual mentions is inversely proportional
to their ranks. Some concepts have more textual mentions than others. For example, the concept
(GO:0032502, Developmental Process) has 49 different textual mentions in CRAFT that includes
developmental mechanism, developmental mechanisms, developmental pathway, formation process,
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etc. Since the plots have long tails, there will be many concepts that have smaller number of
textual mentions. This can be as small as one, which is unique in this case and it does not require
normalization.
In Figures 4.3 and 4.4, we show similar plot for CRAFT v.3 proper OBO classes and proper OBO
classes with extension classes respectively. Similar to CRAFT v.1, which is shown in Figure 4.2,
these plots also indicate that there is lexical variation on the textual mentions on the corpus.
Figure 4.3: Plot of the variations of textual mentions in CRAFT v.3 proper OBO classes per
concept
There are multiple factors that affect performance of textual mention mapping and lexical
variation is one of them. The more lexical variations we have on our corpus, the more difficult the
task will be. For example, in Figures 4.2, GOBP has more lexical variations than NCBITaxon,
which suggests that the model will perform less for GOBP compared to NCBITaxon.
We approach this task as a sequence-to-sequence mapping as in a typical machine translation
task. The input is textual mentions, which are biomedical terms. And the outputs that we are
predicting are concept IDs. These IDs are unique strings. So in our sequence-to-sequence model,
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Figure 4.4: Variations of textual mentions in CRAFT v.3 proper OBO classes with extension
classes per concept
there will be a one-to-one mappings for concepts that have only one textual mention and a many-
to-one mappings for concepts have multiple textual mentions. The variation in textual mentions
will make this task difficult. If there were no variation, a hash table lookup would solve this task.
However, variation is a human language phenomena and it is inevitable.
Most textual mentions are single word or if not very short phrases. Abbreviations that are as
short as one or two characters are common. For such short length of text, character representation
is more effective than other forms of representations such as word-level representations. Unknown
words or out-of-vocabulary terms are a big issue for many NLP tasks that rely on word level
representations including textual mention recognition. This is not an issue for character level
representations as the model learns sub-word patterns, which covers potentially many unseen terms
whose fragments (character n-grams) have been seen during training (Bojanowski et al., 2017).
The textual mention mapping task is modeled using a character-based sequence-to-sequence
model that has an encoder to process the textual mentions and a decoder to predict the individual
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digits of the concept IDs. The characters are represented using one-hot-code encoding. The system
predicts the individual concept IDs as opposed to the whole ID because if we predict the whole
ID then it will be a multiclass classification task. The number of classes in ontologies can range
from few thousands to hundreds of thousands. For example, there are around 800,000 classes in
the NCBITaxon. Multiclass classification for this big number of classes will not be feasible due to
data sparsity.
However, predicting the individual concept IDs posed as predicting the next character in a
sequence from the vocabulary of characters that make up the concept IDs (usually below 20 in our
corpus) is a much tractable problem. Apart from having fewer number of classes, predicting the
individual characters will make the task a sequence prediction task, which means that knowledge
of the surrounding digits will be helpful while predicting the individual digits.
The model architecture, as depicted in Figure 4.5, is character-based, which means that both
the encoder and the decoder processes one character at a time.
Figure 4.5: Character-based encoder-decoder model for concept normalization
The detail of the sequence-to-sequence LSTM model is shown in Figure 4.5. It has four main
components—an encoder, a decoder, attention mechanism and a softmax layer, which are in green,
orange, blue and grey respectively.
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The inputs to the model, which are textual mentions that we want to normalize, are represented
using character-based one-hot-code encoding. The encoder process one character at a time for the
sequence of characters in a given textual mention. It runs for T x time series. The variable T x in
the diagram is the size of the encoder, which is the maximum length of textual mentions in our
training set. Any textual mention that has a length less than T x is padded with a special character.
Since the model predicts each digit of concept IDs sequentially, it runs for T y time series, which
is the maximum number of digits in the concept ID. Most of the ontologies in CRAFT have ten
digits except ChEBI, PR, and NCBITaxon that have 11, 12 and 17 respectively. Any concept ID
that has shorter length than T y is appended with a special character.
At each time series, the decoder has two inputs— (1) activation weights of the previous cell
and (2) attention weights of the current cell, and computes chances of having one of the digits of
the concept IDs.
The attention mechanism is a weighted sum of the activation weights of the encoder. We refer
to this as context as shown in Equation 4.1. In this equation, a<t
′> is the activation weights of
the encoder, and α<t,t
′> are weights learned. We refer the reader to the original authors for details
how the weights are computed (Bahdanau et al., 2016).






Since the encoder is a bidirectional LSTM it has two activation weights for each time series
that are computed using the forward and backward directions. We concatenate the forward and
backward activation weights for each time series that are labeled as a(1), a(2), a(3) . . . aT
x
in the
figure. Finally, we have a softmax layer that produces most likely digits for each time series. We
have one softmax for each time series, which will be a size of T y.
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Figure 4.6: sequence-to-sequence LSTM model with attention mechanism
4.5 Results
4.5.1 Span detection
In Tables 4.4, 4.5 and 4.6 we present our results for the first subtask, which is recognizing
biomedical concepts in text, against CRAFT v.1 and v.3. There are eight ontologies on CRAFT
v.1 and ten ontologies on CRAFT v.3. The models are trained and tested per ontology. We report
an average of 10-fold cross validation in terms of precision, recall and F1 score. We have four types
of evaluation—exact match, overlap, right match and left match. An exact match is if a span is
correctly recognized by the system. The other three matches are partial match (or inexact match)
of a gold span. A left match is if a span is correctly recognized on the left side but not on the right
side. A right match is if a span is correctly identified on its right side but not on the left. And an
overlap is if the predicted span is within a larger gold span or if it’s nested within a gold span.
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4.5.2 Concept normalization
In table 4.7, we present micro average F1 measure of the sequence-to-sequence model for map-
ping gold textual mentions per ontology in CRAFT V.1 and V.3. The gold textual mentions is
split into 80% training and 20% test set per ontology for all the dataset.
Table 4.4: Evaluations of span against CRAFT v.1 in an average of 10-fold cross validation
Exact match Overlap Left match Right match
P R F1 score P R F1 score P R F1 score P R F1 score
ChEBI 0.90 0.74 0.81 0.94 0.77 0.84 0.92 0.75 0.83 0.93 0.76 0.84
CL 0.90 0.86 0.88 0.99 0.95 0.97 0.91 0.87 0.89 0.98 0.94 0.96
GO BP 0.82 0.74 0.78 0.94 0.85 0.89 0.88 0.79 0.83 0.88 0.80 0.84
GO CC 0.92 0.81 0.86 0.97 0.86 0.91 0.94 0.83 0.88 0.95 0.83 0.89
GO MF 0.76 0.53 0.62 0.96 0.69 0.80 0.79 0.55 0.65 0.94 0.67 0.78
NCBITaxon 0.99 0.94 0.96 1.0 0.94 0.97 0.99 0.94 0.97 1.0 0.96 0.97
PR 0.88 0.64 0.74 0.90 0.66 0.77 0.89 0.65 0.75 0.89 0.65 0.75
SO 0.91 0.86 0.89 0.96 0.90 0.93 0.94 0.88 0.91 0.95 0.89 0.92
Table 4.5: Evaluations of span detection against CRAFT v.3 proper OBO classes in an average
of 10-fold cross validation
Exact match Overlap Left match Right match
P R F1 score P R F1 score P R F1 score P R F1 score
ChEBI 0.91 0.66 0.76 0.94 0.68 0.79 0.93 0.66 0.77 0.93 0.67 0.78
CL 0.87 0.73 0.78 0.96 0.81 0.87 0.88 0.74 0.81 0.95 0.80 0.87
GO BP 0.89 0.70 0.79 0.96 0.76 0.84 0.92 0.72 0.81 0.94 0.74 0.83
GO CC 0.87 0.66 0.75 0.93 0.70 0.80 0.89 0.67 0.77 0.92 0.69 0.79
GO MF 1.0 0.94 0.97 1.0 0.94 0.97 1.0 0.94 0.97 1.0 0.94 0.97
MOP 0.95 0.56 0.71 0.96 0.57 0.71 0.95 0.56 0.71 0.96 0.57 0.71
NCBITaxon 0.99 0.94 0.97 1.0 0.94 0.97 1.0 0.94 0.97 1.0 0.94 0.97
PR 0.90 0.64 0.75 0.92 0.66 0.77 0.91 0.65 0.76 0.91 0.65 0.76
SO 0.97 0.88 0.92 0.98 0.90 0.94 0.96 0.89 0.93 0.97 0.90 0.93
UBERON 0.85 0.68 0.76 0.94 0.76 0.84 0.90 0.72 0.80 0.90 0.72 0.80
There is a big performance drop for most of the ontologies in CRAFT v.3 proper OBO classes
plus extension classes when compared with CRAFT v.3 proper OBO classes. Part of the reason is
that most of the extension classes have long string IDs.
For example, “SO EXT sequence altered entity or alteration process”,
“SO EXT sequence retrotransposition entity or process” are among the longest string IDs in the
SO ontology. Long IDs are difficult for the sequence-to-sequence models so we assigned short IDs
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Table 4.6: Evaluations of textual mention recognition against CRAFT v.3 proper OBO classes
plus extension classes in an average of 10-fold cross validation using CRF
Exact match Overlap Left match Right match
P R F1 score P R F1 score P R F1 score P R F1 score
ChEBI 0.94 0.81 0.89 0.97 0.83 0.89 0.95 0.82 0.88 0.96 0.82 0.89
CL 0.88 0.82 0.85 0.98 0.92 0.95 0.88 0.83 0.85 0.98 0.92 0.95
GO BP 0.91 0.80 0.85 0.96 0.85 0.90 0.93 0.81 0.86 0.94 0.83 0.88
GO CC 0.93 0.81 0.86 0.97 0.85 0.91 0.94 0.82 0.88 0.96 0.84 0.90
GO MF 0.86 0.68 0.76 0.97 0.76 0.85 0.86 0.68 0.76 0.97 0.75 0.85
MOP 0.96 0.69 0.80 0.97 0.70 0.81 0.96 0.69 0.80 0.97 0.70 0.81
NCBITaxon 0.99 0.94 0.97 0.99 0.94 0.97 1.0 0.94 0.97 1.0 0.94 0.97
PR 0.91 0.68 0.78 0.94 0.70 0.80 0.92 0.69 0.79 0.92 0.69 0.79
SO 0.96 0.92 0.94 0.98 0.94 0.96 0.97 0.93 0.95 0.97 0.93 0.95
UBERON 0.87 0.73 0.80 0.95 0.80 0.87 0.91 0.77 0.83 0.92 0.77 0.83
Table 4.7: performance of sequence-to-sequence model on gold textual span normalization
CRAFT v.1 CRAFT v.3 proper OBO
classes
CRAFT v.3 proper OBO
classes plus extensions
ChEBI 0.78 0.85 0.50
CL 0.98 0.92 0.89
GO BP 0.82 0.90 0.38
GO CC 0.97 0.92 0.82
GO MF 0.75 0.97 0.71
MOP - 0.92 0.90
NCBITaxon 0.97 0.98 0.97
PR 0.77 0.50 0.60
SO 0.94 0.98 0.79
UBERON - 0.88 0.56
for the extension classes. The short IDs are sequential integers. Below are our results after replacing
string IDs of the extension classes with a short ID.
4.5.3 Concept recognition
We show comparison of our end-to-end system, which we call a concept recognition task, against
four existing systems in Table 4.9. For our models, evaluations are performed on a holdout test set
from the CRAFT v.1 corpus. The holdout test set articles were seven randomly selected articles
from the corpus. The proposed end-to-end system outperforms four existing state-of-the-art concept
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Table 4.8: performance of sequence-to-sequence model for mapping gold textual mentions of the
CRAFT v.3 proper OBO classes plus extension classes before and after replacing long IDs with
short IDs
Extension classes with long
string IDs
After replacing long string IDs
with short sequential number
ChEBI 0.50 0.92
CL 0.89 0.92
GO BP 0.38 0.83
GO CC 0.82 0.97






normalization systems for most of the ontologies [1,3-5]. Our evaluation metric is exact match that
means span is exactly detected and assigned correct ID.
Table 4.9: Comparison of end-to-end results in F1 score on CRAFT v.1. Higher results are in
bold font
Campos et al. (2013) Funk et al. (2014) Groza et al. (2015) Basaldella et al. (2017) Our best model
ChEBI 0.33 0.56 0.51 0.58 0.71
CL 0.64 0.83 0.78 0.81 0.89
GO BP/GO MF 0.35 0.33 0.40 0.27 0.64
GO CC 0.70 0.77 0.78 0.68 0.87
NCBITaxon 0.88 0.65 - 0.58 0.95
PR 0.42 0.55 0.47 0.79 0.54
SO - 0.57 0.52 0.54 0.81
In Tables 4.10, we present our experimental results of the end-to-end system on CRAFT v.3.
Performance for the proper OBO classes with extension is low, because the extension classes have
long string IDs that will make difficult for the system to learn. Replacement of these long IDs with
short sequential IDs causes a huge performance improvement for almost all the ontologies except
for MOP.
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Table 4.10: End-to-end results against CRAFT v.3
CRAFT v.3 proper OBO
classes
CRAFT v.3 proper OBO
classes plus extensions
After replacing extension IDs
with short sequential numbers
P R F1 score P R F1 score P R F1 score
ChEBI 0.88 0.49 0.63 0.38 0.27 0.31 0.85 0.59 0.70
CL 0.82 0.70 0.75 0.82 0.74 0.78 0.85 0.77 0.81
GO BP 0.83 0.68 0.75 0.31 0.28 0.29 0.71 0.64 0.67
GO CC 0.86 0.65 0.74 0.89 0.80 0.84 0.93 0.84 0.88
MOP 0.93 0.48 0.64 0.95 0.61 0.75 0.95 0.61 0.75
NCBITaxon 0.99 0.92 0.95 0.99 0.92 0.96 0.99 0.92 0.96
SO 0.92 0.87 0.90 0.66 0.62 0.64 0.83 0.77 0.80
UBERON 0.80 0.74 0.77 0.32 0.30 0.31 0.74 0.70 0.72
4.6 Discussion and error analysis
4.6.1 Concept normalization
4.6.1.1 Demonstrating concept normalization models generalization through
learning curves
Generalizability is a main concern in machine learning systems. We plot the training and
validation learning curves over a number of training iterations to see if there is overfitting or not.
The training and validation is a random split of 80% to 20% split of the total dataset. Since the
models predict digits of concept IDs, we show the performance for the last four digits of concept
IDs per ontology in Figures 4.8 through 4.15. The accuracy is close to 100% for the remaining
digits because there is not much variation in the first 5 to 6 digits. For example, most digits in the
Gene Ontology start with GO:00, therefore the accuracy for these digits is 100% and there is no
need to show learning curve for these digits. We conclude that our models do not overfit because
there is no big gap between the training and validation accuracy. This indicates that our models
will generalize well in a new test set.
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4.6.1.2 Factors that affect model performance
We further analyzed performance of the proposed architecture according to the following di-
mensions:
1. Length of input
2. Length of output
3. Output representation
The first two factors address how the performance of the model will vary for short and long
sequences. The length of the textual mentions can range from as small as one character to 100
characters. The output, which is length of the concept IDs, is usually consistent for most ontologies
except for the extension classes. For the extension classes the length of concept IDs might be as
long as 100 characters. We found that the proposed architecture performs relatively better for an
intermediate length of textual mentions, as shown in blue plot in Figure 4.7.
In this plot the x-axis length of textual mention in words. And, the y-axis is in green for
accuracy and blue for percentage of distinct concept counts. The pikes for both plots are higher for
the intermediate length of textual mentions. From these two plots, we infer that the system performs
better for the most frequent concepts. This finding is consistent for all ontologies. However, we
did not find any correlation between the length of concept IDs in the OBO proper classes and
performance of the system.
In addition to the length of the input string and the output concept IDs, their representation
also matters. In this work, the input is represented as a one-hot-code encoding, but we anticipate
other condensed representations such as character embedding and word embedding will produce
better performance. We have mentioned these issues in Chapter VI.
As for the output representation, we investigate multiple experiments that demonstrate the
output representation also matters. The first one is to create shorter representations for concept
IDs in the extension classes that results in higher performance. The second one is substituting
random concept IDs that results minor performance drop for some ontologies. Details is explained
in Chapter VI.
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4.6.2 End-to-end system analysis
Cohen and Demner-Fushman argued that lexical ambiguity and lexical variation are the primary
cause for the difficulty of concept normalization as a task. The essence of our proposed end-to-
end system for concept recognition is its ability to handle these two language phenomena. In
chapter III, we argued that lexical ambiguity and text processing are the main source of errors for
concept normalization. In this chapter, we show how the system is able to handle such errors.
As described in the methods section, the system has two steps i.e. textual mention recognition
and concept mapping. The first step is good at handling errors that arise due to lexical ambiguity
and text processing because it uses sentence level features to extract the spans of biomedical
terms. As discussed in Chapter III, the most common errors that are related to lexical ambiguity
in concept recognition are of three classes— (1) English words getting confused with biomedical
terms (2) confusion among ontologies and (3) confusion due to synonyms. Examples of these types
are words in bold in Tables 4.11, 4.12 and 4.13 respectively. A typical dictionary lookup concept
Table 4.11: Ambiguity due to English words that are ontological terms.
“Lead the way, Romeo,” she said dryly.
A single image can end a war.
He reached a set of double doors.
In its earlier history the region was agricultural.
The only sound was the rush of water at the base of the canyon.
normalization system will annotate these words in Table 4.11 as a biomedical terms because it
is a string-matching algorithm. Such annotations are false positives. However, Our system is not
annotating any of these because the span recognition step uses sentence level lexical features, which
are able to recognize more accurate textual mentions than string matching. In Table 4.12, examples
of biomedical terms that have multiple ontological meaning are shown. “base” can be a chemical
or sequence ontology depending on the context. “nucleus” can be a chemical or a gene ontology
term depending on the context too. Our system is able to correctly recognize and map these terms.
Again, a dictionary lookup system will fail to correctly annotate such textual mentions.
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Table 4.12: Ambiguity due to overlapping of ontology terms.
PMID- 11532192 “The insertion allele also had a previously
reported substitution (A to G, Thr164Ala) in exon 1 and
several other single base changes in the promoter region.”
Bases are substances that, in aqueous solution, release hy-
droxide ions. (base as in chemical) The nucleus of an atom
contains protons and neutrons. (nucleus as in a chemical)
The nucleus of a cell contains genetic materials. (nucleus
as in a cellular component)
Table 4.13: Ambiguity due to synonyms.
In Fig 4, we show the system architecture.
Similar to ambiguity, lexical variability of biomedical terms has huge impact in performance of
concept recognition. This is a condition where multiple terms can mean the same thing. Examples
are abbreviations such as RBC and erythrocytes to mean red blood cells as shown in Table 4.14.
Recognizing such terms is not difficult since we have sentence level syntactic features that captures
context, but what is difficult is mapping them. Our sequence-to-sequence model that does the
mapping is trained explicitly on many instances that include lexical variable instances. Assuming
we have enough training data, the model will preform mapping lexically variable biomedical terms.
Table 4.14: Lexical variation example
Red blood cells (RBCs), also called erythrocytes, are the most common type of blood cell
4.7 Conclusions
We demonstrate a sequence-to-sequence model that is trained per ontology in the CRAFT
corpus for concept normalization that outperforms exiting systems for most ontologies. The model
has two steps— (1) textual mention detection and (2) textual mention normalization. Lexically
ambiguous and variable textual mentions recognition are addressed in the first step because our
system uses sentence level features that will address context. And lexically variable textual mentions
mapping are addressed in the second step since the model is trained on multiple biomedical terms
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that include lexical variations. Based on our error analysis, we found that the models perform
better for an intermediate length of textual input and for the most frequent biomedical terms.
In this chapter, Our contribution is to the second stage of the end-to-end system is that the use
of sequence-to-sequence architecture for concept mapping. This is the first study that demonstrated
sequence-to-sequence model for biomedical concept normalization to the best of our knowledge. We
split the task of concept recognition into two subtasks (i.e. span detection and concept normaliza-
tion) and tackle these subtasks using machine learning approach as opposed to previous approaches
that use dictionary lookups or hybrid of dictionary lookups and machine learning.
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Figure 4.7: Performance analysis based on length of textual mention and frequency of annotations:
accuracy is in blue, and frequency is in green. Performance is higher for concepts that have
intermediate length. These concepts have higher frequency in the corpus.
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(a) Learning curve to predict last 8th digit (b) Learning curve to predict last 9th digit
(c) Learning curve to predict last 10th digit (d) Learning curve to predict last 11th digit
Figure 4.8: Learning curves for predicting last four concept IDs of ChEBI
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(a) Learning curve to predict last 7th digit (b) Learning curve to predict last 8th digit
(c) Learning curve to predict last 9th digit (d) Learning curve to predict last 10th digit
Figure 4.9: Learning curves for predicting last four concept IDs of CL
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(a) Learning curve to predict last 7th digit (b) Learning curve to predict last 8th digit
(c) Learning curve to predict last 9th digit (d) Learning curve to predict last 10th digit
Figure 4.10: Learning curves for predicting last four concept IDs of GO BP
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(a) Learning curve to predict last 7th digit (b) Learning curve to predict last 8th digit
(c) Learning curve to predict last 9th digit (d) Learning curve to predict last 10th digit
Figure 4.11: Learning curves for predicting last four concept IDs of GO CC
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(a) Learning curve to predict last 7th digit (b) Learning curve to predict last 8th digit
(c) Learning curve to predict last 9th digit (d) Learning curve to predict last 10th digit
Figure 4.12: Learning curves for predicting last four concept IDs of GO MF
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(a) Learning curve to predict last 11th digit (b) Learning curve to predict last 12th digit
(c) Learning curve to predict last 13th digit (d) Learning curve to predict last 14th digit
Figure 4.13: Learning curves for predicting last four concept IDs of NCBITaxon
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(a) Learning curve to predict last 9th digit (b) Learning curve to predict last 10th digit
(c) Learning curve to predict last 11th digit (d) Learning curve to predict last 12th digit
Figure 4.14: Learning curves for predicting last four concept IDs of PR
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(a) Learning curve to predict last 7th digit (b) Learning curve to predict last 8th digit
(c) Learning curve to predict last 9th digit (d) Learning curve to predict last 10th digit
Figure 4.15: Learning curves for predicting last four concept IDs of SO
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CHAPTER V
EVALUATION OF DEEP LEARNING METHODS FOR SPAN DETECTION IN
CONCEPT RECOGNITION SYSTEM5
5.1 Diagnosing the two-stage concept recognition system
In this chapter, the goal is to improve performance of the two-stage concept recognition system
introduced in Chapter IV. Generally, the system has higher precision than recall for all ontologies
in all the CRAFT releases as shown in Figure 5.1.
5.1.1 Precision and recall plots
(a) CRAFT v.1 (b) CRAFT v.3 proper OBO classes
(c) CRAFT v.3 proper OBO classes plus extension
classes
Figure 5.1: Performance in terms of precision and recall of the two-stage concept recognition
system
We performed an error analysis on the system mentioned in section 5.1.2. The error analysis
indicates that most of the errors are due to the span detection stage of the system. Here, deep
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learning methods for the span detection stage of the two-stage system are evaluated in order to
minimize the errors. Similar to previous chapters, the CRAFT corpus is used for training and
testing.
5.1.2 Error analysis of the two-stage concept recognition
The error analysis performed on the end-to-end concept recognition system is shown in Fig-
ure 5.2. Correct annotations have a green arrow, and wrong annotations have a red arrow. At the
first stage, the errors are false positives and false negatives, which are extra spans and missed spans
respectively. The missed spans will not make it to the second stage, and hence these will hurt the
recall of the system. Whereas, the extra spans will pass to the second stage, and depending on
how the second stage normalizes them, they could end up being a true negative or false positive.
They will be a true negative if the second stage predicts an ID that doesn’t exist in the ontology,
otherwise they will be a false positive.
On the other hand, what is predicted as a true positive at the first stage could have three
outcomes depending on what the second stage predicts.
1. The annotation will be a false negative if the second stage predicts a concept ID that doesn’t
exist.
2. If it predicts an incorrect mapping, then it will be both a false positive and false negative. A
false positive because the system is normalizing a concept to a wrong ID, and a false negative
because there is an annotation missing.
3. The annotation will be a true positive if there are no errors during normalization at the second
stage.
Majority of the errors are found to be missed spans and extra spans. Such errors are due to the
span detection stage. The goal of this chapter is to come up with a better span detection system
by evaluating state-of-the-art sequence tagging systems.
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Figure 5.2: Error analysis for the two-stage concept recognition system
5.2 Sequence tagging
The span detection step of the two-stage concept recognition system introduced in Chapter IV
is a sequence tagging task. Sequence tagging (also known as sequence labeling) is a type of pattern
recognition task that involves the algorithmic assignment of a categorical label to each member of
a sequence of observed values (Wikipedia: Long Short-Term Memory). The task is a fundamental
step that comes at the start in most information extraction systems (Jurafsky and Martin, 2017).
The task is well studied both in the general domain and biomedical domain.
In the general domain, sequence tagging is known as named entity recognition (NER). Tradi-
tionally NER has been mostly applied to find names of people, place and organizations. The types
can be further divided into multiple subtypes such as fine-grained person (e.g. politician, enter-
tainer, doctor etc.), fine-grained place (e.g. city, state, country etc.), and fine-grained organization
(e.g. company, terrorist organization, government etc.) (Nadeau and Sekine, 2007; Ling and Weld,
2012)
Sequence tagging is equally important in the biomedical domain as well. In this domain, the
effort is to find biomedical related entities in text, that include but are not limited to the following:
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cell lines, cell types, chemicals, drugs, genes, proteins, and diseases (Cohen and Demner-Fushman,
2014).
5.3 Related work
5.3.1 Neural sequence tagging
5.3.1.1 Neural sequence tagging in the general domain
A handful of studies have demonstrated that deep learning methods are effective for sequence
tagging. Huang et al. (2015) proposed a Bidirectional Long-Short Memory (Bi-LSTM) based mod-
els with CRF for sequence tagging. The advantage of Bi-LSTM is that it can capture both forward
and backward information flow that is more effective in recognizing named entities. For example
in the sentence “Mr. London Smith is the keynote speaker of the conference”, a forward feature
can capture forward flowing information only i.e. the word London as a name of person because it
has seen the title “Mr.” that is mostly used for name of people; however, in the sentence “London
Smith is the keynote speaker of the conference.” Only a backward feature i.e. the word Smith is
an important feature in order to correctly recognize “London” as a name of person. The advan-
tage of adding a CRF layer to Bi-LSTM architecture is that CRF can leverages local information
around tokens when predicting tags of tokens in a sentence. The authors demonstrated that the
architecture proposed is robust and performance drop with and without the manually engineered
features was very small. Huang et al. (2015) concluded that a Bi-LSTM with a CRF achieved better
tagging accuracy for part of speech tagging, chunking and named entity recognition than a CRF
model by itself that uses manually engineered features. Ma and Hovy (2016) proposed an end-to-end
sequence-tagging model based on bi-directional LSTM-CNN-CRF. Like most other deep learning
methods, their system avoided feature engineering. However, unlike the other existing systems
for sequence tagging, they argued that their system is independent of task specific resources and
preprocessing steps. For these reasons they concluded that their model would not suffer a lack of
generalizability across a wide range of dimensions such as language, domain and task shift. Lample
et al. (2016) proposed a neural architecture for NER that does not depend on any manually engi-
neered features nor language specific resources. Apart from the Bi-LSTM with CRF architecture
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they used, their main claim is their representation. With the help of character embeddings and
word embeddings, their model is able to capture token level evidence and distributional evidence
respectively.
There are three main factors that are common among these related works that showed the
application of deep learning to sequence tagging:
1. the type of representation they used is a concatenation of character embeddings and word
embeddings.
2. their choice of algorithm is Bi-LSTM with CRF.
3. they have argued that traditional approaches for named entity recognition are heavily depen-
dent on manually engineered features and language specific resources such as gazetteers for
named entities.
Feature engineering is a time consuming and expensive task. By using deep neural networks for
sequence tagging, they avoided manual feature engineering.
5.3.1.2 Neural sequence tagging in the biomedical domain
There are multiple success stories about neural sequence models applied to the biomedical
domain as well. Habibi et al. (2017) applied the BiLSTM-CRF architecture proposed by Lample
et al. (2016) to recognize named entities on a wide range of datasets in the biomedical domain.
They found that their model outperforms state-of-the-art methods. The same architecture was
used by Gridach (2017) to recognize the names of genes and proteins. The author claimed that a
hybrid of a bidirectional LSTM and CRF can be used for biomedical named entity recognition.
Zhao et al. (2017) investigated the use of a deep neural network for disease name recognition
in the scientific literature. They argued that the most successful deep neural network approaches
leveraged CRF to capture neighborhood information between labels. However, the limitation of such
methods is that the CRF part adds complexity to the system. To remedy this issue, they proposed
a multiple label strategy (MLS) that can replace the CRF layer of a deep neural network for
sequence tagging. They proposed a CNN architecture with an MLS and evaluated it on recognizing
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disease names. They concluded that a CNN architecture followed by an MLS achieved state of
the art performance. They concluded that their strategy is effective in capturing neighborhood
information of the labels. Korvigo et al. (2018) applied a CNN-RNN network to recognize the names
of chemicals. Lyu et al. (2017) proposed a bidirectional LSTM-RNN model for biomedical named
entity recognition. Luo et al. (2018) proposed an attention based bidirectional LSTM with CRF
to recognize names of chemicals. Unanue et al. (2017) also demonstrated the use of bidirectional
LSTM with CRF to recognize drug names and clinical concepts. However, most of these studies
are applied to named entity recognition. Concept recognition includes named entity recognition
because concepts (which are biological named entities) have to be identified at first but it also
includes assignment of unique IDs, which is the mapping part. One can see concept recognition as
named entity recognition task plus a reference ID assignment task.
Broadly speaking these related works both in the general domain as well as in the biomedical
domain can be classified into two categories—those that are trying to solve the task of sequence
tagging as in named entity recognition, and those that are trying to solve the task of sequence
mapping as in machine translation. In this chapter, both of these pieces are connected to solve the
task of concept recognition. For the first piece, we make a comparison of a traditional CRF that is
based on manually engineered features and a Bi-LSTM-CRF deep learning model that automatically
learns the features. For the second piece we apply the notion of machine translation to find the
mapping of biomedical terms to their concept IDs. From a system architecture perspective, the
approach is similar to Basaldella et al. (2017) since they also tackled the task using a two-stage
pipeline system.
The motivation for this chapter is to tackle the concept recognition task using machine learning
approaches as opposed to the current approaches, which are based on dictionary lookups or a hybrid
of dictionary lookup and machine learning. Machine learning systems are better than dictionary
lookups systems because they can learn from data and they are scalable and generalize to out-of-
vocabulary terms. Apart from the system design, the representation and choice of algorithm are
part of the contribution to the field.
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5.4 Methods
We used an off-the-shelf implementation of a Bi-LSTM-CRF architecture (Reimers and Gurevych,
2017) depicted in Figure 5.3. In this architecture, a sentence is tokenized and each token is repre-
Figure 5.3: System architecture for sequence tagging from Ma and Hovy (2016)
sented by a concatenation of its word embedding and character embeddings.
The model is trained on CRAFT v.1 and v.3. Similar to the previous experiments, the training
and testing split is consistent i.e. the 67 articles in the corpus are randomly split into 60 articles
for training and 7 articles for testing.
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5.5 Results
In this section, results for the span detection step are reported for each CRAFT release followed
by the performance of the end-to-end system that uses a Bi-LSTM with CRF for recognizing textual
mentions and the sequence-to-sequence mapping architecture proposed in the previous chapter for
mapping the recognized terms.
5.5.1 Span detection
The results for CRAFT v.1 are shown in Table 5.1. The deep learning method achieved higher
F1 scores for all the ontologies except for GO CC and PR concepts. There was no improvements
for GO CC. Performance for PR concepts is higher by 3 F1 points when a CRF is used rather than
the deep learning method.
Table 5.1: CRF vs. BiLSTM-CRF model against CRAFT v.1
Baseline (CRF model) Bi-LSTM with CRF
P R F1 score P R F1 score
CHEBI 0.90 0.74 0.81 0.93 0.87 0.90
CL 0.90 0.86 0.88 0.93 0.90 0.91
GO BP 0.82 0.74 0.78 0.82 0.85 0.83
GO CC 0.92 0.81 0.86 0.87 0.85 0.86
GO MF 0.76 0.53 0.62 0.82 0.54 0.65
NCBITaxon 0.99 0.94 0.96 0.99 0.96 0.97
PR 0.88 0.64 0.74 0.82 0.64 0.71
SO 0.91 0.86 0.89 0.90 0.92 0.91
The results for CRAFT v.3 proper OBO classes are shown in Table 5.2. Span detection using
deep learning achieved higher results for 5 of the ten ontoloiges (i.e. CHEBI, CL, GO CC, MOP
and UBERON). Similar to CRAFT v.1, the CRF models perfom better for PR concepts. But,
unlike CRAFT v.1, the CRF model is better for SO concepts too. Results for GO MF are not
included because there are very few annotations on the proper OBO classes. The models perform
the same for GO BP and NCCBITaxon.
The results for CRAFT v.3 with proper OBO classes and extension classes results are shown
in Table 5.3. Results are similar to CRAFT v.3 proper OBO classes except that for MOP the CRF
model is better.
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Table 5.2: CRF vs. BiLSTM-CRF model against CRAFT v.3 proper OBO classes
Baseline (CRF model) Bi-LSTM with CRF
P R F1 score P R F1 score
CHEBI 0.91 0.66 0.76 0.90 0.77 0.83
CL 0.87 0.73 0.78 0.84 0.83 0.84
GO BP 0.89 0.70 0.79 0.81 0.77 0.79
GO CC 0.87 0.66 0.75 0.82 0.79 0.80
GO MF 1.0 0.94 0.97 - - -
MOP 0.95 0.56 0.71 0.88 0.79 0.83
NCBITaxon 0.99 0.94 0.97 1.0 0.95 0.97
PR 0.90 0.64 0.75 0.73 0.71 0.72
SO 0.97 0.88 0.92 0.88 0.92 0.90
UBERON 0.85 0.68 0.76 0.88 0.86 0.87
Table 5.3: CRF vs. BiLSTM-CRF model best performance on CRAFT v.3 proper OBO classes
plus extension classes
Baseline (CRF model) Bi-LSTM with CRF
P R F1 score P R F1 score
CHEBI 0.94 0.81 0.81 0.90 0.76 0.83
CL 0.88 0.82 0.85 0.90 0.88 0.89
GO BP 0.91 0.80 0.85 0.87 0.86 0.87
GO CC 0.93 0.81 0.86 0.91 0.90 0.90
GO MF 0.86 0.68 0.76 0.87 0.63 0.73
MOP 0.96 0.69 0.80 0.95 0.67 0.78
NCBITaxon 0.99 0.94 0.97 0.99 0.95 0.97
PR 0.91 0.68 0.78 0.80 0.62 0.71
SO 0.96 0.92 0.94 0.94 0.94 0.94
UBERON 0.87 0.73 0.80 0.86 0.85 0.85
5.5.2 Concept recognition
For the end-to-end evaluation of the concept recognition system, results are reported in terms
of exact and inexact matches for all CRAFT releases i.e. CRAFT v.1, CRAFT v3 proper OBO
classes, and CRAFT v.3 proper obo classes plus extension classes in Tables 5.4, 5.5, 5.6, 5.7, 5.8 and
5.9 respectively. An exact match is if both steps (i.e. span detection and concept normalization)
correctly recognizes the span and predicts the exact concept ID. However, in the inexact match
metrics, the evaluation for the span detection step is relaxed since overlaps are considered as correct
textual mention spans. But the normalization step requires exact matches.
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5.6 Discussion and conclusions
In this chapter, an evaluation of the two state-of-the-art methods for a sequence tagging task
is performed. These are off-the-shelf implementations of a deep learning method (Reimers and
Gurevych, 2017) and a classic Conditional Random Field (CRF) method implementation called
NERsuite (Cho et al.) to detect spans of biomedical concepts. The trained models are evaluated on
the span detection task, and concept recognition task. For the latter, the two methods are evaluated
when they are used as the first stage of the two-stage concept recognition system introduced in
Chapter IV. The comparison is between CRF models for span detection followed by sequence-
to-sequence models for normalization vs. deep learning methods for span detection followed by
sequence-to-sequence models for normalization.
Generally, results are ontology dependent. They also vary across CRAFT releases. Most
interestingly, the concept recognition system that uses the deep learning method for span detection
achieved a 7-point improvement on F1 score compared to the baseline (the baseline system uses
a CRF models for span detection) for PR concepts both exact and overlapping span matching
against CRAFT v.1; this is interesting because the Protein Ontology concepts are problematic
since they have many corresponding abbreviations and synonyms. What is more interesting about
the results for the PR concepts is that at the span detection level, the CRF model outperforms
the deep learning method, but at the end-to-end system level, the concept recognition system that
uses a deep learning method is better. Also, for SO concepts, the concept recognition system that
uses a CRF model outperforms that system that uses the deep learning model by 4 F1 points.
However, the deep learning method outperforms the CRF method at the span detection level. This
indicates that higher performance at the span detection stage does not necessarily lead to a higher
performance at the end-to-end level.
For the remaining ontologies in the corpus, the system that uses the traditional CRF method
performs slightly better for Gene Ontology Biological Process, Gene Ontology Molecular Function
and Sequence Ontology. The system that uses deep learning for span detection outperforms the
system with the traditional CRF for Chemical Entities of Biological Interest, and Gene Ontol-
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ogy Cellular Component ontologies. The two systems were tied for the Cell Ontology and NCBI
Taxonomy. Results were consistent for both exact and overlapping match evaluations.
For CRAFT v.3, results are mixed for both releases. However, we did not achieve the same
improvement we had in CRAFT v.1 for PR concepts.
Similar to most recent deep learning applications in various natural language processing tasks,
our evaluation indicates that deep learning methods are comparable to other traditional machine
learning methods that are based on manually engineered features such as CRFs.
Table 5.4: Exact match evaluations of concept recognition using CRF vs. deep learning methods
for the span detection step against CRAFT v.1
Using CRF for span detection Using deep learning method
for span detection
P R F1 score P R F1 score
CHEBI 0.92 0.57 0.71 0.86 0.62 0.72
CL 0.92 0.87 0.89 0.90 0.87 0.89
GOBP 0.74 0.63 0.68 0.71 0.64 0.67
GOCC 0.93 0.82 0.87 0.92 0.84 0.88
GOMF 0.63 0.31 0.42 0.52 0.30 0.38
NCBITaxon 0.99 0.92 0.95 0.97 0.92 0.95
PR 0.75 0.42 0.54 0.70 0.54 0.61
SO 0.86 0.76 0.81 0.83 0.71 0.77
Table 5.5: Inexact match evaluations of concept recognition using CRF vs. deep learning methods
for the span detection step against CRAFT v.1
Using CRF for span detection Using deep learning method
for span detection
P R F1 score P R F1 score
CHEBI 0.92 0.58 0.71 0.86 0.63 0.73
CL 0.93 0.88 0.90 0.91 0.88 0.89
GOBP 0.75 0.64 0.69 0.73 0.65 0.68
GOCC 0.95 0.83 0.89 0.93 0.85 0.89
GOMF 0.64 0.32 0.42 0.53 0.31 0.39
NCBITaxon 0.99 0.92 0.95 0.97 0.92 0.95
PR 0.76 0.43 0.55 0.72 0.55 0.62
SO 0.89 0.77 0.83 0.86 0.72 0.78
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Table 5.6: Exact match evaluations of concept recognition using CRF vs. deep learning methods
for the span detection step against CRAFT v.3 proper OBO classes
Using CRF for span detection Using deep learning method
for span detection
P R F1 score P R F1 score
CHEBI 0.88 0.49 0.63 0.69 0.68 0.69
CL 0.81 0.69 0.74 0.73 0.7 0.72
GOBP 0.82 0.68 0.74 0.77 0.69 0.73
GOCC 0.77 0.69 0.73 0.78 0.72 0.75
GOMF 1 1 1 - - -
MOP 0.93 0.48 0.64 - - -
NCBITaxon 0.99 0.92 0.95 0.98 0.93 0.95
PR 0.14 0.05 0.07 0.12 0.16 0.17
SO 0.92 0.87 0.89 0.87 0.91 0.89
UBERON 0.8 0.73 0.77 0.76 0.74 0.75
Table 5.7: Inexact match evaluations of concept recognition using CRF vs. deep learning methods
for the span detection step against CRAFT v.3 proper OBO classes
Using CRF for span detection Using deep learning method
for span detection
P R F1 score P R F1 score
CHEBI 0.88 0.49 0.63 0.69 0.69 0.69
CL 0.82 0.7 0.75 0.74 0.71 0.73
GOBP 0.83 0.68 0.75 0.77 0.7 0.73
GOCC 0.86 0.65 0.74 0.81 0.75 0.78
GOMF 1 1 1 - - -
MOP 0.93 0.48 0.66 - - -
NCBITaxon 0.99 0.92 0.95 0.98 0.93 0.95
PR 0.14 0.05 0.07 0.18 0.16 0.17
SO 0.92 0.87 0.9 0.87 0.91 0.89
UBERON 0.8 0.74 0.77 0.76 0.74 0.75
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Table 5.8: Exact match evaluations of concept recognition using CRF vs. deep learning methods
for the span detection step against CRAFT v.3 proper OBO classes plus extension classes
Using CRF for span detection Using deep learning method
for span detection
P R F1 score P R F1 score
CHEBI 0.82 0.57 0.68 0.77 0.64 0.69
CL 0.84 0.76 0.8 0.84 0.78 0.81
GOCC 0.92 0.83 0.87 0.89 0.88 0.89
GOBP 0.7 0.63 0.66 0.68 0.64 0.66
GOMF 0.86 0.58 0.69 0.82 0.59 0.69
MOP 0.95 0.61 0.75 0.95 0.65 0.77
NCBITaxon 0.99 0.92 0.96 0.99 0.93 0.96
PR 0.48 0.28 0.36 0.38 0.28 0.32
SO 0.81 0.75 0.78 0.78 0.76 0.77
UBERON 0.74 0.69 0.72 0.73 0.67 0.7
Table 5.9: Inexact match evaluations of concept recognition using CRF vs. deep learning methods
for the span detection step against CRAFT v.3 proper OBO classes plus extension classes
Using CRF for span detection Using deep learning method
for span detection
P R F1 score P R F1 score
CHEBI 0.85 0.59 0.7 0.77 0.64 0.7
CL 0.85 0.77 0.81 0.85 0.8 0.82
GOBP 0.71 0.64 0.67 0.68 0.64 0.66
GOCC 0.93 0.84 0.88 0.9 0.89 0.89
GOMF 0.86 0.59 0.7 0.83 0.59 0.69
MOP 0.95 0.61 0.75 0.95 0.65 0.77
NCBITaxon 0.99 0.92 0.96 0.99 0.93 0.96
PR 0.48 0.28 0.36 0.38 0.28 0.32
SO 0.83 0.77 0.8 0.78 0.76 0.77
UBERON 0.74 0.7 0.72 0.73 0.67 0.7
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CHAPTER VI
EVALUATION OF OpenNMT FOR CONCEPT NORMALIZATION IN CONCEPT
RECOGNITION SYSTEM6
6.1 OpenNMT
This chapter has three main sections—the first section makes a comparison of OpenNMT with
our own implementation for concept normalization. The second section uses synthetic data to
train the concept normalization models in addition to CRAFT. Finally, in the last section, we
try to understand whether there are semantic dependencies between concept identifiers (IDs) by
making comparisons between normalization of textual mentions to their OBO assigned IDs vs.
normalization of the textual mentions to randomly assigned IDs.
6.1.1 Comparison of OpenNMT against our own implementation for concept
normalization
For this experiment, we used the PyTorch9 implementation of OpenNMT. The tool has three
implementations—Torch, PyTorch, and Tensorflow implementations. We preferred the PyTorch
implementation because it is well documented. The CRAFT corpus is used for training and testing.
The corpus is split into 60 articles for training and the remaining 7 articles for testing to be
consistent with previous experiments. The same evaluation method is also used as in previous
experiments.
We present the end-to-end results for the two-stage concept recognition systems in Tables 6.1
and 6.2 for CRAFT v.1 and CRAFT v.3 proper OBO classes plus the extension classes. The IDs
of extension clases in Table 6.2 are shortened since that has shown to improve performance as
described in Chapter IV. The first system uses OpenNMT whereas the second system uses our own
implementation that we call it a Vanilla LSTM for concept normalization. The same CRF models
mentioned in Chapter IV are used for the span detection stage. Here, we are interested improving
the end-to-end accuracy by focusing on the second stage, which is the concept normalization stage.
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Table 6.1: OpenNMT vs. our own implementation (Vanilla LSTM) for concept normalization
stage of the two-stage concept recognition system in CRAFT v.1. Bold means higher.
CRF + OpenNMT CRF + Vanilla LSTM
Overlapping Exact Overlapping Exact
P R F1 score P R F1 score P R F1 score P R F1 score
ChEBI 0.78 0.49 0.6 0.78 0.48 0.6 0.92 0.58 0.71 0.92 0.57 0.71
CL 0.85 0.81 0.83 0.85 0.8 0.82 0.93 0.88 0.9 0.92 0.87 0.89
GO BP 0.76 0.66 0.71 0.75 0.65 0.7 0.75 0.64 0.69 0.74 0.63 0.68
GO CC 0.86 0.76 0.8 0.84 0.74 0.79 0.95 0.83 0.89 0.93 0.82 0.87
GO MF 0.72 0.35 0.47 0.7 0.35 0.46 0.64 0.32 0.42 0.63 0.31 0.42
NCBITaxon 0.94 0.87 0.91 0.94 0.87 0.91 0.99 0.92 0.95 0.99 0.92 0.95
PR 0.05 0.03 0.04 0.05 0.03 0.04 0.76 0.43 0.55 0.75 0.42 0.54
SO 0.78 0.69 0.73 0.78 0.69 0.73 0.89 0.77 0.83 0.86 0.76 0.81
Table 6.2: OpenNMT vs. our own implementation for concept normalization stage of the two-
stage concept recognition system in CRAFT v.3. Bold means higher.
CRF + OpenNMT CRF + Vanilla LSTM
Overlapping Exact Overlapping Exact
P R F1 score P R F1 score P R F1 score P R F1 score
0.88 0.61 0.72 0.87 0.6 0.71 0.85 0.59 0.7 0.82 0.57 0.68
CL 0.86 0.77 0.81 0.85 0.76 0.8 0.85 0.77 0.81 0.84 0.76 0.8
GO BP 0.86 0.77 0.81 0.85 0.75 0.8 0.71 0.64 0.67 0.7 0.63 0.66
GO CC 0.94 0.84 0.88 0.92 0.82 0.87 0.93 0.84 0.88 0.92 0.83 0.87
GO MF 0.86 0.59 0.7 0.85 0.58 0.69 0.86 0.59 0.7 0.86 0.58 0.69
MOP 0.95 0.61 0.75 0.95 0.61 0.75 0.95 0.61 0.75 0.95 0.61 0.75
NCBITaxon 1 0.93 0.96 0.99 0.92 0.96 0.99 0.92 0.96 0.99 0.92 0.96
PR 0.65 0.38 0.48 0.64 0.38 0.47 0.48 0.28 0.36 0.48 0.28 0.36
SO 0.81 0.76 0.79 0.83 0.77 0.8 0.83 0.77 0.8 0.81 0.75 0.78
UBERON 0.81 0.76 0.79 0.81 0.76 0.79 0.74 0.7 0.72 0.74 0.69 0.72
In Tables 6.1 and 6.2, we compare the two systems based on exact or overlapping evaluation
in terms of F1 score. Higher performance is shown in bold font. Generally, the CRF + Vanilla
LSTM for normalization system performs better for CRAFT v.1, and CRF + OpenNMT system
performs better for CRAFT v.3 proper OBO classes plus extension classes. In CRAFT v.3 , the
biggest improvement is for GO BP and PR, which is roughly 15 and 10 points F1 score. There is
a 7 point F1 score improvement for UBERON as well. There is a 3 point F1 score improvement
for ChEBI . There is a small increment for SO as well but that is in the overlapping match only.
No difference is observed for the remaining ontologies. We conclude that OpenNMT is generally
better for CRAFT v.3 than Vanilla LSTM for concept normalization. However, this is not true for
9https://github.com/OpenNMT/OpenNMT-py
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CRAFT v.1. We anticipate this difference is mainly due to the nature of the data set. Our evidence
is supported by a basic corpus analysis that we performed as depicted in the plots blow, that shows
that the ontologies that OpenNMT is outperforming the Vanilla LSTM in both CRAFT releases
(v.1 and v.3) have roughly equal or more counts of concepts per ontology (see Figures 6.1), and per
concepts( see Figure 6.2) with the exception of GO MF. The quality of GO MF in CRAFT v.1 is
not good as per our discussion with the annotators hence we will not worry about it. Our findings
might indicate that OpenNMT, which is a complex architecture compared to the Vanilla LSTM,
requires larger training data sets.
Figure 6.1: Counts of annotations per ontology in the training data set of CRAFT v.1 vs. CRAFT
v.3 proper OBO classes plus extension classes. The ontologies where OpenNMT outperforms the
Vanilla LSTM have equal or more counts
Additionally, we plot counts of annotations per concept sorted in descending order for CRAFT
v1 and CRAFT v.3 proper OBO classes plus extension classes in Figure 6.2. Similar to the counts
of annotations per ontology, there are more counts of annotations per concept in CRAFT v.3
than there are in CRAFT v.1 as shown in Figure 6.2 except for GO BP. OpenNMT outperforms
the Vanilla LSTM for those ontologies that have higher annotations. This might suggest that
OpenNMT works better for larger training data sets.
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6.1.2 The effect of adding more training synthetic data for concept normalization
We revisit generalization of our models on this section again. We showed in Chapter IV how
well the proposed models generalize by plotting learning curves for the training and test data set
and we conclude that our models do not suffer from overfitting, which suggests that they will
generalize well. In this section, we want to approach generalization from a different angle—we are
interested in creating synthetic data from ontolgoies and observe if the addition of the synthetic
data to train the concept normalization models will achieve performance improvement.
Previous studies have demonstrated that synthetic data helps improve deep learning algo-
rithms (Ekbatani et al., 2017; Tremblay et al., 2018). Additionally, deep learning methods shine
for bigger training data sets (Goodfellow et al., 2016). Motivated by these two ideas, we created
synthetic data from the ontolgoies to train OpenNMT for concept normalization. The synthetic
data is based on primary names and synonyms of terms in the ontolgoies. With this synthetic data,
the concept normalization task can be seen as predicting term IDs given their primary names and
synonyms. The data is combined with the training portion of CRAFT, and it is tested against the
test set portion of CRAFT that we used in the previous experiments. Similar to the Section 6.1.1,
no change is made to the span detection step.
Table 6.3: End-to-end performance with synthetic data reflecting all ontology terms and synonyms
for each ontology.
Without synthetic data With synthetic data
Overlapping Exact Overlapping Exact
P R F1 score P R F1 score P R F1 score P R F1 score
ChEBI 0.93 0.51 0.66 0.93 0.51 0.66 0.76 0.42 0.54 0.76 0.42 0.54
CL 0.84 0.71 0.77 0.83 0.7 0.76 0.83 0.7 0.76 0.82 0.7 0.75
GO BP 0.85 0.7 0.77 0.85 0.7 0.76 0.82 0.68 0.74 0.8 0.65 0.72
GO CC 0.87 0.65 0.74 0.84 0.63 0.72 0.85 0.65 0.74 0.81 0.61 0.7
GO MF - - - - - - - - - - - -
MOP - - - - - - - - - - - -
NCBITaxon 1 0.92 0.96 0.99 0.92 0.95 0.91 0.84 0.87 0.91 0.84 0.87
PR 0.44 0.15 0.23 0.44 0.15 0.23 0.12 0.04 0.06 0.12 0.04 0.06
SO 0.93 0.88 0.9 0.93 0.88 0.9 0.93 0.88 0.9 0.93 0.88 0.9
UBERON 0.83 0.76 0.79 0.83 0.76 0.79 0.83 0.76 0.8 0.83 0.76 0.79
As in Table 6.3, the results for most of the ontologies remains the same except for ChEBI and
NCBITaxon. What is shown in Table 6.3 is end-to-end evaluation of concept recognition. We did
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not show results for GO MF and MOP because they have few annotations in the CRAFT v.3 proper
OBO classes. Furthermore, we show evaluation of the models against the gold textual spans. The
gold spans are manual annotations from CRAFT. Generally, similar to the end-to-end evaluation,
the results of the concept normalization against gold textual spans are not bad. Even though there
are some performance drops for some of the ontolgoies that reflect the difficulty of the task with
all ontology terms and synonyms, we expect training the models on synthetic data is useful to
correctly normalize concepts that are not in CRAFT, and even for concepts in CRAFT since they
might occur in various forms of their synonyms. For example, the concept (PR:000004804, breast
cancer type 2 susceptibility protein) occurs 75 times in CRAFT, but it occurs only in one of its
synonyms i.e. BRCA2. This concept has other synonyms that includes FANCD1 , FACD, Fanconi
anemia group D1 protein, and Fanconi anemia group D1 protein homolog. With synthetic data,
these forms are included to the training set and the model is expected to normalize them correctly.
However, without synthetic data, the system will not be able to normalize them when the concept
occurs in one of its synonyms other than BRCA2, and even when it occurs as its primary name.
This is the results that we expect when our system is used to annotate large text such as the PMC
Open Access 10.
Table 6.4: Performance of OpenNMT models for normalizing gold textual mentions of the CRAFT
v.3 proper OBO classes with and without synthetic data for training. Performance drop with
synthetic data for most ontologies reflects the difficulty of the task.
Without synthetic data With synthetic data
ChEBI 74.58 49.17
CL 82.44 84.39
GO BP 86.82 81.17
GO CC 89.96 86.25








6.1.3 The effect of assigning random IDs for concepts in concept normalization using
OpenNMT
Related biomedical terms might have been assigned consecutive IDs during curation process.
For example, the terms “cell”, “primary cell line cell”, “permanent cell line cell” have CL:0000000,
CL:0000001, CL:0000002 as their IDs. But these terms have at least one word in common. We
wanted to understand if our models are benefiting from the consecutive nature of IDs for terms that
have textual similarity. To test this hypothesis, we randomly generated four to six digit integers
and created mapping to the original IDs of concept annotations on CRAFT v.3 proper OBO classes.
We trained the concept normalization stage of the two-stage concept recognition system with the
new data that has randomly generated IDs for concepts as opposed to the original concept ID. We
followed the same experimental setup as previous ones i.e. no change is made to the span detection
stage. We present our end-to-end concept recognition system that uses the new models for concept
normalization that are trained based on the random IDs for the concepts in Table 6.5. Our results
indicate that even though there are minor differences for some ontologies, the end-to-end results
are almost the same regardless of the randomness of the concept IDs.
Table 6.5: End-to-end comparison of performance between OBO assigned identifiers and random
identifiers.
With original concept IDs With randomly assigned concept IDs
Overlapping Exact Overlapping Exact
P R F1 score P R F1 score P R F1 score P R F1 score
ChEBI 0.93 0.51 0.66 0.93 0.51 0.66 0.92 0.51 0.66 0.92 0.51 0.65
CL 0.84 0.71 0.77 0.83 0.7 0.76 0.82 0.7 0.75 0.82 0.69 0.75
GO BP 0.85 0.7 0.77 0.85 0.7 0.76 0.84 0.69 0.76 0.83 0.69 0.75
GO CC 0.87 0.65 0.74 0.84 0.63 0.72 0.87 0.65 0.75 0.85 0.64 0.73
GO MF - - - - - - - - - - - -
MOP - - - - - - - - - - - -
NCBITaxon 1 0.92 0.96 0.99 0.92 0.95 1 0.92 0.96 0.99 0.92 0.96
PR 0.44 0.15 0.23 0.44 0.15 0.23 0.45 0.15 0.22 0.45 0.15 0.22
SO 0.93 0.88 0.9 0.93 0.88 0.9 0.93 0.88 0.91 0.93 0.88 0.9
UBERON 0.83 0.76 0.79 0.83 0.76 0.79 0.83 0.76 0.8 0.83 0.76 0.79
However, when looking at the results in Table 6.6, there is performance drop for some ontologies
(i.e. ChEBI, GO CC, and UBERON) indicating that there is semantic content in the identifers of
these ontologies. One of the principles of the OBO Foundry11 is that the use of identifiers that have
11http://www.obofoundry.org/id-policy.html
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Table 6.6: Comparison of performance in accuracy for normalizing gold textual spans between
OBO assigned identifiers and random identifiers demonstrates identifiers contain a semantic signal.




GO BP 86.82 87.38
GO CC 89.96 86.62






semantic content are discouraged. However, our finding indicates that the system is finding some
semantic content on the identifiers for those ontologies that it shows performance drop. Based on
this experiment we conclude that the identifiers on these ontologies have semantic content. On
the other hand, performance of GO BP and NCBITaxon increased by a small fraction when the
identifiers are random. We do not understand why the results increased for these ontologies, and we
leave it as a future work. Generally, the results with random identifiers are still strong suggesting
that our models will perform well regardless of the nature of the identifiers.
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Figure 6.2: Counts of annotations per concept in CRAFT v.1 vs. CRAFT v.3 proper OBO




CONCLUDING REMARKS AND FUTURE DIRECTIONS
7.1 Thesis summary
This dissertation has three components. In the first part of the dissertation, an effort is made
to improve performance of a traditional concept recognition system through ambiguity analysis.
Four post-processing methods are introduced. A hybrid of part-of-speech tag, word embedding and
concept specific post processing components is able to achieve statistically significant improvements.
We conclude that lexical ambiguity, ontology error and text processing are the main source of errors
in concept recognition. In addition to English words being ambiguous with biomedical terms, there
is ambiguity among biomedical terms and their synonyms. We suggest most of the errors can be
fixed by resolving ambiguity.
In the second part of the dissertation, a novel application of sequence to sequence mapping (e.g.
as in a machine translation task) for concept recognition is introduced. The system is a two-stage
machine learning based system. The first stage is to recognize biomedical mentions in text, using
the existing state-of-the-art approach called conditional random fields. Our contribution is to the
second stage, normalizing (or mapping) these spans to their OBO assigned identifiers, which we
treat as a sequence mapping problem.
In the third part of the dissertation, a diagnosis to the two-stage concept recognition system
introduced above is made. Overall the system has improved state-of-the-art concept recognition
for nine out of ten ontologies in the CRAFT corpus. Performance varies per ontology. Best
performance is for the NCBITaxon, which is around 0.95 F1 score in all the CRAFT releases and
worst performance for PR concepts in CRAFT v.3, which is 0.36 F1 score for the proper OBO
classes and 0.07 for the proper OBO classes plus extension classes. Generally, the system has
higher precision than recall. Based on our error analysis, we found that most of the errors are
due to the span detection stage. In an effort to improve the two-stage system, we performed the
following:
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1. We train a state-of-the-art named entity recognition system from the general domain on
CRAFT and evaluate for the span detection task. Additionally, the models are evaluated as
part of the end-to-end two-stage concept recognition system introduced in this thesis that
resulted in achieving a higher F1 score for three ontologies—GO CC, CHEBI and PR.
2. We approach the span detection task as a sequence-to-sequence mapping task as in neural
machine translation as opposed to sequence tagging task. For this part we used the architec-
ture introduced in Chapter IV, and also a popular framework for neural machine translation
called OpenNMT is used. The sequence-to-sequence mapping for the span detection task did
not work for both frameworks.
3. We evaluate OpenNMT, which learns vector representations for the input sequence auto-
matically vs. our own implementation, which uses one-hot encoding to represent the input
sequence, to the concept normalization stage. Apart from representation differences, there is
an architectural difference between our own implement and OpenNMT. The former is a simple
encoder-decoder architecture, whereas the latter is a deeper neural network. Here, our con-
tribution is improvements that we achieved for the end-to-end two-stage concept recognition
system introduced earlier by evaluating the Open Source tools.
7.2 Discussion and conclusions
Researchers have been trying to solve biomedical concept recognition for decades (Cohen and
Demner-Fushman; Campos et al., 2013; Funk et al., 2014; Groza and Verspoor, 2015; Basaldella
et al., 2017); however, previous systems will not be useful if applied in other tasks such as in
information extraction due to low performance. We made a significant contribution to science by
introducing a concept recognition system that can recognize biomedical terms with an F1 score of
at least 0.70 for most ontologies from full-text scientific articles.
Similar to many success stories about the wide range application of deep learning (LeCun et al.,
2015) and more specifically to natural language processing (Young et al., 2017), our two-stage con-
cept recognition system that leverages deep learning achieved a striking results. The system reduces
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errors by more than 50% for most of the ontologies in the CRAFT corpus. The success is mainly
due to how the problem is modularized (i.e. splitting the task into two sub-tasks that we called
a two-stage system), and the use of sequence-to-sequence approach for concept normalization. We
conclude that sequence-to-sequence models are effective to model biomedical concept normalization
as in machine translation (Sutskever et al., 2014), speech recognition (Chorowski et al., 2015), text
summarization (Rush et al., 2015; Nallapati et al., 2016; Ayana et al., 2016). Factors that affect
performance of the sequence-to-sequence model are:
1. Length of textual mention: too long and too short textual mentions are difficult for the
learning algorithm.
2. Lexical variation: large number of distinct textual mentions makes the problem harder.
3. Perform better for most frequent concepts.
On the other hand, we conclude that deep learning methods are not always superior to tradi-
tional machine learning algorithms based on the results in Chapter V. The results demonstrate that
end-to-end concept recognition is modestly affected by the use of deep sequence tagging methods
vs. CRF for the span detection step.
From an architectural perspective we conclude that OpenNMT that has larger and deeper
architecture than our own vanilla LSTM performs better for ontolgoies that have higher number of
annotations as demonstrated Section 6.1.1 of Chapter VI. This suggests that more training data is
required for larger deep learning networks.
From a generalization perspective, we conclude that having synthetic data will give a chance
for the algorithms to be trained on a larger scale, and hence be relatively better to generalize, but
adding ontology concepts and synonyms makes the task difficult.
Last but not least, our findings about whether there is semantic content in the identifiers of
concepts in the ten ontologies is mixed—on one side results of the end-to-end system did not
change with the randomly assigned identifiers reflecting that our system is not benefiting from the
consecutive nature of the identifiers. However, on the other side when looking closely at the results
against the gold textual spans, there is a small performance drop for three out of the ten ontologies
110
(i.e. ChEBI, GO CC, UBERON) indicating that there is semantic content in the identifiers of these
ontolgoies. Having identifiers that have semantic content is against the OBO principles.
Previous studies (see Newman-Griffis et al. (2018); Beam et al. (2018)) provided clinical and
biomedical concepts representations that will allow others to use it in biomedical natural language
processing tasks. Similarly, the big picture of the significance of the work presented in this thesis
is to structure the unstructured scientific text through concept recognition that allows others to
easily extract knowledge out of it. We anticipate to apply the CRF + OpenNMT system introduced
in Chapter VI that is trained on CRAFT v.3 proper OBO classes plus extension classes and the
synthetic data in the PMC Open Access12 and PMC Author Manuscript13. The annotated text
will be publicly available.
7.3 Future direction
In the first half of this dissertation, we investigated post-processing methods to improve biomed-
ical concept recognition for dictionary lookup systems specifically for ConceptMapper. Whereas,
in the second half of the dissertation, we tackled the task using machine learning approaches by
exploring different neural network architectures, and presented a two-stage fully machine learning
based system based on Conditional Random Fields and deep neural sequence to sequence model.
The two-stage system pushed state-of-the-art performance of the task significantly; however, there
are still open ended questions that might be worth exploring in the future. For example, in the
two-stage system, we treat the span detection and normalization sub-tasks independently; however,
these two sub-tasks are related and knowledge of performing one of the sub-tasks should be useful
for the other. The two-stage system can be tackled as a single task using multi-task learning by
jointly learning the span detection and normalization. A single multi-task learning model for all
the ten ontologies on CRAFT and for both the span detection and normalization sub-tasks should
be more effective not only in terms of accuracy but also it will reduce the system complexity as




methods introduced in the first half of the dissertation will bring performance improvement to the
two-stage system as well.
Throughout our experiments, we found low performance for the PR concepts. We concluded
that this is due to the nature of PR terms since they are mostly short strings. Recent work from
Facebook Artificial Intelligence Research team demonstrated convolutional sequence to sequence
architectures are as effective for machine translation (Gehring et al., 2017). A promising work will
be to try similar network for the normalization task specifically for the PR concepts. We believe
Convolutional Neural Network (CNN) architectures might be effective for short terms because the
convolution operation of CNN might capture short biomedical term normalization such as PR
concepts at a character level.
During the course of my grad school, I have learned the power of deep learning. I spent much of
my this work trying to improve the dictionary lookup systems introduced in Chapter III. However,
within few months, I was able to get better results after trying deep learning methods. With it,
I believe I have contributed to science significantly. Had I start working on deep learning since
earlier, I would have accomplished more. For example, I would have tried multi-task learning for
biomedical concept recognition.
My interest is in building natural language processing systems specifically for biomedical knowl-
edge extraction. I care more about accuracy when building such systems. For someone who have
similar interest as mine, I would recommend to try deep learning approach because they are effec-
tive. They are hard to explain, but they do work.
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Elsner and Sandra Kübler, editors, SIGMORPHON, pages 10–22. Association for Compu-
tational Linguistics, 2016. ISBN 978-1-945626-08-1. URL http://dblp.uni-trier.de/db/conf/
sigmorphon/sigmorphon2016.html#CotterellKSYEH16.
M Dai, NH Shah, W Xuan, MA Musen, SJ Watson, B Athey, and F Meng. An efficient solu-
tion for mapping free text to ontology terms. AMIA Summit on Translational Bioinformatics,
03 2008.
Hadi Keivan Ekbatani, Oriol Pujol, and Santi Segúı. Synthetic data generation for deep
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