This paper shows that the standard stochastic tive control algorithms for time-invariant systems aq inherent robustness property which renders them applicable, without modification, to time-varying adaphave systems whose parameters converge exponentially. One class of systems satisfying this requirement i s those having non-steady-state Kalman Filter or innovations representations. This allows the usual assumption of a stationary ARMAX representation to be replacedbya more general state space model.
Introduction
A stochastic adaptive controller is an algorithm which combines on-line parameter estimation with on-line control to generate a control law applicable to systems having unknown parameters and random disturbances [l] . Control laws based m this philosophy have been studied for at least three decades [2] , but it is only recently that rigorous convergence analyses have appeared. To gain insight into the operation of these algorithms, several special cases have been studied in detail. For example, the authors of [3] have examined the convergence properties of a particular scheme which combines a simple stochastic gradient parameter estimator with a minimum variance control law.
A number of interesting properties of these simple stochastic adaptive control laws have been established. For example, the tracking error is known to converge to zero i n a sample mean square sense [3] . Also, if the desired output sequence is continuously disturbed then the parameters can be shown to converge to their true values 141. In the case of regulation about a zero desired output, then it has been shown [5] that the parameter estimates converge to a fixed multiple of the true parameter values. Various extensions of the above results have also been studied. For example convergence results have been established [7] , [8] for least squares based adaptive control algorithms.
The above papers deal with systems having constant parameters. However, in practice one is often confronted wi?h systems whose parameters vary with time in some fashion. This has motivated several authors to investigate special classes of time-varying systems in an effort to gain insights into the convergence properties relevant to this case. For example, Caines [8] has analyzed the performance of the stochastic gradient algorithm of [3] applied to systems with (converging) martingale parameters. Further results for systems having random parameters are described in [9] .
The current paper also deils with systems whose parameters are time-varying. Indeed, the work has much in common, at least philosophically, with the results in 181, [9] . However, here the parameter time variations are deterministic and thus a different method of analysis is necessary from that used in [8] , [ 9 ] .
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Our analysis has three key steps: a proof that a system which is convergent toward a minimum phasesystem has an input which grows no faster than the output: a proof that a system which is exponentially convergent toward a Very Strictly Passive system is eventually Input Strictly Passive in a certain sense; and a martingale convergence proof along the lines of [3] , but using a modified martingale result as first proposed in 181, [ll] in a different context.
One application of the results developed here is to systems described by a state space model corresponding to a non-steady-state innovations representation. Subject to the assumption that the system has no uncontrollable modes (in the filtering sense [ 1 2 ] ) on the unit circle, then it is known [13] , that the parameters in the innovations model are time-varying and converge exponentially fast toward those of the steady-state optimal filter. Thus the results of this paper allow global convergence to be established for the standard adaptive control algorithms when applied to these systems. This represents a relaxation of the usual modelling assumption employed elsewhere in the literature (e.g. [3] to [9] ) that the system is described by an AFXAX model or equivalently a steady-state Kalman Filter model. This particular robustness to modelling assumptions is often implicitly assumed in the literature and it is thus interesting for technical completeness to have a formal proof that the results go through in this case.
. Preliminary Results
We verify two preliminary results which we will need in our subsequent proof. The first is straightforward and shows that if a system is convergent toward an asymptotically stable system then it is boundedinput bounded-output stable. The second result is less obvious and shows that a system which is exponentially convergent toward a Very Strictly Passive system is eventually Input Strictly Passive in a certain sense. For sake of brevity, proofs will be abbreviated or omitted throughout the paper. The details are presented in [19] .
We consider the following time-varying system:
and we introduce the notation:
for the state transition matrix.
We will use j * ~ for the Euclidean norm and /I I/ for the 2, norm. (Similarly for the induced norms).
The following result is well-known -see [ 1 4 ] for instance. I n t h e s e q u e l , we u s e t h e n o t a t i o n
I f t h e sum i s f i n i t e f o r t = n Q a l l S > n 3 , we s a y x ( t ) E Lze(Z/+) where
i s t h e s e t o f i n t e g e r s n 3 , n o + l , ... . 
L e t A ( t ) + A e x p o n e n t i a l l y f a s t a n d d e f i n e { y " ( t ) 1, { x * ( t ) :b by x * ( t + l ) = Ax*(t) + B u * ( t ) (2.10)
A a s y m p t o t i c a l l y s t a b l e .
The f o l l o w i n g r e s u l t e s t a b l i s h e s t h a t i f ( 2 . 1 0 ) , ( 2 . 1 1 ) i s I S P t h e n (2.8), ( 2 . 9 ) s a t i s f i e s a p r o p e r t y v e r y c l o s e t o I S P .
Theorem 2 . 2 : P r o v i d e d (2.10), ( 2 . 1 1 ) i s I n p u t S t r i c t l y P a s s i v e t h e n t h e r e e x i s t s E,, 3 and 6 > 0
Most o f t h e p r o o f i n v o l v e s w o r k i n g a ( n o , N) i n t o s o m e t h i n g c o n v e n i e n t . A f t e r somewhat l e n g t h y c a l c u la t i o n s b a s e d o n t h e S c h w a r z i n e q u a l i t y a n d Lemma 2 . 2 , we g e t l a ( n o ,
where € 1 , c 2 c a n b e made a r b i t r a r i l y small b y t a k i n g no l a r g e e n o u g h .
a L e t E = E i + E 2 . S u b s t i t u t i n g i n t o ( 2 . 1 4 )
By t a k i n g no l a r g e e n o u g h , i t c a n b e g u a r a n t e e d t h a t % > O . 
The A d a p t i v e C o n t r o l A l g o r i t h m
We a r e c o n c e r n e d h e r e w i t h t h e a d a p t i v e c o n t r o l o f a l i n e a r t i m e -v a r y i n g f i n i t e d i m e n s i o n a l s y s t e m a d m i t ti n g a n a u t o r e g r e s s i v e m o v i n g a v e r a g e r e p r e s e n t a t i o n o f t h e f o r m :
W e s h a l l e x p r e s s ( 3 . 1 ) i n c o m p a c t n o t a t i o n a s
where q r e p r e s e n t s t h e d e l a y o p e r a t o r a n d A ( t , q We w i s h t o d e s i g n a n a d a p t i v e c o n t r o l law t o c a u s e i y ( t ) ! t o t r a c k ( i n some s e n s e ) a g i v e n d e s i r e d o u t p u t s e q u e n c e { y * ( t ) ] a n d t o e n s u r e t h a t { y ( t ) : ! , { u ( t ) } remain bounded ( i n some s e n s e ) . R e f e r e n c e [ 3 ] 
when A ( t , q -' ) , B ( t , q -' ) , C(t,q-') do not depend on t . i s I n p u t S t r i c t l y P a s s i v e .
-1 s i a p l i c i t y w e s h a l l t r e a t t h e s i n g l e i n p u t -s i n g l e o u t p u t , u n i t d e l a y ( d = l ) c a s e . H o w e v e r , n a tu r a l e x t e n s i s n s e x i s t f o r t h e m u l t i -i n p u t m u l t i -o u t p u t n o n -u n i t d e l a y a s e x p l o r e d f o r n o n -t i m e -v a r y i n g s y s t e m s i n [31, ! 1 5 ] , e t c .
The model ( 3 . 2 ) c a n b e r e a r r a n g e d i n t o t h e f o l l o wi n g p r e d i c t o r f o m :
9 ( t , c ) = B ( t , q -' ) a ( 3 . 8 )
The a d a p t i v e c o n t r o l a l g o r i t h m w h i c h we p r o p o s e t o a n a l y z e i s t h e f o l l o w i n g s t o c h a s t i c -g r a d i e n t -m i n i m u m v a r i a n c e a l g o r i t h n
where n = upper bound on max(n, m + l , E)
A.5 ; ( t ) = $ ( t -1 ) 6 ( t ) TA * A.6 e ( t ) = y ( t ) -y ( t ) T h i s a l g o r i t h m d i f f e r s s l i g h t l y t o t h e timei n v a r i a n t v e r s i o n i n 
i l i t y e v e n t . S i n c e a l l t h e r e s u l t s i n t h i s p a p e r a r e a l n o s t s u r e r e s u l t s , t h e n d i v i s i o n
by z e r o c a n o n l y a f f e c t t h e c o n v e r g e n c e on a s e t o f n e a s u r e z e r o . From e i t h e r v i e k ? p o i n t , t h e a l g o r i t h m i s w e l l posed i n t h e s e n s e t h a t a l l v a r i a b l e s r e n a i n bounded in f i n i t e t i m e ( a . s . ) .
!<e t h e n h a v e t h e f o l l o w i n g g l o b a l c o n v e r g e n c e r e s u l t :
T h e c r e n 3 . 1 : L e t a s s u m p t i o n s 'roo": We s h a l l p r e s e n t a n o u t l i n e p r o o f o n l y , h i g h l i g h t t n g t h e k e y d e p a r t u r e s f r o i r . t h e u s u a l p r o o f s f o r t i n e -i n v a r i a n t s y s t e m as i n [3], [15] .
t o S3 and

S.l t o S . 5 h o l d f o r t h e s y s t e m ( 3 . 1 ) . I f t h e a l g o r i t h n A l t o A.6 i s u s e d , t h e n w i i h p r o b a b i l i t y o n e , f o r a n y i n i t i a l p a r a r e t e r e s t i n a t e
We t h e n h a v e t h e f o l l o w i n g o f t h e a l g o r i t h m : 
j=no From Assumption S . 5 , S.3, P r o p e r t y P.3 and Theorem 2 . 2 , we know t h a t t h e r e e x i s t s a n o , 6 > 0 and a K ( d e p e n d i n g on t h e c o n d i t i o n s a t n o ) s u c h t h a t S ( t ) 2 0 f o r a l l t 2 n . Under t h e s e c o n d i t i o n s X ( t ) t 0.
From p r o p e r t y P.2, and Assumption N . 2 , we h a v e t h a t Thus w e c a n a p p l y t h e M a r t i n g a l e C o n v e r g e n c e Theorem (Appendix A) t o c o n c l u d e X ( t ) + x < m a . s . 
A d a p t i v e C o n t r o l w i t h G e n e r a l S t a t e S p a c e
Model C o n s i d e r a l i n e a r f i n i t e d i m e n s i o n a l s y s t e m d e sc r i b e d by t h e f o l l o w i n g t i m e -i n v a r i a n t s t a t e s p a c e model :
w h e r e { v l ( t ) } , { v , ( t ) ) are z e r o mean G a u s s i a n w h i t e n o i s e s e q u e n c e s s a t i s f y i n g :
The i n i t i a l s t a t e x ( 0 ) i s a l s o a s s u m e d t o have a G a u s s i a n d i s t r i b u t i o n w i t h mean X, a n d c o n v a r i a n c e Po. i s s t a b i l i z a b l e a n d P o 2 0 .
U s i n g s t a n d a r d Kalman F i l t e r i n g i d e a s In view of Assumption S.S.l, we can assume that (H, F) are in observer canonical form, i.e. ( 4 . 5 ) , (4.6) can be written as 
where -1.
It is known [13] that Assumptions S . S . l , S.S.2 are -n (4.13) sufficient to ensure: An upper bound far n is known
The system
is Input Strictly Passive B ( z ) has all zeros outside the unit circle and bl f 0 (the latter for simplicity only)
We then have the following elementary Corollary to Theorem 3.1:
Corollary 4.1: Let Assunptions S.S.l to S . S . 6 hold for the system (4.1), (4.2) .
If the algorithm A . l to A . 6 is used, thenwitJprobability one, for any initial parameter estimate e(0) ( 4 . 1 6 ) ( 4 . 1 7 ) 
.
If a non-steady-state initial condition distribution is used and one replaced (4.12) by the corresponding steady state ARY4X model, then the prediction error so defined will not satisfy N.l.
3. The result in Corollary 4.1 also applies to degenerate distributions, i.e. when the initial state is exactly known. In this case the argument in Remark 1 above cannot be used and the more complicated machinery of Section 3 is necessary to deal with this case.
Conclusions
This paper has analyzed a robustness property of the discrete time stochastic adaptive control algorithm based on gradient estimation and minimum variance control. The algorithm is shown to be globally convergent when the system parameters are exponentially convergent to values satisfying the conditions for a globally convergent time-invariant system. This result is applied to the special case where the time-variation is derived from a non-steady state Kalman Filter.
