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We study the Quantum Zeno Effect (QZE) induced by continuous partial measurement in the
presence of short-correlated noise in the system Hamiltonian. We study the survival probability
and the onset of the QZE as a function of the measurement strength, and find that, depending
on the noise parameters, the quantum Zeno effect can be enhanced or suppressed by the noise in
different regions of the parameter space. Notably, the conditions for the enhancement of the QZE
are different when determined by the short-time or long-time behavior of the survival probability,
or by the measurement strength marking the onset of the quantum Zeno regime.
I. INTRODUCTION
The evolution of a quantum system can be “frozen” by
repeated projective measurements; this phenomenon is
known as quantum Zeno effect (QZE) [1–3]. The QZE
originates from the general feature of Schrödinger evo-
lution: at short times, transition probabilities between
quantum states are quadratic in time; hence if a sys-
tem in a measurement eigenstate is measured at regular
intervals ∆t, the probability of a transition to another
state is asymptotically small in the limit ∆t → 0 [4, 5].
The QZE is a well established experimental reality: it
has been explored experimentally in various setups such
as trapped ions [2], polarized photons [6], cold atoms
[7], dilute Bose–Einstein condensed gases [8], nanome-
chanical oscillators [9], and superconducting qubits [10].
The unique features of the QZE have also been exploited
in quantum information protocols, for which it has been
proposed to use the QZE in quantum memories to protect
quantum information from the system’s environment [11–
14]. Besides confining a system into a specific state, the
QZE can be used to stabilize a multidimensional subspace
[3, 15], a feature which has been experimentally observed
with a rubidium Bose–Einstein condensate [16, 17].
Given the potential applications of the QZE, it is im-
portant to study the effect under realistic non-ideal con-
ditions, in which uncertainties in the system Hamilto-
nian and in the measurement process are unavoidable.
For example, recent studies addressed the QZE due to
randomly-spaced projective measurements [18, 19] or un-
der non-projective (generalized) measurements [8, 14, 20–
25]. Interestingly, it has been found that a complete sta-
bilization of the system in specific states is possible even
with imperfect measurements occurring at finite frequen-
cies [24].
In this work, we study a different kind of non-ideality.
While the above-mentioned works assumed a fully known
and controlled Hamiltonian, we consider a system with a
noisy Hamiltonian subjected to continuous partial mea-
surements [26–29], cf. Fig. 1. It has been shown that
in the presence of noise the system dynamics cannot
be frozen completely [30]. Nevertheless, the presence of
measurement can slow down the system’s departure from
the desired state. We investigate whether the QZE (in
the sense of slowing the system decay down) is enhanced
or suppressed by the noise in the Hamiltonian as com-
pared to the case in which the noise is absent. We use
three distinct observables to address the effect of noise
in this regard: the short-time and the long-time survival
probabilities, as well as the critical value of the measure-
ment strength for the onset of the QZE. The latter is
identified via a topological transition in the detector’s
signal [31, 32]. We find that the noise can enhance the
QZE. At the same time, the conditions for enhancing the
QZE behavior differ drastically for each of the observ-
ables. While the short-time probability of staying (“sur-
viving”) in the initial state is essentially always reduced
by noise, the long-time survival probability is increased
in some parameter range, specifically when the measure-
ment strength and the average Hamiltonian parameters
fall within a certain noise-determined region. Finally,
we identify a set of constraints for the noise strength
and average Hamiltonian parameters which extend the
QZE regime, by inducing the transition to the QZE at
a smaller measurement strength. Notably, these con-
straints, do not exactly match the ones determining the
region of the long-time survival probability enhancement.
This paper is organized as follows. Section II intro-
duces the setup under consideration and its modeling.
The features of the QZE in our setup when the Hamilto-
nian is noiseless are discussed in Section III. In Sec. IV,
we investigate the effect of noise on the QZE. We con-
clude with a discussion of our results in Section V.
II. THE SETUP
We consider a two-level system, whose basis states are
labeled as |0〉 and |1〉, cf. Fig. 1. We represent the system
state by the density matrix
ρs(t) =
1
2
(I + s · σ), (1)
where s = {x(t), y(t), z(t)} is the Bloch vector, I is the
identity operator, and σ = {σx, σy, σz} are the Pauli spin
operators defined by σz |0〉 = |0〉. We will consider the
ar
X
iv
:2
00
6.
13
97
0v
1 
 [q
ua
nt-
ph
]  
24
 Ju
n 2
02
0
2Figure 1. The setup under consideration. A two-level system
is subject to a fluctuating Hamiltonian that induces quan-
tum oscillations between the two levels. Simultaneously, the
system is subject to a continuous partial measurement: the
detector has a finite probability per unit time to click when
the system is in state |1〉, making the detection of the system
state imperfect.
system’s initial state to be
ρs(0) = |0〉 〈0| =
(
1 0
0 0
)
. (2)
The system evolution is dictated by the interplay of two
ingredients: an Hamiltonian including an explicit noise
component and the back-action of the measurements. We
describe their effect separately, in Secs. II A and IIB,
before combining them to derive the full master equation
for the system’s density matrix in Sec. II C.
A. System Hamiltonian and noise
In the absence of measurements, the system undergoes
a unitary evolution with the Hamiltonian
H(t) = ω σx + ξ(t) · σ, (3)
where ω is the Rabi frequency of oscillations between
the two levels in the absence of noise, and ξ(t) is a
time-dependent short-correlated noise with a Gaussian
distribution such that 〈ξi(t)〉 = 0 and 〈ξi(t)ξj(t′)〉 =
γijδ(t − t′), where i ∈ {x, y, z}. Here γij is a real posi-
tive semi-definite matrix and δ(t) is the Dirac delta func-
tion. In what follows, we discretize the evolution into
time steps of size dt, in which case δ(t − t′) = δt,t′/dt,
where δt,t′ is the Kronecker delta. Each individual re-
alization of the noise generates a stochastic trajectory
of the system state evolution on the Bloch sphere and
the system state remains pure during the whole evolu-
tion (s2(t) = 1). After the averaging over different noise
realizations, the system state becomes mixed, and the
corresponding Bloch vector points to the interior of the
Bloch sphere (s2(t) < 1). In this work, we will be inter-
ested in the averaged evolution of the system state.
The system state evolution for one time step, averaged
over the noise, is given by
ρs(t+ dt) =
〈
Utρs(t)U
†
t
〉
ξ(t)
= ρs(t)− iω [σx, ρs(t)] dt
− γij
(
1
2
{σiσj , ρs(t)} − σiρs(t)σj
)
dt+O(dt2), (4)
where Ut = e−iH(t)dt, [.., ..] and {.., ..} stand for the com-
mutator and the anti-commutator respectively.
B. The measurement model
The measurement consists of continuous partial mea-
surements, cf. Fig. 1. Depending on the probability of
detecting the system in |1〉 state, the measurements can
bridge between no measurement (vanishing back-action)
and the projective measurement. Continuous partial
measurements have been realized in various experimental
architectures [13, 33].
A simple physical model of partial measurements is
obtained by considering a two-level-system detector (with
basis states |0〉d, |1〉d) initialized at the beginning of each
measurement in state |0〉d. The joint system-detector
state before the measurement can thus be written as
ρ(t) = ρs(t)⊗ ρ(0)d , ρ(0)d = |0〉d 〈0|d . (5)
During the measurement, the system-detector interac-
tion,
Hint =
J
2
(I− σz)⊗ σ(d)y , (6)
is switched on for time interval dt; here J determines the
coupling strength between the system and the detector.
The entangled system-detector state after the time step
dt is given by
ρ(t+ dt) = V ρ(t)V †, (7)
where V = e−iHintdt. At the end, the detector state
is measured projectively in the {|0〉d, |1〉d} basis. The
measurement procedure is then repeated, giving rise to
continuous partial measurement.
The system state after the measurement is obtained by
tracing over the detector degrees of freedom,
ρs(t+ dt) = Trd[ρ(t+ dt)]
= M0ρs(t)M
†
0 +M1ρs(t)M
†
1 , (8)
where Mr,
M0 =
(
1 0
0 cos(Jdt)
)
, M1 =
(
0 0
0 sin(Jdt)
)
, (9)
3are the Kraus operators [34, 35] encoding the measure-
ment back-action corresponding to a particular readout
r = 0, 1, i.e., when the detector is found to be in state
|r〉d at the end of the measurement.
Equations (8,9) are the defining properties of the par-
tial measurement used hereafter. They are independent
on the specific detector model and could equivalently re-
sult from a measurement process different from the one
used to illustrate their derivation.
Note that the measurement strength is quantified by
Jdt such that Jdt = 0 corresponds to no measurement,
while Jdt = pi/2 corresponds to strong (or projective)
measurement. We obtain the continuum limit, dt → 0,
by scaling J such that J2dt = const ≡ α. The master
equation giving the evolution of the system density ma-
trix under continuous partial measurement then follows
as
ρs(t+ dt) = ρs(t)− α
(
1
2
{P1, ρs(t)} − P1ρs(t)P1
)
dt
+O(dt2), (10)
where P1 = |1〉 〈1| = (I− σz)/2.
C. Combined system evolution
The situation of interest for us is that the Hamiltonian,
cf. Sec. IIA, and the measurement-induced, cf. Sec. II B,
evolutions happen simultaneously. In a single small time
step, dt, the two processes do not interfere with each
other (up to order dt) , so that
ρs(t+ dt)
=
〈
M0Utρs(t)U
†
tM
†
0 +M1Utρs(t)U
†
tM
†
1
〉
ξ(t)
+O(dt2)
= ρs(t)− iω [σx, ρs(t)] dt
− γij
(
1
2
{σiσj , ρs(t)} − σiρs(t)σj
)
dt
− α
(
1
2
{P1, ρs(t)} − P1ρs(t)P1
)
dt+O(dt2). (11)
This master equation is equivalent to the following equa-
tion for the Bloch vector, cf. Eq. (1),
ds
dt
= Ls, L = L0 + Lγ , (12)
where the evolution superoperator L (Liouvillian) is de-
composed into the noiseless part
L0 =
−α2 0 00 −α2 −2ω
0 2ω 0
 (13)
and the noise contribution
Lγ =
−2(γ22 + γ33) 2γ12 2γ132γ12 −2(γ11 + γ33) 2γ23
2γ13 2γ23 −2(γ11 + γ22)
 .
(14)
Equation (12) is formally solved by exponentiating the
Liouvillian:
s(t) = eLts(0). (15)
III. QZE IN THE ABSENCE OF NOISE
Before dealing with the effect of noise on the QZE, we
review the features of the QZE in the absence of noise
[8, 14, 20–25]. These known results will serve as a bench-
mark to assess the effects of noise on the QZE. A conve-
nient quantifier for this goal is the survival probability,
i.e. the probability that the system would be found in its
initial state (|0〉, cf. Eq. (2)), when measured projectively
at time t. This is given by
P(t) = Tr[ρs(t)ρs(0)] = 1 + z(t)
2
. (16)
In the absence of noise, γij = 0, the evolution super-
operator L in Eq. (12) reduces to
L(n¯) = L0 =
−α2 0 00 −α2 −2ω
0 2ω 0
 , (17)
where the superscript (n¯) represents the absence of
noise. The evolution of the Bloch vector s(t) is ob-
tained explicitly by diagonalizing the Liouvillian, L(n¯) =
W (n¯)Λ(n¯)
(
W (n¯)
)−1
. Here Λ(n¯) is the diagonal matrix of
eigenvalues of L(n¯), given by
λ
(n¯)
1 =−
α
2
, (18)
λ
(n¯)
2 =−
1
4
(α+
√
α2 − 64ω2), (19)
λ
(n¯)
3 =−
1
4
(α−
√
α2 − 64ω2). (20)
Then s(t) = W (n¯) exp(Λ(n¯)t)
(
W (n¯)
)−1
s(0), and, conse-
quently, the survival probability reads
P(n¯)(t) = 1
2
(
1 + e−
αt
4
(
cosh
(
t
√
α2 − 64ω2
4
)
+
α√
α2 − 64ω2 sinh
(
t
√
α2 − 64ω2
4
)))
(21)
The survival probability decays exponentially in time
with the decay rate depending on the measurement
strength, α. In the limit of projective measurements,
α→∞, the survival probability is equal to 1 at all times,
so the system never leaves its initial state, which corre-
sponds to the standard QZE. For any finite measurement
strength, the probability decays to 1/2 at t→∞.
4Figure 2. The behavior of the survival probability P(n¯)(t) for
different measurement strengths in the absence of noise. The
survival probability has an oscillatory behavior for α < 8ω
and non-oscillatory behavior for α > 8ω.
In the following sections, we analyze the effect of the
Hamiltonian noise on the survival probability. We are
specifically interested in three aspects of its behavior:
(i) The short-time behavior. At t→ 0,
P(n¯)(t→ 0) = 1− ω2t2 + αω
2t3
6
+O(t4). (22)
We see that for any measurement strength, the probabil-
ity initially decays quadratically in time. The presence of
measurements increases the survival probability at short
times, however, this is a cubic order effect. Note that in
this limit αt 1 is implicitly assumed, hence the freezing
of the state (P(n¯) ≡ 1) as α→∞ is not apparent.
(ii) The oscillations of the survival probability. The
survival probability oscillates as a function of time for
α < 8ω, which is a consequence of the eigenvalues λ(n¯)2
and λ(n¯)3 being complex. The oscillations vanish for
α > 8ω (cf. Fig. 2). The value of α = 8ω = α(n¯)exc,
where the Liouvillian’s eigenvalues become degenerate,
λ
(n¯)
2 = λ
(n¯)
3 , is an exceptional point of the evolution su-
peroperator [36–38] and it can be identified as the critical
measurement strength for the onset of the QZE regime
[31, 32].
(iii) The long-time behavior. At t → ∞, the behav-
ior is determined by the slowest decaying eigenstate of
the evolution superoperator, which is the one associated
with eigenvalue λ(n¯)3 . Thus at long times, the survival
probability can be written as
P(n¯)(t→∞) = 1
2
+ e−t|Reλ
(n¯)
3 | × f(t), (23)
where f(t) is either a constant or a bounded oscillating
function. Note that the decay rate |Reλ(n¯)3 |, for a fixed
ω, exhibits a maximum at α = 8ω = α(n¯)exc, as shown in
Fig 3. That is, the survival probability long-time decay
Figure 3. The behavior of the long-time decay rate of the sur-
vival probability as a function of the measurement strength,
α, — in the absence of noise (red), when only the diagonal
noise γii is present (dotted blue), and in the presence of both
the diagonal and off-diagonal noise (dashed brown). The de-
cay rates are maximum at respective exceptional points. It
can be seen that, depending on the measurement strength,
noise can enhance or suppress the decay rate. The presence of
off-diagonal noise component increases the interval over which
the decay rate is suppressed compared to the case of diagonal
noise. The plots are obtained for γ11 = 0.05ω, γ22 = 0.1ω,
γ12 = γ13 = 0, γ23 = 0.3ω, and γ33 = ω.
rate decreases with increasing α at α > 8ω, while the
behavior is opposite at α < 8ω.
Therefore, the effect of the Hamiltonian noise on the
QZE can be assessed by three quantifiers: (i) the amount
of suppression of the survival probability at short times,
(ii) the shift of the exceptional point, and (iii) the effect
on the survival probability’s long-time decay rate.
IV. EFFECT OF NOISE ON QZE
We are now in a position to analyze the effect of Hamil-
tonian noise on the QZE. This is generally described by
six independent parameters {γij} with i 6 j, cf. Eq.
(14). We start by considering the case of diagonal noise
γij ∝ δij , which demonstrates all the qualitative features
appearing due to noise, cf. Sec. IVA. In Sec. IVB, we
include the off-diagonal terms and discuss their effect.
A. Diagonal noise
The diagonal noise is defined by γij = γiiδij with γii >
0. Physically, this may originate from the fluctuations of
the energy difference between |0〉 and |1〉 states (γ33 6= 0),
the fluctuations of the Rabi frequency ω (γ11 6= 0), or the
fluctuations of the Hamiltonian direction in the xy plane
(γ11 6= 0 and γ22 6= 0). The Liouvillian L (12) then takes
the form
5L(dn) = L0 + Lγ
=
−α+4(γ22+γ33)2 0 00 −α+4(γ11+γ33)2 −2ω
0 2ω −2(γ11 + γ22)
 .
(24)
with the corresponding eigenvalues
λ
(dn)
1 = −
αdn
2
− 4γ22, (25)
λ
(dn)
2 = −
1
4
(
αdn + 8(γ11 + γ22) +
√
α2dn − 64ω2
)
,(26)
λ
(dn)
3 = −
1
4
(
αdn + 8(γ11 + γ22)−
√
α2dn − 64ω2
)
.(27)
Here αdn = α − 4(γ22 − γ33) plays the role of the renor-
malized measurement strength in some of the observables
(see below). With the system’s initial state correspond-
ing to |0〉, cf. Eq. (2), one obtains the survival probability
P(dn)(t) = 1
2
(
1 + e−
t(αdn+8(γ11+γ22))
4
(
cosh
(
t
√
α2dn − 64ω2
4
)
+
αdn√
α2dn − 64ω2
sinh
(
t
√
α2dn − 64ω2
4
)))
. (28)
In the limit α → ∞, P(dn)(t) = 12
[
1 + e−2(γ11+γ22)t
]
.
Thence, the noise will generically prevent a full freezing
of the state with P(dn)(t) → 1 in the ideal strong mea-
surement case, as was previously pointed out in Ref. [30].
However, for realistic finite values of the measurement
strength, the presence of noise can alter the survival prob-
ability behavior and the critical measurement strength
both favorably and not. First, it is evident from Eq.
(24) that γ33 acts solely to renormalize the measurement
strength α. Therefore, the noise along the z axis en-
hances the effective measurement strength and thence
the QZE. This has an intuitive explanation: A non-zero
σz term in the Hamiltonian would reduce the size of Rabi
oscillations enabled by the ω σx term, thus enhancing the
survival probability; γ33 6= 0 corresponds to having a
fluctuating σz term in the Hamiltonian that similarly en-
hances the survival probability. The effect of γ11 is also
rather clear: it induces dephasing between σx eigenstates,
hence inducing an exponential decay of the z component
of the Bloch vector. This counteracts the onset of the
QZE, and in fact it prevents the full freezing of the state
for α → ∞. The noise along the y axis has the opposite
effect of γ33 in renormalizing the measurement strength,
and acts analogously to γ11 in affecting the exponential
decay, so to counteract overall the QZE.
Focusing specifically on the quantifiers of the QZE in-
troduced in Sec. III, the short-time behavior of the sur-
vival probability is given by
P(dn)(t) = 1− (γ11 + γ22)t−
(
ω2 − (γ11 + γ22)2
)
t2
+
1
6
(
ω2α− 4(γ11 + γ22)3
+ 4ω2(3γ11 + 2γ22 + γ33)
)
t3 +O(t4). (29)
Comparing this to the noiseless case in Eq. (22), we see
that the presence of noise induces a linear-in-time decay.
Figure 4. Time dependence of the survival probability P(t),
cf. Eq. (16), for the cases of no noise (γij = 0, red), diagonal
noise (γ11 = 0.05ω, γ22 = 0.1ω, γ33 = ω, dotted blue), and
full noise (as diagonal noise plus γ23 = 0.3ω, dashed brown).
The insets focus on the short-time and long-time behavior.
The noise always decreases the survival probability at short
times, however, at long times it may actually increase it (the
parameters used in the plot correspond to the latter scenario).
The plots are obtained for α = 8.5ω.
Therefore, at short times, the QZE is suppressed by noise
unless γ11 = γ22 = 0, cf. Fig. 4. If this condition is sat-
isfied, then the short-time behavior is equivalent to that
in the noiseless case with a renormalized measurement
strength, α → α + 4γ33 > α. Therefore, noise along the
z axis alone does enhance the QZE at short times.
The analysis of the oscillatory dynamics of the survival
probability, controlled by the exceptional point of the
Liouvillian spectrum, reveals a rather different picture.
The exceptional point (where λ(dn)2 = λ
(dn)
3 ) now occurs
at
6αdn = 8ω ⇐⇒ α = 8ω + 4(γ22 − γ33) = α(dn)exc . (30)
This implies that for a given ω the onset of the QZE
regime happens at a smaller measurement strength as
long as γ33 > γ22, independently of γ11. This condition
for enhancing the QZE is drastically different from the
one found when considering the short-time dynamics.
Finally, consider the long-time decay rate of the sur-
vival probability. The decay rate is given by |Reλ(dn)3 |,
to be compared with the decay rate in the absence of
noise, |Reλ(n¯)3 |, cf. Eqs. (27) and (20) respectively. We
find that generically the noise increases the decay rate,
except when the following three conditions are satisfied
simultaneously: (a) γ33 > γ22, (b) ω > (γ11 + γ22)(γ11 +
γ33)/(γ33 − γ22), (c) the measurement strength, α, falls
into the interval
α
(dn)
1 < α < α
(dn)
2 , (31)
with
α
(dn)
1 = 4
(
γ22 − γ33 +
√
4ω2 + (2γ11 + γ22 + γ33)2
)
,
(32)
α
(dn)
2 = 2
(
γ22 − γ33
+ (2γ11 + γ22 + γ33)
√
1 +
4ω2
(γ11 + γ22)(γ11 + γ33)
)
.
(33)
Such suppression of the decay rate (enhancement of the
long-time survival probability) is illustrated in Figs. 3
and 4.
We thus see that the conditions for enhancing the
QZE by the noise differ depending on the quantity un-
der consideration. The short-time survival probability
is almost always suppressed by noise. The onset of the
QZE regime (i.e., the exceptional point) happens at a
lower measurement-strength when γ33 > γ22. The en-
hancement of the long-time survival probability agrees
with that obtained from the exceptional point shift in the
requirement of γ33 > γ22. At the same time, the long-
time survival probability enhancement poses extra con-
ditions: the noiseless Hamiltonian should be sufficiently
strong compared to some noise-related quantity (b) and
the measurement strength should belong to an interval
close to the exceptional point (c).
B. Generic noise
We now analyze the case of generic noise with all
γij 6= 0. We focus on the regime of sufficiently weak
noise, |γij |  α, ω. When α → ∞, the z component
of the Bloch vector is effectively decoupled from the x
and y components, cf. Eqs. (12–14), implying that the
effect of the off-diagonal noise components onto the sur-
vival probability can be neglected. Therefore, we focus
on sufficiently small α. For sufficiently small α, one
can compute the Liouvillian eigenvalues perturbatively
in γ12/
∣∣∣λ(n¯)1 − λ(n¯)2 ∣∣∣  1 and γ13/ ∣∣∣λ(n¯)1 − λ(n¯)3 ∣∣∣  1 and
show that these parameters only contribute at the second
order of perturbation theory. Thus, the effect of cross-
correlations between the noise along the x and the other
two axes is negligibly small in the considered regime.
Diagonalizing the evolution superoperator (12) and ne-
glecting the contributions of γ12 and γ13, we obtain
λ
(fn)
1 = −
αdn
2
− 4γ22, (34)
λ
(fn)
2 = −
1
4
(
αdn + 8(γ11 + γ22) +
√
α2dn − 64 (ω2 − γ223)
)
,
(35)
λ
(fn)
3 = −
1
4
(
αdn + 8(γ11 + γ22)−
√
α2dn − 64 (ω2 − γ223)
)
.
(36)
Note that if γ12 = γ13 = 0, our analysis is exact and is
valid for arbitrary strength noise.
The survival probability is then obtained as
P(fn) = 1
2
(
1 + e−
t(αdn+8(γ11+γ22))
4
(
cosh
(
t
√
α2dn − 64 (ω2 − γ223)
4
)
+
αdn√
α2dn − 64 (ω2 − γ223)
sinh
(
t
√
α2dn − 64 (ω2 − γ223)
4
)))
. (37)
The short-time behavior of the survival probability is
thus the same as in the case of diagonal noise (29), mod-
ulo replacing ω2 → ω2 − γ223,
P(fn) = 1− (γ11 + γ22)t−
(
ω2 − γ223 − (γ11 + γ22)2
)
t2
+
1
6
(
(ω2 − γ223) (α+ 4(3γ11 + 2γ22 + γ33))
− 4(γ11 + γ22)3
)
t3 +O(t4). (38)
7Hence, the short-time survival probability is always re-
duced by the noise unless γ11 = γ22 = 0 (note that the
requirement of γij being a positive semidefinite matrix
implies that in this case γij = 0 unless i = j = 3). Note
also the subleading t2 term, where the presence of γ23
enhances the survival probability, cf. Fig. 4.
The exceptional point happens when
α = 4
(
2
√
ω2 − γ223 + γ22 − γ33
)
= α(fn)exc . (39)
This is a smaller value of α than α(n¯)exc = 8ω provided
that γ33 > γ22, or if γ33 < γ22 and 4ω < (γ22 − γ33) +
4γ223/(γ22 − γ33). When |γij |  ω, the last condition on
ω can only be satisfied when γ22 − γ33  |γ23|.
Finally, for the effect of noise in the long-time limit,
we compare |Reλ(n¯)3 | and |Reλ(fn)3 |, cf. Eqs. (20) and
(36). Similarly to the case of diagonal noise, the long-
time decay rate is suppressed if and only if the follow-
ing three conditions are satisfied: (a) γ33 > γ22, (b)
ω > ((γ11 + γ22)(γ11 + γ33) − γ223)/(γ33 − γ22), (c) the
measurement strength belongs to the interval
α
(fn)
1 < α < α
(fn)
2 , (40)
with
α
(fn)
1 = 4
(
γ22 − γ33 +
√
4(ω2 − γ223) + (2γ11 + γ22 + γ33)2
)
, (41)
α
(fn)
2 = 2
(
(γ22 − γ33)
(
1− γ
2
23
(γ11 + γ22)(γ11 + γ33)
)
+ (2γ11 + γ22 + γ33)
√(
1− γ
2
23
(γ11 + γ22)(γ11 + γ33)
)2
+
4ω2
(γ11 + γ22)(γ11 + γ33)
)
. (42)
Note that the off-diagonal noise enhances the QZE un-
der a wider range of conditions. Indeed, when γ23 6= 0,
the restriction on ω is weaker than for the diagonal noise
with the same γii. Further, for ω > (γ11 + γ22)(γ11 +
γ33)/(γ33 − γ22) at which the diagonal noise allows for
suppressing the decay rate, adding the off-diagonal com-
ponent increases the relevant interval of measurement
strengths: α(fn)1 < α
(dn)
1 and α
(fn)
2 > α
(dn)
2 , as illustrated
in Fig. 3.
We thus see that the off-diagonal noise components do
not qualitatively change the effect of noise on the QZE. It
is interesting to note, though, that correlations between
the y and the z components of noise (γ23 6= 0) tend to
enhance the QZE compared to the purely diagonal noise.
V. CONCLUSION
In this work we have investigated the effect of noise
in the system Hamiltonian on the QZE behavior induced
by continuous partial measurement. We have found a
quite rich behavior: the effect is significantly different
when looking at different QZE quantifiers. Specifically,
we have investigated the effect of noise on the short-time
and long-time survival probabilities and on the critical
measurement strength determining the onset of the QZE
regime. We have found that the short-time survival prob-
ability is essentially always suppressed by noise, except
for very fine tuned conditions, namely, for a fluctuating
term that commutes with the measured observable. The
onset of the QZE can be shifted towards larger or smaller
measurement strengths depending on the details of the
noise and the averaged Hamiltonian parameters. Finally,
the long-time survival probability can also be enhanced
or suppressed, yet this is not determined by the prop-
erties of the noise only. The same noise can enhance
or suppress the long-time survival probability depending
on the measurement strength and the noiseless part of
the system’s Hamiltonian. Notably, the conditions for
a shift of the QZE onset towards a lower measurement
strength differ from those required to enhance the long
time survival probability. Our results can be relevant for
QZE-based protocols in systems subject to fluctuations,
e.g., to optimize working points in parameter space in
order to enhance the desired features of the QZE.
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