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Abstract
In this paper we study the computational problem of arbitrage in a frictional market with a ﬁnite number of bonds and ﬁnite
and discrete times to maturity. Types of frictions under consideration include ﬁxed and proportional transaction costs, bid–ask
spreads, taxes, and upper bounds on the number of units for transaction. We develop a necessary and sufﬁcient condition for the
existence of arbitrage. In addition, we obtain some negative result on computational difﬁculty in general for arbitrage under those
frictions: it is NP-complete to identify whether there exists a cash-and-carry arbitrage transaction and it is NP-hard to ﬁnd an optimal
cash-and-carry arbitrage transaction.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
No-arbitrage is a generally accepted condition in ﬁnance. In general, if there is any arbitrage opportunity, the market
force would act as an invisible hand to drive the prices change and bring the market back to equilibria. An underlying
assumption behind the general principle is the existence of active proﬁt seeking agents in the ﬁnancial market. Their
restless effort in locating arbitrage possibilities is essential for the no-arbitrage condition to hold. For the above argument
to work, it is essential that locating arbitrage possibilities is not a formidable task, computationally.
For frictionless ﬁnancial markets, the no-arbitrage condition is very well understood. The pioneer work of Ross
[17,18], for example, characterized arbitrage with the existence of positive valuation or pricing operators in discrete
time. This approach has beenwidely adopted in variousmodels, for instance, by Green and Srivastava [9] and Spremann
[19]. In continuous time environment, no-arbitrage has been characterized by the existence of equivalent martingale
measures, see, e.g., Harrison and Kreps [10], Harrison and Pliska [11], and Kreps [15].
In reality, however, ﬁnancial markets are never short of friction. Investors are required to pay transaction costs,
commissions and taxes. Selling and buying prices are differentiated with bid–ask spread. A security is available at a
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price only for up to a maximum amount. One may buy or sell a stock at an integer number of shares (or an integer
number of hundreds of shares). Friction is a de facto matter in ﬁnancial markets.
Study of arbitrage in frictional markets has attracted more and more attention in recent years and a body of literature
has emerged. Garman and Ohlson [8] extended the work of Ross [18] to markets with proportional transaction costs
and showed that equilibrium prices in markets with proportional transaction costs are equal prices in the corresponding
markets with no friction plus a “certain factor”. Later, Prisman [16] studied the valuation of risky assets in arbitrage-
free economies with taxation. Recently, Dermody and Prisman [5] extended the results of Garman and Ohlson [8]
to markets with increasing marginal transaction costs and showed the precise relation of the “certain factor” to the
structure of transaction costs. Jouini and Kallal [12] investigated, by means of martingale method, the no-arbitrage
problem under transaction costs and short sale constraints, respectively. Ardalan [1] showed that, in ﬁnancial markets
with transaction costs and heterogeneous information, the no-arbitrage imposes a constraint on the bid–ask spread.
Deng et al. [3,4] presented a necessary and sufﬁcient condition for no-arbitrage in a ﬁnite-asset and ﬁnite-state stock
market with proportional transaction costs. This result allows one to use polynomial time algorithms to look for arbitrage
opportunities by applying linear programming techniques. This necessary and sufﬁcient condition was generalized to
the case of multiperiod by Zhang et al. [20]. Jouini et al. [13] studied arbitrage and viability in a securities markets
model with ﬁxed trading costs in a setting of continuous time and showed that the absence free lunches is equivalent
to the existence of a family of absolutely continuous probability measures for which the normalized securities price
processes are martingale.
Kabanov et al. [14] pointed out that, although the literature on models with friction is rapidly growing, arbitrage
theory for markets with frictions still contains a number of questions with much less satisfactory answers than in the
theory of frictionless markets and there are only a few papers dealing with necessary and sufﬁcient conditions for the
absence of arbitrage for markets with frictions. In addition, to the best of our knowledge, works on algorithmic study
of arbitrage under friction are rare, although it is a central problem for discrete ﬁnite time models in ﬁnance. To capture
the current price structure, to ﬁnd out whether there is an arbitrage opportunity, and to price arbitrary cash stream, the
study of algorithmic issues of arbitrage with realistic frictions is important, interesting and challenging.
In the present paper we study computational issues of arbitrage with ﬁxed and proportional transaction costs, bid–ask
spreads, taxes, and upper bounds on transaction. The ﬁxed transaction costs capture the situation in which an individual
investor requests a broker to invest money on the securities exchange, paying a ﬁxed sum for the service. The payment
includes for example brokerage fees, ﬁxed investment taxes to access to a market, operational and trade processing
costs, information obtaining costs, or opportunity costs of looking at a market or of doing a speciﬁc trade, which are
independent of the amount invested in each security. The proportional transaction costs are, as most usual, the fees that
are proportional to the transaction size of each security. The bid–ask spreads are the difference between bid and ask
prices of an individual security. The (income) taxes at every time to maturities are also set to be proportional to the
transaction size of each security.
The rest of this article is organized as follows. In Section 2, we describe ourmodel and some notation. In Section 3, we
reformulate our model and establish an essential characterization of no-arbitrage. Section 4 is devoted to computation
complexity of no-arbitrage in general case and in a reasonable special case, respectively. Some explanations of our
results in terms of ﬁnancial meanings are also provided in the context. Section 5 concludes the paper.
2. Notation and deﬁnitions
Consider a market of n ﬁxed income securities (or bonds) i = 1, 2, . . . , n. Let 0 = t0 < t1 < t2 < · · · < tm be all
the payment dates (or the times to maturities) that can occur, which need not be equidistant. A cash stream is a vector
w = (w1, w2, . . . , wm)T, where T denotes the transposition of vector or matrix, and wj is the income received at time
tj and may be positive, zero or negative.Assume that bond i pays the before-tax cash stream Ai = (a1i , a2i , . . . , ami)T.
So we have the m × n payoff matrix A = (A1, A2, . . . , An).
Bond i can be purchased at a current price pai , the so-called ask price. There is also a bid price p
b
i at which bond
i can be sold. The difference between these two prices, the so-called bid–ask spread, reﬂects a type of friction. This
friction exists in most economic markets. We form the ask price vector pa = (pa1 , pa2 , . . . , pan)T and the bid price
vector pb = (pb1, pb2, . . . , pbn)T.
The second type of friction considered in this paper is transaction costs including ﬁxed and proportional. We assume
that the ﬁxed transaction cost is ci if bond i is traded. The ci is a positive constant regardless of the amount of bond
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i traded. Write c = (c1, c2, . . . , cn)T for the ﬁxed transaction cost vector. Besides the ﬁxed transaction cost, there is
additional transaction cost that is proportional to the amount of the bond traded. Let ai and 
b
i be such fees if one dollar
of bond i is bought and sold, respectively. Here, 0ai , bi < 1, i = 1, 2, . . . , n. Denote by a = (a1, a2, . . . , an)T the
transaction cost rate vector for purchasing and by b = (b1, b2, . . . , bn)T the transaction cost rate vector for selling.
The third type of friction incorporated into our model is taxes. Here, we concentrate only on a single investor as a
member of just one tax class among many. For all investors in this class, the tax amount at time tj for holding one unit
of bond i in long position is assumed to be taji , and the after-tax income at that time is then aji − taji ; whereas the tax
amount for holding one unit of bond i in short position is tbji as a credit against the obligation to pay aji at time tj , and
the net after-tax payment to be made is then aji − tbji . Let T a be the m × n matrix whose entries are taji , and T b the
m × n matrix whose entries are tbji .
Every investor in the ﬁxed tax class under consideration will modify his or her position. Let the modiﬁcation be
x = (x1, x2, . . . , xn)T ∈ Rn, called also a portfolio, where xi is the number of units of bond i modiﬁed by the investor.
If xi > 0, additional bond i is bought for the amount of xi ; and if xi < 0, additional bond i is sold for the amount
of −xi .
Finally, the fourth type of friction considered in our model is bounds. An upper bound b+i > 0 (maximum amount
of units that can be bought in bond i) and an upper bound b−i > 0 (maximum amount of units that can be sold in
bond i) are set on the modiﬁed amount xi for each bond i. Put b+ = (b+1 , b+2 , . . . , b+n )T and b− = (b−1 , b−2 , . . . , b−n )T.
If −b−i xib+i for i = 1, 2, . . . , n, we call x an admissible portfolio.
Now, the bond market considered in this paper can be described by the group of data
M = {pa, pb, a, b, b+, b−, c, A, T a, T b}.
For i = 1, 2, . . . , n and j = 1, 2, . . . , m, set
i (x) =
{
(1 + ai )pai x if x > 0,
(1 − bi )pbi x otherwise,
gji(x) =
{
(aji − taji)x if x > 0,
(aji − tbji)x otherwise,
and (x) = 1 if x = 0 or 0 if x = 0. If trading a portfolio x = (x1, x2, . . . , xn)T, the investor pays the cost
f (x) :=
n∑
i=1
i (xi) +
n∑
i=1
ci(xi)
in the present and receive the after-tax gain
gj (x) :=
n∑
i=1
gji(xi)
at future time tj for j = 1, 2, . . . , m. The after-tax cash stream of gains generated by the portfolio x is then the vector
G(x) := (g1(x), g2(x), . . . , gm(x))T.
For convenience, we use the vector notation x y to indicate that xiyi for all i.
Deﬁnition 2.1. An after-tax cash stream w = (w1, w2, . . . , wm)T is called no future obligations if ∑kj=1 wj 0,
k = 1, 2, . . . , m, or, in matrix notation, if Bw 0, where B is the lower-triangular m × m-matrix whose elements on
or below the main diagonal all are ones.
Deﬁnition 2.2. A portfolio x is said to be a cash-and-carry arbitrage transaction if it is admissible (i.e., −b− x b+)
and if it has a negative payment (i.e., f (x) < 0) and generates an after-tax cash stream that implies no future obligations
(i.e., BG(x) 0).
Deﬁnition 2.3. The market M is said to exhibit weak no-arbitrage if there exists no cash-and-carry arbitrage
transaction.
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3. Formulation of weak no-arbitrage
Using the notation and deﬁnitions introduced in the previous section, the weak no-arbitrage in the market M can be
described by the following nonlinear programming:
(P1)
⎧⎪⎨
⎪⎩
minimize f (x),
subject to BG(x)0,
−b−xb+.
Then the market M exhibits weak no-arbitrage if and only if the optimal value of (P1) is zero.
Indeed, if the optimal value of (P1) is zero, then any admissible portfolio x with BG(x) 0 is feasible to (P1)
and hence f (x)0. Thus, the market M exhibits weak no-arbitrage. Conversely, if the market M exhibits weak no-
arbitrage, then f (x)0 for any x ∈ Rn with BG(x) 0 and −b− x b+, that is, f (x)0 for any feasible solution
x of (P1). Furthermore, x = 0 is also a feasible solution to (P1) and f (0) = 0, implying the optimal value of (P1) is
zero.
Now we proceed to reformulate (P1). For any portfolio x = (x1, . . . , xn)T, let x+i = max{xi, 0} be the number of
units of bond i bought and x−i = −min{xi, 0} the number of units of bond i sold, and let x+ = (x+1 , x+2 , . . . , x+n )T be
the vector of buy orders and x− = (x−1 , x−2 , . . . , x−n )T the vector of sell orders. Then,
xi = x+i − x−i , x+i x−i = 0, 0x+i b+i , 0x−i b−i , i = 1, 2, . . . , n,
f (x) =
n∑
i=1
(1 + ai )pai x+i −
n∑
i=1
(1 − bi )pbi x−i +
n∑
i=1
ci(x
+
i − x−i ),
gj (x) =
n∑
i=1
(aji − taji)x+i −
n∑
i=1
(aji − tbji)x−i , j = 1, 2, . . . , m.
Further let p+ = ((1 + a1)pa1 , . . . , (1 + an)pan), p− = ((1 − b1)pb1, . . . , (1 − bn)pbn). Then
f (x) = p+x+ − p−x− +
n∑
i=1
ci(x
+
i − x−i ), G(x) = (A − T a)x+ − (A − T b)x−.
Hence, (P1) can be equivalently formulated as the following optimization problem:
(P2)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
minimize p+x+ − p−x− +
n∑
i=1
ci(x
+
i − x−i ),
subject to B[(A − T a)x+ − (A − T b)x−] 0,
x+i x
−
i = 0, i = 1, 2, . . . , n,
0 x+ b+,
0 x− b−.
Thus, we have
Theorem 3.1. The market M exhibits weak no-arbitrage if and only if the optimal value of problem (P2) is zero.
Hence, to identify whether the market exhibits weak no-arbitrage we need only to solve problem (P2).
Clearly, a cash-and-carry arbitrage transaction is a solution (x+, x−) of the system
(S)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
p+x+ − p−x− +
n∑
i=1
ci(x
+
i − x−i ) < 0,
B[(A − T a)x+ − (A − T b)x−] 0,
x+i x
−
i = 0, i = 0, 1, . . . , n,
0 x+ b+,
0 x− b−.
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The negative of optimal value of (P2) can be interpreted as the maximal arbitrage proﬁt. The optimal solutions of (P2)
with nonzero objective value are called optimal cash-and-carry arbitrage transactions.
4. Computational complexity of arbitrage
In this section, we will discuss the computational complexity of ﬁnding an optimal cash-and-carry arbitrage trans-
action and of identifying whether there exists a cash-and-carry arbitrage transaction. The technique which we use to
reach this purpose is a polynomial time transformation of the EXACT COVER BY 3-SETS into an instance of the problem
(P 2). The EXACT COVER BY 3-SETS [7] is as follows:
Given a collection C = {C1, . . . , Ck} of 3-element subsets of a ground set S = {s1, . . . , s3h}, does C contain an exact
cover for S, that is, a subcollection C′ ⊆ C such that every element of S occurs in exactly one member of C′?
The instance of EXACT COVER BY 3-SETS is denoted by I for simplicity. First, we construct a digraph G = (V ,E)
from the instance I as follows:
V = {w} ∪ {u1, . . . , u3h} ∪ {v1, . . . , vk},
E = {(w, u1), . . . , (w, u3h)} ∪ {(v1, w), . . . , (vk, w)}
k⋃
j=1
3h⋃
i=1
{(ui, vj )|si ∈ Cj }.
In this digraph, element si corresponds to vertex ui , and subset Cj corresponds to vertex vj . Further, there is an arc
(ui, vj ) if and only if si ∈ Cj . Clearly, the indegrees d−(ui) = 1, d−(vj ) = 3 and d−(w) = k; the outdegrees
d+(ui) = |{Cj ∈ C : si ∈ Cj }|, d+(vj ) = 1 and d+(w) = 3h. The numbers of vertices and arcs of G are
|V | = 3h + k + 1 and |E| = 3h + 4k.
Let D denote the incidence matrix of G, that is, the matrix with rows and columns indexed by V and E, respectively,
where the entry in position (v, e) is −1, +1, or 0, if v is the head of e, the tail of e, or neither, respectively. Further, we
assume that the ﬁrst 3h columns of D is indexed by arcs (w, u1), . . . , (w, u3h).
To simplify expressions, we write
B(A − T a) = R+ = (r+ji), B(A − T b) = R− = (r−ji).
Theorem 4.1. It is NP-hard to ﬁnd an optimal cash-and-carry arbitrage transaction even if R+ and R− are (0,±1)-
matrices, c1 = · · · = cn = 1, and there is no constraint x+i x−i = 0, i = 1, 2, . . . , n.
Proof. Let us construct a reduction from the instance I to an instance of the problem (P2). For this purpose, set
m = 18h + 10k + 4 and n = 3h + 4k + 1. We compose m × n-matrices R+ and R− as follows:
R+ =
⎛
⎜⎜⎜⎜⎝
04
I2
−I2
⎞
⎟⎟⎟⎟⎠ , R− =
⎛
⎜⎜⎜⎜⎜⎜⎝
I1 01 −1
−I1 01 1
D 02
−D 02
03
03
⎞
⎟⎟⎟⎟⎟⎟⎠ ,
where D is the incidence matrix of G; I1 and I2 are the identity matrices of orders 3h and n; 01, 03 and 04 are all-zero
3h × 4k-, n × n- and (12h + 2k + 2) × n-matrices, respectively; 1 and 02 are the all-one and all-zero column vectors
of dimensions 3h and 3h + k + 1, respectively.
Further put c = p+ = (1, · · · , 1, 8h + 3), p− = (0, · · · , 0, 7h + 2), and
b+n = b−n = 1, b+e = b−e =
{
3 if e = (vj , w), j = 1, . . . , k,
1 otherwise,
where e ∈ E presents the index of its corresponding column of D.
It is easy to see that the construction above can be accomplished in polynomial time.
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Then for the speciﬁedR+,R−, p+, p− and c, it is straightforward to check that program (P2) becomes the following
program:
(Pˆ2)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
minimize
∑
e∈E
(x−e ) + (x−n ) − (7h + 2)x−n ,
subject to
x+ = 0, (4.1)
x−e − x−n = 0 ∀ e ∈ +(w), (4.2)∑
e∈+(v)
x−e −
∑
e∈−(v)
x−e = 0 ∀ v ∈ V, (4.3)
0 x−b−, (4.4)
where +(v) = {(v, u) ∈ E}, −(v) = {(u, v) ∈ E}, and x−e is associated with a column of D indexed by e ∈ E, i.e.,
for each e ∈ E, x−e = x−i if e is the index of the ith column of D.
Clearly, (4.1) yields (x+)Tx− = 0 and {x−e : e ∈ E} is a circulation in G by (4.3) and (4.4). Further we have
Claim 1. If x− = 0 satisﬁes (4.2)–(4.4), then
x−n > 0, (4.5)∑
e∈E
(x−e ) + (x−n )  7h + 1. (4.6)
Indeed, assume (4.5) to be false, then x−e = 0 for all e ∈ +(w) by (4.2). It follows from (4.3) that x−e = 0 for all
e ∈ +(ui), i = 1, . . . , 3h, implying x−e = 0 for all e ∈ +(vj ), j = 1, . . . , k. Hence x− = 0, a contradiction.
Next let us show (4.6) is true. For all e ∈ +(w), x−e > 0 by (4.2) and (4.5), that is, x−(w, ui ) > 0 for i = 1, . . . , 3h.
It follows from (4.3) that for each ui there is at least one arc e ∈ +(ui) with x−e > 0. Thus, there are at least 3h arcs
e from {u1, . . . , u3h} to {v1, . . . , vk} such that x−e > 0. Since d−(vj ) = 3 for j = 1, . . . , k, it follows from (4.3) that
there are at least h vertices vj with x−(vj , w) > 0. Hence the number of arcs e ∈ E with x−e > 0 is at least 7h, in addition
x−n > 0 by (4.5), therefore, (4.6) holds.
Claim 2. There is x− = 0 satisfying (4.2)–(4.4) and∑
e∈E
(x−e ) + (x−n ) = 7h + 1 (4.7)
if and only if the instance I has an exact cover C′ of S.
First suppose x− = 0 satisﬁes (4.2)–(4.4) and (4.7). Then it follows easily from the proof of (4.6) that
• there is exactly one arc e ∈ +(ui) with x−e > 0 for each i = 1, . . . , 3h and
• there are exactly h vertices vj ,  = 1, . . . , h, with x−(vj , w) > 0.
For otherwise (4.7) cannot hold. Set C′ = {Cj ∈ C : x−(vj , w) > 0}. Then C
′ is an exact cover of S. Indeed, each si is
in some Cj ∈ C′ as x−e > 0 for some e ∈ +(ui) and Cjp ∩ Cjq = ∅ for all 1p < qh since |S| = 3h, |C′| = h
and ∪{Cj ∈ C′} = S.
Conversely, suppose that there exists an exact cover C′ = {Cj1 , . . . , Cjh} ⊆ C of S. Set
x−n = 1, x−e =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1 if e = (w, ui), i = 1, . . . , 3h,
1 if e = (ui, vj) and ui ∈ Cj ∈ C′,
3 if e = (vj , w) and Cj ∈ C′,
0 otherwise.
It is simple to verify that the deﬁned x− satisﬁes (4.2)–(4.4) and (4.7).
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Claim 3. The optimal value of Problem (Pˆ2) is either −1 or 0. Moreover, the optimal value is −1 if and only if the
instance I has an exact cover of S.
Indeed, as x = 0 is a feasible solution of (Pˆ2), the optimal value
minimize
{∑
e∈E
(x−e ) + (x−n ) − (7h + 2)x−n
}
0. (4.8)
If (Pˆ2) has an optimal solution xˆ = (0, xˆ−) with xˆ− = 0, then, by (4.6) and the integrality of∑e∈E(xˆ−e )+ (xˆ−n ),
either
∑
e∈E(xˆ−e ) + (xˆ−n ) = 7h + 1 or
∑
e∈E(xˆ−e ) + (xˆ−n )7h + 2 . Moreover, xˆ−n = 1 follows easily from the
inequality xˆ−n 1 and the optimality of xˆ. Therefore, either
∑
e∈E(xˆ−e )+(xˆ−n )− (7h+2)xˆ−n =−1 or
∑
e∈E(xˆ−e )+
(xˆ−n )−(7h+2)xˆ−n 0. The former case occurs, based on Claims 1 and 2, if and only if the instance I has an exact
cover of S. And the latter occurs, it follows from (4.8) that∑e∈E(xˆ−e )+(xˆ−n )−(7h+2)xˆ−n =0. So the claim is true.
Now we come to the conclusion that the optimal value of Problem (Pˆ2) is either −1 or 0 according to whether the
instance I has an exact cover of S or not. To complete the proof, we have to show
Claim 4. For the composed matrices R+ and R−, there exist matrices A, T a and T b satisfying
B(A − T a) = R+ and B(A − T b) = R−.
Clearly, the following m × n linear systems{
aji − taji = m+ji ,
aji − tbji = m−ji ,
i = 1, 2, . . . , n, j = 1, 2, . . . , m
have feasible solutions, where aji , taji and t
b
ji are variables,
(
m+ji
)
= B−1R+ and
(
m−ji
)
= B−1R−.
The proof is completed. 
Now we turn to the computational complexity of identifying a cash-and-carry arbitrage transaction.
Theorem 4.2. It is NP-complete to identify whether there exists a cash-and-carry arbitrage transaction in the
market M.
Proof. Equivalently, we need only to show that it is NP-complete to determine feasibility of system (S). Clearly, the
problem is in NP. We transform the instance I of the EXACT COVER BY 3-SETS into a recognition problem by the same
reduction used in the proof Theorem 4.1. To prove the theorem, it sufﬁces to show.
Claim 5. There exists a cash-and-carry arbitrage transaction, that is, there isx− satisfying (4.2)–(4.4)with∑e∈E(x−e )+ (x−n ) − (7h + 2)x−n < 0, if and only if the instance I has an exact cover C′ of S.
Clearly, the claim is an immediate corollary of Claim 3. The theorem is proved. 
Note that m > n in the proofs of Theorems 4.1 and 4.2. Let us show the theorems to be still true for the case mn′.
Indeed, let R′ and R′′ be m × (n′ − n)-matrices whose entries are nonnegative, pˇ+ and pˇ− be the all-zero column
vectors of dimension n′, cˇ be the all-one column vector of dimension n′, bˇ+ = (b+,
n′−n︷ ︸︸ ︷
0, . . . , 0) and bˇ− = (b−,
n′−n︷ ︸︸ ︷
0, . . . , 0).
Set
Bˇ(Aˇ − Tˇ a) = (R+,−R′), Bˇ(Aˇ − Tˇ b) = (R−, R′′),
where R+ and R− are the matrices deﬁned in the proof of Theorem 4.1. Consider the following program:
(Pˇ2)
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
minimize pˇ+xˇ+ − pˇ−xˇ− +
n′∑
i=1
cˇi(xˇ
+
i − xˇ−i ),
subject to Bˇ(Aˇ − Tˇ a)xˇ+ − Bˇ(Aˇ − Tˇ b)xˇ− 0,
xˇ+i xˇ
−
i = 0, i = 1, 2, . . . , n′,
0 xˇ+ bˇ+,
0 xˇ− bˇ−.
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It is easy to see that the optimal values of (Pˇ2) and (P2) are equal. Furthermore, for any optimal solution (xˇ+, xˇ−) of
(Pˇ 2), clearly xˇ+j = xˇ−j = 0 for j = n + 1, . . . , n′, and (x+, x−) = (xˇ+1 , xˇ+2 , . . . , xˇ+n , xˇ−1 , xˇ−2 , . . . , xˇ−n ) is an optimal
solution of (P2). Conversely, for any optimal solution (x+, x−) of (P2), then
(x+,
n′−n︷ ︸︸ ︷
0, . . . , 0, x−,
n′−n︷ ︸︸ ︷
0, . . . , 0)
is an optimal solution of (Pˇ2). As (P2) is NP-hard for m > n, so is (Pˇ2).
Theorems 4.1 and 4.2 tell us that it is unlikely to ﬁnd efﬁcient optimal solution procedures and that one has to look
for heuristic algorithms for problem (P2).
5. Conclusion
In this paper, we have derived necessary and sufﬁcient conditions for the weak no-arbitrage in markets with ﬁxed
and proportional transaction costs, bid–ask spreads, taxes and bounds for transaction. The characterization extends
some known results in discrete time frictionless security markets. With the help of the EXACT COVER BY 3-SETS, the
computational complexity of the arbitrage problem is showed to be NP-hard.
In comparison with the previous work of Deng et al. [3,4] which considered a stock market model of two period, the
current paper considers a bond market model with multiperiod. The computational hardness of the former is a result of
integer and bounded capacity constraints, and that of the latter of the non-linearity constraints. Neither implies another.
In addition, in a foreign exchange market model, Cai and Deng proved an NP-hardness result [2] which cannot be
implied by or imply any of the above two results directly.
All the hardness results would motivate further study in alternative solutions, such as approximation algorithms or
ﬁxed parameter algorithms [6].
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