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Abstract
Using a diagrammatic reformulation of Bayes’ theorem, we provide a necessary and suf-
ficient condition for the existence of Bayesian inference in the setting of finite-dimensional
C∗-algebras. In other words, we prove an analogue of Bayes’ theorem in the joint classical
and quantum context. Our analogue is justified by recent advances in categorical probabil-
ity theory, which have provided an abstract formulation of the classical Bayes’ theorem. In
the process, we further develop non-commutative almost everywhere equivalence and il-
lustrate its important role in non-commutative Bayesian inversion. The construction of such
Bayesian inverses, when they exist, involves solving a positive semidefinite matrix comple-
tion problem for the Choi matrix. This gives a solution to the open problem of constructing
Bayesian inversion for completely positive unital maps acting on density matrices that do
not have full support. We illustrate how the procedure works for several examples relevant
to quantum information theory.
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1 Introduction and outline
Bayesian inference is an act of inferring likelihoods based on information that becomes avail-
able to us. It can be used to help understand how we make decisions and as a consequence
assist in constructing forms of artificial intelligence. Bayesian inference has been a key ingredi-
ent in data analysis andmachine learning algorithms [5,47]. Occasionally, one needs to manage
and analyze enormous amounts of data for artificial intelligence. Since certain tasks have al-
gorithms that can be performed on quantum computers more quickly than currently known
algorithms on classical computers [45], these two aspects suggest the importance of a suitable
quantum analogue of Bayesian inference [43]. Although there have been numerous approaches
to formulating quantum Bayesian inference [1, 2, 10, 12, 23, 32, 33, 50], each one has its pros and
cons and there does not yet seem to be a standardmethod. More importantly, the case of density
matrices without full support (or more generally non-faithful states) is, in our opinion, a subtle,
yet crucial, aspect to quantum Bayesian inference that has not been addressed adequately in
the literature. The present paper aims to fill that gap.
We propose an inherently process-theoretic and diagrammatic formulation of quantum
Bayesian inference [41]. The approach is based on category theory, which has been providing
an interesting perspective on the foundations of probability theory [4,7,9,11,13,16,17,19,21,22,
24, 31, 39], and more recently quantum probability [10, 14, 23, 41] and the information-theoretic
foundations of quantum mechanics [6]. The categorical perspective provides a formulation of
Bayes’ theorem regarding the existence of a certain morphism satisfying a condition equiva-
lent to Bayes’ rule in the category of stochastic maps (morphisms are interpreted as a condi-
tional probabilities in this context). This formulation can be used to define Bayesian inference
in quantum or classical Markov categories, where many of the essential features of probabilis-
tic concepts have been categorified [7, 16, 41]. In the present paper, we analyze the existence
and almost everywhere uniqueness properties of Bayesian inference in the category of finite-
dimensional C∗-algebras and completely positive unital (CPU) maps. This category contains
both classical and quantum-mechanical systems. It includes a general class of evolutions of
open quantum systems, and it includes positive-operator valued measures and instruments
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(which can be formulated as certain CPU maps between C∗-algebras that are not necessarily
matrix factors but direct sums of matrix algebras). When restricted to the commutative alge-
bras, the notion reproduces the standard Bayes’ theorem.
We state here the definition of a Bayesian inverse to highlight our main theorem afterwards.
Definition 1.1. LetB F A be a CPUmap between finite-dimensional C∗-algebras, letA ω C
be a state, and set ξ := ω ◦ F. A Bayesian inverse of (F,ω) is a CPU map A G B such that1
CB A
B⊗B A⊗AA⊗B
ω
oo o/ o/ o/ o/ o/ o/ o/ o/
ξ
///o/o/o/o/o/o/o/o
µB
 O
O
O
O
µA
 O
O
O
O
G⊗idBoo o/ o/ o/ o/ o/ idA⊗F ///o/o/o/o/o
=== , (1.2)
i.e.
ξ
(
G(A)B
)
= ω
(
AF(B)
)
(1.3)
for all A ∈ A and B ∈ B.
Key features of classical Bayesian inference are its almost everywhere (a.e.) uniqueness, its
compositionality for iterated processes, and its reversibility. Non-commutative a.e. equivalence
was recently introduced and studied in [42], while a categorical notion of a.e. equivalence was
introduced in [7]. The two were shown to coincide for all C∗-algebras algebras in [41]. In the
present paper, we continue this development of non-commutative a.e. equivalence and indicate
its subtle aspects for constructing non-commutative Bayesian inference.
Our main result is Theorem 5.62, which provides a necessary and sufficient condition for
(F,ω) to have a CPU Bayesian inverse when A = Mm(C) and B = Mn(C) are matrix algebras
(Theorem 6.22 generalizes this to arbitrary finite-dimensional C∗-algebras). The condition is
expressed in terms of a certain Choi matrix and also provides a construction of a Bayesian in-
verse. Proposition 5.1 provides a formula for any linearmapG satisfying (1.3) on the support of
the state ξ := ω ◦ F with no additional assumptions whatsoever. However, this formula alone
does not specify G on the full algebra and one must extend it to guarantee unitality (unitality is
analogous to probability preservation). Requiring G to be ∗-preserving provides several addi-
tional constraints that are strong enough to demand complete positivity on the supported cor-
ner (cf. Definition 5.11) of ξ and this (along with several other equivalent conditions) is proved
in Proposition 5.12. Corollary 5.32 provides a Kraus decomposition for Bayesian inverses on
the supported corner and provides a direct relationship between our Bayesian inverses and
those of Leifer [10, 32, 33]. However, this formula only specifies the Bayesian inverse on the
supported corner. It turns out to be a non-trivial requirement for a CPU extension to the full
algebra. This requirement is explained in terms of a positive semidefinite matrix completion
problem whose solution is provided in Theorem 5.62.
The result is a bit technical to state here in the introduction, but the rough idea is the fol-
lowing. The Choi matrix of the Bayesian inverse breaks up into four parts based on the support
1The equals sign in this diagram indicates that the diagram commutes.
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of ξ. Let A be the Choi matrix on the supported corner of ξ, Aˆ is its pseudoinverse, and B the
part of the Choi matrix that is on the support of ξ but off the supported corner. These are both
completely determined by the Bayes condition (and require no additional assumption for their
existence). Provided that A† = A (A is self-adjoint), a completion exists if and only if the par-
tial trace of B†AˆB (which is necessarily a positive semidefinite matrix) is bounded from above
by the orthogonal complement of the support of ξ. Once this completion problem condition
is satisfied, several CPU Bayesian inverses may exist, all of them being a.e. equivalent to one
another. In many cases, such as the case of disintegrations (when F is a ∗-homomorphism) or
wave collapse, the extension is unique. However, they do not always exist and one may find
that the partial trace of B†AˆB is too large. This provides a subtle aspect to our understanding
of Bayesian inference in the quantum setting. Further investigation and comparison to physical
phenomena is necessary.
The outline of the paper is as follows. Section 2 reviews stochastic maps, disintegrations,
diagrammatic Bayesian inversion, and the standard Bayes’ theorem from a categorical per-
spective. Section 3 reviews non-commutative analogues of these notions for finite-dimensional
C∗-algebras. Section 4 goes over several physically relevant examples. In particular, we find
a surprising connection to Kribs’ interaction algebra and fixed point set theorem [30] in the
context of finding Bayesian inverses for positive operator-valued measures. Section 5 is the
main section of this paper and contains our main theorem for finding necessary and sufficient
conditions for Bayesian inversion on matrix algebras, the important results leading to it, and
many consequences. Furthermore, we illustrate in several examples how to construct Bayesian
inverses via a matrix completion problem, which we solve. We use this construction to reprove
our disintegration theorem [42], which we know must happen due to the fact that disintegra-
tions are special kinds of Bayesian inverses [41]. Section 6 generalizes our version of Bayes’
theorem to finite-dimensional C∗-algebras (direct sums of matrix algebras). Appendix A con-
tains a lemma for permuting rows and columns of a partially defined matrix in a way that
allows us to apply a theorem for positive semidefinite matrix completion.
2 Classical disintegration and Bayes’ theorem
What should quantum Bayesian inference look like? We will answer this question by first
studying the classical case from the category-theoretic perspective. We recall the category
FinStoch of finite sets and stochastic maps [3, 16, 42]. The objects are finite sets and the mor-
phisms are stochastic maps (also known as stochastic matrices or Markov kernels, though the
latter name is usually reserved when working on sets of infinite cardinality). In more detail, if X
and Y are finite sets, a stochastic map X f Y associating a probability measure fx on Y to each
x ∈ X (all finite sets will be equipped with the discrete σ-algebra). The value of this probability
measure on y ∈ Y will be denoted by fyx. Stochastic maps are drawn with squiggly arrows
to distinguish them from deterministic maps, which are stochastic maps assigning Dirac delta
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measures to each point in the domain.2 The latter are drawn with straight arrows→ and corre-
spond to functions (the relationship is described thoroughly in [40]). A single element set will
be denoted by {•}. A stochastic map {•} p X encodes a probability measure on X. Stochastic
maps X f Y
g
Z can be composed via the Chapman–Kolmogorov equation
(g ◦ f)zx :=
∑
y∈Y
gzyfyx. (2.1)
The category FinStoch also has the following monoidal structure. Let X f X ′ and Y g Y ′ be
two stochastic maps. Their product is the stochastic map X× Y f×g X ′ × Y ′ defined by
(X, Y) ∋ (x,y) 7→
(
(X ′, Y ′) ∋ (x ′,y ′) 7→ (f× g)(x′,y′)(x,y) := fx′xgy′y
)
. (2.2)
This product reproduces the usual product of functions as the following example shows.
Example 2.3. Let X
f−→ X ′ and Y g−→ Y ′ be functions viewed as stochastic maps (the measure
associated to each point is a Dirac delta measure). Their product evaluated on elements is
given by
(f× g)(x′,y′)(x,y) := fx′xgy′y = δx′f(x)δy′g(y) = δ(x′,y′)(f(x),g(y)) = δ(x′,y′)(f×g)(x,y), (2.4)
where the last expression f× g is the usual Cartesian product of functions.
Remark 2.5. The cartesian product of finite sets and the product of stochastic maps turns
FinStoch into a symmetric monoidal category. The functor FinSet →֒ FinStoch preserves this
monoidal structure. Here, FinSet is the category of finite sets and functions with the cartesian
product as the monoidal structure.
Due to this symmetric monoidal structure, a graphical calculus can be used [7, 13]. We will
only use these string diagrams on occasion (mainly in remarks and proofs), and it will not be
essential that the reader is familiar with the notation. Strings parallel to each other represent
taking the product as in (2.2). We will occasionally keep the string-diagram notation next to
the usual (functional) diagrammatic notation as to keep our work more accessible. We will also
occasionally label wires if there is a potential for confusion.
There are two important stochastic maps (functions, in fact) associated to every finite set X.
These are
X
X×X
∆X
OO
x
(x, x)
❴
OO • and
X
{•}
!X
OO
x
•
❴
OO
. (2.6)
2The Dirac delta measure δy at y ∈ Y is given by δy(E) = 1 if y ∈ E and 0 otherwise for all measurable subsets
E ⊆ Y. Since Y is finite, δy({y ′})will be written as δy ′y.
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These maps are called copy and discard, respectively. When multiple sets are in use, these
string diagrams may be labelled. Discard can be used to define projections [7]. Namely,
X× Y
X
piX
OO
:=
X× Y
X× {•}
X
idX×!X
OO
∼=
OO
Y
X , (2.7)
where the isomorphism is the one given by (x, •) 7→ x. A similar projection X× Y piY−→ Y can be
defined onto Y using !X× idY . Copy and discard also satisfy many important relations including
commutativity of
XX×X
{•}×X
X×X
X× {•}X
∆Xoo ∆X //
!X×idX
OO
idX×!X
OO
idX
OO
piX⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧ piX❄❄❄❄❄❄
__❄❄❄❄❄❄
∼= //
∼=oo
and
X
X×X
X×X
X×X×X
∆X
OO
∆X //
idX×∆X //
∆X×idX
OO
, (2.8)
which, in the string diagram notation, translate to
= = and = , (2.9)
respectively. FinStoch also satisfies
X× Y = X Y , I = , X× Y = X Y , I = , = , (2.10)
where I := {•}. These diagrammatic relations have been used to define sufficient categorical
structure that enables one to make sense of disintegration and Bayesian inference in the classi-
cal (as opposed to the quantum) setting [7, 16]. Categories with such structure are called (clas-
sical) Markov categories [16]. QuantumMarkov categories drop the last condition in (2.10) and
replace it with a suitable condition that reflects the relation (ab)∗ = b∗a∗ inC∗-algebras [41]. As
such, many (though not all) of the diagrammatic manipulations from the theory of Markov cat-
egories can also be done in this more general setting. We will not assume the reader is familiar
with these recent developments.
Furthermore, notice that every stochastic map X f Y satisfies
X Y
{•}
f
///o/o/o/o/o/o/o/o
!X
CC✞✞✞✞✞✞✞✞
!Y
[[✼✼✼✼✼✼✼✼
◗◗◗◗◗
◗◗◗◗◗
, i.e. f
Y
X
= X , i.e.
∑
y∈Y
fyx = 1 ∀ x ∈ X. (2.11)
This condition is called causality in the literature [7, 27, 44]. Hence, such morphisms will be
called causal. Causality of a morphism in this case means that it is probability-preserving.
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An important notion in probability theory is that of almost everywhere equivalence. This
has recently been defined in the non-commutative setting [42] and in the general categorical set-
ting [7]. The notion will be especially crucial in specifying the uniqueness of Bayesian inference
in the non-commutative setting.
Definition 2.12. Let X and Y be finite sets, let {•} p X be a probability measure on X, and let
f, g : X /o/o // Y be stochastic maps. Then f is said to be p-a.e. equivalent to g iff
{•}
X
X
X×X
X×X
X× Y
p 777w7w7w7w
p '''g
'g'g
'g
∆X //
∆X
//
idX×f
***j*j
*j*j
idX×g
444t4t4t4t
, i.e.
p
f
X Y
=
p
g
X Y
. (2.13)
In this case, the notation f =
p
g will be used. As an equation, f =
p
g says fyxpx = gyxpx for all
x ∈ X and y ∈ Y.
Remark 2.14. Although condition (2.13) looks asymmetric, one can show (2.13) commutes if
and only if
{•}
X
X
X×X
X×X
Y ×X
p 777w7w7w7w
p '''g
'g'g
'g
∆X //
∆X
//
f×idX
***j*j
*j*j
g×idX
444t4t4t4t
, i.e.
p
f
Y X
=
p
g
Y X
. (2.15)
Remark 2.16. That the notion of a.e. equivalence agrees with the usual definition from proba-
bility theory will be described in Section 5. In fact, Definition 2.12 agrees with both the classical
(commutative) and quantum (non-commutative) notions of a.e. equivalence, the latter of which
was introduced recently and independently in [42]. The equivalence between these two defini-
tions in the quantum context is actually quite subtle. If one restricts to positive (or more gener-
ally ∗-preserving) unital maps, then the notions of a.e. equivalence are all equivalent. However,
if one uses linear maps (that are not necessarily ∗-preserving), then the conditions (2.13) and
(2.15) are not equivalent in general [41, Remark 5.10]. We will see later that Bayesian inverses
always exist as linear unital maps, but not necessarily as ∗-preserving linear maps, so choosing
an appropriate definition of a.e. equivalence will be important.
Definition 2.17. Let (X,p) and (Y,q) be probability spaces and let f : X → Y be a function
such that q = f ◦ p. Such an f is said to be measure/probability-preserving. A disintegration of
(f,p,q) is a stochastic map Y r X such that
{•}
X Y
p

D
D
D
D
q

Z
Z
Z
Z
r
oo o/ o/ o/ o/ o/ o/
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼ and
X
YY
r
ZZ Z
Z
Z
Z
Z
f
✡✡
✡✡
✡✡
✡✡
idY
oo
q ▼
▼▼
▼▼
▼
▼▼
▼▼
▼▼ , (2.18)
the latter diagram signifying commutativity q-a.e. A disintegration is also called a regular
conditional probability and an optimal hypothesis.
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The conditions of a disintegration from (2.18) can be drawn using string diagrams as
q
r
=
p
and
q
r
f
=
q
, (2.19)
respectively.
Remark 2.20. Our definition of a disintegration is not exactly the same as the one of Cho and
Jacobs [7]. Our definition is based on Appendix A in our work on non-commutative disintegra-
tions [42], which was meant to be an exact diagrammatic formulation of the standard notion of
disintegration from measure theory [15, Section 452].
Theorem 2.21. Let (X,p) and (Y,q) be finite sets equipped with probability measures p and q. Let f :
X→ Y be a measure-preserving function. Then there exists a (q-a.e.) unique disintegration r : Y /o/o //X
of (f,p,q).
A formula for the disintegration is
rxy :=
{
pxδyf(x)/qy if qy > 0
1/|X| if qy = 0
(2.22)
In fact, one can use any probability measure for ry when qy = 0 (the uniform probability
measure is not required).
Proof of Theorem 2.21. This is a standard result. The present formulation is proved in [42, Sec-
tion 2.2]. 
Disintegrations are special kinds of Bayesian inverses, which will be explained later (see
also [41], which goes into detail regarding their relationship to each other). The following
theorem is a categorical reformulation of Bayes’ theorem.
Theorem 2.23 (Bayes’ theorem). Let X and Y be finite sets. Given a probability measure {•} p X
and a stochastic map X f Y, there exists a stochastic map Y
g
X such that
{•}Y X
Y × Y X×XX× Y
p ///o/o/o/o/o/o/oqoo o/ o/ o/ o/ o/ o/ o/ o/
∆Y

∆X

g×idY
///o/o/o/o/o
idX×f
oo o/ o/ o/ o/ o/
=== , (2.24)
where q := f ◦ p is the pushforward of the probability measure p along f. Furthermore, for any other g ′
satisfying this condition, g =
q
g ′.
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Before we provide the short proof of Bayes’ theorem, we first justify why we call this Bayes’
theorem in Remark 2.29 after establishing some terminology in Definition 2.25. Furthermore,
our formulation of Bayes’ theorem slightly differs from other theorems with a similar name in
the literature on categorical probability theory, which focus on the relationship between joint
probability distributions and conditionals. We will explain more about this distinction in Re-
mark 2.46. However, the true justification for why we use this version of Bayes’ theorem will
only become more apparent when we study the quantum analogue, where our formulation
seems to become more suitable for reasons that will be explained in Remark 5.96.
Definition 2.25. Let f and p be as in Theorem 2.23, a stochastic map g satisfying commutativity
of (2.24) is called a Bayesian inverse of (f,p) or a Bayesian inference for (f,p). The diagram
in (2.24) is referred to as Bayes’ diagram or the Bayes condition. In the language of Bayesian
statistics, the measure p is sometimes called the prior probability, the stochastic map f is called
the likelihood, the measure q is called the marginal likelihood, and the stochastic map g is
called the weighted likelihood/posterior probability. It is helpful to summarize this diagram-
matically as
{•}
X Y
prior=p

D
D
D
D
D
D
D
q=marginal likelihood

Z
Z
Z
Z
Z
Z
Z
g
posterior
gg v6u5t4r2q1p0o/n.m-l,j*i)
h(
f
likelihood
''6v 5u
4t 2r 1q 0p /o .n -m ,l *j )i (h
. (2.26)
If one obtains new evidence in the form of a probability measure {•} q
′
Y, then the Bayesian
update3 is the probability measure on X obtained from the composite {•} q
′
Y
g
X.
Remark 2.27. In string diagram notation, the Bayes condition is expressed as
q
g
X Y
=
p
f
X Y
. (2.28)
Remark 2.29. Before we prove Bayes’ theorem, we should at least explain how this diagram-
matic formulation is equivalent to the usual formulation of Bayes’ theorem, which is commonly
written as
P(A|B)P(B) = P(B|A)P(A) (2.30)
with A ⊆ X and B ⊆ Y [28, Chapter 1 Section 4]. First, we will show how (2.24) reproduces
P(x|y)P(y) = P(y|x)P(x), (2.31)
where P(x) is the probability of x ∈ X (and similarly for P(y)) and P(x|y) is the conditional
probability, namely the probability of x occurring given that y has occurred (and similarly
3Technically, this is called Jeffrey conditioning in this context since the marginal likelihood is a probability
measure in general and not a Dirac measure [24].
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for P(y|x)). For us, the latter is precisely a stochastic map. To reconstruct this equation, let
{•} q:=f◦p Y be the pushforward probability measure on Y. This means
qy =
∑
x∈X
fyxpx ∀ y ∈ Y. (2.32)
Working out the right-hand-side of the diagram in (2.24) gives a probability measure on X× Y.
Evaluating this measure on a ‘rectangular’ subset of the form A× B gives (we are using the
associativity of the composition here freely)(
(idX × f) ◦ (∆X ◦ p)
)
(A× B) =
∑
x′,x′′∈X
(
(idX × f)(x′,x′′)(A× B)
)
(∆X ◦ p)(x′,x′′)
=
∑
x′,x′′∈X
χA(x
′)fx′′(B)
∑
x∈X
δ(x′,x′′)∆X(x)px
=
∑
x,x′,x′′∈X
χA(x
′)fx′′(B)δx′xδx′′xpx
=
∑
x∈A
fx(B)px.
(2.33)
Thus, commutativity of (2.24) says∑
y∈B
gy(A)qy =
∑
x∈A
fx(B)px. (2.34)
In the case that A := {x} and B := {y} are singletons, this becomes
gxyqy = fyxpx ∀ (x,y) ∈ X× Y. (2.35)
If we make the definitions
P(x|y) := gxy, P(y) := qy, P(y|x) := fyx, and P(x) := px, (2.36)
this indeed reproduces (2.31). To reproduce (2.30), we need to define all the expressions. Nor-
mally, P(B|A), conditioning on an event, is defined as [28, Chapter 1 Section 4]
P(B|A) :=
P(A∩ B)
P(A)
(2.37)
assuming P(A) 6= 0, and similarly for P(A|B). However, this does not make sense for our more
general setup where A and B are subsets of difference spaces. We therefore define the symbol
P(A⊓ B) :=
∑
x∈A
fx(B)px ≡
∑
y∈B
fyxpx. (2.38)
The meaning of P(A ⊓ B) is almost the same as P(A ∩ B). The only difference is that now the
sets A and B are subsets of different sets, where the conditional probability f has a codomain
different from its domain. First, one uses p to describe the probability of A occurring and uses
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it to weight the probability that B occurs as made possible by f, which is motivated by the
following sketch
•
A
XY
B
pf
We therefore define
P(B|A) :=
P(A⊓ B)
P(A)
≡
∑
x∈A
px
p(A)
fx(B) (2.39)
provided P(A) 6= 0, which shows how the conditional probability P(B|A) is a convex combi-
nation of the fx(B) weighted by the normalized probability distribution
px
p(A)
on A. A similar
situation holds for q, g, and B. By these definitions and (2.33), we obtain the standard Bayes’
theorem (2.30) provided p(A) and q(B) are non-zero. One upshot of our diagrammatic perspec-
tive is that it avoids the issue of measure zero in the statement of the theorem and relegates it
to the uniqueness of the associated Bayesian inverse. A much simpler derivation of (2.30) will
be given from the C∗-algebraic perspective later in Example 3.32.
Proof of Bayes’ theorem. The existence of a Bayesian inverse is guaranteed by the formula
gyx :=
{
fyxpx/qy if qy > 0
1/|X| if qy = 0
. (2.40)
Almost everywhere uniqueness of a Bayesian inverse is immediate from this formula, but it
can also be seen from the string diagram perspective.4 To see this, let g ′ : Y /o/o //X be another
Bayesian inverse of f. Then
q
g ′
X Y
=
p
f
X Y
=
q
g
X Y
. (2.41)
The first equality holds because g ′ is a Bayesian inverse of f and the second holds because g is
a Bayesian inverse of f. 
4The reader should appreciate how simple this proof is with Cho–Jacobs’ carefully chosen definition of a.e.
equivalence. It is as if the notion of a.e. equivalence was built for Bayesian inference! The same proof will work
in the infinite-dimensional setting as well as the quantum setting. Compare, for instance, a typically standard
proof from measure theory as in [49, Proposition 3.2]. Also compare the proof of uniqueness here with the proof
of uniqueness for non-commutative disintegrations [42, Theorem 5.1], which is closely related to the notion of
Bayesian inverses [41].
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Example 2.42. A simple example will illustrate why in practice one distinguishes between the
sets X and Y. Suppose I go to the grocery store and that my probability of going in a given week
depends on whether or not there is a good sale. In this case, we can let X := {sale, no sale} and
Y := {I go, I don’t go}. Suppose, further, that the statistics for whether there is a good sale in
a given week is known (perhaps based on data and averaged out). This is the prior. Suppose
psale = 0.3 (and hence pno sale = 0.7) and also suppose if there is a sale, I am 90% likely to go,
whereas, if there is no sale, I am 60% likely go to. These statistics are represented by a stochastic
map f : X /o/o // Y and define the likelihood. They can be used to deduce the probability of me
going to the store this week
qI go = fI go,salepsale + fI go,no salepno sale = (0.9)(0.3) + (0.6)(0.7) = 0.69, (2.43)
which defines the marginal likelihood {•} q Y. Now, if you see me at the grocery store in
a given week (the evidence), is it more likely that there is a sale this week? Based on this
observation, you can infer that the probability of there being a sale has increased. Your Bayesian
updated hypothesis based on seeing me there is now
gsale,I go =
fI go,salepsale
qI go
=
(0.9)(0.3)
0.69
≈ 0.391. (2.44)
Similarly, if you know that I did not go to the store this week, it is less likely that there is a sale,
and your updated hypothesis is
gsale,I don’t go =
fI don’t go,salepsale
qI don’t go
=
(0.1)(0.3)
0.31
≈ 0.097. (2.45)
Remark 2.46. Bayes’ theorem has many categorical formulations. We will comment on sev-
eral such formulations, ones that we are aware of that seem closely related to ours. Cul-
bertson and Sturtz were the first to use category theory to model Bayesian statistical infer-
ence. They proved a version of Bayes’ theorem that constructs conditionals from joint prob-
ability measures [11, Theorem 3.2]. Note that their equation (19) is precisely what we call
the Bayes condition. Indeed, given the pair ({•} p X,X f Y), one can define the joint
measure via the composite {•} p X ∆X−−→ X × X idX×f X × Y. To go from a joint measure
{•} s X× Y to a conditional Y g X, one first obtains a disintegration Y h X × Y of the
pair (X × Y piY−→ Y, {•} s X× Y) and takes the composite Y h X× Y piX−−→ X, which is the
Bayesian inverse of (f,p). A.e. uniqueness of Bayesian inverses was also addressed [11, Theo-
rem 4.1], though this part was formulated in a more standard measure-theoretic manner. An
elegant string-diagrammatic interpretation of Bayesian inverses (the first we are aware of) was
proposed by Fong at the end of his masters thesis [13]. However, Fong did not provide a full
statement of Bayes’ theorem, which required a fully string-diagrammatic formulation of a.e.
uniqueness that was not available at the time. Clerc, Danos, Dahlqvist, and Ilias recast Bayes’
theorem in a category of a.e. equivalence classes of measure-preservingMarkov kernels [9, The-
orem 2]. Furthermore, by working with Banach cones and Markov operators, they were able to
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avoid the assumption that their measure spaces were standard Borel in the infinite-dimensional
setting [9, Theorem 7].
A completely string diagrammatic formulation of a type of Bayes’ theorem (one relating
joint distributions to conditionals), including its uniqueness properties, was proposed recently
by Cho and Jacobs [7]. They are the first to have provided a completely diagrammatic for-
mulations of a.e. equivalence (cf. [7, Section 3]). Independently, we developed an algebraic
definition of a.e. equivalence motivated by the GNS construction, which was suitable for our
purposes of a non-commutative disintegration theory [42], a precursor to Bayesian inversion.
The first author was able to show the equivalence of Cho–Jacobs’ definition to the operator
algebraic one, substantiating both definitions for a strong candidate of a.e. equivalence in the
non-commutative setting [41].
The diagrammatic formulation of Cho and Jacobs’ perspective on Bayes’ theorem was on
the relationship between joint marginals and conditionals (though the relationship between
conditionals already appeared in Jacobs’ earlier work on conjugate priors and Bayesian updat-
ing [25]). This is indeed important in practice, particularly when one wants to analyze causal
inference based on statistical correlation, as was done in more recent work of Jacobs, Kissinger,
and Zanasi [26]. Our perspective is to avoid describing Bayesian inversion as a way of going
between joint distributions and conditionals and completely bypass the joint distributions, but
merely work with the Bayes diagram as a condition that must be satisfied for a morphism to be
called a Bayesian inference. Classically, the two approaches are equivalent: given a conditional,
one can immediately construct the joint distribution and then construct the other conditional.
Quantum mechanically, however, the distinction is pivotal. This will be discussed more in Re-
mark 5.96. Briefly, one will be able to construct Bayesian inference much more easily than con-
structing the joint distribution, which is very likely to have negative probabilities. The reason
for this is due to the copy map, which is not a positive map in the non-commutative setting.
Nevertheless, the key idea in formulating the Bayes’ condition is the copy map. We took this
copy map seriously and learned that this lead to some surprising results in the theory of posi-
tivity, operator algebras, quantum theory, and their connection to category theory [41]. We will
also see much of this in the present work.
In the remaining part of this section, we review some properties of Bayesian inverses and
disintegrations. First, if a Bayesian inverse exists, it is necessarily probability-preserving. This
means that if one observes new evidence that agrees with the evidence obtained as themarginal
likelihood from the prior and likelihood, then the Bayesian update agrees with the prior.
Proposition 2.47. Given finite sets X and Y, a probability measure {•} p X, and a stochastic map
X
f
Y with Bayesian inverse Y
g
X, then
{•}
X Y
p

D
D
D
D
f◦p

Z
Z
Z
Z
g
oo o/ o/ o/ o/ o/ o/
❖❖❖❖❖
❖❖❖❖❖
, i.e.
p
=
p
f
g
. (2.48)
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Proof of Proposition 2.47. By using Bayes’ diagram together with the properties of the copy and
discard maps, we obtain commutativity of the diagram
{•}Y X
Y × Y X×XX× Y
X
p ///o/o/o/o/o/o/of◦poo o/ o/ o/ o/ o/ o/ o/ o/
∆Y

∆X

g×idY
///o/o/o/o/o
idX×f
oo o/ o/ o/ o/ o/
piX

piX
rr
rr
rr
yyrrr
rr
r
t4w7
{;
A
F
	I
L
M
NQ
S
U
V
Y [ ^ !a #c
g 22
&f 'g 'g (h )i *j +k ,l -m -m .n /o 0p 0p 1q
idXll
, (2.49)
which proves the proposition. It may be helpful to compare this with a string diagrammatic
proof
p
=
p
=
p
f
=
q
g
=
q
g
, (2.50)
where q := f ◦ p. 
Theorem 2.51. Let p, f, and q be as in Theorem 2.23.
i. If f is an isomorphism, then g := f−1 is a Bayesian inverse of (f,p).
ii. If f is deterministic, then g is a Bayesian inverse of (f,p) if and only if g is a disintegration of (f,p).
iii. A Bayesian inverse of a composite is the composite of Bayesian inverses.
iv. A Bayesian inverse of a Bayesian inverse is a.e. equivalent to the original map.
Proof. All of these claims are proved in [41]. 
3 Quantum a.e. equivalence, measure zero, and Bayesian in-
ference
Beforewe state our quantum version of Bayes’ theorem, we describe how our operator-algebraic
notion of a.e. equivalence for finite-dimensional C∗-algebras introduced in [42] agrees with
the diagrammatic definition of a.e. equivalence introduced by Cho and Jacobs [7] in Proposi-
tion 3.15. The work of Cho and Jacobs focused exclusively on commutative probability, so it
is quite surprising that their notion of a.e. equivalence agrees with ours, which was motivated
by the theory of operator algebras and the Gelfand–Naimark–Segal construction. This notion
is crucial for formulating Bayesian statistics and quantum probability in general.
Definition 3.1. Given a C∗-algebra A, a positive element of A is an element a ∈ A for which
there exists an x ∈ A such that a = x∗x. The set of positive elements in A is denoted by A+.
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An element a ∈ A is self-adjoint iff a∗ = a. Positivity defines a partial order on self-adjoint
elements and one writes a > a ′ iff a− a ′ ∈ A+. Given another C∗-algebra B, a positive map
ϕ : B /o/o //A is a linear map such that ϕ(B+) ⊆ A+. A positive unital map ω : A /o/o //C is
called a state (on A). A state ω is faithful iff ω(a∗a) = 0, with a ∈ A, implies a = 0. A
linear map ϕ : B /o/o //A is ∗-preserving iff ϕ(b∗) = ϕ(b)∗ for all b ∈ B. For the C∗-algebra of
m×mmatricesMm(C), which will be referred to as amatrix algebra, the involution is complex
conjugation and will be denoted by † instead of ∗. Given n ∈ N, a linear map ϕ : B /o/o //A is
n-positive iff idMn(C) ⊗ϕ : Mn(C)⊗B /o/o //Mn(C)⊗A is positive. The map ϕ is completely
positive iffϕ is n-positive for all n ∈ N. A completely positive (unital) map will be abbreviated
as a CP (CPU) map. Let E
(m)
ij ∈Mm(C) be the standard ij-th matrix unit (with 1 in the ij-th entry
and 0 otherwise). If it is clear from context, the shorthand Eij may be used instead of E
(m)
ij . If
ψ :Mn(C) /o/o //Mm(C) is a linear map, then the matrix
Choi(ψ) :=
∑
i,j
E
(n)
ij ⊗ψ
(
E
(n)
ij
)
∈Mn(C)⊗Mm(C) (3.2)
is called the Choi matrix of ψ. The Hilbert–Schmidt inner product onMm(C) is given by
Mm(C) ∋ A,B 7→ 〈A,B〉 := tr(A†B). (3.3)
If Mn(C)
F
Mm(C) is a linear map, its Hilbert–Schmidt dual will be denoted by F
∗ and is
uniquely characterized by the condition
tr
(
F∗(A)B
)
= tr
(
AF(B)
) ∀ A ∈Mm(C), B ∈Mn(C). (3.4)
If S ⊆ A is a subset of a C∗-algebra A, the commutant of S inside A is the unital algebra
S ′ := {a ∈ A : as = sa ∀ s ∈ S}. (3.5)
Since the commutant depends on the embedding algebra, S ′ will often be written as S ′ ⊆ A.
We will expect the reader is vaguely familiar with some facts about CP maps such as “a
map is CP if and only if its Choi matrix is positive (semidefinite)” and “all positive maps are ∗-
preserving” [46, Section 1.1]. The seminal paper of Choi is an excellent and concise reference [8].
Also note that we use the term positive for what some may call positive semidefinite.
Remark 3.6. The definition of complete positivity is well-motivated in the physics literature
(tensoring with a trivial system should not change the positivity of a map) [29]. Mathemati-
cally, there are good categorical reasons to use completely positive maps as well. In the cat-
egory of finite-dimensional C∗-algebras, the tensor product of positive maps is not necessar-
ily a positive map. In fact, the largest subcategory of the category of positive maps between
finite-dimensional C∗-algebras that is closed under the tensor product is the category of finite-
dimensional C∗-algebras and completely positive maps. This follows from Proposition 3.7 be-
low.5
5We learned Proposition 3.7 in Lecture 3 of Reinhard Werner’s course on quantum information theory [51].
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Proposition 3.7. Fix finite-dimensional C∗-algebras A and B and let ϕ : B /o/o //A be a positive map.
Then the following conditions are equivalent.
i. ϕ is completely positive.
ii. ϕ⊗ idMn(C) is positive for all n ∈ N.
iii. ϕ⊗ψ is positive for all positiveψ : D /o/o //Cwith C andD arbitrary finite-dimensionalC∗-algebras.
The proof is short enough that we include it.
Proof. you found me!
(i⇔ii) The swapmap6 is positive because it is a ∗-isomorphism. The composite of positive maps
is positive.
(iii⇒i) Set ψ = idMn(C). Use the equivalence between i. and ii.
(i⇒iii) Since ϕ⊗ψ = (ϕ⊗ idC) ◦ (idB⊗ψ) by the interchange law, it suffices to show that each
factor is positive. Since every finite-dimensional C∗-algebra is (∗-isomorphic to) a direct sum
of matrix algebras, it suffices to assume C =
⊕
x∈XMmx(C) for some finite set X and positive
integers {mx}. By the distributivity between direct sum and the tensor product, ϕ ⊗ idC =
ϕ⊗⊕x∈X idMmx (C) ∼= ⊕x∈Xϕ⊗ idMmx (C). This is positive if and only if each ϕ⊗ idMmx (C) is,
which is true by assumption ii. A similar argument holds for the second factor idB ⊗ψ. 
Corollary 3.8. LetM be the monoidal category of finite-dimensional C∗-algebras and linear maps (with
the standard tensor product) and let P be the subcategory of finite-dimensional C∗-algebras and positive
maps. The largest subcategory of P that is closed under the tensor product is the category of finite-
dimensional C∗-algebras and completely positive maps.
Now that we spent enough time discussing positivity, let us consider some useful examples
of maps that are not positive.
Notation 3.9. Given any finite-dimensional C∗-algebra A, let µA : A⊗A /o/o //A be the multipli-
cation map uniquely determined by
A
A⊗A
µA O
O
aa ′
a⊗ a ′❴
 • (3.10)
This map is linear and unital, but it is not a ∗-homomorphism unless A is commutative. In fact,
µA is not even positive in general. This is because the product of two positive matrices need
not be positive.
6Recall, the swap map is the unique linear map A⊗B /o/o // B⊗ A uniquely determined by the assignment
A⊗ B 7→ B⊗A.
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Definition 3.11. Let A and B be finite-dimensional C∗-algebras (or more generally, von Neu-
mann algebras), let A ω C be a state on A, and let F,G : B /o/o //A be linear maps. Then F is
said to beω-a.e. equivalent to G iff
C
A
A
A⊗A
A⊗A
A⊗B
ω
ww w7
w7 w7
w7
ω
gg g' g' g' g'
µAoo o/ o/ o/ o/ o/
µA
oo o/ o/ o/ o/ o/
idA⊗Fjj j* j* j* j*
idA⊗Gtt
t4 t4
t4 t4
, i.e.
ω
F
A B
=
ω
G
A B
. (3.12)
In this case, the notation F =
ω
Gwill be used. As an equation, F =
ω
G is equivalent toω(AF(B)) =
ω(AG(B)) for all A ∈ A and B ∈ B.
Notation 3.13. In what follows, let Pω denote the support of a stateω : A /o/o //C with A a finite-
dimensional C∗-algebra (or von Neumann algebra). The support is the smallest projection in A
such that
ω(A) = ω(PωA) = ω(APω) = ω(PωAPω) ∀ A ∈ A. (3.14)
In particular, if we write P⊥ω := 1A − Pω for the orthogonal complement, then ω(P⊥ωA) = 0 and
ω(AP⊥ω) = 0 for all A ∈ A.
Proposition 3.15. Let A and B be finite-dimensional C∗-algebras (or von Neumann algebras), let
A
ω
C be a state on A, and let F,G : B /o/o //A be linear maps. Then the following conditions are
equivalent.
i. F =
ω
G.
ii. F(B)Pω = G(B)Pω for all B ∈ B.
iii. ω
((
F(B) −G(B)
)∗(
F(B) −G(B)
))
= 0 for all B ∈ B, i.e. F(B) −G(B) is in the null space of ω
for all B ∈ B.
Proof. See [41, Proposition 5.15] for a proof. 
Remark 3.16. The equivalence between i. and iii. in Proposition 3.15 holds more generally for
allC∗-algebras [41]. However, ii. is no longer equivalent to i. nor iii. because generalC∗-algebras
do not have enough projections.
Remark 3.17. We had two reasons for avoiding the diagrammatic definition (3.12) in [42]. The
first is that the multiplication map µA : A⊗A /o/o //A is not a positive map and therefore not
a quantum channel. In fact, the no-broadcasting theorem states that a CPU map ∆A : A ⊗
A /o/o //A satisfying ∆A(1A ⊗ A) = A = ∆A(A⊗ 1A) for all A ∈ A exists if and only if A is
commutative (cf. [35, Theorem 6] and [41, Theorem 4.20]). The second reason we avoided the
Cho–Jacobs definition of a.e. equivalence is that it was not clear to us at the time whether the
notion was equivalent to our definition in terms of null spaces. In the present work, we find
that working with µA is much more crucial due to its explicit appearance in our statement of
Bayes’ theorem. Using µA means we must leave the Kleisli category consisting of CPU maps in
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the non-commutative setting [52]. However, our morphisms of interest will generally remain
in the subcategory of CPU maps and we will use the structure of the larger quantum Markov
categories in which they live [41].
Remark 3.18. As discussed in Remark 2.16, Cho and Jacobs prove that
p
f
X Y
=
p
g
X Y
⇐⇒
p
f
Y X
=
p
g
Y X
(3.19)
in any classical Markov category. However, their proof involves an identity that does not hold
in the quantum setting of arbitrary linear maps f, g, and p. Nevertheless, the analogous ‘if and
only if’ statement holds in the quantum setting assuming f, g, and p are ∗-preserving due to
the interplay between the multiplication map µA : A⊗A /o/o //A, the involution ∗ on A, and
the swap map from the symmetric monoidal structure on finite-dimensional C∗-algebras. This
is proved in [41]. In fact, there is another condition when these are equivalent, which will be
useful for us later.
Lemma 3.20. Let F,G : A /o/o //B be two linear maps of C∗-algebras and let ξ : B /o/o //C be a faithful
state. Then
ξ
F
B A
=
ξ
G
B A
⇐⇒
ξ
F
A B
=
ξ
G
A B
⇐⇒ F = G. (3.21)
Proof. It is clear that the condition F = G implies both diagrammatic conditions. The first
condition implies the last by Proposition 3.15, Remark 3.16, and the definition of a faithful
state. The second condition, which reads
ξ
(
F(A)B
)
= ξ
(
G(A)B
) ∀ A ∈ A, B ∈ B, (3.22)
implies the last for the following reason. Fixing A and setting B := F(A)∗ −G(A)∗ and using
this equality gives7
0 = ξ
((
F(A) −G(A)
)(
F(A)∗ −G(A)∗
))
= ξ
((
F(A)∗ −G(A)∗
)∗(
F(A)∗ −G(A)∗
))
. (3.23)
By faithfulness of ξ, F(A)∗ −G(A)∗ = 0, i.e. F(A) = G(A). Since A was arbitrary, F = G. This
proves all conditions are equivalent. 
Definition 3.24. Let (A,ω) and (B, ξ) be finite-dimensional C∗-algebras equipped with states.
Let F : B /o/o //A be a CPU state-preserving map, i.e. ω ◦ F = ξ. A disintegration of (F,ω, ξ) is a
CPU map G : A /o/o //B such that
C
A B
ω
\
\
\
\
\
ξ
 B
B
B
B
B
G ///o/o/o/o/o/o/o/o
qqqqqq
qqqqqq and
A
B B
F
\
\
\
\
\
G
BB
B
B
B
B
B
idB //
ξ
qqqqqq
qqqqqq . (3.25)
7Note that we did not assume F or G are ∗-preserving in this calculation.
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Definition 3.26. Let B F A be a CPU map between finite-dimensional C∗-algebras, let A ω
C be a state, and set ξ := ω ◦ F. A Bayesian inverse of (F,ω) is a CPU map A G B such that
CB A
B⊗B A⊗AA⊗B
ω
oo o/ o/ o/ o/ o/ o/ o/ o/
ξ
///o/o/o/o/o/o/o/o
µB
 O
O
O
O
µA
 O
O
O
O
G⊗idBoo o/ o/ o/ o/ o/ idA⊗F ///o/o/o/o/o
=== , (3.27)
i.e.
ξ
(
G(A)B
)
= ω
(
AF(B)
)
(3.28)
for allA ∈ A and B ∈ B. The diagram in (3.27) is referred to asBayes’ diagram or the (quantum)
Bayes condition. More generally, a linear map G satisfying the Bayes condition will be called
a Bayes map. In the language of (quantum) Bayesian statistics, the state ω is called the prior
state, the CPU map F is called the likelihood, the state ξ is called the marginal likelihood, and
the CPU map G is called the weighted likelihood/posterior. It is helpful to summarize this
diagrammatically as
C
AB
ω=prior
 D
D
D
D
D
D
D
D
marginal likelihood=ξ
Z
Z
Z
Z
Z
Z
Z
Z G
posterior
hh v6u5t4r2q1p0o/n.m-l,j*i)
h(
F
likelihood
((6v 5u 4t
2r 1q 0p /o .n -m ,l *j )i (h
(3.29)
If one obtains new evidence in the form of a state B
ξ′
C, then the (quantum) Bayesian
update/Jeffrey conditioning is the state on A obtained from the composite A G B
ξ′
C.
Remark 3.30. We do not claim that our definition of a quantum Bayesian inverse is the quantum
analogue of a classical Bayesian inverse, which implicitly implies there is no other possibility.
We stress that it is a quantum generalization. More generally, one should be cautious in making
statements of the form “X is the quantum generalization of Y.” Nevertheless, we will occasion-
ally say a linear map G satisfies the quantum Bayes condition, which will specifically mean
that (3.28) is satisfied.
Proposition 3.31. Let F,ω, and ξ be as in Definition 3.26.
i. If G is a Bayes map for (F,ω), thenω = ξ ◦G.
ii. If G is a ∗-preserving unital Bayes map for (F,ω), then it is necessarily ξ-a.e. unique.
iii. If F is a ∗-isomorphism, then G = F−1 is a Bayesian inverse of (F,ω).
iv. If F is a ∗-homomorphism and has a disintegration G, then G is a Bayesian inverse of (F,ω).
v. If F is a ∗-homomorphism and has a Bayesian inverse G of (F,ω), then G is a disintegration of
(F,ω).
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vi. The composite of ∗-preserving Bayes maps is a ∗-preserving Bayes maps of the composite.
vii. A ∗-preserving Bayes maps of a ∗-preserving Bayes maps is a.e. equivalent to the original map.
Proof. The first item can be proven immediately using unitality of F from (3.28) or string di-
agrammatically from causality as in Proposition 2.47. The second item follows immediately
from the diagrammatic definition of a.e. equivalence. The rest of the claims (along with others
not listed here) are proved in [41]. 
The uniqueness property will be important when we try to find Bayes maps that are posi-
tive, and not just linear.
Example 3.32. Consider the case where A = CX and B = CY with X and Y finite sets. Then
CPU maps B F A and A G B correspond to stochastic maps X f Y and Y
g
X, respec-
tively [40]. Furthermore, states A ω C and B
ξ
C correspond to probability measures p on
X and q on Y, respectively. For each x ∈ X, let ex ∈ CX denote the function
X ∋ x ′ 7→ ex(x ′) := δxx′ (3.33)
and similarly for ey ∈ CY . If we now represent subsets (events) A ⊆ X and B ⊆ Y by their
corresponding indicator functions χA ∈ CX and χB ∈ CY , respectively, we see that the Bayes
condition gives
ξ
(
G(χA)χB
)
= ω
(
χAF(χB)
)
. (3.34)
It is helpful to evaluate these expressions more explicitly. We obtain
G (χA) =
∑
x∈A⊆X
G(ex) =
∑
x∈A⊆X
∑
y∈Y
gxyey, (3.35)
while
F (χB) =
∑
y∈B⊆Y
F(ey) =
∑
y∈B⊆Y
∑
x∈X
fyxex. (3.36)
Hence,
ξ
(
G(χA)χB
)
=
∑
x∈A⊆X
∑
y∈Y
∑
y′∈B⊆Y
gxyξ
(
eyey′
)
=
∑
x∈A⊆X
∑
y∈B⊆Y
gxyξ(ey) =
∑
y∈B⊆Y
gy(A)qy (3.37)
while
ω
(
χAF(χB)
)
=
∑
x′∈A⊆X
∑
y∈B⊆Y
∑
x∈X
fyxω (ex′ex) =
∑
x∈A⊆X
∑
y∈B⊆Y
fyxω(ex) =
∑
x∈A⊆X
fx(B)px (3.38)
The equality of these two expressions is precisely Bayes’ Theorem mentioned earlier in Re-
mark 2.29.
We will provide more examples of when Bayesian inverses exist, but first we provide some
lemmas that will be useful later.
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Lemma 3.39. If F : B /o/o //A is a CPUmap betweenC∗-algebras, and if (F,ω) admits a Bayesian inverse
G, then given any unitaries U ∈ A and V ∈ B, the CPU map AdV† ◦G ◦AdU† is a Bayesian inverse
of (AdU ◦ F ◦AdV ,ω ◦AdU†). Conversely, if AdV† ◦G ◦AdU† is a Bayesian inverse of (AdU ◦ F ◦
AdV ,ω ◦AdU†), then G is a Bayesian inverse of (F,ω).
Remark 3.40. In the notation of Lemma 3.39, if we set ξ := ω ◦ F, we can depict these data
diagrammatically as
B AB A
C
F 66+k -m /o 1q 3sAdV 66 AdU 66
ξ 
\
\
\
ω
B
B
B
ω◦Ad
U†
oo
~>
|<{;y9x8w7u5t4s3r2q1p0o/ξ◦AdV //
 `
"b $d %e &f 'g )i *j +k ,l -m .n /o
Ad
U†
vv
G
vv k+m-o/q1s3
Ad
V†
vv
(3.41)
to help the reader visualize all the maps involved. In particular, when B = Mn(C) and A =
Mm(C), since the states ω =: tr(ρ · ) and ξ =: tr(σ · ) can be described by density matrices,
this means that we can find unitary matrices U and V that diagonalize these density matrices
and find the Bayesian inverse of the associated maps after diagonalization. When A and B are
direct sums of matrix algebras, the unitaries act componentwise on the factors.
Lemma 3.42. Set A :=Mm(C). Then
µ∗A(Eik) =
m∑
j=1
Eij⊗ Ejk, (3.43)
where the Eij are the matrix units and µ
∗
A denotes the dual of the multiplication map µA : A⊗A /o/o //A
with respect to the Hilbert–Schmidt inner product.
Proof. We set αghnopq to be the coefficients appearing in
µ∗A(Egh) =:
∑
n,o,p,q
αghnopqEno⊗ Epq. (3.44)
We also let 〈 · , · 〉 denote the Hilbert–Schmidt inner product (both on the tensor product and
on the original algebra). Then we have
〈µA(Eij⊗ Ekl),Egh〉
δjk〈Eil,Egh〉
δjktr(E
†
ilEgh)
δjkδigδlh
αghijkl
∑
n,o,p,q
αghnopqδinδjoδkpδlq
∑
n,o,p,q
αghnopqtr(E
†
ijEno)tr(E
†
klEpq)
∑
n,o,p,q
〈Eij⊗ Ekl,αghnopqEno ⊗ Epq〉
〈Eij⊗ Ekl,µ∗A(Egh)〉
(3.45)
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Therefore,
µ∗A(Egh) =
∑
i,j,k,l
αghijklEij ⊗ Ekl =
∑
i,j,k,l
δjkδigδlhEij ⊗ Ekl =
∑
j
Egj ⊗ Ejh (3.46)
as needed. 
Remark 3.47. The map µ∗A is the co-multiplication map of the Frobenius structure on A as
described in Section 3.5 of Coecke and Spekkens [10]. Since µA is in general not completely
positive, neither is µ∗A (recall, a map on finite-dimensional C
∗-algebras is CP if and only if its
dual with respect to the Hilbert–Schmidt inner product is CP).
Lemma 3.48. Let F : B /o/o //A be a linear map, let ω : A /o/o //C be a state, and set ξ := ω ◦ F. If F is
positive unital, then
F
(
P⊥ξ BP
⊥
ξ
) ⊆ P⊥ωAP⊥ω. (3.49)
If F is 2-positive, then
F(Nξ) ⊆ Nω, (3.50)
Proof. Lemma 3.121 in [42] is the first statement and Proposition 3.106 from [42] is almost the
second statement. Technically, Proposition 3.106 from [42] assumed F was 2-positive unital,
but 2-positivity is enough because in this case, the Kadison–Cauchy–Schwarz inequality reads
F(B)∗F(B) 6 ‖F(1B)‖F(B∗B) for all B ∈ B. 
Remark 3.51. Condition (3.50) is not generally true if F is only positive unital. For example,
take F to be the transpose map on 2× 2 matrices and ρ = [ 1 00 0 ]withω = tr(ρ · ) = ξ.
4 Examples of quantum Bayesian inference
Before proving general existence and uniqueness theorems for quantum Bayesian inference,
we examine several special cases and their physical relevance. These examples will also supply
additional intuition for the more general results that will come later.
4.1 The bit flip channel
SetA :=M2(C),B :=M2(C), ρ =
[
p1 0
0 p2
]
, and F := λ1idM2(C)+λ2Ad
[
0 1
1 0
], where 0 6 p1,p2 6 1,
0 < λ1, λ2 < 1, and p1 + p2 = λ1 + λ2 = 1 (the reason for choosing λ1, λ2 ∈ (0, 1) is because if
one of them is 0 then F is AdU with U unitary, which is invertible, and hence has a Bayesian
inverse, namely AdU†). The map F here is called the bit flip channel [37, Section 8.3.3]. Then
σ := F∗(ρ) =
[
λ1p1 + λ2p2 0
0 λ1p2 + λ2p1
]
=:
[
q1 0
0 q2
]
. (4.1)
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Hence, F pulls back the state ω := tr(ρ · ) to ξ := tr(σ · ). In what follows, we will discover
when a Bayesian inverse of (F,ω) exists. First note that F∗ = F and
F(Eij) =


λ1Eij + λ2Eji if i 6= j
λ1E11 + λ2E22 if i = j = 1
λ1E22 + λ2E11 if i = j = 2
. (4.2)
The unital linear functional ζ := ω ◦ µA ◦ (idA ⊗ F), the right side of the rectangle in (3.27), is
uniquely determined by the matrix
τ := ζ∗(1) = (idA ⊗ F∗)
(
µ∗A
(
ω∗(1)︸ ︷︷ ︸
ρ
))
= (idA ⊗ F∗)
(
µ∗A(p1E11 + p2E22)
)
Lem 3.42
===== (idA ⊗ F∗)(p1E11 ⊗ E11 + p1E12 ⊗ E21 + p2E21 ⊗ E12 + p2E22 ⊗ E22)
= p1E11 ⊗
[
λ1 0
0 λ2
]
+ p1E12 ⊗
[
0 λ2
λ1 0
]
+ p2E21 ⊗
[
0 λ1
λ2 0
]
+ p2E22 ⊗
[
λ2 0
0 λ1
]
,
(4.3)
which simplifies to8
τ =

p1λ1 0 0 p1λ2
0 p1λ2 p1λ1 0
0 p2λ1 p2λ2 0
p2λ2 0 0 p2λ1
 . (4.4)
A Bayesian inverse G of Fmust satisfy
τ = (G∗ ⊗ idB)
(
µ∗B(σ)
)
, (4.5)
because this reproduces the left part of the rectangle in (3.27) upon taking the dual. The general
form of a CP map G is
G =
∑
j
AdGj , where Gj =
[
gj;11 gj;12
gj;21 gj;22
]
. (4.6)
Therefore,
(G∗ ⊗ idB)
(
µ∗B(σ)
)
= (G∗ ⊗ idB)
(
q1E11 ⊗ E11 + q1E12 ⊗ E21 + q2E21 ⊗ E12 + q2E22 ⊗ E22
)
=
∑
j

q1|gj;11|
2 q2gj;21gj;11 q1gj;11gj;12 q2gj;21gj;12
q1gj;11gj;21 q2|gj;21|
2 q1gj;11gj;22 q2gj;21gj;22
q1gj;12gj;11 q2gj;22gj;11 q1|gj;12|
2 q2gj;22gj;12
q1gj;12gj;21 q2gj;22gj;21 q1gj;12gj;22 q2|gj;22|
2
 .
(4.7)
8Note that τ is not a density matrix unless p1 = p2. Nevertheless, we do not in general expect τ to be a density
matrix (see Remark 5.96 for further discussion). Hence, we do not impose that τ need to be a density matrix in
what follows.
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Equating this with τ in (4.4) gives several relations between the p’s and λ’s. In particular, the
non-vanishing off-diagonal terms give
p1λ2 = q2
∑
j
gj;21gj;12, p1λ1 = q1
∑
j
gj;11gj;22,
p2λ1 = q2
∑
j
gj;22gj;11, p2λ2 = q1
∑
j
gj;12gj;21.
(4.8)
Multiplying the left equations by q1 and the right equations by q2 gives
p1λ2q1 = q2q1
∑
j
gj;21gj;12 = q2q1
∑
j
gj;12gj;21 = q2p2λ2. (4.9)
since the equations (4.8) are invariant under complex conjugation. Since λ2 6= 0, this implies
p1q1 = p2q2. Expanding this out using the definition of the q’s gives λ1p
2
1 + λ2p1p2 = λ1p
2
2 +
λ2p1p2, which entails p1 = p2 =
1
2 . Therefore, a necessary condition for a Bayesian inverse to
exist is that p1 = p2 =
1
2 , which entails q1 = q2 =
1
2 . In this case, G = F is such a Bayesian
inverse as can be checked.
Remark 4.10. It is a curious fact that Bayesian inference does not exist in the simple situation
covered in this example of the bit flip map. This is particularly surprising since a classical
analogue9 of this situation may be considered to be the following. IfM2(C) is replaced with C
2,
the statesω and ξ are replaced by the (dual) probability vectors
[
p1 p2
]
and
[
q1 q2
]
, and F is
the (doubly) stochastic matrix given by F =
[
λ1 λ2
λ2 λ1
]
, then the relationships q1 = λ1p1+ λ2p2 and
q2 = λ2p1 + λ1p2 still hold. Furthermore, a Bayesian inference exists regardless of the values of
p1 and p2. Namely,
G =
p1λ1/q1 p2λ2/q1
p1λ2/q2 p2λ1/q2
 . (4.11)
Note that q1,q2 ∈ (0, 1) because λ1, λ2 ∈ (0, 1).
4.2 Positive operator-valued measures
Definition 4.12. A positive operator-valued measure (POVM) on the Hilbert space Cm is a
collection of positive operators {Fy}y∈Y in Mm(C), where Y is a finite set and
∑
y∈Y
Fy = 1m.
Equivalently, these data are described by a (necessarily completely) positive unital map F :
CY /o/o //Mm(C), since one can identify Fy with F(ey), where ey is the function on Y whose value
at y is 1 and is zero everywhere else. IfA is a finite-dimensional C∗-algebra, an operator system
9This is not an analogue in the rigorous sense of category theory but only in the sense of what some may
consider a classical analogue based on the fact that we have used diagonal density matrices. Such analogies have
been shown to be misleading in other cases as well and have led to the discovery of concepts such as the quantum
discord [38].
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in A is a (complex) vector subspace O ⊆ A that contains 1A and is closed under the involution
of A. If A ϕ A is a linear map, the fixed point set of ϕ is the vector subspace of A given by
Fix(ϕ) :=
{
A ∈ A : ϕ(A) = A}. (4.13)
If A = Mm(C) is a matrix algebra and ϕ =
∑
αAdVα is a Kraus decomposition of ϕ, the
interaction algebra associated with the Kraus operators {Vα} is given by Alg({Vα}), the algebra
generated by the Kraus operators, i.e. all polynomials in the {Vα}.
We recall some important facts due to Kribs [30] (see also [20, Remark 2.1 and Theorem 3.4]).
Theorem 4.14. LetMm(C)
ϕ
Mm(C) be a completely positive unital and trace-preserving map with
a Kraus decomposition ϕ =
∑
αAdVα . Then
i. Alg({Vα}) is a (unital) C
∗-subalgebra ofMm(C) and depends only on the mapϕ and not the specific
choice of Kraus operators (as such, it will henceforth be denoted by Alg(ϕ)).
ii. The fixed point set of ϕ is a (unital) C∗-subalgebra of Mm(C) and equals the commutant of the
interaction algebra, i.e.
Fix(ϕ) = Alg(ϕ) ′ ⊆Mm(C). (4.15)
The equivalent formulation of a POVM as a CPU map allows us to ask when a POVM has
a Bayesian inverse. For this, we have a thorough and detailed result given by Proposition 4.19
below.
Lemma 4.16. Let Aij denote the ij-th entry of A ∈ Mm(C). Then Aij = tr(AEji). Furthermore, if
F :Mn(C) /o/o //Mm(C) is a linear map, then F is ∗-preserving if and only if F∗, the Hilbert–Schmit dual
of F, is ∗-preserving.
Proof. Using Dirac bra-ket notation gives
tr(AEji) =
∑
k
〈k|AEji|k〉 =
∑
k
〈k|A|j〉〈i|k〉 =
∑
k
〈i|k〉〈k|A|j〉 = 〈i|A|j〉 = Aij, (4.17)
where the completeness relation
∑m
k=1 |k〉〈k| = 1m has been used in the fourth step. The second
claim follows from the first. Namely, if F is ∗-preserving, then(
F∗(A†)
)
ij
= tr
(
F∗(A†)Eji
)
= tr
(
A†F(Eji)
)
= tr
(
F(Eji)†A
)
= tr
(
F(Eij)A
)
= tr
(
EijF∗(A)
)
= tr
(
F∗(A)†Eji
)
=
(
F∗(A)†
)
ij
(4.18)
by cyclicity of trace, the ∗-preserving property of trace, and the ∗-preserving property of F. A
similar calculation proves the converse. 
Proposition 4.19. LetMm(C)
ω=tr(ρ · )
C be a state onMm(C), let Y be a finite set, let C
Y ξ
C be
a state on CY , and let CY F Mm(C) be a state-preserving POVM. Set Fy := F(ey) and qy := tr(ρFy)
for each y ∈ Y. Then the following are equivalent.
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i. A Bayesian inverse of (F,ω) exists.
ii. The commutation rule
[ρ, Fy] = 0 ∀ y ∈ Y \Nq (4.20)
holds.
iii. The density matrix ρ is in the commutant of the algebra generated by the operator system
span{Fy : y ∈ Y}, i.e. ρ ∈ F
(
C
Y
) ′
⊆Mm(C). (4.21)
iv. The density matrix ρ satisfies ∑
y∈Y
√
Fyρ
√
Fy = ρ, (4.22)
i.e. ρ is in the fixed point set for the CP map
∑
y∈Y Ad√Fy .
When one (and hence all) of these conditions is satisfied, a Bayesian inverse is ξ-a.e. uniquely determined
and a representative is given by the formula
Mm(C)
G
C
Y
A 7→ G(A) :=
∑
y∈Y\Nq
tr(ρAFy)
qy
ey +
∑
y∈Nq
1
m
tr(A)ey.
(4.23)
Proof. Set A := Mm(C) and B := C
Y . Note that ξ(ey) = qy for all y ∈ Y. Hence, for y ∈ Nq,
which means ey ∈ P⊥ξ BP⊥ξ , Lemma 3.48 implies Fy ∈ P⊥ωAP⊥ω. Hence, Fyρ = 0 for y ∈ Nq
and therefore tr(ρAFy) = 0 = qyG(A)y so that the Bayes condition holds automatically for all
y ∈ Nq for any linear map A G B. Here, G(A)y := (evy ◦G)(A) denotes the y-th component
of G(A).
(i⇒ii) Suppose a Bayesian inverseG exists. The Bayes condition entails tr(ρAFy) = ξ
(
G(A)ey
)
=
qyG(A)y for all y ∈ Y and for all A ∈ A. Thus,
G(A)y =
tr(ρAFy)
qy
∀ y ∈ Y \Nq, ∀ A ∈ A. (4.24)
Since G is CP, its y component evy ◦G is also CP. In particular, evy ◦G is ∗-preserving, which
means G(A†)y = G(A)y for all A ∈ A. This implies
tr(ρAFy) = tr(FyAρ) ∀ y ∈ Y \Nq, ∀ A ∈ A (4.25)
because the trace is ∗-preserving and because Fy and ρ are positive (and hence self-adjoint). By
cyclicity of the trace, this is equivalent to
tr
(
[Fy, ρ]A
)
= 0 ∀ y ∈ Y \Nq, ∀ A ∈ A. (4.26)
By plugging in A = Eij for all the values of i, j ∈ {1, . . . ,m}, this shows all components of the
matrix [Fy, ρ]must vanish, i.e.
[Fy, ρ] = 0 ∀ y ∈ Y \Nq. (4.27)
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(i⇐ii) Suppose that condition (4.20) holds. In what follows, we will prove that G as defined
in (4.23) is a Bayesian inverse of (F,ω). The Bayes condition is satisfied by (4.23) because
qyG(A)y = tr(ρAFy) for all y ∈ Y \Nq, and the Bayes condition holds automatically on y ∈ Nq
by the first paragraph in the proof. Furthermore, G is easily seen to be unital. What is left
to prove is that G is in fact CP. Since the trace is CP, it suffices to focus on the formula when
y ∈ Y \Nq. Note that since both ρ and Fy are positive and commute by assumption ii, their
product ρFy = Fyρ is positive. Hence,
tr(ρyAFy) = tr
(
Ad√
ρFy
(A)
)
∀ y ∈ Y \Nq, ∀ A ∈ A. (4.28)
This shows G is CP.
(ii⇔iii) This follows immediately from the functional calculus, the fact that the Fy are positive
operators, and since [Fy, ρ] = 0 holds automatically for all y ∈ Nq.
(iii⇒iv) Let ϕ := ∑y∈Y Ad√Fy . Then ϕ is completely positive unital and trace-preserving.
Indeed, unitality follows from the fact that F is a POVM. Furthermore, trace-preservation of ϕ
follows from the fact that ϕ∗ = ϕ and ϕ is unital if and only if ϕ∗ is trace-preserving. By Kribs’
theorem (Theorem 4.14), Fix(ϕ) = Alg(ϕ) ′ ⊆ A. Now, assume ρ satisfies condition iii. Then,
by the functional calculus, ρ ∈ Alg(ϕ) ′ ⊆ A. Hence, by Kribs’ theorem, ρ ∈ Fix(ϕ). In fact,
combining earlier observations, we have shown∑
y∈Y
√
Fyρ
√
Fy = ρ =
∑
y∈Y\Nq
√
Fyρ
√
Fy. (4.29)
(iv⇒iii) Assume ρ ∈ Fix(ϕ) so that ρ satisfies iv. Then by Kribs’ theorem again, ρ ∈ Alg(ϕ) ′ ⊆
A. Since the commutant Alg(ϕ) ′ ⊆ A equals the commutant F(CY) ′ ⊆ A (by the functional
calculus and properties of commutants), ρ satisfies iii. 
Remark 4.30. Proposition 4.19 generalizes our result for projection-valuedmeasures (PVMs) [42,
Theorem 6.28]. Indeed, if F defines a PVM (i.e. a unital ∗-homomorphism, where each Fy is an
orthogonal projection), then [Fy, ρ] = 0 for all y ∈ Y holds if and only if ρ =
∑
y∈Y FyρFy, i.e. ρ
equals its Lu¨ders projection with respect to the PVM.
Remark 4.31. Unitality, self-adjointness, and the Bayes condition were sufficient to imply thatG
(when evaluated on Y \Nq) is CP in the proof of Proposition 4.19. This remark will be relevant
later when we discuss our more general quantum Bayes’ theorem.
4.3 Ensemble of states
The following setup is in some sense dual to the previous example. A collection/ensemble
of states (sometimes called an ensemble preparation) on a quantum system is a CPU map
Mn(C)
F
CX. Given a state CX ω C and a state Mn(C)
ξ=tr(σ · )
C such that ω ◦ F = ξ,
one could ask when a Bayesian inverse of (F,ω) exists. This question could not be analyzed in
the disintegration setting because there are no ∗-homomorphisms from Mn(C) into CX when
27
n > 1. The reason F is called a collection of states is because for each x ∈ X, the functional
evx ◦ F defines a state onMn(C). Let σx be the density matrix associated to this state. Since F is
state-preserving, this means that σ =
∑
x∈X pxσx, where px := ω(ex). This follows from
tr(σB) = ω
(
F(B)
)
= ω
(∑
x∈X
Fx(B)ex
)
=
∑
x∈X
pxtr(σxB) ∀ B ∈Mn(C). (4.32)
Thus, we have a convex combination of states forming ξ. A Bayesian inverse in this situation is
a CPU map CX G Mn(C), which itself is determined by the images of the basis vectors {ex} in
CX.
Lemma 4.33. Let σ ∈ Mn(C) be a density matrix with associated support denoted by P. There exists
a unique positive (semidefinite) matrix σˆ whose support equals P and such that σσˆ = P = σˆσ. When
P = 1n, then σˆ = σ
−1.
Proof sketch. This is a simple linear algebra exercise: diagonalize σ, invert the non-zero entries,
and then undiagonalize. 
Notation 4.34. The matrix σˆ in Lemma 4.33 is called the pseudoinverse of σ.
Proposition 4.35. Using the notation of the previous paragraphs, a Bayesian inverse G for the pair
(Mn(C)
F
CX,CX ω C) exists if and only if
px[σ,σx] = 0 ∀ x ∈ X. (4.36)
When this commuting condition holds,
G(ex) = px
(
σˆσx + P
⊥
ξ
)
∀ x ∈ X. (4.37)
determines a Bayesian inverse of (F,ω).
Proof. In what follows, we set Gx := G(ex).
(⇒) Assume a Bayesian inverse G exists. Since G is positive and unital, this means Gx > 0 for
all x ∈ X and∑x∈XGx = 1n, respectively. Plugging in B := Eji ∈ Mn(C) and A := ex ∈ CX into
the Bayes condition (3.28) gives
(σGx)ij = tr(σGxEji)
(3.28)
=== ω
(
exF(Eji)
)
= pxevx
(
F(Eji)
)
= pxtr(σxEji) = px(σx)ij, (4.38)
i.e.
σGx = pxσx ∀ x ∈ X. (4.39)
Since the right-hand-side of this is self-adjoint, the left-hand-side must be as well. This entails
the condition
[Gx,σ] = 0 ∀ x ∈ X. (4.40)
Thus,
pxσσx
(4.39)
=== σσGx
(4.40)
=== σGxσ
(4.39)
=== pxσxσ, (4.41)
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which proves (4.36).
(⇐) Conversely, suppose this commuting condition holds. Then px[Pξ,σx] = 0 by the functional
calculus for σ. Hence,
pxσxσˆ = pxPξσxσˆ = σˆ(pxσσx)σˆ = σˆ(pxσxσ)σˆ = pxσˆσxPξ = pxσˆσx. (4.42)
Thus, the matrix Gx is positive because the product of two commuting positive operators is
positive and since projections are positive. The map G is unital because
G(1X) =
∑
x∈X
Gx = σˆ
∑
x∈X
pxσx +
∑
x∈X
pxP
⊥
ξ = σˆσ+ P
⊥
ξ = Pξ + P
⊥
ξ = 1n. (4.43)
To see that G satisfies the Bayes condition, first note that Pevx◦F 6 Pξ because [pxσx,σ] = 0 and
pxσx 6 σ imply [Pevx◦F,Pξ] = 0. Hence,
tr
(
σG(ex)B) = pxtr(PξσxB) = pxtr(σxB) = ω
(
exF(B)
)
. (4.44)
Since x ∈ X and B ∈Mn(C)were arbitrary, this proves the claim. 
4.4 After wave collapse
Set A :=Mm(C), let H ∈ A be self-adjoint with spectrum σ(H), and let {Pλ}λ∈σ(H) be the orthog-
onal projections onto the corresponding eigenspaces of H. Set F :=
∑
λ∈σ(H)AdPλ . Let ρ be a
density matrix on A with corresponding state ω := tr(ρ · ). Let σ =∑λ∈σ(H) PλρPλ be the den-
sity matrix associated to ω ◦ F. Set ξ := tr(σ · ). In this section, we will analyze the conditions
for (F,ω) to have a Bayesian inverse. This setup describes what happens to a system A after
the observable H has been measured and the result of the measurement has been forgotten or
is hidden (cf. Lecture 11 of [51]). One can also think of σ as describing the statistical ensemble
of density matrices that the original density matrix ρ “collapses” into upon measurement of
the observable H. The corresponding non-negative numbers tr(ρPλ) are the probabilities that
the eigenvalue λ is obtained after the measurement. In a single run of such an experiment, the
density matrix ρ reduces to PλρPλ.
Proposition 4.45. Using the notation in the previous paragraph, (F,ω) has a Bayesian inverseG if and
only if ρ = σ. When a Bayesian inverse exists, it is unique and is given by G = F∗ = F =
∑
λAdPλ .
The proof of this proposition will be postponed until after ourmain theorem (Theorem 5.62),
more precisely after Lemma 5.101 and Definition 5.108.
5 A quantum Bayes’ theorem for matrix algebras
In this section, we will find conditions for the existence and uniqueness of Bayesian inference
on matrix algebras.
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5.1 Bayes maps and the supported corner
Proposition 5.1. Let B := Mn(C)
F
Mm(C) =: A be a CPU map, let A
ω=tr(ρ · )
C be a state
represented by a density matrix ρ, and set ξ := ω ◦ F = tr(σ · ), where σ is a density matrix representing
ξ. Let Pξ denote the support of ξ. Then a Bayes map A
G
B must necessarily satisfy
PξG(A) = σˆF
∗(ρA) ∀ A ∈ A, (5.2)
or equivalently
G∗(BPξ) = F(Bσˆ)ρ ∀ B ∈ B. (5.3)
Conversely, any linear map G satisfying (5.2) is a Bayes map. In particular, if σ is invertible, then
G(A) = σ−1F∗(ρA) ∀ A ∈ A (5.4)
is the unique linear (necessarily unital) Bayes map.
Proof. Suppose G is a Bayes map for (F,ω). Plugging in B := Eji into (3.28) gives(
σG(A)
)
ij
= tr
(
σG(A)Eji
) (3.28)
=== tr
(
ρAF(Eji)
) (3.4)
=== tr
(
F∗(ρA)Eji
)
=
(
F∗(ρA)
)
ij
(5.5)
for allA ∈ A. Since this equation is true for all i and j, it holds as matrix equations, i.e. σG(A) =
F∗(ρA) for all A ∈Mm(C). Multiplying both sides by σˆ on the left gives (5.2).
Let us now prove that (5.3) is equivalent to (5.2). This argument is similar to earlier ones
involving the trace (see the proof of Lemma 3.42 for example). Assuming (5.2), we have10
(
σˆF∗(ρA)
)
ij
tr
(
σˆF∗(ρA)Eji
)
tr
(
ρAF(Ejiσˆ)
)
tr
(
AF(Eijσˆ)ρ
)
tr
(
AG∗(EjiPξ)
)
tr
(
G(A)EjiPξ
)
tr
(
PξG(A)Eji
)
(
PξG(A)
)
ij
(5.2)
Lem 4.16
(3.4)cyclicity of trace
cyclicity of trace
(3.4)
cyclicity of trace
Lem 4.16
(5.6)
Since this is true for all A ∈ A, we obtain G∗(EjiPξ) = F(Ejiσˆ)ρ. Since this is true for all i, j this
proves (5.3), the bottom line in (5.6). Reading the calculation upwards proves the converse.
10After (5.6), we will stop explicitly writing when (3.4) and cyclicity of trace are used.
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Now suppose that G is a linear map satisfying (5.2). Then
tr
(
ρAF(B)
)
tr
(
ρAF(B)Pω
)
tr
(
ρAF(BPξ +BP
⊥
ξ )Pω
)
tr
(
ρAF(BPξ)Pω
)
tr
(
ρAF(BPξ)
)tr
(
F∗(ρA)BPξ
)
tr
(
σσˆF∗(ρA)B
)
tr
(
σPξG(A)B
)
tr
(
σG(A)B
)
1n=Pξ+P
⊥
ξ
(3.50)Lemma 4.33
(5.2)
, (5.7)
which is the Bayes condition.
Finally, the formula (5.4) and uniqueness of G when σ is invertible follows from (5.2) and
Lemma 3.20. 
Proposition 5.1 tells us that when σ is invertible, a unique unital Bayes map exists, but we
have made no such claim that this map is positive. Without requiring positivity, we already
have a solution to the existence of unital Bayes maps.
Corollary 5.8. Let A,B, F,ω, ρ, ξ,σ, and Pξ be as in Proposition 5.1. Then the unital linear map
A
G
B uniquely determined by the projections
PξG(A) := σˆF
∗(ρA), P⊥ξ G(A)Pξ := P
⊥
ξ F
∗(Aρ)σˆ, and P⊥ξ G(A)P
⊥
ξ :=
1
m
tr(A)P⊥ξ (5.9)
for all A ∈ A is a unital Bayes map for (F,ω).
Proof. First note that the projections specifyG everywhere sinceG(A) = PξG(A)+P
⊥
ξ G(A)Pξ+
P⊥ξ G(A)P
⊥
ξ . The map G satisfies condition (5.2) and therefore satisfies the Bayes condition by
Proposition 5.1. The calculation
G(1m) = σˆF
∗(ρ) + P⊥ξ F
∗(ρ)σˆ+
1
m
tr(1m)P
⊥
ξ = σˆσ+ P
⊥
ξ σσˆ+ P
⊥
ξ = Pξ + P
⊥
ξ = 1n (5.10)
proves that G is unital. 
Therefore, causal quantum Bayes maps exist, but theymight not be implementable as quan-
tum operations. In what follows, we will find conditions on F and ρ that guarantee when a
(CPU) Bayesian inverse exists.
Definition 5.11. Let B
ξ
C be a state with associated support Pξ. The subalgebra PξBPξ will
be called the supported corner of B with respect to the state ξ.
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When the density matrix σ is invertible, a necessary condition for a Bayes map to be com-
pletely positive is that it preserve the involution (this is the implication i⇒vi in Proposition 5.12
below). This result is closely related to a theorem of Nakamura, Takesaki, and Umegaki, which
states that a positive conditional expectation is automatically completely positive [36]. In our
case, we are working with morphisms that are a bit weaker than conditional expectations (the
latter of which can be viewed as assuming F to be an injective ∗-homomorphism) and we will
only assume that (the supported corner of) our Bayes maps are ∗-preserving rather than posi-
tive.11
Proposition 5.12. Let F,G,ω, ρ, ξ, and σ be as in Proposition 5.1 with G a Bayes map for (F,ω). Then
the following conditions are equivalent.
i. AdPξ ◦G is ∗-preserving.
ii. PξF
∗(ρA)σ = σF∗(Aρ)Pξ for all A ∈Mm(C).
iii. F(σB)ρ = ρF(Bσ) for all B ∈ PξMn(C)Pξ.
iv. Let U ∈ Mm(C) be a unitary matrix diagonalizing ρ, i.e. UρU† = ρ, with ρ diagonal. Let UF :=
AdU ◦ F. Then, the Choi matrix of F∗U† := F∗ ◦AdU† satisfies
(ρ⊗ σˆ)Choi(F∗
U†
)
(1m⊗ Pξ) = (1m⊗ Pξ)Choi
(
F∗
U†
)
(ρ⊗ σˆ) (5.13)
(hence, Choi
(
F∗
U†
)
commutes with ρ⊗ σˆ = ρ⊗ σ−1 when Pξ = 1n).
v. Let U ∈Mm(C) be a unitary matrix diagonalizing ρ as in item iv and let V ∈Mn(C) be a unitary
matrix simultaneously diagonalizing σ, σˆ, and Pξ, i.e. V
†σV = σ, V†σˆV = σˆ, and V†PξV = Pξ,
with bold symbols representing diagonal matrices and states.12 Let UFV := AdU ◦ F ◦AdV and
V†GU† := AdV† ◦G ◦AdU† . Then, the Choi matrix of UFV ◦AdPξ satisfies[
Choi
(
UFV ◦AdPξ
)
, σˆ⊗ ρ] = 0. (5.14)
vi. AdPξ ◦G is completely positive.
Proof. you found me!
(i⇒ii) Suppose that AdPξ ◦G is ∗-preserving. Then
σˆF∗(ρA†)Pξ
(5.2)
=== PξG
(
A†
)
Pξ
i
==
(
PξG(A)Pξ
)† (5.2)
===
(
σˆF∗(ρA)Pξ
)†
= PξF
∗(A†ρ)σˆ, (5.15)
where we have also used that F∗ is ∗-preserving because F∗ is CP. Multiplying the left and right
by σ and using the properties of σ,Pξ, and σˆ gives the claim.
11We would like to thank Luca Giorgetti and Alessio Ranallo for discussions clarifying some of these points.
Further details elaborating these, and other, points will appear elsewhere.
12This can be done because σ, σˆ, and Pξ are self-adjoint and commute with each other and are therefore simul-
taneously diagonalizable via the same unitary.
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(ii⇒iii) Since PξF∗(ρA)σ = σF∗(Aρ)Pξ is a matrix equation, the corresponding ij components
are also equal. By using the properties of the trace,(
σF∗(Aρ)Pξ
)
ij
tr
(
σF∗(Aρ)PξEji
)
tr
(
F∗(Aρ)PξEjiPξσ
)
tr
(
ρF(PξEjiPξσ)A
)
tr
(
F(σPξEjiPξ)ρA
)
tr
(
σPξEjiPξF
∗(ρA)
)
tr
(
PξF
∗(ρA)σEji
)
(
PξF
∗(ρA)σ
)
ij
Lem 4.16
σ=Pξσσ=σPξ
Lem 4.16
ii
. (5.16)
The bottom of this gives
tr
((
F(σPξEjiPξ)ρ− ρF(PξEjiPξσ)
)
A
)
= 0 ∀ A ∈Mm(C). (5.17)
For this to be true, the term to the left of Amust vanish. In other words,
F(σPξEjiPξ)ρ = ρF(PξEjiPξσ) (5.18)
for all i, j. Hence, iii holds.
(iii⇒i) Since AdPξ ◦G is ∗-preserving if and only if G∗ ◦AdPξ is ∗-preserving by Lemma 4.16, it
suffices to prove the latter. In this case,
G∗(PξB†Pξ)
(5.3)
=== F(PξB
†σˆ)ρ =
(
ρF(σˆBPξ)
)† Lem 4.33
=====
(
ρF(σˆBσˆσ)
)†
iii
==
(
F(σσˆBσˆ)ρ
)† (5.3)
=== G∗(σσˆBPξ)† = G∗(PξBPξ)†.
(5.19)
(i⇔iv) Recall that G is a Bayesian inverse of (F,ω) if and only if GU† := G ◦AdU† is a Bayesian
inverse of (UF,ω := ω ◦AdU†) (cf. Lemma 3.39). Let {pi} denote the eigenvalues of ρ. Recall
that a linear mapϕ betweenmatrix algebras is ∗-preserving if and only if its Choi matrix is self-
adjoint, Choi(ϕ)† = Choi(ϕ). In this case, AdPξ ◦G is ∗-preserving if and only if AdPξ ◦GU† is
∗-preserving if and only if Choi(AdPξ ◦GU†) is self-adjoint, and the latter is given by
Choi
(
AdPξ ◦GU†
)
=
∑
i,j
E
(m)
ij ⊗ PξGU†
(
E
(m)
ij
)
Pξ
(5.2)
===
∑
i,j
E
(m)
ij ⊗ σˆF∗U†
(
ρE
(m)
ij
)
Pξ
=
∑
i,j
piE
(m)
ij ⊗ σˆF∗U†
(
E
(m)
ij
)
Pξ =
∑
i,j
ρE
(m)
ij ⊗ σˆF∗U†
(
E
(m)
ij
)
Pξ
= (ρ⊗ σˆ)Choi(F∗
U†
)
(1m⊗ Pξ).
(5.20)
Taking the adjoint of this and equating it to itself proves the claim.
(i⇔v) Set
qˆj :=
{
q−1j when qj > 0
0 when qj = 0
, (5.21)
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where {qj} consists of the eigenvalues of σ. The Choi matrix of UG
∗
V ◦AdPξ is equal to
Choi
(
UG
∗
V ◦AdPξ
)
=
∑
i,j
E
(n)
ij ⊗UG∗
(
VPξE
(n)
ij PξV
†)U†
=
∑
i,j
E
(n)
ij ⊗UG∗
(
PξVE
(n)
ij V
†Pξ
)
U†
(5.3)
===
∑
i,j
E
(n)
ij ⊗UF
(
PξVE
(n)
ij V
†σˆ
)
ρU†
=
∑
i,j
E
(n)
ij ⊗UF
(
VPξ E
(n)
ij σˆ︸ ︷︷ ︸
E
(n)
ij qˆjPξ
V†
)
U†UρU† =
∑
i,j
E
(n)
ij qˆj ⊗UF
(
VPξE
(n)
ij Pξ
)
U†ρ
=
∑
i,j
E
(n)
ij σˆ⊗ UFV
(
AdPξ
(
E
(n)
ij
))
ρ = Choi
(
UFV ◦AdPξ
)
(σˆ⊗ ρ).
(5.22)
This is self-adjoint if and only if G∗ ◦AdPξ is ∗-preserving, which holds if and only if AdPξ ◦G
is ∗-preserving.
(i⇒vi) In this part of the proof, we will assume that ρ and σ have been diagonalized with all
non-vanishing eigenvalues appearing on the top-left block. The reason we can do this is the
following. As in Lemma 3.39, let U be a unitary such that U†ρU = ρ with ρ diagonal, and let
V be a unitary such that V†σV = σ,V†PξV = Pξ, and V†σˆV = σˆ, where the bold matrices are
diagonal. By Lemma 3.39, G is a Bayesian inverse of (F,ω) if and only if V†GU† is a Bayesian
inverse of (UFV ,ω := ω ◦AdU†). Since U and V are unitary, AdPξ ◦G is CP (or ∗-preserving) if
and only if AdV† ◦AdPξ ◦G ◦AdU† is CP (or ∗-preserving). Since the latter map equals
AdV† ◦AdPξ ◦G ◦AdU† = AdPξ ◦AdV† ◦G ◦AdU† = AdPξ ◦ V†GU† , (5.23)
the map AdPξ ◦G is CP (or ∗-preserving) if and only if AdPξ ◦ V†GU† is. This has established
that we can assume ρ and σ are diagonal. As such, let r be the rank of σ. Write F =
∑
αAdVα ,
where Vα is an m× n matrix whose ij-th entry will be written as Vαij for the purposes of this
proof (and later proofs). Then the Choi matrix of AdPξ ◦G is given by
Choi
(
AdPξ ◦G
)
=
∑
i,j
E
(m)
ij ⊗ PξG
(
E
(m)
ij
)
Pξ
(5.2)
===
∑
i,j
E
(m)
ij ⊗ σˆF∗
(
ρE
(m)
ij
)
Pξ
=
∑
i,j
E
(m)
ij ⊗ σˆF∗
(
piE
(m)
ij
)
Pξ =
∑
i,j
E
(m)
ij ⊗
(
piσˆ
∑
α
V†αE
(m)
ij VαPξ
)
=
∑
α
∑
i,j
E
(m)
ij ⊗


pi/q1 · · · 0 0
...
. . .
...
0 · · · pi/qr 0
0 · · · 0 0n−r

V
α
i1V
α
j1 · · · Vαi1Vαjn
...
...
VαinV
α
j1 · · · VαinVαjn
[1r 0
0 0n−r
]
=
∑
α
∑
i,j
E
(m)
ij ⊗

pi
q1
Vαi1V
α
j1 · · · piq1Vαi1Vαjr 0
...
...
...
pi
qr
VαirV
α
j1 · · · piqrVαirVαjr 0
0 · · · 0 0n−r
 ,
(5.24)
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while taking the adjoint of the Choi matrix gives
Choi
(
AdPξ ◦G
)†
=
∑
α
∑
i,j
E
(m)
ij ⊗

pj
q1
Vαi1V
α
j1 · · ·
pj
qr
Vαi1V
α
jr 0
...
...
...
pj
q1
VαirV
α
j1 · · ·
pj
qr
VαirV
α
jr 0
0 · · · 0 0n−r
 (5.25)
due to the summation over all i, j. Self-adjointness of the Choi matrix equates (5.24) with (5.25)
and gives
pi
qk
∑
α
VαikV
α
jl =
pj
ql
∑
α
VαikV
α
jl ∀ k, l ∈ {1, . . . , r}, i, j ∈ {1, . . . ,m}. (5.26)
This condition is so strong that it actually implies positivity of this matrix. Indeed, if we set
Vα :=
[√
p1
q1
Vα11 · · ·
√
p1
qr
Vα1r 0 · · · 0 • • •
√
pm
q1
Vαm1 · · ·
√
pm
qr
Vαmr 0 · · · 0
]
, (5.27)
then
∑
α
V†αVα =
∑
α
∑
i,j
E
(m)
ij ⊗

√
pipj
q21
Vαi1V
α
j1 · · ·
√
pipj
q1qr
Vαi1V
α
jr 0
...
...
...√
pipj
qrq1
VαirV
α
j1 · · ·
√
pipj
q2r
VαirV
α
jr 0
0 · · · 0 0n−r
 = Choi
(
AdPξ ◦G
)
. (5.28)
To see the last equality in (5.28), first notice that condition (5.26) can be rewritten as
piqlβijkl = pjqkβijkl, where βijkl :=
∑
α
VαikV
α
jl . (5.29)
If βijkl = 0, then
√
piqlβijkl =
√
pjqkβijkl. If βijkl 6= 0, then piql = pjqk so again √piqlβijkl =√
pjqkβijkl. Thus, we have√
pi
qk
βijkl =
√
pj
ql
βijkl ∀ k, l ∈ {1, . . . , r}, i, j ∈ {1, . . . ,m}. (5.30)
Hence, √
pipj
qkql
βijkl
(5.30)
===
pi
qk
βijkl, (5.31)
which proves (5.28). This shows that AdPξ ◦G is completely positive by Choi’s theorem.
(vi⇒i) This direction is immediate since all positive matrices are self-adjoint. 
Corollary 5.32. Let F,G,ω, ρ, ξ, and σ be as in Proposition 5.1 with G a Bayes map for (F,ω). Let
F =
∑
αAdVα be a Kraus decomposition of F. Suppose further that any of the equivalent conditions in
Proposition 5.12 hold. Then AdPξ ◦G has a Kraus decomposition given by
AdPξ ◦G = Ad√σˆ ◦ F∗ ◦Ad√ρ =
∑
α
Ad√
σˆV
†
α
√
ρ
. (5.33)
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Proof. A Choi matrix for AdPξ ◦G was constructed in (5.24) in the proof of Proposition 5.12.
It was shown that Choi(AdPξ ◦G) =
∑
αV
†
αVα. Hence, if we demand AdPξ ◦G has a Kraus
decomposition of the form AdPξ ◦G =
∑
βAdWβ , then it must be the case that
(AdPξ ◦G)(Eij) =
∑
β
WβEijW
†
β =
∑
β
Wβeie
†
jW
†
β =
∑
β
(Wβei)(Wβej)
† (5.34)
But this is precisely the ij-th block of the Choi matrix. Hence, we can set
Wα :=

√
p1
q1
Vα11 · · ·
√
pm
q1
Vαm1
...
...√
p1
qr
Vα1r · · ·
√
pm
qr
Vαmr
0 · · · 0
...
...
0 · · · 0

=
√
σˆV†α
√
ρ. (5.35)
Note that the expression on the right still holds even if we did not choose a basis in which σ and
ρ have been diagonalized. To see this, we temporarily use the notation from the proof of (i⇒vi)
in Proposition 5.12. In doing so, we have
AdPξ ◦G = AdV ◦AdPξ ◦ V†GU† ◦AdU = AdV ◦Ad√σˆ ◦ V†F∗U† ◦Ad√ρ ◦AdU
= Ad√σˆ ◦AdV ◦ V†F∗U† ◦AdU ◦Ad√ρ =
∑
α
Ad√
σˆV
†
α
√
ρ
(5.36)
by the way in which the bold versions of these mathematical objects have been defined. 
Remark 5.37. Let ρ ∈ Mm(C) be a density matrix and Mn(C) F Mm(C) a CP map with
Kraus operator decomposition F =
∑
αAdVα . Set σ := F
∗(ρ). The map L :=
∑
αAd√σˆV†α√ρ is
what Leifer calls the Bayesian inverse of F [32, 33], which he obtains by a variant of the Choi–
Jamiolkowski isomorphism. This map was later described diagrammatically by Coecke and
Spekkens [10] and Jacobs [23] andwas further enhanced in the work of Leifer and Spekkens [34].
There are several important comments to be made with regards to Leifer’s map versus ours.
First, the notion of a.e. equivalence was not discussed in any of these works and therefore the
uniqueness of Bayesian inverses was not addressed. In particular, how should the Bayesian
inverse be defined off the support (what we call the supported corner)? Second, the map H is
not in general unital unless σ is invertible. Furthermore, even if σ is invertible, the Bayesian
inverse of the Bayesian inverse is not in general a.e. equivalent to the original map F unless ρ
is also invertible. However, this restricts the analysis of CPU Bayesian inversion to states that
have full support and therefore ignores, in particular, pure states. Third, our arrival at Corol-
lary 5.32 comes at a cost. While Leifer makes no assumptions about the relationship between
the density matrices and the map F to construct his Bayesian inverse L, we have enforced ad-
ditional (in general non-trivial) constraints as in Proposition 5.12 to accomplish this task. This
is due to our reliance on the categorical expression of the classical Bayes’ theorem presented in
Theorem 2.23, which was used to define Bayesian inversion in the non-commutative setting in
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Definition 3.26. Wemake no claims as to which perspective is correct or wrong, and we suspect
both have their appropriate domains of applicability. One interesting curiosity is the arrival at
the form of the Bayesian inverse in Corollary 5.32 through a more structural perspective. An-
other benefit of our categorical approach is that it offers an explicit construction of the Bayesian
inverse off of the support. Therefore, our definition is capable of handling density matrices
regardless of their support. This will be explained in Theorem 5.62 after we go through a few
more examples and preparation.
Proposition 5.38. A Bayesian inverse always exists for any pair of CPU maps of the form
Mn(C)
F=AdV
Mm(C)
ω=tr(ρ · )
C, (5.39)
where V† : Cn → Cm is an isometry. A representative for such Bayesian inverse is given by
Mm(C) ∋ A G7−→ V†AV + 1
m
tr(A)(V†V)⊥. (5.40)
Before proving this, some explanation is needed. Note that since V† is an isometry, the n×n
matrix V†V is a projection. An interesting point about this result is that a Bayesian inverse of a
Kraus rank one CPU map need not be Kraus rank one. We first prove a little lemma that will
be used elsewhere as well.
Lemma 5.41. Let V : Cn → Cm be a coisometry (i.e. VV† = 1m) and letMm(C) ω=tr(ρ · ) C be a
state. Set σ := V†ρV and write the corresponding state onMn(C) as ξ, so that ξ = ω ◦ F. Then V†V is
a projection satisfying
Pξ 6 V
†V and (V†V)⊥ 6 P⊥ξ . (5.42)
In particular,
Pξ = PξV
†V = V†VPξ and (V†V)⊥ = P⊥ξ (V
†V)⊥ = (V†V)⊥P⊥ξ . (5.43)
Proof of Lemma 5.41. The fact that V†V is a projection follows from V† being an isometry. Since
V†Vσ = V†VV†ρV = V†ρV = σ = σ† =
(
V†Vσ
)†
= σ†
(
V†V
)†
= σV†V , (5.44)
V†V is a projection satisfying σV†V = σ = V†Vσ. Because Pξ is the smallest projection satisfy-
ing this condition, Pξ 6 V
†V . The other claims follow from the properties of projections and
orthogonal complements. 
Proof of Proposition 5.38. The proof involves several small steps which will be done one at a
time. These include showing that G is unital, completely positive, and finally that it satisfies
the Bayes condition. The first two are simple to prove. Indeed,
G(1m) = V
†V +
1
m
tr(1m)(V
†V)⊥ = V†V + (V†V)⊥ = 1n (5.45)
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proves unitality. Complete positivity can be proved in several ways. The first term is clearly
completely positive while the latter term is the composite
Mm(C)
1
m tr( · )
C
(V†V)⊥−−−−→Mm(C) (5.46)
of CP maps, which is CP. The last map in (5.46) sends λ ∈ C to λ(V†V)⊥ which is a (not neces-
sarily unital) ∗-homomorphism and hence CP.
Finally, the Bayes condition holds because
tr
(
σG(A)B
)
= tr
(
σ
(
V†AV +
1
m
tr(A)(V†V)⊥
)
B
)
= tr
(
V†ρVV†AVB
)
+
1
m
tr(A)tr
(
σ(V†V)⊥B
)
Lem 5.41
===== tr(ρAVBV†) +
1
m
tr(A)tr
(
σP⊥ξ (V
†V)⊥B
)
= tr
(
ρAF(B)
)
(5.47)
for all A ∈Mm(C) and B ∈Mn(C). 
Remark 5.48. It may seem that Proposition 5.38 seems to contradict Proposition 5.12 since we
were able to find a Bayesian inverse for (AdV ,ω) without any additional commutativity re-
quirements. However, it turns out that these commutativity requirements are satisfied. Indeed,
F(σB)ρ = VσBV†ρ = VσPξV†VBV†ρVV† = VσV†VBσV† = ρF(Bσ) (5.49)
by Lemma 5.41. Also, the formula for PξG(A) in (5.2) seems quite different from the for-
mula (5.40). Nevertheless, they agree because
PξG(A) = PξV
†AV +
1
m
tr(A)Pξ(V
†V)⊥ = σˆσV†AV = σˆV†ρVV†AV = σˆV†ρAV , (5.50)
where Lemma 5.41 was used again to eliminate the second term in the second expression.
5.2 Matrix completion and Bayesian inversion
We will now begin to provide further characterizations for when Bayesian inverses exist and
how to construct Bayesian inverses when the density matrices have non-vanishing nullspaces.
For this, we recall a useful theorem from linear algebra.
Lemma 5.51. Let
M =
[
A B
B† C
]
(5.52)
be a self-adjoint matrix, where A is anm×m matrix, C is an n×n matrix, and B is thereforem×n.
ThenM > 0 if and only if the following three conditions hold:
i. A > 0,
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ii. ker(A) ⊆ ker(B†), and
iii. C−B†AˆB > 0, where Aˆ is the pseudoinverse of A.
Furthermore, whenM > 0, then[
A B
B† C
]
=
[
A1/2 0
B†Aˆ1/2 (C −B†AˆB)1/2
] [
A1/2 0
B†Aˆ1/2 (C −B†AˆB)1/2
]†
. (5.53)
Proof. See Theorem 4.3 in [18] for an exceptionally clear review of the concepts and for the proof
(see also Theorem 5.2 in [53]).13 The last equality follows from matrix multiplication and the
fact that PAB = B, where PA is the support of A. This is because
image(B) = ker(B†)⊥ ⊆ ker(A)⊥ = image(A†) = image(A) (5.54)
by the second condition and the relationship between kernels and images of operators and their
adjoints. 
Remark 5.55. Lemma 5.51 will occasionally be used slightly differently than as stated. We will
be presented with a matrixM and a projection P and will decomposeM via
M = PMP︸ ︷︷ ︸
A
+PMP⊥︸ ︷︷ ︸
B
+P⊥MP︸ ︷︷ ︸
D
+P⊥MP⊥︸ ︷︷ ︸
C
. (5.56)
This decomposition can be viewed as expressing M via a decomposition as in Lemma 5.51 by
the adjoint action with some unitary and removing the appropriate zero entries. More pre-
cisely, let {v1, . . . , vs} and {vs+1, . . . , vm+n} be orthonormal bases of image(P) and image(P
⊥),
respectively. Let U be the unitary uniquely determined by Uvk = ek (the standard basis) for all
k. Then there exist matrices A,B, D, and C such that
UAU† =
[
A 0
0 0
]
, UBU† =
[
0 B
0 0
]
, UDU† =
[
0 0
D 0
]
, and UCU† =
[
0 0
0 C
]
(5.57)
(Appendix A provides a special case that will be used in the proof of Theorem 5.62). Then, M
is self-adjoint if and only if A† = A, D = B†, and C† = C. Furthermore, M > 0 if and only if
i. A > 0,
ii. ker(A) ⊆ ker(B†), and
iii. C−B†AˆB > 0, where Aˆ is the pseudoinverse of A.
13Technically, Gallier assumes the matrices are real and his second assumption reads (1m −AAˆ)B = 0. The
reality condition poses no issue if one uses adjoints instead of transpose. The condition (1m − AAˆ)B = 0 is
equivalent to ker(A) ⊆ ker(B†) by the following argument. Assume (1m −AAˆ)B = 0 holds. Taking the adjoint
gives B† = B†AˆA. Thus, if v ∈ ker(A), then B†v = B†AˆAv = 0. Conversely, suppose ker(A) ⊆ ker(B†).
Note that by the properties of the pseudoinverse, A(1m − AˆA) = A − AAˆA = A − A = 0, which shows that
image(1m − AˆA) ⊆ ker(A) ⊆ ker(B†). Hence, B†(1m − AˆA) = 0, which gives the desired result by taking
adjoints. For us, it will be more computationally convenient to check a kernel condition than to compute the
pseudoinverse of a matrix.
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Notation 5.58. Let trMm(C) :Mm(C)⊗Mn(C) /o/o //Mn(C) denote the partial trace, which traces
out the first factor and is uniquely determined by the formula
trMm(C)(A⊗ B) := tr(A)B ∀ A ∈Mm(C), B ∈Mn(C). (5.59)
Equivalently, trMm(C) is the Hilbert–Schmidt dual of the ∗-homomorphism C 7→ 1m ⊗C.
Lemma 5.60. Let A ∈ Mm(C)⊗Mn(C) with A > 0 and trMm(C)(A) 6 1n. Then there exists a
B ∈Mm(C)⊗Mn(C) with B > A and trMm(C)(B) = 1n.
Proof. Take
B := A+
1
m
(
1m⊗
(
1n − trMm(C)(A)
))
. (5.61)
Since 1n − trMm(C)(A)
)
> 0 by assumption, B > A. Secondly, trMm(C)(B) = 1n. 
Theorem 5.62. [A Bayes’ theorem for matrix algebras] Let F, ρ,ω,σ, ξ, and Pξ be as in Proposition 5.1.
Set
A :=
m∑
i,j=1
E
(m)
ij ⊗ σˆF∗
(
ρE
(m)
ij
)
Pξ and B :=
m∑
i,j=1
E
(m)
ij ⊗ σˆF∗
(
ρE
(m)
ij
)
P⊥ξ , (5.63)
which are matrices inMm(C)⊗Mn(C). Then (F,ω) has a (CPU) Bayesian inverse if and only if
A† = A and trMm(C)
(
B†AˆB
)
6 P⊥ξ . (5.64)
If, in addition, trMm(C)
(
B†AˆB
)
= P⊥ξ , then the Bayesian inverse is unique (a-priori, it is only ξ-a.e.
unique).
Proof. you found me!
(⇒) Suppose that (F,ω) has a Bayesian inverse G. Then by Proposition 5.1
(1m⊗ Pξ)
(
Choi(G)
)
(1m⊗ Pξ) = A and (1m ⊗ Pξ)
(
Choi(G)
)
(1m⊗ P⊥ξ ) = B. (5.65)
Since G is CP, A > 0, and therefore A† = A. Now, set
C := (1m⊗ P⊥ξ )
(
Choi(G)
)
(1m⊗ P⊥ξ ). (5.66)
Since G is CP,
Choi(G) = A+B+B† +C > 0. (5.67)
By Lemma 5.51, C > B†AˆB. This combined with unitality of G gives
P⊥ξ = trMm(C)(C) > trMm(C)(B
†AˆB). (5.68)
(⇐) Conversely, suppose that (5.64) holds. Inwhat follows, wewill construct a Bayesian inverse
G. Since a linear map G is determined by its Choi matrix, we will define G by constructing its
Choi matrix and we will use Lemma 5.51 to prove this Choi matrix is positive. Set
(1m⊗ Pξ)
(
Choi(G)
)
(1m ⊗ Pξ) := A, (1m⊗ Pξ)
(
Choi(G)
)
(1m⊗ P⊥ξ ) := B, (5.69)
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(1m⊗ P⊥ξ )
(
Choi(G)
)
(1m ⊗ Pξ) := B†, (5.70)
and
C ≡ (1m⊗ P⊥ξ )
(
Choi(G)
)
(1m⊗ P⊥ξ ) := B†AˆB+
1
m
(
1m ⊗
(
P⊥ξ − trMm(C)(B
†AˆB)
))
. (5.71)
Since the Choi matrix has now been specified, this defines a linear map G. By (5.69) and Propo-
sition 5.1, G is a Bayes map. Since A† = A, Proposition 5.12 implies A > 0 because
AdPξ ◦G = (1m⊗ Pξ)
(
Choi(G)
)
(1m⊗ Pξ) = A. (5.72)
This proves the first condition in Lemma 5.51 (cf. Remark 5.55). To prove the second condition,
namely ker(A) ⊆ ker(B†), choose a basis in which ρ and σ have been diagonalized as in the
proof of (i⇒vi) in Proposition 5.12. In addition, write F =∑αAdVα and use the notation from
the proof of (i⇒vi) in Proposition 5.12. Now, by applying a suitable permutation matrix U (cf.
Remark 5.55 and Appendix A), A andB can be written as
UAU† =
[
A 0
0 0
]
and UBU† =
[
0 B
0 0
]
, (5.73)
where (recall that Awas computed earlier in (5.24), but we use its form in (5.25))
A =
∑
α

p1
q1
Vα11V
α
11 · · · p1qrVα11Vα1r
...
...
p1
q1
Vα1rV
α
11 · · · p1qrVα1rVα1r
• • •
pm
q1
Vα11V
α
m1 · · · pmqr Vα11Vαmr
...
...
pm
q1
Vα1rV
α
m1 · · · pmqr Vα1rVαmr... ...
p1
q1
Vαm1V
α
11 · · · p1qrVαm1Vα1r
...
...
p1
q1
VαmrV
α
11 · · · p1qrVαmrVα1r
• • •
pm
q1
Vαm1V
α
m1 · · · pmqr Vαm1Vαmr
...
...
pm
q1
VαmrV
α
m1 · · · pmqr VαmrVαmr

(5.74)
and (B is obtained by a calculation similar to (5.24), but with 1r and 0n−r replaced by 0r and
1n−r, respectively, and then all 0’s are dropped)
B =
∑
α

p1
q1
Vα11V
α
1,r+1 · · · p1q1Vα11V
α
1n
...
...
p1
qr
Vα1rV
α
1,r+1 · · · p1qrVα1rVα1n
• • •
p1
q1
Vα11V
α
m,r+1 · · · p1q1Vα11V
α
mn
...
...
p1
qr
Vα1rV
α
m,r+1 · · · p1qrVα1rVαmn... ...
pm
q1
Vαm1V
α
1,r+1 · · · pmq1 Vαm1Vα1n
...
...
pm
qr
VαmrV
α
1,r+1 · · · pmqr VαmrVα1n
• • •
pm
q1
Vαm1V
α
m,r+1 · · · pmq1 Vαm1Vαmn
...
...
pm
qr
VαmrV
α
m,r+1 · · · pmqr VαmrVαmn

. (5.75)
Now, suppose that the vector
w =
[
w11 · · · w1r · · · wm1 · · · wmr
]T
(5.76)
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is in the kernel of A. Setting Ω to be the number of Kraus operators used in F =
∑
αAdVα , let
~u ∈ CΩ be the vector whose α-th component is
uα :=
m∑
i=1
r∑
k=1
pi
qk
Vαikwik. (5.77)
Using this,
Aw =
∑
α

∑m
i=1
∑r
k=1
pi
qk
Vα11V
α
ikwik
...∑m
i=1
∑r
k=1
pi
qk
VαmrV
α
ikwik
 =∑
α
V
α
11uα
...
Vαmruα
 (5.78)
shows that w ∈ ker(A) is equivalent to〈
~Vjl, ~u
〉
= 0 ∀ j ∈ {1, . . . ,m}, l ∈ {1, . . . , r}, (5.79)
where ~Vjl has α-th component given by V
α
jl andwe assume the inner product is conjugate-linear
in the left entry. However, ~u is itself a linear combination of the ~Vjl since
~u =
m∑
i=1
r∑
k=1
pi
qk
wik~Vik. (5.80)
Hence, ~u = 0 since it is orthogonal to, and in the span of, a collection of vectors. Now, comput-
ingB†w gives
B†w =
∑
α

∑m
i=1
∑r
k=1
pi
qk
Vα1,r+1V
α
ikwik
...∑m
i=1
∑r
k=1
pi
qk
Vα1nV
α
ikwik
...∑m
i=1
∑r
k=1
pi
qk
Vαm,r+1V
α
ikwik
...∑m
i=1
∑r
k=1
pi
qk
VαmnV
α
ikwik

=

〈~V1,r+1, ~u〉
...
〈~V1n, ~u〉
...
〈~Vm,r+1, ~u〉
...
〈~Vmn, ~u〉

= 0. (5.81)
This proves that the first two conditions of Lemma 5.51 hold (cf. Remark 5.55). By Lemma 5.60,
C > B†AB, which implies Choi(G) > 0, and therefore corresponds to a CP map G.
The constructed G is also unital for the following reasons. First, recall that G(1m) = 1n if
and only if trMm(C)
(
Choi(G)
)
= 1n because
G(1m) =
m∑
i=1
G
(
E
(m)
ii
)
= trMm(C)
(
Choi(G)
)
. (5.82)
Second,
m∑
i=1
PξσˆF
∗(ρE(m)ii ) = PξσˆF∗(ρ) = Pξσˆσ = Pξ =⇒ m∑
i=1
PξσˆF
∗(ρE(m)ii )P⊥ξ = 0. (5.83)
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Hence,B provides zero contribution to trMm(C)
(
Choi(G)
)
, i.e. trMm(C)
(
A+B+B†
)
= Pξ. Thus,
G(1n) = trMm(C)
(
Choi(G)
)
= trMm(C)(A) + trMm(C)(C) = Pξ + P
⊥
ξ = 1n. (5.84)
The equality trMm(C)(C) = P
⊥
ξ holds by the definition of C in (5.71) and Lemma 5.60. Notice
that if trMm(C)
(
B†AˆB
)
= P⊥ξ , then C necessarily equals B
†AˆB and the Bayesian inverse is
unique. 
The second condition in Theorem 5.62 is not automatically satisfied even if the first one
holds. The following example illustrates a situation where a CP Bayesian inverse exists on the
supported corner but not the full algebra.
Example 5.85. Fix q ∈ (0, 1),
σ :=
q 0 00 1− q 0
0 0 0
 , ρ := [1 0
0 0
]
, V1 :=
[√
q 0 0
0 0
√
1− q
]
, V2 :=
[
0
√
1− q 0
0 0
√
q
]
, (5.86)
and letM3(C)
F
M2(C) be given by F := AdV1 +AdV2 . If ω := tr(ρ · ) and ξ := tr(σ · ) then
ξ = ω ◦ F. Furthermore, F is CPU. The Choi matrix of the Bayesian inverse, where we know
how it is defined, is given by
Choi(G) =

1 0 0 0 0
√
1−q
q
0 1 0 0 0
√
q
1−q
0 0 ϕ(E11) 0 0 ϕ(E12)
0 0 0 0 0 0
0 0 0 0 0 0√
1−q
q
√
q
1−q ϕ(E21) 0 0 ϕ(E22)

(5.87)
where the ϕ terms correspond to
∑
i,j E
(2)
ij ⊗ P⊥ξ G
(
E
(2)
ij
)
P⊥ξ and are as of yet unknown. The first
condition of Theorem 5.62 is clearly satisfied. However, upon permuting this Choi matrix (as
in Appendix A) and setting (these matrices were underlined in the proof of Theorem 5.62)
A :=

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 and B :=

0
√
1−q
q
0
√
q
1−q
0 0
0 0
 , (5.88)
we see that
B†AˆB =
[
0 0
0 q1−q +
1−q
q
]
. (5.89)
Taking the partial trace of this overM2(C) gives the bottom-right entry. Since
q
1−q +
1−q
q > 2 > 1
for all q ∈ (0, 1), the Choi matrix Choi(G) above can never be completed to a positive matrix
whose partial trace is 12.
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5.3 Special cases of Bayesian inversion
Here, we analyze Kraus decompositions for Bayesian inverses in certain special cases. We
also describe the relationship between joint distributions and conditionals. Finally, we analyze
Bayesian inversion for wave collapse and reconstruct the disintegration formula for Bayesian
inverses of deterministic maps. The issue presented in Example 5.85 never occurs if at least one
of ρ or σ is invertible, as the following corollary explains.
Corollary 5.90. Let A,B, F,ω, ρ, ξ,σ, and Pξ be as in Proposition 5.1. If either ρ or σ is invertible,
then a Bayesian inverse for (F,ω) exists if and only if
PξF
∗(ρA)σ = σF∗(Aρ)Pξ ∀ A ∈Mm(C). (5.91)
When σ is invertible and (5.91) holds, the Bayesian inverse equals
G =
∑
α
Ad√
σ−1V
†
α
√
ρ
. (5.92)
When ρ is invertible and (5.91) holds, a Bayesian inverse is of the form
G =
∑
α
Ad√
σˆV
†
α
√
ρ
+AdP⊥ξ
, (5.93)
where P⊥ξ = 1n − Pξ.
Proof. When σ is invertible, this is a special case of Corollary 5.32. If ρ is invertible, then the
matrixB in Theorem 5.62 vanishes due to the condition σ = F∗(ρ). In more detail, suppose that
ρ and σ have been diagonalized (the vanishing ofBwill not depend on such a diagonalization).
Using the notation of the proof of (i⇒vi) in Proposition 5.12 by writing F = ∑αAdVα , the
condition σ = F∗(ρ) can be expressed as
q1 0 0 · · · 0
. . .
...
...
0 qr 0 · · · 0
0 · · · 0 0 · · · 0
...
...
...
...
0 · · · 0 0 · · · 0

=
∑
α
m∑
i=1
pi

|Vαi1|
2 · · · Vαi1Vαir Vαi1Vαi,r+1 · · · Vαi1Vαin
...
...
...
...
VαirV
α
i1 · · · |Vαir|2 VαirVi,r+1 · · · VαirVαin
Vαi,r+1V
α
i1 · · · Vαi,r+1Vαir |Vαi,r+1|2 · · · Vαi,r+1Vαin
...
...
...
...
VαinV
α
i1 · · · |Vαin|2 VαinVαi,r+1 · · · |Vαin|2

(5.94)
Because pi > 0 for all i by assumption, this implies
Vαik = 0 ∀ k ∈ {r+ 1, . . . ,n}, i ∈ {1, . . . ,m}, α ∈ {1, . . . ,Ω}. (5.95)
Since B is defined only in terms of these components of Vα, the matrix B vanishes. Hence,
both conditions in Theorem 5.62 hold. The fact thatB vanishes means that PξG(A)P
⊥
ξ = 0 and
P⊥ξ G(A)Pξ = 0 for allA ∈Mm(C). Therefore, C = 1m1m⊗ P⊥ξ by (5.71), which, upon going from
the Choi matrix to the corresponding linear map, reproduces (5.93). 
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Remark 5.96. Remark 2.46 sets the background for the following discussion. The formulation of
Theorem 5.62 describes how to go from conditional to conditional bypassing the intermediate
stage of constructing a joint distribution. Unlike in the classical setting, the joint state on A⊗B
from the Bayes condition will rarely be a state in quantum theory. Even for the simplest case
where A = B = Mn(C) (with n > 1), F := id, and an arbitrary state ω : A /o/o //C, one cannot
construct a joint state viaω ◦ µA ◦ (idA ⊗ F), even though a Bayesian inverse clearly exists (it is
G = id). The reason is due to the non-commutativity of multiplication. In order for
A⊗B ∋ A⊗B 7→ ω(AF(B)) (5.97)
to be a state, one needs additional restrictions which are not generally equivalent to a Bayesian
inverse existing. For example, if ω is tracial, then the functional (5.97) is indeed a state (this is
true even for arbitrary positive unital F). The proof of this is relatively straightforward because
ω
(
a∗aF(b∗b)
)
= ω(aF(b∗b)a∗) = (ω ◦Ada ◦ F)(b∗b) > 0. (5.98)
Another sufficient condition for (5.97) to be a state is that the image of F lands in the commutant
A ′ ⊆ A. This is also a drastic condition because if A = Mn(C), then the commutant consists
only of scalar multiples of the identity. This condition is only sufficient but not necessary. There
are intermediate cases whereω is neither tracial and F does not land in the commutant A ′ ⊆ A.
When A and B are matrix factors and ω = tr(ρ · ), then Proposition 5.99 below covers these
cases simultaneously.
Proposition 5.99. Set A := Mm(C) and B := Mn(C). Fix a state A
ω=tr(ρ · )
C and a PU map
F : B /o/o //A. If ρ ∈ F(B) ′ ⊆ A, then the linear functional uniquely determined by the assignment
A⊗B ∋ A⊗ B 7→ ω(AF(B)) is a state.
Proof. Let A = a∗a ∈ A and B ∈ B be positive. Since F is positive, F(B) is positive. Since
A is finite dimensional, the algebra generated by F(B) is equal to F(B) ′′ ⊆ A by the double
commutant theorem (cf. [48, Section 2]). Hence, by the functional calculus, the positive square
root c :=
√
F(B) is in Alg
(
F(B)
)
, and therefore c ∈ F(B) ′′. Therefore,
tr
(
ρAF(B)
)
= tr(ρa∗ac∗c) = tr(cρa∗ac∗) = tr(ρca∗ac∗) = ω
(
(ac∗)∗(ac∗)
)
> 0. (5.100)
Unitality of ω follows from unitality of F. 
We are now in a position to prove Proposition 4.45 for wave collapse, which we will accom-
plish by illustrating more explicitly how one can obtain Bayesian inverses via matrix comple-
tions. However, to do so, and to also help us prove several other results of interest, we state a
lemma that will allow us to compute pseudoinverses of Choi matrices.
Lemma 5.101. LetMn(C)
F
Mm(C) be a CP map. Then there exist Ω-many Kraus operators {Vα}
for F and strictly positive numbers {Λα} such that
tr(V†αVβ) = Λαδαβ ∀ α,β ∈ {1, . . . ,Ω}. (5.102)
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Furthermore, in terms of such a set of Kraus operators for F =
∑
αAdVα ,
support
(
Choi(F)
)
= Choi
(∑
α
Ad 1√
Λα
Vα
)
and Choi(F)̂ = Choi
(∑
α
Ad 1
Λα
Vα
)
. (5.103)
Proof. The fact that Kraus operators satisfying (5.102) can be found for any CP map is a sim-
ple consequence of the existence of an orthogonal basis of eigenvectors of a positive matrix.
Although this is a standard result, its proof provides useful techniques that also prove the re-
maining part of the lemma. Indeed, since the Choi matrix is positive, it can be expressed as
Choi(F) =
∑
α vαv
†
α, where the set of vα ∈ Cn ⊗Cm ∼= Cmn is orthogonal (and each vα can be
assumed to be non-zero). One then sets Λα := v
†
αvα and Vα to be the unique matrix satisfying
vα =
Vαe1...
Vαen
 , (5.104)
where {e1, . . . , en} is the standard basis for C
n. Orthogonality of these vectors is then precisely
the statement
Λαδαβ = 〈vα, vβ〉 =
n∑
j=1
(Vαej)
†Vβej =
n∑
j=1
〈ej,V†αVβej〉 = tr(V†αVβ). (5.105)
Therefore, one can set uα := Λ
−1/2
α vα. With this definition, the set {uα} is an orthonormal set of
vectors in Cmn. Hence,
∑
α uαu
†
α is an orthogonal projection. Thus,
Choi
(∑
α
Ad 1√
Λα
Vα
)
=
∑
i,j
E
(n)
ij ⊗
∑
α
1
Λα
(Vαei)(Vαej)
† =
∑
α
1
Λα
vαv
†
α =
∑
α
uαu
†
α (5.106)
is indeed a projection, and in fact the support of Choi(F). Finally,
Choi(F)Choi
(∑
α
Ad 1
Λα
Vα
)
=
(∑
α
Λαuαu
†
α
)∑
β
1
Λβ
uβu
†
β
 =∑
α
uαu
†
α, (5.107)
which coincides with the support of Choi(F). 
Definition 5.108. A Kraus decomposition satisfying the conditions of Lemma 5.101 will be
called an orthogonal Kraus decomposition.
Proof of Proposition 4.45. We briefly recall some notation and set up some basic facts. Let F =∑
λAdPλ with {Pλ} a family of orthogonal projections such that
∑
λ Pλ = 1m (here, the projec-
tions are associated with the eigenspaces of a self-adjoint matrix H whose spectrum is denoted
by σ(H)). Let σ :=
∑
λ PλρPλ with ρ a density matrix and let Pξ denote the support of σ, Sλ the
support of PλρPλ, and set
Λλ := tr(Sλ) ≡ rank (PλρPλ) . (5.109)
46
Note that SλSµ = δλµSλ and Pξ =
∑
λ Sλ because PλPµ = δλµPλ and Sλ 6 Pλ. We will frequently
make use of identities such as
Pλσ = Sλσ = SλσSλ = PλσPλ = σSλ = σPλ (5.110)
and so on (and similarly for functions of σ by the functional calculus). As a result of the orthog-
onality of the Pλ,
σˆ =
∑
λ PλρPλ̂ =
∑
λ
P̂λρPλ and therefore Sλσˆ = Pλσˆ = P̂λρPλ = σˆPλ = σˆSλ. (5.111)
We now move on to the proof and first suppose that ρ = σ. Then it is straightforward to
check G =
∑
λAdPλ is a Bayesian inverse of (F,ω).
Conversely, suppose that (F,ω) has a Bayesian inverseG. We will break the proof into three
parts. In the first part, we derive some relationships that will be useful in the latter two parts.
In the second part, we compute the pseudo-inverse of the Choi matrix of AdPξ ◦G. In the third
part, we prove the conditions of Theorem 5.62 are satisfied and explicitly find the Bayesian
inverse to conclude the proof.
i. First,
PξG(A)Pξ∑
λ PξσˆPλρAPλPξ
∑
λ PξPλAρPλσˆPξ
∑
λ,µ,ν SµσˆPλρAPλSν
∑
λ,µ,ν SµPλAρPλσˆSν
∑
λ PλσˆρAPλ
∑
λ PλAρσˆPλ
∑
λAd
√
σˆPλ
√
ρ(A)
∑
λAdPλ
√
σˆ
√
ρ(A)
Prop 5.12(5.2)
Cor 5.32
(5.111)
, (5.112)
which implies
PλσˆρAPλ = AdPλ
√
σˆ
√
ρ(A) = PλAρσˆPλ ∀ A ∈Mm(C), λ ∈ σ(H). (5.113)
Taking the trace of the two ends of this for a fixed λ and using cyclicity of trace gives
tr(PλσˆρA) = tr(ρσˆPλA) ∀ A ∈Mm(C) =⇒ Pλσˆρ = ρσˆPλ. (5.114)
Multiplying on the left by Pµ with µ 6= λ and multiplying on the right by σ gives
0 = PµρσˆPλσ = PµρSλ ∀ (µ, λ) ∈
(
σ(H)× σ(H)) \∆(σ(H)). (5.115)
ii. The pseudoinverse of A := Choi(AdPξ ◦G) is given by
Aˆ = Choi
(∑
λ
Ad
Λ−1λ Pλ
√
σˆ
√
ρ
)
(5.116)
by Lemma 5.101, which holds since the Kraus decomposition along themiddle list of equal-
ities in (5.112) is orthogonal, and since∑
k
∥∥∥Pλ√σˆ√ρek∥∥∥2 = tr(√ρ√σˆPλPλ√σˆ√ρ) = tr(PλσˆPλρPλ) = tr(Sλ) = Λλ. (5.117)
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iii. Set
B := (1m ⊗ Pξ)
∑
λ
∑
i,j
Eij⊗ σˆPλρEijPλ
 (1m ⊗ P⊥ξ ). (5.118)
The following calculation of B†AˆB will be done in two steps. First, (dummy indices are
frequently relabelled)
AˆB
(5.113) & (5.116)
=========
∑
i,j,k,l
∑
λ,µ
EijEkl︸ ︷︷ ︸
δjkEil
⊗ 1
Λ2λ
PλσˆρEijPλσˆPµ︸ ︷︷ ︸
δλµPλσˆPλ
ρEklPµ
(1m⊗ P⊥ξ )
=
∑
i,j
∑
λ
Eij ⊗ tr(PλσˆPλρ)
Λ2λ
PλσˆρEijPλ
(1m ⊗ P⊥ξ )
(5.117)
===
∑
i,j
∑
λ
Eij⊗ 1
Λλ
PλσˆρEijPλ
(1m ⊗ P⊥ξ ) .
(5.119)
MultiplyingB† on the left gives
B†AˆB =
(
1m ⊗ P⊥ξ
)∑
i,j,k,l
∑
λ,µ
EijEkl ⊗ 1
Λµ
PλEijρPλσˆPµσˆρEklPµ
(1m⊗ P⊥ξ )
=
(
1m ⊗ P⊥ξ
)∑
i,j
∑
λ
Eij ⊗ tr(ρPλσˆPλσˆρ)
Λλ
PλEijPλ
(1m ⊗ P⊥ξ ) .
(5.120)
Now, notice that
tr(ρPλσˆPλσˆρ) =
∑
µ
tr(PµρPλσˆPλσˆρPµ) =
∑
µ
tr(PµρSλσˆSλσˆSλρPµ)
(5.115)
=== tr(PλρPλσˆPλσˆρPλ) = tr(S
2
λ) = tr(Sλ) = Λλ,
(5.121)
where the first equation holds by cyclicity of trace and because
∑
µ Pµ = 1m. Hence,
B†AˆB =
(
1m⊗ P⊥ξ
)∑
i,j
Eij ⊗
∑
λ
PλEijPλ
(1m ⊗ P⊥ξ ) = Choi(AdP⊥ξ ◦ F). (5.122)
Taking the partial trace ofB†AˆB gives
trMm(C)
(
B†AˆB
)
= P⊥ξ
∑
i,j
∑
λ
tr(Eij)︸ ︷︷ ︸
δij
PλEijPλP
⊥
ξ = P
⊥
ξ
∑
λ
Pλ
∑
i
EiiPλP
⊥
ξ = P
⊥
ξ . (5.123)
Hence, the last condition of Theorem 5.62 is satisfied, and so the Bayesian inverse of the
wave collapse is uniquely specified. In fact, the Bayesian inverse can be computed explic-
itly since Choi(G) is now completely known. But first, it helps to simplify the expression
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by using Lemma 5.51 to factor the Choi matrix of G. For this, note that
Aˆ1/2 = Choi
(∑
λ
Ad
Λ
−3/4
λ Pλ
√
σˆ
√
ρ
)
. (5.124)
Then, one can show
Aˆ1/2 +B†Aˆ1/2 =
∑
i,j
Eij⊗
∑
λ
1
Λ
1/2
λ
PλEijρσˆPλ (5.125)
and
Choi(G) =
(
Aˆ1/2 +B†Aˆ1/2
)(
Aˆ1/2 +B†Aˆ1/2
)†
= Choi(F) (5.126)
using similar calculations to the ones that have already been done. This proves that the
Bayesian inverse is G = F.
Hence, ρ = G∗(σ) =
∑
λ PλρPλ = σ. 
In the following example, wewill work out Bayesian inverses for ∗-homomorphismsB F−→ A
where A and B are matrix algebras. Although we know from [41] that Bayesian inverses of ∗-
homomorphisms are automatically disintegrations, and we already know the solution to the
disintegration problem [42], it is helpful to explicitly work out the solution from our matrix
completion perspective.
Example 5.127. Every ∗-homomorphism of matrix algebras is of the form
B :=Mn(C)
F−→Mp(C)⊗Mn(C) =: A
B 7→ 1p⊗ B
(5.128)
up to a unitary conjugation on the codomain of F (cf. Lecture 10 in [51]). Let B
ω=tr(ρ · )
C be
a state on B and write ξ = tr(ρ · ) := ω ◦ F. Note that F∗ = trMp(C) in this case. An arbitrary
density matrix ρ can be expressed as a linear combination
ρ =
∑
β
τβ ⊗ σβ, (5.129)
where τβ ∈ Mp(C), σβ ∈ Mn(C), and such that {τβ} is a linearly independent set of matrices
(coefficients can been absorbed into the σβmatrices).
14 The fact that ρ is a density matrix means
ρ > 0 and
∑
β tr(τβ)tr(σβ) = 1. The fact that F
∗(ρ) = σ entails
σ = trMp(C)
∑
β
τβ ⊗ σβ
 =∑
β
tr(τβ)σβ. (5.130)
14One can take {τβ} to be {E
(p)
ij }, which we will later. In this case, σij is precisely the ij-th block of ρ.
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By Proposition 5.1, a Bayesian inverse G of (F,ω)must satisfy
PξG(C⊗ B) = σˆtrMp(C)
∑
β
(τβ ⊗ σβ)(C⊗B)
 =∑
β
tr(τβC)σˆσβB (5.131)
for all C ∈ Mp(C) and B ∈ Mn(C). Hence, the Choi matrix of AdPξ ◦ G, with G a Bayesian
inverse of F, must be of the form
Choi
(
AdPξ ◦G
)
=
∑
i,j,k,l
E
(p)
ij ⊗ E
(n)
kl ⊗
∑
β
tr
(
τβE
(p)
ij
)
σˆσβE
(n)
kl Pξ

=
∑
β
∑
k,l
τTβ ⊗ E(n)kl ⊗ σˆσβE
(n)
kl Pξ
(5.132)
Self-adjointness of AdPξ ◦G entails∑
β
∑
k,l
τTβ ⊗ E(n)kl ⊗
(
σˆσβE
(n)
kl Pξ − PξE
(n)
kl σβσˆ
)
= 0. (5.133)
Since τTβ ⊗ E(n)kl are linearly independent for all β, k, and l, we obtain
σˆσβBPξ = PξBσβσˆ ∀ B ∈Mn(C) and ∀ β. (5.134)
Taking the trace of this expression and taking the trace after multiplying both sides by σ gives
[σˆ,σβ] = 0 and [σ,σβ] = 0 ∀ β, (5.135)
respectively. Now, from Equation (5.131) and Proposition 5.12, we obtain∑
β
tr(τβC)σˆσβBPξ =
∑
β
tr(τβC)PξBσβσˆ ∀ C ∈Mp(C), B ∈Mn(C). (5.136)
Since σˆ, σβ, and Pξ all commute by (5.135), this implies∑
β
tr(τβC)σβσˆ,PξBPξ
 = 0 ∀ B ∈Mn(C), (5.137)
which says
∑
β tr(τβC)σβσˆ is in the commutant of PξMn(C)Pξ insideMn(C). Since
∑
β tr(τβC)σβσˆ
is also in PξMn(C)Pξ, this gives∑
β
tr(τβC)σβσˆ ∝ Pξ ∀ C ∈Mp(C), (5.138)
where ∝ means “proportional to.” At this point, it is convenient to specialize to a particular
choice of linearly independent set {τβ} by choosing the elementary matrices {E
(p)
ij }. The propor-
tionality constraint entails σijσˆ ∝ Pξ for all i, j (choose C = E(p)ij ). Multiplying on the right by
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σ gives σijPξ ∝ σ. Taking the adjoint and using the fact that this holds for all i, j also shows
Pξσij ∝ σ. This proportionality forbids σij to have nonzero PξσijP⊥ξ and P⊥ξ σijPξ contributions.
Hence,
σij = cijσ+ P
⊥
ξ σijP
⊥
ξ (5.139)
for some constants cij ∈ C with cji = cij. Thus,
ρ =
∑
i,j
cijE
(p)
ij ⊗ σ+
∑
i,j
E
(p)
ij ⊗ P⊥ξ σijP⊥ξ . (5.140)
Let τ :=
∑
i,j cijE
(p)
ij . Then τ is positive because
τ = trMn(C)
(
Ad1p⊗Pξ(ρ)
)
> 0. (5.141)
Furthermore, τ is a density matrix because
σ = F∗(ρ) = trMp(C)(ρ) =
∑
i
ciiσ+
∑
i
P⊥ξ σiiP
⊥
ξ =
∑
i
ciiσ+ P
⊥
ξ σP
⊥
ξ︸ ︷︷ ︸
=0
= tr(τ)σ, (5.142)
which entails tr(τ) = 1. Since
ρ = τ⊗ σ+
∑
i,j
E
(p)
ij ⊗ P⊥ξ σijP⊥ξ (5.143)
is the sum of a density matrix (τ⊗ σ) and another positive matrix, the latter must therefore
vanish in order for ρ to also be a density matrix.
Now that ρ = τ⊗ σ has been established, the Choi matrix of AdPξ ◦G becomes
A := Choi
(
AdPξ ◦G
)
= τT ⊗Choi(AdPξ) (5.144)
and the other known part of the Choi matrix due to the expression (5.2) is
B := (1p⊗ 1n ⊗ Pξ)
(
Choi(G)
)
(1p⊗ 1n ⊗ P⊥ξ ) = τT ⊗
∑
k,l
E
(n)
kl ⊗ PξE
(n)
kl P
⊥
ξ . (5.145)
Since
Choi(AdPξ) =
Pξe1...
Pξen
 [(Pξe1)† · · · (Pξen)†] (5.146)
is a rank one matrix, it can be normalized to a rank 1 projection and thus its pseudo-inverse can
be easily calculated. It is given by (cf. Lemma 5.101)
Choi(AdPξ )̂ =
(
n∑
i=1
‖Pξei‖2
)−2
Choi(AdPξ) =
1
r2
Choi(AdPξ), (5.147)
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where r =
∑n
i=1‖Pξei‖2 = tr(Pξ) is the rank of Pξ. Hence,
B†AˆB =
1
r2
∑
i,j,k,
l,m,o
(
τT ⊗ Eij⊗ P⊥ξ EijPξ
)(
τ̂T ⊗ Ekl⊗ PξEklPξ
)(
τT ⊗ Emo ⊗ PξEmoP⊥ξ
)
=
1
r2
∑
i,j,k,l
τT ⊗ Eil ⊗ P⊥ξ EijPξEjkPξEklP⊥ξ
=
1
r2
∑
i,j,k,l
τT ⊗ Eil ⊗ (P⊥ξ ei)(Pξej)†(Pξej)(Pξek)†(Pξek)(P⊥ξ el)†
=
∑
i,j
τT ⊗ Eij⊗ (P⊥ξ ei)(P⊥ξ ej)† =
∑
i,j
τT ⊗ Eij⊗ P⊥ξ EijP⊥ξ = τT ⊗Choi
(
AdP⊥ξ
)
(5.148)
Now taking the partial trace gives
trMp(C)⊗Mn(C)
(
B†AˆB
)
=
∑
i,j
tr(τT )tr(Eij)P
⊥
ξ EijP
⊥
ξ =
∑
i
P⊥ξ EiiP
⊥
ξ = P
⊥
ξ . (5.149)
Thus, applying Theorem 5.62 gives a unique Bayesian inverse. In fact, these calculations show
G
(
E
(p)
ij ⊗ E
(n)
kl
)
= τjiE
(n)
kl =⇒ G = trMp(C) ◦Ad√τ⊗1n , (5.150)
which agrees with the disintegration formula from [42].
6 A quantumBayes’ theorem for finite-dimensionalC∗-algebras
Theorem 5.62 can be relatively easily generalized to the finite-dimensional C∗-algebra setting.
Most of the work was already done, and the main challenge is to set up all the notation. We
refer the reader to Section 5.2 in [42] for more background. The following notation will be used
throughout this section.
Notation 6.1. The general form of a finite-dimensional C∗-algebra is a direct sum of matrix
algebras. Hence, we set
A :=
⊕
x∈X
Mmx(C) and B :=
⊕
y∈Y
Mny(C), (6.2)
where X and Y are finite sets. Since every element A ∈ A can be expressed as⊕x∈XAx, a state
A
ω
C on A can be expressed as
A ∋ A 7→ ω(A) =:
∑
x∈X
pxtr(ρxAx), (6.3)
where {px} defines a probability measure on X and ρx is a density matrix onMmx(C) for every
x ∈ X. Similarly, we let B ξ C be written (somewhat abusively) as ξ =: ∑y∈Y qytr(σy · )
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with the understanding that given B =
⊕
y∈Y By, one plugs in By into the term tr(σy · ). Let
Np := {x ∈ X : px = 0} and Nq := {y ∈ Y : qy = 0}. Let Px and Qy be the supports of ρx
and σy, respectively. Let Px and Qy be the supports of pxρx and qyσy, respectively. In many
of the arguments that follow, we will often use the identities pxPx = pxPx and qyQy = qyQy.
Note that Pω and Pξ, the supports of ω and ξ, are equal to Pω =
⊕
x∈XPx and Pξ =
⊕
y∈Y Qy.
Hence,
Nω = AP
⊥
ω =
⊕
x∈X
(
Mmx(C)P
⊥
x
)
∼=
⊕
x∈X\Np
(
Mmx(C)P
⊥
x
)
(6.4)
and similarly
Nξ = BP
⊥
ξ =
⊕
y∈Y
(
Mny(C)Q
⊥
y
)
∼=
⊕
y∈Y\Nq
(
Mny(C)Q
⊥
y
)
. (6.5)
Every linear map B F A has a “matrix decomposition” with yx-th entry given by a linear
mapMmx(C)
Fyx
Mny(C), which is CP for all x ∈ X and y ∈ Y if and only if F is CP.
If a lemma is written without proof, it is because the proof is straightforward or similar to
proofs we have already been exposed to in earlier sections.
Lemma 6.6. LetMn(C)
ϕ
Mm(C) be a positive map and let P ∈Mm(C) be an orthogonal projection.
If Pϕ(A)P = 0 for all A > 0, then ϕ
(
Mn(C)
) ⊆ P⊥Mm(C)P⊥.
Proof. This is proved in Lecture 7 of [51]. Briefly, Pϕ(A)P =
(√
ϕ(A)P
)†(√
ϕ(A)P
)
= 0 implies√
ϕ(A)P = 0 and P
√
ϕ(A) = 0 for all A > 0 (the latter follows from the first by taking the
adjoint). Hence ϕ(A) ∈ P⊥Mm(C)P⊥ for all A > 0. The rest follows from the fact that every
element ofMn(C) is a linear combination of four positive matrices. 
Lemma 6.7. In terms of Notation 6.1, the conditionω ◦ F = ξ is equivalent to15
qyσy =
∑
x∈X
pxF
∗
xy(ρx) ∀ y ∈ Y. (6.8)
If F is positive, then
pxF
∗
xy(ρx) = 0 and Fxy
(
Mny(C)
) ⊆ P⊥xMmx(C)P⊥x ∀ (x,y) ∈ X×Nq. (6.9)
If F is 2-positive, then
Fxy
(
Mny(C)Q
⊥
y
)
⊆Mmx(C)P⊥x ∀ x ∈ X, y ∈ Y. (6.10)
Proof. For any By ∈Mny(C), the state-preserving condition gives∑
x∈X
pxtr
(
ρxFxy(By)
)
= qytr(σyBy). (6.11)
15F∗xy denotes the Hilbert–Schmidt adjoint of Fxy.
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Equation (6.8) follows from this by calculations similar to those we have seen earlier. When
y ∈ Nq, the equality pxF∗xy(ρx) = 0 in (6.9) follows from (6.8) and the fact that pxF∗xy(ρx) > 0 for
all x ∈ X and the only way a sum of positive operators adds to zero is if each of them are zero.
For the second condition in (6.9), let y ∈ Nq and By ∈Mny(C). Then,
0 = ξ(By) = ω
(
F(By)
)
=
∑
x∈X
pxtr
(
ρxFxy(By)
)
=
∑
x∈X
pxtr
(
ρ
1/2
x Fxy(By)ρ
1/2
x
)
. (6.12)
If By > 0, then
pxtr
(
ρ
1/2
x Fxy(By)ρ
1/2
x
)
= 0 ∀ x ∈ X (6.13)
because pxρ
1/2
x Fxy(By)ρ
1/2
x > 0. Since the trace is faithful and pxρ
1/2
x Fxy(By)ρ
1/2
x > 0, this implies
pxρ
1/2
x Fxy(By)ρ
1/2
x = 0. Since every matrix can be expressed as a linear combination of at most
four positive matrices, pxρ
1/2
x Fxy
(
Mny(C)
)
ρ
1/2
x = 0. Multiplying both sides by ρ̂x
1/2 gives
PxFxy
(
Mny(C)
)
Px = 0. (6.14)
Since Fxy is positive, the second claim in (6.9) follows from Lemma 6.6. Finally, condition (6.10)
follows from (6.4), (6.5), and Lemma 3.48. 
Proposition 6.15. Suppose F is positive and unital. A linear mapA G B satisfies the Bayes condition
for (F,ω) if and only if (cf. Notation 6.1)
qytr
(
σyGyx(Ax)By
)
= pxtr
(
ρxAxFxy(By)
)
(6.16)
for all Ax ∈Mmx(C),By ∈Mny(C) and for all x ∈ X,y ∈ Y. If G satisfies the Bayes condition, then
QyGyx(Ax) =
px
qy
σ̂yF
∗
xy(ρxAx) ∀ Ax ∈Mmx(C) ∀ (x,y) ∈ X× (Y \Nq). (6.17)
Conversely, suppose there exists a linear map G satisfying (6.17). Then G is a Bayes map for (F,ω).
Proof. Equation (6.16) follows directly from the Bayes condition. Equation (6.17) follows a sim-
ilar analysis to the one in Proposition 5.1. Conversely, suppose there exists a linear map G
satisfying (6.17). In what follows, we will prove (6.16). First, let y ∈ Nq. Then
pxtr
(
ρxAxFxy(By)
)
= pxtr
(
ρxAxFxy(By)Px
)
= 0 (6.18)
because Fxy(By) ∈ P⊥xMmx(C)P⊥x by (6.9). Now, let y ∈ Y \Nq so that qy 6= 0. Then essentially
the same argument as in (5.7) goes through using (6.10) in place of (6.10). Note that one uses
that fact that Qy = Qy for y ∈ Y \Nq and pxPx = pxPx for x ∈ X. This proves that G is a Bayes
map. 
Lemma 6.19. Suppose A G B is a Bayes map for (F,ω) and let (x,y) ∈ X × (Y \Nq). Then
AdQy ◦Gyx :Mmx(C) /o/o //Mny(C) is ∗-preserving if and only if it is CP.
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Proof. By Proposition 6.15, AdQy ◦Gyx takes the form
(AdQy ◦Gyx)(Ax) =
px
qy
σ̂yF
∗
xy(ρxAx)Qy ∀ Ax ∈Mmx(C). (6.20)
If px = 0, then AdQy ◦Gyx is the zero map and is therefore CP. If px 6= 0, by Proposition 5.12,
all of the items listed in that proposition are equivalent to AdQy ◦Gyx being ∗-preserving. In
particular, AdQy ◦Gyx is CP. 
Lemma 6.21. The following conditions on a linear map A G B are equivalent.
i. G is unital.
ii. G satisfies
∑
x∈XGyx(1mx) = 1ny for all y ∈ Y.
iii. G satisfies
∑
x∈X trMmx (C)
(
Choi(Gyx)
)
= 1ny for all y ∈ Y.
Theorem 6.22 (A Bayes’ theorem for finite-dimensional C∗-algebras). For each x ∈ X and y ∈
Y \Nq, set (cf. Notation 6.1)
Ayx :=
px
qy
mx∑
i,j=1
E
(mx)
ij ⊗ σ̂yF∗xy
(
ρxE
(mx)
ij
)
Qy and Byx :=
px
qy
mx∑
i,j=1
E
(mx)
ij ⊗ σ̂yF∗xy
(
ρxE
(mx)
ij
)
Q⊥y , (6.23)
which are matrices inMmx(C)⊗Mny(C). Then (F,ω) has a (CPU) Bayesian inverse if and only if
A†yx = Ayx ∀ (x,y) ∈ X× (Y \Nq) (6.24)
and ∑
x∈X
trMmx (C)
(
B†yxÂyxByx
)
6 Q⊥y ∀ y ∈ Y \Nq. (6.25)
The proof will be similar to the proof of Theorem 5.62 with a few minor changes. We will
therefore spell this out, but on occasion we will shorten arguments which would otherwise be
repetitive.
Proof of Theorem 6.22. you found me!
(⇒) Suppose that (F,ω) has a Bayesian inverse G. Then by Proposition 6.15,
(1mx ⊗Qy)
(
Choi(Gyx)
)
(1mx ⊗Qy) = Ayx and (1mx ⊗Qy)
(
Choi(Gyx)
)
(1mx ⊗Q⊥y ) = Byx
(6.26)
hold for all (x,y) ∈ X× (Y \Nq). The rest of the proof in this direction follows similar arguments
as in the proof of Theorem 5.62.
(⇐) Conversely, suppose the two conditions hold. For y ∈ Nq, set
Mmx(C) ∋ Ax 7→ Gyx(Ax) :=
tr(Ax)
mx|X|
1ny ∀ x ∈ X. (6.27)
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Note that Gyx is completely positive and satisfies∑
x∈X
Gyx(1mx) = 1ny ∀ y ∈ Nq. (6.28)
For y ∈ Y \Nq, most of the proof follows through as in the proof of Theorem 5.62. In particular,
one builds Gyx in terms of its Choi matrix by using (6.26). The first main difference occurs in
defining Cyx ≡ (1mx ⊗Q⊥y )
(
Choi(Gyx)
)
(1mx ⊗Q⊥y ), which can be set as
Cyx := B
†
yxÂyxByx +
1
mx|X|
(
1mx ⊗
(
Q⊥y −
∑
x′∈X
trMm
x ′ (C)
(
B
†
yx′Âyx′Byx′
)))
. (6.29)
Note that Cyx > 0 and satisfies ∑
x∈X
trMmx(C)(Cyx) = Q
⊥
y . (6.30)
With these definitions, G has been defined everywhere and automatically satisfies the Bayes
condition by the assumptions made. Finally, (6.28), (6.30),∑
x∈X
trMmx (C)(Ayx) = Qy, and
∑
x∈X
trMmx(C)(Byx) = 0 ∀ y ∈ Y \Nq (6.31)
show G is unital by Lemma 6.21. 
In the following example, we will describe when Bayesian inverses exist for quantum in-
struments.
Example 6.32. An instrument on a Hilbert space H indexed by a finite set Y is a CPU map
B(H)⊗CY /o/o //B(H). In what follows, letH be finite-dimensional so that such a map specifies
a family of CP mapsMm(C)
Fy
Mm(C), indexed by y ∈ Y, such that
∑
y∈Y Fy is CPU. Given
a state ω = tr(ρ · ) on Mm(C), set ξ := ω ◦ F. Set qy := tr
(
F∗y(ρ)
)
. If qy = 0, let σy be any
density matrix, while if qy 6= 0, set σy := 1qyF∗y(ρ). Then ξ =
∑
y∈Y qytr(σy · ). A Bayesian
inverse of (F,ω) would consist of a family Gy : Mm(C) Mm(C) of CPU maps (note the
difference and that Fy was not required to be unital). At present, we have not yet found a
simpler description of when Bayesian inverses exist other than to demand the assumptions in
Theorem 6.22. Nevertheless, if one has an explicit instrument with known states, then it should
not be too difficult to apply the criteria of Theorem 6.22 to see if a CPU Bayesian inverse exists.
Furthermore, one may always compute the required pseudoinverses (provided they are not too
large) to determine the formula for the Bayesian inverse.
Finally, we end with the verification that Theorem 6.22 reproduces the standard classical
Bayes’ theorem as a corollary.
Example 6.33. Supposemx = 1 and ny = 1 for all (x,y) ∈ X× Y in Theorem 6.22. In this case, F
can be viewed as a matrix of (linear transformations given by multiplication by) non-negative
numbers. In this case, F∗xy = Fxy as numbers. If qy 6= 0, then Qy = 1ny so that Ayx = pxFxyqy ,
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Byx = 0, and Cyx = 0. The two conditions in Theorem 6.22 are automatically satisfied. Hence
a Bayesian inverse exists. When qy 6= 0, one sets Gyx := pxFxyqy . When qy = 0, the assignment
in (6.27) defines Gyx as Gyx :=
1
|X|
. Thus, our proof of our quantum Bayes’ theorem reproduces
classical Bayesian inference.
A Permutations of the Choi matrix
LetMm(C)
G
Mn(C) be a linear map. Decompose the Choi matrix of G as
16
Choi(G) =

G
(
E
(m)
11
)tl
G
(
E
(m)
11
)tr
• • • G
(
E
(m)
1m
)tl
G(E
(m)
1m )
tr
G
(
E
(m)
11
)bl
G
(
E
(m)
11
)br
G
(
E
(m)
1m
)bl
G
(
E
(m)
1m
)br
... ...
G
(
E
(m)
m1
)tl
G
(
E
(m)
m1
)tr
• • • G
(
E
(m)
mm
)tl
G
(
E
(m)
mm
)tr
G
(
E
(m)
m1
)bl
G
(
E
(m)
m1
)br
G
(
E
(m)
mm
)bl
G
(
E
(m)
mm
)br

(A.1)
so that
G
(
E
(m)
ij
)
=
[
G
(
E
(m)
ij
)tl
G
(
E
(m)
ij
)tr
G
(
E
(m)
ij
)bl
G
(
E
(m)
ij
)br
]
. (A.2)
Note that the size of the square matrices G
(
E
(m)
ij
)tl
and G
(
E
(m)
ij
)br
need not be the same, but we
assume that the size of G
(
E
(m)
ij
)tl
equals the size of G
(
E
(m)
kl
)tl
for all i, j, k, l ∈ {1, . . . ,m}, and
similarly for G
(
E
(m)
ij
)br
and G
(
E
(m)
kl
)br
. Then, there exists a permutation matrix U such that
UChoi(G)U† =

G
(
E
(m)
11
)tl · · · G(E(m)1m )tl G(E(m)11 )tr · · · G(E(m)1m )tr
...
...
...
...
G
(
E
(m)
m1
)tl · · · G(E(m)mm)tl G(E(m)m1 )tr · · · G(E(m)mm)tr
G
(
E
(m)
11
)bl · · · G(E(m)1m )bl G(E(m)11 )br · · · G(E(m)1m )br
...
...
...
...
G
(
E
(m)
m1
)bl · · · G(E(m)mm)bl G(E(m)m1 )br · · · G(E(m)mm)br

(A.3)
(which corresponds to the matrix
[
A B
B† C
]
in the proof of Theorem 5.62). This is just a special
case of what is discussed in Remark 5.55, where the projection P is of the form 1m ⊗
[
1r 0
0 0n−r
]
with 0 6 r 6 n. The permutation matrix U is the matrix associated to the permutation(
1 2 3 4 · · · 2m− 3 2m− 2 2m− 1 2m
1 m+ 1 2 m+ 2 · · · m− 1 2m− 1 m 2m
)
(A.4)
16t = top, b = bottom, r = right, l = left. The matrix rows and columns have been colored to illustrate how one
slides them to obtain the permutation discussed afterwards.
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where ij means that the i-th row is sent to the j-th row. Note that this is a permutation for the
blocks of the appropriate sizes. IfG(E
(m)
ij )
tl has size r× r, then G(E(m)ij )br has size (n− r)× (n−
r), and the general form of U is
U =

1r 0 0 0 0 0
0 0 1r 0 0 0
. . .
0 0 0 0 1r 0
0 1n−r 0 0 0 0
0 0 0 1n−r 0 0
. . .
0 0 0 0 0 1n−r

. (A.5)
For example, the matrix U that achieves this for (5.87) is
U =

12 0 0 0
0 0 12 0
0 11 0 0
0 0 0 11
 (A.6)
and corresponds to the permutation (
1 2 3 4
1 3 2 4
)
, (A.7)
which swaps the second and third blocks but leaves the first and fourth blocks alone.
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