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Solving linear systems of equations is a frequently encountered problem in machine learning and optimisa-
tion. Given a matrix A and a vector b the task is to find the vector x such that Ax = b. We describe a quantum
algorithm that achieves a sparsity-independent runtime scaling ofO (κ2 ‖A‖
F
· polylog(n)/ǫ), where n×n is
the dimensionality of A with Frobenius norm ‖A‖F , κ denotes the condition number of A, and ǫ is the desired
precision parameter. When applied to a dense matrix with spectral norm bounded by a constant, the runtime of
the proposed algorithm is bounded byO (κ2√n · polylog(n)/ǫ), which is a quadratic improvement over known
quantum linear system algorithms. Our algorithm is built upon a singular value estimation subroutine, which
makes use of a memory architecture that allows for efficient preparation of quantum states that correspond to
the rows and row Frobenius norms of A.
Introduction. A common bottleneck in statistical learn-
ing and machine learning algorithms is the inversion of
high-dimensional matrices in order to solve linear systems
of equations. Examples include covariance matrix inver-
sions in Gaussian processes and support vector machines, as
well as data matrix inversions in large scale regression prob-
lems [1, 2].
Recent advances in the field of quantum information pro-
cessing have provided promising prospects for the efficient so-
lution of high-dimensional linear systems. The breakthrough
work of Harrow, Hassidim and Lloyd [3] introduced the quan-
tum linear system algorithm (QLSA) that computes the quan-
tum state |x〉 = |A−1b〉 corresponding to the solution of a
linear system Ax = b, where A ∈ Rn×n and x,b ∈ Rn, in
timeO (polylog(n)) for a sparse and well-conditionedA. Un-
like the outputA−1b ∈ Rn of a classical linear system solver,
a copy of |A−1b〉 does not provide access to the coordinates
ofA−1b. Nevertheless, it allows us to perform useful compu-
tations such as sampling from the solution vector. The QLSA
algorithm has inspired several works [4–13] in the emerging
research area of quantum machine learning.
In the classical setting, the best known algorithm for the
sampling task performed by the QLSA algorithm requires
solving the linear system. The running time for a classical
linear system solver scales as O (nω), where the matrix mul-
tiplication exponent ω ≤ 2.373 [14, 15]. However, as the sub-
cubic scaling is difficult to achieve in practice, linear system
solvers typically use the Cholesky decomposition and require
time O (n3) for dense matrices.
The QLSA algorithm [3] has running time O˜(κ2s(A)2/ǫ)
where κ is the condition number, s(A) is the sparsity or the
maximum number of non-zero entries in a row of A and ǫ is
the precision to which the solution is approximated. There
have been several improvements to the QLSA algorithm since
the original proposal that have improved the running time
to linear in κ and s(A) and to poly-logarithmic in the pre-
cision parameter ǫ [16, 17]. The work [18] introduced pre-
conditioning for the QLSA algorithm and extended its appli-
cability.
Quantum machine learning is an emerging research area
that attempts to harness the power of quantum information
processing to obtain speedups for classical machine learning
tasks. A number of quantum machine learning algorithms
have been proposed [4–13]. Most of these algorithms use
a quantum linear system solver as a subroutine. However,
as mentioned in [3], and later also pointed out in [19, 20],
the QLSA potentially has a few caveats. In particular, the
QLSA achieves an exponential speedup over classical algo-
rithms when the matrix A is sparse and well conditioned, due
to the sparsity-dependent Hamiltonian simulation subroutine.
The potential exponential advantage of QLSA is lost when it
is applied to dense matrices, which consistute a large class
of interesting applications. Examples include kernel methods,
[21], and artificial neural networks, where particularly con-
volutional neural network architectures rely heavily on sub-
routines that manipulate large, non-sparse matrices [22, 23].
Alternative approaches to the quantum linear system problem
that avoid sparsity dependence are therefore desirable for a
more general application of quantum computing to classical
learning problems.
In this letter we present a quantum algorithm for
solving linear systems of equations using the quantum
singular value estimation (QSVE) algorithm introduced
in [24]. The proposed algorithm achieves a runtime
O (κ2 ‖A‖F · polylog(n)/ǫ), where κ denotes the condi-
tion number of A, ‖A‖F is the Frobenius norm and
ǫ is the precision parameter. When the spectral norm
‖A‖∗ is bounded by a constant, the scaling becomes
O (κ2√n · polylog(n)/ǫ), which amounts to a polynomial
speed-up over the O (κ2n · polylog(n)/ǫ) scaling achieved
by [3] when applied to dense matrices.
We start by introducing some preliminaries. For a sym-
metric matrix A ∈ Rn×n with spectral decomposition A =∑
i∈[n] λisis
†
i , the singular value decomposition is given by
2A =
∑r
i |λi|sis†i . We also need the well known quantum
phase estimation algorithm:
Theorem 1 (Phase estimation [25]). Let unitary U |vj〉 =
exp (iθj) |vj〉 with θj ∈ [−π, π] for j ∈ [n]. There
is a quantum algorithm that transforms
∑
j∈[n] αj |vj〉 →∑
j∈[n] αj |vj〉 |θj〉 such that |θj−θj | ≤ δ for all j ∈ [n] with
probability 1 − 1/poly(n) in time O (TU log (n)/δ), where
TU defines the time to implement U .
Quantum singular value estimation can be viewed as an exten-
sion of phase estimation to non unitary matrices. It is the main
algorithmic primitive required for our linear system solver.
Definition 1 (Quantum singular value estimation). Let A ∈
R
m×n have singular value decompositionA =
∑
i σiuiv
t
i . A
quantum singular value estimation algorithm with precision
δ transforms
∑
j∈[n] αj |vj〉 →
∑
j∈[n] αj |vj〉 |σj〉 such that
|σj − σj | ≤ δ for all j ∈ [n] with probability 1− 1/poly(n).
A quantum singular value estimation (QSVE) algorithm with
running time of O˜(‖A‖F /δ) was presented in [24], where it
was used for quantum recommendation systems. An SVE al-
gorithm applied to a symmetric matrix estimates |λi| but does
not provide an estimate for sign(λi). However, in order to
solve linear systems we also need to recover sign(λi). We
provide a simple procedure for recovering the sign given an
SVE algorithm. Our procedure provides a way to construct
a quantum linear system solver from a QSVE algorithm in a
black box manner.
The main result of this letter is a quantum linear system
solver based on the QSVE algorithm [24] that achieves a run-
ning time of O (κ2 ‖A‖F · polylog(n)/ǫ). We briefly de-
scribe the QSVE algorithm in the next section. We then
present the quantum linear system solver and provide a com-
plete analysis for the linear system solver as well as a compar-
ison with other approaches to the QLSA in the discussion.
The QSVE algorithm. The QSVE algorithm requires the
ability to efficiently prepare the quantum states corresponding
to the rows and columns of matrix A. The matrix entries are
stored in the following data structure, such that a quantum
algorithm with access to this data structure has this ability.
Lemma 1 (Data Structure [24]). Let A ∈ Rm×n be a ma-
trix with entries Aij which arrive in an arbitrary order. There
exists a data structure with the following properties:
• A quantum computer with access to the data
structure can perform the following mappings in
O (polylog(mn)) time.
UM : |i〉 |0〉 → |i,Ai〉 = 1‖Ai‖
n∑
j=1
Aij |i, j〉 ,
UN : |0〉 |j〉 → |AF , j〉 = 1‖A‖F
m∑
i=1
‖Ai‖ |i, j〉 , (1)
where Ai ∈ Rn correspond to the rows of the matrix
A and AF ∈ Rm is a vector whose entries are the ℓ2
norms of the rows, i.e. (AF )i = ‖Ai‖.
• The time required to store a new entry Aij is
O (log2(mn)) and data structure size is O(w logmn)
where w is the number of non zero entries in A.
A possible realization of this data structure is based on an
array of m binary trees, each binary tree contains at most n
leaves which store the squared amplitudes of the correspond-
ing matrix entry |Aij |2, as well as the sign of Aij . An in-
ternal node of a tree stores the sum of the elements in the
subtree rooted at it. The root of the ith tree then contains
‖Ai‖2 , i ∈ [m]. In order to access the vector of row Frobe-
nius norms, we construct one more binary tree, the ith leaf
of which stores ‖Ai‖2. A detailed description of such a bi-
nary tree memory structure, and the proof of Lemma 1 can be
found in [24].
The QSVE algorithm is a quantum walk based algorithm
that leverages the connection between the singular values σi
of the target matrixA and the principal angles θi between cer-
tain subspaces associated with A. The relation between quan-
tum walks and eigenvalues has been well known in the liter-
ature and has been used in several previous results [26, 27].
However, the quantum walk defined by the QSVE algorithm
is particularly interesting for linear systems as instead of the
sparsity s(A), it depends on the Frobenius norm ‖A‖F .
The QSVE algorithm makes use of a factorization A‖A‖F =
M†N , whereM ∈ Rmn×m andN ∈ Rmn×n are isometries.
The key idea is that the unitary operatorW defined by W =
(2MM† − Imn)(2NN † − Imn), where Imn is the identity
matrix, can be implemented efficiently using the data structure
in Lemma 1. Further, W has two dimensional eigenspaces
spanned by {Mui,Nvi} on which it acts as a roation by
angle θi, such that cos
θi
2 =
σi
‖A‖F
. Note that the sub-
space spanned by {Mui,Nvi} is therefore also spanned by
{w+i ,w−i }, the eigenvectors ofW with eigenvalues exp(iθi)
and exp(−iθi) respectively. In particular we may write the
following decomposition, |Nvi〉 = ω+i |w+i 〉 + ω−i |w−i 〉,
with |ω−i |2 + |ω+i |2 = 1. Algorithm 1 describes the QSVE
algorithm, the analysis is contained in the following lemma.
Algorithm 1 Quantum singular value estimation. [24]
1. Create the arbitrary input state |α〉 =∑
i
αvi |vi〉.
2. Append a register |0⌈logm⌉〉 and create the state |Nα〉 =∑
i
αvi |Nvi〉 =
∑
i
αvi(ω
+
i |w+i 〉+ ω−i |w−i 〉).
3. Perform phase estimation [25] with precision 2δ > 0 on input
|Nα〉 for W = (2MM† − Imn)(2NN † − Imn) and ob-
tain
∑
i
αvi(ω
+
i |w+i , θi〉 + ω−i |w−i ,−θi〉), where θi is the
estimated phase θi in binary bit-strings.
4. Compute σi = cos (±θi/2)||A||F .
5. Uncompute the output of the phase estimation and apply the
inverse transformation of step (2) to obtain
∑
i
αvi |vi〉 |σi〉 (2)
3Lemma 2 (Preparation of the Isometries [24]). Let A ∈
R
m×n be a matrix with singular value decomposition A =∑
i σiuiv
†
i stored in the data structure described in Lemma 1.
Then there exist matrices M ∈ Rmn×m, and N ∈ Rmn×n,
such that
1. M,N are isometries, that isM†M = Im andN †N =
In such that A can be factorized as A/ ‖A‖F =M†N .
Multiplication by M,N , i.e. the mappings |α〉 →
|Mα〉 and |β〉 → |Nβ〉 can be performed in time
O (polylog(mn)),
2. The reflections 2MM†−Imn, 2NN †−Imn, and hence
the unitaryW = (2MM† − Imn)(2NN † − Imn) can
be implemented in time O (polylog(mn)).
3. The unitaryW acts as rotation by θi on the two dimen-
sional invariant subspace {Mui,Nvi} plane, such that
σi = cos
θi
2 ‖A‖F , where σi is the i-th singular value
for A.
We outline the ideas involved in the analysis of the QSVE
algorithm and refer to [24] for further details. The map M
appends to an arbitrary input state vector |α〉 a register that
encodes the row vectorsAi of A, such that
M : |α〉 =
m∑
i=1
αi |i〉 →
m∑
i=1
αi |i,Ai〉 = |Mα〉 .
The mapN similarly appends to an arbitrary input state vector
|α〉 a register that encodes the vectorAF whose entries are the
ℓ2 norms ‖Ai‖F of the rows of A,
N : |α〉 =
n∑
j=1
αj |j〉 →
n∑
j=1
αj |AF , j〉 = |Nα〉 .
The above maps can be efficiently implemented given the
memory structure described by Lemma 1.
The factorization of A follows from the amplitude encod-
ing of Ai and AF . We have |i,Ai〉 = 1‖Ai‖
n∑
j=1
Aij |i, j〉 and
|AF , j〉 = 1‖A‖F
m∑
i=1
‖Ai‖ |i, j〉, implying that (M†N )ij =
〈i,Ai |AF , j 〉 = Aij‖A‖F . Similarly, it follows that M and
N have orthonormal columns and thus M†M = Im and
N †N = In.
To show the relation between the eigenvalues ofW and the
singular values of A, we consider the following:
W |Nvi〉 =(2MM† − Imn)(2NN † − Imn) |Nvi〉
=(2MM† − Imn) |Nvi〉
=2M A‖A‖F |vi〉 − |Nvi〉
=
2σi
‖A‖F |Mui〉 − |Nvi〉 , (3)
where we used the singular value decomposition A =∑
i σi |ui〉 〈vi|, and the fact that the right singular vectors
{vi} are mutually orthonormal. Note that W rotates |Nvi〉
in the plane of {Mui,Nvi} by θi, such that
cos θi = 〈Nvi|W |Nvi〉
=
2σi
‖A‖F 〈vi|A
† |ui〉 − 1
=
2σ2i
‖A‖2F
− 1, (4)
where we have used the fact that (2MM†−Imn) represents a
reflection in |Mui〉 and that A† = N †M =
∑
i σi |vi〉 〈ui|.
Therefore the angle between |Nvi〉 and |Mui〉 is given by
θi
2 , i.e. half of the total rotation angle. Comparing the above
expression with the half-angle formula for cosine functions,
we obtain the relation cos
(
θi
2
)
= σi‖A‖F .
The two dimensional sub-space spanned by {Mui,Nvi}
is therefore invariant under the action of W which acts on it
as a rotation by angle θi. The corresponding eigenvectors of
W have hence eigenvalues exp(±iθi), and in particular we
can perform phase estimation to get an estimate ±θi and then
compute σi = cos(θi/2) ‖A‖F to estimates the singular val-
ues. We therefore have established the correctness of Algo-
rithm 1 and have the following theorem,
Theorem 2 (Quantum Singular Value Estimation [24]). Let
A ∈ Rm×n be a matrix with singular value decomposition
A =
∑
i σiuiv
†
i stored in the data structure in Lemma 1. Fur-
ther let δ > 0 be the precision number. There is an algorithm
that runs in O (polylog(mn)/δ) and performs the mapping∑
i αvi |vi〉 |0〉 →
∑
i αvi |vi〉 |σi〉 where σi ∈ σi ± δ ‖A‖F
for all i with probability at least 1− 1/poly(n).
The runtime of QSVE is dominated by the phase estima-
tion procedure which returns an δ-close estimate of θi, s.t.
|θi − θi| ≤ 2δ, which translates into the estimated singular
value via σi = cos (θi/2) ‖A‖F . The error in σi can then be
bounded from above by |σi − σi| ≤ δ ‖A‖F . The unitaryW
can be implemented in time O (polylog(mn)) by Lemma 2,
by Theorem 1 the running time for estimating of the singular
values with additive error δ ‖A‖F in O (polylog(mn)/δ).
Quantum linear system algorithm. Without loss of gen-
erality we can assume that the matrix A is Hermitian as it is
well known that the general case can be reduced to the Hermi-
tian case [3]. A QSVE algorithm immediately yields a linear
system solver for positive definite matrices as the estimated
singular values and eigenvalues are related via σi = |λi|. In
order to solve general linear systems we need to recover the
sign of each λi. We provide a simple algorithm that recovers
the signs using the QSVE procedure as a black box incurring
only a constant overhead over the QSVE.
The main result of this letter is the following theorem.
Theorem 3. Let A ∈ Rn×n be a Hermitian matrix with spec-
tral decomposition A =
∑
i λiuiui
† stored in the data struc-
ture in Lemma 1. Further let κ be the condition numberA, and
4‖A‖F the Frobenius norm and ǫ > 0 be a precision parameter.
Then Algorithm 2 has runtimeO (κ2 · polylog(n) · ‖A‖F /ǫ)
that outputs state |A−1b〉 such that
∥∥∥|A−1b〉 − |A−1b〉∥∥∥ ≤ ǫ.
Proof. We first argue that Algorithm 2 correctly recovers the
sign of the λi. The algorithm compares the estimates obtained
by performing QSVE for A and for A′ = A + µIn, where µ
is a positive scalar to be chosen later. The matrix A′ has the
same eigenvectors as A, but has eigenvalues λi+µ. Note that
for λi ≥ 0 we have |λi + µ| = |λi| + |µ| ≥ |λi|, however if
λi ≤ −µ/2 then |λi + µ| ≤ |λi|.
Thus, if the estimates were perfect, then choosing µ = 2/κ
would recover the sign correctly when the eigenvalues ofA lie
in the interval [−1,−1/κ]∪[1/κ, 1]. With the choice µ = 4/κ
and ǫ = 1/κ we find that the signs are still correct for all λi.
We outline the derivation of the runtime, the analysis of the
error bounds appears in the appendix. The running time for
QSVEwith precision ǫ = 1/κ is O˜(κ ‖A‖F ). Considering the
success probability of the post-selection step, we require on
averageO (κ2) repetitions of the coherent computation. This
can be reduced to O (κ) using amplitude amplification [28].
Therefore an upper-bound of the runtime of our algorithm is
given by O (κ2 · polylog(n) ‖A‖F /ǫ).
Discussion. The error dependence on the Frobenius norm
suggests that our algorithm is most accurate when the ‖A‖F
is bounded by some constant, in which case the algorithm re-
turns the output state with a constant ǫ-error in polylogarith-
mic time even if the matrix is non-sparse. More generally, as
in the QLSA algorithm we can assume that the spectral norm
‖A‖∗ is bounded by a constant, although the Frobenius norm
may scale with the dimensionality of the matrix. In such cases
Algorithm 2 Quantum linear system solver.
1. Create the state |b〉 = ∑
i
βi |vi〉 with vi being the singular
vectors of A.
2. Perform two QSVEs as in Algorithm 1 for matricesA,A+µI
with precision ǫ = 1/κ where µ = 4/κ to obtain
∑
i
βi |vi〉A ||λi|〉B ||λi + µ|〉C .
3. Add an auxiliary register and set it to 1 if the value in register
B is greater than that in register C and apply a conditional
phase gate:
∑
i
(−1)fiβi |vi〉A ||λi|〉B ||λi + µ|〉C |fi〉D .
4. Add an ancilla register and apply a rotation conditioned on
register B with γ = O(1/κ). Then uncompute the registers
B,C,D to obtain
∑
i
(−1)fiβi |vi〉
(
γ
λi
|0〉+
√
1− γ
λi
2 |1〉
)
Post-select on the ancilla register being in state |0〉.
we have ‖A‖F = O (
√
n). Hence in such scenarios the pro-
posed algorithm runs inO (κ2√n · polylog(n)/ǫ) and returns
the output with a constant ǫ-error.
It was shown in [29] that given black-box access to the
matrix elements, Hamiltonian simulation with error δh can
be performed in time O
(
n2/3 · polylog(n)/δ1/3h
)
. This
leads to a linear system algorithm based on [3] which scales
as O (κ2n2/3 · polylog(n)/ǫ), where we have assumed the
dominant error comes from phase estimation, and hence
the error introduced by the Hamiltonian simulation is ne-
glected. It was also shown numerically that the method
of [29] attains a typical scaling ofO
(√
n · polylog(n)/δ1/2h
)
when applied to randomly selected matrices, leading to a
O (κ2√n · polylog(n)/ǫ) linear system algorithm. The work
[29] assumes that we have black-box access to the matrix en-
tries, that is quantum queries of the form |i, j, 0〉 → |i, j, Aij〉
are allowed. We note that in Lemma 1 we instead assume
black-box access to a data structure constructed in linear time
from a stream of the matrix entries. Our access model thus
differs from the one used in [29] and therefore a direct com-
parison of the two results is not appropriate. The QSVE-based
linear system solver achieves a O(
√
n)-scaling with quantum
access to the data structure in Lemma 1, and it is an interest-
ing open question if one can achieve a similar scaling in the
model with black box access to matrix entries.
We also note that for practical implementations, the con-
stant runtime overhead with respect to a given set of elemen-
tary fault-tolerant quantum gates is an important considera-
tion. It has been shown by Scherer et al. [30] that current
approaches to the QLSA potentially suffer from a large con-
stant overhead, hindering prospects of near-term applications.
Whether our proposedQSVE-based algorithm exhibits a more
advantageous constant overhead due to the absence of Hamil-
tonian simulation, remains an open question.
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APPENDIX
In this appendixwe establish error bounds on the final state.
The analysis below closely follows the analysis of the QLSA
algorithm [3].
We use the filter functions f and g [31], which allow us
to invert only the the well-conditioned part of the matrix, i.e.
the space which is spanned by the eigenspaces with eigenval-
ues, λi ≥ 1/κ. We define the function f(λ) := 1/(γκλ) for
|λ| ≥ 1/κ, f(λ) := 0 for λ ≤ 1/2κ, and f(λ) is a smooth
interpolating function η1(λ) for 1/2κ ≤ λ ≤ 1/κ. Simi-
larly, we define g(λ) := 0 for |λ| ≥ 1/κ, g(λ) := 1/2 for
λ ≤ 1/2κ, and g(λ) is an interpolating function η2(λ) for
1/2κ ≤ λ ≤ 1/κ. The interpolating functions η1, η2 are cho-
sen such that f2(λ)+ g2(λ) ≤ 1 for all λ ∈ R. The algorithm
in the main text corresponds to the choice g(λ) = 0.
Let γ = O (1/κ) be some constant which assures that the
controlled rotation angle is less than 2π for any eigenvalues.
We then define the map
|h(λ)〉 :=
√
1− f(λ)2 − g(λ)2 |NO〉
+ f(λ) |WC〉+ g(λ) |IC〉 , (5)
with f2(x) + g2(x) ≤ 1, where |NO〉 indicates that no ma-
trix inversion has taken place, |IC〉 means that part of |b〉 is
in the ill-conditioned subspace of A, and |WC〉 means that
the matrix inversion has taken place and is in the well con-
ditioned subspace of A. This allows us to invert only the
well conditioned part of the matrix while it flags the ill con-
ditioned ones and interpolates between those two behaviours
when 1/(2κ) < |λ| < 1/κ. We therefore only invert eigenval-
ues which are larger than 1/(2κ), which motivates the choice
of µ in Algorithm 2.
Let Q be the error-free operation corresponding to the
QSVE subroutine followed by the controlled rotation without
post-selection, i.e.
|ψ〉 := Q |b〉 |0〉 →
∑
i
βi |vi〉 |h(λi)〉 . (6)
Q in contrast describes the same procedure but the phase esti-
mation step is erroneous, i.e.
|ψ〉 := Q |b〉 |0〉 →
∑
i
βi |vi〉 |h(λi)〉 . (7)
We want to bound the error in
∥∥Q−Q∥∥. By choos-
ing a general state |b〉, this is equivalent to the bound in∥∥Q |b〉 −Q |b〉∥∥ := ∥∥|ψ〉 − |ψ〉∥∥. We will make use of the
following lemma.
Lemma 3 ([3]). The map λ→ |h(λ)〉 isO (κ)-Lipschitz, i.e.
∀λi 6= λj :
‖|h(λi)〉 − |h(λj)〉‖ ≤ cκ|λi − λj |, (8)
for some c ≤ π/2 = O (1).
As
∥∥|ψ〉 − |ψ〉∥∥ = √2 (1−Re 〈ψ |ψ 〉), it suffices to
lower-boundRe
〈
ψ |ψ 〉:
Re
〈
ψ |ψ 〉 = N∑
i=1
|βi|2Re
〈
h(λi) |h(λi)
〉
≥
N∑
i=1
|βi|2
(
1− c
2κ2δ2 ‖A‖2F
2
)
, (9)
6where we used the error bounds of the QSVE subroutine for
the eigenvalue distance, i.e. |λi − λi| ≤ δ ‖A‖F , which is a
consequence of the phase estimation accuracy, and theO (κ)-
Lipschitz property in Lemma (3). Since 0 ≤ Re 〈ψ |ψ 〉 ≤ 1,
it follows that
1−Re 〈ψ |ψ 〉 ≤ N∑
i=1
|βi|2
(
c2κ2δ2 ‖A‖2F
2
)
(10)
Using
∑
i |βi|2 = 1, the distance can be bounded as∥∥|ψ〉 − |ψ〉∥∥ ≤ O (κδ ‖A‖F ) . (11)
If we require this error to be of O (ǫ), we need to take the
phase estimation accuracy to be δ = O
(
ǫ
κ‖A‖
F
)
. This results
in a runtime O (κ ‖A‖F · polylog(n)/ǫ). In order to success-
fully perform the post-selection step, we need to repeat the
algorithm on average κ2 times. This additional multiplicative
factor of κ2 can be reduced to κ using amplitude amplifica-
tion [28]. Putting everything together, we have a final runtime
of O (κ2 ‖A‖F · polylog(n)/ǫ).
