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Abstract
Canonical systems in R2 with absolutely continuous real symmetric π-periodic potentials
matrices are considered. A through analysis of the discriminant is given along with the
indexing and interlacing of the eigenvalues of the periodic, anti-periodic and Dirichlet-
type boundary value problems on [0, π]. The periodic and anti-periodic eigenvalues are
characterized in terms of Dirichlet type eigenvalues. It is shown that all instability
intervals vanish if and only if the potential is the product of an absolutely continuous
real valued function with the identity matrix.
1 Introduction
Borg showed in [2], that a single spectrum is not sufficient to uniquely determine the
potential of a Sturm-Liouville problem. However he also showed that the spectra of
two Sturm-Liouville problems with the same potential, q, but with one of the boundary
conditions changed are sufficient to determine q uniquely. It should be noted that he
allowed non-separated boundary conditions and considered Hill equations. Following the
work of Borg, the study of inverse spectral problems developed rapidly, see [10] and [14]
for surveys.
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Hochstadt, [6], considered Sturm-Liouville equations on a finite interval with periodic or
anti-periodic boundary conditions. He showed that if each eigenvalue was of multiplicity
2 then the potential was uniquely determined as the zero potential. To prove this, the
Sturm-Liouville problem was extended by periodicity and the related Hill’s equation
studied. Here the analytic structure of the discriminant played a central role. An up
to date survey of this area as well as of periodic 1-Dimensional Dirac problems can be
found in Brown, Eastham and Schmidt, [3, pages 1-29]. Classical results on the Hill’s
equation can be found in Magnus and Winkler, [21], and on the 1-dimensional Dirac
equation in Levitan and Sargsjan, [12].
The 1-dimensional Dirac equation arises from separation of variables in relativistic
quantum mechanics while the more general 2-dimensional canonical system arises in
classical mechanics, see for example [11]. The development of the theory of the 1-
dimensional Dirac equation and 2-dimensional canonical system occurred slower, see
Sargasjan and Levitan [12], than that of the Sturm-Liouville equation. For example
Ambarzumyan-type theorems for Dirac operators appeared from 1987 through 2012,
[8, 10, 13, 16, 17, 19, 23, 24]. Despite the parallels between Sturm-Liouville equations
and canonical systems, there are important differences:
(i) The operators associated with canonical systems in R2 are not lower-semi-bounded,
thus the simple variational arguments used in Sturm-Liouville theory, cannot be
applied directly.
(ii) canonical systems which are equivalent through a unitary transformation are spec-
trally indistinguishable, which complicates uniqueness for inverse problems.
(iii) Oscillation theory for canonical systems is significantly more complicated than the
Sturm theory for Sturm-Liouville equations, see [5], [12, pages 201-207], [20], [22].
In spite of (iii), intersections of solutions Y (z) with a 1-dimensional subspace of R2 can
be compared, see Teschl [18], and the interlacing of eigenvalues established. We provide,
for the reader’s convenience, the specific oscillation and interlacing results needed for
the inverse problem.
The main theorem of this paper is Theorem 6.4 in which we consider a canonical system
in R2 with real symmetric absolutely continuous π-periodic matrix potential. We prove
that if all instability intervals are empty, then the matrix potential is diagonal with the
two diagonal entries equal, analogous results for Hill’s equation can be found in [3, pages
94-111] and [6].
In Section 2 we give some preliminary results on translation of the potential and the
consequential changes in the solutions to (2.2). The characteristic determinant and its
properties are studied in Section 3. The eigenvalues of the periodic and anti-periodic
problems are characterized in terms of the eigenvalues of shifted version of the Dirichlet
problem (where possible) in Section 4. The necessary asymptotic estimates are developed
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in Section 5. Finally real symmetric matrix potentials, Q with absolutely continuous π-
periodic entries, for which all instability intervals of (2.2) vanish, are characterized, in
Section 6, as being of the form Q = qI where q is a real (scalar) valued π-periodic
absolutely continuous function.
2 Preliminaries
Consider
ℓY = JY ′ +QY, (2.1)
where
J =
(
0 1
−1 0
)
and Q =
(
q1 q
q q2
)
in which the components of Q(z) are real valued π-periodic functions on R, integrable
on (0, π). We are interested in the eigenvalue problem
ℓY = λY (2.2)
on [0, π], with the periodic and anti-periodic boundary conditions, respectively
Y (0) = Y (π), (BC1)
Y (0) = −Y (π). (BC2)
Denote by Y the matrix solution of (2.2) obeying the initial condition
[Y1(0) Y2(0)] = I, (2.3)
where I is the identity matrix, and write Y = [Y1 Y2].
The above boundary value problems can also be posed in the Hilbert spaceH = L2(0, π)×
L2(0, π) with inner product
〈Y,Z〉 =
∫ pi
0
Y (t)TZ(t)dt for Y,Z ∈ H,
and norm ‖Y ‖22 := 〈Y, Y 〉. The above boundary eigenvalue problem can be represented
by the operator eigenvalue problems
LiY = λY, i = 1, 2, (2.4)
where Li = ℓ|D(Li) with domain
D(Li) =
{
Y =
(
y1
y2
)
: y1, y2 ∈ AC, ℓY ∈ H,Y obeys (BCi)
}
. (2.5)
3
In addition to the operators L1 and L2 we define L3 and L4 as above but with the
boundary conditions
y1(0) = y1(π) = 0, (BC3) (2.6)
y2(0) = y2(π) = 0. (BC4) (2.7)
As the operators Lj, j = 1, 2, 3, 4, are self-adjoint, their eigenvalues are real. Hence we
will restrict our attention to λ ∈ R.
3 The Characteristic Determinant
We now show that there is a, possibly multivalued, function ρ(λ) so that for each λ there
is a nontrivial solution Y of (2.2) on R with
Y (z + π, λ) = ρ(λ)Y (z, λ), for all z ∈ R. (3.1)
As Y(z+π, λ) is a solution matrix of (2.2) and Y(z, λ) is a fundamental matrix of (2.2),
Y(z + π, λ) can be written as
Y(z + π, λ) = Y(z, λ)A(λ), (3.2)
where A(λ) is independent of z. Setting z = 0 gives A(λ) = Y(π, λ). Combining this
with (3.1) and (3.2) gives that ρ(λ) represents the values of ρ for which
Y(z, λ)(ρI −A(λ))c = 0 (3.3)
for some c 6= 0, i.e. the values of ρ(λ) are the eigenvalues of A(λ). Thus the values of
ρ(λ) are the roots, ρ, of the characteristic equation
ρ2 − ρ∆(λ) + 1 = det(A(λ) − Iρ) = 0. (3.4)
Here
∆(λ) := y11(π, λ) + y22(π, λ) = trace (A(λ)), (3.5)
is called the discriminant of (2.2). In terms of the ∆(λ), from (3.4), ρ(λ) is given by
ρ(λ) =
∆(λ)±
√
∆2(λ)− 4
2
. (3.6)
As Q(x) = Q(x), it follows that ∆(λ) is real for λ ∈ R. In this case, if |∆(λ)| > 2 then
there are two linearly independent solutions of (2.2) obeying (3.1). Here ρ(λ) is real and
at least one of these has |ρ(λ)| > 1, in which case the solution has exponential growth as
z →∞, so the solutions are unstable for such λ. If λ is real and |∆(λ)| ≤ 2 then there are
two linearly independent solutions of (2.2) obeying (3.1) both of which have |ρ(λ)| = 1,
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thus making all solutions bounded for z ∈ R giving stability of the solution for such λ.
The λ-intervals on the real line for which all solutions are bounded will be called the
intervals of stability while the intervals for which at least one solutions is unbounded
will be called instability intervals. The stability intervals are given by |∆(λ)| ≤ 2 while
the instability intervals are given by |∆(λ)| > 2. It follows from Corollary 3.3 that
the instability intervals are precisely the components of the interior of the set on which
|∆(λ)| ≥ 2, λ ∈ R.
The following lemma shows that ∆(λ) is independent of replacement of Q(z) by Q(z+τ),
that is ∆(λ) is independent of shifts of the independent variable in the potential. This
lemma is critical in our study of the inverse problem.
Lemma 3.1 Let ∆(λ, τ) denote the discriminant of
JU ′(z) + [Q(z + τ)− λI]U(z) = 0, (3.7)
for τ ∈ R, then ∆(λ, τ) is independent of τ .
Proof: Let U1(z, τ) =
(
u11(z, τ)
u12(z, τ)
)
and U2(z, τ) =
(
u21(z, τ)
u22(z, τ)
)
be the solutions of
(3.7) which satisfy the initial conditions
[U1 U2](0, τ) = I. (3.8)
Let U = [U1 U2]. Since Y1(z + τ) and Y2(z + τ) are solutions of (3.7) and a basis for the
solution set of (3.7), we may represent U1(z, τ) and U2(z, τ) as a linear combination of
Y1(z + τ) and Y2(z + τ) giving
U(z, τ) = Y(z + τ)B(τ), (3.9)
where B(τ) is an invertible matrix. Inverting B(τ) and setting z = 0 we obtain
B−1(τ) = Y(τ). (3.10)
By (3.5), the discriminant of problem (3.7) is
∆(λ, τ) = u11(π, τ) + u22(π, τ). (3.11)
Combining (3.9) and (3.10) we get
U(z, τ)Y(τ) = Y(z + τ)
which when differentiated with respect to τ and z gives
∂U(z, τ)
∂τ
B−1(τ) = Y′(z + τ)− U(z, τ)
∂
∂τ
B−1(τ),
∂U(z, τ)
∂z
B−1(τ) = Y′(z + τ).
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Taking the difference of the above two equations and premultiplying by B(τ) we obtain
∂U(z, τ)
∂τ
+ U(z, τ)
∂Y(τ)
∂τ
B(τ) =
∂U(z, τ)
∂z
.
Now the above equation with (3.7) and (2.4) yields
∂U(z, τ)
∂τ
= J(Q(z + τ)− λI)U(z, τ)− U(z, τ)J(Q(τ) − λI). (3.12)
A direct calculation shows that
trace {J(Q(z + τ)− λI)U(z, τ)}
= q(z + τ)(u11(z, τ) − u22(z, τ)) + u12(z, τ)(q2(z + τ)− λ)
−u21(z, τ)(q1(z + τ)− λ), (3.13)
trace {U(z, τ)J(Q(τ) − λI)}
= q(τ)(u11(z, τ)− u22(z, τ)) + u12(z, τ)(q2(τ)− λ)
−u21(z, τ)(q1(τ)− λ). (3.14)
Since Q(τ) = Q(π + τ), setting z = π in (3.12), (3.13) and (3.14) gives
∆τ =
∂
∂τ
traceU(π, τ) = trace
dU(π, τ)
dτ
= 0.
Hence ∆ is independent of τ , and ∆(λ, τ) = ∆(λ, 0) = ∆(λ) for all τ ∈ R and λ ∈ C.
Lemma 3.2 (a) The λ-derivative of ∆ is given by
d∆
dλ
= y21(π)
∫ pi
0
Y T1 Y1dt+ (y22(π)− y11(π))
∫ pi
0
Y T1 Y2dt− y12(π)
∫ pi
0
Y T2 Y2dt. (3.15)
which can also be expressed as
d∆
dλ
= y12(π)
{
∆2 − 4
4y212(π)
‖Y1‖
2
2 −
∥∥∥∥Y2 − y22(π)− y11(π)2y12(π) Y1
∥∥∥∥
2
2
}
, y12(π) 6= 0, (3.16)
d∆
dλ
= y21(π)
{∥∥∥∥Y1 + y22(π)− y11(π)2y21(π) Y2
∥∥∥∥
2
2
−
∆2 − 4
4y221(π)
‖Y2‖
2
2
}
, y21(π) 6= 0. (3.17)
(b) If ∆(λ) = ±2 and d∆
dλ
(λ) = 0 then y12(π) = 0 = y21(π) and ∓
d2∆
dλ2
(λ) > 0.
(c) If |∆| ≤ 2 then
1
y12(π)
d∆
dλ
< 0, for y12(π) 6= 0, (3.18)
1
y21(π)
d∆
dλ
> 0, for y21(π) 6= 0. (3.19)
(d) If y12(π) = 0 or y21(π) = 0, then ∆ · sgn y11(π) ≥ 2.
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Proof: (a) Taking the λ-derivative of Y in (2.4) and (2.3), we obtain that Yλ obeys the
non-homogeneous initial value problem
JY′λ + (Q− λI)Yλ = Y,
with the initial condition Yλ(0) = 0. The homogeneous equation JY
′
λ + (Q− λI)Yλ = 0
has the fundamental matrix solution Y. Using the method of variation of parameters,
see [4, pp. 74], we obtain
∂Y(x)
∂λ
= −
∫ x
0
Y(x)Y−1(t)JY(t) dt. (3.20)
Using (3.20), the λ-derivative of the discriminant (3.5) can rewritten as
d∆
dλ
= y21(π)
∫ pi
0
Y T1 Y1dt+ (y22(π)− y11(π))
∫ pi
0
Y T1 Y2dt− y12(π)
∫ pi
0
Y T2 Y2dt. (3.21)
Completing the square in the (3.21) and using that the Wronskian detY = 1 with the
definition of ∆ we obtain the remaining forms for the λ-derivative of ∆.
(b) If ∆ = ±2 and d∆
dλ
= 0 then as Y1 and Y2 are linearly independent in L
2(0, π), (3.16)
leads to a contradiction if y12(π) 6= 0 and (3.17) leads to a contradiction if y21(π) 6= 0.
Thus y12(π) = 0 = y21(π).
As [y11y22 − y12y21](π) = 1, it now follows that ∆ = y11(π) +
1
y11(pi)
. The function
f(t) = t + (1/t) on R\{0} attains the value 2 only at t = 1 and the value −2 only at
t = −1. Thus y11(π) = y22(π) = ±1 and Y(π) = ±I.
Taking the λ-derivative of Yλ in (2.4) gives
JY′λλ + (Q− λI)Yλλ = 2Yλ, (3.22)
and we obtain that Yλλ obeys the initial condition Yλλ(0) = 0. Using the method of
variation of parameters as in (3.20) gives
1
2
∂2Y
∂λ2
(x) =
∫ x
0
∫ t
0
Y(x)Y−1(t)JY(t)Y−1(τ)JY(τ) dτ dt, (3.23)
which with x = π and Y(π) = ±I yields
1
2
∂2Y
∂λ2
(π) = ±
∫ pi
0
Y
−1(t)JY(t)
∫ t
0
Y
−1(τ)JY(τ) dτ dt. (3.24)
Here
Y
−1JY =
[
Y T2 Y1 Y
T
2 Y2
−Y T1 Y1 −Y
T
1 Y2
]
7
giving
±1
2
d2∆
dλ2
(λ) =
±1
2
trace
(
∂2Y
∂λ2
(π)
)
= −
∫ pi
0
Y T2 Y2
∫ x
0
Y T1 Y1 dt dx+ 2
∫ pi
0
Y T2 Y1
∫ x
0
Y T2 Y1 dt dx
−
∫ pi
0
Y T1 Y1
∫ x
0
Y T2 Y2 dt dx.
As Y1, Y2 have real entries for λ ∈ R, by Fubini’s Theorem applied to the above double
integrals we obtain
±1
2
d2∆
dλ2
(λ) = −
∫ pi
0
Y T2 Y2 dt
∫ pi
0
Y T1 Y1 dt+
(∫ pi
0
Y T2 Y1 dt
)2
= −‖Y1‖
2
2‖Y2‖
2
2 + 〈Y1, Y2〉
2 < 0,
for λ ∈ R. Now Ho¨lder’s inequality gives that Y1 and Y2 are linearly independent.
(c) If |∆| ≤ 2 then ∆2 − 4 ≤ 0 so (3.16) and (3.17) respectively yield (3.18) and (3.19).
(d) If y12(π) = 0 or y21(π) = 0 then as detY(π) = 1, it follows that y11(π)y22(π) = 1
giving ∆ = y11(π) +
1
y11(pi)
so ∆ ≥ 2 if y11(π) > 0 and ∆ ≤ −2 if y11(π) < 0.
Corollary 3.3 For λ ∈ R, the function |∆(λ)| attains the value 2 only on the boundary
of the set Γ = {λ ∈ R | |∆(λ)| ≥ 2}.
Proof: Suppose that λ ∈ int(Γ) and ∆(λ) = ±2. As λ ∈ int(Γ) there is δ > 0 so that
I := (λ − δ, λ + δ) ⊂ Γ. The continuity of ∆ and connectedness of I give that ±∆ ≥ 2
on I. Hence ±∆ attains a local minimum at λ. Thus ∆′(λ) = 0. Lemma 3.2(b) can now
be applied to give ±∆′′(λ) < 0. From the analyticity of ∆, ∆′′ is continuous, making
±∆′′ < 0 on a neighbourhood, say N , of λ. Hence ±∆ < 2 on N\{λ}, which contradicts
±∆ ≥ 2 on I.
4 Eigenvalues
Let Ψ(z) =
(
ψ1(z)
ψ2(z)
)
be the non-trivial solution of (2.2) satisfying the initial condition(
ψ1(0)
ψ2(0)
)
=
(
cos γ
sin γ
)
where γ ∈ [0, π). Define R(z, λ, γ) and θ(z, λ, γ) by
Ψ(z) =
(
R(z, λ, γ) cos θ(z, λ, γ)
R(z, λ, γ) sin θ(z, λ, γ)
)
, (4.1)
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where R(z, λ, γ) > 0 and θ(z, λ, γ) is a continuous function of z with θ(0, λ, γ) = γ.
From now on θ will be referred to as the angular part of Ψ. The function R(z, λ, γ) is
differentiable in z, λ, γ, and θ(z, λ, γ) is analytic in λ and γ for fixed z, and differentiable
in z for fixed λ and γ. Here θ(z, λ, γ) is the solution to a first order initial value problem
θ′ = λ− q sin 2θ − q1 cos
2 θ − q2 sin
2 θ, (4.2)
θ(0) = γ. (4.3)
This initial value problem obeys the conditions of [15, Section 69.1], from which it follows
that θ(z, λ, γ) is jointly continuous in (z, λ, γ). Moreover, for fixed z > 0 and γ, θ(z, λ, γ)
is strictly increasing in λ, λ ∈ R, see Weidmann [20, p. 242], with θ(z, λ, γ) → ±∞ as
λ → ±∞, see [1]. Thus the eigenvalues, νn, n ∈ Z, and µn, n ∈ Z, of L3 and L4,
respectively, are simple and determined uniquely by the equations
θ(π, νn, π/2) = nπ +
π
2
, n ∈ Z, (4.4)
θ(π, µn, 0) = nπ, n ∈ Z. (4.5)
As a consequence of the above observation it follows that µn, νn,→ ±∞ as n→ ±∞.
Lemma 4.1 (a) For each n ∈ Z,
max{µn, νn} < min{µn+1, νn+1}. (4.6)
(b) If λ ∈ (min{νn, µn},max{νn+1, µn+1}) and |∆(λ)| ≤ 2 then
(−1)n∆′(λ) < 0.
(c) The set |∆(λ)| ≥ 2 consists of a countable union of disjoint closed finite intervals,
each of which contains precisely one of the sets {νn, µn}, n ∈ Z. The end points of
these intervals as the only points at which |∆(λ)| = 2.
Proof: (a) For fixed λ, θ(π, λ, γ) is monotonic increasing in γ (this follows from the fact
that θ is a solution to a first order differential equation which has a unique solution for
each initial value - giving that if a solution θ1 begins below θ2 then it remains below θ2
for all values of the independent variable). Thus
θ(π, µn, π/2) < θ(π, µn, π) = (n+ 1)π < (n+ 1)π +
π
2
= θ(π, νn+1, π/2),
which, as θ(π, λ, π/2) is increasing in λ, gives µn < νn+1. As θ(π, λ, 0) is increasing in
λ, νn < νn+1. Combining these inequalities gives max{µn, νn} < νn+1. Similarly
θ(π, νn, 0) < θ(π, νn, π/2) = nπ +
π
2
< (n + 1)π = θ(π, µn+1, 0)
giving νn < µn+1 and µn < µn+1 giving max{µn, νn} < µn+1. Hence (4.6) follows.
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(b) From the monotinicity of θ(π, λ, π/2) in λ, for λ ∈ (νn, νn+1),
nπ +
π
2
= θ(π, νn, π/2) < θ(π, λ, π/2) < θ(π, νn+1, π/2) = (n+ 1)π +
π
2
,
giving
(−1)ny21(π, λ) = (−1)
nR(π, λ, π/2) cos θ(π, λ, π/2) < 0. (4.7)
Similarly, for λ ∈ (µn, µn+1),
nπ = θ(π, µn, 0) < θ(π, λ, 0) < θ(π, µn+1, 0) = (n + 1)π,
giving
(−1)ny12(π, λ) = (−1)
nR(π, λ, 0) sin θ(π, λ, 0) > 0. (4.8)
From (4.6) we have that (νn, νn+1) ∩ (µn, µn+1) 6= φ and thus
(νn, νn+1) ∪ (µn, µn+1) = (min{νn, µn},max{νn+1, µn+1}).
Now by Lemma 3.2(c) along with (4.7) and (4.8), if
λ ∈ (min{νn, µn},max{νn+1, µn+1}) and |∆(λ)| ≤ 2
then (−1)n∆′(λ) < 0.
(c) Since |∆(λ)| is continuous, the set of λ ∈ R for which |∆(λ)| ≥ 2 consists of a
countable union of disjoint closed finite intervals. From the definition of νn, we have
y21(π, νn) = 0 and y22(π, νn) = (−1)
nR(π, νn, π/2). Hence y11(π, νn) = (−1)
n/R(π, νn, π/2)
and (−1)n∆(νn) ≥ 2. Similarly y11(π, µn) = (−1)
nR(π, µn, 0) and y12(π, µn) = 0. Hence
y22(π, µn) = (−1)
n/R(π, µn, 0) and (−1)
n∆(µn) ≥ 2. Hence, for each n ∈ Z,
min{(−1)n∆(min{νn, µn}), (−1)
n∆(max{νn, µn})} ≥ 2. (4.9)
Let
S := {λ|(−1)n∆(λ) < 2} ∩ (min{νn, µn},max{νn, µn}).
If S 6= ∅ then there is λ∗ ∈ S. HereK := (−1)n∆(λ∗) < 2 and by (4.9), (−1)n∆(max{νn, µn}) ≥
2. So from the intermediate value theorem there is λ with λ∗ ≤ λ ≤ max{νn, µn} having
(−1)n∆(λ) = (2 + K)/2. The set of such λ is compact and thus has a least element,
say λ†. By part (b) of this lemma (−1)n∆′(λ) < 0 for all λ∗ ≤ λ ≤ λ† giving the
contradiction
K = (−1)n∆(λ∗) ≥ (−1)n∆(λ†) = (2 +K)/2.
Thus S = ∅ and for each n ∈ Z both µn and νn lie in the same component of {λ||∆(λ)| ≥
2}. Due to the sign alternation in (4.9) as n changes, each component of {λ ∈ R||∆(λ)| ≥
2} contains at most one pair {µn, νn}, n ∈ Z.
10
It remains to show that every component of {λ ∈ R||∆(λ)| ≥ 2} contains µn for some
n ∈ Z. If not then there is a component, say T , of {λ ∈ R||∆(λ)| ≥ 2} and n ∈ Z so that
T ⊂ (µn, µn+1). Let [λ˜−1, λ˜0] and [λ˜3, λ˜4] denote the components of {λ ∈ R||∆(λ)| ≥ 2}
containing µn and µn+1 respectively. The set T := [λ˜1, λ˜2] is compact and we may,
without loss of generality, assume that λ˜1 is the least λ > λ˜0 with |∆(λ)| ≥ 2. Here
λ˜0 < λ˜1 ≤ λ˜2 < λ˜3. From (4.5) we have (−1)n∆(µn) ≥ 2, however, from part (b) of
this lemma, (−1)n∆′(λ) < 0 for λ ∈ (λ˜0, λ˜1). Thus ∆(λ) ≤ −2 for λ ∈ T . Again,
as (−1)n∆′(λ) < 0 for λ ∈ (µn, µn+1)\T , ∆(λ) ≤ −2 for all λ ∈ [λ˜1, µn+1]. Hence T
contains µn+1, contradicting the definition of T , and giving that no such T exists.
The last part of the claim follows directly from Corollary 3.3.
We denote the components (maximal connected subsets) of the set {λ ∈ R|∆(λ) ≥ 2}
by [λ2k−1, λ2k] indexed so that {µ2k, ν2k} ⊂ [λ2k−1, λ2k] (this indexing is possible and
uniquely defined by the previous lemma). Similarly we denote the components of the
set ∆(λ) ≤ −2 by [λ′2k−1, λ
′
2k], labeled so that {µ2k−1, ν2k−1} ⊂ [λ
′
2k−1, λ
′
2k]. With this
indexing
λ′2k−1 ≤ {µ2k−1, ν2k−1} ≤ λ
′
2k < λ2k−1 ≤ {µ2k, ν2k} ≤ λ2k < λ
′
2k+1. (4.10)
Here by λ′2k−1 ≤ {µ2k−1, ν2k−1} ≤ λ
′
2k we mean that both µ2k−1 and ν2k−1 are greater
than or equal to λ′2k−1 and less than or equal to λ
′
2k with analogous interpretation for
λ2k−1 ≤ {µ2k, ν2k} ≤ λ2k. The instability intervals are thus I2k := (λ2k−1, λ2k) and
I2k−1 = (λ
′
2k−1, λ
′
2k), k ∈ Z, which might be the an empty interval. From (3.6) the
solutions of ∆(λ) = 2 and ∆(λ) = −2 are the eigenvalues of the periodic and anti-
periodic problems respectively, as these are respectively where ρ(λ) = 1 and ρ(λ) = −1.
Hence the eigenvalues of L1 and L2 are (λj) and (λ
′
j) respectively. This can be visualized
as follows.
✲
✻
λ
∆(λ)
O
-2
2
ν2k−1µ2k−1λ
′
2k λ2k−1 µ2k ν2k λ2k λ
′
2k+1 µ2k+1
Corollary 4.2 The eigenvalue λ2k (resp. λ
′
2k) is a double eigenvalue if and only if the
interval [λ2k−1, λ2k] (resp. [λ
′
2k−1, λ
′
2k]) is reduced to a single point.
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Proof: If the interval [λ2k−1, λ2k] reduces to a single point then λ2k−1 = µ2k = ν2k = λ2k
giving y12(π) = 0 = y21(π). Thus, Y(π, λ2k) is diagonal with trace 2 = ∆(λ2k) = y11(π)+
y22(π) and determinant 1 = [y11y22 − y12y21](π) = y11(π)y22(π). Hence Y(π, λ2k) = I.
Thus Y1 and Y2 are both periodic eigenfunctions and the eigenspace attains its maximal
dimension of 2.
Conversely if λ2k is a double eigenvalue then all solutions are π-periodic as the solution
space is only 2-dimensional. In particular Y1 and Y2 are eigenfunctions. Thus y11(π) =
1 = y22(π) and y12(π) = 0 = y21(π) giving ∆(λ2k) = 2. Now by Lemma 3.2(a) ∆
′(λ2k) =
0 but by Lemma 3.2(b) ∆′′(λ2k) < 0 so the interval [λ2k−1, λ2k] reduces to a single point.
Similar reasoning can be applied to the case of λ′2k.
We now turn our attention back to the translated equation (3.7).
Theorem 4.3 Let µi(τ) denote the eigenvalue µi but for the differential equation in
which Q(z) has been replaced by the shifted potential Q(z + τ). In terms of the above
eigenvalues, for k ∈ Z, we obtain
λ2k−1 = minτ µ2k(τ), k 6= 0, λ2k = maxτ µ2k(τ), k 6= 0,
λ′2k−1 = minτ µ2k−1(τ) λ
′
2k = maxτ µ2k−1(τ).
Proof: From Lemma 3.1, the eigenvalues λi, λ
′
i, i ∈ Z, are independent of τ . Let
Φτ (z, ξ, λ, γ) be the solution of the equation (4.2) with initial condition Φτ (ξ, ξ, λ, γ) = γ
and Q(z) replaced by Q(z + τ). Here Φτ (z, ξ, λ, γ) is continuous in (z, ξ, λ, γ) by [15,
Section 69.1]. In addition, as
Φτ (z, ξ, λ, γ) = Φ0(z + τ, ξ + τ, λ, γ),
it follows that Φτ is continuous in τ , and
Φτ (π, 0, µn(τ), 0) = nπ, n ∈ Z,
defines µn(τ).
As for θ(z, λ, γ), the derivative of Φτ (z, ξ, λ, γ) with respect to λ is positive. Thus the
inverse function theorem applied to Φτ (z, ξ, λ, γ) gives that µn(τ) is continuous in τ .
Now from Lemma 3.1 the sets {λi|i ∈ Z} and {λ
′
i|i ∈ Z} do not depend on τ , while,
from the continuity of µn(τ), the indexing of the eigenvalues λi, λ
′
i does not depend of
τ . Hence µ2k(τ) ∈ [λ2k−1, λ2k], for all τ , giving
λ2k−1 ≤ inf
τ
µ2k(τ) ≤ sup
τ
µ2k(τ) ≤ λ2k
and
λ′2k−1 ≤ inf
τ
µ2k−1(τ) ≤ sup
τ
µ2k−1(τ) ≤ λ
′
2k.
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If Y is an eigenfunction to the periodic eigenvalue λ2k−1 then Y has angular part
θ(x, λ2k−1, γ) where without loss of generality γ ∈ [0, π). Now µ2k−1 ≤ λ
′
2k < λ2k−1 ≤
µ2k. For k ≥ 1, as θ(x, λ, γ) is increasing in γ, we have
θ(0, λ2k−1, γ) = γ < π ≤ (2k − 1)π = θ(π, µ2k−1, 0) < θ(π, λ2k−1, 0) ≤ θ(π, λ2k−1, γ)
so by the intermediate value theorem there exists τ ∈ (0, π] with θ(τ, λ2k−1, γ) = π. As
Y is π-periodic, so is Y (x+τ). Thus λ2k−1 = µn(τ) for some n, but the only n for which
µn(τ) is in [λ2k−1, λ2k] is n = 2k. Hence λ2k−1 = minτ µ2k(τ). In the case of k ≤ −1 we
have
θ(π, λ2k−1, γ) < θ(π, λ2k−1, π) = π + θ(π, λ2k−1, 0) ≤ π + θ(π, µ2k, 0) = (2k + 1)π ≤ −π.
But 0 ≤ γ = θ(0, λ2k−1, γ) so there exists τ ∈ [0, π) such that θ(τ, λ2k−1, γ) = 0.
Proceeding as in the previous case, λ2k−1 = µ2k(τ) and λ2k−1 = minτ µ2k(τ).
For k ∈ Z, we have that µ2k ≤ λ2k < µ2k+1. If Y is an eigenfunction to the periodic
eigenvalue λ2k then Y has angular part θ(x, λ2k, γ) where without loss of generality
γ ∈ [0, π). For k ≥ 1,
θ(0, λ2k, γ) = γ < π < 2kπ = θ(π, µ2k, 0) ≤ θ(π, λ2k, 0) ≤ θ(π, λ2k, γ)
so there exists τ ∈ (0, π] for which θ(τ, λ2k−1, γ) = π and λ2k = µ2k(τ). In the case of
k ≤ −1 we have
θ(π, λ2k, γ) < θ(π, λ2k, π) = π + θ(π, λ2k, 0) < π + θ(π, µ2k+1, 0) = (2k + 1)π ≤ −π.
Now −π < 0 ≤ γ = θ(0, λ2k, γ) so there exists τ ∈ [0, π) with θ(τ, λ2k, γ) = 0 giving
λ2k = µ2k(τ). Thus for k ∈ Z\{0}, λ2k = maxτ µ2k(τ).
For an eigenfunction of the Y of the anti-periodic problem at eigenvalue λ′j , where
j = 2k − 1 or 2k, we have Y (0) = −Y (π) giving that the angular part θ(x, λ′j, γ) of Y
necessarily changes by an odd multiple of π over the interval [0, π]. In particular this
ensures that there is some τ ∈ [0, π] for which θ(τ, λ′j , γ) = ±π. Setting Z(x) = Y (x)
for x ∈ [0, π] and Z(x) = −Y (x− π) for x ∈ (π, 2π] we have that Z is a solution of the
periodically extended equation on [0, 2π] for λ = λ′j and that Z(x+τ) is an eigenfunction
to the eigenvalue µ2k−1(τ). Thus showing that µ2k−1(τ) attains both λ
′
2k−1 and λ
′
2k.
Remark In the above theorem we have that µ0(τ) ∈ [λ−1, λ0], but in general λ−1 is
not the minimum of µ0(τ) nor is λ0 the maximum of µ0(τ). To see this consider the
following example.
Example Consider the case of Q(t) =
[
0 1
1 0
]
then µ0(τ) = 0 = ν0(τ) for all τ , but
∆(0) = 2 cosh(π) > 2 so λ = 0 is not an eigenvalue of the periodic problem. Thus here
we have
λ−1 < inf
τ
µ0(τ) = 0 = sup
τ
µ0(τ) < λ0.
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Remark If Q(x) is constant then µn(τ) and νn(τ) are independent of τ and from the
above all the instability intervals vanish except possibly I0 = (λ−1, λ0). Our main result,
in Section 6, gives a partial converse to this.
5 Solution asymptotics
We say that the potential Q is in canonical form if
Q(z) =
(
q1(z) q2(z)
q2(z) −q1(z)
)
, (5.1)
where p1 and p2 are real valued measurable functions. A direct computation gives that
if Q is in canonical form then JQ = −QJ . Through out the remainder the norm of a
matrix denotes the operator matrix norm
|[cij ]| = max
j
√∑
i
|cij |2.
Solution asymptotics will be given only for the case of (2.2) with potential in canonical
form as these are all that are required for the study of the inverse problem.
Theorem 5.1 Let Q be in canonical form with entries absolutely continuous and |Q′|
integrable on [0, π]. The matrix solution Y of (2.2) with initial condition (2.3) is of order
1 and for |λ| large takes the asymptotic form
Y(z) = e−λJz
(
I −
Q(0)
2λ
)
+
Q(z)e−λJz
2λ
+
∫ z
0
eλJ(t−z)
2λ
(JQ2 −Q′)e−λJt dt+O
(
e|ℑλ|z
λ2
)
.
Proof: Using variation of parameters we can represent equation (2.2) as the integral
equation
Y(z) = e−λJz +
∫ z
0
e−λJ(z−t)JQYdt. (5.2)
In the above equation take Y(z) = e|ℑλ|zV(z) giving
V(z) = e−|ℑλ|ze−λJz +
∫ z
0
e−|ℑλ|(z−t)e−λJ(z−t)JQV(t)dt. (5.3)
From (5.3) we have
|V(z)| ≤ 1 +
∫ z
0
|Q||V(t)|dt. (5.4)
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Applying Gronwall’s Lemma [7, Lemma 6.3.6] to (5.4) gives
|V(z)| ≤ exp
(∫ pi
0
|Q| dt
)
.
Hence V(z) = O(1) and thus Y(z) = O(e|ℑλ|z).
Let Y(z) = e−λJzW(z). Direct computation shows that JQ = −QJ . In terms of W
(2.2) becomes
W
′ = Je2λJzQW. (5.5)
and thus
QW′ = −Je−2λJzQ2W. (5.6)
Integrating (5.5) from 0 to z gives
W(z) = W(0) +
1
2λ
∫ z
0
d(e2λJt)
dt
Q(t)W(t) dt, (5.7)
which, when integrated by parts, yields
W(z) = W(0) +
1
2λ
[
e2λJtQW
]z
0
−
1
2λ
∫ z
0
e2λJt(Q′W+QW′) dt. (5.8)
Combining (5.6) and (5.8) gives
W(z) = W(0) +
1
2λ
[
e2λJtQW
]z
0
−
1
2λ
∫ z
0
e2λJtQ′W dt+
J
2λ
∫ z
0
Q2W dt. (5.9)
Thus
Y(z) = e−λJz
(
I −
Q(0)
2λ
)
+
Q(z)Y(z)
2λ
+
∫ z
0
eλJ(t−z)
2λ
(JQ2 −Q′)Y dt. (5.10)
Here |Y(t)| = O(e|ℑλ|t) and |eλJ(t−z)| = O(e|ℑλ|(z−t)) for 0 ≤ t ≤ z, so from (5.10)
Y(z) = e−λJz +O
(
e|ℑλ|z
λ
)
. (5.11)
Substituting (5.11) into (5.10) gives
Y(z) = e−λJz
(
I −
Q(0)
2λ
)
+
Q(z)e−λJz
2λ
+
∫ z
0
eλJ(t−z)
2λ
(JQ2 −Q′)e−λJt dt+O
(
e|ℑλ|z
λ2
)
proving the theorem.
Applying the Riemann-Lebesgue Lemma [15] to Theorem 5.1 gives the courser but sim-
pler asymptotic approximation
Y(z) = e−λJz
[
I −
Q(0)
2λ
+
J
2λ
∫ z
0
Q2 dt
]
+ eλJz
Q(z)
2λ
+ o
(
e|ℑλ|z
λ
)
. (5.12)
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6 Inverse problem
We are now in a position to characterize the class of real symmetric matrices, Q, with
absolutely continuous entries for which the instability intervals of (2.2) vanish, see The-
orem 6.4.
Lemma 6.1 Let Q be in canonical form and have absolutely continuous entries which
are π-periodic on R. All instability intervals of (2.2) vanish if and only if Q = 0.
Proof: If Q(z) = 0, then Y(z) = e−λJz giving ∆(λ) = 2 cos(λz). So for all real λ, |∆| ≤ 2.
Thus all instability intervals vanishes.
From the converse, suppose that all instability intervals of (2.2) vanish. Now λ′2k−1 = λ
′
2k
and λ2k−1 = λ2k, k ∈ Z. So from (4.10) λ
′
2k−1 = µ2k−1(τ) = ν2k−1(τ) = λ
′
2k and
λ2k−1 = µ2k(τ) = ν2k(τ) = λ2k for all τ ∈ R. In the notation of Lemma 3.1, as a
consequence of the above equality, the λ-zeros of the entire functions uij(π, τ), i 6= j, are
{λ2k|k ∈ Z} ∪ {λ
′
2k|k ∈ Z}, for each τ ∈ R. In addition the zeros of uij(π, τ), i 6= j, are
simple for each τ ∈ R. Here [uij](j,i) = U. Thus uij(π, τ)/uij(π, 0), for each τ ∈ R and
i 6= j, is an entire function of λ. However, from Theorem 5.1,
uij(π, τ) = (−1)
j sinλπ +O
(
e|ℑλ|pi
λ
)
, i 6= j. (6.1)
Let Γn, n ∈ N, denote the closed paths in C consisting of the squares with corners at
2n(1±i)+ 12 and −2n(1∓i)+
1
2 . On the edges of Γn parametrized by λ = ±(2n+it)+
1
2 , t ∈
[−2n, 2n], for i 6= j, we have
uij(π, τ) = (−1)
j coshπt+O
(
epi|t|
n
)
= (−1)j
epi|t|
2
(
1 +O
(
1
n
))
,
giving
uij(π, τ)
uij(π, 0)
= 1 +O
(
1
n
)
.
On the edges of Γn parametrized by λ = ±(2ni− t) +
1
2 , t ∈ [−2n, 2n], we have
uij(π, τ) = (−1)
j cos π(t− 2ni) +O
(
epi|t|
n
)
= (−1)j
e2pin
2
(
epiit +O
(
1
n
))
,
giving
uij(π, τ)
uij(π, 0)
= 1 +O
(
1
n
)
.
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Thus by the maximum modulus principal, for i 6= j,∣∣∣∣uij(π, τ)uij(π, 0) − 1
∣∣∣∣ = O
(
1
n
)
.
on the region enclosed by Γn for each n ∈ N. Taking n→∞ gives
uij(π, τ)
uij(π, 0)
= 1, i 6= j,
on C, and uij(π, τ) = uij(π, 0), for all τ ∈ R, i 6= j, on C. By Lemma 3.1, ∆(λ, τ) = ∆(λ)
for τ ∈ R and λ ∈ C. Thus, as functions of λ, we have
uij(π, τ) = yij(π) for i 6= j, (6.2)
u11(π, τ) + u22(π, τ) = y11(π) + y22(π). (6.3)
Setting γ(τ, λ) := u11(π, τ) − y11(π) it follows that u22(π, τ) = y22(π)− γ(τ, λ) and
U(π, τ) = Y(π) + γ(τ, λ)σ3, (6.4)
where σ3 =
(
1 0
0 −1
)
. Combining (5.12) and (6.4) gives
γ(τ, λ)σ3 = U(π, τ)− Y(π) =
sinλπ
λ
J [Q(τ)−Q(0)] + o
(
e|ℑλ|pi
λ
)
. (6.5)
Equating the off diagonal components in (6.5) yields in the notation of (5.1)
(q1(τ)− q1(0)) sin(λπ) = o
(
e|ℑλ|pi
)
. (6.6)
Now setting λ = 2n + 12 for n ∈ N in (6.6) gives q1(τ) − q1(0) = o (1), from which it
follows that q1(τ) = q1(0) for all τ ∈ R. Hence q1 is constant.
Let Y˜ (z) = eJωY (z), ω ∈ R. This unitary transformation transforms (2.2) to
JY˜ ′ + Q˜Y˜ = λY˜ , (6.7)
where Q˜ = e2JωQ. Such unitary transformations are isospectral, thus the periodic
eigenvalues of problem (2.2) and (6.7) are the same, and similarly for the antiperiodic
eigenvalues, see [12, Ch. 7.1]. Setting ω = π/4, then, in the notation of (5.1),
Q˜(z) =
(
q2(z) −q1(z)
−q1(z) −q2(z)
)
, (6.8)
which is in canonical form. The first part of the proof can now be applied to (6.7) to
give q2 constant.
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Having established that q1 and q2, and thus Q, are constant we set ω =
1
2 arctan
(
q2
q1
)
in the above transformation, to give
Q˜ = mσ3 where m =
√
q21 + q
2
2 . (6.9)
Equation (6.7) with Q˜ as in (6.9), is the free particle Dirac system studied in [24,
Appendix]. Using the fundamental matrix obtained in [24, Appendix], or by direct
computation, we have that
∆(λ) = 2 cos
√
(λ2 −m2)π.
Since, by assumption, all instability intervals vanish |∆(λ)| ≤ 2 for all λ ∈ R. In
particular |∆(0)| ≤ 2, giving cosh(mπ) ≤ 1 and so m = 0. Thus Q = 0.
Lemma 6.2 Let Q be a symmetric matrix with real valued absolutely continuous π-
periodic entries. If all instability intervals of (2.2) vanish then Q = pI where p :=
trace(Q)
2 . In this case λ2k−1 = λ2k = 2k +
1
pi
∫ pi
0 p dt = 1 + λ
′
2k−1 = 1 + λ
′
2k, for k ∈ Z.
Proof: Let
h(z) =
π − z
π
∫ z
0
p dt−
z
π
∫ pi
z
p dt,
then h(0) = 0 and h(π) = 0, so h can be extended to a π-periodic function on R. Let
Y (z) = eJh(z)X(z) then Y (0) = X(0) and Y (π) = X(π), so the transformation preserves
boundary conditions. Here X(z) obeys the equation
JX ′ + Q˜X = λ˜X (6.10)
where
Q˜ = e−Jh(z) (Q(z)− pI) eJh(z), (6.11)
λ˜ = λ−
1
π
∫ pi
0
p dt, (6.12)
and Q˜ is a real symmetric matrix valued function with π-periodic absolutely continuous
entries. As trace (Q(z)− pI) = 0 we have trace(Q˜) = 0 and Q˜ is in canonical form.
In addition the λ˜-eigenvalues of (6.10) with periodic and anti-periodic boundary condi-
tions are precisely the λ-eigenvalues of (2.2) with respectively periodic and anti-periodic
boundary conditions, but shifted by − 1
pi
∫ pi
0 p dt. If all instability intervals of (2.2) van-
ish, so do those of (6.10). Lemma 6.1 can now be applied to (6.10) to give Q˜ = 0.
Hence Q(z) = pI, from which the first claim of the lemma follows. In this case direct
computation gives
∆˜(λ˜) = 2 cos λ˜π, (6.13)
where ∆˜ is the descriminant of (6.10). From Section 4, (6.13) and direct computation
we see that for Q˜ = 0, λ˜2k−1 = λ˜2k = 2k and by (4.10) and (6.13), λ˜
′
2k−1 = λ˜
′
2k = 2k−1,
k ∈ Z, from which along with (6.12) the remaining claims of the lemma follow.
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Lemma 6.3 If p is a real (scalar) valued π-periodic function which is integrable on
compact sets then all instability intervals vanish for the equation
JY ′ + pY = λY. (6.14)
Proof: A direct computation yields that for (6.14) we have
Y(z) = eJ(
∫
z
0
p dt−λz).
Taking the trace of Y(π) gives
∆(λ) = 2 cos
(
λπ −
∫ pi
0
p dt
)
from which it follows that all instability intervals vanish.
Combining Lemma 6.2 and Lemma 6.3 we obtain our main theorem.
Theorem 6.4 Let Q be a real symmetric matrix valued function with absolutely contin-
uous π-periodic entries. All instability intervals of (2.2) vanish if and only if Q = pI for
some absolutely continuous real (scalar) valued π-periodic function p.
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