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Abstract—Clinically useful proton Computed Tomography im-
ages will rely on algorithms to find the three-dimensional proton
stopping power distribution that optimally fits the measured
proton data. We present a least squares iterative method with
many novel features to put proton imaging into a more quan-
titative framework. These include the definition of a unique
solution that optimally fits the protons, the definition of an
iteration vector that takes into account proton measurement
uncertainties, the definition of an optimal step size for each
iteration individually, the ability to simultaneously optimize the
step sizes of many iterations, the ability to divide the proton
data into arbitrary numbers of blocks for parallel processing and
use of graphical processing units, and the definition of stopping
criteria to determine when to stop iterating. We find that it
is possible, for any object being imaged, to provide assurance
that the image is quantifiably close to an optimal solution,
and the optimization of step sizes reduces the total number of
iterations required for convergence. We demonstrate the use of
these algorithms on real data from the ProtonVDA system.
Index Terms—proton imaging, proton computed tomography,
least squares, iterative algorithm, relaxation coefficient, parallel
processing, stopping criterion
I. INTRODUCTION
IN radiation therapy, protons provide a superior dose dis-tribution compared to x rays, with a relatively low dose
deposition in the entrance region (plateau), followed by a steep
increase to a dose (Bragg) peak and an even steeper distal
dose fall-off. However, the steep distal dose gradient and finite
range of proton beams can be a profound disadvantage when
its actual position in the patient is uncertain. One source of
uncertainty is the use of x-ray imaging for treatment planning
to obtain a map of relative stopping power (RSP) of tissues
(relative to water), which is inaccurate due to the differences in
the dependence of x-ray attenuation and proton energy loss on
tissue composition (electron density and atomic number). This
yields an inherently inaccurate conversion of x-ray Hounsfield
units to proton RSP.
Treatment planning procedures take these uncertainties into
account with measures including adding uncertainty margins,
selection of beam angles tangential to organs at risk, and robust
optimization. Using dose delivery technology such as Pencil
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Fig. 1. Illustration of proton imaging, with tracking and residual range
measurements for each proton. The proton radiograph image on the right
displays range through the patient vs. transverse position.
Beam Scanning (PBS) and intensity modulation, the resulting
plans are robust to the uncertainties and provide major benefits
to a significant fraction of patients [1]. However, they increase
the high-dose treatment volume and can preclude use of the
most advantageous beam angles.
In the quest to further optimize proton therapy while also
reducing costs, proton beam-based image guidance is often
considered to be a prerequisite to achieve the full potential
of proton therapy [2]. This is particularly the case for hypo-
fractionated treatments, which can benefit from more confor-
mal dose distributions and a higher standard of safety given the
high dose delivery for each treatment. ProtonVDA is develop-
ing proton imaging systems [3] for both proton radiography
(pRad) and proton CT (pCT) [4]. Range uncertainties can be
reduced with pCT, while pRad has the potential to provide a
fast and efficient check of patient set up and integrated range
along a beams eye view just before treatment [5], [6]. Proton
CT will substantially reduce the uncertainties of treatment
planning by directly measuring RSP without being affected
by image artifacts and with much lower dose to the patient
than comparable x-ray images [7].
Proton imaging uses tracking detectors to measure the
transverse positions of individual protons before and after the
patient, and a residual range detector to determine the proton
energy absorbed within the patient, as illustrated in Fig. 1. A
two-dimensional pRad image uses a single projection angle,
directly quantifying proton range through the patient rather
ar
X
iv
:2
00
9.
14
26
3v
1 
 [p
hy
sic
s.m
ed
-p
h]
  2
9 S
ep
 20
20
2Fig. 2. Left: ProtonVDA system [3] with pediatric head phantom placed
between tracking planes, prepared to take data with pencil beam scanning.
Right: The resulting proton radiograph [10] was automatically and promptly
produced, and displays accurate water equivalent thickness.
Fig. 3. Protons a, b, and c are acquired with the object at different angles
relative to the detectors. For image reconstruction, all proton trajectories are
placed in a single 3D coordinate grid, as shown on the right, that moves with
the object.
than integrated x-ray attenuation. A three-dimensional pCT
image measures the 3D RSP map of the patient by acquiring
proton histories from a full set of projection angles. Proton tra-
jectories deviate from straight lines due to multiple Coulomb
scattering, thus blurring images. We overcome this limitation
by measuring each proton trajectory individually to estimate its
most likely path, along with its energy loss quantified as water-
equivalent path length (WEPL) and then applying iterative
reconstruction algorithms [8]. Another approach uses distance-
driven binning with filtered backprojection to account for the
curved trajectories and reconstruct the image [9].
The first challenge in producing clinically useful pCT
images is to efficiently obtain a large data set of protons with
accurately measured trajectories and well-calibrated WEPLs.
The ProtonVDA design [3], based on well-established fast-
scintillator technology, is fast, compact, monolithic, and easily
scaled to large field sizes (40 x 40 cm2 in the current
implementation). The ProtonVDA system (Fig. 2) was able
to automatically and promptly produce the proton radiograph
in Fig. 2 [10]. We have also produced our first pCT images
[11] which required the measurement of protons through the
object at a comprehensive set of angles and the placement of
proton trajectories into a single 3D coordinate grid for image
reconstruction, as illustrated in Fig. 3. Our standard voxel size
is 1 mm3, which is matched to our expected spatial resolution.
The second challenge in producing clinically useful pCT
images is to reconstruct the 3D RSP distribution that optimally
fits the proton data by solving the following matrix equation
for x:
Ax = b, (1)
where b is a vector with one entry per proton, containing the
WEPL measurements for each proton, x is a vector with one
entry per voxel, containing the RSP for that voxel, and A is
a matrix with one row for each proton and one column for
each voxel, where each entry contains the chord length of the
proton trajectory through the voxel. Since each proton touches
only a tiny fraction of the voxels, A is quite sparse.
Penfold and Censor have described several iterative algo-
rithms which adjust the RSPs of the voxels touched by the
protons to match the WEPLs of the protons [12]. These
algorithms generally rely on a projective approach, with re-
peated projections of a solution vector xk onto hyperplanes
in a space with coordinates defined as the components of
x. Each hyperplane is defined by an equation obtained from
one row of A multiplied by x. The goal of the projections
is to move towards a solution consistent with each proton,
and these methods have been successfully applied to several
pCT data sets. These algorithms are often combined with
additional smoothing algorithms such as median filtering or
total variation superiorization [13].
Goitein described in 1972 an iterative least squares algo-
rithm used for reconstructing the first tomographic images
using charged particles, with a formalism able to accommo-
date tracks with curved trajectories, and a prescription for
optimizing the step size of each iteration [14]. The least
squares approach is suitable for pCT imaging, where the
WEPL uncertainties of individual protons are typically a factor
300 times greater than the RSP precision of individual voxels,
based on a 3 mm WEPL uncertainty and a voxel size of 1 mm
with a goal of a 1% RSP measurement. In this case, the RSP
precision is arrived at through the averaging effect of roughly
105 protons touching each voxel. The goal of each iteration
is to converge towards a point that is a best fit but that is not
perfectly consistent with each proton.
Our goal is to produce a proton imaging system with prompt
image reconstruction, using a method for which each iteration
is as fast as possible, each iteration is as useful as possible
(moves as much as possible towards an optimal solution), and
that iterates only as many times as necessary (stops when
close enough to the optimal solution). We present herein an
iterative least squares method for pCT image reconstruction
that achieves this with many novel features to put pCT imaging
into a more quantitative framework. These include:
• The definition of a unique solution that optimally fits
the protons. Effectively converging toward this solution
eliminates some problems often associated with projec-
tive algorithms [15]:
– The solution does not depend on the initial starting
point for the iterations.
– There is no need to have a trade-off between opti-
mizing spatial resolution and RSP resolution.
• The definition of an iteration vector that takes into
account the large WEPL uncertainties in the proton data.
• The ability to optimize the step size for each iteration
individually.
• The ability to simultaneously optimize the step sizes of
many iterations.
3• The ability to divide the proton data into arbitrary num-
bers of blocks. Blocks can be as small as a single
proton and still maintain the simultaneous character of
the algorithm, which takes into account all protons on
an equal basis for each iteration, rather than taking them
into account sequentially, in which case the last proton
has a disproportionate impact.
– The resulting flexibility is very useful for optimizing
use of computing resources such as GPUs.
• The definition of stopping criteria, to determine when to
stop iterating.
– As a result, it is possible, for any object being
imaged, to provide assurance that the image is quan-
tifiably close to an optimal solution.
The assurance of an image reconstruction quantifiably close
to an optimal solution is a crucial step towards applying
this technology to clinical treatment planning, and a useful
starting point for evaluating the clinical impact of further
image processing or use of approximations.
We have not incorporated smoothing methods, seeing these
as better left for a later step after defining an optimal solution.
While these can produce better-looking images with less noise,
they can introduce unknown systematic effects, particularly
when imaging complex objects with rapid density variations.
While we are describing a system for proton imaging, the
methods apply equally as well to other ions such as helium
and can also be applied to other tomographic modalities such
as x-ray imaging.
II. SOLVING Ax = b USING AN ITERATIVE LEAST SQUARES
METHOD
A typical pCT image may reconstruct a few million voxels
using a few hundred million protons, each with a WEPL
measurement with approximately 3 mm uncertainty. The A
matrix is therefore tall and skinny with no solution that exactly
fits all protons. We define the proton deviation vector as:
dp = Ax− b (2)
Here, dip is the deviation for proton i, with dp 6= 0 even for the
best solution. We then define the voxel deviation vector dv as
a weighted (ie unbiased) average of the dp of all the protons
going through each voxel, with div as the deviation for voxel
i. Each iteration updates the voxels using the voxel deviation
vector:
x→ x− λdv (3)
where λ is a relaxation coefficient that determines the step
size of the iteration and can vary with iteration.
Our current choice for the weighted average is to use the
chord lengths for the weights, where the deviation for a voxel
can be written as ∑
i aidpi∑
i ai
, (4)
where the sums are over all protons touching the voxel and the
ai are the chord lengths for each proton. The weights could
possibly be further optimized, for example, by incorporating
the individual precision for the WEPL measurement of each
proton [14]. For our application, the protons are all measured
with similar precision, and for simplicity we have not incor-
porated the WEPL uncertainties.
In terms of the A matrix, we can write the voxel deviation
vector as:
div =
(AT dp)i∑
j α
T
ij
=
ATi∑
j α
T
ij
dp (5)
where αTij are elements of A
T
i , which is the ith row of A
T .
We define the A¯T matrix as:
A¯Ti =
ATi∑
j α
T
ij
(6)
in terms of which we can write:
dv = A¯
T dp. (7)
Our method is an example of a general Landweber iterative
method [16], for which broad convergence conditions have
been established, with
A¯T = V −1AT (8)
V −1 = diag(1/
∑
j
αTij). (9)
We define χ2 as:
χ2 = dp · dp = (Ax− b) · (Ax− b) (10)
∂χ2
∂xi
= 2ATi · (Ax)− 2ATi · b (11)
and ∂χ2/∂xi corresponds to the gradient used in Landwe-
ber iteration. To obtain the least squares solution we set
∂χ2/∂xi = 0, divide by
∑
j α
T
ij , and apply (6) to obtain:
A¯TAx− A¯T b = 0 (12)
Applying (2) and (7), this is equivalent to:
dv = 0 (13)
Thus, we see the iteration in (3) converges towards the unique
least squares solution that optimizes the fit of the final image to
the proton data. Our goal with the use of a weighted average
in the definition of dv is to obtain an optimal direction for
the iteration vector, but it is also possible to converge while
defining dv = AT dp if this proves to have a computational or
numerical advantage.
III. CHOICE OF RELAXATION COEFFICIENT
The steps to execute for iteration k+1 would most obviously
be written as:
xk+1 = xk − λkdvk (14)
dp(k+1) = Axk+1 − b (15)
dv(k+1) = A¯
T dp(k+1) (16)
These steps require a choice of λk before executing the
computationally costly matrix-vector multiplications in (15)
4and (16). By substituting the value of xk+1 from (14) into
(15) and then (15) into (16), we re-write the last two steps as:
dp(k+1) = dpk − λkAdvk (17)
dv(k+1) = dvk − λkA¯T (Advk) (18)
In this form it is possible to execute the computationally costly
matrix-vector multiplications Advk followed by A¯T (Advk)
before choosing a value for the relaxation coefficient, and
furthermore, to utilize the resulting vectors in the choice of
λk. Some choices we find useful include:
• Minimize χ2k+1. The following expression was previously
derived by Goitein [14].
χ2k+1 = dp(k+1) · dp(k+1)
= χ2k − 2λkdpk · (Advk) + χ2k|Advk|2
(19)
dχ2k+1
dλk
= −2dpk · (Advk) + 2λk|Advk|2 = 0 (20)
λk =
dpk · (Advk)
|Advk|2 (21)
• Make
∑
i d
i
v(k+1) = 0.
λk =
∑
dvk∑
A¯T (Advk)
(22)
• Minimize dv(k+1) · dv(k+1)
λk =
dvk · A¯T (Advk)
|A¯T (Advk)|2 (23)
Thus, we find the interesting result that an optimal step
size for each iteration, when looked at individually, can be
applied, with (21). Our experience is that the optimal relax-
ation coefficient can vary over two orders of magnitude from
iteration to iteration, and the traditional method of choosing
a constant λk can be quite ineffectual. If most voxels have
dv far from 0, a smaller λk is required, since each proton
will be affected by many voxels. If only a small number of
voxels have dv far from 0, a larger λk is possible. In this
situation, a constant λk will result in a very gradual movement
toward the optimal solution. We have observed that it is often
beneficial to use (22) or (23), especially when dv(k+1) departs
significantly from 0. While less then optimal for the current
step, this often provides conditions for subsequent large steps.
Various strategies are possible to combine different methods
of choosing λ at different iterations, as illustrated in Fig. 6.
An example is shown in Fig. 4 with data from the Proton-
VDA system. We have found that after a few iterations the
largest deviations are usually around the edges, and use of
(21) can enable a subsequent large step that results in images
sharper than efficiently attainable with previous approaches,
as seen with the bottom image of Fig. 4, which is quantified
as being very close to the optimal solution. The measured
RSPs in uniform regions-of-interest agreed well with those
derived from an x-ray CT image with a standard conversion
of Hounsfield units to RSP [11].
Fig. 4. A 1 mm thick pCT slice of a sample of pork shoulder and ribs [11].
Top: Preliminary image. Middle: dv for voxels in the top image, with large
deviations mainly near edges. A large λ was prescribed to go to the next
iteration. Bottom: Final image, for which dv was low everywhere.
5IV. GLOBAL OPTIMIZATION OF MANY ITERATIVE STEPS
The idea in (17) and (18) can be generalized to defer choice
of relaxation coefficients for an arbitrary number of steps, and
the combination of these steps can be globally optimized. We
define the p and v vectors as follows:
p0 = dp0 (24)
vk = A¯
T pk (25)
pk+1 = Avk (26)
It is evident by induction using (24) to (26) and the definitions
of dp and dv that the following can be written as a sum of
the p and v vectors with coefficients κi for a given number of
iterations n:
dpn = p0 +
n∑
i=1
κipi (27)
dvn = v0 +
n∑
i=1
κivi (28)
The solution vector x can then be written as:
xn = x0 +
n∑
i=1
κivi−1 (29)
as can be easily verified by substituting (29) into (2), applying
(26), and comparing with (27).
The χ2 after n iterations is, with κ0 := 1:
χ2p = dpn · dpn (30)
=
(
n∑
i=0
κipi
)
·
(
n∑
i=0
κipi
)
(31)
=
n∑
i,j=0
κiκj pi · pj (32)
After minimizing χ2 with respect to the κi, we can find the
xn closest to the optimum solution using (29) with no need
for the λk. One direct way of finding the minimum is to set
the partial derivatives of χ2 with respect to the κi to zero to
obtain:
pi · p0 +
n∑
j=1
κj pi · pj = 0 (33)
Defining Pn as the array of pi ·pj , kn as the vector of κi, and
pn as the vector of −pi · p0, the problem reduces to solving
for kn in the following equation, for which there are many
standard methods.
Pnkn = pn (34)
Alternatively, χ2 can be defined from the dvn and since as
described above dv = 0 for the optimal result, the following,
with similar definitions, leads to a similar solution as (34):
χ2v = dvn · dvn (35)
V nkn = vn (36)
For our application, the entries for A and b are usually
defined in mm, and the entries of x have no units. With
repeated iterations, the resulting vectors often increase rapidly
in numerical magnitude. In theory, this is not a problem, but
Fig. 5. For a typical data set, χ2p versus iteration number, with simultaneous
optimization of several steps, using (34).
Fig. 6. For a typical data set, χ2p versus iteration number for a variety of
strategies, based on either (34) (dp), (36) (dv), or alternating between the two.
in practice can affect the numerical stability of the solution of
(34) or (36). We resolve this by using for our units a length
scale that maintains roughly constant magnitudes. This can be
found with a few trials after the iterations are finished but
before solving (34) or (36). The length of the reconstruction
volume is a good first guess in our experience.
As illustrated in Fig. 5, we have found that optimizing many
iterations simultaneously has major benefits in terms of the
number of iterations needed to reduce χ2 to a given level.
Fig. 6 compares optimizing based on χ2p, χ
2
v , or alternating
between the two. We have found that an alternating strategy
provides the best convergence. As discussed in Section III, the
6Fig. 7. σv as defined in (38), and r.m.s. dv versus iteration number,
optimizing one step and seven steps using an alternating strategy, for the
data used in Fig. 9. As r.m.s. dv falls below σv the algorithm meets the
stopping criterion in (39) for common choices of r.
steps based on χ2v bring the average dv closer to 0, and set
up conditions for improved steps based on χ2p. Steps based on
χ2p often move the average dv away from 0.
The alternating strategy is powerful enough that a single
step alternating strategy is often as optimal as a multi-step
strategy. Fig. 7 compares the use of alternating strategies for
both single step and seven step optimization for the data used
for Fig. 9, and shows similar performance for this example.
V. STOPPING CRITERIA
The above methods optimize the χ2 of the solution after a
number of iterations, and this χ2 can then be used to evaluate
whether further iterations are needed or if the current solution
is close enough to the optimal solution. For example, worker
processes can be continuously producing additional iterations
of the p and v vectors while a parallel executive process finds
the optimal coefficients and evaluates the quality of the fit.
We define a χ2 per degree of freedom, for which the square
root can be interpreted as the average deviation per proton, as:
σp =
√
χ2p
Np −Nv (37)
where Np is the total number of protons and Nv is the total
number of voxels. With Npv as the average number of protons
touching a voxel, as obtained from the data, we can define an
estimated average voxel precision as:
σv =
σp
α¯
√
Npv
(38)
where α¯ is the average chord length of a proton through a
voxel. For our purposes, we can simply approximate this as
the length of the side of a voxel. If a region of the image is
known to have uniform RSP, the estimated voxel precision can
be determined from the image in that region, but in general the
estimate in (38) has the advantage of not requiring assumptions
about the RSP distribution.
At the minimum χ2, we expect σp ≈ 3 mm, based on our
WEPL precision per proton, although in practice it tends to
be somewhat larger, especially if the image has many non-
uniform regions or sharp boundaries. Since dv = 0 at the
minimum, if for a given iteration the root-mean-square (r.m.s)
of dv is less than the estimated average voxel precision, it
may be justified to stop iterating, since the noise from the
proton measurement uncertainties is greater than the remaining
distance to the optimal solution. One example of a criterion
to use in the decision to stop is:
r.m.s. dv < rσv. (39)
We typically choose r in the range of 0.2 to 0.5, and we have
found that with enough iterations we can generally reduce
r.m.s. dv to any level. Fig. 7 illustrates the evolution of r.m.s.
dv and σv with the number of iterations.
VI. STRATEGIES FOR MEMORY USE
Memory resources can be a bottleneck in the implementa-
tion of these strategies. While the A matrix is very large, it is
also very sparse, and various strategies to store the information
in compact form are possible. For example, the entries in A
can be stored as lists of voxels with chord lengths for each
proton, or as lists of protons with chord lengths for each voxel.
Although the lists only include non-zero chord lengths, it still
amounts to a large storage requirement.
In the case where we are storing the entries for A as lists
of voxels with chord lengths for each proton, we can take
advantage of geometry to store this information with much
less memory. For example, each proton can have a list of line
segments which can be used to recreate the voxel list and
chord lengths when needed. Each line segment should be short
enough that a straight line approximates the proton trajectory
to appropriate accuracy within the segment.
As another example, each proton can have a list of chord
lengths, each typically stored in one byte, and a second list
of base-6 numbers, stored in 4-byte integers with 12 base-
6 numbers contained in each 4-byte integer. Starting from a
given voxel, the first base-6 number specifies the voxel face
that the proton exits, and thus the identity of the next voxel,
and subsequent base-6 numbers continue the chain from there.
Thus, the chord lengths can be associated with the correct
voxel.
VII. STRATEGIES FOR PARALLEL PROCESSING
The algorithms described in Ref. [12], such as Diagonally
Relaxed Orthogonal Projections (DROP), can process blocks
of protons in parallel. Various strategies combine the results
from the different blocks. For example [17], worker processes
find a solution for each block of data, a foreman process
receives all the solutions, combines them, and sends the
combined solution back to the worker processes for a further
iteration. One drawback of these approaches is that each block
7Fig. 8. Illustration of the matrix-vector multiplications, showing chord length
data for different blocks of protons with different shading. The chord length
data for one proton is contained in one row of A, and a block consists of
one or more rows. An iteration sequence can execute the two matrix-vector
multiplications in blocks, as shown in the bottom line, with the additional step
that a foreman process must concatenate the outputs from the first matrix-
vector multiplication to create the pk+1 vector, and sum the outputs of the
second matrix-vector multiplication to create the vk+1 vector. However, the
final result is the same as if the sequence were executed in a single block as
shown in the upper line.
of protons must be large enough to solve the image, and the
combined solution is not identical to what would be obtained
with a single block.
We have designed new parallelization strategies that can use
blocks with arbitrarily small numbers of protons and obtain a
result which is exactly the same as if the calculations were
executed in a single block. Bottlenecks may involve memory
resources, CPU resources, GPU resources, and data transfer
capacity. Choice of strategy will depend on the resources
of a particular computing system, and implementation will
rely on appropriate design of data structures and software
architectures.
The computationally costly part of each full iteration in-
volves a sequence of two matrix-vector multiplications for
either A¯T (Advk) or A¯T (Avk) as described above. In a matrix-
vector multiplication, each row of the matrix multiplies the
vector independently, so it is possible to do all the row-vector
multiplications in parallel, a task well suited to GPUs.
A. Iteration with proton blocks followed by voxel blocks
The most straightforward parallelization strategy is to:
1) Divide the data into blocks of protons for the first
multiplication, Avk, processing each block in parallel.
The blocks may be as small as a single proton.
2) Assemble the output vector, concatenating the output
from each block.
3) Divide the data into blocks of voxels for the second mul-
tiplication, A¯T (Avk), processing each block in parallel.
The blocks may be as small as a single voxel.
4) Assemble the output vector, concatenating the output
from each block.
Parallel worker processes can execute the multiplications for
each block of protons, a foreman process can assemble the
outputs, and an executive process can evaluate the results as
described above. Blocks can be further divided into sub-blocks
Fig. 9. Top: A 1 mm thick pCT slice of a cylindrical phantom with inserts,
processed using a single block [11]. Bottom: Same data processed in 10
independent blocks.
and a hierarchical system of blocks may help route calculations
to multiple GPUs.
The drawback to this method is that the memory require-
ments exceed resources available in most currently cost-
effective systems. This method requires lists of voxels with
chord lengths for each proton, as well as lists of protons with
chord lengths for each voxel. Although the lists only include
non-zero chord lengths, it still amounts to a large storage
requirement. However, the cost of memory continues to drop,
and this method may become feasible in the near future.
B. Iteration with coordinated blocks of protons
As illustrated in Fig. 8, the entire sequence of multiplica-
tions may be carried out independently in different blocks of
protons, each with a worker process, and with each block t
producing output vectors [Avk]t and [A¯T (Avk)]t. The foreman
process concatenates the [Avk]t vectors into the complete pk+1
8vector, and obtains the complete vk+1 vector with a sum over
the blocks:
vk+1 =
∑
t
[A¯T (Avk)]t (40)
The complete vectors are identical to what would be obtained
with a single block and are the input to the next iteration.
Again, there can be a hierarchy of blocks. If the computing
system contains multiple GPUs, the data can be divided into
one block for each GPU. Within each block, each proton can
be processed as a separate sub-block utilizing the parallel pro-
cessing power of the GPUs, carefully managing the summation
of the output vectors from each proton.
Processing each proton independently (blocks of size one
proton) enables major savings in the use of memory. First,
there is no need for a list of protons with chord lengths for
each voxel. All the needed information for the block is with the
list of voxels with chord lengths for the proton, and the output
vector needs only the voxels from that proton. Second, we
can take advantage of the path of the proton through adjacent
voxels to store the list of voxels with much less memory, as
described above.
C. Iteration with independent blocks of protons
This last method does not produce exactly the same results
as for a single block but can be simply implemented without
developing parallel processing architecture features such as
foreman and executive processes, and provides a convenient
method for rapid studies. We start by dividing protons into
N well-randomized and equal-sized blocks t (the method is
trivially extendable to different sized blocks, as long as the
assignment of a proton to a block is random). Each block
must contain enough protons to find a solution vector (more
protons than voxels.) A program able to handle a single block
can then be run with N copies in parallel, each copy producing
a solution close to the minimum χ2 for its block of data.
Sums such as
∑
j α
T
ij scale linearly with the number of
protons in the block. A¯TA is a square matrix with dimension
equal to the number of voxels where each entry is a ratio
where the numerator and denominator both on average scale
linearly with the number of protons. Therefore, each entry
is on average independent of the number of protons. The
following holds within the statistical variability of the data
for each block, where the normalization of A¯t is done using
only the protons in that block:
A¯TA ≈ A¯Tt At (41)
V −1t ≈ NV −1 (42)
and we can show, at minimum χ2,
A¯TAx = A¯T b (43)
= V −1AT b =
∑
t
V −1ATt bt (44)
=
∑
t
V −1VtA¯Tt bt ≈
1
N
∑
t
A¯Tt Atx (45)
≈ A¯TA 1
N
∑
t
xt (46)
x ≈ 1
N
∑
t
xt (47)
and we find we can simply average the solution vectors from
the blocks. We have found this method works quite well,
as shown for example in Fig. 9, although with a little more
noise near the edges with rapid RSP variation. The cylindrical
phantom in Fig. 9 contained inserts with known RSP, which
are in good agreement with our measured values [11].
VIII. CONCLUSION
Clinically useful proton Computed Tomography images will
rely on algorithms to find the three-dimensional proton stop-
ping power distribution that optimally fits the measured proton
data. The assurance of an image reconstruction quantifiably
close to an optimal solution is a crucial step towards applying
proton imaging technology to clinical treatment planning, and
a useful starting point for evaluating the clinical impact of
further image processing or use of approximations.
While recent work has focused mostly on the use of
iterative projective algorithms, we have revisited the approach
of Goitein using iterative least squares algorithms. We have
found that this approach is suitable for proton imaging, which
uses individual protons with relatively large measured WEPL
uncertainties. Our method employs strategies with improved
convergence which can naturally accommodate parallel pro-
cessing and several novel features that help put pCT imaging
into a more quantitative framework.
We have presented results with the first pCT data acquired
with the ProtonVDA system. Our collaboration is continuing
development of the proton imaging system with the goal of
achieving automatic and prompt pCT image reconstruction,
and we look forward to applying the algorithms presented
herein to new data sets in the future.
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