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ABSTRACT 
Electronic hypertext catalogues provide an important channel 
for information provision. However, static hypertext docu- 
ments cannot be dynamically adapted to help the user find 
what he/she is looking for. We demonstrate that natural lan- 
guage generation techniques can be used to produce tailored 
hypertext documents, and we focus on two key benefits of the 
resulting DYNAMIC HYPERTEXT. First, documents can be tai- 
lored more precisely to an individual’s needs and background, 
thus aiding the search process. Secondly, the incorporation 
of techniques for comparing catalogue items allows the user 
to search still more effectively. We describe the automatic 
generation of hypertext documents containing comparisons, 
with illustrations from two implemented systems. 
KEYWORDS: adaptive hypertext, dynamic hypertext, nat- 
ural language generation, user modelling, discourse history 
INTRODUCTION 
The advent of on-line distributed hypertext systems and the 
world wide web (www) has led to the extensive populari- 
sation of electronic hypertext documents. As a result, we 
no longer need to leave home in order to browse through a 
library, buy our groceries or visit a museum. However, the 
static nature of most hypertext documents limits their useful- 
ness, since they cannot be tailored to any particular user’s re- 
quirements or abilities. Instead, document authors construct 
general-purpose documents which are written according to a 
wide audience model, or else construct (and update) multiple 
documents for users’ anticipated needs. 
By its very nature, hypertext invites user interaction with 
documents. It is possible for hypertext systems to alter what 
information is available to a user, by exploiting information 
about the user-type or session history. Nonetheless, there 
are limits to the flexibility that current methods afford; we 
overcome these by incorporating natural language generation 
techniques into such systems, allowing each document to 
Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies 
are not made or distributed for profit or commercial advantage and that 
copies hear this notice and the till citiltion on the first page. To copy 
otherwise, to republish, to post on servers or to redistribute to lists, 
requires prior specific permission and/or a fee. 
HyperText 98 Pittsburgh PA USA 
Copyright ACM 1998 O-89791-972--6/98/ 6...$5.00 
be created with an individual user in mind. The resulting 
DYNAMIC HYPERTEXT documents are tailored on the basis 
of a model of the user’s knowledge or the user’s previous 
interactions with the system. 
Comparison plays a central role in both learning and choos- 
ing, two of the central affordances of electronic catalogues. 
Shopping catalogues allow choices to be made by the buyer; 
other catalogues, such as encyclopadias or museum guides, 
help the user to learn something. The effective support of 
comparisons is therefore essential in any dynamic hypertext 
system which aims to help users to help themselves, in search- 
ing for information or in learning something new. 
By utilising techniques from natural language generation sys- 
tems, dynamic hypertext systems automatically construct en- 
tire hypertext networks and the nodes (or documents) of that 
network at run-time, and adapt these to an individual’s knowl- 
edge and needs. The textual content of the documents is con- 
structed from an underlying knowledge base of facts, rather 
than from larger pieces of canned text. Thus, each user may 
be presented with a highly personalised catalogue which can 
make references to, or comparisons with, other catalogue 
items if these are relevant in the current discourse context. 
In this paper, we outline the architecture and benefits of dy- 
namic hypertext systems, and emphasise the importance of 
comparison in these systems; we argue that, by making more 
effective use of a user model and the discourse history, NLG 
techniques can offer highly flexible hypertext documents. 
We illustrate the advantages of such dynamic hypertext tech- 
niques through examples from two implemented systems: the 
PEBA-II and the ILEX text generation systems, which dynami- 
cally produce descriptions of entities as www pages. 
DYNAMIC HYPERTEXT GENERATION 
Natural Language Generation 
NATURAL LANGUAGE GENERATION aims to produce coher- 
ent natural language text from an underlying representation 
of knowledge. It can be viewed as a goal-driven planning 
process, involving the formulation of texts that satisfy some 
communicative goal. Many of the ideas here are borrowed 
from conventional planning techniques developed within ar- 
tificial intelligence; so, for example, a top level communica- 
tive goal such as ‘instruct the user how to operate a telescope’ 
may be decomposed into a number of constituent sub-goals 
such as ‘tell the user what a lens is’, ‘tell the user where 
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Figure 1: System architectures: (a) traditional NLG; (b) dynamic hypertext. 
the focusing mechanism is’ and so on. This decompositional 
process iterates until the resulting goals can each be realised 
by means of a natural language utterance. 
Figure la shows the traditional architecture of NLG systems. 
NLG systems embody two main processing components: the 
text planner and the surface realisation component. 
The text planning stage typically encapsulates all those de- 
cisions involving choices of what to say. Based on the dis- 
course goals, the text planner must decide what is relevant 
in a particular situation (content selection), and then organise 
this content in a way that allows realisation of a coherent dis- 
course that guides the reader’s inferences (text organisation). 
The text planning component achieves this by composing a 
discourse plan using facts from the knowledge base (KB). For 
example, McKeown’s schema-based approach stores a num- 
ber of plan outlines in a plan library and fills in the appropriate 
information from the KB [ 131. 
A model of the user’s knowledge can be used by an NLG 
system to tailor the text to the individual, as in Paris’s work 
[21, 221. In addition, Moore has shown that the ongoing 
discourse with each particular user can also be recorded in 
the discourse history component o enable the system to adapt 
future texts to what has been said before [ 17, 181. 
The discourse plan is realised as natural language utterances 
by the surface realisation component. This makes use of 
knowledge of the language’s grammar and lexicon to produce 
well-formed utterances conveying the required content. 
Dynamic Hypertext 
DYNAMIC HYPERTEXT is an area of research within NLG which 
takes advantage of hypertextual interaction to give the user the 
freedom to perform high-level discourse planning, thereby 
reducing the burden on the NLG system of having to reason 
more deeply about his/her goals. A key element in any dy- 
namic hypertext system is that the hypertext network and the 
nodes of this network (the documents themselves) are dy- 
namically created at run-time when the user requests them; 
there are no existing hypertext documents, and there may not 
even be any pre-existing representations of what could be 
documents within the system.’ This is in contrast both to Ted 
Nelson’s original notion of “stretch text”, and to recent work 
on ADAPTIVE HYPERTEXT systems. 
Instead of presenting the user with a new document each 
time a link is selected, systems utilising “stretch text” (such 
as [lo]) allow for the insertion of additional text into the 
current document, immediately following (or replacing) the 
selected hyperlink. In this case, however, there is still a fixed 
network of hypertext documents, and what is displayed at any 
time is under direct user control. 
Adaptive hypertext systems require a fixed network of hyper- 
text documents, but utilise a user model in order to control 
what is presented to users, according to their knowledge of 
the concepts within any particular document. For instance, 
the various versions of Trellis [25] are based on a Petri-net 
model of hypertext, making the presence of links conditional 
on user actions; this controls the accessibility of individual 
nodes, or entire classes of nodes. Some adaptive approaches 
have relied more directly on artificial intelligence techniques. 
For example, Simon and Erdmann’s SIROG [24] utilised an 
expert system to select contextually appropriate sections of 
on-line help. In Kaindl and Snaprud’s [9] work, each hyper- 
‘Such systems are therefore instances of the type of integration between 
hypermedia and artificial intelligence foreseen by HaIasz [5], and indeed, 
they move further towards virtual structures than then seemed feasible, since 
static structures are entirely replaced. 
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The Echidna 
The Echidna, also known as the spiny Anteater, is a type of Monotreme that is covered in stiff, sharp spines 
mixed with long, coarse hairs. 
The Echidna has the following subtypes: 
. the short-beaked Echidna and 
. the long-beaked Echidna. 
The Echidna is about he same length as a domestic at. It ranges from 2 kg to 7 kg in weight. It has a browny black coat and paler-coloured 
snines. It has a small head. It has a prolonged, slender snout. It has no teeth. It uses its extensible, sticky tongue for catching ants, termites 
and other small insects. It is a carnivore and eats ants, termites and earthworms. It has powerful claws allowing for rapid digging of hard 
ground. It is found in Australia. It is active at dawn and dusk. It lives by itself. It has an average lifespan in captivity of 50 years. 
This text is generated tor the novice user level. If you would like the text for the expert user level click here. 
Figure 2: A description of the echidna produced by PEBA-II. 
text node is represented as an Al frame, and the text of each 
node is stored in a slot of its frame. ‘l‘he textual component 
may contam links to other hypertext nodes, and can be par- 
titioned into different sections which may be revealed to the 
user as required, giving rise to “active text”. 
For a survey of existing adaptive hypertext systems and fur- 
ther elaboration of the concepts involved, see [ 11. Using 
adaptive techniques, a system can present different views of 
the same document to different users. However, this flex- 
ibility is still fundamentally hmrted to choosing among the 
author’s pre-written text segments. 
By contrast, a dynamic hypertext system goes further, be- 
cause it operates in a similar fashion to traditional NLG sys- 
tems. Figure lb shows the architecture of a dynamic hyper- 
text system; the traditional NLG architecture shown in Fig- 
ure la is augmented with some additional components which 
are required within a hypertext environment. A KB con- 
tains information about those concepts in the domain, and the 
system selects which elements of the KB are important for 
creating the required hypertext document. The surface real- 
isation component of a dynamic hypertext system must also 
mark the hypertext anchors into the text in order to nroduce a 
document which can be viewed using the target hypertext in- 
terface. The hyperlinks represent follow-up questions which 
the user can ask, and are generally concepts (or other entities) 
that can be described by the system. In operation, the user 
can effectively perform high-level discourse planning, driv- 
ing the system by selectmg hypertext links. Each hyperlink 
indicates a new discourse goal to the system. 
A survey and comparison of existing dynamic hypertext sys- 
tems can be found in 161, and further discussion on the advan- 
tages of such systems is provided elsewhere [ 12, 31. In the 
next section. we look more closely at two particular systems 
we have been involved with. 
TWO DYNAMIC HYPERTEXT SYSTEMS 
The PEBA-II System 
PEBA-I? is an NLG system which produces descriptions and 
comparisons of entities represented in a taxonomic knowl- 
edge base. An overview of PEBA-II will be presented in this 
section; more details are available in [ 151. Figure 23 contains 
an example description produced by PEBA-II; note that the 
underlined words or concepts indicate hypertext links which. 
when clicked on, will result in new hypertext documents be- 
ing dynamically produced. 
The architecture of the PEBA-II system is essentially that 
shown in Figure lb; the system has two types of discourse 
goats: to describe a single entity or to compare two entities. 
In realising these goals, the system makes use of a user-type, 
a user model and the discourse history. At the beginning 
of each interaction with the system, the user is permitted to 
classify him/herself as either a ndive or an expert user-type; 
this choice results in the system taking different views of the 
structure and content of the KR of animal facts. The user can 
also enter her details into a more specific user-model which is 
used to make inferences about his/her specific knowledge and 
to draw comparisons with similar or familiar entities. The 
discourse history is used to tailor the output to take account 
of the previous discourse, as described further below. 
PEBA-II uses a phrasal lexicon. That is, the mapping from 
KB elements to surface form varies from being single words 
(such as Yak) to short-phrases (such as l@span in captivity) 
to full phrases (such as has a long shaggy coat which hangs to 
the ground like afringe). In other words, we only decompose 
those concepts which require linguistic variation. Our aim 
here is two-fold: to populate a KB while avoiding difficult 
representational issues; and to produce a system which 1s 
efficient, not rebuilding the same surface form many times 
(ILEX achieves a similar goal by using annotated stories). 
‘A version of the PEBA-II system is available on the www at URL: 
http://www.mri.mq.edu.au/Npeba/. 
‘In all figures, the underlmed words are hypertext hnks. 
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This item was made in 1979 and is made of silver, gold, mahogany, walnut and perspex. It was designed by Martin Page who was English. 
Like the necklace designed by Flockinger, this item is in the Organic style. Organic jewels tend to be coarsely textured. However, this item 
has smooth surfaces. 
With a piece like this, the boundary between ‘jewellery’ and ‘sculpture’ or ‘art’ starts to become quite indistinct. One important theme across 
20th Century jewellery has been what to do with a piece of jewellery when it is not being worn. From the 1970s onwards, jewellers have 
started exploring the idea of turning jewellery into sculpture-so that you can hang it on the wall, or prop it on the mantelpiece when you are 
not wearing it. This piece works equally well whether it is being worn or being displayed (as at present). 
Other jewels in the organic style include: 
l a pendant necklace designed by Bjom Weckstrom 
l the necklace designed by Flockinger 
l a bracelet designed by Flockinger 
l a finger ring designed by Frances Beck 
l a finger ring designed by Jacqueline Mina 
l the previous item 
l a finger ring designed by Ernest Blyth 
Figure 3: A description produced by ILEX-1.2. 
The ILEX System 
The Intelligent Labelling Explorer project has built the ILEX 
system,4 which uses NLG technology to generate descriptions 
of objects displayed in a museum gallery. An overview of 
ILEX is given here; for more details, see [6, 81. To date, 
three versions have been implemented (ILEX-0, -1, and -2); 
these systems describe objects in the National Museums of 
Scotland’s 20th Century Jewellery Gallery. Both field and 
laboratory evaluation are currently underway. 
Visitors start from a visual index, composed of thumbnail im- 
ages. Clicking an image causes a description of the relevant 
object to be generated. There is no separate introductory 
article, since background material is incorporated into the 
descriptions generated on demand (on the relative usability 
of indices and introductions in more conventional museum 
hypertexts, see Shneiderman et al. [23]). Figure 3 shows 
an example output from ILEX-1.2. Although a description 
contains suggested onward links, the visitor can at any time 
return to the visual index, and choose a new object from there. 
As well as being accurate artefact descriptions, ILEX’S la- 
bels must convey information which is: important, in the 
sense of helping educate the visitor more broadly; and in- 
teresting, since when the descriptions are boring, the visitor 
can just walk away. To help meet these criteria, ILEX uses 
simple user-types, a discourse history, and its own SYSTEM 
AGENDA of communicative goals. Thus, the user has freedom 
to explore any object in the gallery at any time, potentially 
4Versions of the ILEX system are available on the www via URL: 
http://cirrus.dai.ed.ac.uk:8000. 
making completely unanticipated connections between ob- 
jects; however, the descriptions produced are constrained via 
the system’s agenda of educational goals, which it strives to 
achieve when the opportunity arises. 
ILEX-2’s user-typing is very simple, allowing descriptions to 
be tailored to different lengths of visit, and different special 
interests. Figure 4 shows two descriptions of a necklace 
which are tuned to different user interests by ILEX-2.0 (note 
that images and titles have been omitted to save space). The 
first is for a user interested in styles; the second for a user 
interested in designers. The obvious differences lie in the 
initial paragraphs: the first description does not even mention 
the designer by name. 
The architecture of the ILEX system differs from that in Fig- 
ure 1 b in only minor respects. First, the system agenda is an 
additional resource encoding a set of communicative goals, 
separate from those posted by the user. Secondly, the KB has 
two main parts: information parsed from the museum’s (very 
large) database, and text either entered by hand, or acquired 
from interviews. Hand-entered information includes type hi- 
erarchies for jewels and designers, and this is used for fully- 
fledged text generation, along with the database information. 
Interview-based information starts out with canned text STO- 
RIES, extracted from interviews with the curator. These stories 
typically concern individual jeweIs or classes of jewels, and 
can be used as part of, among other things, ARGUMENTS and 
MISCONCEPTION CORRECTIONS. Significantly, however, the 
canned text used for these stories can be marked up with var- 
ious degrees of ANNOTATION, wherever linguistic variation 
may be required, as in PEBA-II. 
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This jewel is a necklace and is in the Organic style. It was made in 
1976. It is made from opals, diamonds and pearls. 
Organic style jewels usually draw on natural themes for inspiration 
(for instance, this jewel uses natural pearls). Organic style jewels 
are usually encrusted with jewels. To take an example, this jewel 
has silver links encrusted asymmetrically with pearls and diamonds. 
This jewel is a necklace and was made by Gerda Flockinger, who 
was a designer and was English. The jewel, which is in the Organic 
style, was made in 1976. 
Organic style jewels usually draw on natural themes for inspiration; 
for instance, this jewel uses natural pearls. Organic style jewels 
are usually encrusted with jewels; for instance, this jewel has silver 
links encrusted asymmetrically with pearls and diamonds. 
Figure 4: Text from two user-tailored descriptions of a necklace produced by ILEX-2.0. 
DISCOURSE CONTEXT AND COMPARISON 
Dynamic hypertext generation can be viewed as a limited 
form of dialog between a system and the user where the 
user’s click on a hypertext link represents a follow-up ques- 
tion [ 191. However, the system must reason carefully about 
what information should be pointed to from the current dis- 
course context (the current document) in order to allow the 
user freedom of exploration. The system must also decide 
what information to include in the hypertext document and 
what information to collapse into a link. Such systems can 
provide particularly close couplings between the anchors and 
destinations of links, dynamically changing the text at both 
the departure and arrival points to maximise the coherence 
between them. They thus effectively address the issues raised 
by Landow concerning the rhetoric of departure and arrival 
[ 111; in fact, for us, navigation really is conversation. 
Electronic catalogues consist of descriptions of concepts and 
entities. Comparison is an important part of the description 
process, as well as an effective tool for introducing new con- 
cepts or entities to a reader. It is also an important aspect 
of choice: for example, in deciding which car to purchase. 
It is therefore important in electronic catalogue descriptions, 
since the purpose of these is to either teach the user some- 
thing new (as in on-line encyclopaedias or museum guides) 
or to help the user make an informed choice (as in shopping 
guides). By investigating the use of comparisons in elec- 
tronic encyclopzedia rticles, we have been able to build the 
same functionality into our systems. 
This section next outlines three types of comparison which 
were identified in an analysis of on-line hypertext ency- 
clopaedia articles. We then turn to ways in which comparison 
can harnessed within the current discourse context, allowing 
dynamic hypertext systems to help the user to help them- 
selves, and bypassing the shortcomings of the overload or 
insufficiency of information in a hypertext network. 
The Types of Comparison 
Milosavljevic and Dale describe three types of comparisons 
found in electronic encyclopaedia systems [ 141: 
b A direct comparison is bi-focal: neither of the two entities 
being compared is more central to the discourse. For exam- 
ple, we might distinguish the two subtypes of a class such as: 
There are two kinds of camels: the dromedary, or Arabian 
camel, which has one hump, and the Bactrian camel, which 
has two humps 141. We also find more Iengthy forms of di- 
rect comparison when two entities are particularly similar, 
such as the rabbit and hare. The PEBA-II system produces 
direct comparisons of animals when a user specifically asks 
for a comparison of two similar entities, by comparing each 
of the property types (eg. length, colouring) which the two 
animals share, in a point-by-point manner. Figure 5 provides 
an example direct comparison produced by PEBA-II. 
l A clari$catory comparison is produced when, in describ- 
ing an entity (thefocused entity), there is another entity which 
is either: (i) a potential confusor of the focused entity and 
hence needs to be distinguished; or (ii) known by the reader 
and shares a number of salient features with the focused entity 
and hence makes a good comparator by which to describe 
the new entity. A clarificatory comparison is uni-focal since 
the focused entity is more important than the potential con- 
fusor. Figure 6 shows a description of the echidna produced 
by the PEBA-II system which contains a clarificatory compar- 
ison with the porcupine. This comparison is used for users 
who are either very familiar with the porcupine (and there- 
fore their existing knowledge is used to better enable them to 
understand the description of the echidna), or who may con- 
fuse the echidna with the porcupine. ILEX currently produces 
comparisons such as: Like the Jesse King Necklace, this item 
is in the arts-and-crafts style. Howevel; it is made from silver 
and enamel rather than gold and enamel. 
l An illustrative comparison is useful when there is a com- 
monly known entity (or an entity specifically known by this 
user) which shares a particular property with the focused en- 
tity, and hence can be used to illustrate the property. An ex- 
ample illustrative comparison produced by the PEBA-II system 
is found in Figure 2: The Echidna is about the same length as 
a domestic cat. ILEX produces comparisons with previously 
described items such as: Like the previous item, this necklace 
is in the Organic style. 
Comparisons in Context 
In order to meet the user’s needs, a dynamic hypertext system 
must provide the user with full freedom to explore a hyper- 
space. In addition, by POINTING BACKWARDS, a document can 
relate the current context to previously-covered information 
(see the next section); by POINTING FORWARDS to information 
which might be relevant or interesting to the particular user, 
the system can guide the user’s traversal of information in the 
physical or virtual space. 
When learning about unfamiliar items in the domain, the user 
will augment heir existing knowledge with new knowledge. 
Consequently, when describing a new concept to the user, 
we should build on their existing knowledge and refer to 
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The Rabbit and the Hare 
The Rabbit is a member of the Leporidae Family that has very helpless young which are born naked and with closed eyes. The Hare is a 
member of the Leporidae Family that has young which are born furred and with open eyes. 
Some comparisons: 
l Like the Hare, the Rabbit has long ears. 
. Like the Hare, the Rabbit feeds on herbs, tree bark and vegetables. 
. Like the Hare, the Rabbit has a short, upturned tail. 
. The Hare is longer than the Rabbit. 
l The Hare weighs twice as much as the Rabbit. 
. The Rabbit lives in underground burrows whereas the Hare lives in a simple nest. 
. The Rabbit lives in colonies whereas the Hare rarely lives socially. 
- 
Figure 5: A direct comparison of the rabbit and hare produced by PEBA-II. 
concepts with which he/she is familiar, in order to ease both 
the description task for the system and the understanding of 
the new concept for the user. Note, however, that within a 
hypertext document, the compared concept can be a hypertext 
link, and hence if the user is interested, he/she can request 
further information about the comparator. The important 
question here, then, is whether the user has to have knowledge 
of the comparator in order to make a comparison. 
In order to provide hypertext links from the current hyper- 
text document (describing a focused entity) to other entities 
(or to other potential hypertext documents describing other 
entities), we need to assess object similarity.5 However, sim- 
ilarity does not operate without a context (or respect): the 
statement a is similar to b does not simply mean that entities 
a and b share a large number of properties, since every en- 
tity shares an infinite number of properties with every other 
entity;6 rather, this statement means that a is similar to b in 
a certain respect, r [7]. For example, children and photos 
do not appear to be very similar concepts; however, under a 
context such as items to be saved from afire, they are highly 
related. When computing the similarity of concepts in a par- 
ticular setting, we need to specify what T is: for example, 
in domains consisting of concrete objects (such as animals 
or jewellery), r might be simple attributes such as length or 
colour or more complex notions such as appearance, elabo- 
rateness or size. 
In any particular domain, the current context can be taken to 
be either the user’s interest (at the beginning of an interaction, 
this might be all we can rely on), the currently focused item, 
or a combination of the two. A dynamic hypertext system 
can then incorporate into the current document links to related 
concepts or entities in the domain by taking account of this 
context. The context is mapped to a representation of r which 
is then used to compute object similarity with other items of 
potential interest. 
The nature of T will vary depending on the current context. 
‘Recall that we are only considering documents describing one particular 
entity or concept. 
hFor example, if entity a is a necklace and entity b is a ring, then both 
entities weigh less than lkg, 2kg, 3kg and so on. 
That is, the computation of object similarity might boil down 
to a simple attribute match in cases where we consider such 
things as animals with scales, blacksleeveless dresses orjew- 
els made by Jesse King, and the comparisons formed from 
such instances will thus be simple illustrative comparisons 
such as: In the next case there is another jewel which was 
made by Jesse King. On the other hand, in situations where we 
require more complex object similarity matching according 
to such things as appearance or elaborateness, the resulting 
comparison will be clarificatory since we will need to specify 
why the objects are similar (it is not a case of simple attribute 
matching) and then delimit where the similarity ends [16]. 
Any particular context will reveal similarities between ob- 
jects which might not otherwise be considered similar. For 
example, under the context animals with scales, we might 
consider$sh to be similar to armadillos. 
We have developed a similarity metric which takes into ac- 
count the different types-and the non-binary nature-of 
similarity. This allows us to determine when properties which 
are not identical are, in fact, similar: for example, the ma- 
terial silver is more similar to gold than it is to paper, and a 
body covering of soft fur is more similar to wool than it is to 
spines. This allows us to more accurately determine the sim- 
ilarity of objects than simple feature-matching metrics such 
as Tversky ‘s [26]. 
To illustrate the utility of this, imagine a person approaches an 
electronic catalogue system and enters their interest as some- 
thing like I am interested in music. Such a system might be in 
a museum, in a department store or in a library. A museum- 
based system can then determine which items in the museum 
might be relevant or interesting to the user, and propose a 
path and associated story through the museum; that user’s 
tour would be personalised. Similarly in a library or depart- 
ment store, the system can direct a user to items of potential 
interest. As the visitor “walks” through the information space 
(whether physical or virtual), the system can adapt the tour 
by taking into account those items which are, in fact, inter- 
esting to him/her, assessing the similarity of other items to 
a changing model of his/her interests. Concepts and entities 
will be represented in a virtual space for use by the system, 
and may or may not also be located in some physical space in 
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The Echidna 
I‘he Echtdna, also known as the spiny Anteater, is a type of Monotreme that is covered in stiff, sharp spines 
mixed with long, coarse hairs. Although it is similar in appearance tothe African Porcupine it is not closely 
related. The African Porcupine is a type of Rodent that has long sharp spines, up to 50cm long, which cover 
its whole back and can be raised by muscles under the skin. Like the African Porcupine, the Echidna has a 
browny black coat and paler-coloured spines. The African Porcupine is twice the length of the Echidna (80.0 
cm vs 47.5 cm). The Echidna has an average weight of 4.5 kg whereas the African Porcupine has an average 
weight of 25.0 kg. The Echidna is a carnivore and eats ants, termites and earthworms whereas the African 
Porcupine is a herbivore and eats leaves. roots and fruit. 
‘l’he Echtdna has the tollowing subtypes: 
. the short-beaked Echidna and -~ -___ 
l the long-beaked Echidna. 
‘l‘he Echtdna has a small head. It has a prolonged, slender snout. It has no teeth. It uses its extenstble, stocky tongue tor catching ants, termites 
dna other small insects. It has powerful claws allowing for rapid digging of hard ground. It is found in Austraha. It IS active at dawn and 
dusk. It hves by Itself. It has an average lifespan in captivity of 50 years. 
This text is generated for the novrce user level. If you would like the text for the expert user level click here. 
Figure 6: A description with clarificatory comparison produced by PEBA-II. 
a museum or department store. ‘l‘he tnteraction between these 
spaces is particularly interesting since we can lead the visi- 
tor or buyer to items of potential interest which are in close 
proximity [20]. The constraints posed by a physical lay- 
out will impact the choice of comparators which are linked 
into the unfolding discourse, both those to which we point 
back (the most recently visited items) and those to which we 
pomt torward, which should be the items in closest proxim- 
tty. Additionally, lor the purposes of illustrative comparison, 
we might make use of items which are currently perceivable 
by the user-instead of items visited previously-in order to 
make the description more immediately accessible. 
Maximising Coherence Through Past Discourse 
‘l‘he importance of being able to refer back (or POINT BACK- 
WARDS) to previous conversations with a listener, or more 
apecthcally, to concepts previously described to a listener, is 
obvious when we enter a conversation or debate which has 
been going for some time, or when we try reading a book 
from the middle, or start watching a movie which is already 
half-way through. Although initially the new environment 
will be thoroughly confusing, we can often pick up much of 
what we missed by listening for the use of discourse history 
in the conversation, debate, book or movie. The discourse 
history plays a central role in NLG systems, particularly when 
constructmg anaphoric reterrmg expressions such as it or red 
O~PS 121, or when trymg to refer to concepts mentioned in 
past communtcatton with a user [ 171. 
A dynamic hypertext system which is capable of producing 
comparisons can make considerable use of the discourse his- 
tory. Within the local textual environment, he system can 
reinforce the relationship between the previous and current 
documents by linking the ways in which concepts are de- 
scrtbed tn each; we refer to this as TEXTUAL COHERENCE. 
In the more global discourse context, the system can build 
on those concepts previously described, in a similar way to 
employing a user model; we refer to this as CONCEPTUAL 
COHERENCE. 
Textual Coherence. The path by which a user might arrive at 
a particular hypertext document cannot always be predicted 
in advance. Thus, making comparisons with the concepts 
described in the most recent document is an effective way 
of making more coherent the transition from one document 
to the next-it is part of the rhetoric of arrival, in Landow’s 
terms [ 111. This cannot be achieved by means of the simpler 
annotations used to mark up documents in straightforward 
adaptive hypertext systems. 
As described earlier, the automatic generation of hypertext 
documents eftecttvely constttutes an ongoing discourse with 
the user, and hence the description should provide a con- 
nection to the most recently described concept. Both the 
PEBA-II and the ILEX systems link the focused entity to the 
most recently described entity. For example, the description 
of the Echidna in Figure 2 is discourse-initial (that is, the 
first description for the user); but if the user had arrived at 
the Echidna document from the short-beaked Echidna doc- 
umcnt, then the PEBA-II system would have produced the 
following linking text within the resulting description of the 
Echidna: Apart,frorn the short-beaked Echidna, the Echidnu 
has the following subqpe: the long-beaked Echidnu. The 
ILEX system currently generates linking sentences such as: 
Like the brooch designed by Page, this item is in the Organic 
style. 
ILEX uses these linking sentences to liken the current piece 
of jewellery to a previously described piece in order to bring 
the similarities to the user’s attention. There are several al- 
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ternative ways of making the discourse more connected, but 
the difficulty lies in finding the most relevant relationship 
between the entities described in the hypertext documents. 
Except where a document has been reached from the top of 
the system (both PEBA-II and ILEX have introductory indices 
where the user can select any object), in most instances there 
should be some characteristic by which to link the two docu- 
ments, since the current document is likely to have been been 
listed in the text of the previous document for some reason. 
It is often this very reason which provides us with some clue 
as to what to use in the linking sentence. 
Conceptual Coherence. A dynamic hypertext system can 
make use of the longer-term discourse history by making 
comparisons with those concepts which have been described 
to the user in the past discourse; recall that we call this point- 
ing backward. For example, in describing the porpoise to 
a listener, it is often easier to compare it to the dolphin us- 
ing a clarificatory comparison. If the system has previously 
described the dolphin to the user then this comparison can 
easily be made.7 
Dynamically producing hypertext documents allows for the 
production of shorter texts, since the system can omit links to 
concepts it no longer considers relevant, or include links to 
those it determines to be relevant-but not sufficiently so to 
realise fully within the current document. If the user requires 
further information about any of those concepts, then he/she 
can ask follow-up questions by selecting the links. This helps 
to alleviate the problem of overwhelming the user with too 
much text, and increases the likelihood that the user will read 
the whole document.* 
In the PEBA-II system, it is assumed that the user reads all 
the text displayed but that their knowledge of concepts di- 
minishes over time. In ILEX, some pieces of information are 
re-iterated; how often depends both on the item’s assimilation 
score (which indicates the extent to which it is assumed to 
be known), and on the user-type’s assimilation rate (which 
indicates the ease with which the item becomes assimilated). 
It remains to be seen which strategy will prove to be the 
more effective; it is possible that different strategies will be 
appropriate in different domains. 
Coherence Arising from the System’s Own Goals. A final 
issue related to conceptual coherence is worth noting. In the 
system-user dialog, the main aim is to let the user achieve 
his/her goals. However, it is still feasible for the system to 
pursue its own agenda while servicing the user’s needs. 
In a sense, the user’s freedom to explore information is par- 
tially restricted by the hypertext links the system chooses to 
include. Educational systems (such as on-line encyclopaedias 
or museum guides), and shopping catalogue systems, might 
have in-built goals which they try to achieve, pointing the 
user to items which are determined as important (for learning 
or selling purposes), interesting or useful. Of course, in both 
our systems, the user can at any time return to the front page, 
and select any object to be described. They are still “really” 
free. 
Furthermore, in producing descriptions of objects which the 
user requests, the ILEX system ensures that each description 
contributes maximally towards the user’s goals, while build- 
ing up a coherent picture for the individual user. For exam- 
ple, suppose we are describing an item of jewellery which 
happens to be made of plastic; then (while this may not be 
important in itself), it allows the system the opportunity to 
make one of the points on its own agenda: although we now 
regardplastic as a cheap material (and thus generally use it in 
mass-produced jewellery), early this century, it was d@cult 
to make, and hence used in one-off designer pieces. In this 
way, the system’s own goals are opportunistically satisfied. 
CONCLUSION 
We have argued that adding natural language generation tech- 
niques to on-line hypertext catalogues purchases important 
leverage, particularly given the wide range of users of such 
systems. In particular, a hypertextual network and the nodes 
of that network (the documents) can be automatically con- 
structed, and customised to the individual user’s knowledge 
and needs; we term the result DYNAMIC HYPERTEXT. By us- 
ing NLG techniques, the production of on-line texts is highly 
flexible and can be tailored to a level of detail beyond that 
possible using multiple canned texts; we can introduce a 
significant amount of variation, presenting each user with a 
genuinely personalised electronic catalogue which builds on 
their knowledge by making references to known concepts. 
Using comparison in dynamic hypertext systems helps users 
find what they are searching for in a maze of hypertext doc- 
uments, and to acquire the information in an understandable 
way. Throughout this paper, we have illustrated these ideas 
with examples from two implemented systems on the www. 
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