ABSTRACT Visual tracking has long been studied in computer vision, and it has many practical applications such as surveillance and security, traffic control, human-computer interaction, and activity or behavior recognition to mention but a few. Head tracking attempts to follow a person's head within a video sequence. This paper presents a methodology that automatically designs an artificial dorsal stream for the problem of head tracking. Multiple visual operators are synthesized to obtain several visual and conspicuity maps that are fused into a saliency map, which is converted to a binary image, thus defining the proto-object. The automatic design of visual attention programs for the problem of head tracking is achieved through an optimization process following the Darwinian paradigm of artificial evolution. Artificial brains are synthesized using multiple visual operators embedded within a complex hierarchical procedure consisting of several key processes such as center-surround mechanisms, normalization, and pyramid-scale processes. The proposed strategy robustly handles many difficulties including occlusion, distraction, and illumination, and the resulting programs are real-time systems that are able to track a person's head with enough accuracy to automatically control the camera. Extensive experimentation shows that the proposed method outperforms several state-of-the-art methods in the challenging problem of head tracking.
I. INTRODUCTION
Computer vision systems are widely inspired by the human visual system to approach several tasks such as object detection, classification, and tracking. In recent years a new paradigm, called brain programming, is emerging as a new evolutionary computing methodology with promising results in solving such problems. The idea is to evolve artificial brains, which are computational programs that mimic or emulate several stages of the dorsal and ventral streams found along the visual cortex [49] , [50] . Brain programming is a kind of deep learning approach where evolutionary computing is merged with neuroscience knowledge to create artificial models of the brain. The methodology applies the paradigm of artificial evolution by merging hierarchical networks with multi-tree programs. This approach could be seen as a kind of deep genetic programming that allows the emergence of complex visual behaviors. In this paper, an artificial dorsal stream is evolved to compute visual tracking, which is considered a fundamental step to explore videos and is important in many computer vision-based applications such as security, surveillance and robotic vision systems. Nowadays, visual tracking is considered a challenging task since various factors turn the problem intractable: background clutter, occlusion, distraction, and illumination, just to name a few. All these aspects still cause problems at the moment of computing the representation of the object being tracked. The methodology that is outlined here shows how it is possible to build a computational representation that is highly adaptable to environmental changes.
Visual tracking or video tracking is the process of locating a moving object, or multiple objects, over time using a camera. The task of visual tracking has been applied in video surveillance systems focused on the automatic identification of moving vehicles or pedestrians, as well as head tracking. Those systems are focused on the decomposition of the task into several stages such as background modeling, moving object classification, and others. Learning has been an active research topic in this area since it is of paramount importance to acquire new or modifying existing information. Robustness of such systems has been improved through the reframing of tracking as a classification task [1] , [2] , [10] . Also, several tracking algorithms have been proposed through the idea of incremental learning based on updating appearance models [55] and on-line sparse principal component analysis [31] . Such appearance-based methods even when on-line model updating is applied, are prone to drift and loss of target under common conditions like large pose variation and illumination change.
A. PROBLEM STATEMENT
This paper describes a system that automatically designs novel computational models of an artificial dorsal stream (ADS) for the task of head tracking. Creating an algorithm for tracking a person's head is considered an open research area. The head's projection onto the image plane demands specialized models related to the processes of feature acquisition and integration. A solution to the problem of head tracking is of paramount importance for surveillance and security. Head tracking from an image has been a challenging area of research due to multiple factors related to the process of feature extraction, video composition, scene content, to name but a few. Such aspects are usually dealt in several stages within the computational process and tackled successively until the head is found within each image in the video sequence. The key idea for a successful tracking is to achieve meaningful feature extraction of the object of interest, which in this case is the head of a person.
B. RESEARCH CONTRIBUTIONS
In this paper, we introduce a methodology of visual tracking based on synthetic proto-objects that are designed by an artificial intelligence methodology that is called brain programming. The usual approach is to extract proto-objects using separate bottom-up and top-down processes. The knowledge about the target is created through the association of saliency values of different regions and their probabilities of belonging to the searched object. The idea presented here deals with bottom-up and top-down factors by a unique framework using an optimization process that combines all attributes into a single result or outcome, called proto-object. This methodology avoids unnecessary stages (segmentation) and therefore simplified the overall process, therefore creating new opportunities to incorporate new stages where the behavior of persons within the video sequence could be explored from a high-level standpoint. Also, by opening new research avenues towards general automatic target-tracking design.
The paper is organized as follows. Section II reviews the state-of-the-art of visual tracking in particular for the problem of head tracking using visual attention. Section III presents the proposed methodology to synthesized visual attention programs. Section IV presents the tracking process that is proposed for following a person's head. Experimental results are discussed in Section V. The conclusion is drawn in Section VI.
II. RELATED WORK
Visual tracking has been a subject of very active research and there are some surveys that review existing visual tracking algorithms [26] , [58] and benchmarks [16] . In general, all strategies use the following three modules: 1) object modeling, 2) foreground segmentation (object detection), 3) object tracking. Stages 1 and 2 seem unnecessary since an optimal object modeling should provide the necessary features for tracking the object along the image sequence. However, the lack of a suitable strategy to extract meaningful information from images is still daunting in computer vision. Also, in order to evaluate different algorithms, many measures have been proposed while comparing the results with ground truth consisting of annotations of target presence and position. Among the numerous targets that have been studied in visual tracking, head pose estimation is of particular relevance since head detection of a person is a common ability of humans and it presents a unique challenge for computer vision systems [43] .
Several approaches have been proposed to study head pose and people tracking in the last two decades. In [39] a local image descriptor in the form of a vector called 'jet' was proposed to track faces on image sequences. This could be considered as the first approach where local invariant information was computed to track in real-time facial landmarks on realworld image sequences. Visual features were extracted with Gabor filters hence using Gabor jets as general visual features aimed to track eyes, mouth, chin on a face. In that same year, a bottom-up approach considered six feature points tracked using correlation windows and determined the head movement from weak-perspective geometry [22] . An improved method of the previous approach was proposed in [69] where an affine approximation to the motion of projected facial features such as eyes, mouth, and nose is applied through an ellipse-circle correspondence technique using linear regression and Kalman filter. This idea has been extended recently with the use of adaptive correlation filters and convolution through the application of the fast Fourier transform [5] with excellent results [12] , [20] . Another historical paper on the area of human-computer interfaces applies an approach called incremental focus-of-attention to place a cursor on a monitor screen [59] . The idea is to cast search heuristics and tracking algorithms as layers, which perform search space reduction of all possible face-poses using live images. The sequential layers are color, color and motion, blob, blob w/orientation, template, and features & 3D geometry. Each layer in the hierarchy is associated with a finite state machine. Modern approaches have turned into local feature extraction like in [45] where a local invariant descriptor (SIFT) is used in combination with VOLUME 6, 2018 prior knowledge of 3D face shape, or stereoscopic information [68] and RANSAC-based matching [71] .
An alternative approach is to consider only the problem of head tracking using a model-based approach where it is common to apply a rigid 3D model of the head and search for the correct transformation between image frames in a video sequence [7] , [13] , [38] , [41] , [57] , [64] . The advantage of such tracking approaches is their ability to track the head with high-accuracy by discovering the small pose shifts between video frames. In this mode of operation, the system is no longer computing the head pose but rather tracking the movement of the head. Model-based head tracking has been improved with particle filtering [14] . Later, head tracking was studied in [70] by recovering the relative head motion between consecutive frames using a Kalman filter. In [56] a multiple-face tracking from low-resolution surveillance videos is studied. The method works sequentially in three steps. First, detecting and segmenting skin regions in an image. Second, checking each skin component whether it is a face using mouth and eyes functions. Third, fitting an oriented bounding box to the detected skin-region using the anthropometric shape of human face. The algorithm is capable to localize multiple faces from an image in real-time. Recently, driver's head tracking was studied as part of a driver monitoring system devoted to the analysis of driver's head conduct [40] .
Another research avenue consists of extending the study of head tracking to the whole human motion analysis. In [33] a first paper was proposed to track people bodies while estimating visual attention field for each human using head pose information. The paper introduces a new approach to estimate human head-pose in combined thermal and color tracking sequences. People counting and tracking was studied in [65] using four modules: foreground extraction, head-shoulder, component detection, tracking and trajectory analysis. The key point was to combine motion information to achieve multi-target detection. The system uses discriminative features to achieve rapid people detection. Head-shoulder detection was studied in [63] , where a rapid and robust method was proposed while combining attention-based foreground segmentation with a multi-view head shoulder detection cascade to achieve high-performance in both accuracy and speed. Direct estimation of pedestrian monitoring was studied in [54] where video-based direction estimation method exploits the notion of perspective distortion as perceived in monocular vision. Pedestrian detection was studied in [8] by developing a motion segmentation module and a feature extraction module for human localization. Background subtraction is proposed to collect the initial set of moving objects. Then, a shape descriptor is presented to encode the pattern of the human body in terms of silhouette orientation histogram.
The problem of head tracking has been studied through saliency-based approaches. Convolutional neural networks have been applied to the problem of head tracking [32] since 1997 as a probe of concept and more recently with RGB-D data [42] . In [36] salient feature-based tracking was proposed, where image traits for target tracking are selected based on saliency and estimated according to the power of discriminating the target from its surrounding areas [21] . The technique was extended to detect salient regions in spatiotemporal space [37] . Also, the framework for tracking salient regions was proposed in [17] and [66] . In those works, salient-based regions are first detected and then tracked in video frames based on low-level features using the bottom-up mechanism. Then, the target location is determined through a weighted combination of all available salient regions. Tracking by salient regions usually depends on co-occurrence of a large number of these features [66] , which is computationally expensive and targets must be large enough [17] . In [67] is proposed an approach of context-aware visual tracking that uses a set of auxiliary objects to support the target tracking. Such features are said to be artificial and contrast with protoobjects, which are biologically inspired by the visual attention process. The auxiliary objects are tracked collaboratively within image regions that exhibit persistent co-occurrence and consistent motion. This kind of approach is computationally efficient while providing accurate results. In [34] visual tracking by proto-objects was proposed since the whole target can be detected as the salient feature, requiring fewer numbers and small targets. The difficulty of creating target conceptual knowledge is avoided through probabilistic learning to infer the states of both the target and proto-object during the tracking process. Nevertheless, the quality of the detection relies on the extracted features from which learning is made. Hence, the main disadvantage of saliency-based approaches is that focus-of-attention programs are hand-coded, so the designer has the ultimate responsibility for the object-level representation and the inherent difficulties of obtaining the target conceptual knowledge.
An alternative method for visual saliency is proposed in this paper where symbolic-learning is applied to develop visual attention systems that are evolved for the task of head tracking. Optimization of an artificial dorsal stream is modeled to achieve visual attention programs capable of following the given target. The idea is to find through artificial evolution a set of complex operations charged of several stages within a visual attention system. In particular, several mathematical and computational operations are designed to create the set of visual features extraction and visual maps, the computation of conspicuity maps, feature combination and saliency map. All these stages integrate the typical visual attention mechanisms of bottom-up and top-down into a unique process where low-level features are merged with task-related knowledge through an optimization/search process.
III. BRAIN PROGRAMMING
Brain programming (BP) is an evolutionary paradigm whose objective is to optimize complex models by adjusting inside visual operations embedded in computational brain systems [15] . In this work, an artificial dorsal stream (ADS) is evolved to achieve visual tracking by proto-objects in the difficult task of head tracking, see Figure 1 . This methodology is FIGURE 1. This diagram shows a simplified view of the evolved focus-of-attention discovered through artificial evolution for the problem of head tracking. The approach follows a deep genetic programming paradigm, called brain programming, merging hierarchical neuroscience modeling with multi-tree representations to produce optimal head trackers.
useful at the moment of optimizing models such as the ADS, where several independent operations are integrated within a predefined hierarchical structure. BP follows the evolutionary cycle of genetic programming (GP), but it proposes a complex heterogeneous multi-tree representation for individuals acting as ingrained or essential characteristics of the virtual brain. Note that the hierarchical structure while being fixed during evolution, it can be changed to approach other problems like the case of evolving an artificial visual cortex [23] . In this way, the proposed methodology can be considered as a new evolutionary computing paradigm, which can be used to tackle several computer vision problems. In this work, BP describes a manner in which an ADS is evolved using the multi-tree representation, the hierarchical structure, in combination with key processes such as the center-surround mechanisms, including normalization and pyramid-scale process, that bring the necessary tools to implement the methodology to approach problems of high-complexity.
A. EVOLUTION OF AN ADS FOR HEAD TRACKING
The ADS is a computational model that simulates the biological process of visual attention (VA). This model is based on several proposals inspired by the human visual system to approach the focus of attention (FOA) task [15] , [19] , [29] , [53] , [60] . The ADS is a hierarchical process that emulates the natural process that takes place along the visual cortex, specifically through the dorsal stream. This work follows the idea that elementary VA routines can be discovered through symbolic optimization. Therefore, VA is seen as visual behavior that can be evolved through artificial evolution acting over modular structures embedded within a complex computational structure. The evolution of an artificial dorsal stream has been successfully applied to other problems like the accurate detection of a laser spot in a real environment [9] . The dorsal stream establishes a relationship between different elementary features or properties of the scene, called the early representation, into a central representation that contains a compound visual map. These processes are achieved in two main stages. First, a number of elementary feature acquisitions are performed in parallel to compute several visual maps: intensity, orientation, color, and shape. Second, a selective mapping from the early representation is computed to fuse information from different maps into one coherent whole. The result is a more central representation called proto-object that contains a single object in the visual map. Both stages are known as ''feature acquisition'' and ''feature integration.'' The aim of this section is to show how an ADS model could be evolved through an artificial evolutionary process that achieves highly specialized designs for detecting heads on images.
1) FEATURE ACQUISITION
The extraction of visual features is accomplished by a set of evolved visual operators (EVOs). Three different EVOs are specialized, with the aim of highlighting prominent features such as orientation (EVO O ), color (EVO C ) and shape (EVO S ). There is a fourth visual operator, which is not evolved, used to obtain intensity characteristics. Each feature defines a dimension following a hierarchical and independent process that is fused into a single representation achieved by the feature integration stage. In traditional systems, these operators are defined with a data-driven approach [25] , where operators remain fixed. We propose to build such operators with a function-driven approach, using function composition to find operators that better serve the task at hand. The EVOs domain is the set of image color channels, hence the input RGB color image is mapped to other color models, I color = {I r , I g , I b , I c , I m , I y , I k , I h , I s , I v }, where each element corresponds to the color channels in the RGB, CMYK and HSV color models. Feature dimensions and their operators are detailed next.
Intensity. This feature measures the amount of light striking a photosensitive receptor. This dimension is the only one in the system that implements a constant operator since it only transforms the input color image into an intensity image as follows:
where I r , I g , I b are the red, green and blue color channels of the input images.
Orientation. The objective of describing the image through orientation information is to find prominent edges in the image, line intersections or corners, interest points, and parts of objects [47] , [48] , [62] . The information in the visual map VM O represents the prominence of each pixel based on orientation characteristics. The operator charged of this task VOLUME 6, 2018 is defined by the mapping:
Note that in traditional systems this operation is computed with neural networks and sometimes the implementation is calculated with Gabor filters using several orientations, spatial frequencies, and scales [29] . Table 1 shows the set of functions and terminals that can be used to build the operator for the orientation dimension. I T O are elements in the terminal set T O ; or output elements of the function set F O ; D u represents image derivatives in the direction u ∈ {x, y, xy, xx, yy}, and G σ corresponds to Gaussian filtering with the given σ value. Finally, I color = {I r , I g , I b , I c , I m , I y , I k , I h , I s , I v }, where each element corresponds to one of the color channels in the RGB, CMYK, and HSV color models. Color. The goal of computing the color dimension is to find prominent information of the target based on the texture or color contrast. The visual map VM C outlines highcontrast regions of the input image.
On previous works, this dimension was computed using spatial differences on the image channels by calculating color opponencies [29] . The functions and terminals employed to build the color visual operator are shown in Table 2 . I T C are elements in the terminals set T C , where I color is the set of color channels and (rgopon, byopon) emulate the functionality of the color-opponent ganglion cells using red-green and blueyellow color channels respectively; or it can be also the output of the functions in F C ; Shape. The purpose of this transformation is to accentuate interesting features based on the appearance and structure of the objects within the scene through mathematical morphology. The visual map for shape VM S is created through the mapping: This dimension was first considered in [49] for the ADS model within the artificial visual cortex (AVC). The building blocks for the shape feature dimension are shown in Table 3 . I T S can be any of the terminals in T S or the output from an element of F S ;
Features to Conspicuity Maps. After creating the four visual maps (VM s), one per feature dimension, the next procedure is to create the conspicuity maps (CM s). This is achieved by implementing a centersurround process
that emulates the center-surround receptive fields found in the natural dorsal stream. The artificial system creates a pyramid VM l (α) of nine levels, each at different spatial scales α = {1, 2, ..., 9}. Then, an across-scale subtraction is computed; leading to a set of six center-surround maps VM l (ω) where the pixels' value depends on the contrast along its neighborhood at the different pyramid scales ω = {1, 2, 3, 4, 5, 6}. After, the VM l (ω) maps are integrated through an across-scale addition ⊕ to obtain a conspicuous map CM d per dimension. Thus, the final CMs have to be combined by applying the feature integration operation to produce a single map.
2) FEATURE INTEGRATION
The second stage of the ADS combines the output CMs from the previous step in order to create a single output map known as the saliency map (SM ). This Feature Integration operation is defined by the mapping:
where CM d are the conspicuous maps for the four feature dimensions d = {I , O, C, S}. The integration of the conspicuous maps discovered by the feature acquisition procedure is designed by the optimization process. Therefore, the evolutionary algorithm should define a proper combination of maps from all dimensions in order to evaluate the resulting SM . The set of functions and terminals used by the brain programming algorithm to obtain the evolved feature integration (EFI ) operator can be found in Table 4 .
I T FI can be any of the items in T FI or the output from one of the functions in F FI . Note that the terminal set is defined by the resulting conspicuous maps from the previous stage of the system across all dimensions.
Currently, there is no detailed description on how the natural system performs this process; it is uncertain how the brain integrates the CMs, or in which region of the brain the SM is generated. The final SM is contrived by combining the CM s, here, the values computed at pixels' location represent the prominence of each point in the scene. Then, a spreading algorithm is applied by starting from the highest point in order to define the most prominent image region or proto-object. Note that we do not use the idea of saccades since the aim is to detect the most prominent feature and track it along the video sequence. Finally, the map is converted to a binary image, thus defining the proto-object P composed of n points.
The search space can be defined as the number of all possible solutions that are achievable through the combination of all possible visual operators. Its size can be obtained with the set of functions and terminals described in Tables 1, 2 , 3, and 4. The selection of functions and terminals is based on our previous work about learning interest point detectors and descriptors [47] , [48] , [51] , [52] , [61] , [62] and works modeling the ventral and dorsal streams [15] , [23] , [24] , [49] , [50] . Given nT terminals, nF U unary functions and nF B binary functions; the size of the search space could be calculated as follows:
where, nln is the number of leaf nodes, npn 1 is the number of parent nodes with one-child node, and npn 2 is the number of parent nodes with two-child nodes; same for the EFI . Hence, the search space S is the result of multiplying all possible combinations of visual operators for all dimensions and the feature integration stage. This can be written as follows:
where l is given by the depth of the tree, and d is the number of dimensions. The size of the search space is 9.0922 × 10 27 solutions for l = 3. Even with this simplification, it is necessary to devise a way to search for the best solutions.
The aim of this paper is to use the SM as a head detection mechanism, where the most prominent region in the map should track the object of interest. In this way, the functions within the ADS must be optimized to find the head within an image sequence. This is achieved through an evolutionary process by implementing the brain programming paradigm presented in [50] . The operations for modifying the computational structures, as well as the fitness function, control parameters, termination criterion and result designation are defined next.
B. GENOTYPE AND EVOLUTIONARY OPERATORS
This section describes four operations used to modify the structures undergoing adaptation in brain programming. A characteristic of EVOs is their independence, hence different set of functions and terminals could be defined. Each EVO is encoded through a syntactic-tree array to define the genotype, which is built as follows: the first syntactic-tree refers to EVO O , the second is EVO C , the third EVO S , and the last is the EFI operator; see Figure 2 . This particular representation implies a complex programming environment, where population diversity depends on the recombination of each EVO and the combination among them. Hence, crossover and mutation operators are defined at two levels. In a higher-level, the array of EVOs, called chromosome, are combined through a mechanism of recombination similar to single point crossover widely used in genetic algorithms; while the mutation operator substitutes randomly an element within the chromosome. At a lower-level, the algorithm takes into account each chromosome element, which corresponds to an EVO, and the crossover and mutation operators are implemented using the same setting as in the classical GP approach, see Figure 2 and Figure 3 ; note that in this analogy each EVO represents a gene.
C. FITNESS FUNCTION
In brain programming like in any evolutionary method, after the population is created, all individuals are evaluated. For this reason, it is necessary to formulate a well-posed fitness function in accordance with the goal that the ADS is attempting to reach. In the experiment, the ADS is trained to track heads from different databases. The F-measure is proposed as an appropriate metric between the ADS output and the head tracking task. This metric considers the weighted harmonic mean of precision P and recall R, to score the intersection area between the proto-object and the region where interest objects are located. In this manner, true positives are given by the overlapping region between the proto-object and the manually segmented region. The remaining areas outside the overlapping region refer to the false-negative and falsepositive pixels. These values are used to compute P and R. In this manner, P is given by the ratio of the proto-object area and its intersection with the interest object region; while R corresponds to the ratio of the interest region and its intersection with the proto-object. The F-measure is defined as follows:
with the weight α ∈ [0, 1]. In this work, we propose a balanced F-measure using α = 1/2. Therefore, the F-measure can be written as F =
2PR
P+R . This criterion is applied in VOLUME 6, 2018 FIGURE 2. Schematics that illustrate the crossover operations acting over a list of trees. combination with the open-loop and closed-loop tracking strategies and Equation (2).
D. CONTROL PARAMETERS
The brain programming paradigm is controlled by 12 control parameters that have standard values, see Table 5 .
The values of all of these control parameters are fixed and only the dynamic max-depth could change during the run. At the beginning of the BP algorithm, it receives as input the number of generations, the population size and the number of trees to be evolved per individual. The initialization method that is applied to the population is known as the ramped half-and-half method proposed by Koza [30] . This approach creates half of the initial population with the grow-method and the other half with the full-method. The grow-method produces unbalanced trees allowing branches of different lengths while the full-method makes balanced trees, with all branches of the same length. The length of the tree must not exceed the specified maximum to prevent that trees grow up without control during evolution. In our work, the size of the individuals should not exceed the user-defined maximum depth in order to avoid uncontrolled growth of the trees to prevent bloat. The depth of a tree is defined as the length of the longest non-backtracking path from the root to an endpoint. Tree depth limits the size of any given individual within the population and it is dynamically controlled by two maxima tree depths parameters. The first is the dynamic max-depth which is a maximum tree depth that may not be surpassed by any individuals unless its fitness is better than the best solution found so far. If this happens, the dynamic max-depth is augmented to the tree depth of the new fittest individual. Conversely, it is reduced if the new best individual has a lower tree depth. The second one is the real max-depth that is a hard limit and which no individual may surpass under any circumstances. After the initial population is created, and evaluated with the fitness function, the next step of the BP algorithm is the selection and genetic variation of individuals from the population in order to breed the next generation. Thus, the fittest ADSs are more likely to be selected, and the genetic crossover and mutation are sequentially applied until a new population is created. Note that the difference between GP and BP arises from the genotype representation, the hierarchical representation and special processes such as the Gaussian pyramid and center-surround process. In this way, the existence of a higher level of complexity within the genotype structure motivates the development of new genetic operators acting on different stratum that we call gene and chromosomal levels. In our work, during the production of the new population, the genetic operators are applied to find new solutions based on a probability that is assigned for each operation with the scheme proposed in [30] . In this case, the operations are computed independently and their total probability adds to one. Hence, the crossover probability at the gene and chromosomal levels are equal to 0.4 each; while the mutation probability for both levels is equal to 0.2, see Table 5 . These genetic operators allow the variation of the genetic material while promoting genetic innovation of individuals through all levels, and maintaining the diversity of the population. On the other hand, all variables of the proposed set of functions for all dimensions and feature integration stage use standard values.
E. TERMINATION CRITERION AND RESULT DESIGNATION
The brain programming paradigm parallels nature in that it's a never-ending process like any other evolutionary algorithm. However, as a practical matter, a run of the brain programming paradigm terminates when the termination criterion is satisfied. In this work, the run terminates when a prespecified maximum number of generations G = 30 have been computed. The head tracking task is posed as a learning problem, where the optimal ADS depends on the current database being learned. Therefore, finding a 100% correct solution is merely analyzed through the structured set of data and the score could change for different data. The method of result designation for brain-programming used in this work is to designate the best individual that ever appeared in any generation of the population as the result of a run of brain programming. Statistics are computed to estimate the quality of runs over a number of experiments and to discover the function composition of best solutions. Hence, the evolutionary process reaches at least a suitable ADS model during every single run.
IV. VISUAL ATTENTION FOR HEAD TRACKING
Head tracking is the process of tracing a person's head or their features as they move in a visual scene and this process could be divided into two sub-tasks: target detection and trajectory estimation. This work presents an ADS implementation that is evolved to perform the detection step, and in this section, two trajectory estimation processes are detailed next. In a basic manner, the head detection problem can be described as the task of assigning a value to each pixel in an input image I as follows:
, if the pixel corresponds to the head of interest 0, otherwise
The result is a binary image with a highlighted image region corresponding to the position of the head of interest. As described earlier, VA is the process of selecting which regions of the scene are focused, in this sense, the proposed model implements VA through the ADS for finding a head within the image. The idea is to train the system to attend VOLUME 6, 2018 image regions with visual features that correspond to the head.
A. OPEN-LOOP TRACKING
The ADS model achieves good detection rates regardless of the image location of the object, illumination, occlusion, and so on [15] . A first approach would be to develop a tracking system based on this detection mechanism. Such method is an open loop system since it does not use information from previous locations of the target. In this manner, the tracking algorithm relies on the quality of the ADS when tested in the head detection task. The system only uses information provided by the detection method to define the head's trajectory. In order to track the movement of the target head, an ADS is applied over every frame in a video sequence. As a result, the ADS focuses on the head of interest while it moves, implicitly solving the tracking problem. The position of the target is defined by the centroid of the region attended by the ADS as follows:
Given the proto-object P found by the ADS in an image; where P = {p 1 , p 2 , . . . , p n } is the set of all the points in P and each point is represented by its image position coordinates p i = (x i , y i ). The centroid is defined by C = (x,ȳ) wherē
Hence, the centroid provides the coordinates that are considered as the head's position in the image rPos t = rx t =x ry t =ȳ , which is the system's tracking output. Section V shows the experimental results of applying this tracking system to multiple video sequences.
B. CLOSED-LOOP TRACKING
Following the idea that the human eye continuously moves in order to attend the location of the object of interest, a computational system was implemented to estimate the head's location within the image using the last-known position. The ADS algorithm was improved by integrating a prediction filter. Hence, creating a closed-loop system whose filtering step performs a feedback mechanism that adjusts the detection. This process is performed in two phases: the first consists of extracting the centroid of the proto-object found by the ADS algorithm, the second adjusts the current position with a filter that establishes possible locations by using information from previous estimations. The purpose of the filter is to minimize the error of head's location described by the centroid of the proto-object. A prediction filter is a two-stage recursive algorithm composed of a measurement step and a correction step. The measurement step calculates coordinates of current location using the position of centroid at time t. As described earlier C = [x,ȳ] T , hence mPos t = [x t =x,ỹ t =ȳ] T . While the correction step uses the estimation at time t −1 in order to correct the tracked position of the head at time t, given by rPos t = [rx t , ry t ] T . In this way, the filter is defined as follows:
with:
where rPos t is the output at each step of the algorithm; Pos t is defined as a diagonal matrix that represents the difference between the head's position calculated during the measurement step at time t and previous estimation at time t − 1, x =x − rx t−1 and y =ỹ − ry t−1 ; while kW t is the adjusting variable defined by: As a result, kW t defines a region around the previous known position of the target as a way of delimiting its current position. This adjustment assumes a smooth motion of the object, hence reducing the impact of abrupt position changes due to inaccurate detection. In the case that the ADS detection is nearly perfect, that is, if the camera motion is smooth and accurate, and the ADS is capable of attending the center of the object without errors; hence, the estimation process would be unnecessary. Here, the experimental results show that for the training sequences the detection rate is high independently of the method for trajectory estimation. However, in the case of video sequences not considered during learning the closed-loop strategy is necessary. The next section describes the application of the best-evolved ADS models for head tracking.
V. EXPERIMENTAL RESULTS
This section presents an analysis and discussion of the experimental results. The aim of the experimental work is to show the quality of the ADS algorithm for the task of detecting a person's head. The undertaking procedure was developed to test the performance of the evolved models within a head tracking system. All experiments were carried out on a Dell Precision T7500 workstation, with Intel Xeon eight-core processor, using 8 GB RAM and a Nvidia Quadro 4000 with 256 CUDA cores and 2 GB of memory.
A. TESTING BP WITH A HEAD TRACKING DATABASE
The experiment was performed using the well-known head tracking database presented in [4] and compared with several state-of-the-art algorithms in [34] . This database is composed of 16 image sequences; where some images present one person moving around a building's room, while others present several subjects moving and crossing between them, thus creating occlusions. The database presents different persons with a wide variety of characteristics such as facial complexion, hair color, hair style, head shape, as well as different clothing, and all persons interacting in an indoor environment. In order to compare the quality of the evolved ADS with other algorithms in the state-of-the-art, we selected the same seven videos from the database that were previously selected by Li et al. [34] in the experiments, named Head1 to Head7. The image sequences have a different number of photographs: Head1 is comprised of 41 images; Head2, Head4, Head5, and Head6 have 51 images; while Head3 has101 images; finally, Head7 is the longest sequence with 201 images. The images on the sets: Head1, Head2, Head4, Head5 and Head6 consider a single person, while Head3 and Head7 show several persons in the scene. Note that all these videos present challenging tracking conditions such as fast movement, target self-occlusions, and deformation caused by head rotation.
Additionally, the ADS model does not assume a specific shape for the object of interest. The design is evolved using a detailed ground truth for adjusting the symbolic-model to the data and an optimization process is applied to improve the detection performance. Hence, besides the images from the database, a set of annotations is created for each image sequence. A laboriously manual segmentation was performed for the target heads in each of the seven videos. Figure 4 depicts sample images together with the proposed annotations for the training process of our tracking model, hence establishing a fine ground truth for testing the tracking performance of the algorithm. The next section presents a comparison of the proposed system with other algorithms from the state-of-the-art.
B. MODEL COMPARISON
In order to automatically design ADS models, the evolutionary process was executed individually for all seven videos. For each video, we performed ten evolutionary runs, five runs using the original annotations that provide the head's position for all images in the database. This is considered as the ground truth and is used as the performance measure that was applied in the detection quality of several algorithms presented in [34] . Therefore, we compare our methodology with five state-of-the-art methods. The first two methods are saliency-based, using attentional region (AR) [17] and salient feature (SF) [36] respectively. The third method is multiple instance learning based tracking (MIL) [2] , and the fourth method is tracking by decomposition (VTD) [31] . Finally, the fifth method is visual tracking by proto-objects (VTP) [34] . The author's implementation of MIL and VTD were available online and included in the results reported in [34] . Then, other five runs using the manual segmentation proposed in this paper were applied to help in the discovering of ADS models that better suit the characteristics of our proposed methodology. Note that manual segmentation should help our proposed methodology, but to remain fair with the comparison we continue to use the same criterion for tracking that is explained below. The training VOLUME 6, 2018 FIGURE 5. Tracking results of video Head3 using the proposed method with and without feedback, and considering the manual segmentation. and testing images for the brain programming algorithm were selected randomly based on the number of images of each video while maintaining a 70%-30% ratio for the trainingtesting sets for each image sequence. We consider also a validation step during the experimental procedure.
After running all optimization experiments, the best individuals were selected for each sequence of the seven videos in order to compare the results of the focus of attention (FOA) with the other algorithms. Figures 5, 6 , and 7 provide results of the best evolved systems that were discovered through artificial evolution. Blue contours define the ground truth (GT) and manual segmentation (Seg) that were used within the criteria for fitness evolution. The region outlined with the green contour defines the evolved proto-object that should match the head. The small blue and green circles represent the corresponding centroids. Note that in some sequences the green circle is outside the proto-object. This is due to the feedback mechanism that is attempting to correct its position. Visual comparison with results reported in [34] can be made for all five previous methods since similar figures are provided. The evolved mathematical operators for these three video sequences can be read in Table 8 . The tracking quality of individuals was measured using the tracking error rate E explained in [34] and computed with the following formula:
where rx t and ry t are the system's tracking output, which defines the center position of the target; gx t and gy t are the target central position of the ground truth; w t and h t are the width and height of the ground truth; and T is the total number of frames that have been tracked. Next, you will find a summary of the results. First, in the interest of establishing an equal comparison, the tracking results were analyzed with the ground truth included in the database. We measure the algorithm's performance when tracking the complete image sequences. Tracking results of the best individual for each video, using the open and closed loop paradigms, are shown in Table 6 . Note that we do not present results for the Head1 and Head3 image sequences since annotation files are not provided with the database.
Second, since our model does not assume a static shape for the target object, the training stage benefits from a more detailed segmentation. Thus, we performed five evolutionary runs for each video using the manual segmentation as ground truth. Tracking results for the best individuals found for each video are presented in Table 7 . Note that the videos where our evolved models present the worst results are those including VOLUME 6, 2018 several persons. This is due to the fact that target head changes between several persons present in the scene. Nevertheless, we can observe the improvement achieved by using the manual segmentation.
C. TESTING EVOLVED-FOA IN OTHER DATASETS
The Birchfield dataset is probably the first dataset that was made publicly available in 1998, also lots of works were validated on these sequences. This section presents results that were achieved after selection of one evolved-FOA out from the best solutions presented earlier and tested in some recent datasets. The idea is to test the robustness of our evolved-solution using challenging video sequences that were conceived by other authors focusing on the problem of head-tracking.
We select a sequence known as ''Occluded Face'' from the FRAGtrack dataset, see Figure 12 . This dataset is said to be very popular and was provided in 2006. The selected video contains occlusions, more than 90%, and appearance changes of an indoor sequence of a woman holding a journal. This makes visual tracking still very challenging and the sequence is provided with ground truth. A second sequence known as ''Occluded Face 2'' chosen from the MILtrack dataset was used to test our evolved-FOA solution. This video sequence is still used for comparing recent algorithms since it contains ground truth object location while testing visual tracking under changes of appearance, illumination conditions, occlusions and cluttered background conditions. Finally, we select two video sequences called ''jp1'' and ''jp2'' from the Litiv dataset. This is a more recent database, published in 2014, and is very similar to Birchfield, MILtrack, and FRAGtrack. It includes ground truth for testing. The challenge consists in tracking the head in various conditions: occlusions, appearance changes, similar appearance, cluttered backgrounds. 
FIGURE 12.
Tracking results of the evolved-FOA with and without feedback, as well as the original ground truth. The test was performed on four video sequences chosen from three different databases.
As first experiment, we use the results reported in [3] for comparison with our evolved-FOA solution. Figure 8 reports the center location error in pixels for the following methods: Multiple Instance Learning Tracking (MILTrack) algorithm, Online AdaBoost (OAB) algorithm in two versions OAB(1) and OAB(45) see [3] , SemiBoost tracker, and Frag tracker. We can observe that the Focus-of-Attention Head-Tracking (FOA-HT) and the version using feedback (FOA-HTFB) while not being the best still are comparable to other methods. In particular, for this sequence, the worst is OAB (45) , while OAB(1) degrades until it is worst to both FOA algorithms. MILTrack presents similar behavior in comparison with FOA-HTFB. The plots of our methods reveal the benefit of applying feedback. Indeed, it eliminates the sudden jumps that appear when the face is hidden along the sequence. The best methods are the SemiBoost and Frag. Nevertheless, Figure 9 unveil a problem of many methods. While Frag performs the best for the ''Occluded Face'' sequence since it is specifically designed to handle occlusions via a partbased model, in the ''Occluded Face 2'' Frag performs poorly because it cannot handle appearance changes well; e.g., when the subject puts a hat on or turns his face. The approach that we are using was able to design an algorithm that extracts the information that describes the face. Indeed, Figure 9 shows that both FOA algorithms present a stable behavior along the whole sequence by always catching the face when it reappears. In contrast MILTrack and OAB(1) while being better still present a tendency towards an increasing level of error. The SemiBoost achieves also a similar level of error in comparison with both FOA algorithms. Again, the feedback shows its importance to eliminate the jumps.
A second experiment includes also two video sequences, ''jp1'' and ''jp2,'' that were used to evaluate several trackers [6] . Figure 10 shows that the worst is MSIT and the FOA-HT reaches similar levels of error in comparison with MSIT when the target disappears. Nevertheless, FOA-HTFB is able to reduce the errors thus achieving a level of error that is between MSIT and SPT. All other methods behave very well for this sequence. However, the same problem that was pointed earlier appears again in the last sequence. SCMT and AST degrade significantly towards the second part of the ''jp2'' sequence. Figure 11 shows that FOA-HTFB is comparable to MSIT and SPT. These charts document the advantage of using the feedback mechanism. Figure 12 shows the results of applying our evolved-FOA in the databases that we have just discussed to illustrate the behavior of the selected algorithm.
The algorithm that was described in the paper is susceptible to real-time implementation using graphics processing unit (GPU) technology similar to the AVC implemented in [24] . The average processing time for an image of 256 × 256 pixels is about 20 fps using the CUDA implementation, while it runs at 4 fps in the CPU. Note that the first set of images are of a size of 128 × 96 pixels, and the other datasets are of 320 × 240 pixels.
VI. CONCLUSIONS
In this paper, an artificial dorsal stream model was implemented as the detection mechanism within an object tracking system for the problem of head tracking. Two approaches were described; in the first one, the output from the detection algorithm is directly used as the tracked position of the target object; in the second one, a smooth motion model for the target object was assumed, using the previously known position of the object while adjusting the predicted position. In order to test the tracking capabilities of the proposed system, seven tracking experiments were carried out using a well-known head tracking database proposed in [34] , which includes results of other computational methods that were applied to the database. The experiments showed that our model outperforms other methods in four videos (Head2, Head4, Head5, Head6), and it matches the performance of the best algorithm in two other videos (Head1, Head3). Additionally, new annotations for the database were presented in order to have a more detailed segmentation of the target objects. This segmentation was used during the training phase of the detection models. In addition, an evolved FOA algorithm was selected for further tests using four well-known sequences chosen from three different databases and multiple results of different state-of-the-art algorithms. The tests show that the evolved solution was able to capture the relevant features of a face, and also it shows that the feedback mechanism is used at the moment of tracking the face along sequences that were not considered during training, especially when the face is occluded or there is cluttering. It would be interesting to test the proposed system in other complex tracking problems since our approach allows the possibility of learning new visual patterns. The idea of saccades can be combined with the ventral stream to improve the detection rate. Also, the problem of visual servoing could be studied since this is a different problem not represented by the actual databases.
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