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Abstract
We consider the existence of global solutions of the quasilinear wave equation with a boundary dissipa-
tion structure of an input–output in high dimensions when initial data and boundary inputs are near a given
equilibrium of the system. Our main tool is the geometrical analysis. The main interest is to study the effect
of the boundary dissipation structure on solutions of the quasilinear system. We show that the existence of
global solutions depends not only on this dissipation structure but also on a Riemannian metric, given by
the coefficients and the equilibrium of the system. Some geometrical conditions on this Riemannian metric
are presented to guarantee the existence of global solutions. In particular, we prove that the norm of the
state of the system decays exponentially if the input stops after a finite time, which implies the exponential
stabilization of the system by boundary feedback.
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1. Introduction and the main results
Let n  2 be an integer. Let Ω ⊂ Rn be a bounded, open set with the smooth boundary
Γ = Γ0 ∪ Γ1 and Γ 0 ∩ Γ 1 = ∅. Let
a(x, y)= (a1(x, y), . . . , an(x, y)) :Ω ×Rn →Rn
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a(x,0)= 0, x ∈Ω, (1.1)
such that (aij (x, y)) is symmetrical and(
aij (x, y)
)
> 0, ∀(x, y) ∈Ω ×Rn, (1.2)
where aij = aiyj are the partial derivatives of ai with respect to the variable y. Let T > 0 be
given. We consider the following problem
⎧⎨
⎩
u¨= div a(x,∇u), (t, x) ∈ (0, T )×Ω,
u|Γ1 = 0, t ∈ (0, T ),
u(0, x)= u0, u˙(0, x)= u1, x ∈Ω,
(1.3)
with an input I(t) and an output O(t) on the portion Γ0 of the boundary Γ
I(t)= u˙+ λ〈a(x,∇u), ν〉, (t, x) ∈ (0, T )× Γ0, (1.4)
O(t)= u˙− λ〈a(x,∇u), ν〉, (t, x) ∈ (0, T )× Γ0, (1.5)
where 〈·,·〉 is the dot product of the Euclidean space Rn, ν is the unit normal of Γ , and λ > 0 is
a constant.
If σ(x, y) is a smooth function on Ω ×Rn such that a(x, y)= (σy1(x, y), . . . , σyn(x, y)), we
define the total energy of the quasilinear system at time t by
E(t)= 4λ
∫
Ω
[
u˙2/2 + σ(x,∇u)]dx (1.6)
and obtain by a simple computation
dE(t)
dt
=
∫
Γ0
∣∣I(t)∣∣2 dΓ − ∫
Γ0
∣∣O(t)∣∣2 dΓ, (1.7)
where u is a solution of the problem (1.3)–(1.4). This formula expresses that the rate of change
of the energy is equal to the power supplied to the system by the input minus the power taken
out by the output on Γ0. The balance equation (1.7) means that the boundary structure (1.4) is
dissipative if I = 0.
We say w is an equilibrium solution to the system (1.3) if
div a(x,∇w)= 0, x ∈Ω, w = 0, x ∈ Γ1. (1.8)
It is well known that smooth solutions of quasilinear hyperbolic systems usually develop sin-
gularities after some time [17] and [12]. However, since the structure of the boundary dissipation
(1.4) makes the energy dissipative, we expect that the introduction of the boundary structure
(1.4) assures the existence of a global smooth solution when initial data and boundary inputs are
near a given equilibrium. In fact, if the vector field a does not depend on the variable x, i.e.,
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boundary structure as in (1.4) where the input is zero has been given by [22]. In addition, a string
with boundary dissipation was studied by [2,9,11,28], and many authors. Furthermore, for some
specially quasilinearity, the problems were also studied by [1,3,8,13,18,19], and many authors.
The aim of this paper is to seek general geometrical conditions for a quasilinear part as in (1.3)
and for any equilibrium w, given by (1.8), to assure the system (1.3)–(1.4) to have global so-
lutions when initial data and inputs are near w. The results in Theorems 1.1, 1.2, below show
that such geometrical conditions are actually characteristics of a Riemannian metric g, given
by (1.12) below, and the case of [22] has a classical metric where the metric (1.12) below is a
constant matrix.
The geometrical conditions introduced here (H1 below) are a substantial improvement
over [22]. To explain the difference roughly, when ai(x, y) = ai(y) and the equilibrium is zero,
the metric (1.12) below is a classical metric with zero sectional curvature and the classical calcu-
lus is enough. However, if ai(x, y) depend on variable x or an equilibrium is nonzero, the metric
(1.12) is nontrivial which forces an introduction of the geometric method (geometric analysis).
The geometric method was introduced by [25] for the controllability of wave equations with vari-
able coefficients and was extended by [4,5,15,16,20,26], and many authors. For a recent survey
on the geometric method, see [10].
Let
m [n/2] + 3
be a given positive integer. We introduce a Banach space for inputs. Let Im((0,∞),Γ0) consist
of all the functions I(t)= I(t, x) on (0,∞)× Γ0 such that
I(k)(t) ∈ L2((0,∞),Hm−k−3/2(Γ0))∩C[0,∞;Hm−k−3/2(Γ0)], 0 k m− 2,
I(m−1)(t) ∈ L2((0,∞),L2(Γ0)),
with a norm
‖I‖2Im((0,∞),Γ0) = max0t<∞EI,Γ0(t)+
∞∫
0
EI,Γ0(τ ) dτ +
∞∫
0
∥∥I(m−1)(τ )∥∥2
L2(Γ0)
dτ (1.9)
where EI,Γ0(t)=
∑m−2
k=0 ‖I(k)(t)‖2Hm−k−3/2(Γ0).
Let w ∈Hm(Ω)∩H 1Γ1(Ω) be an equilibrium of the system (1.3) where
H 1Γ1(Ω)=
{
v ∈H 1(Ω), v|Γ1 = 0
}
.
Inspired by [6], we hope to find solutions u(t, x) in
m⋂
k=0
Ck
(
(0,∞),Hm−k(Ω)),
if
(u0, u1) ∈Hm(Ω)×Hm−1(Ω)
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the following compatibility conditions
uk|Γ1 = 0, 0 k m− 1, I(k)(0)= Ik, 0 k m− 2,
where for k  2,
uk = u(k)(0), (1.10)
as computed formally (and recursively) in terms of u0 and u1, using the equation in (1.3), and
for 0 k m− 2
Ik =
[
u˙+ λ〈a(x,∇u), ν〉](k)(0) on Γ0. (1.11)
We define
g =A−1(x,∇w), (1.12)
where A(x,y)= (aij (x, y)) for (x, y) ∈Ω ×Rn, as a Riemannian metric on Ω and consider the
couple (Ω,g) as a Riemannian manifold with a boundary Γ . Here the metric g depends not only
on the functions aij (·,·) and but also on the equilibrium w. We denote by 〈·,·〉g the inner product
induced by g.
We make the following geometrical assumptions:
H1 There is a C1 vector field H on Ω such that
DgH(X,X) ρ0|X|2g, X ∈Rnx, x ∈Ω, (1.13)
where Dg is the Levi-Civita connection of the metric g, DgH is the covariant differential of
H of the metric g, and ρ0 > 0 is a constant.
H2 The boundary portions Γ1 and Γ0 satisfy
〈H,ν〉 0, x ∈ Γ1, (1.14)
〈H,ν〉 0, x ∈ Γ0. (1.15)
Roughly speaking, the assumptions (1.13) and (1.14) will force a ray started from the domain
to hit the portion Γ0 after some time, see [23], and, therefore, the dissipative structure (1.4) can
eliminate the resonance which is introduced by initial data near the equilibrium w, to assure the
existence of a global solution. The condition (1.13) may be not true and a counterexample is
given in [25]. If Γ1 = ∅, the condition (1.15) is star-shaped. This condition can be removed if an
estimate of boundary trace can be established for the quasilinear wave equation as that for the
linear wave equation in [14].
Let h be a strictly convex function of the metric g on Ω . Then H = ∇gh satisfies the condition
(1.13) for some ρ0 > 0 where ∇g is the gradient of the metric g. However, the existence of such a
strictly convex function h depends on the sectional curvature of the Riemannian manifold (Ω,g)
closely. One of candidates for strictly convex functions is the distance function of the metric g.
Let x0 ∈ Ω be given. Let ρ denote the distance function of the metric g from x0 ∈ Ω to x ∈ Ω .
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manifold (Ω,g) has zero sectional curvature. In this case
D2g
(
ρ2
)
(X,X)= 2|X|2g, X ∈Rnx, x ∈Ω.
Thus H = 2ρ∇gρ satisfies the assumption H1 with ρ0 = 2. For a general case where g is not a
constant matrix, there are a number of methods and examples in [25] to find out if H = 2ρ∇gρ
satisfies the assumption H1.
We assume that solutions of short time exist for the system (1.3)–(1.4) with appropriate initial
data and boundary input. In fact, there are standard approaches to obtain solutions of short time,
for example, see [6] or [21].
We shall establish the following
Theorem 1.1. Let an equilibrium w ∈ HmΓ1(Ω) be such that the assumptions H1 and H2 hold.
Let (u0, u1) and I satisfy the compatibility conditions. If Γ1 = ∅, we further assume that∫
Γ
u0 dΓ =
∫
Ω
wdx. (1.16)
Then for any (u0 − w,u1) in (Hm(Ω) ∩ H 1Γ1(Ω)) × (Hm−1(Ω) ∩ H 1Γ1(Ω)) small and any
I − λ〈a(x,∇w), ν〉 in Im((0,∞),Γ0) small, the system (1.3)–(1.4) has a global solution u in
m⋂
k=0
Ck
(
(0,∞),Hm−k(Ω)).
We need the assumption (1.16) for a uniqueness result in Section 3 of this paper to get rid of
some lower order terms when Γ1 = ∅, see Lemma 3.2. Instead of (1.16) there are other options.
If the input I(t) = λ〈a(x,∇w), ν〉 after a finite time T0 > 0, the energy will exponentially
decay, that is the stabilization by feedback from boundary.
Theorem 1.2. Let all the assumptions of Theorem 1.1 hold. If there is T0 > 0 such that I(t) =
λ〈a(x,∇w), ν〉 for t  T0, then there are c1 > 0, c2 > 0, and Tˆ  T0 such that
E(t) c1e−c2t , t  Tˆ , (1.17)
where E(t)= ‖u−w‖2Hm(Ω) +
∑m
k=1 ‖u(k)‖2Hm−k(Ω).
We mention that in the linear case the structure of dissipation, as above, has been studied
thoroughly, for example, see [24].
Finally, let us see some examples with nonzero equilibria. Let
a(y)= (a1(y1), a2(y2)) :R2 →R2,
where ai are smooth functions on R for i = 1, 2 such that
a′i (s) > 0, s ∈R.
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w(x)= x1x2, x = (x1, x2) ∈R2.
Then
div a(∇w)= 0, x ∈R2.
The metric is
g =A−1(x,∇w)=
(
1/a′1(x2) 0
0 1/a′2(x1)
)
. (1.18)
We let
a1(s)= a2(s)= arctan s, s ∈R.
Then
g =
(
1 + x22 0
0 1 + x21
)
.
By [25, Lemma 3.2], the Gauss curvature of (R2, g) is
κ(x)= − 2 + |x|
2
(1 + x21)2(1 + x22)2
 0, x = (x1, x2) ∈R2. (1.19)
By [25, Corollary 1.2], the assumption H1 in (1.13) holds true for any Ω ⊂R2.
If we let
a1(s)= a2(s)= 13 s
3 + s,
then
g =
⎛
⎝ 11+x22 0
0 11+x21
⎞
⎠ ,
and
κ(x)= 1 − 2x
2
1
(1 + x21)6(1 + x22)
+ 1 − 2x
2
2
(1 + x21)(1 + x22)6
.
If
Ω ⊂R2/{x ∣∣ |x1|> 1/2, |x2|> 1/2},
then H1 is true.
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We assume that solutions to the system (1.3)–(1.4) exist for some T > 0 near a given equilib-
rium w ∈ Hm(Ω) with w|Γ1 = 0 and write those as u = w + φ. Noting that w does not depend
on t , the system (1.3)–(1.4) is equivalent to
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
φ¨ = div b(x,∇φ), (t, x) ∈ (0, T )×Ω,
φ = 0, (t, x) ∈ (0, T )× Γ1,
I(t)= φ˙ + λ〈b(x,∇φ), ν〉, (t, x) ∈ (0, T )× Γ0,
φ(0)= φ0, φ˙(0)= φ1,
(2.1)
with the output
O(t)= φ˙ − λ〈b(x,∇φ), ν〉, (t, x) ∈ (0, T )× Γ0, (2.2)
where we have set
b(x, y)= a(x,∇w + y), (x, y) ∈Ω ×Rn, (2.3)
φ0 = u0 −w, φ1 = u1, x ∈Ω. (2.4)
In this section we establish some estimates of boundary trace for solutions φ of the system
(2.1) on ℘0 = (0, T )× Γ0.
Let φ solve the problem (2.1) for some T > 0. Let
B(x, y)= (bij (x, y)), bij (x, y)= aij (x,∇w + y), (x, y) ∈Ω ×Rn. (2.5)
Then
b˙(x,∇φ)= Bφ(t)∇φ˙, (2.6)
and for j  2
b(j)(x,∇φ)= Bφ(t)∇φ(j) +
j−1∑
k=1
B
(k)
φ (t)∇φ(j−k), (2.7)
where
Bφ(t)= B(x,∇φ). (2.8)
We define
Bφ(t)v = divBφ(t)∇v, v ∈H 2(Ω), (2.9)
and
vνB =
〈
Bφ(t)∇v, ν
〉
, v ∈H 2(Ω), x ∈ Γ. (2.10)
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(Bφ(t)v,ϕ)L2(Ω) = −(Bφ(t)∇v,∇ϕ)L2(Ω) +
∫
Γ
ϕvνB dΓ, v,ϕ ∈H 2(Ω). (2.11)
Moreover, we introduce an operator
Nφ(t)v = divNφ(t)∇v, v ∈H 2(Ω), (2.12)
where
Nφ(t)=
1∫
0
B(x, s∇φ)ds. (2.13)
Then the system (2.1) can be rewritten as⎧⎪⎨
⎪⎩
φ¨(t)=Nφ(t)φ(t), (t, x) ∈ (0, T )×Ω,
φ = 0, (t, x) ∈ (0, T )× Γ1,
φ(0)= φ0, φ˙(0)= φ1, x ∈Ω,
(2.14)
with the following input–output relation{
φ˙ + λφνN = I(t)− λ
〈
a(x,∇w), ν〉, x ∈ Γ0,
φ˙ − λφνN =O(t)+ λ
〈
a(x,∇w), ν〉, x ∈ Γ0. (2.15)
Next, we define
E(t)=
m∑
k=0
∥∥φ(k)(t)∥∥2
Hm−k(Ω), (2.16)
Q(t)= 2λ[∥∥φ˙(t)∥∥2
L2(Ω) +
(
Nφ(t)∇φ,∇φ
)
L2(Ω)
]
+ 2λ
m−1∑
k=1
[∥∥φ(k+1)(t)∥∥2
L2(Ω) +
(
Bφ(t)∇φ(k)(t),∇φ(k)(t)
)
L2(Ω)
]
, (2.17)
P(t)= 4λ[∥∥φ˙(t)∥∥2
L2(Ω) +
(
Nφ(t)∇φ,∇φ
)
L2(Ω) +
∥∥φ(t)∥∥2
L2(Ω)
]
, (2.18)
QI,Γ0(t)=
∥∥I − λ〈a(x,∇w), ν〉∥∥2
L2(Γ0)
+
m−1∑
k=1
∥∥I(k)(t)∥∥2
L2(Γ0)
, (2.19)
QO,Γ0(t)=
∥∥O(t)+ λ〈a(x,∇w), ν〉∥∥2
L2(Γ0)
+
m−1∑
k=1
∥∥O(k)(t)∥∥2
L2(Γ0)
, (2.20)
EI,Γ0(t)=
∥∥I − λ〈a(x,∇w), ν〉∥∥2
Hm−3/2(Γ0) +
m−2∑∥∥I(k)(t)∥∥2
Hm−k−3/2(Γ0), (2.21)
k=1
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2m∑
k=3
Ek/2(t). (2.22)
We have
Theorem 2.1. Let γ > 0 be given and φ satisfy the problem (2.1) on the interval [0, T ] for some
T > 0 such that
sup
0tT
∥∥φ(t)∥∥
Hm(Ω)
 γ. (2.23)
Then there are c0,γ > 0 and cγ > 0, which depend on γ , such that
c0,γQ(t) E(t) cγQ(t)+ cγ EI,Γ0(t)+ cγ
∥∥φ(t)∥∥2
L2(Ω) + cγL(t), (2.24)
Q˙(t) 4QI,Γ0(t)−QO,Γ0(t)+ cγL(t), (2.25)
−Q˙(t) 2QI,Γ0(t)+ 2QO,Γ0(t)+ cγL(t), (2.26)
P(t)
{
P(0)+ cγ
T∫
0
[EI,Γ0(τ )+L(τ )]dτ
}
et , (2.27)
for 0 t  T .
We collect here a few basic properties of Sobolev spaces to be invoked in the sequel.
(i) Let s1 > s2  0. For any ε > 0 there is cε > 0 such that
‖v‖2Hs2 (Ω)  ε‖v‖2Hs1 (Ω) + cε‖v‖2L2(Ω) ∀v ∈Hs1(Ω). (2.28)
(ii) If s > n/2, then for each k = 0, . . . , we have Hs+k(Ω)⊂ Ck(Ω) with continuous inclusion.
(iii) If r := min{s1, s2, s1 + s2 − [n/2] − 1} 0, then there is a constant c > 0 such that
‖f1f2‖Hr(Ω)  c‖f1‖Hs1 (Ω)‖f2‖Hs2 (Ω) ∀f1 ∈Hs1(Ω), f2 ∈Hs2(Ω). (2.29)
(iv) Let sj  0, j = 1, . . . , k, and r := min1ik minj1···ji {sj1 + · · · + sji − (i − 1)×
([n/2] + 1)} 0. Then there a constant c > 0 such that
‖f1 · · ·fk‖Hr(Ω)  c‖f1‖Hs1 (Ω) · · · ‖fk‖Hsk (Ω) ∀fj ∈Hsj (Ω), 1 j  k. (2.30)
Lemma 2.1. Let γ > 0 be given and φ ∈H 1(Ω) be such that
sup |∇φ| γ.
x∈Ω
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ing on γ , such that
‖F‖Hk(Ω)  cγ
k∑
j=1
(
1 + ‖φ‖Hm(Ω)
)j
, (2.31)
for 0 k m− 1. Moreover, if f (x,0) = 0 for x ∈ Ω and ‖φ‖Hm(Ω)  γ , then there is cγ > 0
such that
‖F‖Hk(Ω)  cγ ‖φ‖Hk+1(Ω), 0 k m− 1. (2.32)
Proof. The inequality (2.31) is given by [27, Lemma 2.1]. We here prove the inequality (2.32).
Let f (x,0)= 0. Then
F(x)=
n∑
j=1
fj (x,∇φ)φxj , fj (x,∇φ)=
1∫
0
fyj (x, σ∇φ)dσ.
Applying the inequalities (2.29) and (2.31) to the above formula yields
‖F‖Hk(Ω) 
n∑
j=1
∥∥fj (·,∇φ)∥∥Hm−1(Ω)‖φxj ‖Hk(Ω)  cγ ‖φ‖Hk+1(Ω). 
Lemma 2.2. Let γ > 0 be given and φ satisfy the problem (2.1) on the interval [0, T ] for some
T > 0 such that the condition (2.23) is true. For 1 j m− 2, let
rj (t)=
j∑
k=1
divB(k)φ (t)∇φ(j−k), rj,Γ0(t)=
j∑
k=1
〈
B
(k)
φ (t)∇φ(j−k)(t), ν
〉
, (2.33)
where the matrix Bφ(t) is given by (2.8). Then
∥∥rj (t)∥∥2Hm−2−j (Ω), ∥∥rj,Γ0(t)∥∥2Hm−3/2−j (Γ0)  cγ
m−1∑
k=2
Ek(t), 1 j m− 2. (2.34)
Proof. We have
b(k)pq (x,∇φ)=
k∑
i=1
∑
r1+···+ri=k
Diybpq
(∇φ(r1)(t), . . . ,∇φ(ri )(t)), 1 k  j, (2.35)
where Diybpq denotes the covariant differential of i order of the function bpq(x, y), given in (2.5),
with respect to the variable y in the dot metric of Rn. Thus, rj (t) is a sum of some functions in
the form
(
f (x,∇φ)φ(r1)x · · ·φ(ri )x φ(j−k)xp
) (2.36)
j1 ji xq
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∥∥(f (x,∇φ)φ(r1)xj1 · · ·φ(ri )xji φ(j−k)xp )xq∥∥2Hm−2−j (Ω)

∥∥f (x,∇φ)φ(r1)xj1 · · ·φ(ri )xji φ(j−k)xp ∥∥2Hm−1−j (Ω)  cγ E i+1(t), (2.37)
for 1 i  k  j m− 2. The estimate of ‖rj (t)‖2Hm−2−j (Ω) in (2.34) follows from (2.37).
After we extend the domain of ν from Γ0 to the whole Ω , a similar argument yields the
estimate of ‖rj,Γ0(t)‖2Hm−3/2−j (Γ0). 
We introduce a metric on Ω by
gφ = B−1φ (t), x ∈Ω, (2.38)
where matrix Bφ(t) is given in (2.8). Then
Δgφv = Bφ(t)v +
1
2G
∑
ij
bij (x,∇φ)Gxi vxj , G=
(
detBφ(t)
)−1
, v ∈H 2(Ω), (2.39)
where Δgφ is the Laplacian of the matrix gφ and the operator Bφ(t) is defined by (2.9). It follows
from (2.39) and Lemma 2.1 that
‖Δgφv‖k − c0γ ‖v‖k+1  ‖Bφ(t)v‖k  ‖Δgφv‖k + cγ ‖v‖k+1, 0 k m− 1. (2.40)
In addition,
〈X,Y 〉gφ =
〈
B−1φ (t)X,Y
〉
, (2.41)
where X, Y are vector fields on Ω and 〈·,·〉 and 〈·,·〉gφ are the products of the dot metric and the
metric gφ , respectively.
We extend the definition of the normal ν from Γ to Ω , still denoted by ν, such that
|ν| = 1, x ∈Ω,
and set
N = Bφ(t)ν
|B1/2φ (t)ν|
, x ∈Ω. (2.42)
Then N is an unit vector field on Ω in the metric g and
N(v)= vνB
|B1/2φ (t)ν|
, x ∈ Γ.
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T > 0 such that the condition (2.23) is true. Then there is cγ > 0, which depends on γ , such that
‖v‖2
Hk+1(Ω)  cγ
(∥∥Bφ(t)v∥∥2Hk−1(Ω) + ‖vνB‖2Hk−1/2(Γ0) + ‖v‖2Hk(Ω)),
v ∈Hk+1(Ω)∩H 1Γ1(Ω), 0 k m− 1, t ∈ [0, T ]. (2.43)
Proof. By induction.
The formulas,
(
Bφ(t)∇v,∇v
)
L2(Ω) = −
(Bφ(t)v, v)L2(Ω) + (v, vνB )L2(Γ0),
imply that
cγ ‖∇v‖2L2(Ω) 
∥∥Bφ(t)v∥∥H−1(Ω)‖v‖H 1(Ω) + ‖v‖H 1/2(Γ0)‖vνB‖H−1/2(Γ0)
 cε
(∥∥Bφ(t)v∥∥2H−1(Ω) + ‖vνB‖2H−1/2(Γ0))+ ε‖v‖2H 1(Ω),
for ε > 0 small. Then the estimate (2.43) in the case k = 0 follows.
We assume that the estimate (2.43) is true for some 0 k m − 2 and shall prove that it is
true with k replaced by k + 1.
For v ∈Hk+2(Ω)∩H 1Γ1(Ω), let
Φ(v)= ∥∥Bφ(t)v∥∥2Hk(Ω) + ‖vνB‖2Hk+1/2(Γ0) + ‖v‖2Hk+1(Ω). (2.44)
Step I. Let X be a vector field with a form of
X =
n∑
j=1
fj (x,∇φ) ∂
∂xj
such that
〈X,N〉gφ = 0. (2.45)
Then the estimates in (2.30) and in Lemma 2.1 yield
∥∥[Bφ,X]v∥∥Hk−1(Ω)  cγ ‖v‖Hk+1(Ω), [Bφ,X] = BφX −XBφ. (2.46)
In addition, using some estimates as in (2.30) with Hsj (Ω) replaced by Hsj (Γ0) and with n
replaced by n− 1, we obtain
∥∥(X(v))
νB
∥∥
Hk−1/2(Γ0)  cγ ‖vνB‖Hk+1/2(Γ0) + cγ ‖v‖Hk+1(Ω), (2.47)
where X(v) denotes the directional derivative of the function v along the vector field X, i.e.,
X(v)=∑nj=1 fj (x,∇φ)vxj .
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∥∥X(v)∥∥2
Hk+1(Ω)  cγ
∥∥BφX(v)∥∥2Hk−1(Ω) + cγ ∥∥(X(v))νB∥∥2Hk−1/2(Γ0) + cγ ∥∥X(v)∥∥2Hk(Ω)
 cγ
∥∥X(Bφv)∥∥2Hk−1(Ω) + cr‖vνB‖2Hk+1/2(Γ0) + cγ ‖v‖2Hk+1(Ω)
 cγΦ(v), ∀v ∈Hk+2(Ω)∩H 1Γ1(Ω), (2.48)
since the relation (2.45) implies that X(w)|Γ1 = 0 when w|Γ1 = 0.
Step II. Let us estimate ‖N(v)‖Hk+1(Ω) for v ∈ Hk+2(Ω) ∩ H 1Γ1(Ω) where N is given
by (2.42). Since ‖N(v)‖2
Hk+1(Ω) = ‖N(v)‖2L2(Ω) +
∑n
j=1 ‖(N(v))xj ‖2Hk(Ω), we shall estimate‖(N(v))xj ‖Hk(Ω) for 1 j  n.
We decompose the vector field ∂
∂xj
into
∂
∂xj
=Xj + fjN, fj =
〈
∂
∂xj
,N
〉
gφ
, 〈Xj ,N〉gφ = 0. (2.49)
Then
(
N(v)
)
xj
=NXj(v)+ fjD2gφ v(N,N)+ first order terms, (2.50)
where D2gφ (·,·) is the Hessian of the function v of the metric gφ .
By Step I, we obtain
∥∥NXj(v)∥∥2Hk(Ω)  cγ ∥∥Xj(v)∥∥2Hk+1(Ω)  cγΦ(v), ∀v ∈Hk+2(Ω)∩H 1Γ1(Ω). (2.51)
Next, we estimate D2gφ v(N,N). Let E1, . . . ,En be an orthonormal frame on Ω in the dot metric
such that En = B−1/2(x,∇φ)N . Then Y1, . . . , Yn is an orthonormal frame on Ω in the metric gφ
where Yi = B1/2(x,∇φ)Ei for 1 i  n. We have
D2gφ v(N,N)=Δgφv −
n−1∑
i=1
YiYi(v)+ first order terms. (2.52)
Then, by (2.40) and Step I again,
∥∥D2gφ v(N,N)∥∥2Hk(Ω)  cγ ∥∥Bφ(t)v∥∥2Hk(Ω) + cγ
n−1∑
i=1
∥∥Yi(v)∥∥2Hk+1(Ω) + cγ ‖v‖2Hk+1(Ω)
 cγΦ(v), ∀v ∈Hk+2(Ω)∩H 1Γ1(Ω). (2.53)
Combining (2.50), (2.51) and (2.53) together gives
∥∥N(v)∥∥2
Hk+1(Ω)  cγΦ(v), ∀v ∈Hk+2(Ω)∩H 1Γ1(Ω). (2.54)
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‖v‖2
Hk+2(Ω) = ‖v‖2L2(Ω) +
n∑
j=1
‖vxj ‖2Hk+1(Ω)
 cγ
n∑
j=1
∥∥Xj(v)∥∥2Hk+1(Ω) + cγ ∥∥N(v)∥∥2Hk+1(Ω) + cγ ‖v‖2Hk+1(Ω)
 cγΦ(v), ∀v ∈Hk+2(Ω)∩H 1Γ1(Ω), (2.55)
that is, the inequality (2.43) holds when k is replaced with k + 1.
Lemma 2.3 follows by induction. 
Proof of Theorem 2.1. The left-hand side of the inequality (2.24) is clearly true. We prove the
right-hand side of it. We have
∥∥φ(m)(t)∥∥2
L2(Ω) +
∥∥φ(m−1)(t)∥∥2
H 1(Ω)

∥∥φ(m)(t)∥∥2
L2(Ω) + cγ
(
Bφ(t)∇φ(m−1),∇φ(m−1)
)
L2(Ω) +
∥∥φ(m−1)(t)∥∥2
L2(Ω)
 cγQ(t). (2.56)
Proceeding by induction, we assume that for 3 l m, when j = l and j = l − 1,
∥∥φ(j)(t)∥∥2
Hm−j (Ω)  cγQ(t)+ cγ EI,Γ0(t)+ cγ
∥∥φ(t)∥∥2
L2(Ω) + cγL(t), (2.57)
which, as shown above, is true for l = m. Formal differentiation of the equations in (2.1) and
(2.2) l − 2 times with respect to t and use of the formulas (2.6)–(2.7) yield
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
φ(l)(t)= Bφ(t)φ(l−2)(t)+ rl−3(t), (t, x) ∈ (0, T )×Ω,
φ(l−2) = 0, (t, x) ∈ (0, T )× Γ1,
φ(l−1)(t)+ λ(φ(l−2))
νB
(t)+ λrl−3,Γ0(t)= I(l−2)(t), (t, x) ∈ (0, T )× Γ0,
φ(l−1)(t)− λ(φ(l−2))
νB
(t)− λrl−3,Γ0(t)=O(l−2)(t), (t, x) ∈ (0, T )× Γ0,
(2.58)
where rl−3(t) and rl−3,Γ0(t) are given in (2.33) if l  4, and they are zero if l = 3. Using Lem-
mas 2.3, 2.2, the formulas (2.57), (2.28), and the estimate (2.43), we obtain
∥∥φ(l−2)(t)∥∥2
Hm−l+2(Ω)
 cγ
∥∥Bφ(t)φ(l−2)∥∥2Hm−l (Ω) + cγ ∥∥(φ(l−2))νB (t)∥∥2Hm−l+1/2(Γ0) + cγ ∥∥φ(l−2)(t)∥∥2Hm−l+1(Ω)
 cγ
∥∥φ(l)(t)∥∥2
Hm−l (Ω) + cγ
∥∥I(l−2)(t)∥∥2
Hm−l+1/2(Γ0) + cγ
∥∥φ(l−1)(t)∥∥2
Hm−l+1(Ω) + cγL(t)
+ ε∥∥φ(l−2)(t)∥∥2 m−l+2 + cε,γ ∥∥φ(l−2)(t)∥∥2 2 ,H (Ω) L (Ω)
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true for 1 j m by induction. On the other hand, using an ellipticity estimate for the operator
Nφ(t) in (2.12) as that for Bφ in Lemma 2.3, we obtain, by the formulas (2.14),
∥∥φ(t)∥∥2
Hm(Ω)
 cγ
∥∥Nφ(t)φ∥∥2Hm−2(Ω) + cγ ‖φνN ‖2Hm−3/2(Γ0) + cγ ∥∥φ(t)∥∥2Hm−1(Ω)
 cγ
∥∥φ(2)(t)∥∥2
Hm−2(Ω) + cγ
∥∥φ˙(t)∥∥2
Hm−1(Ω) + cγ,ε
∥∥φ(t)∥∥2
L2(Ω)
+ cγ
∥∥I(t)− λ〈a(x,∇w), ν〉∥∥2
Hm−3/2(Γ0) + ε
∥∥φ(t)∥∥2
Hm(Ω)
. (2.59)
Combining (2.57) for 1 j m and (2.59) yields the right-hand side of the inequality (2.24).
Let
ϑ0(t)=
∥∥φ˙(t)∥∥2
L2(Ω) +
(
Nφ(t)∇φ,∇φ
)
L2(Ω), (2.60)
and, for 1 j m− 1, let
ϑj (t)=
∥∥φ(j+1)(t)∥∥2
L2(Ω) +
(
Bφ(t)∇φ(j)(t),∇φ(j)(t)
)
L2(Ω). (2.61)
For 1 j m− 1 using the formulas (2.11) and (2.58) for l = j + 2, we obtain
ϑ˙j (t)= 2
(
rj−1(t), φ(j+1)(t)
)
L2(Ω) + 2
(
φ(j+1)(t),
(
φ(j)
)
νB
(t)
)
L2(Γ0)
+ (B˙φ(t)∇φ(j)(t),∇φ(j)(t))L2(Ω)
= (2λ)−1(∥∥I(j)(t)− λrj−1,Γ0(t)∥∥2L2(Γ0) − ∥∥O(j)(t)+ λrj−1,Γ0(t)∥∥2L2(Γ0))
+ 2(rj−1(t), φ(j+1)(t))L2(Ω) + (B˙φ(t)∇φ(j)(t),∇φ(j)(t))L2(Ω). (2.62)
In the case j = 0, we use the formulas in (2.14) and (2.15) and obtain
ϑ˙0(t)= (2λ)−1
(∥∥I − λ〈a(x,∇w), ν〉∥∥2
L2(Γ0)
− ∥∥O+ λ〈a(x,∇w), ν〉∥∥2
L2(Γ0)
)
. (2.63)
The inequalities (2.25) and (2.26) follow from (2.62) and (2.63) via Lemma 2.2 since Q(t) =
2λ
∑m−1
j=0 ϑj (t).
Similarly, we have
P˙ (t)
∥∥I(t)− λ〈a(x,∇w), ν〉∥∥2
L2(Γ0)
+ cγ E3/2(t)+ P(t), 0 t  T ,
which yields
P(t) P(0)+ cγ
T∫
0
[EI,Γ0(τ )+ E3/2(τ )]dτ +
t∫
0
P(τ) dτ (2.64)
for 0 t  T . The inequality (2.27) follows from (2.64) by Gronwall’s inequality. 
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In this section, we shall establish the following
Theorem 3.1. Let all the assumptions in Theorem 1.1 hold. Let γ > 0 be given and φ satisfy
the problem (2.1) on the interval [0, T ] for some T > 0 such that (2.23) is true. Then there are
cγ > 0 and Tγ > 3 supx∈Ω |H |g/ρ0, where ρ0 > 0 is given by (1.13), such that, if 0 s  t  T
are such that t − s  Tγ , then
t∫
s
Q(τ ) dτ  cγ
t∫
s
[QI,Γ0(τ )+QO,Γ0(τ )+L(τ )]dτ, (3.1)
where Q(t), QI,Γ0(t), QO,Γ0(t), and L(t) are given in (2.17), (2.19), and (2.21) of Section 2,
respectively.
Let γ > 0 be given and φ satisfy the problem (2.1) on the interval [0, T ] for some T > 0 such
that (2.23) is true. For t ∈ [0, T ], let gφ be the metric on Ω given by
gφ = Bφ(t)−1, (3.2)
where the matrix Bφ(t) is defined by (2.5) and (2.8) of Section 2 and consider the couple (Ω,gφ)
as a Riemannian manifold for the fixed t . Let X, Y be vector fields on Ω and let f be a function.
Then
〈X,Y 〉gφ =
〈
B−1φ (t)X,Y
〉
, ∇gφf = Bφ(t)∇f, (3.3)
where 〈·,·〉 and 〈·,·〉gφ are the products of the dot metric and the metric gφ and ∇ and ∇gφ are the
gradients of the dot metric and the metric gφ , respectively. By (2.5), (2.8) and (3.2),
g0 =A−1(x,∇w)= g. (3.4)
In addition, it is easy to check from the formulas in (3.3) that there are c0,γ > 0 and cγ > 0 such
that
c0,γ |∇gf |2g  |∇gφf |2gφ =
〈
Bφ(t)∇f,∇f
〉
 cγ |∇gf |2g, t ∈ [0, T ], f ∈ C∞(Ω), (3.5)
under the condition (2.23).
Let
(
bij (x, y)
)−1 = (bij (x, y)), (x, y) ∈Ω ×Rn, (3.6)
where bij (x, y) are given in (2.5). Then
A−1(x,∇w)= (bij (x,0)). (3.7)
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tively. Let H be a vector filed on Ω . We denote by DgφH and by DgH the covariant differentials
of the metric gφ and g, respectively. They are two order tensor fields on Ω . We define
η =DgφH −DgH. (3.8)
Lemma 3.1. Let H be a vector field on Ω . Suppose that the tensor field of order two η = η(·,·) is
given by the formula (3.8). Let γ > 0 be given and φ be such that supx∈Ω |∇φ| γ . Then there
is cγ > 0 such that
∣∣η(X,Y )∣∣ cγ (|Dφ| + ∣∣D2φ∣∣)|X||Y |, ∀X,Y ∈Rnx, x ∈Ω, (3.9)
where D is the covariant differential of the dot product of the Euclidean space Rn.
Proof. Using the relations (2.41) and (3.4), we have
DgφH
(
∂
∂xi
,
∂
∂xj
)
= ∂
∂xj
〈
H,
∂
∂xi
〉
gφ
−
〈
H,(Dgφ ) ∂
∂xj
∂
∂xi
〉
gφ
= ∂
∂xj
〈
B−1φ (t)H,
∂
∂xi
〉
−
n∑
k=1
Γ kgφij
〈
B−1φ (t)H,
∂
∂xk
〉
=DgH
(
∂
∂xi
,
∂
∂xj
)
+ η
(
∂
∂xi
,
∂
∂xj
)
, (3.10)
where
η
(
∂
∂xi
,
∂
∂xj
)
= ∂
∂xj
〈[
B−1φ (t)−A−1(x,∇w)
]
H,
∂
∂xi
〉
−
n∑
k=1
Γ kgφij
〈
B−1φ (t)H,
∂
∂xk
〉
+
n∑
k=1
Γ kgij
〈
A−1(x,∇w)H, ∂
∂xk
〉
, (3.11)
Γ kgφij and Γ
k
gij are the coefficients of the connections Dgφ and Dg , respectively.
By definition, we have
Γ kgφij =
1
2
n∑
l=1
blk(x,∇φ)
[(
blj (x,∇φ))
∂xi
+ (bli(x,∇φ))
∂xj
− (bij (x,∇φ))
∂xl
]
= fijk(x,∇φ)+ pijk(φ), (3.12)
where
fijk(x,∇φ)= 12
n∑
blk(x,∇φ)
[
bilxj (x,∇φ)+ bjlxi (x,∇φ)− bijxl (x,∇φ)
]
, (3.13)l=1
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n∑
lh=1
blk(x,∇φ)
[
bilyh(x,∇φ)φxhxj + bjlyh(x,∇φ)φxhxi − bijyh(x,∇φ)φxhxl
]
. (3.14)
The formula (3.14) yields
∣∣pijk(φ)∣∣ cγ ∣∣D2φ∣∣. (3.15)
In addition, since bij (x,0)= aij (x,∇w), we have, by (3.13),
Γ kgij = fijk(x,0). (3.16)
Thus by (3.11)–(3.16),
n∑
k=1
Γ kgφij
〈
B−1φ (t)H,
∂
∂xk
〉
=
n∑
k=1
Γ kgij
〈
A−1(x,∇w)H, ∂
∂xk
〉
+
n∑
k=1
[
fijk(x,∇φ)− fijk(x,0)
]〈
B−1φ (t)H,
∂
∂xk
〉
+
n∑
k=1
Γ kgij
〈[
B−1φ (t)−A−1(x,∇w)
]
H,
∂
∂xk
〉
+
n∑
k=1
pijk(φ)
〈
B−1φ (t)H,
∂
∂xk
〉
. (3.17)
Moreover, the relations
B−1φ (t)−A−1(x,∇w)=
(
n∑
k=1
1∫
0
b
ij
yk (x, τ∇φ)dτφxk
)
,
fijk(x,∇φ)− fijk(x,0)=
n∑
h=1
1∫
0
fijkyh(x, τ∇φ)dτ φxh,
imply that
∣∣∣∣
〈[
B−1φ (t)−A−1(x,∇w)
]
H,
∂
∂xk
〉∣∣∣∣ cγ |Dφ|, (3.18)∣∣∣∣ ∂∂xj
〈[
B−1φ (t)−A−1(x,∇w)
]
H,
∂
∂xi
〉∣∣∣∣ cγ (|Dφ| + ∣∣D2φ∣∣), (3.19)∣∣fijk(x,∇φ)− fijk(x,0)∣∣ cγ |Dφ|. (3.20)
The inequality (3.9) follows from the formulas (3.11) and (3.17) and the estimates in (3.18)–
(3.20), and (3.15). 
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directional derivative of the function f along the vector field H. Then
H(f )= 〈H,∇f 〉 = 〈H,∇gφf 〉gφ . (3.21)
Let 0 s  t  T .
Step I. We assume that 1 j m− 1.
Letting l = j + 2 in (2.58), we have
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
φ¨(j)(t)= Bφ(t)φ(j)(t)+ rj−1(t), (t, x) ∈ (0, T )×Ω,
φ(j) = 0, (t, x) ∈ (0, T )× Γ1,
φ˙(j)(t)+ λφ(j)νB (t)+ λrj−1,Γ0(t)= I(j)(t), (t, x) ∈ (0, T )× Γ0,
φ˙(j)(t)− λφ(j)νB (t)− λrj−1,Γ0(t)=O(j)(t), (t, x) ∈ (0, T )× Γ0,
(3.22)
where rj−1(t) and rj−1,Γ0(t) are given in (2.33) if j  2, and they are zero if j = 1.
We multiply the equations in (3.22) by H(φ(j)), integrate by parts over Σts = (s, t)×Ω , and
obtain (see [25, Proposition 2.1])
∫
℘ts
[
H(φ(j))φ(j)νB + 12
(
φ˙(j)
2 − ∣∣∇gφφ(j)∣∣2gφ )〈H, ν〉
]
d℘
= (φ˙(j),H(φ(j)))
L2(Ω)
∣∣t
s
−
∫
Σts
[
φ˙(j)H˙(φ(j))+ rj−1(t)H(φ(j))]dΣ
+
∫
Σts
{
DgφH
(∇gφφ(j),∇gφφ(j))+ 12
[(
φ˙(j)
)2 − ∣∣∇gφφ(j)∣∣2gφ ]divH
}
dΣ. (3.23)
Let f ∈ C2(Ω). We multiply the equations in (3.22) by f φ(j), integrate by parts over Σts =
(s, t)×Ω , and obtain
∫
Σts
f
[(
φ˙(j)
)2 − ∣∣∇gφφ(j)∣∣2gφ ]dΣ = (φ˙(j), f φ(j))L2(Ω)∣∣ts +
∫
℘ts
[
1
2
(
φ(j)
)2
fνB − f φ(j)φ(j)νB
]
d℘
−
∫
Σts
[
1
2
(
φ(j)
)2Bφ(t)f + rj−1(t)f φ(j)
]
dΣ. (3.24)
Next, we assume that the vector field H on Ω satisfy the assumptions H1 and H2. Noting that
H does not depend on time t , we obtain, letting H=H in the identity (3.23),
Π℘ts =ΠΣts , (3.25)
where
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∫
℘ts
[
H
(
φ(j)
)
φ(j)νB +
1
2
(
φ˙(j)
2 − ∣∣∇gφφ(j)∣∣2gφ )〈H,ν〉
]
d℘, (3.26)
ΠΣts =
(
φ˙(j),H
(
φ(j)
))
L2(Ω)
∣∣t
s
−
∫
Σts
rj−1(t)H
(
φ(j)
)
dΣ
+
∫
Σts
{
DgφH
(∇gφφ(j),∇gφφ(j))+ 12
[(
φ˙(j)
)2 − ∣∣∇gφφ(j)∣∣2gφ ]divH
}
dΣ. (3.27)
For obtaining the inequality (3.1), we shall estimate Π℘ts and ΠΣts , respectively.
Estimate on Π℘ts . Decompose Π℘ts as
Π℘ts =Π℘1 ts +Π℘0 ts
where ℘1ts = (s, t)× Γ1 and ℘0ts = (s, t)× Γ0. On ℘ts = (s, t)× Γ we have a decomposition of
the direct sum in the metric gφ
H =HΓgφ +
〈
H,
Bφ(t)ν
|Bφ(t)ν|gφ
〉
gφ
Bφ(t)ν
|Bφ(t)ν|gφ
. (3.28)
The boundary condition φ(j) = 0 on Γ1 implies that HΓgφ (φ(j))= 0 for x ∈ Γ1. By the relations
(3.3) and the decomposition (3.28) yield
H
(
φ(j)
)= φ(j)νB〈Bφ(t)ν, ν〉 〈H,ν〉, ∇gφφ(j) = φ(j)νB
Bφ(t)ν
〈Bφ(t)ν, ν〉 , x ∈ Γ1, (3.29)
and therefore, we obtain
Π℘1 ts =
1
2
∫
℘1 ts
(φ
(j)
νB )
2
〈Bφ(t)ν, ν〉 〈H,ν〉d℘  0, (3.30)
via the assumption (1.14) of Section 1. On ℘0ts = (s, t) × Γ0, the assumption (1.15) and the
boundary formulas in (2.58) where l = j +2 yield, via the estimates in (2.28) and in Lemma 2.2,
respectively,
Π℘0 ts 
∫
℘0 ts
[
H
(
φ(j)
)
φ(j)νB +
1
2
φ˙(j)
2〈H,ν〉
]
d℘
 ε
∥∥φ(j)∥∥2
L2((s,t),H 1(Γ0))
+ cγ,ε
(∥∥φ˙(j)∥∥2
L2(℘0 ts )
+ ∥∥φ(j)νB ∥∥2L2(℘0 ts ))
 cγ,ε
t∫ [QI,Γ0(τ )+QO,Γ0(τ )]dτ + ε∥∥φ(j)∥∥2L2((s,t),H 1(Γ0)) + cγ,ε
t∫
L(τ ) dτ, (3.31)s s
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position (3.28),
∣∣H (φ(j))φ(j)νB ∣∣ ∣∣HΓgφ (φ(j))∣∣∣∣φ(j)νB ∣∣+ cγ ∣∣φ(j)νB ∣∣2
 cγ
∣∣∇Γ φ(j)∣∣∣∣φ(j)νB ∣∣+ cγ ∣∣φ(j)νB ∣∣2
 ε
∣∣∇Γ φ(j)∣∣2 + cε,γ ∣∣φ(j)νB ∣∣2, x ∈ Γ0,
where ∇Γ is the gradient of the induced metric on Γ from the dot metric of Rn.
We now estimate the term ‖φ(j)‖2
L2((s,t),H 1(Γ0))
. Let H1 be a vector field on Ω such that
H1 = 0, x ∈ Γ1, H1 = Bφ(t)ν, x ∈ Γ0. (3.32)
Then Since the vector field Bφ(t)ν〈Bφ(t)ν,ν〉1/2 is the unit normal of the metric gφ along the boundary Γ ,
by the relations (3.3), we have a directional decomposition
∇gφφ(j) = ∇Γgφ φ(j) +
〈
∇gφφ(j),
Bφ(t)ν
〈Bφ(t)ν, ν〉1/2
〉
gφ
Bφ(t)ν
〈Bφ(t)ν, ν〉1/2
= ∇Γgφ φ(j) + φ(j)νB
Bφ(t)ν
〈Bφν, ν〉 , (3.33)
where ∇Γgφ is the gradient of the induced metric of the boundary Γ from the metric gφ . It follows
from (3.33) that
∣∣∇gφφ(j)∣∣2gφ = ∣∣∇Γgφ φ(j)∣∣2gφ + (φ(j)νB )2/〈Bφ(t)ν, ν〉. (3.34)
We replace the vector field H in the identity (3.23) with −H1, given by (3.32), and, noting
that H1 = 0 on Γ1 and H1(φ(j))= φ(j)νB on Γ0, we obtain, by (3.34),
the left-hand side of (3.23) = 1
2
∫
℘0 ts
[∣∣∇gφφ(j)∣∣2gφ − (φ˙(j))2]〈Bφ(t)ν, ν〉d℘ (3.35)
and
the right-hand side of (3.23) cγ ϑj (s)+ cγ ϑj (t)+ cγ
t∫
s
[
ϑj (τ )+
m−1∑
k=2
Ek/2(τ )ϑ1/2j (τ )
]
dτ
 cγQ(s)+ cγQ(t)+ cγ
t∫ (
Q(τ)+L(τ ))dτ (3.36)s
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equations in (3.22) on the boundary (0, T )× Γ0 yield
t∫
s
∥∥φ˙(j)∥∥2
L2(Γ0)
dτ,
t∫
s
∥∥φ(j)νB ∥∥2L2(Γ0) dτ  c
t∫
s
(
QI,Γ0(τ )+QO,Γ0(τ )
)
dτ, (3.37)
where QI,Γ0(t) and QO,Γ0(t) are given by (2.19) and (2.20), respectively. Combining the rela-
tions (3.35)–(3.37) and the identity (3.23) give the estimate
∥∥φ(j)∥∥2
L2
(
(s,t),H 1(Γ0)
)  cγQ(s)+ cγQ(t)
+ cγ
t∫
s
(Q(τ )+QI,Γ0(τ )+QO,Γ0(τ )+L(τ ))dτ. (3.38)
Moreover, the inequalities (2.25) and (2.26) of Section 2 imply that
max
{Q(t),Q(s)} 1
t − s
t∫
s
Q(τ ) dτ + cγ
t∫
s
[QI,Γ0(τ )+QO,Γ0(τ )+L(τ )]dτ. (3.39)
Inserting (3.39) into (3.38), and then inserting (3.38) into (3.31) yield
Π℘ts  εcγ
[
1 + 1/(t − s)]
t∫
s
Q(τ ) dτ + cγ,ε
t∫
s
[QI,Γ0(τ )+QO,Γ0(τ )+L(τ )]dτ, (3.40)
where ε > 0 can be small and 0 s  t  T .
Estimate on ΠΣts . It follows from the identity (3.10) and the inequality (3.9) in Lemma 3.1
and the assumption in (1.13) that
DgφH
(∇gφφ(j),∇gφφ(j))=DgH (∇gφφ(j),∇gφφ(j))+ η(∇gφφ(j),∇gφφ(j))
 ρ0
∣∣∇gφφ(j)∣∣2g − cγL(t)
 ρ0c0,γ
∣∣∇gφφ(j)∣∣2gφ − cγL(t). (3.41)
Noting that
∫
Ω
∣∣∇gφφ(j)∣∣2gφ dx = (Bφ(t)∇φ(j),∇φ(j))L2(Ω),
we have, by (3.27) and (3.41),
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∫
Σts
∣∣∇gφφ(j)∣∣2gφ dΣ + 12
∫
Σts
[(
φ˙(j)
)2 − ∣∣∇gφφ(j)∣∣2gφ ]divH dΣ
− cγQ(s)− cγQ(t)− cγ
t∫
s
L(τ ) dτ
 ρ0c0,γ
2
t∫
s
ϑj (τ ) dτ +
∫
Σts
f
(
φ˙(j)
2 − ∣∣∇gφφ(j)∣∣2gφ )dΣ
− cγQ(s)− cγQ(t)− cγ
t∫
s
L(τ ) dτ, (3.42)
where ϑj (t) is given in (2.61) of Section 2 and
f = divH − ρ0c0,γ
2
. (3.43)
On the other hand, using the identity (3.24), where f is given in (3.43), and the inequality (2.28),
we obtain∣∣∣∣
∫
Σts
f
(
φ˙(j)
2−∣∣∇gφφ(j)∣∣2gφ )dΣ
∣∣∣∣
 cγ
[Q(s)+Q(t)]+ cγ (∥∥φ(j)(s)∥∥2L2(Ω) + ∥∥φ(j)(t)∥∥2L2(Ω))+ cγ
t∫
s
∥∥φ(j)(τ )∥∥2
L2(Ω) dτ
+ cγ
t∫
s
(∥∥φ(j)∥∥2
L2(Γ0)
+ ∥∥φ(j)νB ∥∥2L2(Γ0))dτ + cγ
t∫
s
L(τ ) dτ. (3.44)
Inserting (3.44) into (3.42), and using the relations (3.25), (3.39), (3.40), give
t∫
s
ϑj (τ ) dτ  εcγ
[
1 + 1/(t − s)]
t∫
s
Q(τ ) dτ + cε,γ
t∫
s
[QI,Γ0(τ )+QO,Γ0(τ )+L(τ )]dτ
+ cε,γ Υ (s)+ cε,γ Υ (t)+ cε,γ
t∫
s
Υ (τ) dτ, (3.45)
for 1 j m− 1, where
Υ (t)=
m−1∑∥∥φ(j)(t)∥∥2
L2(Ω) (3.46)
j=0
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s
‖φ(j)νB (τ )‖2L2(Γ0) dτ is bounded in (3.37).
Furthermore, by the definition (3.46), we have
∣∣Υ˙ (t)∣∣= 2
∣∣∣∣∣
m−1∑
k=0
(
φ(k+1), φ(k)
)
L2(Ω)
∣∣∣∣∣ εQ(t)+ cεΥ (t),
which implies
max
{
Υ (s),Υ (t)
}
 ε
t∫
s
Q(τ ) dτ + [cε + 1/(t − s)]
t∫
s
Υ (τ) dτ (3.47)
for 0 s < t  T .
Inserting (3.47) into (3.45), we obtain constants cγ > 0, cε,γ > 0 and Tγ > 3 supx∈Ω |H |g/ρ0
such that, if 0 s < t  T and t − s  Tγ , then
t∫
s
ϑj (τ ) dτ  εcγ
t∫
s
Q(τ) dτ + cε,γ
t∫
s
[QI,Γ0(τ )+QO,Γ0(τ )+L(τ )+Υ (τ)]dτ, (3.48)
for 1 j m− 1 and ε > 0 small.
Step II. This time we consider a metric
hφ =N−1φ (t), (3.49)
where the matrix Nφ(t) is given by (2.13), to replace the metric gφ in (3.2), and use the system
(2.14)–(2.15) instead of the system (3.22). By repeating the procedure of Step I, we obtain that
the inequality (3.48) holds when ϑj (t) is replaced with ϑ0(t), where ϑ0(t) is given by (2.60).
Now, we sum up both the sides of the inequality (3.48) from j = 0 to j = m − 1, move the
first term of the right-hand side to the left-hand side and obtain a constant cγ > 0 such that
t∫
s
Q(τ) dτ  cγ
t∫
s
[QI,Γ0(τ )+QO,Γ0(τ )+L(τ )+ Υ (τ)]dτ. (3.50)
Finally the inequality (3.1) follows from (3.50) and Lemma 3.2 below. 
Lemma 3.2. Let all the assumptions in Theorem 1.1 hold. Suppose that cγ > 0 and Tγ >
3 supx∈Ω |H |g/ρ0 such that the inequality (3.48) holds. If 0 s < t  T and t − s  Tγ , then
t∫
s
Υ (τ) dτ  cγ
t∫
s
[QI,Γ0(τ )+QO,Γ0(τ )+L(τ )]dτ (3.51)
where Υ (t) is given by (3.46).
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there is cγ > 0 such that
Tγ∫
0
Υ (τ)dτ  cγ
Tγ∫
0
[QI,Γ0(τ )+QO,Γ0(τ )+L(τ )]dτ. (3.52)
By contradiction. Suppose that (3.52) does not hold for some γ0 > 0. Then, there exist initial data
(φk0 , φ
k
1), inputs Ik , and the corresponding solutions φ
k of the problem (2.1) over [0, T ] such that
sup
0tT
∥∥φk∥∥
Hm(Ω)
 γ0, (3.53)
Tγ0∫
0
Υk(τ) dτ  k
Tγ0∫
0
[QIk,Γ0(τ )+QOk,Γ0(τ )+Lk(τ )]dτ (3.54)
where
Υk(t)=
m−1∑
j=0
∥∥(φk)(j)(t)∥∥2
L2(Ω), Lk(t)=
2m∑
j=3
Ej/2k (t), Ek(t)=
m∑
j=0
∥∥(φk)(j)∥∥2
Hm−j (Ω)
for k  1. Since
Tγ0∫
0
Υk(τ) dτ 
Tγ0∫
0
Ek(τ ) dτ  T 1/2γ0
( Tγ0∫
0
Lk(τ ) dτ
)1/2
,
we obtain, by (3.54), ∫ Tγ00 Lk(τ ) dτ → 0, which, in turn, implies that ∫ Tγ00 Ek(τ ) dτ → 0 as
k → ∞, i.e.,
φk → 0 in Hm((0, Tγ0)×Ω).
It follows by the embedding theorem
sup
(t,x)∈[0,Tγ0 ]×Ω
∣∣φk∣∣→ 0 (3.55)
as k goes to infinity.
Set
c2k =
Tγ0∫
Υk(τ) dτ, ψk = φk/ck, θk = Ik/ck, ηk =Ok/ck. (3.56)
0
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m−1∑
j=0
Tγ0∫
0
∥∥ψ(j)k (τ )∥∥2L2(Ω) dτ = 1 (3.57)
and by (3.54)
Tγ0∫
0
(∥∥θk − λ〈a(x,∇w), ν〉/ck∥∥2L2(Γ0) + ∥∥ηk + λ〈a(x,∇w), ν〉/ck∥∥2L2(Γ0))dτ
+
m−1∑
j=1
Tγ0∫
0
(∥∥θ(j)k ∥∥2L2(Γ0) + ∥∥η(j)k ∥∥2L2(Γ0))dτ + 1c2k
2m∑
j=3
Tγ0∫
0
Ej/2k (τ ) dτ → 0 (3.58)
as k → ∞.
We divide both the sides of the inequality (3.50) with s = 0 and t = Tγ0 by c2k to see that
Tγ0∫
0
[∥∥ψ˙k(τ )∥∥2L2(Ω) + (Nφ(τ)∇ψk,∇ψk)L2(Ω)]dτ
+
m−1∑
j=1
Tγ0∫
0
[∥∥ψ(j+1)k (τ )∥∥2L2(Ω) + (Bφ(τ)∇ψ(j)k (τ ),∇ψ(j)k (τ ))L2(Ω)]dτ (3.59)
are bounded for all k  1. Then there is ϕ ∈H 1((0, Tγ0)×Ω) such that
ψ
(j)
k ⇀ ϕ
(j) weakly in H 1
(
(0, Tγ0)×Ω
)
, (3.60)
ψ
(j)
k → ϕ(j) strongly in L2
(
(0, Tγ0)×Ω
)
, (3.61)
for 0 j m− 1 as k goes to infinity.
Next, we divide the formulas for 1 j m− 1 in (3.22) and in (2.14) of Section 2 for j = 0,
respectively, by ck and use the estimates (2.34) and (3.58) to show that ϕ ∈ H 1((0, Tγ0) × Γ )
satisfies for (t, x) ∈ (0, Tγ0)×Ω⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ϕ¨ =Aϕ, (t, x) ∈ (0, Tγ0)×Ω,
ϕ = 0, (t, x) ∈ (0, Tγ0)× Γ1,
ϕ˙ + λϕνA = 0, (t, x) ∈ (0, Tγ0)× Γ0,
ϕ˙ − λϕνA = 0, (t, x) ∈ (0, Tγ0)× Γ0,
(3.62)
where
Aϕ = divA(x,∇w)∇ϕ, ϕνA =
〈
A(x,∇w)∇ϕ, ν〉. (3.63)
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formulas (3.62) imply that
ϕ(j) = 0, 1 j m− 1. (3.64)
Then ϕ is a constant. If Γ1 = ∅, then ϕ|Γ1 = 0 implies that ϕ = 0 on Ω . Let Γ1 = ∅. By the
assumption (1.16) and (3.55),
∫
Ω
wdx = lim
k→∞
∫
Ω
φk0 dx = 0.
We obtain, by (1.16) again,
∫
Ω
ϕ dx = lim
k→∞
∫
Ω
φk0
ck
dx = 0,
that is ϕ = 0 on Ω . These contradict (3.57). 
By a similar argument as in Lemma 3.2, the inequality of the right-hand side in (2.24) of
Theorem 2.1 in Section 2 can be improved into
Lemma 3.3. Let all the assumptions in Theorem 1.1 hold. Let γ > 0 be given and φ satisfy the
problem (2.1) on the interval [0, T ] for some T > 3 supx∈Ω |H |g/ρ0 such that (2.23) is true.
Then there is cγ > 0 such that
E(t) cγQ(t)+ cγ EI,Γ0(t)+ cγL(t) (3.65)
for T  t  3 supx∈Ω |H |g/ρ0.
4. Global smooth solutions
Proof of Theorem 1.1. Let (φ0, φ1) ∈ Hm(Ω) × Hm−1(Ω) and I ∈ Im((0,∞),Γ0) be given
such that the problem (2.1) has a short time solution. We shall look for a constant η0 > 0 such
that, if
E(0)+ ‖Iˆ‖2Im((0,∞),Γ0)  η0, (4.1)
where
Iˆ = I − 〈a(x,∇w), ν〉, (4.2)
then the solution of the problem (2.1) is global.
Through this section we take
γ = 1.
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c0,1 > 0, c1  1, T1 > 3 sup
x∈Ω
|H |g/ρ0
be given such that all the corresponding estimates in Sections 2, 3 hold, respectively, according
to γ = 1. Let
Ξ(η)=
2m−3∑
k=0
ηk/2, η ∈ (0,∞), (4.3)
Θ(t)= 2eη max{c1c−10,1 + 2c1λ,5c21,3c21Ξ(1)η}, (4.4)
for η ∈ (0,∞).
Let
0 < η < min
{
1,Θ−2(2T1)/4
} (4.5)
be given. We assume that
E(0)+ ‖Iˆ‖2Im((0,∞),Γ0)  η3/2 < η. (4.6)
Then there is some δ > 0 such that
E(t) < η (4.7)
for t ∈ [0, δ). Let δ0 > 0 be the largest number such that the inequality (4.7) holds true for
t ∈ [0, δ0).
Step I. We have
δ0 > 2T1. (4.8)
Indeed, letting (4.8) be not true, i.e., δ0  2T1, we shall have a contradiction as follows. Using
(2.18), (2.17) and (2.24), we have
P(0) 2
(
c−10,1 + 2λ
)E(0), (4.9)
which gives, by (2.27),
∥∥φ(t)∥∥2
L2(Ω)  2
{(
c−10,1 + 2λ
)E(0)+ c1‖Iˆ‖2Im((0,∞),Γ0) + 2c1T1η3/2Ξ(1)}e2T1
 2e2T1 max
{
c−10,1 + 2λ, c1, c1T1Ξ(1)
}[E(0)+ ‖Iˆ‖2Im((0,∞),Γ0) + η3/2] (4.10)
since
L(t) η3/2Ξ(η) η3/2Ξ(1), 0 t  δ0
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obtain
Q(t)max
{
c−10,1,10,6c1T1Ξ(1)
}[E(0)+ ‖Iˆ‖2Im((0,∞),Γ0) + η3/2]. (4.11)
Inserting (4.11) and (4.10) into the right-hand side of the inequality (2.24) yields, via (4.6) and
(4.5),
E(t)Θ(2T1)
[E(0)+ ‖Iˆ‖2Im((0,t),Γ0) + η3/2]
 2Θ(2T1)η1/2η < η, 0 t  δ0. (4.12)
This contradicts the definition of δ0.
Step II. Let T1  s < t < δ0 with t − s  T1. Integrating the inequality (3.65) over (s, t) yields
t∫
s
E(τ ) dτ  c1
t∫
s
Q(τ ) dτ + c1‖Iˆ‖2Im((s,t),Γ0) + c1Ξ(1)η1/2
t∫
s
E(τ ) dτ,
that is,
t∫
s
E(τ ) dτ  c1
[
1 − c1Ξ(1)η1/2
]−1( t∫
s
Q(τ ) dτ + ‖Iˆ‖2Im((s,t),Γ0)
)
, (4.13)
where
‖Iˆ‖2Im((s,t),Γ0) = maxsτ<t EI,Γ0(τ )+
t∫
s
EI,Γ0(τ ) dτ +
t∫
s
∥∥I(m−1)(τ )∥∥2
L2(Γ0)
dτ.
The inequality (4.13), in turn, gives
t∫
s
L(τ ) dτ  f (η1/2)
( t∫
s
Q(τ ) dτ + ‖Iˆ‖2Im((s,t),Γ0)
)
, (4.14)
where
f (x)= c1Ξ(1)x
[
1 − c1Ξ(1)x
]−1
, 0 < x < 1. (4.15)
Furthermore, by combining the inequalities (3.1) and (4.14), we obtain
t∫
s
Q(τ ) dτ  c1
[
1 − c1f
(
η1/2
)]−1[1 + f (η1/2)]‖Iˆ‖2Im((s,t),Γ0)
+ c1
[
1 − c1f
(
η1/2
)]−1 t∫ QO,Γ0(τ ) dτ. (4.16)
s
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Q(t)Q(s)+ [4 + c1f (η1/2)]‖Iˆ‖2Im((s,t),Γ0)
+ c1f
(
η1/2
) t∫
s
Q(τ ) dτ −
t∫
s
QO,Γ0(τ ) dτ. (4.17)
Let κ > 0 be given. We multiply (4.16) by κ , then add to (4.17), and have
Q(t)+ [κ − c1f (η1/2)]
t∫
s
Q(τ ) dτ
Q(s)+ {κc1[1 − c1f (η1/2)]−1[1 + f (η1/2)]+ 4 + c1f (η1/2)}‖Iˆ‖2Im((s,t),Γ0)
+ {κc1[1 − c1f (η1/2)]−1 − 1}
t∫
s
QO,Γ0(τ ) dτ (4.18)
for T1  s  t  δ0 with t − s  T1. Letting κ = [1 − c1f (η1/2)]/c1 in (4.18) gives
Q(t)+ω(η)
t∫
s
Q(τ ) dτ Q(s)+ [5 + (1 + c1)f (η1/2)]‖Iˆ‖2Im((s,t),Γ0) (4.19)
for T1  s  t  δ0 with t − s  T1, where
ω(η)= c−11 − (1 + c1)f
(
η1/2
)
. (4.20)
Let
τ0 = max
{
c1c
−1
0,1Θ(2T1), c1(7 + c1), c1Ξ(1)
}
.
We fix η > 0 small such that
η1/2 <
1
2τ0
, ω(η) > 0. (4.21)
Then when the condition (4.6) holds, the inequalities (3.65), (4.12), and (4.19) imply that the
estimate (4.7) holds with δ0 = ∞. Indeed, let δ0 < ∞ and we shall have a contradiction as
follows. The condition 2c1Ξ(1)η < 1 implies f (η1/2)  1. Then using (4.19) with s = T1 in
(3.65), we have
E(t) c1c−10,1E(T1)+ c1(7 + c1)‖Iˆ‖2Im((T1,t),Γ0) + c1Ξ(1)η3/2 (4.22)
for 0 t  δ0. Finally, we use the inequality (4.12) with t = T1 in (4.22) and obtain, by (4.6) and
(4.21),
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[E(0)+ ‖Iˆ‖2Im((0,t),Γ0) + η3/2]
 2τ0η1/2η < η
for all T1  t  δ0, which contradicts the definition of δ0 again. 
Proof of Theorem 1.2. Let T0 > 0 be such that
I(t)= λ〈a(x,∇w), ν〉, x ∈ Γ0, t  T0. (4.23)
By (4.19), we have
Q(t)+ω(η)
t∫
s
Q(τ ) dτ Q(s) (4.24)
for max{T0, T1}  s  t < ∞ with t − s  T1. Let ω0 = max{T0, T1} and t > ω0. We multiply
(4.24) by sk , integrate it from 0 to t −ω0 and obtain
t−ω0∫
0
skQ(s) ds  (t −ω0)
k+1
k + 1 Q(t)+
ω(η)
k + 1
t−ω0∫
0
τ k+1Q(τ)dτ (4.25)
for all k  0 which yield
Q(t)Q(0)e−ω(η)(t−ω0), t  ω0. (4.26)
The estimate (1.17) follows from (3.65) and (4.26) since the condition (4.23) implies that
EI,Γ0(t)= 0 for t  T0. 
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