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This paper aims to draw the attention of mathematicians to a class of problems whose resolu- 
tion has recently become possible from the practical viewpoint but still badly lacks a firm 
mathematical basis. 
These problems arise in biological systems which involve multiple interacting feedback loops. 
Such systems may be described in terms of differential equations. However, the non-linear 
character of most of these equations precludes an analytic treatment, and it is often very difficult 
to obtain a global idea of their complex dynamics. 
Logical methods (briefly summarised in this paper) have been developed (Thomas [13-151). In 
spite of the somewhat caricatural character inherent to logical descriptions, these methods grasp 
the essential qualitative features of the dynamics of the systems, and, for complex systems, they 
greatly help in clarifying the continuous description. Graphs are involved at two distinct levels; 
first, the logical structure of a system can be described by a graph of interactions, and at a later 
stage of the analysis one obtains a graph of the logical sequences of states. Although algorithms 
permit the second type of graph to be derived from the first, there is so far no general 
mathematical analysis of their relation. 
The paper gives, as an illustration of this type of problem, the relation between positive loops 
(in the graph of interactions) and multiple steady states (which are found as the final states in 
the graph of the sequences of states). In short, a system comprising n positive loops may have 
up to 3” steady states (2” attactors); interactions between the loops reduce these numbers in a 
predictable way. 
1. Introduction 
The authors are not mathematicians but geneticists. The aim of this paper, 
therefore, is not to provide answers to biological problems in terms of graph theory 
but to draw the attention of mathematicians to systems, frequent in biology and 
related fields, which comprise multiple feedback loops. One now has methods which 
permit description and treatment of such systems in an adequate way from the prac- 
tical viewpoint (see below). However, it is essential to provide the field with a firm 
mathematical basis, which is lacking so far. As we will see, crucial questions in the 
field can be posed in terms of graph theory. 
This paper deals with the following topics:’ 
(1) The type of complex systems we are interested in are classically described by 
sets of ordinary differential equations. Since most of these differential equations are 
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non-linear, usually, the systems can not be treated analytically. For any set of 
parameter values one can find the steady state vectors and determine their local 
stability, however, it is often very difficult to grasp a global view of the dynamics 
of these systems. 
This is why we have adopted a more topological attitude, which aims to extract 
from the models, not the quantitative details, but the essential qualitative features 
of the dynamics. A model is described by a graph of interactions, from which one 
derives a set of logical equations. From the equations, one derives a new graph 
which describes the sequences of logical states compatible with the model. 
For each logical structure (graph of interactions), one can compute thefinal states 
(stable, periodic,...), the pathways (sequences of logical states) which lead to them 
and also the conditions which cause the system to follow one or another pathway: 
one can also proceed inductively and, from an observed or desired behaviour, find 
which interactions would impose, or permit, the behaviour in question. 
Although one knows how to proceed in individual cases and begin to have some 
global views, the general problem of the relation between the graph of interactions 
and the graph of the sequences of states remains open. 
(2) Among the complex systems of biological interest, special mention should be 
made of those systems which can display multiple steady states (multistationarity). 
But while the idea that a mathematical system may have multiple solutions has been 
familiar for centuries, only quite recently has the notion of multistationarity invad- 
ed physics, chemistry and biology. In thermodynamics, one first considered only 
systems which inexorably evolved towards a unique state of equilibrium, until it was 
realized that open systems of a proper structure, maintained far from equilibrium, 
could behave differently. Typical ‘non-trivial’ examples of this kind are: a stable 
periodicity, or the above mentioned occurrence of several steady states (‘multista- 
tionarity’). In this case, two or more of the steady states may be attractors, and the 
system then has a choice between two or more stable or periodic regimes. 
Even more recently, the notion of multistationarity has become of interest in 
biology; an increasing number of biologists are indeed convinced that cell differen- 
tiation is for a large part a problem of multiple steady states. 
What do we mean exactly when we say that open systems ‘of a proper structure’ 
may display these non-trivial behaviours ? It has been recognized for some time 
(Glansdorff & Prigogine [ 11; Prigogine & Lefever [lo]; Nicolis & Prigogine [9]) that 
the constraints are appropriate non-linearities in the interactions and appropriate 
feedback loops. Exactly which feedback loops must be involved will be discussed 
in more detail below. Let us anticipate this by saying that once they have been ex- 
plicitly formulated, these logical constraints may seen obvious; however, before be- 
ing formulated they were not at all obvious! Suffice to mention here that as far as 
we can tell, the presence of a negative loop (i.e., a circuit with an odd number of 
negative interactions) in the graph is a necessary, but not sufficient, condition for 
stable periodicity, and that the presence of a positive loop (i.e., a circuit with an 
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even number of negative interactions in the graph) is a necessary, but not sufficient, 
condition for multistationarity. 
2. Biological regulatory systems 
2.1. Graphs of interactions 
Biological regulatory systems are usually complex nets of interactions between 
gene products or other biological effecters. As already mentioned, these nets can 
be described by sets of differential equations, but in the perspective we have 
developed they are viewed as graphs whose vertices are the elements of the net (gene 
products, etc.) and whose edges describe the interactions. For instance, the graph 
shown below depicts the interactions of a system in which the production of element 
a is negatively regulated by 6, b is negatively regulated by d, c is negatively regulated 
by b, and the production of d requires that a be sufficiently low or c sufficiently 
high. 
a 
-/_k 
(OR) ,K-Pb 
c 
It is immediately apparent that this ‘graph’ comprises two loops, a negative one 
with three negative interactions and a positive one with two negative interactions. 
Note that at least in its initial form the graph is: 
- directed, 
- signed, and 
- the connection between a -2 d and c f d is OR (in other words at least one of 
the conditions, c high, a low, must be fulfilled for d to be produced). 
If one did not take into account the last point (AND vs. OR connections) these 
graphs would be what King [6] calls an ‘influence diagram’. In some sense, an in- 
fluence diagram is ambiguous whenever two or more arrows point to a same vertex; 
however if one is interested in what is common to all structures represented by the 
same influence diagram, irrespective of the nature of the connections, it is ap- 
propriate. 
Our graph can be translated into an adjacency matrix: 
1 a b c d 
b” 0 o-1 0 0 o-1 0 
C o-1 0 0 
d -1 O+l 0 
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However, this matrix is ambiguous in the same sense as the influence diagram, since 
it is not mentioned that d OR c are sufficient conditions for the production of d. 
As proposed by Van Ham [18] the two ways in which these graphs differ from 
classical directed graphs vanish if one uses, instead of AND, OR and NOT, a single con- 
nective, NAND (or NOR). This implies the use of auxiliary elements. If one lets e = E, 
one obtains a conventional (unsigned) directed graph in which all connections are 
NAND, such that one must mention neither a sign for each arrow nor additional in- 
formation about the connections. Namely, 
d-b 
e-c 
In this formalism, a loop is positive or negative depending on the parity, not of 
the number of negative elements in the loop, but of the total number of elements 
in the loop. Thus, one has, as above, two feedback loops, a negative one (with three 
elements) and a positive one (with four elements). 
Here, the adjacency matrix has only 0 or 1 entries, and in addition it is not am- 
biguous since all connections are known to be NAND: 
a b c d e 
0 1 0 0 0 
0 0 0 1 0 
0 1 0 0 0 
1 0 0 0 1 
0 0 1 0 0 
The advantages of this monotonic form are obvious; one deals now with bona fide 
directed graphs, and all the background of graph theory can be used where required. 
For this reason, this form should be used for all proper theoretical developments. 
In other cases, we prefer to keep using the original type of ‘graphs’ because: 
- in this description each vertex corresponds to a physical element of the system 
(there are no vertices introduced for formal reasons); 
- the adjacency matrix is essentially homologous with the Jacobian matrix of the 
continuous description. 
2.2. Logical description and analysis 
(‘Kinetic logic’: Thomas [13-151, Thomas & Van Ham, [ 161.) 
Others before us have already used a boolean (=logical) and, (accordingly) 
caricatural, description of biological systems (Sugita [12]; Kauffman [5]; Glass & 
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Kauffman [3]). Our approach differs from preexisting ones by the way in which time 
is introduced. Instead of introducing logical variables x and relating x,, , with 
x,, we associate to each relevant element i of the system a logical variable xi (or 
a, 6, c, . ..) whose value (0, 1, . ..) is indicative of the level (concentration, . ..) of the 
element and a logical function Xi, (or A, B, C, . . .) whose value refers to the rate of 
production of the element. 
For instance, in a genetic system, xi= 1 means that gene product i is ‘present’ 
while Xi= 1 means that gene i (the gene which synthesizes product i) is ‘on’. 
The temporal relation between the values of Xi and xi can be described as 
follows. Suppose that gene i has been off (X,= 0) for some time; its product, which 
is perishable, is absent (xi = 0). If the gene is switched on (X,= l), the product will 
appear (xi= l), but only after a delay ti; during this interval, Xi has the value 1 but 
Xi has still the old value (0) of Xi. Similarily, if one now switches the gene off 
(Xi= 0 again) the product will disappear (xi= 0) but only after a delay tr. Note that 
there is no reason why the ‘on’ and ‘off’ time delays, ti and tT should be equal; in 
fact ti depends mainly on the rate of synthesis of the product while tT depends 
mainly on its stability. Note also that Xi and Xi have the same value in states of 
regime (gene on, product present; or gene off, product absent), but if starting from 
such a state of regime one changes the value of Xi (= switch the gene on or off), 
there is a transient period ti (t;) during which X, is already 1 but xi is still 0 (or Xi 
already 0 but xi still 1). More precisely we adopt the following rule: if, as a result 
of a change in the value of function Xi, the logical values of xi and Xi have become 
different, variable Xi will adopt the new value of X, after a characteristic time delay 
unless there is a counter-order (a new change of the value of Xi) before the delay 
is elapsed. This rule introduces a selective loss of memory which is crucial. During 
these transient periods, the value of x, behaves as a memory of an earlier value of 
x; . 
Systems are described in terms of sets of logical equations of the form: 
X;=f$;(X,,Xi ,... x,;al ,..., a,) 
in which the x are internal variables and the a are input variables. 
Note that the logical value of a function Xi depends in an instantaneous way on 
the values of the relevant variables xi, . . . ,x,. In turn, the logical value of each 
variable is conditionally related by a time delay with the value of the corresponding 
function. The same circularity is found between the variables and their time 
derivatives in the continuous description. 
While the classical way to involve time in logical equations consists of writing 
x,, , as a function of x,, we relate Xto x at any time. At first sight, time might then 
seem to have disappeared from the equations. In fact, it is present at two levels. 
First, our functions represent rates of synthesis, which have the dimensions of time 
derivatives; expressing rates of synthesis as functions of concentrations is very 
similar to relating time derivatives X to variables x in differential equations. The 
other level at which time is taken into account is that of the time delays. 
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Table 1. The first column lists (in Gray code order) the 24 possible values of the vector of the variables 
(= boolean state) of the system. For each of these states of the system the second column gives the value 
of the vector of the functions (= image) of the state). Each time a variable and the corresponding func- 
tion have a different value we put a dash on the value of the variable; this means that this variable has 
received an order to change its value. Thus, for state 0 1 10 the image is 0 10 1 and we write 0 1 i Cl/O 10 1 
(in which the dashes are redundant but convenient) as in the table, or in a more compact way 0 1 i 0. Note 
that for state 10 1 1 the image is also 10 1 1. There is thus no order to change the value of any variable: 
this defines a stable state, which we represent circled. 
abed ABCD abed ABCD 
0000 1 1 1 1 T 100 0100 
0001 1011 11 oi 0000 
00 11 1011 1111 0 00 1 
0010 1 1 1 1 I1 10 0 1 0 1 
0110 0101 1010 1 1 1 1 
0111 0 00 1 w 1011 
oioi 0001 1010 
0100 0 10 1 10 00 1110 
In this perspective, the four-variables system mentioned above is described very 
simply by the set of logical equations: 
A = 6, B=d, c= 5, D = d + c ( + means inclusive OR) 
From these n equations, one can derive a state table (Table 1) which gives the value 
of the vector of the functions for each of the 2” values of the vector of the 
variables. Since the vector of the variables characterizes the state of the system and 
the vector of the functions is the image of the state through the set of logical equa- 
tions, we currently use these words (state, image) to mean, respectively, the vector 
of the variables and the vector of the functions. While in the classical description 
one relates x, + 1 to x, , and x, + , is the next state of x, (synchronous attitude), in 
our description the image of a state does usually not correspond to its next state; 
whenever a state and its image differ by the values of more than one variable, we 
reason that these variables will in general not commute in exact synchrony. For in- 
stance, the image of state 0110 is 010 1. But unless variable c is switched off and 
variable d on in exact simultaneity, the next state of 0 110 will not be 0 10 1 but 0 100 
or 0 111, depending on the values of the time delays: 
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In this way, one can derive the graph of the sequences of boolean states (for more 
details see Leclercq & Thomas [7] or Thomas [15]). In spite of the simplicity of the 
logical equations, the dynamics of the system are remarkably complex (even more 
complex if one takes into account the fact that variable b may influence the rates 
of synthesis of a and of c with different threshold values: one then uses a three- 
valued logical variable for 6). Let us just mention here that the logical analysis 
predicts for this system a choice between two attractors, a stable state @ and a 
periodic attractor which has various morphologies (cyclic sequences of states) 
depending on the values of the time delays. This means that a continuous system 
of the same logical structure has (for proper parameter values) a choice between two 
states of regime, of which one is stable, and the other is a limit cycle for appropriate 
values of the parameters. This behaviour of the homologous continuous system has 
been predicted by the logical analysis and subsequently confirmed; it had not been 
possible to predict it from continuous analysis. 
2.3. Graph of the sequences of states 
As is apparent from the preceeding paragraph, from a graph of the interactions 
one derives (via the logical equations and state table) a graph of the sequences of 
states, which gives the different dynamical pathways open to the system considered. 
Which pathway actually will be followed depends on the values of the time delays, 
but the graph of the sequences of states is derived independently of and prior to any 
specification concerning the values of the time delays. 
The graph of interactions is a network which usually comprises various circuits; 
each of these circuits is a positive or a negative feedback loop. The graph of the se- 
quences of states displays one or more final states, which may be stable states or 
stable cycles, etc. The derivation of the graph of the sequences of states from the 
graph of interactions is straightforward in the sense that from any graph of interac- 
tions the sequences can be derived according to simple and unambiguous rules. One 
has some ideas about the relations between the two types of graphs; for instance, 
as already mentioned, a negative loop in the former is a necessary condition for a 
stable cycle in the second, and a positive loop in the former is a necessary condition 
for multiple attractors in the second. However, this is very far from a mathematical 
analysis of the relations between the two types of graphs. 
3. Positive feedback loops and multistationarity 
The argument of this section is essentially as follows: 
The continuous description using differential equations permits a straightforward 
analysis of the dynamics of isolated positive (as well as negative) feedback loops, 
at least those comprising a small number of elements. 
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Extension to systems composed of n independant positive loops, like the egg of 
Colomb, is obvious (but only once it has been realized). 
If one deals with systems comprising several positive loops which interact with 
each other, one can still, for defined values of the parameters, find the steady state 
values and determine their local stability. However, these systems are usually no 
more tractable in analytic terms, and in particular it is not clear how additional in- 
teractions will affect the steady states. In view of these difficulties, one may turn 
to the logical description. 
In this description, the analysis of n independant positive loops is trivial. 
When one moves to a system comprising interactions between the loops, the 
boolean description is no longer trivial. However, in contrast with the continuous 
description it is easily tractable, and there is a general way to know which interac- 
tions may suppress which stable states. Moreover, what has been obtained from the 
logical description is found to apply qualitatively to the continuous description. 
3. I. Continuous description 
3.1.1. One positive loop 
When we say, in chemistry or biology, that xi exerts a positive (negative) control 
on x,, it typically means that the rate of synthesis of x, is an increasing (decreasing) 
function of xi. These functions are usually non-linear and they approach a limit 
for extreme values of the variable; in practice most of the time, the dependance is 
described by a sigmoid, i.e., a function with a lower and an upper bound and one 
inflexion point (Monod et al. [8]; Griffith [4]; Walter [12]; Glass & Kauffman [2]). 
For instance, the Hill function 
F-(x)=Bn 
en+2 
(a decreasing sigmoid) 
or 
F+(x)= 1 -F-(x)=& (an increasing sigmoid). 
F+(x) is close to 0 for small values of x, close to 1 for high values of x, and it 
shifts from its low to its high level (with the value 0.5 for x = 0) more or less abruptly 
depending on the value of n; as n increases, the sigmoid tends to a step function. 
We will assume that the regulatory interactions are indeed sigmoidal. 
Our simplest positive loop is described by the differential equation: 
i = k F ‘(x) - k_ x in which the term - k-x represents the spontaneous decay of x, 
and is assumed to be proportional to its concentration. 
In the steady state, k= 0, thus 
++(+li. x” 
k_ e”+_& 
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Fig. 1. 
The solutions of this steady state equation are given by the intersects between the 
curves Y = x (the bissectrix) and 
y=L.Xn 
k_ 8”+x”’ 
In view of the sigmoid character of the latter, there may be up to three intersects, 
and thus three steady states (see Fig. 1). 
This is the case provided k/(k_@ exceeds a critical value, which depends on n. 
Linear stability analysis shows that the two extreme steady states are stable while 
the intermediate steady state is unstable. More precisely, the characteristic equation 
is: 
The first term (which is the derivative of a sigmoid function) has a maximum at the 
level of the inflexion point and tends to 0 for small or high values of x. 
When the parameter values are such that there are indeed three steady states, one 
finds that this derivative is almost 0 at the level of the outer steady states and > k_ 
at the level of the inner steady state. It ensures that w, the root of the characteristic 
equation is negative for the outer steady states (which are thus stable) and positive 
for the inner steady state (which is thus unstable). 
A similar situation is obtained for any isolated positive loop (see Richelle [l 11). 
For instance, in the system: 
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the steady state equations are 
x=*F,-(y)=G;(y), Y=&-(x)=G;(x) 
K-1 K-2 
Thus, in steady state, 
x=G,(y)=G,(G,(x))=G(x). 
It can be shown (if not easily demonstrated) 
as the Hill functions: F,(F,(&(...(x)))) results 
that composition of sigmoids such 
in functions of a sigmoid shape, 
which are increasing or decreasing depending on whether there is an even or an odd 
number of decreasing sigmoids in the loop (in other words, whether one deals with 
a positive or a negative loop). 
The system x tiy, and in fact any isolated positive loop, can thus be described 
by a single, one-variable steady state equation such as x= G+ (x), in which G’ has 
the shape of an increasing sigmoid. Like for the one-variable system, for proper 
values of the parameters there are three steady states, two of which are stable and 
one unstable. 
At this point, we want to stress that in this type of system (a single positive feed- 
back loop using sigmoid interactions) there are up to, but not more than, three 
steady states whatever the analytical degree of the interactions and whatever the 
number of elements in the loop. 
3.1.2. N isolated positive loops 
As already mentioned, the very notion of multistationarity has spread only rather 
recently to physics, chemistry and finally biology. Moreover, the systems usually 
described have few steady states, and it seems generally assumed that systems with 
many steady states would require interactions of a correspondingly high degree. In 
fact, as soon as one has recognized that a positive loop of proper shape and 
parameters can provide for three steady states, it follows that IZ independent positive 
loops (of proper shape and parameters) can provide for 3” steady states. It is con- 
venient to depict these steady states on n-cubes as in Fig. 2. 
1 loop 
3l steady states 
2 loops 
3’= 9 steady states 
3 loops 
33 = 27 steady states 
Fig. 2. Notation: l stable node; = , x two types of saddle points, 0 unstable node. 
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In this especially simple case (N isolated one-element loops), the linear stability 
analysis is immediate, because the Jacobian matrix is a diagonal one, and conse- 
quently the determinant of the characteristic equation has the shape: 
--O+a,, 0 . . . 0 
0 -cooa22 *a* 0 
. . . -m+aNN 
=o. 
The roots of the characteristic equations are thus simply the diagonal elements 
011, a22y .., TaNN of the Jacobian matrix of the system. What was mentioned above 
for the derivatives of F+(x) in one-variable systems can be repeated here for these 
elements; each one will have a negative value for the two stable steady values of the 
corresponding variable, a positive value for the unstable steady state value. One can 
thus figure as follows the character of the various steady states by qualitative Jaco- 
bian matrices (Tyson [17]) (which in this particular case provide us directly with the 
sign of the roots of the characteristic equation): 
Considering in addition that two different stable steady state values can produce 
a ‘-‘, one sees that there are 23 = 8 steady states of the (- - -) type, 2’= 4 steady 
states of the three (+ - - ) types (thus a total of 12), 2’ = 2 steady states of the 
three (+ + -) types (thus a total of 6), and one steady state of the (+ + +) type. 
Thus, the 33 = 27 steady states comprise 23 = 8 stable nodes (all three roots negative) 
and 33 - 23 unstable states, of which 12 + 6 correspond to 2 types (- - + ; - + +) 
of saddle points and one is an unstable node. 
As already noticed in a more general context, these various types of steady states 
of the three-loops system are conveniently pictured on a cube, on which the 8 ver- 
tices, the middle of the edges (12), the middle of the faces (6) and the center (1) 
figure the 8 stable nodes, the two types of saddle points and the unstable node, 
respectively. Furthermore, this representation can be used for better understanding 
of the meaning of the various types of steady states considered. (See Fig. 3.) 
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a 
d 
Fig. 3. 
/ b 
/ C 
For instance, steady state e (which has two negative and one positive root) is at- 
tractive along the separatrix surface between the stable domains a and b and 
repulsive along the direction a 6. 
Steady statef(which has one negative and two positive roots), is attractive along 
a line which is an intersection between two separatrix surfaces, and repulsive along 
the surface &cd. Thus, if one takes an initial state very close to the center of the 
cube, it will first move (depending on its exact location) close to one of the intersec- 
tions between the three separatrices (i.e., towards one of the six faces of the ‘cube’); 
then depending again on its initials position, it will move near the intersection of 
this face with one of the separatrix surfaces (i.e., towards one of the six edges of 
the faces); finally it will move along this edge towards one of the two vertices (stable 
steady states) which limit it. 
3.1.3. Interacting loops 
In real systems, one seldom deals with loops isolated from one another and from 
outside. But as soon as there are interactions between the loops, the differential 
equations can no longer be dissociated from each other. It may become very dif- 
ficult to identify even the essential feature of the dynamics of the system, even 
though for defined values of the parameters one can calculate the values of the 
steady states and determine their local stability. 
This is a reason to shift to the logical description (see below). 
As regards the calculation of these many steady state values, the classical 
Newton-Raphson method may present difficulties because to reach some of the 
steady states one has to start from an initial state already quite close to the goal. 
It is then extremely convenient to use a method (Thomas, Richelle and d’Ari, in 
preparation) which we call ‘directed iteration’, whose aim is to render at will any 
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type of steady state attractive for a wide domain of the space of variables. Essential- 
ly, we use the iteration: 
x F&J n+l =&I -- 
A 
in which x is the vector of the variables, F the vector of the functions. This resembles 
the Newton-Raphson iteraction but instead of calculating the Jacobian matrix of 
the system at each step of the iteration, we use a matrix A which is suggested by 
the qualitative matrix ‘a la Tyson’ of the steady state one wants to reach. For in- 
stance, in the case of 3 isolated loop, in order to find the stable states we use a matrix 
I - 0 - 0 - 0 I 
in which ‘ - ’ may be, for instance, - 2 (but any negative number of a greater ab- 
solute value will ensure convergence, albeit slower; there is a minimal and an op- 
timal but no maximal value). The iteration will lead to one of the 8 stable steady 
states depending on the initial state. If instead we use the matrix 
; _ 0 - 0 + 01 
then the iteration leads us depending on the initial state, to one of four ‘edge’ steady 
states (and similarily for the permutations (- + -; + - -). With the matrix 
i - 0 + 0 + 0 1 
the iteration leads us, depending on the initial state, to either of two ‘face’ steady 
states (and similarily for the permutations (+ - +; + + -). Finally, with matrix 
i + 0 + 0 + 0 I 
iteration leads us to the ‘belly button’ of the system. 
We would like to emphasize the fact that the main reason for using the qualitative 
Jacobian matrix at the level of the steady state is not to avoid calculating the matrix 
at each step of the iteration. The purpose is to render the steady state in question 
attractive for the iteration process from a very wide domain of the space of 
variables. The fastest procedure consists in fact of using a small number (e.g., 5) 
of ‘directed iteration’ steps followed by an equally small number of 
Newton - Raphson iterations. 
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3.2. Logical analysis 
Simple systems composed of n one-element positive loops are trivial as each func- 
tion is an identity: A =a, etc. For each of the 2” logical states of the system, the 
vector of the functions thus has the same value as the vector of the variables, and 
each of the 2n states is therefore stable. 
When there are connections between the elements, the situation is no longer 
trivial. However, it can be analyzed without difficulty. In a general way, one can 
tell that adding interactions between (or to) the elements of such a system tends to 
lower the number of stable states. But the problem is, which interactions suppress 
which stable states? 
Reasoning that any state for which variable a = 1 but function A = 0, or a = 0 but 
A = 1, is not stable, one realizes that, on proceeding from A = a to A = ax+y, those 
states which are no more stable as a result of the additional interactions x and y are 
given by the expression 
a@ (ax+y), (or more generally a @A) 
in which @ is exclusive OR: a @ b = a6+ lib, and + is inclusive OR. 
For instance in the two-dimensional system composed of the two one-element 
loops 
A = a, B=b 
each of the four Boolean states is stable. Changing the second equation into 
B = a + b results in the loss as a stable state of state a6: 
b@(a+b)=b.a+b+6(a+b) 
=b-a.6+6a+6b=a6. 
Thus, state a6 is no longer stable. This can be checked by constructing the state 
table: 
ab AB 
A=a @$ 00 
B=a+b 
8 y: 11 
10 11 
In the four-dimensional system composed of the four one-element loops 
A=a,... all 24= 16 Boolean states are stable. If instead of A =a one writes 
A = a6 + d, the states which are no more stable are given by: 
a@(a6+d)=aab+d~(a~+d) 
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Thus, 6 states are no longer stable: 
abed, ab?d, n&d, ii&d, nbcd, nbcd. 
Note that if the states which are not stable are given by the disjunction 
(a@A)+(b@B)+(c@C)+(d@D), 
then the states which remain stable are given by the conjonction: 
(a=A).(b=B)-(c=C).(d=D). 
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