ABSTRACT The main challenge of user personality recognition is low accuracy resulting from small sample size and severe sample distribution imbalance. This paper analyzes the impact of imbalanced data distribution and positive and negative sample overlap on the machine learning classification model. The classification model is based on the data resampling technique, which can improve the classification accuracy. These problems can be solved once the data are effectively resampled. We present a personality prediction method based on particle swarm optimization (PSO) and synthetic minority oversampling technique+Tomek Link (SMOTETomek)resampling (PSO-SMOTETomek), which, apart from effective SMOTETomek resampling of data samples, is able to execute PSO feature optimization for each set of feature combinations. Validated by simulation, our analysis reveals that the PSO-SMOTETomek method is efficient under a small dataset, and the accuracy of personality recognition is improved by up to around 10%. The results are better than those of previous similar studies. The average accuracies of the plain text dataset and the non-plain text dataset are 75.34% and 78.78%, respectively. The average accuracies of the short text dataset and the long text dataset are 75.34% and 64.25%, respectively. From the experimental results, we found that short text has a better classification effect than long text. Plain text data can still have high personality discrimination accuracy, but there is no relevant external information. The proposed model is able to facilitate the design and implementation of a personality recognition system, and the model significantly outperforms existing state-of-the-art models.
I. INTRODUCTION
Social networks have become the most widely used communication and interaction tool between people in recent years. Personality is a combination of an individual's social behavior, emotion, motivation, and thought pattern characteristics, and makes a person unique. Our personality has a great impact on our lives, affecting our life choices, well-being, health, and preferences. Furthermore, personality is closely related to human behavior [1] . Personality enables the development of applications like personalized recommendations for products, music preference recognition, and prediction of teamwork performance [2] , [3] . Thus, it is quite important to recognize a person's personality.
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There are several personality models used in predicting personality, such as the Big Five Personality, Myers-Briggs Type Indicator (MBTI), Dominance Influence Steadiness Conscientiousness (DISC), and Strength Finder [4] , [5] . MBTI is based on Carl Jung's typology theory and describes the four basic dimensions of human personality: extroversion/ introversion, perception/intuition, thinking/feeling and judgment/perception [6] . Since MBTI is descriptive and analytical, it needs to be very good at analytical interpretation and psychoanalysis. DISC behavior evaluation is based on four main and critical behaviors: dominance, impact, stability and compatibility. DISC pays special attention to behavioral preferences. Compared to MBTI and DISC [7] , the Strength Finder test has a greater limit on active strategies. It lacks an intuitive model for moving team members [7] , [8] . Hence, after some considerations and reviewing the literature, the Big Five Personality is used in this study as it is the most popular and precise in telling someone's personality traits. Moreover, personality is typic-ally formally described in terms of the Big Five Personality traits [9] with binary (yes/no) values:
• Extroversion (EXT). Is the person outgoing, talkative, and energetic versus reserved and solitary?
• Neuroticism (NEU). Is the person sensitive and nervous versus secure and confident?
• Agreeableness (AGR). Is the person trustworthy, straightforward, generous, and modest versus unreliable, complicated, meager, and boastful?
• Conscientiousness (CON). Is the person efficient and organized versus sloppy and careless?
• Openness (OPN). Is the person inventive and curious versus dogmatic and cautious?
There is an enormous interest in personality recognition. However, automatically classifying human personality traits through analyzing a user's text data is a challenging task considering the little existing research and low accuracy of current methods. In particular, text often reflects various aspects of a user's personality [10] , but research on personality analysis of text data for social network users is limited and has low accuracy [1] - [9] . We analyzed the reasons for the low accuracy of user personality recognition. There are three main reasons: limited sample data, unbalanced data distribution, and serious positive and negative sample overlap.
For the three main problem mentioned above, we introduced a resampling technique named synthetic minority oversampling technique+Tomek Link (SMOTETomek), which combines undersampling and oversampling. SMOTETomek technique was applied using the library from imbalanced_learn, which includes the synthetic minority oversampling technique (SMOTE) function for oversampling as well as the Tomek Link function for undersampling. Due to the SMOTE is a classic oversampling technique that increases samples while Tomek Link is an undersampling technique for cleaning overlapping samples. Therefore, the SMOTETomek technique can solve the above problems very well. In the experimental part, we verified the effectiveness of the SMOTEToemk technique. In addition, our personality recognition model is built using some combinations of linguistic features with different feature processing approaches, as detailed in Section 3.4. We construct a particle swarm optimization (PSO) feature optimization algorithm to find the best combination of features. The PSO algorithm can select the optimal joint feature in the feature space of the particle swarm search [11] , [12] .
The contributions of this paper are summarized below. In view of the above main problems, this paper proposes a user personality recognition method based on the SMOTETomek resampling technique. The goal of this research is to build an automatic personality recognition model based on the status of user-unbalanced text data. Hence, we propose a PSO-SMOTETomek method for personality recognition based on text so that the prediction model can be improved. The result shows that with the data balanced and features optimized, the model can classify personality traits with a relatively high accuracy.
The rest of the paper is organized as follows. Section 2 reviews prior studies, introducing relevant research methods and achievements. Section 3 describes the personality recognition model, which includes three modules. In section 4, we present the experiments and provide a discussion. Section 5 concludes the research and points out future work directions.
II. RELATED WORK
In earlier studies, self-reporting was the most widely used method of personality characterization, which meant that data were collected from users who filled out standardized questionnaires [13] . However, this method is subject to user subjectivity. Moreover, it has limitations in participant recruitment, feedback efficiency, and resource consumption [14] .Therefore, the self-reporting method needs to be improved.
The correlation between users' social network activity and personality has been the focus of several studies in the last decade. Globeck intended to predict web users' personality traits through text features on Facebook and Twitter [15] , [16] . Additional research in personality prediction based on Facebook statuses was done by using social network analysis (SNA) features, Linguistic Inquiry and Word Count (LIWC) features, and Structured Programming for Linguistic Cue Extraction (SPLICE) features [15] . The paper proposed a method of big five personality recognition (PR) from microblog in Chinese language environments with a new machine learning paradigm named label distribution learning (LDL) [17] . The goal of this paper is to investigate the predictability of the personality traits of Facebook users based on different feature and measures of the big five model [18] . Another study made a personality prediction system by using Twitter with LIWC and machine reading comprehension (MRC) features [19] . Most of the previous papers considered many external conditions [20] , such as the network information and the time when the user published statuses; however, sometimes it was not known whether the external information of the user was accurate.
All of the aforementioned studies did personality prediction by using social media in English based on Big Five Personality models. Initially, the Big Five Personality were developed by several independent groups of researchers. Then, J.M. Digman made further advancements, and Lewis Goldberg later perfected it [21] . Recent research was conducted to make a personality prediction system using Twitter in Bahasa based on Big Five Personality models [22] . Other research on personality prediction was done using deep learning techniques to identify user personality based on Facebook social network statuses [23] . However, these studies were limited by small sample sizes and imbalanced data distributions.
The purpose of this study is to improve the personality recognition accuracy by analyzing the relationship between personality characteristics and user text data distributions using three public datasets in which the user has an external information dataset that can be used for comparative experiments. Unlike in previous studies, we are not only concerned with the type of user data, but also with the issue of data distribution. Hence, this paper develops a personality recognition model of text based on the PSO-SMOTETomek method for social network users. This is described in detail in section 3.
III. METHODOLOGY
In this section, we introduce the features selection and optimization, and the data balancing; then, we discuss the implementation of our system in detail. We also present the fundamental knowledge of the PSO and resampling technique, aiming at clearly explaining our proposed PSO feature optimization model and SMOTETomek technique.
A. PERSONALITY RECOGNITION MODEL
Our method includes three modules: data balancing, feature extraction optimization and personality classification. Fig.1 illustrates this in detail. Due to the unbalanced distribution of the data samples, our first module is the data balancing module; it includes data loading and data preconditioning. To balance the data distribution, we adopted the SMOTETomek algorithm, which combines the oversampling method SMOTE and undersampling method Tomek Link. The second module is feature extraction and optimization. In this paper, two sets of features (combination A and combination B) are extracted, and PSO optimization is performed on each. In the last module, in order to better verify the method proposed in this paper, we used five traditional machine learning algorithms and 10-fold validation evaluation for user personality recognition. 
B. BALANCING THE DATA 1) DATASET
The experimental data used in this study are divided into three different datasets: myPersonality [24] , myPersonality_text, and essays [25] . The first dataset obtained from myPersonality consists of data from 250 Facebook users with approximately 10,000 statuses, with the given personality label based on the Big Five Personality traits. It is a complete dataset of social network users, including users' text information and external information (such as the time of posting, and network size). The second dataset, myPersonality_text, is the plain text data of myPersonality, with the users' external information removed.
Since some statistical features are based on state updates, users with fewer state updates are unable to provide enough information for our model. Therefore, only users with at least five status updates are selected. After data selection, the datasets myPersonality and myPersonality_text consist of 9009 status updates written by 205 Facebook users. The personality type distributions of the myPersonality and myPersonality_text datasets are presented in Table 1 .
The final dataset, essays, contains 2,468 anonymous essays tagged with the authors' personality traits: EXT, NEU, AGR, CON, and OPN. We removed from the dataset one essay that contained only the text ''Err:508'', and we experimented with the remaining 2,467 essays. essays is a plain text library longer than myPersonality_text. The personality type distributions of the essays dataset is presented in Table 2 .
2) PREPROCESSING
All of the data in English went through the preprocessing stage before it could be processed. Preprocessing steps consist of removing URLs, symbols, names, spaces, lowering case, stemming, and removing stop words. Data in Bahasa went through additional preprocessing process: slang words or non-standard words were manually replaced, and then the text was translated into English. For the essays dataset, preprocessing steps also included sentence splitting, data cleaning, and unification.
FIGURE 2. T-SNE visualization of the Openness data and Neuroticism data distribution.
Steps such as removing names, stop words, and stemming used the NLTK library. A total of 152 stop words were removed in the experiments. Further data processing was done manually by using written regex and codes.
3) BALANCED DATA DISTRIBUTION
As shown in Table 1 , the distribution of positive and negative sample data of the Openness trait is 2.4 (yes): 1 (not). The distribution of positive and negative sample data of the Neuroticism trait is 1 (yes): 1.6 (no). The purpose of resampling is to balance the data. The traditional resampling techniques are undersampling and oversampling. However, the disadvantage of undersampling is that it will lose the information of most samples and cannot make full use of the existing information. Meanwhile, the disadvantage of the oversampling technique is that there are too many repeated samples, which may lead to overfitting of the classifier. Previous works have paid little attention to the problem of imbalanced datasets in myPersonality and my Personality_text, where the number of positive and negative samples is very uneven; these imbalanced datasets can cause classifier decision boundaries to be biased toward the majority class.
For imbalanced datasets, our paper introduced a resampling technique named SMOTETomek, which combines undersampling and oversampling. SMOTETomek is a good way to avoid the disadvantages of the SMOTE and the Tomek Link technique. The SMOTETomek technique is applied using the library from imbalanced_learn, and included an SMOTE function for oversampling as well as a Tomek Link function for undersampling. The algorithm flow of the SMOTETomek method is to combine SMOTE and Tomek Link to form a pipeline. The standard flow is as follows:
Step 1: For a dataset D with an unbalanced data distribution, it uses the SMOTE method to obtain an extended dataset D' by generating many new minority samples.
Step2: Tomek Link pairs in dataset D' are removed using the Tomek Link method.
In this paper, the personality traits of Openness and Neuroticism are taken as examples. In order to see the change in data distribution more intuitively, we used the high-dimensional data dimensionality reduction algorithm t-distributed stochastic neighbor embedding (t-SNE) to map the data distribution in two-dimensional space. The data distribution before and after resampling is shown in Fig. 2 . As can be seen from Fig.2 (a) and (b) , the overlap of Openness data is a serious problem. After using SMOTETomek technique, Openness data distribution is balanced and overlapping data is effectively reduced. Fig.2 (c) and (d) show that the distribution of positive and negative samples of Neuroticism data is unbalanced, SMOTETomek technique can balance the neu data distribution well. VOLUME 7, 2019
C. FEATURE EXTRACTION AND OPTIMIZATION 1) FEATURE EXTRACTION
This study uses six scenarios with different features to compare the results and capabilities of the proposed method.
The main reason for this is to investigate the suitability and performance of the various features for personality modeling. The different feature combinations are used for different types of datasets in this paper. For plain text datasets, such as myPersonality_text and essays, we used four kinds of numeric features (feature combination A). The four kinds of features are described as follows:
• NLTK features: Additional language analysis is performed using the Brown corpus contained in the NLTK toolkit [26] , resulting in an expanded set of linguistic features that included the number of words and the average number of words in a particular grammatical category.
• Text style features: In [27] , style information is successfully used to identify different people's writing styles. Since human behavior is a reflection of personality, it is feasible to use text style features to identify people with different personality traits. Text style features include exclamation tokens, punctuation tokens, feature tokens, and uppercase and lowercase word tokens. The feature values are displayed along with the frequency at which these tokens appear.
• Psychological features: LIWC only considers the importance of words in the same category. Since the text length of each user is inconsistent, simply calculating the frequency of a word will be inaccurate for personality recognition. In order to eliminate the influence of text length inconsistency, we increase the frequency of vocabulary, and calculate the TF-IDF value of psychological vocabulary in the LIWC dictionary [28] .
• Statistics features: There are six features not included in the above categories: the total number of statuses per user, number of capitalized words, number of capital letters, number of words that are used more than once, number of URLs, and number of occurrences of string PROPNAME-a string used in the data to replace proper names of persons for anonymization. In addition to the linguistic features described above, for the myPersonality dataset, we also utilized time features and social network features because of the non-plain text information distribution. Hence, we used six kinds of numeric features (feature combination B). These two additional features are described below:
• Time features: There are six features related to the time of the status update: (1) frequency of status updates per day, (2) number of statuses posted between 00:00-6:00 am, (3) number of statuses posted between 6:00-11:00 am, (4) number of statuses posted between 11:00-16:00, (5) number of statuses posted between 16:00-21:00, and (6) number of statuses posted between 21:00-00:00. In this study, we assume that all the times are based on one time zone.
• Social network features: There are seven features related to the social network of the user:
(1) NETWORKSIZE, (2) BETWEENNESS, (3) NBE-TWEENNESS, (4) DENSITY, (5) BROKERAGE, (6) NBROKERAGE, and (7) TRANSITIVITY. For more information about these measures, see [29] .
2) FEATURE OPTIMIZATION
Feature optimization based on PSO improves algorithm performance. Particle swarm optimization is an optimization method based on swarm intelligence. The particle swarm algorithm simulates a bird in a flock by designing a massless particle. The particle has only two properties: velocity and position, where velocity represents the velocity of movement, and position represents the direction of movement. Individual optimal solution (P best ) is the historically optimal positional information found for each particle. The global optimal solution (g best ) is the optimal position information found from all individual optimal solutions. Each particle searches for the optimal solution separately in the search space and records it as the current individual extreme value (P best ). Each particle shares the individual extreme value with other particles in the whole particle swarm to find the optimal individual extreme value as the current global optimal solution (g best ) of the whole particle swarm. All particles in the particle swarm adjust their velocity and position according to the current individual extremum found by themselves and the current global optimal solution shared by the whole particle swarm [30] . The improved position is used to guide the future movement of the colony [31] . The particle swarm is initialized as a group of random particles (random solutions), and the search process is repeated until the optimal location of the swarm is finally found.
Suppose that in a D-dimensional target search space, there are N particles forming a community, where the position of the i-th particle is represented by a D-dimensional vector as X i = (x i1 , x i2 ,. . . x iD ), i = 1,2,. . . N , and the velocity of the i-th particle uses a D-dimensional vector, recorded as
. . , N . In each iteration, the particle updates itself by tracking two extremes (P best, g best ); the first is the optimal solution found by the particle itself, which is called the extremum of the individual. The optimal position that the i-th particle has searched so far is called the P best , defined as P best = (p i1 , p i2 ,. . . p iD ), i = 1,2,. . . N . The other extreme is the optimal solution currently found for the entire population. This extreme is the global optimal position, and is defined as g best = (g 1 , g 2 ,. . . g D ).
After finding the two optimal values P best and g best , at iteration k, the particles update their speed and position according to the following equations: where w is the inertia weight, and c 1 and c 2 are learning factors, also known as acceleration constants. c 1 and c 2 are usually set to a random value within the range 0 to 4, usually, c 1 = c 2 = 2. r 1 and r 2 are uniform random numbers in the range 0 to 1. The standard particle swarm algorithm flow is as follows:
Step1: Initializing particle swarm, including particle population size, position x i and velocity v i of each particle.
Step2: The F1-socre metric of machine learning methods using the selected features in the training set is used to measure the results of the particles as Fit [i] .
Step3 Step5: Update the velocity and position of the particles according to (1) and (2).
Step6: Exit the loop if the error is good enough or the maximum number of cycles is reached, otherwise, return to Step2.
D. PERSONALITY CLASSIFICATION
This study uses some machine learning algorithms that have been widely used in previous studies: the decision tree (DT), support vector machine (SVM), k-nearest neighbor (KNN), gradient boosting, and linear discriminant analysis (LDA). In this experiment, we treat all of the extracted features as original features and compare them with the best features obtained by the PSO method. Finally, original features are compared with the features selected by the PSO-SMOTETomek method. For model validation, we use a 10-fold cross validation technique using Python libraries. The 10-fold cross validation selected 10% of the dataset for testing data and 90% of the dataset for training data. The accuracy of the final experimental result is the max of 10 times 10-fold cross validation.
We conduct a series of tests under various scenarios to understand the accuracy of each method and each algorithm in predicting personality type. Experiments are done by adding a data processing method to compare accuracy of personality recognition. The first method is resampling, where we balance the data distribution by using the SMOTETomek method. The second method is feature selection, which attempts to filter or delete features that are considered to have low correlation with personality traits by using the PSO method. We do some experiments to compare the methods presented in this paper. Table 3 is a breakdown of experimental scenarios to be performed on traditional machine learning.
IV. EXPERIMENT AND DISCUSSION

A. PERFORMANCE FOR 3 DATASETS IN OUR PAPER
All of the classification results obtained by using traditional machine learning can be seen in Table 4 , 5, 6, and 7. In Table 7 , we report the highest accuracy and F1-score of each trait for each dataset with each method. The calculation formulas of F1-score and accuracy are as follows:
) F1_score = 2 * precision * recall/(precision+recall) (6) where a indicates the number of the positive samples which are correctly predicted. b is the number of negative samples VOLUME 7, 2019 which are correctly predicted. c represents the number of negative samples which are wrongly predicted. d is the number of positive samples which are wrongly predicted.
For the three datasets in this paper, essays dataset is no problem of unbalanced data and small amount of data. my Personality_text is a plain text dataset from my Personality. Hence, in order to verify the effectiveness of the PSO-SMOTETomek method, take the myPersonality dataset as an example, we added oversampling and undersampling experiments, in which oversampling adopted the classical SMOTE technique and under-sampling adopted Tomek Link technique. Table 4 shows the result obtained on the my Personality dataset. The highest accuracy and F1-score are in scenario number 6. The highest accuracy and F1-score are 89.57% and 0.90, respectively, obtained from SVM algorithm. The highest average accuracy is 78.78%, obtained by the SVM algorithm. The highest average accuracy for all of the traits is 79.74%, obtained from Openness (OPN). Compared with the methods of PSO-SMOTE and PSO-Tomek, the experimental results show that the PSO-SMOTETomek method achieves the highest accuracy and F1-score. Table 5 shows the result obtained by using the my Personality_text dataset. The accuracy and F1-score are highest in scenario numbers 3. The highest accuracy and F1-score are 88.15% and 0.82, respectively, obtained by the SVM algorithm. The highest average accuracy is 75.34%, obtained by the SVM algorithm. The highest average accuracy among all traits is 77.48% and is obtained for Openness (OPN). Table 6 shows the result obtained on the essays dataset. The accuracy and F1-score are highest in scenarios number 2. The highest accuracy is 67.58%, As can be seen from the experiment results, first, the PSO-SMOTETomek method is the best method among all the methods. Second, for the myPersonality and my Personality_text datasets, SVM model is the algorithm with the best performance among the five algorithms. However, for the essays dataset, Gradient Boosting algorithm is the model with the best performance among the five algorithms. Finally, in the three datasets of this paper, the highest average accuracy for all of the traits obtained from Openness (OPN). Table 7 shows that personality traits are well predicted using feature optimization methods and the PSO-SMOTETomek method. Both PSO-SMOTETomek and PSO contribute to the classification results, and PSO-SMOTETomek performs significantly better than PSO alone. For the PSO method, the best average accuracy on the three datasets (myPersonality_text, essays, my Personality) are 68.20%, 65.41%, and 71.78%, respectively. For the PSO-SMOTETomek method, the best results are 75.82%, 65.41%, and 79.96%, the best F1-score are 0.82, 0.70, and 0.90, respectively. This is shown in Fig.3 .
At the end of the experiment, we calculated the time cost of the experiment. We calculated the training time and test time sum of the five personality programs executed by each model on 3 datasets. From Table 8 , for the 3 datasets, first, the PSO method takes the shortest time, because the PSO method has the effect of selecting the optimal feature, which reduces the dimension of the feature. Second, for the datasets myPersonality_text and myPersonality, the maximum time consumed by the PSO-SMOTETomek method over the PSO method are 0.0069s/0.0022s and 0.0330s/0.0008s, respectively. Hence, the PSO-SMOTETomek method is not much more time-consuming than the PSO method, besides the PSO-SMOTETomek method solves the problem of data imbalance by adding data.
By observing all average accuracies and F1-score from experiments on traditional machine learning, in the three different methods, all of the average accuracies and F1-score for each dataset are quite different. From the average accuracy results based on traits, we can see that the PSO-SMOTETomek method has the highest average accuracies and F1-score on the three datasets while the PSO method had the second highest average accuracy and F1-score. The result may be different in other research, as it heavily depends on the dataset and the classification model and its features used for the prediction.
B. COMPARISON WITH SAME TYPE OF DATASETS
The performances of three different methods using five basic machine learning algorithms on the three datasets are presented in Table 4 -7. The accuracies on the three datasets are presented in Fig.4 .
From Fig.4 (a performances with and without PSO, we can conclude that these five machine learning methods achieve better accuracy when using PSO. Second, the myPersonality_text dataset provides significantly better accuracy than the essays dataset. In other words, the short text dataset (myPersonality_text) is more accurate in this experiment. Finally, the accuracy on my Personality_text is highest when the PSO-SMOTETomek method was used.
In the same way, from Fig.4 (b) , we can see the following. First, when comparing the classifier performances with and without users' external information, the accuracy on my Personality is better than that on my Personality_text, which means that the users' external information has a certain role in personality recognition. However, from the experimental data point of view, it is not as important as we think because the accuracy on the two datasets is not very different. Second, PSO and resampling can also significantly improve the accuracy. Finally, the accuracies on myPersonality_text and myPersonality are highest when the PSO-SMOTETomek method was used.
C. COMPARISON WITH EXISTING PERSONALITY PREDICTION METHODS
In our paper, considering that Navonil Majumder et al.'s study [9] on personality recognition is most closely related to our work, we compare our results on the essays dataset VOLUME 7, 2019 with the best results of their work. From Fig.5 (a) , the results show that the PSO feature optimization algorithm can extract a better combination of features, which contributes to higher performance with our model; moreover, and the accuracy of personality recognition on essays is improved by around 4%-8%.
For the myPersonality dataset, we compared the algorithms proposed by [16] , [18] with different approaches to machine learning. In this paper, we introduced a resampling technique to try to balance the number of minority and majority classes in the dataset. After performing resampling of the original dataset using the PSO-SMOTETomek method, we applied SVM, DT, KNN, gradient boosting, and LDA as classifiers. The comparison of results is illustrated in Fig.5(b) . The accuracy of personality recognition on myPersonality is improved by around 3%-10% compared to methods in [16] , [18] .
The greatest improvement of accuracy occurred when using PSO and PSO-SMOTETomek. In summary, PSO-SMOTETomek can improve the accuracy of classifiers on the minority class and the overall accuracy. Comparing the machine learning methods, on the whole, SVM had the best performance. Without the PSO method, DT outperforms SVM on accuracy; meanwhile, when using the resampling method, KNN outperforms SVM. The experimental results also show that the proposed method can greatly improve the accuracy compared with other methods [9] , [16] , [18] , [32] .
V. CONCLUSION
Considering the evaluation results in Table 4 -7 and Fig. 3-5 , for the three datasets, the methods of PSO and PSO-SMOTETomek outperform several existing methods because it improves accuracy. These results may have occurred because PSO can optimize features and SMOTETomek pays particular attention to the positive and negative sample overlap region-those most likely to be misclassified.
The average accuracies of the my Personality, my Personality_text and essays datasets are 78.78%, 75.34%, and 65.34%, respectively. For the datasets of my Personality and my Personality_text, the highest accuracies obtained using the SVM algorithm are 88.15% and 89.57%, respectively. For the essays dataset, the highest accuracies obtained using the Gradient Boosting algorithm is 67.58%. From the experimental results, we can see that PSO-SMOTETomek method is efficient under a small dataset. More importantly, we found that compared with long text dataset, short text dataset has better classification effect. In the absence of user external information, plain text data can still have high personality recognition accuracy.
In a future study, we plan to use a data enhancement algorithm, deep learning architectures, and other processes to improve the proposed prediction method. 
