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1. Introduction 
Linear multistep formulae have often been applied in practical codes as variable stepsize 
variable formula methods (VSVFM). 
In these last years several authors presented theoretical studies on linear multistep variable 
stepsize variable formula methods (LM-VSVFM). We can mention, without being exhaustive, 
[1,2,3,4,5,6,7]. 
In this paper we introduce the definition of linear multistep multiderivative variable stepsize 
variable formula methods (LMM-VSVFM) and we present a study of consistency, stability and 
convergence of these methods. These results generalize Zlatev [7]. 
Consider the following initial value problem 
y '=f (x ,  y) ,  y(a)=y~ (1.1) 
where y ~ R" and x ~ [a, b ]c  R. We assume that d l f /dx  l, l = 0(1)r is continuous and 
Lipschitzian with regard to its second argument. 
We define a grid Gs on [a, b], i.e. a finite set of grid points x i ~ [a, b], i = 0(1)N with 
a=x0<xl< "'" <xN=b.  (1.2) 
The quantity h i -- x i - xi_ 1, i = 1(1)N is called the stepsize at step i and 
h-- max h i (1.3) 
i -  IO)N 
the maximal stepsize of the grid. 
Consider a set of m linear multistep multiderivative variable stepsize formulae methods 
(LMM-VSVFM) 
,~= ( F1, F= . . . . .  F m } (1.4) 
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of type 
where 
and 
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p,j v j ( / )  r 
= h l+ ln( I ) [~  ~r(t) (1 .5)  Yk E aji(hkj)Yk-i "[- E E k-il"ji ~ kj]Jk-i' 
i= l i=O I~0 
hk-1 hk-2 hk -- Sj+ 1 ) 
hkj= ~k '  ~k " ' "  hk ' (1.6) 
sj - max(#j, vj), (1.7) 
v:= max v) t) (1.8) 
l=O(1)r 
f(kO_.)i ---- f (  Xk_,), 0'-7 oy'-°'-' ]: /~'_', = + =-7z-:_,: (xk_,). (1.9) 
2. The  concept  of  order of  a LMM-VSVFM 
To define the concept of order of a LMM-VSVFM we begin by replacing in (1.5) Yk-i and 
h* f(l__)i, l = 0(1)r respectively by y(xt, - h~- i )  and y(t+l)(x k - k-i) where 
i=1 
h*k_i ~- E hk-q, i=  I(1)Sj, h~ =0 (2.1) 
q=O 
and 
y(t+') (x) - -dt+Xy(x) /dxt+' ,  / = 0(1)r. 
Expanding in Taylor series about x k, y(xk - h~,-i) and y(t)(x k - h'~_i) we have 
Y(Xk- -h~- i )= ~ Y(q)(xk) , )q q=O q! ( --hk-i 
and 
- * = ~.  * , l= l (1 ) r .  y"'(x,, h,,_,) y(q÷O(xk) (_h,,_,) q 
q=O q! 
Replacing (2.3) and (2.4) in (1.5) and grouping the like powers of h k we have 
~j 
y~- E ~,,(~,)y(x~- h:_,/- 
i--1 
= ~_. Cq(hkj)h~yq(xk) 
q=O 
•(I) 
h * z 
i=O I=0 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
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where 
and 
= 
I 1~q +' ~J 
c~(~, )  ' - "  - - 'q  = -----~. - - i~  °tji(hkj)(hk-i) 
r [ l~q_  I v j ( l )  [ I,. )t/+1 
' - "  "~-"  ) (h~,)(h~_,) 
(2.6) 
h'~_~ = h~_,/h k, i = l(1)sj, h~' = 0. (2.7) 
We can now introduce the concept of order. 
Definition 2.1. A formula of type (1.5) is said to be of order & if the coefficients 
ayi(hky ), i=  l(1)#y 
fltit)(hkj), i=0(1)v) t), l=0(X)r  
are chosen so that 
Cq(hkj) = 0, q = 0(1)&, k=sy(1)N (2.8) 
for all grids G s and there is at least on grid such that 
3k~ {s;, s;+, .... ,N} C~,+, (L j ) *0 .  (2.9) 
If the stepsize is constant for every Fj, j = 1(1)m, we obtain the classical concept of order for 
formula 
y~ = E ~i, yk-, + Z E h '÷'~);'~y~'-),. (2.10) 
i=1 i=0 I -0  
For the purpose of our study it will be useful the introduction of the following concept. 
Definition 2.2. Assume that 
(i) A formula of the type (2.10) is of the same order & < sj + 1 as formula (1.5). 
(ii) The corresponding free parameters in (2.10) and (1.5) have the same values. 
Then (2.10) will be called a basic formula and (1.5) a corresponding formula (with respect to 
hkA. 
Remark 2.1. Following the ideas of Zlatev [7], it can be proved that there exists a unique formula_ 
(1.5) corresponding to formula (2.10) with regard to any vector with positive components. 
If we consider in (1.5) 
max , ' " °  =x 
j-l(1)m j--l(1)= (2.11) 
max v (t), s= max(p, p); 
l--O(1)r 
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and 
{ ayi(hkj)=O, i=lzg+l(1)bt, k~ {sj , . . . ,N},  
fl)it'(hkj)=O, i=pJ"+l (1)~, ,  k~ {sg .. . . .  N}, 
k k i , , , , ,  = "'k-itaji [ "k j ]Yk - l "  
i=l i=O i~O 
In what follows we will use both (1.5) and (2.13). 
l=O(1)r; 
(2.12) 
(2.13) 
3. Consistency of LMM-VSVFM 
For the purpose of our study we impose some restrictions on the change of the stepsize as 
follows [4,5,6,7]. 
]2, f l~R +, O<~<hJh i _ le f l<oo ,  i= I (1 )N ,  (3.1a) 
3c~R+, hN <c. (3.1b) 
Remark 3.1. For some particular basic formulae the requirement for a stepsize selection strategy 
of type (3.1) implies uniform boundedness of the coefficients of the VSVFM for all vectors hkj 
with positive components [7]. 
For a question of simplicity of the results of this paragraph we shall use the notation 
introduced in [7]. 
Definition 3.1. Let t be a positive integer and ~, fl two positive real constants. It is said that the 
vector 
H = (H0, H_l, H_ 2 . . . . .  H_t+l) 
belongs to the set ,R~(t, 2, fl) if 
(i) H_~ > 0, i = 0(1)t - 1, 
(ii) 0 < ~ ~< H_~+I/H_ ~ > f l~ ~,  i = l(1)t - 1. 
In order to define consistency of the method we introduce the difference operator ,L#g[y(x); H], 
H ~,~(sj ,  ~, fl) as follows 
1 [ ~" 
~[y(x ) ;  H] - -~  y(x ) -  E '~j,(Hj)y(x-h*) 
i~1 
uJ I~ r+l ] 
-- E E H i l~) i l -1 ) (n j )y ( t ) (  X -  H i * )  (3.2) 
i~O I=1 
where 
i--1 
Hi* = E H_q, i = l(1)Sg, Ho* = O. q=O 
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Using this operator we can now define consistency. 
Definition 3.2. The formula of type (1.5) is said to be consistent when 
~mo£f j [y(x) ;  H I=O,  Vx~[a ,  bl, VH~.~P(sj, g~,fl). 
We can now state the following: 
Theorem 3.1. Assume that 
(i) H ~gg'(sj, ~, f l ) , j  = l(1)m, 
(ii) Jot ~ R + • [ %i(H )j_)_J ~ a < oo, j = l(1)m, i = l(1)~tj; o) 
(iii) 3fl tl) ~ R + :+~ fl~>(H~) I ~< rio) < oo, j = l(1)m, i=  l(1)uj , 1= 0(1)r; 
(iv) y(x) ~ (C pj [a, b]) ; 
(v) The orders pj, (j = 1(1)m) of the basic formulae in the LMM-VSVFM satisfy pj >i 1. 
Then the LMM-VS VFM is consistent. 
Proof. Is similar to the Theorem 2.2 of Zlatev [7]. 
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(3.3) 
4. Properties of zero-stability of LMM-VSVFM 
If we consider the 'perturbed formula' 
pj ~Jt) 
• 'k - i l " j i  ~"k j ] J k - i  q- ~k 
iffil iffiO lffiO 
where 
/q f f i f (Xq ,  .~q), q f0 (1)N ,  
we can introduce the following: 
8o ~ R", YoUR " , 
Definition 4.1. An LMM-VSVFM is said to be zero stable for any initial value problem with 
f(o ~ C[a, b], and f(t)(x, y), l = 0(1)r, Lipschitzian with regard to its second argument if 
Ve>~0,3N* ,38(c ) :  N>N*,k<N 
k 
II ~i II < ~(c)  = I1 Yk --Yk II < c. (4.2) 
iffi0 
So we can easily state the following theorem. 
Theorem 4.1. An LMM-VSVFM is zero-stable for an arbitrary initial value problem with f(t) 
C[a, b] an f(t)(x, y), l = 0(1)r, Lipschitzian with regard to its second argument if the following 
conditions are satisfied: 
(i) A bound of type 
k q 
IlYk--YkH <A+B~, 118,11, AffiA*Y'. 118,11, q<s,  (4.3) 
iffil iffiO 
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is obtainable when the LMM-VSVFM is applied to 
y '=0,  y (a )  = 0. 
(ii) A stepsize selection strategy of type (3.1) is used. 
(i i i) :a~ ~ R +" 1%;(hk j )  I < ~, 3/~ ~') ~ R + 
r 
(iv) 1 - B ~ t,t+ln(t)r ,,k I-'0 *-'1 > 0, k= I(1)N 
1=0 
where L l = maxx~ta,bl I f~°(x, y) I- 
I'j,(Zkj) <'"', 1= 0(1)r. 
(4.4) 
Remark 4.1. By this theorem we conclude that zero-stability of an LMM-VSVFM depends only 
on the roots of the first characteristic if condition (iii) is satisfied. 
5. Convergence of LMM-VSVFM 
We begin by introducing 
Definition 5.1. An LMM-VSVFM is convergent if 
lim yk=Y(Xk) ,  k= l (1)N 
h--,O 
holds for x k ~ [a, b] and for any numerical solution calculated by the use of y(a) =Ya. 
(5.1) 
We can now state 
Theorem 5.1. I f  an LMM-VSVFM is consistent and zero-stable for an initial value problem then the 
LMM-VSVFM is also convergent. 
Proof. Using Theorem 3.1 and 4.1 the result is easily deduced. [] 
Following the ideas in [7, Theorem 4.2] we can prove that consistency is also a necessary 
condition for convergence. 
Theorem 5.2. Suppose that 
(i) the LMM-VSVFM is convergent for problem (1.1). 
(i J) the stepsize selection strategy verifies (3.1). 
(iii) the coefficients of the method are uniformly bounded. 
Then the LMM-VSVFM is also consistent. 
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