A method for delay distribution analysis of Window Random-Access algorithms is presented. The window size is allowed to vary during the operation of the algorithm. It is shown that the quantities of interest in the computation of the delay distribution, can be related to the solution of appropriate infinite systems of linear equations. Once the constants and the coefficients of the unknowns of a system are determined, bounds on the solution can be developed by applying previously developed methodologies. The method is applied to the delay distribution analysis of the Capetanakis Window Random-Access algorithm and the Part-and-Try algorithm, both under binary feedback.
INTRODUCTION
Window Random-Access algorithms constitute an important class of Multiple-Access algorithms; they are distributive and attain high throughputs and low delays by controlling the number of simultaneously transmitting users. The throughput analysis of algorithms in this class, is a relatively easy task. The delay analysis, however, presents difficulties, due mainly to the presence of variable window sizes and the complicated state space that some of these algorithms create.
This restrictions prohibits the application of results from standard queueing theory in the delay analysis.
Many attempts for the delay analysis have been made. In [l] , the class of algorithms with constant window size was considered, and upper bounds on the expected delays were developed. In [2] , [3] , methods for the computation of bounds on the moments of the delays were presented. A method for the computation of delay distribution for constant window size algorithms appears in [4] . The method in [4] relies on a clever decomposition of the delay process, which allows the application of results from standard queueing theory. The computation of the delay distribution for variable window size algorithms, however, remains an open problem. One possible approach is to compute bounds on the moments of the delays as in [2] or [3] , which can then be used for an approximate evaluation of the delay distribution. This approach, however, is not computationally practical.
In this paper, we show that the methodology employed in [3] , can be extended to provide bounds on the distribution of the delays. terms and the coefficients of the unknowns of the system are developed. The methodology is applied to the delay distribution analysis of both the Capetanakis WindowAccess algorithm with binary feedback and the Part-and-try algorithm with binary feedback. It can also be applied directly to other Window Random-Access algorithms with different feedback. An interesting result of the analysis is that as the arrival rate increases, the tales of the distribution become longer, but the median grows much slower than the expected delay.
MODEL SPECIFICATION
We consider a single slotted channel that is being accessed by a number of independent packet transmitting users. The length of a packet is equal to the length of a slot, and packet transmission may start only at the beginning of a slot. Simultaneous transmission of more than one packets in the same slot, results in complete loss of the information included in the involved packets. The latter event is referred to as a "collision" event. At the end of each slot, all users receive a feedback that provides some information about the chanell activity in that slot. Common types of feedback are the binary C-NC (collision versus noncollision) feedback, and the ternary 0-1-C (empty versus success versus collision) feedback. To resolve the collision, the users follow the rules of a Random-Access algorithm. The algorithm is implemented by each user in a distributed fashion, using only the available feedback. The cumulative packet generating process is assumed to be Poisson with rate h packets per slot.
We assume that a Window Random-Access algorithm is employed, whose basic operating characteristics are the following (see Figure 1) : Suppose that at the beginning of slot v all packet that arrived before time t,<v have been successfully transmitted, and there is no information concerning the packets that may have arrived in the interval [tv,v), (i.e., the distribution of the interanival times of the packets in [tV,v) is the same as the one assumed originally). Clearly, the window size varies with time, and its maximum size is A. Note also, that the length of the conflict resolution interval is one, if and only if there are at most one packets in the transmitted interval.
Algorithms that operate as described above, are the Capetanakis Window Random-Access algorithm [5] and the Part-and-Try algorithm, [5] , [ 6 ] , under either binary C-NC feedback, or ternary 0-1-C feedback.
STEADY STATE DELAY DISTRIBUTION ANALYSIS
Let packets be labeled 1,2,3, ... according to the order of their amval instants. The delay D, experienced by the n-th packet is defined as the time difference between its arrival and the end of its successful transmission. We will be interested in evaluating the steady state distribution of D,, when it exists.
Let vi ; i21 be the sequence of successive CRPs and let di be the lag at vi. The sequence di ; i21 is a Markov chain with state space F. For most of the existing Window Random-Access algorithms, F is a denumerable subset of the interval [1,-). Let Tl=l, dl=l, and define Ti+l, as the first slot after Ti, at which dT,,, = 1. From the description of the algorithm it can be seen that the induced delay process probabilistically restarts itself at the beginning of each slot (2) P(D,ls) = From (2) we observe that the steady state distribution of the delays can be determined by computing the quantities of the right hand side of the equality. In [3] it was shown that the finiteness and the computation of C is related to the existence and the computation of an appropriate solution to an infinite system of linear equations. In this section we will show that the same is true for the quantity E ( In(s) ).
Cl n=l
The following definitions will be used in the sequel. interval has length x and the resolved interval has length r, given that the window size is z.
P(X,'/z)
: The probability that the conflict resolution P(X/Z) : The probability that the conflict resolution interval has length x, given that the window length is z.
with lag 1 given that the current lag is equal to d, dEF.
ets with delay less than s, in the interval hd.
ets with delay less than s during a conflict 
From (4) and ( 5 ) we conclude that
Since q , d ( s ) is identically distributed with n,(s-d+z), equations (6a) and (6b) become,
Equations (7a). (7b) comprise a denumerable system of linear equations. Of interest to us is the element K~( s ) of a particular solution of this system. The methodology developed in [3] can be used for the study of system (7). Note that the coefficients of the unknowns are independent of s. This observation represents a computational advantage when the solution to (7) is approximated by the solution of appropriate finite linear system of equations [3] . In this case, the approximate solution can be represented in the form,
where A is a square matrix whose elements are independent of s. The matrix (I-A)-' can be computed once, and then used for the computation of the approximate solution for various values of s.
We now proceed in the development of an initial upper bound on the solution of system (7). Following the methodology in [3] , such a bound will be the sequence KS(s) =yu(s)d+su(s), if y,,(s), cu(s), can be determined so that the following inequalities are satisfied
Observe now that NA(s) is an increasing function of s.
Therefore, from (9b) we conclude that,
From (10) we conclude that if E(l/A) < E(6/A), the condition for stability of the system, inequalities (9b) are satisfied if
With this value of y,(s), it can be seen that inequalities (9a) are satisfied if
(12) where
From the above discussion we conclude that the solution to system (7) satisfies the inequalities where yu(s), Cu(s), are given by equations ( l l ) , (12) respectively. The uniqueness of the solution is guaranteed by the same techniques as in [3] . If we use a similar method for the development of a lower bound, we find that Bounds on H1 are given in [3] , formulas (18), (19).
As is explained in [3] , the bounds (14) can be used to further improve the bounds on Kl(s). To proceed further, however, the computation of the quantities E(l/d), E(6/d), p(x,r/d), and Nd(s) is necessary. In [7] , we present a method for the computation of Nd(s) for the Capetanakis dynamic algorithm, and then proceed in the computation of tight upper and lower bounds on the quantities of interest. Also in [7] , we present a method for the computation of the quantities Nd(s) and p(x,r/d) for the Part-and-Try algorithm, and then we develop bounds on the distribution of the delays. Due to the complicated state space of the latter algorithm, the development of tight Figure 2 , and they are tight for all arrival rates within the stability region of the algorithm. For the Part-and-Try algorithm, however, the bounds are satisfactory for relatively low arrival rates. ( See Figure 3, and Table 1 ). The computational difficulty in obtaining tight bounds for the latter algorithm, is due to its complicated state space. The techniques can be easily applied to other Window RandomAccess algorithms whose operating characteristics are as described in Section 2. 
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