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Abstract 
What drives microbial community structure and function is a fundamental question of 
microbial ecology. Soil microbial communities have wide ranging metabolic capabilities, which 
include performing oxidation-reduction reactions responsible for cycling of nutrients and organic 
compounds and biodegradation of pollutants.  One major determinant of microbial function in 
soils is vegetation type. Considering plants are diverse in chemical composition, they impact the 
quantity and quality of carbon and nutrients available to microbes through root turnover, root 
leachates, as well as by altering pH and soil microclimate (moisture, temperature). Rhizosphere 
interactions, in the form of phytoremediation, can be capitalized upon to provide a potentially 
cost effective method for detoxifying contaminated soils using plants and associated soil 
microorganisms. The remote locations and cold climate of Alaska provide unique challenges 
associated with phytoremediation such as finding effective plant species that can achieve 
successful site clean-up despite the extreme environmental conditions that includes minimal site 
management. 
Here we investigate the potential mechanisms and related effectiveness of microbial 
communities and native boreal vegetation associated with contaminant degradation and 
biogeochemical cycling.  We examined three different soil systems to understand how dominant 
vegetation type, historical treatment and contamination shape the microbial community structure 
and functional potential.  First, we used stable isotope probing to understand how microbial 
communities act in concert to biotransform the recalcitrant contaminants, polychlorinated 
biphenyls. Second, we sought to understand if dominant vegetation type controls microbial 
i 
community structure and function either through direct impacts of plant root exudates and 
detritus or indirectly through the influence of plants on soil chemistry, composition, and 
structure.  Finally, we conducted a forensic investigation of a petroleum contaminated site with 
no active site management for 15 years to assess the long-term effects of phytoremediation on 
soil petroleum concentrations, microbial community and vegetation colonization.  The results of 
these experiments provide novel insights into the mechanisms of contaminant removal in boreal 
forest soils and the role of plants in ecosystem resilience to contamination, and demonstrates that 
phytoremediation using native and local plants can be an effective means to treat petroleum-
contaminated soils. 
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Chapter 1 
General Introduction 
 
With the ongoing global rise in temperature, there is increased scientific and economic 
interest in arctic and boreal regions (1). Expanding development and transportation activities are 
raising the risk of disturbance from accidental spills of petroleum hydrocarbons used for heating, 
transportation fuels, and electricity, and from increased natural resource exploration, such as 
crude oil, coal and natural gas (2). The region is already home to hundreds of legacy 
contaminated sites from previous military and development activities (3). There are more than 
500 formerly used defense sites owned by the Department of Defense in Alaska with 
approximately 1000 individual areas of soil contamination, many contaminated with petroleum 
(3, 4) as well as polychlorinated biphenyls (PCBs) and other contaminants. Petroleum spills are 
also widespread throughout the state and region as a result of fuel transport, storage, and use.  
Soil microbial communities have wide ranging metabolic capabilities, which include 
performing oxidation-reduction reactions responsible for cycling of nutrients (nitrogen, 
phosphorus, sulfur) and organic compounds (lignocellulose) that can include biodegradation of 
pollutants (5).  A powerful determinant of microbial function in soils is vegetation type (6, 7). 
Because plants are diverse in their chemical composition, they impact the quantity and quality of 
carbon and nutrients available to microbes through root turnover, root leachates, as well as by 
altering pH and soil microclimate (moisture, temperature) (8). Understanding the relationship 
between vegetation type and microbial community function is important to understanding 
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ecosystem function and understanding how it may respond to large scale disturbances such as a 
contamination events and rising temperatures.   
 This dissertation includes three research-based chapters, and two appendices. In Chapter 
2, I investigated carbon flow through a microbial community during the biodegradation of some 
polychlorinated biphenyls (PCB) within a contaminated soil microbial ecosystem from Kodiak 
Island, Alaska. PCBs are toxic persistent organic pollutants (POPs) that some soil 
microorganisms have been shown to degrade, however there is little current understanding of 
these interactions with the microbial community active in different steps in PCB biodegradation. 
DNA-SIP was used to assess the bacterial community involved in degradation of 
13
C-biphenyl 
(BP), which is an analogue of PCBs, and 
13
C-benzoate (BZ), a product/intermediate of biphenyl 
degradation and analogue of chlorobenzoates. Using SIP performed in parallel with multiple 
substrates over time, the study reveals microbes performing the upper (BP) and lower (BZ) 
degradation pathways, as well as heterotrophic bacteria involved indirectly in biodegradation. 
Biotransformation of BP and BZ in soils was mainly mediated by Actinobacteria and 
Proteobacteria.  Acidothermus cellulolyticus, Gemmatimonas aurantiaca, and Pseudomonas 
lutea were active in processing carbon derived from BP, while Burkholderia spp., 
Methylobacterium jeotgali, and Rhodococcus qingshengii were dominant in processing BZ-
derived carbon. In addition, there were also genera detected which derived carbon from both 
labeled BP and BZ including Arthrobacter, Methylobacterium, Afipia, Gemmatimonas, and 
Rhodanobacter. The microbial populations found to degrade BZ had lower diversity and utilized 
more substrate than the BP-utilizing populations.  Overall, the data show that biotransformation 
of BP and BZ was mainly performed by microorganisms with apparently different growth 
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strategies: BZ-associated bacteria are fast growing, copiotrophic organisms, while microbes 
which transform BP are oliotrophic, slower growing, organisms.   
 The third chapter investigates the microbial community structure and functional potential 
in tree stands dominated by four different vegetation types within the Alaskan boreal forest.  
Microbial DNA was extracted from soils collected from the Bonanza Creek Long Term 
Ecological Research Site (BNZ LTER) in interior Alaska.  Using a combination of functional 
gene microarray and next generation sequencing techniques, I screened the microbial structural 
and functional potential of root zone soils associated with four vegetation types dominated by 
either Picea glauca (white spruce), Picea mariana (black spruce), Populus tremuloides (quaking 
aspen), or Betula neoalaskana (Alaskan paper birch), located within the Bonanza Creek Long 
Term Ecological Research Site (BNZ LTER) in interior Alaska.  Results indicate that microbes 
with the genetic functional potential to degrade chlorinated solvents, hydrocarbons, herbicides, 
pesticides, and other aromatic compounds are present in varying amounts in the root zone of 
each tree species, despite being located in pristine forests.  Results also indicated that microbial 
communities and functional metagenomes vary in composition in accordance with the dominant 
tree species present.  This study provides insight into the role of plants in driving microbial 
community structure and functional potential, and suggests that substantial resilience to 
contaminants and phytoremediation potential exists in Alaskan boreal forest soils. 
 The final research chapter describes the long term effects of phytoremediation on 
petroleum contaminated soils in Fairbanks, Alaska.  A phytoremediation field study was initiated 
in 1995 and 1996 at the Farmers Loop Permafrost Research Facility field site of the Army Corps 
of Engineers Cold Regions Research and Engineering Laboratory (ACE CRREL) in Fairbanks, 
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Alaska. The study sought to compare the effects of nutrients and cold-hardy grasses on the 
microbial biodegradation of petroleum contaminated soils. After the initial 2-year study, the site 
was no longer actively managed and a mixture of local native, naturalized and invasive plants 
colonized the plots. The field site was re-examined after 15 years with no active site management 
to assess the long-term effects of phytoremediation on a) colonization by native and non-native 
plants b) their effects on soil bacteria and c) petroleum removal from soil. Native and non-native 
vegetation had extensively colonized the site and none of the originally planted grass species 
were present on the site after 15 years. Total petroleum hydrocarbon (TPH) concentrations 
achieved regulatory clean up levels in both soil types and all treatment groups, with lower TPH 
concentrations correlating with higher amounts of woody vegetation (trees and shrubs). The 
original treatment type affected vegetation recruitment to each plot with woody vegetation and 
more native plants in unfertilized plots. Bacterial community structure also varied according to 
the originally applied treatments. The results indicate that the addition of plants and/or fertilizer 
sent the plots on different plant successional trajectories, resulting in different plant community 
assemblages and associated microbial communities. Regardless of treatment, the petroleum was 
remediated to below regulatory limits within 15 years, including in initially unplanted plots. The 
initial 2-3 year study demonstrated that dense grass growth accelerated contaminant 
biodegradation, but the grasses used did not prove to be persistent at the site. The positive 
correlation between woody vegetation and petroleum loss in later years suggests that trees and 
shrubs may be more effective for accelerating petroleum biodegradation. This study suggests that 
initial treatment with native tree species in combination with perennial grasses could be an 
effective means for phytoremediating petroleum-contaminated soils and promoting ecological 
recovery. 
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The first appendix is a review of multiple molecular approaches which can be used for the 
analysis of microbial, especially bacterial, diversity in contaminated environments.  Until 
recently, knowledge of the microbial communities involved in bioremediation processes had 
been based mostly on culture-dependent studies, which do not account for the fact that laboratory 
conditions differ substantially from the environment. Cultivation-based techniques have been 
found to detect only about 1% of microbes occurring in the environment (9). Over the last two 
decades, the development of molecular techniques has enabled culture-independent phylogenetic 
analyses of microbial communities and functional genes. These approaches have demonstrated 
that bacterial diversity is far more extensive than determined solely based on culture-based 
studies.  
 The second appendix is a detailed review of the molecular technique, stable isotope 
probing (SIP), in the context of contaminant degradation. Although the development of culture-
independent techniques for analysis of microbial communities has allowed for more detailed 
analysis of microbial communities, the linkage of contaminant transformation to phylogenetic 
identity and specific genes/enzymes of metabolically active microbes without cultivation 
remained a major challenge and still required cultivation. The development of SIP was 
instrumental in circumventing the limitations of culture based investigations of substrate 
biotransformation.  SIP enables the direct linkage of microbial metabolic capacity to 
phylogenetic and metagenomic information within a community context by tracking isotopically 
labeled substances into phylogenetically and functionally informative biomarkers. 
 The primary objectives of this dissertation are to a) review methods for assessing 
microbial ecology of contaminated sites, b) identify PCB-degrading microorganisms and 
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characterize how members of the microbial community interact to biodegrade PCBs in 
contaminated soil, c) characterize the microbial community structure and functional potential 
associated with several vegetation types within the Alaskan boreal forest, including contaminant 
biodegradation and carbon cycling, and d) determine long-term effectiveness of 
bioremediation/phytoremediation on petroleum contaminated soils at in interior Alaska. 
Together, the results provide novel insights into the mechanisms of contaminant removal in 
boreal forest soils, the role of plants in ecosystem resilience to contamination, and demonstrates 
that phytoremediation using native and local plants can be an effective means to treat petroleum-
contaminated soils.   
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Chapter 2 
Aromatic Compound Processing in PCB-Contaminated Soil: Carbon Flow Through the 
Microbial Ecosystem
 1
 
 
ABSTRACT 
Polychlorinated biphenyls (PCBs) are toxic and persistent organic pollutants that some 
microorganisms can biotransform in soil systems. However, there is little current understanding 
of the interactions between members of the microbial community active in PCB biodegradation. 
This study investigates microbial biodegradation and carbon flow through PCB-contaminated 
soils from Kodiak Island, Alaska.  DNA-stable isotope probing (SIP) was used to identify the 
bacterial community involved in degradation of 
13
C-biphenyl (BP, an analogue of PCBs), and 
13
C-benzoate (BZ a product/intermediate of biphenyl degradation). By using SIP in parallel with 
multiple substrates and over a time course, we reveal microbes performing the upper (BP) and 
lower (BZ) degradation pathways, as well as heterotrophic bacteria involved indirectly in 
biodegradation. Biotransformation of BP and BZ in soils was mainly mediated by Actinobacteria 
and Proteobacteria.  Acidothermus cellulolyticus, Gemmatimonas aurantiaca, and Pseudomonas 
lutea were active in processing carbon derived from BP, while Burkholderia spp., 
Methylobacterium jeotgali, and Rhodococcus qingshengii were dominant in processing BZ-
derived carbon. The microbial populations found to degrade BZ had lower diversity and utilized 
                                                 
1
Leewis, M.C., O. Uhlik, M.B. Leigh. Aromatic Compound Processing in PCB-Contaminated 
Soil: Carbon Flow Through the Microbial Ecosystem. Prepared for submission to Applied and 
Environmental Microbiology. 
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more substrate carbon than the BP-utilizing populations.  Overall, our data suggest that 
biotransformation of BP and BZ was mainly performed by microorganisms with different growth 
strategies: BZ-associated bacteria are fast growing, copiotrophic organisms, while microbes 
which transform BP are oliotrophic, slower growing, organisms.   
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INTRODUCTION 
Polychlorinated biphenyls (PCBs) are a class of persistent organic pollutants (POPs) that 
were widely used in applications such as heat transfer fluids, electrical insulators and lubricating 
fluids until their production was banned globally in the 1980s. It is estimated that almost ten 
million kilograms still persist in the environment (1). Widespread contamination due to spills, 
improper disposal and abandoned machinery persist in the environment creating a threat to 
human health and the environment. In Alaska, high-level PCB contamination has been found at 
over 35 formerly used defense sites (FUDS) (2). Two potential remediation strategies for PCB 
contaminated sites are ex situ physical-chemical remediation by contaminant removal and 
bioremediation, which can be performed in situ, through the use of microorganisms and plants 
(3). Cleanup of sites through physical removal of soils and transport to a treatment facility can be 
extremely costly and result in much of the contaminant left behind in association with loose soil 
(4). Biological methods of contaminant removal, such as microbial bioremediation, are a 
potentially less expensive alternative for soil cleanup (5–7).  
For more than three decades, the aerobic microbial degradation of PCBs, its analogue 
biphenyl (BP) (8) and its degradation intermediate benzoate (BZ) has been the subject of a large 
body of research (9). The aerobic biodegradation of (chloro)biphenyl to (chloro)benzoate and 
(chloro)2-hydroxypenta-2,4-dienote, termed the upper PCB degradation pathway, is 
characterized by four separate reactions with the initial reaction and attack of a BP 2,3-
dioxygenase (bphAE or bphA1A2A3A4) (3, 9, 10). Enzymatic attack of chlorinated BP is 
dependent on the substitution pattern, with congeners with fewer chlorine substitutions generally 
being more readily degraded than BP with more chlorine substitution and BP with chlorine on 
one aromatic is ring easier to degrade than those with chlorines on both rings (9). The lower 
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pathway of PCB degradation begins with the transformation of 2-hydroxypenta-2,4-dienoate by 
2-hydroxypenta-2,4-dienoate hydratase (bphH), 4-hydroxy-2-oxovalterate aldolase (bphJ) and an 
acylating acetaldehyde dehydrogenase (bphI) to acetyl-CoA, which can then enter the Krebs 
cycle and (chloro)BZ (9). (Chloro)BZ is further metabolized via catechol and the β–ketoadipate 
pathway and funneled into central metabolism (9, 11, 12). Some microorganisms, such as certain 
Arthrobacter, Pseudomonas, Rhodococcus and Burkholderia, are capable of performing 
complete mineralization of BP and some chlorobiphenyls (13, 14) and growing on a range of 
chlorinated substrates such as chlorinated BZ and BP (14). Other organisms are only known to 
possess the upper pathway and/or to generate dead-end metabolites of BP (9, 15). BZ catabolic 
pathways such as the β-ketoadipate pathway are relatively widespread in the soil environment 
(12). In the context of the contaminated soil environment, it is not known if BP is processed 
synergistically by separate microbial guilds specializing in BP and BZ biodegradation. 
Understanding the mechanisms underlying microbial community processing of complex 
carbon substrates has long been a goal of microbial ecologists, however this task is challenging 
for a variety of reasons. Until recently, it has been difficult to link bacterial community 
taxonomy to function due to the limitations associated with isolating and cultivating most 
microbes in the laboratory. Stable isotope probing (SIP) methods (16–18) have greatly advanced 
understanding which organisms within a complex community are active in degrading certain 
substrates, whether directly or indirectly. SIP enables the tracking of isotopically labeled C, N or 
O into organisms that perform primary biodegradation of the substrate, as well as those that 
benefit from secondary feeding on intermediates or biomass of primary degraders. Techniques 
which isolate isotopically-labeled biomarkers allow for the downstream analysis of 
microorganisms that have incorporated the substrate, which implicates them in the degradation 
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of the compound or its metabolites. SIP, as a culture independent method, is an effective tool for 
linking microbial community structure and function. To date, SIP studies have provided valuable 
insight into the processing of C from individual substrates or mixtures of compounds (e.g. plant 
litter) (11, 19–21). SIP also has great unrealized potential to reveal how the microbial community 
interacts with complex carbon substrates to degrade the compound synergistically and to show 
how carbon from a complex substrate flows through different microbial guilds over time (22, 
23).  
In order to understand natural biodegradative processes in contaminated environments, it 
is important to identify the microorganisms involved and elucidate their growth strategies. This 
study aims to reveal information concerning synergistic biodegradation and carbon flow in 
weathered PCB contaminated soil from Kodiak, AK. In this study, we employed DNA SIP in 
parallel incubations with two different substrates to identify the microbes performing the upper 
(BP) and lower (BZ) PCB biodegradation pathways. We then used bacterial, 16S rRNA gene, 
community pyrosequencing to identify the individual bacterial taxa that derived carbon from the 
substrates over time, including those that actively processed carbon from both substrates. We 
hypothesized that since not all bacteria possess genes for the upper and lower pathways; (1) a 
portion of the bacterial community will be active only in either the upper or lower pathway of BP 
degradation, however (2) a subset of the community will be able to complete the entire 
degradation pathway, and (3) given the widespread nature of BZ degradation genes, a larger 
proportion of the community will be involved in BZ degradation than BP degradation. To our 
knowledge, this work represents the first study to actively track carbon flow through a PCB 
contaminated system in a sub-Arctic environment.  
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MATERIALS AND METHODS  
Soil Sample. Soil was collected from the Coast Guard Station at Drury Gulch, Kodiak 
Island, Alaska, USA in 1999 as a portion of clean up actions in accordance with Federal 
Comprehensive Environmental Response, Compensation, and Liability Act of 1980 (CERCLA) 
as amended by the Superfund Amendments and Reauthorization Act of 1986 (SARA) 
(http://dec.alaska.gov/spar/csp/dod_sites.htm). Soils were collected in clean sterile glass jars and 
stored at 4°C in glass jars until analysis in 2008. On average, PCB concentrations at the site 
ranged from 6.8 mg/kg to 14.0 mg/kg, with at least one hot spot of soil with 103,000 mg/kg 
PCBs. Cadmium, chromium, and lead were also identified at the site at concentrations of 5.0 
mg/kg, 40.8 mg/kg and 541 mg/kg, respectively (24).  
PCB Extraction and Quantification. The Soxhlet method was used to extract PCBs 
from aliquots of soils used in the molecular analyses according to the method of Slater et al. 
2011 (25). Calculated PCB concentrations in investigated soils was 32.53 mg/kg. 
Stable Isotope Probing (SIP) Microcosm Setup. Microcosms for SIP incubations were 
established in sterile 125 mL glass serum bottles (Wheaton, Millville, NJ, USA). The 
13
C BP, 
13
C 
BZ (Isotec, Miamisburg, OH, USA), unlabeled BP, or unlabeled BZ were dissolved in acetone 
and an appropriate volume was added to each microcosm by pipetting the solution onto the 
inside of the serum bottle and allowing the acetone to evaporate, leaving behind 1 mg BP or BZ 
crystals on the walls of the serum bottles (19). Soils were homogenized and added to microcosms 
after BP or BZ solutions had dried fully. Added to each serum bottle were 7 g of PCB 
contaminated soil from Drury Gulch (Kodiak Island, Alaska, USA) and 400 μL sterile water. The 
bottles were then sealed with a Teflon stopper and aluminum crimp top. Duplicate microcosms 
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were set up for each substrate (labeled or unlabeled BP or BZ) and each incubation time point (1, 
4 and 14 days). These time points were selected based on times previously shown to reveal BP 
degrading bacteria using SIP (19). Microcosms were then incubated at room temperature 
(approximately 22°C) until destructive harvesting. An aliquot of soil without the addition of 
13
C 
labeled substrate was stored at 4°C to serve as the time 0 (T0) sample for comparison with 
incubated samples. At the time of harvest for each microcosm, a 1 mL headspace gas sample was 
collected through the Teflon stopper with a sterile needle and syringe, which was then injected 
into an airtight gas sampling tube (12 mL) equilibrated with ambient lab air at the same time 
microcosms were sealed. These gas samples were then submitted for isotopic analysis of CO2 as 
described below. Microcosms were harvested at 1, 4, and 14 days (d01, d04, and d14 
respectively) and soil was stored at -80°C until further analysis.  
Headspace Gas Isotope Analysis. The δ13C was determined for headspace CO2 gas 
samples at the Alaska Stable Isotope Facility (University of Alaska Fairbanks) using a Thermo 
Finnigan GasBench II carbonate analyzer with a DeltaPlusXP Mass Spectrometer. Reactions 
were run at 70°C with a He flow rate of 120 mL/min and a GC oven temp of 50°C. Standard 
sample tubes were purged for 20 minutes with UHP Helium and then 0.2 mL of 85% H3PO4 was 
manually added to the standards by syringe to the sample through the septum in the lid of the 
tubes. CO2 gas samples were analyzed directly, with no headspace flushing or acid addition. 
Headspace gases were then transferred to the GasBench II where the water was removed through 
a nafion dryer. CO2 was separated chromatographically from the other gases present and then 
transferred to the isotope ratio mass spectrometry (IRMS), where carbon were measured. 
δ13CPDB values are reported in reference to international isotope standards. Quality control 
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measures were taken by analyzing a blank every twenty samples. The laboratory working 
standard was calcium carbonate.  
DNA Extraction. Total soil DNA was extracted using the PowerMax soil DNA isolation 
kit (MoBio Laboratories, Inc., USA) per instructions with the following modifications adapted 
from Uhlik et al. (2009) to increase DNA yield. After the final elution the DNA was 
concentrated by adding 0.2 mL 5M NaCl and 10.4 mL ethanol, incubated at -20°C overnight. 
After incubation the solution was gradually transferred into 2 mL microcentrifuge tubes with 20 
μg glycogen (Roche, Germany), which were centrifuged after each addition in order to obtain a 
single pellet. The pellet was then dissolved into 50 μL sterile water. DNA concentrations were 
evaluated by measuring absorbance at 260 and 280 nm using a NanoDrop ND-1000 
Spectrophotometer (Thermo Fischer Scientific, USA). All solutions were diluted to obtain a 
concentration of 100 ng/μl.  
Isopycnic Centrifugation and Gradient Fractionation. Five microliters of each DNA 
extract (100 ng/μl) was mixed with 3.3 mL cesium trifluoroacetate (Amersham, United 
Kingdom) with a density of 1.6 g/ml and subjected to isopycnic density gradient centrifugation. 
Density gradient centrifugation was performed on the DNA extracted from each time point (T0-
T14) in order to separate the 
13
C-DNA from microbes that utilized the labeled carbon source 
from the rest of the soil community’s unlabeled DNA. Isopycnic centrifugation, fractionation and 
precipitation following methods previously described (26). Fractions were frozen at -20°C until 
further analysis. 
Quantitative PCR (q-PCR) screening of SIP Fractions. To locate and quantify 
bacterial DNA in SIP fractions, q-PCR was performed on every fraction for each time point in 
17 
 
duplicate as described previously (26, 27). Universal bacterial primers targeting conserved 
regions of eubacteral 16S rRNA 786f (5’-GATTAGATACCCTGGTAG-3’) and 939r (5’- 
CTTGTGCGGGCCCCCGTCAATTC-3’) were used for q-PCR. Gene copy number was 
determined using a standard curve constructed with Pseudomonas stutzeri JM300 genomic DNA 
as described previously (Uhlik et al., 2009). Fractions that were determined to contain 
13
C-
labeled bacterial DNA based on quantities of DNA in high density fractions that exceeded that of 
unlabeled controls were combined to create a “heavy” fraction (BD 1.584 – 1.628 g.ml-1) and 
analyzed.  
T-RFLP Analysis. Bacterial community profiling using T-RFLP was performed on 
heavy fractions (
13
C-DNA), control heavy fractions (
12
C incubated soils), and total community 
DNA to provide an initial overview of the diversity of labeled DNA and to assess any 
background contamination in heavy fractions from unlabeled DNA prior to pyrosequencing. 
PCR reactions were carried out as described previously (20, 27). Terminal restriction fragments 
less than 50 and above 1000 bp were eliminated from all data sets.  
Phylogenetic identification of bacteria using bar-coded pyrosequencing. 
Amplification and pyrosequencing were performed by a modification of a method described 
previously by Engelbrektson et al. (2010) (28). A portion of the 16S rRNA gene (positions 8 to 
357 [V1 and V2], Escherichia coli numbering) was amplified using the 8F primer containing a 
Roche 454 A pyrosequencing adaptor (underlined) and a 10 base pair unique bar code (see 
supplemental materials) and 357R primer also containing a Roche 454 B pyrosequencing adaptor 
(underlined): 8F 5’- CGTATCGCCTCCCTCGCGCCATCAG-NNNNNNNNNN-
AGAGTTTGATCMTGGCTCAG -3’, 357R 5’- 
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CTATGCGCCTTGCCAGCCCGCTCAGCTGCTGCSYCCCGTAG -3’. The MID (bar code) 
for each sample was unique to facilitate sorting of sequences from a single pyrosequencing run.  
The PCR mixture (final volume, 25 μl) contained 1 μl each primer (10 μM), 0.5 μl dNTP 
mix (10 mM), 2.5 μl FastStart 10 X Buffer #2, 0.25 μl FastStart HiFi Polyumerase (5 U/μl), 
18.75 μl molecular biology grade water (Roche). The following thermal cycling scheme was 
used: initial denaturation
 
at 95°C for 3 min and 30 cycles of denaturation at 95°C
 
for 30 sec, 
annealing for 1 min at 55°C, and extension at 72°C
 
for 1.5 min, followed by a final extension 
period at 72°C
 
for 10 min. Each PCR product was obtained in three parallel reactions, the 
resulting preparations were mixed, purified using Pure-Link PCR purification kit (Invitrogen, 
USA) and pooled for downstream sequencing. Roche 454 GS FLX Titanium sequencing (454 
Life Sciences, USA) was performed on pooled reactions at the Institute of Molecular Genetics, 
Czech Academy of Sciences, Prague, Czech Republic.  
Processing of Pyrosequencing Data. Raw pyrosequencing data (*.sff files) were 
processed using the mothur software package version 1.30.2 (29) and following the standardized 
operating procedure (29) with minor modifications (11). In brief, sequences were discarded if 
there was more than one mismatch in the bar code, more than two mismatches in the primer 
sequence, more than eight homopolymers, or were less than 200 bp. Sequence control and 
analyses were performed on 16S rDNA from 
13
C-DNA from the BP microcosms day 4 and 14, 
BZ day 1 and 4 according to He et al. (20, 26, 27). The representative sequences have been 
deposited to the NCBI Short Read Archive under the accession number TBA.  
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RESULTS 
Excess 
13
CO2 was detected in microcosm headspaces within 1 day of incubation and 
increased in abundance throughout the experiment (14 days). No change in 
13
CO2 was detected 
in control microcosms containing unlabeled BP or BZ. Based on previous reports that bacterial 
cells growing on BP mineralize 60-80% of BP to CO2 (30), we calculated the amount of 
13
C-BP 
or 
13
C-BZ utilized by the microbial community (Table 2-1). In the 
13
C-BP incubated soils, 0.24-
0.32 µg of 
13
C was metabolized within one day, and up to 0.79-1.05 µg within 14 days. In 
13
C-
BZ exposed populations, the amount of 
13
C metabolized was 0.54-0.72 µg within one day and 
was 12.5-16.7 µg within a 14-day incubation.  
Q-PCR analyses of gradient fractions were conducted to examine the relative abundance 
of 16S rRNA gene throughout the gradient and to identify fractions containing 
13
C-labeled DNA 
(Figure S1). There was a substantial peak of DNA at buoyant density (BD) of 1.576 g.ml
-1
, 
which corresponds to the BD of unlabeled (predominantly 
12
C) DNA. In 
13
C-incubated samples, 
there were two peaks detected indicating the presence of 
13
C -DNA. A small amount of bacterial 
DNA was detected in fractions with BD higher than 1.584 g.ml
-1
 for unlabeled control DNA. 
Based on the q-PCR results, we combined the fractions with BD of 1.584-1.628 g. ml
-1
 as 
compiled heavy fractions prior to downstream molecular analyses as density gradients run in 
duplicate for each sample were similar in DNA quantity and distribution (Figure S2-1). 
T-RFLP analyses of the 
13
C-DNA from incubated soils indicated that a diverse array of 
bacteria derived carbon from 
13
C-BZ or 
13
C-BP from all time points and that many peaks were 
present in labeled DNA from both substrates. Only a small subset of peaks were found in the 
heavy fractions from control DNA, and fragments of the same size were not major contributors 
to T-RFLPs in the heavy fractions from 
13
C-incubated samples (Figure S2-2). This indicated that 
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background DNA contamination in heavy fractions was minimal. As incubation time increased, 
each of the 
13
C-DNA samples displayed fewer peaks with higher magnitudes (Figure S2-2).  
To identify the bacterial populations active in assimilating carbon from labeled 
substrates, we sequenced the 16S rRNA gene amplicon (regions V1 and V2) using 
pyrosequencing. The numbers of pyrosequencing reads of labeled DNA in the samples selected 
ranged from 5684 to 14848 per sample after sequence processing (Table 2-2). Rarefaction curves 
indicated that OTU richness was saturated in the 
13
C-BZ incubated samples. In the 
13
C-BP 
incubated samples, however, the rarefaction curves do not reach an asymptote, and therefore the 
total diversity has not been fully sampled (Figure S2-3). The rarefaction curves also indicated 
that full community coverage was not achieved in the total soil community sequence library, 
however this is to be expected because soil communities are highly diverse.  
Phylogenetic affiliations of pyrosequencing reads from 
13
C-DNA by RDP classifier 
showed that diverse bacterial populations were involved directly or indirectly in acquiring BP or 
BZ-derived carbon (Table S2-1). Sequences from the phylum Actinobacteria predominated in 
the total community and 
13
C incubated BZ day 4, and BP days 4 and 14 communities. Sequences 
of the phylum Proteobacteria were present in all of the examined time points, but predominated 
in the BZ day 01 sample, where they accounted for 36.5% of total pyrosequencing reads. In 
addition, the phyla Acidobacteria, Actinobacteria, Gemmatimonadetes, and Nitrospira were 
found in all of the examined time points and 
13
C-DNA. In the early (d01) 
13
C-BZ treated soils, 
sequences of the order Rhizobiales predominated the labeled DNA, whereas Burkohlderia and 
Actinomycetales dominated after 4 days of 
13
C-BZ. In the early (day 04) 
13
C-BP treated soils, 
Acidobacteria predominated labeled DNA and after 14 days, labeled sequences from 
13
C-BP 
soils were dominated by Actinobacteria. Some pyrosequencing reads could not be assigned by 
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the RDP classifier, with 16.6% of the total community, 5.1-6.0% of the 
13
C-BZ, and 13.2-19.9% 
of 
13
C-BP pyrosequencing reads remaining unclassified. 
The diversity of bacteria that derived C from 
13
C-BP, as measured by Chao1, Inverse 
Simpson and effective number of species, decreased throughout the incubation. Effective number 
of species was calculated by taking the exponent of the Shannon index, according to Jost (2006, 
31). Samples incubated with 
13
C-BP had the highest diversity after four days of incubation. 
Bacteria labeled through incubation with 
13
C-BZ also decreased in diversity over time and, 
bacterial sequences associated with the four day incubation had the lowest diversity of all 
measured populations (Table 2-2).  
The percentage of unique and shared OTUs (defined at 97% sequence similarity) between 
communities that derived carbon from the different substrates and time points is represented 
using Venn diagrams in Figure 2-1. When all OTUs present in 
13
C-DNA from BP and BZ were 
considered, 16.4% of the OTUs were shared in labeled DNA from both substrates. In soils 
incubated with 
13
C-BP, 24.3% of OTUs were shared between the early and late incubated 
13
C-BP 
soils, and 60.9% of unique OTUs were present only in the early (day 4) incubated soils, while the 
later harvested (day 14) soils had only 14.8% unique OTUs. In 
13
C-BZ incubated soils, 15.5% of 
sequences were shared among early (day 1) and late (day 4) time points, and the early harvested 
soils (day 1) had fewer (27.9%) unique OTUs than the late harvested (day 4) soils with 56.6% 
unique OTUs. To examine the potential transition between the upper and lower portions of the 
BP degradation pathway, we compared percentage of unique OTUs in the late (day 14) 
13
C-BP 
and early 
13
C-BZ (day 1) incubated soils: 12.6% of OTUs were shared between the two 
pathways.  
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The abundance and relatedness of the top 200 taxa present in all of the samples were 
measured (Figure 2-2). The two communities incubated with 
13
C-BP were more similar to each 
other than to communities incubated with 
13
C-BZ. Taxa from the early incubated (day 1) 
13
C-BZ 
were more similar to both the 
13
C-BP incubated soils, and the later 
13
C-BZ incubated soils are the 
most unique of the incubated samples. The data also indicated that there were fewer labeled taxa 
in the 
13
C-BZ incubated soils than those incubated with 
13
C-BP.  
To investigate the phylogenetic differences and overlaps between BZ and BP utilizers, 
we generated a table for the top ten most abundant OTUs from each incubated time point (Table 
2-3). The dominant OTUs labeled with 
13
C-BP after four days (early) of incubation clustered 
with Acidothermus cellulolyticus (OTU 5, 4%), Gemmatimonas aurantiaca (OTU 9, 2%), 
Schlegelella thermodepolymerans (OTU 14, 2%), Nocardioides jensenii (OTU 13, 2%), and 
Aciditerrimonas ferrireducens (OTU 19, 2%). In soils incubated with 
13
C-BP after fourteen days 
(late) of incubation the dominant taxa clustered with Arthrobacter oryzae (OTU 2, 12%), 
Thermosipho geolei (OTU 7, 5%), Pseudomonas lutea (OTU 24, 4%), Acidothermus 
cellulolyticus (OTU 5, 3%), and Rhodanobacter soli (OTU 17, 2%). Sequences clustering with 
Acidothermus cellulolyticus (OTU 5) were present in appreciable amounts in both the early (day 
4) and late (day 14) 
13
C-BP- incubated soils.  
In soils incubated with 
13
C-BZ, a smaller set of OTUs became highly abundant over the 
course of the incubation than was observed for 
13
C-BP. By day one (early) dominant labeled 
OTUs in the 
13
C-BZ incubation were Methylobacterium jeotgali (OTU 4), which comprised 19% 
of the total labeled sequences, and Rhodococcus qingshengii (OTU 8), which represented 11% of 
sequences. Other dominant labeled OTUs clustered with Escherichia spp. (OTU 10, 9%), Afipia 
birgiae (OTU 12, 3%), and Salmonella enterica (OTU 27, 3%). The late (four days) incubated 
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13
C-BZ soils were highly dominated by sequences clustering with Burkholderia phytofirmans 
(OTU 1, 34%), Burkholderia sediminicola (OTU 3, 27%), and Cupriavidus basilensis (OTU 6, 
16%). Burkholderia sordidicola (OTU 18, 5%) and, similar to early 
13
C-BP, Arthrobacter oryzae 
(OTU 2, 5%) were also dominantly labeled OTUs. 
DISCUSSION 
In this study, we sought to better understand microbial biodegradation of PCBs and how 
C from aromatic compounds flows through the soil microbial ecosystem.  Using parallel SIP 
incubation studies, this experiment reveals how carbon flows from BP and BZ into a PCB-
contaminated soil microbial community, and which different microbial taxa participate in these 
processes. The results revealed that a wide array of bacteria derived C from biodegradation of 
13
C-BP and/or 
13
C-BZ, either directly or indirectly through cross-feeding. The majority of taxa 
appeared to perform either BP or BZ utilization, but not both. Through this time-course study, 
the data also suggest a difference in ecological growth strategy for the two microbial guilds. A 
subset of organisms derived C from both substrates, which could be explained by three 
scenarios: a) they possess both BP and BZ pathways, and thus can mineralize both substrates, b) 
they are BZ utilizers that scavenge BZ released by BP-utilizers with only the upper pathway as 
they release BZ or c) they scavenge other substrates or dead biomass generated by BP utilizing 
microbes.  
SIP showed that biotransformation of BP and BZ in this soil was mainly mediated by 
Actinobacteria and Proteobacteria (Table 2-3). Many of the genera detected appeared to derive 
carbon from either labeled BP, including unclassified Acidimicrobiales, Pseudomonas, 
Marmoricola, and Arthrobacter, or labeled BZ, including Rhodococcus, Escherichia, 
Mesorhizobium, Propionibacterium, Burkholderia, and Cupriavidus. However, we also detected 
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genera which derived carbon from both labeled BP and BZ including Arthrobacter, 
Methylobacterium, Afipia, Gemmatimonas, and Rhodanobacter. The presence of microbial taxa 
in both of the labeled fractions indicates that it is likely that some portion of the overlapping 
microbial population detected is capable of transforming BP and BZ, or completing the upper 
and lower pathways of BP degradation.  
Pseudomonas and Arthrobacter, implicated in BP metabolism in this study, have often 
been reported to be associated with the upper pathway of BP degradation and are known to 
contain the bph operon and have been shown to degrade PCBs (9, 19, 32). Pseudomonads have 
previously been reported to be the most prevalent group of bacteria in the biodegradation of 
complex organic compounds (11). The unclassified Acidimicrobiales and Marmoricola, are 
previously unidentified in the metabolism of BP or PCBs. The closest RDP match for the 
unclassified Acidimicrobiales was Terriglobus saanensis (Table 2-3), a bacterium that has been 
previously isolated from tundra soils (33) and has wide potential physiological capabilities in 
soils, although the ecological role of many acidobacteria are poorly understood (34). 
Nocardioides jensenii was the closest RDP match for the unclassified Marmoricola (Table 2-3). 
In multiple studies, the genus Nocardioides has been previously identified as involved in 
degradation of PCB and other contaminants (18, 19, 35, 36).  
Among organisms that derived carbon from BZ, the genera Rhodococcus, Burkholderia, 
and Cupriavidus have all previously been implicated in PCB degradation. Propionibacterium has 
been implicated in degradation of benzoate (37). Sequences clustering with Escherichia were 
also found in heavy labeled early (d01) BZ incubated soils and have been previously implicated 
in BZ degradation (11). 
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We further investigated the dominant, labeled OTUs in each of the 
13
C-incubated 
incubated samples to characterize the major changes at each time point and with each substrate 
(Figure 2-2). The diversity and overlap of organisms that derived carbon from each substrate 
over time (Figure 2-1) shows how the guilds may interact (Figure 2-2). The early and late (d 04 
and 14) 
13
C-BP shared more OTUs between them than with 
13
C-BZ incubations, with fewer 
unique OTUs present over time (Figure 2-1). In 
13
C-BZ labeled populations, there were 
increasing numbers of unique OTUs over time suggesting that C flowed into the community via 
secondary feeding.  
Labeled sequences from late 
13
C-BP (d14) and early 
13
C-BZ (d01) incubated soils were 
compared in an effort to determine if there were microorganisms present which could transition 
between the upper and lower pathways of BP degradation (Figure 2-1). When all of the OTUs 
present in 
13
C-BP and 
13
C-BZ incubated soils were compared, 16% of OTUs are shared between 
the two substrates, which indicates that the majority of the microbial populations do not utilize 
both the upper and lower BP degradation pathway; rather the pathways occur primarily in 
separate populations. Thirteen percent of the OTUs were shared between late 
13
C-BP (d14) and 
early 
13
C-BZ (d01), with more unique OTUs present in late 
13
C-BP (d14) soils (14.8%). This 
increased number of OTUs in the late 
13
C-BP (d14) soils could be due to diffusion of the late 
13
C-signal through the community over time. The 12% shared OTUs between late 
13
C-BP (d14) 
and early 
13
C-BZ (d01) suggests there is a portion of the microbial populations which contain 
both the upper and lower pathways of PCB degradation (Figure 2-1). It could also indicate that 
some microorganisms from the later incubations of 
13
C-BP incubated soils may have picked up 
the 
13
C signal from degradation products of the upper portion of the pathway (22). The increase 
in the number of 
13
C-associated OTUs observed over the course of the incubation period in the 
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BP-incubated soils suggests that carbon flowed through BP utilizers into other organisms, 
including BZ utilizers, in the soil community (Figure 2-1, Figure 2-2, Table 2-2). 
Microorganisms labeled in the late BP soils could also represent both fast and slow growing 
microorganisms, which is potentially why there are more unique OTUs in the later BP than early 
BP samples. The OTU overlap between late BP and early BZ time points also indicates that 
approximatly 12.6% of the microbes in the late BP time point are in fact utilizing BZ.  At most, 
16% of BP-degrading taxa may possess both pathways, but the number is likely lower given that 
cross-feeding on metabolites or dead biomass of BP-degraders may account for some portion of 
the overlap. The overlapping OTUs were mostly associated with the phylum Proteobacteria, 
which has been implicated in both BP and BZ degradation, but also contains known heterotrophs 
and potential cross feeders (11, 19).  
The substrate utilization data (
13
CO2 evolution) provides one insight to the ecological 
growth strategies of the microorganisms associated with each of the substrates. The microcosms 
incubated with BZ had a much faster rate of 
13
CO2 evolution than the BP-incubated microcosms 
(Table 2-1). This difference could be explained by the structural differences between BP and BZ, 
with BP having a more complex structure. It has been found that compounds that require a large 
number of enzymatic steps to be degraded, such as BP, may result in lowered substrate use 
efficiency (38).  
Shifts in bacterial diversity were different for the two incubated substrates (Table 2-2). 
The effective number of species in 
13
C-BZ incubated microcosms decreased over time (d01 to 
d04), however the other measure of diversity, Chao 1 index, increased over time.  Although 
Chao 1 increased over time, when taking evenness measures into account (effective number of 
species, Simpson Index), the decrease could indicate that although there may have been fewer 
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species detected in the 
13
C-BZ labeled populations over time, the species that were detected 
increased in abundance. In soils incubated with 
13
C-BP, both the effective number of species and 
number of OTUs decreased over time (d04 to d14). Although there were fewer OTUs in BZ-
incubated soils, overall the microcosms incubated with 
13
C-BZ had a higher and faster rate of 
substrate utilization than the high number of BP utilizing OTUs.  When coupled with a lower 
diversity in the BZ incubated samples and a higher amount of substrate used, this could indicate 
that the microorganisms associated with BP degradation are slower-growing populations.   
The microbial communities associated with each of the substrates had very different 
population shifts. Recent work recognizing broad, ecologically-based, classes of bacteria (39–41) 
could also explain the differences in substrate use and 
13
C-incoporation. These ecologically 
defined classes are similar to the r-k scheme (42) and defined as: ‘copiotrophic’ bacteria which 
are described as organisms which show an increase in numbers in response to the addition of 
labile carbon sources to soil or ‘oligotrophic’ bacteria which do not show a marked increase in 
numbers in response to the addition of a labile C source to the soil. It has been found through 
experimentation, observation, and meta-analytical approaches that Gram negative bacteria, such 
as members of the phylum Bacteroidetes and subphyla β- & γ-Proteobacteria, which rapidly 
colonize and grow under labile C-rich conditions, are copiotrophs. Gram positive soil bacteria, 
such as some Actinobacteria, tend to be more successful in resource-limited situations and are 
considered oligotrophs (39, 42). In addition, Fierer et al. (39) found that Acidobacteria can also 
be considered as oligotrophs.  
The fast response to labeled BZ by the microbial community indicates that microbes 
involved in the lower pathway of BP degradation may be adapted to quickly react and utilize 
13
C-BZ when it is present in the environment, indicative of a copiotrophic population. Whereas, 
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the initially lower rates of 
13
CO2 evolution in 
13
C-BP-incubated microcosms might indicate that 
the populations involved may be classified as “oligotrophic” and adapted for the optimal 
utilization of the recalcitrant C, such as BP, available (11). Of the five most abundant OTUs 
from both BP early and late incubations, half have been previously described as oligotrophic 
populations (39). Also, approximately 49.3% of the BP incubated population was gram positive, 
or associated with oligotrophic microorganisms, with 42.7% gram negative and 8% unknown.  
However in the BZ incubated soils, all but one of the top five most abundant OTUs from each 
time point have been described as copiotrophic microbes. In BZ incubated soils, 72.8% of the 
total microbial population was gram negative, or copiotrophic associated, with 23.8% gram 
positive and 3.4% unknown.   
Overall, our data suggest that biotransformation of BP and BZ was mainly performed by 
microorganisms with different growth strategies. Stable isotope probing of contaminated soils 
where we used 
13
C-BP and 
13
C-BZ labeled substrates in parallel incubations over time reveals 
how aromatic compounds, such as PCBs, are processed by the microbial community. Our results 
suggest that the microbial populations associated with BZ are fast growing, copiotrophic 
organisms, while microbes which transform BP are oliotrophic, slower growing, organisms.  The 
different patterns of use of the available carbon source could be an adaptation for the efficient 
use of a substrate or could indicate that the microbial community involved in the upper and lower 
pathway. Future, studies should focus on the stable isotope labeled metabolites produced by BP 
and BZ utilizing populations over time. By examining labeled substrates and metabolites over 
time, researchers can further understand how carbon flows between the different microbial guilds 
involved in PCB biodegradation.   
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FIGURES 
 
 
Figure 2-1. Venn diagraphs showing the overall overlap of taxonomic units between the two 
labeled substrates at different time points and the total labeled communities from each substrate. 
The percentages represent the percent of OTUs unique to each of the individual time points 
and/or substrate. Sequences were grouped at 3% dissimilarity.  
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Figure 2-2. Heat map generated using relative abundance and distribution of the top 200 OTUs 
of heavy labeled 16S rRNA genes from each sample. The colour code indicates relative 
abundance, ranging from light yellow (low abundance) to dark red (high abundance). White 
boxes indicated that no reads were assigned to the corresponding OTU. The dendrogram was 
generated using complete linkage clustering based on a Euclidian distance measure.  
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TABLES  
Table 2-1. Mineralization of 
13
C-BP and 
13
C -BZ as determined by 
13
CO2 evolution. 
13
C-BP and 
13
C –BZ mineralization calculated as a range assuming 60-80% of BP utilized is mineralized to 
CO2 (30). 
SIP 
incubation 
time (days) 
  
13
CO2 excess in 
headspace (nmol) 
  
13
C substrate mineralized 
(ug) 
  Benzoate   Biphenyl   Benzoate   Biphenyl 
1  31.10  13.99   0.54 - 0.72  0.24 - 0.32 
4  416.57  20.31  7.2 - 9.6  0.35 - 0.47 
14   725.70   45.80   12.5 - 16.7   0.79 - 1.05 
 
Table 2-2. Diversity estimates and number of sequences obtained after raw sequence data 
processing.  
Sample ID 
Sequences 
after 
processing 
# 
OTUs 
(0.03) 
Chao1 
1/D 
(Inverse 
Simpson) 
Effective 
Number of 
Species 
Biphenyl 
Day 04 12529 2041 3198 172.41 678.74 
Day 14 5684 938 1348 44.47 268.64 
Benzoate 
Day 01 13474 310 553 16.57 54.05 
Day 04 14848 515 856 4.57 10.87 
Total Community 9745 2174 4876 159.51 717.34 
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SUPPLEMENTAL FIGURES 
 
 
Figure S2-1. Detection of 
13
C-DNA in density gradient fractions derived from DNA in (a) 
13
C –
BZ incubated soils at 1 day, 4 days, and 
12
C -BZ incubated control soils at day 04; (b) and 
13
C-
BP incubated soils at 4 days, 14 days, and 
12
C -BP incubated control soils at day 14.  
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Figure S2-2. T-RFLP profiles of 16S rRNA gene amplicons digested with HhaI.  
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Figure S2-3. Rarefaction curves for the numbers of pyrosequencing reads and operational 
taxonomic units (OTUs) at 3% dissimilarity.  
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SUPPLEMENTAL TABLE 
Table S2-1. Relative abundance of total reads and phylogenetic affiliations of all pyrosequencing 
reads from 
13
C-DNA obtained from SIP of PCB contaminated soil. The numbers of 
pyrosequencing reads assigned using the RDP classifier (80% confidence threshold) are shown 
in parentheses. Sequences represented < 0.5% of total sequences present in the group were 
represented as “-“. 
 
 
Phylogenetic affiliations
Acidobacteria
Acidobacteria
Acidobacteriaceae 1.53 (175) 1.28 (69) 1.03 (134) - (16) 2.69 (238)
unclassified 1.78 (203) 1.71 (92) 2.23 (290) - (28) 1.87 (166)
Chloracidobacteria
unclassified 0.89 (102) 0.48 (26) - (27) - (19) 1.91 (169)
Solibacteres
Solibacteraceae 4.14 (473) 3.28 (177) 0.91 (119) - (52) 6.04 (535)
unclassified
unclassified 2.83 (323) 1.93 (104) 2.07 (270) - (65) 4.69 (415)
others 4.28 (489) 2.75 (148) - (40) - (50) 3.15 (279)
Actinobacteria
Actinobacteria
Corynebacteriaceae - (10) - (0) 0.47 (61) - (1) - (0)
Intrasporangiaceae 1.26 (144) 1.78 (96) 0.94 (122) - (30) 0.98 (87)
Micrococcaceae 2.65 (303) 15.28 (824) 1.26 (164) 5.48 (808) 3.56 (315)
Nocardiaceae 0.62 (71) - (7) 11.15 (1451) - (10) - (27)
Nocardioidaceae 1.82 (208) 1.24 (67) 0.62 (81) - (12) 1.72 (152)
Propionibacteriaceae 0.12 (14) - (19) 2.46 (320) - (30) - (1)
Pseudonocardiaceae 0.26 (30) 0.20 (11) 0.94 (122) - (3) - (32)
unclassified 7.62 (871) 4.77 (257) 3.48 (472) - (65) 7.51 (665)
others 7.75 (885) 5.06 (273) 3.96 (515) 0.52 (77) 6.50 (576)
Bacteroidetes
Sphingobacteria
unclassified 0.21 (24) - (19) - (0) - (0) 0.50 (44)
Chloroflexi
Ktedonobacteria
unclassified 0.19 (22) - (4) - (0) - (1) 0.67 (59)
others 5.83 (666) 4.16 (224) 2.10 (274) - (59) 3.65 (323)
Firmicutes
Clostridia
Peptococcaceae - (3) - (0) 0.51 (66) - (1) - (1)
Bacilli
Staphylococcaceae - (2) - (2) 0.58 (76) - (2) - (0)
Gemmatimonadetes
Gemmatimonadetes
Gemmatimonadaceae 5.99 (684) 4.93 (266) 1.52 (198) - (104) 7.46 (661)
unclassified 1.72 (197) 0.91 (49) 0.25 (32) - (7) 0.70 (62)
Nitrospirae
Nitrospira
Nitrospiraceae 0.85 (97) 0.52 (28) 0.23 (30) - (9) 1.58 (140)
Proteobacteria
Alphaproteobacteria
Bradyrhizobiaceae 1.36 (155) 0.69 (37) 3.54 (461) - (36) 1.95 (173)
Hyphomicrobiaceae 1.30 (148) 0.89 (48) - (55) - (24) 1.94 (172)
Methylobacteriaceae 1.30 (149) - (12) 22.17 (2886) - (0) - (1)
Phyllobacteriaceae 0.18 (21) - (7) 2.82 (367) - (0) - (18)
Sphingomonadaceae 0.60 (69) - (13) 1.87 (244) - (7) - (17)
unclassified 1.295 (148) 0.538 (48) 1.813 (288) - (18) 1.5583 (138)
Betaproteobacteria
Burkholderiaceae - (2) 0.96 (52) - (2) 84.34 (12430) - (5)
Comamonadaceae 0.39 (45) 0.80 (43) - (42) - (15) - (32)
Oxalobacteraceae 0.23 (26) - (11) - (0) - (50) 0.75 (66)
unclassified 8.088 (924) 6.288 (362) 3.003 (400) 0.74 (114) 7.8026 (691)
Deltaproteobacteria
Geobacteraceae 0.81 (92) 0.82 (44) 0.99 (129) - (8) 0.94 (83)
Haliangiaceae 0.99 (113) - (19) - (18) - (3) - (41)
Myxococcaceae - (36) 0.48 (26) - (0) - (1) - (20)
Syntrophobacteraceae 0.78 (89) 0.46 (25) - (0) - (23) 1.00 (89)
Gammaproteobacteria
Enterobacteriaceae 0.46 (52) 0.76 (41) 11.85 (1543) - (32) - (1)
Pseudomonadaceae - (11) 6.66 (359) 1.11 (144) - (33) - (0)
Sinobacteraceae 2.63 (301) 2.13 (115) 0.90 (117) - (37) 2.82 (250)
Xanthomonadaceae 1.07 (122) 4.34 (234) 0.90 (117) 0.80 (118) 0.67 (59)
unclassified
unclassified 1.15 (131) 0.93 (50) - (39) - (21) 0.98 (87)
TM7
TM7-3 0.00 (0) 5.31 (286) - (0) - (2) - (1)
Others 8.54 0.00 4.79 0.00 4.00 0.00 0.62 0.00 6.82 0.00
unclassified 8.54 (976) 4.79 (258) 4.00 (521) 0.62 (91) 6.82 (604)
Total 100 (11425) 100 (5391) 100 (13019) 100 (14738) 100 (8856)
Taxonomic assignments were generated using the Ribosomal Database Project's classifier.
aThe numbers of pyrosequencing reads assigned using the RDP classifier (80% confidence threshold) are shown in parentheses.
bsequences represented < 0.5% of total sequences present in the group
Biphenyl Benzoate
Total Community
Day 04 Day 14 Day 01 Day 04
43 
 
 
  
Phylogenetic affiliations
Acidobacteria
Acidobacteria
Acidobacteriaceae 1.53 (175) 1.28 (69) 1.03 (134) - (16) 2.69 (238)
unclassified 1.78 (203) 1.71 (92) 2.23 (290) - (28) 1.87 (166)
Chloracidobacteria
unclassified 0.89 (102) 0.48 (26) - (27) - (19) 1.91 (169)
Solibacteres
Solibacteraceae 4.14 (473) 3.28 (177) 0.91 (119) - (52) 6.04 (535)
unclassified
unclassified 2.83 (323) 1.93 (104) 2.07 (270) - (65) 4.69 (415)
others 4.28 (489) 2.75 (148) - (40) - (50) 3.15 (279)
Actinobacteria
Actinobacteria
Corynebacteriaceae - (10) - (0) 0.47 (61) - (1) - (0)
Intrasporangiaceae 1.26 (144) 1.78 (96) 0.94 (122) - (30) 0.98 (87)
Micrococcaceae 2.65 (303) 15.28 (824) 1.26 (164) 5.48 (808) 3.56 (315)
Nocardiaceae 0.62 (71) - (7) 11.15 (1451) - (10) - (27)
Nocardioidaceae 1.82 (208) 1.24 (67) 0.62 (81) - (12) 1.72 (152)
Propionibacteriaceae 0.12 (14) - (19) 2.46 (320) - (30) - (1)
Pseudonocardiaceae 0.26 (30) 0.20 (11) 0.94 (122) - (3) - (32)
unclassified 7.62 (871) 4.77 (257) 3.48 (472) - (65) 7.51 (665)
others 7.75 (885) 5.06 (273) 3.96 (515) 0.52 (77) 6.50 (576)
Bacteroidetes
Sphingobacteria
unclassified 0.21 (24) - (19) - (0) - (0) 0.50 (44)
Chloroflexi
Ktedonobacteria
unclassified 0.19 (22) - (4) - (0) - (1) 0.67 (59)
others 5.83 (666) 4.16 (224) 2.10 (274) - (59) 3.65 (323)
Firmicutes
Clostridia
Peptococcaceae - (3) - (0) 0.51 (66) - (1) - (1)
Bacilli
Staphylococcaceae - (2) - (2) 0.58 (76) - (2) - (0)
Gemmatimonadetes
Gemmatimonadetes
Gemmatimonadaceae 5.99 (684) 4.93 (266) 1.52 (198) - (104) 7.46 (661)
unclassified 1.72 (197) 0.91 (49) 0.25 (32) - (7) 0.70 (62)
Nitrospirae
Nitrospira
Nitrospiraceae 0.85 (97) 0.52 (28) 0.23 (30) - (9) 1.58 (140)
Proteobacteria
Alphaproteobacteria
Bradyrhizobiaceae 1.36 (155) 0.69 (37) 3.54 (461) - (36) 1.95 (173)
Hyphomicrobiaceae 1.30 (148) 0.89 (48) - (55) - (24) 1.94 (172)
Methylobacteriaceae 1.30 (149) - (12) 22.17 (2886) - (0) - (1)
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Chapter 3 
Microbial Community Structure and Functional Potential Associated With Four Boreal 
Forest Vegetation Types
 1
 
 
ABSTRACT 
What drives microbial community structure and function is a fundamental question in 
microbial ecology.  Many studies have found that plant successional stage and soil 
environmental factors affect the soil microbial community. As newer methods emerge (e.g. 
functional gene microarrays, next-generation sequencing), more comprehensive analyses of 
community structure and functional potential are possible. We used bar-coded 454-
pyrosequencing of bacterial 16S rRNA genes and GeoChip functional gene microarray analyses 
to screen the microbial structural and functional potential of organic horizon soils associated 
with forest stands dominated by either Picea glauca (white spruce), Picea mariana (black 
spruce), Populus tremuloides (quaking aspen), or Betula neoalaskana (Alaskan paper birch), 
located within the Bonanza Creek Long Term Ecological Research Site (BNZ LTER) in interior 
Alaska.  Results indicate that microbes with the genetic functional potential to degrade 
chlorinated solvents, hydrocarbons, herbicides, pesticides, and other aromatic compounds are 
present in varying amounts in the organic horizon of all stand types  even though the sites are 
located in pristine forests.  Additionally, the numbers and amounts of genes associated with 
carbon cycling differ among stand types.  Bacterial community structure differed between forest 
stand types, and was influenced to a lesser extent by soil environmental factors. The majority of 
                                                 
1
 Leewis, M.C., D. L. Taylor, M.B. Leigh. Microbial community structure and functional 
potential associated with four boreal forest vegetation types. Prepared for submission to Applied 
and Environmental Microbiology. 
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16S rRNA gene sequences retrieved from the four different vegetation types clustered with 
Acidobacteria, Actinobacteria and Proteobacteria – together these three phyla represented 83% to 
97% of all sequences. This study provides insight into the role of plants in driving microbial 
community structure and functional potential, and suggests that resilience to contaminants and 
phytoremediation potential exists in Alaskan boreal forest soils. 
 
Subject Category: Microbial ecology and functional diversity of natural habitats 
Keywords: Alaska / Boreal Forest / functional gene array / microbial community structure / soil 
/ rhizosphere   
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INTRODUCTION 
Microorganisms play a critical role in biogeochemical cycling and are drivers of soil 
ecosystem services and functioning, meditating in approximately 80-90% of soil biogeochemical 
processes (1).  A fundamental question in microbial ecology concerns what factors drive 
microbial community structure and function.  Microbial community structure refers to the 
diversity and composition of the community, while microbial function describes the metabolic 
capabilities active (or potentially active) in the community and ecosystem processes provided by 
the community (2, 3).  Many environmental factors have been found to have an effect on 
microbial community function and structure, including; pH (4, 5), soil moisture (6), dominant 
litter type (7), and both xenobiotic and naturally occurring but anthropogenically released 
contaminants (8–11).  One powerful determinant of microbial function in soils is vegetation type 
(12, 13). Because plants are diverse in their chemical composition, they impact the quantity and 
quality of carbon (C) and nutrients available to microbes through root turnover, root leachates, 
litter decay, as well as by altering pH and soil microclimate (moisture, temperature). These 
factors select for microbial communities which have functional similarities consistent within 
vegetation types (14, 15).   
The northern boreal forest biome covers 11% of global land surface, contains 28% of the 
worlds’ soil C, and houses 16% of the C stock sequestered in soils (16, 17). As global 
temperatures rise in response to climate warming, boreal forest regions will experience rapid 
changes due permafrost thawing and changing fire regimes (18).  It is unknown how these 
changing climate dynamics may affect boreal soil microbial community functions, such as C 
sequestration and emissions, or the potential effects on the large soil C stores, due to direct 
effects on soil microbes or indirect effects via shifts in vegetation composition.  Many studies 
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have found that with increasing temperature and nitrogen (N) deposition, there is increased loss 
of soil C through microbial activities and changes in the microbial community as measured by 
phospholipid fatty acid (PLFA) (19–21).  Other studies of the boreal forest have found that tree 
stand age and dominant tree species also result in changes in fungal community structure (22–
24).  However there is a paucity of research which investigates both the microbial (bacterial) 
community structure and total community function between different boreal forest vegetation 
types or successional stages. 
The Alaskan boreal region is an active location of petroleum development and transport, 
including aging and newly proposed oil pipelines, extensive use of diesel fuel oils for heat and 
increased rates of atmospheric deposition of PCBs and other pollutants at high latitudes, and 
legacies of contamination from formerly used defense sites. Contaminant remediation can be 
prohibitively expensive and logistically impractical in Alaska due to limited infrastructure such 
as roads.  Phytoremediation is a potentially inexpensive and effective alternative method for soil 
contaminant cleanup (25, 26).  The basis for the approach is that plant root systems can promote 
the growth of contaminant degrading bacteria through release of metabolic products, improved 
aeration and other mechanisms. Some of the aromatic compounds released by plant roots 
systems resemble pollutants or an intermediary in the metabolism of pollutants, and these 
intermediates have the potential to induce the biological degradation of petroleum compounds 
(27–29).  Alaskan boreal vegetation is particularly attractive for investigations into microbial 
degradation of aromatic compounds due to the unusually high concentrations of secondary 
compounds present in many Alaskan plant species, which are thought to provide defenses against 
herbivory or  protection from UV radiation (30, 31). Lab (32, 33), pot (34) and field (35) studies 
have demonstrated that native Alaskan vegetation has the potential to alter contaminant 
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biodegradation rates and/or microbial community structure in contaminated soils.  Understanding 
the controls over microbial community structure and functional potential in boreal forest soils 
may advance phytoremediation technologies and is critical to understanding the potential effects 
of changes in climate, disturbance and vegetation on nutrient cycling and ecosystem function in 
the boreal forest biome.   
The main objective of this study was to understand how vegetation affects microbial 
community and functional potential. We sought i) to determine if genes for organic pollutant 
degradation are present in uncontaminated soils ii) to understand the potential effects of 
dominant vegetation on microbial biogeochemical cycling, and iii) to quantify and compare 
microbial populations. To attain these objectives, pyrosequencing of 16S rRNA gene amplicons 
was used to characterize bacterial diversity and community composition, and functional genetic 
potential was assessed using a functional gene microarray (GeoChip 3.0; 35)  This study used 
soils collected from the Bonanza Creek Long Term Ecological Research site (BNZ LTER), 
which have been previously investigated for fungal community structure and resilience (24, 37). 
We hypothesized that dominant vegetation type controls microbial community structure and 
function either through direct impacts of plant root exudates and detritus or indirectly through the 
influence of plants on soil chemistry, composition, and structure.  We also hypothesize that 
certain plants foster increased contaminant degradation potential, even in the absence of 
substantial contamination. 
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MATERIALS AND METHODS 
Study Site. All sites and soils used were also part of a previous study conducted on 
fungal community structure by Tayleo et al. (24).  Soil samples were collected in 2008 from two 
upland early successional sites, three upland late successional sites, and three lowland late 
succession, black spruce dominated sites.  These sites and plots are dealt with in more detail in 
Taylor et al. 2014 (37).  The early successional sites are dominated by Betula neoalaskana 
(Paper Birch, UP1B) or Populus tremuloides (Aspen, UP1C), with some understory white spruce 
and are approximately 23-25 years old.  The mature sites are dominated by large Picea glauca 
(White Spruce, UP3A, UP3B, UP3C) trees, have occasional birch and are approximately 225-
230 years old.  All upland sites are core monitoring sites within the Bonanza Creek LTER.  The 
three lowland sites were established by Hollingsworth et al. (38) and are dominated by Picea 
mariana (Black Spruce, TKN0001, TKN0012, TKN0022). Vegetation data, collected by 
Hollingswort et al. (38), using the Braun-Blanquét cover-abundance scale, can be found in table 
S3-1, environmental chemistry can be found in table S3-2. Soils for molecular analyses were 
collected as follows: fifty soil cores were collected at 10 m intervals arrayed along four parallel 
transects from each of the sites.  Cores were 1.8 cm diameter and collected to 20cm depth. 
Subsamples of 1 g were excised from each core and pooled for each site by horizon. Soils from 
the O horizon were used in this study.  Soils were lyophilized then kept at -20°C until analysis. 
For further details on study sites and sample collection see Taylor et al. 2010 (24), 2014 (37)and 
Hollingsworth et al. 2006 (38), additional vegetation data are available on the Bonanza Creek 
website at www.lter.uaf.edu/.  
Analysis of Nutrients in Soils. Soil physical and chemical analyses were conducted at 
the University of Alaska Fairbanks, Palmer Center for Sustainable Living.  Properties assessed 
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were: pH, % loss on ignition (C), CEC, KCl- extractable NO3
-
and NH4
+
, and total P and K (39–
43).   
DNA Extractions and 16S rRNA gene pyrosequencing. Genomic DNA was extracted 
from 1-5 g of soil, for details see (37).  Amplification and pyrosequencing were performed by a 
modification of a method described previously by Engelbrektson et al. (2010).  A portion of the 
16S rRNA gene (positions 8 to 357 [V1 and V2], Escherichia coli numbering) was amplified 
using a 8F primer with the addition of a Roche 454 A pyrosequencing adaptor (underlined) and a 
10 base pair unique bar code (see supplemental materials) and 357R primer to which a Roche 
454 B pyrosequencing adaptor (underlined) had also been added: 8F 5’- 
CGTATCGCCTCCCTCGCGCCATCAG-NNNNNNNNNN-AGAGTTTGATCMTGGCTCAG 
-3’, 357R 5’- CTATGCGCCTTGCCAGCCCGCTCAGCTGCTGCSYCCCGTAG -3’.  The 
MID bar code for each sample was unique to facilitate sorting of sequences from a single 
pyrosequencing run.   
The PCR mixture (final volume, 25 μl) contained 1 μl each primer (10 μM), 0.5 μl dNTP mix (10 
mM), 2.5 μl FastStart 10 X Buffer #2, 0.25 μl FastStart HiFi Polyumerase (5 U/μl), 18.75 μl 
molecular biology grade water (Roche).  The
 
following thermal cycling conditions were used: 
initial denaturation
 
at 95°C for 3 min and 25 or 30 cycles of denaturation at 95°C
 
for 30 sec, 
annealing for 1 min at 55°C, and extension at 72°C
 
for 1.5 min, followed by a final extension 
period at 72°C
 
for 10 min.  Each PCR product was obtained in three parallel experiments, the 
resulting preparations were mixed, purified using Pure-Link PCR purification kit (Invitrogen, 
USA) and pooled for downstream sequencing.  Roche 454 GS FLX Titanium sequencing (454 
Life Sciences, USA) was performed on pooled reactions at the Institute of Molecular Genetics, 
Czech Academy of Sciences, Prague, Czech Republic.  
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Processing of Pyrosequencing Data. Raw pyrosequencing data were processed using 
the mothur software package version 1.30.2 (45) and following the standardized operating 
procedure detailed on the mothur website (accessed August 2013).  In brief, sequences were 
discarded if there was more than one mismatch in the bar code, more than two mismatches in the 
primer sequence, more than eight homopolymers, or were less than 200 bp.  Chimeras were 
detected and removed in mothur using the Uchime program (45).  Sequences were normalized 
across samples by setting the number of sequences in the smallest group, and subsampling.  The 
representative sequences have been deposited to the NCBI Short Read Archive under the 
accession number TBA. 
Quantitative PCR (qPCR).  To quantify bacterial and fungal DNA in soil samples, 
qPCR was performed on each sample according to He et al. (46, 47). Universal 16S rRNA gene 
primers 1108F (5’-ATGGYTGTCGTCAGCTCGTG-3’) and 1132R (5’-
GGGTTGCGCTCGGTTGC-3’) (48) were used for bacterial qPCR while primers ITS1F (5’-
TCCGTAGGTGAACCTGCGG-3’) (49) and 5.8S (5’-TCGATGAAGAACGCAGCG-3’) (50) 
were used for fungal qPCR. Relative quantity of bacterial or fungal DNA was determined in 
relation to standard curves (10 ng, 1 ng, 0.1 ng and 0.01 ng), consisting of genomic DNA 
extracted from pure cultures of Pseudomonas stutzeri JM300 for bacteria (51) or Saccharomyces 
cerevesiae for fungi.  
GeoChip microarray hybridization. Three aliquots of 50 ng of DNA from each sample 
was amplified using the TempliPhi kit (GE Healthcare) in a modified buffer containing single 
stand binding protein (200 ng/ul) and spermidine (0.04 mM) to increase the sensitivity of 
amplification (52). DNA quality was assessed by ratio of A260/280 and A260/230 using a 
NanoDrop ND-1000 Spectrophotometer (Thermo Fischer Scientific, USA), and final DNA 
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concentrations were quantified with a PicoGreen method (53).  DNAs were labeled and all 
hydridizations using the GeoChip 3.0 and image processing were conducted as previously 
described (54). Raw data from Imagene were analyzed using a GeoChip data analysis pipeline, 
where a signal to noise ratio of ≥1.5 was considered a positive signal (55).   
 Statistical Analysis.  To visualize relationships between bacterial community 
composition and environmental variables, we ordinated community data (97% OTUs) using 
nonmetric multidimensional scaling (NMS), and Sorensen (Bray-Curtis) distance measures. 
NMS is an indirect ordination method that is well suited for non-normal data or data which occur 
along arbitrary or discontinuous scales.  Detrended correspondence analysis (DCA) was used to 
examine the heterogeneity of the functional community composition.  DCA is a commonly used 
ordination technique which evaluates the heterogeneity of community composition with 
functional gene data from the GeoChip (56). Kendall correlations were used to examine 
relationships between  environmental variables and the NMS axes, and vectors were graphed to 
indicate both the direction and magnitude of the most strongly correlated  variables in the 
ordination space.  
 Multiple response permutation procedure (MRPP) and Mantel tests were used to evaluate 
the relationship between microbial community structure or function and categorical 
environmental attributes such as successional stage and vegetation type.  Relationships between 
individual OTUs or functional genes and environmental factors, such as successional stage, were 
tested using an indicator species analysis. This analysis can be used in association with the 
functional genes because the GeoChip produces both abundance and frequency data.  
Calculations were carried out using PC-Ord 5.0 (McCune and Mefford 1999).  
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RESULTS 
Microbial community diversity and structure. Pyrosequencing resulted in a minimum of 
735 sequences from each of the tree stands after sequence processing and normalization.  These 
sequences grouped into between 213 and 791 OTUs at the 97% similarity level (Table 3-1). 
Forest stands dominated by white spruce (UP3A/WhiteSpruce1), aspen (UP1C), and birch 
(UP1B) had the highest bacterial species richness as measured by the (normalized) Chao 1 index.  
Black spruce-dominated stands had the lowest overall bacterial species richness, excluding 
BlackSpruce3 (TKN0022).  The birch stand (UP1B) had the lowest number of OTUs obtained 
after normalization (Table 3-1, Figure S3-1).   
The majority of 16S rRNA gene sequence retrieved from the four different vegetation types 
clustered with Acidobacteria, Actinobacteria and Proteobacteria – together these three phyla 
represented 83% to 97% of all sequences (Figure S3-2).  In stands dominated by black spruce 
(TKN0001, TKN0012, TKN 0022), 40% of bacterial sequences clustered with the phylum 
Proteobacteria (Table 3-2).  Of these, 17% of sequences in these stands belonged to the class 
Gammaproteobacteria and 5% clustered with Bradyrhizobiaceae (of the class 
Alphaproteobacteria).  Proteobacteria also constituted a large portion (32-35%) of the soil 
community in white spruce (UP3A, UP3B, UP3C), aspen (UP1C) and birch (UP1B) dominated 
stands – with Rhizobiales (Alphaproteobacteria) and unclassified Gammaproteobacteria 
representing the majority of Proteobacterial sequences present in all stand types.  In all forest 
stand types, taxa clustering with Actinobacteria constituted between 28-42% of the microbial 
community.  In white spruce (UP3A, UP3B, UP3C) and birch (UP1B) stands, unclassified 
Actinomycetales and Solirubrobacterales dominated the Actinobacterial population, comprising 
4-8% of the community.  In the aspen-dominated stand (UP1C), sequences clustering with 
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Mycobacterium were the most abundant Actinobacteria (5% of the population).  Sequences 
identified as Acidobacteria also constituted a large portion of the community in all soils tested: 
25% of the population in black spruce stands, 13% of the population in white spruce stands, 13% 
of the birch associated sequences and 11% of the aspen associated community.   
The relationship between bacterial community structure and aboveground vegetation was 
assessed using nonmetric multidimensional scaling (NMS) of community composition data using 
the Bray-Curtis Similarity measure.  NMS ordination and multiple response permutation 
procedure (MRPP) analyses detected differences in microbial community structure across stand 
types (Figure 3-1, Table 3-3).  In the MRPP tests, stand type had the largest effect size, with 
black spruce stands significantly different from both the early successional (birch and aspen 
stands) and the later successional white spruce stands.  The differentiation in community 
structure across successional stages was reflected in the NMS ordination of sites (R
2
=0.744, 
Stress = 0.1005; Figure 3-1). The lack of differentiation between the early (birch and aspen) and 
the late white spruce may be explained by the presence of white spruce in the birch sites.  
Superimposed on the NMS ordination are vectors indicating environmental drivers of the 
communities within ordination space.  The bi-plots indicate that increasing soil C and decreasing 
pH are associated with communities in late-black spruce sites, while increasing cover of 
evergreen trees are associated with communities of the late-white spruce sites (Figure 3-1).  
Mantel tests were also performed to examine correlations between  bacterial community 
structure and  measured environmental and vegetation variables.  The mantel test indicated that 
bacterial community structure was significantly and strongly correlated to vegetation cover (p = 
0.0009, r = 0.6490).  Bacterial community structure also correlated to measured environmental 
variables, however to a lesser extent than vegetation cover (p = 0.0344, r = 0.3729).   
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Indicator species analysis showed that there are diverse taxa that are indicators for each stand 
type. The classes Actinobacteria and Acidobacteria were present as indicators of each of the 
successional stages tested; early (aspen and birch dominated stands), late white spruce dominated 
stands, and late black spruce dominated stands.  Twenty eight OTUs were significant indicators 
of early successional stage forest soils (indicator value = 100, P < 0.038) including members of 
the classes Acidobacteria, Actinobacteria, Firmicutes, Alpha-, Beta- and Gamma- 
Proteobacteria (Table 3-4).  Sixteen OTUs were significant indicators of the mature, white 
spruce stands (indicator value = 100, P = 0.034), including members of the classes 
Acidobacteria, Actinobacteria, Bacteroidetes, and Alpha- and Beta- Proteobacteria.  Soils from 
black spruce stands  had two taxa which were significant indicators; Calditerricola satsumensis 
and Acidobacterium capsulatum (Table 3-4).  
Microbial Community Functional Potential. Community functional gene diversity, 
richness and evenness were assessed for each of the tested soils based on microarray results 
(Table 3-1). Average Simpson’s reciprocal diversity index (1/D) was highest in white spruce 
stands and lowest in the birch-dominated stands, with overall diversity decreasing from white 
spruce to black spruce, to aspen and birch.  Similar results were observed with the Shannon-
Weaver index.  Evenness was comparable for all spruce and aspen sites, while it was lower in the 
birch stand (Table 3-1). White spruce and black spruce had the greatest number of unique genes 
(1031, 676 respectively).  The birch and aspen stands had the highest proportion of overlapping 
genes between any two vegetation types, with 152. 
Overall measured functional gene intensity (presence and amount of each gene detected) for 
genes measured on the GeoChip was highest in the  white spruce 3 stand (UP3C), followed by 
the black spruce stands 1 and 2 (TKN 0001, TKN0022) (Figure S3-3a).  The functional gene 
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intensity for genes associated with aromatic compound degradation and C cycling also followed 
this trend, with the highest gene intensities found in the white spruce 3 (UP3A), followed by the 
black spruce stands 1 and 2 (TKN 0001, TKN0022) (Figure S3-4a, Figure S3-5a).  When 
examining the relative gene intensity (as a percentage of all genes detected within that soil type), 
genes associated with organic remediation represented the highest proportion of genes detected 
in all soils, except for early successional birch soils (UP1B), which were dominated by genes 
associated with metal resistance (Figure S3-3b). The second most abundant gene group in early 
succession birch (UP1B) soils were those associated with organic remediation, where in all other 
soils, genes associated with metal resistance were the second most abundant (Figure S3-4b).  
Gene associated with C and N cycling were the third and fourth most abundant gene groups in all 
soils measured (Figure S3-3b). White spruce 3 soils (UP3A) had the highest proportion of genes 
associated with C, phosphorous and sulfur cycling, energy processing (e.g. cytochrome, 
hydrogenase), and other genes (e.g. gyrB).  The late successional stage black spruce (TKN0012) 
soils had highest proportion of N cycling genes (Figure S3-3b).   
Within the category of “organic remediation genes”, late successional stage soils had the 
highest proportion of aromatic carboxylic acid genes (white spruce 3, UP3C), BTEX and related 
aromatics (white spruce 2, UP3B), chlorinated aromatic genes (white spruce 3, UP3C), and 
nitroaromatic genes (white spruce 2, UP3B).  Late successional stage black spruce forest soils 
had the highest proportion of “other” aromatic processing genes (e.g. catechol, pcaG, nitA, pheA, 
proO, mdlD, and AmiE; TKN0012; Table 3-4).  Early successional soils dominated by aspen 
(UP1C) had the highest proportion of genes associated with degradation of heterocyclic and 
polycyclic compounds (Figure S3-4b).  
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The late successional stage, black spruce dominated soils had the highest proportion of C 
cycling genes from the categories C fixation (TKN0012), hemicellulose (TKN0001), pectin 
degradation genes (TKN 0022), and starch degradation genes (TKN0001). Late stage white 
spruce dominated soils had the highest proportion of cellulose (UP3C) and lignin (UP3B) 
degradation genes.  Aspen dominated early succession soils (UP1C) had the highest proportion 
of genes associated with chitin degradation (Figure S3-5b). 
The relationship between microbial community functional potential and the above ground 
vegetation with respect to measured environmental variables and successional stage was assessed 
using detrended correspondence analysis (DCA).  Multiple response permutation procedure 
(MRPP) analyses and DCA ordinations detected differences in microbial community function 
between the white and black spruce stands  and between the upland (UP) and lowland (TKN) 
sites (Figure 3-2, Table 3-2).  In the MRPP tests, the late stage white and black spruce sites were 
significantly different from each other (Table 3-3).  The microbial community functional 
potential also varied significantly between the sites located in the uplands (aspen, birch and 
white spruce) versus the lowland black spruce sites.  The differentiation in community function 
across stand types and between young and mature successional stages was reflected in the DCA 
ordination of sites (3 axes; Figure 3-2).  Superimposed on the DCA ordination are vectors 
indicating environmental correlates of the gene sets within ordination space.  The environmental 
variables included in the DCA analysis indicate that soil chemistry and cover of trees and grasses 
are major factors influencing the functional differences between the forest types.  These data 
suggest that the microbial functional potential associated with the different tree stands are unique 
to each of the stand types and strongly influenced by the underlying environmental chemistry.  
Mantel tests were also performed to test for correlations between microbial community 
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functional potential and measured environmental and vegetation variables.  Interestingly, the 
mantel test indicated that functional potential was not significantly correlated to either measured 
environmental parameters (p = 0.2056, r = 0.2842) or the vegetation cover (p = 0.7203, r = -
0.0674).  
Indicator analysis showed that different genes associated with organic remediation were 
indicators for each stand type, with diverse functional genes present in each of the stand types 
(Table 3-5).  Twenty two functional genes were significant indicators for soils from black spruce 
dominated forests (indicator value = 67.3-100, P  < 0.042), including genes associated with C 
cycling (5 genes), metal resistance (4 genes), N cycling (3 genes), organic remediation (7 genes), 
phosphorus cycling (1 gene), and sulfur cycling (2 genes) (Table 3-5).  Six functional genes were 
significant indicators of late successional white spruce soils, including genes associated with C 
cycling (2 genes), N cycling (2 genes), and organic compound remediation (2 genes).  Early 
successional forest soils had two functional genes which were significant indicators; metal 
resistance gene czcA, and organic remediation gene exaA.   
qPCR estimates of bacterial and fungal abundance. The abundance of bacteria and 
fungi, as determined using qPCR, did not show a consistent relationship with forest stand type in 
the tested DNA extract (p > 0.05, R
2
 < 0.002). There was, however, a significant relationship 
between fungal and bacterial small subunit rRNA gene copies (p = 0.01, R
2
 = 0.4352), with 
increasing bacterial gene copies corresponding with an increase in fungal gene copies.  
The number of functional genes detected in soils as by the GeoChip did not correlate to 
the amount of bacterial 16S rRNA or fungal ITS1 gene copies in the environment (16S: R
2
 
<0.0004, p > 0.05; ITS1 R
2
 = 0.301, p > 0.1).  This test was done in an effort to ensure that the 
observed functional genetic diversity is a measurement of the microbial community and not an 
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artifact or function of methodological constraints related to the relative abundance of bacterial or 
fungal DNA.   
 
DISCUSSION 
In this study, we sought to better understand the environmental drivers of microbial 
community structure and functional potential in boreal forest soils.  Through characterization of 
bacterial community structure and analysis of microbial functional genes encoding key enzymes 
involved in major biogeochemical processes we found that vegetation type, associated with 
successional stage, appears to be the dominant factor driving the soil community. In addition, 
genes involved in aromatic compound degradation, including xenobiotic compounds, were 
present in each of the forest stand types at varying levels.  Finally, vegetation also appears to 
have an effect on the number of genes associated with biogeochemical cycling in soil 
communities.   
Microbial Community Structure. Through extensive sequencing of both bacterial and 
fungal communities, the combined efforts of this study and a previous study (24, 37) provide 
insight into the diverse microbial communities present in boreal forest soils.  Recent studies 
using a variety of molecular or biochemical approaches have explored the distributional patterns 
exhibited by soil microbial communities and the biotic or abiotic factors driving those patterns.  
However, many of these previous studies have used techniques which do not permit detailed and 
comprehensive phylogenetic or taxonomic surveys of microbial communities across successional 
stages.  Examples in the boreal forest include phospholipid fatty acid (PLFA) analyses (23, 57), 
bacterial and fungal clone libraries (58), and 16S rDNA pyrosequencing (59).  Each of these 
studies has indicated that soil microbial communities within dominant vegetation types are more 
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similar to each other than to communities from different vegetation types or successional stages. 
However, none of these studies has comprehensively examined both the bacterial and fungal 
communities.  Both the bacterial and fungal communities in the investigated soils have distinct 
populations associated with different stand types.  In the fungal community only a few genera, 
such as Cortinarius (24) occur in the organic horizon of all major stand types.  The composition 
of the bacterial community structure across successional stages was similar at the phylum level, 
with Acidobacteria, Actinobacteria and Proteobacteria representing the majority of sequences, 
but with differences in the composition within each phylum.  In late stage successional black 
spruce sites which had the lowest pH, sequences grouping with Acidobacteria had the highest 
abundance.  Acidobacteria is often associated with sites that have low pH, and has been 
previously found in boreal black spruce sites (4, 60).   
The indicator species analysis showed that bacterial taxa belonging to the same class 
often have diverse preferences with respect to successional stage and plant community; however 
there are diverse taxa that are indicators for each forest stage (Table 3-4).  This analysis 
highlighted the bacterial taxa whose variable abundance across samples significantly contributed 
to differences in bacterial community composition across successional stages, and is similar to 
fungal results (24, 37).  All of the highly abundant classes were implicated in multiple stands, 
however none of the OTUs found as an indicator in one successional stage was significantly 
indicative of another successional stage.  Overall, the abundant OTUs that were implicated as 
indicator species are numerically abundant and are species which are potentially important to soil 
functioning in different forest stand types.  The functional abilities of indicator species warrants 
further investigation.  
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With the observed differences between microbial communities in different forest stand 
types successional stages and vegetation types, the question remains as to what is driving this 
difference.  Ordination and mantel tests of the bacterial community indicated that percent cover 
of vegetation (i.e. lichen, evergreen tree, forbs and non-vegetation such as dead plant material) 
and, to a lesser extent, environmental factors (i.e. pH and C) were the main drivers of the 
separation between successional stages (Figure 3-1).  MRPP tests are consistent with the mantel 
and NMS, in which the three successional stages or upland (aspen, birch and white spruce) 
versus the lowland black spruce sites are significant predictors for the bacterial community.  
These results suggest that the structure of the microbial community in the organic layer is 
correlated to the composition of the dominant vegetation which influences and is influenced by 
the soil environment.   
Microbial Functional Potential. It is important to analyze microbial functional genes 
encoding key enzymes involved in major biogeochemical processes and contaminant degradation 
in an effort to understand what drives microbial functional potential. Many studies have 
investigated cellulose degradation (23), enzymatic activity (58), and C or N cycling (20, 61, 62) 
in the boreal forest, particularly in terms of understanding how biogeochemical cycles may 
change in response to global climate change. However, little is known regarding the functional 
communities associated with different successional stages in the Alaskan boreal forest.  Through 
the use of the GeoChip functional gene microarray, we are able to gain a more comprehensive 
understanding of the microbial functional potential of soils, including biogeochemical cycling 
(i.e. C, N, P, and S), aromatic and xenobiotic compound degradation, and metal resistance.   
The microarray data revealed overall similarities of functional potential within each 
successional stage. These relationships were observed through the use of ordination techniques 
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(Figure 3-2) and tested using MRPP, which showed that functional communities are statistically 
different only between the white and black spruce dominated soils (Table 3-3).  The ordination 
also indicated that above ground vegetation (i.e. percent cover of deciduous trees & shrubs, 
evergreen trees & shrubs, graminoids, and lichens) and environmental parameters (i.e. soil CEC, 
pH, C) were strongly correlated to the different gene composition in each of the successional 
stages (Figure 3-2).  The mantel test however, indicated that neither environmental chemistry nor 
vegetation were significant predictors of the functional community.  The uncertainty in findings 
may be attributed to the sheer number of genes measured with the GeoChip functional gene 
microarray: 6165 total genes measured across eight different functional gene categories.  
Previously pH and soil moisture have been found to affect functional potential, measured using 
multi-substrate-induced respiration (multi-SIR) (61, 63).  Measurement of soil enzyme activities 
among vegetation types has also been found to affect microbial cycling of C and N (58, 62).  
However, Priha et al. (23) using a culture based technique examining broad level microbial 
functioning (community level physiological profiling), failed to distinguish microbial community 
functioning from different boreal tree species.  Important environmental measures such as ratios 
of C:N, lignin: N, or lignin:cellulose were not assessed in the current study, indicating that the 
lack of statistical relationship could be because an important factor was not included in the 
analysis (64).  
Interestingly, in each of the investigated tree stands there were large proportions of genes 
associated with contaminant degradation (Figures S3-3, S3-4, and S3-5).  Genes for contaminant 
degradation and organics remediation were determined to be indicators for each successional 
stage, indicating that they differ among forest stands community (Table 3-5).  This suggests that 
as disturbance and the potential for disturbance, in the form of organic contamination, increases 
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in boreal regions the microbial communities may have the potential to acclimate and metabolize 
the contaminants. Although some contamination may be present at the site due to atmospheric 
deposition, the investigated sites are largely pristine.  The questions arise as to what is driving 
the microbial community to produce genes associated with organics remediation and how will 
the community respond to disturbance.  Recent work has suggested that plant secondary 
metabolites (PSM) may have an effect on the pollutant degradation capacity of microbial 
populations (35), and that different PSM may induce differential degradation of contaminants 
(65).  The differential potential for degradation exhibited by the investigated vegetation indicates 
that certain vegetation types exhibit potential for future phytoremediation studies. Based on the 
genes observed, aspen and birch-dominated forest stands have the highest potential for 
degradation of chlorinated solvents, due to their association with exaA, a gene associated with 
dichloroethane degradation.   
Overall, our data show that bacterial community structure and community function in the 
investigated boreal forest soils is dictated by dominant vegetation type and environmental 
condition.  In addition, there is a high potential for the microbial degradation of xenobiotic 
contaminants, despite the lack of actual contamination in investigated soils.  Future studies 
should use additional measures of activity, such as mRNA (metatranscriptomics) and functional 
assays, such as enzyme assays, to assess microbial community function.  In addition, studies 
investigating the role of phytochemistry, including plant secondary metabolites, in driving 
microbial community function would be valuable to understanding the mechanisms underlying 
phytoremediation. 
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FIGURES 
 
Figure 3-1: Non-metric multidimensional scaling (NMS) ordination of operational taxanomic 
units (OTUs) at 3% dissimilarity from eight samples in the BNZ LTER.  Fitted vectors of 
selected (r
2
 > 0.5) environmental variables showing significant correlation (p < 0.05) with the 
microbial community ordination spaces.  The length of each vector shows the strength of the 
correlation in comparison with the other vectors.  Environmental variables include percent cover 
of evergreen trees (“evertree”), grasses (“forb”) or non-living matter (“nonveg”, e.g. fallen trees, 
mushroom caps, burned material), soil C (C), and pH. Sample IDs have been shortened to White 
Spruce (W1, W2, W3), Black Spruce (B1, B2, B3), Aspen (A), and Birch (B). 
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Figure 3-2: Detrended correspondence analysis (DCA) ordination of functional genes from eight 
samples in the BNZ LTER.  All functional genes detected using the GeoChip 3.0 were used for 
the ordination.  Fitted vectors of selected (r
2
 > 0.5) environmental variables showing significant 
correlation (p < 0.05) with the microbial community ordination spaces.  The length of each 
vector sows the strength of the correlation in comparison with the other vectors.  Sample labels 
as in Figure 1.  
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Table 3-3: Multiple-response permutation procedure tests for differentiation of bacterial 
community structure and total microbial community function.   
 
  
Factor Effect size, A Significance, P Effect size, A Significance, P
Successional stage 0.2464139 0.01105106 0.07405484 0.08896873
Early vs. Black Spruce 0.27300627 0.0000001 0.03192469 -
Early vs. White Spruce 0.0882196 - 0.02056518 -
Black Spruce vs. White Spruce 0.23503459 0.0267207 0.10537371 0.03813113
Aspect (Upland vs Lowland) 0.19804364 0.00465736 0.06085169 0.04692471
Community Structure Community Function
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Table 3-4: Indicator species analysis showing successional stage (habitat) preferences for 
selected taxa. Significant indicator values indicate differentiation between successional 
stages.  
 
  
Successional 
Stage
Phylum Class Closest RDP SeqMatch Type Strain (Similarity score) Accession No. Taxon
Observed 
Indicator 
Value
P
Black Spruce
Acidobacteria
Acidobacteria_Gp
Granulicella paludicola (1)  AM887758 Otu0009 58.4 0.024
Acidobacterium capsulatum (0.746)  CP001472 Otu0018 100 0.032
Edaphobacter modestus (0.855)  DQ528760 Otu0066 59.3 0.0212
Actinobacteria
Actinobacteria
Mycobacterium nebraskense (0.895)  AY368456 Otu0004 98 0.0402
Mycobacterium shimoidei (0.903)  AJ005005 Otu0005 91.2 0.004
Solirubrobacter soli (0.752)  AB245334 Otu0007 63.1 0.007
Rarobacter incanus (0.535)  AB056129 Otu0043 94.7 0.02
Streptacidiphilus carbonis (1)  DSM 41754/AF074412 Otu0067 74.1 0.0222
Luedemannella helvata (0.571)  AB236957 Otu0080 75 0.004
Patulibacter americanus (0.613)  AJ871306 Otu0170 83.3 0.0444
 Calditerricola satsumensis '(0.454) YMO81/AB250968 Otu0259 100 0.032
Proteobacteria
Alphaproteobacteria
Pleomorphomonas oryzae (0.682)  AB159680 Otu0006 71.3 0.0288
Methylocystis heyeri (0.733)  AM283543 Otu0138 71.4 0.0334
Betaproteobacteria
Burkholderia sordidicola (0.946)  AF512827 Otu0017 94.1 0.0196
Burkholderia sediminicola (0.941)  EU035613 Otu0077 91.7 0.0402
Gammaproteobacteria
Marinobacter daepoensis (0.548)  AY517633 Otu0001 70 0.004
Dokdonella fugitiva (0.752)  AJ969432 Otu0071 85.7 0.0104
unclassified
Methylosinus sporium (0.563)  Y18946 Otu0011 96.8 0.0196
Steroidobacter denitrificans (0.517)  EF605262 Otu0068 71.4 0.0392
unclassified
Marinimicrobium agarilyticum (0.5)  AY839870 Otu0101 90.9 0.0196
Early
Acidobacteria
Acidobacteria_Gp
Acidobacterium capsulatum (0.724)  CP001472 Otu0167 100 0.0386
Acidobacterium capsulatum (0.515)  CP001472 Otu0226 100 0.0386
Geopsychrobacter electrodiphilus (0.435)  AY187303 Otu0310 100 0.0386
Acidobacterium capsulatum (0.562)  CP001472 Otu0337 100 0.0386
Actinobacteria
Actinobacteria
Solirubrobacter soli (0.691)  AB245334 Otu0094 100 0.0386
Nocardioides dubius (0.727)  AY928902 Otu0151 100 0.0386
Solirubrobacter soli (0.606)  AB245334 Otu0201 100 0.0386
Solirubrobacter soli (0.806)  AB245334 Otu0237 100 0.0386
Streptacidiphilus albus (0.966)  DSM 41753/AF074415 Otu0238 100 0.0386
Sporichthya polymorpha (0.667)  AB025317 Otu0260 100 0.0386
Cryptosporangium minutisporangium (0.736)  AB037007 Otu0294 100 0.0386
Rarobacter incanus (0.5)  AB056129 Otu0301 100 0.0386
Solirubrobacter soli (0.578)  AB245334 Otu0346 100 0.0386
Aciditerrimonas ferrireducens (0.55)  AB517669 Otu0353 100 0.0386
Mycobacterium wolinskyi (0.861)  AY457083 Otu0400 100 0.0386
Streptomyces chryseus (0.919)  CSSP540/AY999787 Otu0423 100 0.0386
Nocardioides dilutus (0.835)  EF466121 Otu0428 100 0.0386
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Table 3-4 continued: 
 
  
Successional 
Stage
Phylum Class Closest RDP SeqMatch Type Strain (Similarity score) Accession No. Taxon
Observed 
Indicator 
Value
P
Firmicutes
Bacilli
Bacillus simplex (1)  AJ439078 Otu0332 100 0.0386
Proteobacteria
Alphaproteobacteria
Acidiphilium angustum (0.757)  D30772 Otu0127 100 0.0386
Acidisphaera rubrifaciens (0.73)  D86512 Otu0180 100 0.0386
Magnetospirillum gryphiswaldense (0.696)  Y10109 Otu0385 100 0.0386
Betaproteobacteria
Burkholderia sordidicola (0.89)  AF512827 Otu0242 100 0.0386
Rugamonas rubra (0.824)  HM038005 Otu0323 100 0.0386
Gammaproteobacteria
Steroidobacter denitrificans (0.733)  EF605262 Otu0254 100 0.0386
unclassified
Cryptosporangium japonicum (0.433)  D85466 Otu0128 100 0.0386
Catenulispora rubra (0.467)  AB180773 Otu0366 100 0.0386
Cryptosporangium japonicum (0.49)   D85466/YU 636-3 Otu0442 100 0.0386
Nocardia brasiliensis (0.444)  AF430038 Otu0473 100 0.0386
White Spruce
Acidobacteria
Acidobacteria_Gp3
Bryobacter aggregatus (0.556)  AM162405 Otu0190 100 0.034
Acidobacteria_Gp4
Enterococcus pallens (0.4)  DQ411812 Otu0222 100 0.034
Actinobacteria
Actinobacteria
Conexibacter woesei (0.746)  CP001854 Otu0026 79.1 0.0436
Nocardioides halotolerans (0.749)  EF466122 Otu0076 84.2 0.034
Blastococcus saxobsidens (0.843)  FN600641/BC444 Otu0111 100 0.034
Solirubrobacter soli (0.782)  AB245334 Otu0252 100 0.034
Streptomyces prunicolor (0.891)  DQ026659 Otu0309 100 0.034
Humicoccus flavidus (0.713)  DQ321750 Otu0340 100 0.034
Ferrimicrobium acidiphilum (0.463)  AF251436 Otu0354 100 0.034
Streptomyces blastmyceticus (0.907)  CSSP556/AY999802 Otu0446 100 0.034
Herbiconiux ginsengi (0.753)  DQ473536 Otu0483 100 0.034
Solirubrobacter soli (0.677)  AB245334 Otu0518 100 0.034
Bacteroidetes
Sphingobacteria
Chitinophaga ginsengisegetis (0.656)  AB264798 Otu0110 100 0.034
Proteobacteria
Alphaproteobacteria
Agromonas oligotrophica (0.718)  D78366 Otu0052 92.3 0.02
Kaistia adipata (0.629)  AY039817 Otu0164 100 0.034
Caulobacter fusiformis (0.822)  AJ227759 Otu0304 100 0.034
Afipia birgiae (0.855)  AF288304 Otu0378 100 0.034
Betaproteobacteria
Burkholderia sordidicola (0.949)  AF512827 Otu0049 77.4 0.0226
Burkholderia endofungorum (0.599)  AM420302 Otu0206 100 0.034
Chitiniphilus shinanonensis (0.558)  AB453176 Otu0348 100 0.034
Gammaproteobacteria
Kushneria avicenniae (0.587)  DQ888315 Otu0030 75 0.0272
Dyella koreensis (0.887)  AY884571 Otu0095 87.5 0.0426
Marinobacter excellens (0.525)  AY180101 Otu0172 83.3 0.038
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Table 3-5: Indicator species analysis showing successional stage (vegetation) preferences for 
selected functional genes.  
 
  
Successional 
Stage
Gene category Compound Gene name
Functional 
Gene
Observed 
Indicator 
Value
P
Black Spruce
Carbon cycling
Hemicellulose ara Func2432 100 0.031
Carbon fixation pcc Func1216 89.9 0.042
Carbon fixation pcc Func1909 89.7 0.019
Lignin phenol_oxidase Func1487 88.3 0.019
Hemicellulose xylA Func2386 100 0.031
Nitrogen
Denitrification narG Func0510 85.1 0.018
Denitrification narG Func1113 81.9 0.04
Denitrification nosZ Func0603 73.6 0.009
Organic Remediation
Alkanes (e.g. Octane) alkK Func2636 100 0.031
Aromatic carboxylic acid (e.g. Benzoate) benAB Func0372 80.8 0.009
Herbicides (e.g. Glyphosphate) mauAB Func2202 67.3 0.043
Aromatic carboxylic acid (e.g. Salicylate) nagG Func0531 72.6 0.009
Aromatic Compounds (e.g. Benzonitrile) nitA Func0945 92.9 0.019
Herbicides (e.g. Glyphosphate, Formaldehyde) phn Func2592 100 0.031
Aromatic carboxylic acid (e.g. Benzoate) pimF Func1679 87.5 0.019
Metal Resistance
Arsenic ArsC Func1537 76.9 0.042
Chromium ChrA Func0946 91.8 0.019
Chromium ChrA Func0217 72.6 0.019
Copper CopA Func2488 100 0.031
Phosphorus
Phosphorus utilization ppx Func2056 95.7 0.019
Sulphur
Sulfite Reductase dsrA Func2274 71.4 0.039
Sulfite Reductase dsrB Func2087 93.6 0.019
Early
Organic Remediation
Chlorinated solvents (e.g. Dichloroethane) exaA Func1948 82.6 0.045
Metal Resistance
Cadmium,Cobalt,Zinc czcA Func2670 100 0.031
White Spruce
Carbon cycling
Chitin exochitinase Func0129 100 0.036
Hemicellulose xylanase Func0549 95.3 0.042
Organic Remediation
BTEX and related aromatics (e.g. Ethylbenzene) akbF Func0623 100 0.036
Aromatic carboxylic acid (e.g. Mandelate) mdlA Func0017 100 0.036
Nitrogen
Denitrification nirK Func0378 97.3 0.021
Denitrification nirK Func0383 90.5 0.042
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SUPPLEMENTAL FIGURES 
 
Figure S3-1: Rarefaction curves for the non-normalized numbers of pyrosequencing reads 
and operational taxanomic units (OTUs) at 3% dissimilarity.  
  
81 
 
 
 
Figure S3-2: Soil bacterial communities as identified by 16S rRNA pyrosequencing 
represented by phylum (different textures) and abundance (relative size).  
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Figure S3-3: The total gene intensity (A) and relative abundance (B) of all detected genes 
from each of the vegetation types.   
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Figure S3-4: The total gene intensity (A) and relative abundance (B) of detected aromatic 
compound degradation genes from each of the vegetation types.   
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Figure S3-5: The total gene intensity (A) and relative abundance (B) of detected genes 
associated with C cycling from each of the vegetation types.  
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Chapter 4 
Long-term Effects of Nutrient Addition and Phytoremediation on Diesel and Crude Oil 
Contaminated Soils in subarctic Alaska
 1
 
 
ABSTRACT 
Phytoremediation is a potentially inexpensive method of detoxifying contaminated 
soils using plants and associated soil microorganisms. The remote locations and cold climate 
of Alaska provide unique challenges associated with phytoremediation such as finding 
effective plant species  that can achieve successful site clean-up despite the extreme 
environmental conditions and with minimal site management.  A long-term assessment of 
phytoremediation was performed which capitalized on a study established in Fairbanks in 
1995. The original study sought to determine how the introduction of plants (Festuca rubra, 
Lolium multiflorum), nutrients (fertilizer), or their combination would affect degradation of 
petroleum hydrocarbon (TPH) contaminated soils (crude oil or diesel) over time. Within the 
year following initial treatments, the plots subjected to both planting and/or fertilization 
showed greater overall decreases in TPH concentrations in both the diesel and crude oil 
contaminated soils relative to untreated plots. We re-examined this field site after 15 years 
with no active site management to assess the long-term effects of phytoremediation on 
colonization by native and non-native plants, their rhizosphere microbial communities and on 
petroleum removal from soil. Native and non-native vegetation had extensively colonized the 
site, with more abundant vegetation found on the diesel contaminated soils than the more 
nutrient-poor, more coarse, and acidic crude oil contaminated soils. TPH concentrations 
achieved regulatory clean up levels in all treatment groups, with lower TPH concentrations 
                                                 
1
 Leewis M-C, Reynolds CM, Leigh MB. 2013. Long-term effects of nutrient addition and 
phytoremediation on diesel and crude oil contaminated soils in subarctic Alaska. Cold Reg. 
Sci. Technol. 96:129–137. 
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correlating with higher amounts of woody vegetation (trees & shrubs). In addition, original 
treatment type has affected vegetation recruitment to each plot with woody vegetation and 
more native plants in unfertilized plots. Bacterial community structure also varies according 
to the originally applied treatments. This study suggests that initial treatment with native tree 
species in combination with grasses could be an effective means for phytoremediating 
petroleum contaminated soils and promoting ecological recovery in cold regions.  
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INTRODUCTION 
At high latitudes, petroleum products are often the primary source of fuel in both 
urban and rural environments. Petroleum hydrocarbons (PHCs) can be introduced into the 
environment through natural seepage and surface spills such as leaking pipelines and storage 
tanks. There are more than 500 formerly used defense sites owned by the Department of 
Defense in Alaska with approximately 1000 individual areas of soil contamination, many 
contaminated with petroleum (Reynolds and Koenen, 1997; Yergeau et al., 2012). Although 
the need to remediate contaminated sites is not unique to high latitudes, remediation in these 
regions is often confounded by a lack of infrastructure, reduced degradation rates, and high 
expense associated with traditional remediation approaches. In Alaska, the human health risk 
of contaminated sites is also exacerbated by the fact that many rural communities are located 
off road systems and near contaminated sites, and these communities rely heavily upon 
subsistence food harvesting, which can increase the exposure of inhabitants to contaminants. 
Phytoremediation may offer one solution to feasibly reduce contaminant levels and human 
health risks in these communities.  
 There are currently two main remediation strategies for PHC contaminated sites; 
physical-chemical remediation by contaminant removal and bioremediation through the use 
of microorganisms and plants (Uhlik et al., 2009). Physical-chemical remediation methods 
are the conventional approach to remediation of contaminated soils; however, such methods 
can be extremely costly, involving removal and incineration or transfer to hazardous waste 
landfills. In remote regions, such remediation methods are often not available or are 
prohibitively expensive due to the lack of roads and other infrastructure (Slater et al., 2011). 
In addition to the expense, removal of contaminated soils by physical means can also leave 
much of the contaminant behind in the form of loose soil. Alternative methods of 
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contaminant abatement can include landfarming, biopiles and other forms of bioremediation 
such as phytoremediation (Palmroth et al., 2002; Paudyn et al., 2008).  
 Landfarming is common in cold regions. In landfarms, contaminated soils are spread 
over large areas and can be amended with nutrients, water, and surfactants in an effort to 
reduce the limitations associated with microbial degradative processes (Filler et al., 2006; 
Sanscartier et al., 2009). Periodic tilling may be performed to aerate soils and promote 
volatilization of contaminants. In biopile systems, contaminated soils are amended with 
nutrients and water then mounded over an aeration piping system. Soils can also be amended 
with organic material as a bulking agent to increase soil porosity and supply carbon. Aeration 
systems are varied and can be active or passive, and also could incorporate a heating system 
to increase soil temperature and therefore extend degradation treatment season (Sanscartier et 
al., 2009).   
Both landfarming and biopiles are relatively low-cost and simple techniques and their 
use is wide spread across northern latitudes. However, these ex-situ strategies for contaminant 
abatement require the input of expensive elements such as heavy equipment for tillage, 
maintenance of aeration systems or reapplication of fertilizer multiple times a year. In remote 
regions with little or no road access, these strategies quickly become unreasonably expensive 
due to the cost of materials and travel to the site. Depending on the specific site management 
methods applied, these techniques may also leave contaminated soils exposed in stockpiles 
located at or near the community landfill. In addition, both landfarming and biopiles can 
disturb fragile ecosystems and can cause unnecessary destruction of the natural landscape.   
Plant assisted bioremediation, or phytoremediation, is potentially an inexpensive and 
effective alternative method for cleanup of soil contaminants (Singer et al., 2003a; Wenzel, 
2008). Phytoremediation is an attractive approach to bioremediation because it does not 
necessarily involve large soil disruptions and can result in intact, biologically active soils 
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with minimal financial input (Aken et al., 2010). However, phytoremediation can take longer 
to achieve remedial targets than conventional cleanup methods (Palmroth et al., 2002). 
Phytoremediation relies on plant root systems to foster the growth and activity of 
microorganisms through release of metabolic products, improved aeration and/or other 
mechanisms (Singer et al., 2003a). Increased microbial activity in plant-associated soils can 
lead to biodegradation of pollutants through either induction of microbial degradation 
pathways or co-metabolism. Some of the aromatic compounds released by plant roots share 
chemical similarities to pollutants, such as PHCs, or an intermediary in the metabolism of 
pollutants, such as salicylic acid.  Plant aromatic compounds have been shown to induce the 
microbial degradation of petroleum (McCutcheon and Schnoor, 2003; Siciliano et al., 2003; 
Singer et al., 2003b). Co-metabolism of pollutants by soil microbial communities can occur 
when secondary compounds that are structurally analogous to contaminants are available to 
the community (Donnelly et al., 1994; Gilbert and Crowley, 1997; Miya and Firestone, 
2001). At high latitudes, such as in Alaska, many plant species have unusually high 
concentrations of secondary compounds, which are thought to have evolved as a defense 
against damage, such as from UV radiation or herbivory, and are therefore particularly 
attractive for investigations into microbial degradation of aromatic compounds (Bryant et al., 
1991, 1994; Hadacek, 2002; Stark et al., 2008). With increased concentrations of secondary 
compounds at higher latitudes, increased rates of contaminant disappearance may be 
achievable, which would be advantageous for promoting contaminant biodegradation in the 
rhizosphere.  Another important advantage of using plants native to higher latitudes is their 
adaptation to the extreme environmental conditions, such as low temperature and nutrient 
limitation.  
In this study we investigated the long-term effects of phytoremediation on 
contaminant disappearance at a site in Fairbanks, Alaska, where a phytoremediation 
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experiment on soils contaminated with crude oil or diesel fuel was previously conducted 
(Reynolds and Koenen, 1997; Reynolds et al., 1997b; Reynolds et al., 1999). Experimental 
field plots were established and subjected to different fertilization and planting regimes, 
while petroleum disappearance was monitored for two years. The site then underwent 
colonization by local plants and natural attenuation for 15 years. In this study, we re-examine 
this field site 15 years later to assess the long-term effects of phytoremediation on 
colonization by native plants, their rhizosphere microbial communities and petroleum 
removal from soil. The data provide a novel, long-term assessment of the feasibility of 
rhizoremediation with native plants and soil microbial communities for achieving regulatory 
cleanup guidelines in cold regions.  
 
BACKGROUND AND SITE DESCRIPTION 
A phytoremediation field study was initiated in 1995 and 1996 at the Farmers Loop 
Permafrost Research Facility field site of the Army Corps of Engineers Cold Regions 
Research and Engineering Laboratory (ACE CRREL) (Reynolds and Koenen, 1997; 
Reynolds et al., 1997a; Reynolds et al., 1997b; Reynolds et al., 1999). The study sought to 
compare the effects of nutrients and vegetation on rhizosphere-enhanced bioremediation of 
PHC contaminated soils. Crude oil and diesel contaminated soils were used for the 
experiment:  crude oil contaminated soils were collected from a gravel pad at a pump station 
on the Trans-Alaska pipeline, and diesel contaminated soils were collected during the 
removal of an underground storage tank. Soils were transported to the Farmers Loop Facility 
and placed, separately, in adjacent lined and bermed areas approximately 21 x 3 m, and 60 
cm deep (Figure 4-1 and 4-2). Each of the soil piles was subdivided by wooden beams into 
seven treatment plots. For each soil the treatments included: three levels of rhizosphere 
enhancement and two nutrient levels. The three levels of rhizosphere enhancement included 
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unplanted (-P), annual ryegrass (Lolium multiflorum, 1P), or a mixture of annual ryegrass and 
arctared fescue (Festuca rubra, 2P). Grasses were chosen for their cold hardiness, rapid 
growth, and tolerance to low-fertility soils. The two nutrient levels were either control (no 
fertilizer, -F) or added nutrients (+F). Commercially available fertilizer (granular 20-20-10) 
was surface applied at approximately 620 g/m
2 
of N, P,
 
and K. The annual ryegrass and 
arctared fescue mixture was 1:1 by weight, and seeding was done by hand at approximately 
10.8 g/m
2
.   
Triplicate soil samples were taken from each of the plots to sample for TPH at day 0 
and after 54 days and 238 days of treatment (described below). After 238 days of treatment, 
TPH concentrations in both the plant + fertilizer treatment and soils without any amendments 
had decreased relative to the initial TPH concentrations (measured at day 0). The planted and 
fertilized treatment had significantly lower TPH concentrations than the untreated soils 
(Figure 4-3).   
 After completion of the initial phytoremediation project in 1996, the site was not 
actively managed for approximately 15 years. No nutrient or seed amendments were made 
during this time. In 2010-2011 the site was re-examined and our follow up study was 
conducted.   
 
MATERIALS AND METHODS 
Site Preparation and Sampling. A follow up study of the initial phytoremediation 
experiment conducted at the Farmers Loop Permafrost Research Facility field site was 
conducted in June 2011. The original soils and treatment plots remained intact and were used 
with minor modification to the sampling design.  Each of the seven treatment plots per 
contaminant was subdivided into six 1 x 1.5 m
2
 sections using twine. Two soil samples were 
collected from each of the sub-sections into both a glass jar with Teflon lined lids for TPH 
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analysis or two separate sterile plastic zip-top bags for microbial analyses. Soil samples were 
collected from four random points within each sub-section at a depth of 10 cm and 
homogenized in the sampling container. Samples were sieved through a sterile 2.5 mm sieve 
and stored at -80°C until analysis for molecular and TPH analysis or at 4°C for culture-based 
microbial assays.   
Vegetation Characterization. All vegetation within each sub-section was counted and 
identified to the species level (Johnson et al., 1995). Percent cover of dominant vegetation, 
bare ground, and mosses were visually assessed. Tree height, basal diameter, and canopy 
cover were also measured for each tree at the site. Trees were defined as such when main-
stem height was greater than 20 cm, and trees shorter than 20 cm were counted as 
“seedlings”.   
Analysis of TPH in Soils. In the initial study (1995), TPH was extracted by sonication with 
methylene chloride (EPA Method 3550B). Anhydrous Na2SO4 was added to the soils during 
extraction as a drying agent and extracts were then analyzed by GC-FID.  
 For the follow up study, total petroleum hydrocarbons (TPH) were analyzed by Alpha 
Analytical (320 Forbes Boulevard, Mansfield, MA). Soil samples were extracted and 
analyzed using a gas chromatograph equipped with a flame ionization detector (GC/FID). 
The temperature program and associated experimental conditions were optimized to obtain 
maximum resolution in an 80 min chromatographic run representative of hydrocarbons in the 
n-octane (C8) to n-tetracontane (C40) range. Qualitative evaluation of the sample was 
conducted by reviewing the sample chromatogram in conjunction with a chromatogram of an 
alkane series generated with the same chromatographic conditions (EPA Method 8015M). 
Quantitative determination of the sample hydrocarbon concentration was performed in 
accordance with EPA Method 8015M.  
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Analysis of Nutrients in Soils. Soil physical and chemical analyses were conducted at the 
University of Alaska Fairbanks, Palmer Center for Sustainable Living.  Properties assessed 
were: pH, % loss on ignition (C), CEC, NO3
-
, NH4
+
, P, K, and soil particle size (Bremner, 
1982; Day, 1965; Holmgren et al., 1977; Jackson, 1958; Michaelson et al., 1987; Peech, 
1982).   
Microbial Community Analyses. Total soil DNA was extracted using the FastDNA SPIN 
kit for soil (MP Biomedicals, Ohio, USA) following the manufacturer’s instructions. DNA 
was eluted into 50 µL of water and stored at -20
o
C until analysis. DNA concentrations were 
evaluated by measuring absorbance at 260 and 280 nm using a NanoDrop ND-1000 
Spectrophotometer (Thermo Fischer Scientific, USA).     
 Bacterial community profiling using T-RFLP was performed on extracted total 
community DNA. PCR reactions were carried out using a 5’ 6-carboxyfluorescien-labelled 
27F and unlabeled 1392R primers with a total reaction volume of 25 µl. The PCR reaction 
contained final concentrations of 1 x PCR buffer, 3 mM MgCl2, 200 µM dNTPs and 0.1 µM 
BSA (New England Biolabs, Beverly, MA, USA), 200 nM each primer, 0.5 U Taq DNA 
polymerase and 1 µl template DNA. Thermal cycler conditions were as follows: denaturation 
at 94
o
C for 5 min; 30 cycles of 94
o
C for 1 min, 58
o
C for 1 min, and 72
o
C for 1 min 40 s; and 
a final extension step of 72
o
C for 10 min.  PCR products were purified using the Qiaquick 
PCR purification kit (Qiagen, Valencia, CA, USA) and quantified using the Nanodrop ND-
1000 spectrophotometer. Then 40 ng of the PCR product was digested for 3 h at 37°C using 
HhaI restriction enzyme, with Pseudomonas stutzeri DNA run as a control to verify complete 
digestion. After digestion, fragments were precipitated overnight using 1.5 µl of sodium 
acetate (0.75M), 6 µg of glycogen per reaction (molecular grade), and 47 µl ethanol and 
centrifuged at 14 000 r.p.m. for 35 min.  Pellets were resuspended in 1.0 µl H2O, 0.5 µl of 
ROX-labelled MapMarker 1000 ladder (BioVentures, Murfreesboro, TN, USA) and 9.5 µl 
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deionized formamide, and then run on an ABI 3100 Genetic Analyzer.  T-RFLPs were 
analyzed using GeneMapper software version 3.7 (Applied Biosystems, Foster City, CA, 
USA). Terminal restriction fragments less than 50 bp and above 1000 bp in size were 
excluded from analyses.   
Statistical Analyses. Data were tested for normality by testing the residuals of each data set, 
and were found to be non-normally distributed. Vegetation and TPH data were analyzed 
individually to detect trends using appropriate non-parametric tests (NMDS, Kruskal-Wallis 
test). Relationships between vegetation and TPH were analyzed using regression analyses. 
Vegetation communities were tested using ANOVA. Microbial community data was 
analyzed using detrended correspondence analysis (DCA). All statistical analyses were 
conducted in PAST (Version 2.15, April 2012, Hammer and Harper 2001), significance was 
accepted at p=0.05 (95% confidence level) for all statistical analyses.   
 
RESULTS AND DISCUSSION 
Soil TPH concentrations were significantly lower in 2011 than in samples quantified in 
1996, when contaminant levels were last quantified and published for the site (Figure 4-3). In 
both the diesel and crude oil contaminated soils in 2011, contaminant levels in all treatment 
plots had dropped by 80-95% of levels last measured in 1996, well below the ADEC cleanup 
level for diesel range organics (1000 mg/kg) (ADEC, 2012). This suggests that natural 
attenuation (no amendments), land farming or phytoremediation are all capable of achieving 
cleanup limits for hydrocarbon contaminated soils with initial concentrations of greater than 
8300 mg/kg within ~15 years. The concentration of residual hydrocarbons remained higher in 
the crude oil contaminated soils than in the diesel contaminated soils, which could be because 
recalcitrant compounds constitute a greater portion of the crude oil than diesel fuels 
(Reynolds et al., 1997a), as well as the fact that the crude oil contaminated soil was more 
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nutrient poor, more coarse, and more acidic. For most PHCs, reduction rates are often 
initially rapid, followed by a period of much slower losses, similar to the observed effects 
here. These data demonstrate that, despite slow disappearance rates, TPH disappearance 
continues to occur and, for soils contaminated with up to 3422 mg/kg diesel, can reach clean 
up levels in less than two decades and that for near-surface contaminants, phytoremediation, 
land farming or natural attenuation may provide an effective low-cost treatment.   
Results from vegetation surveys showed that the plant community had changed 
substantially from when the site was first established in 1995 (Figure 4-1 and 4-2). None of 
the originally planted grasses were found on the site, instead the plots have been colonized by 
both native and non-native Alaskan plants (Figure 4-4). The diesel-contaminated soils were 
more heavily colonized by plants than crude oil contaminated soils (p=0.06), and there were 
more and larger woody plants present in the diesel contaminated soil (Figure 4-4). This is 
likely due to the difference in soil type between the diesel and crude-oil contaminated soils. 
The two contaminated soils differed in soil texture: crude oil contaminated soils were gravel 
with a large grain size, while diesel contaminated soils were finer textured with more organic 
matter (Table 4-1). Coarser soils tend to have a lower cation exchange capacity (CEC) and 
less water and nutrient retention, which can mean more inhospitable conditions for plant and 
microbial growth (Bergamaschi et al., 1997; Fredlund et al., 1997; Lund et al., 1999). Fine-
textured soils with higher soil organic matter can be a more favorable environment for plant 
colonization and microbial growth, conditions which could lead to increased contaminant 
degradation (Olk and Gregorich, 2006). Interestingly, the crude oil contaminated soils were 
more heavily colonized by non-native plants from the Asteraceae family, such as Taraxacum 
officinale, and from the Fabaceae family, such as Vicia cracca and Trifolium hybridum.  
Current vegetation status also appears to be affected by the original treatment type: plots 
that were originally planted with grasses grouped together in ordination space (NMDS, Crude 
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Oil:R
2
 = 0.7005, Stress = 0.1927; Diesel: R
2
 = 0.6859, Stress = 0.1622, Figure 4-5). NMDS 
also revealed that plots with no original treatment are associated with increased numbers of 
native plants (e.g. Salix sp.,Oxytropis deflexa) and that initially planted and fertilized plots 
were associated with increased numbers of non-native plants (e.g. Agrimonia striatica, 
Taraxacum officinale). Nutrient status and other soil parameters have different effects on 
vegetation depending on the contamination, and therefore soil, type (Table 4-1, Figure 4-5). 
Both nutrient levels and contaminant type have been found to affect vegetation survival and 
colonization (Chapin et al., 1986; Rohr et al., 2006). Fertilization may have had an effect on 
initial colonization and survivability of vegetation; however, this direct effect would only last 
until the fertilizer had either been depleted or dispersed through the site, typically less than a 
year. Although direct effects of the fertilizer would be fairly short-lived, it is possible that the 
fertilizer acted to prime plant succession or to allow for some seeds to colonize and establish 
in a particular treatment. Although the fertilizer may not remain in the soil over the long-
term, turnover of nitrogen-rich plant biomass might also provide a long-term enhancement of 
available nitrogen (Ruess et al., 1996). 
A critical question from the standpoint of bioremediation is how the initial vegetation and 
fertilization treatments affected contaminant degradation rates. It is important to note that one 
characteristic of petroleum biodegradation is the sequential loss or disappearance of 
petroleum components, in which more labile fractions are lost most rapidly while recalcitrant 
fractions remain and slowly degrade in weathered petroleum. As a result, biodegradation 
follows a somewhat asymptotic pattern rather than a linear progression. The initial 3-year 
study found increased rates of contaminant disappearance in plots that were both planted and 
treated with fertilizer within the first year of the field study (Reynolds and Koenen, 1997; 
Reynolds et al., 1997b; Reynolds, 2004). These rates were higher than in treatments that were 
only either planted or fertilized. Fifteen years later, significant differences in mean soil TPH 
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concentrations between planting/fertilization treatments were not detected when mean TPH 
levels were compared at the plot level. Addition of vegetation and fertilizer appeared to 
accelerate TPH biodegradation relative to unplanted, unfertilized treatments initially, and 
over the long term all treatments arrived at a similar plateau.  
Further statistical evaluation of the relationships between detailed vegetation data and 
TPH revealed that increased woody vegetation counts affected TPH disappearance over the 
long term. There was a negative relationship between number of woody plants present and 
soil TPH concentrations across all plots (Figure 4-6: crude oil contaminated soils; R
2
 = 0.315, 
p<0.01: Diesel contaminated soils; R
2
 = 0.452, p<0.01). In diesel contaminated soils, the 
current number of trees is significantly different between the original treatment types 
(p<0.001) with significantly fewer trees in cells which were originally planted and fertilized 
(p<0.05) compared to untreated and unplanted cells. Crude oil contaminated soils did not 
have differences between number of trees on each plot (p=0.06). The data suggest that 
combined planting and fertilization accelerated initial diesel biodegradation rates, yet in the 
long term may slow remediation by limiting the establishment of trees in diesel-contaminated 
soil. 
The dominant woody plant species present included willow (Salix spp.), Alaskan birch 
(Betula neoalaskana), white spruce (Picea glauca), and balsam poplar (Populus balsamifera) 
(Figure 4-4). Some northern tree populations (Betula) have been shown to have increased 
concentrations of phenolic secondary compounds with increasing latitude (Stark et al., 2008). 
Based on the secondary compound hypothesis (Robertson et al., 2010; Slater et al., 2011), 
this increasing secondary compound concentration could have resulted in increased 
degradation potential in the microbial community and a resulting decrease in soil TPH. Trees 
have more extensive root systems than some forbs and grasses, which may also contribute to 
rhizoremediation efficiency. Salix and Populus species are commonly used in remediation 
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studies and have been found to lower TPH and reduce toxicity in TPH contaminated soils 
(Newman and Reynolds, 2004; Palmroth et al., 2002). Willows (Salix spp.) are very common 
throughout the Alaskan interior and Northern latitudes. Willows were found in each of the 
plots at the Farmers Loop Site, with willows being found up to 4 m tall in the cell with the 
lowest soil TPH concentration. In lab and greenhouse studies, a willow native to interior 
Alaska (Salix alaxensis) was found to accelerate microbial biodegradation of diesel range 
organics (McFarlin, 2010) and PCBs (Slater et al., 2011) in spiked soils.  
Because microbial biodegradation is an important mechanism for TPH removal from 
soils, we investigated the structure of the bacterial community in an effort to determine the 
effect of TPH and vegetation on microbial community dynamics. Terminal restriction 
fragment length polymorphism (T-RFLP) data indicate that the current microbial community 
structure varies depending on the original treatments implemented 15 years ago (Figure 4-7). 
The original treatment type resulted in different microbial community structures, much as it 
did for vegetation dynamics (Figures 4-1, 4-2 and 4-4). This suggests that the original 
treatment influenced vegetation structure and succession, which affected associated microbial 
communities by mechanisms such as rhizodeposition and the quantity and quality of 
aboveground and belowground litter. It has been shown that as trees age and the plant 
community matures, associated microbial populations change and may foster pollutant 
degrading microorganisms (Newman and Reynolds, 2004). It has also been found that with 
increasing quantities of vegetation there are increasing quantities of microorganisms on sites 
contaminated with PHCs (Margesin et al., 2007; Reynolds et al., 1999). The microbial data 
do not appear to indicate a significant relationship between contaminant concentration and 
bacterial community structure, nor a relationship between current nutrient status and bacterial 
community structure (p>0.05); however more studies should be conducted to further 
understand the relationship between soil parameters and the microbial community. Future 
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studies should focus on the microorganisms involved in actual biodegradation of the 
contaminant; for example, the Most Probable Number analysis of petroleum degraders would 
be directly indicative of the degradation potential at the site and would be valuable for further 
site assessment and long-term monitoring. Determining the identity of petroleum-degrading 
microorganisms present would also be valuable, since detection of previously characterized 
petroleum degraders can reveal environmental preferences that may suggest effective ways to 
enhance biodegradation and to monitor biodegradative populations in the long term. 
The results of this study indicate that trees and shrubs have a positive effect on TPH 
biodegradation by biostimulating microbial communities in the root zone.  Yet, the use of 
grasses in the initial stages of this study were also clearly beneficial, as has been shown 
previously (Phillips et al., 2009). However, the grasses applied were annuals, requiring 
repeated seeding, which is labor-intensive and expensive over the long term. Instead of 
planting with exotic annual plants, another phytoremediation option would be the use of 
native perennial grasses or forbs, which are adapted to local conditions and have been shown 
to survive contamination and to induce degradation of petroleum hydrocarbons in previous 
studies located in Northern latitudes (Ferrera-Rodríguez et al., 2012; Robson et al., 2003). 
Initial cultivation of grasses appeared to inhibit natural recruitment of woody plants that were 
associated with increased long-term contaminant loss. Trees and shrubs can also be 
advantageous in that they offer increased rooting depth and long-term growth as compared to 
grasses and forbs. Our findings suggest that a combined approach of initial seeding with 
grasses and planting with trees or shrubs, such as with native willow cuttings, may lead to 
increased and sustained contaminant disappearance rates at a site. In addition to promoting 
biodegradation in surface soils, grasses would also help to provide a living cap on 
contaminated soils by stabilizing soils and minimizing contaminant escapement from the site 
via blowing dust. Trees or shrubs would act to increase long term biodegradation rates at 
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deeper soil layers, provide soil stabilization, and may also provide added hydraulic control, 
preventing leaching of contaminants. More information regarding the interactions between 
native graminoids and woody plants planted together would be valuable for developing 
optimal long-term rhizoremediation strategies. 
 
CONCLUSIONS AND FUTURE DIRECTIONS 
This study investigated the long-term effects of phytoremediation on soils 
contaminated by crude oil and diesel fuel in interior Alaska. In the initial 3-year period post 
treatment, for both crude oil and diesel contaminated soils, rhizosphere enhancement with 
non-native grasses and nutrient amendments resulted in increased rates of TPH reduction 
relative to natural attenuation, nutrient additions alone, or plants alone (Reynolds et al., 
1997a). Fifteen years later, we found that increased TPH disappearance appeared to be 
associated with increased numbers of trees and shrubs such as willow (e.g. Salix bebbiana, 
Salix alexensis, Salix glauca), birch (Betula neoalaskana), white spruce (Picea glauca), and 
balsam poplar (Populus balsamifera), all native to the region, which had colonized the site. 
The original field treatments appeared to affect the total vegetation present at the site, the 
plant successional trajectory, and the soil bacterial community structure. All plots achieved 
soil TPH levels that were below regulatory cleanup limits within 15 years. Phytoremediation 
and fertilization accelerated biodegradation initially as shown in the three-year study using 
non-native annual grasses, and our long-term study revealed that colonization with trees and 
shrubs corresponded to increased extent  of long-term petroleum removal. The original 
planting and fertilization strategy was effective for accelerating the reduction of contaminant 
levels and mitigating risk in a timely manner during the initial phase after contamination of a 
site. The increased TPH disappearance in plots with more trees and shrubs implies that 
initially planting with woody plants in addition to grasses may have the potential to achieve 
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TPH reductions greater than those observed here. Native vegetation may be the best 
phytoremediation option for ensuring long term survival of plants and the associated increase 
in degradation rates with minimal labor and expense.  
Phytoremediation appears to be an effective and potentially low-cost bioremediation 
strategy particularly applicable to remote sites that are inaccessible to heavy equipment, that 
have no infrastructure, or that are situated on fragile ecosystems. The use of local plants like 
willows, which are readily propagated from stem cuttings, can further reduce costs associated 
with phytoremediation activities.  Phytoremediation represents an option for the many 
contaminated sites located in Northern communities where infrastructure and resources limit 
the feasibility of conventional remediation strategies.   
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FIGURES 
 
Figure 4-1: Photo overview of the study site in 1996 (top) and 2011 (bottom).  Note tree 
establishment and colonization, and variety of vegetation colonizing the different plots.     
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Figure 4-2: Aerial view of the design of the phytoremediation treatments at the site and the 
vegetation 15 years following establishment of the plots. Fourteen individual plots are 
present; half of the soils are contaminated with diesel fuel (top) and half with crude oil 
(bottom). Plots were planted with annual ryegrass (+1P) or a mix of annual ryegrass and 
arctared fescue (+2P), and treated with additional nutrients (+F1/+F2) or no added nutrients (-
F).  
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Figure 4-3: Changes in TPH concentrations in crude oil (A) and diesel (B) contaminated 
soils. Error bars indicated 95% confidence interval. Plots were planted with annual ryegrass 
(+1P) or a mix of annual ryegrass and arctared fescue (+2P), and treated with additional 
nutrients (+F) or no added nutrients (-F (1) or -F (2)). Alaska Department of Environmental 
Conservation clean-up standard for this site is indicated at 1000 ppm.    
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Figure 4-4:  Total vegetation counts for crude oil (trees: top left, other vegetation: bottom 
left) and diesel (trees: top right, other vegetation: bottom right) contaminated soils.  Plots 
were originally planted with annual ryegrass (+1P) or a mix of annual ryegrass and arctared 
fescue (+2P), and treated with additional nutrients (+F) or no added nutrients (-F (1) or -F 
(2)). Names designated with a (*) indicate native vegetation, names designated with a (+) 
indicate mixed native and non-native vegetation within a family, vegetation family names 
with no indicator are non-native.   
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Figure 4-5: Nonmetric multidimensional scaling (NMDS) of vegetation data from crude oil 
(A) or diesel (B) contaminated soils.  Blue points indicate plots planted and fertilized, green 
points are plots only planted, red points are plots only fertilized, and black points are plots 
with no added amendments. Vectors indicate environmental parameters.   
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Figure 4-6: Regression of TPH concentrations and counts of all woody trees and shrubs for 
crude oil (A) or diesel (B) contaminated soils.  
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Figure 4-7: Detrended correspondence analysis (DCA) of T-RFLP of 16S rRNA for all 
samples from the crude oil contaminated soils. The first two axes account for 30% of total 
variance 
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Chapter 5 
Conclusions 
 
This research investigated the potential mechanisms and effectiveness of microbial 
communities and native boreal vegetation associated with contaminant degradation (i.e. 
disturbance) and biogeochemical cycling. This research investigated the effects of 
disturbance (e.g. contamination) and potential disturbance (genetic potential for contaminant 
degradation) on microbial interactions with the environment. This study shows that , in a 
PCB contaminated environment, the microbial community acts in concert to degrade PCBs 
and its degradation products.  In addition, it was  found that dominant vegetation type in a 
non-contaminated environment is the dominant factor that drives microbial community 
structure and functional potential, and that certain plant communities have the capacity to 
biostimulate microbial degradation of xenobiotic contaminants.  Finally, I demonstrated that 
phytoremediation and fertilization treatments have a long term effect on contaminant 
disappearance, microbial communities, and vegetation in boreal forest soil, and that treatment 
strategies involving native perennial grasses and trees may be a practical and successful 
strategy for phytoremediation of petroleum-contaminated soils.  Together, the results provide 
novel insights into the mechanisms of contaminant removal in boreal forest soils, the role of 
plants in ecosystem resilience to contamination, and demonstrate that phytoremediation using 
native and local plants can be an effective means to treat petroleum-contaminated soils. 
In order to capitalize upon the functional capacity of microorganisms to remove 
organic chemicals from the environment, it is important to understand how the microbial 
community interacts with environmental inputs and disturbance.  Here I have conducted 
investigations into the biodegradation potential of indigenous microbial communities, and the 
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mechanisms by which plants may biostimulate contaminant biodegradation by 
microorganisms. Yet, further investigations into the mechanisms that drive this functional 
potential are needed. Plant secondary metabolites (PSM) may play a critical role in 
microbially-mediated ecosystem processes.  Understanding the fundamental chemical 
ecology of microbe-PSM interactions and decomposition of complex aromatics (e.g. organic 
matter and contaminants) is valuable to advancing phytoremediation technologies and is 
critical to understanding environmental controls on biogeochemical cycling, since PSMs have 
been hypothesized to promote contaminant biodegradation but inhibit organic matter 
decomposition (1, 2).  Future studies should include phytochemical analyses and microbial 
functional assays, such as metatranscriptomics and studies of biodegradation and 
decomposition to quantify microbial function associated with boreal vegetation in 
contaminated and non-contaminated sites.  A complete understanding of the chemical 
ecology of boreal forest plant-microbe interactions could pave the way for successful 
phytoremediation technologies and improved models for predicting ecosystem resilience and 
response to disturbance. 
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Appendix 1 
Approaches to Microbial Diversity Analysis in Contaminated Environments
1
 
 
ABSTRACT 
Recent findings that only a small fraction of microbes have yet to be cultivated have resulted 
in the development of many novel approaches for studying the overall microbial species and 
metabolic diversity. These approaches are aimed at revealing and exploiting the genetic and 
metabolic potential that has remained hidden. Nowadays, scientists are capable of not only 
resolving the genetic code and taxonomically classifying individual microorganisms, but also 
ascribing the function of microorganisms in relation to their genetic material and, in turn, 
identifying those microbial populations that play key roles in habitat functioning. These 
advances have been enabled by the improvement of molecular biological methods, such as 
DNA isolation directly from the environment, polymerase chain reaction (PCR), DNA 
cloning and sequencing, community fingerprinting techniques, or stable isotope probing, as 
well as analytical methods. A huge recent development of bioinformatics and the existence of 
public databases, including Ribosomal Database Project (RDP) or Functional Gene 
Pipeline/Repository, and available applications, e.g. Molecular Evolutionary Genetics 
Analysis (MEGA), MOTHUR, FastGroupII, and many others, have covered the 
methodological advances by allowing for appropriate interpretation of obtained results. 
Microbial ecology can benefit from such progress by understanding the function of microbes 
not only in the context of their importance for xenobiotic transformation but also their 
function in terms of nature as a whole. The aim of this chapter is to discuss the approaches 
                                                 
1
 Uhlik, O., Leewis, M.C., Kurzawova, V., Lovecka, P., Stursa, P., Demnerova, K., Mackova, 
M., Macek, T. “Chapter 4: Approaches to Microbial Diversity Analysis in 
Contaminated Environments” in Trends in Bioremediation and Phytoremediation. 
Chemosphere.  (Edited by Dr. G Plaza).  2010. ISBN: 978-81-308-0424-8.   
Note: Leewis and Uhlik contributed equally to this work.  
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that can be used for the analyses of microbial, especially bacterial, diversity in contaminated 
environments. 
 
INTRODUCTION 
Microorganisms, especially bacteria, represent the beginning as well as the end of the food 
chain, and microbial processes act as a foundation in global nutrient cycling. Therefore, all 
organisms in the biosphere are actually dependent on microbial activity. The state of 
equilibrium of microbial diversity, however, is often affected by anthropogenic activities 
such as environmental pollution. In order to address how changes in microbial community 
structure in response to environmental pollution influence aboveground ecosystems and their 
functions, reliable ways of studying soil microorganisms and their diversity in particular 
environments are necessary.  
Bacteria are an important part of environmental biota not only because of their species 
diversity (species richness and species evenness) but also because of the variety of metabolic 
activities (i.e. metabolic diversity) which they perform [1]. The extraordinary diversity and 
habitat range displayed by bacteria has been likely to be cause by some 3.8 billion years of 
evolution, which is 2 billion years longer than eukaryotic organisms [2]. The greatest 
bacterial diversity sources are considered to be pristine soils and sediments with high organic 
content, which have been estimated to contain over 11,000 different genomes per gram, i.e. 
about 10
4
 different prokaryotic species, none of which is dominant [2,3]. But surprisingly, 
although such habitats have high species diversity, they have below-average phylogenetic 
diversity, which is likely to be caused by the presence of closely related species [4]. In 
contrast, environmental perturbations, such as pollution, result in a strong reduction of 
diversity and to selective advantage to certain populations which can adapt faster to changing 
conditions and therefore become dominant [3].  
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Whereas diversity analysis of microbial eukaryotes is still in its infancy, in the last 
few decades the widespread use of molecular biological methods has permitted researchers to 
inspect prokaryotic diversity, which in most environments is orders of magnitude larger than 
culture-based techniques are able to reveal [5,6]. The introduction of DNA-based molecular 
methods of diversity analysis has broadened researchers’ view of microbial diversity, 
especially given that less than 1% of microbes have been cultivated under laboratory 
conditions [5,7,8]. The importance of accurate approaches to diversity determination for 
remediation research [9,10] is undisputable. Therefore, we will explore methods of analyzing 
bacterial diversity in the subsequent text 
 
16S RIBOSOMAL RNA GENE 
With the introduction of molecular-based methods in mid-1980s, the 16S rRNA gene (16S 
for short, rRNA for ribosomal RNA) has become the most important gene for prokaryote 
diversity studies [11]. Due to its uncommon properties namely ubiquity, extreme sequence 
conservation, domain structure with variable evolutionary rates, and not being a subject of 
horizontal transfer, its sequence knowledge permits identification to a certain level of both 
cultured and uncultured bacteria as well as the prediction of phylogenetic relationships 
[12,13]. In 1987 twelve major divisions (phyla) in the domain Bacteria were identified 
according to rRNA sequence data of almost all major cultured groups of bacteria that were 
accumulated during the previous century research. However, later culture-independent 
surveys revealed that there are at least 40 well-resolved major bacterial divisions, of which 
about 30 major divisions have no or very few cultured representatives [14]. 
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BACTERIAL SPECIES DESIGNATION 
With bacteria, as well as other microbes, binominal Linnaean names have been used to 
designate species, however, microbiologists lack a widely accepted theoretical species 
concept, and current methods for defining prokaryotic species do not adequately reflect the 
diversity that has been uncovered in nature. Instead, bacterial species are currently defined by 
an approach which is based on distinct rules for genotypic and phenotypic properties and is 
consistent with recent results from complete genome sequences [15,16]: (i) bacteria are 
assigned to a common species if their reciprocal pairwise DNA reassociation values are 
70% in DNA-DNA hybridization experiments under standardized conditions, and their 
melting temperature difference is 5 °C; (ii) a species name is assigned only if its members 
can be distinguished from other species by at least one diagnostic phenotypic trait; (iii) all 
strains within a species must be to a certain degree phenotypically consistent, and (iv) species 
description should be based on more than one type strain. These rules for developing 
nomenclature, however, can be problematic in execution for a variety of reason. DNA-DNA 
hybridization is difficult to standardize between laboratories and it is inappropriate for rapid 
identification of prokaryotes. In addition, bacteria cannot be classified by DNA-DNA 
hybridization of a single strain by comparing it with a database using a set of criteria to 
assign the strain to a known taxon. Their classification requires comparisons of two genomes 
[16]. Depending on which DNA is used as target and which as probe, different values can be 
obtained with the same pair of strains [15]. Therefore, efforts are made to define species on 
the basis of average nucleotide identity (ANI) of all orthologous genes (i.e. genes that are 
similar to each other because they originated from a common ancestor) in complete genome 
sequences of strains. Data accumulated so far indicate that 70% DNA-DNA similarity 
correspond to 95% ANI and 69% conserved DNA [17]. 
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In microbial ecology and environmental microbiology, the term species is typically 
substituted with operational taxonomic units (OTUs) – the number of distinct 16S rRNA 
sequences at a certain cut-off level of sequence diversity [15]. In practice, the cut-off 
threshold used is mostly 97% [16] because this value usually corresponds to 70% DNA-DNA 
similarity, i.e. the threshold for assigning bacteria to a common species. Yet, the correlation 
between 16S rRNA gene identity and DNA-DNA similarity values is highly variable in 
different lineages, and there are bacteria with >97% identity in the 16S rRNA genes that 
would be considered different species according to DNA-DNA similarity [8]. For these 
reasons, the term ‘OTU’ is usually preferred to the term ‘species’ for a cluster of related 16S 
rRNA sequences in environmental surveys. 
 
BEYOND 16S RIBOSOMAL RNA GENE ANALYSES 
Whereas bacteria that have less than 97% similarity of 16S rRNA gene sequences belong to 
different species, 97% sequence identity might not meet the 70% DNA-DNA hybridization 
criterion for inclusion in the same species. Therefore, in the majority of cases, 16S rRNA 
gene sequence or its portion assigns a bacterium to a genus but lacks resolution below that 
level [16]. The Ribosomal Database Project (RDP) has reported accuracy in the classification 
of partial 16S rRNA gene sequences to the genus level for 400-base reads and to the family 
level for 200-base reads [18]. A tool that might be useful in grouping bacteria into the major 
genetic lineages within a species is multilocus sequence typing (MLST) – the use of allelic 
mismatches of a small number (usually 7) of “housekeeping gene” loci, which evolve 
relatively slowly but more rapidly than 16S rRNA genes, and most of the variation that 
accumulates in these genes is considered selectively neutral [19]. Groups of isolates with 
identical profiles define strains or clones [16]. MLST was originally designed for molecular 
epidemiology and defines strains within already named species. In order to establish the 
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phylogenetic position of new species and the relationships between species in closely related 
genera, multilocus sequence analysis (MLSA) can been used [19]. This employs sequencing 
of multiple protein-coding genes (e.g. housekeeping genes) and subsequent comparison of the 
sequences [16]. 
 
ASSESSING BACTERIAL POPULATIONS AND THEIR DIVERSITY IN 
CONTAMINATED ENVIRONMENTS 
Methods for analyzing bacterial populations and their diversity, with a focus on contaminated 
environments, are described below (Fig. A1-1).   
(1) Culture-based methods 
As outlined above, culture-based studies underestimate bacterial diversity due to two main 
reasons [14]. First, the current culturing methods target only those bacteria for which the 
proper conditions of cultivation have been found, whereas for the others, physical or 
biological factors have not been identified that would enable their laboratory cultivation; and 
second, researchers do not have the facilities to examine all the conditions for natural 
microbial samples, and therefore, the observed diversity on media may not be representative 
of those in nature. Although culture-based techniques present an incomplete picture of 
bacterial diversity, they are still widely used for their simplicity, cost-effectiveness, and 
mainly for the fact that cultivation still remains the best way to demonstrate metabolic 
capabilities of individual bacterial strains [20]. It should be noted however, there appears to 
be no reason why the formerly uncultured bacteria cannot be made culturable with different 
cultivation strategies [18]. 
Traditionally, after establishment of a pure culture, bacteria have been characterized 
and identified according to their phenotypic characters [21]. Phenotypic characteristics 
monitored include morphology, pigmentation, reaction to dyes, the presence or absence of 
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spores, nutrition requirements, sensitivity to inhibitors, and abilities of bacteria to assimilate, 
ferment, decarboxylate, or cleave selected organic compounds (i.e. biochemical activity). 
Determination of these characters as well as serological methods are reliable for bacterial 
identification in clinical samples, where a limited number of organisms occur. These methods 
are more difficult to sue with environmental samples because they are likely to contain many 
previously uncharacterized and uncultured strains, therefore the phenotypic characteristics as 
an identification tool are usually replaced by methods of molecular biology. 
Recently, whole-cell MALDI-TOF methodology has been developed to identify 
bacteria with high reproducibility. This method identifies bacteria using a unique fingerprint 
of the most basic and most abundant proteins within the cell, typically the ribosomal proteins. 
In addition to being very abundant (about 20% of protein mass and about 3% of the total 
cellular mass), these proteins are also distinct between individual species or strains hence 
ideal for differentiation of cultured bacteria at the genus, species, and in some cases strain 
level [22]. Accurate and rapid identification of bacteria has been allowed due to the MALDI 
BioTyper developed by Bruker Daltonics. Applying this software enables one to compare the 
generated peak list with a library of characteristic spectra information of species and 
subspecies. The library spectra are generated by measurement of known bacterial strains at 
different days under slightly different conditions with subsequent generation of the list of 
typical peaks from the whole set of spectra. MALDI-TOF MS and a comprehensive database 
of well characterized species thus allows for very rapid and highly reproducible identification 
of bacteria. Finally, family trees generated by MALDI-TOF MS profile analyses are similar 
to trees based on 16S rRNA gene sequences [23,24].  
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(1.1) PLATE COUNTS 
The oldest way of assessing bacterial diversity is extracting bacteria from a matrix, 
selectively plating the extracts and directly counting viable colonies which grow. Direct 
plating does not require any specialized equipment and is relatively simple to perform. 
Depending on the type of analysis, nutrient-rich complex, chemically defined, selective, 
differential, selective and differential, or minimal medium can be used – nutrient-rich media 
are aimed to assess diversity of the whole cultivable fraction, selective media allows only the 
growth of a few kinds of bacteria while inhibiting the growth of others, differential media do 
not inhibit any bacteria from growing, but the growth is biochemically or physically 
differentiated, and minimal media select for bacteria that are capable of metabolizing 
individual substrates, such as pollutants or their analogues, which are added as sole carbon 
and energy sources. In order to confirm that the bacteria truly utilized the target compound 
rather than impurities in agar or carryover from the soil suspension, secondary screening of 
colonies grown on minimal media is often desirable. For these purposes, several clearing-
zone and colorimetric assays have been developed [20,25]. Cultivation of bacteria on agar 
plates also permits their further characterization from the point of view of taxonomical 
classification, or biochemical, physiological, and genetic properties. The plate count method 
is limited due to the fact that this method favors faster growing bacteria and, above all, that 
most bacterial species are unable to grow under commonly used incubation conditions [12]. 
In addition, bacterial cultivation is strongly dependent on the medium used and even nutrient-
rich medium, which is designed to enable growth of most bacterial species, selects only for a 
small portion of bacterial types [3]. 
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(1.2) LIQUID ENRICHMENT CULTURES 
Enrichment methods are valuable for generating a mixed culture in which the portion of the 
population which uses a specific nutrient of interest, such as a pollutant, predominates. These 
cultures are typically constructed by inoculating mineral solution with a sample of soil, and a 
compound of interest is added to this solution as the sole carbon source. Incubation lasts until 
significant growth has occurred, generally when the medium becomes turbid. In order to 
achieve a stable consortium, several passages are often necessary. Liquid enrichment cultures 
are useful to produce isolates for further studying, preferably those with higher maximum 
specific growth rates; however, they do not reflect true diversity of culturable bacteria 
capable of degrading the compound of interest [20]. 
 
(1.3) SOLE CARBON SOURCE UTILIZATION PATTERNS 
Sole carbon source utilization patterns allow for assessing potential metabolic diversity of 
bacterial communities [1]. In essence, a suspension of bacterial cells is diluted to extinction in 
a microtiter plate containing specific carbon substrates, including pollutants. Utilization of 
the substrate is detected by the reduction of an iodonitrotetrazolium dye (for substrates 
without pigmented products) or by the generation of colored products. The quantification of 
potential degraders is expressed as most probable number [20]. 
(2) Molecular biological methods based on DNA (RNA) 
The use of molecular methods (based on studies of DNA isolated directly from the 
environment) for bacterial analyses was introduced in 1980s [26]. Since then and especially 
since the early 1990s when PCR-based analyses became widespread, much more accurate 
estimations of bacterial diversity compared to those obtained by culture-based techniques 
have been introduced [14]. 
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(2.1) PCR-BASED METHODS 
The general limitation of molecular methods is the fact that large quantities of DNA are 
required, which may be a problem in the case of isolation of total DNA from environmental 
samples. This problem can be overcome by amplifying target DNA by polymerase chain 
reaction (PCR) using specific primers [27]. However, PCR-based diversity studies can be 
biased by the formation of chimeras or heterologous duplexes, nonspecific priming of 
unexpected targets, the production of single stranded products, inhibition from compounds 
that copurify with nucleic acids [28], or different affinities of primers to templates and hence 
different amplification of target genes [12]. For instance, commonly used primers targeting 
16S rRNA genes are known to miss some organisms owing to target mismatches. This 
limitation seems to be overcome by the use of ‘miniprimers’ – short (10-nucleotide) primers 
that expand the scope of detectable sequences without an increased rate of amplifying false 
positives [29]. Still, sequences with lower G+C content are thought to separate more 
efficiently in the denaturing step of PCR and can therefore be preferentially amplified [12]. 
Methods based on PCR include sequence analyses of clone libraries, gene 
quantification, and community fingerprinting techniques, namely terminal restriction 
fragment length polymorphism, denaturing or temperature gradient gel electrophoresis, 
temporal temperature gel electrophoresis, single-strand conformation polymorphism, and 
ribosomal intergenic spacer analysis. In general, the most commonly used target for 
community profiling has been the 16S rRNA gene, but also genetic polymorphism in other 
genes has been investigated [28]. 
Whole genome amplification (WGA) is a recently developed method for DNA 
multiplication which can overcome some of the bias issues encountered with traditional PCR. 
The WGA reaction is in principal similar to PCR, however it uses the Phi-29 polymerase to 
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amplify the entire genome [30]. This method can eliminate the requirement of adding 
synthetic primers and reliably amplifies the entire bacterial genome [31]. 
 
(2.1.1) Sequence analyses of clone libraries 
Clone library construction of PCR amplified genes from DNA extracted directly from an 
environmental matrix followed by subsequent sequence analyses are powerful tools for 
investigating the diversity of bacterial communities. PCR targets either 16S rRNA or 
functional genes. Analyses of 16S rRNA gene libraries permit identification of the most 
dominant members of the communities as well as studying phylogenetic relatedness [1,11]. 
Analyses of functional gene libraries are connected with pollutant-degrading genes and their 
genetic diversity is connected with the substrate specificity [20]. 
 
(2.1.2) Quantitative PCR 
Depending on the target genes, quantitative real-time PCR can provide a great deal of 
pertinent information in a rapid manner. 16S rRNA gene quantification is used for 
enumerations of bacteria and provides information on growth characteristics of bacterial 
communities, whereas catabolic (e.g. degradative) gene quantification gives one the insight 
into the metabolic capabilities of the community [20,32,33]. In real-time PCR, a PCR 
reaction is performed in a specially designed thermocycler in the presence of either non-
specific fluorescent dye that binds to double-stranded DNA or alternatively fluorescent 
probes that hybridize to the specific target sequence. The fluorescence signal is measured at 
each amplification cycle, thus allowing the quantification relative to a standard curve 
containing known copy numbers of the target sequence [20]. 
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(2.1.3) Terminal restriction fragment length polymorphism (T-RFLP) 
T-RFLP is a molecular method for microbial community analysis in which an existing 
technology of restriction fragment length polymorphism (RFLP) has been further developed 
[34]. RFLP, also known as amplified rDNA restriction analysis (ARDRA) employs PCR to 
amplify a selected region of target gene from total community DNA and subsequent digestion 
of PCR products with restriction enzymes. The analysis of the restriction digest is typically 
performed on agarose gels. However, for community analysis the pattern becomes too 
complex and the large number of fragments cannot be resolved. T-RFLP is based on analysis 
of only terminal restriction fragments (T-RFs) and therefore is much more suitable for 
estimating the diversity of both phylogenetic and functional markers in complex community 
systems [35]. In T-RFLP, PCR amplification and restriction digest are similar to RFLP with 
the exception that one of the two primers used is fluorescently labeled at the 5’-end. The sizes 
of the terminal fluorescently labeled restriction fragments are determined by automated DNA 
sequencer with the limits of resolution for fragment size of 700 and 1000 bases with gel or 
capillary electrophoresis, respectively. If the target gene exceeds this size, two labeled 
primers with different fluorescent labels can be used for full coverage of the target. The type 
of attached fluorescent label is usually dictated by the detection technology of automated 
sequencers [28]. 
The most frequently used marker for T-RFLP analyses has been the 16S rRNA gene 
due to its huge phylogenetic utility and the existence of robust sequence databases. In 
addition, T-RFLP (or other community fingerprinting) analysis of 16S rRNA gene provides 
an approximate estimate of bacterial diversity. Although this method is PCR based and 
therefore subject to the previously discussed limitations,  T-RFLP has the advantage that the 
sequence database can be used to assign detected populations to a possible taxon [28], and 
can be used to compare individual proportional representations. 
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(2.1.4) Denaturing and temperature gradient gel electrophoresis (DGGE, TGGE), 
temporal temperature gel electrophoresis (TTGE) 
The original purpose of DGGE and TGGE was to detect point mutations in DNA sequences 
[36] but since then both techniques have been widely used for community profiling. The 
principal of these methods lies in decreased electrophoretic mobility of DNA in 
polyacrylamide gels containing a linear gradient of DNA denaturants in the case of DGGE or 
a linear temperature gradient in the case of TGGE. TTGE was first introduced as a 
modification of TGGE – in TTGE, the temperature of a gel plate is increased gradually and 
uniformly with time, which makes it easier to modulate the temperature over time. This 
provides an increased sensitivity as the separation range expands [37]. 
In DGGE/TGGE/TTGE, DNA is PCR-amplified using primers targeting part of the 
studied gene, mostly 16S rRNA gene. The 5’-end of the forward primer contains 35-40 base 
pair GC clamp which allows a certain portion of the DNA to remain double-stranded during 
electrophoresis. The denaturation step disrupts the hydrogen bonds holding together double 
strands of DNA [28], hence the separation in the gel occurs according to melting behavior of 
the double-stranded DNA which is proportional to G+C content and distribution [38]. 
Theoretically, DGGE/TGGE/TTGE can separate DNA with as little as one base pair 
difference. Again, each of these techniques have the limitation of PCR biases and a rather 
difficult sample handling process. In addition, complex communities such as soil are usually 
comprised of numerous populations in relatively equivalent proportions which can make it 
difficult to identify individual populations [28]. The advantages of these methods include 
reproducibility, rapidity, and ability to simultaneously analyze a large number of samples. A 
major advantage of these methods is that the bands can be sampled directly from the gel and 
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their nucleotide sequence determined, thus allowing the identification of putative numerically 
dominant bacteria [3,28]. 
 
(2.1.5) Single-strand conformation polymorphism (SSCP) 
Like DGGE/TGGE, this method was originally developed to detect point mutations in DNA 
[39]. In SSCP, the separation of single-stranded DNA is performed on the polyacrylamide 
gel, and differences in mobility are caused by differences in the folded secondary structure.  
Because no denaturants are used, DNA molecules of equal size fold and hence move 
differently according to the DNA sequences. SSCP has similar advantages as 
DGGE/TGGE/TTGE as well as the same limitations. In addition, some single-stranded DNA 
can form more stable conformations and one sequence may be thus represented by more 
bands in the gel (for review see [1,12]). 
 
(2.1.6) Ribosomal intergenic spacer analysis (RISA) 
RISA is similar in principal to other fingerprinting techniques. Intergenic spacer region 
between 16S and 23S rRNA genes may encode tRNAs and, because of heterogeneity in its 
length and sequence, is useful for differentiating between bacterial strains and closely related 
species. In RISA, the intergenic spacer region is PCR-amplified, denatured, and separated on 
polyacrylamide gel. The sequence polymorphisms are detected by silver stain, or in the case 
of automated ribosomal intergenic spacer analysis (ARISA) the forward primer is 
fluorescently labeled and is automatically detected, which increases the sensitivity of the 
method. Although both methods are subject to the traditional limitations of PCR, they 
provide highly reproducible bacterial community profiles [40]. 
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(2.2) GUANINE-CYTOSINE (G+C) CONTENT ANALYSIS 
G+C content analysis is based on the concept that bacterial DNA varies in G+C content from 
24% to 76% versus adenine-thymine (A+T). Particular taxonomic groups only include 
organisms that vary in G+C content by no more than 3-5%. Different taxonomic groups may 
share the same G+C range, and therefore, this method provides a coarse level of resolution, 
i.e. above genus level [41]. G+C content is usually determined by analyzing the melting 
curves of DNA since melting temperature of DNA is dependent on its G+C content. The 
melting profiles are converted to mol percent G+C profiles by calculating the first derivative 
of the melting curve [3]. 
G+C content analysis is not influenced by PCR biases, is quantitative, and is capable 
of revealing rare members of the community. However, large quantities of DNA are required 
which may limit the use of the method [41]. 
 
(2.3) REASSOCIATION KINETICS AND HYBRIDIZATION 
 The genetic complexity of the bacterial community can be determined by reassociation 
(reannealing) kinetics of sheared and thermally denatured (i.e. single-stranded) DNA. Under 
defined conditions the reassociation rate is proportional to the DNA complexity. The 
reassociation rate is determined relative to DNA with known complexity such as Escherichia 
coli DNA [3]. Alternatively, the similarities between communities of two different samples 
can be studied by measuring the degree of DNA similarity through hybridization kinetics 
[42]. 
Insight into microbial community structure is also provided by fluorescent in situ 
hybridization (FISH) as summarized by Wagner et al. (2003). FISH is based on rRNA 
targeted oligonucleotide probes, usually 15-25 nucleotides in length, labeled covalently at the 
5’-end with a fluorescent dye. Bacterial cells hybridize under stringent conditions either in 
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solution or on a glass slide with these probes. Specifically stained cells are detected by flow 
cytometry or epifluorescence analysis [43].  
 
(2.4) METAGENOMICS 
Metagenomics (also ecological genomics, community genomics, or environmental genomics) 
is the discipline that uses genomics (functional analysis of entire genomes as well as 
mapping, sequencing, and analyzing genomes) methods to analyze natural ecological 
communities, namely the collective genomes in an environmental community [14]. Its power 
lies in sequencing as fully as possible the genomes of uncultured microbes, thus allowing the 
investigation of the broad diversity of either individual genes or whole operons [44]. 
Metagenomics comprises the extraction of the genomic DNA of a whole habitat, i.e. 
metagenomic DNA, and its further fragmentation and cloning, and subsequent analysis of 
constructed metagenomic library, or alternatively direct sequencing of metagenomic DNA. 
Although still in its infancy, the field of metagenomics has already discovered a richness of 
genomic and metabolic diversity that had not been previously imagined. Therefore, 
metagenomics is considered very promising in helping to answer some key questions in 
microbial ecology, such as how diverse metabolic pathways are, how microorganisms 
interact with each other, how many nutrient and energy sources are metabolized by different 
microorganisms and how many microorganisms and their enzymes metabolize these 
substrates, or how environmental stimuli impact ecosystem functioning [45]. 
Most metagenomic techniques had existed for some time before the first so called 
metagenomic studies, e.g. the phylogenetic analysis of environmental microbial diversity is 
an early form of metagenomics. However, several trends for metagenomic studies have 
emerged lately, including larger DNA fragments being cloned, increased number of 
sequences generated in individual studies, or increased number of niches being studied [14]. 
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The large volume of sequencing was enabled by the next generation technology of 454 
sequencing developed by 454 Life Sciences (now Roche). This technology has revolutionized 
pyrosequencing by higher throughput, simpler sample preparation, and miniaturization the 
sequencing reactions. Combination of these factors allows for parallel performing of many 
sequencing reactions at a time [46]. The 454 sequencing can also be used for amplicon 
sequencing. For bacterial diversity assessments, pyrosequencing of 16S rRNA gene 
amplicons is of special importance as it provides many times more sequence information 
compared to Sanger sequencing [47]. 
 
(2.3) MICROARRAYS 
As previously discussed, microbial communities in contaminated soil systems can be 
incredibly heterogeneous and diverse. Accurately characterizing these environments is 
necessary for a full understanding of microbial community metabolic processes and 
functions.  Genetic microarrays are a high-throughput method for detecting the presence and 
concentration of sequences within an environmental sample [48]. The technology works by 
spotting DNA oligonucleotide probes onto a matrix and each microarray can contain 
thousands of different probes [12]. These probes are designed to bind only complementary 
DNA, however, the stringency of nucleotide matching can be regulated by manipulating 
binding conditions, which can capture more diversity, but create the need for further 
downstream characterizations. Presence, and in some cases abundance, of target sequences on 
the array are indicated by fluorescence [49].   
Microarrays were originally developed for monitoring whole-genome gene 
expressions.  Recently, several types of microarrays have been introduced and evaluated for 
bacterial detection and community analyses [50]. These include phylogenetic oligonucleotide 
arrays, community genome arrays, and functional gene arrays.  Phylogenetic oligonucleotide 
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arrays contain 18-25 bp of ribosomal rRNA genes. These probes can be designed to survey 
different levels of sequence conservation, from highly conserved sequences to variable 
sequences, thus enabling groupings at the level of species. Microarrays containing entire 
genomic DNAs are referred to as community genomic arrays. These arrays are a quantitative 
tool for the detection and identification of microorganisms in environmental samples. The 
third type of microarrays contain functional gene sequence information with 50 mer probes. 
These arrays are primarily used for functional analysis of microbial community activity in the 
environment [48].   
Although traditional techniques such as PCR and cloning are necessary for deeper 
characterizations of microbial communities, they can be expensive, time consuming, 
introduce bias (due to primer design, etc.), and possibly not capture important members of the 
soil community due to the sheer complexity and heterogeneity of the system. Microarrays can 
avoid the culture bias associated with traditional cloning and sequencing approaches, and 
allow for the detection of even rare genes and taxa in the environment. By stringent probes 
design and due to the huge number of probes available on a microarray, they are able to 
create an accurate profile of communities. Microarrays can also help to link a large number of 
microbial identities and functions to geochemical parameters [49]. Microarrays have been 
widely used to study contaminated environments, both in combination with other molecular 
techniques and as a standalone method of community analysis [51,52,53,54].   
Phylogenetic microarrays allow for the culture-independent identification of 
microorganisms in any type of sample [51].  These arrays can have probes for group and 
species level identification by either targeting the variable or conserved regions of the 16S 
rRNA gene [50]. Phylogenetic microarrays provide a comprehensive profile of the total 
microbial community and can be used as a filter to help direct sampling and experimental 
protocols. 
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Functional genetic microarrays (FGA) contain probes which target genes involved in 
microbially mediated biogeochemical and ecological processes in natural settings. Such 
processes can include organic contamination degradation, metal reduction and resistance, and 
C, N, P, and S utilization and cycling. One example of a widely used FGA is called the 
GeoChip which contains over 24,000 different oligonucleotide probes and covers more than 
10,000 gene sequences [49]. The GeoChip has been used in a variety of ways to look at, for 
example, functional genes involved in PCB degradation [52], to monitor changes in microbial 
functional community throughout remediation of crude oil contaminated soils [53], and to 
monitor microbial communities in uranium contaminated groundwater [54].  
 
(2.4) STABLE ISOTOPE PROBING 
In contaminated environments, techniques for microbial diversity analysis which enable the 
linkage of metabolic process, in this instance pollutant metabolism, directly with specific 
members of the community are extremely important for understanding community dynamics. 
Stable isotope probing (SIP) is a technique that has been developed in recent years (for 
review see [55,56]) which allows one to probe an environmental sample with a stable isotope 
in order to discover which microbes are performing a specific role in the environment. This is 
done usually through incubating a sample with a compound of interest which has been 
labeled with a heavier isotope of carbon, nitrogen or oxygen. This insertion of the labeled 
compound allows the microbes to utilize it as if in nature, after which DNA [57], RNA [58], 
phospholipid fatty acids [59], or proteins [60] can be extracted and analyzed. Specifically in 
the case of DNA-based stable isotope probing (DNA-SIP) a 
13
C-labeled substrate is provided 
to a microbial community and subsequent analysis of the DNA isolated from the community 
is performed. Isopycnic centrifugation permits separating 
13
C-labeled DNA of organisms that 
utilized the substrate from 
12
C-DNA of the inactive majority. As the whole metagenome of 
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active populations is isolated, its follow-up analysis provides successful taxonomic 
identification as well as the potential for functional gene analyses. Because of its power, SIP 
has become one of the leading techniques of microbial ecology research. Examples of SIP are 
wide spread and this highly useful technique has been used to investigate methanotrophs and 
methylotrophs in different habitats [57,61,62,63,64,65,66], to examine ammonia-oxidizing 
sediment bacteria [67], to identify bacteria involved in degradation of glucose by anoxic 
slurries of a forest soil [68], to analyze the microbial community of a Douglas-fir forest [69], 
to identify cellulolytic bacteria [70] as well as to determine bacteria associated with the 
metabolism of (polychlorinated) biphenyls [52,71,72], pentachlorophenol [73], or methyl 
chloride [74]. 
 
(3) Fatty acid methyl ester (FAME) analysis 
Fatty acid methyl ester analysis is a biochemical method that does not rely on culturing 
microorganisms. Cell biomass is made up of a relatively constant proportion of fatty acids, 
and major taxonomic groups within a community can be differentiated through analysis of 
signature fatty acids. Therefore, their analysis can provide insight to the microbial community 
and composition of viable microbial taxa in the experimental system [75]. 
Upon extracting fatty acids directly from the soil, methylation is performed, and 
FAMEs are analyzed by gas chromatography . Since FAME analysis relies on extracting fatty 
acids directly from soil, it overcomes the limitations of culture-dependent methods. However, 
the fatty acid composition can be influenced by external factors, and the profiles can be 
confounded by other organisms [1]. 
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Estimations and measures of microbial diversity 
Although all broad methodologies described above provide information about microbial 
diversity, it is especially 16S rRNA genes that afford both recognition and classification of 
the prokaryotic hosts of the genes [76]. Therefore, estimations and measures of microbial 
diversity are commonly based on these genes. Microbial diversity within a habitat, 
community, or ecosystem is usually expressed by rarefaction curve approach and/or by 
diversity indices.  
A rarefaction curve approach measures the accumulation of distinctive taxa as a 
function of sampling effort. This approach presumes that, as sampling proceeds, members of 
the rarest species (or OTUs) will gradually be added to the total. Therefore, the asymptote in 
the rarefaction accumulation curve estimates total diversity in the habitat sampled [76].  
A nonparametric estimation of the microbial diversity, the Chao1 estimator, 
documents the absolute number of species or OTUs in an assemblage [76,77]. It is calculated 
as a proportion of species (OTUs) that have been recaptured relative to those that have been 
captured only once [78]: 
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where obsS  is the number of observed species (OTUs), 1n  is the number of species (OTUs) 
captured once (singletons), and 2n  is the number of species (OTUs) captured twice 
(doubletons). 
The Shannon index takes into account the species (or OTU) richness and evenness 
and is increased when either the richness or evenness is increased [77,78]: 
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where obsS  is the number of observed species (OTUs), in  is the number of species (OTUs) 
with i individuals, and N  is the total number of individuals. 
The Simpson index is insensitive to the taxa richness and represents the probability 
that any two randomly selected individuals belong to the same species or OTU [77]: 
 
 1
1
obsS
1
Simpson





NN
nn
D i
ii
  (Formula 3) 
where obsS  is the number of observed species (OTUs), in  is the number of species (OTUs) 
with i individuals, and N  is the total number of individuals. 
 
LIST OF SELECTED WEB PAGES IMPORTANT FOR MICROBIAL ECOLOGY 
AND BIOREMEDIATION RESEARCH 
Ribosomal Database Project (https://rdp.cme.msu.edu/index.jsp) 
Ribosomal Database Project (RDP) provides the research community with aligned and 
annotated rRNA gene sequences, along with analysis services and a phylogenetically 
consistent taxonomic framework for these data. RDP release 10, update 18 (January 2010) 
contains 1,358,426 16S rRNA gene sequences in aligned and annotated format [79,80,81]. 
 
Functional Gene Pipeline/Repository (http://fungene.cme.msu.edu) 
Functional Gene Pipeline/Repository (FGPR) is an interactive display of sequence search 
results for those interested in a particular gene family as well as a tool to aid functional 
genomics studies, especially of the environment. 
 
FastGroupII (http://biome.sdsu.edu/fastgroup/fg_tools.htm) 
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FastGroupII is a tool to investigate the biodiversity of microbial communities. It trims the 
DNA/RNA sequences with the user specified parameters, dereplicates them, and groups the 
similar sequences together [82]. 
 
MEGA 4: Molecular Evolutionary Genetics Analysis (http://www.megasoftware.net) 
MEGA is an integrated tool for conducting automatic and manual sequence alignment, 
inferring phylogenetic trees, mining web-based databases, estimating rates of molecular 
evolution, and testing evolutionary hypotheses [83]. 
 
MOTHUR (http://schloss.micro.umass.edu) 
MOTHUR enables investigators to align their 16S rRNA gene sequences, calculate pairwise 
distances, and analyze the resulting distance matrices using the algorithms employed in 
LIBSHUFF / ∫−LIBSHUFF, DOTUR, SONS, TreeClimber, and UniFrac using a single 
program. 
 
MiCA: Microbial Community Analysis (http://mica.ibest.uidaho.edu) 
MiCA facilitates analyses of terminal-restriction fragment length polymorphisms (T-RFLP) 
of 16S and 18S rRNA genes by performing virtual polymerase chain reaction (PCR) 
amplification of rRNA genes and restriction of the amplicons using primer sequences and 
restriction enzymes chosen by the user and by inferring a plausible community structure(s) 
based on T-RFLP data supplied by a user [84]. 
 
CERCLA Priority List of Hazardous Substances (http://www.atsdr.cdc.gov/cercla) 
CERCLA (Comprehensive Environmental Response, Compensation, and Liability Act) 
Priority List of Hazardous Substances includes the substances that are determined to pose the 
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most significant potential threat to human health due to their known or suspected toxicity. 
This CERCLA priority list is revised and published on a 2-year basis, with a yearly informal 
review and revision. 
 
CONCLUDING REMARKS 
Over the last two decades, the knowledge of bacterial biodiversity has expanded due to 
sequence analyses of 16S rRNA genes amplified and cloned from DNA isolated directly from 
the environment. These approaches have demonstrated that bacterial diversity is far more 
extensive than ever imagined from culture-based studies. More recently, surveys using 16S 
rRNA gene have been eclipsed by metagenomics, the study of collective genomes in the 
community, as it can provide a global overview of a community’s functional potential rather 
than solely its phylogenetic composition [13,14]. However, neither 16S rRNA gene analyses 
nor metagenomics are exempt from limitations; PCR biases cannot be ruled out when 16S 
rRNA gene analyses are performed, whereas metagenomic analyses are likely to be 
misinterpreted by inappropriate predictions caused by annotation errors in databases. To 
overcome this, genomes of many more cultivated bacteria should be investigated to provide 
valuable references for metagenomic annotation and prediction, which highlights the 
importance of culture-based studies. These still have not been overcome as a means to 
associate functions to newly discovered microbes and to test physiologically potential 
functions eventually deduced from gene amplification or metagenomic data [5]. Due to 
advantages and limitations and unique insights provided by culture-based and molecular 
techniques, only the combination of these approaches can currently provide an accurate view 
of the community. 
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Fig. A1-1: Overview of methods commonly used for bacterial population analyses in 
contaminated soil. 
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Appendix 2 
Stable Isotope Probing in the Metagenomics Era: A Bridge Towards Improved 
Bioremediation
 1
 
 
ABSTRACT  
Microbial biodegradation and biotransformation reactions are essential to most 
bioremediation processes, yet the specific organisms, genes, and mechanisms involved are 
often not well understood. Stable isotope probing (SIP) enables researchers to directly link 
microbial metabolic capability to phylogenetic and metagenomic information within a 
community context by tracking isotopically labeled substances into phylogenetically and 
functionally informative biomarkers. SIP is thus applicable as a tool for the identification of 
active members of the microbial community and associated genes integral to the community 
functional potential, such as biodegradative processes. The rapid evolution of SIP over the 
last decade and integration with metagenomics provides researchers with a much deeper 
insight into potential biodegradative genes, processes, and applications, thereby enabling an 
improved mechanistic understanding that can facilitate advances in the field of 
bioremediation. 
  
                                                 
1
 Uhlik, O., Leewis, M.C., Strejcek, M., Musilova, L., Leigh, M.B., Macek, T. 2013. Stable 
isotope probing in the metagenomics era: a bridge towards improved bioremediation. 
Biotechnology Advances.  31(2): 154-165. 
http://dx.doi.org/10.1016/j.biotechadv.2012.09.003. 
Note: Leewis and Uhlik contributed equally to this work.   
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INTRODUCTION 
In addition to their critical role in global biogeochemical cycling, microbes play an essential 
role in the degradation, mineralization, or transformation of environmental pollutants and 
thus are potentially capable of restoring contaminated sites (Liu and Suflita, 1993, Diaz, 
2004, Geoffrey, 2010). The natural biodegradative processes occurring in contaminated sites 
are known as intrinsic bioremediation or natural attenuation (Mulligan and Yong, 2004, 
Jørgensen, 2007). These microbial biodegradative processes can often be accelerated using 
various strategies, known as bioremediation. Together with phytoremediation, microbially 
mediated bioremediation is generally considered an environmentally friendly, inexpensive, 
publicly accepted and promising means to remove contaminants from the environment 
(Schnoor et al., 1995, Macek et al., 2000). 
When designing a strategy for the bioremediation of any contaminated site, an understanding 
of the indigenous microbial community can be highly valuable. Information integral to the 
success of bioremediation strategies can include: (i) identification of the microorganisms 
present in the contaminated site, (ii) investigation of their metabolic capabilities, and (iii) 
understanding of potential microbial community shifts in response to changing environmental 
factors (Lovley, 2003). Much of this information, however, has been difficult to elucidate and 
is rarely achieved with traditional microbiological techniques. Until recently, knowledge of 
microbes involved in bioremediation processes had been based mostly on culture-dependent 
studies, which do not account for the fact that laboratory conditions differ substantially from 
the environment. Cultivation-based techniques have been shown to target only about 1% of 
microbes occurring in the environment (Torsvik and Øvreås, 2002, Lozupone and Knight, 
2008, Zhang and Xu, 2008). More importantly, cultivation often fails to predict which 
microbes and which specific metabolic pathways will be active under realistic environmental 
conditions (Morales and Holben, 2011). The advent of molecular microbial ecology enabled 
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culture-independent phylogenetic analyses of communities and functional genes, however, 
linking contaminant transformation to phylogenetic identity and specific genes/enzymes of 
metabolically active microbes without cultivation remained a major challenge and still 
required cultivation. The development of stable isotope probing (SIP) was instrumental in 
circumventing the limitations of culture based investigations of biodegradation (Wellington et 
al., 2003, Friedrich, 2006). The coupling of SIP with the rapidly advancing field of 
metagenomics is further increasing its potential benefits to the field of bioremediation. This 
review aims to discuss the emerging trends in stable isotope probing techniques integrated 
with metagenomics, which can provide researchers with an unparalleled understanding of 
contaminant biodegradation and biotransformation processes in the environment.  
 
PRINCIPLES OF STABLE ISOTOPE PROBING (SIP) 
SIP tracks the incorporation of heavy stable isotopes, mainly 
13
C (Radajewski et al., 2003, 
Dumont and Murrell, 2005, Neufeld et al., 2007b, Uhlík et al., 2009a, Chen and Murrell, 
2010, Madsen, 2010), 
15
N (Buckley et al., 2007b, Buckley et al., 2007a, Roh et al., 2009, Bell 
et al., 2011), or rarely 
18
O and 
2
H (Aanderud and Lennon, 2011, Woods et al., 2011), from 
specific substrates into phylogenetically informative biomarkers associated with microbes 
that assimilate the substrate. After stable isotopes have been pulsed into the environment and 
metabolically active cells have incorporated the label into their biomass, biomarkers are 
recovered and analyzed (Neufeld et al., 2007b, Dunford and Neufeld, 2010) (Figure A2-1). 
Therefore, SIP is an approach that can identify microbial populations with a defined function. 
The first biomarkers introduced in SIP studies were phospholipid-derived fatty acids (PLFA) 
(Boschker et al., 1998), followed by DNA (Radajewski et al., 2000), and rRNA (Manefield et 
al., 2002). Although it is the most sensitive of the three, PLFA-SIP is restricted to the 
classification of broad taxonomic groups (Table A2-1). Analyzing nucleic acids (RNA or 
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DNA) can be far more informative taxonomically, with rRNA being a more responsive 
biomarker than DNA. This is due to the fact that the rates of rRNA synthesis are much higher 
than those of DNA, and rRNA labeling is independent of cellular replication (Manefield et 
al., 2002, Manefield et al., 2004, Whiteley et al., 2006). In addition, reverse transcription and 
sequence analysis of 16S rRNA provides equal resolution for phylogenetic identification as 
sequence analysis of 16S rRNA genes (DNA, Table A2-1). Ribosomal RNA-based analyses, 
however, cannot provide access to the functional genes responsible for the metabolic 
capabilities of the community, and generally 
13
C-labeled mRNA is challenging to isolate in 
sufficient quantities for SIP (Neufeld et al., 2007a, Simon and Daniel, 2009). However, 
success has been achieved with mRNA-SIP for detection of naphthalene dioxygenase 
transcripts following SIP incubations with naphthalene (Huang et al., 2009). Further research 
employing DNA-, mRNA-, and rRNA-SIP (Dumont et al., 2011) demonstrated higher rates 
of labeling of functional mRNAs than their genes, and hence higher sensitivity of mRNA-SIP 
compared to DNA-SIP (Table A2-1). In addition, protein-SIP has recently been developed, 
taking advantage of proteins as a combined indicator for a specific metabolic activity as well 
as for obtaining phylogenetic information (Table A2-1, Jehmlich et al., 2008a, Jehmlich et 
al., 2008b, Jehmlich et al., 2009).  
To date, when functional gene analyses coupled to specific assimilatory processes are 
desired, DNA-SIP has been most often employed, due to the relative ease of detecting 
functional genes in 
13
C-DNA compared to mRNA. The use of either DNA-SIP or RNA-SIP 
can enable both the phylogenetic identification of those microbes performing the process as 
well as key metabolic genes possessed by the active populations likely to be involved in the 
process. When coupled with the rapidly expanding field of metagenomics, DNA-SIP has the 
potential for a focused, in-depth analysis of the collective genomes of the community active 
in a particular biodegradative process. This provides definitive information about the 
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populations active in specific assimilatory processes and also requires considerably less 
sequencing effort than a full metagenomic analysis of the total community.  
 
THE METAGENOMICS ERA 
Metagenomics (also known as ecological genomics, community genomics, or environmental 
genomics) is a discipline that uses genomic methods to analyze natural ecological 
communities, namely the collective genomes in an environmental community (Handelsman 
et al., 1998, Riesenfeld et al., 2004). The major goal of metagenomics is to explicate the 
genomes of uncultured microbes, thereby permitting investigation of the broad diversity of 
taxonomically and phylogenetically relevant genes, individual catabolic genes, and whole 
operons (Schmeisser et al., 2007). Metagenomics itself was initially recognized for its 
potential to aid in discovery of novel biomolecules for biotechnological applications 
(Riesenfeld et al., 2004). Although the basic concept of metagenomics was first introduced at 
the end of last century (Handelsman et al., 1998), early forms of metagenomics had begun to 
emerge previously, with one example being the phylogenetic analyses of environmental 
microbial communities (Pace et al., 1985).  
The approach introduced by Handelsman et al. (1998) involves extraction of the metagenome 
(genomic DNA from all organisms inhabiting the environment), its fragmentation, cloning, 
transformation, and subsequent screening of the constructed metagenomic library. The 
primary aim is to screen environmental communities for a specific biological activity and 
identify genes or gene clusters associated with it; also referred to as function-based screening 
(Yun and Ryu, 2005). The advent of high-throughput next generation DNA sequencing (e.g. 
454 pyrosequencing, Illumina (Solexa) sequencing, SOLiD sequencing) gave rise to another 
approach to metagenomics, sequence-based screening. This method was first demonstrated 
by environmental genome shotgun sequencing of the Sargasso Sea (Venter et al., 2004), 
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showing the potential of revealing vast phylogenetic and metabolic diversity of microbial 
communities (Yun and Ryu, 2005). In addition to sequence-based screening of environmental 
metagenomic libraries, direct pyrosequencing of environmental communities is possible, 
bypassing cloning completely (Edwards et al., 2006). Because communities from habitats 
such as soils and sediments, are often too diverse to permit screening in sufficient depth, even 
with the use of high-throughput sequencing, gene-targeted metagenomics techniques have 
emerged (Iwai et al., 2011), which are based on sequencing of PCR-generated amplicons 
(Figure A2-2). 
In addition to high-throughput sequencing, metagenomic analyses have recently been 
performed with the use of high-throughput microarrays (Figure A2-2). These have been used 
to analyze microbial communities and monitor environmental biogeochemical processes. 
GeoChip microarrays (He et al., 2007, He et al., 2010) currently contain 83,992 50-meric 
sequences covering approximately 152,414 genes encoding for enzymes responsible for 
biogeochemical (C, N, P, S) cycling, metabolic processes, heavy metal resistance, antibiotic 
resistance, degradation of pollutants, and gyrB genes (Hazen et al., 2010, Lu et al., 2012). 
Marker gyrB encoding for the gyrase β-subunit is used instead of the more common 16S 
rRNA genes as probes for 16S rRNA usually do not provide resolution below genus level. 
gyrB can be used to differentiate even closely related species (He et al., 2010). GeoChip 
microarrays can be therefore used to study structure, dynamics, and potential metabolic 
activity of microbial communities and their variations depending on different stimuli. 
Another type of microarray valuable to microbial ecology and contaminant biodegradation is 
the PhyloChip, which is used for high throughput phylogenetic analyses of microbial 
communities (Brodie et al., 2006), and has been used for a variety of applications including 
assessing microbial community responses to petroleum contamination (Hazen et al., 2010, 
DeAngelis et al., 2011). 
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With the first applications of metagenomic techniques, it became apparent that they enable 
the discovery of genomic and metabolic diversity that had not been previously imagined 
(Schloss and Handelsman, 2005). As research progressed, however, the main drawbacks of 
metagenomics were realized: the inability to link specific functions to individual populations 
and to achieve full sequence coverage in more complex communities (Vieites et al., 2009). 
By combining metagenomic techniques with SIP, these limitations can be significantly 
reduced. SIP experiments are designed to provide a targeted analysis of the active 
populations, omitting the inactive majority that is not the focus of the study (Figure A2-2).  
 
INTEGRATION OF SIP WITH METAGENOMICS 
One of the main drawbacks of total community metagenomics is the unlikelihood of 
detecting particular genes of interest due to the extremely vast diversity and abundance of 
microbial genes occurring in most ecosystems, even when function-based metagenomic 
screening is used. Targeting metagenomics to specific subpopulations, as with SIP, which are 
likely to contain the genes of interest may overcome this obstacle (Schloss and Handelsman, 
2003). This was demonstrated by Schwarz and colleagues (2006) who isolated genes 
encoding for coenzyme B12-dependent glycerol dehydratases. The source for this key enzyme 
for the anaerobic dehydration of glycerol was the enrichment cultures of 
13
C-glycerol-
fermenting microorganisms from a sediment sample. When metagenomic library construction 
was preceded by SIP, the frequency of clones bearing target genes was increased by almost 
four fold. However, expressing target genes successfully in vitro, such as in metagenomic 
libraries, can be very challenging in some instances. Using high-throughput sequencing 
technologies for direct shotgun sequencing of SIP-derived metagenomes can aid in 
overcoming this obstacle. Selective enrichment of targeted populations, whose diversity is 
much less complex than that of total communities, with subsequent isolation of the particular 
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functional metagenome of interest increases the feasibility of achieving coverage and 
assembly of individual genomes with significantly reduced efforts and sequencing cost. 
Shotgun sequencing of SIP-derived metagenomes can also help ensure that portions of the 
microbial community that have low abundance but are integral to the metabolic processes of 
interest will not be overlooked (Wellington et al., 2003). The major drawback of this 
approach is usually the recovery of DNA in quantities too small to be sufficient for shotgun 
sequencing. Advances in multiple displacement amplification over the last years (Binga et al., 
2008) have helped to overcome this limitation. Although no bioremediation studies have yet 
been published performing direct shotgun sequencing of SIP-derived metagenomes, they are 
very likely to arise in the near future.  
SIP and metagenomics to study biodegradation of ecologically significant C1 compounds 
One of the pilot studies integrating DNA-SIP with metagenomics revealed a complete 
methane monooxygenase operon in forest soils (Dumont et al., 2006). Methane and other 
one-carbon (C1) compounds are of global ecological significance because they can affect 
global warming, influence atmospheric and marine chemistry, and impact cloud formation. In 
the context of bioremediation, methanotrophs and/or methylotrophs have been implicated in 
the degradation of trichloroethylene and cis-1,2-dichloroethylene (Little et al., 1988, Arai et 
al., 1999, Shigematsu et al., 1999, Takeuchi et al., 2005), insecticides (Topp et al., 1993), 
nitro-substituted explosives (Van Aken et al., 2004), methyl halides (Warner et al., 2005), 
methyl tert-butyl ether (Nakatsu et al., 2006, Kane et al., 2007), and other xenobiotic 
compounds. Therefore, investigating the metabolism of C1 compounds is also potentially 
valuable for bioremediation.  
Dumont and colleagues (2006) were the first one to apply SIP in combination with function- 
and sequence-based metagenomic library screening in this field. After the incubation of a soil 
sample with 
13
CH4,
 13
C-DNA was used for the construction of a metagenomic library using a 
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bacterial artificial chromosome (BAC). Subsequent screening of the library for key 
methylotrophy genes resulted in the discovery of a clone carrying a pmoCAB operon, 
encoding for the particulate methane monooxygenase. A complete sequence of the operon 
was determined by shotgun sequencing. The sequence of the identified pmoA gene was 
almost identical to a Methylocystis sp. sequence which had been previously detected in this 
soil (Radajewski et al., 2002). Additionally, 12 other putative genes were detected on the 
same clone (Dumont et al., 2006), 3 of which take part in C1 metabolism. Labeled 
methylotroph populations were also analyzed phylogenetically by 16S rRNA gene DGGE 
fingerprints and subsequent sequencing of dominant DGGE bands. In addition to 
Methylocystis, the methanotrophic genera Methylobacter and Methylocella were identified 
together with sequences similar to Bacteroidetes and γ-Proteobacteria.  
One of the main criticisms associated with SIP is considered to be inappropriately high 
concentrations of labeled substrates introduced during incubations compared to 
concentrations that occur in situ. However, these high concentrations were necessary to 
achieve sufficient yields of labeled DNA for metagenomic analysis. Murrell and colleagues 
were the first to resolve this issue (Neufeld et al., 2008). Their strategy was the application of 
multiple displacement amplification to “bridge the gap” between the picogram quantities of 
labeled DNA and required microgram quantities for subsequent metagenomic analyses. Their 
study found Methylophaga spp. to be involved in oceanic methanol cycling and detected a 9-
kb DNA fragment that encoded for the enzymes involved in methanol dehydrogenase 
synthesis, regulation, and assembly. Similarly, the techniques described were used for the 
analysis of as yet uncultured Methylocystis-related populations in acidic peatlands (Chen et 
al., 2008). These populations, which had been found to be dominant in the majority of acidic 
peatlands sampled, were further confirmed to be actively involved in oxidizing methane by 
SIP-based investigations. After 
13
CH4 had been assimilated, 
13
C-labeled DNA containing the 
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genome of Methylocystis spp. was used for a construction of a metagenomic library and 
screened for the presence of key methylotrophic genes. Shotgun sequencing of a clone 
containing methanol dehydrogenase gene permitted the researchers to assemble a gene cluster 
encoding polypeptides involved in methanol utilization (mxaFJGIRSAC). These reports 
(Dumont et al., 2006, Chen et al., 2008, Neufeld et al., 2008) were the first ones to show that 
retrieval of targeted genetic information can be achieved with minimal sequencing effort. At 
the same time, the authors proposed early sequencing of complete genomes of microbial 
populations directly from the environment (Dumont et al., 2006). Not long after, a nearly 
complete genome was obtained of a novel uncultured methylotrophic bacterium 
Methylotenera mobilis from the water and sediments of Lake Washington, WA, USA 
(Kalyuzhnaya et al., 2008). This proof-of-principle study shows that genomes of ecologically 
relevant subpopulations can be reassembled after whole genome shotgun sequencing of stable 
isotopically labeled DNA. Additional results of this study revealed several clades of bacteria 
involved in C1 substrate metabolism; some were traditional methylotrophs such as 
Methylobacter, Methylomonas, Methyloversatilis, or Ralstonia, and others clustered with 
Verrucomicrobia, Nitrospirae, and Planctomycetes, clades not commonly associated with 
methylotrophs. 
SIP and metagenomics to study biodegradation of anthropogenic compounds 
Some of the most widespread and environmentally significant xenobiotics are 
polychlorinated biphenyls (PCBs) (Breivik et al., 2002). Correspondingly, studies combining 
SIP and metagenomics to study PCB-degrading bacteria are common. The first such study 
performed DNA-SIP integrated with GeoChip-mediated metagenomic analysis of bacteria in 
the root zone of an Austrian pine (Pinus nigra L.) growing naturally in PCB-contaminated 
soil using 
13
C-biphenyl, a PCB analogue, as a substrate (Leigh et al., 2007). The findings of 
this study pointed to novel populations of biphenyl-utilizing bacteria, including 
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Pseudonocardia, Nocardioides, Kribella, Variovorax, and Polaromonas in addition to 
previously known PCB-degrading Sphingomonas spp. GeoChip analyses of 
13
C-DNA 
detected 30 genes associated with organic contaminant degradation in the 
13
C-DNA, majority 
of which were associated with the degradation of aromatics, including biphenyl, benzoate, 
catechol, protocatechuate, naphthalene, phenol, dibenzofuran, and phenylpropionate. The 
presence of these genes in biphenyl-labeled populations suggests that they have the potential 
to degrade several aromatic substrates. In addition, genes of the -ketoadipate pathway were 
detected indicating potential abilities of the populations to mineralize monoaromatics once 
biphenyl has been transformed into monoaromatic intermediates. Only four genes, however, 
were detected from the biphenyl upper pathway (bph operon) associated with rhodococci and 
bacilli, suggesting that only a tiny fraction of the actual diversity in upper biphenyl pathway 
genes had been revealed. This hypothesis was supported by PCR amplification and sequence 
analyses of genes encoding for aromatic ring hydroxylating dioxygenases (ARHD), all of 
which shared homology but were not identical to those previously deposited in GenBank. 
Thus, these novel genes were undetected using the microarray. Moreover, some of the 
sequences did not cluster with any known ARHDs and represented a novel clade.  
Sul and colleagues (2009) applied metagenomics directly to isolate a novel biphenyl 
dioxygenase (bphA) gene from PCB-contaminated river sediment bacteria enriched by the 
incubation with 
13
C-biphenyl. Biphenyl dioxygenase (BphAE), a multicomponent enzyme 
catalyzing the activation of biphenyl ring by insertion of two oxygen atoms, is crucial for 
biodegradation of biphenyl. Degradation of PCBs is permitted by relaxed substrate specifity 
of the enzyme, which has been determined to be closely connected with its primary structure 
(Vézina et al., 2007, 2008). The dioxygenase sequence detected by Sul et al. (2009) was 
highly similar to that in Pseudomonas sp. Cam-1 and Pseudomonas pseudoalcaligenes 
KF707. Although in most laboratory PCB-degrading strains, genes bphAE are organized in 
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operons with other enzymes for subsequent transformation of dixydroxylated biphenyl, this 
clone only contained bphAE genes. The authors ascribe this phenomenon to an acquisition of 
the genes from another microorganism during exposure of the sediment to PCBs, possibly by 
horizontal gene transfer. This hypothesis was supported by different G+C content of bphAE 
than average for the cloned fragment. The activity of BphAE was tested after expression of 
the genes bphAE from the cosmid clone along with bphFGBC from Burkholderia xenovorans 
LB400. The spectrum of metabolized PCB congeners was similar to that of P. 
pseudoalcaligenes KF707, transforming only the congeners without chloro substitutions at 
the 2,3 positions.  
The identification of previously characterized organisms and genes by Sul et al. (2009) may 
be due to the long SIP incubation and enrichment of fast-growing organisms that would be 
amenable to detection using cultivation-based approaches. In the future, combining direct 
shotgun metagenomic sequencing or function-based screening with DNA-SIP could enable 
the discovery of highly novel degradative genes, rather than those with similarity to known 
sequences as were detected with Leigh et al. (2007) and Sul et al. (2009), which is necessary 
for PCR-based or microarray-based detection. Although Sul et al. (2009) did not discover of a 
dioxygenase with a broader substrate specificity than had been observed previously, this 
study contributes to our understanding of genomic features of degradative populations. This 
particular case suggests that the gene organization of bph genes in nature might be scattered 
rather than clustered in operons. The idea of catabolic genes being dispersed on chromosomes 
and plasmids was supported by another paper which discusses the organization of aromatic 
degradation pathway genes (Suenaga et al., 2009). Thirty-eight fosmid clones were analyzed 
carrying genes for extradiol dioxygenases, and only two of the clones contained complete 
degradation pathways that are commonly found in aromatic compound-utilizing isolates. The 
other clones contained only subsets of the pathway genes with novel gene arrangements.  
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Recent results (Uhlík et al., 2012) demonstrated the ability of biphenyl-metabolizing bacteria 
to utilize other aromatic compounds in contaminated soil; populations of Rhodanobacter, 
Burkholderia, Pandoraea, Dyella and other Proteobacteria were observed to derive carbon 
from benzoate and naphthalene in addition to biphenyl. This study combined SIP with 
sequence analysis of 16S rRNA gene pyrotags amplified from 
13
C-DNA to identify taxa 
associated with the biodegradation of pollutants. Results of a few recently published 
bioremediation-related SIP studies reveal bacteria that had not been associated with 
utilization of the substrates before. Examples include newly associated populations of 
Pusillimonas or Rhodanobacter with the degradation of biphenyl (Lee et al., 2011, Uhlík et 
al., 2012) and Thermincola with the degradation of toluene (Pilloni et al., 2011). In addition, 
many unclassified 16S rRNA gene sequences were retrieved from 
13
C-DNA labeled by 
different substrates pointing to novel yet-to-be described bacterial taxa involved in 
biodegradation of biphenyl, benzoate, naphthalene, or toluene (Lee et al., 2011, Pilloni et al., 
2011, Uhlík et al., 2012).  
 
POTENTIAL CONTRIBUTIONS OF SIP AND METAGENOMICS TO 
BIOREMEDIATION 
The fundamental research on microbial aspects of bioremediation improves understandings of 
processes and could potentially improve bioremediation technologies. Thorough analysis of 
the labeled metagenomes of bioremediative populations can provide valuable information for 
assessing bioremediation potential of autochthonous microorganisms as well as designing and 
monitoring engineered bioremediation strategies. 
Assessing bioremediation potential 
Before bioremediation strategies are applied to a contaminated site, the bioremediation 
potential of the indigenous microflora should be assessed. In this case, SIP can be valuable 
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for determining whether organisms capable of metabolizing the contaminant are already 
present at the site. If so, then biostimulation would likely be a viable bioremediation strategy. 
For these purposes, SIP incubations can be performed either in vitro using microcosms 
constructed from field-collected samples (Leigh et al., 2007, Uhlík et al., 2009b, Winderl et 
al., 2010) or directly in situ (Padmanabhan et al., 2003, DeRito et al., 2005, Mahmood et al., 
2005, Liou et al., 2008, Pumphrey and Madsen, 2008, Bombach et al., 2010). Metagenomic 
functional gene analyses of SIP studies is particularly valuable in the case of biodegradation 
of xenobiotics that occur as mixtures, such as PCBs, since biphenyl dioxygenase enzymes 
vary widely in their capability to degrade different lower chlorinated PCB congeners 
(Erickson and Mondello, 1993, Mondello et al., 1997). Analyzing the SIP-labeled 
dioxygenase gene sequence in relation to known enzymes with known substrate specificities 
can help predict which of the congeners are likely to be degraded by the microbial 
community (Barriault et al., 2002, Vézina et al., 2008). The absence or inactivity of 
dioxygenases with appropriate congener specificity for the PCBs on-site might indicate that 
an anaerobic treatment to promote dehalogenation would be appropriate (Wiegel and Wu, 
2000, Smidt and de Vos, 2004). In addition, metagenomic exploration of active populations 
can clarify the metabolic capabilities as well as regulatory mechanisms within microbes, such 
as through sequence-based detection of regulatory elements, and these properties can be 
subjected to genetic manipulations with the aim of improving the efficacy of bioremediation 
through bioaugmentation. 
Bioaugmentation 
SIP is ideal for identifying microbes optimal for bioaugmentation for several reasons. First, 
SIP-metagenomics has the potential to reveal the identity of microbial species that are 
metabolically active under a variety of environmental conditions (type of matrix, 
temperature, moisture, oxygen levels, etc.) or that derive carbon from more than one 
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contaminant. Second, once bioaugmentation with exogenous organisms has been applied on a 
contaminated site, SIP can help determine whether the added microorganisms have adapted 
to new conditions and survived and, more importantly, if they are actively biodegrading the 
contaminant(s).  
Understanding the mechanisms underlying biostimulation and phytoremediation 
technologies 
Biostimulation methods seek to address limitations in environmental conditions and/or 
bioavailability in order to enable indigenous microbial communities to more rapidly 
biodegrade the contaminant. One approach to biostimulation is the use of plants to promote 
biodegradative activity in the root zone, which is a form of phytoremediation known as 
rhizoremediation (Kuiper et al., 2004, Macková et al., 2006, Gerhardt et al., 2009, Macek et 
al., 2009). Plants can rhizostimulate contaminant biodegradation through a variety of 
mechanisms. Root exudation and root decay provides rhizosphere microorganisms with 
growth substrates and secondary compounds that may function as cometabolites or inducers 
of biodegradative pathways, or surfactants and phytochemicals that increase the 
bioavailability of poorly soluble pollutants (Leigh et al., 2002, Bertin et al., 2003, Singer et 
al., 2003, Singer et al., 2004, Leigh et al., 2006, Yi and Crowley, 2007, Toussaint et al., 
2012). In addition, the rhizosphere is also richer in oxygen essential for the activity of aerobic 
organisms and their dioxygenases and monooxygenases that are often involved in 
biodegradation processes of organic contaminants (Leigh et al., 2002). Understanding how 
the microbial community responds to biostimulation is important to improving 
bioremediation technologies. SIP and metagenomics approaches could provide novel and 
important insight into the mechanisms underlying rhizoremediation (Prosser et al., 2006) by 
identifying contaminant degraders active under different environmental and biostimulatory 
conditions. 
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Plants also host many bacteria in their endosphere. Emerging research indicates that they 
contribute to biodegradation of toxic organic compounds in contaminated soil and could have 
potential for improving phytoremediation (Newman and Reynolds, 2005, McGuinness and 
Dowling, 2009, Weyens et al., 2009, Weyens et al., 2011). Although no studies have as of yet 
employed SIP-metagenomics to study microbial metabolism inside plants, this topic is likely 
to be investigated with respect to bioremediation in the future. 
Some plants contribute to remediation more directly, by taking up and transforming 
contaminants or storing them in above-ground parts (Macek et al., 2000). Studies have been 
published showing that plants, however, have limited abilities to mineralize pollutants. In 
case of PCBs, for instance, monohydroxylated and/or dihydroxylated derivatives are formed 
without the aromatic ring being cleaved (Rezek et al., 2008). In connection with improving 
phytoremediation efficiency, novel genes revealed by SIP-metagenomics can be used in order 
to prepare genetically modified plants with abilities to cleave aromatic structures (Macek et 
al., 2008, Nováková et al., 2009, Sylvestre et al., 2009, Van Aken et al., 2010).  
SIP appears to be an ideal tool for use during laboratory tests evaluating how different 
biostimulation strategies alter biodegradative microbial populations, and the resultant 
information could also potentially be useful for creating and monitoring engineered 
bioremediation treatments.  
Carbon flow through contaminated systems 
One of the major drawbacks of DNA-SIP is the detection of cross-feeding populations in 
addition to primary utilizers of a substrate (Neufeld et al., 2007c). Experimental data have 
shown a very rapid sequestration of carbon in some microbial communities (Lueders et al., 
2006). In addition, mineralization of 
13
C-labeled substrates generates 
13
CO2, which can 
further be taken up by autotrophic bacteria and incorporated into their biomass biasing 
thereby the conclusions of a study. Therefore, different strategies have been suggested to 
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minimize the effect of cross-feeding detection by DNA-SIP or to clearly distinguish it from 
primary utilization. These include time-course experiments (Leigh et al., 2007), shortening 
the incubation times and addition of 
13
C-carrier DNA in the density gradient separation 
(Gallagher et al., 2005), or combination of DNA-SIP with RNA-SIP (Dumont et al., 2011). 
Yet in the context of bioremediation, cross-feeding populations may also be important 
contributors. For instance, intermediate metabolites or incompletely-degraded substrates 
released by the biodegradative population may be removed from the environment by cross-
feeding microbes. Monitoring cross-feeding also has the potential to identify all 
microorganisms essential to complete degradation of contaminants and to reveal the flow of 
carbon through the microbial food web in contaminated environments.  
Recently, a new SIP methodology has been developed which is ideal for determining carbon 
flow through food webs. Known as stable isotope switching (SIS) (Maxfield et al., 2012), the 
approach is based on the incubation of the matrix with 
13
C-labeled substrate that is switched 
for unlabeled substrate when full labeling is achieved. Such a setting allows for monitoring 
carbon uptake, turnover, release, and sequestration. 
 
LIMITATIONS 
Despite the great potential contribution of SIP and metagenomics to microbial ecology and 
biotechnology, one has to realistically evaluate the limitations associated with each of the 
approaches. A major challenge associated with SIP is a very limited availability and high cost 
of labeled substrates. SIP is also very labor-intensive and low-throughput using current 
techniques. These factors may prohibit performing a sufficient number of replicates to enable 
statistically valid comparisons among treatments. In the future, the use of robotics and 
automation could assist in increasing the throughput of SIP gradient fractionation and 
assessments. Another challenge of SIP is the need to combine many techniques and 
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technologies spanning many disciplines, which may be an obstacle for researchers without 
experience in these techniques (reviewed by Chen and Murrell, 2010).  
When designing SIP-based experiments, it is also important to use realistic substrate 
concentrations and incubation times that are of appropriate duration to enable labeling yet 
minimize potential cross-feeding and over-enrichment (Neufeld et al., 2007a). 
Inappropriately high concentrations of a labeled substrate can lead to population shifts, such 
as opportunistic growth of some degraders, suppression of populations adapted to only low 
concentrations of the substrate, or shifts caused by accumulation of inhibitory or toxic 
intermediates. 
It has been proposed earlier (Madsen, 2006) that, especially for bioremediation purposes, SIP 
assay conditions should ideally match the conditions in the field. Field conditions are 
constantly changing (temperature, humidity, etc.) and may be affected by larger scale 
processes such as living plant roots, and these factors are challenging to adequately represent 
under laboratory microcosms. Microcosms often create other unrealistic conditions associated 
with depletion of oxygen, increased concentrations of CO2, unrealistic substrate 
concentrations, or unrealistic availability of the substrate (Friedrich, 2006). Therefore, 
laboratory microcosms need to be recognized as model systems, with the caveat that they will 
not fully represent field conditions. Thorough bioremediation surveys require either 
performing SIP directly in situ (Padmanabhan et al., 2003, DeRito et al., 2005, Mahmood et 
al., 2005, Liou et al., 2008, Pumphrey and Madsen, 2008, Bombach et al., 2010) or a very 
careful design and monitoring of microcosm experiments.  
One of the major limitation of SIP-metagenomics for bioremediation purposes is the 
restriction of its utility solely to assimilatory processes (Andreoni and Gianfreda, 2007). Yet 
many bioremediation processes are dissimilatory, for example, with the contaminant serving 
as the terminal electron acceptor. Many anthropogenic compounds are halogenated 
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(polychlorinated dioxins, dibenzofurans, biphenyls, or chlorinated solvents), and their 
bioremediation relies on dehalorespiration (i.e., utilization of a halogenated compound as a 
terminal electron acceptor to yield energy) (Futagami et al., 2008). These processes can be 
monitored through different stable isotope analyses (for review, see Ruess and Chamberlain, 
2010, Boecklen et al., 2011, Braeckevelt et al., 2012). 
Metagenomics techniques are also not exempt from limitations. Rapidly advancing high-
throughput sequencing technologies have substantially reduced the cost of sequencing efforts 
over traditional Sanger sequencing. Sequence-based screening of metagenomic data, 
however, relies on databases that are far from being completely or accurately annotated. The 
incompleteness of genetic databases means that about 30% genes sequenced can remain 
unassigned (Harrington et al., 2007), which prevents metagenomics from achieving its full 
potential. Other potential problems are associated with the function-based screening of 
metagenomic libraries. These include the necessity of analyzing a large number of clones to 
recover positive ones (Sul et al., 2009), possible inabilities of the host cells (usually E. coli) 
to express foreign genes and to form active proteins, or problems associated with cloning of 
large gene clusters which requires high-molecular weight DNA of high purity (Daniel, 2005, 
Simon and Daniel, 2009). At the same time, problems associated with gene-targeted 
metagenomics have been identified. These include mainly errors introduced during PCR by 
DNA polymerase, generation of chimeric sequences when heterologous templates are used, 
or errors introduced during pyrosequencing. As a result of these phenomena, diversity is 
overestimated (Kunin et al., 2010) unless appropriate tools are used for sequence processing. 
Introduction of several denoising algorithms (Quince et al., 2009, Reeder and Knight, 2010, 
Quince et al., 2011), improved operational taxonomic unit (OTU) clustering (Huse et al., 
2010), or their combination (Schloss et al., 2011, Uhlík et al., 2012) have resulted in much 
more accurate diversity estimations. Additionally, the most commonly used phylogenetic 
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marker gene is 16S rRNA, which is present in different copy numbers in different species, 
ranging from 1 to 15 (Pei et al., 2010). As a result, the relative abundance  of 16S rRNA 
genes in a sequence library does not necessarily correspond to number of cells, and may 
distort the apparent community structure. 
 
NEW FRONTIERS OF SIP 
Realizing the limitations of DNA-SIP and metagenomics gives rise to alternative approaches 
being considered. One of these is SIP-metatranscriptomics. Using mRNA-SIP benefits from 
high sensitivity and the fact that mRNA bears functional information. Studies carried out so 
far by Huang et al. (2009) and Dumont et al. (2011) focused on one transcript each – 
naphthalene dioxygenase and methane monooxygenase, respectively. The rapidly advancing 
field of metatranscriptomics (Filiatrault, 2011, Simon and Daniel, 2011, Su et al., 2012) 
seems to have overcome some of the major obstacles linked with mRNA, such as low 
recovery of high-quality environmental transcripts, instability of mRNA, or difficulties in 
separation of mRNA from other RNA species (Mou et al., 2011, Ottesen et al., 2011, Feike et 
al., 2012, Marchetti et al., 2012, Rinta-Kanto et al., 2012, Stewart et al., 2012). Therefore, it 
is only a matter of time before mRNA-SIP is combined with metatranscriptomic analyses to 
provide comprehensive information on the actively transcribed genes associated with the 
utilization of a specific substrate.  
Another group of biomarkers bearing both phylogenetic and functional information are 
proteins. Protein-SIP was initially applied to track carbon flow in pure cultures (Jehmlich et 
al., 2008a, Jehmlich et al., 2008b), however the authors proposed its use for the analysis of 
phylogenetically diverse microbial communities as well, which was reported shortly 
thereafter (Bastida et al., 2010, Bastida et al., 2011, Pan et al., 2011). More recently, protein-
SIP was used for quantitative analysis of induced proteins in substrate shift experiments 
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(Taubert et al., 2011). Protein-SIP is currently very challenging due to the inability to assign 
even a putative function to many proteins. Yet protein-SIP is very promising as it may 
provide a more substantial access to real microbial activity, since proteins are the most 
explicit indicators of metabolic activity. Therefore, in the future, with more complete 
databases, better modelling systems, and further development of metaproteomics techniques, 
protein-SIP is expected to widely expand and advance the field of microbial ecology. 
 
ALTERNATIVES TO SIP 
Although SIP is the main focus of this review, other technologies expanding the scope of 
isotope labeling experiments have been developed that can potentially link microbial 
phylogeny with metabolic activity (Gutierrez-Zamora and Manefield, 2010). Most of these 
methods involve fluorescence in situ hybridization (FISH), which is a technique commonly 
applied to taxonomically identify microbial cells using rRNA-targeted oligonucleotide probes 
(Wagner et al., 2003). FISH developed into a function-identity method after it was combined 
with (i) microautoradiography (FISH-MAR), which uses radioactive isotopes to monitor 
microbial uptake of labeled substrates (Lee et al., 1999); (ii) secondary ion mass spectrometry 
(FISH-SIMS) and nanometer-scale secondary ion mass spectrometry (FISH-nanoSIMS), 
which determines the isotopic composition of the FISH-identified targeted cells (Orphan et 
al., 2001, Kuypers and Jørgensen, 2007, Li et al., 2008); (iii) Raman microspectroscopy 
(Raman-FISH), which detects vibrational shifts of covalent bonds in molecules of FISH-
labeled cells (Huang et al., 2007); or (iv) immunomagnetic cell capture (magneto-FISH), 
which permits targeted magnetic capture of FISH-labeled microorganisms and cell aggregates 
(Pernthaler et al., 2008). Behrens et al. (2008) reported a new combination of FISH and 
nanoSIMS for linking microbial phylogeny to metabolic activity at the single cell level by 
applying enhanced element labeling of microbial cells by FISH (EL-FISH). Such a 
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modification allowed them to increase the sensitivity of cell detection and broadened the 
applicability of the methodology for environmental studies. Some of these techniques, mainly 
FISH-MAR, have been employed in bioremediation studies (Yang et al., 2003, Hesselsoe et 
al., 2008). 
In addition to FISH, other isotope-based techniques have been used such as isotope arrays 
(Adamczyk et al., 2003) or shotgun isotope arrays (Tobino et al., 2011), small subunit-isotope 
ratio mass spectrometry (SSU-IRMS) (MacGregor et al., 2002, MacGregor et al., 2006), or 
radioactive isotope probing (RIP) (Nikolausz et al., 2007). The advantages and limitations of 
these methods as well as their comparison to SIP are discussed elsewhere (Wagner et al., 
2006, Neufeld et al., 2007c, Gutierrez-Zamora and Manefield, 2010). 
Recently some FISH-based methods have been combined with SIP in order to link microbial 
phylogeny to metabolic activity at the single-cell level. For example, Huang and colleagues 
combined rRNA and mRNA-SIP with single-cell Raman-FISH (Huang et al., 2009). The 
main advantage of such a combined approach is that it allows for determination and 
quantification of in situ functions of a microbial community. RNA-SIP has also been 
combined with magnetic-bead capture hybridization (MacGregor et al., 2006, Miyatake et al., 
2009). This approach is applicable for linking phylogeny with metabolic activity at the level 
of class or family while requiring approximately 10,000 times less stable isotope enrichment 
of RNA, allowing thus the use of environmentally relevant concentrations of the isotopically 
labeled target substrate. The principle of RNA-SIP combined with magnetic-bead capture 
hybridization lies in extracting RNA from the matrix after it has been stable isotope labeled, 
hybridizing the RNA with probes, capturing those hybrids with beads, and collecting beads 
with a magnet. Captured rRNA is then released and analyzed by isotope ratio mass 
spectrometry (IRMS). This approach thus eliminates possible biases associated with the use 
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of artificially high substrate concentrations during incubations relative to those in situ, which 
is one of the major criticisms of SIP (Dumont and Murrell, 2005, Neufeld et al., 2008).  
 
CONCLUSIONS 
Since the first development of SIP more than a decade ago (Boschker et al., 1998, 
Radajewski et al., 2000), this technique has progressed rapidly and has significantly 
broadened the field of microbial ecology, first by linking phylogenetic identity with function, 
including of novel clades with no cultured representatives, and later by linking function with 
novel functional gene sequences. The recent integration of SIP with metagenomics has 
enabled a more comprehensive understanding of the functional community dynamics of 
entire microbial systems. An improved mechanistic understanding of microbial ecological 
function has the potential to enable new breakthroughs in bioremediation technologies such 
as biostimulation, bioaugmentation and phytoremediation. The great advantage of SIP is its 
ability to enable a focused detection and analysis of only the organisms active in the 
utilization of a specific substrate, either directly or indirectly through the food web. In the 
context of bioremediation, SIP-metagenomics is invaluable for revealing the identity of 
contaminant-degraders and their functional genes, and this information may be used to assess 
their response to biostimulation methods or to identify organisms and genes useful for 
bioaugmentation. As with any method, SIP has limitations, such as false positives, in which 
cross-feeding organisms may be mistaken for primary utilizers, and the potential for 
microbial community change during incubations. However if these factors are taken into 
account, SIP combined with metagenomics has the potential to provide novel insights to the 
intricate interactions within microbial ecosystems. Limitations like cross-feeding can also be 
advantageous, providing valuable new insight into the flow of carbon derived from 
contaminants through the microbial food web. As cultivation-independent methods like SIP 
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and metagenomic studies advance, it is important to note that cultivation-based techniques 
are still a crucial means to verify and investigate the physiology and genetics of individual 
contaminant-degrading microorganisms, to facilitate bioaugmentation, and to enable 
improved annotation of metagenomic databases. The integration of SIP with the rapidly 
advancing field of metagenomics is opening new windows into microbial  processes and 
interactions, which may enable major breakthroughs in the field of bioremediation.  
  
In loving memory of Prof. Martina Macková (May 7, 1965 – August 2, 2012). 
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FIGURES  
 
Figure A2-1: Scheme of DNA-based stable isotope probing (SIP) experiment with 
13
C-
labeled substrate. 
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Figure A2-2: Overview of metagenomic approaches that can be used to analyze stable isotope 
labeled metagenomes. 
  
186 
 
TABLE 
 
T
ra
it
 
C
o
m
p
a
ri
so
n
 o
f 
a
p
p
li
ca
b
il
it
y
 o
f 
b
io
m
a
rk
e
rs
 
E
x
p
la
n
a
ti
o
n
 
S
en
si
ti
v
it
y
 
p
ro
te
in
 >
 P
L
F
A
 >
 R
N
A
 
>
 D
N
A
 
D
N
A
-S
IP
 r
eq
u
ir
es
 1
5
-2
0
%
 i
so
to
p
ic
 e
n
ri
ch
m
en
t,
 w
h
il
e 
p
ro
te
in
-S
IP
 o
n
ly
 r
eq
u
ir
es
 1
%
. 
R
N
A
 
la
b
el
in
g
 i
s 
6
.5
 f
as
te
r 
th
an
 t
h
at
 o
f 
D
N
A
. 
In
cu
b
a
ti
o
n
 t
im
e
 
p
ro
te
in
 >
 P
L
F
A
 >
 R
N
A
 
>
 D
N
A
 
In
cu
b
at
io
n
 t
im
e 
is
 d
ir
ec
tl
y
 l
in
k
ed
 t
o
 s
en
si
ti
v
it
y
. 
D
N
A
-S
IP
 i
s 
th
e 
o
n
ly
 t
ec
h
n
iq
u
e 
th
at
 r
eq
u
ir
es
 
ac
ti
v
e 
ce
ll
 d
iv
is
io
n
 r
eq
u
ir
in
g
 t
h
e 
lo
n
g
es
t 
in
cu
b
at
io
n
 p
er
io
d
s 
p
o
te
n
ti
al
ly
 l
ea
d
in
g
 t
o
 b
ia
se
s.
  
T
a
x
o
n
o
m
ic
 
re
so
lu
ti
o
n
 
D
N
A
 ≈
 R
N
A
 >
 p
ro
te
in
 
>
 P
L
F
A
 
P
L
F
A
-S
IP
 o
n
ly
 d
is
ti
n
g
u
is
h
es
 b
ro
ad
er
 t
ax
o
n
o
m
ic
 g
ro
u
p
s,
 w
h
il
e 
D
N
A
 o
r 
R
N
A
-S
IP
 p
ro
v
id
es
 
id
en
ti
fi
ca
ti
o
n
 t
o
 t
h
e 
g
en
u
s 
le
v
el
 o
r 
b
el
o
w
. 
D
at
ab
as
es
 f
o
r 
p
ro
te
in
 s
eq
u
en
ce
s 
ar
e 
m
o
re
 l
im
it
ed
 
th
an
 f
o
r 
1
6
S
 r
R
N
A
 g
en
es
. 
In
d
ic
a
ti
o
n
 o
f 
m
et
a
b
o
li
c 
a
ct
iv
it
y
 
p
ro
te
in
 >
 R
N
A
 >
 D
N
A
 
P
ro
te
in
s 
ar
e 
th
e 
m
o
st
 e
x
p
li
ci
t 
in
d
ic
at
o
rs
 o
f 
m
et
ab
o
li
c 
ac
ti
v
it
y
, 
w
h
il
e 
D
N
A
 o
n
ly
 s
h
o
w
s 
th
e 
m
et
ab
o
li
c 
p
o
te
n
ti
al
. 
E
a
se
 o
f 
is
o
la
ti
o
n
 
D
N
A
 ≈
 P
L
F
A
 >
 R
N
A
 >
 
p
ro
te
in
 
Is
o
la
ti
o
n
 o
f 
P
L
F
A
 a
n
d
 D
N
A
 a
re
 r
o
u
ti
n
el
y
 p
er
fo
rm
ed
 i
n
 d
if
fe
re
n
t 
m
at
ri
ce
s,
 b
u
t 
is
o
la
ti
o
n
 o
f 
R
N
A
 a
n
d
 p
ro
te
in
s 
fr
o
m
 e
n
v
ir
o
n
m
en
ta
l 
sa
m
p
le
s 
ca
n
 b
e 
v
er
y
 c
h
al
le
n
g
in
g
. 
S
ta
b
il
it
y
 
D
N
A
 ≈
 P
L
F
A
 >
 p
ro
te
in
 
>
 R
N
A
 
D
N
A
 o
r 
P
L
F
A
 a
re
 f
ai
rl
y
 s
ta
b
le
, 
b
u
t 
p
ro
te
in
s 
m
ay
 d
en
at
u
re
, 
an
d
 m
R
N
A
 i
s 
v
er
y
 s
en
si
ti
v
e 
to
 
d
eg
ra
d
at
io
n
. 
A
p
p
li
ca
ti
o
n
 w
it
h
 
’o
m
ic
s‘
 
D
N
A
 >
 R
N
A
 >
 p
ro
te
in
 
T
h
e 
ap
p
li
ca
ti
o
n
 p
o
te
n
ti
al
 d
ep
en
d
s 
u
p
o
n
 t
h
e 
d
ev
el
o
p
m
en
ta
l 
st
ag
e 
o
f 
th
e 
’o
m
ic
s‘
 m
et
h
o
d
s.
 
C
u
rr
en
tl
y
, 
m
et
ag
en
o
m
ic
s 
is
 t
h
e 
m
o
st
 w
el
l-
d
ev
el
o
p
ed
 f
o
ll
o
w
ed
 b
y
 m
et
at
ra
n
sc
ri
p
to
m
ic
s 
an
d
 
m
et
ap
ro
te
o
m
ic
s,
 r
es
p
ec
ti
v
el
y
. 
 T
ab
le
 A
2
-1
: 
C
o
m
p
ar
is
o
n
 o
f 
m
et
h
o
d
o
lo
g
ic
al
 c
o
n
si
d
er
at
io
n
s 
fo
r 
D
N
A
-S
IP
, 
R
N
A
-S
IP
, 
P
L
F
A
-S
IP
, 
an
d
 p
ro
te
in
-S
IP
. 
 
