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The asymptotic behaviour of certain second order integro-differential equations 
which are more general than those equations studied in [R. P. Agarwal. J. Marh. 
Anal. App/. 86 (1982). 4714751 and [S. R. Grace and B.S. Lalli. J. Ma/h. Anal. 
Appl. 76 (1980). 84-901 are discussed. It is pointed out that a defect appeared in the 
basic Assumption I made in both papers, and we avoid this defect in our discussion 
by using more natural conditions. c 1985 Acndcmlc Press. Inc 
In the paper [3], by means of some integral inequalities due to 
Pachpatte [5], Grace and Lalli studied the asymptotic behaviour of the 
solutions of the following second order integro-differential equation: 
= J-(I) J’ g(3) s(s) ds + H(I, .I-, x’) t E R T = [0, XI ) 
0 
as t + x. Recently, Agarwal [ 1 ] provided some alternate estimates of the 
inequalities needed in [3], and as a consequence relaxed some conditions 
required in the proofs of [3]. However, the basic Assumption I made in 
both [ l] and [3] seems needlessly complicated to the present author. In 
this paper, WC shall apply a more natural assumption and use an integral 
inequality recently established by the present author in [6], to obtain a 
similar result on the assymptotic behaviour of a more genera1 second order 
integro-differential equation of the form 
=J.[ 1, .r, x’, [’ g( I, s, x(s). x’(s)) A], r E R + (IDI 
“0 
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as t + CC. Here a(t) > 0 is a continuously differentiable function defined on 
R + , h(t) and c(t) are continuous functions defined on R + , andfand g are 
continuous functions defined on R, x R3 and R: x R2, respectively. We 
shall assume the local existence of the Cauchy problems of the equation 
(ID). 
As in [l] and [3], here WC suppose that the general solution of the 
second order differential equation 
(u(1)S’)‘+h(f)?r’+C(t).r=o, 1ER+ (D) 
is known, and for any two linearly independent solutions Z, and Z, of (D) 
we define 
C(I) = IZ,(t)l + IZ,(r)l, 
v(r) = lz;(l)l + I-G(r)l, 
and 
N( 1) = 
l(r) 
a(t) I Vt)l’ 
where W(I) denotes the Wronskian determinate formed by Z, and Z,: 
W(l)=Z;Zz-Z,Z;#O, IER,. 
Roughly speaking, we shall prove that under some suitable conditions on 
the functions contained in (ID), there is a solution of (ID) satisfying any 
given initial condition which tends to a solution of Equation (D) as I 
increases to infinity. 
2. A NONLINEAR INTEGRAL INEQUAIJTY 
In the sequel we shall require the following nonlinear integral inequality 
which generalizes those linear integral inequalities used in [ 1 ] and [3]. 
+ i, 1: g,(r. .$I [’ h,(.s, tn)[u(m)]” dm ds 
I ‘0 I 
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holds for all t E I, where p E (0, 1 ] is a constant. Then 
(A) !/-O< P< 1, 
u(f)< [a(f) F(t)]' 
[ 
I’+(1 -p) i G,(f)F(t) [‘h,(l,s)d.y 
1 
I.11 Yl 
, te1 
I-- I ‘(1 
and 
(B) If‘p= 1, 
f(r,.s)+ i G,(t)F(t)h,(!,.y) 
j 
ds, tEI 
,=I 
~0) = eXp j’.f(f, .v) ds, 
0 
G,(r) = j’ g,( I, s) ds, i = 1, 2 ,..., n. 
0 
3. ASYMPTOTIC BEHAVIOIJK 
We note first that there is a defect in the basic Assumption I made in 
both [ I] and [3]. Because if we change the choice of the solutions 2,) Z, 
to another two linearly independent solutions Y, and Yz of the second 
order differential equation (D), then the functions ((I) and q(r) may be 
changed, and so may the required functions r,(r), f( t), and N(U) in the 
Assumption I. It is not clear whether the conclusions of the Theorems I 
and 2 in [I ] hold for the changed functions, and what the relationship is 
between the choice of the linearly independent solutions Z,, Z2 and the 
existence of the required functions r,(l), f‘(f), and w(u). By the way, we 
notice here also that the functions <(I) and q(r) are not completely deter- 
mined as defined in [3] by inequalities. To avoid such a defect, we will use 
some more natural conditions in our discussions below. 
THEOREM 1. In addition to the previous assumptions on (ID) and (D), we 
assume further that 
(I ) fin- I E R + und x, J’, z E R, we have 
I.f‘Ch -x9 I: 211 d r,(t) 1x1 + rAt) 1~31 + r3(t) I=1 + e,(f) 
where r, and e, : R + + R , are conlinuous finelions; 
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(2) Jbrt,sER+ andx,yER, wehace 
Ig(t, .s, x, y)l <ez(t)+e3(.s)+k(t,s) Ixlp+ 0th s) IyIp 
wherepE(O,l],ezandej:R, +R+ are continuous functions, and k(t, s) 
and t!( t, s): R: + R + are continuous functions and are nondecreasing in t 
when s E R , fixed, 
(3) the functions N(t)e,(t), N(t) r,(t) t(t), N(t) rz(t) n(t), and 
/V(t) r,(t) ure in the class L,(O, r;), where t(t), n(t), und N(t) are us defmed 
in Section 1; 
(4) the following integrals are bounded us t -+ XX: 
-’ J [k(t, s)[&~)]” + tl(t, s)[n(s)]“] ds, 0 
[’ N(s) r3(s) [r [cl(s) + e3(m)] dm] ds. 
*0 0 
Then for ever) puir (x0, x;) of numbers there is a solution x(t) of (ID) 
dejined on whole R + and can he r+ritten in the form 
s(f)= A(t) z,(t)+ B(t) Z,(t) (1) 
smtisfjing the initial condition x(0) =x0, x’(0) = xb, and the limits of A(t) 
ond B( t ) exist when t + ,Y,. 
Proof Let s(t) be any solution of (ID) existing on a certain maximal 
interval [0, d), here 0 < d< x. We assume that this solution can be written 
in the form (I ), since there are two functions that may be chosen, so we 
may require 
A’(r)Z,(f)+ B’(t)%,(t)=O. (2) 
Differentiating the both sides of (1) we obtain 
.r’(t)=A(t)Z;(t)+B(r)Z;(t) (3) 
and 
.~“(t)=A’(t)Z;(t)+B’(t)Z;(t)+A(t)Z;’(t)+B(t)Z;(t). 
Because Z,, Z, are solutions of Eq. (D), using (ID) the last equation can 
be reduced to 
A’(t) Z’,(t) + B’(t) Z;(t) = K(t), t E CO, 4 (4) 
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where 
herein x(t) and x’(f) are determined by (1) and (3) respectively. 
Solving (2) and (4) for A’(r) and B’(r), and then by integrating from 0 to 
1, we get 
Setting 
then for t E [0, d) we have 
Q(t) 6 Q(0) + i,: ‘z’(‘s,)11/:~~~2(‘s)’ 1 K(s)1 ds. 
Applying conditions 1 and 2 to the above inequality we obtain 
d Q(O) + i’ N(s) r,(x) I.r(.s)l + r>(x) Ix’(.s)l + e,(s) 
I 0 
+ r3(.s) 
IJ 
” g(s. m, x(m), x’(m)) dm ds 
0 II 
6 Q(O) + 1' N(s)[r,(.s) Q(s) s;(s) + rz(s) Q(x) q(s) + e,(x)] ds, ‘0 
i.e., 
Q(f) d M(f) + -[i N(s)[r,(.s) t(s) + r?(s) q(s)] Q(s) ds 
[IQ. ~,tn)(((tn))~+ L;(.s,rn)(q(m))“][Q(m)]“dm ds. 
> 
where 
M(t) = Q(0) + jcl N(s) e,(s) ds + Ji N(s) r3(s) [i,’ [ez(s) + e,(m)] dm] ds. 
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By our Lemma, the above inequality yields 
(A) Ifp=l, for t~[O,d) 
Q(t) 6 M(r) exp I c: [N(s)[r,(.s) t(s) + rz(.s) q(s)] 
+ R( 1) G( 1) I( I, s)] ds, (5) 
where 
R(f) =cxp [’ N(s)[r,(.s) <(s) + T?(S) Y/(s)] cls, 
-0 
G(r) = j’ N(s) r3(s) d.s, 
0 
I(f. 3) =k(t, s)[s’(s)]” + I’(I, s)[rf(.s)]“, 
and 
(B) IfO<p<I, for !E[O,d) 
p+(l -p)R(,)G(c) j’I(1,s)ds 
1 
I.(1 Pl 
(6) 
0 
By following the well-known standard argument, using the conditions 3 
and 4, and in view of the local existence of Eq. (ID), we can easily to see 
that d= zo holds, and so the boundedness of the functions A(r) and B(r) 
on R, follows from (5) and (6). Then it follows that the limits of these two 
functrons extst when I + ZC. 
A(O) and B(0) can be chosen as the solution of the linear algebraic 
system 
.4(O) Z,(O) + B(0) Z,(O) = .Y(,. 
A(0) z;(o) + B(0) Z’,(O) = s;,. 
Since W(t) # 0, we see that for every pair (so, &) of numbers the desired 
solution -r(r) of (ID) satisfying x(O) = sg, Y(O) = .u;, exists. 
The conclusions of this theorem are independent of the choice of the 
solutions Z, and Z,. In fact, if 2, and Z, are another two linearly indepen- 
dent solutions of Eq. (D), then there exist some constants c,, i = 1, 2, 3, 4, 
such that 
z,=c,z,+c,z,, 2, = c-32, + (.‘$zz, when IER, 
138 
and here we have 
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Therefore, we have 
C(t)= lZ,l + @,I Q C<(r), 
((1) = Iz;l + I.?;1 d q.(t), 
for tER, 
and the Wronskian determinate I?‘(t) formed by Z,, Z, can be written as 
W(t) = KW(f), when teR. 
where K #O is a constant. Hence we can easily see that the conditions 3 
and 4 also hold when c(t), q(t), and W(r) are replaced by r(r), j(r), and 
W(t), respectively. The proof is completed. 
COROLLARY. Consider the equation 
(u(t)x’)‘+h(t)x’+(.(t).u 
=0(t) ~‘u(t,s)[x(~)]~d.s+q(t,x, x’), teR, (7) 
-0 
tchcre p E (0, I] is u constunt, and u(t), h(t), c(t) are the same functions us 
dclfined in Theorem I, und u(t, s): R: + R is u continuous function with 
lu(t, .s)l nondecreasing in t for each s-fixed, and 0(t): R + + R and q( t, x, y): 
R , x R’ + R ure continuou.s.finctions. 
We suppose hew thut 
(1) when t E R + , x and y E R, we have 
lqft, .Y, .r,)I G./;(1) I-4 +.f;tr1 IA +.I;(th 
here f,: R , + R, urc nonnegutive continuous Junctions, 
(2) the functions N(t) lO(t N(t)f,(t) t(t). N(t)l;(t) q(t), and 
N(t)f\(t) are in the clu.s.s L,(O, xl), here t(t), q(t) and N(t) are us defined in 
uhove, 
(3) when I E R . nv have 
j-1 lu(t, s)l [((s,]” d.s < ‘XX‘. 
Then the same conclusions us stated in Theorrm 1 are valid. 
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In fact, it can be easily verified by letting y(t, s, x, y) = u(t, s) .Y” and 
f[f, X, .v, r] = O(f) z + y( r, x, y) in the above theorem. 
EXAMPLE. We consider the equation 
-, 
x” + 2x’ + .Y = 
J 
e 2’h(f, .s)[x(.s)]‘.‘z ds+ (1 -cos I) e 2’.x’ 
0 
- 2e 4’.Y + e j’/( 1 + P), IER,. 
According to above Corollary, here we have 
a(t)= I. p= f, B(f)=C”, f,(1) = 2e 4’, 
.f2( I) = 2CJ 2’, .fZ(t) = e 3’/y 1 + t4), u( 1, s) = h( 1, 3). 
If we take Z, = ICJ ’ and Z, = c ‘, then 
C(t) = ( I + I) e ‘, q(r)=[l+ll-f1]f~ f, 
W( 1) = e ?‘. and N(f)=(l +t)e’. 
So that, if h(r, s): R) --, R is a bounded continuous function with Ih(r, s)] 
nondecreasing in t for each s E R , fixed, then all conditions of the 
Corollary are satisfied, and hence by the relation (1) all of the solutions of 
this equation approach zero when I -+ x. We note that this equation can 
not be treated by means of the known results in [ 1 ] and [3]. 
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