A procedure for efficient denoising of piezoelectric signals based on the combined use of two mathematical approaches, viz. the minimum description length principle and the garrote shrinkage technique (MDL-garrote), was developed with a view to improving the accuracy and precision of the results provided by piezoelectric sensors as well as determining a lower corrected limit of detection (LOD), signals usually consist of many peaks and discontinuities. The proposed wavelet transform (WT) procedure was systematically compared to Stein's approach and applied to real data from a piezoelectric sensor in order to check its usefulness.
Introduction
The analytical measurement consists of two components. One (signal) contains the information pertaining to the target analyte. The other (noise) consists of extraneous information that is undesirable because it has adverse effects on accuracy and precision. Noise describes the random variation observed when signal measurements, recorded in a continuous manner are repeated, the fluctuations are random in nature, so they can be described and treated using statistical methods. The wavelet transform (WT) is a new mathematical technique for signal and image processing [1] . WT has gained significance since 1989, with application to signal processing in chemical analysis [2] . Its most salient features are the large number of basis functions available and its throughput. WT allows a signal to be directly resolved according to scale and represented in the scale domain distribution state and in the time domain. In WT, both time and signal scale information are retained. In chemical analysis, other domains such as wavelength can replace the time domain. With proper identification of the scales with frequency, higher frequency signals can be separated from the lower one, so that it will have zoom-in and zoom-out capability at any frequency. Because the WT can focus on any small part of signal, it has been called a mathematical microscope [3] . One other feature of WT is that signals in the frequency domain can be developed from a flexible choice of waveforms rather than from trigonometric waveforms alone. For instance, with the fast Fourier transform, only the sine and cosine functions can be chosen as bases. By contrast, a number of such functions can be selected with WT. Hence, WT is an especially powerful method to depict relationships among different variables.
One practical application of WT is denoising of digital data [4] . This is of special interest in analytical chemistry, where extracting information from measurement data is one main fulfillment of which is complicated by the presence of noise. Experimental measurements usually contain noise that interferes with data interpretation. High noise levels may be due to instrument instability, temperature fluctuations, etc., particularly, when the measured signal is close to the limit of detection (LOD). Bos and Hoogendam [5] minimized the effects of noise and baseline drift in flow-injection analysis by using the WT; their results suggest that with white noise and a favorable peak shape, a signal-to-noise ratio of two can be tolerated at the 5% error level. This means that a significant reduction in the LOD can be obtained relative to signal processing methods. Mao et al. [6] explored the use of WT for quantitative analysis by photoacustic spectroscopy in polyvinyl chloride (PVC) structures. The disturbance of noise and the irregular baseline were excluded simultaneously by the virtue of use of WT. The study of Mittermayr et al. [7] used the Gaussian function as the ideal model of measured peaks in chromatography and spectroscopy; they explored the wavelet universal threshold for denoising data and compared its performance with that of other smoothing filters commonly used in chemistry. In electroanalytical chemistry responses, Fan and Chen [8] investigated the application of the wavelet packet transform and an adaptive wavelet filter. Ratton et al. [9] conducted a comparative study of signal processing techniques for sensor data and found WT to be the best overall performs.
There are some other papers with interesting application of WT in chemometrics, for example, data denoising, regression and signal compression [10] [11] [12] [13] .
Piezoelectric sensor signals contain noise, especially frequency changes near pressure peaks. This effect arises from baseline fluctuations, the length of cable used to connect the sensor to its signal conditioning units and various other factors. No reported application of WT to piezoelectric sensor signals appears to have been reported. The proposed of this work was to develop a WT procedure, based on the minimum description length (MDL) principle for basis election and threshold selection with each one of shrinkage techniques (hard, soft and non-negative garrote). The procedures were compared by determining the relative mean squared (RMS) errors in simulated data. The MDL-garrote procedure was found to perform better than the others, so it was selected for application to piezoelectric sensor signals.
Description of WT denoising

The general denoise procedure via wavelet
Given an analytical signal (s) of which N samples are observed,
where t i = (i − 1)/N and ε i denote noise. The aim is to recuperate s of unknown smoothly.
Similarly to the theory of the Fourier filter, the principal components of the noise are expected to be included in the small wavelet coefficients γ j,k of the WT of y.
The methods used to develop flexible non-linear models include filters in the scale domain [4, 14] . Such filters are simply extractions from the data signal but done by wavelets. This differs from the approximations of traditional filters; it is non-linear, owing to the presence of a threshold. Fig. 1 shows the three steps involved in the general wavelet-based denoising procedure.
In step (a) the discrete WT (DWT), from a suitable wavelet basis, is applied to signal (s) and thus obtaining the coefficients wavelet γ j,k =γ j,k . The wavelet basis is chosen according to various factors, including the computational cost and the capacity to compress the L 2 energy of the signal into a few large coefficients. If an appropriate wavelet basis is chosen, shrinkage removes the noise without eliminating the signal. Hence, basis election is important in the general WT denoising procedure.
Mallat [15] showed that if N = 2 j , with j integer, then both the DWT and the inverse DWT can executed by a rapid algorithm order O(n). Such an algorithm is available in various standard implementations. Each γ j,k value describes the contribution around the spatial localization 2 −j k and near the frequency 2 −j . The DWT of white noise is also a set ε j ,k of independent random variables N(0, σ 2 ). Likewise, this set contaminates the population's discreet wavelet coefficients γ y j,k = γ s j,k + ε j,k . Shrinkage in step (b) extracts the coefficients actually containing information about the unknown signal (s) and discards the others. The idea is that the true signal has a slow wavelet expansion (i.e. only a few, large γ y j,k coefficients essentially contain the true information for s). If one can decide which they are, then one can be estimate them and discard the others. Shrinkage eliminates or contracts the elements in γ than are attributed to noise and lower than a certain threshold. As a result, the shrinkage techniques used and threshold selection are crucial to the procedure.
If γ new denotes the coefficients vector after shrinkage, then step (c) involve reconstructing s by inverse DWT:
Basis election
The election of the wavelet basis (or filter) to be coupled to the data plays a key role in the procedure. Furthermore, there is a very long bank of wavelet bases. Of all denoising methods, only the MDL principle can automatically elect the appropriate wavelet basis.
Shrinkage techniques
The usual wavelet denoising procedures use two different types of shrinkage: hard and soft [4, 14, 16] .
Hard shrinkage
The hard shrinkage technique cancels all the wavelet coefficients smaller than the threshold. (2) where I is the characteristic function and λ the threshold parameter.
Soft shrinkage
The soft shrinkage technique contracts the values of the wavelet coefficients by a linear subtraction of the threshold. For a wavelet coefficient given on scale j, the function of contraction soft(γ , λ) is defined as
where
Non-negative garrote shrinkage
Gao [17] associated the Donoho and Johnstone's shrinkage denoising technique with the Breiman's non-negative garrote [18] . Non-negative garrote shrinkage has the same asymptotic convergence rate as soft and hard shrinkage estimates. For finite sample simulations, Gao proved that non-negative garrote was executed best, generally having smaller RMS error and less sensitivity to slight disturbances in the data than both soft and hard shrinkage. Gao obtained the minimal thresholds for non-negative garrote and developed a procedure of threshold selection based on Stein's unbiased risk estimate (SURE) for both non-negative garrote and soft shrinkage [17] . Based on Gao's results, the algorithm studied in this work was the garrote shrinkage.
The non-negative garrote technique removes small coefficients and shrinks large coefficients using a non-linear function to reproduce peaks and discontinuities as accurately as possible without sacrificing visual smoothness. For a wavelet coefficient given on the scale j, the shrinkage function garrote (γ , λ) is defined as:
With these three shrinkage techniques the wavelet coefficients are split into two sets by the threshold λ. The three types of shrinkage are illustrated in Fig. 2. 
Threshold selection
The choice of the threshold λ is crucial; if the threshold is too small or too large, then the shrinkage estimate will tend to over-fit or to under-fit the data. We thus conducted a careful study of the determination of λ. Most applicable literature focuses on the best uniform threshold development or the best basis selection.
Universal threshold
The threshold value in step (b) of the general procedure is dependent of noise variance. Donoho et al. [16] use the following quantity as the value of the universal threshold
where σ r is the empirical variance in the noise and N the number of data.
SURE threshold
Donoho and Johnstone [4] proved that, if ε i in the model (1) is white noise N(0, σ ), an estimate of s based on contracting the wavelet expansion below a determined threshold has certain minimum desired properties. They introduced the SURE procedure, which suppresses noise upon contracting the empirical wavelet coefficients. The threshold is adaptive: it assigns a threshold level to each resolution dyadic level (j) using the SURE principle for threshold estimates. Such an algorithm is O (N log N) .
SURE is defined as
where λ is the candidate threshold, γ y j,k the wavelet coefficient, N the data size and M the number of data point smaller than λ [16] . SURE provides an unbiased estimate of the noise variance and denoised data.
MDL threshold
For a given type of shrinkage, the basis option and threshold selection is an optimization process. For these problems, an attractive way is to use the MDL principle, minimizing both the description of model and the data. The MDL is a general principle for inductive inference. In the simplest version of MDL, data is encoded by first encoding a model and then encoding the data with the help of the model. Then the model m should be chosen, within some specified model class M, for which this total two-stage description length (DL) of the data is minimized. In this way, it is expected to choose a model that optimizes the trade-off between model complexity and goodness-of-fit. To make coding data with the help of a model meaningful, each model in M must be associated with a code.
In this work, the MDL principle consists in a cost function, which can be presented as a sum of two components. The first one summarizes the reconstruction error depending on the number of coefficients no null and the second one is a penalty term, increasing with the number of coefficients no null. The basic assumption of this method is that the cost function reaches a minimum indicating the optimal number of the coefficients no null or indicating the threshold value.
Let us consider a filter type m and γ m = γ m j,k the vector of wavelet coefficients of transformed type m. This filter is selected to achieve the smallest error. If, Λ = (λ 1 , λ 2 , . . . , λ N ) is the vector γ m on decreasing order, so for each l the parameter λ l will be the threshold and according to the shrinkage selected (hard, soft or garrote), γ ml = γ ml j,k will represent the vector of the contracted coefficients with threshold λ l . It is possible to determine the residual energy, that is an error measure between the reconstructed denoised signal and the original noised one. This residual energy is characterized by
On the other hand, it is possible to establish a penalizing function (3/2)l log N, proportional to the number l of wavelet coefficients no null in the shrinkage γ ml . The sum of these two values corresponds to the DL. Thus, the MDL is defined as
where l * and m * are the optimal values. The Eq. (7) generalizes one of the equations used by Walczak and Massart [11] and Saito [19] , but only the shrinkage hard was used in these papers. In these references, l is the number of major coefficients retained and γ ml j,k are the l coefficients with the greatest amplitude. Therefore, the optimum number of the retained largest coefficients is selected from the number of retained coefficients and the error of signal reconstruction.
The MDL is used as a criterion to discern between signal and noise. The MDL principle is the only method that permits selects, without subjectivity, both a threshold and a basis type without the need for an estimate of the noise level σ .
Experimental
Data collection
Signals were detected with an at-cut 10 MHz piezoelectric quartz crystal (14 mm diameter, 0.17 mm thick) coated with gold-plated electrodes on both sides. The quartz crystal was housed in a flow-through PEEK TM cell and clamped between two O-rings recessed into the housing; one crystal face was exposed to the sample in a cell of 70 l. A laboratory-made oscillator circuit was connected to the electrode via platinum foil. The resonant frequency was monitored with a HP-53181A/225 MHz frequency counter that was connected to a PC-Pentium ® microcomputer where the signal was recorded, via an HP-IB interface (Hewlett Packard). HP-34812A Bench Link software (HP Bench Link/Meter) was used to record and store data. The details of design can be found elsewhere [20] . Fig. 3 shows a typical curve for real data. The plot reflects the change in the oscillation frequency for an injection. When one face of the crystal is brought into contact with the analyte contents, the frequency decreases. The fast response of the crystal allows the analyte concentration to be determined within a few seconds. The frequency change is caused by the small mass change in the quartz electrode surface, so it depends on the analyte concentration only. In fact, the frequency change is linearly related to the injected concentration. The origin of noise is the high sensitivity of the piezoelectric sensor to the carrier flow. The real data was obtained from the automatic microgravimetric determination of samples using piezoelectric detection [20, 21] .
Data simulation
Four data curves were constructed to generate the simulations; the curves (C1-C4) of 256 points and included discontinuities, peaks or variable brood waves. Ten copies of every curve were constructed, which aggregated white noise; the resulting signal-to-noise ratio was 1-5. The generated simulations and one noisy replicate of each are shown in Fig. 4. 
Comparison of wavelet denoising procedures
The three shrinkage techniques (Section 2.3) were used and combined with the MDL principle (Section 2.4.3). Also, these procedures were compared with SURE procedure. Table 1 For a given sample y j , j = 1, . . . , N and each shrinkage techniques, hard, soft and garrote, the respective MDL-hard, MDL-soft and MDL-garrote procedures work in the following way. For each m in M and l = 1, . . . , N were calculated the DL (Section 2.4.3) and the optimal values m * and l * were determined for minimizing DL. 
Results and discussions
The suitability of WT for the evaluation of piezoelectric signals was studied on simulated and real signals. As consequence of the results with simulated signals, MDL-garrote was use to the real data. The improvement in the signal-to-noise ratio and the accuracy, precision and reliability of a screening system were analyzed.
Simulations data analysis
For simulation data, the RMS error was determined for each replicate and set of results. Subsequently, the mean RMS error was estimated with each of the seven procedures. Table 2 shows the results.
The procedures with the MDL principle (viz. MDL-garrote, MDL-hard and MDL-soft) were good in all cases; they even surpassed the Stein's procedure. With the exception of MDL-soft, which was applied to the curves C2 and C3 and tended to over-softening and losing the extremes values for picks, thus increasing the value of the RMS error.
Based on the results, the procedures MDL-garrote and MDL-hard were chosen to analyze real data. 
Real data analysis 4.2.1. Increasing the signal-to-noise ratio
Sensitivity in the detection was enhanced via an increased signal-to-noise ratio. In the first application to real data, the denoising procedures MDL-garrote and MDL-hard proved suitable filters (Fig. 5) . MDL-garrote and MDL-hard removed noise from carrier flow, while maintaining the signal discontinuity owing to the mass variation in the flow over the piezoelectric sensor; also, calculation was fast, similar to other standard filters.
The signal-to-noise ratio revealed the MDL-garrote procedure to be an effective filter. The absolute value of signal-to-noise ratio was 30.38 for undenoised 
Increasing accuracy and precision
The figures of merit for noisy signals and signals subjected to the MDL-garrote procedure were determined by using a sample of 32 signals corresponding to concentrations from 1 to 3% (w/v). As can be seen from Table 3 , decrease of the standard deviation of residuals and of sensitivity were achieved. Based on the standard deviation of residuals, the differences between the predicted values and the actual values of the linear regression using MDL-garrote (0.027) were less than the linear regression for no denoising (0.036). Therefore, the values obtained with MDL-garrote were more accurate. The precision increased with decreasing standard deviation; it was 0.0049 with MDL-garrote and 0.0065 for no denoising. MDL-garrote improvement the precision, as can be seen from Fig. 6 , the confidence limit (P = 0.05) for the plot of the MDL-garrote fitted model were nearest to the forecasts that of the plot of no denoising fitted model. Correlation was better with MDL-garrote and so was LOD.
Enhanced screening reliability
Subsequently, a fixed LOD = 0.0508% (w/v) was used to examine a bank of synthetic samples with concentration from 0 to 0.20 (thus encompassing 1.0, 2.0 and 3.0 LOD) in order to study the reliability of sensor. Table 4 shows the results for a noisy signal as following correction with MDL-garrote; as can be seen, denoising with MDL-garrote improved the efficiency of sensor near to and above the LOD.
Conclusions
The simulations conducted in this work revealed to perform garrote shrinkage better (i.e. to provide lower RMS value) than hard and soft shrinkage. If MDL principle is used, the results are better than even with the Stein's procedure. Achieving these improvements requires that MDL denoising be the only automatic method use to elect the wavelet basis and select the threshold.
The application of WT to data from piezoelectric sensors is becoming a major research area as a result of the chemical sensors are being increasingly smaller, inexpensive and widely used. WT is a potential tool for data denoising. Wavelet may offer improved performance over standard filters. Enhancements include improved signal-to-noise ratio, sensitivity of piezoelectric signals and sensor efficiency near to and above of LOD. The MDL denoising procedures are thus effective for processing real data from piezoelectric sensors. Furthermore, the use of MDL-garrote procedure ensures establishment of correct detection limits, thus freeing the signal that carries the analyte information of random deviations observed when repeated measurements of signals are made in real time. The wavelet denoising appears to be an ideal, consistent statistical procedure for the treatment of this type of signals.
