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Abstract. A compact Polish foliated space is considered. Part of this work
studies coarsely quasi-isometric invariants of leaves in some residual saturated
subset when the foliated space is transitive. In fact, we also use “equi-” versions
of this kind of invariants, which means that the definition is satisfied with
the same constants by some given set of leaves. For instance, the following
properties are proved.
Either all dense leaves without holonomy are equi-coarsely quasi-isometric
to each other, or else there exist residually many dense leaves without holo-
nomy such that each of them is coarsely quasi-isometric to meagerly many
leaves. Assuming that the foliated space is minimal, the first of the above
alternatives holds if and if the leaves without holonomy satisfy a condition
called coarse quasi-symmetry.
A similar dichotomy holds for the growth type of the leaves, as well as an
analogous characterization of the first alternative in the minimal case, involving
a property called growth symmetry. Moreover some classes of growth are
shared, either by residually many leaves, or by meagerly many leaves.
If some leaf without holonomy is amenable, then all dense leaves without
holonomy are equi-amenable, and, in the minimal case, they satisfy a property
called amenable symmetry.
Residually many leaves have the same asymptotic dimension.
If the foliated space is minimal, then any pair of nonempty open sets in the
Higson coronas of the leaves with holonomy contain homeomorphic nonempty
open subsets.
Another part studies limit sets of leaves at points in the coronas of their
compactifications, defined like their usual limit sets at their ends. These sets
are nonempty and compact, but they may not be saturated. The following
properties are shown.
The limit sets are saturated for compactifications less or equal than the
Higson compactification of the leaves. This establishes a relation between the
coarse geometry of the leaves and the structure of closed saturated sets.
For any given leaf, its limit set at every point in its Higson corona is the
whole space if and only if the foliated space is minimal.
For some dense open subset of points in the Higson corona of any leaf,
the corresponding limit sets are minimal sets.
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CHAPTER 1
Introduction
The work presented in this monograph is about the metric and topological
properties of Riemannian manifolds that arise as leaves of compact foliated spaces,
and more generally about the metric and topological porperties of orbits of pseu-
dogroups compactly generated pseudogroups of homeomorphisms of topological
spaces.
Since the inception of foliation theory as a proper mathematical subject of
research, with Reeb and Ehreshman and Haefliger, the problem of which manifolds
can be leaves has been one of fundamental interest and motive of research, even if
not explicitly stated as such. In its purest essence, a foliation of a manifold is a
decomposition of the manifold into equidimensional submanifolds, the leaves, and it
is a natural question to understand how they are assembled, and how the nature of
the ambient space affects their structure. In fact, it could, in retrospect, be said that
the problem appeared even before the first foliation of the three dimensional sphere
was explicitly known: because of algebraic topological reasons, a two dimensional
leaf of a foliation of S3 must be a torus. Reeb constructed the first foliation of
S3, and what it has since called a Reeb component: a foliated solid torus with one
compact leaf and a bundle of planes each having linear, rather than quadratic, area
growth (later Novikov proved that any foliation of S3 must contain at least one
Reeb component).
The problems thus suggested by the structure of the Reeb foliation, and by
the structure of the topology of flows (Poincare´-Bendixon theory, the Denjoy flow
and the Cherry flow of the torus) took a definite position in mathematical research
in the early 1970’s with the work of many on many topics, for example: growth
and invariant measures (Hirsch, Thurston, Plante, Mossu-Pelletier, Anosov, Ruelle-
Sullivan), realizability of manifolds as leaves (Sullivan, Sondow, Cantwell-Conlon,
Raymond), non-leaves (Ghys, Inaba et al.), limit sets of leaves (Duminy). Sullivan
posed the explicit problem in [96]: Problem 8. What do 2-dimensional leaves in S3
look like?
It is not our intention to give a complete historical account of these devel-
opments because they are well surveyed in the paper of Hurder [68], which also
introduced to the study of foliation theory many of the concepts studied in the
present work.
We would also like to make a explitic mention of the paper of D. Cass [31]
who gave the first published results relating the recurrence properties of leaves of
foliations with their quasi-isometry types, and who quoted an unpublished result
of Gromov that we have developed in [7].
Paraphrasing a referee, the work to be presented can be considered as the com-
plete development of the ideas behind Cass work, the continuation of our work on
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the descriptive set theory aspects of foliations [8] and [9], and the further appli-
cations of these ideas to the properties of the coarse geometry of open complete
manifolds which arise as leaves of foliations of compact manifolds.
We consider (compact) Polish foliated spaces. The original question that moti-
vated our work, here and elsewhere, was not the original Problem 8 of Sullivan cited
above: what do the leaves of a foliation look like?, but rather: when do all leaves
of a foliated space look alike? (the quantifier “all leaves” is taken in the relaxed
sense of category theory or measure theory). By “look alike” we not only mean the
strongest possibility of “being quasi-isometric,” but also that possibility of sharing
a common quasi-isometry invariant, like having the same growth type, or the same
end-point compactification, for example. In fact, we also use “equi-” versions of
this kind of invariants, which means that the definition is satisfied with the same
constants by some given set of leaves. For instance, the following properties are
proved.
We prove the following complete characterization of the when and how all
leaves “look alike.” Either all dense leaves without holonomy are equi-coarsely
quasi-isometric to each other, or else there exist residually many dense leaves with-
out holonomy such that each of them is coarsely quasi-isometric to meagerly many
leaves. Assuming that the foliated space is minimal, the first of the above alterna-
tives holds if and if the leaves without holonomy satisfy a condition called coarse
quasi-symmetry.
We also show that a similar dichotomy holds for the growth type of the leaves,
as well as an analogous characterization of the first alternative in the minimal case,
involving a property called growth symmetry. Moreover some classes of growth are
shared, either by residually many leaves, or by meagerly many leaves.
Other quasi-isometry invariants that we study are amenability: if some leaf
without holonomy is amenable, then all dense leaves without holonomy are equi-
amenable (in the minimal case, they satisfy a property called amenable symmetry),
and asymptotic dimension: residually many leaves have the same asymptotic di-
mension.
Limit sets of leaves of foliated spaces have always been a fundamental topic
of research (originating with the Poincare´-Bendixon theory for planar differential
equations). The limits sets that we study here arise from points in the coronas of
compactifications of leaves. Tradicionally the compactification studied has been the
end-point compactification, but from the point of view of quasi-isometry, the Higson
compactification is more relevant (as we have shown elsewhere, this compactification
characterizes quasi-isometric spaces).
First we show that, in certain sense, all leaves look alike at infinity: if the
foliated space is minimal, then any pair of nonempty open sets in the Higson coronas
of the leaves with holonomy contain homeomorphic nonempty open subsets.
After that we study limit sets of leaves at points in the coronas of their compact-
ifications, defined like their usual limit sets at their ends. These sets are nonempty
and compact, but they may not be saturated (union of leaves). The following prop-
erties are shown: (a) The limit sets are saturated for compactifications less or equal
than the Higson compactification of the leaves (this establishes a relation between
the coarse geometry of the leaves and the structure of closed saturated sets); (b)
for any given leaf, its limit set at every point in its Higson corona is the whole space
if and only if the foliated space is minimal; and (c) for some dense open subset of
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points in the Higson corona of any leaf, the corresponding limit sets are minimal
sets.
To be more precise, let (X,F) be a compact Polish foliated space; i.e., this
foliated space is compact, Hausdorff and second countable. A regular foliated atlas,U , for (X,F) induces a coarse metric, dU , on each leaf L [68]: for x, y ∈ L, dU(x, y)
is the minimum number of U-plaques whose union is connected and contains x and
y. A metric d∗U on L can be obtained by modifying dU on the diagonal of L × L,
where d∗U is declared to be zero. By the compactness of X and the regularity of U ,
it follows that the coarse quasi-isometry type of the leaves with d∗U (in the sense of
Gromov [55]) is independent of the choice U . In this way, the leaves are equipped
with a coarse quasi-isometry type (of metrics) determined by (X,F). The leaves of(X,F) belong to a class of metric spaces for which the coarse quasi-isometry type
equals the coarse type [85], [86]. Thus terms like “coarse equivalence” and “coarse
type” could be used as well in our statements. Moreover Roe [86] extended to
coarse spaces many of the quasi-isometric invariants and properties we use (bounded
geometry, growth, amenability, Higson corona and asymptotic dimension).
Let (X,F) be leafwise differentiable of class C3 (Ck smoothness is defined in
[23]), and g be a C2 leafwise Riemannian metric on X. Then the coarse quasi-
isometry type of the leaves is also represented by the Riemannian distance induced
on them by g. The restrictions of g also define a differentable quasi-isometry type
of the leaves, which depends only on (X,F).
The determination of the coarse quasi-isometry type of the leaves of a foliated
space obtained in the present work is in fact slightly stronger than stated above. A
regular foliated atlas U for (X,F) determines a set of metric spaces {(L,d∗U)}, where{L} is the set of leaves of (X,F). If U and V are regular foliated atlases for (X,F),
then the set of metric spaces {(L,d∗U)} is equi-coarsely quasi-isometric to the set
of metric spaces {(L,d∗V)} in the sense that all the coarse quasi-isometries between
each pair of metric spaces (L,d∗U) and (L,d∗V) share common distortion constants
(a coarsely quasi-isometric version of equicontinuity). This kind of terminology will
be used with several concepts of metric spaces, with a similar meaning, when their
definition involves constants.
The first goal of this work is to study the coarse quasi-isometry properties of the
generic leaf of (X,F), that is, to study what quasi-isometry properties are generic in
the topological sense that there is a residual saturated subset of the foliated space all
whose leaves share that quasi-isometry property. Thus we will focus on the generic
coarse properties of the leaves. For the existence of interesting generic properties of
the leaves, it will be often required that the foliated space be transitive (some leaf
is dense) or even minimal (all leaves are dense); these conditions, transitivity and
minimality, are the topological counterparts of ergodicity. For example, the closure
of any leaf of (X,F) is a transitive foliated subspace, and any minimal subset of(X,F) is a minimal foliated space. The condition on X to be compact is also useful
because it determines the quasi-isometric types of the leaves.
This part may be thus be placed in the area of Ghys [50], and Cantwell and
Conlon [28], who have studied the topology of the generic leaf, where “generic” was
used in a measure theoretic sense by Ghys, and in a topological sense by Cantwell
and Conlon. Indeed, it was Ghys who raised the problem of studying the quasi-
isometry type of the generic leaf.
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Recall that a set in a topological space is said to be residual if it contains a
countable intersection of open dense subsets. The complements of residual sets are
called meager. The Borel sets (respectively, Baire sets) are the elements of the
the smallest σ-algebra containing all open sets (respectively, all open sets and all
meager sets). Being “generic” in the topological sense refers to a property that
holds on a residual set.
For a Polish foliated space (X,F), the following notation will be standing for
the rest of this work. The leaf of (X,F) that contains x ∈X is denoted by Lx. The
subset of X consisting of the union of all leaves that have no holonomy is denoted
by X0, and the subset of X consisting of all the leaves that are dense and have no
holonomy is denoted by X0,d.
Hector [61] and Epstein-Millet-Tischler [42] have proved that that X0 is a
residual subset of X, and that, if (X,F) is transitive, then X0,d is also residual in
X. This suggests that, when (X,F) is transitive, residually many leaves might have
other properties, besides having no holonomy and being dense. Concerning quasi-
isometric invariants, we often find out that there is a dichotomy: either residually
many leaves share a common value of the invariant, or else every possible value of
the invariant is shared by meagerly many leaves. Of course, only the first of these
alternatives can happen if the invariant has a countable number of possible values.
We also consider relations in X defined by being in leaves with a common value
of an invariant, and show that these relations are Borel in X0 ×X0 and Baire in
X ×X.
In most of the results of this work, the generic leaf is a leaf in X0 or in X0,d.
The reason is that an essential tool of the proof is the local Reeb stability theorem,
which involves the holonomy of the leaves.
The main theorems are stated presently.
Theorem 1.1. Let (X,F) be a compact Polish foliated space. The equivalence
relation “x ∼ y if and only if the leaf Lx is coarsely quasi-isometric to the leaf Ly”
has a Borel relation set in X0 × X0, and has a Baire relation set in X × X; in
particular, it has Borel equivalence classes in X0, and Baire equivalence classes in
X.
Theorem 1.2. Let (X,F) be a transitive compact Polish foliated space. Then
the following dichotomy holds:
(i) Either all leaves in X0,d are equi-coarsely quasi-isometric to each other; or
else
(ii) every leaf in X is coarsely quasi-isometric to meagerly many leaves; in par-
ticular, in this case, there are uncountably many coarse quasi-isometry types
of leaves in X0,d.
In Theorem 1.2, the alternative (i) means that there exists a generic quasi-
isometry type of leaves. This holds for instance in the case of equicontinuous
foliated spaces under some mild conditions [10].
The next theorem characterizes the alternative (i) of Theorem 1.2 by using a
property of metric spaces called coarse quasi-symmetry. A metric space is coarsely
quasi-symmetric if it admits a set of equi-coarsely quasi-isometric transformations
that is transitive in the sense that, for every pair of points of the metric space, there
is a coarse quasi-isometry in that set mapping one point onto the other. (Equi-)
coarse quasi-symmetry is invariant by (equi-) coarse quasi isometries.
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Theorem 1.3. The following properties hold for a compact Polish foliated space(X,F):
(i) Suppose that (X,F) is transitive. If one leaf is coarsely quasi-symmetric, then
the alternative (i) of Theorem 1.2 holds.
(ii) Suppose that (X,F) is minimal. If the alternative (i) of Theorem 1.2 holds,
then all leaves in X0 are equi-coarsely quasi-symmetric.
Roe [84, Proposition 2.25] notes that the number of ends is a coarse invari-
ant for some class of metric spaces, which includes the leaves of X. Furthermore
Bridson and Haefliger have proved that the end space is a coarsely quasi-isometric
invariant of proper geodesic spaces [21, Proposition 8.29]. Indeed the end space is
a coarse invariant of each leaf; this is proved by introducing the coarse end space
of any metric space, and showing that it equals the usual end space under certain
conditions.
The space of ends of the generic leaf plays an important role in the indicated
studies of its topology; in particular, a slight simplification of [28, Theorem A]
states that, if (X,F) is minimal, then residually many leaves without holonomy
have zero, one, two or a Cantor space of ends, simultaneously. Since the end space
is a coarse invariant, we directly get the following slight improvement of that result
when alternative (i) of Theorem 1.2 holds.
Corollary 1.4. Suppose that (X,F) is minimal and satisfies the alterna-
tive (i) of Theorem 1.2. Then all leaves in X0 have zero, one, two or a Cantor
space of ends, simultaneously.
Another proof of Corollary 1.4 is also given, showing that, under certain mild
conditions, any coarsely quasi-symmetric metric space has zero, one, two or a Can-
tor space of coarse ends (Theorem 6.39).
Corollary 1.4 is useful to give examples of minimal compact Polish foliated
spaces satisfying the alternative (ii) of Theorem 1.2. For instance, this alternative
is satisfied by the foliated space of Ghys-Kenyon [51] because it has a leaf without
holonomy with four ends. Lozano [75] gives variations of the example of Ghys-
Kenyon, producing minimal foliated spaces with leaves without holonomy that have
any finite number ≥ 3 of ends; they also must satisfy alternative (ii) of Theorem 1.2
by Corollary 1.4.
Blanc [19, The`oreme 1] has shown that, if F is minimal and residually many
leaves have two ends, then all leaves without holonomy are coarsely quasi-isometric
to Z, and the leaves with holonomy are coarsely quasi-isometric to N and have
holonomy group Z/2Z. This completely describes the coarse quasi-isometry type
of the leaves in the case with two ends of Corollary 1.4. In particular, it follows
that F satisfies alternative (ii) of Theorem 1.2 if it is minimal and has a leaf with
two ends that is not coarsely quasi-isometric to Z. For instance, the Ghys-Kenyon
foliated space also contains leaves with two ends that are not quasi-isometric to Z
[1].
Observe that Theorems 1.1–1.3 and Corollary 1.4 cannot be directly extended
to the leaves with finite holonomy groups by the theorem of Blanc quoted above. In
that case, the leaves with holonomy are not coarsely quasi-isometric to the leaves
with holonomy, and they are not coarsely quasi-symmetric. However they have a
common coarse quasi-isometric type, which could be true with more generality.
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One of the classic coarsely quasi-isometric invariants of a leaf L of a compact
Polish foliated space (X,F) is its growth type. It can be defined as the growth type
of the function r ↦ vU(x, r) (r > 0), for any regular foliated atlas U and x ∈ L,
where vU(x, r) is the number of plaques of U that meet the d∗U -ball of center x and
radius r—this growth type is independent of U and x. If the functions r ↦ vU(x, r)
(x ∈ L) have equi-equivalent growth, then L is called growth symmetric. If (X,F)
is C3 and g is a C2 leafwise Riemannian metric on X, then the growth type of L
equals the usual growth type of the connected Riemannian manifold L with the
restriction of g.
Block and Weinberger [20] introduced the class of metric spaces of coarse
bounded geometry, and defined the growth type for any metric space in this class;
it agrees with the above definition for leaves of F , which are included in this class.
Growth symmetry can be also defined with this generality. (Equi-) growth type
and (equi-) growth symmetry are invariant by (equi-) coarse quasi-isometries.
Theorem 1.5. Let (X,F) be a compact Polish foliated space. The equivalence
relation “x ∼ y if and only if Lx has the same growth type as Ly” has a Borel
relation set in X0 ×X0, and has a Baire relation set in X ×X; in particular, it has
Borel equivalence classes in X0, and Baire equivalence classes in X.
Theorem 1.6. Let (X,F) be a transitive compact Polish foliated space. Then
the following dichotomy holds:
(i) Either all leaves in X0,d have equi-equivalent growth; or else
(ii) the growth type of each leaf in X is comparable with the growth type of meagerly
many leaves; in particular, in this second case, there are uncountably many
growth types of leaves in X0,d.
The alternative (i) of Theorem 1.6 is the case where there is a generic growth
type.
Theorem 1.7. Let (X,F) be a compact Polish foliated space. The following
properties hold:
(i) Suppose that (X,F) is transitive. If there is a growth symmetric leaf in X0,d,
then the alternative (i) of Theorem 1.6 holds.
(ii) Suppose that (X,F) is minimal. If the alternative (i) of Theorem 1.6 holds,
then all leaves in X0 are equi-growth symmetric.
Theorem 1.8. Suppose that (X,F) is a transitive compact Polish foliated
space. Then there are a1, a3 ∈ [1,∞], a2, a4 ∈ [0,∞) and p ≥ 1 such that
lim sup
r→∞
log v(x, r)
log r
= a1 , a2 ≤ lim inf
r→∞ log v(x, r)r ≤ pa2 ,
lim inf
r→∞ log v(x, r)log r = a3 , lim supr→∞ log v(x, r)r = a4
for residually many points x in X. Moreover
lim inf
r→∞ log v(x, r)log r ≥ a3 , lim supr→∞ log v(x, r)r ≤ a4
for all x ∈X0,d.
The conditions used in the following result are defined by requiring that the
superior and inferior limits used in Theorem 1.8 be <∞, > 0 or ≤ 0 (see Sections 4.1
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and 4.2). All of those terms are standard except pseudo-quasi-polynomial, which
is introduced here. It is well known that the growth type of all non-compact leaves
of F is at least linear and at most exponential.
Corollary 1.9. Let (X,F) be a transitive compact Polish foliated space. Then
the following sets are either meager or residual in X:
(i) the union of leaves in X0 with polynomial growth;
(ii) the union of leaves in X0 with exponential growth;
(iii) the union of leaves in X0 with quasi-polynomial growth;
(iv) the union of leaves in X0 with quasi-exponential growth; and
(v) the union of leaves in X0 with pseudo-quasi-polynomial growth.
Moreover,
(a) if the set (iii) is residual in X, then it contains X0,d; and,
(b) if one of the sets (iv) or (v) is meager in X, then it does not meet X0,d.
Hector [62] constructed a remarkable example of a C∞ foliation F of codimen-
sion one on X = M × S1 (where M is the closed oriented surface of genus two),
which is transverse to the factor S1, satisfying the following properties:● For each integer n ≥ 0, there is exactly one proper leaf of exactly polyno-
mial growth of degree n. Every other leaf has non-polynomial growth and
is dense.● Each non-polynomial growth class of leaves has the cardinality of the
continuum.● It has one growth class of leaves with exponential growth.● The set of growth classes which are non-polynomial but quasi-polynomial
(respectively, non-quasi-polynomial but non-exponential) has the cardi-
nality of the continuum.
It will be shown that this example satisfies the alternative (ii) of Theorem 1.6.
In fact, the following stronger property will be proved. In Hector’s example, the
relation of being in leaves with the same growth type is generically ergodic with
respect to the isomorphism relation on countable models (Theorem 11.6). The proof
uses our work [9] on turbulent relations. This suggests that, in the alternatives
Theorem 1.2-(ii) and Theorem 1.6-(ii), it might be true that the relations involved
are turbulent, and therefore generically ergodic with respect to the isomorphism
relation on countable models (Problem 3).
Cantwell and Conlon [26] have proved that there is a set G of growth types,
containing a continuum of distinct quasi-polynomial but non-polynomial types and
a continuum of distinct non-exponential but non-quasipolynomial types, together
with the exponential type, such that, for any closed C∞ 3-manifold M and γ ∈ G,
there is a C∞ foliation F on M with a local minimal set U of locally dense type so
that: ● U ∖U is a finite union of totally proper leaves;● the leaves of F in U have trivial holonomy and are diffeomorphic one
another; and● each leaf of F ∣U has growth type γ.
Then the foliated space X = U , with the restriction of F , satisfies the alternative (i)
of Theorem 1.6 because X0 = X0,d ⊃ U and all leaves have the same growth type
on U . It also satisfies the alternative (i) of Theorem 1.2 (Section 11.10.5.1).
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Let U be a regular foliated atlas for (X,F), and let S be a set of U-plaques in
the same leaf L. The boundary ∂S is the set of U-plaques in L that meet U-plaques
in S and outside S. It is said that L is U-Følner when there is a sequence of finite
sets Sn of U-plaques such that ∣Sn∣/∣∂Sn∣→ 0 as n→∞, where ∣Sn∣ is the cardinal of
Sn. This condition is independent of the choice of U , and L is called amenable when
it is satisfied. If (X,F) is C3 and g is a C2 leafwise Riemannian metric on (X,F),
then a leaf L is amenable if and only if it is Følner as Riemannian manifold with
the restriction of g. Amenable symmetry is also introduced for a leaf L; roughly
speaking, it means that the Følner condition is satisfied uniformly close to any
point of L, and with the same rate of convergence to zero; the precise statement of
this definition is indeed very involved. We will also use a property stronger than
equi-amenable symmetry called joint amenable symmetry.
The concept of amenability was extended to arbitrary metric spaces of coarse
bounded geometry by Block and Weinberger [20]. All of the above variants of
amenability can be also defined in this setting, becoming (equi-) coarsely quasi-
isometric invariants.
Theorem 1.10. Let (X,F) be a compact Polish foliated space. The following
properties hold:
(i) If (X,F) is transitive and some leaf in X0 is amenable, then all leaves in
X0,d are equi-amenable.
(ii) If (X,F) is minimal and some leaf in X0 is amenable, then all leaves in X0
are jointly amenably symmetric.
A foliated space is called amenable when it has an invariant mean on the
holonomy pseudogroup, which is not equivalent to amenability (or Følner property)
of the leaves [70], [3]. We remark that the concept of amenable foliated space is not
used in Theorem 1.10; we only use amenability of the leaves, and some “uniform”
versions of amenability of the leaves.
Another coarse invariant of a metric space M is its Higson corona νM . When
M is proper, it is the corona of the Higson compactification Mν , which is defined
by applying the Gelfand-Naimark theorem to the bounded continuous functions
on M whose variation vanish at infinity. The Higson corona plays an important
role in coarse geometry [84], [86]; indeed, a weak version of the germ of νM in Mν
contains all coarse information of M (Proposition 7.4; see also [11]). The semi weak
homogeneity used in the following theorem means that, given any pair of nonempty
open sets, there is a non-empty open subset of one of them homeomorphic to some
open subset of the other one—this is weaker than weak homogeneity [44], which
means that, for all points x and y, there is a pointed homeomorphism (U,x)→ (V, y)
for some open neighborhoods, U of x and V of y.
Theorem 1.11. Let (X,F) be a compact Polish foliated space. If F is minimal,
then the space ⊔L νL, with L running in the set of all leaves in X0, is semi weakly
homogeneous.
A numerical coarsely quasi-isometric invariant of metric spaces is their asymp-
totic dimension, introduced by Gromov [55]. It can be defined by using covers by
uniformly bounded open sets, in a way dual to the definition of Lebesgue cover-
ing dimension (by coarsening the covers instead of refining them). The relevance
of this invariant of a metric space is illustrated by a theorem of Dranishnikov,
Keesling and Uspenkij [38], stating that dimνM ≤ asdimM for all proper metric
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space M , which is complemented by another theorem of Dranishnikov [37], stating
that dimνM = asdimM if asdimM <∞. Moreover Yu [99] related the asymptotic
dimension to the Novikov conjecture.
Theorem 1.12. Let (X,F) be a transitive compact Polish foliated space. Then
residually many leaves have de same asymptotic dimension.
The following theorem is a coarsely quasi-isometric version of the “Proposition
fondamentale” of Ghys [50, p. 402], using generic leaves in a topological sense.
Theorem 1.13. Suppose that (X,F) is a minimal compact Polish foliated
space, and let B be a Baire subset of X. Then:
(i) either the F-saturation of B is meager; or else
(ii) the intersections of residually many leaves with B are equi-nets in those leaves.
Due to the relevance of Ghys’ result in the description of the topology of the
generic leaf, we expect that this theorem will be relevant to describe the differen-
tiable quasi-isometry type of generic leaves. We will give a counterexample showing
that the measure theoretic version of Theorem 1.13 is false. Thus there may be more
difficulties to study the measure theoretic generic differentiable quasi-isometric type
of leaves. However weaker measure theoretic versions of Theorems 1.2, 1.6 and 1.8
will be proved, involving an ergodic harmonic measure [47] so that X ∖ X0 has
measure zero.
Another goal of this work is to study the limit sets limeL of a leaf L at a
point e in the corona of any compactification of L, which is a straightforward
generalization of the usual limit set of L, or its e-limit for any end e of L. For a
general compactification of L, the corresponding limit sets of L are closed in X and
nonempty, but they may not be F-saturated. However we will mainly consider the
Higson compactification Lν , or compactifications L ≤ Lν ; i.e., idL has a continuous
extension Lν → L. Then the following theorem gives a bridge between the coarse
geometry of the leaves and the structure of closed saturated subsets.
Theorem 1.14. Let (X,F) be a compact Polish foliated space. Let L be a
compactification of a leaf L, with corona ∂L. If L ≤ Lν , then limeL is F-saturated
for all e ∈ ∂L.
As defined by Cantwell and Conlon [28], a leaf L of F is totally recurrent if
lime =X for all end e of L. They showed that the set of totally recurrent leaves ofF , if non-empty, is residual. Correspondingly, using the Higson corona, L is said
to be Higson recurrent if limeL = X for all e ∈ νL. Higson recurrence behaves in
the following manner.
Theorem 1.15. Let (X,F) be a compact Polish foliated space. A leaf is Higson
recurrent if and only if F is minimal.
For each F-minimal set Y and every leaf L, let νY L = {e ∈ νL ∣ limeL = Y }.
Theorem 1.16. Let (X,F) be a compact Polish foliated space. For any leaf L,
the space ⋃Y IntνL(νY L), where Y runs in the family of F-minimal sets, is dense
in νL.
The proofs of the main theorems of this work will be carried out in the context
of the holonomy pseudogroup of (X,F). For a regular foliated atlas U for (X,F),
the set E of the transverse components of the changes of coordinates generate a
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pseudogroup H on a space Z, which is called a representative of the holonomy
pseudogroup of (X,F). In turn, E defines a metric dE on the H-orbits, by setting
dE(x, y) to be the smallest number of elements of E whose composition is defined
at x and maps x to y. Then the F-leaves with d∗U are coarsely quasi-isometric to theH-orbits with dE . In this way, our main theorems are easy consequences of their
versions for pseudogroups. Most of the work is devoted to prove those pseudogroup
versions, as well as to develop the needed tools about metric spaces.
In the case of Theorem 1.13, an alternative direct proof is also given because it
is very short and conceptually interesting. Also, this second proof is representative
of the type of direct proofs that could be given for other results. However the
pseudogroup versions of these theorems have their own interest; for instance, they
can be directly applied to orbits of finitely generated group actions on compact
Polish spaces.
The structure of this work is the following. Chapters 2–7 recall the needed
concepts and results about coarse quasi-isometric invarints, and gives new con-
cepts and results that will be required in the subsequent chapters. Chapter 8
contains preliminaries about pseudogroups, including the pseudogroup version of
Theorem 1.13 and a quasi-isometric version of the Reeb local stability for pseu-
dogroups. Chapter 9 contains proofs of the pseudogroup versions of all other main
theorems. In Chapter 10, the needed preliminaries on foliated spaces are recalled,
and the main results are obtained from their pseudogroup versions. It also includes
a section with the measure theoretic versions of Theorems 1.2, 1.6 and 1.8, and
Corollary 1.9, and a section showing that the measure theoretic version of Theo-
rem 1.13 fails. Chapter 11 contains a section devoted to examples, and another
section with open problems.
CHAPTER 2
Coarse quasi-isometries
In Chapters 2–7, we recall basic concepts and results about coarse geometry
on metric spaces, which will be needed in the study of leaves. Some new concepts
and results are also given. To begin with, this chapter is devoted to the study of
coarse quasi-isometries, and other related classes of maps. They define the primary
relation we want to explore on a compact foliated space, being in coarsely quasi-
isometric leaves.
2.1. Notation, conventions and terminology
The contents of this section applies to Chapters 2–7.
Symbols M , M ′ and M ′′ will denote metric spaces with attendant metrics d,
d′ and d′′, respectively; {Mi}i∈I and {M ′i} will denote classes of metric spaces with
the same index I = {i}. Unless otherwise stated, a subset of a metric space becomes
a metric space with the induced metric.
Let r, s ≥ 0, x ∈ M and S,T ⊂ M . The open and closed balls in M of center
x and radius r, defined by dM(x, ⋅) < r and dM(x, ⋅) ≤ r, are denoted by BM(x, r)
and BM(x, r), respectively; in particular, BM(x,0) = {x}, and BM(x,0) = ∅. The
penumbra1 of S of radius r is the set
PenM(S, r) = ⋃
y∈SBM(y, r) .
In particular, BM(x, r) = PenM({x}, r). The terms open/closed r-ball and r-
penumbra will be also used to indicate the radius r. Obviously,
(2.1) PenM(S ∩ T, r) ⊂ PenM(S, r) ∩PenM(T, r) .
Moreover, by the triangle inequality,
(2.2) PenM(PenM(S, r), s) ⊂ PenM(S, r + s)
for all r, s > 0, and
(2.3) r < sÔ⇒ PenM(S, r) ⊂ PenM(S, r) ⊂ PenM(S, s) ,
where the first inclusion is an equality if M is proper2. The r-boundary3 of S is the
set
∂Mr S = PenM(S, r) ∩PenM(M ∖ S, r) ;
in particular, ∂M0 S = ∅. The notation B(x, r), B(x, r), Pen(S, r) and ∂rS can be
also used if it is clear which metric space is being considered. The inclusion
(2.4) ∂r Pen(S, s) ⊂ ∂r+sS
1This is slightly different from the definition of this concept given in [85].
2Recall that M is called proper if its closed balls are compact
3This is also slightly different from the definition of this concept given in [20].
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can be proved as follows. For each x ∈ ∂r Pen(S, s), there are y ∈ Pen(S, s) and
z ∈M ∖Pen(S, s) ⊂M ∖S such that d(x, y) ≤ r and d(x, z) ≤ r. Then there is y0 ∈ S
such that d(y, y0) ≤ s, obtaining d(x, y0) ≤ r + s by the triangle inequality. Thus
x ∈ ∂r+sS.
2.2. Coarse quasi-isometries
A map f ∶M →M ′ is Lipschitz if there is some C > 0 such that d′(f(x), f(x′)) ≤
C d(x, y) for all x, y ∈M . Such a C will be called a Lipschitz distortion of f . The
map f is called bi-Lipschitz when there is C ≥ 1 such that
1
C
d(x, y) ≤ d′(f(x), f(x′)) ≤ C d(x, y)
for all x, y ∈ M . In this case, C will be called a bi-Lipschitz distortion of f . The
term C-(bi)-Lipschitz may be also used for a (bi-)Lipschitz map with (bi-)Lipschitz
distortion C. A 1-Lipschitz map is called non-expanding. A class of (bi-)Lipschitz
maps is called equi-(bi-)Lipschitz when they have some common (bi-)Lipschitz dis-
tortion. Two metrics d1 and d2 on a set S are called Lipschitz equivalent if the
identity map (S, d1) → (S, d2) is bi-Lipschitz. Let {Si} be a class of sets each en-
dowed with two metrics di,1 and di,2; the class {di,1} is equi-Lipschitz equivalent to{di,2} if, for all i, the identity maps (Si, di,1)→ (Si, di,2) are equi-bi-Lipschitz.
Remark 2.1. Any bi-Lipschitz map is injective. If f ∶M →M ′ and f ′ ∶M ′ →
M ′′ are (bi-)Lipschitz maps with respective (bi-)Lipschitz distortions C and C ′,
then f ′f ∶M →M ′′ is a (bi-)Lipschitz map with (bi-)Lipschitz distortion CC ′.
A subset A of M is called a net in M if there is K ≥ 0 such that PenM(A,K) =
M . A subset A of M is said to be separated if there is δ > 0 such that d(x, y) > δ
for every x ≠ y in A. The terms K-net4 and δ-separated will be also used. If {Mi}
is a class of metric spaces, a class of subsets {Ai ⊂Mi} is called an equi-net if there
is K ≥ 0 such that every Ai is a K-net in Mi.
Remark 2.2. If A is a K-net in M , then it is a K-net in any subset of M that
contains A. By the triangle inequality, if A1 is a K1-net in M , and A2 is a K2-net
in A1, then A2 is a (K1 +K2)-net in M . If f ∶M →M ′ is a bi-Lipschitz bijection
with bi-Lipschitz distortion C, and A is a K-net in M , then f(A) is a CK-net in
M ′.
Lemma 2.3 (A´lvarez-Candel [11, Lemma 2.1]). Let K > 0 and x0 ∈M . There
is some K-separated K-net A of M so that x0 ∈ A.
Remark 2.4. In [11, Lemma 2.1], it is not explicitly stated that x0 ∈ A. In
that proof, A is a maximal element of the family of K-separated subsets of M . But
the proof works as well using the family of K-separated subsets of M that contain
x0, obtaining Lemma 2.3. In fact, it can be similarly proved that there is some
K-separated K-net containing any given K-separated subset.
Definition 2.5 (Gromov [55]). A coarse quasi-isometry of M to M ′ is a bi-
Lipschitz bijection f ∶ A→ A′, where A and A′ are nets in M and M ′, respectively;
in this case, M and M ′ are said to have the same coarse quasi-isometry type or
to be coarsely quasi-isometric. If A and A′ are K-nets, and C is a bi-Lipschitz
4The definition of K-net is slightly different from the definition used in [11]. Our arguments
become simpler in this way.
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distortion of f , then the pair (K,C) is called a coarse distortion of f ; the term(K,C)-coarse quasi-isometry may be also used in this case. It is said that a map
M →M ′ induces a coarse quasi-isometry when its restriction to some subsets of M
and M ′ is a coarse quasi-isometry of M to M ′. A coarse quasi-isometry of M to
itself will be called a coarsely quasi-isometric transformation of M .
Remark 2.6. If f ∶ A → A′ is a (K,C)-coarse quasi-isometry of M to M ′,
then f−1 ∶ A′ → A is a (K,C)-coarse quasi-isometry of M ′ to M . If moreover
g ∶ B′ → B′′ is a (K,C)-coarse quasi-isometry of M ′ to M ′′, and A′ ⊂ B′, then,
using Remarks 2.1 and 2.2, it is easy to check that gf ∶ A → g(A′) is a coarse
quasi-isometry of M to M ′′ with coarse distortion (K +CK,C2).
Definition 2.7. Let fi be a coarse quasi-isometry of each Mi to M
′
i . If all
of them have a common coarse distortion, then {fi} is called a family of equi-
coarse quasi-isometries. In this case, {Mi} and {M ′i} are called equi-coarsely quasi-
isometric.
Definition 2.8. Two coarse quasi-isometries f ∶ A → A′ and g ∶ B → B′ of M
to M ′ are said to be close if there are r, s ≥ 0 such that, for all x ∈ A, there is some
y ∈ B with d(x, y) ≤ r and d′(f(x), g(y)) ≤ s. (In this case, it may be also said that
f and g are (r, s)-close, or that f is (r, s)-close to g.)
Proposition 2.9. “Being close” is an equivalence relation on the set of coarse
quasi-isometries of M to M ′.
Proof. The relation “Being close” is obviously reflexive. To prove that it is
symmetric, let f ∶ A → A′ and g ∶ B → B′ be coarse quasi-isometries of M to M ′
such that f is (r, s)-close to g. Let (K,C) be a coarse distortion for g. For any
y ∈ B, there is some x ∈ A such that d(x, y) ≤ K. Then there is some y′ ∈ B such
that d(x, y′) ≤ r and d′(f(x), g(y′)) ≤ s. It follows that
d′(f(x), g(y)) ≤ d′(f(x), g(y′)) + d′(g(y′), g(y)) ≤ s +C d(y′, y)≤ s +C(d(y′, x) + d(x, y)) ≤ s +C(r +K) ,
obtaining that g is (K,s +C(r +K))-close to f .
To prove that the relation “Being close” is transitive, let f and g be as above,
and let h ∶ D → D′ be a coarse quasi-isometry of M to M ′ that is (t, u)-close to g.
By the triangle inequality, it easily follows that f is (r + t, s + u)-close to h. 
2.3. Coarse composites
Let f ∶ A → A′1 and f ′ ∶ A′2 → A′′ be coarse quasi-isometries of M to M ′ and
of M ′ to M ′′, respectively, and let (K,C) be a coarse distortion for both. The
following definition makes sense by Remark 2.6.
Definition 2.10. A coarse composite of f and f ′ is any coarse quasi-isometry
of M to M ′′ that is close to the composite g′g, where g (respectively, g′) is a coarse
quasi-isometry of M to M ′ (respectively, of M ′ to M ′′) close to f (respectively, f ′)
such that im g ⊂ dom g′.
Proposition 2.11. Every two coarse composites of f and f ′ are close.
Proof. Let g and h be coarse quasi-isometries of M to M ′ close to f , and
let g′ and h′ be coarse quasi-isometries of M ′ to M ′′ close to f ′. Suppose that
14 2. COARSE QUASI-ISOMETRIES
im g ⊂ dom g′ and imh ⊂ domh′. Then the composites g′g ∶ dom g → g′(im g) and
h′h ∶ domh → h′(imh) are coarse quasi-isometries of M to M ′′ (Remark 2.6). By
Proposition 2.9, there are r, s, t, u ≥ 0 such that g is (r, s)-close to h, and g′ is (t, u)-
close to h′. Thus, for each x ∈ dom g, there is some y ∈ domh so that d(x, y) ≤ r
and d(g(x), h(y)) ≤ s. Then there is some z′ ∈ domh′ such that d′(g(x), z′) ≤ t and
d′′(g′g(x), h′(z′)) ≤ u. Let C be a bi-Lipschitz distortion of h′. We get
d′′(g′g(x), h′h(y)) ≤ d′′(g′g(x), h′(z′)) + d′′(h′(z′), h′h(y))≤ u +C d′(z′, h(y)) ≤ u +C(d′(z′, g(x)) + d′(g(x), h(y))) ≤ u +C(t + s) .
This shows that g′g is (r, u +C(t + s))-close to h′h. 
The existence of coarse composites is guaranteed by the following result.
Proposition 2.12. There is a coarse composite g ∶ B → B′′ of f and f ′ with
coarse distortion (K(5C + 1),5C2) such that B is a 5KC-net of A, B′′ is a 3KC-
net of A′′, and d′(f(x), f ′−1g(x)) ≤ 2K for all x ∈ B. Furthermore, if x1 ∈ A and
x′2 ∈ A′2 are given so that d′(f(x1), x′2) ≤ 2K, then g can be chosen such that x1 ∈ B,
f ′(x′2) ∈ B′′ and g(x1) = f ′(x′2).
The following lemma will be used to prove Proposition 2.12.
Lemma 2.13. For K > 0, let A1 and A2 be K-nets of M . Then there is a(6K,5)-coarsely quasi-isometric transformation h ∶ B1 → B2 of M such that B1
is a 5K-net of A1, B2 is a 3K-net of A2, and d(x,h(x)) ≤ 2K for all x ∈ B1.
Moreover, if x1 ∈ A1 and x2 ∈ A2 are given so that d(x1, x2) ≤ 2K, then h can be
chosen so that x1 ∈ B1, x2 ∈ B2 and h(x1) = x2.
Proof. By Lemma 2.3, Ak has some K-separated K-net A
′
k for k ∈ {1,2}.
Then A′k is a 2K-net of M because Ak is K-net of M (Remark 2.2). So, for
each x ∈ A′1, there is some point h(x) ∈ A′2 such that d(x,h(x)) ≤ 2K. A map
h ∶ A′1 → A′2 is defined in this way, and let B2 denote its image. Choose some
point g(y) ∈ h−1(y) for each y ∈ B2, defining a map g ∶ B2 → A′1, whose image is
denoted by B1. Then the restriction h ∶ B1 → B2 is bijective with inverse equal to
the restriction g ∶ B2 → B1.
According to Lemma 2.3, given points xk ∈ Ak with d(x1, x2) ≤ 2K, we can
take A′k so that xk ∈ A′k, and we can choose h(x1) = x2 and g(x2) = x1, obtaining
that xk ∈ Bk.
For each z ∈ A1, there is x ∈ A′1 with d(z, x) ≤K. Then h(x) ∈ B2, gh(x) ∈ B1,
and
d(z, h(x)) ≤ d(z, x) + d(x,h(x)) ≤ 3K ,
d(z, gh(x)) ≤ d(z, h(x)) + d(h(x), gh(x)) ≤ 5K .
Thus B1 is a 5K-net of A1, and B2 is a 3K-net of A2. It follows that B1 and B2
are 6K-nets of M because A1 and A2 are K-nets of M (Remark 2.2).
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Since B1 and B2 are K-separated and h ∶ B1 → B2 is bijective, for x ≠ y in B1,
we have
d(h(x), h(y)) ≤ d(h(x), x) + d(x, y) + d(y, h(y))≤ d(x, y) + 4K < 5d(x, y) ,
d(x, y) ≤ d(x,h(x)) + d(h(x), h(y)) + d(h(y), y)≤ d(h(x), h(y)) + 4K < 5d(h(x), h(y)) .

of Proposition 2.12. By Lemma 2.13, there is a (6K,5)-coarsely quasi-isometric
transformation h ∶ B′1 → B′2 of M ′ such that B′1 is a 5K-net of A′1, B′2 is a 3K-net
of A′2, and d′(x′, h(x′)) ≤ 2K for all x′ ∈ B′1. By Remark 2.2, B = f−1(B′1) is a
5KC-net of A, and B′′ = f ′(B′2) is a 3KC-net of A′′. Thus, by Remark 2.2, B and
B′ are K(5C + 1)-nets in M and M ′ because A and A′′ are K-nets in M and M ′′,
respectively. Moreover the composite
B
fÐÐÐÐ→ B′1 hÐÐÐÐ→ B′2 f ′ÐÐÐÐ→ B′′
is a 5C2-bi-Lipschitz bijection (Remark 2.1), denoted by g ∶ B → B′′, which satisfies
d′(f(x), f ′−1g(x)) = d′(f(x), hf(x)) ≤ 2K
for each x ∈ B.
Observe that the coarse quasi-isometry f ∶ B → B′1 is (0,0)-close to f ∶ A→ A′1
because B ⊂ A.
It will be now shown that the coarse quasi-isometry f ′h ∶ B′1 → B′′ is close to
f ′ ∶ A′2 → A′′. For each x′ ∈ B′1 there is y′ ∈ A′2 such that d′(x′, y′) ≤ K because A′2
is a K-net in M ′. Furthermore
d′′(f ′h(x′), f ′(y′)) ≤ C d′(h(x′), y′) ≤ C(d′(h(x′), x′) + d′(x′, y′)) ≤ 3KC ,
obtaining that f ′h ∶ B′1 → B′′ is (K,3KC)-close to f ′ ∶ A′2 → A′′.
Fix x1 ∈ A and x′2 ∈ A′2 so that d′(f(x1), x′2) ≤ 2K. By Lemma 2.13, we can
choose h such that f(x1) ∈ B′1, x′2 ∈ B′2 and hf(x1) = x′2. Hence x1 ∈ B, f ′(x′2) ∈ B′′
and g(x1) = f ′(x′2). 
According to Propositions 2.9, 2.12 and 2.11, the closeness classes of coarse
quasi-isometries between metric spaces form a category of isomorphisms with the
operation induced by coarse composite. The following direct consequence is well
known.
Corollary 2.14. “Being coarsely quasi-isometric” is an equivalence relation
on metric spaces.
2.4. A coarsely quasi-isometric version of Arzela-Ascoli theorem
The following proposition will be useful to produce coarse quasi-isometries. It
is a version of the Arzela-Ascoli theorem for coarse quasi-isometries.
Proposition 2.15. Let {Fn ⊂M} and {F ′n ⊂M ′} be increasing sequences of
finite subsets such that ⋃n Fn and ⋃n F ′n are L-nets in M and M ′, respectively.
For each n, let fn be a (K,C)-coarse quasi-isometry of Fn to F ′n, such that fn(Fm∩
dom fn) = F ′m∩im fn if m < n. Then there is a (K+L,C)-coarse quasi-isometry g of
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M to M ′, which is the combination of restrictions fnm ∶ Fm∩dom fnm → F ′m∩im fnm
for some subsequence fnm with nm ≥m.
Proof. For each m, let Cm be the set of restrictions fn ∶ Fm ∩ dom fn →
F ′m∩ im fn for all n ≥m. Define a graph structure on C = ⊔m Cm by placing an edge
between each f ∈ Cm+1 and its restriction Fm ∩ dom f → F ′m ∩ im f , which is well
defined and belongs to Cm; such a C is an infinite tree. Each Cm is finite because so
are the sets Fm and F
′
m, and thus each vertex of C meets a finite number of edges.
Therefore C contains an infinite ray with vertices gm ∈ Cm; every gm is a restriction
fnm ∶ Fm ∩ dom fnm → F ′m ∩ im fnm with nm ≥ n. All maps gm can be combined to
define a map g ∶ ⋃m dom gm → ⋃m im gm, which is a (K,C)-coarse quasi-isometry
of ⋃n Fn to ⋃n F ′n. Since ⋃n Fn and ⋃n F ′n are L-nets in M and M ′, respectively,
this g is a (K +L,C)-coarse quasi-isometry of M to M ′ (Remark 2.2). 
Remark 2.16. In Proposition 2.15, observe that, if x ∈ ⋂n dom fn and fn(x) = y
for all n, then x ∈ dom g and g(x) = y.
2.5. Large scale Lipschitz maps
Definition 2.17. Two maps, f, g ∶ S →M , of a set, S, into a metric space, M ,
are said to be close5 if there is some c ≥ 0 such that d(f(x), g(x)) ≤ c for all x ∈ S;
it may be also said that f and g are c-close, or that f is c-close to g.
Remark 2.18. “Being close” is an equivalence relation on the set of maps of a
set to a metric space.
Definition 2.19 (Gromov [55]). A map6 φ ∶M →M ′ is said to be large scale
Lipschitz if there exist λ > 0 and b ≥ 0 such that
d′(φ(x), φ(y)) ≤ λd(x, y) + b
for all x, y ∈M ; in this case, the pair (λ, b) is called a large scale Lipschitz distortion
of φ, and φ is said to be (λ, b)-large scale Lipschitz. The map φ is said to be large
scale bi-Lipschitz if there exist constants λ > 0 and b ≥ 0 such that
1
λ
(d(x, y) − b) ≤ d′(φ(x), φ(y)) ≤ λd(x, y) + b
for all x, y ∈ M ; in this case, the pair (λ, b) is called a large scale bi-Lipschitz
distortion of φ, and φ is said to be (λ, b)-large scale bi-Lipschitz.
A map φ ∶ M → M ′ is said to be a large scale Lipschitz equivalence if it is
large scale Lipschitz and there is another large scale Lipschitz map ψ ∶ M ′ → M
so that ψφ and φψ are close to idM and idM ′ , respectively. In this case, if (λ, b)
is a large scale Lipschitz distortion of φ and ψ, and ψφ and φψ are c-close to the
identity maps, then (λ, b, c) is called a large scale Lipschitz equivalence distortion
of φ; it may be also said that φ is a (λ, b, c)-large scale Lipschitz equivalence. In
this case, M and M ′ are said to be large scale Lipschitz equivalent. Two metrics
d1 and d2 on a set S are called large scale Lipschitz equivalent if the identity map(S, d1)→ (S, d2) is large scale bi-Lipschitz.
5This terminology is used in [65]. Other terms used to indicate the same property are coarsely
equivalent [85], parallel [55], bornotopic [84], and uniformly close [20].
6Continuity is not assumed here.
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Definition 2.20. Let φi ∶ Mi → M ′i for each i. The class {φi} is said to be
equi-large scale (bi-)Lipschitz if all the maps φi are large scale (bi-)Lipschitz with a
common large scale (bi-)Lipschitz distortion. The class {φi} is said to be equi-large
scale Lipschitz equivalences if the maps φi are large scale Lipschitz equivalences
and have a common large scale Lipschitz equivalence distortion; in this case, {Mi}
and {M ′i} are called equi-large scale Lipschitz equivalent. Given a class of sets {Si},
and metrics di,1 and di,2 on each Si, {di,1} is said to be equi-large scale Lipschitz
equivalent to {di,2} if the identity maps (Si, di,1) → (Si, di,2) are equi-large scale
bi-Lipschitz.
The qualitative content of the following lemmas is well known, but we keep
track of the constants involved.
Lemma 2.21. If φ ∶M →M ′ is a (λ, b, c)-large scale Lipschitz equivalence, then
φ is (λ, b + 2c)-large scale bi-Lipschitz.
Proof. Let ψ ∶ M ′ → M be a (λ, b)-large scale Lipschitz map such that ψφ
and φψ are c-close to idM and idM ′ , respectively. Then, for all x, y ∈M ,
d(x, y) ≤ d(ψφ(x), ψφ(y)) + 2c ≤ λd′(φ(x), φ(y)) + b + 2c,
by the triangle inequality. 
Lemma 2.22. Let φ ∶ M → M ′ be (λ, b)-large scale bi-Lipschitz. If φ(M) is a
c-net in M ′, then φ is a (λ, b + 2λc,max{b, c})-large scale Lipschitz equivalence.
Proof. Because φ(M) is a c-net in M ′, a map ψ ∶M ′ →M can be constructed
by choosing, for each x′ ∈ M ′, one point ψ(x′) ∈ M such that d′(x′, φψ(x′)) ≤ c,
and furthermore so that, if x′ ∈ φ(M), then φψ(x′) = x′; i.e., φψφ = φ.
Then, for all x′, y′ ∈M ′ and x ∈M ,
d(x,ψφ(x)) ≤ λd′(φ(x), φψφ(x)) + b = λd′(φ(x), φ(x)) + b = b ,
d′(x′, y′) ≤ d′(x′, φψ(x′)) + d′(φψ(x′), φψ(y′)) + d′(φψ(y′), y′)≤ λd(ψ(x′), ψ(y′)) + b + 2c ,
d(ψ(x′), ψ(y′)) ≤ λd′(φψ(x′), φψ(y′)) + b≤ λ(d′(φψ(x′), x′) + d′(x′, y′) + d′(y′, φψ(y′))) + b≤ λd′(x′, y′) + b + 2λc .

Remark 2.23. According to Lemmas 2.21 and 2.22, (equi-) large scale Lipschitz
equivalences are just (equi-) large scale bi-Lipschitz maps whose images are (equi-)
nets.
Lemma 2.24. Let φ ∶ M → M ′ and φ′ ∶ M ′ → M ′′ be maps. The following
properties hold:
(i) If φ and φ′ are (λ, b)-large scale Lipschitz, then φ′φ is (λ2, λb + b)-large scale
Lipschitz.
(ii) If φ and φ′ are (λ, b, c)-large scale Lipschitz equivalences, then φ′φ is a (λ2, λb+
b,2c)-large scale Lipschitz equivalence.
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Proof. Property (i) is true because, for all x, y ∈M ,
d′′(φ′φ(x), φ′φ(y)) ≤ λd′(φ(x), φ(y)) + b ≤ λ2 d(x, y) + λb + b .
To prove (ii), take (λ, b)-large scale Lipschitz maps ψ ∶M ′ →M and ψ′ ∶M ′′ →
M ′ such that ψφ is c-close to idM , φψ and ψ′φ′ are c-close to idM ′ , and φ′ψ′ is
c-close to idM ′′ . By (i), φ′φ and ψψ′ are (λ2, λb+b)-large scale Lipschitz. Moreover
d(ψψ′φ′φ(x), x) ≤ d(ψψ′φ′φ(x), φ′φ(x)) + d(φ′φ(x), x) ≤ 2c
for all x ∈M , obtaining that ψψ′φ′φ is 2c-close to idM . Similarly, φ′φψψ′ is 2c-close
to idM ′′ . 
Lemma 2.25. Let φ,ψ ∶ M → M ′ and φ′, ψ′ ∶ M ′ → M ′′ be (λ, b)-large scale
Lipschitz maps. If φ and φ′ are R-close to ψ and ψ′, respectively, then φ′φ is(λR + b +R)-close to ψ′ψ.
Proof. For all x ∈M ,
d′′(φ′φ(x), ψ′ψ(x)) ≤ d′′(φ′φ(x), ψ′φ(x)) + d′′(ψ′φ(x), ψ′ψ(x))≤ R + λd′(φ(x), ψ(x)) + b ≤ λR + b +R .

By Lemmas 2.24 and 2.25, the closeness classes of large scale Lipschitz maps
between metric spaces form a category, whose isomorphisms are the classes repre-
sented by large scale Lipschitz equivalences.
It is well known that two metric spaces are coarsely quasi-isometric if and only
if they are isomorphic in the category whose objects are metric spaces and whose
morphisms are closeness equivalence classes of large scale Lipschitz maps. This is
part of the content of the following two results, where the constants involved are
specially analyzed.
Proposition 2.26 (A´lvarez-Candel [11, Proposition 2.2]). Any (K,C)-coarse
quasi-isometry f ∶ A → A′ of M to M ′ is induced by a (C,2CK,K)-large scale
Lipschitz equivalence φ ∶M →M ′.
Proposition 2.27 (A´lvarez-Candel [11, Proposition 2.3]). For each ε > 0 and
x0 ∈ M , every (λ, b, c)-large scale Lipschitz equivalence φ ∶ M → M ′ induces a(K,C)-coarse quasi-isometry f ∶ A→ A′ of M to M ′ such that x0 ∈ A, where
K = c + 2λc + λb + λε + b , C = λ + λ
ε
(2c + b) .
Remark 2.28. In [11, Proposition 2.3], it is not explicitly stated that A con-
tains any given point x0. But, in the proof of that proposition, the set A is any(2c + b + ε)-separated (2c + b + ε)-net of M , and so, using Lemma 2.3, it may be
further impossed that x0 ∈ A.
Remark 2.29. According to Propositions 2.26 and 2.27, {Mi} and {M ′i} are
equi-coarsely quasi-isometric if and only if they are equi-large scale Lipschitz equiv-
alent.
Proposition 2.30. Let φ,ψ ∶ M → M ′ be (λ, b)-large scale Lipschitz equiva-
lences, and let f ∶ A → A′ and g ∶ B → B′ be (K,C)-coarse quasi-isometries of M
to M ′ induced by φ and ψ, respectively. The following properties hold:
(i) If φ is R-close to ψ, then f is (K,R + λK + b)-close to g.
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(ii) If f is (r, s)-close to g, then φ is (λ(r + 2K) + s + 2b)-close to ψ.
Proof. (i) For all x ∈ A, there is some y ∈ B so that d(x, y) ≤K. Then
d′(f(x), g(y)) = d′(φ(x), ψ(y)) ≤ d′(φ(x), ψ(x)) + d′(ψ(x), ψ(y))≤ R + λd(x, y) + b ≤ R + λK + b .
(ii) For any x ∈ M , there is some y ∈ A such that d(x, y) ≤ K. Then there is
some z ∈ B so that d(y, z) ≤ r and d′(f(y), g(z)) ≤ s. Hence
d′(φ(x), ψ(x)) ≤ d′(φ(x), φ(y)) + d′(f(y), g(z)) + d′(ψ(z), ψ(x))≤ λd(x, y) + s + λd(z, x) + 2b ≤ λK + s + λ(d(z, y) + d(y, x)) + 2b≤ λ(r + 2K) + s + 2b .

By Propositions 2.26, 2.27 and 2.30, the category whose objects are metric space
and whose morphisms are closeness equivalence classes of coarse quasi-isometries
between metric spaces can be identified to the subcategory of isomorphisms of the
category of closeness classes of large scale Lipschitz maps between metric spaces.
Therefore coarse quasi-isometries and large scale Lipschitz equivalences are equiv-
alent concepts. We will often use large scale Lipschitz equivalences in the proofs
because they become simpler. However direct proofs for coarse quasi-isometries
may produce better constants. This will be indicated in remarks.
Proposition 2.31. Let φ ∶M →M ′, x0 ∈M , x′0 ∈M ′ and R ≥ d′(φ(x0), x′0),
and let φ¯ ∶ M → M ′ be defined by φ¯(x0) = x′0 and φ¯(x) = φ(x) if x ≠ x0. The
following properties hold:
(i) If φ is (λ, b)-large scale Lipschitz, then φ¯ is (λ, b +R)-large scale Lipschitz.
(ii) If φ is a (λ, b, c)-large scale Lipschitz equivalence, then φ¯ is a (λ, b¯, c¯)-large
scale Lipschitz equivalence, where b¯ = b +R and c¯ = λR + b + 2c.
Proof. Since φ¯ equals φ on M ∖ {x0}, it is enough to check (i) for x0 and any
x ≠ x0 in M :
d′(φ¯(x0), φ¯(x)) = d′(x′0, φ(x)) ≤ d′(x′0, φ(x0)) + d′(φ(x0), φ(x))≤ R + λd(x0, x) + b .
To prove (ii), take a (λ, b)-large scale Lipschitz map ψ ∶ M ′ → M so that ψφ
and φψ are c-close to idM and idM ′ , respectively. Let ψ¯ ∶ M ′ → M be defined
by ψ¯(x′0) = x0 and ψ¯(x′) = ψ(x′) if x′ ≠ x′0. Then φ¯ and ψ¯ are (λ, b + R)-large
scale Lipschitz by (i). Moreover φ and ψ are (λ, b + 2c)-large scale bi-Lipschitz by
Lemma 2.21. Since φ¯ and ψ¯ equal φ and ψ on M ∖{x0} and M ′∖{x′0}, respectively,
to check that ψ¯φ¯ is (λR + b + 2c)-close to idM , the only non-trivial case is at every
point x ∈M with φ(x) = x′0:
d(x, ψ¯φ¯(x)) = d(x,x0) ≤ λd′(φ(x), φ(x0)) + b + 2c ≤ λR + b + 2c .
Similarly, we get that φ¯ψ¯ is (λR + b + 2c)-close to idM ′ . 
Remark 2.32. In Proposition 2.31, note that φ¯ is R-close to φ.
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Corollary 2.33. Let f ∶ A → A′ be a (K,C)-coarse quasi-isometry of M to
M ′. Let R > 0, x0 ∈M and x′0 ∈M ′ such that there is some y0 ∈ A with d(x0, y0) ≤ R
and d′(x′0, f(y0)) ≤ R. Then, for all ε > 0, there is a (K¯, C¯)-coarse quasi-isometry
f¯ ∶ B → B′ of M to M ′ (r, s)-close to f such that x0 ∈ B, x′0 ∈ B′ and f(x0) = x′0,
where
K¯ = c¯ + 2Cc¯ +Cb¯ +Cε + b¯ , C¯ = C + C
ε
(2c¯ + b¯) ,
r = K¯ , s = CR + 2CK +R + C¯K¯ + b¯ .
Proof. By Proposition 2.26, f is induced by a (C,2CK,K)-large scale Lips-
chitz equivalence φ ∶M →M ′. We have
d′(φ(x0), x′0) ≤ d′(φ(x0), φ(y0)) + d′(φ(y0), x′0)≤ C d(x0, y0) + 2CK +R ≤ CR + 2CK +R .
According to Proposition 2.31 and Remark 2.32, φ is (CR + 2CK + R)-close to
a (C, b¯, c¯)-large scale Lipschitz equivalence φ¯ ∶ M → M ′ with φ¯(x0) = x′0. By
Propositions 2.27 and 2.30-(i), for each ε > 0, φ¯ induces a (K¯, C¯)-coarse quasi-
isometry f¯ ∶ B → B′ of M to M ′ (K¯, s)-close to f such that x0 ∈ B. 
Remark 2.34. Another version of Corollary 2.33, where
K¯ = 2C2R + 2CR +R +K , C¯ = 2C + 1 , r = s = R ,
can be proved without passing to large scale Lipschitz equivalences, with more in-
volved arguments. These constants are simpler, but the constants of Corollary 2.33
give the following extra information: we can get C¯ as close to C as desired at the
expense of increasing K¯ (by taking ε large enough).
2.6. Coarse and rough maps
Definition 2.35. A map f ∶M →M ′ is called:● uniformly expansive7 if, for each r ≥ 0, there is some sr ≥ 0 such that
d(x, y) ≤ rÔ⇒ d′(f(x), f(y)) ≤ sr
for all x, y ∈M ;● metrically proper8 if f−1(B) is bounded in M for each bounded subset
B ⊂M ′;● uniformly metrically proper9 if, for each r ≥ 0, there is some tr ≥ 0 so that
d′(f(x), f(y)) ≤ rÔ⇒ d(x, y) ≤ tr
for all x, y ∈M ;● coarse10 if it is uniformly expansive and metrically proper; and● rough if it is uniformly expansive and uniformly metrically proper.
7This name is taken from [85]. Other terms used to denote the same property are uniformly
bornologous [84] and coarsely Lipschitz [20].
8This term is used in [85].
9This term is used in [85]. Another term used to denote the same property is effectively
proper [20].
10This is a particular case of coarse maps between general coarse spaces [85], [65].
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If f satisfies the conditions of uniform expansiveness and uniform metric properness
with respective mappings r ↦ sr and r ↦ tr (simply denoted by sr and tr), then(sr, tr) is called a rough distortion of f ; the term (sr, tr)-rough map may be also
used. When sr = tr, we simply say that sr is a rough distortion of f , or f is an
sr-rough map. If f is a coarse map and there is a coarse map g ∶ M ′ → M such
that gf and fg are close to idM and idM ′ , respectively, then f is called a coarse
equivalence. If f is an sr-rough map and there is an sr-rough map g ∶ M ′ → M
such that gf and fg are c-close to idM and idM ′ , respectively, then f is called an(sr, c)-rough equivalence, and (sr, c) is called a rough equivalence distortion of f .
If there is a coarse (respectively, rough) equivalence M → M ′, then M and M ′
are coarsely (respectively, roughly)11 equivalent. A coarse (respectively, rough)
equivalence M →M is called a coarse (respectively, rough) transformation of M .
Two metrics d1 and d2 on the same set S are called coarsely (respectively,
roughly) equivalent if the identity map (S, d1) → (S, d2) is a coarse (respectively,
rough) equivalence. When S is equipped with a coarse (respectively, rough) equiva-
lence class of metrics, it is called a metric coarse space12 (respectively, rough space).
The metric coarse space and rough space induced by the metric space M is denoted
by [M]. The condition on a map M → M ′ to be coarse (respectively, rough) de-
pends only on the metric coarse spaces (respectively, rough spaces) [M] and [M ′].
Any composition of coarse (respectively, rough) maps is (respectively, rough); more
precisely, if f ∶M →M ′ and f ′ ∶M ′ →M ′′ are sr-rough maps, then f ′f is ssr -rough.
Moreover the composite of coarse/rough maps is compatible with the closeness re-
lation in an obvious sense. So the closeness classes of coarse (respectively, rough)
maps between metric coarse spaces (respectively, rough spaces) form a category
called metric coarse category13 (respectively, rough category). Thus rough equiv-
alences are the maps that induce isomorphisms in the rough category. There are
interesting differences between the rough category and the metric coarse category,
cf. [85], but the following result shows that they have the same isomorphisms.
Proposition 2.36 (A´lvarez-Candel [11, Proposition 3.8]). Any coarse equiva-
lence between metric spaces is uniformly metrically proper. Moreover the definition
of uniform metric properness is satisfied with constants that depend only on the
constants involved in the definition of coarse equivalence.
Observe that, if f ∶ M → M ′ is an (sr, c)-rough equivalence, then f(M) is a
c-net in M ′.
Proposition 2.37. If f ∶ M → M ′ is sr-rough and f(M) is a K-net in M ′,
then f is a (s¯r, c)-rough equivalence, where s¯r = max{sr+2K , sr + 2K} and c =
max{K,sK}.
Proof. Let g ∶ M ′ → M be defined by choosing, for each x′ ∈ M ′, a point
g(x′) ∈M so that d′(x′, fg(x′)) ≤K. Thus fg is K-close to idM ′ .
For x ∈M , we have d′(f(x), fgf(x)) ≤ K, giving d(x, gf(x)) ≤ sK . Hence gf
is sK-close to idM .
11The term uniform closeness is used in [20] when two metric spaces are roughly equivalent.
12This notion of metric coarse space is equivalent to the concept of coarse space induced by
a metric [85], [86].
13This is a subcategory of the coarse category [85], [65].
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For x′, y′ ∈M ′ with d′(x′, y′) ≤ r, we have
d(fg(x′), fg(y′)) ≤ d(fg(x′), x′) + d′(x′, y′) + d′(y′, fg(x′) ≤ r + 2K ,
obtaining d(g(x′), g(y′)) ≤ sr+2K . Thus g is sr+2K-uniformly expansive.
Suppose now that d(g(x′), g(y′)) ≤ r. Then
d′(x′, y′) ≤ d′(x′, fg(x′)) + d′(fg(x′), fg(y′)) + d′(fg(y′), y′) ≤ sr + 2K .
So g is also (sr + 2K)-uniformly metrically proper. 
The following is a direct consequence of Propositions 2.36 and 2.37.
Corollary 2.38. For a map f ∶M →M ′, the following conditions are equiv-
alent:
(i) f is rough.
(ii) f ∶M → f(M) is a rough equivalence.
(iii) f ∶M → f(M) is a coarse equivalence.
According to Corollary 2.38, coarse maps can be also properly called coarse
embeddings14.
Proposition 2.39 (A´lvarez-Candel [11, Proposition 3.13]). The following prop-
erties are true:
(1) Any (λ, b)-large scale Lipschitz map satisfies the condition of uniform ex-
pansiveness with sr = λr + b.
(2) Any (λ, b, c)-large scale Lipschitz equivalence is an (sr, c)-rough equiva-
lence, where sr = λr + b + 2c.
Remark 2.40. In fact, the proof of Proposition 2.39 is elementary: (1) is ob-
vious, and (2) follows from Lemma 2.21.
Definition 2.41. A class of maps, {fi ∶Mi →M ′i}, is said to be a class of:● equi-uniformly expansive maps if they satisfy the condition of uniform
expansiveness with the same mapping r ↦ sr.● equi-metrically proper maps if they satisfy the condition of metric proper-
ness with the same mapping r ↦ tr.● equi-rough maps (or equi-coarse embeddings) if they are rough with a
common rough distortion; and● equi-rough equivalences (or equi-coarse equivalences) if they are rough
equivalences with a common rough equivalence distortion.
It is not possible to define “equi-coarse maps,” but the concept of “equi-rough
equivalences” makes sense according to Proposition 2.36. Given a family of sets{Si}, and metrics di,1 and di,2 on each Si, it is said that {di,1} is equi-roughly
equivalent (or equi-coarsely equivalent) to {di,2} if the identity maps (Si, di,1) →(Si, di,2) are equi-rough equivalences.
Example 2.42. If the metric spaces Mi are bounded, they are equi-coarsely
equivalent to the singleton metric space if and only supi diamMi <∞.
Remark 2.43. (i) By Proposition 2.37, families of equi-rough maps whose
images are equi-nets are equi-rough equivalences.
14This concept is generalized to arbitrary coarse spaces as maps that define a coarse equiva-
lence to their image [86, Section 11.1].
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(ii) By Proposition 2.39, families of equi-large scale Lipschitz maps are equi-
uniformly expansive, and families of equi-large scale Lipschitz equivalences
are equi-rough equivalences.
There are rough equivalences that are not large scale Lipschitz equivalences,
cf. [11, Example 3.14].
Proposition 2.44. If there are disjoint unions, M = ⋃∞i=0Mi and M ′ = ⋃∞i=0M ′i ,
such that:● Mi and M ′i are bounded for all i;● mini<j d(Mi,Mj)→∞ and mini<j d(M ′i ,M ′j)→∞ as j →∞ and● {Mi} are equi-coarsely equivalent to {M ′i};
then M is coarsely equivalent to M ′.
Proof. There are sequences ui, vi →∞ such that:● d(Mi,Mj) ≥ uj and d(M ′i ,M ′j) ≥ uj if i < j; and● diam(⋃i≤jMi) ≤ vj and diam(⋃i≤jM ′i) ≤ vj for all j.
Moreover there are rough equivalences fi ∶Mi →M ′i with a common rough equiv-
alence distortion (sr, c). Thus there are sr-rough maps gi ∶ M ′i → Mi such that
gifi and figi are c-close to idMi and idM ′i , respectively. Since the sets Mi are dis-
joint from each other, the maps fi can be combined to define a map f ∶M →M ′.
Similarly, the maps gi can be also combined to define a map g ∶M ′ →M .
Clearly, gf and fg are c-close to idM and idM ′ , respectively. Thus it only
remains to prove that f and g are rough.
For r ≥ 0, let
s¯r = max{ sr, vj ∣ uj ≤ r } .
Suppose that d(x, y) ≤ r for some x, y ∈M and r ≥ 0. If x, y ∈Mi for some i, then
d′(f(x), f(y)) ≤ sr ≤ s¯r. If x ∈Mi and y ∈Mj for some i < j, then uj ≤ d(x, y) ≤ r,
and therefore d′(f(x), f(y)) ≤ vj ≤ s¯r.
Now, suppose that d(f(x), f(y)) ≤ r for some x, y ∈M and r ≥ 0. If x, y ∈M ′i
for some i, then d(x, y) ≤ sr ≤ s¯r. If x ∈ Mi and y ∈ Mj for some i < j, then
uj ≤ d′(f(x), f(y)) ≤ r, and therefore d(x, y) ≤ vj ≤ s¯r. Thus f is s¯r-rough. In the
same way, we get that g is s¯r-rough. 

CHAPTER 3
Some classes of metric spaces
In this chapter, we recall some classes of metric spaces: graphs, metric spaces of
coarse bounded geometry, and coarsely quasi-convex metric spaces. They contain
the coarse quasi-isometric types of leaves of compact foliated spaces. We also
introduce the class of coarsely quasi-symmetric metric spaces, which plays a relevant
role in one of our main results, Theorem 1.3.
3.1. Graphs
Suppose that M is the set of vertices of a connected graph G, equipped with
the metric d defined by setting d(x, y) equal to the minimum number of consecutive
edges of M needed to joint x and y (being 0 if x = y). When equipped with this
metric, M is called the metric space of vertices of the connected graph G. Observe
that M (equipped with d) and G determine each other. Since d has values in N,
it will be enough to consider (open, closed) r-balls, r-penumbras, r-boundaries,
K-nets and δ-separated sets with r,K, δ ∈ N.
Example 3.1. Let Γ be a group and let S be a generating set for Γ. The
Cayley graph of Γ relative to S, G = G(Γ, S), is the graph that has one vertex for
each element of Γ and one edge joining γ1 and γ2 if γ1γ
−1
2 ∈ S ∪ S−1. The vertex
set of G is the set of elements of Γ, and the metric induced on Γ is the word metric
relative to S, denoted by dS . For every γ ∈ Γ, let ∣γ∣ denote its length1 with respect
to S. Then dS(γ1, γ2) = ∣γ1γ−12 ∣. It is well known that if Γ is finitely generated then
all those metrics that are induced by finite generating sets for Γ are in the same
Lipschitz class. The group operation of Γ induces an action on the right2 of Γ on
G, and the metric dS is invariant under this action: dS(γ1γ, γ2γ) = dS(γ1, γ2).
Example 3.2. With the notation of Example 3.1, if Γ0 is a subgroup of Γ (not
necessarily a normal subgroup), the right invariant graph structure and metric dS
on Γ induces a graph structure and the corresponding metric on the homogeneous
space of right cosets Γ/Γ0. This graph is called Schreier coset graph.
Example 3.3. Let Γ be a group. Let S be a generating set for Γ and let dS
be the right invariant metric induced by S on Γ.
Let Γ act on the left on a space X and denote the action by x ↦ γx. There is
a natural bijection between the orbit, Γ(x) of a point x, consisting of all the points
γ(x), γ ∈ Γ, and the space of right cosets of Γ relative to the subgroup of Γ that fixes
x: If Γx is the set of γ ∈ Γ such that xγ = x, then the assignment [γ] ∈ Γ/Γx ↦ γx
1The minimum number of elements in S ∪ S−1 whose product is γ.
2The definition of Cayley graph can be modified so that left translations are isometries, by
declaring that the existence one edge joining γ1 and γ2 means γ
−1
1 γ2 ∈ S ∪ S−1.
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is independent of the representative of the class [γ], for if γ′ ∈ [γ], then γ−1γ′ fixes
x, so γ′x = γx.
The metric dS induced by S on Γ in turn induces a metric on the orbit Γ(x).
This metric is actually independent of the chosen point in the orbit: if y ∈ X is in
the same orbit as x, then γyx = y for some γy ∈ Γ. The stabilizer subgroup of y
is related to that of x via the conjugation Γyγy = γyΓx, and so the homogeneous
spaces Γ/Γy and Γ/Γx are isometric (with the metric induced by dS) via right
multiplication by γy.
The reverse inclusion of (2.2) also holds with natural numbers3:
(3.1) Pen(S, r + s) = Pen(Pen(S, r), s)
for S ⊂M and r, s ∈ N; more precisely,
(3.2) Pen(S, r + s) ∖ S = Pen(Pen(S, r) ∖ S, s) ∖ S .
Note that (3.1) follows from (3.2) and (2.2). The inclusion “⊃” of (3.2) is given
by (2.2). To prove the reverse inclusion, assume that r, s > 0 (if one of r = 0 or s = 0
there is nothing to prove). If x ∈ Pen(S, r + s) ∖ S, then there is a finite sequence
z0, z1, . . . , zk = x in M with z0 ∈ S, k ≤ r + s, and d(zl−1, zl) = 1 for all l ∈ {1, . . . , k},
and furthermore that zl ∈ M ∖ S for l ≥ 1. If k ≤ r, then x ∈ Pen(S, r) ∖ S ⊂
Pen(Pen(S, r) ∖ S, s) ∖ S; and if k > r, then zr ∈ Pen(S, r) and d(x, zr) ≤ k − r ≤ s.
This implies that x ∈ Pen(Pen(S, r) ∖ S, s) ∖ S, which concludes the proof of (3.2).
Lemma 3.4. Let A be a K-net in M for some K ∈ N. Then, for every S ⊂M
and all natural r ≥K, the set Pen(S, r)∩A is a 2K-net in Pen(S, r); in particular,
for every x ∈M , B(x, r) ∩A is a 2K-net in B(x, r).
Proof. For each x ∈ Pen(S, r) there is y ∈ Pen(S, r − K) with d(x, y) ≤ K
by (3.1), and there is z ∈ A with d(y, z) ≤K since A is a K-net. So z ∈ Pen(S, r)∩A
by (3.1), and d(x, z) ≤ 2K by the triangle inequality. 
Recall that the degree (or valence) of a vertex x of G is the number of edges
that meet at x, which is denoted by deg(x) = degG(x). Suppose from now on that
G is of finite type in the sense that there is some K ∈ N such that each vertex is of
degree ≤ K, and assume that K ≥ 2 (if K = 0, then G has just one vertex and no
edges; if K = 1, then G has at most two vertices and one edge joining them). For
each r ∈ N, let
(3.3) ΛK,r = ⎧⎪⎪⎨⎪⎪⎩1 +K
(K−1)r−1
K−2 if K > 2
1 + 2r if K = 2 .
Then
(3.4) ∣B(x, r)∣ ≤ 1 +K +K(K − 1) + ⋅ ⋅ ⋅ +K(K − 1)r−1 = ΛK,r
for all x ∈M and r ∈ N. Therefore
(3.5) ∣Pen(S, r)∣ ≤ ΛK,r ∣S∣
for any S ⊂M and r ∈ N.
The growth type of the function r ↦ ∣B(x, r)∣ (r ≥ 1) is independent of the
choice of x ∈M , and is called the growth type of M (as set of vertices of a connected
graph4), or of G (as graph).
3On complete path metric spaces, these equality holds for all r, s ≥ 0.
4This definition is indeed valid for any metric space with finite balls.
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The boundary of a subset S ⊂M is ∂S = ∂1S. The sets ∂S ∩ S and ∂S ∖ S are
respectively called inner and outer boundaries. Since
∂S ∩ S ⊂ Pen(∂S ∖ S,1) , and ∂S ∖ S ⊂ Pen(∂S ∩ S,1) ,
it follows by (3.5) that
(3.6)
1
ΛK,1
∣∂S ∖ S∣ ≤ ∣∂S ∩ S∣ ≤ ΛK,1 ∣∂S ∖ S∣ .
Lemma 3.5. ∂rS = Pen(∂S, r − 1) for all r ∈ Z+.
Proof. By (3.2),
∂rS = Pen(S, r) ∩Pen(M ∖ S, r)= ((Pen(S, r) ∩Pen(M ∖ S, r)) ∖ S)∪ (Pen(S, r) ∩Pen(M ∖ S, r) ∩ S)= (Pen(S, r) ∖ S) ∪ (Pen(M ∖ S, r) ∩ S)= (Pen(Pen(S,1) ∖ S, r − 1) ∖ S)∪ (Pen(Pen(M ∖ S,1) ∩ S, r − 1) ∩ S)= (Pen(∂S ∖ S, r − 1) ∖ S) ∪ (Pen(∂S ∩ S, r − 1) ∩ S)⊂ Pen(∂S, r − 1) .
On the other hand, by (2.1) and (3.1),
Pen(∂S, r − 1) = Pen(Pen(S,1) ∩Pen(M ∖ S,1), r − 1)⊂ Pen(Pen(S,1), r − 1) ∩Pen(Pen(M ∖ S,1), r − 1)= Pen(S, r) ∩Pen(M ∖ S, r) = ∂rS .

Lemma 3.5 and (3.5) give
(3.7) ∣∂rS∣ ≤ ΛK,r−1 ∣∂S∣ .
The metric space M (as set of vertices of a connected graph) is called Følner
if it contains a sequence of finite subsets Sn such that ∣∂Sn∣/∣Sn∣→ 0 as n→∞.
Let {Gi} be a class of connected graphs, and let {Mi} be the class of metric
spaces defined by their vertices. Then {Gi} is said to be of equi-finite type if there
is K ∈ N such that each vertex at each Gi meets at most K edges. The class {Mi} is
called equi-Følner if each Mi has a Følner sequence Si,n such that, for some a > 0,∣∂Si,n∣/∣Si,n∣ ≤ a ∣∂Sj,n∣/∣Sj,n∣ for all i and j.
3.2. Metric spaces of coarse bounded geometry
Definition 3.6 (Block-Weinberger [20]). A quasi-lattice Γ of M is an R-net
of M for some R ≥ 0 such that ∣Γ ∩B(x, r)∣ ≤ Qr for every x ∈ M , where r ↦ Qr
(r,Qr ≥ 0) is a mapping independent of x; the term (R,Qr)-quasi-lattice may be
also used. It is said that M is of coarse bounded geometry if it has an (R,Qr)-
quasi-lattice for some (R,Qr); in this case, (R,Qr) is called a coarse bound of
M .
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Example 3.7 (Block-Weinberger [20]). (i) If M is the metric space of ver-
tices of any connected graph G, then M is of coarse bounded geometry if and
only if G is of finite type; indeed, if each vertex meets at most K edges, then
M is a (0,ΛK,r)-quasi-lattice in itself by (3.4), where ΛK,r is given by (3.3).
(ii) If M is a connected complete Riemannian manifold with a positive invectivity
radius and whose Ricci curvature is bounded from below, then it is of coarse
bounded geometry. Recall that a Riemannian manifold is said to be of bounded
geometry if it has a positive injectivity radius and each covariant derivative
of arbitrary order of its curvature tensor is uniformly bounded. Thus M is of
coarse bounded geometry if it is of bounded geometry.
Definition 3.8. The class {Mi} is said to be of equi-coarse bounded geometry
when the metric spaces Mi are of coarse bounded geometry with a common coarse
bound (R,Qr). In this case, a class {Γi ⊂Mi} of (R,Qr)-quasi-lattices is called a
class of equi-quasi-lattices.
Example 3.9. If {Mi} is the class of metric spaces of vertices of a class of
corresponding connected graphs {Gi}, then {Mi} is of equi-coarse bounded geom-
etry if and only if {Gi} is of equi-finite type. If a class of connected complete
Riemannian manifolds have injectivity radius bounded from below by a common
positive constant, and Ricci curvature uniformly bounded from below by a common
constant, then they are of equi-coarse bounded geometry.
Proposition 3.10. Suppose that Γ is an (R,Qr)-quasi-lattice of M , f ∶M →
M ′ is an (sr, tr)-rough map, and that there is a rough map g ∶ M ′ → M such
that gf and fg are c-close to idM and idM ′ , respectively. Then Γ′ = f(Γ) is an(R′,Q′r)-quasi-lattice of M ′, with R′ = c + sR and Q′r = Qtr+R′ .
Proof. For each x′ ∈ M ′, there is y ∈ Γ such that d(g(x′), y) ≤ R. Then
y′ = f(y) ∈ Γ′ and
d′(x′, y′) ≤ d′(x′, fg(x′)) + d′(fg(x′), y′) ≤ c + sR .
Moreover
Γ′ ∩BM ′(x′, r) ⊂ BΓ′(y′, r +R′) ⊂ f(BΓ(y, tr+R′))
for all r ≥ 0, obtaining∣Γ′ ∩BM ′(x′, r)∣ ≤ ∣Γ ∩BM(y, tr+R′)∣ ≤ Qtr+R′ .

Corollary 3.11. If Γ is an (R,Qr)-quasi-lattice of M , and φ ∶M →M ′ is a(λ, b, c)-large scale Lipschitz equivalence, then Γ′ = φ(Γ) is an (R′,Q′r)-quasi-lattice
of M ′, where R′ = λR + b + c and Q′r = Qλ(r+R′)+b+2c.
Proof. By Proposition 2.39, we can apply Proposition 3.10 with sr = λr + b
and tr = λr + b + 2c. 
Corollary 3.12. If M is of coarse bounded geometry with coarse bound (R,Qr),
and there is a (K,C)-coarse quasi-isometry of M to M ′, then M ′ is of coarse
bounded geometry with coarse bound (R′,Q′r), where
R′ =K +CR + 2CK , Q′r = QC(r+R′)+2CK+2K .
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Proof. By Proposition 2.26, there is a (C,2CK,K)-large scale Lipschitz equiv-
alence φ ∶ M → M ′. Let Γ be an (R,Qr)-quasi-lattice of M . Then φ(Γ) is an(R′,Q′r)-quasi-lattice of M ′ by Corollary 3.11 
Remark 3.13. According to Corollary 3.12, equi-coarse bounded geometry is
preserved by equi-coarse quasi-isometries.
Remark 3.14. Another version of Corollary 3.12, with R′ = 6C max{R,K}
and Q′r = QC(r+R′), can be proved without passing to large scale equivalences.
3.3. Coarsely quasi-symmetric metric spaces
Definition 3.15. Let T be a set of coarsely quasi-isometric transformations
of M , let Φ be a set of maps M →M , and let R ≥ 0. The set T is called:● transitive when, for all x, y ∈M , there is some f ∈ T such that x ∈ dom f ,
y ∈ im f and f(x) = y; and● R-quasi-transitive if, for all x, y ∈ M , there is some f ∈ T and z ∈ dom f
such that d(x, z) ≤ R and d(f(z), y) ≤ R.
The set Φ is called:● transitive when, for all x, y ∈M , there is some φ ∈ Φ with φ(x) = y; and● R-quasi-transitive if, for all x, y ∈M , some φ ∈ Φ satisfies d(f(x), y) ≤ R.
Definition 3.16. A metric space M is called coarsely quasi-symmetric if there
is a transitive set of equi-coarsely quasi-isometric transformations of M .
Definition 3.17. A class {Mi} is called equi-coarsely quasi-symmetric if, for
some K ≥ 0 and C ≥ 1, there is a transitive class of (K,C)-coarsely quasi-isometric
transformations of every Mi.
Lemma 3.18. The following statements are equivalent:
(i) {Mi} is equi-coarsely quasi-symmetric.
(ii) For some R,K ≥ 0 and C ≥ 1, there is an R-quasi-transitive class of (K,C)-
quasi-isometric transformations of each Mi.
(iii) For some λ ≥ 1 and b, c ≥ 0, there is a transitive class of (λ, b, c)-large scale
Lipschitz transformations of each Mi.
(iv) For some R, b, c ≥ 0 and λ ≥ 1, there is an R-quasi-transitive class of (λ, b, c)-
large scale Lipschitz transformations of each Mi.
Proof. This follows from Propositions 2.26, 2.27 and 2.31, and Corollary 2.33.

Proposition 3.19. (Equi-)coarse quasi-symmetry is preserved by (equi-)coarse
quasi-isometries.
Proof. Assume that there is some transitive set Φ of (λ, b, c)-large scale Lips-
chitz transformations of M , and there is a (λ, b, c)-large scale Lipschitz equivalence
ξ ∶ M → M ′. Let ζ ∶ M ′ → M be a (λ, b)-large scale Lipschitz map so that ζξ
and ξζ are c-close to idM and idM ′ , respectively. By Lemma 2.24, it follows that
Φ′ ∶= { ξφζ ∣ φ ∈ Φ} is a family of (λ′, b′, c′)-large scale Lipschitz transformations
of M ′, where (λ′, b′, c′) depends only on (λ, b, c). For all x′, y′ ∈M ′, there is some
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φ ∈ Φ such that φζ(x′) = ζ(y′). Thus φ′ ∶= ξφζ ∈ Φ′ satisfies
d′(φ′(x′), y′) ≤ d′(φ′(x′), ξζ(y′)) + d′(ζξ(y′), y′)≤ λd(φζ(x′), ζ(y′)) + b + c = b + c ,
obtaining that Φ′ is (b+c)-quasi-transitive. Hence the result follows from Lemma 3.18
and Proposition 2.26. 
Remark 3.20. A more involved proof can be given by using coarse composites
of coarse quasi-isometries, whose coarse distortion is controlled by Proposition 2.12.
3.4. Coarsely quasi-convex metric spaces
Definition 3.21. A metric space, M , is said to be coarsely quasi-convex if
there are a, b, c ≥ 0 such that, for each x, y ∈ M , there exists a finite sequence of
points x = x0, . . . , xn = y in M such that d(xk−1, xk) ≤ c for all k ∈ {1, . . . , n}, and
n∑
k=1d(xk−1, xk) ≤ ad(x, y) + b .
A class of metric spaces is said to be equi-coarsely quasi-convex if all of them satisfy
this condition with the same constants a, b, and c.
Remark 3.22. Coarse quasi-convexity is a coarsely quasi-isometric version of
the following condition introduced by Gromov: For each x, y ∈M and ε > 0, there
is some z ∈M such that
max{d(x, z), d(y, z)} < 1
2
d(x, y) + ε .
This property may be called approximate convexity because a subset of Rn satisfies
it precisely when said subset has a convex closure. Gromov has shown that a
complete metric space is a path metric space if and only if it is approximately
convex [56, Theorem 1.8].
Remark 3.23. The property of coarse quasi-convexity is slightly weaker than
the property of monogenicity for coarse spaces defined by metrics [86] (monogenicity
means that the condition of Definition 3.21 is satisfied with a = 1 and b = 0).
Example 3.24. Any class of metric spaces, each being the space of vertices
of a connected graph, is equi-coarsely quasi-convex (they satisfy the condition of
Definition 3.21 with a = 1, b = 0 and c = 1). Of course, any class of connected
complete Riemannian manifolds is also coarsely quasi-convex since they are path
metric spaces.
Proposition 3.25 (A´lvarez-Candel [11, Theorem 3.11]). A metric space, M , is
coarsely quasi-convex if and only if there exists a coarse quasi-isometry of M to the
metric space of vertices of some connected graph. A class, {Mi}, is equi-coarsely
quasi-convex if and only if {Mi} is equi-coarsely quasi-isometric to a family of
metric spaces of vertices of connected graphs.
Remark 3.26. In [11, Theorem 3.11], the result was stated using complete path
metric spaces instead of graphs, but indeed a graph is constructed in its proof.
Remark 3.27. Proposition 3.25 is a coarsely quasi-isometric version of [86,
Proposition 2.57], which asserts that the monogenic coarse structures are those
that are coarsely equivalent to path metric spaces.
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Remark 3.28. As a consequence of Proposition 3.25, we get that (equi-) coarse
quasi-convexity is invariant by (equi-) coarse quasi-isometries.
Proposition 3.29 (A´lvarez-Candel [11, Proposition 3.15]). (Equi-)uniformly
expansive maps with (equi-)coarsely convex domains are (equi-)large scale Lipschitz.
Corollary 3.30 (A´lvarez-Candel [11, Corollary 3.16]). (Equi-)coarse equiva-
lences with (equi-)coarsely convex domains are (equi-)large scale Lipschitz equiva-
lences.

CHAPTER 4
Growth of metric spaces
In this chapter, we recall or introduce the concepts and properties about growth
on metric spaces that are needed to show some of our main results, Theorems 1.5–
1.8 and Corollary 1.9. Specially relevant is the role played by growth symmetry in
Theorem 1.7.
4.1. Growth of non-decreasing functions
Given non-decreasing functions1 u, v ∶ R+ → R+, the function u is said to be
dominated by the function v, written u ≼ v, if there are a, b ≥ 1 and c > 0 such that
u(r) ≤ av(br) for all r ≥ c. For all a, b ≥ 1, c > 0 and e ≥ 0, we have
(4.1) b′ > b & u(r) ≤ av(br + e) ∀r ≥ c
Ô⇒ u(r) ≤ av(b′r) ∀r ≥ max{c, e
b′ − b} .
If u ≼ v ≼ u, then u and v represent the same growth type (or growth class) or have
equivalent growth; this is an equivalence relation and “≼” defines a partial order
relation between growth types called domination. The growth type of u may be
denoted by gr(u), and we may write gr(u) ≤ gr(v) when u ≼ v; then gr(u) < gr(v)
has the obvious meaning. For a class of pairs of non-decreasing functions R+ →
R+, equi-domination means that all of those pairs satisfy the above condition of
domination with the same constants a, b and c. A class of non-decreasing functions
R+ → R+ will be said to have equi-equivalent growth if they equi-dominate one
another.
For non-decreasing functions u, v ∶ R+ → R+, and constants a, b ≥ 1 and c > 0, if
u(r) ≤ av(br) for all r ≥ c, then
lim sup
r→∞
logu(r)
log r
≤ lim sup
r→∞
log v(r)
log r
,(4.2)
lim inf
r→∞ logu(r)log r ≤ lim infr→∞ log v(r)log r ,(4.3)
lim inf
r→∞ logu(r)r ≤ b lim infr→∞ log v(r)r ,(4.4)
lim sup
r→∞
logu(r)
r
≤ b lim sup
r→∞
log v(r)
r
.(4.5)
Thus it makes sense to say that the growth type of u is:● exactly polynomial of degree d ∈ N if it is the growth type of the function
r ↦ rd;
1The usual definition of growth type uses functions Z+ → R+, but functions R+ → R+ give
rise to an equivalent concept.
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● polynomial if it is dominated by a polynomial growth of some exact degree;
and● exponential if it is the growth type of the function r ↦ er, which is the
same as the growth of r ↦ ar for any a > 1.
Observe that the growth type of u is:● polynomial if and only if lim supr→∞ logu(r)log r <∞; and● exponential if and only if 0 < lim infr→∞ logu(r)r <∞.
It is also said that the growth type of u is:● quasi-polynomial2 if lim supr→∞ logu(r)r ≤ 0;● quasi-exponential if 0 < lim supr→∞ logu(r)r <∞; and● pseudo-quasi-polynomial if lim infr→∞ logu(r)log r <∞.
4.2. Growth of metric spaces
Suppose that M and M ′ are of coarse bounded geometry, and {Mi} and {M ′i}
are of equi-coarse bounded geometry.
For a quasi-lattice Γ of M and x ∈ Γ, the function r ↦ vΓ(x, r) = ∣BΓ(x, r)∣
(r ≥ 1) is called the growth function of M induced by Γ and x.
Proposition 4.1. For k ∈ {1,2}, let Γk be an (Rk,Qkr)-quasi-lattice of M , and
xk ∈ Γk. Take any δ ≥ d(x1, x2). Then, for all r ≥ 1,
vΓ1(x1, r) ≤ Q1R2 vΓ2(x2, r + δ +R2) .
Proof. Since BM(x1, r) ⊂ BM(x2, r + δ) for all r ≥ 1, and Γ2 is an R2-net,
then
BΓ1(x1, r) ⊂ ⋃
y∈BΓ2(x2,r+δ+R2)BM(y,R2) ∩ Γ1 ,
which implies the stated inequality. 
The following definitions are justified by Proposition 4.1.
Definition 4.2. The growth type (or growth class) of M is the growth type of
r ↦ vΓ(x, r) for any quasi-lattice Γ of M and x ∈ Γ. We may also say that M and
M ′ have equivalent growth when they have the same growth type. The notation
gr(M) may be used for the growth type of M .
Definition 4.3. Two classes of metric spaces, {Mi} and {M ′i}, have equi-
equivalent growth when there are equi-quasi-latices, Γi ⊂ Mi and Γ′i ⊂ M ′i , and
there are points, xi ∈ Mi and x′i ∈ M ′i , such that r ↦ vΓi(xi, r) and r ↦ vΓ′i(x′i, r)
have equi-equivalent growth.
Remark 4.4. (i) According to Section 4.1 and Definition 4.2, the following
notions make sense for the growth type of M : exactly polynomial of degree
d ∈ N, polynomial, exponential, pseudo-quasi-polynomial, subexponential or
quasi-polynomial, quasi-exponential and non-exponential.
(ii) For any quasi-lattice Γ of M and x ∈M , the quantities
lim sup
r→∞
log vΓ(x, r)
log r
, lim inf
r→∞ log vΓ(x, r)log r
depend only on the growth type of M by (4.2) and (4.3).
2This property is sometimes called subexponential.
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(iii) With the notation of Proposition 4.1,
lim inf
r→∞ log vΓ1(x1, r)r ≤ b lim infr→∞ log vΓ2(x2, r)r ,
lim sup
r→∞
log vΓ1(x1, r)
r
≤ b lim sup
r→∞
log vΓ2(x2, r)
r
,
for any b > Q1R2 by (4.1), (4.4) and (4.5).
Example 4.5. If M is the metric space of vertices of a connected graph G
of finite type, then M is a quasi-lattice in itself, and therefore its growth type as
metric space of coarse bounded geometry equals its growth type as metric space of
vertices of a connected graph.
Example 4.6. Let M be a connected complete Riemannian manifold. Recall
that the growth type of M , as Riemannian manifold, is the growth type of r ↦
volB(x, r) for any x ∈ M . If M is of bounded geometry, then its growth type as
metric space of coarse bounded geometry equals its growth type as Riemannian
manifold.
Proposition 4.7. Let Γ be a quasi-lattice of M , φ ∶ M → M ′ a (λ, b, c)-large
scale Lipschitz equivalence, and x ∈ Γ. Let Γ′ = φ(Γ) and x′ = φ(x). Then, for all
r ≥ 1,
vΓ′(x′, r) ≤ vΓ(x,λr + b + 2c) .
Proof. The result follows since
BΓ′(x′, r) ⊂ φ(BΓ(x,λr + b + 2c))
for all r ≥ 1 because φ is (λ, b + 2c)-large scale bi-Lipschitz by Lemma 2.21. 
Remark 4.8. In Proposition 4.7, Γ′ is a quasi-lattice of M ′ by Corollary 3.11.
Corollary 4.9. Let Γ and Γ′ be (R,Qr)-quasi-lattices of M and M ′, respec-
tively, and let φ ∶ M → M ′ be a (λ, b, c)-large scale Lipschitz equivalence. Take
x ∈ Γ, x′ ∈ Γ′ and δ ≥ d′(φ(x), x′). Then
vΓ′(x′, r) ≤ pvΓ(x,λr + q)
for all r ≥ 1, where
p = QλR+b+c , q = λ(δ + λR + b + c) + b + 2c .
Proof. This is a direct consequence of Corollary 3.11 and Propositions 4.7
and 4.1. 
Corollary 4.10. Let Γ and Γ′ be (R,Qr)-quasi-lattices of M and M ′, respec-
tively, and let f ∶ A → A′ be a (K,C)-coarse quasi-isometry of M to M ′. Take
x ∈ Γ, x′ ∈ Γ′, y ∈ A, δ ≥ d(x, y) and δ′ ≥ d′(x′, f(y)). Then
vΓ′(x, r) ≤ pvΓ(x,Cr + q)
for all r ≥ 1, where
p = QCR+2CK+K , q = C(Cδ + 4CK + 2K + δ′ +CR) + 2CK + 2K .
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Proof. By Proposition 2.26, f is induced by a (C,2CK,K)-large scale Lips-
chitz equivalence φ ∶M →M ′. Moreover
d′(φ(x), x′) ≤ d′(φ(x), φ(y)) + d′(φ(y), x′)≤ C d(x, y) + 2CK + δ′ ≤ Cδ + 2CK + δ′ .
Then the result follows from Corollary 4.9. 
Remark 4.11. According to Corollary 4.10, (equi-) coarsely quasi-isometric
metric spaces of (equi-) coarse bounded geometry have (equi-) equivalent growth.
Remark 4.12. The following version of Corollary 4.10 can be proved with-
out using large scale Lipschitz equivalences, but using instead coarse composites
(Proposition 2.12): With the hypothesis of Corollary 4.10, if d(x, y) ≤ 2K∗ and
d′(x′, f(y) ≤ 2K∗(5C + 1), where K∗ = max{R,K}, then
vΓ(x1, r) ≤ QK̂ ⋅ vΓ′(x′2,250C4r),
for all r ≥ K̂, where
K̂ = 25K∗(5C + 1)C2 + 5K∗C .
4.3. Growth symmetry
Definition 4.13. A metric space, M , is called growth symmetric if there is
a quasi-lattice Γ in M so that the growth functions r ↦ vΓ(x, r), for all x ∈ Γ,
equi-dominate each other.
Remark 4.14. (i) Definition 4.13 is independent of the choice of Γ by Propo-
sition 4.1.
(ii) From Proposition 4.1, it also follows that, given quasi-lattices Γ1 and Γ2 of
M , if all growth functions r ↦ vΓ1(x, r), with x ∈ Γ1, equi-dominate all growth
functions r ↦ vΓ2(y, r), with y ∈ Γ2, then M is growth symmetric.
Definition 4.15. A class {Mi} is called equi-growth symmetric if there are
equi-quasi-lattices Γi ⊂Mi so that the growth functions r ↦ vΓi(x, r), for all i and
x ∈ Γi, equi-dominate one another.
Proposition 4.16. (Equi-)large scale Lipschitz equivalences preserve (equi-
)growth symmetry.
Proof. Let Γ and Γ′ be (R,Qr)-quasi-lattices of M and M ′, respectively.
Assume that there are a, b, c ≥ 1 such that vΓ(x, r) ≤ avΓ(y, br) for all r ≥ c and
x, y ∈ Γ. Let φ ∶ M → M ′ and ψ ∶ M ′ → M be (λ, b, c)-large scale Lipschitz
equivalences so that ψφ and φψ are c-close to idM and idM ′ , respectively. For all
x′, y′ ∈ Γ′, there are x, y ∈ Γ such that d′(φ(x), x′) ≤ R and d(y,ψ(y′)) ≤ R. Let p
and q be the constants defined in Corollary 4.9 with δ = R. Applying Corollary 4.9
to φ and ψ, it follows that
vΓ′(x′, r) ≤ pvΓ(x,λr + q) ≤ apvΓ(y, b(λr + q)) ≤ ap2 vΓ′(y′, λb(λr + q) + q)
if r ≥ max{1, c−q
λ
}. 
Corollary 4.17. (Equi-)coarse quasi-isometries preserve (equi-)growth sym-
metry.
Proof. This follows from Propositions 4.16 and 2.26. 
CHAPTER 5
Amenability of metric spaces
In this chapter, we recall or introduce the concepts and properties about
amenability on metric spaces. They needed to show some of our main result The-
orems 1.10, where equi-amenability and joint amenability are relevant conditions.
5.1. Amenability
Suppose that M and M ′ are of coarse bounded geometry, and {Mi} and {M ′i}
are of equi-coarse bounded geometry.
Definition 5.1 (Block-Weinberger [20]). A metric space, M , is called amenable
if it has a quasi-lattice Γ and a sequence of finite subsets Sn ⊂ Γ such that∣∂Γr Sn∣/∣Sn∣ → 0 as n → ∞ for each r > 0. Such a sequence Sn is called a Følner
sequence in Γ.
Example 5.2. If M is the metric space of vertices of some connected graph of
finite type, then M is amenable if and only it is Følner as metric space of vertices
of some connected graph (cf. (3.7)).
Example 5.3. Let M is a connected complete Riemannian manifold. Recall
that a Riemannian manifold is called Følner if it has a sequence of smooth compact
domains Ωn such that vol∂Ωn/vol Ωn → 0 as n→∞. If M is of bounded geometry,
then it is amenable as metric space of coarse bounded geometry if and only if it is
Følner as Riemannian manifold.
Definition 5.4. {Mi} is called weakly equi-amenable when● there are equi-quasi-lattices Γi ⊂Mi;● there are subsets Si,m,n ⊂ Γi (m,n ∈ N);● there is a ≥ 1, and mappings r ↦ pr (r, pr > 0) and t↦ qt (t, qt ≥ 0); and● there is a nonempty subset Ni,j,m,n,t ⊂ N for every i, j, m, n and t;
such that:● for each i and m, the sequence Si,m,n is Følner in Γi; and,● for each i, m and t, and any Følner sequence Xn of Γi with Si,m,n ⊂Xn ⊂
PenΓi(Si,m,n, t), there is some Yi,j,m′,n ⊂ Γj for all j, n and m′ ∈ Ni,j,m,n,t
so that
Sj,m′,n ⊂ Yi,j,m′,n ⊂ PenΓi(Sj,m′,n, qt) ,(5.1) ∣∂Γjr Yi,j,m′,n∣∣Yi,j,m′,n∣ ≤ a ∣∂
Γi
prXn∣∣Xn∣ ,(5.2)
for all r.
If moreover the mappings r ↦ pr and t ↦ qt can be chosen to be affine, then {Mi}
is called equi-amenable.
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Proposition 5.5. The following are true:
(i) (Equi-)rough equivalences preserve (weak equi-)amenability.
(ii) (Equi-)coarse quasi-isometries preserve (equi-)amenability.
Proof. Let f ∶ M → M ′ be an (sr, c)-rough equivalence. By Definition 2.35,
there is an sr-rough map g ∶M ′ →M such that gf and fg are c-close to idM and
idM ′ , respectively. Let Γ be an (R,Qr)-quasi-lattice of M , for some coarse bound(R,Qr). By Proposition 3.10, Γ′ = f(Γ) is an (R′,Q′r)-quasi-lattice of M ′, where
R′ = c + sR and Q′r = Qsr+R′ .
Let S ⊂ Γ be finite and let S′ = f(S) ⊂ Γ′. Then S ⊂ PenΓ(g(S′), c), and so
(5.3) ∣S∣ ≤ Qc ∣S′∣ ,
Claim 1. ∂Γ
′
r S
′ ⊂ f(∂ΓsrS) for all r > 0.
Indeed, let x′ ∈ ∂Γ′r S′ and x ∈ Γ with f(x) = x′. There are points y′ ∈ S′ and
z′ ∈ Γ′ ∖ S′ such that d′(x′, y′) ≤ r and d′(x′, z′) ≤ r. If y ∈ S and z ∈ Γ ∖ S are such
that f(y) = y′ and f(z) = z′, then d(x, y) ≤ sr and d(x, z) ≤ sr, and so x ∈ ∂ΓsrS.
It follows from Claim 1 that
(5.4) ∣∂Γ′r S′∣ ≤ ∣∂ΓsrS∣ ,
and combining (5.3) and (5.4) that
(5.5)
∣∂Γ′r S′∣∣S′∣ ≤ Qc ∣∂ΓsrS∣∣S∣ .
If Sn is a Følner sequence in Γ, then S
′
n is a Følner sequence in Γ
′ by (5.5), and
therefore M ′ is amenable. This shows the weaker version of (i). Then the weaker
version of (ii) follows by Propositions 2.26 and 2.39-(2).
Claim 2. f(∂Γr PenΓ(S,2c)) ⊂ ∂Γ′urS′ for all r > 0, where ur = sr + s2c.
Let x ∈ ∂Γr PenΓ(S,2c). There are some y ∈ PenΓ(S,2c) and z ∈ Γ∖PenΓ(S,2c)
such that d(x, y) ≤ r and d(x, z) ≤ r. Then there is some y0 ∈ S so that d(y, y0) ≤ 2c.
Let x′ = f(x), y′ = f(y) and z′ = f(z) in Γ′, and y′0 = f(y0) in S′. We have
z′ ∈ Γ′ ∖ S′; otherwise, z′ = f(z0) for some z0 ∈ S, obtaining
d(z, z0) ≤ d(z, g(z′)) + d(g(z′), z0) ≤ 2c ,
which is a contradiction because z ∉ PenΓ(S,2c). Moreover
d′(x′, y′0) ≤ d′(x′, y′) + d′(y′, y′0) ≤ sr + s2c = ur
and d′(x′, z′) ≤ sr, giving x′ ∈ ∂Γ′urS′, which shows Claim 2.
Applying (5.3) to the set ∂Γr PenΓ(S,2c), and using Claim 2, we get
(5.6)
∣∂Γr PenΓ(S,2c)∣∣PenΓ(S,2c)∣ ≤ Qc ∣f(∂Γr PenΓ(S,2c))∣∣S∣ ≤ Qc ∣∂Γ
′
urS
′∣∣S′∣ .
Suppose that {Mi} satisfies the condition of weak equi-amenability (Defini-
tion 5.4) with a class {Γi} of corresponding (R,Qr)-quasi-lattices, subsets Si,m,n ⊂
Γi, a constant a ≥ 1, mappings r ↦ pr and t↦ qt, and nonempty subsets Ni,j,m,n,t ⊂
N. Consider a family of equi-rough equivalences fi ∶Mi →M ′i with common rough
equivalence distortion (sr, c). By Proposition 3.10, each Γ′i = fi(Γi) is an (R′,Q′r)-
quasi-lattice of M ′i , where R′ = c + sR and Q′r = Qsr+R′ . By (5.5), for each i and
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m, S′i,m,n = fi(Si,m,n) is a Følner sequence in Γ′i. Given i, m and t′ ≥ 0, take any
Følner sequence X ′n in any Γ′i with S′i,m,n ⊂X ′n ⊂ PenΓ′i(S′i,m,n, t′). Then
Xn ∶= PenΓi(f−1i (X ′n),2c) ⊂ PenΓi(Si,m,n, st′ + 2c) ;
in particular, every Xn is finite. Moreover Xn is a Følner sequence in Γi by (5.6)
since fi(f−1i (X ′n)) = X ′n. Thus (5.1) and (5.2) are satisfied with t = st′ + 2c and
some subsets Yj,m′,n ⊂ Γj (m′ ∈ Ni,j,m,n). Let q′t′ = sqt and Y ′j,m′,n = fj(Yj,m′,n) ⊂ Γ′j
for m′ ∈ Ni,j,m,n. We have
S′j,m′,n ⊂ Y ′j,m′,n ⊂ PenΓ′j(S′j,m′,n, q′t′) .
For r′ > 0, let r = sr′ and p′r′ = upr . By (5.5), (5.2) and (5.6),∣∂Γ′jr′ Y ′j,m′,n∣∣Y ′j,m′,n∣ ≤ Qc ∣∂
Γj
r Yj,m′,n∣∣Yj,m′,n∣ ≤ aQc ∣∂
Γi
prXn∣∣Xn∣ ≤ aQ2c ∣∂
Γi
p′
r′X
′
n∣∣X ′n∣ .
for all r′. So {M ′i} is weakly equi-amenable (the stronger version of (i)).
The stronger version of (ii) follows like the stronger version of (i), assuming
that the family {fi} is equi-large scale Lipschitz by Propositions 2.26 and 2.27,
and using the expression of sr in Proposition 2.39-(2) and the expression of ur in
Claim 2. 
Remark 5.6. In the proof of Proposition 5.5, since the fibers of f are of di-
ameter ≤ s0, we could use Qs0 instead of Qc in (5.3), and Claim 2 could be stated
with s0 instead of 2c.
Remark 5.7. The weaker version of Proposition 5.5-(i) was proved by Block
and Weinberger [20]. Their proof has the following three steps. First, they intro-
duce the uniformly finite homology, Huf● (M); second, they show that Huf● (M) ≅
Huf● (M ′) if M and M ′ are roughly equivalent; and third, they prove that M is
amenable if and only if Huf0 (M) ≠ 0.
Proposition 5.8. If M is amenable, then each quasi-lattice of M has a Følner
sequence.
Proof. Let Γ be a quasi-lattice of M . Since M is amenable, Γ is also amenable
by Proposition 5.5. Therefore some (R,Qr)-quasi-lattice Γ0 of Γ has a Følner
sequence S0,n. It has to be shown that Γ also has a Følner sequence. Let Sn =
PenΓ(S0,n,R).
Claim 3. ∂Γr Sn ⊂ PenΓ(∂Γ0r+2RS0,n,R) for all r > 0.
For each x ∈ ∂Γr Sn, there are x0 ∈ Γ0, y ∈ Sn and z ∈ Γ∖Sn such that d(x,x0) ≤ R,
d(x, y) ≤ r and d(x, z) ≤ r. Then there are points y0 ∈ S0,n and z0 ∈ Γ0 such
that d(y, y0) ≤ R and d(z, z0) ≤ R. Observe that z0 ∉ S0,n because z ∉ Sn and
d(z, z0) ≤ R. By the triangle inequality, the distances d(x0, y0) ≤ r + 2R and
d(x0, z0) ≤ r + 2R, and so x0 ∈ ∂Γ0r+2RS0,n. Hence x ∈ PenΓ(∂Γ0r+2RS0,n,R), which
completes the proof of Claim 3.
By Claim 3,
(5.7)
∣∂Γr Sn∣∣Sn∣ ≤ ∣PenΓ(∂
Γ0
r+2RS0,n,R)∣∣S0,n∣ ≤ QR ∣∂
Γ0
r+2RS0,n∣∣S0,n∣ .
Then Sn is a Følner sequence in Γ because S0,n is a Følner sequence in Γ0. 
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Remark 5.9. In the proof of Proposition 5.8, it is easy to check that ∂Γ0r (Sn ∩
Γ0) ⊂ ∂Γr Sn for all r > 0, and therefore∣∂Γ0r (Sn ∩ Γ0)∣∣Sn ∩ Γ0∣ ≤ ∣∂Γr Sn∣∣Sn∣ .
5.2. Amenable symmetry
Definition 5.10. A metric space, M , is called weakly amenably symmetric if
there are:● a quasi-lattice Γ of M ;● subsets Sm,n ⊂ Γ (m,n ∈ N);● some a ≥ 1, and mappings r ↦ pr (r, pr > 0) and t↦ qt (t, qt ≥ 0); and● a nonempty subset Nm,n,t ⊂ N for each m, n and t;
such that:● for each m, the sequence Sm,n is Følner in Γi;● for each m, n and t ≥ 0, ⋃m′∈Nm,n,t Sm′,n is a net in M ; and● for each m and t ≥ 0, and any Følner sequence Xn of Γ with Sm,n ⊂Xn ⊂
PenΓ(Sm,n, t), there is some Ym′,n ⊂ Γ for each n and m′ ∈ Nm,n so that
Sm′,n ⊂ Ym′,n ⊂ PenΓi(Sm′,n, qt) ,(5.8) ∣∂Γr Ym′,n∣∣Ym′,n∣ ≤ a ∣∂
Γ
prXn∣∣Xn∣ ,(5.9)
for all r.
In this case, Γ is called weakly Følner symmetric. If moreover the mappings r ↦ pr
and t↦ qt can be chosen to be affine, then M is called amenably symmetric and Γ
is called Følner symmetric.
Example 5.11. Let M ⊆ R3 be the union of a plane and a line orthogonal to
the plane. With the subspace metric, M is amenable but not amenably symmetric.
Definition 5.12. A class of metric spaces, {Mi}, is (weakly) equi-amenably
symmetric if every Mi satisfies the conditions of (weak) amenable symmetry (Defi-
nition 5.10) with equi-quasi-lattices Γi ⊂Mi, subsets Si,m,n ⊂ Γi, the same constant
a ≥ 1, the same mappings r ↦ pr and t↦ qt, and subsets Ni,m,n,t ⊂ N, such that, for
some Ln, Li,m,n,t ∈ N, ⋃m Si,m,n is an Ln-net of Γi for all i, and ⋃m′∈Ni,j,m,n,t Sj,m′,n
is an Li,m,n,t-net of Γj for all j.
Remark 5.13. In Definition 5.12, every Mi satisfies the conditions of (weak)
amenable symmetry with subsets Ni,m,n,t ⊂ N that may depend on i.
Proposition 5.14. (i) (Equi-)rough equivalences preserve weak (equi-)amenable
symmetry.
(ii) (Equi-)coarse quasi-isometries preserve (equi-)amenable symmetry.
Proof. Let f ∶ M → M ′ be a rough equivalence with rough equivalence dis-
tortion (sr, c). Suppose that M satisfies the conditions to be weakly amenably
symmetric with a quasi-lattice Γ, sets Sm,n, a constant a ≥ 1, mappings r ↦ pr
and t ↦ qt, and subsets Nm,n,t ⊂ N; in particular, each union ⋃m′∈Nm,n,t Sm′,n is a
Km,n,t-net in M for some Km,n,t ≥ 0. Let S′m,n = f(Sm,n). For each m, the sequence
S′m,n is Følner in Γ′ by (5.5). Moreover ⋃m′∈Nm,n,t S′m′,n is a (sKm,n,t+c)-net in M ′,
5.2. AMENABLE SYMMETRY 41
which can be proved as follows. For each x′ ∈M ′, there is some y ∈ ⋃m′∈Nm,n,t Sm′,n
such that d(y, g(x′)) ≤Kn. Then f(y) ∈ ⋃m′∈Nm,n,t S′m′,n and
d′(f(y), x′) ≤ d′(f(y), fg(x′)) + d′(fg(x′), x′) ≤ sKm,n,t + c .
The rest of the proof is analogous to the proof of Proposition 5.5. 
Proposition 5.15. If M is (weakly) amenably symmetric, then every quasi-
lattice of M is (weakly) Følner symmetric.
Proof. Suppose that M is (weakly) amenably symmetric, and let Γ be a quasi-
lattice of M . By Proposition 5.14, Γ satisfies the condition of (weak) amenable
symmetry (Definition 5.10) with some (R,Qr)-quasi-lattice Γ′ of Γ, a family of
Følner sequences S′m,n in Γ′, some constant a′ ≥ 1, and some mappings r ↦ p′r and
t↦ q′t. For each m and n, let Sm,n = PenΓ(S′m,n,R). For every m, Sm,n is a Følner
sequence in Γ by (5.7). Given m and t ≥ 0, let Xn be a Følner sequence in Γ with
Sm,n ⊂ Xn ⊂ PenΓ(Sm,n, t). Then X ′n ∶= Xn ∩ Γ′ is a Følner sequence in Γ′ by
Remark 5.9, and moreover S′m,n ⊂X ′n ⊂ PenΓ′(S′m,n, t+R). Hence X ′n satisfies (5.8)
and (5.9) with some subsets Y ′m,n ⊂ Γ′, using q′t+R. For Ym,n = PenΓ(Y ′m,n,R), we
have
Sm,n ⊂ Ym,n ⊂ PenΓ(PenΓ′(S′m,n, q′t+R),R) ⊂ PenΓ(Sm,n, q′t+R +R) ,∣∂Γr Ym,n∣∣Ym,n∣ ≤ QR ∣∂
Γ′
r Y
′
m,n∣∣Y ′m,n∣ ≤ a′QR ∣∂
Γ′
p′rX ′n∣∣X ′n∣ ≤ a′QR ∣∂
Γ
p′rXn∣∣Xn∣ ,
by (2.2) and (5.7)–(5.9). Thus the condition of (weak) amenable symmetry of M
is satisfied with Γ. 
Definition 5.16. A class of metric spaces, {Mi}, is jointly weakly amenably
symmetric if there are:● equi-quasi-lattices Γi ⊂Mi;● subsets Si,m,n ⊂ Γi (m,n ∈ N);● mappings r ↦ pr (r, pr > 0) and t↦ qt (t, qt ≥ 0);● nonempty subsets Ni,j,m,n,t ⊂ N, one for each i, j, m, n and t;● numbers Ln, Li,m,n,t ∈ N, one for each i, m, n and t; and a ≥ 1,
such that:● for each i and m, the sequence Si,m,n is Følner in Γi;● for each i and n, ⋃m Si,m,n is an Ln-net in Mi;● for each i, j, m, n and t, ⋃m′∈Ni,j,m,n,t Sj,m′,n is an Li,m,n,t-net in Mj ; and● for each i, m and t, and any Følner sequence Xn of Γi with Si,m,n ⊂Xn ⊂
PenΓ(Si,m,n, t), there is some Yi,j,m′,n ⊂ Γj for all j, n and m′ ∈ Nm,n so
that
Sj,m′,n ⊂ Yi,j,m′,n ⊂ PenΓi(Si,m′,n, qt) ,∣∂Γr Yi,j,m′,n∣∣Yi,j,m′,n∣ ≤ a ∣∂
Γ
prXn∣∣Xn∣ ,
for all r.
In this case, {Γi} is called jointly weakly Følner symmetric. If moreover the map-
pings r ↦ pr and t ↦ qt can be chosen to be affine, then {Mi} is called jointly
amenably symmetric and {Γi} jointly Følner symmetric.
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Remark 5.17. Joint (weak) amenable symmetry is stronger than (weak) equi-
amenability and (weak) equi-amenable symmetry.
Proposition 5.18. (i) Equi-rough equivalences preserve weak joint amenable
symmetry.
(ii) Equi-coarse quasi-isometries preserve joint amenable symmetry.
Proof. Similar to the proof of Proposition 5.14. 
CHAPTER 6
Coarse ends
The end space is a topological invariant. In the case of proper geodesic spaces,
the end space turns out to be a coarsely quasi-isometric invariant [21, Proposi-
tion 8.29]. Proceeding further with this idea, we introduce a version of the end
space for metric spaces, which is invariant by coarse equivalences. Indeed it can be
directly generalized to arbitrary coarse spaces.
6.1. Ends
The end space of a topological space X is constructed as follows. Let K be the
family of compact subsets of X. For each K ∈ K, let UK be the discrete space of
connected components of X ∖K with non-compact closure. Each inclusion K ⊂ L
in K induces a map ηK,L ∶ UL → UK which assigns to U ∈ UL the component
ηK,L(U) ∈ UK which contains U . These spaces UK and maps ηK,L, K,L ∈ K, form
an inverse system, whose inverse limit is the space of ends of X, denoted by E(X),
which is Hausdorff and totally disconnected. Thus any e ∈ E(X) can be described
as a map defined on K such that e(K) ∈ UK and e(K) ⊃ e(L) if K ⊂ L in K.
Suppose that X has a an increasing sequence of compact subsets, (Kn), whose
interiors cover X. Then the topology of E(X) is induced by the ultrametric d(Kn)
defined by
d(Kn)(e, f) = exp(− sup{n ∈ N ∣ e(Kn) = f(Kn) }) .
The coarse version of these concepts for metric spaces is obtained by replacing
compact sets by bounded sets, as shown next.
6.2. Coarse connectivity
Definition 6.1. Let µ > 0. Two points x, y ∈ M are coarsely µ-connected if
there is, for some k, a finite sequence {zl}kl=0 in M such that x = z0, z1, . . . , zk = y
and that d(zl−1, zl) ≤ µ for all l ∈ {1, . . . , k}. This concept defines an equivalence
relation on M whose equivalence classes are called coarse µ-connected components.
If all points in M are µ-connected, then M is called coarsely µ-connected. If M is
coarsely µ-connected for some µ > 0, then M is called coarsely connected.
Remark 6.2. The following properties are elementary:
(i) The coarse µ-connected components are the maximal coarse µ-connected sub-
sets.
(ii) If M is coarsely µ-connected, then it is coarsely ν-connected for all ν ≥ µ.
(iii) If M is coarsely µ-connected, then, for all non-trivial partition of M into two
sets, {A,B}, there is some x ∈ A and y ∈ B such that d(x, y) ≤ µ.
(iv) If A and B are coarsely µ-connected subsets of M , and d(x, y) ≤ µ for some
x ∈ A and y ∈ B, then A ∪B is coarsely µ-connected.
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Remark 6.3. Coarse connectivity of M means that the coarse space [M] is
monogenic [86], but we prefer the term coarse connectivity because it plays the
same role here as connectivity in the definition of ends.
Lemma 6.4. If M is coarsely µ-connected, f ∶M →M ′ satisfies the condition
of uniform expansiveness with the mapping sr, and f(M) is a c-net in M ′, then
M ′ is coarsely µ′-connected, where µ′ = max{sµ, c}.
Proof. For x′, y′ ∈M ′, there are points x, y ∈M such that d′(x′, f(x)) ≤ c and
d′(y′, f(y)) ≤ c, and there is a finite sequence x = z0, z1, . . . , zk = y in M such that
d(zl−1, zl) ≤ µ for all l ∈ {1, . . . , k}. Then d′(f(zl−1), f(zl)) ≤ sµ, obtaining that x′
is coarsely µ′-connected to y′. 
Corollary 6.5. Coarse connectivity is invariant by coarse equivalences.
Remark 6.6. Corollary 6.5 is indeed trivial by Remark 6.3.
Lemma 6.7. Let B ⊂ C ⊂M , and let U be a coarse µ-connected component of
M ∖B. Then each coarse µ-connected component of U ∖C is a coarse µ-connected
component of M ∖C.
Proof. Each coarse µ-connected component V of U ∖C is contained in some
coarse µ-connected component W of M ∖C (Remark 6.2-(i)). If V ≠W , then there
are points, y ∈ V and z ∈W ∖ V , such that d(y, z) ≤ µ (Remark 6.2-(iii)). Hence z
is coarsely µ-connected to y in M ∖C, and therefore in M ∖B. So z ∈ U , and z is
coarsely µ-connected to y in U ∖C, giving z ∈ V , a contradiction. Thus V =W . 
Corollary 6.8. Let A,B ⊂M , and let U be a coarse µ-connected component
of M ∖ B such that U ∩ A = ∅. Then U is a coarse µ-connected component of
M ∖ (A ∪B).
Proof. Take C = A ∪B in Lemma 6.7. 
Lemma 6.9. Suppose that M is coarsely µ-connected. Let ∅ ≠ B ⊊M , and let
U be a coarse µ-connected component of M ∖B. Then there are points x ∈ B and
y ∈ U such that d(x, y) ≤ µ.
Proof. Let x0 ∈ B and y0 ∈ U ∖B. Since M is coarsely µ-connected, there is a
finite sequence x0 = z0, z1, . . . , zk = y0 such that d(zl−1, zl) ≤ µ for all l ∈ {1, . . . , k}.
Let
p = min{ l ∈ {1, . . . , k} ∣ {zl, . . . , zk} ⊂M ∖B } .
Then the statement holds with x = zp−1 and y = zp. 
Remark 6.10. Lemma 6.9 is a refinement of Remark 6.2-(iii).
Corollary 6.11. Suppose that M is coarsely µ-connected. Let A be a µ-net
of M , let ∅ ≠ B ⊂M , and let U be a coarse µ-connected component of M ∖B such
that U ∖Pen(B,2µ) ≠ ∅. Then A ∩U ∩Pen(B,3µ) ≠ ∅.
Proof. The set U ∖ Pen(B,2µ) is a coarse µ-connected component of M ∖
Pen(B,2µ) by Lemma 6.7. Then, by Lemma 6.9, there are points x ∈ Pen(B,2µ)
and y ∈ U ∖ Pen(B,2µ) with d(x, y) ≤ µ. Since x ∈ M ∖ Pen(B,µ) by the triangle
inequality, we also get x ∈ U . Take some z ∈ A such that d(x, z) ≤ µ. Since
z ∈ Pen(B,3µ) ∖B by the triangle inequality, we have z ∈ A ∩U ∩Pen(B,3µ). 
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Corollary 6.12. Suppose that M is of coarse bounded geometry with coarse
bound (R,Qr), and coarsely µ-connected for some µ ≥ R. Let B be a nonempty
bounded subset of M . Then M ∖ B has at most Qdiam(B)+3µ coarse µ-connected
components that meet M ∖Pen(B,2µ).
Proof. Fix an (R,Qr)-quasi-lattice Γ of M , and a point x ∈ B. By Corol-
lary 6.11, the number of coarse µ-connected components of M ∖ B that meet
M ∖Pen(B,2µ) is bounded by∣Γ ∩Pen(B,3µ)∣ ≤ ∣Γ ∩B(x,diam(B) + 3µ)∣ ≤ Qdiam(B)+3µ .

Corollary 6.13. Suppose that M is of coarse bounded geometry with coarse
bound (R,Qr), and coarsely µ-connected for some µ ≥ R. For any nonempty
bounded subset B ⊂M , let C be the union of B and the bounded coarse µ-connected
components of M ∖B. Then C is bounded, and the coarse µ-connected components
of M ∖C are the unbounded coarse µ-connected components of M ∖B.
Proof. This is a consequence of Corollaries 6.12 and 6.8. 
Corollary 6.14. Suppose that M is of coarse bounded geometry with coarse
bound (R,Qr), coarsely µ-connected for some µ ≥ R, and unbounded. Then the
complement of each bounded subset of M has an unbounded coarse µ-connected
component.
Proof. Take any bounded B ⊂ M . We can assume B ≠ ∅ because M is
unbounded. Thus, if all coarse µ-connected components of M ∖B were bounded,
then M would be bounded by Corollary 6.13, a contradiction. 
6.3. Coarse ends
Let B(M) (or simply B) be the set of bounded subsets of M . For all µ > 0
and B ∈ B, let Uµ,B(M) (or simply Uµ,B) denote the discrete space of unbounded
coarse µ-connected components of M ∖B. According to Remark 6.2-(i), for B ⊂ C
in B, we get a map ηµ,B,C ∶ Uµ,B → Uµ,C determined by ηµ,B,C(U) ⊃ U . These
spaces Uµ,B and maps ηµ,B,C form a projective system (over B with “⊂”), denoted
by {Uµ,B , ηµ,B,C}.
Definition 6.15. The projective limit of {Uµ,B , ηµ,B,C}, denoted by Eµ(M),
is the space of µ-ends of M .
Remark 6.16. Eµ(M) is Hausdorff and totally disconnected because each spaceUµ,B is discrete.
Each e ∈ Eµ(M) can be described as a map defined on B such that e(B) ∈ Uµ,B
and e(B) ⊃ e(C) if B ⊂ C. The maps ηµ,B ∶ Eµ(M)→ Uµ,B satisfying the universal
property of the inverse limit are given by ηµ,B(e) = e(B). Hence, for B ⊂ C in B,
(6.1) ηµ,B,C(e(B)) = e(C) .
Remark 6.17. We have e(B) ∩ e(C) ≠ ∅ for all e ∈ Eµ(M) and B,C ∈ B,
because e(B) ∩ e(C) ⊃ e(B ∪C).
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For each B ∈ B and U ∈ Uµ,B , letNµ(B,U) = {e ∈ Eµ(M) ∣ e(B) = U } .
The family of the sets Nµ(B,U) is a base of the topology of Eµ(M). For any fixed
x0 ∈M , an ultrametric dµ,x0 inducing the topology of Eµ(M) is given by
dµ,x0(e, f) = exp(− sup{n ∈ N ∣ e(B(x0, n)) = f(B(x0, n)) }) .
Remark 6.18. Since {B(x0, n) ∣ n ∈ N} is cofinal in B, for each nested sequence
U0 ⊃ U1 ⊃ ⋯ with Un ∈ Uµ,B(x0,n), there is a unique e ∈ Eµ(M) such that Un =
e(B(x0, n)) for all n.
Remark 6.19. The Lipschitz equivalence class of dµ,x0 is independent of x0;
in fact, for another point x1 ∈ M and an integer N ≥ d(x0, x1), we easily get
dµ,x1 ≤ eN dµ,x0 .
According to Remark 6.2-(ii), for 0 < µ ≤ ν and B ∈ B, there is a map θµ,ν,B ∶Uµ,B → Uν,B determined by θµ,ν,B(U) ⊃ U . The diagram
(6.2)
Uν,C ην,B,CÐÐÐÐ→ Uν,B
θµ,ν,C
uparrow××× uparrow×××θµ,ν,BUµ,C ηµ,B,CÐÐÐÐ→ Uµ,B
is commutative for B ⊂ C in B because, for all U ∈ Uµ,B ,
ην,B,C θµ,ν,C(U) ⊃ θµ,ν,C(U) ⊃ U ,
θµ,ν,B ηµ,B,C ⊃ ηµ,B,C(U) ⊃ U .
Hence the maps θµ,ν,B induce a continuous map θµ,ν ∶ Eµ(M)→ Eν(M) determined
by the condition ην,B θµ,ν = θµ,ν,B ηµ,B for all B ∈ B. Observe that
(6.3) θµ,ν(e)(B) = ην,B θµ,ν(e) = θµ,ν,B ηµ,B(e) = θµ,ν,B(e(B)) .
On the other hand, like the commutativity of (6.2), it can be proved that
(6.4) θµ,ν,B ○ θλ,µ,B = θλ,ν,B
for 0 < λ ≤ µ ≤ ν. Hence, by (6.3),
θµ,νθλ,µ(e)(B) = θµ,ν,B(θλ,µ(e)(B)) = θµ,ν,Bθλ,µ,B(e(B))= θλ,ν,B(e(B)) = θλ,ν(e)(B),
giving θµ,νθλ,µ = θλ,ν . Thus the spaces Eν(M) and maps θµ,ν form a direct system
of topological spaces, denoted by {Eµ(M), θµ,ν}.
Definition 6.20. The injective limit of {Eµ(M), θµ,ν}, denoted by E∞(M), is
called the space of coarse ends of M .
Let θµ ∶ Eµ(M) → E∞(M) be the maps that satisfy the universal property of
the injective limit.
Remark 6.21. It is easy to see that
θµ,ν ∶ (Eµ(M), dµ,x0)→ (Eν(M), dν,x0)
is non-expanding for ν ≥ µ.
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Remark 6.22. The definition of the space of coarse ends can be generalized to
arbitrary coarse spaces as follows. With the terminology of [86], for each entourage
E of a coarse space X, define the coarse E-connected components like the above
coarse µ-connected components by using the condition (x, y) ∈ E instead of d(x, y) ≤
µ. Let B be the family of bounded subsets of X (those B ⊂ X so that B ×B is an
entourage). Then we can define UE,B and EE(X) like the above Uµ,B and Eµ(M).
For entourages E ⊂ F , we get a continuous map θE,F ∶ EE(X)→ EF (X) defined like
the above θµ,ν for µ ≤ ν. Then {EE(X), θE,F } is a direct system whose injective
limit is E∞(X).
Remark 6.23. Observe that the spaces Eµ(M) and E∞(M) are nonempty if
and only if M is unbounded.
Proposition 6.24. If M is of coarse bounded geometry with coarse bound(R,Qr), and coarsely µ-connected for some µ ≥ R, then Eµ(X) is compact.
Proof. This holds because the spaces Uµ,B are finite by Corollary 6.12. 
Lemma 6.25. If M is of coarse bounded geometry with coarse bound (R,Qr),
and coarsely µ-connected for some µ ≥ R, then ηµ,B,C is surjective for ∅ ≠ B ⊂ C
in B.
Proof. Take any U ∈ Uµ,B . By Corollary 6.14, U ∖ C has some unbounded
coarse µ-connected component V . Then V ∈ Uµ,C by Lemma 6.7, and ηµ,B,C(V ) =
U . 
Corollary 6.26. If M is of coarse bounded geometry with coarse bound (R,Qr),
and coarsely µ-connected for some µ ≥ R, then ηµ,B is surjective for ∅ ≠ B ∈ B.
Proof. By inductively applying Lemma 6.25, it follows that for every U ∈ Uµ,B
there is a nested sequence U = U0 ⊃ U1 ⊃ ⋯ such that Un ∈ Uµ,Pen(B,n) for all n ∈ N.
Since {Pen(B,n) ∣ n ∈ N} is cofinal in B, there is a unique e ∈ Eµ(M) such that
e(Pen(B,n)) = Un for all n ∈ N; in particular, U = e(B) = ηµ,B(e). 
Lemma 6.27. If M is of coarse bounded geometry with coarse bound (R,Qr),
and coarsely µ-connected for some µ ≥ R, then θµ,ν,B is surjective for nonempty
sets B ∈ B and ν ≥ µ > 0.
Proof. Every V ∈ Uν,B is union of coarse µ-connected components of M ∖B
(Remark 6.2-(ii)). Moreover M ∖ B has a finite number of coarse µ-connected
components that meet M ∖ Pen(B,2µ) by Corollary 6.12. Since V is unbounded,
it follows that V contains some unbounded coarse µ-connected component U of
M ∖B. Thus U ∈ Uµ,B and θµ,ν,B(U) = V . 
Lemma 6.28. If M is of coarse bounded geometry with coarse bound (R,Qr),
and coarsely µ-connected for some µ ≥ R, then θµ,ν ∶ Eµ(M) → Eν(M) has dense
image for ν ≥ µ.
Proof. This follows from Corollary 6.26, Lemma 6.27 and [39, Appendix Two,
Theorem 2.5-(2), p. 430]. 
Proposition 6.29. If M is of coarse bounded geometry and coarsely connected,
then E∞(M) is compact.
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Proof. Eµ(M) is compact for µ large enough by Proposition 6.24. Moreover it
is also Hausdorff. So θµ,ν is surjective for µ large enough and ν ≥ µ by Lemma 6.28,
obtaining that θµ ∶ Eµ(M) → E∞(M) is surjective. Therefore E∞(M) is compact.

Lemma 6.30. (i) Suppose that M is the metric space of vertices of a con-
nected graph. For B ∈ B and N ∈ Z+, let B̃ = Pen(B, ⌈N−1
2
⌉). Then ev-
ery coarse N -connected component of M ∖ B̃ is contained in some coarse
1-connected component of M ∖B.
(ii) Assume that M is a connected complete Riemannian manifold1. For every
closed B ∈ B and µ, ε > 0, let B̃ = Pen(B, µ+ε
2
). Then every coarse µ-connected
component of M ∖ B̃ is contained in some connected component of M ∖B.
Proof. (i) Let U be a coarse N -connected component of M ∖ B̃. For x, y ∈ U ,
there are points x = z0, z1, . . . , zk = y in U such that d(zl−1, zl) ≤ N for all l ∈{1, . . . , k}. Then there are points, zl−1 = ul0, ul1, . . . , ulpl = zl, in M such that pl ≤ N
and d(ulq−1, ulq) = 1 for all q ∈ {1, . . . , pl}. Observe that ulq ∈ Pen(U, ⌈N−12 ⌉) ⊂M ∖B.
So x is coarsely 1-connected to y in M ∖ B. It follows that U is a coarsely 1-
connected subset ofM∖B, and therefore it is contained in some coarsely 1-connected
component of M ∖B.
(ii) For x, y ∈ U ∈ Uµ,B̃ , there are points x = z0, z1, . . . , zk = y in U such that
d(zl−1, zl) ≤ µ for all l ∈ {1, . . . , k}. Thus there is a smooth path αl from zl−1 to zl
with length < µ + ε. Each αl is a path in Pen(U, µ+ε2 ) ⊂M ∖B, and so the product
path α1⋯αk joins x to y in M ∖B. Thus U is a connected subset of M ∖B, and
hence it is contained in some connected component of M ∖B. 
Proposition 6.31. If M is the metric space of vertices of a connected graph G
that has finitely many edges abutting on each vertex, then E(G) ≡ E1(M) ≈ E∞(M),
canonically.
Proof. The definitions of E1(M) and E(G) are canonically equivalent so it
has to be shown that E1(M) ≈ E∞(M), canonically, which will be a consequence
of showing that θ1,N is a homeomorphism for each N ∈ Z+. For every B ∈ B, let
B̃ = Pen(B, ⌈N−1
2
⌉). By Lemma 6.30-(i), a map ξN,B ∶ UN,B̃ → U1,B is determined
by ξN,B(U) ⊃ U . Like in the case of (6.2), it can be easily checked that, for B ⊂ C
in B, the diagrams
UN,C̃ ξN,CÐÐÐÐ→ U1,C×××ÖηN,B̃,C̃ ×××ÖηN,B,CUN,B̃ ξN,BÐÐÐÐ→ U1,B
UN,B̃ ξN,BÐÐÐÐ→ U1,B∥ θ1,N,B×××ÖUN,B̃ ηN,B,B̃ÐÐÐÐ→ UN,B
U1,B̃ θ1,N,B̃ÐÐÐÐ→ UN,B̃∥ ξN,B×××ÖU1,B̃ η1,B,B̃ÐÐÐÐ→ U1,B
are commutative. So the maps ξN,B induce a continuous map ξN ∶ EN(M)→ E1(M)
that is inverse of θ1,N . Thus θ1,N is a homeomorphism. 
Proposition 6.32. If M is a connected complete Riemannian manifold, thenE(M) ≈ Eµ(M) ≈ E∞(M), canonically, for all µ > 0.
1In fact, the proof of this property applies to any complete path metric space, as well as the
proof of Proposition 6.32.
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Proof. The proof is similar to that of Proposition 6.31, using Lemma 6.30-
(ii). 
6.4. Functoriality of the space of coarse ends
Let f ∶ M → M ′ be a coarse map; in particular, it satisfies the condition of
uniform expansiveness with some mapping sr, which can be assumed to be non-
decreasing. We have f−1(B′) ∈ B(M) for all B′ ∈ B(M ′) because f is metric
proper. For x, y ∈ U ∈ Uµ,f−1(B′), there are points x = z0, z1, . . . , zk = y in U so
that d(zl−1, zl) ≤ µ for l ∈ {1, . . . , k}. Since d′(f(zl), f(zl−1)) ≤ sµ, we get that
f(U) is a coarsely sµ-connected subset of M ′ ∖ B′. Hence f(U) is contained in
some coarse sµ-connected component U
′ of M ′ ∖ B′. Moreover U ′ is unbounded;
otherwise, f−1(f(U)) is bounded because f is metrically proper, obtaining that U is
bounded, a contradiction. Thus there is a map fµ,B′ ∶ Uµ,f−1(B′)(M)→ Usµ,B′(M ′)
determined by fµ,B′(U) ⊃ f(U). Since B ⊂ f−1(f(B)) for all B ∈ B(M), and
f(B) ∈ B(M ′) by the uniform expansiveness of f , the set { f−1(B′) ∣ B′ ∈ B(M ′) } is
cofinal in B. Hence the maps fµ,B′ induce a continuous map fµ ∶ Eµ(M)→ Esµ(M ′),
determined by the condition ηµ,B′ ○ fµ = fµ,B′ ○ ηµ,f−1(B′) for all B′ ∈ B(M ′). Thus
(6.5) fµ(e)(B′) = ηµ,B′ ○ fµ(e) = fµ,B′ ○ ηµ,f−1(B′)(e) = fµ,B′(e(f−1(B′)))
for all B′ ∈ B(M ′). As in the case of (6.2), it is easy to check that the diagram
Uν,f−1(B′)(M) fνÐÐÐÐ→ Usν ,B′(M ′)
θµ,ν,f−1(B′)uparrow××× uparrow×××θsµ,sν ,B′Uµ,f−1(B′)(M) fµÐÐÐÐ→ Usµ,B′(M ′)
is commutative for 0 < µ < ν, and thus the diagram
Eν(M) fνÐÐÐÐ→ Esν (M ′)
θµ,ν
uparrow××× uparrow×××θsµ,sνEµ(M) fµÐÐÐÐ→ Esµ(M ′) .
is also commutative. So the maps fµ induce a continuous map f∞ ∶ E∞(M) →E∞(M ′).
Lemma 6.33. f∞ is independent of the choice of sr.
Proof. Let s¯r ≥ sr for each r ≥ 0, and let
f¯µ,B′ ∶ Uµ,f−1(B′)(M)→ Us¯µ,B′(M ′) ,
f¯µ ∶ Eµ(M)→ Es¯µ(M ′) , f¯∞ ∶ E∞(M)→ E∞(M ′)
be the maps induced by f and s¯r. For µ > 0 and B′ ∈ B(M ′), the commutativity of
the diagram Uµ,f−1(B′)(M) f¯µ,B′ÐÐÐÐ→ Us¯µ,B′(M ′)∥ uparrow×××θsµ,s¯µ,B′Uµ,f−1(B′)(M) fµ,B′ÐÐÐÐ→ Usµ,B′(M ′)
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follows like in the case of (6.2), obtaining the commutativity of
Eµ(M) f¯µÐÐÐÐ→ Es¯µ(M ′)∥ uparrow×××θsµ,s¯µEµ(M) fµÐÐÐÐ→ Esµ(M ′) .
Therefore f¯∞ = f∞. 
Proposition 6.34. If g ∶ M → M ′ is another coarse map close to f , then
g∞ = f∞.
Proof. Take some c ≥ 0 such that f and g are c-close. We can suppose
that g also satisfies the condition of uniform expansiveness with sr. Let µ > 0,
B ∈ B(M), B′ ∈ B(M ′), U ∈ Uµ,B(M), V ∈ Uµ,f−1(B′)(M) and W ∈ Uµ,g−1(B′)(M)
such that f−1(B′) ∪ g−1(B′) ⊂ B and U ⊂ V ∩W . Therefore ηµ,f−1(B′),B(U) = V
and ηµ,g−1(B′),B(U) =W . We know that f(V ) and g(W ) are coarsely sµ-connected
subsets of M ′ ∖B′. By Remark 6.2-(iv) and since d′(f(x), g(x)) ≤ c for all x ∈ U ,
it follows that f(V ) ∪ g(W ) is a coarsely s¯µ-connected subset of M ′ ∖ B′, where
s¯µ = max{sµ, c}. Hence f(V ) and g(W ) are contained in the same coarse s¯µ-
connected component of M ′ ∖B′. This shows that the diagram
Uµ,f−1(B′)(M) fµ,B′ÐÐÐÐ→ Usµ,B′(M ′) θsµ,s¯µ,B′ÐÐÐÐÐ→ Us¯µ,B′(M ′)
ηµ,f−1(B′),Buparrow××× uparrow×××θsµ,s¯µ,B′Uµ,B(M) ηµ,g−1(B′),BÐÐÐÐÐÐÐ→ Uµ,g−1(B′)(M) gµ,B′ÐÐÐÐ→ Usµ,B′(M ′)
is commutative. So the diagram
Esµ(M ′) θsµ,s¯µÐÐÐÐ→ Es¯µ(M ′)
fµ
uparrow××× uparrow×××θsµ,s¯µEµ(M) gµÐÐÐÐ→ Esµ(M ′)
is also commutative, and f∞ = g∞ obtains. 
Proposition 6.35. A functor E∞ of the metric coarse category to the category
of continuous maps between topological spaces is defined by E∞([M]) = E∞(M) andE∞([f]) = f∞.
Proof. Obviously, (idM)µ = idEµ(M) for all µ > 0, and therefore (idM)∞ =
idE∞(M). Suppose that f ′ ∶M ′ →M ′′ satisfies the condition of uniform expansive-
ness with a mapping s′r. Then f ′f satisfies the condition of uniform expansiveness
with the mapping s′sr , and, like in the case of (6.2), we get that the composite
Uµ,f−1(f ′−1(B′′))(M) fµ,f ′−1(B′′)ÐÐÐÐÐÐ→ Usµ,f ′−1(B′′)(M ′) f ′sµ,B′′ÐÐÐÐ→ Us′sµ ,B′′(M ′′)
equals (f ′f)µ,B′′ for all µ > 0 and B′′ ∈ B(M ′′). So the composite
Eµ(M) fµÐÐÐÐ→ Esµ(M ′) f ′sµÐÐÐÐ→ Es′sµ (M ′′)
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equals (f ′f)µ for all µ > 0, obtaining f ′∞f∞ = (f ′f)∞. This shows that M ↦ E∞(M)
and f ↦ f∞ defines a functor of the category of coarse maps between metric spaces
to the category of continuous maps between topological spaces. Then E∞(M)
depends only on [M]. Furthermore f∞ depends only on [f] by Lemma 6.33 and
Proposition 6.34. 
Remark 6.36. Continuing with the ideas of Remark 6.22, the functor E∞ can
be obviously extended to the whole coarse category.
Corollary 6.37. If f ∶M →M ′ is a coarse equivalence, then f∞ is a homeo-
morphism.
Corollary 6.38. The spaces of ends of two coarsely quasi-isometric metric
spaces are homeomorphic.
6.5. Coarse end space of a class of metric spaces
The following result extends a well known theorem for finitely generated groups
(Example 3.1) [48, Theorem 13.5.7].
Theorem 6.39. Assume that M is of coarse bounded geometry, coarsely quasi-
convex and coarsely quasi-symmetric. Then, either ∣E∞(M)∣ ≤ 2, or E∞(M) is a
Cantor space.
Proof. By Corollaries 3.12 and 6.38, Propositions 3.19 and 3.25, and Ex-
ample 3.7, we can assume that M is the metric space of vertices of a connected
graph of finite type. Thus E1(M) ≈ E∞(M) by Proposition 6.31. Suppose that∣E1(M)∣ ≥ 3, and let us prove that E1(M) is a Cantor space. Take three distinct
elements ek ∈ E1(M), k ∈ {1,2,3}. Since E1(M) is Hausdorff, totally disconnected
and compact (Propositions 6.29 and 6.31), it is enough to prove that ∣N1(B,U)∣ ≥ 2
for any basic open set N1(B,U) of E1(M) (Section 6.3). We can assume that B is
coarsely 1-connected and the sets ek(B) are distinct.
By Propositions 2.26 and 2.39, there is a transitive set T of equi-rough trans-
formations of M , and let (sr, c) be a common rough equivalence distortion of all
maps in T . We can suppose that sr ↑∞ as r →∞, and sn, c ∈ N for all n ∈ N. Let
N = max{ss1 , c} ≥ 1 and B̃ = Pen(B, ⌈N−12 ⌉).
Claim 4. For each f ∈ T , the sets f1(ek)(Pen(f(B̃), c)) are distinct.
Given any f ∈ T , let g ∶M →M be a rough equivalence with rough distortion sr
such that gf and fg are c-close to idM . Let C = Pen(B̃, c). We have (gf)−1(B̃) ⊂ C
because, if x ∈ (gf)−1(B̃), then gf(x) ∈ B̃ and d(x, gf(x)) ≤ c. Then the diagram
U1,B̃ η1,B,B̃ÐÐÐÐ→ U1,B∥ uparrow×××ξN,BU1,B̃ θ1,N,B̃ÐÐÐÐ→ UN,B̃ θss1 ,N,B̃←ÐÐÐÐÐ Uss1 ,B̃
η1,B̃,C
uparrow××× uparrow×××g1,B̃U1,C η1,(gf)−1(B̃),CÐÐÐÐÐÐÐÐ→ U1,(gf)−1(B̃)(M) f1,g−1(B̃)ÐÐÐÐÐ→ Us1,g−1(B̃)
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is commutative according to the proofs of Propositions 6.31, 6.34 and 6.35. Hence,
by (6.1),
ξN,B ○ θss1 ,N,B̃ ○ g1,B̃ ○ f1,g−1(B̃) ○ η1,(gf)−1(B̃),C(ek(C))= ξN,B ○ θ1,N,B̃ ○ η1,B̃,C(ek(C)) = ξN,B ○ θ1,N,B̃(ek(B̃))= η1,B,B̃(ek(B̃)) = ek(B) ,
which are distinct sets for k ∈ {1,2,3}. Thus the sets
f1,g−1(B̃) ○ η1,(gf)−1(B̃),C(ek(C)) = f1,(gf)−1(B̃)(ek((gf)−1(B̃)))= f1(ek)(ek(g−1(B̃)))
are also distinct, where we have used (6.1) and (6.5). On the other hand, g−1(B̃) ⊂
Pen(f(B̃), c) because, if x ∈ g−1(B̃), then fg(x) ∈ f(B̃) and d(fg(x), x) ≤ c. Then
Claim 4 follows because
f1(ek)(ek(g−1(B̃))) = η1,g−1(B̃),Pen(f(B̃),c) ○ f1(ek)(ek(Pen(f(B̃), c))) .
Take any integer R ≥ diamB. Since U is unbounded and T transitive, we can
fix some f ∈ T such that there is some x ∈ U ∩ f(B̃) with
d(x,B) > c + sR+N +N + 1 .
Since diam B̃ ≤ R +N , we have diam f(B̃) ≤ sR+N , obtaining
(6.6) d(f(B̃),B) > c +N + 1 .
Let
B′ = Pen(f(B̃), c) , B′′ = Pen(f(B̃), c + ⌈N−1
2
⌉) ,
Vk = f1(ek)(B′) ∈ Us1,B′ , Wk = f1(ek)(B′′) ∈ Us1,B′′ .
Using the notation of the proof of Proposition 6.31, the composite
Us1,B′′ θs1,N,B′′ÐÐÐÐÐ→ UN,B′′ ξN,B′ÐÐÐÐ→ U1,B′
is defined because N ≥ s1. So each Wk is contained in some U ′k ∈ U1,B′ . Moreover
U ′k ⊂ Vk by Remark 6.2-(ii) because Wk ⊂ Vk; in particular, the sets U ′k are disjoint
from each other by Claim 4.
Claim 5. U meets all sets U ′k.
Since B is coarsely 1-connected, Pen(B′′,1) is coarsely s1-connected. Moreover
Pen(B′′,1) is disjoint from B̃ by (6.6). So Pen(B′′,1) is contained in some coarse
1-connected component of M ∖B by Lemma 6.30-(i) and Remark 6.2-(i) because
N ≥ s1. Since f(B) meets U , we get Pen(B′′,1) ⊂ U . So U meets every Wk by
Lemma 6.9, and therefore it also meets every U ′k, showing Claim 5.
Claim 6. B̃ meets at most one of the sets U ′k.
Indeed, suppose that B̃ meets two of the sets U ′k, say U ′1 and U ′2. Since U ′1, U ′2 ∈U1,B′ and B̃ is coarsely 1-connected and disjoint from B′ by (6.6), it follows that
U ′1 ∪ U ′2 ∪ B̃ is an unbounded coarsely 1-connected subset of M ∖ B′. Therefore
U ′1 = U ′2, a contradiction, confirming Claim 6.
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According to Claim 6, assume from now on that U ′1, U ′2 ⊂ M ∖ B̃. Since these
subsets are coarsely 1-connected, they are contained in coarse 1-connected com-
ponents of M ∖ B (Remark 6.2-(i)). Then U ′1, U ′2 ⊂ U by Claim 5. By Corol-
lary 6.8, U ′1, U ′2 ∈ U1,B∪B′ , and, by Corollary 6.26, there are e′1,e′2 ∈ E1(M) such
that e′k(B ∪ B′) = U ′k for k ∈ {1,2}. So e′1 ≠ e′2 and e′k(B) ⊃ e′k(B ∪ B′) = U ′k,
obtaining e′k(B) = U because U ′k ⊂ U . Thus e′1,e′2 ∈ N1(B,U), showing that∣N1(B,U)∣ ≥ 2. 

CHAPTER 7
Higson corona and asymptotic dimension
The Higson corona of any coarse space is very important in coarse geometry;
roughly speaking, it contains all coarse information. Even though it is a very vast
space, some of our main results state that the Higson corona of leaves has some
nice properties, Theorems 1.11 and 1.14–1.16.
The asymptotic dimension is also recalled in this chapter. It is strongly related
to the topological dimension of the Higson corona, as indicated in Chapter 1. Our
main result Theorem 1.12 is about the asymptotic dimension of leaves.
7.1. Compactifications
Recall that a compactification of a topological space X is a pair (Y,h) consisting
of a compact Hausdorff1 space Y and an embedding h ∶ X → Y with dense image.
The subspace Y ∖ h(X) ⊂ Y is called the corona of the compactification. Usually,
the notation is simplified by assuming that X ⊂ Y and h is the inclusion map, which
is omitted from the notation; in particular, it will be simply said that X is open
in Y when h is an open map. A typical notation is X for a compactification and
∂X for the corona, or Xγ for the compactification and γX for the corona, specially
when γ refers to some kind of compactification of a class of spaces.
The space X admits a compactification if and only if it is Tychonov. Moreover
X is open in some compactification if and only if it is locally compact and Hausdorff;
in this case, X is open in any compactification.
Two compactifications of X, (Y,h) and (Y ′, h′), are equivalent when there
is a homeomorphism φ ∶ Y ′ → Y so that φh′ = h. The term “compactification”
will refer to an equivalence classes of compactifications. In this sense, the set2 of
compactifications has a partial order relation, “≤”, defined by declaring (Y,h) ≤(Y ′, h′) if there is a continuous pi ∶ Y ′ → Y so that pih′ = h.
For a locally compact Hausdorff space X, let Cb(X) denote the commutative
C∗ algebra of bounded C-valued continuous functions on X with the supremum
norm, and let C0(X) ⊂ Cb(X) be the closed involutive ideal of continuous functions
that vanish at infinity3. The closed subalgebra of constant functions on X may be
canonicaly identified to C.
The Gelfand-Naimark theorem estates that the assignment X ↦ Cb(X) de-
fines a one-to-one correspondence between the (homeomorphism classes of) com-
pact Hausdorff spaces and the (isomorphism classes of) commutative C∗ algebras
with unit. The compact Hausdorff space ∆(A) that corresponds to each unital
1We only consider Hausdorff compactifications.
2All compactifications of X are ≤ Xβ , where Xβ is the Stone-Cˇech compactification. Thus
we can assume that they are quotients of Xβ , and therefore they form a set.
3Recall that a function f ∶ X → C vanishes at infinity when, for all ε > 0, there is a compact
K ⊂ X so that ∣f(x)∣ < ε for all x ∈ X ∖K.
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commutative C∗ algebra A is the space of characters A → C with the topology of
pointwise convergence. For a compact Hausdorff space X, a canonical homeomor-
phism h ∶ X → ∆(Cb(X)) is given by evaluation: h(x)(f) = f(x) for all x ∈ X and
f ∈ Cb(X).
More generally, when X is a locally compact Hausdorff space X, the assignment(Y,h) ↦ h∗C(Y ) is a one-to-one correspondence between (equivalence classes) of
Hausdorff compactifications of X and unital closed involutive subalgebras of Cb(X)
that generate the topology (in the sense that compact sets can be separated from
points by functions in the algebra). For each subalgebra A ⊂ C(X) of the above
type, the corresponding compactification is (∆(A), h), where h ∶ X → ∆(A) is
defined by evaluation at each point of X, as before. For instance, Cb(X) correponds
to the Stone-Cˇech compactification Xβ , and C+C0(X) corresponds to the one-point
compactification X∗.
Example 7.1. Consider the notation of Section 6.1. If M is of coarse bounded
geometry and coarsely connected, then E∞(M) is compact (Proposition 6.29). If
moreover M is proper, then E∞(M) is the corona of a compactification of M , which
can be seen as follows. To show this property, let us prove first that Eµ(M) is the
corona of a compactification of M for µ > 0 large enough, like the usual space of
ends of a manifold or a graph. The space Eµ(M) is compact for µ > 0 large enough
(Proposition 6.24). Then let Mµ = M ∪ Eµ(M) with the topology so that the in-
clusion map M ↪Mµ is an open embedding, and a base of neighborhoods in Mµ
of any e ∈ Eµ(M) is given by the sets e(B) for B ∈ B(M). Using Corollary 6.12, it
can be easily seen that Mµ is compact, and it is obvious that M is dense in Mµ.
Now, for µ < ν large enough, the continuous map θµ,ν ∶ Eµ(M) → Eν(M) is surjec-
tive because it has dense image (Lemma 6.28) and these spaces are compact and
Hausdorff. The combination of θµ,ν and idM , denoted by θ¯µ,ν ∶Mµ →Mν , is con-
tinuous by (6.3) and the definition of θµ,ν,B ; thus Mν ≤Mµ. Moreover {Mµ, θ¯µ,ν}
is a direct system of topological spaces because so is {Eµ(M), θµ,ν}. Since E∞(M)
is the injective limit of {Eµ(M), θµ,ν}, it easily follows that the injective limit of{Mµ, θ¯µ,ν} is a compactification M∞ of M with corona E∞(M).
Lemma 7.2. Let Xγ and X ′γ be compactifications of locally compact Hausdorff
spaces X and X ′, with coronas γX and γX ′, respectively. Let φ ∶ X → X ′ and
ψ ∶X ′ →X be (possibly non-continuous) maps such that:
(i) φ and ψ have extensions, φγ ∶ Xγ → X ′γ and ψγ ∶ X ′γ → Xγ , which are
continuous at the points of γX and γX ′, respectively; and
(ii) φγ and ψγ restrict to respective homeomorphisms, γφ ∶ γX → γX ′ and γψ ∶
γX ′ → γX, which are inverse of each other.
Then there is a bijection X ↦X ′ between the set of compactifications X ≤Xγ , with
coronas ∂X, and the set of compactifications X ′ ≤ X ′γ , with coronas ∂X ′, such
that:
(a) φ and ψ have extensions, φ¯ ∶X →X ′ and ψ¯ ∶X ′ →X, which are continuous at
the points of ∂X and ∂X ′, respectively; and
(b) φ¯ and ψ¯ restrict to respective homeomorphisms, ∂φ ∶ ∂X → ∂X ′ and ∂ψ ∶ ∂X ′ →
∂X, which are inverse of each other.
Proof. Take a compactification X ≤ Xγ , with corona ∂X. Thus idM has a
continuous extension pi ∶ γX → ∂X, which is an identification. Then the restriction
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pi ∶ Xγ → ∂X is also an identification. Let R be the equivalence relation on γX
whose equivalence classes are the fibers of pi (thus ∂X ≡ γX/R), let R′ be the
equivalence relation on γX ′ that corresponds to R via γφ, and let ∂X ′ = γX ′/R′.
Then ∂φ induces a homeomorphism ∂′φ ∶ ∂′X → ∂′Y . Extend R′ to X ′γ so that
each point of X ′ is only equivalent to itself, and let X ′ =X ′γ/R′. Let pi′ ∶X ′γ →X ′
be the quotient map, whose restriction pi′ ∶ γX ′ → ∂X ′ is also the quotient map.
Using that X ′ is open in X ′, it easily follows that the restriction of pi′ ∶ X ′ → X ′
is an embeddding with dense image. In this way, X ′ becomes a compactification
of X ′, with corona ∂X ′, satisfying X ′ ≤ X ′γ . This defines the stated mapping
X ↦X ′.
The above notation will be kept for the rest of the proof. Extend R to Xγ
so that each point of X is only equivalent to itself. Then, like in the case of R′,
the space Xγ/R is a compactification of X. Moreover the canonical map Xγ/R →
X is a continuous bijection between compact Hausdorff spaces, and thus it is a
homeomorphism, showing that the compactifications Xγ/R and X are equivalent.
Since R corresponds to R′ via γψ = (γφ)−1, it follows that X corresponds to X ′ by
the mapping defined by ψ in the same way. Hence the mapping defined by ψ is left
inverse of the mapping defyned by φ. Reversing also the roles played by φ and ψ,
it follows that the mapping X ↦X ′ of the statement is bijective.
Since φγ is compatible with R and R′, it induces a map φ¯ ∶ X → X ′. Let us
show that φ¯ is continuous at every e ∈ ∂X. Let V ′ be a neighborhood of e′ ∶= φ¯(e)
in X ′. The set Ṽ ′ ∶= pi′−1(V ′) is an R′-saturated neighborhood of pi′−1(e′) in X ′γ .
So, by (i), Ṽ ∶= (φγ)−1(Ṽ ′) = pi−1(φ¯−1(V ′)) is an R-saturated neighborhood of Ṽ ∶=(φγ)−1(pi′−1(e′)) = pi−1(φ¯−1(e′)) in Xγ . Hence pi(Ṽ ) = φ¯−1(V ′) is a neighborhood
of φ¯−1(e′) in X. Similarly, ψ induces a map ψ¯ ∶X ′ →X, which is continuous at the
points of ∂X ′. This completes the proof of (a).
Property (b) follows directly from (ii) because ∂φ and ∂ψ are induced by γφ
and γψ, respectively. 
7.2. Higson compactification
Suppose that the metric space M is proper. For R > 0, the R-variation a
function f ∶M → C is the function VRf ∶M → C be given by
VRf(x) = sup{ ∣f(x) − f(y)∣ ∣ d(x, y) < R } .
It is said that f ∶ M → C is a Higson function if it is bounded and VRf vanishes
at infinity for all R > 0. The continuos Higson functions on M form a unital closed
involutive subalgebra Cν(X) ⊂ Cb(X) that generates the topology. The compacti-
fication of M that corresponds to Cν(X) is called the Higson compactification, and
νM =Mν ∖M is called the Higson corona of M .
Remark 7.3. (i) The construction of the Higson corona can be extended
to the case where M is not proper in the following way. The (possibly
non-continuous) Higson functions form a unital closed involutive subalgebraBν(M) of the commutative C∗ algebra of C-valued bounded functions on M
with the supremum norm. Now, it is said that a function f ∶M → C vanishes
at infinity if, for all bounded subset B ⊂ M , there is some r > 0 such that∣f ∣ < ε on M ∖B. The functions vanishing at infinity form a closed involutive
ideal B0 ⊂ Bν(M). Then the Higson corona νM is the compact Hausdorff
space that corresponds to the unital commutative C∗ algebra Bν(M)/B0(M);
58 7. HIGSON CORONA AND ASYMPTOTIC DIMENSION
this C∗ algebra is isomorphic to Cν(M)/C0(M) ≅ C(νM) when M is proper
[86, Lemma 2.40].
(ii) In fact, the Higson compactification can be defined for arbitrary proper coarse
spaces, and the Higson corona can be defined for all coarse spaces [86, Sec-
tion 2.3].
Proposition 7.4 (A´lvarez-Candel [11, Corollary 4.14, Proposition 4.15 and
Theorem 4.16]). The following properties hold for maps φ,ψ ∶ M → M ′ between
proper metric spaces:
(i) φ is coarse if and only if it has an extension φν ∶Mν →M ′ν that is continuous
at the points of νM and such that φν(νM) ⊂ νM ′. In particular, φν restricts
to a continuous map νφ ∶ νM → νM ′.
(ii) φ is close to ψ if and only if the extensions φν and ψν , given by (i), are equal
on νM .
(iii) φ is a coarse equivalence if and only if it satisfies the conditions of (i) and
νφ ∶ νM → νM ′ is a homeomorphism.
Proposition 7.5. If φ ∶ M → M ′ is rough map, then νφ ∶ νM → νM ′ is an
embedding whose image is ClM ′ν (φ(M)) ∩ νM ′.
Proof. By Corollary 2.38 and Proposition 7.4-(iii), it can be assumed that M
is a metric subspace of M ′, and φ is the inclusion map M ↪M ′. Since the Higson
coronas are compact Hausdorff metric spaces and νφ is continuous (Proposition 7.4-
(i)), it is enough to prove that νφ is injective.
Let e0 ≠ e1 in νM . Take open subsets V0, V1 ⊂Mν such that ei ∈ Vi (i ∈ {0,1})
and ClMν (V0) ∩ ClMν (V1) = ∅. Fix any x0 ∈ M ∖ ClMν (V0 ∪ V1), and let BR =
BM(x0,R) for each R ≥ 0.
Claim 7. d(V0 ∖BR, V1 ∖BR)→∞ as R →∞.
There is a function F ∈ C(Mν) such that F (Vi) = i, and let f = F ∣M ∈ Cν(M).
If Claim 7 were false, there would be some r > 0 and sequences xi,k ∈ Vi ∖ Bk so
that d(x0,k, x1,k) ≤ r for all k, obtaining the contradiction 1 = f(x0,k)− f(x1,k)→ 0
as k →∞ because f ∈ Cν(M).
The mapping R ↦ d(V0 ∖BR, V1 ∖BR) is non-decreasing and upper semi con-
tinuous. It may not be continuous but, using Claim 7, it easily follows that there is
a smooth function ρ ∶ [0,∞)→ R+ such that ρ(R) ≤ d(V0 ∖BR, V1 ∖BR), 0 ≤ ρ′ ≤ 1,
and ρ(R)→∞ as R →∞; in particular, ρ(R) ≤ ρ(R + r) ≤ ρ(R) + r for all R, r ≥ 0.
Now let f ′ ∶M ′ ∖B1 → C be defined by
f ′(x) = ⎧⎪⎪⎨⎪⎪⎩
ρ(d′(x,x0))−d′(x,V1)
ρ(d′(x,x0)) if d′(x,V1) ≤ ρ(d′(x,x0))
0 otherwise .
Note that f ′ is continuous, non-negative and bounded, and f ′(Vi) = i. Take some
r > 0 and x, y ∈M ′ such that d′(x, y) < r. For R = d′(x,x0) and D = d′(x,V1), we
have R − r ≤ d′(y, x0) ≤ R + r and D − r ≤ d′(y, V1) ≤D + r, obtaining
ρ(R) − r ≤ ρ(R − r) ≤ ρ(d′(y, x0)) ≤ ρ(R + r) ≤ ρ(R) + r .
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For the sake of simplicity, let ρ = ρ(R) for this particular R. If D + 2r ≤ ρ, we get
f ′(x) − f ′(y) = ρ −D
ρ
− ρ − r − (D + r)
ρ + r = ρ −Dρ − ρ(R) −D + 2rρ + r → 0 ,
f ′(y) − f ′(x) ≤ ρ + r − (D − r)
ρ − r − ρ −Dρ = ρ −D + 2rρ − r − ρ −Dρ → 0 ,
as ρ→∞ (and therefore as R →∞). If D + 2r ≥ ρ, we get
f ′(x) = ρ −D
ρ
≤ 2r
ρ
→ 0 ,
f ′(y) ≤ ρ + r − (D − r)
ρ − r = ρ −D + 2rρ − r ≤ 4rρ − r → 0 ,
as ρ → ∞. So f ′ ∈ Cν(M ′), and therefore f ′ has an extension F ′ ∈ C(M ′ν).
Also, f ∶= f ′∣M ∈ Cν(M), whose continuous extension to Mν is F ∶= (φν)∗F ′.
Since f(Vi) = i, we have F (ClMν (Vi)) = i, and therefore i = F (ei) = F ′(φν(ei)) =
F ′(νφ(ei)), obtaining νφ(e0) ≠ νφ(e1). 
Corollary 7.6. If φ ∶ M → M ′ is a continuous rough map, then φν ∶ Mν →
M ′ν is an embedding whose image is ClM ′ν (φ(M)).
Proof. By Propositions 7.4-(i) and 7.5, φν is an injective continuous map
between compact Hausdorff spaces. 
Proposition 7.7 (A´lvarez-Candel [11, Proposition 4.12]). If an open subset
W ⊂M contains balls of arbitrarily large radius, then
(7.1) IntMν (ClMν (W )) ∩ νM ≠ ∅ .
Proposition 7.8. For all W ⊂M and r > 0,
IntMν (ClMν (W )) ∩ νM = IntMν (ClMν (Wr)) ∩ νM ,
where
(7.2) Wr = {x ∈W ∣ d(x,M ∖W ) > r } .
Proof. The inclusion “⊃” of the statement is obvious.
Let us prove the inclusion “⊂” of the statement. For the sake of simplicity,
given W ⊂M and r > 0, let
V = IntMν (ClMν (W )) , Vr = IntMν (ClMν (Wr)) .
For any e ∈ V ∩ νM , there is a continuous function F ∶ Mν → [0,1] such that
F (e) = 0 and F (Mν ∖ V ) = 1. Since f = F ∣M ∈ Cν(M), there is a compact K ⊂M
such that ∣Vr+1f ∣ < 1/2 on M ∖K.
Claim 8. f > 1/2 on M ∖ (ClMν (Wr) ∪K).
For all u ∈ M ∖ (ClMν (Wr) ∪K), there is some v ∈ M ∖W so that d(v,w) ≤
r < r + 1. Thus ∣f(u) − 1∣ = ∣f(u) − f(v)∣ < 1/2, obtaining f(u) > 1/2, which shows
Claim 8.
Claim 9. We have
Mν ∖ (ClMν (Wr) ∪K) ⊂ ClMν (M ∖ (ClMν (Wr) ∪K)) .
60 7. HIGSON CORONA AND ASYMPTOTIC DIMENSION
For any open neighborhood O of a point e′ ∈Mν ∖ (ClMν (Wr) ∪K), we get∅ ≠ (Mν ∖ (ClMν (Wr) ∪K)) ∩M ∩O = (M ∖ (ClMν (Wr) ∪K)) ∩O
because Mν ∖ (ClMν (Wr) ∪K) is open in Mν , and M is open and dense in Mν .
So e′ ∈ ClMν (M ∖ (ClMν (Wr) ∪K)), showing Claim 9.
From Claims 8 and 9, it follows that F ≥ 1/2 on Mν ∖ (ClMν (Wr) ∪K) by the
continuity of F . Hence
F −1([0,1/2)) ⊂ IntMν (ClMν (Wr) ∪K)
because F −1([0,1/2)) is open in Mν . So
e ∈ F −1([0,1/2)) ∩ νM ⊂ IntMν (ClMν (Wr) ∪K) ∩ νM = Vr ∩ νM .

The following corollary states the reciprocal of Proposition 7.7.
Corollary 7.9. If (7.1) holds for some open subset W ⊂M , then W contains
balls of arbitrarily large radius.
Proof. By Proposition 7.8, with the notation (7.2), we get Wr ≠ ∅ for all
r > 0. So B(x, r) ⊂W for any x ∈Wr. 
Corollary 7.10. If (7.1) holds for some open subset W ⊂M , then
ClνM(IntMν (ClMν (W )) ∩ νM) = ClMν (W ) ∩ νM .
Proof. There is a canonical identity νW ≡ ClMν (W ) ∩ νM by Corollary 7.6.
Any open set of νW is of the form V0 ∩ νW for some open subset V0 ⊂ W ν . If
V0 ∩ νW ≠ ∅, then there is some open subset V1 ⊂W ν such that V1 ∩ νW ≠ ∅ and
ClMν (V1) ⊂ V0. By Corollary 7.9, V1 ∩W contains balls of arbitrarily large radii by
Corollary 7.9. So∅ ≠ IntMν (ClMν (V1 ∩W )) ∩ νM ⊂ IntMν (ClMν (W )) ∩ νM
by Proposition 7.7. On the other hand,
IntMν (ClMν (V1 ∩W )) ∩ νM ⊂ V0 ∩ClMν (W ) ∩ νM = V0 ∩ νW .
Hence V0 ∩ νW meets IntMν (ClMν (W )) ∩ νM . 
Proposition 7.11. Let φ ∶ M → M ′ be an (sr, c)-rough equivalence. Given a
compactification M ≤Mν , according to Lemma 7.2, M ′ ≤M ′ν be the corresponding
compactification, and let φ¯ ∶ X → X ′ be the map induced by φ, whose restriction
to the coronas is denoted by ∂φ ∶ ∂M → ∂M ′. Let e ∈ ∂M , and let V be a base of
neighborhoods of e in M . ThenV ′ = {ClM ′(PenM ′(φ(V ∩M), c)) ∣ V ∈ V }
is a base of neighborhoods of ∂φ(e) in M ′.
Proof. Let us consider first the case where M = Mν , and thus M ′ = M ′ν ,
φ¯ = φν and ∂φ = νφ.
Let us prove that any element ClM ′ν (PenM ′(φ(V ), c)) of V ′, defined by some
V ∈ V, is a neighborhood of e′ ∶= νφ(e). Let ψ ∶ M ′ → M be another sr-rough
equivalence such that ψφ and φψ are c-close to idM and idM ′ , respectively. By
Proposition 7.4-(i), there is some open neighborhood V ′ of e′ in M ′ν such that
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ψν(V ′) ⊂ V . For any x ∈ V ′ ∩M ′, we have d′(x,φψ(x)) ≤ c and ψ(x) ∈ V . So
V ′ ∩M ′ ⊂ PenM ′(φ(V ), c), giving
ClM ′ν (V ′ ∩M ′) ⊂ ClM ′ν (PenM ′(φ(V ), c)) .
But V ′ ⊂ ClM ′ν (V ′ ∩M ′) because V ′ is open in M ′ν and M ′ is open and dense in
M ′ν . So ClM ′ν (PenM ′(φ(V ), c)) is an open neighborhood of e′.
Now, let us prove that any neighborhood V ′ of e′ in M ′ν contains some ele-
ment of V ′. Take another neighborhood V ′0 of e′ in M ′ν with ClM ′ν (V ′0) ⊂ V ′. Let
W ′ = V0 ∩M ′ and, for any r > c, let W ′r be defined by (7.2). By (2.3) and since
PenM ′(W ′r, r) ⊂ W ′, we get PenM ′(ClM ′(W ′r), c) ⊂ W ′. By Proposition 7.8, the
set V ′0,r ∶= IntM ′ν (ClM ′ν (W ′r)) is another neighborhood of e′ in M ′ν . By Proposi-
tion 7.4-(i), there is some V ∈ V such that ClM ′ν (φν(V )) ⊂ V ′0,r. Hence
ClM ′ν (PenM ′(φ(V ∩M), c)) ⊂ ClM ′ν (PenM ′(V ′0,r ∩M ′, c))⊂ ClM ′ν (PenM ′(ClM ′(W ′r), c)) ⊂ ClM ′ν (W ′) ⊂ ClM ′ν (V ′0) ⊂ V ′ .
This completes the proof in the case M =Mν .
Now consider the general case. Let pi ∶ Mν → M and pi′ ∶ M ′ν → M ′ be
continuous extensions of idM and idM ′ , respectively. Given e and V like in the
statement, the sets Ṽ ∶= pi−1(V ), for V ∈ V, form a base Ṽ of neighborhoods of
any ẽ ∈ pi−1(e) in Mν . So, by the above case, it is easy to see that the sets
Ṽ ′ ∶= ClM ′ν (PenM ′(φ(Ṽ ∩M), c)), for Ṽ ∈ Ṽ, form a base of neighborhoods of
νφ(pi−1(e)) = pi′−1(∂φ(e)) in Mν . Since the sets Ṽ ′ are saturated by the fibers of
pi′, it follows that the sets pi′(Ṽ ′) = ClM ′(PenM ′(φ(V ∩M), c)), for V ∈ V, form a
base of neighborhoods of ∂φ(e). 
7.3. Asymptotic dimension
Let V be a cover of a space X. The multiplicity of a V is the least n ∈ N∪ {∞}
such that there are at most n elements of V meeting at any point of X. It is
said that V refines another cover W of X if every element of V is contained in
some element of W. Recall that the Lebesgue covering dimension of X is the least
n ∈ N∪ {∞} such that every open cover of X is refined by a cover with multiplicity≤ n + 1.
A family V of subsets of the metric space M is called uniformly bounded if
there is some D > 0 such that diamV ≤D for all V ∈ V. The following definition is
somehow dual to the definition of Lebesgue covering dimension.
Definition 7.12. The asymptotic dimension of M , denoted4 asdimM , is the
least n ∈ N ∪ {∞} such that any uniformly bounded open cover of X refines some
uniformly bounded open cover with multiplicity ≤ n + 1.
Remark 7.13. The asymptotic dimension was introduced by Gromov [55] in a
different way. We follow the survey [16] by Bell and Dranishnikov, which contains
many relevant examples and results about the asymptotic dimension.
Proposition 7.14 (See e.g. [16, Theorem 1]). For n ∈ N, we have asdimM ≤ n
if and only if, for any R > 0, there exist uniformly bounded families V0, . . . ,Vn of
subsets of M such that ⋃ni=0 Vi is a cover of M , and d(V,V ′) > R for V ≠ V ′ in anyUi.
4The original notation of Gromov [55] is as dim+M .
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Proposition 7.15 (See e.g. [16, Proposition 2]). Corsely equivalent metric
spaces have the same asymptotic dimension.
Examples 7.16. We have asdimT ≤ 1 for any tree T [16], asdimHn = n for the
hyperbolic space Hn [55], and asdimRn = n for Euclidean space Rn [38], [16]. For
any finitely generated group Γ, we have asdim Γ = 0 if and only if Γ is finite [16].
CHAPTER 8
Pseudogroups
This chapter mainly recalls basic notions and results on pseudogroups, and
fixes the notation. Most of these preliminaries can be seen in [57], [58], [59] and
[10]. Some new results are also proved.
8.1. Pseudogroups
A collection, H, of homeomorphisms between open subsets of a topological
space Z is called a pseudogroup of local transformations of Z (or simply a pseu-
dogroup on Z) if idZ ∈ H, and H is closed under composition (wherever defined1),
inversion, restriction (to open subsets) and combination (or union) of maps. A
subset E ⊂H of the pseudogroup H is called symmetric when h−1 ∈ E for all h ∈ E,
and the pseudogroup H is said to be generated by E if every element of H can be
obtained from E by using the above pseudogroup operations. The restriction of H
to an open subset U of Z is the pseudogroup on U given byH∣U = {h ∈H ∣ domh ∪ imh ⊂ U } .
LetH′ be another pseudogroup on a space Z ′. ThenH×H′ denotes the pseudogroup
on Z ×Z ′ generated by the maps h × h′ with h ∈H and h′ ∈H′.
A pseudogroup on a space is an obvious generalization of a group acting on
a space via homeomorphisms, and so all basic concepts from the theory of group
actions can be generalized to pseudogroups. For instance, the orbit (or H-orbit, or
trajectory) of each x ∈ Z is the setH(x) = {h(x) ∣ h ∈H, x ∈ domh} .
The orbits of H form a partition of Z. The corresponding quotient space (the orbit
space) is denoted by Z/H.
Definition 8.1 (Haefliger [57], [58]). An e´tale morphism Φ ∶ H → H′ is a
maximal set of homeomorphisms of open subsets of Z to open subsets of Z ′ such
that: ● if φ ∈ Φ, h ∈H and h′ ∈H′, then h′φh ∈ Φ;● the sources of elements of Φ cover Z; and,● if φ,ψ ∈ Φ, then ψφ−1 ∈H′.
An e´tale morphism Φ ∶H →H′ is called an equivalence if Φ−1 = {φ−1 ∣ φ ∈ Φ} is also
an e´tale morphism H′ → H, which is called the inverse of Φ. An e´tale morphism
Φ ∶H →H′ is generated by a subset Φ0 ⊂ Φ if all the elements of Φ can be obtained
by combination of composites h′φh with h ∈ H, φ ∈ Φ0 and h′ ∈ H′. The composite
of two e´tale morphisms, Φ ∶ H → H′ and Ψ ∶ H′ → H′′, is the e´tale morphism
ΨΦ ∶H →H′′ generated by {ψφ ∣ φ ∈ Φ, ψ ∈ Ψ}.
1Composite of partial maps
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An e´tale morphism Φ ∶ H → H′ clearly induces a continuous map Φ¯ ∶ Z/H →
Z ′/H′, which is a homeomorphism if Φ is an equivalence. IfH andH′ are equivalent,
then they should be considered as the same generalized dynamical system. Thus
the properties of pseudogroups that are invariant by equivalences are especially
relevant.
Example 8.2. If U ⊂ Z is an open subset that meets every H-orbit, then the
inclusion map U ↪ Z generates an equivalence H∣U →H.
Remark 8.3. Example 8.2 can be used to describe any pseudogroup equiva-
lence Φ ∶H →H′ as follows. Let H′′ be the pseudogroup on Z ′′ = Z ⊔Z ′ generated
by H∪H′ ∪Φ, and let Ψ ∶H →H′′ and Ψ′ ∶H′ →H′′ be the equivalences generated
by Z ↪ Z ′′ and Z ′ ↪ Z ′′, respectively. Then Φ = Ψ′−1Ψ.
The germ groupoid of H is the topological groupoid of germs of maps in H at
all points of their domains, with the operation induced by the composite of partial
maps and the e´tale topology. Its subspace of units can be canonically identified
with Z. For each x ∈ Z, the group of elements of this groupoid whose source and
range is x will be called the germ group of H at x. The germ groups at points
in the same orbit are isomorphic by conjugation in the germ groupoid. Thus the
germ group of each orbit is defined up to isomorphisms. By Remark 8.3, it follows
that, under pseudogroup equivalences, corresponding orbits have isomorphic germ
groups.
Let H be a pseudogroup on a locally compact space Z. Then the orbit space
Z/H is compact if and only if Z has a relatively compact open subset that meets
every H-orbit. The following is a stronger compactness condition on H.
Definition 8.4 (Haefliger [57]). A pseudogroup, H, is compactly generated if
there is a relatively compact open set U in Z, meeting each orbit, such that H∣U
has a finite symmetric set of generators, E, so that each g ∈ E has an extension
g¯ ∈H with dom g ⊂ dom g¯. In this case, E is called a system of compact generation
of H on U .
It was observed in [57] that this notion is invariant by equivalences, and that
the relatively compact open set U meeting each orbit can be chosen arbitrarily.
8.2. Coarse quasi-isometry type of orbits
Let H be a pseudogroup on a space Z, and let E be a symmetric set of gen-
erators of H. Each H-orbit O is the set of vertices of a connected graph, defined
by attaching an edge to vertices x, y ∈ O whenever y = h(x) for some h ∈ E with
x ∈ domh. This connected graph structure induces a metric dE on O according
to Section 3.1. For x ∈ O, S ⊂ O and r ≥ 0, the open and closed r-balls of center
x in (O, dE) are denoted by BE(x, r) and BE(x, r), and the r-penumbra of S is
denoted by PenE(S, r).
We focus on the following case. Suppose that Z is locally compact and H is
compactly generated. Let U ⊂ Z be a relatively compact open subset that meets
all orbits, let E be a symmetric system of compact generation of H on U , and
let G = H∣U . Then we consider the metric dE on the G-orbits. Even under these
conditions, the coarse quasi-isometry type of the G-orbits may depend on the choice
of E [10, Section 6]. In [10], this problem is solved by introducing the following
additional condition.
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Definition 8.5 (A´lvarez-Candel [10, Definition 4.2]). E is called recurrent if
there exists a relatively compact open subset V ⊂ U whose intersections with allG-orbits are equi-nets in the G-orbits with dE .
According to the following result, the role played by V in Definition 8.5 can
actually be played by any relatively compact open subset of U that meets all G-
orbits.
Proposition 8.6 (A´lvarez-Candel [10, Lemma 4.3]). If E is recurrent and
W ⊂ U is an open subset that meets every G-orbit, then the intersections of allG-orbits with W are equi-nets in the G-orbits with dE.
The following result guarantees the existence of recurrent systems of compact
generation.
Proposition 8.7 (A´lvarez-Candel [10, Corollary 4.5]). There exists a recurrent
system E of compact generation of H on U such that the extension g¯ ∈ H of each
g ∈ E with dom g ⊂ dom g¯ can be chosen so that E = { g¯ ∣ g ∈ E } is also a recurrent
symmetric system of compact generation on some relatively compact open subset
U ′ ⊂ Z containing U .
LetH′ be another compactly generated pseudogroup on a locally compact space
Z ′, let U ′ be a relatively compact open subset of Z ′ that meets all H′-orbits, let
E′ be recurrent symmetric system of compact generation for H′ on U ′, and letG′ =H′∣U ′ .
Theorem 8.8 (A´lvarez-Candel [10, Theorem 4.6]). With the above notation,
suppose that there exists an equivalence H → H′, and consider the induced equiva-
lence G → G′ and homeomorphism U/G → U ′/G′. Then the G-orbits, endowed with
dE, are equi-coarsely quasi-isometric to the corresponding G′-orbits, endowed with
dE′ .
Theorem 8.8 implies the invariance of the coarse quasi-isometry type of the
orbits by equivalences when appropriate representatives of pseudogroups and gen-
erators are chosen. The following result gives a more explicit relation between dE
and dE′ in a particular case.
Proposition 8.9. Suppose that Z = Z ′, H =H′ and U ⊂ U ′. Then dE and the
restrictions of dE′ to the G-orbits are equi-Lipschitz equivalent.
Proof. If U = U ′, this was established in [10, Corollary 4.9]. Assume, by
enlarging E if necessary, that E ⊂ E′. Then dE′(x, y) ≤ dE(x, y) for all x, y ∈ U in
the same G-orbit.
On the other hand, by Proposition 8.6, there is some R ∈ N such that O′ ∩U is
an R-net in (O′, dE′) for every G′-orbit O′. Let F be the family composites, f , of
at most R maps in E′ such that im f ⊂ U . Then U ′ = ⋃f∈F dom f . Let
G = { f−12 g′f1 ∣ f1, f2 ∈ F ∪ {idU}, g′ ∈ E′ } .
Then G is symmetric because E′ is symmetric. Moreover every g ∈ G has an
extension g¯ ∈ H with dom g ⊂ dom g¯ because the elements of E′ have such type of
extensions. It follows from the definition of G that E ⊂ G because E ⊂ E′, and
therefore G is a recurrent symmetric system of compact generation of H on U . By
[10, Corollary 4.9] (the case U = U ′), there is C ≥ 1 such that dE(x, y) ≤ C dG(x, y)
66 8. PSEUDOGROUPS
for every x, y ∈ U in the same G-orbit. If x ≠ y are in the same G-orbit and
have dE′(x, y) = m ≥ 1, then there are g′1, . . . , g′m ∈ E′ such that y = g′m⋯g′1(x),
and f0, . . . , fm ∈ F such that f1 = fm = idU and g′k⋯g′1(x) ∈ dom fk for all k ∈{1, . . . , n − 1}. Thus gk = fkg′kfk−1 ∈ G for all k ∈ {1, . . . ,m} and y = gm⋯g1(x),
obtaining dG(x, y) ≤m. So dE(x, y) ≤ C dE′(x, y). 
Remark 8.10. In the case U = U ′, without assuming that E′ is recurrent,
[10, Corollary 4.9] in fact states that E′ is recurrent if and only if dE and dE′ are
equi-Lipschitz equivalent on the G-orbits.
8.3. A version of local Reeb stability
Let H be a compactly generated pseudogroup on a locally compact space Z,
let U be a relatively compact open subset of Z that meets all H-orbits, let E be
recurrent symmetric system of compact generation of H on U , and let G =H∣U .
The following notation will be used. For each m ∈ Z+, let Em denote the m-fold
Cartesian product E × ⋅ ⋅ ⋅ ×E, and set E0 = {idZ}. For every g = (g1, . . . , gm) ∈ Em,
its domain is the set dom g = dom(g1⋯gm), which may be empty. Moreover let
g(x) = g1⋯gm(x) for every x ∈ dom g, and let g−1 = (g−1m , . . . , g−11 ). For another
n ∈ Z+ and h = (h1, . . . , hn) ∈ En, let gh = (g1, . . . , gm, h1, . . . , hn) ∈ Em+n. Finally,
for r ∈ Z+, let E≤r = ⋃rm=1Em.
By Proposition 8.7, each g ∈ E has an extension g¯ such that dom g ⊂ dom g¯,
and the collection E = { g¯ ∣ g ∈ E } is a recurrent symmetric system of compact
generation on some relatively compact open subset U ′ ⊂ Z with U ⊂ U ′. LetG′ = H∣U ′ . For m ∈ Z+ and g = (g1, . . . , gm) ∈ Em, let g¯ = (g¯1, . . . , g¯m) ∈ Em. There
is some C ∈ Z+ such that, for all x, y ∈ U in the same G-orbit,
(8.1) dE(x, y) ≤ dE(x, y) ≤ C dE(x, y) .
In (8.1) above, the first inequality holds because g¯ is an extension of the corre-
sponding g ∈ E, and the second inequality follows from Proposition 8.9. On the
other hand, by Proposition 8.6, there is some R ∈ N so that O′ ∩ U is an R-net in(O′, dE) for every G′-orbit O′.
Let U0 be the set of points in U where G has trivial germ groups. The following
is a coarsely quasi-isometric pseudogroup version of the Reeb local stability around
points in U0, which will play a very important role in the present work.
Proposition 8.11. For every r ∈ Z+ and x ∈ U0, there exists an open neigh-
borhood V (x, r) of x in U such that:
(i) V (x, r′) ⊂ V (x, r) if r′ > r;
(ii) V (x, r) ⊂ dom g for all g ∈ E≤r with x ∈ dom g;
(iii) for every y ∈ V (x, r), a map φx,y,r ∶ BE(x, r)→ BE(y, r) is determined by the
condition φx,y,rg(x) = g(y) for all g ∈ E≤r with x ∈ dom g;
(iv) φx,y,r is non-expanding with respect to dE;
(v) φx,y,r is C-bi-Lipschitz with respect to dE; and,
(vi) if r ≥ CR, then BE(y, r/C) ∩ imφx,y,r is a 2CR-net in (BE(y, r/C), dE).
Proof. Since all the sets Em and E
m
are finite, and since dom g ⊂ dom g¯ for
each g ∈ Em, there is, for every r ∈ Z+ and x ∈ U0, a largest open neighborhood
V (x, r) of x in U satisfying (ii) and the following properties:
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(a) if g(x) = x for some g ∈ E≤4r and x ∈ dom g, then V (x, r) ⊂ dom g and g(y) = y
for all y ∈ V (x, r);
(b) if V (x, r) meets the domain of some g ∈ E≤4r, then x ∈ dom g¯;
(c) if g(y) = y for some g ∈ E≤4r and y ∈ V (x, r) ∩ dom g, then g¯(x) = x;
(d) V (x, r) ⊂ dom g¯ for all g¯ ∈ E≤r with x ∈ dom g¯; and,
(e) if x ∈ dom g¯ and g¯(x) = x for some g¯ ∈ E≤4r, then V (x, r) ⊂ dom g¯ and g¯(y) = y
for all y ∈ V (x, r).
We also get (i) since V (x, r) is maximal.
Fix x ∈ U0, r ∈ Z+ and y ∈ V (x, r). Each point in BE(x, r) is of the form
g(x) for some g ∈ E≤r with x ∈ dom g, and thus, by (ii), y ∈ dom g. Suppose that
g(x) = h(x) for another h ∈ E≤r with x ∈ domh. Then h−1g ∈ E≤2r, x ∈ domh−1g
and h−1g(x) = x. By (a), it follows that y ∈ domh−1g and h−1g(y) = y; i.e.,
g(y) = h(y). Therefore the assignment g(x) ↦ g(y) for g ∈ E≤r defines a map
φx,y,r ∶ BE(x, r) → BE(y, r), which is the statement of (iii). For the sake of
simplicity, φx,y,r will be simply denoted by φ in the rest of the proof.
For every z, z′ ∈ BE(x, r) there are g, g′ ∈ E≤r whose domains contain x and
such that g(x) = z and g′(x) = z′. If m = dE(z, z′) ≤ 2r, there is h ∈ Em so that
z ∈ domh and h(z′) = z. Thus x ∈ dom g−1hg′ and g−1hg′(x) = x with g−1hg′ ∈ E≤4r.
It follows from (a) that y ∈ dom g−1hg′ and g−1hg′(y) = y. Hence g′(y) ∈ domh and
hg′(y) = g(y), giving dE(g(y), g′(y)) ≤m, which shows (iv).
Let z, z′ ∈ BE(x, r), and let g, g′ ∈ E≤r be such that z = g(x) and z′ = g(x′).
Thus y ∈ dom g∩dom g′, φ(z) = g(y) and φ(z′) = g′(y). If m = dE(g(y), g′(y)) ≤ 2r,
then there is h ∈ Em so that g′(y) ∈ domh and hg′(y) = g(y). Hence g−1hg′ ∈ E≤4r,
y ∈ dom g−1hg′ and g−1hg′(y) = y. By (b) and (c), it follows that x ∈ dom g¯−1h¯g¯′
and g¯−1h¯g¯′(x) = x, and thus h¯(z) = z′ with h¯ ∈ Em. Therefore
dE(z, z′) ≤ C dE(z, z′) ≤ C dE(φ(z), φ(z′)) ,
by (8.1). This shows (v) (considering (iv)).
Observe that (b) and (iv) only require (ii) and (a). Thus, by (d) and (e), using
E instead of E, for each y ∈ V (x, r) there is a map φ¯x,y,r ∶ BE(x, r) → BE(y, r),
which is determined by the condition that φ¯x,y,rg¯(x) = g¯(y) for all g¯ ∈ E≤r with
x ∈ dom g. Moreover φ¯x,y,r is non-expanding with respect to dE . Like φ, we will
simply use the notation φ¯ for φ¯x,y,r. Note that φ¯ = φ on BE(x, r/C) ∩ U , which is
contained in BE(x, r) by (8.1). Thus
(8.2) φ¯(BE(x, r/C) ∩U) ⊂ imφ .
On the other hand, for each z ∈ BE(y, r/C), there is g ∈ E≤⌊r/C⌋ such that y ∈ dom g
and z = g(y). Hence x ∈ dom g¯ by (b), g¯(x) ∈ BE(x, r/C) because g¯ ∈ E≤⌊r/C⌋, and
φ¯g¯(x) = g¯(y) = z by (c). So
(8.3) BE(y, r/C) ⊂ φ¯(BE(x, r/C)) .
Assume that r ≥ CR. Then BE(x, r/C) ∩ U is a 2R-net in (BE(x, r/C), dE)
by Lemma 3.4. So φ¯(BE(x, r/C) ∩U) is a 2R-net in (φ¯(BE(x, r/C)), dE) because
φ¯ is non-expanding. Hence BE(y, r/C) ∩ imφ is a 2R-net in (BE(y, r/C), dE)
by (8.2) and (8.3), and therefore it is a 2CR-net in (BE(y, r/C), dE) by (8.1),
showing (vi). 
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Remark 8.12. Observe the following in Proposition 8.11:
(i) According to (i), (ii) and (iii), φx,y,r′ ∣BE(x,r) = φx,y,r if r < r′ and y ∈ V (x, r′).
(ii) By (ii), (iii) and (iv), it follows that, if s ≥ r > 0, x ∈ U0, y ∈ V (x, r) ∩U0 and
z ∈ V (y, s) ∩ V (x, r), then imφx,y,r ⊂ BE(y, s) and φx,z,s = φy,z,s ○ φx,y,r on
BE(x, r).
Remark 8.13. Let UE be the complement in U of the G-saturation of the union
of boundaries in U of the domains of the maps in E. Such a UE is a dense Gδ set,
and thus so is U0∩UE . For all x ∈ U0∩UE , we can choose the open neighbourhoods
V (x, r) of Proposition 8.11 satisfying the conditions (ii) and (a) of Proposition 8.11
and its proof, and moreover so that:● if V (x, r) meets the domain of some g ∈ E≤r, then x ∈ dom g; and,● if g(y) = y for some g ∈ E≤4r and y ∈ V (x, r) ∩ dom g, then x ∈ dom g and
g(x) = x.
Then, arguing like in the proof of Proposition 8.11, it is easy to prove that the maps
φx,y,r are isometric bijections for all r > 0, x ∈ U0 ∩UE and y ∈ V (x, r).
The following weaker version of Proposition 8.11 is valid for all points of U .
Proposition 8.14. For every r ∈ Z+ and x ∈ U , there exists an open neighbor-
hood W (x, r) of x in U such that:
(i) W (x, r′) ⊂W (x, r) if r′ > r;
(ii) x ∈ dom g¯ for all g ∈ E≤r and y ∈W (x, r) ∩ dom g;
(iii) for every y ∈ W (x, r), a map ξy,x,r ∶ BE(y, r) → BE(x, r) is determined by
the condition ξy,x,rg(y) = g¯(x) for all g ∈ E≤r with y ∈ dom g;
(iv) ξy,x,r is C-Lipschitz with respect to dE; and
(v) BE(x, r) ⊂ im ξy,x,r.
Proof. Like in the proof of Proposition 8.11, for every r ∈ Z+ and x ∈ U , there
is a largest open neighborhood W (x, r) of x in U satisfying the following properties:
(a) W (x, r) ⊂ dom g for all g ∈ E≤r with x ∈ dom g;
(b) x ∈ dom g¯ for all g ∈ E≤4r and y ∈W (x, r) ∩ dom g; and
(c) if g(y) = y for some g ∈ E≤4r and y ∈W (x, r) ∩ dom g, then g¯(x) = x.
Property (i) is also satisfied because W (x, r) is maximal.
Fix x ∈ U , r ∈ Z+ and y ∈W (x, r). Property (b) is stronger than (ii). Each point
in BE(x, r) is of the form g(x) for some g ∈ E≤r with y ∈ dom g, and therefore x ∈
dom g¯ by (a). Suppose that g(y) = h(y) for another h ∈ E≤r with y ∈ domh. Then
h−1g ∈ E≤2r, y ∈ domh−1g and h−1g(y) = y. By (c), we get x ∈ domh−1g = h¯−1g¯ and
h¯−1g¯(x) = x, obtaining g¯(x) = h¯(x). Therefore a map ξy,x,r ∶ BE(y, r) → BE(x, r)
is defined by g(y)↦ g¯(x) for g ∈ E≤r, giving (iii).
For every z, z′ ∈ BE(y, r) there are g, g′ ∈ E≤r whose domains contain y and
such that g(y) = z and g′(y) = z′. If m = dE(z, z′) ≤ 2r, there is h ∈ Em so that
z ∈ domh and h(z′) = z. Thus y ∈ dom g−1hg′ and g−1hg′(y) = y with g−1hg′ ∈ E≤4r.
It follows from (b) and (c) that x ∈ dom g−1hg′ = g¯−1h¯g¯′ and g¯−1h¯g¯′(x) = x. Hence
g¯′(x) ∈ dom h¯ and h¯g¯′(x) = g¯(x), giving dE(g¯(x), g¯′(x)) ≤m. So
dE(g¯(x), g¯′(x)) ≤ C dE(g¯(x), g¯′(x)) ≤ C dE(z, z′)
by (8.1), showing (iv).
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Let z ∈ BE(x, r), and let g ∈ E≤r be such that z = g(x). Thus y ∈ dom g by (a),
and ξy,x,rg(y) = g¯(x) = g(x), obtaining (v). 
Remark 8.15. In Proposition 8.14, note the following:
(i) By (i), (ii) and (iii), ξy,x,r′ ∣BE(y,r) = ξy,x,r if r < r′ and y ∈W (x, r′).
(ii) By (ii), (iii) and Proposition 8.14-(ii),(iii), ξy,x,rφx,y,r = id on BE(x, r) if
x ∈ U0 and y ∈ V (x, r) ∩W (x, r).
Proposition 8.16. For any convergent sequence in U , xi → x, and all r ∈ Z+,
BE(x, r) ⊂⋂
i
ClU (⋃
j≥iBE(xi, r)) ⊂ BE(x,Cr) .
Proof. Like in the proof of Proposition 8.11, for every r ∈ Z+ and x ∈ U , there
is a largest open neighbourhood P of x in U such that the following properties hold
for all g ∈ E≤r:
(a) if x ∈ dom g, then P ⊂ dom g; and
(b) if y ∈ P ∩ dom g, then x ∈ dom g¯.
We can assume that xi ∈ P for all i.
The first inclusion of the statement can be proved as follows. Any element of
BE(x, r) is of the form g(x) for some g ∈ E≤r. Then g(xi) ∈ BE(xi, r) for all i
by (a), and g(xi)→ g(x) as i→∞.
Now let us prove the second inclusion. Consider a convergent sequence in U ,
zk → z, such that zk ∈ BE(xik , r) for indices ik → ∞. Thus there are elements
gk ∈ E≤r such that xik ∈ dom gk and gk(xik) = zk. Since E≤r is finite, by passing
to a subsequence of zk if needed, we can assume that all maps gk are equal, and
therefore they will be denoted by g. Then x ∈ dom g¯ by (b), and zk = g¯(xik)→ g¯(x)
as k →∞. Thus z = g¯(x) ∈ BE(x, r) ⊂ BE(x,Cr) by (8.1). 
8.4. Topological dynamics
8.4.1. Preliminaries on Baire category. We recall some terminology and
results about subsets of a topological space that are relevant to topological dynam-
ics. Good references for all this and related material are [71], [53], [14].
Definition 8.17. A subset A of a topological space X is called:● residual2 if A contains a countable intersection of open dense subsets;● nowhere dense if its closure A has empty interior;● meager if A is a countable union of nowhere dense sets (i.e., X ∖ A is
residual);● Borel if A is a member of the σ-algebra generated by the open subsets of
X; and● Baire3 if the symmetric difference4 A△U is meager for some open U ⊂X.
The Baire sets of a topological space also form a σ-algebra: the smallest one
containing all the open sets and all the meager sets; in particular, every Borel set
is a Baire set. A topological space in which every residual subset is dense is called
a Baire space. Any open subspace of a Baire space is a Baire space. The Baire
2The term comeager is also used.
3It is also said that A satisfies the Baire property.
4Recall that the symmetric difference of the sets A,B ⊂ X is the set A△B = (A∖B)∪(B∖A).
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category theorem states that every completely metrizable space and every locally
compact Hausdorff space is a Baire space [71, Theorem 8.4].
The Kuratowski-Ulam theorem is the topological analog to Fubini’s theorem.
Theorem 8.18 (Kuratowski-Ulam; see e.g. [71, Theorem 8.41]). Let X and Y
be second countable spaces, let A ⊂ X × Y be a Baire subset, and let Ax = { y ∈ X ∣(x, y) ∈ A} for each x ∈X. Then the following properties hold:
(i) Ax is Baire for residually many x ∈X.
(ii) A is meager (respectively, residual) if and only if Ax is meager (respectively,
residual) for residually many x ∈X.
A topological space is called Polish if it is separable and completely metrizable;
in particular, it is a Baire space. A subspace of a Polish space is Polish if and only
if it is a Gδ [71, Theorem 3.11]. A locally compact space is Polish if and only if it
is Hausdorff and second countable [71, Theorem 5.3].
8.4.2. Saturated sets. Let H be a pseudogroup on a space Z. A subset of Z
is said to be H-saturated (or saturated) if it is a union of orbits of H. The saturation
of a subset A ⊂ Z, denoted by H(A), is the union of all orbits that meet A; i.e.,
(8.4) H(A) =⋃
h
h(A ∩ domh) ,
where h runs in H. If a property P is satisfied by the H-orbits in a residual
(respectively, meager) saturated subset of Z, then it will be said that P is satisfied
by residually (respectively, meagerly) many H-orbits.
Lemma 8.19. Let A ⊂ B ⊂ Z. If A is open, dense or residual in B, then H(A)
is open, dense or residual in H(B), respectively.
Proof. By (8.4), H(A) is open (respectively, dense) in H(B) if A is open
(respectively, dense) in B. It follows directly from this that H(A) is residual inH(B) if A is residual in B. 
Lemma 8.20. If H is countably generated, then the saturation of a Borel, Baire
or meager subset of Z is Borel, Baire or meager, respectively.
Proof. Let E be a countable symmetric set of generators of H, and let S be
the countable set of all composites of elements of E, wherever defined. Then the
result follows because (8.4) still holds if h runs only in S. 
Remark 8.21. Let RH ⊂ Z × Z be the relation set of the equivalence relation
“being in the same H-orbit.” Assume that H is countably generated. With the
notation of the proof of Lemma 8.20, RH equals the union of the graphs of maps
in S, which are easily seen to be Fσ-sets. Hence RH is an Fσ set because S is
countable.
A pseudogroup, H, is called transitive (respectively, minimal) if it has a dense
orbit (respectively, every orbit is dense). An (H-)minimal set is a non-empty, satu-
rated and closed subset of Z which is minimal among the sets with these properties.
The following result is well known.
Proposition 8.22. If Z is second countable, then the union of all the H-orbits
that are dense is a Gδ-set. In particular, this set is residual if and only if H is
transitive.
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Proof. Let {Un} be a countable base for the topology of Z. Then the union
of all the dense orbits is equal to the intersection of the saturations H(Un), which
are open in Z. 
Corollary 8.23. If Z is second countable and H is transitive, then the union
of all the proper minimal sets is meager.
Proposition 8.24. If Z is locally compact space and Z/H is compact, then
any nonempty H-invariant closed subset of Z contains some minimal set.
Proof. By Zorn’s lemma, it is enough to prove that any family of H-invariant
nonempty closed subsets Yi ⊂ Z has nonempty intersection. By the hypothesis,
there is a relatively compact open subset U ⊂ Z that meets all H-orbits. Then
U ∩ Yi is a nonempty compact subset, obtaining ∅ ≠ U ∩⋂i Yi ⊂ ⋂i Yi. 
The next result is the topological zero-one law, a topological version of ergod-
icity.
Theorem 8.25. If Z is a Baire space and H is a transitive pseudogroup on Z,
then each saturated Baire subset of Z is either meager or residual.
Proof. Let A be a saturated Baire subset of Z. There is an open set U such
that A△U is a meager set. If A is not meager, then U is non-empty and U ∖A is
meager. Thus, if A is neither meager nor residual, then there are non-empty open
subsets U and V so that A ∩U is residual in U and V ∖A is residual in V . HenceH(A∩U) andH(V ∖A) are residual inH(U) andH(V ), respectively (Lemma 8.19).
Since there is a dense orbit, the non-empty open sets H(U) and H(V ) intersect in
a non-empty set, and thus H(A∩U) meets H(V ∖A) because H(U) and H(V ) are
Baire spaces. But H(A ∩U) ⊂ A and H(V ∖A) ⊂ Z ∖A, a contradiction. 
The following theorem is of basic importance for the contents of this work.
Theorem 8.26 (Hector [61], Epstein-Millet-Tischler [42]). If H is a countably
generated pseudogroup on a space Z, then the union of orbits with trivial germ
groups is a dense Gδ subset of Z, hence Borel and residual.
Corollary 8.27. If Z is second countable, and H is transitive and countably
generated, then the union of dense orbits with trivial germ groups is a residual
subset of Z.
Proof. This is a direct consequence of Proposition 8.22 and Theorem 8.26. 
8.4.3. The property of being recurrent on Baire sets. The following
shows that the condition of being recurrent on systems of compact generation also
holds in a Baire sense. It is a topological-coarsely quasi-isometric version of Ghys’
“Proposition fondamentale” [50, p. 402] for pseudogroups.
Theorem 8.28. Let H be a compactly generated minimal pseudogroup of local
transformations of a locally compact space Z, let U be a relatively compact open
subset of Z that meets all H-orbits, let E be a recurrent symmetric system of com-
pact generation of H on U , and let G = H∣U . Then, for any Baire subset B of
U ,
(i) either G(B) is meager;
(ii) or else the intersections of residually many G-orbits with B are equi-nets in
those G-orbits with dE.
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Proof. Suppose G(B) is not meager in U . So B is not meager in U by
Lemma 8.20. Then there is a non-empty open subset V of U such that V ∖ B
is meager in V . Hence G(V ∖ B) is meager in U by Lemma 8.20, and thus Y =
U ∖G(V ∖B) is residual in U and G-saturated. Since G is minimal and E recurrent,
there is some R > 0 such that O ∩ V is an R-net in (O, dE) for any G-orbit O
(Proposition 8.6); but O ∩ V ⊂ B if O ⊂ Y , and the result follows. 
8.4.4. Pseudogroups versus group actions. As said in Section 8.1, a pseu-
dogroup on a space is a generalization of a group acting on a space via homeomor-
phisms. With a slight change of the topology of the space acted on, the converse is
also true, in the following sense.
Theorem 8.29. Let H be a countable generated pseudogroup of local homeo-
morphisms of a Polish space Z. Then there is a Polish space Z ′, with the same
underlying set as Z, and a pseudogroup H′ on Z ′ such that H′ has the same orbits
as H, H ⊂ H′, and H′ is equivalent to the pseudogroup generated by a countable
group G of homeomorphisms on another Polish space. Moreover, for each sym-
metric set E of generators of H, there is a symmetric set F of generators of G,
with the same cardinality as E, such that the H-orbits with dE are equi-coarsely
quasi-isometric to the corresponding G-orbits with dF .
Proof. Let W = Z ⊔ Z = Z × {0,1}. For i ∈ {0,1}, let ιi ∶ Z →W be given by
ιi(z) = (z, i), and let Zi = ιi(Z). Let E be a countable symmetric set of generators
for H containing idZ . For each h ∈ E, let gh be the Borel measurable bijection
of W given by ghι0(z) = ι1h(z) if z ∈ domh, ghι1(z) = ι0h−1(z) if z ∈ imh, and
ghιi(z) = ιi(z) otherwise; in particular, gidZ ι0(z) = ι1(z) and gidZ ι1(z) = ι0(z)
for all z ∈ Z. Then F = { gh ∣ h ∈ E } generates a countable group G of Borel
measurable bijections of W . Note that F has the same cardinality as E, and is
symmetric because every gh is of order 2.
By [15, Theorem 5.2.1], there is a Polish topology τ∗ on W so that G con-
sists of homeomorphisms of the corresponding space W ∗, and inducing the same
Borel σ-algebra as the original topology of W . Writing E = {hn ∣ n ∈ N}, by [15,
Theorem 5.1.11], there are Polish topologies τn on W such that τ
∗ ⊂ τ0 ⊂ τ1 ⊂ ⋯,
ι0(domhn) ∈ τn, and G consists of homeomorphisms of the corresponding spaces.
By [15, Theorem 5.1.3-(b)], the topology τ ′ generated by ⋃n τn is also Polish. Since⋃n τn is a base of τ ′, the maps in G are homeomorphisms of the space W ′ defined
with τ ′. Let G be the pseudogroup generated by G on W ′.
Since Z0, Z1 ∈ τ ′ and gidZ restricts to a homeomorphism Z0 → Z1, there is a
Polish topology on Z so that the corresponding space Z ′ satisfies Z ′ ⊔ Z ′ = W ′.
Thus the maps ιi ∶ Z ′ → W ′ are open embeddings, the sets Zi meet all G-orbits,
and there is a unique pseudogroup H′ on Z ′ so that any ιi generates an equivalenceH′ → G.
For each h ∈ E, the restriction gidZgh ∶ ι0(domh) → ι0(imh) is in H′ and
corresponds to h via ι0. Thus E ⊂ H′, and therefore H ⊂ H′; in particular, theH-orbits are contained in H′-orbits.
Suppose that O ⊂ O′ for orbits O of H and O′ of H′. For different points,
z ∈ O and z′ ∈ O′, let k = dF (ι0(z), ι0(z′)) ≥ 1, and take h1, . . . , hk ∈ E so that
ghk⋯gh1ι0(z) = ι0(z′). Then z ∈ dom(hk⋯h1) and hεkk ⋯hε11 (z) = z′ for some
choice of ε1, . . . , εk ∈ {±1}, obtaining that z′ ∈ O and dE(z, z′) ≤ k. In particu-
lar, this shows that O = O′. Now let l = dE(z, z′) ≥ 1, and take h¯1, . . . , h¯l ∈ E such
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that z ∈ dom(h¯l⋯h¯1) and h¯l⋯h¯1(z) = z′. Then, either gh¯δl
l
⋯g
h¯
δ1
1
ι0(z) = ι0(z′), or
gidZgh¯δl
l
⋯g
h¯
δ1
1
ι0(z) = ι0(z′), for some choices of δ1, . . . , δl ∈ {±1}, obtaining k ≤ l+1.
On the other hand, the intersections of the G-orbits with Z0 are 1-nets in those
G-orbits with dF because gidZ (Z1) = Z0. So ι0 defines equi-corse quasi-isometries
of the H-orbits with dE to the corresponding G-orbits with dF . 
Remark 8.30. (i) The doubling of the space is required because the domain
and image of a local homeomorphisms h ∈ E may have non-empty intersec-
tion. However, if H is the representative of the holonomy pseudogroup of a
foliated space generated by the transition mappings of a regular foliated atlas
(Section 10.1), then that doubling is not necessary because each transition
mapping has disjoint image and domain.
(ii) Theorem 8.29 is related to the result of Feldman and Moore [45, Theorem 1]
stating the following : If R countable equivalence relation on a standard Borel
space X, then there is a countable group G of Borel automorphisms of X so
that R is the orbit equivalence relation induced by G.

CHAPTER 9
Generic coarse geometry of orbits
The following notation will be used in the whole of this chapter.
Hypothesis 1. A quintuple (Z,H, U,G,E) is required to satisfy the following
conditions:● Z is a locally compact Polish space,● H is a compactly generated pseudogroup of local transformations of Z,● U is a relatively compact open subset of Z that meets all H-orbits,● G denotes the restriction of H to U , and● E is a recurrent symmetric system of compact generation of H on U .
All metric concepts in the G-orbits will be considered with respect to the metric
dE induced by E. Thus the subindex “E” will be deleted from the notation of the
metric, open balls, closed balls, and penumbras. Let U0 denote the union of G-orbits
with trivial germ groups, which is a dense Gδ-subset of U by Theorem 8.26, and
therefore U0 is a Polish subspace (Section 8.4.1). Moreover let U0,d be the union of
dense orbits in U0, which is a residual subset of Z if H is transitive (Corollary 8.27).
For each A ⊂ U0, let Cl0(A) and Int0(A) denote its closure and interior in U0,
respectively; the same notation will be used for the closure and interior in U0 ×U0.
Assume that ∣E∣ ≥ 2, otherwise the G-orbits have at most two elements.
9.1. Coarsely quasi-isometric orbits
For K ∈ N and C ∈ Z+, let Y (K,C) be the set of pairs (x, y) ∈ U0 × U0 such
that there is a (K,C)-coarse quasi-isometry f ∶ A→ B of G(x) to G(y) with x ∈ A,
y ∈ B and f(x) = y. Notice that Y (K,C) ⊂ Y (K ′,C ′) if K ≤K ′ and C ≤ C ′.
Lemma 9.1. For K ∈ N and C ∈ Z+, there is some K ′ ∈ N and C ′ ∈ Z+,
depending only on K and C, such that Cl0(Y (K,C)) ⊂ Y (K ′,C ′).
Proof. Let (x, y) ∈ Cl0(Y (K,C)). For each r ∈ Z+, consider the open neigh-
borhoods V (x, r) and V (y, r) of x and y in U given by Proposition 8.11. Then
there is some (xn, yn) ∈ Y (K,C) ∩ (V (x,n) × V (y,Cn))
for each n ∈ Z+. According to Proposition 8.11, by taking K and C large enough, it
can be assumed that all φn ∶= φx,xn,n and ψn ∶= φy,yn,Cn are non-expanding equi-bi-
Lipschitz maps with bi-Lipschitz distortion C, and the sets B(xn, n/C)∩ imφn and
B(yn, n)∩imψn are K-nets in B(xn, n/C) and B(yn, n), respectively. In particular,
the restriction
φn ∶ φ−1n (B(xn, n/C))→ B(xn, n/C) ∩ imφn
is a (K,C)-coarse quasi-isometry of φ−1n (B(xn, n/C)) to B(xn, n/C).
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On the other hand, for each n, there is a (K,C)-coarse quasi-isometry fn ∶
An → Bn of G(xn) to G(yn), and so that xn ∈ An, yn ∈ Bn and fn(xn) = yn.
Each set B(xn, n/C) ∩An is a 2K-net in B(xn, n/C); this holds for ⌊n/C⌋ > K by
Lemma 3.4, and for ⌊n/C⌋ ≤K because xn ∈ B(xn, n/C) ∩An. Also, note that
fn(B(xn, n/C) ∩An) ⊂ B(yn, n) ,
and thus each fn(B(xn, n/C)∩An) is a 2K-net in its 2K-penumbra Pn in B(yn, n),
obtaining that each restriction
fn ∶ B(xn, n/C) ∩An → fn(B(xn, n/C) ∩An)
is a (2K,C)-coarse quasi-isometry of B(xn, n/C) to Pn. Moreover, because each
B(yn, n) ∩ imψn is a K-net in B(yn, n), each Pn ∩ imψn is a 2K-net in Pn by
Lemma 3.4. So the restriction ψ−1n ∶ Pn ∩ imψn → ψ−1n (Pn) is a (2K,C)-coarse
quasi-isometry of Pn to ψ
−1
n (Pn). It follows from Proposition 2.12 that, for some
K ′ ≥ 0 and C ′ ≥ 1, depending only on K and C, there is a (K ′,C ′)-coarse quasi-
isometry gn of φ
−1
n (B(xn, n/C)) to ψ−1n (Pn); this gn is a coarse composite of the
above three coarse quasi-isometries. Since
x ∈ φ−1n (B(xn, n/C)) , φn(x) = xn ∈ B(xn, n/C) ∩An ,
fn(xn) = yn ∈ Pn ∩ imψn , ψ−1n (yn) = y ,
Proposition 2.12 also guarantees that gn can be chosen so that x ∈ dom gn, y ∈ im gn
and gn(x) = y.
Observe that
B(x,n/C) ⊂ φ−1n (B(xn, n/C))
because φn is non-expanding and φn(x) = xn. Therefore the sequence of finite sets
φ−1n (B(xn, n/C)) is exhausting in G(x). On the other hand,
B(yn, n/C2) ∩Bn ⊂ fn(B(xn, n/C) ∩An)
since fn ∶ An → Bn is a C-bi-Lipschitz bijection such that xn ∈ An, yn ∈ Bn
and fn(xn) = yn. Furthermore B(yn, n/C2) ∩ Bn is a 2K-net in B(yn, n/C2),
which holds for ⌊n/C2⌋ > K by Lemma 3.4, and for ⌊n/C2⌋ ≤ K because yn ∈
B(yn, n/C2) ∩Bn. Therefore
Pn ⊃ B(yn, n) ∩Pen(B(yn, n/C2) ∩Bn,2K) ⊃ B(yn, n/C2) ,
giving
B(y, n/C2) ⊂ ψ−1n (B(yn, n/C2)) ⊂ ψ−1n (Pn)
since ψn is non-expanding and ψn(y) = yn. So the sequence of finite sets ψ−1n (Pn)
is exhausting in G(y).
By applying Proposition 2.15 to the sequence of coarse quasi-isometries gn,
and using Remark 2.16, it follows that there is a (K ′,C ′)-coarse quasi-isometry g
of G(x) to G(y) such that x ∈ dom g and g(x) = y; i.e., (x, y) ∈ Y (K ′,C ′). 
Remark 9.2. If the statement of Lemma 9.1 were restricted to the residual
union of orbits which do not meet the boundaries in U of the domains of maps in
E, then it would be an easy consequence of Proposition 2.15 and Remark 8.13.
Let Y be the set of points (x, y) ∈ U0 × U0 such that G(x) is coarsely quasi-
isometric to G(y).
Lemma 9.3. Y = ⋃∞K,C=1 Y (K,C).
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Proof. This equality follows from Corollary 2.33. 
Corollary 9.4. Y = ⋃∞K,C=1 Cl0(Y (K,C)); in particular, Y is an Fσ-subset
of U0 ×U0.
Proof. This is elementary by Lemmas 9.1 and 9.3. 
Corollary 9.5. Either Int0(Y (K,C)) ≠ ∅ for some K,C ∈ Z+, or else Y is a
meager subset of U0 ×U0.
Proof. If Int0(Y (K,C)) = ∅ for all K,C ∈ Z+, then Int0(Cl0(Y (K,C))) = ∅
for allK,C ∈ Z+ by Lemma 9.1, and thus Y is meager in U0×U0 by Corollary 9.4. 
Theorem 9.6. Let (Z,H, U,G,E) satisfy Hypothesis 1. The equivalence rela-
tion “x ∼ y if and only if the orbits G(x) and G(y) are coarsely quasi-isometric” has
a Borel relation set in U0 ×U0, and has a Baire relation set in U ×U ; in particular,
it has Borel equivalence classes in U0, and Baire equivalence classes in U .
Proof. This follows from Corollary 9.4 and Theorem 8.26. 
Theorem 9.7. Let (Z,H, U,G,E) satisfy Hypothesis 1. Suppose that H is
transitive. Then:
(i) either all G-orbits in U0,d are equi-coarsely quasi-isometric to each other;
(ii) or else every G-orbit is coarsely quasi-isometric to meagerly many G-orbits; in
particular, there are uncountably many coarse quasi-isometry types of G-orbits
in U0 in this case.
Proof. Suppose that Int0(Y (K,C)) ≠ ∅ for some K,C ∈ Z+. Then all denseG×G-orbits in U0×U0 meet Y (K,C), and thus all G-orbits in U0,d are equi-coarsely
quasi-isometric to each other.
If Int0(Y (K,C)) = ∅ for all K,C ∈ Z+, then Y is meager in U0 × U0 by Corol-
lary 9.5. It follows from Theorem 8.18 that there is a residual subset A ⊂ U0 such
that Yx = { y ∈ U0 ∣ (x, y) ∈ Y } is meager in U for all x ∈ A. But each Yx is the
union of orbits in U0 which are coarsely quasi-isometric to G(x). Finally, A can be
assumed to be G-saturated since Y is G × G-saturated. 
Theorem 9.8. Let (Z,H, U,G,E) satisfy Hypothesis 1. Then the following
properties hold:
(i) Suppose that H is transitive. If there is a coarsely quasi-symmetric G-orbit in
U0,d, then the alternative (i) of Theorem 9.7 holds.
(ii) Suppose that H is minimal. If the alternative (i) of Theorem 9.7 holds, then
all G-orbits in U0 are equi-coarsely quasi-symmetric.
Proof. Suppose thatH is transitive and that there is a coarsely quasi-symmetricG-orbit O in U0,d. Then O ×O ⊂ Y (K,C) for some K,C ∈ Z+, giving U0 × U0 =
Y (K ′,C ′) for K ′,C ′ ∈ Z+ by Lemma 9.1, which means that all G-orbits in U0 are
equi-coarsely quasi-isometric to each other.
Assume that H is minimal and that all G-orbits in U0 are coarsely quasi-
isometric to each other. This means that Y = U0 × U0. Hence Int0(Y (K,C)) ≠ ∅
for some K,C ∈ Z+ by Corollary 9.5; i.e., there are some non-empty open subsets
V and W of U0 so that V ×W ⊂ Y (K,C). But, by Proposition 8.6 and since G is
minimal, the intersections O ∩ V and O ∩W are equi-nets in the G-orbits O in U0.
So the G-orbits in U0 are equi-coarsely quasi-symmetric by Lemma 3.18. 
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The following result follows from Theorems 9.8 and 6.39.
Corollary 9.9. Let (Z,H, U,G,E) satisfies Hypothesis 1. Suppose that G is
minimal and satisfies the alternative (i) of Theorem 9.7. Then all G-orbits in U0
have zero, one, two or a Cantor space of coarse ends, simultaneously.
9.2. Growth of the orbits
9.2.1. Orbits with the same growth type. Since the G-orbits are equi-
quasi-lattices in themselves (Example 3.7-(i)), the growth type of G(x) is repre-
sented by the mapping r ↦ v(x, r) = ∣B(x, r)∣ for all x ∈ U . For a, b ∈ Z+ and c ∈ N,
let
Y (a, b, c) = { (x, y) ∈ U0 ×U0 ∣ v(x, r) ≤ av(y, br) ∀r ≥ c} .
Note that
a ≤ a′, b ≤ b′, c ≤ c′ Ô⇒ Y (a, b, c) ⊂ Y (a′, b′, c′) .
Lemma 9.10. For all a, b ∈ Z+ and c ∈ N, there are some integers a′ ≥ a and
b′ ≥ b such that Cl0(Y (a, b, c)) ⊂ Y (a′, b′, c).
Proof. Consider the notation of Proposition 8.11. Let (x, y) ∈ Cl0(Y (a, b, c)).
For any integer r ≥ c, take a pair(x′, y′) ∈ Y (a, b, c) ∩ (V (x, r) × V (y,Cbr)) .
Then, with the notation given by (3.3),
v(x, r) ≤ v(x′, r) ≤ av(y′, br) ≤ aΛ∣E∣,2RC v(y,Cbr)
since φx,x′,r is injective (Proposition 8.11-(v)) and B(y′, br)∩ imφy,y′,Cbr is a 2RC-
net in B(y′, br) (Proposition 8.11-(vi)), and because ∣B(z,2RC)∣ ≤ Λ∣E∣,2RC for all
z ∈ B(y′, br) by (3.4). Hence (x, y) ∈ Y (aΛ∣E∣,2RC ,Cb, c). 
Note that Y = ⋃∞a,b,c=1 Y (a, b, c) is the set of points (x, y) ∈ U0×U0 such that the
growth type of G(x) is dominated by the growth type of G(y). Let τ ∶ U ×U → U ×U
be the homeomorphism given by τ(x, y) = (y, x)
Theorem 9.11. Let (Z,H, U,G,E) satisfy Hypothesis 1. The equivalence rela-
tion “x ∼ y if and only if the orbits G(x) and G(y) have the same growth type” has
a Borel relation set in U0 ×U0, and has a Baire relation set in U ×U ; in particular,
it has Borel equivalence classes in U0, and Baire equivalence classes in U .
Proof. By Lemma 9.10, Y is an Fσ-subset of U0 × U0, and thus so is Yτ ∶=
Y ∩ τ(Y ). But Yτ is the relation set in U0 × U0 of the statement, and the result
follows because U0 is residual in U (Theorem 8.26). 
Theorem 9.12. Let (Z,H, U,G,E) satisfy Hypothesis 1. If G is transitive,
then:
(i) either all G-orbits in U0,d have equi-equivalent growth;
(ii) or else the growth type of every G-orbit is comparable with the growth type
of meagerly many G-orbits; in particular, there are uncountably many growth
types of G-orbits in U0 in this second case.
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Proof. If Int0(Y (a, b, c)) ≠ ∅ for some a, b, c ∈ Z+, then all dense G × G-orbits
in U0 × U0 meet Y (a, b, c). It follows that all G-orbits in U0,d have equi-equivalent
growth.
On the other hand, if Int0(Y (a, b, c)) = ∅ for all a, b, c ∈ Z+, then Y is a meager
subset of U0 × U0 by Lemma 9.10, and thus it is meager in U × U too. So Y τ ∶=
Y ∪ τ(Y ) is meager in U ×U as well. It follows from Theorem 8.18 that there is a
residual subset A ⊂ U0 such that Y τx = { y ∈ U0 ∣ (x, y) ∈ Y τ } is meager for all x ∈ A.
But each Y τx is the union of G-orbits in U0 whose growth type is comparable with
the growth type of G(x). Obviously, it can be assumed that A is saturated. 
Theorem 9.13. Let (Z,H, U,G,E) satisfy Hypothesis 1. Then the following
properties hold:
(i) Suppose that H is transitive. If there is a growth symmetric G-orbit in U0,d,
then the alternative (i) of Theorem 9.12 holds.
(ii) Suppose that H is minimal. If the alternative (i) of Theorem 9.12 holds, then
all G-orbits in U0 are equi-growth symmetric.
Proof. Suppose that G is transitive and that G(x) is growth symmetric for
some x ∈ U0,d. Then G(x) × G(x) ⊂ Y (a, b, c) for some a, b ≥ 1 and c ≥ 0, giving
U0 ×U0 = Y (a′, b′, c) for some a′, b′ ≥ 1 by Lemma 9.10.
Now, assume that G is minimal and that all G-orbits in U0 have equi-equivalent
growth. This means that Int0(Y (a, b, c)) ≠ ∅ for some a, b, c ∈ Z+ according to the
proof of Theorem 9.12; i.e., there are non-empty open subsets V and W of U0 such
that V ×W ⊂ Y (a, b, c). Since G is minimal, the intersections O ∩ V and O ∩W
are equi-nets in the G-orbits O in U0 by Proposition 8.6. So the G-orbits in U0 is
equi-growth symmetric by Remark 4.14-(ii). 
9.2.2. Some growth classes of the orbits.
Theorem 9.14. Let (Z,H, U,G,E) satisfy Hypothesis 1 and suppose that G is
transitive. Then there are a1, a3 ∈ [1,∞], a2, a4 ∈ [0,∞) and p ≥ 1 such that
lim sup
r→∞
log v(x, r)
log r
= a1 , a2 ≤ lim inf
r→∞ log v(x, r)r ≤ pa2 ,
lim inf
r→∞ log v(x, r)log r = a3 , lim supr→∞ log v(x, r)r = a4
for residually many points x in U . Moreover
lim inf
r→∞ log v(x, r)log r ≥ a3 , lim supr→∞ log v(x, r)r ≤ a4
for all x ∈ U0,d.
Proof. For a, b > 0, let Y1(a, b), Y2(a, b), Y3(a, b) and Y4(a, b) be the sets of
points x ∈ U0 that satisfy the following respective conditions:
sup
r≥b
log v(x, r)
log r
≤ a , inf
r≥b log v(x, r)r ≥ a ,
inf
r≥b log v(x, r)log r < a , supr≥b log v(x, r)r > a .
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Then
(9.1) a ≤ a′ & b ≤ b′ Ô⇒ { Y1(a, b) ⊂ Y1(a′, b′) , Y2(a′, b) ⊂ Y2(a, b′) ,
Y3(a, b′) ⊂ Y3(a′, b) , Y4(a′, b′) ⊂ Y4(a, b) ,
Claim 10. The following properties hold:
(i) Y1(a, b) is closed in U0 for all a, b > 0.
(ii) There is some p ≥ 1 such that, for all a, b > 0, there is some b′ ≥ b so that
Cl0(Y2(a, b)) ⊂ Y2(a/p, b′).
(iii) ⋂b Y3(a, b) ⊂ ⋂a′>a Int0(⋂b Y3(a′, b)) for all a > 0.
(iv) Y4(a, b) is open in U0 for all a, b > 0.
Let x ∈ Cl0(Y1(a, b)). With the notation of Proposition 8.11, for each r ≥ b, if
y ∈ Y1(a, b) ∩ V (x, r), then
log v(x, r)
log r
= log v(x, ⌊r⌋)
log r
≤ log v(y, ⌊r⌋)
log r
= log v(y, r)
log r
≤ a
because φx,y,⌊r⌋ is injective by Proposition 8.11-(v). Therefore x ∈ Y1(a, b), confirm-
ing Claim 10-(i).
Let x ∈ Cl0(Y2(a, b)), and let Λ ∶= Λ∣E∣,2RC be defined by (3.3). If
r ≥ b′ ∶= max{Cb,CR, 2C log Λ
a
}
and y ∈ Y2(a, b) ∩ V (x, r), then
log v(x, r)
r
= log v(x, ⌊r⌋)
r
≥ log(v(y, ⌊r⌋/C)/Λ)
r
= log v(y, ⌊r⌋/C) − log Λ
r= log v(y, r/C) − log Λ
r
≥ log v(y, r/C)
r
− a
2C
≥ a
C
− a
2C
= a
2C
,
using that B(y, ⌊r⌋/C)∩ imφx,y,⌊r⌋ is a 2RC-net in B(y, ⌊r⌋/C) according to Propo-
sition 8.11-(vi), and ∣B(z,2RC)∣ ≤ Λ for all z ∈ B(y, r/C) by (3.4). Thus x ∈
Y2(a/p, b′) for p = 2C, which confirms Claim 10-(ii).
Let x ∈ ⋂b Y3(a, b). Given a′ > a, for any choice of α ∈ (a/a′,1), let
b ≥ max{CR,C 11−α ,CΛ 1a′−a/α } ,
where Λ is defined like in the proof of Claim 10-(ii). Then x ∈ Y3(a, b), which means
that there is some r ≥ b so that log v(x, r)/ log r < a. If y ∈ V (x,Cr), then
log v(y, r/C)
log(r/C) = log v(y, ⌊r⌋/C)log(r/C) ≤ log(v(x, ⌊r⌋)Λ)log(r/C) = log(v(x, r)Λ)log(r/C)
≤ log v(x, r) + log Λ
log r − logC < a1 − logC
log r
+ log Λ
log r − logC < aα + a′ − aα = a′ ,
like in the proof of Claim 10-(ii). It follows that V (x,Cr) ∩ U0 ⊂ Y3(a′, b). Since
this holds for all b large enough, we get V (x,Cr) ∩ U0 ⊂ ⋂b Y3(a′, b) by (9.1), and
thus x ∈ Int0(⋂b Y3(a′, b)), showing Claim 10-(iii).
For any x ∈ Y4(a, b), there is some integer r ≥ b such that log v(x, r)/r > a. So
log v(y, r)/r > a for any y ∈ V (x, r) since φx,y,r is injective (Proposition 8.11-(v)),
giving V (x, r) ∩ U0 ⊂ Y4(a, b). Therefore Y4(a, b) is open in U0. This confirms
Claim 10-(iv).
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For a ∈ [0,∞], let
Y1(a) = ⋂
α>a⋃b Y1(α, b) , Y2(a) = ⋂α<a⋃b Y2(α, b) ,
Y3(a) = ⋂
α>a⋂b Y3(α, b) , Y4(a) = ⋂α<a⋂b Y4(α, b) .
It is clear that these are the sets of points x ∈ U0 that respectively satisfy
lim sup
r→∞
log v(x, r)
log r
≤a , lim inf
r→∞ log v(x, r)r ≥ a ,
lim inf
r→∞ log v(x, r)log r ≤a , lim supr→∞ log v(x, r)r ≥ a .
Observe also that
(9.2) a ≤ a′ Ô⇒ {Y1(a) ⊂ Y1(a′) , Y2(a) ⊃ Y2(a′) ,
Y3(a) ⊂ Y3(a′) , Y4(a) ⊃ Y4(a′) .
We get the same sets Y1(a), Y2(a), Y3(a) and Y4(a) above if the condition that
a′, b ∈ Q is added in their definitions. So, by Claim 10-(i),(iii),(iv), the sets Y1(a),
Y3(a) and Y4(a) are Borel in U0, and therefore they are Baire subsets of U . However
the same kind of argument, using Claim 10-(ii), does not apply to Y2(a). Thus
consider also the set
Y ′2(a) = ⋂
α<a⋃b Cl0(Y2(a, b)) ,
which are Borel in U0 and Baire in U . Obviously,
(9.3) a ≤ a′ Ô⇒ Y ′2(a) ⊃ Y ′2(a′) ,
and, by Claim 10-(ii),
(9.4) Y ′2(pa) ⊂ Y2(a) .
The sets Y1(a) and Y3(a) are G-saturated for all a ∈ [0,∞] by Remark 4.4-(ii), and
we have
(9.5) G(Y2(qa)) ⊂ Y2(a) , G(Y4(qa)) ⊂ Y4(a)
for all a ∈ [0,∞] and q > 1 by Remark 4.4-(iii) and Example 3.7-(i) since Λ∣E∣,0 = 1
(see (3.3)). So, by (9.4),
(9.6) G(Y ′2(pqa)) ⊂ Y2(a) .
Claim 11. Each of the sets Y1(a), G(Y ′2(a)), Y3(a) and G(Y4(a)) is either
residual or meager in U .
This assertion is a consequence of Theorem 8.25 because the stated sets are
Baire and G-saturated in U .
We obviously have
(9.7) Y1(∞) = Y2(0) = Y3(∞) = Y4(0) = U0 .
Then let
a1 = inf{a ∈ [0,∞] ∣ Y1(a) is residual in U } ,
a2 = sup{a ∈ [0,∞] ∣ Y2(a) is residual in U } ,
a3 = inf{a ∈ [0,∞] ∣ Y3(a) is residual in U } ,
a4 = sup{a ∈ [0,∞] ∣ Y4(a) is residual in U } .
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Since the growth type of an infinite connected graph of finite type is at least linear
and at most exponential, the sets Y1(a) and Y3(a) are the union of finite orbits
in U0 for all 0 ≤ a < 1, and Y2(∞) = Y4(∞) = ∅. So a1, a3 ≥ 1 by Corollary 8.27,
and a2, a4 <∞. By (9.2), the sets Y1(a), Y2(a), Y3(a) or Y4(a) are residual in U if
a > a1, a < a2, a > a3 or a < a4, respectively. Hence, by (9.7), and because
Y1(a1) = ⋂
a1<a<∞Y1(a) if a1 <∞ ,
Y2(a2) = ⋂
0<a<a2 Y2(a) if a2 > 0 ,
Y3(a3) = ⋂
a1<a<∞Y3(a) if a3 <∞ ,
Y4(a4) = ⋂
0<a<a4 Y4(a) if a4 > 0 ,
where a can be taken in Q, we get that Y1(a1), Y2(a2), Y3(a3) and Y4(a4) are
residual in U . On the other hand, by (9.2), (9.3), (9.5), (9.6) and Claim 11, the sets
Y1(a), Y2(a), Y3(a) or Y4(a) are meager in U if a < a1, a > pa2, a < a3 or a > a4,
respectively. So the following unions are meager in U because they do not change
if a is taken in Q:⋃
0≤a<a1 Y1(a) , ⋃pa2<a<∞Y2(a) , ⋃0≤a<a3 Y3(a) , ⋃a4<a<∞Y4(a) .
Thus the following sets are residual in U :
Y1(a1) ∖ ⋃
0≤a<a1 Y1(a) , Y2(a2) ∖ ⋃pa2<a<∞Y2(a) ,
Y3(a3) ∖ ⋃
0≤a<a3/p′ Y3(a) , Y4(a4) ∖ ⋃a4<a<∞Y4(a) .
These are the sets described by the first group of equalities and inequalities of the
statement.
Now, let us prove the last two inequalities of the statement on U0,d. By
Claim 10-(iii),
Y3(a) = ⋂
a′>a Int0(⋂b Y3(a, b))
for all a ∈ [0,∞]. So
U0 ∖ Y3(a) = U0 ∖ ⋂
a′>a Int0(⋂b Y3(a, b)) = ⋃a′>a(U0 ∖ Int0(⋂b Y3(a, b))) .
Here, we can take a′ in Q, and thus this expression is a countable union of closed
subsets of U0. Moreover we know that U0 ∖ Y3(a) is residual in U0 for a < a3, and
therefore there is some b such that U0 ∖ Int0(⋂b Y3(a, b)) has nonempty interior,
obtaining that any G-orbit in U0,d meets U0 ∖ Y3(a). Hence U0,d ⊂ U0 ∖ Y3(a) for
all a < a3 because Y3(a) is G-saturated, obtaining that U0,d ⊂ U0 ∖⋃a<a3 Y3(a).
Finally,
U0 ∖ Y4(a) = U0 ∖ ⋂
a′<a⋂b Y4(a′, b) = ⋃a′<a⋃b (U0 ∖ Y4(a′, b)) ,
where a′ and b can be taken in Q. Then, by Claim 10-(iv), this expression is a
countable union of closed subsets of U0. Furthermore U0∖Y4(a) is residual for each
a > a4, obtaining that U0 ∖ Y4(a′, b) has nonempty interior in U0 for some a′ < a
and b. So any G-orbit in U0,d meets U0 ∖ Y4(a) for all a > a4, and therefore
U0,d ⊂ G(U0 ∖ Y4(a)) ⊂ U0 ∖ G(Y4(a′)) ⊂ U0 ∖ Y4(a′)
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if a′ > a > a4 by (9.5). Thus U0,d ⊂ U0 ∖⋃a>a4 Y4(a). 
Corollary 9.15. Let (Z,H, U,G,E) satisfy Hypothesis 1 and suppose that G
is transitive. Then each of the following sets is either meager or residual in U :
(i) the union of G-orbits in U0 with polynomial growth;
(ii) the union of G-orbits in U0 with exponential growth;
(iii) the union of G-orbits in U0 with quasi-polynomial growth;
(iv) the union of G-orbits in U0 with quasi-exponential growth; and
(v) the union of G-orbits in U0 with pseudo-quasi-polynomial growth.
Moreover,
(a) if the set (iii) is residual in U , then it contains X0,d; and,
(b) if one of the sets (iv) or (v) is meager in U , then it does not meet U0,d.
Remark 9.16. The properties used in Corollary 9.15 depend only on the growth
type of the G-orbits by Remark 4.4-(i).
9.3. Amenable orbits
Like in the above section, since the G-orbits are equi-quasi-lattices in them-
selves, that they are (equi-) amenable means that they are (equi-) Følner.
Theorem 9.17. Let (Z,H, U,G,E) satisfy Hypothesis 1. Then the following
properties hold:
(i) If G is transitive and some G-orbit in U0 is amenable, then all G-orbits in U0,d
are equi-amenable.
(ii) If G is minimal and some G-orbit in U0 is amenable, then all G-orbits in U0
are jointly amenably symmetric.
Proof. Consider the notation of Proposition 8.11. Suppose that G(x) is Følner
for some x ∈ U0. Let Sn be a Følner sequence for G(x), and let r ∈ N. For each n,
let un ≥ C(r + 4CR) be an integer such that
(9.8) Sn ⊂ B(x,un/C − r − 4CR) .
For y ∈ V (x,un), let φn denote φx,y,un , and let Sy,n = Pen(φn(Sn),2CR). By (9.8)
and Proposition 8.11-(iv),
(9.9) Sy,n ⊂ B(y, un/C − r − 2CR) .
Moreover, by Proposition 8.11-(v),
(9.10) ∣Sn∣ ≤ ∣Sy,n∣ .
Claim 12. ∂rSy,n ⊂ Pen(φn(∂C(r+4CR)Sn),2CR).
Observe that the right hand side of this inclusion is well defined by (9.8). To
prove this inclusion, take first any z ∈ ∂rSy,n ∖ Sy,n. Then d(z, φn(Sn)) > 2CR
and there is some z0 ∈ Sn,y such that d(z, z0) ≤ r. Thus there is some z′0 ∈ φn(Sn)
so that d(z0, z′0) ≤ 2CR, obtaining d(z, z′0) ≤ 2CR + r by the triangle inequality.
By (9.9),
d(y, z) ≤ d(y, z0) + d(z0, z) ≤ un
C
− r − 2CR + r = un
C
− 2CR .
By Proposition 8.11-(vi), it follows that there is some z′ ∈ B(y, un/C) ∩ imφn such
that d(z, z′) ≤ 2CR. Then d(z′0, z′) ≤ 4CR + r by the triangle inequality. We have
d(z′, φn(Sn)) ≥ d(z, φn(Sn)) − d(z′, z) > 2CR − 2CR = 0 ;
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i.e., z′ ∉ φn(Sn). Let z¯′0 = φ−1n (z′0) ∈ Sn and z¯′ = φ−1n (z′) ∈ G(x) ∖ Sn. By Proposi-
tion 8.11-(v),
d(z¯′0, z¯′) ≤ C d(z′0, z′) ≤ C(4CR + r) .
Thus
z¯′ ∈ Pen(Sn,C(4CR + r)) ∖ Sn ⊂ ∂C(4CR+r)Sn .
So z′ ∈ φn(∂C(4CR+r)Sn), and therefore z ∈ Pen(φn(∂C(4CR+r)Sn),2CR).
Now take any z ∈ ∂rSy,n ∩ Sy,n. Then there are points z0 ∈ φn(Sn) and z1 ∈G(y) ∖ Sy,n such that d(z, z0) ≤ 2CR and d(z, z1) ≤ r, obtaining d(z0, z1) ≤ 2CR +
r by the triangle inequality. We have d(z1, φn(Sn)) > 2CR because z1 ∉ Sy,n.
By (9.9),
d(y, z1) ≤ d(y, z0) + d(z0, z1) ≤ un
C
− r − 2CR + 2CR + r = un
C
.
By Proposition 8.11-(vi), it follows that there is some z′1 ∈ B(y, un/C)∩ imφn such
that d(z1, z′1) ≤ 2CR. Then d(z0, z′1) ≤ 4CR+ r by the triangle inequality. We have
d(z′1, φn(Sn)) ≥ d(z1, φn(Sn)) − d(z′1, z1) > 2CR − 2CR = 0 ;
i.e., z′1 ∉ φn(Sn). Let z¯0 = φ−1n (z′0) ∈ Sn and z¯′1 = φ−1n (z′1) ∈ G(x) ∖ Sn. By Proposi-
tion 8.11-(v),
d(z¯0, z¯′1) ≤ C d(z0, z′1) ≤ C(4CR + r) .
Thus
z¯0 ∈ Pen(G(x) ∖ Sn,C(4CR + r)) ∩ Sn ⊂ ∂C(4CR+r)Sn .
So z0 ∈ φn(∂C(4CR+r)Sn), and therefore z ∈ Pen(φn(∂C(4CR+r)Sn),2CR). This
completes the proof of Claim 12.
By Claim 12 and Proposition 8.11-(v),
(9.11) ∣∂rSy,n∣ ≤ ∣Pen(φn(∂C(r+4CR)Sn),2CR)∣≤ Λ∣E∣,2RC ∣φn(∂C(r+4CR)Sn)∣ = Λ∣E∣,2RC ∣∂C(r+4CR)Sn∣ ;
in particular, by (3.7),
(9.12) ∣∂Sy,n∣ ≤ Λ∣E∣,2RC ∣∂C(1+4CR)Sn∣ ≤ Λ∣E∣,2RC Λ∣E∣,C(1+4CR)−1 ∣∂Sn∣ .
Assume that G is transitive. For every dense G-orbit O and all n, there is some
yn ∈ O∩V (x,un). By (9.10), (9.12) and (3.7), the sets Syn,n form a Følner sequence
in O, and therefore O is amenable.
Assume that every dense G-orbit is unbounded, for otherwise G would have
only one orbit. Then, for every dense G-orbit O, writeO ∩ V (x,un) = { y(O,m,n) ∣m ∈ N} ,
and let SO,m,n = Sy(O,m,n),n.
Suppose that O ⊂ U0. Given m, n and t ∈ N, and any G-orbit O′ in U0,d, let
vn = un +C(2CR + t) andNO,O′,m,n,t = {m′ ∈ N ∣ y(O′,m′, n) ∈ V (y(O,m,n), vn) ∩ V (x,un) } ,
which is a nonempty set. Take a Følner sequence Xn of O such that SO,m,n ⊂Xn ⊂
Pen(SO,m,n, t). Thus, by (9.9),
Xn ⊂ B(y(O,m,n), un/C − r − 2CR + t)= B(y(O,m,n), vn/C − r − 4CR) .
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For the sake of simplicity, given n and any m′ ∈ NO′,m,n, write y = y(O,m,n) and
y′ = y(O′,m′, n). Let
YO,O′,m′,n = Pen(φy,y′,vn(Xn),2CR) .
By Remark 8.12-(ii),
SO′,m′,n = Pen(φx,y′,un(Sn),2CR) = Pen(φy,y′,vn ○ φx,y,un(Sn),2CR)⊂ Pen(φy,y′,vn(SO,m,n),2CR) ⊂ Pen(φy,y′,vn(Xn),2CR) = YO,O′,m′,n ,
and, by (3.1), Proposition 8.11-(iv) and Remark 8.12,
YO,O′,m′,n = Pen(φy,y′,vn(Xn),2CR) ⊂ Pen(φy,y′,vn(Pen(SO,m,n, t)),2CR)= Pen(φy,y′,vn(Pen(φx,y,un(Sn),2CR + t)),2CR)⊂ Pen(φy,y′,vn ○ φx,y,un(Sn),4CR + t)= Pen(φx,y′,un(Sn),4CR + t) = Pen(SO′,m′,n,2CR + t) .
Furthermore, applying (9.10), (9.11) and (9.12) to Xn and YO,O′,m′,n, we get∣∂rYO,O′,m′,n∣/∣YO,O′,m′,n∣ ≤ Λ∣E∣,2RC ∣∂C(r+4CR)Xn∣/∣Xn∣ ,∣∂YO,O′,m′,n∣/∣YO,O′,m′,n∣ ≤ Λ∣E∣,2RC Λ∣E∣,C(1+4CR)−1 ∣∂Xn∣/∣Xn∣ .
This shows that the dense G-orbits in U0 are equi-amenable.
Next assume that G is minimal. Then, by Proposition 8.6, for every O and n,
there is some Ln ∈ N so that O∩V (x,un) is an Ln-net of O for any G-orbit O. Then⋃m SO,m,n is an (Ln + un/C − r − 2CR)-net in O by (9.9). Similarly, for every O,
m, n and t ∈ N, there is some LO,m,n,t ∈ N so that O′∩V (y(O,m,n), vn)∩V (x,un)
is an LO,m,n,t-net of O′ for any G-orbit O′. Then ⋃m′∈NO,O′,m,n,t SO′,m′,n,t is an(LO,m,n,t+un/C−r−2CR)-net in O′ by (9.9). This shows that, when G is minimal,
all G-orbits in U0 are jointly amenably symmetric. 
9.4. Asymptotic dimension of the orbits
For r ∈ Z+ ∪ {∞} and R,D ∈ Z+ and n ∈ N, let Y (r,R,D,n) be the set of
elements x ∈ U0 for which there exists families V0, . . . ,Vn of subsets of the ball1
B(x, r) such that:
(a) diamV ≤D for all V ∈ Vi;
(b) d(V,V ′) ≥ R if V ≠ V ′ in Vi; and
(c) ⋃ni=0 Vi covers B(x, r).
We have
r ≥ r′, R ≥ R′, D ≤D′ Ô⇒ Y (r,R,D,n) ⊂ Y (r′,R′,D′, n) ;
in particular,
Y (R,D,n) ∶= Y (∞,R,D,n) ⊂ Y (r,R,D,n)
for all r ∈ Z+. To see the above inclusion, for a family V of subsets of B(x, r′),
consider the family V ∣B(x,r) of intersections of the elements of V with B(x, r). Note
that each set Y (R,D,n) is saturated. Moreover, by Proposition 7.14,
(9.13) ⋂
R
⋃
D
Y (R,D,n) = {x ∈ U0 ∣ asdimG(x) ≤ n} .
Lemma 9.18. Y (R,D,n) = ⋂r Y (r,R,D,n).
1Recall that B(x,∞) = G(x).
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Proof. Let x ∈ ⋂r Y (r,R,D,n). Construct a graph with vertices the elements(r,V0, . . . ,Vn), where r ∈ Z+ and V0, . . . ,Vn are families of subsets of B(x, r) satis-
fying (a)–(c) with these x and r, and having an edge from a vertex (r,V0, . . . ,Vn) to
another vertex (r+1,W0, . . . ,Wn) if and only if Wi∣B(x,r) = Vi for all i ∈ {0, . . . , n}.
This graph is locally finite because B(x, r) is finite for all r. On the other hand,
the fact that x ∈ ⋂r Y (r,R,D,n) implies that this graph has arbitrarily large rays.
Therefore there is a sequence rk ↑∞, and, for each k, there are families Vk,0, . . . ,Vk,n
of subsets of B(x, rk) satisfying (a)–(c) with x and rk, and such that, whenever
k < l, Vk,i = Vl,i∣B(x,rl) for all i ∈ {0, . . . , n}. Let Vi be the family of unions ⋃k Vk
for increasing sequences of sets, V0 ⊂ V1 ⊂ ⋯, with Vk ∈ Vk,i for all k. It is easy
to verify that the families V0, . . . ,Vn satisfy (a)–(c) with x and r = ∞ (on G(x)).
Hence x ∈ Y (R,D,n). 
Lemma 9.19. For all R,D ∈ Z+ and n ∈ N, there is some integer D′ ≥D so that
Cl0(Y (R,D,n)) ⊂ Y (R,D′, n).
Proof. With the notation of Proposition 8.11, for any x ∈ Cl0(Y (R,D,n)),
there are points xk ∈ Y (R,D,n) ∩ V (x, k) for all k ∈ Z+ such that x = limk xk.
According to Proposition 8.11, for some C ∈ Z+, independent of x, the maps
φk ∶= φx,xk,k ∶ B(x, k) → B(xk, k) are non-expanding and equi-bi-Lipschitz with
bi-Lipschitz distortion C for all k. For each k, take families Vk,0, . . . ,Vk,n of subsets
of B(xk, k) satisfying (a)–(c) with xk and r = k. For k ≥ k0, letWk,i = {φ−1k (V ) ∣ V ∈ Vk,i }
for each i ∈ {0, . . . , n}. Obviously, ⋃ni=0Wk,i covers B(x, k). Let W = φ−1k (V ) ∈Wk,i
with V ∈ Vk,i. For w,w′ ∈W ,
d(w,w′) ≤ C d(φk(w), φk(w′)) ≤ CD ,
showing that diamW ≤ CD. Take a different set W ′ = φ−1k (V ′) ∈ Wk,i for V ′ ≠ V
in Vk,i. For z ∈W and z′ ∈W ′,
d(z, z′) ≥ d(φk(z), φk(z′)) ≥ R ,
obtaining that d(W,W ′) ≥ R. So x ∈ Y (k,R,CD,n) for all k, and therefore x ∈
Y (R,CD,n) by Lemma 9.18. 
Corollary 9.20. For all R ∈ Z+ and n ∈ N, ⋃D Y (D,R,n) is an Fσ subset of
U0.
Theorem 9.21. Let (Z,H, U,G,E) satisfy Hypothesis 1. If G is transitive, then
residually many G-orbits have the same asymptotic dimension.
Proof. The key step of the proof is the following assertion.
Claim 13. For each n ∈ N, the set ⋂R⋃D Y (D,R,n) is either residual or
meager in U .
If Int0(⋃D Y (D,R,n)) ≠ ∅ for all R, then ⋃D Y (D,R,n) is residual in U0, and
therefore it is also residual in U , because this set is saturated and G is transitive.
Hence ⋂R⋃D Y (D,R,n) is also residual in U .
If Int0(⋃D Y (D,R0, n)) = ∅ for some R0 ∈ Z+, then ⋃D Y (D,R0, n) is meager
in U0 by Corollary 9.20, and therefore it is also meager in U , completing the proof
of Claim 13.
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Assume that ⋂R⋃D Y (D,R,n) is residual in U for some n ∈ N, and let n0 be
the least n satisfying this property. By (9.13), n0 is the asymptotic dimension of
any G-orbit in the G-saturated set
(9.14) ⋂
R
⋃
D
Y (D,R,n0) ∖ n0−1⋃
n=0 ⋂R ⋃D Y (D,R,n) ,
which is residual by Claim 13.
Finally, suppose that there is no n ∈ N so that ⋂R⋃D Y (D,R,n) is residual in
U . Hence ⋂R⋃D Y (D,R,n) is meager in U for all n by Claim 13, obtaining that
(9.15) U0 ∖ ∞⋃
n=0⋂R ⋃D Y (D,R,n)
is residual in U . Moreover every G-orbit in this G-saturated set is of infinite asymp-
totic dimension by (9.13). 
9.5. Highson corona of the orbits
9.5.1. Limit sets. Let O be an infinite G-orbit, and O a compactification ofO with corona ∂O.
Definition 9.22. The limit set of any subset Σ ⊂ ∂O, denoted by limΣO, is
the subset ⋂V ClU(V ∩O) of U , where V runs in the collection of neighborhoods
of Σ in O. If Σ = {e}, then the notation limeO is used for limΣO.
Take another compactification O′ ≤ O of O with corona ∂′O. Thus there
is a continuous extension pi ∶ O → O′ of idO. The restriction pi ∶ ∂O → ∂′O
clearly satisfies limeO ⊂ limpi(e)O for all e ∈ ∂O. Thus, roughly speaking, smaller
compactifications of the orbits induce larger limit sets.
Each limit set is a closed subset of U , which may or may not be G-saturated.
The following examples will serve as illustration of this fact.
Examples 9.23. (i) The corona of the one-point compactification O∗ is a
singleton, and the corresponding limit set is the standard limit set of the
orbit O, which of course G-saturated.
(ii) Consider the compactification of O whose corona is its coarse end space. The
limit set of O at any of its coarse ends is G-saturated.
(iii) As a particular case of (ii), if Z = U is compact, H = G is the pseudogroup
generated by a homeomorphism h of Z, and E = {h±1}, then O is isometric
to Z, whose coarse end space consists of two points. The corresponding limit
sets are the usual α- and ω-limits of O, which are G-saturated.
(iv) Consider the setO = O ⊔ClZ(O) = (O × {0}) ∪ (ClZ(O) × {1})
with the topology determined as follows: each point of O × {0} is isolated inO, and, a basic neighborhood of a point in (z,1) ∈ ClZ(O)×{1} in O is of the
form (V ∩O)⊔V , where V is any neighborhood of z in ClZ(U). Observe thatO is a compact Hausdorff space, and O ≡ O×{0} is open and dense in O; thusO is a compactification of O. In terms of algebras of functions, O corresponds
to the algebra of C-valued functions on O that admit a continuous extension to
ClZ(O). The corona of this compactification is ∂O = ClZ(O)×{1} ≡ ClZ(O).
Moreover, for each z ∈ ∂O, it is easy to see that limzO = {z} if z ∈ U , and
limzO = ∅ if z /∈ U . Thus limzO may not be G-saturated.
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(v) For the Stone-Cˇech compactification Oβ , the limit set of O at any point in its
corona βO is either a singleton or empty by (iv) since Oβ is the maximum of
the compactifications.
(vi) For any compactification O ≤ Oν with corona ∂O, it will be shown that the
limit sets of O at points in ∂O are G-saturated (Theorem 9.25).
(vii) As a particular case of (vi), if (O, dE) is hyperbolic (in the sense of Gromov),
we can consider its compactification whose corona is the ideal boundary. Then
the limit sets of O at points in its ideal boundary are G-saturated.
Lemma 9.24. Let x ∈ limΣO for some Σ ⊂ ∂O. If O ≤ Oν , V is a neighborhood
of Σ in O, and S1 ⊂ S2 ⊂ ⋯ is an increasing sequence of bounded subsets of V ∩O,
then there is a sequence xi → x in U such that
B(xi, i) ⊂ V ∩O , d(xi,{x1, . . . , xi−1} ∪ Si) > 3i .
Proof. Since O ≤ Oν , there is a continuous extension pi ∶ Oν → O of idO. The
sets Ṽ ∶= pi−1(V ), for neighborhoods V of Σ in O, form a base of neighborhoods of
Σ̃ ∶= pi−1(Σ) in Oν , and we have Ṽ ∩O = V ∩O, obtaining also limΣ̃O = limΣO. So
it is enough to consider only the case where O = Oν .
Assuming O = Oν , let W = V ∩O, and, for i ∈ Z+, let
Wi = { y ∈W ∣ d(y,O ∖W ) > i} , Vi = IntOν (ClMν (Wi)) .
Observe that Wi = Vi ∩O because O is a discrete space. By Proposition 7.8, Vi is
a neighborhood of Σ in Oν , and therefore x ∈ ClU(Wi). Then, given a countable
base {Pi} of open neighborhoods of x in U , we have Pi ∩Wk ≠ ∅ for all i and k.
The elements xi are defined by induction on i. Let
l1 = max{d(y,O ∖W ) ∣ y ∈ S1 } .
We can choose any element x1 ∈ P1 ∩W3+l1 . Then, for all y ∈ S1,
d(x1, y) ≥ d(x1,O ∖W ) − d(y,O ∖W ) > 3 + l1 − d(y,O ∖W ) ≥ 3 .
Now let i > 1 and assume that xj is defined for all j < i satisfying xj ∈ Pj ∩Wj and
d(xj ,{x1, . . . , xj−1} ∪ Sj) > 3j. Let
li = max{d(y,O ∖W ) ∣ y ∈ {x1, . . . , xi−1} ∪ Si } ,
and choose any point xi ∈ Pi ∩W3i+li . For all y ∈ {x1, . . . , xi−1} ∪ Si,
d(xi, y) ≥ d(xi,O ∖W ) − d(y,O ∖W ) > 3i + li − d(y,O ∖W ) ≥ 3i .
Moreover B(xi, i) ⊂W because xi ∈W3i+li ⊂Wi. 
Theorem 9.25. Let (Z,H, U,G,E) satisfy Hypothesis 1, and let O be a com-
pactification of a G-orbit O, with corona ∂O. If O ≤ Oν , then limeO is G-saturated
and nonempty for all e ∈ ∂O.
Proof. Let x ∈ limeO for some G-orbit O and e ∈ ∂O. Take a sequence xi → x
satisfying the conditions of Lemma 9.24 with any neighborhood V of e in O and
Si = ∅ for all i. Then, by Proposition 8.16, for any r ∈ Z+,
B(x, r) ⊂ ⋂
i>rClU (⋃j≥iB(xj , r)) ⊂ ClU(V ∩O) .
Since V and r are arbitrary, it follows that G(x) ⊂ limeO. Hence limeO is saturated.
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Let U0 be a relatively compact open subset of U that meets all G-orbits. Since,
for any open neighborhood V of e in O, the set V ∩O contains balls of arbitrarily
large radius, we have U0 ∩ V ≠ ∅ by Proposition 8.6, and therefore ClU(V ∩O) ∩
ClU(U0) is a nonempty compact set. It follows that
lim
e
O ∩ClU(U0) =⋂
V
ClU(V ∩O) ∩ClU(U0) ≠ ∅ ,
showing that limeO ≠ ∅. 
Definition 9.26. A G-orbit O is said to be Higson recurrent if limeO = U for
all e ∈ νO.
Remark 9.27. Every Higson recurrent G-orbit is obviously dense in U .
Theorem 9.28. Let (Z,H, U,G,E) satisfy Hypothesis 1. A G-orbit is Higson
recurrent if and only if G is minimal.
Proof. Let O be a Higson recurrent G-orbit, and let Y be a G-minimal set
(Proposition 8.24). Since O is dense (Remark 9.27), there is a convergent sequence
in U , xi → x, with xi ∈ O and x ∈ Y . Let P1 ⊃ P2 ⊃ ⋯ be a nested sequence of open
neighborhoods of Y in U such that ⋂k ClU(Pk) = Y . By Proposition 8.16, for each
k ∈ Z+, there is some index ik such that B(xik , k) ⊂ Pk. Hence
⋂
l
ClU (⋃
k≥lB(xik , k)) ⊂⋂l ClU(Pl) = Y .
By Proposition 7.7, W = ⋃kB(xik , k) ⊂ O satisfies that V = IntOν (ClOν (W )) is
an open neighborhood of some e ∈ νO in Oν . By Proposition 7.8, the set Vl =
V ∖ ⋃lk=1B(xik , k) is another open neighborhood of e in Oν . Since O is Higson
recurrent, we get
U = lim
e
O ⊂⋂
l
ClU(Vl ∩O) =⋂
l
ClU (⋃
k≥lB(xik , k)) ⊂ Y .
Thus U is the only G-minimal set; i.e., G is minimal.
Now, assume that G is minimal. Then limeO = U for all G-orbit O and e ∈ Oν
because limeO is a G-saturated non-empty closed subset of U (Theorem 9.25). 
For each G-minimal set Y and any G-orbit O, let νYO = {e ∈ νO ∣ limeO = Y }.
Theorem 9.29. Let (Z,H, U,G,E) satisfy Hypothesis 1. For any G-orbit O,
the set ⋃Y IntνO(νYO), where Y runs in the family of G-minimal sets, is dense in
νO.
Proof. Let e ∈ νO for some G-orbit O, and let V be a neighborhood of e inOν . Take another open neighborhood V ′ of e in Oν such that ClOν (V ′) ⊂ V . By
Proposition 8.24 and Theorem 9.25, limeO contains a G-minimal set Y . Like in
the proof of Theorem 9.28, we can find a subset W ⊂ V ′ ∩ O so that, for V ′′ =
IntOν (ClOν (W )), any e′ ∈ V ′′ ∩ νO satisfies lime′ O ⊂ Y , and therefore lime′ O = Y
because Y is a minimal set. Thus V ′′ ∩ νO ⊂ νYO and V ′′ ⊂ ClOν (V ′) ⊂ V . 
Suppose that (Z ′,H′, U ′,G′,E′) also satisfies Hypothesis 1, and that there is
an equivalence H → H′, which induces an equivalence G → G′, an homeomorphism
U/G → U ′/G′, and a bijection between the families of G- and G′-saturated sets. For
each G-orbit O, let O′ denote the corresponding G′-orbit. By Theorem 8.8, there
90 9. GENERIC COARSE GEOMETRY OF ORBITS
are equi-coarse quasi-isometries of the metric spaces (O, dE) to the correspond-
ing metric spaces (O′, dE′). By Propositions 2.26, 2.39 and 7.4, these equi-coarse
quasi-isometries induce maps between the corresponding Higson compactifications,Oν → O′ν , that are continuous at the points of the Higson coronas, and restrict to
homeomorphisms between the corresponding Higson coronas, νO → νO′. In fact,
the maps Oν → O′ν are continuous at all points because the orbits are discrete
metric spaces.
Proposition 9.30. For corresponding orbits, O of G and O′ of G′, and corre-
sponding points e ∈ νO and e′ ∈ νO′, the G-saturated set limeO corresponds to theG′-saturated set lime′ O′.
Proof. By Remark 8.3, it is enough to consider the case where Z ′ = Z, H′ =H,
ClZ(U) ⊂ U ′, and E′ = E = { g¯ ∣ g ∈ E }, where g¯ is and extension of each g ∈ E
with ClZ(dom g) ⊂ dom g¯ (like in Section 8.2). Then O = O′ ∩ U and O′ = G′(O).
Moreover the above coarse quasi-isometry of (O, dE) to (O′, dE) is the inclusion
map O ↪ O′, which is a C-bi-Lipschitz map whose image is an R-net with respect
to the metrics dE and dE (see Section 8.2). It induces the above continuous mapOν → O′ν , which is an embedding in this case (Corollary 7.6). Thus we will considerOν as a subspace of O′ν with νO = νO′; in particular, e = e′.
Let V ′ be an arbitrary open neighborhood of e in O′ν , and therefore V = V ′∩Oν
is an arbitrary open neighborhood of e in Oν . We have V ∩O = V ′ ∩O′ ∩U . So
ClU(V ∩O) = ClU(V ′ ∩O′ ∩U) = ClU ′(V ′ ∩O′) ∩U ,
where the inclusion “⊃” of last equality holds because U is open in U ′. It follows
that
lim
e
O =⋂
V
ClU(V ∩O) =⋂
V ′ ClU ′(V ′ ∩O′) ∩U = U ∩ lime O′ .

9.5.2. Semi weak homogeneity of the Higson corona.
Definition 9.31. A topological space X is called semi weakly homogeneous if,
for all nonempty open subsets V,V ′ ⊂ X, there are homeomorphic nonempty open
subsets, Ω ⊂ V and Ω′ ⊂ V ′.
Theorem 9.32. Let (Z,H, U,G,E) satisfy Hypothesis 1. If G is minimal, then
the space ⊔O νO, with O running in the set of all G-orbits in U0, is semi weakly
homogeneous.
Proof. Let O and O′ be G-orbits in U0, and let e ∈ νO and e′ ∈ νO′.
Given open neighborhoods, V of e in Oν and V ′ of e′ in O′ν , take other open
neighborhoods, V0 of e in Oν and V ′0 of e′ in O′ν , such that ClOν (V0) ⊂ V
and ClO′ν (V ′0) ⊂ V ′. By Corollary 7.9, there is a sequence xk in O such that
B(xk, k) ⊂ V0 and d(xl, xk) > 3k if l < k. We have lime′ O′ = U by Theorem 9.28.
Using Lemma 9.24 by induction on k, it follows that there are convergent sequences
in U , x′k,i → xk, such that B(x′k,i, i) ⊂ V ′0 ∩ O′, and d(x′l,i, x′k,j) > 3i if l < k and
j ≤ i, or l = k and j < i. With the notation of Proposition 8.11, for all k ∈ Z+, there
is some increasing sequence of indices ik such that ik ≥ k and x′k,ik ∈ V (xk, k).
According to Proposition 8.11-(v),(vi), the restrictions
φk ∶= φxk,x′ik ,k ∶ Bk ∶= φ−1k (B(x′k,ik , k/C))→ B′k ∶= B(x′k,ik , k/C) ,
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for k ≥ CR, form a family of equi-coarse equivalences. Moreover Bk ⊂ B(xk, k) and
B′k ⊂ B(x′k,ik , k) ⊂ B(x′k,ik , ik), obtaining d(Bk,Bl) > k and d(B′k,B′l) > ik ≥ k if
l < k. Then, by Proposition 2.44, the combination of the maps φk is coarse equiv-
alence φ ∶ B ∶= ⋃k≥k0 Bk → B′ ∶= ⋃k≥k0 B′k. Thus νφ ∶ νB → νB′ is a homeomor-
phism by Proposition 7.4-(iii). We have canonical identities νB ≡ ClOν (B) ∩ νO
and νB′ ≡ ClO′ν (B′) ∩ νO′ (Corollary 7.6). Let V1 = IntOν (ClOν (B)) and V ′1 =
IntO′ν (ClO′ν (B′)). The open subsets Ω1 ∶= V1 ∩ νO ⊂ νO and Ω′1 ∶= V ′1 ∩ νO′ ⊂
νO′ are nonempty by Proposition 7.7 since Bk ⊃ B(xk, k/C) because φk is non-
expanding (Proposition 8.11-(iv)). By Corollary 7.10, the sets Ω1 and Ω
′
1 are also
dense in νB and νB′, respectively. Hence Ω ∶= Ω1∩(νφ)−1(Ω′1) and Ω′ ∶= νφ(Ω1)∩Ω′1
are open dense subsets of Ω1 and Ω
′
1, respectively, and therefore Ω and Ω
′ are
nonempty and open in νM . Moreover νφ restricts to a homeomorphism Ω → Ω′.
Finally,
ClνO(Ω1) = ClOν (V1) ∩ νO ⊂ ClOν (B) ∩ νO ⊂ ClOν (V0) ∩ νO ⊂ V ∩ νO ,
and, similarly, ClνO′(Ω′1) ⊂ V ′ ∩ νO′. 
9.6. Measure theoretic versions
Let µ be a Borel measure on Z. The measure class [µ] on Z is the set of Borel
measures on Z with the same sets of zero measure as µ, and therefore also the same
sets of full measure (the complements of the sets of zero measure). If a measurable
A ⊂ Z is of full measure, then [µ] is said to be supported in A. The product measure
class [µ] × [µ] on Z × Z is the measure class represented by the product measure
µ × µ.
Let µ a measure on Z. The measure class [µ] is H-invariant if µ(B) = 0 ⇒
µ(h(B)) = 0, for all h ∈ H and every measurable B ⊂ domh. An H-invariant
measure class [µ] is said to be ergodic (or H-ergodic) when it consists of ergodic
measures; i.e., any H-saturated measurable set is either of zero measure, or of full
measure for every measure in [µ]. In this case, [µ] × [µ] is also H-invariant andH-ergodic.
Lemma 9.33. Let X be a topological space, and A ⊂X a Gδ subset. Then every
Borel subset of A is Borel in X.
Proof. It is enough to consider the case of an open subset B ⊂ A, that is,
B = A ∩ V for some open V ⊂ X. Because A is Gδ in X, it can be expressed as
A = ⋂nUn, for countable many open sets Un ⊂ X. Therefore B = ⋂n(Un ∩ V ) is a
Gδ subset of X. 
Hypothesis 2. A sextuple (Z,H, U,G,E, [µ]) is required to satisfy the follow-
ing conditions:● (Z,H, U,G,E) satisfy Hypothesis 1, and● [µ] is a G-invariant measure class on U such that U0 has full measure.
Theorem 9.34. Let (Z,H, U,G,E, [µ]) satisfy Hypothesis 2. If [µ] is G-ergodic,
then:
(i) either [µ]-almost all G-orbits are coarsely quasi-isometric to [µ]-almost allG-orbits;
(ii) or else [µ]-almost all G-orbits are coarsely quasi-isometric to [µ]-almost noG-orbit.
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Proof. Consider the notation of Section 9.1. In particular, Y is a G × G-
saturated Borel subset of U0 × U0 by Lemma 9.1, and therefore it is also a Borel
subset of U × U by Lemma 9.33. By the G × G-ergodicity of the product measure
class on U ×U , either Y is of full measure, or Y is of zero measure.
Suppose Y is of full measure. By Fubini’s theorem, the set Yx = { y ∈ U0 ∣(x, y) ∈ Y } is of full measure for almost all x ∈ U and (i) obtains.
Now assume that Y is of measure zero. It follows from Fubini’s theorem that
Yx is of zero measure for almost all x ∈ U , and (ii) obtains. 
Theorem 9.35. Let (Z,H, U,G,E, [µ]) satisfy Hypothesis 2. If [µ] is G-ergodic,
then:
(i) either [µ]-almost all G-orbits have the same growth type;
(ii) or else the growth type of [µ]-almost all G-orbits are comparable with the
growth type of [µ]-almost no G-orbit.
Proof. With the notation of Section 9.2, Y is a G × G-saturated Borel subset
of U0 × U0 by Lemma 9.10, and therefore it is also a Borel subset of U × U by
Lemma 9.33. Like in the proof of Theorem 9.34, it follows that, either Y is of full
measure, or Y is of zero measure. Hence, either Yτ is of full measure, or Y
τ is of zero
measure. Then the result follows with the arguments of the proof of Theorem 9.34,
using Yτ to get (i), and Y
τ to get (ii). 
Theorem 9.36. Let (Z,H, U,G,E, [µ]) satisfy Hypothesis 2. If [µ] is G-ergodic,
then the equalities and inequalities of Theorem 9.14 hold [µ]-almost everywhere with
some a1, a3 ∈ [1,∞], a2, a4 ∈ [0,∞) and p ≥ 1.
Proof. Consider the notation of Theorem 9.14. Its proof shows that the
sets Y (a), G(Y ′2(a)), Y3(a) and G(Y4(a)) are G-invariant and Borel in U0 for all
a ∈ [0,∞]. Thus they are also Borel in U by Lemma 9.33. By ergodicity, each of
these sets are either of zero measure or of full measure. Then the result follows
easily from the definition of these sets, and using (9.2), (9.3), (9.5) and (9.6) like
in the proof of Theorem 9.14. 
Corollary 9.37. Let (Z,H, U,G,E, [µ]) satisfy Hypothesis 2. If [µ] is G-
ergodic, then any of the sets of Corollary 9.15 is either of zero [µ]-measure or of
full [µ]-measure.
Theorem 9.38. Let (Z,H, U,G,E, [µ]) satisfy Hypothesis 2. If [µ] is G-ergodic,
then [µ]-almost all G-orbits have the same asymptotic dimension.
Proof. Consider the notation of Theorem 9.21. By Lemma 9.20, each G-
saturated set ⋂R⋃D Y (D,R,n) Borel. So, by ergodicity, this set is, either of full[µ]-measure, or of zero [µ]-measure.
Suppose that ⋂R⋃D Y (D,R,n) is of full [µ]-measure for some n, and let n0
be the least n satisfying this property. Like in the proof of Theorem 9.21, n0 is the
asymptotic dimension of any G-orbit in the G-saturated set (9.14), which is of full[µ]-measure.
If ⋂R⋃D Y (D,R,n) is of zero [µ]-measure for all n, then, like in the proof
of Theorem 9.21, the G-saturated set (9.15) is of full [µ]-measure, and consists of
orbits with infinite asymptotic dimension. 
CHAPTER 10
Generic coarse geometry of leaves
This chapter is devoted to recall preliminaries needed about foliated spaces, fix-
ing the notation, so that the main theorems follow directly from their pseudogroup
versions. Introductions to foliated spaces, with many examples, are given in [79],
[23, Chapter 11], [24, Part 1] and [51].
10.1. Foliated spaces
Let Z be a space and let U be an open set in Rn ×Z (n ∈ N), with coordinates(x, z). For m ∈ N, a map f ∶ U → Rp (p ∈ N) is (smooth or differentiable) of class Cm
if its partial derivatives up to order m with respect to x exist and are continuous
on U . If f is of class Cm for all m, then it is called (smooth or differentiable) of
class C∞.
Let Z ′ be another space, and let h ∶ U → Rp × Z ′ be a map of the form
h(x, z) = (h1(x, z), h2(z)), for maps h1 ∶ U → Rp and h2 ∶ pr2(U) → Z ′. It will be
said that h is of class Cm if h1 is of class C
m and h2 is continuous.
For m ∈ N∪ {∞} and n ∈ N, a foliated structure1 F of class Cm and dimension
dimF = n on a space X is defined by a collection U = {Ui, φi}, where {Ui} is an
open covering of X, and each φi is a homeomorphism Ui → Bi × Zi, for a locally
compact Polish space Zi and an open ball Bi in Rn, such that the coordinate
changes φjφ
−1
i ∶ φi(Ui ∩Uj)→ φj(Ui ∩Uj) are locally Cm maps of the form
(10.1) φjφ
−1
i (x, z) = (xij(x, z), hij(z)) .
Each (Ui, φi) is called a foliated chart or flow box, the sets φ−1i (Bi × {z}) (z ∈ Zi)
are called plaques (or U-plaques), and the collection U is called a foliated atlas (of
class Cm). Two Cm foliated atlases on X define the same Cm foliated structure if
their union is a Cm foliated atlas. If we consider foliated atlases so that the sets Zi
are open in some fixed space, then F can be also described as a maximal foliated
atlas of class Cm. The term foliated space (of class Cm) is used for X ≡ (X,F).
If no reference to the class Cm is indicated, then it is understood that X is a C0
(or topological) foliated space. The restriction of F to some open subset U ⊂ X
is the foliated structure F ∣U on U defined by the charts of F whose domains are
contained in U .
A map between foliated spaces is called foliated if it maps leaves to leaves.
A foliated map between Cm foliated spaces is said to be of class Cm if its local
representations in terms of foliated charts are of class Cm.
1The term lamination is also used, specially when X is a subspace of a manifold. The term
foliation is used when the spaces Zi are open subsets of some Euclidean space, and therefore X is
a manifold. The condition to be of class Cm for a foliation F also requires that the maps φjφ−1i
are of class Cm.
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The foliated structure of a space X induces a locally Euclidean topology on
X, the basic open sets being the plaques of all of its foliated charts, which is finer
than the original topology. The connected components of X in this topology are
called leaves (or F-leaves). Each leaf becomes a connected manifold of dimension
n and of class Cm with the differential structure canonically induced by F . The
leaf which contains each point x ∈ X will usually be denoted by Lx. The leaves ofF form a partition of X that determines the (topological) foliated structure. The
corresponding quotient space, called leaf space, is denoted by X/F . It is said thatF is transitive (respectively, minimal) when some leaf is dense (respectively, all
leaves are dense) in X.
Many concepts of manifold theory readily extend to foliated spaces. In partic-
ular, if F is of class Cm with m ≥ 1, there is a vector bundle TF over X whose
fiber at each point x ∈X is the tangent space TxLx. Observe that TF is a foliated
space of class Cm−1 with leaves TL for leaves L of X, and any section of TF is
foliated. The same applies to any bundle naturally associated to TF . Then we can
consider a Cm−1 Riemannian structure2 on TF , which will be called a (leafwise)
Riemannian metric on X. A Cm foliated space with a Cm−1 Riemannian metric is
called a Cm Riemannian foliated space; the reference to Cm is omitted if m =∞.
From now on, it will be assumed that X is locally compact and Polish; i.e., the
spaces Zi are locally compact and Polish.
Definition 10.1 (See [63], [23], [52]). A foliated atlas U = {Ui, φi} of F is
called regular if:
(i) for all i, there is a foliated chart (Ũi, φ˜i) of F so that Ui ⊂ Ũi and φ˜i∣Ui = φi;
(ii) the cover {Ui} of X is locally finite; and,
(iii) for all i and j, the closure of every plaque of (Ui, φi) meets at most the closure
of one plaque of (Uj , φj).
Since X is Polish and locally compact, every foliated atlas U = {Ui, φi} of(X,F) is refined by a regular atlas V = {Vα, ψα} in the sense that, for each α, there
is some index i(α) so that Vα ⊂ Ui(α) and φi(α) extends ψα.
Let U = {Ui, φi} be a regular foliated foliated atlas of F with φi ∶ Ui → Bi ×Zi,
and let pi ∶ Ui → Zi denote the composition of φi with the second factor projection
Bi × Zi → Zi. Then the form (10.1) of the changes of coordinates holds globally,
with xij ∶ Zij = φj(Ui∩Uj)→ Rn and hij ∶ Zij → Zji. Each map hij is determined by
the condition pj = hijpj on Ui ∩Uj . They satisfy the cocycle property hjkhij = hik
on Ui ∩Uj ∩Uk for all i, j and k. The family {Ui, pi, hij} is called a defining cocycle
of F [58], [59].
The maps hij generate a pseudogroup H of local transformations of Z = ⊔iZi,
which is called the representative of the holonomy pseudogroup of F induced by U
(or by {Ui, pi, hij}). This H is independent of U up to pseudogroup equivalences.
Let E = {hij}, which is a symmetric family of generators of H. There is a canonical
homemorphism between the leaf space and the orbit space, X/F → Z/H, given by
L↦H(pi(x)) if x ∈ L ∩Ui.
By fixing any bi ∈ Bi, each Zi can be considered as a subset of X, called a local
transversal, via
Zi ≡ {bi} ×Zi ⊂ Bi ×Zi φ−1iÐÐÐÐ→ Ui .
2This means a section of the associated bundle over X of positive definite symmetric bilinear
forms on the fibers of TF , which is Cm−1 as foliated map.
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It can be assumed that all of these local transversals are mutually disjoint, and thus
Z becomes embedded in X; then it is called a complete transversal in the sense that
it meets all leaves and is locally given by local transversals. Each H-orbit injects
into the corresponding F-leaf in this way.
The holonomy groups of the leaves are the germ groups of the corresponding
orbits. The leaves with trivial holonomy groups are called leaves without holonomy,
and they correspond to orbits with trivial germ groups. Then the union X0 of leaves
with trivial holonomy groups is a dense Gδ saturated subset of X, hence Borel and
residual (by Theorem 8.26, or see directly [61] and [42]). When F is transitive,
the union X0,d of dense leaves with trivial holonomy groups is a residual subset of
X (by Corollary 8.27). If X =X0, then it is said that X is a foliated space without
holonomy.
By the regularity of U , we can consider the foliated atlas Ũ = {Ũi, φ˜i} given
by Definition 10.1-(i), where φ˜i ∶ Ũi → B̃i × Z̃i. By refining Ũ if necessary, we
can assume that it is also regular. Thus it also induces a representative H̃ of the
holonomy pseudogroup on Z̃ = ⊔i Z̃i, a symmetric set of generators Ẽ = {h˜ij} given
by (10.1), and a defining cocycle {Ũi, p˜i, h˜ij}. Observe that Z is an open subset of
Z̃ that meets all H̃-orbits, H̃∣Z =H, each h˜ij extends hij , and domhij ⊂ dom h˜ij .
Let (X ′,F ′) be another locally compact Polish foliated space of class Cm and
dimension n′. Then F × F ′ denotes the foliated structure on X ×X ′ with leaves
L × L′, where L and L′ are leaves of F and F ′, respectively. Let U ′ = {U ′α, φ′α} be
a foliated atlas of F ′, where φ′α ∶ U ′α → B′α ×Z ′α. For all foliated charts (Ui, φi) ∈ U
and (U ′α, φ′α) ∈ U ′, we get a foliated chart (Ui ×U ′α, ψiα) of F ×F ′, where ψiα is the
composite
Ui ×U ′α φi×φ′αÐÐÐÐ→ Bi ×Zi ×B′α ×Z ′α ξiαÐÐÐÐ→ Biα ×Zi ×Z ′α ,
where Biα is an open ball in Rn+n′ and
ξiα(xi, yi, xj , yj) = (ζiα(xi, xj), yi, yj)
for some homeomorphism ζiα ∶ Bi×B′α → Biα. The collection V = {Ui×U ′α, ψiα} is a
foliated atlas of F ×F ′. We can assume that the maps ζiα are Cm diffeomorphisms,
and therefore F ×F ′ becomes of class Cm with V.
Suppose that U ′ is regular; in particular, it satisfies Definition 10.1-(i) with
charts (Ũ ′α, φ˜′α), where φ˜′α ∶ Ũ ′α → B̃′α× Z̃ ′α. We can assume that each ζiα extends to
a homeomorphism ζ˜iα ∶ B̃i × B̃′α → B̃iα for some open balls B̃iα containing Biα. As
before, using φ˜i, φ˜
′
α and ζ˜iα, we get a foliated chart (Ũi × Ũ ′α, ψ˜iα) of F ×F ′, which
extends ψiα. This shows that V satisfies Definition 10.1-(i). The other conditions
of Definition 10.1 are obviously satisfied, and therefore V is regular. Observe that,
if H′ is the representative of the holonomy pseudogroup of F ′ induced by U ′, thenH ×H′ is the representative of the holonomy pseudogroup of F ×F ′ induced by V.
10.2. Saturated sets
Consider the notation of Section 10.1. A subset of X is called saturated (orF-saturated) if it is a union of leaves. The saturation (or F-saturation) of a subset
A ⊂ X is the union F(A) of leaves that meet A. The canonical homeomorphism
X/F ≈ Z/H gives a canonical bijection between the families of F-saturated subsets
of X and H-saturated subsets of Z, which preserves the properties of being open,
closed, Gδ, Fσ, Borel, Baire, dense, residual or meager.
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Remark 10.2. Note that each leaf is an Fσ subset of X. Moreover the relation
set RF ⊂ X ×X of the equivalence relation “being in the same F-leaf” is an Fσ
subset, which follows from Remark 8.21 since
RF =⋃
i,j
(pi × pj)−1(RH ∩ (Zi ×Zj)) ,
where each pi × pj is a trivial fiber bundle with σ-compact fibers.
The relation between saturations in X and Z is the following:
(10.2) F(A) =⋃
i,j
p−1j (H(pi(A ∩Ui)) ∩Zj)
for any A ⊂ X. Thus F(A) is open if A is open, which is well known. However
the behavior of the saturation is worse in foliated spaces than in pseudogroups:
the saturation of a meager, Borel or Baire set may not be meager, Borel or Baire,
respectively. But we have the following result.
Lemma 10.3. Let A ⊂ V ⊂ X, where V is open in X. The following properties
hold:
(i) If A is residual in V , then F(A) is residual in F(V ).
(ii) If A is meager and F ∣V -saturated in V , then F(A) is meager in F(V ).
Proof. Property (i) follows from (10.2), Lemma 8.19 and Theorem 8.18 (ap-
plied to the trivial fiber bundles pi).
To prove (ii), we can assume that V is some Ui. In this case, we have the
following simplification of (10.2):F(A) =⋃
j
p−1j (H(pi(A)) ∩Zj) .
By Theorem 8.18, pi(A) is meager in Zi. SoH(pi(A)) is meager in Z by Lemma 8.20.
Therefore each p−1j (H(pi(A))∩Zj) is meager in Uj by Theorem 8.18, obtaining thatF(A) is meager. 
10.3. Coarse quasi-isometry type of the leaves
Consider the notation of Sections 10.1 and 10.2, and suppose from now on that
X is compact3. Let RF ⊂ X ×X be the subset of pairs of points in the same leaf
(the relation set of the partition into leaves). For (x, y) ∈ RF , let dU(x, y) be the
minimum number of U-plaques whose union is connected and contains {x, y}. This
defines a map4 dU ∶ RF → [0,∞), which is upper semi-continuous, symmetric and
satisfies the triangle inequality, but it is not a metric5 on the leaves because dU ≥ 1.
To solve this problem, consider the function d∗U ∶ RF → [0,∞) given by
d∗U(x, y) = ⎧⎪⎪⎨⎪⎪⎩dU(x, y) if x ≠ y0 if x = y .
The map d∗U is symmetric, satisfies the triangle inequality and its zero set is the
diagonal ∆X ⊂ RF , and therefore its restriction to each leaf is a metric. However
d∗U is upper semi-continuous only on RF ∖∆X . For each x ∈ X, S ⊂ Lx and r ≥ 0,
3Several concepts of this section do not need compactness of X to be defined.
4The same definition gives a map dU ∶ X ×X → [0,∞] with the analogous properties so that
RF is the set with finite values.
5This dU is a coarse metric on the leaves in the sense of Hurder [68].
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the notation BU(x, r), BU(x, r) and PenU(S, r) will be used for the corresponding
open and closed balls, and penumbra in (Lx, d∗U).
A plaque chain (or U-plaque chain) is a finite sequence of U-plaques such that
each pair of consecutive plaques has nonempty intersection. For (x, y) ∈ RF , the
value dU(x, y) equals the least k ∈ Z+ such that there is a plaque chain6 (P1, . . . , Pk)
with x ∈ P1 and y ∈ P2.
If X is C1, we can also pick up any Riemannian metric g on X and take
the corresponding Riemannian distance dg on the leaves, which defines an upper
semicontinuous map dg ∶ RF → [0,∞).
Since X is compact, U is finite by Definition 10.1-(ii). Moreover Ui is compact,
and therefore every Zi has compact closure in Z̃i, So Z has compact closure in Z̃.
By the observations of Section 10.1, it follows that H̃ is compactly generated and
E is a symmetric system of compact generation of H̃ on Z.
Lemma 10.4. E is recurrent.
Proof. There is an open cover {Vi} of X such that Vi ⊂ Ui for all i. Then
Wi = pi(Vi) is open with compact closure in Zi. Thus W = ⋃iWi is open with
compact closure in Z.
Take any z ∈ Z, which is in some Zi. Then there is some x ∈ Ui such that
pi(x) = z. Since {Vj} covers X, there is also some Vj containing x. So hij(z) =
pj(x) ∈Wj . This shows that H(z) ∩W is a 1-net in H(z) with dE . 
By Lemma 10.4 and Theorem 8.8, Z, H and E satisfy the conditions to deter-
mine a coarse quasi-isometry type on the orbits that is “equi-invariant” by pseu-
dogroup equivalences.
The following result is well known, at least in the case of foliations of manifolds.
For the reader’s convenience, its proof is indicated by its relevance in this work,
and because some subtleties show up in the case of foliated spaces.
Proposition 10.5. The following properties hold:
(i) For any other regular foliated atlases V of F , d∗U and d∗V are equi-Lipschitz
equivalent on the leaves.
(ii) Suppose that F is C3. Then, for any C2 Riemannian metric g on X, d∗U and
dg are equi-large scale Lipschitz equivalent on the leaves.
(iii) The leaves with d∗U are equi-coarsely quasi-isometric to the corresponding H-
orbits with dE.
Proof. Let Ri ⊂ RF be the relation set defined by the restriction F ∣Ui . Note
that ⋃iRi is an open neighborhood of ∆X in RF . By Definition 10.1-(i),(ii) and
the compactness of X, it follows that each Ri has compact closure in RF . Hence,
by the upper semicontinuity of dV and since U is finite, there is some C > 0 such
that supd∗V(Ri) ≤ supdV(Ri) ≤ C for all i. This means that the d∗V -diameter of all
plaques of U is ≤ C, obtaining that d∗V ≤ Cd∗U on RF . This proves (i).
6For a leaf L, and plaques P,Q ⊂ L (respectively, x, y ∈ L), let d¯U(P,Q) (respectively,
d¯U(x, y)) be the least k ∈ N such that there is a plaque chain (P0, . . . , Pk) with P0 = P and
Pk = Q. This defines a metric d¯U on the set of plaques in L, which can be identified to the metric
dE on the corresponding H-orbit O, where plaques in L are identified to the points in O via the
maps pi. However the map d¯U = dU − 1 ∶ L ×L → [0,∞), defined in this way, does not satisfy the
triangle inequality.
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Similarly, by the upper semicontinuity of dg, we get supdg(Ri) ≤ K for some
K > 0, obtaining7 dg ≤Kd∗U on RF .
Consider the disjoint union of the leaves as a Riemannian manifold with g.
Claim 14. The disjoint union of the leaves has a positive injectivity radius.
For each i, take relatively compact open subsets, Z ′i ⊂ Zi and B′i ⊂ Bi such that
the sets U ′i = φ−1(B′i × Z ′i) cover X. Since U is finite, it is enough to prove that,
for all i, there is some Ci > 0 such that the injectivity radius of Lx at every x ∈ U ′i
is injg(x) ≥ Ci. Let ψ ∶ B̃i → N be a C3 open embedding into a closed n-manifold,
and set V = ψ(B̃i) and W = N ∖ψ(Bi). Let {λ,µ} be a C3 partition of unity of N
subordinated to its open covering {V,W}. For all z ∈ Z ′i, let gz be the Riemannian
metric on V that corresponds to g by the C3 diffeomorphism
φ˜−1i ({z} × B̃i) φ˜iÐÐÐÐ→ {z} × B̃i ≡ B̃i ψÐÐÐÐ→ V .
Pick up any C2 Riemannian metric h on N . Then the metrics hz = λgz+µh (z ∈ Z ′i)
form o compact family of C2 Riemannian metrics on N with the C2 topology. By
the continuous dependence of the injectivity radius on the Riemannian metric with
respect to the C2 topology on closed manifolds [40], [87], there is some K > 0 such
that injhx(y) ≥ K for all y ∈ N . Let K ′ > 0 denote the infimum of the hz-distance
between ψ(B′i) and W , with z running in Z ′i, and set Ci = min{K,K ′} > 0. Since
hx = gx on ψ(Bi), we get injg(x) ≥ Ci for all x ∈ U ′i . This completes the proof of
Claim 14.
By Claim 14, the continuous dependence of the geodesic flow on the metric
with respect to the C1 topology [87, Lemma 1.5], and because X is compact, it
easily follows that there is some ε > 0 such that
(10.3) d−1g ([0, ε)) ⊂⋃
i
Ri .
Take points x and y in a leaf L. Suppose first that dg(x, y) ≥ ε/2, and let γ(t)
(0 ≤ t ≤ 1) be a minimizing geodesic in L with γ(0) = x and γ(1) = y (L is a complete
Riemannian manifold by Claim 14). Take a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tk = 1
such that the length of γ∣[tl−1,tl] is in [ε/2, ε) for all l ∈ {1, . . . , k}. Observe that
dg(x, y) ≥ kε/2. By (10.3), for each l ∈ {1, . . . , k}, there is some index il such that(γ(tl−1), γ(tl)) ∈ Ril , obtaining
d∗U(x, y) = dU(x, y) ≤ k ≤ 2ε dg(x, y) .
Now, assume that dg(x, y) < ε/2. Then (x, y) is in some Ri by (10.3), giving
dU(x, y) = 1, and therefore d∗U(x, y) ≤ 1. This shows that d∗U ≤ 2εdg + 1 on RF ,
obtaining (ii).
Let L be an arbitrary F-leaf, and O the corresponding H-orbit. Consider Z
as a subset of X via the embedding of Z into X defined by an appropriate choice
of the points bi (Section 10.1). In this way, O becomes a 1-net in L with d∗U . On
the other hand, the U-plaques can be identified to the points of Z via the maps pi.
Moreover, given two different U-plaques, P of (Ui, φi) and Q of (Uj , φj), we have
P ∩ Q ≠ ∅ if and only if pi(P ) ∈ domhij and hijpi(P ) = pj(Q). Then, by using
plaque chains, it easily follows that dE ≤ d∗U ≤ dE +1 on the subset O ⊂ L. Thus the
7This inequality only requires F to be C1.
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inclusion map (O, dE) → (L,d∗U) is a (1,1)-large scale bi-Lipschitz, and its imageO is a 1-net of (L,d∗U). This gives (iii) by Lemma 2.22 and Proposition 2.27. 
Remark 10.6. The inclusion maps (O, dE)→ (L,d∗U) of the proof of Proposi-
tion 10.5-(iii) are (1,3,1)-large scale Lipschitz equivalences according to Lemma 2.22.
By Proposition 10.5-(i), when X is compact, the F-leaves have a well deter-
mined coarse quasi-isometry type of metrics, represented by d∗U for any regular atlasU . Moreover, by Propositions 10.5-(ii) and 2.27, if X is C3, the quasi-isometry type
of metrics on the leaves can be also represented by dg for any C
2 Riemannian metric
g on X.
All coarsely quasi-isometric invariants considered in the Chapter 1 make sense
for the leaves with the above coarse quasi-isometry type. Via the identification of U-
plaques to points of Z (indicated in the proof of Theorem 10.5-(iii)), the definitions
of growth and amenability of the F-leaves given in Chapter 1, using U-plaques,
correspond to the definitions of growth and amenability as metric spaces with d∗U ,
and also to the growth and amenability of the H-orbits with dE .
Using the properties indicated in Sections 10.1 and 10.2, and Proposition 10.5-
(iii), we get Theorems 1.2–1.3 and 1.6–1.8, 1.10 and 1.12 from Theorems 9.7, 9.8, 9.12–
9.14, 9.17 and 9.21, applied to H, because all of those theorems deal with (equi-)
coarse quasi-isometric invariants. Similarly, Corollary 1.4 can be obtained from
Corollary 9.9.
The subsets of X×X and Z×Z considered in Theorems 1.1 and 9.6 are obviously
saturated by F × F and H ×H, respectively, and moreover they correspond one
another by the canonical homeomorphism between the leaf space of F × F and
the orbit space of H × H. By Corollary 4.10, the subsets of X × X and Z × Z
considered in Theorems 1.5 and 9.11 are also saturated by F × F and H × H,
respectively, and correspond one another. Hence, using the properties indicated in
Sections 10.1 and 10.2, and Proposition 10.5-(iii), we also get Theorems 1.1 and 1.5
from Theorems 9.6 and 9.11.
First proof of Theorem 1.13. Let B be a Baire subset of X such that theF-saturation F(B) is not meager. For each n ∈ N, let Bn = ⋃LPenU(L ∩ B,n),
where L runs in the family of F-leaves. Since B = B0 ⊂ B1 ⊂ ⋯ and ⋃nBn = F(B)
is not meager, there is some N ∈ N such that BN is not meager. Then there is
some nonempty open subset V ⊂X such that BN ∩ V is residual in V . By refiningU if necessary, we can assume that this holds with V = Ui for some (Ui, φi) ∈ U .
By Theorem 8.18-(ii), C = pi(Ui ∩ BN) is residual in Zi. Hence H(C) ∩ Zi is
also residual in Zi, and therefore H(C) is not meager in Z. By Theorem 8.28,
it follows that there is some H-saturated residual subset Y ⊂ Z and some R > 0
such that O ∩ C is an R-net in (O, dE) for all orbit O ⊂ Y . Let Y ′ denote theF-saturated residual subset of X that corresponds to Y . Let O be an H-orbit in
Y and L the corresponding F-leaf in Y ′. Consider the embedding of Z into X for
an appropriate choice of the points bi (Section 10.1). In this way, according to the
proof of Proposition 10.5-(iii), O ∩ C is an (R + 1)-net in (O, d∗U), and O a 1-net
into (L,d∗U). Thus O ∩C becomes an (R + 2)-net in L. SinceO ∩C ⊂ PenU(L ∩BN ,1) ⊂ PenU(L ∩B,N + 1) ,
we get that L ∩B is an (R + 3 +N)-net in (L,d∗U). 
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Second proof of Theorem 1.13. Consider first the case where B is open
and non-empty. Then the following argument shows that the intersection of all
leaves with B are equi-nets in the leaves. If this were wrong, then B would
not cut a sequence of balls BU(xn, rn) in the leaves with rn → ∞. Note that⋂m⋃n≥mBU(xn, rn) is saturated because rn →∞. Thus X = ⋂m⋃n≥mBU(xn, rn)
by the minimality of F , obtaining that the nonempty open set B cuts infinitely
many balls BU(xn, rn), a contradiction.
In the general case, with the notation of the first proof, there is some N ∈
N and a nonempty open subset V ⊂ X such that BN ∩ V is residual in V . By
increasing N and reducing V if necessary, we can also suppose that BN ∩V is F ∣V -
saturated. Thus V ∖BN is meager and F ∣V -saturated. So F(V ∖BN) is meager by
Lemma 10.3-(ii), and therefore the saturated set Y = X ∖ F(V ∖BN) is residual.
Since L ∩BN ∩ V = L ∩ V for any leaf L in Y , it follows that the intersections of
all leaves in Y with BN are equi-nets in those leaves. Then the same property is
satisfied with B like in the first proof. 
10.4. Higson corona of the leaves
10.4.1. Higson compactification. Let L be a leaf of F . To simplify the
notation, let LU = (L,d∗U), whose Higson compactification is denoted by LνU . If V is
another regular foliated atlas of F , then the identity map LU → LV is a large scale
bi-Lipschitz bijection (Proposition 10.5-(i)). Therefore it induces a map LνU → LνV ,
which is continuous at the points of νL and restricts to a homeomorphism between
the corresponding coronas (Proposition 7.4-(i),(iii)). Thus the corona of LνU will
be simply denoted by νL. The notation Lν will be used for the underlying set
of LνU equipped with the coarsest topology so that the identity map Lν → LνU is
continuous and the inclusion map L → Lν is an open embedding. The space Lν is
a compactification of L, called its Higson compactification, whose corona is νL. IfF is C3 and g is a C2 Riemannian metric on X, then the Higson compactification
of (L,dg) is Lν .
Let O be the H-orbit that corresponds to L, equipped with dE . Then O be-
comes a subspace of both LU and L with the injection Z →X given in Section 10.1.
According to the proof of Proposition 10.5-(iii), the inclusion map O → LU is (1,1)-
large scale bi-Lipschitz and its image is a 1-net. Thus O ↪ L induces an embeddingOν → LνU (Corollary 7.6), which restricts to a homeomorphism νO → νL (Re-
mark 10.6 and Proposition 7.4-(iii)). If the above map Oν → LνU is considered as
map O → Lν , then it is also an embedding because O is subspace L. In this way,Oν becomes a subspace of both LνU and Lν , with νO = νL. Hence Theorem 1.11 is
a direct consequence of Theorem 9.32.
Using Lemma 7.2, it easily follows that, for any compactification L ≤ Lν , there
are unique compactifications, LU ≤ LνU and O ≤ OνU , such that the identity map
L→ LU and inclusion map O → LνU have continuous extensions L→ LU and O → LU
that restrict to the identity map on ∂L = ∂O. In fact, O = ClLU (O) = ClL(O).
Consider the pseudogroup H̃ on Z̃ = ⊔i Z̃i, with symmetric set of generators
Ẽ = {h˜ij}, induced by the foliated atlas Ũ (Section 10.1). By refining Ũ if necessary,
we can assume that this foliated atlas is also regular. Then Ẽ is also a recurrent
system of compact generation on Z̃ of another compactly generated pseudogrup on
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a larger space (Lemma 10.4). The points bi also define a map Z̃ → X, which can
be assumed to be the embedding. Thus we get the subspace inclusions Z ⊂ Z̃ ⊂X.
Let Õ be the H̃-orbit that corresponds to L, equipped with dẼ . As before, there
are unique compactification Õ ≤ Õν , with corona ∂Õ, where Õ = ClL(Õ) = ClLU (Õ)
and ∂Õ = ∂L. Furthermore, by Proposition 8.9, the inclusion map O → Õ is bi-
Lipschitz and its image is a net. Thus, as above, it induces an embedding O → Õ,
which restricts to a homeomorphism ∂O → ∂Õ. In this way, we will consider O as a
subspace of Õ, with ∂O = ∂Õ; indeed, as explained before, O = ClL(O) ⊂ ClL(Õ) =Õ with ∂O = ∂L = ∂Õ.
10.4.2. Limit sets. Let us continue with the notation of Section 10.4.1.
Definition 10.7. The limit set of L at any e ∈ ∂L, denoted by8 limeL, is the
subset ⋂V ClX(V ∩L) of X, where V runs in the collection of neighborhoods of e
in L.
Like in the case of pseudogroups (Section 9.5.1), higher compactifications of the
leaves induce smaller limit sets. Moreover lime is closed and nonempty9, which may
not be F-saturated. The following examples are foliated versions of Examples 9.23.
Examples 10.8. (i) For the one-point compactification L∗, the limit set of
L at the unique point in the corona is the standard limit set of L, which is
saturated.
(ii) For the compactification of L by the end space, we get the standard limit set
of L at any end of L, which is also a saturated set.
(iii) Consider the set
L = L ⊔ClX(L) = (L × {0}) ∪ (ClX(L) × {1})
with the topology determined as follows: L ≡ L×{0}↪ L is an open embedding
of the leaf, and, a basic neighborhood of a point in (x,1) ∈ ClX(L)× {1} in L
is of the form (V ∩L)⊔V , where V is any neighborhood of x in ClX(U). This
L is a compactification of L ≡ L × {0}. In terms of algebras of functions, L
corresponds to the algebra of C-valued functions on L that admit a continuous
extension to ClX(L). The corona of L is ∂L = ClX(L) × {1} ≡ ClX(L).
Moreover, for each x ∈ ∂L, it is easy to see that limxL = {x}, which is not
saturated if dimF > 0. (An analytic application of this compactification is
given in [22].)
(iv) For the Stone-Cˇech compactification Lβ , the limit set of L at any point in the
corona Lβ is a singleton by (iii).
(v) If L ≤ Lν , it will be shown that limeL is F-saturated for all e ∈ ∂L (Theo-
rems 9.25 and 10.10).
(vi) As a particular case of (v), suppose that F is C∞ and g is a C∞ Riemannian
metric on X so that (L, g) has negative curvature. Then we can consider the
8When ∂L is the end space of L (Example 10.8-(ii)), it is standard to use the term e-limit of
L and the notation e− limL. We prefer the stated terminology and notation because this concept
represents the limit of the inclusion map L↪ X at e (a formalization of a point at the “infinity”
of L).
9If the compactness assumption on X is removed, then lime can be defined as well, but it
may be empty.
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compactification of L whose corona is the ideal boundary. The limit sets of L
at points in its ideal boundary are F-saturated.
For S ⊂X and r ≥ 0, the penumbra10 of S of radius r is the set
PenU(S, r) = ⋃
x∈SBU(x, r) .
Observe that PenU(S,1) is the union of the U-plaques that meet S.
Lemma 10.9. For all e ∈ ∂L,
PenU(lim
e
O,1) ⊂ lim
e
L ⊂ PenŨ(PenẼ(lime Õ,1),1) .
Proof. Since the inclusion map O → LU is (1,1)-large scale bi-Lipschitz and
its image is a 1-net, it is a (1,3,1)-large scale Lipschitz equivalence (Remark 10.6).
Thus, by Proposition 7.11, given a base V of neighborhoods of e¯ in Oν , the sets
V ′ ∶= ClLνU (PenU(V ∩O,1)), with V ∈ V, form a base V ′ of neighborhoods of e in
Lν . Since O is a net in LU and each U-plaque is closed in LU , it easily follows that
PenLU (V ∩O,1) is closed in LU , and therefore
(10.4) V ′ ∩L = PenU(V ∩O,1) .
Claim 15. For all V ∈ V,
ClX(V ′ ∩L) ⊂ PenŨ(ClZ̃(PenE(V ∩O,1)),1) .
So any x ∈ ClX(V ′∩L) is the limit in X of some sequence xk ∈ V ′∩L. By (10.4),
there are sequences of points yk ∈ V ∩O, and indices ik and jk, such that xk ∈ Uik ,
yk ∈ Uik ∩O ∩Zjk , and pik(xk) = pik(yk) ∶= zk ∈ Zik for all k. Then zk = hjkik(yk) ∈
PenE(V ∩ O,1). Since U is finite, each Ui is relatively compact in Ũi, and each
Zi is a relatively compact in Z̃i, by passing to a subsequence if necessary, we can
assume that there is an index i, and points y ∈ Ũi and z ∈ Z̃i such that ik = i for all
k, and yk → y in Ũi and zk → z in Z̃i as k → ∞. Thus y ∈ ClZ̃(PenE(V ∩O,1)).
Moreover x ∈ Ũi and p˜i(x) = limk p˜i(xk) = limk zk = z, obtaining that d∗̃U(x, y) ≤ 1.
This shows Claim 15.
Claim 16. For all V ∈ V,
PenU(ClZ(V ∩O),1) ⊂ ClX(V ′ ∩L) .
For x ∈ PenU(ClZ(V ∩ O),1), there is some y ∈ ClZ(V ∩ O) and some index
i such that x, y ∈ Ui and pi(x) = pi(y) =∶ z ∈ Zi. Moreover, for some j so that
y ∈ Zj , there is some sequence yk ∈ V ∩ O ∩ Ui ∩ Zj such that yk → y in Zj as
k → ∞. Since pi(x) = z = pi(y) = limk pi(yk), there is some sequence xk ∈ Ui such
that pi(xk) = pi(yk) and xk → x as k →∞. Thus dU(xk, yk) = 1, giving xk ∈ V ′ ∩L
by (10.4), and therefore x ∈ ClX(V ′ ∩L). This proves Claim 16.
Now the result follows from Claims 15 and 16 by taking intersections with V
running in V. 
The following is a more explicit version of Theorem 1.16.
10We can consider dU as a “metric with possible infinite” values on X, defining dU(x, y) =∞
when Lx ≠ Ly . Then this definition of penumbra is the direct extension of the above one to
“metrics with possible infinite values.”
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Theorem 10.10. Let (X,F) be a compact Polish foliated space, let L be a
compactification of an F-leaf L, with corona ∂L, let H be the representative of the
holonomy pseudogroup induced by a regular foliated atlas, and let O be the H-orbit
that corresponds to L. Suppose that L ≤ Lν , and let O ≤ Oν be the compactification
of O that corresponds to L, with corona ∂O = ∂L. Then limeL = F(limeO) for all
e ∈ ∂L.
Proof. From Lemma 10.9, Theorem 9.25 and Proposition 9.30, we getF(lim
e
O) ⊂ lim
e
L ⊂ F(lim
e
Õ) = F(H̃(lim
e
O)) = F(lim
e
O) .

Now, Theorems 1.15 and 1.16 follow from Theorems 9.28, 9.29 and 10.10.
10.5. Algebraic asymptotic invariants
Let Topσ denote the category of σ-compact topological spaces and surjective
continuous maps, let A be a category with limits, and let F ∶ Topσ → A be a
functor which is continuous in the following sense: For each object X in Topσ and
each increasing sequence Kn of compact subspaces of X, F (⋃nKn) = limn F (Kn),
where the limit is injective or projective according to whether F is covariant or
contravariant.
If F is a continuous functor, there is an associated functor F∞, the limit of F
at infinity, which is defined as follows. If X is an object in Topσ, then
F∞(X) = lim
K
F (X ∖K),
and if f ∶X → Y is surjective, then
F∞(f) = lim
K
F (X ∖K → Y ∖K),
where K denotes the family of compact subsets of X.
Theorem 10.11. Let F be a continuous functor on Topσ with values in the
category of vector spaces over a field. Let X be a transitive foliated space with no
holonomy. Then the map dim ∶X → N∪{∞} which assigns to x ∈X the dimension
of F∞(Lx) is Borel, and is constant on a residual set of leaves.
Proof. Assume that the functor F is covariant. If x ∈X, letB(x, r) denote the
ball of radius r in the leaf containing x. For positive integers n, m, and i < j < k < l,
let Yn(i, j, k, l,m) denote the set of points x ∈ X for which there are compact
domains
B(x, k) ⊂ Ωx,k,m ⊂ B(x, k + 1/m) , B(x, l) ⊂ Ωx,l,m ⊂ B(x, l + 1/m) ,
and open domains
B(x, j − 1/m) ⊂ Ux,j,m ⊂ B(x, j) , B(x, i − 1/m) ⊂ Ux,i,m ⊂ B(x, i) ,
such that the map
F (Ωx,k,m ∖Ux,j,m → Ωx,l,m ∖Ux,i,m)
has image of dimension ≥ n. The following assertion follows from the local Reeb
stability for foliated spaces [23, Proposition 11.4.8].
Claim 17. The sets Yn(i, j, k, l,m) are closed in X.
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For each leaf L of X and each point x ∈ L, we have that
F∞(L) = lim← i lim→ k>iF (B(x, k) ∖B(x, i)) ,
and so the set of points x ∈X where dimF∞(Lx) ≥ n is
Yn =⋃
i
⋂
j>i⋃k>j⋂l>k⋂m Yn(i, j, k, l,m) .
Hence the function dim ∶X → N ∪ {∞}, which is constant along the leaves, has the
property that dim−1[n,∞] is Borel for each n ∈ N by Claim 17, and so dim−1{n}
is a Borel saturated subset of X for each n ∈ N. The transitivity hypothesis on X
in turn implies that the function dim is constant on a residual saturated subset of
X. 
10.6. Versions with quasi-invariant currents
Let (X,F) be a foliated space of class C2. Then the space of densities on(X,F) is a foliated space of class C1, and a bundle over (X,F). A current, m, on(X,F) is a positive linear functional on the space of compactly supported densities
on X. It is called a quasi-invariant current if on each foliation chart φ ∶ U → B ×Z,
the current φ∗m on B ×Z admits a disintegration of the form
φ∗m = ∫
Z
λz ⋅ µZ(z) ,
where µZ is a measure on the transversal Z and, for µZ-almost all z ∈ Z, λz is
equivalent to the Lebesgue current on the plaque B × {z}. The measures {µZ} on
the transversals are quasi-invariant under the holonomy pseudogroup of (X,F), so
they define quasi-invariant measure class for the holonomy pseudogroup of (X,F).
Examples 10.12. (i) A transverse invariant measure combined with the cur-
rent of integration along the leaves defines a quasi-invariant current on the
foliated space.
(ii) If the space X is a C1 manifold so that (X,F) is the foliated space having
leaves the connected components of X, then the Lebesgue current of integra-
tion is a quasi-invariant measure on (X,F).
These two examples are certainly not common among foliated spaces. A foliated
space is rarely a manifold, and the generic foliated space lacks an invariant measure.
Nevertheless, quasi-invariant currents do exist on any compact foliated space.
Suppose that (X,F) is differentiable of class C2, let g be a C1 leafwise Rie-
mannian metric on X, and let ∆ denote the Laplacian defined by g on the leaves,
mapping C2 functions on X to continuous functions. A Borel measure m on X is
called harmonic if m(∆f) = 0 for all C2 function f on X. The Riemannian metric
determines a volume density on (X,F) and induces an identification of densities
on (X,F) with functions on X. Therefore a harmonic measure m gives rise to
a quasi-invariant current which has the following local structure: on any foliated
chart U ≅ B ×Z, m admits a disintegration of the form
m(f) = ∫
Z
∫
B×{z} h(x, z)f(x, z)µ(z)
where h(⋅, z) is a positive harmonic fuction on B × {z}, for µ-almost all z ∈ Z.
Harmonic measures were introduced by Garnett [47], who proved that they
satisfy several relevant properties (see also [22], [24, Chapter 2]). For instance, if
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X is compact, there exists some harmonic probability measure on X. A harmonic
measure on X is called ergodic (or F-ergodic) if every F-saturated set is either
of zero measure or of full measure. Any H-invariant measure on Z (a transverse
invariant measure of F) induces a harmonic measure on X. On the other hand, any
harmonic measure m on X induces an H-invariant measure class [ν] on Z so that
the F-saturated sets of m-zero measure correspond to H-saturated sets of [ν]-zero
measure, and [ν] is H-ergodic if and only µ is F-ergodic.
Hamonic measures have good recurrence properties. A leaf in a foliated space
is called a wandering leaf if it is proper and not compact. The wandering set of a
foliated space is the union of all its wandering leaves, and the nonwandering set is
its complement. Both sets are saturated Borel sets.
A theorem of Garnett [47] states that the wandering set of a foliated space has
full measure with respect to any harmonic measure.
For a foliated space, X, the subset of leaves without holonomy, X0 ⊂ X, may
consist entirely of wandering leaves and thus be of measure zero for any harmonic
measure on X . This is for example the case of proper foliations (a well studied
class of foliations of codimension one), where the nonwandering set consists of only
compact leaves. There are also large classes of minimal, foliated spaces where the
set X0 has full measure. One such class is when X arises as a Markov exceptional
minimal set of a codimension one foliation [30]; for these, there are at most count-
ably many leaves with holonomy, so X ∖X0 has measure zero (with respect to any
quasi-invariant transverse measure class) because its intersection with any foliation
chart is a countable set of plaques.
The following results follow directly from Theorems 9.34–9.38.
Theorem 10.13. Let (X,F) be a compact Polish foliated space. With respect
to an ergodic quasi-invariant current on X for which X ∖ X0 has zero measure,
either
(i) almost all F-leaves are coarsely quasi-isometric to almost all F-leaves; or else
(ii) almost all F-leaves are coarsely quasi-isometric to almost no F-leaf.
Theorem 10.14. Let (X,F) be a compact Polish foliated space. With respect
to an ergodic quasi-invariant current on X for which X ∖ X0 has zero measure,
either
(i) almost all F-leaves have the same growth type; or else
(ii) the growth type of almost all F-leaves are comparable with the growth type of
almost no F-leaf.
Theorem 10.15. Let (X,F) be a compact Polish foliated space. With respect
to an ergodic quasi-invariant current on X for which X ∖ X0 has zero measure,
the equalities and inequalities of Theorem 1.8 are satisfied almost everywhere with
some a1, a3 ∈ [1,∞], a2, a4 ∈ [0,∞) and p ≥ 1.
Corollary 10.16. Let (X,F) be a compact Polish foliated space. With respect
to an ergodic quasi-invariant current on X for which X ∖X0 has zero measure, any
of the sets of Corollary 1.9 is either of zero measure or of full measure.
Theorem 10.17. Let (X,F) be a compact Polish foliated space. With respect
to an ergodic harmonic measure on X, for which X ∖X0 has zero measure, almost
all leaves have the same asymptotic dimension.
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10.7. There is no measure theoretic version of recurrence
We show that there is no measure theoretic version of Theorem 1.13. It fails
for the most simple non-trivial minimal foliation: a minimal Kronecker flow on
the 2-torus. Let us first prove the measure theoretic version of its pseudogroup
counterpart (Theorem 8.28) fails for the pseudogroup generated by a rotation with
dense orbits on the unit circle.
Let h be a rotation of the unit circle S1 ⊂ C ≡ R2 with dense orbits. Consider
the action of Z on S1 induced by h (the action of each n ∈ Z is given by hn).
Consider the standard Riemannian metric on S1, and let Λ be the corresponding
Riemannian measure. Thus the action is isometric and Λ is invariant. Moreover Λ
is ergodic [36].
Let H be the minimal pseudogroup on S1 generated by the above action, which
satisfies the conditions of Theorem 8.28, taking U = S1, G = H and E = {h,h−1}.
For each positive integer n, let In be an open arc in S
1 with Λ(In) < 1(2n+1)2n . Then
A = ∞⋃
n=1
n⋃
i=−nhi(In)
is a Borel set with
Λ(A) ≤ ∞∑
n=1
n∑
i=−nΛ(hi(In)) = ∞∑n=1 12n = 1 < 2pi = Λ(S1) .
So its complement B = S1 ∖A is a Borel set with Λ(B) > 0, and thus Λ(H(B)) =
Λ(S1) because Λ is ergodic. Nevertheless, every orbit O meets each In at some
point x, and thus
(10.5) O ∩A ⊃ {hi(x) ∣ −n ≤ i ≤ n} = BE(x,n) .
Hence O ∩B is not a net in (O, dE) for any orbit O.
The suspension (Section 11.1) of the above action produces a minimal Kro-
necker flow on the 2-torus. Equip R with the standard Riemannian metric. Then
the universal cover R → S1, t ↦ e2piti, is a local isometry. Let X̃ = R × S1, g˜ the
product Riemannian metric on X̃, and F̃ the C∞ foliation on X̃ whose leaves are
the fibers R×{x} for x ∈ S1. The Riemannian measure µ˜ of g˜ is harmonic for F̃ with
respect to the restriction of g˜ to the leaves. Consider the C∞ diagonal Z-action on
X̃, given by n ⋅ (t, x) = (n+ r, hn(x)), which is isometric and preserves F̃ . Moreover
X = Z/X̃ is a C∞ manifold so that the quotient map p ∶ X̃ → X is a C∞ covering
map. Thus g˜ and F̃ project to a Riemannian metric g and a C∞ foliation F on X,
and the Riemannian measure µ of g is harmonic for F with respect to the restriction
of g to the leaves. Note that H is a representative of the holonomy pseudogroup ofF . Observe that the restriction p ∶ [0,1/2] ×B → p([0,1/2] ×B) =∶ B′ is bijective.
So
µ(B′) = µ˜([0,1/2] ×B) = Λ(B)
2
> 0 .
On the other hand, suppose that there is an F-leaf L so that L∩B′ is a K-net in L
for some K ∈ N. SinceH is minimal, there is some x ∈ IK+1 such that L = p(R×{x}).
Then L∩B′ = p((R×{x})∩p−1(B′)). Since the restriction p ∶ L̃→ L is an isometry
with the restrictions of g˜ and g, it follows that(R × {x}) ∩ p−1(B′) = ⋃
h−i(x)∈B[i, i + 1/2]
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is a K-net in R. But, by (10.5), hi(x) ∉ B for −K−1 ≤ i ≤K+1 because x ∈ IK+1, and
therefore 0 is not in the K-penumbra of ⋃h−i(x)∈B[i, i + 1/2] in R, a contradiction.
Thus L ∩B′ is not a net in L for all F-leaf L.

CHAPTER 11
Examples and open problems
This chapter is mainly devoted to illustrate our main results with examples.
To begin with, we recall recall some basic constructions of foliated spaces. Then
we recall a procedure that allows to realize any connected Riemannian manifold
of bounded geometry as a leaf of a compact Riemannian foliated space without
holonomy. Besides of its theoretical interest, it can be used as a practical way
of produce examples. This realization relies on a version using graphs instead of
Riemannian manifolds. Indeed graphs can be also use to produce foliated spaces
in a more direct way, specially using Cayley graphs. Then we recall and provide
concrete examples, where our main theorems are confirmed. For this purpose, we
have to recall some more concepts from descriptive set theory and theory of levels.
A few open problems are also included in the last section.
11.1. Foliated spaces defined by suspensions
Let pi ∶ L̃ → L be a regular Γ-covering of a closed Riemannian manifold, and
consider an action of Γ on a Polish space Z. Such a group Γ is finitely generated. We
get a diagonal action of Γ on L̃×Z, defined by γ ⋅ (y˜, z) = (γ ⋅ y˜, γ ⋅z). This diagonal
action preserves the trivial foliation with leaves L̃ × {z} (z ∈ Z), and therefore it
induces a foliated structure on the Polish space X = Γ/(L̃ × Z), which is called a
suspension foliated space. Moreover the first factor projection L̃ ×Z → L̃ induces a
fiber bundle projection X → L with typical fiber Z, whose fibers are transverse to
the leaves. The holonomy pseudogroup of X can be represented by the pseudogroup
generated by the action of Γ on Z. Thus X is transitive or minimal if so is the
action of Γ on Z. For every orbit Γ ⋅ z (z ∈ Z), the corresponding leaf L of X is the
projection of L̃ × {z}. Recall that Γ ⋅ z ≡ Γ/Γz, where Γz is the isotropy subgroup.
If Z is compact, then X is also compact, and L is coarsely quasi-isometric
to Γ ⋅ z ≡ Γ/Γz. So the leaves are quasi-isometric to Γ if the isotropy groups are
trivial. More generally, two leaves are coarsely quasi-isometric if the corresponding
conjugacy classes of isotropy groups have commensurable representatives. Thus, in
this setting, the relation of commensurability up to conjugation is an interesting
refinement of the coarse quasi-isometry relation between leaves.
Any action of a finitely generated group Γ on a compact space Z can be used to
produce a compact suspension foliated space. If Γ can be generated by n elements
(n ∈ Z+), then it is a quotient of the free group Fn with n generators. Thus any
action of Γ on a compact space Z can be transformed into an Fn action. On the
other hand, the closed orientable surface Σn of genus n has an obvious Fn regular
covering Σ̃n. This gives rise to the suspension foliated space X = Fn/(Σ̃n × Z).
If K ⊲ F2 is the kernel of the projection Fn → Γ, then Σ̃′n = K/Σ̃n is a regular
Γ-covering of Σn, and X ≡ Γ/(Σ̃′n ×Z).
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We can use suspension foliated spaces to easily produce examples of transitive
foliated spaces whose leaves have different asymptotic dimension. A very simple
one is given by any suspension of an action of Z2 on the circle, where one point is
fixed, and the other points have trivial isotropy groups and dense orbits. We get
one compact leaf, which has asymptotic dimension zero, and the other leaves are
coarsely quasi-isometric to Z2, which has asymptotic dimension two [16].
11.2. Foliated spaces defined by locally free actions of Lie groups
Any locally free action of a connected Lie group G on a Polish space X defines
a foliated structure on X whose leaves are the orbits [23, Theorem 11.3.9]. Many
interesting examples of this type are given in [23, Chapter 11]. If we equip G
with a right invariant Riemannian metric, then the leaf through every x ∈ X,
G ⋅ x ≡ G/Gx, can be equipped with the induced metric, obtaining that X is a
compact Riemannian foliated space. The isotropy groups Gx are discrete in G. If
they are trivial, then all leaves are isometric to G.
Assume that X is compact. In general, two leaves are coarsely-quasi-isometric
if the corresponding conjugacy classes of isotropy groups have commensurable rep-
resentatives; again, the commensurability up to conjugacy refines the coarse quasi-
isometry relation.
11.3. Inverse limits of covering spaces
A compact connected foliated space whose local trasversals are totally discon-
nected is called a matchbox manifold. The following is a typical construction of
matchbox manifolds.
Let M0 ←M1 ← ⋯ be a tower of smooth non-trivial finite fold regular covering
maps between closed smooth manifolds. Its inverse limit X is a compact minimal
smooth matchbox manifold, called McCord or regular solenoid, which generalizes
the usual solenoid, where every Mi is the circle. McCord solenoids are just the
homogeneous smooth matchbox manifolds, except for closed manifolds [34, Theo-
rem 1.2]. By definition of homogeneity, all leaves of X are coarsely quasi-isometric
to each other (the alternative (i) of Theorem 1.2). The groups Γi = pi1(Mi) form a
nested sequence of normal subgroups, Γ0 ⊳ Γ1 ⊳ . . . , and the groups of deck trans-
formations of the composites M0 ←Mi form a sequence of homomorphisms between
finite groups, {1}← Γ0/Γ1 ← Γ0/Γ2 ← ⋯, whose inverse limit is a topological group
Z with a canonical action of Γ0. Then X can be identified to the suspension of
this action, using the universal covering M̃ → M . The underlying space of Z is a
Cantor space.
If the covering maps are not required to be regular, then the term weak solenoid
is used. The weak solenoids are just the equicontinuous matchbox manifolds, except
for closed manifolds [34, Theorem 1.4]. In this case, the Cantor space Z has no
induced group structure because the sets Γ0/Γi may not be groups. But we continue
having an action of Γ0 on Z, realizing X as suspension. Under some additional
conditions, the holonomy covers of all leaves are coarsely quasi-isometric to each
other by equicontinuity [10, Theorem 17.3].
More general matchbox manifolds can be described with inverse limits if we
allow branched coverings [2], [76].
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11.4. Bounded geometry and leaves
Let M = (M,g) be complete connected Riemannian manifold. As usual, let∇ denote its Levi-Civita connection, and Iso(M) its group of isometries. It is
said that M is non-periodic (respectively, locally non-periodic) if Iso(M) = {idM}
(respectively, the canonical projection M → Iso(M)/M is a covering map). For
any domain Ω in M and every smooth tensor T on Ω, let ∥T ∥Ω = supΩ ∣T ∣. It
is said that M is limit-aperiodic if, for all sequences, mi ↑ ∞ in N, of compact
domains Ω′i ⊂ Ωi ⊂M , of points xi ∈ Ω′i and yi ∈ Ωi, and of Cmi pointed embeddings
φij ∶ (Ωi, xi)→ (Ωj , xj) (i ≤ j) and ψi ∶ (Ω′i, xi)→ (Ωi, yi), such that
lim
i
d(xi, ∂Ω′i)) =∞ , lim
i,j
∥∇mi(g − φ∗ijg)∥Ωi = lim
i
∥∇mi(g − ψ∗i g)∥Ω′i = 0 ,
we have
lim
i
max{d(x,ψi(x)) ∣ x ∈ Ω′i ∩B(xi, r) } = 0
for some r > 0 [7, Definition 12.4]. Finally, it is said that M is repetitive if, for
every compact domain Ω in M , and all ε > 0 and m ∈ N, there is a family of Cm
embeddings φi ∶ Ω →M such that ⋃i φi(Ω) is a net in M and ∥∇m(g − φ∗i g)∥Ω < ε
for all i [7, Definition 12.6].
It is obvious that any leaf L of a compact Riemannian foliated space X is of
bounded geometry. If moreover L is without holonomy and X minimal, then L is
repetitive, which is a direct consequence of the local Reeb stability [23, Proposi-
tion 11.4.8]. The converse statements are given by the following result.
Theorem 11.1 ([5]; see also [7, Theorem 1.5], [6, Theorem 1.1]). Any (repet-
itive) Riemannian manifold M of bounded geometry can be realized as a leaf of a
(minimal) compact Riemannian foliated space X without holonomy.
Thus the general study the leaves of (minimal) compact Riemannian foliated
spaces without holonomy is the study of (repetitive) Riemannian manifolds of
bounded geometry.
Let us recall the construction of X in Theorem 11.1 because it is a source of
examples of compact foliated spaces with prescribed leaves. To begin with, we recall
a simpler construction that only works under additional conditions on the manifold.
For any n ∈ N, let M∗(n) denote the set1 of isometry classes, [M,x], of pointed
complete connected Riemannian n-manifolds, (M,x). A sequence [Mi, xi] ∈M∗(n)
is said to be C∞ convergent to [M,x] ∈M∗(n) if, for every compact domain Ω ⊂M
containing x, there are pointed C∞ embeddings φi ∶ (Ω, x) → (Mi, xi) for large
enough i such that
lim
i
∥∇m(φ∗i gi − g)∥Ω = 0
for all m ∈ N [81, Chapter 10, Section 3.2]. This convergence on M∗(n) defines a
Polish topology [7, Theorem 1.2], [17, Appendix A] (see also [81, Chapter 10], [73]).
The corresponding Polish space is denoted by M∞∗ (n), and its closure operator by
Cl∞. There is a continuous injection of M∞∗ (n) into the Gromov space M∗ of
isometry classes of pointed proper metric spaces [54], [56, Chapter 3]. For every
complete connected Riemannian n-manifold M , there is a canonical continuous
map ιM ∶ M → M∞∗ (n), given by ιM(x) = [M,x], which induces a continuous
injection ι¯M ∶ Iso(M)/M →M∞∗ (n). The images of all possible maps ιM form a
1This set is well defined by assuming that the underlying set of every M is contained in a
common set.
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partition F∗(n) of M∞∗ (n); i.e., every set of this partition is defined by varying
the distinguished point in a fixed Riemannian manifold. The non-periodic and
locally non-periodic manifolds define subspaces M∞∗,np(n) ⊂M∞∗,lnp(n) ⊂M∞∗ (n),
and let F∗,lnp(n) denote the restriction of F∗(n) to M∗,lnp(n). Assume n ≥ 2,
otherwise M∞∗ (n) is too simple. Then M∞∗,lnp(n) is open and dense in M∞∗ (n),F∗,lnp(n) underlies a canonical C∞ foliated structure F∞∗,lnp(n), and the C∞ foliated
space M∞∗,lnp(n) ≡ (M∞∗,lnp(n),F∞∗,lnp(n)) has a canonical Riemannian structure
[7, Theorem 1.3]. Moreover the holonomy covers of the leaves are of the form
ιM ∶ M → im ιM , which are local isometries. Thus the union of leaves without
holonomy is the subspace M∞∗,np(n). On the other hand, Cl∞(im ιM) is compact
if and only if M is of bounded geometry [7, Theorem 12.3] (see also [33], [81,
Chapter 10, Sections 3 and 4]), and M is limit-aperiodic (respectively, repetitive)
if and only if Cl∞(im ιM) ⊂ M∞∗,np(n) (respectively, Cl∞(im ιM) is minimal) [7,
Lemmas 12.5 and 12.7]. Thus, if M is of bounded geometry and limit-aperiodic,
then it is isometric to a leaf of the compact Riemannian foliated space without
holonomy, Cl∞(im ιM), which is minimal if M is also repetitive.
To avoid the requirement of limit-aperiodicity of M , this condition is achieved
by adding extra structure on M , given by a distinguished function. Precisely,
fix a separable Hilbert space E, and consider pairs (M,f), where f ∈ C∞(M,E),
instead of just the simply connected Riemannian n-manifold M . An isomorphism
of these objects is an isometry compatible with the distinguished functions. Then,
proceeding as above, equivalence classes [M,f,x] can be defined by using pointed
isomorphisms. They form a set M̂∗(n), where there is an obvious version of the
C∞ convergence. This convergence defines a Polish space M̂∞∗ (n) [6, Theorem 1.3],
whose closure operator is denoted by Ĉl∞. There are also canonical maps ιˆM,f ∶
M → M̂∗(n), whose images form a natural partition F̂∗(n). The concepts of
being non-periodic, locally non-periodic, limit-aperiodic or repetitive have obvious
versions for pairs (M,f) (or simply for f), obtaining M̂∞∗,np(n) and M̂∞∗,lnp(n) ≡(M̂∞∗,lnp(n), F̂∞∗,lnp(n)) as above, satisfying analogous properties (without requiring
n ≥ 2) [6, Section 1]; in particular, M̂∞∗,lnp(n) is a Riemannian foliated space, whose
subspace of leaves without holonomy is M̂∞∗,np(n). This foliated space is universal
among Riemannian foliated spaces satisifying a property called covering-continuity
[6, Proposition 6.4]. Moreover (M,f) (or simply f) is said to be of bounded geometry
if M is of bounded geometry and ∥∇mf∥M <∞ for all m ∈ N. This property means
that Ĉl∞(im ιˆM,f) is compact [6, Claim 7.4]. Then Theorem 11.1 follows with
X = Ĉl∞(im ιˆM,f), where f is given by the following result.
Proposition 11.2 (A´lvarez-Barral [5], see also [6, Proposition 7.1]). For any
(repetitive) connected Riemannian manifold M of bounded geometry, there is some
(repetitive) limit-aperiodic function f ∈ C∞(M,E) of bounded geometry.
The construction of f in Proposition 11.2 will be indicated in Section 11.7. It
will be reduced to a graph version, which is indicated first in Section 11.5.
For instance, Theorem 11.1 can be applied to any complete connected hyper-
bolic manifold with a positive injectivity radius. It can be also applied to any
connected Lie group with a left invariant metric. Some of them are not coarsely
quasi-isometric to (the Cayley graph of) any finitely generated group [32], [43],
obtaining compact minimal Riemannian foliated spaces without holonomy, whose
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leaves are isometric to each other, but the leaves are not coarsely quasi-isometric
to any finitely generated group.
The results of Chapter 1 can be illustrated by applying Theorem 11.1 to appro-
priate Riemannian manifolds. But it is simpler to construct graphs of finite type
and the required properties. Then we can consider the corresponding subspaces inG∗, or in any of its variants, which can be transformed into foliated spaces by a
standard procedure, called taking the boundary of a thickening. This will produce
compact foliated spaces with all possible quasi-isometric types of leaves according
to Proposition 3.25. This way of constructing examples is explained in Section 11.8,
and concrete examples are given in Section 11.9.
11.5. Graph spaces
We will only consider connected graphs G with a countable set of vertices, all of
them with finite degree. Moreover, unless otherwise stated, the graphs are simple
in the sense that there are no loop edges, there is at most one edge between any
pair of vertices, and the edges have no orientations. Identify G with its vertex set,
G ≡ V (G), and let E(G) denote its edge set. With the canonical graph metric,
these vertex sets are proper metric spaces. Since a graph isomorphism is the same
as an isometry between graphs, the pointed isomorfism classes of pointed graphs
also form a subspace G∗ of the Gromov space M∗. Precisely, a local base at any[G,v] ∈ G∗ is given by the sets
(11.1) UG,v,R = { [G′, v′] ∈ G∗ ∣ (BG′(v′,R), v′) ≅ (BG(v,R), v) } (R > 0) ,
where isomorphisms of pointed graphs are used. A compatible ultra-metric dG∗ onG∗ can be defined by
(11.2) dG∗([G,v], [G′, v′]) = exp(− sup{R > 0 ∣ [G′, v′] ∈ UG,v,R }) .
Note that G∗ is totally disconnected. Let Cl denote the closure operator in G∗.
For every graph G, there is a canonical map ιG ∶ G → G∗, defined like ιM in
Section 11.4, obtaining a transitive partition of G∗ into graphs with possible loop
edges (the image of every ιG is a quotient graph of G that may have loop edges).
Precisely, two elements z,z′ ∈ G∗ are called contiguous if z = [G,v] and z′ = [G,z′]
for some contiguous vertices v and v′ in some graph G. The relation of contiguity
on G∗ is also independent of the representatives. Thus G∗ is kind of a space foliated
by graphs. Any transitive saturated subspace Z = Cl(im ιG) ⊂ G∗ can be called a
graph space. This Z is compact if and only if G is of finite type.
Other versions of graph spaces can be considered as well, like a version ofM̂∗(n) in Section 11.4. To begin with, take (vertex) colorings of graphs with
values in N. This gives rise to the totally disconnected space Ĝ∗ of isomorphism
classes of pointed colored graphs, where a local base at every [G,α, v] ∈ Ĝ∗ is given
by the sets ÛG,α,v,R (R > 0), defined like in (11.1) by using pointed colored graphs
isomorphisms. Let Ĉl denote the closure operator in Ĝ∗. For every colored graph(G,α), there is a canonical map ιˆG,α ∶ G → Ĝ∗, defined like ιˆM,f in Section 11.4,
obtaining a canonical transitive partition of Ĝ∗ into colored graphs with possible
loop edges.
Now, take edge-colored graphs, (G,β), where β ∶ E(G) → N. They define a
totally disconnected space G′∗, where a local base at every [G,β, v] ∈ G′∗ is given
by the sets U ′G,α,v,R (R > 0), defined like in (11.1) by using pointed edge-colored
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graph isomorphisms. A compatible metric can be defined like in (11.2). This space
is equipped with a canonical transitive partition defined by the images of canonical
maps ι′G,β ∶ G→ G′∗. The closure operator of G′∗ is denoted by Cl′.
Consider also partially directed graphs, (G,O), where the partial direction O
assigns an orientation2 to the edges in some subset of E(G). Their direction-
preserving pointed isomorphism classes form a totally disconnected space G∗,+,
where a local base at every [G,O, v] ∈ G∗,+ consists of the sets UG,O,v,R (R > 0), de-
fined like in (11.1) by using pointed direction-preserving graph isomorphisms. This
space is equipped with a canonical transitive partition into the images of canoni-
cal maps ιG,O ∶ G → G∗,+. The closure operator of G∗,+ is denoted by Cl+. Note
that G∗ is the saturated subspace of G∗,+ defined by the graphs with empty partial
orientation.
We can also combine several of the above structures on graphs in an obvious
way, giving rise to the totally disconnected spaces Ĝ′∗, Ĝ∗,+, G′∗,+ and Ĝ′∗,+, where the
closure operators are denoted by Ĉl
′∗, Ĉl+, Cl′+ and Ĉl′+, and with canonical maps,
ιˆG,α,β ∶ V (G) → Ĝ′∗, ιˆG,α,O ∶ G → Ĝ∗,+, ι′G,β,O ∶ G → G′∗,+ and ιˆ′G,α,β,O ∶ G → Ĝ′∗,+,
whose images define canonical transitive partitions of these spaces.
The concepts of being non-periodic, locally non-periodic, limit-aperiodic and
repetitive have obvious versions for graphs with possible additional structures of
the above type, using graph isomorphisms preserving those structures. The concept
of bounded geometry is played by the condition of finite type in the case of graphs,
with the additional condition of using finitely many colors in the case of vertex or
edge colorings. Thus the following is a version of Proposition 11.2 for graphs.
Theorem 11.3 (A´lvarez-Barral [5]). If a (repetitive) connected graph G has
vertex degrees uniformly bounded by some c ∈ N, then G has a (repetitive) limit-
aperiodic coloring by c colors.
In Theorem 11.3, the number of colors is optimal with this generality (consider
the Cayley graph of Z, or any complete finite graph). But indeed the existence of
a (repetitive) limit-aperiodic coloring by finitely many colors would be enough for
our purposes. The proof of Theorem 11.3 is very involved to achieve the optimal
number of colors. It would be much simpler if only any finite number of colors is
required. There is a version of Theorem 11.3 for edge colorings, which indeed can
be obtained as a corollary [5].
11.6. Case of Cayley graphs
As an example of Section 11.5, consider the Cayley graph G(Γ, S) of any finitely
generated group Γ and a finite set of generators S, defined so that right translations
are graph isomorphisms (Section 3.1, Example 3.1). We also use Γ to denote this
graph. We can assume that S ∩S−1 consists only of elements of order two, different
from the identity. Then Γ can be equipped with a right invariant S-valued edge
coloring β and a right invariant partial orientation O, defined as follows. For an
edge e joining v,w ∈ Γ:● let β(e) = a ∈ S if av = w or aw = v;● declare that e ∈ domO just when a is not of order two; and,
2Recall that an orientation of an edge can be understood as an order of its vertices, which
can be written as an ordered pair of its vertices.
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● in this case, define O(e) = (v,w) if av = w, and O(e) = (w, v) if aw = v.
Remark 11.4. Note that the edges e with a common vertex v are determined
by β(e) and the position of v in O(e), if e ∈ domO. This property is also satisfied
by any connected subgraph equipped with the restrictions of β and O.
The above edge coloring and partial orientation will be always considered on Γ,
often without mentioning them. After choosing an injective map S → N to consider
β with values in N, we get a compact saturated subspace Cl′+(imΓ,β,O) ⊂ G′∗,+. We
may also consider the compact subspace of G′∗,+ defined by all connected subgraphs
of Γ, or by a class of those subgraphs, like trees. And we may also add vertex
colorings in any of these constructions.
However, when dealing with connected subgraphs of Γ and their vertex or
edge colorings, it is interesting to modify the previous definitions by using only
right translations instead of arbitrary isomorphisms. To begin with, the definitions
of being non-periodic, limit-aperiodic or repetitive are modified by using this re-
striction on the type of isomorphisms; the terms Γ-non-periodic, Γ-limit-aperiodic
and Γ-repetitive will be used for these versions. Being Γ-non-periodic or Γ-limit-
aperiodic is weaker than being non-periodic or limit-aperiodic, respectively, and
being Γ-repetitive is stronger than being repetitive.
The following space, defined with the above point of view, is very practical to
construct concrete examples. Let T = T (Γ) be the compact totally disconnected
space of pointed trees in Γ, up to right translations, with the topology described
by local bases defined like in (11.1), using only isomorphisms between balls given
by right translations [51], [18], [74], [75], [1], [78], and a corresponding ultra-
metric can be defined like in (11.2). This definition can be simplified because, after
using right translations, the distinguished point can be chosen to be the identity
element 1, which can be omitted from the terminology and notation. Thus T can
be described as the space of trees T in Γ containing 1, and its topology can be
described by a local base at every T consisting of the setsUT,R = {T ′ ∈ T ∣ BT (1,R) = BT ′(1,R) } (R > 0) .
Again, a compatible ultra-metric can be defined using the sets UT,R like in (11.2).
Now, in the canonical transitive partition of T , the class of every T ∈ T is {Tγ−1 ∣
γ ∈ T }, which can be identified with T using the mapping Tγ−1 ↦ γ. The graph
structure, edge coloring and partial direction of T passes to the corresponding set
of the canonical partition via this identity. The right action of Γ on itself induces a
compactly generated pseudogroup H on T : for T ∈ T and γ ∈ Γ, T is in the domain
of the map in H defined by γ just when T ⋅ γ ∈ T ; i.e., γ−1 ∈ T .
If S does not contain elements of order two, then any tree in T (Γ) can be
obviously considered as a tree in the free group Fn with n = ∣S∣ generators, ob-
taining a canonical embedding of T (Γ) into T (Fn), which is compatible with the
corresponding pseudogroups, and canonical edge colorings and orientations (which
are global in this case). Thus considering T (Fn) is enough in many cases.
We will also use the obvious version T̂ (c) = T̂ (Γ, c) of T , which consists of
subtrees of Γ containing 1 equipped with vertex colorings by colors in {0,1, . . . , c}
(c ∈ Z+). It satisfies analogous properties.
Similarly, we can fix the graph Γ and take arbitrary vertex colorings by colors
in the set {0, . . . , c}, defining the compact coloring space {0, . . . , c}Γ, with the Ty-
chonoff topology, and a compatible ultra-metric defined like in (11.2). There is no
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need to indicate the fixed point because it can be assumed to be 1 as before. Thus
the canonical transitive partition is now given by the orbits of the transitive left
action of Γ on {0, . . . , c}Γ (induced by the right action of Γ on itself by right trans-
lations). This coloring space with this action is called a Bernouilli shift. For any
coloring α ∈ {0, . . . , c}Γ, its orbit closure Γ ⋅ α with the restriction of the Γ-action
is called a subshift. The left action of Γ on Γ ⋅ α is free (respectively, minimal) just
when α is Γ-limit-aperiodic (respectively, Γ-repetitive). Since the graph structure,
edge coloring and partial direction of Γ are right invariant, they can be projected
to Γ/Γα ≡ Γ ⋅α. There always exist some Γ-limit-aperiodic coloring α by two colors,
which indeed holds for any countable group [46], [13]. Moreover we can assume
that this α is repetitive, otherwise we can find a repetitive coloring in a minimal
set of Γ ⋅ α. Thus we will consider only the Bernouilli shift {0,1}Γ.
Bernuilli shifts play an important role in Dynamics. For instance, they are
expansive, and indeed universally expansive: any expansive Γ-action on a com-
pact metric space is an equivariant quotient of some closed invariant subspace of{0, . . . , c}Γ, for c large enough, and this quotient map is an equivariant homeomor-
phism in the totally disconnected case [35, Proposition 2.6].
There is an orbit equivalent embedding of any Bernouilli shift {0, . . . , c}Γ intoT (Fn) for n large enough [77, Theorem 1.1]. But this embedding is non-canonical
and rather involved.
With more generality, we can consider a semigroup Γ, like N. Then the
Bernouilli shift is given by the induced semigroup action of Γ on {0, . . . , c}Γ. The
Bernouilli shifts defined by semigroups are used in the study automatic sequences
(see e.g. [4], [80], [82]). In the case of N, the colorings in {0, . . . , c}N can be con-
sidered as infinite words using the alphabet {0, . . . , c}; for instance, the Fibonacci
and Thue-Morse words in {0,1}N are very relevant.
11.7. Construction of limit-aperiodic functions
Let us indicate the proof of Proposition 11.2 using Theorem 11.3. By the
bounded geometry of M , there is some 0 < r < injM such that the following prop-
erties hold:
(i) For the normal parametrizations κx ∶ Br ∶= BRn(0, r)→ BM(x, r) (x ∈M), the
corresponding metric coefficients, gij and g
ij , as a family of C∞ functions on
Br parametrized by x, i and j, lie in a bounded subset of the Fre´chet space
C∞(Br) [88, Theorem A.1], [89, Theorem 2.5] (see also [83, Proposition 2.4],
[41]).
(ii) There is some countable subset {xi ∣ i ∈ I } ⊂M and some c ∈ N such that the
balls BM(xi, r/2) cover M , and, for all x ∈M , BM(x, r) meets at most c balls
BM(xi, r) [93, A1.2 and A1.3], [89, Proposition 3.2]. Let κi = κxi .
Consider the graph G with V (G) = I, and such that there is an edge connecting
two different vertices, i and j, if and only if BM(xi, r)∩BM(xj , r) ≠ ∅. By (ii), the
vertex degrees are uniformly bounded by c. So there is a coloring of G by c+1 colors
so that adjacent vertices have different colors. This means that there is a partition
of I into finitely many sets, I1, . . . , Ic+1, such that BM(xi, r) ∩ BM(xj , r) = ∅ for
i ∈ Ik and j ∈ Il with k ≠ l. On the other hand, by Theorem 11.3, G has a limit-
aperiodic vertex coloring α ∶ I → {1, . . . , c}. Let αi = α(xi).
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Let S be an isometric copy in Rn+1 of the standard n-dimensional sphere so
that 0 ∈ S. Choose some radial3 function ρ ∈ C∞(Rn) such that 0 ≤ ρ ≤ 1, ρ(x) = 1
if ∣x∣ ≤ r/2 and ρ(x) = 0 if ∣x∣ ≥ r. Take also some C∞ map τ ∶ Rn → Rn+1 that
restricts to a diffeomorphism Br → S ∖ {0} and maps Rn ∖Br to 0. Let ρi = ρ ○κ−1i
and τi = τ ○ κ−1i . For k = 1, . . . , c + 1, define fk ∶M → Rn+2 by
fk(x) = ⎧⎪⎪⎨⎪⎪⎩0 if x ∉ ⋃i∈Ik BM(xi, r)(ρi(x) ⋅ αi, ρi(x) ⋅ τi(x)) if x ∈ BM(xi, r) for some i ∈ Ik .
Fix a linear injection R(c+1)(n+2) ⊂ E. Then
f = (f1, . . . , f c+1) ∶M → R(c+1)(n+2) ⊂ E
is a C∞ immersion, and therefore it is locally non-periodic. Moreover f is of
bounded geometry and limit-aperiodic, as follows from (i), and from the bounded
geometry and limit-aperiodicity of α.
If M is repetitive, then this property can be easily used to choose the points
xi so that the pair (M,{xi}) is repetitive in an obvious sense (as a Riemannian
manifold with a distinguished subset). With this condition, G is repetitive, and α
can be assumed to be repetitive by Theorem 11.3. It follows that f is also repetitive,
showing Proposition 11.2.
Smaller subspaces, M̂∞∗,imm(n) ⊂ M̂∞∗,lnp(n) and M̂∞∗,emb(n) ⊂ M̂∞∗,np(n), are
defined by requiring the distinguished functions to be C∞ immersions or C∞ em-
beddings. It turns out that M̂∞∗,imm(n) is Polish and dense in M̂∞∗ (n) [6, The-
orem 1.4]. Thus we get a C∞ and Riemannian foliated subspace, M̂∗,imm(n) ≡(M̂∞∗,imm(n), F̂∞∗,imm(n)), where M̂∞∗,emb(n) is a union of leaves without holonomy.
In fact, we can use the distinguished immersions to define its foliated charts more
easily [6, Theorem 1.4]. Then there is some h ∈ C∞(M,E) such that Ĉl∞(im ιˆM,h)
is a (minimal) compact subspace of M̂∞∗,emb(n). This slight sharpening of Propo-
sition 11.2 can be easily proved as follows. Let f ∈ C∞(M,E) be given by Propo-
sition 11.2, inducing the foliated space X = Ĉl∞(im ιˆM,f). Then there is a C∞
embedding h˜ ∶X → E [23, Theorem 11.4.4], and the function h = ιˆ∗M,f h˜ ∈ C∞(M,E)
satisfies the above property. However Ĉl∞(im ιˆM,h) ≡ X (no new foliated space is
produced with this sharpening).
Distinguished subsets of Riemannian manifolds can be used instead of distin-
guished functions to construct a Riemannian foliated space, producing also compact
Riemannian foliated spaces with a prescribed leaf [17].
11.8. Graph matchbox manifolds
We explain the method of taking the boundary of a thickening, which trans-
forms graph spaces into Riemannian matchbox manifolds [51], [18], [74], [75], [1],
[78], [77].
Given c ∈ N, for every i = 0, . . . , c, let Σi be the compact orientable connected
surface of genus zero and i boundary components; i.e., Σi is the 2-sphere with
i disjoint open disks taken out. For any subset Q ⊂ {1, . . . , c} × {0,±1} with i
elements, fix a bijective map σQ ∶ pi0(∂Σi)→ Q. Choose an orientation of every Σi,
and consider the induced orientation on every C ∈ pi0(∂Σi). Equip every Σi with a
Riemannian metric so that every C ∈ pi0(∂Σi) has a compact collar neighborhood
3A function of the radius in polar coordinates.
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isometric to the flat cylinder R/Z × [0,1/2], and these collar neighborhoods are
disjoint from each other. Fix a distinguished point pi in the complement of the
union of these collar neighborhoods.
Now, consider edge-colored partially directed graphs, (G,β,O), whose vertex
degrees are uniformly bounded by c, with β ∶ E(G)→ {1, . . . , c}, and such that the
property of Remark 11.4 is satisfied. They define a compact transitive saturated
subspace G′∗,+(c) ⊂ G′∗,+. For [G,β,O, v] ∈ G′∗,+(c) and any connected subgraph
H ⊂ G, the element [H,β∣E(H),O∣E(H)∩domO, v] is simply denoted by [H,β,O, v].
Consider the finite subset
A = { [G,β,O, v] ∈ G′∗,+(c) ∣ BG(v,1) = G} ⊂ G′∗,+(c) .
For any a = [G,β,O, v] ∈ A, let ia = degG(v), which depends only on a. There is a
continuous surjective map pi ∶ G′∗,+(c)→A defined by pi([G,β,O, v]) = [BG(v,1), β,O, v],
whose fibers, Za = pi−1(a) (a ∈ A), form a finite partition of G′∗,+(c) by clopen sub-
sets.
For every a ∈ A, let Σa be an isometric copy of Σia with the corresponding
orientation, and let pa ∈ Σa be the point that corresponds to pia . For any edge e of
G with vertex v, let
τG,O,v(e) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 if e ∉ domO
1 if e ∈ domO and v is the first vertex in O(e)−1 if e ∈ domO and v is the second vertex in O(e) .
This defines a map τG,O,v ∶ E(BG(v,1))→ {0,±1}. The map(β, τG,O,v) ∶ E(BG(v,1))→ {1, . . . , c} × {0,±1}
is injective by the property of Remark 11.4, and therefore its image, Qa, has ia
elements. Then, for every (k, ε) ∈ Qa, let Ck,εa be the connected component of ∂Σa
that corresponds to the connected component C of ∂Σia with σQa(C) = (k, ε).
For a,b ∈ A, if z ∈ Za is contiguous in G′∗,+ to z′ ∈ Zb, then there is a unique(k, ε) ∈ Qa with (k,−ε) ∈ Qb. For (k, ε) ∈ Qa with (k,−ε) ∈ Qb, fix an orientation
reversing isometry hk,εa,b ∶ Ck,εa → Ck,−εb so that hk,−εb,a = (hk,εa,b)−1. Then let MG′∗,+(c)
be the quotient of ⊔a Σa ×Za by gluing every (x,z) ∈ Ck,εa ×Za with (hk,εa,b(x),z′) ∈
Ck,−εb × Zb if z and z′ are contiguous, (k, ε) ∈ Qa and (k,−ε) ∈ Qb. The trivial
Riemannian foliated structure on ⊔a Σa×Za, defined by the fibers Σa×{z} (z ∈ Za),
can be projected to MG′∗,+(c), which becomes a compact oriented Riemannian
foliated space. There is an embedding G′∗,+(c) → MG′∗,+(c), assigning to every
z ∈ G′∗,+(c) the projection to MG′∗,+(c) of (z, pa) ∈ Σa × Za, where a = pi(z). This
embedding realizes G′∗,+(c) as a complete transversal ofMG′∗,+(c), and the canonical
partition of G′∗,+(c) is given by the orbits of the holonomy pseudogroup. ThusMG′∗,+(c) is indeed a Riemannian matchbox manifold. Moreover every orbit closure
Z = Cl′+(im ι′G,β,O) ⊂ G′∗,+(c) determines a compact transitive saturated subspace
X =MZ ⊂MG′∗,+(c), called a graph matchbox manifold, which is minimal just when(G,β,O) is repetitive, and its leaves are without holonomy just when (G,β,O) is
limit-aperiodic.
This kind of construction applies as well to the other graph spaces T = T (Γ),T̂ (c) = T̂ (Γ, c) and {0,1}Γ of Section 11.6, defined by a finitely generated group
Γ and a finite set S of generators such that S ∩ S−1 consists of elements of order
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two. We have to use their canonical partitions into graphs, equipped with edge
colorings and partial directions satisfying the property of Remark 11.4. Then we
get compact transitive Riemannian oriented matchbox manifolds, MT =MT (Γ),MT̂ (c) = MT̂ (Γ, c) and M{0,1}Γ, satisfying similar properties with respect toT , T̂ (c) and {0,1}Γ. As before, we use the notation X = MZ for the compact
transitive saturated subspace of MT , MT̂ (c) or M{0,1}Γ that corresponds to any
transitive compact subspace Z of T , T̂ (c) or {0,1}Γ. The term graph matchbox
manifold is also used for X in the case of MT and MT̂ (c), and the term subshift
matchbox manifold is used for X in the case of M{0,1}Γ.
Note that M{0,1}Γ is diffeomorphic to the suspension of the left Γ-action on{0,1}Γ using a Γ-covering of the closed oriented surface of genus two. Similarly,MT can be considered as the “suspension” of its canonical compactly generated
pseudogroup H.
11.9. Concrete examples of graph matchbox manifolds
We give some concrete examples of graph matchbox manifolds, which easily
illustrate the theorems stated in Chapter 1.
11.9.1. The Ghys-Kenyon matchbox manifold. The Ghys-Kenyon tree
[51] is the tree T∞ ∈ T (Z2) defined as the limit of a sequence in T (Z2) whose
first three terms are described in Figure 1, where the thick vertex represents the
identity element 0 ∈ Z2 (the distinguished vertex). These steps indicate the general
procedure to construct the whole of T∞ by induction. The closure Z of its class
in T (Z2) is the Ghys-Kenyon graph space, and X =MZ ⊂MT (Z2) is called the
Ghys-Kenyon matchbox manifold. This example is relevant because, first, it shows
that parabolic and hyperbolic Riemann surfaces can be leaves of the same minimal
compact foliated space, and, second, it was the first example constructed with this
useful method.
The tree T∞ is Z2-limit-aperiodic and Z2-repetitive, and therefore X is minimal
and its leaves have no holonomy. The graph T∞ has four ends, and the correspond-
ing leaf in X also has four ends. Hence, by Corollary 1.4, every leaf of X is coarsely
quasi-isometric to meagerly many leaves (the alternative (ii) of Theorem 1.2); in
particular, there are uncountably many coarse quasi-isometry types. This also fol-
lows using Theorem 1.3, since T∞ is not coarsely quasi-symmetric; indeed, if vn is
an unbounded sequence of vertices in T∞, and φn is a pointed coarse quasi-isometry
of (T∞,0) to (T∞, vn) with coarse distortion (Kn,Cn), then it is easy to check that
the sequence (Kn,Cn) is unbounded.
A coding introduced by Alcalde, Lozano and Macho establishes a Borelian open
bijection [1, Proposition 3.3.2 and 3.4.1]
Φ ∶ {0,1,2,3}N ≡ ZN4 → {T ∈ Z ∖ {T∞} ∣ degT (0) ≤ 2} ;
for instance, Figures 2 and 3 describe the processes to construct trees whose cod-
ings begin with 321 and 020, which clarifies the general procedure. Note that the
saturation of im Φ is Z ∖{T∞}. The classes of Φ(020202 . . . ) and Φ(131313 . . . ) are
graphs with two ends, and all other classes in Z ∖ {T∞} are graphs with one end.
For α,β ∈ ZN4 , the classes of Φ(α) and Φ(β) are equal if and only if α and β are
eventually equal [1, Proposition 3.2.1]. On the other hand, it is easy to check that
the classes of Φ(α) and Φ(β) are coarsely quasi-isometric if and only if α and β are
eventually equal up to permutations of Z4 defined by orthogonal transformations
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Figure 1. Ghys-Kanyon tree T∞
of R2 that preserve the set {(1,0), (0,1), (−1,0), (0,−1)} ≡ Z4, where this identity
is given by (1,0) ↦ 0, (0,1) ↦ 1, (−1,0) ↦ 2 and (0,−1) ↦ 3. This confirms that
X has uncountable many coarse-quasi-isometry types.
Figure 2. Tree with coding 321 . . .
Figure 3. Tree with coding 020 . . .
The growth of the leaves of X is equi-equivalent and quadratic, which can be
checked as follows. For all T ∈ Z, since the distances of Z2 and T satisfy the relation
dZ2 ≤ dT on T , we get ∣BT (v,R)∣ ≤ ∣BZ2(v,R)∣ for all R > 0 and v ∈ T . If T is not
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canonically equivalent to Φ(aaa . . . ) for any a ∈ Z4, then T is a 1-net in Z2, and
therefore there is some C > 0 such that ∣BZ2(v,R)∣ ≤ C ∣T ∩BZ2(v,R)∣. However the
restriction of dZ2 to T is not Lipchitz equivalent to dT . But we have dZ2 = dT on
at least half of the points of BZ2(v,R). Thus∣BT (v,R)∣ ≥ 1
2
∣T ∩BZ2(v,R)∣ ≥ 1
2C
∣BZ2(v,R)∣ .
On the other hand, all trees Φ(aaa . . . ) (a ∈ Z4) are isometric to each other, as well
as the trees in their classes. Thus, to check the remaining cases, we can assume
T = Φ(000 . . . ). In this case, T is a 1-net in the quadrant
Q = { (v1, v2) ∈ Z2 ∣ ∣v2∣ ≤ v1 }
of Z2. Then we can repeat the above argument using Q instead of Z2.
Many variants of the Ghys-Kennyon example were given by other authors [18],
[74], [75], [78]. The coarse quasi-isometry type of the leaves can be analyzed in all
of them like in the Ghys-Kennyon example.
11.9.2. An example with uncountably many growth types of leaves.
Let F3 be the free group with three generators. We are going to construct a
repetitive limit-aperiodic tree T∞ ∈ T (F3) that is not growth symmetric. Once
T∞ is constructed, let Z denote the closure of the class of T∞ in T (F3), and let
X =MZ ⊂MT (F3). Then X is minimal, its leaves have no holonomy, and the leaf
that corresponds to T∞ is not growth symmetric. By Theorem 1.7, it follows that
the growth type of each leaf of X is comparable with the growth type of meagerly
many leaves (the alternative (ii) of Theorem 1.6); in particular, X has uncountably
many growth types of leaves.
For the construction of T∞, we adapt the method of [18]4. Fix generators a, b
and c of F3. We identify the subgraphs of F3 with their vertex set. Take strictly
increasing sequences rn in Z+, and let sn = r1⋯rn and Dn = B⟨b,c⟩(1, n). Consider
the trees T0 = {a, a2, . . .} and
T1 = T0 ∪ ⋃
n≥1D1ans1 .
For any segment I ⊂ T0 and any tree T containing T0, the tree T ∩F3{b±1, c±1}I
is called the ⟨b, c⟩-saturation of I in T .
Beginning with the above trees T0 ⊂ T1 and proceeding by induction, we con-
tinue constructing an increasing sequence, T0 ⊂ T1 ⊂ . . . , in T (F3). For some n ≥ 1,
assume that we have constructed T0 ⊂ T1 ⊂ ⋅ ⋅ ⋅ ⊂ Tn such that:● they depend only on the terms r1, . . . , rn of the above sequence;● for all i = 0,1, . . . , n − 1, the segment Ii ∶= {a, . . . , asi} has the same ⟨b, c⟩-
saturation in Ti and in Ti+1, which is denoted by Si;● for all i = 0,1, . . . , n and k ∈ Z+, the ⟨b, c⟩-saturation of the segment
Iia
(k−1)si in Ti is Siaksi ; and,● if r1, . . . , rn are large enough, we can get
(11.3) ∣BTi(a, r)∣ ≤ i∑
j=0 2−jr
for all i = 0,1, . . . , n and r > 0.
4Be aware that thet Caley graph structures of [18] are left invariant, and ours are right
invariant.
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These properties are obviously satisfied for n = 1. Then
Tn+1 = Tn ∪ ∞⋃
k=1Sn−1Dn+1aksn+1
satisfies the desired properties; in particular, taking rn+1 large enough, we can
assume that (11.3) also holds for i = n + 1 and all r > 0.
Now, it is easy to check that T∞ = ⋃∞n=0 Tn is an F3-repetitive F3-limit-aperiodic
tree in T (F3), which satisfies
(11.4) ∣BT∞(a, r)∣ ≤ 2r
for all r > 0 by (11.3). But, for any n ∈ Z+, the ball BT∞(asn , n) contains Dnasn ,
which is isometric to Dn using the right translation by a
sn . Thus
(11.5) ∣BT∞(asn , r)∣ ≥ ∣B⟨b,c⟩(1, r)∣ = 1 + 2(3r − 1) ≥ 3r
for 0 ≤ r ≤ Rn. Since Rn ↑∞, comparing (11.4) and (11.5) it follows that T∞ cannot
be growth symmetric.
11.9.3. An example with equi-amenable dense leaves and other non-
amenable leaves. In Sections 11.9.1 and 11.9.2, it is easy to see that T∞ is
amenable, and indeed all trees in Z are jointly amenably symmetric. Hence all
leaves of X are jointly amenably symmetric.
Now, with the notation of Section 11.9.2, construct an increasing sequence,
T ′0 ⊂ T ′1 ⊂ . . . , in T (F3) by induction, setting T ′0 = T0 and
T ′n+1 = T ′n ∪ ∞⋃
k=1Dn+1aksn+1 .
Let T ′∞ = ⋃n T ′n ∈ T (F3), let Z ′ denote the closure of its class in T (F3), and
X ′ = MZ ′ ⊂ MT (F3). The tree T ′∞ is F3-non-periodic, but it is neither F3-
limit-aperiodic nor F3-repetitive; for instance, Z
′ contains the non-dense class that
consists only of the tree ⟨b, c⟩. This class corresponds to a compact leaf with
holonomy of X ′.
By Theorem 11.3, there exists some limit-aperiodic coloring α of T ′∞ by 6 colors,
which is also F3-limit-aperiodic. But (T∞, α) is not F3-repetitive because T∞ is not
F3-repetitive. Let Ẑ
′ be the closure of the class of (T∞, α) in T̂ (F3,6), and let
X̂ ′ = MẐ ′ ⊂ MT̂ (F3). Now, the leaves of X̂ ′ have no holonomy, and all dense
leaves of X̂ ′ are equi-amenable by Theorem 1.10-(i). But there are colored trees in
Ẑ ′ of the form (⟨b, c⟩, α′) for some F3-limit-aperiodic colorings α′, whose classes are
not dense in Ẑ ′. Since F2 is not Følner, the corresponding leaves are not amenable.
This does not contradict Theorem 1.10-(i) because these leaves are not dense.
11.9.4. An example with with leaves of infinite asymptotic dimen-
sion. With the notation of Section 11.8, in MT (Γ) and MT̂ (Γ, c), all unbounded
leaves have asymptotic dimension one, and all bounded leaves have asymptotic di-
mension zero. This holds because the asymptotic dimension of trees is one in the
unbounded case, and zero in the bounded case [16].
To produce an example of graph matchbox manifold with leaves of infinite
asymptotic dimension, take a finitely generated group Γ with infinite asymptotic
dimension, like the reduced wreath product of Z by Z [16, Section 5]. Then, in the
matchbox manifold M{0,1}Γ, the leaves corresponding to non-periodic colorings
are coarsely quasi-isometric to Γ, of infinite asymptotic dimension, and the leaves
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corresponding to constant colors are of zero asymptotic dimension because they are
bounded.
Take a Γ-repetitive Γ-limit-aperiodic coloring α ∈ {0,1}Γ (Section 11.6). Then
the subshift matchbox manifold X = MΓ ⋅ α ⊂ M{0,1}Γ is minimal and without
holonomy. Moreover the leaves of X are coarsely quasi-isometric to Γ, of infinite
asymptotic dimension.
11.10. Foliations of codimension one
Now, we consider only transversely oriented C2 foliations of codimension one
on closed manifolds, unless otherwise stated. Then, unlike Theorem 11.1, there are
examples of connected Riemannian manifolds of bounded geometry whose quasi-
isometry type cannot be realized as leaves [12], [100], [90], [91]. If the metric is
not considered, any surface can be realized as a leaf of a codimension one foliation
on a closed manifold [27], but this fails in higher dimension [49], [69], [12], [94],
[92].
11.10.1. Hector’s example. Concerning the growth of the leaves, let us re-
call the construction of a striking example of a transitive C∞ foliation given by
Hector [62], whose properties were indicated in Chapter 1. This example was orig-
inally described in his previous paper [60], which is a great source of examples that
can be similarly analyzed in terms of our main theorems.
By using the suspension construction (Section 11.1), it is enough to describe
a finitely generated group of orientation preserving C∞ diffeomorphisms of S1;
indeed, this is achieved by describing a finitely generated group G of orientation
preserving C∞ diffeomorphisms of [−1,1] that are flat5 at ±1. Let E([−1,1]) be
the set of orientation preserving C∞ diffeomorphisms f of [−1,1] such that f is
flat at ±1, and the support6 of f is an interval of the form [a¯, a], with a¯ < 0 < a, so
that f ′ > 1 on (a¯,0), and f ′ < 1 on (0, a). There exists a sequence kn (n ∈ N) in
E([−1,1]), with corresponding supports [a¯n, an], such that:● [a¯0, a0] = [−1,1], an+1 = kn(a¯n+1) and ⋂n[a¯n, an] = {0}; and,● if h = k0, k(n) = h−nknhn and ln = k(n)⋯k(1) (n ≥ 1), then l = limn ln is a
orientation preserving C∞ diffeomorphism of [−1,1] which is flat at ±1.
Let G is the group generated by Σ = {h±1, l±1}. Every trajectory Tn = G ⋅ an is
proper, and, for all x ∈ Ω = [−1,1] ∖⋃n Tn, the trajectory Tx = G ⋅ x is dense.
Consider the length ∣ ⋅ ∣ and right invariant metric on G defined by Σ, and
consider the induced metric δ on every trajectory Tx ≡ G/Gx. A short cut from x
to y in Tx is an element g ∈ G such that y = g(x) and ∣g∣ = δ(x, y). The notation
Γx is used for the set of short cuts from x. The short cuts satisfy the following
properties:● For all x ∈ [−1,1] and y ∈ Tx, there is a unique short cut gx,y from x to y.● Any non-trivial g ∈ G is in Γn = Γan if and only if there exists some p ∈ Z+
and (α1, . . . , αp) ∈ Zp such that:
– g = hα1 if p = 1; and
– g = hα1 lαqh⋯hlαph−(p−1) with 1 < q ≤ p, αqαp ≠ 0, and αj = 0 for
1 < j < q, if p > 1.● For all u, v ∈ Tn, we have gu,v = gvg−1u , where gu = gan,u.
5They have the same derivatives of any order as the identity map at those points.
6The closure of the set of points where f ≠ id.
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● For all x ∈ Ω and y ∈ Tx, there exist n ∈ N and u, v ∈ Tn such that
gx,y = gu,v.
Thus Γx ≡ Tx ≡ G/Gx as graphs; in particular, gr(Γx) = gr(Tx) = gr(G/Gx). It
also follows that, for each connected component (u¯, u) of [−1,1] ∖ Tn, there is a
unique g = hα1 lαqh⋯hlαph−(p−1) ∈ Γn such that (u¯, u) = g(a¯n, an). This procedure
assigns an n-tuple (α1, . . . , αn) to such (u¯, u), taking αj = 0 for p < j ≤ n if p < n. If(u¯′, u′) ⊂ (u¯, u) is a connected component of [−1,1] ∖ Tn+1, then the corresponding(n+1)-tuple (α′1, . . . , α′n+1) satisfies α′j = αj for 1 ≤ j ≤ n. Since any point in Ω is the
intersection of a decreasing sequence of intervals that are connected components of
the complements [−1,1]∖Tn, for all n, this procedure defines a bijection Φ ∶ Ω→ ZZ+ ,
which turns out to be a homeomorphism.
Considering Φ as an identity, for x = (xn) ∈ Ω and p ∈ Z+, write Xp = ∑pn=1 ∣xn∣.
It is said that x is weakly dominated by another point y = (yn) ∈ Ω if there is some
A ∈ Z+ such that Xp ≤ A(p + Yp) for all p. If x and y weakly dominate each other,
then they are said to be weakly equivalent. Every weakly equivalence class has
the cardinality of the continuum because it does not change by adding elements of{0,1}Z+ . The following properties hold:● Tx = Ty if and only if (xn) and (yn) are eventually equally.● If x is weakly dominated by y, then gr(Γx) ≥ gr(Γy).
The properties indicated in Chapter 1 follow by pursuing further this kind of con-
cepts and arguments. More precisely, the following properties hold:● Every growth class of metric spaces Γx (x ∈ Ω) has the cardinality of the
continuum.● Every Tn has polynomial growth of exact degree n, and the growth of Tx
is non-polynomial for all x ∈ Ω.● Γ0 has exponential growth.● For r > 0, let x(r) = (xn(r)) ∈ Ω with xn(r) = ⌊nr⌋. Then Γr = Γx(r) has
non-polynomial and quasi-polynomial growth. Moreover gr(Γr) < gr(Γs)
if r > s, and therefore there is a continuum of growth classes of this kind.● For r > 0, let x˜(r) = (x˜n(r)) ∈ Ω with
x˜n(r) = ⎧⎪⎪⎨⎪⎪⎩Xp(r) −Xp−1(r) if n =Xp(r) = ∑
p
n=1⌊nr⌋
0 if n ∉ {Xp(r) ∣ p ∈ Z+ } .
Then Γ̃r = Γx˜(r) has non-quasi-polynomial and non-exponential growth.
Moreover gr(Γ̃r) < gr(Γ̃s) if r > s, and therefore there is a continuum of
growth classes of this kind.
We will show that the growth type of every leaf is comparable with the growth
type of meagerly many leaves (the alternative (ii) of Theorem 1.6); in particular,
there are uncountably many growth types of leaves without holonomy. Actually,
a stronger property will be proved in Section 11.10.4, whose statement and proof
requires concepts and results recalled in Sections 11.10.2 and 11.10.3.
11.10.2. Generic ergodicity of equivalence relations. The following con-
cepts are used. The orbits of an action of a group G on a space X define an equiva-
lence relation denoted by EXG . A metric with possible infinite values
7 on a space X,
d ∶X ×X → [0,∞], defines an equivalence relation EXd = d−1([0,∞)) on X, called a
7It is defined like a usual metric, except that the infinite distance between points is possible.
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metric equivalence relation. Any metric with possible infinite values induces a topol-
ogy like usual metrics. The composite of relations is the obvious extension of the
composite of maps. For E ⊂ X2, x ∈ X and S ⊂ X, let E(x) = { y ∈ X ∣ (x, y) ∈ E }
and E(S) = ⋃z∈X E(z). The identity relation at X is the diagonal ∆X ⊂X2.
Let E and F be equivalence relations on respective spaces X and Y . A map
θ ∶ X → Y is called (E,F )-invariant if (θ(x), θ(x′)) ∈ F for all (x,x′) ∈ E; this
means that θ induces a map θ¯ ∶ X/E → Y /F . It is said that E is Borel reducible
to F , written E ≤B F , if there is an (E,F )-invariant Borel map θ ∶ X → Y such
that, for all x,x′ ∈ X, we have (x,x′) ∈ E if (θ(x), θ(x′)) ∈ F ; this means that
θ¯ ∶X/E → Y /F is injective. If E ≤B F ≤B E, then E is said to be Borel bi-reducible
with F , and the notation E ∼B F is used. On the contrary, it is said that E is
generically F -ergodic if, for any (E,F )-invariant Baire measurable map θ ∶X → Y ,
there is some residual saturated C ⊂X such that θ¯ ∶ C/(E∩C2)→ Y /F is constant.
The partial pre-order relation ≤B establishes a hierarchy on the complexity of
equivalence relations on Polish spaces. A first rank of this hierarchy consists of
the concretely classifiable or smooth equivalence relations, defined by the condition
of being ≤B ∆R; this means that their equivalence classes can be distinguished by
some Borel map to R.
Consider the Polish space ∏∞n=1{0,1}Nn , with the canonical action of the Polish
group S∞ of permutations of N. Each element of ∏∞n=1{0,1}Nn can be considered as
a structure on N defined by a sequence of relations Rn with arity n (subsets of Nn);
the term countable model is used for N with this structure. The S∞-action defines
the isomorphism relation ≅ between countable models. A second classification rank
consists of equivalence relations ≤B ≅, which are said to be classifiable by countable
models . On the contrary, we have the generically ≅-ergodic relations; indeed,
these relations are generically EYS∞-ergodic for any Polish S∞-space Y [66] (see also
[15, 72]).
Consider the equivalence relation EXG defined by a Polish action
8. For open
neighborhoods, U of a point x in X and V of the identity element in G, letO(x,U,V ) denote the set of points y ∈ U such that there is a finite sequence
x = x0, x1, . . . , xn = y in U , for some n ∈ Z+, so that xi ∈ V ⋅ xi−1 for all i = 1, . . . , n.
This set O(x,U,V ) is called a local orbit. This action is said to be turbulent if its
orbits are dense and meager, and its local orbits are somewhere dense9. Hjorth has
introduced this dynamical property, and used it to give a precise characterization
of the classification of EXG by countable models and its generic ≅-ergodicity [66],
[67].
11.10.3. Generic ergodicity of metric equivalence relations. We recall
our partial extension of Hjorth’s work to metric equivalence relations [9].
On a Polish space X, consider the metric equivalence relation EXd defined by a
metric d with possible infinite values. For every open neighborhood U of any point
x in X, and all ε > 0, let EXd (x,U, ε) denote the set of points y ∈ U such that there is
a finite sequence x = x0, x1, . . . , xm = y in U , for some m ∈ Z+, so that d(xi−1, xi) < ε
for all i = 1, . . . ,m. This set EXd (x,U, ε) is called a local equivalence class. It is said
that EXd is turbulent if its equivalence classes are dense and meager, and its local
equivalence classes are somewhere dense. If d is of certain class, called type I in [9],
8The actionof a Polish group on a Polish space.
9The closure has nonempty interior.
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and EXd is turbulent, then E
X
d is generically E
Y
S∞-ergodic for any Polish S∞-space
Y [9, Theorem 5.5].
Now, let X be a set, and let U = {UR,r ⊂X2 ∣ R, r > 0} be a set of relations on
X. The following list of hypotheses are used to define a metric equivalence relation
satisfying the above conditionss.
Hypothesis 3. (i) ⋂R,r>0UR,r = ∆X ;
(ii) each UR,r is symmetric;
(iii) if R ≤ S, then UR,r ⊃ US,r for all r > 0;
(iv) UR,r = ⋃s<r UR,s for all R, r > 0; and
(v) there is some function φ ∶ (R+)2 → R+ such that, for all R,S, r, s > 0,
R ≤ φ(R, r),(R ≤ S, r ≤ s)Ô⇒ φ(R, r) ≤ φ(S, s),
Uφ(R,r+s),r ○Uφ(R,r+s),s ⊂ UR,r+s.
Under Hypothesis 3, the sets UR,r form a base of entourages for a Hausdorff
metrizable uniformity U on X, and, setting Er = ⋂R>0UR,r (r > 0), a metric with
possible infinite values, d ∶X ×X → [0,∞], is defined by
d(x, y) = inf{ r > 0 ∣ (x, y) ∈ Er } .
Hypothesis 4. (i) X is a Polish space with the topology induced by U ;
(ii) for all R, r, s > 0 and x ∈ X, if y ∈ Es(x), then there are some T, t > 0 such
that UT,t(y) ⊂ Es ○UR,r(x); and,
(iii) for all r, s > 0 and (x, y) ∈ Es, and any neighborhood V of y in X, there is
some neighborhood W of y in X such that
Er(W ) ∩Er(Es(x)) ⊂ Er(V ∩Es(x)) .
Under Hypothesis 4, d is of type I.
Hypothesis 5. (i) EXd has more than one equivalence class;
(ii) for all x, y ∈X and R, r > 0, there is s > 0 such that UR,r(x)∩Es(y) ≠ ∅; and,
(iii) for each x ∈ X and each R, r > 0, there are S, s > 0, a dense subset D ⊆
US,s(x) ∩EXd (x), and a d-dense subset of D such that every pair of points inD can be joined by a d-continuous path in UR,r(x).
Under Hypothesis 5, EXd is turbulent. Thus, assuming Hypotheses 3–5, the
relation EXd is generically E
Y
S∞ -ergodic for any Polish S∞-space Y [9, Proposi-
tion 6.10].
Remark 11.5. Actually, a stronger version of Hypotheses 5-(iii) was required
in [9, Hypothesis 3-(iii)]. That condition was simpler to state and check, and it was
satisfied in the applications of that paper, and it was used in [9, Proposition 6.8]
to obtain that the local equivalence classes are somewhere dense. But now we need
the weaker requirement Hypotheses 5-(iii). Clearly, it also implies that the local
equivalence classes are somewhere dense, and therefore this change can be made.
11.10.4. Generic ergodicity of the growth type relation in Hector’s
example. Consider the notation of Section 11.10.1.
Theorem 11.6. In the Hector’s foliation, the relation of being in leaves with
the same growth type is generically EYS∞-ergodic for any Polish S∞-space Y .
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Let Ω+ = NZ+ ⊂ Ω. The weak equivalence relation on Ω is Borel bi-reducible
to its restriction to Ω+. This can be seen by using the Borel maps Ω+ ↪ Ω and
Ω→ Ω+, (xn)↦ (∣xn∣). In turn, the weak equivalence relation on Ω+ has an obvious
extension to the larger space Ω̃+ = [0,∞)Z+ . The weak equivalence relations on Ω+
and Ω̃+ are Borel bi-reducible, as can be shown with the Borel maps Ω+ ↪ Ω̃+
and Ω̃+ → Ω+, (xn) ↦ (⌊xn⌋). So, according to Section 11.10.1, Theorem 11.6 is a
consequence of the following proposition.
Proposition 11.7. The weak equivalence relation on Ω̃+ is generically EYS∞-
ergodic for any Polish S∞-space Y .
Using Ω̃+ has some advantages in the proof. First, the assignment (xn)↦ (Xp)
defines a bijection between Ω+ (respectively, Ω̃+) and the set of non-decreasing
sequences in N (respectively, [0,∞)); second, it is easier to construct elements in
Ω̃+ than in Ω+ or Ω; and, third, Ω̃+ has nontrivial continuous paths.
Proposition 11.7 follows by checking the hypotheses of Section 11.10.3 are sat-
isfied by the relations
UR,r = { (x, y) ∈ Ω̃2+ ∣ e−r(p + Yp) < p +Xp < er(p + Yp) ∀p = 1, . . . , ⌊R⌋ } ,
for R, r > 0. These sets obviously satisfy Hypothesis 3; in particular, its condi-
tion (v) holds with φ(R, r) = R because
(11.6) UR,r ○US,s ⊂ Umin{R,S},r+s .
Note that Hypothesis 3-(i) would not be true with the same definition of sets UR,r
in Ω. The uniformity defined by the sets UR,r induces the topology of Ω̃+.
According to Section 11.10.3, the sets UR,r induce the relations
Er = { (x, y) ∈ Ω̃2+ ∣ e−r(p + Yp) < p +Xp < er(p + Yp) ∀p ∈ Z+ } ,
for r > 0, which in turn induce the metric with possible infinite values, d ∶ Ω̃2+ →[0,∞], determined by
ed(x,y) = inf{A ∈ [1,∞) ∣ A−1(p + Yp) < p +Xp < A(p + Yp) ∀p ∈ Z+ } .
Note that EΩ̃+d = ⋃r>0Er is the weak equivalence relation on Ω̃+.
Lemma 11.8. Er ○Es = Er+s for all r, s > 0.
Proof. The inclusion “⊂” follows from (11.6). To prove “⊃”, take any (x, y) ∈
Er+s. An element z ∈ Er(x) ∩Es(y) is determined by the condition
(11.7) p +Zp = (p +Xp) sr+s (p + Yp) rr+s ,
for all p ∈ Z+. Therefore (x, y) ∈ Er ○Es. 
Hypothesis 4-(i) is true because Ω̃+ is Polish. The following lemma shows that
Hypothesis 4-(ii) is also satisfied.
Lemma 11.9. For all R, r, s > 0, UR,r ○Es = Es ○UR,r = UR,r+s.
Proof. If S ≥ R, then, by (11.6),(UR,r ○Es) ∪ (Es ○UR,r) ⊂ (UR,r ○US,s) ∪ (US,s ○UR,r) ⊂ UR,r+s .
Let us prove that
UR,r+s ⊂ (UR,r ○Es) ∩ (Es ○UR,r) .
128 11. EXAMPLES AND OPEN PROBLEMS
For any (x, y) ∈ UR,r+s, there is some z ∈ UR,r(x) ∩Es(y), which can be defined by
using (11.7) for p ≤ ⌊R⌋, and taking zn = yn for n > ⌊R⌋. Similarly, there is some
z′ ∈ UR,r(y) ∩Es(x). Thus (x, y) ∈ (UR,r ○Es) ∩ (Es ○UR,r). 
Note that the equality in (11.6) follows from Lemma 11.9.
Lemma 11.10. For all T, r, s, t > 0 and (x, y) ∈ Es, if UT,t(y) ⊂ UT,s(x), then
UT,t+r(y) ∩Er+s(x) = Er(UT,t(y) ∩Es(x)) .
Proof. The inclusion “⊃” holds for all t > 0 by Lemmas 11.8 and 11.9.
To prove “⊃”, without lost of generality, we can assume that T ∈ Z+. Let z ∈
UT,t+r(y)∩Er+s(x). By Lemmas 11.8 and 11.9, there are elements x′ ∈ Er(z)∩Es(x)
and y′ ∈ Er(z) ∩UT+1,t(y). Take a sequence 0 < εp ↓ 0 such that
eεp−s(p +Xp), eεp−r(p +Zp) < p +X ′p < es−εp(p +Xp), er−εp(p +Zp) ,
eεp+εp+1(p +Xp) < p + 1 +Xp+1 ,
εp + εp+1 < r, t ,
for all p, and
eεp−t(p + Yp), eεp−r(p +Zp) < p + Y ′p < et−εp(p + Yp), er−εp(p +Zp) ,
for p ≤ T + 1. Then other elements, x′′ ∈ Er(z) ∩Es(x) and y′′ ∈ Er(z) ∩ UT,t(y),
can be defined by
p +X ′′p = min{es−εp(p +Xp), er−εp(p +Zp)} ,
p + Y ′′p = ⎧⎪⎪⎨⎪⎪⎩max{e
εp−t(p + Yp), eεp−r(p +Zp)} if p ≤ T
p + Y ′′p−1 + zp if p > T .
For p ≤ T , if
p + 1 +X ′′p+1 = es−εp+1(p + 1 +Xp+1) , p + Y ′′p = eεp−p(p + Yp) ,
then
p + Y ′′p
p + 1 +X ′′p+1 < e
εp−t(p +Xp)
e−εp+1(p + 1 +Xp+1) < e−t < 1 .
If
p + 1 +X ′′p+1 = er−εp+1(p + 1 +Zp+1) , p + Y ′′p = eεp−r(p +Zp) ,
then
p + Y ′′p
p + 1 +X ′′p+1 < eεp+εp+1−2r < 1 .
If
p + 1 +X ′′p+1 = es−εp+1(p + 1 +Xp+1) , p + Y ′′p = eεp−r(p +Zp) ,
then
p + Y ′′p
p + 1 +X ′′p+1 < e
εp(p +Xp)
e−εp+1(p + 1 +Xp+1) < 1 .
If
p + 1 +X ′′p+1 = er−εp+1(p + 1 +Zp+1) , p + Y ′′p = eεp−t(p + Yp) ,
then
p + Y ′′p
p + 1 +X ′′p+1 < e
εp−t(p +Zp)
e−εp+1(p + 1 +Zp+1) < eεp+εp+1−t < 1 .
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In any case, we have p + Y ′′p < p + 1 + X ′′p+1. Therefore an element z′ ∈ Er(z) ∩
UT,t(y) ∩Es(x) can be defined by
p +Z ′p = ⎧⎪⎪⎨⎪⎪⎩p + Y
′′
p if p ≤ T
p +X ′′p if p > T .
Hence z ∈ Er(UT,t(y) ∩Es(x)). 
Hypothesis 4-(iii) follows from Lemma 11.10 in the following way. Given r, s > 0
and (x, y) ∈ Es, and any neighborhood V of y in Ω̃+. Since V can be chosen
as small as desired, we can assume that V = UT,t(y) for some T, t > 0. From
y ∈ Es(x) ⊂ UT,s(x), we easily get some t > 0 such that UT,t(y) ⊂ UT,s(x). Then
Lemmas 11.8 and 11.9 and 11.10 give the inclusion of Hypothesis 4-(iii) with W = V .
Hypothesis 5-(i) means that there are more than one weak equivalence class in
Ω̃+, which is indicated in Section 11.10.1. Hypothesis 5-(ii),(iii) are consequences
of the following lemmas, completing the proof of Proposition 11.7.
Lemma 11.11. For all R, r, s > 0 and (x, y) ∈ UR,s, we have UR,r(x)∩Es(y) ≠ ∅.
Proof. An element z ∈ UR,r(x) ∩Es(y) can be defined by
zn = ⎧⎪⎪⎨⎪⎪⎩xn if n ≤ ⌊R⌋yn if n > ⌊R⌋ .

Lemma 11.12. For every R, r > 0 and every x ∈ Ω̃+, the set UR,r(x) ∩EΩ̃+d (x)
is d-path connected.
Proof. For every y ∈ UR,r(x) ∩ EΩ̃+d (x), a d-continuous path t ↦ z(t) in
UR,r(x) ∩EΩ̃+d from y to x can be defined by
p +Zp(t) = (p +Xp)t(p + Yp)1−t .

11.10.5. The theory of levels. For the reader’s convenience, we briefly re-
call some concepts of this theory [25], which which are needed to understand the
examples indicated in Section 11.10.5.1.
Let F be a foliation on a manifold M satisfying the current conditions, and
let L be a C∞ foliation of dimension one transverse to F . For any saturated open
connected subset U ⊂M , the minimal sets of F ∣U are called local minimal sets. For
every leaf L ⊂ U , L ∩U contains a nonzero finite number of minimal sets of F ∣U .
Any proper leaf is a local minimal set. A nonempty saturated open connected
set U is a local minimal set if F ∣U is minimal, which is called of locally dense type.
All other local minimal sets are called of exceptional type, and meet the leaves of L
in a sets homeomorphic to open subsets of the Cantor set. Obviously, minimal sets
are local minimal sets.
A minimal set (and each of its leaves) is said to be at level 0. A local minimal
set X (and each of its leaves) is said to be at level k ∈ Z+ if the highest level of any
local minimal set in X ∖X is k − 1. The leaves that are not at finite level are said
to be at infinite level. For k ∈ N, the union Mk of leaves at levels ≤ k is compact.
For every leaf L, the set L ∩Mk is a nonempty finite union of local minimal sets.
Every local minimal set U is at finite level.
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If L is at infinite level, then L ∩ (Mk ∖Mk−1) ≠ ∅ (taking M−1 = ∅). Let
X = ⋃k L ∩Mk and Z = L ∖X. Then X is dense in L, Z is an uncountable union
of leaves, each leaf in Z is dense in L, and no leaf of Z has a proper side.
The substructure of a leaf L is the union of leaves F ⊂ L with F ≠ L. It is a
union of local minimal sets, none of which are of locally dense type. If every leaf
in S(L) is proper, then L is said to have a totally proper substructure. If every leaf
in L is proper, then L is said to be totally proper.
For instance, in Hector’s example (Section 11.10.1), the leaves corresponding
to orbits in Ω are at infinite level, the leaf corresponding to every orbit Tn (n ∈ Z+)
is at level n, and the points ±1 correspond to one compact leaf at level 0.
11.10.5.1. Growth of leaves at finite level. Let us recall some results and exam-
ples about the growth of leaves at finite level due to Cantwell and Conlon [26] (see
also [97], [98]).
With the notation of Section 11.10.5, let L be a leaf of F of non-exponential
growth. Then L has totally proper substructure [26, Corollary 3.4]. If moreover
L is semi-proper, then L is totally proper and has exactly polynomial growth of
degree equal to its level [26, Corollaries 3.5 and 3.6]. In this case, the transitive
compact foliated space X = L obviously satisfies the alternative (i) of Theorems 1.2
and 1.6 (L is its unique dense leaf).
Let L be a non-exponential leaf of F at finite level k. If L does not have a
proper side, then L is in a local minimal set U of locally dense type, F ∣U has trivial
holonomy with the leaves mutually diffeomorphic and the same growth type, and
U ∖ U is a finite union of totally proper leaves whose maximum level is k − 1 [26,
Theorem 3.7].
Cantwell and Conlon described a family G of growth types, which contains a
continuum infinity of distinct quasi-polynomial but non-polynomial types, a con-
tinuum of distinct non-exponential but non-quasi-polynomial types, and the expo-
nential growth type. As indicated in Chapter 1, they proved that, for all closed
3-manifold and γ ∈ G, there is a C∞ foliation F in M containing a local minimal
set U of locally dense type such that U ∖U is a finite union of totally proper leaves,
and F ∣U has trivial holonomy with the leaves mutually diffeomorphic and growth
type γ [26, Theorem 5.1]. They also observed that the construction can be adapted
to produce leaves of polynomial growth of any degree ≥ 3 in U .
In these cases, the diffeomorphisms between the leaves in U is given by a C0
foliated10 flow, which is non-singular precisely on U , and with differentiable re-
strictions to the leaves. Therefore the leaves in U are also mutually differentiable
quasi-isometric. Then U is a transitive compact foliated space satisfying the alter-
natives Theorem 1.2-(i) and Theorem 1.6-(i).
More results are proved by Cantwell and Conlon with the same interpretation
in terms of Theorems 1.2 and 1.6 [26, Theorems 5.5, 6.2, 6.13 and 7.1].
A similar theory of levels was considered by Lukina [78] for the graph matchbox
manifold T (Fn). But, concerning growth types of leaves, it is quite different from
the case of the results of codimension one; for instance, there is a totally proper
leaf at level 1 of exponential growth [78, Theorem 1.10].
11.11. Open problems
Consider the notation and general conditions of Chapter 1.
10The flow maps leaves to leaves.
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Problem 1. Prove versions of Theorems 1.1–1.3 for the relation “x ∼ y if
and only if Lx is differentiably quasi-isometric to Ly” on X, assuming that F is
differentiable.
Problem 1 should not be difficult: the usual local Reeb stability and Arzela-
Ascoli theorems should be enough to adapt the proofs of Theorems 1.1–1.3.
Problem 2. Suppose that F is minimal and residually many leaves have a
Cantor space of ends. What can be said about the possible coarse quasi-isometry
types of the leaves in X0? Are they equi-coarsely quasi-isometric one another (the
alternative (i) of Theorem 1.2)? Is it possible to characterize the possible coarsely
quasi-isometric types that can be realized in this way? What can be said about
the leaves with holonomy? The differentiable version of this problem can be also
considered, specially for dimension two.
As indicated in Chapter 1, the version of Problem 2 for 2-ended leaves was
solved by Blanc [19]. In the case of a Cantor space of ends, one should try to prove,
for the leaves in X0, a coarsely quasi-isometric version of Stallings’ description of
finitely generated groups with a Cantor space of ends, using amalgamated free
products or HNN extensions [95] (see also [21, Theorem 8.32]). A measure theoretic
version of such a description is given in [50, Theorem D]. The case of 1-ended leaves
is much more difficult.
Problem 3. Suppose that (X,F) is transitive (or minimal). Consider the
following equivalence relations on X:
(a) “x ∼ y if and only if Lx is coarsely quasi-isometric to Ly.”
(b) “x ∼ y if and only if Lx has the same growth type as Ly.”
(c) “x ∼ y if and only if Lx is differentiably quasi-isometric to Ly” (assuming thatF is differentiable).
Assume also that (X,F) satisfies the alternative (ii) of Theorem 1.2 in the case of
the relation (a), the alternative (ii) of Theorem 1.6 in the case of the relation (b),
and a similar alternative in the case of the relation (c). With the terminology of
Section 11.10.2, is any of these relations generically ergodic with respect to the
isomorphism relation on countable models? Is there any example where some of
them is classifiable by countable models?
As suggested by Hector, Problem 3 is especially interesting in the case of fo-
liations of codimension one, confronting it with their Poincare´-Bedixson theory
[64], [23]. The techniques from [9] may be useful to address Problem 3 (see Sec-
tion 11.10.4).
Problem 4. What can be said about the coarse cohomology and other coarse
algebraic invariants [84] of the generic leaf of a minimal foliated space?
Problem 5. It is not hard to show that the generic leaf of an exceptional
minimal set of a codimension one C2-foliation of a compact manifold has either one
end or a Cantor set of ends. (This is false in class C1.) A famous but unpublished
result of Duminy (see Cantwell-Conlon [29] for the statement and proof) states that
every semiproper leaf of an exceptional minimal set of a codimension one foliation
of class C2 has a Cantor set of ends. The natural conjecture is that the generic
leaf of an exceptional minimal set of a codimension one C2-foliation of a compact
manifold has a Cantor set of ends, cf. [24, Remark, page 131]. Cantwell and Conlon
have proved this and much more for a large class of exceptional minimal sets [30].
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