Combinatorial batch codes were defined by Paterson, Stinson, and Wei as purely combinatorial versions of the batch codes introduced by Ishai, Kushilevitz, Ostrovsky, and Sahai. There are n items and m servers each of which stores a subset of the items. It is required that, for prescribed integers k and t, any k items can be retrieved by reading at most t items from each server. Only the case t = 1 is considered here. An optimal combinatorial batch code is one in which the total storage required is a minimum. We establish an important connection between combinatorial batch codes and transversal matroids, and exploit this connection to characterize optimal combinatorial batch codes in case n = m + 1 and m + 2.
Introduction
In [7] , batch codes are defined as a way to model the efficient retrieval of n items of information distributed among m servers where any string of k items is retrievable by reading at most t items from each of the servers. Here each of the m servers is regarded as a string of items of information and the total length N of these m strings is to be as small as possible. In [9] batch codes in which decoding is simply reading, called replication-based batch codes in [7] , are considered, and this led the authors to a purely combinatorial notion. Let n, N, k, m, t be positive integers with k ≤ m ≤ n and t ≤ n. A combinatorial batch code with parameters (n, N, k, m, t) (abbreviated CBC, CBC(n, N, k, m, t), or CBC(n, k, m, t) if N is not specified) is a family B = (B 1 , B 2 , . . . , B m ) of m subsets, called the servers, of a set X = {x 1 , x 2 , . . . , x n } (the items) of cardinality n where The sets C 1 , C 2 , . . . , C m can be assumed to be disjoint, as each item need only be read from one server. The integer N is the total amount of information stored in the servers, and we call it the size of the CBC. The integer t serves to restrict the load on each server, thus balancing the load among the servers. The problem is to construct such CBCs with N as small as possible. A combinatorial batch codes with the minimum size N for the parameters n, k, m, t is called an optimal combinatorial batch code (abbreviated optimal CBC or optimal CBC(n, k, m, t)).
In [9] the authors, as do we, restrict attention to CBCs with t = 1 where the load on each server is at most 1, and we write CBC(n, N, k, m) and CBC(n, k, m) for such codes. As in [9] , N (n, k, m) designates the size of an optimal CBC(n, k, m) with t = 1.
A CBC(n, N, k, m) can be viewed as the m by n (0, 1)-matrix A = [a ij ] where A is the incidence matrix of the family B of subsets of X [9] . The rows of A correspond to the m sets B 1 , B 2 , . . . , B m (i.e. the servers) and the columns correspond to the n items x 1 , x 2 , . . . , x n . We have a ij = 1 if and only if x j ∈ B i . The size N is the number σ(A) of 1s in A. The combinatorial batch code property in terms of the matrix A is:
CBC-property: Given any set J of k columns of A, the m by k submatrix A J of A determined by the columns with index in J contains k 1s with no two of these 1s in the same row or column.
A collection of k 1s in A with no two of the 1s from the same row or column is called a k-diagonal of A. A k-diagonal of a matrix with exactly k rows is a diagonal 1 of that matrix. The term rank ρ(A) of the matrix A is the maximum integer k such that A has a k-diagonal. By the classical König-Egerváry theorem (see e.g. [6] ), the term rank ρ(A) is also the minimum number of rows and columns of A that contain all its 1s.
The combinatorial batch code property can be expressed as:
CBC-property restated: Every m by k submatrix of A has a k-diagonal.
Consider a family B = (B 1 , B 2 , . . . , B m ) of subsets of a set X = {x 1 , x 2 , . . . , x n }. A system of distinct representatives, abbreviated SDR, of B is a family (e 1 , e 2 , . . . , e m ) of distinct elements of X such that e i ∈ B i for each i = 1, 2, . . . , m. The set {e 1 , e 2 . . . . , e m } of elements in the SDR is a transversal of B. Thus a transversal of B is a set of m elements that can be ordered into an SDR of B. A partial transversal (abbreviated PT) of B is a transversal of a subfamily of B. Thus P ⊆ X of cardinality p is a PT of B if and only if there exists a subfamily
Let I be the collection of PTs of the family B in a CBC. It is well known that I is the collection of independent sets of a matroid M on X, called a transversal matroid (see e.g. [4, 8] ). The family of sets B is called a presentation of the transversal matroid M (see e.g. [1, 2, 3, 4, 5] ); in general, M has many presentations.
Let ρ be the rank function of the transversal matroid M; thus for F ⊆ X, ρ(F ) is the maximum cardinality of a PT contained in F , equivalently, the maximum cardinality of a PT of the family (B 1 ∩ F, B 2 ∩ F, . . . , B m ∩ F ). If the rank of the matroid is r, that is, ρ(X) = r, then M has a presentation by a family of r sets; in fact, any r sets of the family B with a transversal affords such a presentation. Usually, when one refers to a presentation of a transversal matroid of rank r, one means a presentation by a family of r sets. We also view the incidence matrix A of the family B as a presentation of M as it describes the family B in different terms. We thus refer to A as a (matrix) presentation of the CBC and of the corresponding transversal matroid. In a matrix presentation of an optimal CBC(n, k, m), each column has at most k 1s.
In summary, a CBC(n, N, k, m) corresponds to the tranversal matroid of a family B of m subsets of a set X of n elements in which every subset of X of cardinality k is independent; the size N is the sum of the cardinalities of the sets in B, equivalently, the number of 1s in its incidence matrix presentation. We defer further discussion of basic properties of matroids and of transversal matroids and their presentations until the next section where we prove an important property of presentations of optimal CBCs.
In [9] the following are proved:
(i) (n = m) N (m, k, m) = m: the matrix presentations of the optimal combinatorial batch codes are precisely the permutation matrices of order n.
(ii) (k = m) N (n, m, m) = mn − m(m − 1): a matrix presentation of an optimal batch code is the matrix
where J m,n−m is the m by n − m matrix of all 1s.
(iii) (n = m + 1) N (m + 1, k, m) = m + k: a matrix presentation of an optimal combinatorial batch code is the matrix
where u is any m by 1 matrix with k 1s. We give a very different proof of this in Theorem 3.1 and, in addition, characterize the optimal combinatorial batch codes.
: a matrix presentation of a CBC(n, k, m) which gives this equality is the m by n matrix with k − 1 copies of each of the m k−1 column vectors with (k − 1) 1s and m − (k − 1) 0s, whose remaining columns are any column vectors with k 1s and m − k 0s. If k = 2, then we get that N (n, 2, m) = 2n − m = m + 2(n − m).
Our contribution in this paper is the following: we first show that in an optimal CBC(n, m, k), each server contains at least one item, in fact, that a matrix presentation A of an optimal CBC(n, k, m) has term rank ρ(A) equal to m. We develop this important connection between CBCs and transversal matroids. We give a different proof of N (m + 1, k, m) = m + k which allows us to characterize all optimal CBC(m + 1, k, m)s. Using the connection between CBCs and transversal matroids, we determine N (m + 2, k, m), a question that was left open in [9] .
Combinatorial Batch Codes and their Transversal Matroids
We first observe that in a matrix presentation of a CBC, we may permute the rows freely (order the servers in any way) and permute the columns freely (order the items in any way). We often make use of this observation. If k = 1, then clearly N (n, m, k) = n and the incidence matrix of an optimal code is any m by n matrix with exactly one 1 in each column. In particular, all but one row may be zero rows. Thus only one server suffices for an optimal CBC code if k = 1. We henceforth assume that k ≥ 2.
Theorem 2.1 Let k, m, n be integers with 2 ≤ k ≤ m ≤ n. Let A be a matrix presentation of an optimal CBC(n, m, k), and let B = (B 1 , B 2 , . . . , B m ). Then ρ(A) = m and hence B has a transversal. In particular, a matrix representation of an optimal CBC(n, m, k) does not have a zero row.
Proof. By the König-Egerváry theorem, the 1s of A can be covered by r rows and s columns for some r and s with r + s = ρ(A). Without loss of generality we may assume that
where A 1 is r by n−s and A 2 is m−r by s. We have ρ(A 1 ) = r, for otherwise the rows and columns of A can be covered by less than ρ(A) rows and columns. Similarly, ρ(A 2 ) = s. Hence we may assume that A 1 has 1s on its r diagonal positions, and A 2 has 1s on its s diagonal positions. The optimality condition implies that the only 1s in A 2 are these s diagonal 1s and that A 12 = O r,s , since the s diagonal 1s of A 2 suffice for the first s columns in a CBC with the given parameters. Now suppose that ρ(A) < m. Then the last row of A 2 is a zero row and hence row m of A is a zero row. If any column of A 1 had two or more 1s, then we could replace all the 1s in that column with 0s and put a 1 in the corresponding column of row m of A and and obtain a presentation of a CBC(n, m, k) of smaller size, contradicting the optimality condition. Thus each column of A 1 , including the first r columns containing the diagonal 1s, contains exactly one 1. This implies that n − s = r, for otherwise A has two identical columns each with exactly one 1 and in the same row, and this contradicts the combinatorial batch code property since k ≥ 2. Since now
we have a contradiction. Thus ρ(A) = m.
We assume that the reader has some familiarity with matroids (see e.g. [8] ), although below we remind the reader of the meaning of the basic concepts. We review the necessary facts about transversal matroids and their presentations that we need for our discussion of optimal CBCs.
Let M be a matroid on a set X of rank r with rank function ρ. The bases of M are the maximal independent sets and they all have cardinality equal to r. The dual matroid M * of M is the matroid whose bases are the complements of the bases of M. Thus Y ⊆ X is independent in the dual provided that X \ Y contains a basis of M. A circuit of M is a set C ⊆ X such that C is dependent (that is, not independent) but C \ {x} is independent for each x ∈ C. A loop is a circuit of cardinality 1 and thus is not contained in any basis of M. A cocircuit of M is a circuit of the dual M * . A coloop is a cocircuit of cardinality 1 and thus is in every basis of M. The complements of the cocircuits of M are the hyperplanes of M. The hyperplanes of M are subsets H of X such that ρ(H) = r − 1 and ρ(H ∪ {x}) = r for all x ∈ X \ H. Hyperplanes are examples of flats of M , that is, subsets F of X such that ρ(F ∪ {x}) = ρ(F ) + 1 for every x ∈ X \ F . In general, a flat F is cyclic provided that ρ(F \ {z}) = ρ(F ) for all z ∈ F ; this is equivalent to saying that the matroid M restricted to F has no coloops. For more detailed information on matroids, see [8] .
In Theorem 2.1 we showed that if k ≥ 2, a matrix presentation of an optimal CBC(n, m, k) has term rank equal to m, and thus that the corresponding transversal matroid has rank m. Let B = (B 1 , B 2 , . . . , B m ) be a presentation of a transversal matroid M of rank m on a set X of cardinality n. The matroid M has, in general, many presentations by m sets, but it is known that there is a unique maximal
In contrast, the transversal matroid M may have many minimal presentations, where C = (C 1 , C 2 , . . . , C m ) is a minimal presentation of M provided that if any element is removed from any C i , the resulting family is not a presentation of M. In a minimal presentation C, the sets C i must be cocircuits of M, and as a result a minimal presentation is also called a cocircuit presentation. If C is a cocircuit of M and the hyperplane H = X \ C is cyclic, then C is a member of every minimal presentation. Although a transversal matroid M of rank m may have many cocircuit presentations, the cardinalities of the corcuits are invariant and indeed are the maximum cardinalities of the cocircuits contained in each set of the maximal presentation. More specifically, if
and this equals the maximum cardinality of a cocircuit contained in M i (i = 1, 2, . . . , m). Thus, in terms of the unique maximal presentation M, the multiset of cardinalities of the cocircuits in a cocircuit presentation of M are uniquely deter-mined and are the m numbers
in particular, their sum is an invariant and equals
More details on these facts about transversal matroids and their presentations can be found in [1, 2, 3, 4, 5] .
In the next theorem, we summarize the application of the preceding discussion to optimal CBCs.
Theorem 2.2 Let k, m, n be integers with
be the family of servers of an optimal CBC(n, k, m) whose set of items is X. Let M be the tranversal matroid of B whose maximal presentation is
Then B is a cocircuit presentation of M, and
Optimal Combinatorial Batch Codes
We first note that
This inequality holds since the m by n matrix
where U is any m by n−m (0, 1)-matrix with exactly k 1s in each column is a matrix presentation of a CBC(n, k, m). If k = m, this gives an optimal CBC(n, m, m) [9] whose size is m + m(n − m) = m(n − m + 1). The corresponding transversal matroid is a rank m transversal matroid on a set X of n elements in which every subset of size m is a basis, and every subset of X of size n − m + 1 is a cocircuit. Such matroids are called uniform matroids.
We now give a different, and we think, simpler and more natural proof of Theorem 6 in [9] which has as a byproduct a characterization of the optimal combinatorial batch codes CBC(m + 1, k, m). In our characterization we shall make use of the digraph associated with the off-diagonal entries of a matrix. A digraph is an in-arborescence with sink w provided that for each vertex u = w there is exactly one directed path from u to w; such a digraph is obtained from a rooted tree with root w by directing each edge towards the root w. The number of edges of an inarborescence is 1 less that the number of its vertices. If D is a digraph and F is a set of edges of D, then the digraph determined by the set of edges F has as edges, the edges in F , and as vertices, the vertices of the edges in F . (i) A has 1s in its m diagonal positions and has k off-diagonal 1s.
(ii) Each of columns 1, 2, . . . , m of A contains at most one off-diagonal 1.
(iii) the digraph D(A) of A determined by its k off-diagonal 1s is an in-arborescence whose sink is vertex m + 1.
Proof. Let A be a matrix presentation of a CBC(m + 1, k, m). By Theorem 2.1, we may assume that A has 1s in each of its m diagonal positions. It follows from the König-Egerváry theorem that since every m by k submatrix of A has a k-diagonal, A does not have a p by q zero submatrix with p + q = m + 1 and q ≤ k. The matrix A must have at least one 1 in column m + 1, say row t 1 contains a 1 in column m + 1. Thus in D(A) there is an edge from vertex t 1 to vertex m + 1. Now consider the m by 2 submatrix of A determined by columns t 1 and m + 1. At this point we have identified two 1s in this submatrix, namely the 1 in the diagonal position (t 1 , t 1 ) and the 1 in position (t 1 , m + 1). Since A cannot have a m − 1 by 2 zero submatrix, there must be a another 1 in this submatrix, say row t 2 = t 1 contains a 1 in column t 1 or column m + 1. Now consider the m by 3 submatrix of A determined by columns t 1 , t 2 , m + 1. We have four identified 1s in this submatrix, namely the 1s in positions (t 2 , t 2 ), (t 1 , t 1 ) and (t 1 , m + 1), and a 1 in either position (t 2 , t 1 ) or (t 2 , m + 1). The two off-diagonal 1s correspond to two edges of the digraph D(A), namely an edge from vertex t 1 to vertex m + 1, and either an edge from vertex t 2 to vertex t 1 or an edge from vertex t 2 to vertex m + 1. The four identified 1s in this m by 3 submatrix lie in rows t 1 and t 2 . Since A cannot have a m − 2 by 3 zero submatrix, there must be another 1 in this submatrix in a row t 3 = t 1 , t 2 . This gives an additional edge in D(A) from vertex t 3 to one of the vertices t 1 , t 2 , m + 1. Thus far we have constructed an in-arborescence in D(A) with vertex set t 1 , t 2 , t 3 , m + 1 whose sink is vertex m + 1. Continuing like this, we see that A has k off-diagonal 1s with at most one of these 1s in each of columns 1, 2, . . . , m and that these k 1s determine an arborescence in D(A) with sink at vertex m + 1 and with k edges. In particular, A has at least m + k 1s, and hence N (m + 1, k, m) ≥ m + k.
To complete the proof, we show that if the m by m + 1 (0, 1)-matrix A satisfies properties (i), (ii), and (iii) in the statement of the theorem, then A is a matrix representation of a CBC(m + 1, k, m). Suppose that A has a zero submatrix A[I, J] determined by the rows with index in I and the columns with index in J where |I| = p, |J| = q, p + q = m + 1, and q ≤ k. Since A has 1s in its m diagonal positions, the m by m submatrix containing these diagonal 1s cannot have such a p by q zero submatrix, and hence m + 1 ∈ J. After column permutations but with column m + 1 fixed, we may assume that A has the form
where A 1 is m − q + 1 by m − q + 1 and has 1s in its diagonal positions, A 2 is q − 1 by q − 1 and has 1s in its diagonal positions, and u is a column vector. If A 1 has an off-diagonal 1 in row i, then there can be no directed path from vertex i to vertex m + 1, contradicting property (iii). If A 21 contains a 1, necessarily an off-diagonal 1, we also contradict (iii). Thus all of the k off-diagonal 1s in A are in A 2 and u.
Thus the q by q matrix
contains k off-diagonal 1s and it follows from property (iii), that D(B) is an inarborescence on at most q vertices. Since q ≤ k and an in-arborescence with k edges has k + 1 vertices, this is a contradiction. Therefore, A is a matrix presentation of a CBC(m + 1, k, m).
One way to construct a CBC(m + 1, k, m) is to take as its matrix representation
where u is any (0, 1)-vector with k 1s. In this case, D(A) is the in-arborescence consisting of edges from k different vertices to vertex m + 1. This is the construction given in [9] .
It was left open in [9] to determine N (n, k, m) when n = m + 2. We show how to use the connection we have established between CBCs and transversal matroids to determine this number and to construct an optimal CBC(m + 2, k, m). By the bound in (1) , We now assume that k ≥ 3.
Consider a CBC(m + 2, k, m) with servers B = (B 1 , B 2 , . . . , B m ) and a set X of items with |X| = m + 2. Assume, as is true by Theorem 2.1 for optimal CBCs, that B has a transversal. Let M be the corresponding transversal matroid on X so that M has rank m. The dual matroid M * is a rank 2 matroid on M. Moreover, since M does not have any loops (elements not in any independent set), M * does not have any coloops. Not surprisingly, rank 2 matroids have a very simple structure which we now describe. We formulate our description in terms of the dual matroid M * of M and use usual matroid terminology.
So consider a rank m matroid M on the set X of cardinality m + 2, and its rank 2 dual matroid M * with no coloops. The cocircuits are characterized as follows.
There is a partition X 0 , X 1 , . . . , X p , X p+1 of X into p + 2 sets, with p ≥ 0, where A picture of a matroid of rank 2 on a set X of n = n 0 + n 1 + · · · + n p + n p+1 elements is given in Figure 1 . The elements in the sets X 1 , X 2 , . . . , X p are pictured as multiple points on a line. The n 0 elements of X 0 are the loops and are are off the line. The bases correspond to two points on the line not contained in a multiple point.
We now verify that every matroid on m + 2 elements of rank m is a transversal matroid. Let |X i | = n i for i = 0, 1, . . . , p, p + 1, where
We assume without loss of generality that n 1 ≥ n 2 ≥ · · · ≥ n p . Since the |X i | ≥ 2 for i = 1, 2, . . . , p, we have n p ≥ 2. Let
Lemma 3.2 With the above notation, the matroid M is a transversal matroid with maximal presentation
The maximum cardinalities of the cocircuits in a cocircuit presentation of M are, respectively,
Proof. It is straightforward to check that a set of m elements of X is a transversal of M if and only if it contains all of X 0 and at least n i − 1 elements from X i for each i = 1, 2, . . . , p. But these sets are precisely the bases of M as described above. Thus M is a transversal matroid. If we replace any X 0 in M by X 0 ∪ {w} where w ∈ X 0 , then the resulting family has a transversal not containing all of X 0 , and the resulting transversal matroid is not M. If for any i = 1, 2, . . . , p, we replace any X i in M by X i ∪ {w} with w ∈ X i , then the resulting family has a transversal missing two elements from X i and hence is not M. Therefore (3) is the maximal presentation of M. According to our description of the cocircuits of M, the cardinalities in (4) are the maximum cardinalities of the cocircuits in the sets of the maximal presentation M.
The sum of the cardinalities of the cocircuits in a cocircuit presentation of the transversal matroid in Lemma 3.2 is n 0 + 2(n 1 − 1) + 2(n 2 − 1) + · · · + 2(n p − 1) + 3q which, upon substituting q = n p+1 + p − 2, reduces to 2m − 2 − n 0 + n p+1 + p.
Thus to determine N (m + 2, k, m) we need to minimize (5) .
In order that a transversal matroid on a set X of m + 2 elements with rank m correspond to a CBC(m + 2, k, m), it is necessary and sufficient that every subset of X of size k is independent, and this is equivalent to the complement of a set of k elements not being entirely contained in any one of the sets X 0 ∪ X 1 , X 0 ∪ X 2 , . . . , X 0 ∪ X p or in a set of the form X 0 ∪ {e} where e is any element of X p+1 . Hence, every subset of size k is independent if and only if (i) p ≥ 1 and m+2−k ≥ n 0 +n i +1 (i = 1, 2, . . . , p) (because of our monotonicity assumption, this is equivalent to
Thus to determine the size of an optimal CBC(m + 2, k, m), we need to determine a transversal matroid of rank m on a set X of m + 2 elements for which, subject to
is minimum, equivalently, for which
is minimum.
Consider case (ii) in which p = 0 and so p + 1 = 1. Then n 0 + n 1 = m + 2, and (6) and (7) are smallest when n 0 = m − k giving
which is the bound in (2).
Now assume that p ≥ 1. If n p+1 ≥ 2, then (7) decreases if we increase p to p + 1, and replace X p+1 with X p+1 and X p+2 , where X p+1 is a subset of X p+1 of cardinality 2, and X p+2 = X p+1 \ X p+1 , so that |X p+2 | ≤ n p+1 − 2. Thus we may assume that n p+1 equals 0 or 1. Assume that n p+1 = 1. Then if p ≥ 2 we can replace X 1 by X 1 ∪ {a} where a is the unique element of X p+1 , making X p+1 empty, and this would decrease (7) . But if p = 1, then the unique element in X p+1 is in every basis of M * , a contradiction. Thus we may assume that n p+1 = 0 if p ≥ 1.
If the inequality condition in (i) is strict, that is, if n 0 + n 1 < m + 1 − k, we can take any element in X \ X 0 and put it into X 0 and decrease (7) and (6). Hence we may assume that
Substituting n 0 from (9) into (7) we have to minimize
equivalently, we have to minimize
Now the number of loops of the matroid M * is n 0 , and n 1 and p (and n 2 , . . . , n p )
are determined by partitioning a set of m + 2 − n 0 elements into p sets the largest of which has cardinality equal to n 1 . So to minimize (10), we should take
and thus we need to minimize
as a function of n 1 . Elementary calculus shows that the minimum value is achieved at n 1 = √ k + 1 but this is not an integer in general and the minimum value is also not an integer in general.
Note that substituting n p+1 = 0 in (6) and using (9) and (11), our quantity (6) to be minimized for an optimal CBC(m + 2, k, m) becomes
So consider the functions
where C is an integer. The minimum value of f (x) is achieved at x = √ C. Since f (x) is decreasing on the interval (0, √ C) and increasing on ( √ C, ∞), g(x) is nonincreasing on 0, √ C and nondecreasing on √ C , ∞ . If C is a perfect square, then g(x) achieves its minimum value at x = √ C. Otherwise, g(x) achieves its minimum value at one of √ C or
We argue this as follows:
If C = r 2 for some integer r, then this is clear. Suppose first that r 2 < C ≤ r(r + 1) for some integer r. Then r < √ C < r + (1/2) and so the minimum value of g(x) occurs at r or r + 1. We have r < C r ≤ r + 1, and so C r = r + 1.
we also have
≤ r, and so C r + 1 = r.
Hence g(r) = g(r + 1) = 2r + 1 = 2 √ C is the minimum value of g(x) in this case, occurring at both r and r + 1.
Now suppose that r(r − 1) < C ≤ r 2 − 1 for some integer r. Then r − (1/2) < √ C ≤ r and so the minimum value of g(x) occurs at r or r − 1. We have
, and so C r = r.
We also have r < C r − 1 ≤ r 2 − 1 r − 1 = r + 1, and so C r − 1 = r + 1.
Hence
is the minimum value in this case, occurring at both r − 1 and r. Therefore the minimum occurs at r and r + 1 in case r 2 < C ≤ r(r + 1), and at r − 1 and r in case r(r − 1) < C ≤ r 2 − 1. Thus the minimum value of (13) is
Finally, we note that the minimum size (8) occurring when p = 0 equals that in (14) if k = 2 and exceeds (14) if k ≥ 3. Hence we have proved the following theorem. A matrix representation of this CBC is given in Figure 2 . 
Finally, we make some observations about the CBCs constructed in [9] . Recall that if n ≥ (k − 1) , and let M be the corresponding transversal matroid on the column indices 1, 2, . . . , n of A. We assume that k > 2 because if k = 2, then A = I m . The number of 1s in each row of A is
Since we have an optimal CBC(n, k, m), for each row of A the columns corresponding to the 1s in the row is a cocircuit of M, and all these cocircuits have cardinality α. The complement H of one of these cocircuits C is a hyperplane of M. It is straightforward to check that if e is any element of H, the rank of H \ {e} equals m − 1, the same as the rank of H. This means that H is a cyclic hyperplane and hence that C is a set in every presentation of M. It thus follows that up to row and column permutations, A is the unique matrix presentation of an optimal CBC(n, k, m), that is, up to labeling the servers and items, there is a unique optimal CBC(n, k, m) when n = (k − 1)
.
