Advancement of 31P Magnetic Resonance Spectroscopy Using GRAPPA Reconstruction on a 3D Volume by Clevenger, Tony
Purdue University
Purdue e-Pubs
Open Access Dissertations Theses and Dissertations
January 2015
Advancement of 31P Magnetic Resonance




Follow this and additional works at: https://docs.lib.purdue.edu/open_access_dissertations
This document has been made available through Purdue e-Pubs, a service of the Purdue University Libraries. Please contact epubs@purdue.edu for
additional information.
Recommended Citation
Clevenger, Tony, "Advancement of 31P Magnetic Resonance Spectroscopy Using GRAPPA Reconstruction on a 3D Volume" (2015).
Open Access Dissertations. 1345.
https://docs.lib.purdue.edu/open_access_dissertations/1345





This is to certify that the thesis/dissertation prepared 
By  
Entitled 
For the degree of 
Is approved by the final examining committee: 
To the best of my knowledge and as understood by the student in the Thesis/Dissertation  
Agreement, Publication Delay, and Certification Disclaimer (Graduate School Form 32), 
this thesis/dissertation adheres to the provisions of Purdue University’s “Policy of  
Integrity in Research” and the use of copyright material. 
Approved by Major Professor(s): 
Approved by: 
   Head of the Departmental Graduate Program     Date 
TONY CLEVENGER












ADVANCEMENT OF 31P MAGNETIC RESONANCE SPECTROSCOPY USING
GRAPPA RECONSTRUCTION ON A 3D VOLUME
A Dissertation





In Partial Fulfillment of the







For my loving parents, David and Amanda Clevenger, and my beautiful wife, Jamie
Clevenger.
I love you all
iii
ACKNOWLEDGMENTS
I wish to thank Dr. Andrew Hirsch and Dr. Ulrike Dydak in their support
and encouragement through this journey. They took me in, a floundering graduate
student, and turned me into the candidate I am today. I will be forever grateful for
all that you both of done for me. I would also like to thank Dr. Anshuman Panda
and Dr. Scott Jones for their help and guidance with this project. They laid the
groundwork for my success and I cannot thank them enough!
To all the technical sta↵ and faculty at the Indiana University School of Medicine,
Indianapolis, IN. Specifically I would thank Michele Beal, Traci Day, Rob Bryant,
Scott Persohn, and Courtney Robbins. Without their hard work and persistence this
work would have been stalled long ago and we would not be where we are today.
Thank you.
I would also like to recognize my friends and support at Purdue University. These
last seven years have had their ups and downs, but through all of it, we were there
for each other. I cannot express the comfort I have found from them while they lent
me their support and guidance. They have also made the time here an enjoyable one,
whether it was staying in and playing games or going out on the town for a night out.
I could not have made it this far without them. Thank you.
I would thank my wife, Jamie Clevenger, for her support through these trying
times. She has been my rock through these tough times and long nights. She has
had more patience than should be asked for and I am forever grateful. Thank you,
my love.
And finally, to my parents. Thank you for sacrificing all that you have to allow me
to get to where I am today. Thank you for lending me the support that only parents
can give. Thank you for encouraging me, even as the years dragged on. Thank you
for all of the lessons you’ve taught me throughout the years that have gotten me this
iv
far. Thank you a thousand di↵erent ways. But most importantly, thank you for being




LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
ABBREVIATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
NOMENCLATURE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
GLOSSARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
1 Introduction and Background . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Specific Aims . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 31P MRS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2.1 Challenges with 31P MRS . . . . . . . . . . . . . . . . . . . 5
2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 k-space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 SMASH Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 AUTO-SMASH Review . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 GRAPPA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1 Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.1 31P/1H Coil and Scanner . . . . . . . . . . . . . . . . . . . . 19
3.1.2 Developmental Phantoms . . . . . . . . . . . . . . . . . . . 21
3.1.3 Healthy Volunteers . . . . . . . . . . . . . . . . . . . . . . . 22
3.2 Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2.1 3D GRAPPA . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Quantification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4 GRAPPA Validation . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1 Phantom Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1.1 Phantom GRAPPA Reconstruction Implementation . . . . . 34
4.1.2 SNR and E↵ective Voxel Size . . . . . . . . . . . . . . . . . 37
4.1.3 Artifacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 in-vivo Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2.1 in-vivo GRAPPA Reconstruction Implementation . . . . . . 43
vi
Page
4.2.2 in-vivo SNR Results . . . . . . . . . . . . . . . . . . . . . . 45
4.2.3 in-vivo Artifacts . . . . . . . . . . . . . . . . . . . . . . . . . 47
5 Discussion and Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
A Large Figures from Results . . . . . . . . . . . . . . . . . . . . . . . . . . 56
B MRI Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
B.1 Quantum Mechanics Review . . . . . . . . . . . . . . . . . . . . . . 66
B.2 Single spin-12 Particle . . . . . . . . . . . . . . . . . . . . . . . . . . 69
B.3 External RF Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
B.4 Chemical Shift . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
B.5 Density Operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
B.6 Magnetization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
B.7 Relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
C Introduction to the Scanner . . . . . . . . . . . . . . . . . . . . . . . . . 89
LIST OF REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96




1.1 Chemical shift positions of 31P metabolites in the liver . . . . . . . . . 3
1.2 NMR Isotope Properties . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1 Sample ACS region of k-space matrix . . . . . . . . . . . . . . . . . . . 16
3.1 List of scan parameters for clinical 3D 31P MRS acquisition . . . . . . 24
3.2 List of scan parameters for GRAPPA 3D 31P MRS acquisitions . . . . 25
A.1 Anatomical, Pi metabolite maps, and overlaid images of the Polly phantom 57
A.2 Anatomical, Pi metabolite maps, and overlaid images of Polly . . . . . 58
A.3 Anatomical, Pi metabolite maps, and overlaid images of Polly . . . . . 59
A.4 Anatomical, PCr metabolite maps, and overlaid images of HVOL1 . . . 60
A.5 Overlaid images of the baseline, ky undersampling with no reconstruction,
and ky reconstruction metabolite maps with anatomical images . . . . 61
A.6 Anatomical, PCr metabolite maps, and overlaid images of HVOL2 . . . 62
A.7 Overlaid images of the baseline, ky undersampling with no reconstruction,
and ky reconstruction metabolite maps with anatomical images . . . . 63
A.8 Overlaid images of the baseline, 2D undersampling with no reconstruction,
and 2D reconstruction metabolite maps . . . . . . . . . . . . . . . . . . 64
A.9 Spectral fitting of baseline scans compared to GRAPPA reconstructed




1.1 ATP and it’s associated 31P MRS spectrum . . . . . . . . . . . . . . . 4
2.1 k-space visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Foldover visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Visualization K-space properties . . . . . . . . . . . . . . . . . . . . . . 10
2.4 2D Movement through a k-space matrix . . . . . . . . . . . . . . . . . 12
2.5 Filling the k-space matrix with the use of gradients . . . . . . . . . . . 13
2.6 A 2D schematic for k-space under sampling . . . . . . . . . . . . . . . 17
3.1 31P/1H coil schematic . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Fiducial marker images . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Eight axial images of the Polly phantom . . . . . . . . . . . . . . . . . 21
3.4 Eight axial images of the first volunteer, HVOL1 . . . . . . . . . . . . . 22
3.5 Eight axial images of the second volunteer, HVOL2 . . . . . . . . . . . 23
3.6 Combining protocols for various undersampling and reconstruction schemes 25
3.7 Di↵erent k-space acquisition schematics . . . . . . . . . . . . . . . . . . 27
3.8 Fully weighted, 3D k-space acquisition . . . . . . . . . . . . . . . . . . 28
3.9 3D undersampling in two dimensions . . . . . . . . . . . . . . . . . . . 29
3.10 Di↵erent k-space reconstruction steps . . . . . . . . . . . . . . . . . . . 30
3.11 Spectra before and after preprocessing . . . . . . . . . . . . . . . . . . 31
3.12 Spectra fitting results with overlaid estimate . . . . . . . . . . . . . . . 32
4.1 Voxels of interest for foldover artifacts for the Polly phantom . . . . . . 35
4.2 GRAPPA reconstruction comparisons of slice 5 from Polly phantom . . 36
4.3 Pi signal reconstruction comparison using ky and 3D GRAPPA reconstruc-
tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.4 Average SNR and average SNR per second using GRAPPA reconstructions 38
ix
Figure Page
4.5 E↵ective voxel size for conventional and GRAPPA acquisitions . . . . . 39
4.6 Foldover reduction comparison of the Pi signal using ky and 3D GRAPPA
reconstruction of the Polly phantom . . . . . . . . . . . . . . . . . . . 40
4.7 Voxels of interest for foldover artifacts for HVOL1 . . . . . . . . . . . . 41
4.8 Voxels of interest for foldover artifacts for HVOL2 . . . . . . . . . . . . 42
4.9 Reconstruction amplitude ratios for HVOL1 and HVOL2 using di↵erent
GRAPPA reconstructions . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.10  -ATP metabolite maps of slices 2 through 7 using conventional and 2D
GRAPPA reconstruction acquisitions for HVOL2 . . . . . . . . . . . . 44
4.11 Conventional and 2D GRAPPA reconstructed spectra for HVOL2 . . . 45
4.12 Average SNR and SNR per second of HVOL1 . . . . . . . . . . . . . . 46
4.13 Average PCr SNR per second for both HVOL1 and HVOL2 . . . . . . 46
4.14 Foldover artifact reduction of PCr signals from HVOL1 and HVOL2 using
GRAPPA reconstructions . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.15 Large versions of metabolite overlay maps for baseline, ky undersampling,
and ky reconstruction for both HVOL1 and HVOL2 . . . . . . . . . . . 48
4.16 in-vivo spectra artifacts . . . . . . . . . . . . . . . . . . . . . . . . . . 49
B.1 Aligned vs anti-aligned molecules . . . . . . . . . . . . . . . . . . . . . 80
B.2 Mtrans visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
B.3 Energy absorption of RF pulse . . . . . . . . . . . . . . . . . . . . . . 83
B.4 180  RF pulse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
C.1 Magnetic moments of the sample to point along the direction of B0 . . 89
C.2 Magnetic gradients are formed using coils within the scanner . . . . . . 90
C.3 Superposition of magnetic fields produces magnetic gradients . . . . . . 90
C.4 Four arcs of current produce the gradient seen here . . . . . . . . . . . 91
C.5 A gradient changes the precessional frequency about B0 . . . . . . . . . 92
C.6 Slice selective gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
C.7 FEG visualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
C.8 PEG a↵ects the phases of the molecules as a function of time . . . . . 94
C.9 PEG signal visualization . . . . . . . . . . . . . . . . . . . . . . . . . . 95
xABBREVIATIONS
GRAPPA Generalized Autocalibrating Partially Parallel Acquisitions
SMASH SiMultaneous Acquisition of Spatial Harmonics
AUTO-SMASH AUTOmatic-SMASH
MRS Magnetic Resonance Spectroscopy
MRI Magnetic Resonance Imaging
NMR Nuclear Magnetic Resonance
HCC Hepatocellular Carcinoma
SBRT Stereotactic Body Radiation Therapy






FOV Field of View
ROI Region of Interest
ACS Auto-Calibration Signal







PSF Point Spread Function
xi
RF Radio Frequency
CSI Chemical Shift Image
CT Computerized Tomography
SEG Slice Encoding Gradient
FEG Frequency Encoding Gradient
PEG Phase Encoding Gradient
FT Fourier Transform
US Undersample
ACR American College of Radiology
xii
NOMENCLATURE
Anterior Front of the body
Posterior Back of the body
Sagital View View from side-to-side
Coronal View View from chest-to-back or back-to-chest
Axial/Transverse View View along the body from head-to-toe or toe-to-head
Voxel 3D pixel; also a volume element for spectroscopic positioning
Isocenter The central position of the scanner with a homogeneous B0 field
xiii
GLOSSARY
Resection Removal of tissues or organs
T1 Spin-lattice interaction time constant; decay time constant due
to interaction between spins and lattice
T2 Spin-spin interaction time constant; decay time constant due to
interactions with other spins
T2* Modified spin-spin interaction time constant; Similar to T2 but
also takes into account field inhomogeneities
Phantom A container containing a controlled substance in which to test
new sequences without the risk of harming a living subject
B0 The main magnetic field produced in the bore of the scanner
Mlong The component of the magnetization vector that points along the
B0 field
Mtrans The component of the magnetization vector that is perpendicular
to the B0 field
PSF A measure of the quality of the localization of a signal
xiv
ABSTRACT
Clevenger, Tony Ph.D., Purdue University, August 2015. Advancement of 31P Mag-
netic Resonance Spectroscopy Using GRAPPA Reconstruction on a 3D Volume. Ma-
jor Professors: Andrew Hirsch and Ulrike Dydak.
The overall objective of this research is to improve currently available metabolic
imaging techniques for clinical use in monitoring and predicting treatment response to
radiation therapy in liver cancer. Liver metabolism correlates with inflammatory and
neoplastic liver diseases, which alter the intracellular concentration of phosphorus-
31 (31P) metabolites [1]. It is assumed that such metabolic changes occur prior
to physical changes of the tissue. Therefore, information on regional changes of
31P metabolites in the liver, obtained by Magnetic Resonance Spectroscopic Imaging
(MRSI) [1,2], can help in diagnosis and follow-up of various liver diseases. Specifically,
there appears to be an immediate need of this technology for both the assessment
of tumor response in patients with Hepatocellular Carcinoma (HCC) treated with
Stereotactic Body Radiation Therapy (SBRT) [3–5], as well as assessment of radiation
toxicity, which can result in worsening liver dysfunction [6]. Pilot data from our
lab has shown that 31P MRSI has the potential to identify treatment response five
months sooner than conventional methods [7], and to assess the biological response of
liver tissue to radiation 24 hours post radiation therapy [8]. While this data is very
promising, commonly occurring drawbacks for 31P MRSI are patient discomfort due
to long scan times and prone positioning within the scanner, as well as reduced data
quality due to patient motion and respiration. To further advance the full potential
of 31P MRSI as a clinical diagnostic tool in the management of liver cancer, this PhD
research project had the following aims:
xv
I) Reduce the long acquisition time of 3D 31P MRS by formulating and imple-
menting an appropriate GRAPPA undersampling scheme and reconstruction
on a clinical MRI scanner
II) Testing and quantitative validation of GRAPPA reconstruction on 3D 31P
MRSI on developmental phantoms and healthy volunteers
At completion, this work should considerably advance 31P MRSI as a clinical diagnos-
tic tool for liver cancer, and potentially other cancer types, by reducing the amount
of time needed to get relevant data for treatment e cacy of SBRT patients. Imple-
mentation of this work into our ongoing clinical study will further provide insights
into whether the 31P MSRI method can be an early predictor of normal tissue toxicity
and/or treatment response.
11. Introduction and Background
1.1 Specific Aims
The increase in liver cancer in the last few years [9] has amplified the need to mon-
itor cancer treatment in the liver. Currently, the method for monitoring a patient’s
response consists of observing the change in size of a tumor after an appropriate
amount of time (3-6 months) using the RECIST criteria [10]. It has been proposed
that use of phosphorous-31 magnetic resonance spectroscopy (31P MRS) [1, 7, 11, 12]
can be a suitable biomarker for liver response, post radiation treatment. The recent
primary focus of this group is cancer treatment by Stereotactic Body Radiation Ther-
apy (SBRT) [13–16] and studying the e cacy of treatment response. The purpose of
this work is to advance the field of 31P MRS in hopes of making 31P MRS a viable
option for clinical usage in monitoring a patient’s response to radiation therapy. This
has been achieved through the following two specific aims:
I ) Reduce the long acquisition time of 3D 31P MRS by formulating and imple-
menting an appropriate GRAPPA undersampling scheme and reconstruction
on a clinical MRI scanner
II ) Testing and quantitative validation of GRAPPA reconstruction on 3D 31P
MRSI on developmental phantoms and healthy volunteers
1.2 31P MRS
Our group is proposing to use MRS as a faster way to determine treatment e cacy,
motivated by the fact that the metabolism of a tumor should change faster than the
physical characteristics of the tumor [17–19]. This is the motivating hypothesis of
our 31P liver studies and has been shown to be accurate thus far [7, 8, 20–22].
2In-vivo MRS can be done on any nuclei that contain an odd number of protons and
are abundant within a body. Commonly used nuclei are: hydrogen-1 (1H), carbon-13
(13C), phosphorous-31 (31P), sodium-23 (23Na), potassium-39 (39K), and fluorine-
19 (19F) [23]. Table 1.2 show some common NMR properties of di↵erent nuclei.
31P metabolites naturally occur as part of the human body’s metabolism, making
it a viable candidate for the study of the metabolism of tumorous tissue. Another
benefit for using 31P is the broad chemical shift range of 31P resonances ( 30 ppm)
on the frequency spectrum, which enable clean and easy identification of 31P peaks
[23]. Therefore, this study focuses on 31P nuclei, particularly on certain phosphates
and metabolites found in the human liver. Specifically, we focus on the following
seven metabolites: ↵-ATP (alpha adenosine triphosphate),  -ATP (beta adenosine
triphosphate),  -ATP (gamma adenosine triphosphate), PCr (phosphocreatine), Pi
(inorganic phosphate), PME (phosphomonoester), and PDE (phosphodiester). A
brief description of each of these molecules follows:
Table 1.2 shows the chemical shift positions of the 31P metabolites that will be
studied here. ATP (pictured in Figure 1.1) is considered the metabolic ”currency” of
energy within the body. This molecule will produce three peaks in a 31P spectrum
corresponding to the three phosphate sites: ↵,  , and  . Inorganic phosphate (Pi)
is one of the products of metabolic chemical reactions that involve the breakdown
of ATP, along with adenosine diphosphate (ADP). Note that ADP resonances are
not shown in the in-vivo spectra because of their close proximity to the  -ATP and
the ↵-ATP resonances and thus cannot be distinguished from these peaks [23–25].
Consequently, though, the ADP peaks do contribute to the broadening of the  -ATP
and ↵-ATP peaks. Phosphocreatine (PCr) is a associated with areas of the body that
contain muscle. It tends to act as a metabolic energy bu↵er, creating or breaking down
ATP as needed. Note that since the liver is not a muscle, there should be no PCr
found within the liver itself. Any PCr seen inside of voxels in the liver is a sign of
signal bleeding.
3Table 1.1
Approximate chemical shift positions of metabolites found in the liver, as
stated in [23]. All shifts are referenced to PCr.









*Location is averaged for contributions from
PC and PE
(5.88+6.78)/2
**Location is averaged for contributions
from GPC and GPE
(3.20+2.76)/2
Phosphodiesters (PDE) and Phosphomonoesters (PME) are two peaks that do not
associate with one metabolite in particular, but, instead, refers to a mix of compounds
at a specific chemical shift [2]. In tumors, PDE signals correspond to glycerophos-
phocholine (GPC) and glcerophosphoethanolamine (GPE) and suggest cell membrane
degradation products [1]. PME signals, on the other hand, correspond to phospho-
choline (PC) and phosphoethanoamine (PE) and tend to represent phospholipid cell
membrane precursors [2].
It has been found that the signal from the PME and PDE peaks di↵er between
cancerous and healthy tissue [26,27]. The PME level has been shown to increase while
the PDE level appears to decrease [19] when compared to a healthy subjects. It has







(b) Typical spectrum from a single voxel
Figure 1.1. Adenosine triphosphate (ATP), with the three 31P nuclei
(↵,  , and  ) that give rise to the three peaks associated with the ATP
molecule. The associated peaks are seen in the given spectrum.
subjects [28]. Thus, it appears that the naturally occurring phosphometabolites found
within the liver can serve as a biomarker for treatment response much earlier than the
physical properties of the tumor [29]. Figure 1.1(b) shows a typical spectrum from a
single voxel of a 3D 31P MRS scan.
5Table 1.2
Di↵erent NMR properties with di↵erent isotopes. Information in this table
















1H 12 26.752 100.000 127.66 99.985 1.00
13C 12 6.728 25.145 32.1 1.108 1.76x10
 4
19F 12 25.181 94.094 120.12 100 0.834
23Na 32 7.080 26.466 33.79 100 9.27x10
 2
31P 12 10.841 40.481 51.678 100 6.65x10
 2
The most commonly used coils for 31P MRS studies are surface coils. Surface coils
are only sensitive to a region over the areas of the coils and to a depth within the
subject approximately equal to the diameter of the coil [30]. Using these surface coils,
only small portions of the liver can be viewed at a time and no tumors deep within the
liver can be seen. Surface coils have a high Signal-to-Noise-Ratio (SNR), but provide
no information on the depth of what is seen. To achieve sampling of the whole liver
and to obtain spatially resolved information on healthy and cancerous tissue, an 8
channel, phased array coil has been used [20]. This coil was specifically developed by
Dr. Ulrike Dydak’s group in conjunction with Stark Contrast MRI Coils Research
from Erlangen, Germany. Technical details of this coil will be covered in Chapter 3,
discussing the experimental setup.
1.2.1 Challenges with 31P MRS
31P MRS has a low sensitivity when compared to 1H MRS. To account for this,
many di↵erent averages are sampled during a scan. This allows us to obtain a higher
SNR. Unfortunately, since each average takes approximately one second, the length
6of a typical scan can quickly increase. In this case, where scans cover the whole
liver, the scan times of conventional acquisitions are approximately 30 minutes. This
increase in time leads to further complications: patient discomfort and respiratory
motion artifacts. Thus, one of the reasons that 31P MRS is not used as a clinical tool
is the amount of time needed to acquire data. Other techniques such as weighted k-
space scans, spiral acquisitions, and parallel spectral imaging have been developed to
reduce the amount of scan time needed [23,31,32]. Recently, our group has developed
a parallel imaging approach to reduce the amount of time needed for a scan [21].
The long scan times of 31P MRS also tends to cause reproducibility problems due
to respiration. Typically, since 1H MRS tends to be much shorter than 31P MRS,
respiratory motion artifacts are not a concern. However, respiration during a long
scan will lead to variability in the data due to voxel shifting, thus leading researchers
to believe the ROI (region of interest) is in one place, while in fact it’s in another due to
the expansion and contraction of the lungs and diaphragm. In the case of this research,
the tumor can be physically displaced to di↵erent locations during respiration because
of this. Clearly there is a need to speed up the 31P MRS acquisition time to reduce
the amount of variation due to patient motion and respiration, which will be the topic
discussed throughout the remainder of this work.
72. Theory
(Please see Appendix B for a thorough derivation of the MRI physics used)
2.1 k-space
k-space is often used in physics and especially when doing imaging or spectroscopy.
The concept of k-space has maintained a firm foothold in the field of MRS and MRI
with it’s ability to easily convey ideas that would be hard to do in real/image space.
Data obtained with MR is stored in what is called the k-space matrix. This
matrix is divided into bins and has coordinates given by (kx, ky, kz) which are the
given frequencies in the x, y, and z directions of k-space, respectively. The limits of
the k-space dimensions would be given by ±fmax,x in the kx direction, ±fmax,y in the
ky direction, and ±fmax,z in the kz direction. The separation between these points in











which is easily seen when we look at Figure 2.1.
Here we see the inverse relationship that exists between real space and k-space.
The resolution in real space is determined by the FOV in k-space while the resolution
in k-space is determined by the FOV in real space. We see that if we were to increase
our k by 2, then we would decrease our FOV by half. This leads to fold-over artifacts
and is a common concern when dealing with accelerating the acquisition time of MR
data through under sampling the points of k-space. Figure 2.2 shows an example of
”fold-over” artifacts for a decrease of collected points in the ky direction. A ”fold-
8Figure 2.1. k-space is featured on the left and real/image space is on the
right. Each grey dot on the left represents a k-space matrix data point and
the kx resolution is determined by the distance (in Hz or ppm) between
each dot. The x-resolution in the real space is determined by the size of
each box. Think of each box as a pixel on a screen.
over” artifact is one in which the image appears to have been folded over on itself.
The center of k-space holds the highest density of information and contains the
contrast of the image while the larger frequencies, near the edge of the k-space matrix,
provide the resolution and detail of the image [31]. This is easily understood when
one thinks of the classic example of the Fourier Transform of a square wave. To get
the sharp edge details, we need to add in higher and higher frequencies, with smaller
amplitudes. This corresponds directly to our model of k-space: the brighter the spots,
the bigger the amplitudes and the farther from the center, the higher the frequencies
used. Thus, we see that the center of k-space holds the contrast information and most
of the information, while the edges of k-space hold the finer, detailed information.
See Figure 2.3 for a look at a fully sampled k-space and the resulting image after
removal of the central region of k-space.
9(a) Full FOV (b) FFT of image in Figure 2.2(a)
(c) Decreased real/image space FOV (d) FFT of image in Figure 2.2(a) with
periodic removal of kx lines in k-space
Figure 2.2. When working with MRI’s, it is convenient to think of the im-
age as repeating periodically throughout image space. If the data sampling
density in the ky direction is decreased (sampling less k-space points), then
the FOV in real space is decreased, causing ”fold-over” artifacts. To ob-
tain Figure 2.2(d) every 6th line has been removed from Figure 2.2(b).
Once Figure 2.2(d) has been fourier transformed, we obtain Figure 2.2(c)
which shows the folder artifacts.
As mentioned in Appendix C, gradients allow us to ”travel” through k-space so
that the k-space information matrix can be filled in. In particular, the area under
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(a) FFT of the liver in Figure 2.3(b) (b) Real Space image of a human liver
(c) Center region of k-space has been re-
moved
(d) Image of the liver after the center of
k-space has been removed
Figure 2.3. A full sampling of k-space as seen in Figure 2.3(b) yields the
image of the liver as seen in Figure 2.2(a). The center of k-space is bright
and the intensity decreases as we move out from the center. The center
holds the most information since it corresponds to the lower frequencies
and can be considered the ”first order” representations, while the outer
edges of k-space holds the finer details, the ”higher order” representations.
Figure 2.3(c) shows the center of k-space removed, limiting the informa-
tion held in k-space. We see that the last image, Figure 2.3(d), has been
blurred due to the removal of the low frequencies, corresponding to the
detail contained within the center of k-space.
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the gradient curve will tell the position in k-space. Thus, applying a small gradient
for a long time or applying a large gradient for a short time will result in the same
movement through k-space. Specifically, two types of gradients are used: the Fre-
quency Encoding Gradient (FEG) and the Phase Encoding Gradient (PEG). More
information about these can be found in the Appendix. Typically, the scanner starts
in the center of k-space as seen in Figure 2.4. When a negative FEG (Gx) is applied,
the scanner has moved in the negative kx direction. If a positive x gradient had been
applied, we would have moved in the positive kx direction.
A more realistic and useful pulse sequence is shown in Figure 2.5. This is a
standard spin-echo sequence in which we flip the magnetization by 90  and then a
short time later the nuclei is flipped by 180  obtaining the ”echo” signal used to form
images. At each point in the k-space matrix, the real and imaginary parts of the
complex signal are recorded.
Below are the main points from papers on SMASH, AUTO-SMASH, and GRAPPA
[33–35].
2.2 SMASH Review
In a 3D volume, V, the signal S(kx, ky, kz) obtained can be given by:
S (kx, ky, kz) =
ZZZ
V
dx dy dz C(x, y, z) e i(kxx+kyy+kzz) ⇢ (x, y, z) (2.2)
where C is the coil sensitivity for a single coil, ⇢ is the spatial distribution of the MRS
molecules, kx =  Gxtx, ky =  Gyty, and kz =  Gztz,   is the gyromagnetic ratio,
and tx, ty, and tz are the times within the magnetic field gradients Gx, Gy, and Gz,
respectively. When using a multi-coil array with L coils, the coil sensitivity becomes:
C(x, y, z)! Ccomp0 (x, y, z) =
LX
l=0

















(b) After applying a FEG, the position within the k-space matrix
moves in the kx direction (a negative gradient is shown here) in pro-








(c) The same ideas can be applied to move through the other Cartesian
directions of k-space using both FEG’s and PEG’s.
Figure 2.4. Movement through the k-space matrix is done with gradients.
The position within the matrix depends on the area under the gradient
curve, and thus depends on both the strength and duration of the applied
gradient. Shown here is one sequence of FEG’s and PEG’s to move a
desired location in the k-space matrix.
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positionally dependent phase shift at each posmon along the applied phase
encode direction (Fig. 15-11). Protons at the center of the FOV (PEG null) do
not experience any phase shift. Protons located furthest from the null at the edge
of the FOV gain the maximum positive phase shift with the largest positive gra-
dient, no phase shift with the "null" gradient, and maximum negative phase shift
with the largest negative gradient. Protons at intermediate distances from the null
experience intermediate phase shifts (positive or negative). Thus, each location
along the phase encode axis is spatially encoded by the amount of phase shift.
Decoding the spatial position along the phase encode direction occurs by
Fourier transformation, only after all of the data for the image have been collected.
Symmetry in the frequency domain requires detection of the phase shift direction
(positive or negative) to assign correct position in the final image. Since the PEG is
incrementally varied throughout the acquisition sequence (e.g., 128 times in a 128
X 128 MR image), slight changes in position caused by motion will cause a corre-
sponding change in phase, and will be manifested as partial (artifactual) copies of
anatomy displaced along the phase encode axis.
Gradient Sequencing
A spin echo sequence is illustrated in Fig. 15-12, showing the timing of the gradi-
ents in conjunction with the RF excitation pulses and the data acquisition during
the evolution and decay of the echo. This sequence is repeated with slight incre-
mental changes in the phase encode gradient strength to define the three-dimen-
sions in the image.
TR &--
900 1800 900
RF ~ Jv- ,~ Excite protons
SEG Localize (z)
PEG <) Localize (y)
FEG II Localize (x)
Echo JIv. Generate echo
DAQ ii!!!!!NI!!!!!!!! Acquire data
~ TE -
FIGURE 15-12. A typical spin-echo pulse sequence diagram indicates the timing of
the SSG, PEG, and FEG during the repetition time (TR) interval, synchronized with
the RFpulses and the data acquisition (DAQ) when the echo appears. Each TR inter-
val is repeated with a different PEG strength (this appears as multiple lines in the
illustration, but only one PEGstrength is applied as indicated by the bold line in this
example).
Figure 2.5. The applied PEG and FEG gradients are shown here. During
the 90  excitation, the slice gradient is applied simultaneously and allows
the appropriate section/slice of nuclei to be excited. The PEG and FEG
move through the k-space matrix, filling it with the information from the
acquired signal. Here, the FEG is considered the readout gradient and
is applied during the echo acquisition to achieve spatial encoding. The
PEG, as demonstrated in Figure 2.4, moves through the ky direction and
has di↵erent strengths applied, seen as multiple amplitudes on the PEG
line. For each amplitude, a di↵erent acquisition is performed. This figure
obtained from [31].
where Cl(x, y, z) is the spatial sensitivity for one coil Cl, C
comp
0 (x, y, z) is the total
spatial sensitivity for the whole array, and n(0)l are the weights for each coil associated
with its spatial proximity to the acquired signal. The closer the coil to the real image
space signal, the larger the weight associated with the coil for that signal. These
weights can be chosen to give a certain composite sensitivity, for example, a uniform
spatial sensitivity. The SMASH technique uses these weights to build the composite
sensitivity so that the spatial sensitivity of the coil array is sinusoidal:
Ccompm (x, y, z) =
LX
l=0
n(m)l Cl(x, y, z)
= Ccomp0 (x, y, z)e
im kyy (2.4)
where m (an integer) is the mth order spatial harmonic across the volume of interest.
Ccomp0 (x, y, z) is the original spatial coil sensitivity map without harmonic weighting.
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 ky is the minimal k-space interval between points corresponding to the desired FOV,
 ky = 2⇡/ FOV. With this, the acquired composite signal becomes:
Scompm (kx, ky, kz) =
ZZZ
V
dx dy dz Ccompm (x, y, z) e
 i(kxx+kyy+kzz) ⇢ (x, y, z) (2.5)
Substituting in for the composite coil sensitivity, we obtain:
Scompm (kx, ky, kz) =
ZZZ
V
dx dy dz Ccomp0 (x, y, z) e
 i(kxx+(ky m ky)y+kzz) ⇢ (x, y, z)
(2.6)
The SMASH technique then requires that we find the weights n(m)l using coil sensi-
tivity maps. In the next iteration of this technique, it is shown that the weights can
be automatically extracted from additionally acquired data.
2.3 AUTO-SMASH Review
The main di↵erence between the SMASH and AUTO-SMASH techniques is that
with AUTO-SMASH, the weights are automatically generated by acquiring additional
lines within k-space. These small number of additional k-space lines are called the
auto-calibration signals (ACS). The ACS lines are used to fit the weights from the
remaining acquired data during a scan.
Without an mth order harmonic generation (a zeroth order), the composite signal
at k-space location (kx, ky  m ky, kz) is given by:





l (kx, ky  m ky, kz) (2.7)
Where the composite signal is just the summation of the individual coil ACS signals,
from the same location in k-space, (kx, ky   m ky, kz). Here, each coil is weighted
the same, as indicated by the weights, n(0)l .
Adding the weights, n(m)l , e↵ectively produces an m
th order harmonic. This e↵ec-
tive harmonic generation o↵sets the signal used to make the same composite signal
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at a location (kx, ky   m ky, kz) to a new k-space location (kx, ky, kz), an o↵set of
m ky in the ky direction of k-space:
Scomp(kx, ky  m ky, kz) =
LX
l=1
n(m)l Sl(kx, ky, kz) (2.8)
By comparing Equation 2.7 and Equation 2.8 we get the relation:
LX
l=1





l (kx, ky  m ky, kz) (2.9)
Thus, we are now able to take our extra ACS lines and use them to fit the required
n(m)l weights. This is done by acquiring composite signals from one line in k-space,
Scomp(kx, ky, kz), and an ACS line at another location a distance of m ky in the ky
direction of k-space ScompACS (kx, ky  m ky, kz). These lines now obey the relation in
(2.9):




comp(kx, ky, kz) (2.10)
Where the only unknowns in (2.10) are the weights, n(m)l , thus allowing us to solve
for them. We can then use these same weights to fill out our k-space matrix since
the harmonic relations between k-space points will not change throughout k-space
and all spatial harmonics produced by the weights n(m)l are integer multiples of the
fundamental frequency of the k-space spacing,  ky.
2.4 GRAPPA
Generalized Autocalibrating Partially Parallel Acquisitions (GRAPPA) is a tech-
nique that has been used in magnetic resonance imaging for 10 years [35]. Recently,
our group has been able to adapt GRAPPA towards MRS in both 1D and 2D and I
built on this concept to take GRAPPA into the 3rd dimension for 31P MRS.
GRAPPA builds o↵ the ideas of AUTO-SMASH by expanding the information
used to fit the lines and solve for the weights, n(m)l . AUTO-SMASH used the infor-
mation from only one coil to fit a line of data to that same coil. GRAPPA expands
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this by incorporating information from all coils to fit the weights, n(m)l . This addi-
tional information allows for a much improved fit. The governing equation used for
GRAPPA is the following:





n(j, b, l,m)Sl(kx, ky   bA ky, kz) (2.11)
Where j represents the coil of interest, at position in k-space (kx, ky   m ky, kz),
A represents the acceleration factor, and Nb is the number of blocks used for the
reconstruction. A block is defined as a single acquired line and (A-1) missing lines
in k-space. For this work, we used an acceleration factor of 2, thus making A=2 and
defining a block as a single acquired line and a single missing line. The signals, Sj
and Sl, and weights, n, follow the same concepts as the ones used in AUTO-SMASH.
We can see from Equation 2.11 that the signal reconstructed in each coil is found
using the information from all of the coils in the array.
Table 2.1
Sample ACS region of k-space matrix with known signals indicated as S1
through S15. These known signals are used to solve for the reconstruction
weights used in the GRAPPA reconstruction. This would be the grey
voxels indicated in Figure 2.6







Finding the weights is a simple matter of using the following equation with the
known signals from the central k-space region, as shown in Table 2.4:
S1w1 + S7w2 = S4 (2.12)
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The only unknowns in Equation 2.12 are the weights since the ACS region is fully
sampled. If we repeat this scheme for each possible combination, we obtain 8 ad-
ditional equations in which we can determine the weights, w1 and w2. The other 8
equations are:
S2w1 + S8w2 = S5 S3w1 + S9w2 = S6
S4w1 + S10w2 = S7 S5w1 + S11w2 = S8
S6w1 + S12w2 = S9 S7w1 + S13w2 = S10
S8w1 + S14w2 = S11 S9w1 + S15w2 = S12
(2.13)
This gives an overdetermined system of equations which allows for the acquisition of
more accurate weights to be determined. This process is then repeated for each coil,
for each data point within the FID, and then all weights are saved into a weights
matrix. These weights are then used to reconstruct unknown, or unacquired, signals
in the following way.
Stopw1 + Sbottomw2 = U1 (2.14)
Figure 2.6. A 2D schematic for k-space under sampling. The red elements
are k-space positions not sampled, the white elements are sampled, the
grey central area is the ACS kernel used to determine the weights to be
used to reconstruct data. First the ky direction is reconstructed, followed
by the kx direction. The numbers indicate the number of averages that
the particular element is sampled.
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This would then give us the unknown signal, U1. With this method, missing k-
space information matrix elements can be reconstructed. Figure 2.6 shows a layout
of 2D undersampling with the undersampled elements colored as red, the sampled
elements as white, and the ACS kernel as grey. The yellow elements in the outer
regions of k-space are not sampled as this is a weighted scheme, which samples the
central region of k-space more heavily than the outer edges.
The previous steps can be more compactly and elegantly understood by using
matrix notation:
Scomp(kx, ky, kz) = n
(m) ScompACS (kx, ky   ky, kz) (2.15)
where ScompACS stands for the matrix that contains the ACS lines acquired during the
scan and Scomp stands for the matrix that contains the composite signal at the point
of interest. To solve for the weights matrix, we use the pseudo-inverse solution:







where the H in the superscript of Scomp,HACS represents the Hermitian conjugate of
ScompACS . With this solution we obtain a matrix of weights that can then be used to
solve for the unknown, or uncollected, data throughout the rest of the k-space data
matrix, outside of the ACS region. It is worth noting that for Cartesian and other
lattice based sampling schemes, the weights in the appropriate direction are shift
invariant [36].
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3. Materials and Methods
3.1 Materials
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Figure 3.1. A schematic of the dual tuned 1H/31P coil is shown in the first
figure. The eight individual 31P RX coils can be seen as well as the single
31P TX coil and the single TX/RX 1H coil.
Our group has designed an 8-channel, dual-tuned, phased-array coil and worked
with Stark Contrast MRI Coils Research from Erlangen, Germany to have it built.
The coil consists of two plates to be placed on the back and chest of the patient,
wrapping around the torso. Each plate has one 1H transmit (TX)/receive (RX) coil,
one 31P TX coil, and 4 31P RX coils. The 1H TX/RX coil has an area of approximately
27x30 cm2, the 31P TX coils have an area of approximately 30x30 cm2, and the 4 31P
RX coils have a total area of approximately 24x20 cm2 in each plate [20]. This
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gives us a total of 8 31P RX coils which allows us to do parallel acquisitions. See
Figure 3.1 for a schematic of the coil used. Not shown in this figure are the fiducial
markers that have been placed onto both plates of the coil. These fiducial markers
can be seen in Figure 3.2 and consist of two square tubes on each plate filled with 1M
phenylphosphonic acid (PPA) and water. These markers appear in the anatomical
images as the four bright spots outside the volume of interest (seen in Figure 3.2)
and are used as patient placement reproducibility markers for the localizing images





Figure 2.3: Photograph of the 8-Channel dual tuned 31P/1H coil with the top and bottom 
plates and respective connectors. The placement of water filled fiduciary markers around 
the coil circumference (solid arrows) and permanent markers on the scanner bed and coil 
surface (dashed arrows) can also be seen in the picture. 
 
2.2.2 Volunteers and Patients  
Three healthy volunteers (age 30 ± 10 years, weight 65 ±7 kg) were scanned for 
in vivo data quality and reproducibility analysis using our coil. Each subject was scanned 
three times, generally in the afternoon, at least 2-3 hours after lunch. No specific fasting 
was required of the subjects. In addition, two patients with HCC were scanned to 
investigate the efficacy of the coil for clinical applications. The study was approved by 
the institutional review board, and all subjects gave written informed consent prior to 
participating in the study. 
 
(a) Fiducial marker tube indicated by the
solid black arrow
(b) Fiducial markers as seen in the MRI
Figure 3.2. The first figure shows the fiducial marker located on the
top plate with the black arrow (note that the identical bottom fiducial
marker is located under the pad in the bottom of the image and is not
shown). This image was taken from [21]. The second figure shows how
the markers appear in the anatomical localizing images as the four bright
dots indicated by the red arrows.
All data acquired for this study was obtained on a Siemens MAGNETOMTim Trio
3T Scanner [37]. The scanner is located in Indianapolis, IN at the Indiana University
School of Medicine. This particular scanner has the capability to do multi-nuclear
scans, allowing us to acquire 31P MRS data as well as 1H anatomical images .
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3.1.2 Developmental Phantoms
Though numerous phantoms exist for development purpose of this project, focus
will be applied to just one primary phantom. This phantom, codenamed Polly, was
filled with distilled water along with 75 millimole per liter NaCl and 0.04 grams per
liter NiCl2 as to satisfy the ACR recommendations of in-vivo simulations [38] and to
reduce the T1 relaxation time of 31P [39], respectively.
Slice&1& Slice&2& Slice&3& Slice&4&
Slice&5& Slice&6& Slice&7& Slice&8&
Figure 3.3. The Polly phantom, seen from the axial view in eight MRI
images.
The Polly phantom contains a single, small insert 1.85 centimeters in diameter.
This insert was filled with 1 mole per liter Pi solution and can be seen in Figure 3.3.
Polly was created for a test of the point spread function (PSF) of our coil and the
sequence and therefore the insert extends over one single (nominal) voxel. Polly has
another added benefit of yielding a very simple spectrum to analyze and quantify.
Since Polly contains a single insert with a single metabolite, Pi, the foldover artifacts
created with undersampling of the k-space matrix are more easily understood. Figure
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3.3 shows that the insert is only located in the central slices, and these are the ones
that will be presented in this work. Due to voxel bleeding, slices 3 through 6 will be
analyzed.
3.1.3 Healthy Volunteers
For this study, we have so far acquired the consent of two adult, healthy, male
volunteers to test the in-vivo feasibility of this 3D GRAPPA sequence. The volunteers
will be denoted as HVOL1, HVOL2, etc. The average age, weight, and height of the
volunteers were 26.5 years, 165 pounds, and 5 feet and 11 inches. Eight slices of
Slice&1& Slice&2& Slice&3& Slice&4&
Slice&5& Slice&6& Slice&7& Slice&8&
Figure 3.4. Eight axial images of the first volunteer, HVOL1. Note that
the liver is easily visible in slices 4 through 7.
HVOL1 are shown in Figure 3.4. The liver is easily visible in slices 4 through 7, the
bottom of the heart is seen in slice 8, while the kidneys are seen in slices 2 through 4,
to name a few anatomical features. Eight slices of HVOL2 are shown in Figure 3.5.
The same anatomical features are visible in these slices.
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Slice&1& Slice&2& Slice&3& Slice&4&
Slice&5& Slice&6& Slice&7& Slice&8&
Figure 3.5. Eight axial images of the second volunteer, HVOL2. Note
that the liver is easily visible in slices 4 through 7.
In both volunteers, the axial view is seen as if the patient were laid in the supine
position, with the back being on the bottom of the image and the patients right side
being on the left side of the image, as if looking at the volunteer from the feet up. In
both sets, the back and abdominal muscles are visible on the anterior and posterior
sides of the volunteer. These will later be used for their PCr concentrations to analyze
the foldover artifacts of the GRAPPA reconstructions.
3.2 Data Acquisition
All data has been acquired on a 3T Siemens whole body scanner (Siemens Tim
Trio). The eight-channel, dual-tuned 31P/1H coil developed by our group [20] was
used for all data acquisitions. The acquisition protocol for 1H imaging contains pre-
acquisition localization and post-acquisition analysis images to visually test for motion
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during the 31P MRSI scan. 31P MRSI data was obtained by using a 3D free-induction-
decay (FID) sequence, with parameters matching those shown in Table 3.2.
Table 3.1






Phase Encoding Steps 16 x 16 x 8
FOV 40 x 40 x 20 cm3
Slice Thickness 2.5 cm
No. of Slices 2.5 cm
Nominal Voxel Size 15.63 cm3
Voxels per Scan 2048
Total Volume 3200 cm3
Total Scan Time 31 min 48 sec
In order to obtain the undersampled data, new code was written for the MRI
scanner. The easiest and most robust way to implement the new sequence was to
take advantage of the ”Sequence/Special” tab, provided by Siemens software. This
special tab (seen in Figure 3.6) is available with C++ macros and was successfully
introduced into our experiments to provide an integrated protocol that allows us
to undersample and/or reconstruct in any of the Cartesian coordinate directions.
Table 3.2 shows the protocol parameters for the fully sampled, 1 dimensional, and 2
dimensional (in the third direction; i.e., 2D undesampling per slice) directions. Notice
that the acquisition time decreases for each subsequent undersampling scheme.
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(a) Implementation of combined undersam-
pling protocols
(b) Implementation of combined reconstruc-
tion protocols
Figure 3.6. Combining protocols for various undersampling and recon-
struction schemes
Table 3.2
List of scan parameters for GRAPPA 3D 31P MRS acquisitions
Parameter Fully 1D 2D
Sampling Type Weighted Weighted, 1D US Weighted, 2D US
TR 1000 ms 1000 ms 1000 ms
TE 2.3 ms 2.3 ms 2.3 ms
Navg 12 12 12
Phase Encoding Steps 16 x 16 x 8 16 x 16 x 8 16 x 16 x 8
FOV 40 x 40 x 20 cm3 40 x 40 x 20 cm3 40 x 40 x 20 cm3
Slice Thickness 2.5 cm 2.5 cm 2.5 cm
No. of Slices 8 8 8
Nominal Voxel Size 15.63 cm3 15.63 cm3 15.63 cm3
Voxels per Scan 2048 2048 2048
Total Volume 3200 cm3 3200 cm3 3200 cm3
Total Scan Time 31 min 48 sec 17 min 12 sec 10 min 04 sec
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3.2.1 3D GRAPPA
Figure 3.7 shows two possible sampling schemes from one slice of k-space. Figure
3.7(a) shows the full sampling scheme of k-space, acquiring each point with the same
number of averages. Figure 3.7(b), on the other hand, shows a weighted acquisition
scheme, decreasing in averages the farther away from the center of k-space we move.
The weighting factors in the weighted acquisition slice derive from the equation:
w(kx, ky, kz) =
1
2
Navg (1 + cos (⇡d)) (3.1)
where d is the normalized distance away from the k-space center. Similarly to the
2D slices seen in Figure 3.7, we can map out the weighted acquisition for a 3D data
set, which is just a set of adjacent 2D slices. Figure 3.8 shows the di↵erent slices for
a weighted, eight slice, 3D acquisition. Notice that the eighth slice of k-space has
no information. The reason for this is the even number of slices. When weighting
factors get calculated, they are symmetrical around the center of k-space, slice four
in this example. Similarly, with an even number of voxels in each column and row of
the k-space matrix, the first column and row of each slice is set with a zero weighting
and are thus not acquired. With this initial information, a plan can be devised to
optimize the acquisition scheme of 3D k-space and improve the SNR per unit time of
data acquisition.
Figure 3.9 shows the undersampling scheme used in this study. The central slice
(Slice 4) contains the ACS kernel used to find the weights for GRAPPA reconstruction,
shown as grey. The rest of the slices continue the general, weighted sampling outline
shown in Figure 3.8, shown as white. The red voxels shown in Figure 3.9 indicate
non-sampled k-space elements, thus reducing the time needed for a scan.
Figure 3.10 shows the reconstruction process of the k-space matrix of the fourth
slice of an eight slice acquisition. This figure shows that the reconstruction is done
in di↵erent steps. Due to the size and shape of the ACS kernel we must reconstruct
in the kx direction first, skipping every other row followed by reconstruction in the
ky direction. Note in this figure that the reconstructed elements have been colored
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(b) Weighted acquisition
Figure 3.7. A fully sampled k-space acquisition is a uniform sampling over
all of k-space. A weighted acquisition is one in which the center of k-space
is sampled more heavily than the edges.
white with red zeroes. The elements in red were not reconstructed due to being on
the outer edges of the k-space elements.
One thing to note that can be seen in Figure 3.10 is that we obtain more elements
after the reconstruction. This is because the reconstruction method looks through
the k-space matrix element by element for missing elements that have information in
the spaces next to it. If there are adjacent elements that have data, either from the
acquisition or the previous reconstruction, then it will reconstruct data at that point
without the acquired data. This may seem counterintuitive at first, but since we have
established that the weights allow us to reconstruct data based on their o↵set from
the element of interest, this does not hurt the results, but instead may enhance them.
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Figure 3.8. A fully sampled k-space acquisition is a uniform sampling over
all of k-space. Here, we see a fully-weighted acquisition, one in which the
center of k-space is sampled more heavily than the edges. The center of
k-space is found in the fourth slice. The first row shows the first four slices
while the second row shows the last 4 slices.
3.3 Quantification
Data was quantified using the AMARES (Advanced Method for Accurate, Ro-
bust, and E cient Spectral fitting of MRS data with use of prior knowledge) routine
in jMRUI (Java-based Magnetic Resonance User Interface) [40, 41]. The AMARES
package works in the time-domain and fits the FID by minimizing the di↵erence be-
tween the data and the fitted model. It allows us to incorporate fixed or absolute
prior knowledge (frequency shifts, linewidths, amplitudes, etc.) about the data to
minimize the time needed for quantification [42]. AMARES fits the data and gives
the following results from the fit: amplitude, frequency position (in ppm), linewidth,
phases, and errors, in the form of Cramer-Rao Lower Bounds (CRLB), on each pa-
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11" 0" 0" 1" 2" 3" 5" 6" 7" 8" 7" 6" 5" 3" 2" 1" 0"
12" 0" 0" 0" 1" 2" 3" 4" 5" 5" 5" 4" 3" 2" 1" 0" 0"
13" 0" 0" 0" 0" 1" 2" 2" 3" 3" 3" 2" 2" 1" 0" 0" 0"
14" 0" 0" 0" 0" 0" 1" 1" 1" 2" 1" 1" 1" 0" 0" 0" 0"
15" 0" 0" 0" 0" 0" 0" 0" 0" 1" 0" 0" 0" 0" 0" 0" 0"
(d) Slice4
0" 1" 2" 3" 4" 5" 6" 7" 8" 9" 10" 11" 12" 13" 14" 15"
0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
1" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
2" 0" 0" 0" 0" 0" 0" 1" 1" 1" 1" 1" 0" 0" 0" 0" 0"
3" 0" 0" 0" 0" 1" 1" 2" 2" 2" 2" 2" 1" 1" 0" 0" 0"
4" 0" 0" 0" 1" 1" 2" 3" 4" 4" 4" 3" 2" 1" 1" 0" 0"
5" 0" 0" 0" 1" 2" 3" 5" 5" 6" 5" 5" 3" 2" 1" 0" 0"
6" 0" 0" 1" 2" 3" 5" 6" 7" 8" 7" 6" 5" 3" 2" 1" 0"
7" 0" 0" 1" 2" 4" 5" 7" 8" 9" 8" 7" 5" 4" 2" 1" 0"
8" 0" 0" 1" 2" 4" 6" 8" 9" 9" 9" 8" 6" 4" 2" 1" 0"
9" 0" 0" 1" 2" 4" 5" 7" 8" 9" 8" 7" 5" 4" 2" 1" 0"
10" 0" 0" 1" 2" 3" 5" 6" 7" 8" 7" 6" 5" 3" 2" 1" 0"
11" 0" 0" 0" 1" 2" 3" 5" 5" 6" 5" 5" 3" 2" 1" 0" 0"
12" 0" 0" 0" 1" 1" 2" 3" 4" 4" 4" 3" 2" 1" 1" 0" 0"
13" 0" 0" 0" 0" 1" 1" 2" 2" 2" 2" 2" 1" 1" 0" 0" 0"
14" 0" 0" 0" 0" 0" 0" 1" 1" 1" 1" 1" 0" 0" 0" 0" 0"
15" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
(e) Slice5
0" 1" 2" 3" 4" 5" 6" 7" 8" 9" 10" 11" 12" 13" 14" 15"
0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
1" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
2" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
3" 0" 0" 0" 0" 0" 0" 0" 1" 1" 1" 0" 0" 0" 0" 0" 0"
4" 0" 0" 0" 0" 0" 1" 1" 1" 1" 1" 1" 1" 0" 0" 0" 0"
5" 0" 0" 0" 0" 1" 1" 2" 2" 2" 2" 2" 1" 1" 0" 0" 0"
6" 0" 0" 0" 0" 1" 2" 2" 3" 3" 3" 2" 2" 1" 0" 0" 0"
7" 0" 0" 0" 1" 1" 2" 3" 3" 4" 3" 3" 2" 1" 1" 0" 0"
8" 0" 0" 0" 1" 1" 2" 3" 4" 4" 4" 3" 2" 1" 1" 0" 0"
9" 0" 0" 0" 1" 1" 2" 3" 3" 4" 3" 3" 2" 1" 1" 0" 0"
10" 0" 0" 0" 0" 1" 2" 2" 3" 3" 3" 2" 2" 1" 0" 0" 0"
11" 0" 0" 0" 0" 1" 1" 2" 2" 2" 2" 2" 1" 1" 0" 0" 0"
12" 0" 0" 0" 0" 0" 1" 1" 1" 1" 1" 1" 1" 0" 0" 0" 0"
13" 0" 0" 0" 0" 0" 0" 0" 1" 1" 1" 0" 0" 0" 0" 0" 0"
14" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
15" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
(f) Slice6
0" 1" 2" 3" 4" 5" 6" 7" 8" 9" 10" 11" 12" 13" 14" 15"
0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
1" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
2" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
3" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
4" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
5" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
6" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
7" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
8" 0" 0" 0" 0" 0" 0" 0" 0" 1" 0" 0" 0" 0" 0" 0" 0"
9" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
10" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
11" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
12" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
13" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
14" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
15" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
(g) Slice7
0" 1" 2" 3" 4" 5" 6" 7" 8" 9" 10" 11" 12" 13" 14" 15"
0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
1" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
2" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
3" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
4" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
5" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
6" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
7" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
8" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
9" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
10" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
11" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
12" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
13" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
14" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
15" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
(h) Slice8
Figure 3.9. Undersampling k-space in two dimensions for every slice. The
yellow voxels indicate unsampled k-space elements, the white voxels indi-
cate the k-space elements that were sampled, and the red voxels indicate
elements that would normally have been sampled but were not due to the
undersampling scheme introduced with this GRAPPA reconstruction. It
is because of these unsampled averages that a faster scan time can be
achieved.
rameter [43]. It is worth noting a point of terminology here: the amplitude fitted by
jMRUI is not the amplitude of the spectroscopy peak, but instead is the amplitude of
the first FID data point to be fit. This amplitude is proportional to the concentration
of the metabolite of interest, and thus is more closely related to the area under the
spectroscopic peak than the height. Before the spectra can be accurately quantified,
preprocessing procedures must be applied to filter out artifacts and noise and to cor-
rect for field inhomogeneities and frequency shifts. These steps include removal of the
PPA reference peak, removal of the  -ATP peak to be used as a reference marker for
field inhomogeneities, phase corrections, and apodization to improve the SNR. The
before and after results can be seen in Figure 3.11.
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7" 0" 0" 1" 3" 5" 7" 9" 11" 11" 11" 9" 7" 5" 3" 1" 0"
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10" 0" 0" 1" 2" 4" 6" 8" 9" 10" 9" 8" 6" 4" 2" 1" 0"
11" 0" 0" 1" 2" 3" 5" 6" 7" 8" 7" 6" 5" 3" 2" 1" 0"
12" 0" 0" 0" 1" 2" 3" 4" 5" 5" 5" 4" 3" 2" 1" 0" 0"
13" 0" 0" 0" 0" 1" 2" 2" 3" 3" 3" 2" 2" 1" 0" 0" 0"
14" 0" 0" 0" 0" 0" 1" 1" 1" 2" 1" 1" 1" 0" 0" 0" 0"
15" 0" 0" 0" 0" 0" 0" 0" 0" 1" 0" 0" 0" 0" 0" 0" 0"
(a) 2D undersampled slice of
k-space
0" 1" 2" 3" 4" 5" 6" 7" 8" 9" 10" 11" 12" 13" 14" 15"
0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
1" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
2" 0" 0" 0" 0" 0" 1" 1" 1" 2" 1" 1" 1" 0" 0" 0" 0"
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8" 0" 1" 2" 3" 5" 8" 10" 11" 12" 11" 10" 8" 5" 3" 2" 1"
9" 0" 0" 0" 3" 0" 7" 0" 11" 11" 11" 0" 7" 0" 3" 0" 0"
10" 0" 0" 1" 2" 4" 6" 8" 9" 10" 9" 8" 6" 4" 2" 1" 0"
11" 0" 0" 0" 2" 0" 5" 0" 7" 0" 7" 0" 5" 0" 2" 0" 0"
12" 0" 0" 0" 1" 2" 3" 4" 5" 5" 5" 4" 3" 2" 1" 0" 0"
13" 0" 0" 0" 0" 0" 2" 0" 3" 0" 3" 0" 2" 0" 0" 0" 0"
14" 0" 0" 0" 0" 0" 1" 1" 1" 2" 1" 1" 1" 0" 0" 0" 0"
15" 0" 0" 0" 0" 0" 0" 0" 0" 1" 0" 0" 0" 0" 0" 0" 0"
(b) 2D undersampling with
kx elements reconstructed
0" 1" 2" 3" 4" 5" 6" 7" 8" 9" 10" 11" 12" 13" 14" 15"
0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
1" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
2" 0" 0" 0" 0" 0" 0" 1" 0" 2" 0" 1" 0" 0" 0" 0" 0"
3" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
4" 0" 0" 0" 0" 2" 0" 4" 0" 5" 0" 4" 0" 2" 0" 0" 0"
5" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
6" 0" 0" 1" 0" 4" 0" 8" 9" 10" 9" 8" 0" 4" 0" 1" 0"
7" 0" 0" 0" 0" 0" 0" 0" 11" 11" 11" 0" 0" 0" 0" 0" 0"
8" 0" 0" 2" 0" 5" 0" 10" 11" 12" 11" 10" 0" 5" 0" 2" 1"
9" 0" 0" 0" 0" 0" 0" 0" 11" 11" 11" 0" 0" 0" 0" 0" 0"
10" 0" 0" 1" 0" 4" 0" 8" 9" 10" 9" 8" 0" 4" 0" 1" 0"
11" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
12" 0" 0" 0" 0" 2" 0" 4" 0" 5" 0" 4" 0" 2" 0" 0" 0"
13" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0" 0"
14" 0" 0" 0" 0" 0" 0" 1" 0" 2" 0" 1" 0" 0" 0" 0" 0"
15" 0" 0" 0" 0" 0" 0" 0" 0" 1" 0" 0" 0" 0" 0" 0" 0"
(c) 2D undersampling with elements re-
constructed
Figure 3.10. A 2D undersampled k-space is shown in Figure 3.10(a) while
kx reconstruction step is shown in Figure 3.10(b), after some elements
have been reconstructed. Grey voxels indicate the central ACS kernel,
yellow voxels indicate unsampled elements due to weights, red voxels in-
dicate elements that would normally have been sampled but were skipped
during the GRAPPA acquisition, and the white voxels indicate acquired
or reconstructed elements.
Once the preprocessing is complete, then the data is quantified using AMARES
where a fit is produced as mentioned before for each desired voxel of interest. The
result of the fitting is shown in Figure 3.12 where the bottom spectrum shows the
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(a) Anatomical image with se-
lected voxels shown
(b) Spectrum before the preprocessing (c) Spectrum after the preprocessing
Figure 3.11. The first image shows the anatomical image with the selected
voxels. Figure 3.11(b) shows the superposition of the spectra from the se-
lected voxels before preprocessing. Figure 3.11(c) shows the superposition
of the selected spectra after the preprocessing where the metabolite peaks
are more distinguishable from the noise. To get these spectra, the pre-
processing steps done included removal of PPA peaks, 15 Hz apodization,
phase corrections, and  -ATP field inhomogeneity corrections.
original data (red) with the estimated fit overlaid (blue). The middle spectrum is
the fit produced by AMARES and then the top spectrum shows the residue of the
fit which is just the subtraction of the estimate from the original data. This tool
provides an easy visual analysis of the estimated fit for each spectrum.
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Figure 3.12. Spectra fitting results. The bottom spectrum shows the orig-
inal data signal with the estimate overlaid on it. The middle spectrum
is the estimate and the top image is the residue of the estimated fit sub-
tracted from the original spectrum. The vertical axis is not shown, but
consists of arbitrary units.
3.4 GRAPPA Validation
Dr. Scott Jones found in [22] that the 1st and 8th slice in a 3D acquisition
su↵ered from poor reproducibility. For this reason, I have excluded the analysis and
fitting of these slices from this work. He also found in the same study that the in-vivo
reproducibility of the 31P spectrum could vary as much as 60% in extreme cases while
being significantly less in others, depending on the metabolite being studied. Thus,
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an average of a 20% threshold was used here meaning that any change greater than
20% was considered to be statistically relevant.
One thing to note: the artifacts found outside of the volume defined by the PPA
markers introduced in Section 3.1.1 will be viewed with less significance than the
signal compared within the region of the PPA markers. The reason for this is that
the signal outside of the markers is clearly an artifact as all of the signal will be coming
from the subjects body, which only lies within the PPA markers. Thus, the artifacts
will be quantified but can be confidently discarded based on spatial positioning.
The validation of this acquisition will be based upon the following: reconstruction
of the signal found within the body, artifact amplitude reduction, SNR, and SNR
per second. The reconstruction of the signal will be defined as the ratio of the fitted
reconstructed peak to the fitted baseline peak. Similarly, the artifact reduction will
be defined as the ratio of the fitted reconstructed artifact amplitude to the fitted
amplitude of the peak without GRAPPA reconstruction. The SNR will be defined
as the ratio of the jMRUI amplitude of the fitted peak to the noise that is generated
by jMRUI, found from the last 10% of the original FID signal, which is considered to
be only noise. The SNR per second will be defined as the SNR divided by the total
number of seconds needed for the entire acquisition.
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4. Results
The following results require the definition of a few additional terms. First, we will
define foldover artifacts/peaks as peaks resulting from the undersampling of k-space,
violating the Nyquist theorem, and were not found in the baseline acquisition. Recon-
structed peaks will be defined as the peaks from within the volume of interest (VOI)
that are reconstructed by the GRAPPA algorithm and should, in the ideal case, be
equal to the peaks seen in the baseline scan.
4.1 Phantom Results
Before undertaking in-vivo experiments, phantoms were used for validation of
GRAPPA undersampling and reconstruction. For this work, I have included an anal-
ysis of the Polly phantom, whose details can be found in Section 3.1.2. Note that all
metabolite maps given in this section, Section 4.1, are of inorganic phosphate (Pi),
as this is the only metabolite in the Polly insert. The voxels indicated in Figure 4.1,
which shows four slices out of eight, will be used in the following analysis. The red
voxels show the original signal from the insert and will be referred to as the base-
line signal for the conventional scans and the reconstructed signals for the GRAPPA
scans. The blue voxels are areas of foldover artifacts. When analyzing just the ky
GRAPPA foldover e↵ects, the blue voxels on the right will be excluded.
4.1.1 Phantom GRAPPA Reconstruction Implementation
Figure 4.2 shows the reconstructed Pi metabolite maps of the fifth slice, out of
eight, for the Polly phantom. A visual inspection gives a qualitative result that
the artifacts have been greatly reduced and the signal from the insert has been ad-
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(a) Voxels of interest for the Polly phantom,
slice 3
(b) Voxels of interest for the Polly phantom,
slice 4
(c) Voxels of interest for the Polly phantom,
slice 5
(d) Voxels of interest for the Polly phantom,
slice 6
Figure 4.1. Voxels of interest for foldover artifacts for the Polly phantom
for the 2D GRAPPA reconstruction. When only interested in the ky
GRAPPA reconstruction, the blue voxels on the right can be excluded.
The red voxels indicate the reconstructed/main signal, while the blue
voxels indicate the regions of foldover artifacts.
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Figure 4.2. Slice 5 of baseline 31P MRS scan (left), undersampling without
GRAPPA reconstruction (middle), and undersampling with GRAPPA re-
construction (right) with the time comparisons for each as (mm:ss). See
Table A for results for all eight slices
equately reconstructed. Figure 4.3 shows the ratio of the amplitudes of the fitted
reconstructed peaks with the fitted baseline peaks. In all slices that contain signal
from the Pi insert, the ratio of the amplitudes is within 10% or less of the baseline
peak amplitude. However, due to the setup in this phantom, undersampling only
causes foldover artifacts outside of the object. Thus, this value is to be interpreted






















Figure 4.3. Pi signal reconstruction comparison using ky and 2D GRAPPA
reconstruction by taking the ratio of the average GRAPPA reconstructed
signal to the weighted acquisition signal. The amplitude of the recon-
structed peaks were divided by the amplitude of the baseline peaks, aver-
aging the voxels indicated in red in Figure 4.1.
4.1.2 SNR and E↵ective Voxel Size
The SNR per second of this acquisition is seen in Figure 4.4(b) where it is shown
that the SNR/s of the 2D GRAPPA reconstruction on this volume is over 2 times
greater than that of the SNR/s of the baseline scan. The reason for this is evident
when we look at the SNR of the scans, noting that similar SNR is achieved for all
types of acquisitions. The decreased acquisition time for the ky and 2D reconstruction
schemes give the greater SNR/s desired.
The e↵ective voxel size is indicative of the e↵ective resolution of a protocol, which
usually di↵ers from the nominal size. The nominal voxel size was defined to be 2.5
x 2.5 x 2.5 cm3 = 15.63 cm3. Zero-filling the FID signal from the Polly phantom
achieved a 32x32 element MRS grid. Since the Polly phantom contained a small
insert with the Pi metabolite, it can be thought of e↵ectively as a delta source of
signal. Thus, taking a signal profile in any direction will show the blurring associated


















































(b) Average SNR per second using GRAPPA re-
constructions
Figure 4.4. SNR and SNR per second for the two di↵erent reconstruction
methods. Note that both the ky and 3D GRAPPA reconstruction methods
give similar SNR for the relevant slices. Slices 3 and 4 only contain signal
at all due to the blurring (PSF) of the weighted acquisition scheme. The
SNR per second of the 3D GRAPPA reconstruction is over 2 times greater
than that of the fully sampled scan.
e↵ective voxel size for this acquisition. A signal profile was created by projecting the
total signal along each axis to show the e↵ective voxel size. Pohmann has shown that
the e↵ective voxel size could be found by the full width at 64% the maximum value of
the spectral peak [44]. Figure 4.5 shows the projected signals from the fourth slice of
the Polly phantom and their e↵ective voxel dimensions. Combining the dimensions
found in Figure 4.5, the e↵ective voxel volume for the conventional acquisition is 4.27
x 4.27 x 5.64 = 102.9 cm3, which is 6.5 times larger than the nominal voxel size, and
the e↵ective voxel volume of the GRAPPA reconstructed acquisition is 4.34 x 4.19 x
5.84 = 106.1 cm3, an increase in size of 3.2% from the conventional acquisition and 7














































































































































(f) E↵ective voxel size, z
Figure 4.5. PSF analysis of the Polly phantom. Shown here is the pro-
jected signal along the x-, y-, and z-axis for the fourth slice from the Polly
phantom. The top row is from the conventional weighted acquisition while
the bottom row shows the voxel size for the 2D GRAPPA reconstruction.
4.1.3 Artifacts
When the Polly phantom has been undersampled in one direction without GRAPPA
reconstruction, the foldover artifacts are clearly visible, as seen in Figure 4.2. Figure
4.2(e) shows the foldover artifacts for undersampling in both the kx and ky directions.
Since the Polly phantom has a single spherical insert centered at the isocenter of the
scanner, the only signal should come from the middle of these slices.
A successful reduction of scan time would also entail that the resulting spectra
would not have any significant foldover artifacts. Quantifying the data using the
methods described in Section 3.3, we can obtain amplitudes of the foldover peaks for
both the reconstructed and undersampled scans in the voxels indicated in Figure 4.1.
By taking the ratio of the amplitudes of the reconstructed peak to the foldover peak,
we can obtain a percentage of the reduction of the foldover artifacts. Looking at
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Figure 4.6, we see that the highest peak amplitude after the GRAPPA reconstruction
is approximately 20% of the amplitude before reconstruction, with most points being
under that mark.
Figure 4.6. Pi signal ratio of the GRAPPA reconstructed foldover peak
to the nonreconstructed foldover peak.
4.2 in-vivo Results
Two healthy volunteers were scanned to test the in-vivo capabilities of the 3D
GRAPPA acquisition. For this analysis, all 31P peaks mentioned in Table 1.2 will be
quantified. To analyze the performance of the GRAPPA reconstruction with respect
to foldover artifacts, focus will only be on the PCr peak. The reasoning for this is
that the PCr peak is localized to the muscles, meaning it won’t be found outside of a
muscular region except due to voxel ”bleeding”. A similar analysis to that performed
on the Polly phantom will be done here.
The first healthy volunteer is codenamed HVOL1 and was an adult male (age
of 26). Three scans were performed for HVOL1: baseline, ky undersampling with-
out GRAPPA reconstruction, and ky undersampling with GRAPPA reconstruction.
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(a) Voxels of interest for
HVOL1, slice 2
(b) Voxels of interest for
HVOL1, slice 3
(c) Voxels of interest for
HVOL1, slice 4
(d) Voxels of interest for
HVOL1, slice 5
(e) Voxels of interest for
HVOL1, slice 6
(f) Voxels of interest for
HVOL1, slice 7
Figure 4.7. Voxels of interest for foldover artifacts for HVOL1 using ky
GRAPPA reconstruction on a 3D acquisition. The red voxels indicate
the main/reconstructed PCr signal, while the blue voxels indicate the
regions of foldover artifacts. When only interested in the conventional
reconstruction, the blue voxels can be excluded.
The second healthy volunteer was codenamed HVOL2 and was an adult male (age
of 27). Five scans were performed for HVOL2: a baseline scan with conventional
weighted acquisitions, ky undersampling with and without GRAPPA reconstruction,
2D undersampling on a 3D volume with and without GRAPPA reconstruction.
For the following analysis, slices 1 and 8 will not be taken into account. Jones
found that the two edge slices (1 and 8) had the highest variation and was the least
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(a) Voxels of interest for
HVOL2, slice 2
(b) Voxels of interest for
HVOL2, slice 3
(c) Voxels of interest for
HVOL2, slice 4
(d) Voxels of interest for
HVOL2, slice 5
(e) Voxels of interest for
HVOL2, slice 6
(f) Voxels of interest for
HVOL2, slice 7
Figure 4.8. Voxels of interest for foldover artifacts for HVOL2 using ky and
2D GRAPPA reconstruction on a 3D acquisition. The red voxels indicate
the main/reconstructed PCr signal, while the blue voxels indicate the
regions of foldover artifacts. When only interested in the conventional
reconstruction, the blue voxels can be excluded. When only interested in
the ky GRAPPA reconstruction the edge voxels can be excluded.
reproducible using the same coil and baseline 3D acquisition protocol [22]. For this
reason, slices 1 and 8 will be excluded from this analysis.
Figure 4.7 shows the di↵erent voxels of interest that will be used in the following
analysis of HVOL1 for slices 2 through 7. The red voxels indicate the original PCr
signal origin and the blue voxels show the voxels that will contain foldover artifacts.
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Figure 4.8 shows all of the voxels of interest used for HVOL2. The voxels shown
include both the ky and 2D GRAPPA reconstruction voxels that will be used in the
following analysis. The coloring scheme follows the same rules as those in Figure 4.7.
When only viewing the ky GRAPPA reconstruction data, exclude the voxels on the
edges.





























































(b) Percent reconstruction of PCr amplitude
for HVOL2
Figure 4.9. Reconstruction amplitude ratio for HVOL1 and HVOL2 using
ky GRAPPA reconstructions and 2D GRAPPA reconstruction.
Figure 4.9 shows that the reconstructed amplitude of the PCr peaks fall within
a range of about 20% around the true value of the fully weighted data. This is
in close agreement with what we have found previously with the Polly phantom.
Similarly to that phantom, there will be no foldover artifacts will occur in this setup
within the anatomical volume due to the red voxels, so this 20% is a measure of the
reproducibility and SNR of the the reconstructed voxels.
One method of verification is to show a faithful reconstruction of certain metabo-
lite maps in the liver. Figure 4.10 shows both the  -ATP metabolite maps obtained
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from conventional scans and the 2D GRAPPA reconstruction scans.  -ATP is, theo-
retically, spread evenly throughout the whole liver. Figure 4.10 shows that this is the
case, with the liver clearly outlined with the  -ATP maps in slices 5 and 6. These
maps were created by quantifying the 31P MRS spectra and interpolating the fitted
amplitudes using a bilinear interpolation up to a 512x512 image.
Slice&2& Slice&3& Slice&4& Slice&5& Slice&6& Slice&7&
Slice&2& Slice&3& Slice&4& Slice&5& Slice&6& Slice&7&
Figure 4.10. HVOL2  -ATP metabolite maps of slices 2 through 7 using
conventional and 2D GRAPPA reconstruction acquisitions. The top row
shows the metabolite maps of the conventional acquisition and the bottom
row shows the GRAPPA reconstructed metabolite maps.
Figure 4.10 indicates that this reconstruction method is not confined to Pi and
PCr, the two major metabolites focused on in this work. Figure 4.11 shows the
conventional and 2D GRAPPA reconstructed spectrum for a voxel located deep within
the liver. It shows that the liver spectrum is reproducible with the 31P GRAPPA
acquisition, even deep within the liver. Note that the PCr resonance peak is missing
from these spectra due to the fact that this voxel is not located near muscular regions.








Figure 4.11. Conventional and 2D GRAPPA reconstructed spectra for the
indicated voxel. These spectra came from the fourth slice of HVOL2
4.2.2 in-vivo SNR Results
Figure 4.12 shows both the SNR and the SNR per second plots, averaged over the
red voxels, of slices 2 through 7 for both HVOL1 and HVOL2. Note that, as with
the Polly phantom, the SNR per second shown in Figure 4.13(a) is almost double the
SNR per second of the fully weighted acquisition in certain slices. This, again, agrees
with what was found using the developmental phantoms.
What truly stands out is shown in Figure 4.13(b). Here we see that the fully
weighted acquisition has a lower SNR per second than the other two acquisition
schemes while the ky reconstructed acquisition produced the expected SNR per sec-
ond between the fully weighted and the 3D GRAPPA scheme. The 3D GRAPPA
acquisition can be as much as three times greater than the fully weighted SNR per
second!
46





















(b) Average PCr SNR using GRAPPA recon-
structions for HVOL2
Figure 4.12. Average SNR and SNR per second of select voxels for both
HVOL1 and HVOL2 using ky GRAPPA recosntruction
(a) Average SNR per second using ky






















(b) Average SNR per second using GRAPPA
reconstruction for HVOL2
Figure 4.13. Average PCr SNR per second for both HVOL1 and HVOL2.


























(a) Foldover artifact reduction ratios for





















(b) Foldover artifact reduction ratios for
HVOL2 using GRAPPA reconstruction
Figure 4.14. Average foldover artifact reduction ratios of PCr signals
using GRAPPA reconstructions for HVOL1 (Figure 4.14(a)) and HVOL2
(Figure 4.14(b))
4.2.3 in-vivo Artifacts
Figure 4.15 presents PCr metabolite maps for HVOL1 and HVOL2. The images
presented here are from the fifth slice out of eight for both volunteers and first show
the ky foldover artifacts present without the ky GRAPPA reconstruction. The last
column in Figure 4.15 show the di↵erent GRAPPA reconstructions and the reduction
of the foldover artifacts. The 2D GRAPPA reconstruction of HVOL2 is ”greener”
than the other images. This is caused for two reasons: higher background signal and
lower reconstructed PCr signal.
The artifacts are reduced to the point of minimal, if any, visibility in these overlays.
This is seen quantitatively in Figure 4.14 which shows the amplitudes of the foldover
artifacts being reduced by 80% or more for HVOL1 and reduced by 70% or better
for HVOL2. Figure 4.16 shows the 2D undersampling and reconstruction e↵ects on
di↵erent spectra from HVOL2.
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Figure 4.15. Large versions of metabolite overlay maps for baseline, ky
undersampling, and ky reconstruction. Refer to Table A.5, Table A.7, and














Figure 4.16. The e↵ects of 2D undersampling and reconstruction on the
in-vivo spectra are shown for the indicated voxels. These voxels contain
the original spectra as well as the foldover signals.
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5. Discussion and Conclusion
5.1 Discussion
Dr. Anshuman Panda found that undersampling a single slice of 31P MRS k-space
matrix as seen in Figure 2.6 leads to significant decrease in acquisition time and an
increase in SNR per unit time for a single slice, 2D scan of a human liver [21]. Using a
similar method, I was able to achieve a greater decrease in the scan time and increase
the SNR per unit time for a three dimensional, volume acquisition. An acquisition
scheme as seen in Figure 3.9 was used. This method used one set of weights to
reconstruct all the slices in the k-space matrix in the ky direction and then repeats
for the kx with a di↵erent set of weights. This significantly reduces the number
of averages taken during the acquisition which in turn reduces the time needed to
acquire the necessary data, since the filling of the k-space matrix can be done post-
scan. It can be seen from (2.16) that the weights only depend on the k-space o↵set
in the direction of interest. This means that we can reduce the reconstruction of the
k-space matrix into individual reconstructions along the x, y, and z directions of the
matrix.
This acquisition improves upon the original method seen in the thesis of Dr.
Panda [21] in the following ways:
1. Increased SNR due to a larger excitation volume (3D acquisition versus a 2D
acquisition) [22]
2. Decreased total scan time from 11 minutes and 48 seconds to 10 minutes and 4
seconds while sampling eight slices instead of one
3. Increased SNR per unit time due to the combination of the previous two items
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With the completion of this work, a major step towards introducing 31P MRS
into a clinical environment has been achieved. This work has shown that with 3D
GRAPPA, the scan time of a 31P MRS data acquisition can be reduced to just 10
minutes. This is a major breakthrough as the previous 31P MRS scan times had
heretofore been 30 minutes or more.
The first aim of this work was to implement and validate a 2D GRAPPA recon-
struction on a 3D volume. This was shown in Section 4.1. There it was shown that
both types of GRAPPA reconstruction used in this work were able to reproduce the
Pi insert signal within 10% or better. The SNR/s was found to increase for each
dimensional implementation used, increasing as much as 2-3 times compared to the
conventional scan. A larger SNR per second is that a similar signal can be achieved
via reconstruction in a smaller amount of time, leading to a much faster and more
comfortable scan for patients.
The tradeo↵ for an increase in SNR and SNR/s is a loss in voxel spatial resolution
due to a broadening of the PSF. It has been shown that the nominal voxel size is not
the true, e↵ective voxel size. By looking at the PSF in all three dimensions, it was
shown that the e↵ective voxel size of a conventional weighted scan was 4.27 x 4.27 x
5.64 cm3 while the GRAPPA reconstructed voxel size was 4.34 x 4.19 x 5.84 cm3, an
increase in voxel volume of 3%. This is in close agreement with what Panda found
in his work, that the voxel volume had increased by 6.6% for a 2D reconstruction on
single slice acquisition [21].
Finally, it was shown that the foldover reductions were reduced after GRAPPA
reconstruction, but in some cases there remained a residual signal. Though the ar-
tifacts are greatly reduced, in our phantom trials, we can neglect them as the FOV
was so much larger than the actual phantom that all foldover artifacts lie outside
the phantom. Any signal found outside of the volume defined by the PPA fiducial
markers must come from artifacts as the only origin of signal lies within the PPA
defined volume. In cases in which the foldover artifacts fold over the object itself, i.e.
when a patient is large enough that the artifacts lay over actual anatomy, we may
52
need to consider other options. One such option would be further optimization of the
current sequence. Similar foldover artifacts found in this work were also shown to not
be completely removed in Figures 3.10 and 3.11 of Panda’s work [21].
Improper fitting of the ACS lines, seems to be the most likely suspect as to the
residual foldover artifact signal. The explanation for this is that the signal towards the
middle of the anatomy decreases [20] leading to signals that become more challenging
to find a correct fit for the ACS. If there had been incorrect fitting of ACS lines, this
would result in incorrect reconstruction of all of the reconstructed lines of k-space
and artifacts would thus be seen throughout the entire FOV. These artifacts would
be seen as additional noise or blurring of the 31P MRS signal. This is can be seen in
the figures of the di↵erent reconstructions in Appendix A.
The second aim was to validate the new 31P GRAPPA technique on healthy
volunteers. Data from two volunteers was obtained and PCr metabolite maps were
created to show the feasibility of the GRAPPA reconstruction. For HVOL2, it was
shown that the 31P GRAPPA acquisition was still able to faithfully reproduce  -ATP
metabolite maps throughout the whole liver at a scan time that was one third the
time needed to create the  -ATP metabolite map with the conventional acquisition.
An SNR analysis of the PCr signal shows that for both volunteers, the SNR
decreased from slice two through slice seven. This is easily explained when we look
at the anatomy contained within these slices. The PCr peak is an indicator of the
amount of muscle within the voxel. As we move through the slices from two to eight,
we are moving up the torso from the intestines to the heart. The farther up we move,
the less abdominal and lower back muscles there are. The volume of interest does not
go high enough on the torso to get back to the upper back muscles and the pectoral
muscles on the chest. Thus, the PCr SNR decreases due to the anatomy, not due to
the acquisition as seen in Figure 4.12 and Figure 4.13.
Again, it was shown that the SNR/s value for 2D GRAPPA reconstruction on a 3D
volume was the highest out of the three reconstruction methods tested (conventional,
ky GRAPPA, 2D GRAPPA). This value was shown to be roughly five times greater
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for the 2D GRAPPA reconstruction than the conventional scan. The artifacts for the
in-vivo volunteers were reduced in amplitude by approximately 80% or more, agreeing
with what was found with the developmental phantoms.
5.2 Future Work
The next logical step with the validation of the 31P GRAPPA reconstruction would
be to first acquire more healthy volunteers. These volunteers should at first be similar
to the volunteers used already to test for reproducibility of the GRAPPA sequence.
Following this, another set of volunteers should be tested, ranging in size, sex, age,
etc. to test the limits of this new 31P 3D GRAPPA acquisition. Finally, a trial using
liver cancer patients should be tested for the feasibility of the use for that population.
The motivation of this work was to decrease the scan time of 31P MRS to increase
patient comfort and potentially decrease motion or respiration artifacts due to the
lower scanning time. By doing this, the feasibility of using 31P MRS for clinical
applications would improve. Though, this is a great breakthrough, there is still
much more that could be done. I believe the next step towards making 31P MRS a
viable clinical application would be to incorporate respiratory gating into the scans.
Doing this would potentially reduce any artifacts or degradation of 31P signal due
to respiration. Respiratory gating could be used in tandem with the 3D GRAPPA
technique to achieve a scan time similar to that of the conventional protocol, i.e.,
about 30 minutes. Since the respiratory gating technique would more than likely
double or triple the acquisition time, the GRAPPA acquisition would negate this
increase in time. This would also increase the patients comfort in the scanner by
allowing data to be acquired in the supine position as opposed to the prone position
that is currently in use.
Future work for this project should also include a comparison to other fast, paral-
lel acquisition methods such as PILS, CAIPIRINHA, and compressed sensing [45–47]
along with optimization of the sampling scheme used. These other fast acquisitions
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have proven useful for di↵erent imaging instances and it would be of great interest to
compare with the GRAPPA reconstruction presented here. In particular, CAIPIR-
INHA has been shown to help di↵erentiate between adjacent slices in a multislice
acquisition [46], while compressed sensing seems to be the latest breakthrough in MR
imaging, allowing for fast acquisitions [48]. The optimization of the sampling scheme
could include adding additional weighting factors to the k-space matrix in order to
increase the acquired strength of the MR signal obtained as well as modifications to
the current sequence to completely reduce the foldover artifacts obtained in this work.
One thing that I would suggest to potentially add to a new coil design would be
additional channels along the z axis. A major drawback encountered in this work was
being unable to do a third GRAPPA reconstruction direction due to the ambiguously
acquired signal along the z direction. The current coil only has spatially di↵erent coil
sensitivities along the x and y directions and thus the overlapped coil sensitivities will
only allow for reconstruction along the kx and ky directions. By adding additional
coils along the z axis, this would potentially improve the ability to more accurately
reconstruct the data using a true three dimensional GRAPPA. Tests would have to
be done to test if this is a viable option, as the increase in channels within the coil
could mean smaller areas of the individual elements. This, in turn, could reduce the
depth to which the channels can reliably see.
5.3 Conclusion
In conclusion, this work has shown that the 31P MRS acquisition time can be re-
duced from 30 minutes to 10 minutes using a new GRAPPA reconstruction technique.
This technique was validated using developmental phantoms and healthy volunteers.
It was shown to reliably reproduce signal from the volume of interest to within ap-
proximately 10%. The SNR per second was shown to increase with each direction of
GRAPPA reconstruction used, achieving about 2 times better SNR per second for
the ky GRAPPA reconstruction and for a 2D GRAPPA reconstruction applied to a
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3D volume of interest. With these results, using a 2D GRAPPA reconstruction on a
3D volume has been shown to be a viable option to accelerate the acquisition of 31P
MRS data, leading to potential benefits in furthering 31P MRS as a clinical tool.
APPENDICES
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B.1 Quantum Mechanics Review
Quantum mechanics plays an important role in the physics of NMR. With this
being said, let’s look at relevant NMR physics theory behind NMR. Please refer to
Sections 4.3 and 4.4 of [49] for more information on the following basic fundamentals
of quantum mechanics.











= 1.054572 x 10 34Js (B.2)
and Hˆ is the Hamiltonian of the system, found by adding the kinetic energy and the
potential energy of a system, giving the total energy of the system. Using the Dirac




| (t)i = Hˆ | (t)i (B.3)
where | (t)i is the state of the system at a particular time, t.
One of the fundamental physical ideas behind NMR is the concept of angular
momentum. According to classical mechanics, orbital angular momentum is given
by:
~L = ~r ⇥ ~p (B.4)
If we replace the classical meanings of these with the quantum mechanical operator
forms, we get the following equation:
~ˆL = ~ˆr ⇥ ih¯~r (B.5)
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where ~ˆr = hx, y, zi is the short hand notation for the quantum operator that multiplies
a function by x, y, or z and ~r = h @@x , @@y , @@z i is the short hand notation for the gradient
operator.
The orbital angular momentum operators obey the following commutation rela-
tions:
[Lx, Ly] = ih¯Lz
[Ly, Lz] = ih¯Lx





where we define L2 ⌘ L2x + L2y + L2z. Thus, since L2 commutes with all components
of ~L, we can find eigenstates that are eigenstates of both L2 and Lz with eigenvalues







, . . . , n  1
ml =  l, l + 1, . . . , 0, . . . , l   1, l
(B.7)
We can see that these are three of the principal quantum numbers: n, l, and ml.
Classical mechanics allows for two types of angular momentum: orbital and ro-
tational. The rotational angular momentum is what we associate with spinning. So,
for a particle such as an electron, we can say that it has an intrinsic spin, though
it’s not actually spinning. Quantum mechanics treats spin angular momentum simi-
larly to that of orbital angular momentum. Thus, we can find the same relationships
mentioned above:
[Sx, Sy] = ih¯Sz
[Sy, Sz] = ih¯Sx






Similarly, we can define eigenstates for both S2 and a component of S, Sz, such
that they have eigenvalues h¯2s(s+1) and h¯ms, respectively. Here, s is the spin of the







, . . .
ms =  s, l + 1, . . . , 0, . . . , l   1, l
(B.9)
Let us now introduce some notation which will allow us to proceed easier. Equa-
tions (B.10) through (B.13) were obtained from reference [50]. If there exists an
observable, A, then the expectation value as a function of time is given by:
hAi(t) = h (t)|A | (t)i (B.10)
where | (t)i is the state vector describing the system at a time, t. The state vector





Thus we see that the matrix elements of the observable, A, is given by
hun|A |upi = Anp (B.12)





Often encountered in NMR is the idea of rotations. Hence, it’s convenient to











where ⌦ is the angle about which we are going to rotate through and x, y, or z is the
axis about which we rotate around.
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B.2 Single spin-12 Particle
Let’s now turn our attention to a specific case of a single particle of spin- 12 . In








Where we define |u+i as spin-up and |u i as spin-down. One common notation is to
define |u+i as |↵i and |u i as | i [23,51]. This notation will be used throughout the
remainder of this document.
For a spin-12 particle, we can write the state vector as
| i = c↵ |↵i+ c  | i (B.16)
where we normalize Equation B.16, giving |c↵|2 + |c |2 = 1. This says that the
spin-12 particle MUST be in either the spin-up state or the spin-down state or some
























We can now see that if we take Equation B.14 and we want to rotate a spin-12










and has the matrix form, using the spin-12 basis of |↵i and | i:
Rˆ~u(⌦) =
0@ cos  ⌦2    iuz sin  ⌦2   ( iux   uy) sin  ⌦2  
















The rotation matrix has the property that it’s inverse is the rotation through the
given angle in the opposite direction:
Rˆ 1~u (⌦) = Rˆ~u( ⌦) (B.22)
The idea of rotation will become more important later when we talk about ”flipping”
the magnetization of molecules within the human body to acquire MRI or MRS data
and the precession of spins about the magnetic field.
To see that there will be some spin precession about some axis (we will choose
the zˆ axis by convention) we look back at Equation B.1 to view the dynamics of a
particular spin state. For a spin-12 particle at rest in a magnetic field pointing along
the zˆ axis, the Hamiltonian becomes just the potential of the system (since the kinetic
energy term is zero). From classic electromagnetism, we know that this will be given
by
Hˆstatic =  ~µ · ~B (B.23)
where ~µ is the magnetic dipole moment and is related to the spin of a particle by:
~µ =  ~S (B.24)
where   is the gyromagnetic ratio and is dependent on the particle in question. So,
replacing ~µ in Equation B.23 we get
~Hstatic =    ~B · ~S




The last two lines are found from assuming a magnetic field directed along the z-axis
with strength B0 and !L is called the Larmor frequency. Substituting this result into
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Equation B.1 and solving the first order di↵erential equation, we obtain a solution of
the form:
| (t)i = Rˆz(!Lt) | 0i (B.26)
This result shows that there will be some rotation of the initial spin | 0i about the zˆ
axis through the angle !t. ! is referred to as the Larmor frequency and plays a vital
role in the acquisition of MRI data.
Now let’s take a look at a special case of the rotation operator acting on the |↵i
state (pointed along the zˆ direction), rotating it around the zˆ axis through the angle
!t. The result of this rotation is that our spin remains in the |↵i state but picks up
an additional phase factor, as seen from Equation B.21 and substituting uz = 1 [51]:
| (t)i = e  i2!t |↵i (B.27)
This phase factor plays an important role in the T2 dephasing time constant, discussed
later.
It is sometimes easier and more convenient to analyze our system from the per-
spective of a rotating lab frame. What we have looked at up until this point is from
a stationary lab frame, allowing the spin to move about a stationary z-axis. Now, if
we choose a frame in which we move at the same frequency, !, as our spins, they will
look stationary. Let’s call the stationary frame coordinates: hx, y, zi and the rotating
frame coordinates hx0, y0, z0i. We can relate these coordinates by [51]:
xˆ0 = xˆ cos ( (t)) + yˆ sin ( (t))
yˆ0 =  xˆ sin ( (t)) + yˆ cos ( (t))
zˆ0 = zˆ
(B.28)
where  (t) is defined as
 (t) = !ref t+  ref (B.29)
and  ref is the phase angle of the reference frame.
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With these definitions in place we can find the wave function of our spin in the
rotating frame as well as the rotating frame Schro¨dinger equation [51]:




| (t)i = Hˆ | (t)i
(B.30)
where the underline notation represents values with respect to the rotating frame of
reference. It remains to define Hˆ:
Hˆ = Rˆz(  )HˆRˆz( )  !ref Sˆz (B.31)
Which was obtained by combining Equation B.30, it’s inverse, and Equation B.1.
Also of note is that this is any Hamiltonian that may be appropriate for whatever
system is under study. We will come back to use this equation later.
A spin can precess in the rotating frame as well if the Larmor frequency does not
match that of the rotating frame of reference. A spin with a Larmor frequency greater
than that of the angular frequency of the rotating frame (!L > !ref ) will appear to
precess slowly about the z-axis while a spin with a Larmor frequency less than the
angular frequency of the rotating frame (!L < !ref ) will appear to spin backwards
around the z-axis. This can be summarized with the relative Larmor frequency (also
called the frequency o↵set or the resonance o↵set) [51]
⌦L = !L   !ref (B.32)
Thus, for a stationary spin-12 particle, the rotating spin Hamiltonian can be writ-
ten:
Hˆstatic =  ⌦LSˆz (B.33)
which is analogous to the last line of Equation B.25.
B.3 External RF Fields
(Please see [51] for more information on this section)
Up until this point we have only looked at situations where the only magnetic field
in question was the one produced by the MRI scanner itself, also known as the static
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B0 field. A required factor in performing MRI or MRS experiments is the external
RF field that we subject our spins to. This field is provided by an external source,
called a coil. This coil produces an ”external” RF field within the specimen that
interacts with the spin, applies a torque, and flips the spin. The external field must
be directed perpendicular to the main field. Generally, the B0 field points along the
z-axis and the RF field will be in the xy-plane.
Let’s investigate the case in which the RF B-field oscillates along the x-axis. Then
the magnetic field would be given by:
~BRF (t) = BRF cos (!coilt+  p) xˆ (B.34)
where BRF is the amplitude of the RF pulse,  p is the phase angle of the pulse, and
!coil is the angular frequency of the receiving coil. This RF field will only act during
the time of the RF pulse and !coil should closely match the resonant frequency of the
molecule used for MRI or MRS (i.e., 1H or 31P).
It is often convenient to think of the oscillating RF field as two vectors rotating
in opposite directions:
~BRF (t) = ~B
res











BRF [cos (!coilt+  p) xˆ  sin (!coilt+  p) yˆ]
(B.35)
~BresRF (t) will rotate in the same direction as the Larmor frequency and gives the desired
resonance e↵ect. ~Bnon resRF (t), on the other hand, rotates in the opposite direction as
the Larmor frequency and tends to have no e↵ect on the spins of the system. Hence,










This gives the full Hamiltonian as the summation of the spin Hamiltonian, given
in Equation B.25, and the RF Hamiltonian:
Hˆstatic,RF = Hˆstatic + HˆRF (B.37)
We can use the following formula for cyclicly commuting operators Aˆ, Bˆ, and Cˆ
to simplify the expression for the RF field Hamiltonian.
e i✓AˆBˆei✓Aˆ = Bˆ cos (✓) + Cˆ sin (✓) (B.38)
This equation tells us that we rotate the operator Bˆ about operator Aˆ through some
angle ✓. With this relationship in hand, and replacing Aˆ, Bˆ, and Cˆ with Sˆx, Sˆy, and
Sˆz respectively, we can write this as
e i✓SˆxSˆyei✓Sˆx = Sˆy cos (✓) + Sˆz sin (✓) (B.39)
Looking at Equation B.36, we see that the RHS is just a cyclic permutation of the
above equation with ✓ = !coilt+  p which we will now define as
 p(t) ⌘ !coilt+  p (B.40)













Now, if we recognize that the exponentials in the bracket are just the rotation




which gives us a simplified expression for the combined static and RF fields Hamil-
tonian:




Now, if we want to know what this Hamiltonian looks like in the rotating reference
frame, then we use Equation B.31 with our Hamiltonian being the simplified form of
the combined static/RF pulse Hamiltonian:
Hˆstatic,RF =  1
2
 BRF Rˆz( p    )SˆxRˆz(    p) + (!L   !ref )Sˆz (B.44)
and substituting in equations (B.40), (B.32), and (B.29) we get:
Hˆstatic,RF =  1
2
 BRF Rˆz( p    ref )SˆxRˆz( ref    p) + ⌦LSˆz (B.45)
after substituting !coil = !ref . Notice that once we do this, we have gotten rid of
the time dependence. This seems an appropriate substitution because our rotating
reference frame should be rotating at the Larmor frequency of the nucleus in question,
31P in our case. The coil is set to the appropriate frequency, so !coil should also be
set to the Larmor frequency, !L. With this substitution the magnetization no longer
seems to precess around the z-axis, but instead is stationary.
One final simplification can be made to Equation B.45. According to reference [51],
we can set  ref=0 or  ref = ⇡, either of which will give the same equation below:







(Please see [51] for more information on this section)
The static B0 field made by the scanner will have an important e↵ect on molecules
inside the scanner. The electrons inside the electron cloud surrounding the molecule
will begin to flow around the molecule and produce currents within the electron cloud,
which in turn induces a magnetic field around the molecule. This induced magnetic
field will either shield or enhance the B0 field felt by the nucleus of the molecule in
question. This process is known as the chemical shift. The local magnetic field felt
by the nucleus is then:
~Bloc = ~B0 + ~Bind (B.47)
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We can approximate the induced B-field as being linear with respect to the B0
field and define it as:
~Bind = ~ (✓) · ~B0 (B.48)

































The Hamiltonian for a chemically shifted molecule then becomes, again referring
back to Equation B.25:
HˆCS =  ~ˆµ · ~Bind
=   [ xz(✓)B0Sˆx +  yz(✓)B0Sˆy +  zz(✓)B0Sˆz]
(B.51)
With the secular approximation, we can reduce this equation to a more simplified
form:
HˆCS ⇠=    zz(✓)B0Sˆz (B.52)
which only takes into account the z-component of the induced field.
For isotropic liquids we can write the isotropic chemical shift Hamiltonian






[ xx +  yy +  zz] (B.54)
which gives us the combined Hamiltonian for a single spin in an isotropic liquid







where !L,CS is called the chemically shifted Larmor frequency and is defined as
!L,CS =   B0(1 +  iso) (B.56)
We can see from Equation B.51 that the induced field isn’t always going to be
parallel to the B0 field. In fact, the induced field depends on the geometry of the
molecule within the B0 field as well as the location of the nucleus within the molecule.
This position and orientation has been emphasized by adding (✓) to each term within
the tensor. It’s because of the dependence upon position that helps explain why
molecules can have di↵erent peaks in a spectrum (ATP, for example). This molecule
a↵ects it’s di↵erent nuclear centers through shielding and will shift the peaks from
di↵erent nuclear sites to di↵erent spectrum positions (↵-ATP,  -ATP, and  -ATP).
Not only is the chemical shift dependent on orientation and position, but it is also
dependent on the environment that contains the molecule in question [52].
This shift in peaks allows us to plot the di↵erent resonance peaks on a spectrum,
with di↵erent molecules having di↵erent peak positions. For example, ↵-ATP is
located at a position -7.52 ppm;  -ATP at -16.26 ppm;  -ATP at -2.48 ppm. Here,
ppm stands for part per million and is a typical unit for the chemical shift spectrum,






where fref is the frequency of a reference molecule. When using 31P, PCr is typically
used as the reference molecule since it does not have any pH dependence (which could
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potentially shift the peaks even more) like some other 31P molecules. Since PCr will
be used as the reference, it will be located at 0 ppm in all 31P spectra.
B.5 Density Operator
In Section B.2, we looked at single particles of spin-12 and now we turn to the
more physical case of an ensemble of spin-12 particles. In doing so, it is convenient
to introduce the concept of the density operator. With the definitions from Section
B.1, it can be shown, see reference [50], that we can rewrite Equation B.13 in terms
of the density operator, ⇢ˆ:
hAi(t) = Tr{⇢ˆ(t)A} (B.58)





⇢ˆi = | ii h i|
(B.59)
where pi is the probability of finding the system in the state | ii. Since ⇢ˆ is an














where c(i)m is the component or projection of |umi onto | ii given by hum | ii.
The diagonal elements of ⇢ˆ are called the ”pure” states and the o↵-diagonal terms
are called the ”coherence” states. The diagonal elements give the population of the
state in question. For example, the element ⇢ˆmm gives the population of the state
|umi. When the o↵ diagonal elements, or the coherence states elements, are nonzero,
there is a coherence between the states in question.
For the case of an ensemble of spin-12 particles then the states in question are
still |↵i, | i, or some superposition of the two states. Thus, a physical meaning to
the pure states would be an ensemble of spin- 12 particles whose net magnetization is
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either |↵i, the upper diagonal element, or | i, the lower diagonal element. A physical
interpretation of the coherence states would be that of transverse magnetization. If
the o↵-diagonal elements are nonzero, then we can say that the net magnetization lies
somewhere in the xy-plane (either rotating or stationary frame). The actual direction
can be found by looking at the imaginary plane, since the coherences are complex
numbers, and finding in where the coherence lies on the imaginary plane. Since the
o↵ diagonal terms are just complex conjugates of one another, then we don’t obtain
new information by looking at both elements: we need only look at one of them.
One final matter of note is the definition of the density operator in the rotating
frame. From the last line of Equation B.59 we can similarly say that the rotating





⇢ˆi = | iih i|
= Rˆz(  )⇢ˆRˆz( )
(B.61)
An important example, found in numerous textbooks [50, 51, 53], is that of ther-
mal equilibrium. If we consider a system at thermal equilibrium with a reservoir at




where Hˆ is the Hamiltonian of our system , kB is the Boltzmann constant, and Z is







For an ensemble of spin-12 particles with the basis states of |↵i and | i, we can write
the density matrix elements as:
[⇢ˆ] =
0@ h↵| ⇢ˆ |↵i h↵| ⇢ˆ | i
h | ⇢ˆ |↵i h | ⇢ˆ | i
1A (B.64)
Recall that:
⇢ˆ |↵i = Z 1e  E↵kBT |↵i





and that |↵i and | i are orthonormal to each other. Therefore, the coherences are
zero and we only have pure states at thermal equilibrium. We can simplify things
with the following substitutions:
Z = e

















(a) No B0 field
B0#





(c) Mtot points along B0
Figure B.1. Here we see that the applied laboratory field, B0, separates the
molecules into aligned and anti-aligned molecules. This is mathematically
demonstrated in Equation B.69. The last figure shows that the total
magnetization is the sum of the magnetic moments of all the individual
particles in the ensemble.
Therefore, the general density matrix operator for an ensemble for spin-12 particles












Simplification can be made by expanding the exponentials in a power series and
ignoring the higher order terms, the denominator becomes approximately 2, and the
matrix operator becomes
[⇢ˆ] =
0@ 12 + 14 h¯ B0kBT 0












where Iˆ is the identity matrix. This result shows that a subject at thermal equilibrium
will have a slightly higher population in the |↵i state. This means that the net
magnetization will point along the B0 field axis. In the next section the magnetization
will be discussed in more detail.
B.6 Magnetization
We can define the magnetization in terms of the density operators. First we define
the magnetization (in the rotating frame) as
~M =Mxxˆ
0 +Myyˆ0 +Mz zˆ0 (B.71)
The z-component of the magnetization vector can be thought of as the di↵erence in
the |↵i and | i states, Mx is the real portion of the coherence states, and My is the
imaginary part of the coherence states. Mathematically, these can be written as:




where ⇢↵ is the population of the spin-up state, |↵i, ⇢  is the population of the spin-
down state | i, and ⇢coh is the population of the coherence states, the o↵-diagonal







(a) Schematic showing the graphical de-




(b) The direction of Mtrans is deter-
mined by ⇢coh
Figure B.2. Mtrans is determined by the real and imaginary parts of the
o↵-diagonal density matrix elements, the coherence states, as described in
Equation B.72
normalize these factors so that the magnetization vector at thermal equilibrium is a

























~M · ~S (B.74)
Now, if we were to apply an external RF pulse in such a way as described in
Section B.3, then the net result of this action will be to ”flip” the magnetization
vector. Two important examples of magnetization transformation/rotation follow.
The Rˆx(⇡) rotation will have the a↵ect of rotating the thermal equilibrium mag-
netization vector around the x-axis by an angle of ⇡. This is known as one possible
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1A0@ 12 + 14 h¯ B0kBT 0













Thus, the magnetization vector has been flipped by 180 degrees, inverting the popula-
tions of the |↵i and | i states. This can be seen in Figure B.3. Figure B.4 shows how
!hf=ΔE!
!ΔE! M0!
(a) Pre-RF Pulse; M0 is aligned with B0
!ΔE! M0!
(b) Post-RF Pulse; M0 is now anti-
aligned with B0
Figure B.3. Before the RF pulse with energy E is absorbed, the majority
of particles are in the lower energy state: aligned with B0. After the 180 
pulse M0 is anti-aligned with B0 due to the majority of particles moving
to the upper energy state after absorption of the RF pulse.
the Mlong, or rather the Mz, component evolves with time. After the 180  pulse, the
longitudinal magnetization exponentially grows back towards it’s equilibrium value,
M0. This relaxation is covered in more detail in Section B.7.
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Another important example is that of a 90o pulse. One can achieve this result, in
one way, by using the rotation operator, Rˆx(
⇡
2 ). This will flip the magnetization to








0@ cos  ⇡4    i sin  ⇡4  
 i sin  ⇡4   cos  ⇡4  
1A0@ 12 + 14 h¯ B0kBT 0
0 12   14 h¯ B0kBT
1A0@ cos   ⇡4    i sin   ⇡4  
 i sin   ⇡4   cos   ⇡4  
1A
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Thus the longitudinal magnetization is now zero because there are just as many spin-
1
2 particles in the spin-up state as there are in the spin-down state. Notice that the
coherence states now contain only imaginary terms and therefore the magnetization






Figure B.4. For a 180  RF pulse the Mlong is flipped from it’s original




Before taking relaxation e↵ects into account, first we shall ignore these e↵ects for
simplicity. As mentioned before, if we subject a spin-12 particle to a B0 field directed
along the z-axis, then it will precess about the z-axis. Taking the result from the
previous section, Equation B.76, as our starting point then we know the coherence
states will precess around the z-axis as follows:
[⇢ˆcoh(t)] = e
 i⌦Lt
0@ 12 i h¯ B0kBT
 i h¯ B0kBT 12
1A (B.77)
where ⌦L is the o↵set Larmor frequency defined in Equation B.32. The magnetiza-
tion will immediately begin to precess about the z-axis as soon as the 90  pulse is
complete, moving all of the magnetization to the x’y’-plane. This tells us that the
magnetization will continue to rotate around the z-axis without moving up or down.
If we were to apply this result to the result from the 180  pulse, then we would end up
with a magnetization that precesses around the negative z-axis at the o↵set Larmor
frequency.
One way to see this is to look at how the expectation value of an operator will














For the case of the expectation value of the magnetization of our ensemble of spin-12
particles without relaxation, we obtain
d
dt
h ~Mi(t) =  h ~Mi(t)⇥ ~B(t) (B.79)
where we see that the expectation value of ~M holds the time-dependence rather than
~M itself.
If we want to add relaxation to the above terms, then we will introduce a new
variable in the form described in [50], ~M which is the sum of the h ~Mi values. Thus,
we can write the magnetization equation of motion as:
d
dt
~M (t) = ~M0  
~M
TR
+   ~M (t)⇥ ~B(t) (B.80)
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The three terms on the right hand side of this equation are as follows: the first is the
equilibrium state, or the source term. This consists of the initial condition to which
the system returns. The second term is the damping source where TR is called the
relaxation time, and it describes the time it takes for the system to return back to
it’s original equilibrium state. The third, and last, term is the precession term that
was mentioned earlier in Equation B.79.
As it turns out, we cannot assume just one overall TR. In fact, there are two
distinct TR’s: one for the transverse relaxation, T2, and one for the longitudinal
relaxation, T1. Recall that the equilibrium state is ~M0 = M0zˆ0, so that we get






























T1 is known as the spin-lattice relaxation time constant and T2 is called the spin-spin
relaxation time constant. Here, ~B(t) is the total magnetic field which can be defined
as
~B(t) = B0zˆ
0 + ~BRF (t) ⌘ ~Beff (B.82)
where we see that the total magnetic field is the summation of the static field produced
by the scanner and the RF field that is produced by the coil in the VOI (volume of
interest). I will then define this to be the e↵ective B-field. This e↵ective B-field is
axis of rotation about which the spin will precess. If there is no RF pulse, then the
spin will precess about the z-axis, but if there exists a strong RF field produced, it
can even flip the spin 180  to rotate around the negative z-axis!
Now assume that the RF field is that of Equation B.34:
~BRF (t) = BRF cos (!coilt) xˆ
0
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where we have set the phase angle of the pulse to zero. This gives the e↵ective field
to be:
~Beff = B0zˆ
0 +BRF cos (!coilt) xˆ0 (B.83)
We can use the results from Section B.3 to find the Hamiltonian of this system












we can write Rabi’s formula which describes the probability of finding a particle in a
di↵erent state than it started after some time, t. For example if a particle started in
the |↵i state at t=0, then Rabi’s formula would describe the probability of finding it





  W|↵i| i  2 +  E|↵i   E| i 2 sin2
q
4
  W|↵i| i  2 +  E|↵i   E| i 2 t2h¯
 
(B.85)
so that all we have to do is now replace
E1 ⌘ E|↵i = h¯2⌦L



















Thus when we are far from resonance ⌦L >> !nut, then the amplitude of P is very
small, indicating that the probability of transitioning from one state to another is
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small. While, when we are exactly on resonance ⌦L = 0, it is possible to have a
100% chance of moving from one state to another, while at other times there is a zero
percent chance, due to the sin2[ ] dependence.
Getting back to Equation B.81, we recall that T1 is the spin-lattice time constant.
This time constant correlates to a loss of energy from our system, given back to the
lattice in which our nucleus is being held. By exciting the nucleus from the | i state,
we are adding energy to the system. As this particle vibrates and rotates in it’s
lattice, it will lose energy, returning to thermal equilibrium.
T2, on the other hand, is not a process which dissipates energy, but instead is
a dephasing of the transverse magnetization. Recall from Section B.2 and Equation
B.27 that as a single spin precesses around the z-axis (or even the ~Beff field) that
it will pick up a phase factor. Since we are analyzing an ensemble of spins, it is
likely that di↵erent spins will accumulate di↵erent phases as they precess. Because
of this, the averaging of all the magnetizations, including their phases, will cancel
the transverse magnetization. Note, this does NOT meant that there is no longer a
transverse magnetization, but instead the transverse magnetization exists, it is just
averaging to zero.
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C. Introduction to the Scanner
The scanner is one of the most important hardware components in the MRI and MRS
data acquisition. It uses powerful magnetic fields to take advantage of the NMR e↵ect.
Figure C.1 shows the magnetic bore with it’s powerful B0 field going along the z-axis.
The B0 field is used to align the magnetic moments of the molecules contained within
the subject. See Section B.6 for details.
B0#
Magnet#Bore#
Figure C.1. The magnetic bore with a uniform B0 field passing through
the center of the scanner. This field aligns the magnetic moments of the
sample to point along the direction of B0.
One important component to the scanner is the use of magnetic field gradients.
First, I will introduce how gradients are made and then how they are used.
Figure C.2 shows that if there exists two coils with current flowing in opposite
directions, you can superimpose the individually produced magnetic fields to achieve
a linear gradient. Thus, coils with opposite flowing currents are used to create these
magnetic field gradients. The simple coil design for the x-, y-, and z-axis are shown
in Figure C.3(a). Notice that arcs are used for the x- and y-axis gradient coils and
loops are used for the z-axis gradient coils. Finally, Figure C.4 shows how these
magnetic fields interact to produce a y-axis gradient. The magnetic fields from the






FIGURE 15-1. Individual con-
ducting wire coils that are sepa-
rately energized with currents of
opposite directions produce
magnetic fields of opposite
polarity. Magnetic field strength
reduces with distance from the
center of each coil. When com-
bined, the magnetic field varia-
tions form a linear change
between the coils, producing a
linear magnetic field gradient.
defined field of view (FOY). When superimposed upon a homogeneous magnetic
field (e.g., the main magnet, Bo), positive gradient field adds to Bo and negative gra-
dient field reduces Bo. Inside the magnet bore, three sets of gradients reside along the
coordinate axes-x, y, and z-and produce a magnetic field variation determined by
the magnitude of the applied current in each coil set (Fig. 15-2). When independently
energized, the three coils (x, y, z) produce a linearly variable magnetic field in any
direction, where the net gradient is equal to VG} + G/ + Gz2• Gradient polarity
reversals (positive to negative and negative to positive changes in magnetic field
strength) are achieved by reversing the current direction in the gradient coils.
Two properties of gradient systems are important: (a) The peak amplitude of
the gradient field determines the "steepness" of the gradient field. Gradient mag-
netic field strength typically ranges from 1 to 50 millitesla per meter (mT /m) [0.1
to 5 gauss (G)/cm]. (b) The slew rate is the time required to achieve the peak mag-
netic field amplitude, where shorter time is better. Typical slew rates of gradient
fields are from 5 mT/m/msec to 250 mT/m/msec. Limitations in the slew rate are
caused by eddy currents, which are electric currents induced in nearby conductors
that oppose the generation of the gradient field (e.g., both the RF coils and the
patient produce eddy currents). Actively shielded gradient coils and compensation
circuits reduce the problems introduced by eddy currents.
The gradient is a linear, position-dependent magnetic field applied across the
FOY, and it causes protons to alter their precessional frequency corresponding to
their position along the applied gradient in a known and predictable way. At the
middle of the gradient exists the null, where no change in the net magnetic field or
precessional frequency exists. A linear increase (or decrease) in precessional fre-
quency occurs with the variation of the local magnetic field strength away from the
null (Fig. 15-3 and Table 15-1). Location of protons along the gradient is deter-
mined by their frequency and phase; the gradient amplitude and the number of
samples over the FOV determine the frequency bandwidth (BW) across each pixel.
Figure C.2. Two singl -loop coils with curre t flowing in o posite di-
rections. These produce the individu l fields seen in the middle picture.
When the two fields are added, a linear magnetic field gradient is pro-
duced.
Net gradient = ~G 2 + G 2 + G 2x Y z
FIGURE 15-2. Within a large stationary magnetic field, field gradients are produced by three sepa-
rate saddle coils placed within the central core of the magnet, along the x, y, or z dire tion. Mag-
netic field gradients of arbitrary direction are produced by the vector addition of the individual gra-
dients turned on simultaneously. Any gradient direction is possible by superimposition of the
three-axis gradient system.
The Larmor equation (m = yB) allows the gradient amplitude (for protons) to
be expressed in the units of Hz/em. For instance, a 10-mT/m gradient can be
expressed as 10 mT/m X 42.58 MHz/T X IT/l,OOO mT = 0.4258 MHz/m, which
is equivalent to 425.8 kHz/m or 4258 Hz/em. This straightforward description of
the gradient strength facilitates determining the frequency BW across the FOY,








Larmor frequency ---_. Slightly higher
precessional frequency
FIGURE 15-3. The gradient field creates a net positive and negative magnetic environment that
adds to and subtracts from the main magnetic field. Associated with the local change in magnetic
field is a local change in precessional frequencies, per the Larmor equation. The frequencies thus
directly vary across the field in proportion to the applied gradient strength.
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FIGURE 15-2. Within a large stationary magnetic field, ield gradients are produced by three sepa-
rate saddle coils placed within the central core of the magnet, along the x, y, or z direction. Mag-
netic field gradients of arbitrary direction are produced by the vector addition of the individual gra-
dients turned on simultaneously. Any gradient direction is possible by superimposition of the
three-axis gradient system.
The Larmor equ tion (m = yB) allows the gradient amplitude (for protons) to
be expressed in the units of Hz/em. For instance, a 10-mT/m gradient can be
expressed as 10 mT/m X 42.58 MHz/T X IT/l,OOO mT = 0.4258 MHz/m, which
is equivalent to 425.8 kHz/m or 4258 Hz/em. This straightforward description of
the gradient strength facilitates determining the frequency BW across the FOY,
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FIGURE 15-3. The gradient field creates a net positive and negative magnetic environment that
adds to and subtracts from the main magnetic field. Associated with the local change in magnetic
field is a local change in precessional frequencies, per the Larmor equation. The frequencies thus
directly vary across the field in proportion to the applied gradient strength.
(a) The basic design of gradient coils are shown
for each axis [31].
(b) One possible design for
gradient coils in a real NMR
system [54].
Figure C.3. Th basic prin iple of gradients is superpositio of magn tic
fields produced from two coils, Figure C.3(a). This same ide can be
expanded on and then used as seen in Figure C.3(b).
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Figure C.4. Four arcs with currents flowing in opposite directions. These
produce the individual fields seen here. This is a side view of the coils in
the shape of those shown in Figure C.3(a). The current in the bottom left
arc flows out of the page through the arc and then travels up and to the
left to complete the circuit.
Gradients are used to ”move” through k-space, see Section 2.1, and to spatially
localize positions within the body for imaging: slice selection, frequency encoding, and
phase encoding. By applying a gradient, we are essentially changing the precessional
frequencies about the B0 axis, Figure C.5.
When a z-gradient is applied to the magnet bore, a slice selection gradient (SSG)
is said to have been applied. This allows the nuclei along the z-axis to change their
precessional frequency in a fashion as shown in Figure C.5. When RF signals are
then applied to the ROI, they are done so at a certain frequency, usually the Larmor
frequency, !L. Since the nuclei along the gradient have had their Larmor frequency
changed due to the gradient, only the ”slice” that remains at the Larmor frequency
will be excited, Figure C.6(a). The thickness of the slice can be changed by applying









Figure C.5. The application of a gradient changes the precessional fre-
quency about B0. The nuclei in the negative gradient will have a smaller
magnetic field, and thus will have a smaller precessional frequency; while
the nuclei in the positive gradient will have a larger magnetic field and
will precess at a faster frequency.
TABLE 15-1. PRECESSIONAL FREQUENCY VARIATION AT 1.5 T ALONG AN
APPLIED GRADIENT
Gradient field strength
Main magnetic field strength
Field of view (FOV)
Linear gradient amplitude over FOV
Maximum magnetic field (frequency)
Unchanged magnetic field at null
Minimum magnetic field
Net frequency range across Fova
Frequency range across FOV (1,278 Hz/cm)b
Frequency bandwidth per pixel (256 samples)
3 mT/m = 0.3 g/cm = 1,277.4 Hz/cm
1.5 T
15 cm
0.45 mT; from -0.225 mT to +0.225 mT
1.500225 T (63.8795805 MHz)
1.500000 T (63.8700000 MHz)
1.499775 T (63.8604195 MHz)
0.019161 MHz = 19.2 kHz = 19,161 Hz
1,277.4 Hz/cm x 15 cm = 19,161 Hz
19,161 Hz/256 = 74.85 Hz/pixel
aCalculated using the absolute precessional frequency range: 63.8796-63.8604 MHz.
bCalculated using the gradient strength expressed in Hz/cm.
.
The localization of protons in the three-dimensional volume requires the appli-
cation of three distinct gradients during the pulse sequence: slice select, frequency
encode, and phase encode gradients. These gradients are usually sequenced in a spe-
cific order, depending on the pulse sequences employed. Often, the three gradients
overlap partially or completely during the scan to achieve a desired spin state, or to
leave spins in their original phase state after the application of the gradient(s).
The RF antennas that produce the RF pulses do not have the ability to spatially
direct the RF energy. Thus, the slice select gradient (SSG) determines the slice of
tissue to be imaged in the body, in conjunction with the RF excitation pulse. For
axial MR images, this gradient is applied along the long (cranial-caudal) axis of the
body. Proton precessional frequencies vary according to their distance from the null
of the SSG. A selective frequency (narrow band) RF pulse is applied to the whole
volume, but only those spins along the gradient that have a precessional frequency
equal to the frequency of the RF will absorb energy due to the resonance phenom-
enon (Fig. 15-4).
Slice thickness is determined by two parameters: (a) the bandwidth (BW) of the
RF pulse, and (b) the gradient strength across the FOY: For a given gradient field
FIGURE 15-4. The slice select gra-
dient (SSG) disperses the preces-
sional frequencies of the protons
in a known way along the gra-
dient. A narrow-band radiofre-
quency (RF) pulse excites only a
selected volume (slice) of tissues,
determined by RF bandwidth and
SSGstrength.
(a) Only the slice that precesses at the
Larmor frequency will be excited
strength, an applied RF pulse with a narrow BW excites the protons over a narrow
slice of tissue, and a broad BW excites a thicker slice (Fig. 15- 5A). For a fixed RF
BW, the SEG field strength (slope) determines the slice thickness. An increase in the
gradient produces a larger range of frequencies across the FOV and results in a
decrease in the slice thickness (Fig. 15-5 B).
The RF pulse used to excite a rectangular slice of protons requires the synthe-
sis of a specialized waveform called a "sinc" pulse. The pulse contains a main lobe
centered at "0" time and oscillations (negative and positive) that decrease in ampli-
tude before and after the peak amplitude. To achieve a "perfect" slice profile (rec-
tangular frequency BW), an infinite time s required before and after the pulse, an
unachievable goal. Short pulse duration requires truncation of the sinc pulse, which
produces less than ideal slice profiles. A longer duration RF pulse produces a better
approximation to a desirable rectangular profile (Fig. 15-6). This is analogous to the
concept of slice s nsitivity profile in co puted tomography (CT).
The sinc pulse width determines the output frequency BW A narrow sinc pulse
width and high-frequency oscillations produce a wide BW and a corresponding
broad excitation distribution. Conversely, a broad, slowly varying sinc pulse pro-
duces a narrow BW and corresponding thin excitation distribution (Fig. 15-7).
A combinati n of a narrow BW and a low gradient strength or a wide BW and
a high gradient strength can result in the same overall slice thickness. There are,
however, considerations regarding the SNR of the acquired data as
1
SNRoc YEW'
A n rro BW results in incr ased SNR. By decreasing the BW by a factor of four,
the SNR is increas d by a factor of two, as long as the same slice thickness is
acquired by decreasing the gradient strength. Narrow BW is not always the appro-




FIGURE 15-5. Slice thickness is dependent on RF bandwidth and gradient strength. A: For
a fixed gradient strength, the RF bandwidth determines the slice thickness. B: For a fixed RF
bandwidth, gradient strength determines the slice thickness.
(b) By applying stronger or weaker RF pulses, the
thickness of he slice can be c anged. He e, !0
denotes the Larmor frequency
Figure C.6. The gradient along the z-axis, the transverse direction, deter-
mines the slice thickness. Both pictures were obtained from [31].
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By applying the slice selective gradient along the z-axis, a spatial dependence
has been established along the z-axis. Now, for the other two directions, x and y, a
di↵erent gradient can be applied, called the frequency encoding gradient (FEG) and
the phase encoding gradient (PEG).
The FEG is similar to the SSG, but is in a direction perpendicular to the B0 field,
for example in the x-direction. So, if one were to view the subject down the z-axis,
the frequency profile looks similar to that shown in Figure C.5, but now along the
x-axis as opposed to the z-axis, as in the SSG. What this FEG does, is to set di↵erent
frequencies along the, in this case, x-axis. See Figure C.7 for a schematic of the FEG.
Frequency Encode Gradient
The frequency encode gradient (FEG), also known as the readout gradient, is
applied in a direction perpendicular to the SSG. For an axial image acquisition, the
FEG is applied along the x-axis throughout the formation and the decay of the sig-
nals arising from the spins excited by the slice encode gradient. Spins constituting
the signals are frequency encoded depending on their position along the FEG. Dur-
ing the time the gradient is turned on, the protons precess with a frequency deter-
mined by their position from the null. Higher precessional frequencies occur at the
positive pole, and lower frequencies occur at the negative pole of the FEG. Demod-
ulation (removal of the Larmor precessional frequency) of the composite signal pro-
duces a net frequency variation that is symmetrically distributed from 0 frequency
at the null, to +fmax and -fmax at the edges of the FOV (Fig. 15-9). The composite
signal is amplified, digitized, and decoded by the Fourier transform, a mathe-
matical algorithm that converts frequency signals into a line of data correspond-
ing to spin amplitude versus position (Fig. 15-10).
A spatial "projection" of the object is created by summing the signal amplitude
along a column of the tissue; the width of the column is defined by the sampling
aperture (pixel), and the thickness is governed by the slice select gradient strength






















FIGURE 15-9. The frequency encode gradient (FEG) is applied in an orthogonal direc-
tion to the SSG, and confers a spatially dependent variation in the precessional fre-
quencies of the protons. Acting only on those spins from the slice encode excitation, the
composite signal is acquired, digitized, demodulated (Larmor frequency removed), and
Fourier transformed into frequency and amplitude information. A one-dimensional
array represents a projection of the slice of tissue (amplitude and position) at a specific
angle. (Demodulation into net frequencies occurs after detection by the receiver coil;
this is shown in the figure for clarity only.)
Figure C.7. An axial view of a subject. The fr quen y encoding gradient
(FEG) is along the x-axis in this case. Notice that the frequency of the
signal from the subject increases along the gradient. The receiver detects
the total signal of di↵erent frequencies, and through a Fourier Transform,
decodes the position of the signal source from the di↵erent frequencies
observed. This figure is from [31]
Now that two dimensions have been mapped, it’s time to show how the third di-
mension can be localized. This is done through the use of a Phase Encoding Gradient
(PEG). The PEG is di↵erent from the other two gradients because it is turned on for
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a brief amount of time and then turned back o↵. This allows some nuclei to precess
around the B0 field faster or slower than others. Once again, referring to Figure C.5,
nuclei in the positive gradient will precess at a faster speed than those that precess
at the Larmor frequency at the null point of the gradient field.
Figure C.8 shows how a particular set of nuclei will behave when applied with
a certain gradient field, top scale. Below the applied PEG, there is a color-coded
spectrum showing the range of frequencies which will occur due to this PEG. Figure
C.8 also shows four di↵erent times: t0, t1, t2, and t3. These times associate with the
following: at t0 the PEG has not been turned on and all nuclei are precessing at the
Larmor frequency, !L. For t0 < t  t1, the PEG has just been turned on and we see
that the nuclei begin to separate due to the di↵erent frequencies. At some time t2 the
nuclei have been subjected to the PEG for a greater length of time and separate even
more. For t2  t < t3, the PEG is turned o↵ and the nuclei return to precessing at the
Larmor frequency, but now with a distinctive phase that depends on their positioning












Figure C.8. A schematic of the phases for di↵erent nuclei as a function of
time that are subjected to some PEG. Note the color coded dependence
shown (blue is the Larmor frequency) and that we can define: !fast =
! + ! as well as !slow = !   !.
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Figure C.9 shows that the PEG can be applied many di↵erent times through the
course of a scan. In doing so, it e↵ectively gives an alternate viewpoint of the subject.
Another way to think of it would be to note that the gradients ”move” us through
the k-space matrix. By applying a di↵erent strength of gradient for a certain time, we
are moving through k-space in the ky direction. In the case of Figure C.9, we have a
256x256 matrix, and so we have applied the PEG 256 di↵erent times to fill the entire
k-space matrix.
Position of the spins in the third spatial dimension is determined with a phase
encode gradient (PEG), applied before the frequency encode gradient and after
the slice encode gradient, along the third perpendicular axis. Phase represents a
variation in the starting point of sinusoidal waves, and can be purposefully intro-
duced with the application of a short duration gradient. Mter the initiallocaliza-
tion of the excited protons in the slab of tissue by the SEG, all spins are in phase
coherence (they have the same phase). During the application of the PEG, a lin-
ear variation in the precessional frequency of the excited spins occurs across the
tissue slab along the direction of the gradient. After the PEG is turned off, spin
precession reverts to the Larmor frequency, but now phase shifts are introduced,
the magnitude of which are dep ndent on the spatial position relative to the PEG
null and the PEG strength. Phase advances for protons in the positive gradient,
and phase retards for protons in the negative gradient, while no phase shift occurs
for protons at the null. For each TR interval, a specific PEG strength introduces
a specific phase change across the FOY. Incremental change in the PEG strength
from positive through negative polarity during the image acquisition produces a
Phase gradient amplitude
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FIGURE 15-11. The phase encode gradient (PEG) produces a spatially dependent variation in
angular frequency of the excited spins for a brief duration, and generates a spatially depen-
dent variation in phase when the spins return to the Larmor frequency. Incremental changes in
the PEGstrength for each TR interval spatially encodes the phase variations: protons at the null
of the PEG do not experience any phase change, while protons in the periphery experience a
large phase change dependent on the distance from the null. The incremental variation of the
PEGstrength can be thought of as providing specific "views" of the three-dimensional volume
because the SSGand FEG remain fixed throughout the acquisition.
Figure C.9. This figure, obtained from [31], shows the di↵erent applica-
tions of di↵erent strength PEGs. Once the PEG has been turned o↵, the
signals have accumulated di↵erent phases based on their position within
the subject and the applied gradient. The PEG is applied with di↵erent
strengths for every repetition time (TR). This is in contrast to the SSG
and the FEG which maintain a fixed strength throughout every TR within
the acquisition.
With the introduction of the FEG and the PEG, all three dimensions have been
mapped out and could now be decoded through a Fourier Transform. Since the
gradient strengths are known, once the FT has decoded the individual frequencies,
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