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GRASSMANNIAN FLOWS AND APPLICATIONS TO
NON-COMMUTATIVE NON-LOCAL AND LOCAL
INTEGRABLE SYSTEMS
ANASTASIA DOIKOU, SIMON J.A. MALHAM, AND IOANNIS STYLIANIDIS
Abstract. We present a method for linearising classes of matrix-valued
nonlinear partial differential equations with local and nonlocal nonlin-
earities. Indeed we generalise a linearisation procedure originally de-
veloped by Po¨ppe based on solving the corresponding underlying linear
partial differential equation to generate an evolutionary Hankel operator
for the ‘scattering data’, and then solving a linear Fredholm equation
akin to the Marchenko equation to generate the evolutionary solution
to the nonlinear partial differential system. Our generalisation involves
inflating the underlying linear partial differential system for the scatter-
ing data to incorporate corresponding adjoint, reverse time or reverse
space-time data, and it also allows for Hankel operators with matrix-
valued kernels. With this approach we show how to linearise the matrix
nonlinear Schro¨dinger and modified Korteweg de Vries equations as well
as nonlocal reverse time and/or reverse space-time versions of these sys-
tems. Further, we formulate a unified linearisation procedure that incor-
porates all these systems as special cases. Further still, we demonstrate
all such systems are example Fredholm Grassmannian flows.
1. Introduction
The aim of this paper is to formulate a unified programme for the lineari-
sation of certain types of nonlinear systems. We use the Grassmann–Po¨ppe
method presented in Beck et al. [6, 7] and Doikou et al. [12]. This method
combines the idea that linear flows on Fredholm Stiefel manifolds project
onto nonlinear Riccati flows in a given coordinate patch of corresponding
Fredholm Grassmann manifolds, together with the operator approach devel-
oped by Po¨ppe [30,31] for nonlinear integrable systems. Indeed we stream-
line Po¨ppe’s approach, only requiring Po¨ppe’s kernel product rule, and also
not requiring commutativity of the integral kernels involved. Further we
generalise Po¨ppe’s approach by generalising the kernel product rule central
to Po¨ppe’s method by not insisting on evaluating the trace in the prod-
uct rule. The consequences of implementing these generalisations are that
we provide a unified approach to the linearisation of the matrix nonlinear
Schro¨dinger and modified Korteweg de Vries equations, as well as the ma-
trix Korteweg de Vries equation itself and matrix nonlocal versions of these
equations as presented in Ablowitz and Musslimani [1]. By nonlocal we
mean the matrix nonlinearities involve factors with time or space reversal
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or both. Further, generalising the kernel product rule means we generate
quite general matrix nonlinear partial differential equations for the underly-
ing integral kernels in the method. These represent a wide class of integrable
systems in themselves.
Let us now try to disentangle these statements as succinctly as possible.
First let us address the Grassmannian and Riccati flow aspect mentioned.
Central to the method presented in Beck et al. [6, 7] are a pair of time-
dependent Hilbert–Schmidt operators Q = Q(t) and P = P (t). Suppose
this pair of operators satisfy the linear evolutionary system,
∂tQ = A(id +Q) +BP
∂tP = C(id +Q) +DP,
where A and C are known bounded operators, while B and D are known,
possibly unbounded, operators. Assume a solution Q = Q(t) and P = P (t)
exists to this system, at least up to some time T > 0. We now introduce a
third Hilbert–Schmidt operator G = G(t) via the relation,
P = G(id +Q).
We call this the Riccati relation. Formally by direct straightforward com-
putation, G evolves according to the Riccati flow
∂tG = C +DG−G(A+BG).
In Beck et al. [6, 7], we show there exists a unique, well-behaved solution G
to the Riccati relation at least for some time T > 0, which indeed evolves
according to such a flow. As we explain in detail in Section 2.3, the Riccati
flow for G represents a projected flow via the Riccati relation on the canoni-
cal coordinate patch of a Fredholm Grassmann manifold. Further, since the
operators concerned are Hilbert–Schmidt integral operators, all of the above
can be translated to corresponding equations for the kernels of P,Q and G.
At the kernel level the Riccati relation has the form,
p(x, y) = g(x, y) +
∫
g(x, z)q(z, y) dz.
The interval of integration depends on the application. This is the Marchenko
equation which plays a central role in the classical theory of integrable sys-
tems, for example in the Zakharov–Shabat scheme [41, 42], as well as the
work of Ablowitz et al. [3]). Naturally we can interpret the Riccati equa-
tion above in terms of its integral kernel g = g(x, y; t). In Beck et al. [6, 7]
and Doikou et al. [12] we show many classes of partial differential equations
with nonlocal nonlinearites can have the representation given by the Riccati
equation. Hence the solutions g = g(x, y; t) to those equations can be repre-
sented by the three linear equations for Q, P and G; the linear equation for
G is the Riccati relation. In other words such equations can be linearised.
We meet three notions of nonlocal nonlinearities herein. Example classes
of nonlinear equations we can solve using the approach just mentioned are
as follows. They demonstrate the first notion of nonlocal nonlinearities we
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refer to. One class of equations for g = g(x, y; t) we solve in Beck et al. [6,7]
has the nonlocal Korteweg de Vries form,
∂tg(x, y; t) + ∂
3
xg(x, y; t) +
∫
R
g(x, z; t)∂zg(z, y; t) dz = 0.
On the other hand in Doikou et al. [12] we use the method above to solve
Smoluchowksi-type coagulation equations for g = g(x; t) of the form,
∂tg(x; t) = d(∂x)g(x; t) +
∫ x
0
g(x− y; t)g(y; t) dy − g(x; t)
∫ ∞
0
g(y; t) dy.
Here d = d(∂x) is a constant coefficient polynomial of ∂ = ∂x. We associate
this class of coagulation nonlocal nonlinear terms with the notion of nonlocal
nonlinearity present in the nonlocal KdV equation just above.
Also in Doikou et al. [12] we generalised the approach above to consider
linear equations for the operators P and Q, and a Riccati relation for G, for
example as follows:
i∂tP = ∂
2
xP,
Q = P †P,
P = G(id +Q).
In addition we assume P is a Hankel operator with an integral kernel of the
form p = p(y + z + x; t). We say this system is linear. This is because, to
solve for G, first, we need to solve the linear partial differential equation for
P . Then Q is explicity given as a quadratic term in P so we do not need to
solve an equation for Q. Then second, we need to solve the linear Riccati
relation for G. As shown in Doikou et al. [12], and we also see in Section 3,
in practice as a result of this procedure we can linearise partial differential
equations for g = g(y, z;x, t) of the form,
i∂tg(y, z;x, t) = ∂
2
xg(y, z;x, t) + 2g(y, 0;x, t)g
∗(0, 0;x, t)g(0, z;x, t).
We call this type of equation a kernel equation, though note the special
form of nonlocal nonlinearity present. This is the second notion of nonlocal
nonlinearity to which we refer. Note if we specialise this last equation so
y = z = 0, then g = g(0, 0;x, t) satisfies the nonlinear Schro¨dinger equation,
with the usual local nonlinearity. This approach for the kernel form of the
nonlinear Schro¨dinger equation shown just above, is based on the approach
Po¨ppe [30,31] developed. Though the connection with Grassmannian flows
can be glimpsed via the formulation of the linear operator equations above,
to maintain conciseness for now we refer the reader to Section 2.3 for the full
details. The procedure above lends itself naturally to the non-commutative
setting and, as we see in Section 3, the integral kernels for P , Q and G
can be matrix-valued. Further we have thusfar glossed over an important
component of Po¨ppe’s method, which is the major insight underlying the
method. This is the aforementioned kernel product rule, in which the Hankel
property of P plays a crucial role. Suppose F is a linear operator with kernel
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f(y, z;x). Note we assume f depends on a parameter x. Recall from above
if F is a Hankel operator, then f = f(y + z + x). Let us denote by [F ] the
kernel of F , i.e. [F ] = f . Now suppose F , F ′, H and H ′ are all Hilbert–
Schmidt operators with continuous kernels, and in addition assume H and
H ′ are Hankel operators. Then the fundmental theorem of calculus implies[
F∂x(HH
′)F ′
]
(y, z;x) = [FH](y, 0; z)[H ′F ′](0, z;x).
This is the crucial kernel product rule to which we refer. It generalises
the product rule used by Po¨ppe who used the ‘trace’ form of this rule in
the sense that the rule was applied with y = z = 0. The kernel product
rule above is the only property we assume in Doikou et al. [12] and herein.
Further the reader can now begin to fathom how the nonlinear term in the
kernel equation for g = g(y, z;x, t) was formed—by applying this product
rule twice to the appropriate product of operators. Indeed one application
of the kernel product rule generates [ · ](y, 0;x)[ ·· ](0, z;x), while after two
applications we get [ · ](y, 0;x)[ ·· ](0, 0;x, t)[ · · · ](0, z;x).
Herein we use the generalisations just mentioned to show how matrix-
valued kernel equations analogous to that for g = g(y, z;x, t) above can be
linearised. Hence the corresponding standard matrix-valued local nonlinear-
ity partial differential systems can be linearised. The matrix-valued systems
we establish this for include the nonlinear Schro¨dinger equation, the modified
Korteweg de Vries equation and the Korteweg de Vries equation. Further
we can also linearise in this manner corresponding matrix-valued nonlocally
nonlinear versions of these equations, including the reverse space-time and
reverse time nonlocal nonlinear Schro¨dinger equation as well as the reverse
space-time nonlocal modified Korteweg de Vries equation. For example the
latter equation has the following form for g = g(x, t):
∂tg + ∂
3
xg = 3gg˜(∂xg) + 3(∂xg)g˜g,
where g˜(x, t) = gT(−x,−t). This is the third notion of nonlocal nonlin-
earity to which we refer. Such equations can be found in Ablowitz and
Musslimani [1]. Herein we only focus on the latter two notions of nonlo-
cal nonlinearities. To distinguish them, we refer to the third notion just
above as the nonlocally nonlinear equations, while the second notion above
involving the kernels g = g(y, z;x, t) we refer to as nonlocal/kernel or simply
‘kernel equations’.
Let us now discuss the ‘unified programme’ mentioned at the very begin-
ning. Herein we extend the Doikou et al. [12], which is based on the second
system of equations for P , Q and G above. Indeed we generalise and inflate
the system as follows, this is the application linear system in Definition 3.3:
∂tP = µ1∂
2
xP + µ2∂
3
xP
∂tP˜ = µ˜1∂
2
xP˜ + µ˜2∂
3
xP˜
Q = P˜P
P = G(id +Q),
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where µ1, µ2, µ˜1, µ˜2 ∈ C are constant parameters. Note we have separate
linear equations for the linear operators P and P˜ , and we also include the
linear operators Q˜ = PP˜ and G˜, where G˜ satisfies P˜ = G˜(id + Q˜). All the
matrix nonlocal/kernel and nonlocal nonlinear systems we consider herein
linearise to the system above for appropriate choices of the parameters and
P˜ . For example for the complex matrix modified Korteweg de Vries equa-
tion we set µ1 = µ˜1 = 0, µ2 = µ˜2 = −1 and P˜ = −P
†; see Remark 3.9.
The inflated system above still naturally generates a Grassmannian flow; see
Section 2.3. Thus all the nonlinear systems we consider herein are examples
of such flows, adding to the large class of nonlocal nonlinear systems (in
the sense of the first notion on nonlocal nonlinearity we mentioned above)
we have identified as such, for example the Smoluchowksi coagulation flows
considered in Doikou et al. [12] and all the nonlocal nonlinear systems con-
sidered in Beck et al. [6, 7].
Our work herein, in Beck et al. [6,7] and Doikou et al. [12], was motivated
by the work of Ablowitz et al. [3], Dyson [15], McKean [25] and by a series
of papers by Po¨ppe [30–32], Po¨ppe and Sattinger [33] and Bauhardt and
Po¨ppe [4]. Of particular importance for us was the realisation by Po¨ppe
that the solution to a soliton equation is given by some function of the
Fredholm determinant of the solution to the linearised soliton equation.
That the scattering operators are Hankel operators is another key ingredient
in Po¨ppe’s method. Hankel operators have received a lot of recent attention,
see Grudsky and Rybkin [22, 23], Grellier and Gerard [21] and Blower and
Newsham [8]. Non-commutative integrable systems, see Fordy and Kulisch
[19], Nijhoff et al. [29], Nijhoff et al. [28], Fokas and Ablowitz [17], Ablowitz,
Prinari and Trubatch [2], and latterly nonlocal integrable systems have also
recently received a lot of attention, see Ablowitz and Musslimani [1], Fokas
[16] and Grahovski, Mohammed and Susanto [20]. With regard to the non-
commutative NLS in particular, see Mumford [24] for the first instance of the
multi-component NLS, and for its discretisation, see the work by Degasperis
and Lombardo [9,10], Ablowitz et al. [2] and, more recently, Doikou et al. [11]
and Doikou and Sklaveniti [13].
Other work in such directions includes Fokas’ unified transform method,
see Fokas and Pelloni [18] and the references therein, and the scheme by
Zakharov and Shabat [41, 42]. Mumford [27, p. 3.239] also took a similar
viewpoint providing solutions to the Sine-Gordon, KdV and KP equations
using θ-functions. Classical integrability involves the existence of a Lax pair
(L˜, D˜) which satisfies the auxiliary linear problem L˜Ψ = λΨ and ∂tΨ = D˜Ψ
for an auxiliary function Ψ and spectral parameter λ. Requiring these two
equations be compatible, one arrives at the so-called zero curvature condition
∂tL˜ = [D˜, L˜], which in turn yields the nonlinear integrable equation. In this
context, the existence of the Lax pair provides extra symmetries and, hence,
integrability. In our formulation, which is based on Po¨ppe’s method, we
impose the linear evolutionary condition ∂tΨ = D˜Ψ and the Hankel property
for Ψ only; see Beck et al. [7, pp. 5-6]. The connection between classical
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integrable systems and Grassmannians was first explored by Sato [36, 37]
and developed further by Segal and Wilson [38].
To summarise, what is new in this paper is that, for a collection of classical
integrable nonlinear systems, we:
(i) Optimise and simplify the method of Po¨ppe. We show how a linear
equation for a Hankel operator, based on the linearised version of
the system, together with a linear integral relation, generates the
solution to a corresponding nonlocal/kernel version of the integrable
nonlinear systems. The integrable nonlinear system itself is gener-
ated by a further projection. The approach is optimal/minimal as it
only uses the product rule of the Po¨ppe approach, and none further;
(ii) Generalise this optimal approach to the non-commutative case. We
do not require the operator kernels involved to commute and thus
the entire linearisation procedure for the integrable systems involved
applies to matrix-valued systems;
(iii) Demonstrate via the non-commutative Po¨ppe procedure, the non-
local/kernel nonlinear integrable systems generated are examples of
evolutionary Grassmannian flows. We show how the evolutionary
linear system for the Hankel operator generates an infinite dimen-
sional Stiefel manifold flow. The projection of that flow onto the un-
derlying Fredholm Grassmannian in a given coordinate chart is the
nonlocal/kernel nonlinear integrable system under consideration;
(iv) Show how some matrix-valued nonlocal nonlinear partial differential
systems, including nonlocal reverse time and reverse space-time ver-
sions of classical integrable systems, can also be linearised using the
non-commutative Po¨ppe procedure we advocate;
(v) Reveal how the Miura transformation is the result of a trivial qua-
dratic operator decomposition into linear operator factors at the level
of the two separate non-commutative linear systems for the modified
Korteweg de Vries and Korteweg de Vries equations;
(vi) Present a unified programme that incorporates all the matrix ker-
nel, nonlocal nonlinear and local nonlinear integrable systems we
consider. We show the different systems result from different choices
of the parameters and underlying Hankel operators P and P˜ ;
(vii) Discuss how, for given initial data, this linearisation approach can
be used to find time-evolutionary solutions to such non-commutative
integrable nonlinear systems analytically, or efficiently numerically.
In other words we can generate the evolutionary solution at any
time by evaluating, analytically, the solution to the underlying linear
partial differential equation for P and if required P˜ at any given time
t, determining Q and if required Q˜ at that time, and then solving,
usually numerically, the linear Fredholm equations defining G and if
required G˜ at that time t. We do not have to numerically evolve the
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solution to the nonlinear system in time. This is one of the practical
‘gains’ we have made.
Our paper is outlined as follows. In Section 2 we introduce some preliminary
notions and results we use throughout this paper, in particular the kernel
bracket, observation functional and product rule. We then describe the uni-
fication scheme in its most general form. In Section 3 we present the main
results of this paper. We start by establishing existence and uniqueness prop-
erties and proceed to prove Theorems 3.4 and 3.8, where the linearisation
of both nonlocal/kernel and local versions of different integrable systems is
achieved without assuming commutativity. Finally, in Section 4 we discuss
possible extensions to the work herein.
2. Unification
2.1. Preliminaries. Let us first describe the general framework by intro-
ducing the types of operators we use and providing some necessary defini-
tions. As in Doikou et al. [12], we consider Hilbert–Schmidt integral opera-
tors which depend on both a spatial parameter x ∈ R and a time parameter
t ∈ [0,∞). The class of Hilbert–Schmidt operators, J2, are representable
in terms of square-integrable kernels, and so given an operator F = F (x, t)
with F ∈ J2, there exists a square-integrable kernel f = f(y, z;x, t) such
that
(Fφ)(y;x, t) =
∫ 0
−∞
f(y, z;x, t)φ(z) dz,
for any square-integrable function φ.
Definition 2.1 (Kernel bracket). With reference to the operator F just
above, we use the kernel bracket notation [F ] to denote the kernel of F :
[F ](y, z;x, t) := f(y, z;x, t).
For brevity, we often drop the dependencies and write [ · ].
Of critical importance throughout this paper is a class of integral opera-
tors known as Hankel operators. Indeed we consider time-dependent Hankel
operators which also depend on a parameter x of the following form.
Definition 2.2 (Hankel operator with parameter). We say a given time-
dependent Hilbert–Schmidt operator H ∈ J2 with corresponding square-
integrable kernel h is Hankel or additive with parameter x ∈ R if its action,
for any square-integrable function φ, is given by
(Hφ)(y;x, t) :=
∫ 0
−∞
h(y + z + x; t)φ(z) dz.
As in Po¨ppe [31], we introduce the following observation functional for
any Hilbert–Schmidt operator with continuous kernel.
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Definition 2.3 (Observation functional). Given a Hilbert–Schmidt oper-
ator F with a square-integrable and continuous kernel f = f(y, z), the
observation functional 〈·〉 is defined to be 〈F 〉 := f(0, 0).
Remark 2.4. Further below and in Section 3 we are concerned with Hilbert–
Schmidt operators which depend on both a spatial parameter x ∈ R and a
time parameter t ∈ [0,∞). In that case, if F = F (x, t) represents such a
parameter dependent operator with corresponding kernel f = f(y, z;x, t),
then we have 〈F (x, t)〉 = f(0, 0;x, t).
As mentioned previously, there is one key ‘product rule’ property. This is
the following; we include the proof from Doikou et al. [12] for completeness.
Lemma 2.5 (Product rule). Assume H,H ′ are Hankel Hilbert–Schmidt op-
erators with parameter x and F,F ′ are Hilbert–Schmidt operators. Assume
further that the corresponding kernels of H,H ′, F and F ′ are continuous.
Then, the following product rule holds
[F∂x(HH
′)F ′](y, z;x) = [FH](y, 0;x)[H ′F ′](0, z;x).
As a special case, we have
〈F∂x(HH
′)F ′〉 = 〈FH〉〈H ′F ′〉.
Proof. We use the fundamental theorem of calculus and Hankel properties
of H and H ′. Let f , h, h′ and f ′ denote the integral kernels of F , H, H ′
and F ′ respectively. By direct computation [F∂x(HH
′)F ′](y, z;x) equals∫
R3
−
f(y, ξ1;x)∂x
(
h(ξ1 + ξ2 + x)h
′(ξ2 + ξ3 + x)
)
f ′(ξ3, z;x) dξ3 dξ2 dξ1
=
∫
R3
−
f(y, ξ1;x)∂ξ2
(
h(ξ1 + ξ2 + x)h
′(ξ2 + ξ3 + x)
)
f ′(ξ3, z;x) dξ3 dξ2 dξ1
=
∫
R2
−
f(y, ξ1;x)h(ξ1 + x)h
′(ξ3 + x)f
′(ξ3, z;x) dξ3 dξ1
=
∫
R−
f(y, ξ1;x)h(ξ1 + x) dξ1 ·
∫
R−
h′(ξ3 + x)f
′(ξ3, z;x) dξ3
=
(
[FH](y, 0;x)
)(
[H ′F ′](0, z;x)
)
,
giving the first result. Setting y = z = 0 generates the second result. 
Remark 2.6. Our motivation for introducing the observation functional 〈·〉
and the product rule above stems for the work of Po¨ppe in [30–32] and
Po¨ppe and Sattinger [33]. In our case, however, we develop the product rule
for the kernel bracket [ · ] as a precursor to the observation functional 〈 · 〉.
Each application of the product rule produces an extra degree of nonlin-
earity, hence we do so in a targeted way so as to generate the nonlinearity
required. The fact this is accomplished at the kernel level means the re-
sulting nonlinear partial differential equation is a nonlocal/kernel one in the
sense described in the Introduction. Having generated the nonlocal/kernel
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PDE, specialising to the observation functional 〈·〉 has the effect of passing
to the corresponding local PDE, as every term is now evaluated at (x, t).
We record in the following lemma some identities for U := (id + F )−1
which are useful later on. Here we assume F depends on a parameter.
Similar results are derived by Po¨ppe [30,31].
Lemma 2.7 (U-identities). Suppose the operator F depends on a param-
eter with respect to which we wish to compute derivatives. Further suppose
U := (id + F )−1 exists. Then the following identities hold:
(i) ∂U = −U(∂F )U ;
(ii) id− U = UF = FU ;
(iii) Ux = −UxF − UFx = −FxU − FUx;
(iv) Uxx = −2UxFxU − UFxxU = −2UFxUx − UFxxU ;
(v) Uxxx = −6UxFxUx − 3UFxxUx − 3UxFxxU − UFxxxU ;
(vi) UFxUx = UxFxU .
Proof. (i) Since UU−1 = id, we have (∂U)U−1 = −U∂F and so ∂U =
−U(∂F )U . (ii) We have id − U = U(U−1 − id) = (U−1 − id)U which gives
the result since U−1 − id = F . (iii) These follow by differentiating (ii).
(iv) From the first part of (iii) we have Uxx = −UxxF − 2UxFx − UFxx,
so Uxx(id + F ) = −2UxFx − UFxx and hence Uxx = −2UxFxU − UFxxU .
Similarly, Uxx = −2UFxUx − UFxxU . (v) Again from the first part of (iii)
we have Uxx = −UxxF − 2UxFx − UFxx, so Uxxx = −UxxxF − 3UxxFx −
3UxFxx − UFxxx and thus Uxxx(id + F ) = −3UxxFx − 3UxFxx − UFxxx.
This implies Uxxx = −3UxxFxU − 3UxFxxU − UFxxxU . Now substituting
Uxx = −2UxFxU − UFxxU from (iv) and using (i) gives the result. (vi)
Using (i), we have UFxUx = −UFxUFxU = UxFxU . 
2.2. Unification scheme. Assume P = P (x, t) and P˜ = P˜ (x, t) are Hankel
Hilbert–Schmidt operators with respective integral kernels p = p(y+z+x; t)
and p˜ = p˜(y+z+x; t) and Q = Q(x, t) and G = G(x, t) are Hilbert–Schmidt
operators with respective kernels q = q(y, z;x, t) and g = g(y, z;x, t).
Definition 2.8 (Abstract linear system). Assume the operators P , P˜ , Q
and G satisfy the linear system of equations:
∂tP = d(∂x)P
∂tP˜ = d˜(∂x)P˜
Q = P˜P
P = G(id +Q),
where d and d˜ are polynomials of ∂x with constant coefficients. In addition,
for convenience later, we also set Q˜ = PP˜ and define G˜ as the solution to
the linear equation P˜ = G˜(id + Q˜).
As in Beck et al. [6, 7], our goal later is to extract a nonlinear flow for G
from this linear system. Then, after considering the corresponding kernels,
10 ANASTASIA DOIKOU, SIMON J.A. MALHAM, AND IOANNIS STYLIANIDIS
we apply the product rule whenever necessary, so as to show the function
[G] = [G](y, z;x, t) satisfies in each case the targeted nonlocal/kernel inte-
grable system. The different cases are distinguished by the order of d and d˜
and, crucially, by the choice of P˜ . A further projection using the observation
functional yields the analogous local integrable system for 〈G〉 = 〈G〉(x, t).
As this whole process does not require commutativity between the operator
kernels involved, the systems generated can have matrix form.
These ideas, besides being related to Zakharov–Shabat scheme [41, 42],
Fokas and Pelloni [18] and Ablowitz et al. [2] in the general context of inverse
scattering, have been motivated Po¨ppe [30–32], Po¨ppe and Sattinger [33] and
Ablowitz et al. [3]. In particular, the generation of the nonlinear PDEs from
the linear system above via algebraic manipulations and the product rule is
similar in spirit to Po¨ppe [30,31]. Moreover, the corresponding assumptions
in Ablowitz et al. [3] have been instructive in the way we choose the operator
P˜ to generate each case.
Lastly, in light of the system of linear equations we introduced above we
have the following corollary to Lemma 2.7.
Corollary 2.9. Suppose we set F := Q with Q = P˜P and U := (id +Q)−1
so U = (id + P˜P )−1. Assume U exists. Then U satisfies properties (i)–
(vi) in Lemma 2.7. Further suppose we set F := Q˜ with Q˜ = PP˜ and
V := (id + Q˜)−1. Assume V exists. Then similarly V satisfies properties
(i)–(vi) in Lemma 2.7. In addition we note PU−1 = V −1P , so we have
V P = PU = G. Similarly, we have UP˜ = P˜ V = G˜.
2.3. Grassmannian flow. We now outline how the flow prescribed in Def-
inition 2.8 represents a flow on a Fredholm Grassmann manifold. Given
the fields P , P˜ , Q, Q˜, G and G˜ satisfying the linear system of equations in
Definition 2.8, we set:
P :=
(
P P˜
)
, Q :=
(
Q O
O Q˜
)
and G :=
(
G G˜
)
.
We observe the system of linear equations satisfied by G and G˜ is equivalent
to the linear equation:
P = G (id + Q).
If P and Q are a Hilbert–Schmidt operators and (id + Q)−1 exists, then the
solution G represents an element in a given coordinate patch of a Fredholm
Grassmann manifold, or “Grassmannian” for short. We briefly explain this
context here. More details and background information can be found in
Beck et al. [6,7], Doikou et al. [12], Segal and Wilson [38] and Pressley and
Segal [35]. Suppose we have a separable Hilbert space H. The Fredholm
Grassmannian of all subspaces of H that are comparable in size to a given
closed subspace V ⊂ H is defined as follows; see Pressley and Segal [35].
Definition 2.10 (Fredholm Grassmannian). Let H be a separable Hilbert
space with a given decomposition H = V⊕V⊥, where V and V⊥ are infinite
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dimensional closed subspaces. The Grassmannian Gr(H,V) is the set of all
subspaces W of H such that:
(i) The orthogonal projection pr: W → V is a Fredholm operator, in-
deed it is a Hilbert–Schmidt perturbation of the identity; and
(ii) The orthogonal projection pr: W → V⊥ is a Hilbert–Schmidt oper-
ator.
To help elucidate the structure of the Grassmannian Gr(H,V) and resp-
resentative coordinate charts, let us construct an example Grassmannian,
suitably general to apply to our applications herein. More details can be
found in Doikou et al. [12] for example. Any separable Hilbert space is
isomorphic to the sequence space of square summable complex sequences
ℓ2(C). We can also assume the sequences in ℓ2(C) are parametrised by
N. Thus we can represent any sequence a ∈ ℓ2(C) by an infinite vector
a = (a(1), a(2), a(3), . . .)T where a(n) ∈ C for every n ∈ N. Square summa-
bility of any sequence a means
∑
n∈N a
∗(n)a(n) < ∞, where a∗(n) denotes
the complex conjugate of a(n). For any two elements a, b ∈ ℓ2(C), the nat-
ural inner product on ℓ2(C) is given by a†b, where a† denotes the complex
conjugate transpose of the vector a. Hence a natural canonical orthonormal
basis for ℓ2(C) are the vectors {en}n∈N where en is the infinite vector with
one in the nth position and zeros elsewhere. We now assume the underlying
separable Hilbert space H and closed subspace V are H := ℓ2l (C) × ℓ
2
r (C),
where ℓ2l (C) and ℓ
2
r (C) are just independent copies of ℓ
2(C), and V := ℓ2(C).
Suppose we are given a set of independent sequences in ℓ2l (C)× ℓ
2
r (C) which
span ℓ2(C) and we record them as columns in the infinite matrix
W =
(
id + Q
P
)
.
In other words, each column of id+Q ∈ ℓ2l (C) and each column of P ∈ ℓ
2
r (C).
Assume also for the moment, when we constructed id + Q we ensured
it was a Fredholm operator on ℓ2l (C) with Q ∈ J2(ℓ
2
l (C); ℓ
2
l (C)). Here
J2(ℓ
2(C); ℓ2(C)) is the class of Hilbert–Schmidt operators from ℓ2(C) to
ℓ2(C), equipped with the norm ‖Q‖2J2 := trQ
†Q where ‘tr’ is the trace oper-
ator. We also denote by J1(ℓ
2(C); ℓ2(C)) the class of trace-class operators.
For any operator Q ∈ Jn, n = 1, 2, we can define
detn(id + Q) := exp
(∑
k>n
(−1)k−1
k
tr(Qk)
)
.
This is the Fredholm determinant when n = 1, or the regularised Fredholm
determinant when n = 2. For more details, see Simon [39]. The operator
id + Q is invertible if and only if detn(id + Q) 6= 0. We also assume when
we constructed P we ensured P ∈ J2(ℓ
2
l (C); ℓ
2
r (C)), the space of Hilbert–
Schmidt operators from ℓ2l (C) to ℓ
2
r (C). With this in hand, we denote by W
the subspace of ℓ2l (C)× ℓ
2
r (C) spanned by the columns of W . Further let V0
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denote the canonical subspace with the representation
V0 =
(
id
O
)
,
where id = idV0 and O is the infinite matrix of zeros. Now consider the
projection of W onto V0. The projections pr: W → V0 and pr: W → V
⊥
0
respectively give
W ‖ =
(
id + Q
O
)
and W⊥ =
(
O
P
)
.
This projection is achievable if and only if det2(id+Q) 6= 0. We assume this
is the case for the moment, and discuss what happens when this is not the
case momentarily. Hence we see the subspace of H spanned by the columns
of W ‖ coincides with the subspace spanned by the columns of V0 which is
V0. Indeed the transformation (id + Q)
−1 ∈ GL(V) transforms W ‖ to V0.
Under this transformation, the representation W for W becomes(
id
G
)
,
where G = P(id+Q)−1. Any subspace that can be projected onto V0 can be
represented in this way and vice-versa. Indeed operators G ∈ J2(ℓ
2
l (C); ℓ
2
r (C))
parameterise all the subspaces W that can be projected onto V0. See Se-
gal and Wilson [38] and Pressley and Segal [35] for more details. When
det2(id+Q) = 0, andW cannot be projected onto V0, then dim(W∩V
⊥
0 ) > 0,
and we need to choose a different representative coordinate patch. Given
a subset S = {i1, i2, . . .} ⊂ N, let V0(S) denote the subspace given by
span{ei1 , ei2 , . . .}. From Pressley and Segal [35, Prop. 7.1.6] we know there
exists a set S ⊂ N such that the projection W → V0(S) is an isomorphism.
Hence we can carry through the procedure above with V0 replaced by V0(S),
representing a different representative coordinate chart. For more details see
Doikou et al. [12]. For more details on the implications concerning the con-
nection between singularities develeping in components of G, poor represen-
tative patches and the need to choose a different representative coordinate
patch, see Beck et al. [6, 7] and the Discussion Section 4.
With reference to the abstract linear system in Definition 2.8 we re-
quire the operators P and P˜ and thus their corresponding kernels to sat-
isfy the partial differential systems involving the operators d = d(∂x) and
d˜ = d˜(∂x). These are both assumed to be constant coefficient polynomials
of ∂x. Looking forward to our actual application linear system in Defini-
tion 3.3 and results in Theorems 3.4 and 3.8, in each example case we in
fact have deg(d) = deg(d˜). Assume this is the case for the present dis-
cussion. Let us now consider the Grassmannian construction above in the
context of the applications we consider. Let us temporarily pull back from
the inflated system for P, Q and G to the system of equations for P , P˜ ,
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Q, Q˜, G and G˜. We assume the operators P are Hilbert–Schmidt opera-
tors from L2(R;Cm) to L2(R;Cn) whose kernels are sufficiently smooth for
the differential equations to make sense. Indeed we suppose P ∈ Dom(d),
where Dom(d) is the subspace of J2(L
2(R;Cm);L2(R;Cn)) for which the
kernels p of the operators P therein are such that p ∈ Hdeg(d)(R2;Cn×m).
Analogously we suppose P˜ ∈ Dom(d˜), where Dom(d˜) is the subspace of
J2(L
2(R;Cn);L2(R;Cm)) for which the kernels p˜ of the operators P˜ therein
are such that p˜ ∈ Hdeg(d)(R2;Cm×n). Since Q = P˜P and Q˜ = PP˜ , i.e.
they are both the product of two Hilbert–Schmidt operators, we thus know
they are both trace class. We thus assume Q and Q˜ lie in the subspaces
of J1(L
2(R;Cm);L2(R;Cm)) and J1(L
2(R;Cn);L2(R;Cn)), respectively, for
which their corresponding kernels are such that q ∈ Hdeg(d)(R2;Cm×m) and
q˜ ∈ Hdeg(d)(R2;Cn×n). Then, for example, for the inflated system we equiv-
alently assume P ∈ Dom(d) ×Dom(d˜) and so forth. For appropriate initial
data, the following lemma establishes the existence and uniqueness for some
interval of time, of solutions G and G˜ to the respective Fredholm equations
P = G(id +Q) and P˜ = G˜(id + Q˜), and thus to P = G(id + Q). Recall J2 is
a subspace of J1. A proof can be found in Doikou et al. [12].
Lemma 2.11 (Existence and Uniqueness). Assume, for some T > 0,
we know Q ∈ C∞([0, T ];J2(V;V)) and P ∈ C
∞([0, T ]; Dom(d)). Also as-
sume det2(id + Q0) 6= 0. Then, there exists a T
′ > 0, with T ′ 6 T ,
such that det2(id + Q(t)) 6= 0 for t ∈ [0, T
′]. In particular, there exists
a unique solution G to the linear Fredholm equation P = G(id + Q) with
G ∈ C∞([0, T ′]; Dom(d)).
3. Application to integrable PDEs
3.1. Existence and Uniqueness results. Before we can proceed to the
derivation of the nonlinear PDEs from the linear system, we need to establish
some existence and uniqueness results. To begin we introduce some notation
we require. For w : R → R+, we denote by L
2
w(R;C
n×m) the space of
functions f : R→ Cn×m whose L2 norm weighted by w is finite, that is,
‖f‖L2
w
:= tr
∫
R
f †(x)f(x)w(x) dx <∞,
where f † denotes the complex-conjugate transpose of f and ‘tr’ is the trace
operator giving the sum of the diagonal elements of a matrix. We set
H(R;Cn×m) :=
⋂
l∈{0}∪N
H l(R;Cn×m),
to denote the Sobolev space of all functions which themselves, as well as
their derivatives, are square integrable. Any such functions are thus smooth.
Further, for any given integrable function f = f(x), we denote its Fourier
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transform by f = f(k) and define its inverse by the formulae
f(k) :=
∫
R
f(x)e2piikx dx and f(x) :=
∫
R
f(k)e−2piikx dk.
We now establish regularity results for the linear PDEs satisfied by the
integral kernels p and p˜, of P and P˜ respectively, i.e. for
∂tp = d(∂x)p
∂tp˜ = d˜(∂x)p˜.
We assume d = d(∂x) and d˜ = d˜(∂x) are scalar polynomials of ∂x satisfying
(d(iκ))∗ = −d(iκ) for all κ ∈ R. The regularity results ensure these kernels
generate Hilbert–Schmidt operators P and P˜ , respectively. The original
proof of the following lemma for the scalar case can be found in Doikou et
al. [12]. We include the matrix adapted version below for completeness.
Lemma 3.1 (Dispersive linear PDE properties). Assume p = p(x; t) is
a solution to the general dispersive linear partial differential equation above.
Let w = w(∂) denote an arbitrary polynomial function of ∂ = ∂x with
constant non-negative coefficients, whose Fourier transform we denote by
w = w(k), while W : R→ R+ denotes the specific function W : x 7→ 1+ x
2.
Then, p and its Fourier transform p = p(k; t) satisfy the following properties
for all k ∈ R and t > 0 (d′ below is the derivative of d):
(i) ‖∂p‖2L2 6 (2π)
2‖W 1/2p‖2L2 ;
(ii) p(0) ∈ H(R;Cn×m)⇒ p(0) ∈ L2w(R;C
n×m);
(iii) p(0) ∈ L2W (R;C
n×m)⇒ p(0) ∈ H1(R;Cn×m);
(iv) p(k; t) = etd(2piik)p(k; 0);
(v) p†(k; t)p(k; t) = p†(k; 0)p(k; 0);
(vi) ‖w(∂)p(t)‖2L2 = ‖wp(t)‖
2
L2 = ‖wp(0)‖
2
L2 = ‖w(∂)p(0)‖
2
L2 ;
(vii) p(0) ∈ H(R;Cn×m)⇒ p(t) ∈ H(R;Cn×m);
(viii) ‖∂p(t)‖2L2 6 2((2π)
2t2‖d′p(0)‖2L2 + ‖∂p(0)‖
2
L2 );
(ix) p(0) ∈ H1(R;Cn×m) ∩ L2(d′)2(R;C
n×m)⇒ p(t) ∈ H1(R;Cn×m);
(x) ‖W 1/2p(t)‖2L2 = ‖p(0)‖
2
L2 + (2π)
−2‖∂p(t)‖2L2 ;
(xi) p(0) ∈ L2W (R;C
n×m) ∩Hdeg(d
′)(R;Cn×m)⇒ p(t) ∈ L2W (R;C
n×m);
(xii) p(t) ∈ L2W (R;C
n×m) ⇒ Hankel P (t) ∈ J2.
Proof. Let V : R → R+ denote the function V : x 7→ x
2. We establish the
results in order as follows: (i) By the Plancherel Theorem and the definition
of the Fourier transform we observe ‖∂p‖2L2 = (2π)
2‖V 1/2p‖2L2 which we
then combine with the fact ‖V 1/2p‖2L2 6 ‖W
1/2p‖2L2 ; (ii) This follows again
by the Plancherel Theorem and standard properties of the Fourier trans-
form; (iii) This follows from (i) applied at time t = 0; (iv) and (v) These
follow by directly solving the linear differential equation for the general dis-
persive equation in Fourier space; (vi) The first and third equalities follow
by the Plancherel theorem, while the second uses (v); (vii) Follows from (vi)
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and that w is arbitrary; (viii) The derivative with respect to k of the ex-
plicit solution from (iv) generates ∂p(t) = etd(2piik)(t(2πi)d′p(k; 0)+∂p(k; 0)),
where d′ denotes the derivative of d. Taking the complex conjugate of
this and using both expressions to expand ∂p†(t)∂p(t) generates the in-
equality shown when we integrate with respect to k and use the Cauchy–
Schwarz and Young inequalities; (ix) Follows from (viii); (x) We observe
‖W 1/2p(t)‖2L2 = ‖p(t)‖
2
L2 + ‖V
1/2p(t)‖2L2 = ‖p(0)‖
2
L2 + (2π)
−2‖∂p(t)‖2L2 ,
where we used the equality stated in the proof of (i) just above; (xi) This
follows from (iii), (ix) and (x); and finally (xii) By a standard change of
variables ξ = y + z and η = y − z we have (see for example Power [34])∫ 0
−∞
∫ 0
−∞
p†(y + z; t)p(y + z; t) dy dz =
∫ 0
−∞
∫ −ξ
ξ
p†(ξ; t)p(ξ; t) dη dξ
=
∫ 0
−∞
(2|ξ|)p†(ξ; t)p(ξ; t) dξ.
Taking the trace, the right-hand side is bounded by ‖W 1/2p(t)‖2L2 . Hence
we see if p(t) ∈ L2W (R;C
n×m) then we observe Hankel P (t) ∈ J2. 
Finally, we establish the sense in which a solution generated by the linear
system exists.
Lemma 3.2 (Existence and Uniqueness: unified PDE presciption).
Assume p0 ∈ H(R;C
n×m)∩L2W (R;C
n×m), p˜0 ∈ H(R;C
m×n)∩L2W (R;C
m×n)
and det(id + Q(x; 0)) 6= 0. Then, there exists a T > 0 such that, for each
t ∈ [0, T ] and x ∈ R, we have:
(i) The solutions p = p(y+x; t) and p˜ = p˜(y+x; t) to the respective linear
partial differential equations ∂tp = d(∂)p and ∂tp˜ = d˜(∂)p˜, are such that
p(· + x; t) ∈ H(R;Cn×m) ∩ L2W (R;C
n×m) and p˜(· + x; t) ∈ H(R;Cm×n) ∩
L2W (R;C
m×n) with p(x; 0) = p0(x) and p˜(x; 0) = p˜0(x). Thus P (x; t) ∈ J2
and P˜ (x; t) ∈ J2 and are smooth functions of x and t;
(ii) The kernel function corresponding to Q given by
q(y, z;x, t) =
∫ 0
−∞
p˜(y + ξ + x; t)p(ξ + z + x; t) dξ,
is such that Q(x, t) ∈ J1 and is a smooth function of x and t;
(iii) det(id +Q(x; t)) 6= 0;
(iv) There exists a unique g ∈ C∞([0, T ];C∞(R×2− × R;C
n×m)) which
satisfies the linear Fredholm equation
p(y + z + x; t) = g(y, z;x, t) +
∫ 0
−∞
g(y, ξ;x, t)q(ξ, z;x, t) dξ.
Proof. (i) The time regularity of p follows from the spatial regularity as-
sumed on the initial data p0 and Lemma 3.1 (iv). The regularity of p =
p(· + x; t) with respect to x follows from Lemma 3.1 (vii) and the Hankel
assumption. Thus, from Lemma 3.1 (xi) and (xii), we deduce P (x; t) ∈ J2
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and is a smooth function of x and t. The same arguments apply for p˜ and
P˜ . (ii) Since P (x; t), P˜ (x; t) ∈ J2, by the Hilbert–Schmidt ideal property we
have ‖P˜P‖J1 6 ‖P˜‖J2‖P‖J2 , and hence Q = P˜P ∈ J1 for every x ∈ R and
t ∈ [0, T ]. (iii) Since P (x; t), P˜ (x; t) are smooth in x, t so is Q(x; t). Hence,
since det(id+Q(x; 0)) 6= 0, there exists T ′ > 0 such that det(id+Q(x; t)) 6= 0
for t ∈ [0, T ′]; if T ′ < T we reset T to be T ′. (iv) This is established using the
corresponding abstract result in the Existence and Uniqueness Lemma 2.11
and noting Q = P˜P ∈ J1 ⊂ J2. 
3.2. Matrix nonlinear Schro¨dinger system. We now restrict our choice
of operators d and d˜. Consider the following “application” linear system.
Definition 3.3 (Application linear system). Suppose the linear operators
P , P˜ , Q and G satisfy the linear system of equations,
∂tP = µ1∂
2
xP + µ2∂
3
xP
∂tP˜ = µ˜1∂
2
xP˜ + µ˜2∂
3
xP˜
Q = P˜P
P = G(id +Q),
where the constant parameters µ1, µ2, µ˜1, µ˜2 ∈ C. Recall we also set Q˜ = PP˜
and define G˜ as the solution to the linear equation P˜ = G˜(id + Q˜).
With regard to the parameters µj and µ˜j , a priori these can be regarded
as arbitrary complex numbers. However, as it turns out, the structure of the
computations needed to prove the following two theorems is such that we
eventually require µ˜j = ±µj. For the moment we also distinguish between
the second-order and third-order cases. Thus herein and in Section 3.3 we
impose µ1µ2 = 0. As we show below, special values of µj and µ˜j yield
specific well-known integrable systems in these cases. The case when both
µ1 and µ2 are non-zero is treated in Section 3.4.
We now assume µ2 = µ˜2 = 0. In Section 3.3 we consider the case µ1 =
µ˜1 = 0. We state and prove our first result which leads to the matrix NLS.
Recall Corollary 2.9.
Theorem 3.4 (Second-order decomposition). Assume the Hilbert–Schmidt
operators P , P˜ , Q and G satisfy the application linear system in Definition
3.3 and their corresponding kernels satisfy the assumptions of Lemma 3.2.
Set P˜ = P †, the adjoint of the operator P , and µ1 = −i. Then, for some
T > 0, the integral kernel g = g(y, z;x, t) corresponding to G, for every
t ∈ [0, T ] satisfies the matrix kernel NLS equation:
i∂tg(y, z;x, t) = ∂
2
xg(y, z;x, t) + 2g(y, 0;x, t)g
†(0, 0;x, t)g(0, z;x, t),
where here g† now denotes the complex conjugate transpose of the matrix g.
In particular, 〈G〉(x, t) := g(0, 0;x, t) satisfies the matrix NLS equation:
i∂t〈G〉 = ∂
2
x〈G〉+ 2〈G〉〈G〉
†〈G〉.
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Proof. We split the proof into three steps.
Step 1: Apply the linear dispersion operator ro G = PU . With G = PU ,
using the Leibniz rule, that Pt = µ1Pxx and P˜t = µ˜1P˜xx, and the identities
∂U = −U(∂Q)U and Uxx = −2UxQxU−UQxxU from Lemma 2.7 in (i) and
(iv) with F = Q, we compute
∂tG− µ1∂
2
xG = PtU − PUQtU − µ1
(
PxxU + 2PxUx + PUxx
)
= −PU(Qt − µ1Qxx)U + 2µ1
(
PxUQxU + PUxQxU
)
.
We now set µ˜1 = −µ1 and assume this holds hereafter. Since Q := P˜P , by
direct computation we have
Qt − µ1Qxx = µ˜1P˜xxP + µ1P˜Pxx − µ1
(
P˜xxP + 2P˜xPx + P˜Pxx
)
= (µ˜1 − µ1)P˜xxP − 2µ1P˜xPx
= −2µ1(P˜xP )x.
Substituting this result into the previous one and using Q = P˜P , we get,
∂tG− µ1∂
2
xG = 2µ1
(
PU(P˜xP )xU + PxU(P˜P )xU + PUx(P˜ P )xU
)
.
Step 2: Apply the kernel bracket operator. We now consider the corre-
sponding kernels, denoted by [·]. In other words applying the kernel bracket
to the final relation in Step 1 above, and using the kernel bracket product
rule, we find,
∂t[G](y, z) − µ1∂
2
x[G](y, z)
= 2µ1
(
[PUP˜x](y, 0)[PU ](0, z) + [PxUP˜ ](y, 0)[PU ](0, z)
+ [PUxP˜ ](y, 0)[PU ](0, z)
)
= 2µ1[(PUP˜ )x](y, 0)[PU ](0, z).
Now, the identity id − V = V PP˜ = PUP˜ , gives Vx = −(PUP˜ )x. But also,
by the definition of V , we have Vx = −V (PP˜ )xV . Hence, applying the
kernel bracket product rule once more we get,
∂t[G](y, z) − µ1∂
2
x[G](y, z) = 2µ1[V (PP˜ )xV ](y, 0)[PU ](0, z)
= 2µ1[V P ](y, 0)[P˜ V ](0, 0)[PU ](0, z)
= 2µ1[G](y, 0)[G˜](0, 0)[G](0, z).
Step 3: Choose P˜ and µ1 for the matrix kernel NLS equation. We now
choose P˜ = P † and µ1 = −i, so µ˜1 = i, where P
† denotes the adjoint of the
complex-valued Hilbert–Schmidt operator P . This choice is consistent with
the earlier choice of µ˜1 = −µ1 and the linear partial differential equation for
P˜ . In this case, V † = V and hence, G˜ = P †V = (V P )† = G†. The operator
G† has kernel g†(z, y;x, t), where the former is the adjoint of the operator
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G and the latter is the complex conjugate transpose of its matrix kernel g.
Hence we conclude g satisfies the matrix kernel NLS equation,
i∂tg(y, z;x, t) = ∂
2
xg(y, z;x, t) + 2g(y, 0;x, t)g
†(0, 0;x, t)g(0, z;x, t).
Further, the function 〈G〉 = 〈G〉(x, t), where 〈G〉(x, t) = g(0, 0;x, t), satisfies
the matrix local NLS equation stated in the theorem. 
Remark 3.5. Suppose at the beginning of Step 3 in the proof of Theorem 3.4
just above, we kept the parameter µ1 ∈ C general though made the choice
P˜ = −P † instead. For this choice we observe V = (id − PP †)−1 = V † and
so G˜ = −P †V = −(V P )† = −G†. If we now substitute this form for G˜
into the final relation in Step 2 of the proof of Theorem 3.4 we obtain the
following matrix kernel equation,
∂tg(y, z;x, t) = µ1∂
2
xg(y, z;x, t) − 2µ1g(y, 0;x, t)g
†(0, 0;x, t)g(0, z;x, t).
The choice µ1 = −i generates the corresponding matrix kernel NLS equation
to that in Theorem 3.4 but with a different sign for the nonlinear term.
Making further different consistent choices for P˜ generates matrix ver-
sions of the reverse space-time nonlocal NLS equation and the reverse time
nonlocal NLS equation given in Ablowitz and Musslimani [1, Eq.’s (5), (6)].
Indeed we actually generate the matrix kernel versions of these equations.
Corollary 3.6 (Reverse space-time matrix nonlocal NLS equation). If we
choose P˜ (x, t) = PT(−x,−t), where PT is the operator whose matrix kernel
is the transpose of the matrix kernel corresponding to P , and µ1 = −i, then
the integral kernel g = g(y, z;x, t) corresponding to G, for every t ∈ [0, T ]
satisfies the reverse space-time matrix nonlocal kernel NLS equation:
i∂tg(y, z;x, t) = ∂
2
xg(y, z;x, t) + 2g(y, 0;x, t)g
T(0, 0;−x,−t)g(0, z;x, t).
Setting y = z = 0 generates the reverse space-time matrix nonlocal NLS
equation. Similarly if we choose P˜ (x, t) = PT(x,−t) and µ1 = −i, then the
integral kernel g = g(y, z;x, t) corresponding to G satisfies the corresponding
reverse time matrix nonlocal kernel NLS equation. And setting y = z = 0
generates the reverse time matrix nonlocal NLS equation.
Proof. Recall with µ1 = −i the operator P = P (x, t) satisfies the linear PDE
∂tP = −i∂
2
xP while P˜ = P˜ (x, t) satisfies ∂tP˜ = −i∂
2
xP˜ . Note the choice
P˜ (x, t) = PT(−x,−t) is consistent with these two linear PDEs. Recall
G = PU while G˜ = P˜ V where U = (id− P˜P )−1 and V = (id−PP˜ )−1. We
observe, substituting for P˜ (x, t) = PT(−x,−t), we have
G˜(x, t) = PT(−x,−t)
(
id + P (x, t)PT(−x,−t)
)−1
,
while,
G(−x,−t) = P (−x,−t)
(
id + PT(x, t)P (−x,−t)
)−1
.
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It is evident G˜(x, t) = GT(−x,−t) which gives the result if we substitute this
form for G˜ into the final relation in Step 1 in the proof of Theorem 3.4. The
reverse time matrix nonlocal kernel NLS equation follows immediately. 
Remark 3.7 (Coupled diffusion/anti-diffusion system). Suppose in Theo-
rem 3.4 and in particular in the final relation in Step 2 of the proof of
Theorem 3.4, we instead set P˜ = PT(x,−t) and µ1 = 1, so µ˜1 = −1,
which is a consistent choice. Then a straightforward computation reveals
G˜(x, t) = P˜ (x, t)V (x, t) = UT(x,−t)PT(x,−t) = GT(x,−t). So we con-
clude the kernels g and g˜ satisfy the matrix kernel system,
∂tg(y, z;x, t) = ∂
2
xg(y, z;x, t) + 2g(y, 0;x, t)g˜(0, 0;x, t)g(0, z;x, t),
∂tg˜(y, z;x, t) = −∂
2
xg˜(y, z;x, t) − 2g˜(y, 0;x, t)g(0, 0;x, t)g˜(0, z;x, t).
Further, the functions 〈G〉 = 〈G〉(x, t) and 〈G˜〉 = 〈G˜〉(x, t), where 〈G〉(x, t) =
g(0, 0;x, t) and 〈G˜〉(x, t) = g˜(0, 0;x, t), satisfy the coupled matrix-valued
diffusion/anti-diffusion system with cubic nonlinearity,
∂t〈G〉 = ∂
2
x〈G〉 + 2〈G〉〈G˜〉〈G〉,
∂t〈G˜〉 = −∂
2
x〈G˜〉 − 2〈G˜〉〈G〉〈G˜〉.
Retrospectively examining the construction of these solutions, we require
p and P˜ to satisfy the linear equations ∂tp = ∂
2
xp and ∂tp˜ = −∂
2
xp˜. In
particular they do not satisfy the assumptions required for Lemma 3.1. The
solution p satisfies the heat equation which is well-posed, while the solution
p˜ satisfies the backward heat equation. The latter has a solution via Fourier
transform, but loses exponentially weighted Fourier regularity with time.
3.3. Korteweg de Vries and modified equation. We now assume µ1 =
µ˜1 = 0. We formulate and derive the corresponding result for the KdV and
mKdV equations.
Theorem 3.8 (Third-order decomposition). Assume the Hilbert–Schmidt
operators P , P˜ , Q and G satisfy the application linear system in Defini-
tion 3.3 and their corresponding kernels satisfy the assumptions of Lemma 3.2.
Then, for some T > 0, the integral kernel g = g(y, z;x, t) corresponding to
G, for every t ∈ [0, T ] satisfies:
(i) When P˜ = −PT and µ2 = −1, the matrix kernel mKdV equation:
∂tg(y, z;x, t) + ∂
3
xg(y, z;x, t) = 3g(y, 0;x, t)g
T(0, 0;x, t)∂xg(0, z;x, t)
+ 3(∂xg(y, 0;x, t))g
T(0, 0;x, t)g(0, z;x, t).
In particular, 〈G〉(x, t) := g(0, 0;x, t) satisfies the matrix mKdV equation:
∂t〈G〉 + ∂
3
x〈G〉 = 3〈G〉〈G〉
T∂x〈G〉+ 3(∂x〈G〉)〈G〉
T〈G〉;
(ii) When P˜ = −id and µ2 = −1, the primitive form of the square-matrix
kernel KdV equation:
∂tg(y, z;x, t) + ∂
3
xg(y, z;x, t) = 3∂xg(y, 0;x, t)∂xg(0, z;x, t).
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In particular, 〈G〉(x, t) := g(0, 0;x, t) satisfies the primitive form of the
square-matrix KdV equation:
∂t〈G〉+ ∂
3
x〈G〉 = 3(∂x〈G〉)
2.
Proof. Recall G = PU = V P . We set µ2 and µ˜2 equal to each other
momentarily. We split the proof into the following steps.
Step 1: Apply the linear dispersion operator to G = PU . With G = PU ,
using the Leibniz rule, that Pt = µ2Pxxx and the identities for ∂U , Uxx and
Uxxx from Lemma 2.7 in (i), (iv) and (v), we compute
∂tG− µ2∂
3
xG
= PtU − PUQtU − µ2(PxxxU + 3PxxUx + 3PxUxx + PUxxx)
= − PU(Qt − µ2Qxxx)U + µ2
(
3PxxUQxU + 6PxUxQxU
+ 3PxUQxxU + 6PUxQxUx + 3PUQxxUx + 3PUxQxxU
)
.
We now set µ˜2 = µ2 and assume this holds hereafter. Since Q := P˜P , by
direct computation we have
Qt − µ2Qxxx = µ˜2P˜xxxP + µ2P˜Pxxx
− µ2
(
P˜xxxP + 3P˜xxPx + 3P˜xPxx + P˜Pxxx
)
= − 3µ2(P˜xPx)x.
Substituting this result into the previous one and dividing by 3µ2, we find
1
3(µ2
−1∂tG− ∂
3
xG) = PU(P˜xPx)xU + PxxUQxU + 2PxUxQxU
+ PxUQxxU + 2PUxQxUx + PUQxxUx
+ PUxQxxU.
Step 2: Apply the kernel bracket operator. We note Qx = (P˜ P )x and
Qxx = (P˜xP )x + (P˜Px)x, From the final relation in Step 1 we isolate the
term PUQxxUx = PU(P˜xP )xUx + PU(P˜ Px)xUx. Focusing on the second
term on the right, using Ux = −UQxU , applying the kernel bracket and
using the product rule, we see,
[PU(P˜ Px)xUx] = −[PU(P˜Px)xU(P˜ P )xU ] = −[PU(P˜ Px)xUP˜ ][PU ].
The remaining terms in the final relation in Step 1, including the first term
on the right just above, are straightforward. Using the formulae for Qx and
Qxx and applying the kernel bracket with its product rule, we find,
1
3 (µ2
−1∂t[G]− ∂
3
x[G]) = [PUP˜x][PxU ] + [PxxUP˜ ][PU ] + 2[PxUxP˜ ][PU ]
+ [PxUP˜x][PU ] + [PxUP˜ ][PxU ] + 2[PUxP˜ ][PUx]
+ [PUP˜ ][PUx]− [PU(P˜ Px)xUP˜ ][PU ]
+ [PUxP˜x][PU ] + [PUxP˜ ][PxU ].
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Step 3: Collate terms with postfactors [PUx] and [PxU ]. We recall from
Lemma 2.7(ii) with F = Q˜ = PP˜ and V in place of U , that id−V = Q˜V =
PP˜V = PUP˜ since UP˜ = P˜ V from Corollary 2.9. Hence Vx = −(PUP˜ )x.
Note also from Lemma 2.7(i) we have Vx = −V Q˜xV = −V (PP˜ )xV . The
terms with postfactors [PUx] and [PxU ] in the final relation in Step 2, using
these identities and Ux = −UQxU = −U(P˜P )xU , are(
[PUP˜x] + [PxUP˜ ] + [PUxP˜ ]
)
[PxU ] + 2[PUxP˜ ][PUx] + [PUP˜ ][PUx]
= [(PUP˜ )x][PxU ] + [(PUP˜ )x][PUx] + [PUxP˜ ][PUx]− [PxUP˜ ][PUx]
= − [Vx][Gx] + [PUQxUP˜ ][PUQxU ] + [PxUP˜ ][PUQxU ]
= [V P ][P˜ V ][Gx] + [PUP˜ ]
3[G] + [PxUP˜ ][PUP˜ ][G].
Step 4: Collate the prefactors of [PU ]. Consider all the terms in the final
relation in Step 2 which premultiply the postfactors [PU ]. All these terms,
without the kernel bracket for the moment, are:
PxxUP˜+2PxUxP˜ + PxUP˜x − PU(P˜ Px)xUP˜ + PUxP˜x
(a) = PxxUP˜ − PxU(P˜P )xUP˜ + PxUP˜x − PUP˜xPxUP˜
− PUP˜PxxUP˜ + PxUxP˜ + PUxP˜x
(b) = PxxUP˜ − PxUP˜xPUP˜ − PxUP˜PxUP˜ + PxUP˜x
− PUP˜xPxUP˜ − PUP˜PxxUP˜ + PxUxP˜ + PUxP˜x
(c) = V PxxUP˜ − PxUP˜PxUP˜ + PxUP˜xV − PUP˜xPxUP˜
+ PxUxP˜ + PUxP˜x
(d) = V PxxP˜ V − PUxP˜xV + VxPP˜xV + V PxP˜xV
− (PUP˜ )xPxUP˜ + (PUxP˜ )PxUP˜ + PxUxP˜ + PUxP˜x
(e) = V PxxP˜ V + VxPP˜xV + V PxP˜xV + VxPxP˜ V
+ (PUxP˜ )PxUP˜ + PxUxP˜ + PUxP˜x(id− V )
(f) = V (PxP˜ )xV + Vx(PP˜ )xV + PUxP˜PxUP˜
+ PxUxP˜ + PUxP˜xPUP˜
(g) = V (PxP˜ )xV + Vx(PP˜ )xV + PUx(P˜ P )xUP˜
− PxU(P˜P )xUP˜ .
In the computation above, in: (a) We split the term 2PxUxP˜ and used
Ux = −UQxU = −U(P˜P )xU ; (b) We split the term PxU(P˜P )xUP˜ using
the product rule; (c) We recalled from Step 3, id − V = PUP˜ , and made
this replacement in each of the two possible places, leading to cancellation
of some terms; (d) We used UP˜ = P˜ V , since PU = V P substituted PxU =
−PUx+VxP+V Px in the term PxUP˜xV and then replaced the two negative
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terms with postfactors PxUP˜ by (PUP˜ )xPxUP˜ − (PUxP˜ )PxUP˜ ; (e) We
combined the two terms as shown and used Vx = −(PUP˜ )x; (f) We use the
identity id−V = PUP˜ and finally in (g) We combined the terms shown and
used Ux = −U(P˜P )xU . If now re-introduce the kernel bracket to the terms
in the last computation and use the kernel bracket product rule, we see,
[PxxUP˜+2PxUxP˜ + PxUP˜x − PU(P˜Px)xUP˜ + PUxP˜x]
= [V Px][P˜ V ] + [VxP ][P˜ V ] + [PUxP˜ ][PUP˜ ]− [PxUP˜ ][PUP˜ ]
= [(V P )x][P˜ V ]− [PUP˜ ]
3 − [PxUP˜ ][PUP˜ ],
where in the last step we used Ux = −U(P˜P )xU and applied the kernel
bracket product rule once more.
Step 5: Combine Steps 3 and 4. We add the final terms on the right-hand
side in the relation in Step 3 to the terms in the final relation in Step 4,
with the latter terms postmultipled by [PU ] as we were only considering the
prefactors of [PU ] in Step 4. Using G = PU = V P and recall we also set
G˜ = P˜ V = UP˜ , this gives,
[V P ][P˜ V ][Gx] + [PUP˜ ]
3[G] + [PxUP˜ ][PUP˜ ][G]
+ [(V P )x][P˜ V ][PU ]− [PUP˜ ]
3[PU ]− [PxUP˜ ][PUP˜ ][PU ]
= [G][G˜][Gx] + [Gx][G˜][G].
Hence we have shown
1
3 (µ2
−1∂t[G]− ∂
3
x[G]) = [G][G˜][Gx] + [Gx][G˜][G].
We now choose P˜ = −PT. By this we mean P˜ corresponds to the operator
whose kernel is minus the matrix transpose of the kernel corresponding to
P . We observe G˜ = −GT since UT = U . Hence if µ2 = −1, so µ˜2 = −1,
then the equation above corresponds to the matrix kernel mKdV equation
stated in part (i) of the theorem. In particular, 〈G〉 = 〈G〉(x, t) satisfies the
local matrix mKdV equation also stated in part (i) of the theorem.
Step 6: The KdV derivation. For the KdV equation we set P˜ = −id and
µ2 = −1. Since P˜ is now not Hankel, we return to the final relation in
Step 1. Since P˜ = −id so Q = −P , the final relation in Step 1 becomes,
−13(µ2
−1∂tG− ∂
3
xG) = PxxUPxU + 2PxUxPxU + PxUPxxU
+ 2PUxPxUx + PUPxxUx + PUxPxxU.
Since P˜ = −id we have U = V = (id − P )−1 so G = PU = UP . Hence the
third and sixth terms on the right above combine as follows:
PxUPxxU + PUxPxxU = (PU)xPxxU
= (UP )xPxxU
= UxPPxxU + UPxPxxU.
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Since U = (id−P )−1, we observe Ux = UPxU . Further we observe id−U =
−PU = −UP and thus Ux = (PU)x = (UP )x. With these in mind, we see
the first and fifth terms on the right above combine as follows:
PxxUPxU + PUPxxUx = PxxUx − (id − U)PxxUx
= UPxxUx
= UPxxPxU + UPxxPUx.
Finally the second and fourth terms on the right above combine as follows:
2PxUxPxU + 2PUxPxUx
(a) = 2PxUxUx − 2PxUxPUx + 2UxPxUx − 2PxUPxUx
(b) = 2PxUxUx − 2PxUxUx + 2UxPxUx
(c) = UxPxUx + UxPxUx
(d) = UxPPxUx + UPxPxUx + UxPxPUx + UxPxPxU.
In the computation above, in: (a) We used Ux = PxU + PUx twice; (b) We
combined the second and fourth terms using the same identity again in the
middle of the terms; (c) We cancelled like terms and split the remaining
term and finally (d) We used the same identity again on the first and then
final factors, respectively, of the first and second terms. We now combine the
first through sixth terms together, so the first relation in this step becomes
−13(µ2
−1∂tG− ∂
3
xG) = Ux(PPx)xU + U(PxPx)xU
+ U(PxP )xUx + Ux(PP )xUx.
If we now apply the kernel bracket and its product rule, and note since
id − U = −PU = −UP we have Ux = Gx and Ux = (PU)x = (UP )x =
PxU + PUx = UxP + UPx, then we find
−13(µ2
−1∂t[G]− ∂
3
x[G]) = [UxP ][PxU ] + [UPx][PxU ]
+ [UPx][PUx] + [UxP ][PUx]
= [Ux][Ux]
= [Gx][Gx].
This corresponds to the primitive form of the square-matrix kernel KdV
equation stated in part (ii) of the theorem since µ2 = −1. In particular,
〈G〉 = 〈G〉(x, t) satisfies the primitive form of the local square-matrix KdV
equation stated in part (ii) of the theorem. 
Remark 3.9 (Complex mKdV). In the mKdV derivation above the opera-
tors P , P˜ and thus G and G˜ could be complex-valued. Setting P˜ = −P †
generates complex versions of the kernel mKdV and mKdV equations in
Theorem 3.8. Note when P˜ = −P † then V = V † and G˜ = −G†. See
Remark 3.5.
Remark 3.10 (KdV derivation). The derivation of the KdV equation given in
Step 6 of the proof of Theorem 3.8 above relied on the final relation in Step 1.
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The derivation can be shortened by utilising earlier on in Step 1, since in
this case id − U = −PU = −UP and therefore we know Ux = (PU)x and
also Ux = UPxU , we can compute ∂
3
xG = ∂
3
x(PU) = ∂
2
x(Ux) = ∂
2
x(UPxU)
and so forth. This is the approach used in Doikou et al. [12].
Remark 3.11 (Kernel bracket application). We applied the kernel bracket in
Step 2 of the proof. This keeps the computation relatively succinct. However
the computation can be developed much further before necessarily applying
the kernel bracket. This means imposing the specialisation P˜ = −id can be
delayed until a penultimate step. See Styliandis [40] for more details.
Remark 3.12 (Linearisation). We emphasise Theorems 3.4 and 3.8 establish
that the application linear system given in Definition 3.3, for the choices of
the parameters outlined, represents a linearisation of the time-evolutionary
integrable nonlinear PDEs considered. The solutions to the linear partial
differential equations for P and P˜ , or in particular their kernels, represents
the first linear system we need to solve, which is achievable analytically.
We then compute the operators Q and Q˜ directly from P and P˜ via their
definitions involving the respective products of these operators. Then the
second system of linear equations we need to solve are the linear Fredholm
equations for G and G˜.
Remark 3.13 (Solving initial value problems). Concerning the initial value
problem for each of the equations of Theorems 3.4 and 3.8, in light of the
Remark 3.12, we work as follows. Given arbitrary smooth initial data
p0 = p0(x) and p˜0 = p˜0(x), we solve the linear equations for p and p˜ in
Definition 3.3 analytically via Fourier transform or convolutional integrals.
We then find q by evaluating the integral in Lemma 3.2(ii). Finally, we gen-
erate the solution [G] = g(y, z;x, t) to the kernel PDE by solving the linear
integral equation of Lemma 3.2(iv). Setting y = z = 0 yields the solution
〈G〉 = g(0, 0;x, t) to the corresponding local PDE. For numerical simulations
using this approach, see Doikou et al. [12]. It would be desirable, of course,
to be able to carry out the above process starting from arbitrary initial data
g0 = g0(x) instead. This is achievable in principle by employing classical
‘scattering’ methods; see McKean [25, p. 238] for a pertinent remark in this
direction, as well as Discussion Section 4.
As for the NLS equation case, different consistent choices for P˜ generate
matrix versions of the reverse space-time nonlocal mKdV equation, the real
or complex versions, given in Ablowitz and Musslimani [1, Eq.’s (10), (9)].
Naturally we actually generate the matrix kernel versions of these equations.
Corollary 3.14 (Reverse space-time matrix nonlocal mKdV equation). If
we choose P˜ (x, t) = −PT(−x,−t) and µ2 = −1, then the kernel function
g = g(y, z;x, t) corresponding to G, for every t ∈ [0, T ] satisfies the reverse
space-time real matrix nonlocal kernel mKdV equation:
∂tg(y, z;x, t) + ∂
3
xg(y, z;x, t) = 3g(y, 0;x, t)g
T(0, 0;−x,−t)∂xg(0, z;x, t)
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+ 3(∂xg(y, 0;x, t))g
T(0, 0;−x,−t)g(0, z;x, t).
Setting y = z = 0 generates the reverse space-time real matrix nonlocal
mKdV equation. Similarly if we choose P˜ (x, t) = −P †(−x,−t) and µ2 =
−1, then the integral kernel g = g(y, z;x, t) corresponding to G satisfies
the corresponding reverse space-time complex matrix nonlocal kernel mKdV
equation. And setting y = z = 0 generates the reverse space-time complex
matrix nonlocal mKdV equation.
Proof. Recall with µ2 = −1 the operator P = P (x, t) satisfies the linear
PDE ∂tP + ∂
3
xP = 0 while P˜ = P˜ (x, t) satisfies ∂tP˜ + ∂
3
xP˜ = 0. Note, by
a simple transformation of coordinates, the choice P˜ (x, t) = −PT(−x,−t)
is consistent with these two linear PDEs. Recall G = PU while G˜ = P˜ V
where U = (id− P˜P )−1 and V = (id−PP˜ )−1. We observe, substituting for
P˜ (x, t) = −PT(−x,−t), we have
G˜(x, t) = −PT(−x,−t)
(
id− P (x, t)PT(−x,−t)
)−1
,
while,
G(−x,−t) = P (−x,−t)
(
id− PT(x, t)P (−x,−t)
)−1
.
As previously, we observe G˜(x, t) = −GT(−x,−t). If we substitute this form
for G˜ into the final relation in Step 5 in the proof of Theorem 3.8, we arrive
at the required result. The complex nonlocal version for the matrix kernel
mKdV equation follows analogously. 
We now examine the relation between the solutions of the matrix kernel
mKdV and KdV equations: the Miura transformation. Suppose the operator
P has a square-matrix symmetric kernel and satisfies ∂tP + ∂
3
xP = 0. From
Theorem 3.8 we see the solutions to the square-matrix symmetric kernel
mKdV equation, [GmKdV], and the square-matrix symmetric kernel primitive
KdV equation, [GKdV], are respectively given by
GmKdV := P (id− P 2)−1 and GKdV := P (id− P )−1.
The following Corollary asserts the Miura transformation is essentially a
consequence of the operator decomposition
(id − P 2) = (id − P )(id + P ).
This naturally applies in the non-commutative setting. Note Theorem 3.8
outlines the linearisation procedure for the primitive form of the square-
matrix KdV equation, and so the solution to the square-matrix KdV equa-
tion itself is [GKdVx ].
Corollary 3.15 (Miura transformation). Assume the operator P has a
square-matrix symmetric kernel and satisfies ∂tP + ∂
3
xP = 0. The solu-
tions to the square-matrix symmetric kernel mKdV equation, [GmKdV], and
the square-matrix symmetric kernel KdV equation, [GKdVx ], given in Theo-
rem 3.8 are related by the Miura transformation:
[GKdVx ] = [G
mKdV
x ] + [G
mKdV]2.
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Proof. For convenience we set UmKdV := (id−P 2)−1 and UKdV := (id−P )−1
and recall from Theorem 3.8 and Definition 3.3 that GmKdV := PUmKdV.
Recall further from the proof of Theorem 3.8 that GKdVx = U
KdV
x . Further
note we have UmKdVx = U
mKdV(P 2)xU
mKdV. Also in this symmetric matrix
kernel scenario we have GmKdV = PUmKdV = UmKdVP . With these in hand
we see, using the decomposition (id− P 2) = (id − P )(id + P ), we have
(id− P )−1 = (id + P )(id − P 2)−1
⇔ UKdV = (id + P )UmKdV
⇒ UKdVx =
(
PUmKdV
)
x
+ UmKdVx
⇔ UKdVx =
(
PUmKdV
)
x
+ UmKdV(P 2)xU
mKdV.
If we now apply the kernel bracket [ · ] and use the kernel bracket product
rule on the second term on the right, then using the identities just outlined,
we generate the Miura transformation stated. 
3.4. Mix and match. Can we combine the cases in Sections 3.2 and 3.3?
Indeed we can and we explore this herein. We assume µ˜1 = −µ1 ∈ C and
µ˜2 = µ2 ∈ C, though both are in general non-zero. Recall the general appli-
cation linear system from Definition 3.3. The general result is as follows.
Proposition 3.16 (Combined degree-three system). Assume the Hilbert–
Schmidt operators P , P˜ , Q, Q˜, G and G˜ satisfy the application linear system
in Definition 3.3 and their corresponding kernels satisfy the assumptions of
Lemma 3.2. Assume µ˜1 = −µ1 ∈ C and µ˜2 = µ2 ∈ C. Then, for some
T > 0, the integral kernel g = g(y, z;x, t) corresponding to G, for every
t ∈ [0, T ] satisfies, when P˜ = −P †, the matrix kernel equation:
(∂t − µ1∂
2
x − µ2∂
3
x)g(y, z;x, t) =− 2µ1g(y, 0;x, t)g
†(0, 0;x, t)g(0, z;x, t)
− 3µ2g(y, 0;x, t)g
†(0, 0;x, t)∂xg(0, z;x, t)
− 3µ2(∂xg(y, 0;x, t))g
†(0, 0;x, t)g(0, z;x, t).
In particular, 〈G〉(x, t) := g(0, 0;x, t) satisfies the matrix equation:
(∂t − µ1∂
2
x − µ2∂
3
x)〈G〉
= −2µ1〈G〉)〈G〉
†〈G〉 − 3µ2〈G〉〈G〉
†∂x〈G〉 − 3µ2(∂x〈G〉)〈G〉
†〈G〉.
Proof. We proceed as previously, though relatively quickly we can simply
rely on results already established in the proofs of Theorems 3.4 and 3.8.
Recall the system of equations in Definition 3.3. With G = PU , using the
Leibniz rule, that Pt = µ2Pxxx and the identities for ∂U , Uxx and Uxxx from
Lemma 2.7 in (i), (iv) and (v), we find
∂tG− µ1∂
2
xG− µ2∂
3
xG
= PtU − PUQtU − µ1
(
PxxU + 2PxUx + PUxx
)
− µ2
(
PxxxU + 3PxxUx + 3PxUxx + PUxxx
)
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= − PU(Qt − µ1Qxx − µ2Qxxx)U + 2µ1
(
PxUQxU + PUxQxU
)
+ 3µ2
(
PxxUQxU + 2PxUxQxU + PxUQxxU
+ 2PUxQxUx + PUQxxUx + PUxQxxU
)
.
We now set µ˜1 = −µ1 and µ˜2 = µ2 and assume this holds hereafter. Since
Q := P˜P , by direct computation we have
Qt − µ1Qxx − µ2Qxxx =
(
µ˜1P˜xx + µ˜2P˜xxx
)
P + P˜
(
µ1Pxx + µ2Pxxx
)
− µ1
(
P˜xxP + 2P˜xPx + P˜Pxx
)
− µ2
(
P˜xxxP + 3P˜ xxPx + 3P˜xPxx + P˜Pxxx
)
= (µ˜1 − µ1)P˜xxP + (µ˜2 − µ2)P˜xxxP
− 2µ1P˜xPx − 3µ2(P˜xPx)x
= − 2µ1(P˜xP )x − 3µ2(P˜xPx)x.
Substituting this result into the the previous result above generates a rela-
tion with ‘∂tG−µ1∂
2
xG−µ2∂
3
xG’ on the left-hand side while on the right-hand
side we have the sum, of the terms on the right in the final relation in Step 1
in the proof of Theorem 3.4, and the terms on the right (after multiplying
through by 3µ2) in the final relation in Step 1 in the proof of Theorem 3.8.
Consequently as we did in Step 2 of the proofs of both Theorems, we can
apply the kernel bracket and use the kernel bracket product rule and so
forth. We can proceed exactly as we did in both proofs and at the appro-
priate stage make the choice P˜ = −P †, where P † is the operator adjoint to
P . Note as indicated in Remarks 3.5 and 3.9 at the very late stage in both
proofs where P˜ is chosen, we need to slightly modify the proofs as P˜ = −P †
implies G˜ = −G†. Both results stated in the Proposition thus follow, where
g† denotes the complex-conjugate matrix transpose. 
4. Discussion
In this paper we have presented a unified approach to linearise and thereby
solve many matrix-valued integrable systems with local and nonlocal non-
linearities. We have also shown that all the evolutionary nonlinear flows
we present are evolutionary Grassmannian flows. There are however, many
interesting issues still requiring further resolution. We discuss these here.
First, there are many further systems with both local and nonlocal non-
linearities in particular mentioned in Ablowitz and Musslimani [1] which we
would like to investigate to see if they can be incorporated in the lineari-
sation procedure we advocate herein, or at least some variant of it. One
aspect of such investigations would be to see if the induction argument used
by Po¨ppe [31] to derive the KdV hierarchy can be extended to the non-
commutative case.
Second, a comparison between the Fredholm Grassmannian flows we con-
sider here and the Fredholm Grassmannian solutions considered by Segal
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and Wilson [38] generates a plethora of possible interesting investigative
avenues. Segal and Wilson [38] consider solution curves on the Fredholm
Grassmannian correspnding to solutions of the full Korteweg de Vries and
indeed Kadomtsev–Petviashvili (KP) hierarchies. They do only treat the
scalar commutative case though. Indeed Po¨ppe’s original method also ex-
tends to these hierarchies; see Po¨ppe [31,32] and Po¨ppe and Sattinger [33].
Po¨ppe [31] uses an ingenious recursion relation in the KdV hierarchy case.
Segal and Wilson develop solutions in terms of the determinant bundle asso-
ciated with the underlying Fredholm Grassmannian. Po¨ppe also expresses
the solution in such a form. Indeed the solution can be expressed in terms
of derivatives of the log of a Fredholm determinant of a map whose graph is
a given coordinate patch of the underlying Fredholm Grassmannian. Segal
and Wilson [38, Prop. 3.3] and Po¨ppe [31] come to this result by slightly
different means. That the solution of the KdV equation can be expressed
in terms of such a determinant is originally due to Dyson [15]. Segal and
Wilson expicitly connect it to the tau-function. Particular classes of solution
curves are associated with particular submanifolds of the Fredholm Grass-
mannian. For example rational solution curves can be identified as such.
The decomposition H = V⊕V⊥ that underlies the Fredholm Grassmannian
considered by Segal and Wilson separates Fourier basis functions. The cor-
responding decompostion we consider is determined by the operator pairing
(P,Q) which are distinguished in the underlying linear system. Matching
and/or determining the mapping between the two corresponding Grassman-
nians is very much of interest. Extending the approach we advocate to the
full KP hierarchy is also very much of interest. Another way in which the
approach we advocate based on Po¨ppe’s method is distinguished, apart from
the fact that we preferentially operate at the operator/kernel level, is that
we explicitly write down the linear flow underpinning the integrable systems
considered. And we do so in principle for arbitrary initial data. Recall from
Remark 3.13, there is a small gap in the procedure to solving initial value
problems via the approach we advocate, which is surmountable by scatter-
ing procedures, see McKean [25, p. 238]. An efficient practical procedure
to bridge this gap is also very much of interest. At the moment, for ex-
ample in the case of the KdV or mKdV equations, given arbitrary initial
data p0 = p0(x) we can analytically solve the linear equation ∂tp+ ∂
3
xp = 0
in order to evaluate the solution p = p(x, t) at any time t > 0. We can
then solve the Riccati relation Fredholm equation to determine g(y, z;x, t)
which we can specialise to g(0, 0;x, t) for the corresponding classical KdV or
mKdV solution. See for example Doikou et al. [12] for numerical solutions
generated in this way. However in general, we would like to add the step
where we are given g(0, 0;x, 0) and then generate p0 from that. This means
solving the Riccati relation for p0 which requires knowledge of g0(0, z;x, 0).
Third, another interesting aspect of the fact the flows we consider are
Grassmannian flows, is that we have derived them as flows in the canonical
coordinate patch distinguished by the projection (id +Q,P)→ (id,G). This
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is only possible provided the Fredholm or modified Fredholm determinant of
‘id + Q’ is non-zero. If this determinant does become zero then this induces
countably many components, and eigenvalues, of G to become singular; see
for example Beck and Malham [5]. Such singularites are a consequence of
a poor representative coordinate patch, and we should simply project the
data from the linearised system (id+Q,P) onto a different coordinate patch
as indicated in Section 2.3, which is always possible by construction. Note
the underlying linear system is not singular. Characterising the time evo-
lutionary route to such singular behaviour and the relation to poles and/or
other singularities in the integrable system solution represents a major chal-
lenge; though Segal and Wilson and also Po¨ppe have partially addressed
this in terms of rational solutions. However, to emphasise, the idea is that
as we consider the time evolution of the solution from any initial data,
any singularites are an artifact of a poor representative coordinate patch
of the Fredholm Grassmannian flow, and the flow can be straightforwardly
propagated beyond the singularity by swapping to a different representative
coordinate patch. Such changes of coordinate patch would then be invoked
as any further singularities are approached.
Lastly we remark that the Grassmannian flow approach based on Po¨ppe’s
method we advocate can be abstracted further. Indeed see Bauhardt and
Po¨ppe [4] who show how Po¨ppe’s method can be extended to difference
equation versions of integrable systems. We could in principle abstract the
context herein to a flow on an operator algebra which we endow with a
derivation operator and a product rule, the latter with the properties of the
kernel product rule. In principle such abstraction might help presciently
identify integrable systems.
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