For a subset Y of the vertices of a distance-regular graph, we define a tight graph with respect to Y , which is a generalization of a tight graph introduced by Jurišić, Koolen and Terwilliger. In this paper, we study a homogeneity property of a tight graph with respect to a completely regular code.
Introduction
Let Γ = (X, R) be a distance-regular graph of diameter D ≥ 3 with eigenvalues θ 0 > θ 1 > · · · > θ D . Let E i be the primitive idempotent of Γ corresponding to θ i (i = 0, 1, . . . , D). We call the ordering E 0 , E 1 , . . . , E D standard. Let a i , b i , c i denote the intersection numbers of Γ (0 ≤ i ≤ D). Let Γ i (x) denote the i-th subconstituent with respect to x ∈ X (0 ≤ i ≤ D). We write Γ (x) = Γ 1 (x). Let k i = |Γ i (x)|. We write k = k 1 . In [5] , Jurišić, Koolen and Terwilliger proved that the following inequality holds:
(1) w = max{∂(x, y) | x, y ∈ Y }, i.e., the maximum distance between two vertices in Y . Let Y be a nonempty subset of X of width w. Let E * 0 be the matrix of projection onto Y , let V = C X , and let v ∈ E * 0 V be nonzero. We say v is tight with respect to Y if it satisfies w = |{i | 0 ≤ i ≤ D, E i v = 0}|.
(A tight vector was originally defined by the second author. See [7] .) Let 1 Y be the characteristic vector of Y , 1 Y the space spanned by 1 Y , and 1 Y ⊥ its orthogonal complement with regard to the Hermitian inner product. If E * 0 V ∩ 1 Y ⊥ is spanned by tight vectors, Γ is said to be tight with respect to Y . This gives a generalization of tight graphs. In fact, Γ is tight in the sense of Jurišić, Koolen and Terwilliger [5] whenever Γ is not bipartite and is tight with respect to Γ (x) for x ∈ X . Noting that Γ (x) has width two, we generalize some results on tight graphs to the case where Γ is tight with respect to a subset of width two. (See Proposition 4.1 in Section 4.) Let T (Y ) be the Terwilliger algebra of Γ with respect to a subset Y . Let W ⊂ V be an irreducible T (Y )-module. The endpoint of W is the smallest index i such that E * i W = 0. A graph Γ is called i-thin if every irreducible T (Y )-module of endpoint i is thin. Curtin and Nomura studied the relation between the 1-thin property and the 1-homogeneous property of Γ with respect to Y = {x} for x ∈ X [3] . In this paper, we restrict ourselves to tight graphs with respect to completely regular codes, which form a special class of 0-thin graphs, and consider their homogeneity property. Jurišić, Koolen and Terwilliger proved that Γ is tight if and only if a 1 = 0, a D = 0 and Γ is 1-homogeneous [5] . We obtain an analogous result for tight graphs with respect to completely regular codes.
The covering radius of Y is defined by the following:
i.e., the maximum distance between the subset Y and a vertex in X . By definition, we can verify that τ ≥ D − w. Let Y be a subset of X with covering radius τ . Let Y i = {x ∈ X | ∂(x, Y ) = i} for i (0 ≤ i ≤ τ ), where ∂(x, Y ) = min{∂(x, y) | y ∈ Y }. Γ is said to be homogeneous with respect to Y around x ∈ Y if for all integers i, j, r, s (0 ≤ i, r ≤ τ, 0 ≤ j, s ≤ D), the number In the process of the proof of Theorem 1.1 given in Section 5, we obtain the following: Proposition 1.2. Let Γ = (X, R) be a distance-regular graph of diameter D ≥ 3. Let Y be a subset of X of width w ≥ 3 and covering radius τ . Suppose Y is weakly closed and the induced subgraph ∆ is distance-regular. If Y is a completely regular code and Γ is tight with respect to Y , then τ is minimal, i.e., τ = D − w.
In Section 6, we introduce the work of Brouwer et al. [2] and observe that the subsets with w + w * = D in Q-polynomial distance-regular graphs become tight subsets, where w * denotes the dual width. In this section, the ordering E 0 , E 1 , . . . , E D is not necessarily the standard one of its eigenvalues. We obtain the following: Proposition 1.3. Let Γ = (X, R) be a Q-polynomial distance-regular graph of diameter D ≥ 3 with respect to the ordering E 0 , E 1 , . . . , E D . Let Y be a nonempty subset of X . Suppose ∆ = (Y, R| Y ×Y ) is connected and w + w * = D. Then for all j (1 ≤ j ≤ w), we have
where Q denotes the second eigenmatrix of Γ and P the first eigenmatrix of ∆. Moreover, Γ is tight with respect to Y .
Preliminaries
Throughout the paper, we assume Γ = (X, R) is a distance-regular graph of diameter D ≥ 3. Let A 0 , A 1 , . . . , A D be the i-th adjacency matrices and E 0 , E 1 , . . . , E D the primitive idempotents of Γ . We write A = A 1 . Let M be the Bose-Mesner algebra of Γ . We refer the reader to [1] for basic terminology and properties of distance-regular graphs.
The following is useful:
Lemma 2.1 ([5, Lemma 2.6]). Let Γ be a distance-regular graph of diameter D ≥ 3. Then the following hold.
For a subset Y of X and a square matrix M indexed by X , we define M to be the submatrix of M obtained by restricting rows and columns indexed by
denote the matrix of projection onto Y i , i.e., the diagonal matrix indexed by X with x x-entry
Let T = T (Y ) = A, E * 0 , E * 1 , . . . , E * τ denote the algebra generated by the adjacency matrix A and
is called the Terwilliger algebra of Γ with respect to Y . (This is a generalization of the Terwilliger algebra of a distance-regular graph. For details, see [7] .)
Let V = C X . We observe that T = T (Y ) acts on V : V is called the standard T -module. Let W denote an irreducible T -module. We have
Tight vectors and tight graphs
Let v 0 (λ), v 1 (λ), . . . , v D+1 (λ) be polynomials in λ with rational coefficients satisfying v 0 (λ) = 1, and
where v −1 (λ) = 0 and c D+1 = 1. Clearly, the polynomial v i (λ) has degree i and we see that
For v ∈ V , letv denote the complex conjugate of v, t v the transpose of v, and v 2 = t vv. For a nonzero vector v ∈ V , we define the polynomial ρ v (λ) in λ with real coefficients by the following:
where
, let θ i be an eigenvalue of Γ , E i the associated idempotent and m i its multiplicity. For a nonzero vector v ∈ V , the following holds:
In particular, ρ v (θ i ) is non-negative.
Let Y be a nonempty subset of X of width w. Let
Proposition 3.2. For a nonzero vector v ∈ E * 0 V , the following holds:
Moreover, the following are equivalent:
Proof. Let v ∈ E * 0 V . Then the polynomial ρ v (λ) has degree at most w since η (i) (v) = 0 for any i > w. By Lemma 3.1, the number of indices i such that E i v = 0 is less than or equal to the number of roots of ρ v (λ). Thus we have inequality (4) .
(i) ⇔ (ii): Clear by Lemma 3.1.
Hence equality is attained in (4) if and only if dim
Recall that a nonzero vector v ∈ E * 0 V is said to be tight with respect to Y (or simply, tight when the context is clear) if equality holds in (4).
In [2] , Brouwer et al. implicitly showed that if 1 Y is tight with respect to Y , M1 Y is a thin irreducible T -module (equivalently, Y is completely regular, as we will see later in Proposition 5.2). The second author gave a more general result as follows:
. Let v be a nonzero vector in E * 0 V . If v is tight with respect to Y , then Mv is a thin irreducible T -module. In particular, v is a common eigenvector of E * 0 ME * 0 .
Lemma 3.4. Let U ⊂ E * 0 V be a common eigenspace of E * 0 ME * 0 . If U contains a tight vector with respect to Y , every nonzero vector in U is tight with respect to Y .
Proof. Let v ∈ U be tight with respect to Y . For any nonzero vector u ∈ U , the polynomial ρ u (λ) is independent of the choice of u ∈ U and hence ρ u (λ) = ρ v (λ). Then by Proposition 3.2, u is tight with respect to Y .
Recall the definition of a tight graph. Γ is said to be tight with respect to Y if E * 0 V ∩ 1 Y ⊥ is spanned by tight vectors with respect to Y . We say Y is a tight subset in Γ when Γ is tight with respect to it.
We observe that Γ is tight with respect to any subset Y of width one since
Therefore we may assume that the width of a subset Y is at least two for the rest of the paper. 
⊥ is spanned by common eigenvectors of E * 0 ME * 0 . The assertion follows immediately.
(ii): Since E * 0 V ∩ 1 Y ⊥ is spanned by common eigenvectors of E * 0 ME * 0 which are tight with respect to Y , each common eigenspace in E * 0 V ∩ 1 Y ⊥ contains a tight vector. By Lemma 3.4, the assertion holds.
Width two
In this section we generalize the work of Go and Terwilliger [4] to the case where the set Y has width two. Namely, we prove the following proposition in a series of lemmas. 
(ii) Γ is tight with respect to Y .
(iii) One of the following holds:
(a) ∆ is a connected strongly regular graph with nontrivial eigenvalues
For the rest of this section, we assume that Y is a subset of X of width 2 and that
Then the following hold:
, the following inequality holds:
Moreover, the following holds:
(iii) Let i be an integer (1 ≤ i ≤ D). Equality is attained in (6) for i if and only if E i v = 0, i.e., v is tight with respect to Y .
Since v is orthogonal to 1 Y , we have
Hence we have
Moreover, since η (0) (v) = 1, we have
Since
Substituting (9) and (10) into (8), we obtain the desired formula.
(ii): Suppose i = 0. Then we have θ i − k < 0 by Lemma 2.1. We also have ρ v (θ i ) ≥ 0 by Lemma 3.1. Hence, by (i), we obtain (6). By Lemma 2.1, we have 1 + θ 1 > 0 and 1 + θ D < 0. By (6), we obtain (7).
(iii): By (i), ρ v (θ i ) = 0 if and only if equality is attained in (6) . By Proposition 3.2, the assertion is clear.
. Thus equality is attained in (6) only if i = D. Similarly we can verify that for the case η (1) (v) < −1, equality is attained in (6) only if i = 1.
Lemma 4.3. The subspace E * 0 V has an orthogonal basis consisting of eigenvectors of E * 0 AE * 0 containing 1 Y , i.e.,
. Moreover the following hold:
Proof. The first assertion is clear since E * 0 AE * 0 is real symmetric and 1 Y is an eigenvector of
Since the trace of E * 0 AE * 0 is zero and η (1) (1 Y ) = κ, we obtain the desired equation. (ii): Consider the trace of (E * 0 AE * 0 ) 2 .
is closed under ordinary matrix multiplication, ∆ is strongly regular.
Proof. Noting that A 0 , A 1 , A 2 are the i-th adjacency matrices for ∆, the assertion is clear. 
Using Lemma 4.3(i), (ii), we obtain
Substituting them into (12), we have
Multiplying through by
(κ+1)(|Y |−κ−1) < 0, we finally obtain (5). Suppose ∆ is connected. Since the width of Y is 2 and ∆ has three eigenvalues κ, θ D , θ 1 , ∆ has diameter 2. Let I be the identity matrix and J the all ones matrix. Because (E * 0
. This implies that M is closed under ordinary matrix multiplication. By Lemma 4.4, ∆ is strongly regular. We obtain (iii)(a). Conversely we can easily verify that (iii)(a) implies (i).
Suppose ∆ is not connected. Then the multiplicity of κ is at least 2, and hence θ D = κ (cf. θ 1 = κ since θ 1 < −1). So each connected component of ∆ has diameter at most 1, that is, it is a clique of size κ + 1. If κ is nonzero, then θ 1 = −1, contradicting b 1 > 0. So κ = 0 and ∆ is a coclique. To show that (i) ⇔ (iii)(b) holds under the assumption that ∆ is a coclique, we present the following lemma: Lemma 4.5. Suppose ∆ is a coclique. Then Γ is tight with respect to Y if and only if Γ is bipartite.
Then by Lemma 4.2(i) and using b 1 + 1 = −a 1 + k, we obtain Remark. Note that the width of Γ (x) (x ∈ X ) is two. On setting Y = Γ (x), |Y | = k and κ = a 1 , inequality (5) is equivalent to inequality (1) . Hence if Γ is not bipartite and is tight with respect to Γ (x), it is tight in the sense of Jurišić, Koolen and Terwilliger [5] .
Homogeneity properties
In this section we prove Theorem 1.1. Let Y be a subset of X of width w and covering radius τ . Let
Since the width of Y is w, Y i ∩ Γ j (x) = φ if i + w < j. Let W x be the vector space spanned by the characteristic vectors of
wherex ∈ V denotes the vector with a 1 as the x-th coordinate, and 0 for all others. In general, we have W x ⊂ MW x ⊂ T W x = T E * 0 W x = Tx. Moreover, the following hold:
The following are equivalent:
(i) Γ is homogeneous with respect to Y around x.
(ii) W x is closed under left multiplication by A.
In general, we have W x ⊂ Tx. Clearly W x is closed under left multiplication by
Thus the assertion holds.
A subset Y is said to be completely regular or a completely regular code of Γ if for all integers h, i, j (0 ≤ h, i ≤ τ, 0 ≤ j ≤ D) and for all vertices z ∈ Y h , the number |Y i ∩ Γ j (z)| is independent of z. We have the following: (i) E * 0 ME * 0 is a commutative semisimple algebra. Moreover E * 0 V can be expressed as an orthogonal direct sum of w + 1 common eigenspaces of E * 0 ME * 0 . (ii) E * 0 W x is an E * 0 ME * 0 -module. (iii) There exists an orthogonal basis of E * 0 W x consisting of common eigenvectors u 0 , . . . , u w of E * 0 ME * 0 with u 0 = 1 Y . (iv) Let u 0 , u 1 , . . . , u w be the vectors which appeared in (iii). Then the common eigenspaces of E * 0 ME * 0 containing u i (0 ≤ i ≤ w) are all distinct. Proof. (i): By (H1) and (H2), M is the Bose-Mesner algebra of ∆. The assertion holds.
(ii): We observe E * 0 W x = E * 0 ME * 0x . By (i), the assertion is clear. 
Moreover, equality holds whenever τ = D − w.
If Γ is tight with respect to Y , then Γ is homogeneous with respect to Y . Moreover, for all x ∈ Y ,
. . , u w } be an orthogonal basis of E * 0 W x consisting of common eigenvectors of E * 0 ME * 0 defined in Lemma 5.4(iii). By Lemma 5.5, we have
By (H0) and Proposition 5.2(iii), we have dim T 1 Y = τ +1. Suppose Γ is tight with respect to Y . It follows from Proposition 3.5(ii) that u 1 , . . . , u w are tight with respect to Y . By Proposition 3.2, we have dim Mu i = D − w + 1 and by Proposition 3.3 we also have
Thus W x = T E * 0 W x = Tx. By Lemma 5.1, the first assertion holds. The second assertion is now clear. 
Claim. Mu 0 , . . . , Mu w are mutually orthogonal.
Proof of the Claim. For i, j, r, s (0 ≤ i, j ≤ D, 0 ≤ r, s ≤ w), we have
Since u s is a common eigenvector of E * 0 ME * 0 , there exists a scalar α ∈ C such that E i u r , E j u s = δ i, j α t u rūs . Because u r and u s are orthogonal if r = s, we have
By the above claim, we have dim
By (14) and (15), we have dim In this section, we investigate tight subsets in Q-polynomial distance-regular graphs. Let Γ = (X, R) be a Q-polynomial distance-regular graph of diameter D ≥ 3 with respect to the ordering E 0 , E 1 , . . . , E D . (In this section, we do not assume the ordering is the standard one of its eigenvalues.)
In [2] , Brouwer, Godsil, Koolen and Martin studied parameters for subsets in Γ and their derived bounds. Let Y be a nonempty subset of X . The dual width w * of Y is defined by
The degree s and the dual degree s * of Y are defined by (i) Γ is tight with respect to Y .
By a straightforward calculation, we obtain
By the definition of a tight graph, the equivalence of (i) and (ii) is clear.
Proof of Proposition 1.3. Note that ∆ is distance-regular with the i-th adjacency matrices A i (0 ≤ i ≤ w). Let F 0 , F 1 , . . . , F w be the primitive idempotents of ∆. In the proof of Theorem 2 in [2] , it was shown that (a) Span(F 0 , . . . ,
For 0 ≤ i ≤ w, we have
By (a), we have [2] by using the result given by Meyerowitz [6] , and in Grassmann, bilinear forms or dual polar graphs by Tanaka [8] . By Proposition 1.3, the classification of such subsets can be seen as that of tight subsets with w + w * = D in those graphs. 
Examples
In this section, we give examples of tight subsets not covered by the previous section. There is no known example of a completely regular tight subset with w + s * = D. Proposition 1.2 implies that there is no such subset if w ≥ 3 and ∆ is distance-regular with the i-th adjacency matrices A i (0 ≤ i ≤ w).
We have examples such that 1 Y is tight, i.e., w + s * = D, yet Y is not tight in Γ . For instance, the perfect code in the Hamming graph H (4, 3) satisfies w+s * = D = w * +s (yet w+w * = D) but is not tight in H (4, 3) .
