Weyl’s theorem for analytically hyponormal operators  by Cao, Xiaohong
Linear Algebra and its Applications 405 (2005) 229–238
www.elsevier.com/locate/laa
Weyl’s theorem for analytically hyponormal
operators
Xiaohong Cao
College of Mathematics and Information Science, Shaanxi Normal University,
Xi’an 710062, People’s Republic of China
Received 28 December 2004; accepted 25 March 2005
Available online 17 May 2005
Submitted by R.A. Brualdi
Abstract
A variant of the Weyl spectrum is discussed. We give the necessary and sufficient condition
for T which the Weyl’s theorem holds. Using the new spectrum set we define in this paper, we
also consider how the Weyl’s theorem survives for analytically hyponormal operators.
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1. Introduction
Weyl [13] examined the spectra of all compact perturbations of a hermitian oper-
ator on Hilbert space and found in 1909 that their intersection consisted precisely of
those points of the spectrum which were not isolated eigenvalues of finite multiplic-
ity. This “Weyl’s theorem” has since been extended to hyponormal and to Toeplitz
operators [4], to seminormal and other operators [1,2] and to Banach spaces opera-
tors [7,10]. Variants have been discussed by Harte and Lee [6] and Rakoc˘evic` [11].
In this note we show how Weyl’s theorem and Browder’s theorem survive using the
new spectrum sets we define in this paper.
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Recall that the “Weyl’s spectrum” of a bounded linear operator T on a Banach
space X is the intersection of the spectra of its compact perturbations:
σw(T ) =
⋂
{σ(T + K) : K ∈ K(X)}. (1.1)
Equivalently λ ∈ σw(T ) if T − λI fails to be Fredholm of index zero. The “Browder
spectrum” is the intersection of the spectra of its commuting compact perturbations:
σb(T ) =
⋂
{σ(T + K) : K ∈ K(X) ∩ comm(T )}. (1.2)
Equivalently λ ∈ σb(T ) if T − λI fails to be Fredholm of finite ascent and descent.
“The Weyl’s theorem holds” for T if
σ(T )\σw(T ) = π00(T ), (1.3)
where we write
π00(T ) = {λ ∈ iso σ(T ) : 0 < dim N(T − λI) < ∞} (1.4)
for the isolated points of the spectrum which are eigenvalues of finite multiplic-
ity. Harte and Lee [6] have discussed a variant of Weyl’s theorem: “the Browder’s
theorem holds” for T if
σ(T ) = σw(T ) ∪ π00(T ). (1.5)
What is missing is the disjointness between the Weyl spectrum and the isolated
eigenvalues of finite multiplicity: equivalently
σw(T ) = σb(T ). (1.6)
A variant of the Weyl spectrum is discussed in this paper. Using the new spectrum
set which we define in Section 2, we give the necessary and sufficient condition for
operator T satisfying Weyl’s theorem or Browder’s theorem. In addition, we study
the Weyl’s theorem for analytically hyponormal operators.
2. Weyl’s theorem for operator T
We turn to a variant of the Weyl spectrum. The new spectrum set is defined as
follows. Let
σ1(T ) = acc σw(T ),
and let ρ1(T ) = C\σ1(T ). Then
σ1(T ) ⊆ σw(T ) ⊆ σb(T ) ⊆ σ(T ).
An operator T is called polaroid [5] if all isolated points of the spectrum of T are
poles of the resolvent.
Recall that an operator T is Drazin invertible if it has a finite ascent and des-
cent. The Drazin spectrum σD(T ) = {λ ∈ C : T − λI is not Drazin invertible}. Thus
(T ) = σ(T )\σD(T ) is the set of all poles of the resolvent of T .
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Suppose T is an upper semi-Fredholm operator, using the perturbation theorem
of semi-Fredholm operator [8, Theorem 5.31], T − λI is upper semi-Fredholm and
ind(T − λI) = ind(T ) for sufficiently small |λ| > 0. In this case, we also have that
N(T − λI) ⊆⋂∞n=1 R[(T − λI)n] if |λ| > 0 is sufficiently small. In fact, if T is
upper semi-Fredholm, let M =⋂∞n=1 R(T n) and let T1 = T |M , then M is closed
and T1 is surjective. By perturbation theorem of semi-Fredholm operator, T1 − λI
is surjective if |λ| > 0 is sufficiently small [8, Theorem 5.22], which means (T1 −
λI)nM = M for any n. It induces that M ⊆⋂∞n=1 R[(T1 − λI)n] ⊆
⋂∞
n=1 R[(T −
λI)n]. Since N(T − λI) ⊆ M for any λ /= 0, it follows that N(T − λI) ⊆ M ⊆⋂∞
n=1 R[(T − λI)n] if |λ| > 0 is sufficiently small.
Theorem 2.1. If T ∈ B(X), then the following are equivalent:
T is polaroid and Weyl’s theorem holds for T ; (2.1)
σ(T ) = acc σw(T ) ∪ cl (T ) = σ1(T ) ∪ cl (T ). (2.2)
Proof. Suppose that σ(T ) = σ1(T ) ∪ cl (T ). Let λ0 ∈ σ(T )\σw(T ), then λ0 ∈
σ(T )\σ1(T ) = cl (T ). Using the perturbation theorem of semi-Fredholm opera-
tors, there exists  > 0 such that T − λI is Weyl and N(T − λI) ⊆⋂∞n=1 R[(T −
λI)n] if 0 < |λ − λ0| < . If λ0 ∈ acc (T ), then there is λ1 such that λ1 ∈ (T )
and 0 < |λ1 − λ0| < . Theorem 3.4 in [12] tells us that N(T − λ1I ) = N(T −
λ1I ) ∩⋂∞n=1 R[(T − λI)n] = {0}, which means that T − λ1I is invertible. It is in
contradiction to the fact that λ1 ∈ σ(T ). Then λ0 ∈ (T ), and hence λ0 ∈ π00(T ).
Conversely, suppose λ0 ∈ π00(T ). Then λ0 ∈ ρ1(T ) and hence λ0 ∈ σ(T )\σ1(T ) =
cl (T ). Since λ0 ∈ iso σ(T ), λ0 ∈ (T ). Then λ0 ∈ σ(T )\σw(T ). From the above
proof, we know that the Weyl’s theorem holds for T . In the following, we will
prove that T is polaroid. Suppose λ0 ∈ iso σ(T ), then λ0 ∈ σ(T )\σ1(T ) = cl (T ).
Therefore λ0 ∈ (T ), which means that T is polaroid.
For the converse, let λ0 ∈ σ(T )\σ1(T ). Then there exists  > 0 such that T − λI
is Weyl if 0 < |λ − λ0| < . Since Weyl’s theorem holds for T , it follows that T −
λI is Browder and hence λ0 ∈ acc (T ) ∪ iso σ(T ). If λ0 ∈ iso σ(T ), then λ0 ∈
(T ) because T is polaroid. Then λ0 ∈ cl (T ). The proof is completed. 
Remark 2.2. Each of the following two conditions is also equivalent to (2.1):
σ(T )\σ1(T ) ⊆ acc P00(T ) ∪(T ); (2.3)
σ(T )\σ1(T ) ⊆ acc iso σ(T ) ∪(T ). (2.4)
Example. Let X be a Hilbert space. An operator T ∈ B(X) is said to be p-hyponor-
mal if (T T ∗)p  (T ∗T )p and an operator T ∈ B(X) is said to be M-hyponormal if
there exists a positive real number M such that
M‖(T − λI)x‖  ‖(T − λI)∗x‖ for all λ ∈ C, for all x ∈ X.
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If p = 1, then T is called simply hyponormal and it is equivalent to the case where
M = 1.
First let us introduce some well-known facts of p-hyponormal and M-hyponormal
operators.
(a) If T is p-hyponormal or M-hyponormal, then so is T − λI for each λ ∈ C;
(b) If T is p-hyponormal or M-hyponormal and E ⊆ X is invariant under T , then
T |E is p-hyponormal or M-hyponormal;
(c) If T is p-hyponormal or M-hyponormal and quasinilpotent, then T is nilpo-
tent;
(d) If T is p-hyponormal or M-hyponormal, then T has finite ascent.
Suppose T ∈ B(X) is p-hyponormal or M-hyponormal operator, then T is polar-
oid and the Weyl’s theorem holds for T .
In fact, we need to prove that ρ1(T ) ⊆ acc [P00(T )] ∪(T ). Suppose λ0 ∈
ρ1(T ). Then there exists  > 0 such that T − λI is Weyl if 0 < |λ − λ0| < . Since
T − λI has finite ascent, it follows that T − λI is Browder, which means that λ0 ∈
acc[P00(T )] ∪ iso σ(T ). If λ0 ∈ iso σ(T ), using the spectral projection, we can rep-
resent T as the direct sum
T = T1 + T2, where σ(T1) = {λ0} and σ(T2) = σ(T )\{λ0}.
Since T1 − λ0I is hyponormal and quasinilpotent, if follows that T − λ0I is nilpo-
tent. It induces that T1 − λ0I has finite ascent and finite descent. But since T2 − λ0I
is invertible, we know that T − λ0I has finite ascent and finite descent, which means
that λ0 ∈ (T ). Theorem 2.1 tells us the result is true.
Corollary 2.3. If iso σ(T ) is finite, then T is polaroid and the Weyl’s theorem holds
for T ⇐⇒ σ1(T ) = σD(T ).
In the following, we suppose that H(T ) is the class of all complex-valued func-
tions which are analytic on a neighborhood of σ(T ) and are not constant on any
component of σ(T ). It is well known the spectral mapping theorem holds for the
Drazin spectrum, then:
Corollary 2.4. Suppose iso σ(T ) is finite, T is polaroid and the Weyl’s theorem
holds for T . If f ∈ H(T ), then the Weyl’s theorem holds for f (T ) ⇐⇒ σ1(f (T )) =
f (σ1(T )).
If T and S are polaroid, it is easy to know that p(T ) and T ⊕ S are isoloid for
any polynomial p. In general σ1(T ⊕ S) /= σ1(T ) ∪ σ1(S), there is only inclusion:
σ1(T ⊕ S) ⊆ σ1(T ) ∪ σ1(S). But for operators T and S which satisfy the Weyl’s
theorem, we have:
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Corollary 2.5. Suppose T , S ∈ B(X) are polaroid and the Weyl’s theorem holds for
T and S. Let p is a polynomial, then
(1) the Weyl’s theorem holds for p(T ) ⇐⇒ p(σ1(T )) ⊆ σ1(p(T ));
(2) the Weyl’s theorem holds for T ⊕ S ⇐⇒ σ1(T ⊕ S) = σ1(T ) ∪ σ1(S).
Proof. (1) Suppose p(T ) satisfies the Weyl’s theorem. Let µ0 ∈ p(σ1(T )) and let
µ0 = p(λ0), where λ0 ∈ σ1(T ). If µ0 is not in σ1(p(T )), then there exists δ > 0 such
that p(T ) − µI is Weyl if 0 < |µ − µ0| < δ. Since the Weyl’s theorem holds for
p(T ), p(T ) − µI is Browder and hence µ ∈ iso σ(p(T )) ∪ ρ(p(T )). For λ0, there
exists  > 0 such that 0 < |p(λ) − p(λ0)| = |p(λ) − µ0| < δ if 0 < |λ − λ0| < .
Then p(λ) ∈ iso σ(p(T )) ∪ ρ(p(T )), hence λ ∈ iso σ(T ) ∪ ρ(T ). Since p(T ) −
p(λ)I is Weyl, it follows that T − λI is Fredholm. Using the fact that λ ∈ iso σ(T ) ∪
ρ(T ), we know that T − λI is Browder. Now we have that there exists  > 0 such
that T − λI is Browder if 0 < |λ − λ0| < , which means that λ0 ∈ ρ1(T ). It
is in contradiction to the fact that λ0 ∈ σ1(T ). Then we must have p(σ1(T )) ⊆
σ1(p(T )).
For the inverse, suppose p(σ1(T )) ⊆ σ1(p(T )). If p(T ) − µ0I Weyl, then there
exists δ > 0 such that p(T ) − µI Weyl and N(p(T ) − µI) ⊆⋂∞n=1 R[(p(T ) −
µI)n] if 0 < |µ − µ0| < δ. Let
p(T ) − µI = a(T − λ1I )n1(T − λ2I )n2 · · · (T − λkI)nk ,
then T − λiI is Fredholm. Since µ is not in σ1(p(T )), it is not in p(σ1(T )). Then
λi ∈ ρ1(T ). By the definition of ρ1(T ), we induce that T − λiI Weyl. Since the
Weyl’s theorem holds for T , it follows that T − λiI Browder and hence p(T ) − µI
is Browder. Then p(T ) − µI is invertible. Now we have proved µ0 ∈ iso σ(p(T )) ∪
ρ(p(T )), then σ(p(T ))\σw(p(T )) ⊆ π00(p(T ). If µ0 ∈ π00(p(T )), and let p(T ) −
µ0I = a(T − λ1I )n1(T − λ2I )n2 · · · (T − λkI)nk . Without loss of generality, we
suppose that λi ∈ σ(T ). Then λi ∈ iso σ(T ) and n(T − λiI ) < ∞. T is polaroid
induces that λi ∈ π00(T ) = σ(T )\σw(T ). Then T − λiI is Weyl. Therefore p(T ) −
µ0I is Weyl, that is π00(p(T )) ⊆ σ(p(T ))\σw(p(T )). From the above proof, we
know the Weyl’s theorem holds for p(T ).
(2) Since cl (T ⊕ S) = cl (T ) ∪ cl (S) and σ(T ⊕ S) = σ(T ) ∪ σ(S), it
follows that the Weyl’s theorem holds for T ⊕ S ⇐⇒ σ(T ⊕ S)\σ1(T ⊕ S) =
cl (T ⊕ S) = cl (T ) ∪ cl (S) = σ(T )\σ1(T ) ∪ σ(S)\σ1(S) = σ(T ) ∪ σ(S)\
σ1(T ) ∪ σ1(S). Then σ1(T ⊕ S) = σ1(T ) ∪ σ1(S). 
In fact, in Corollary 2.5, using the same way, we can get: suppose T is polaroid
and the Weyl’s theorem holds for T . For any f ∈ H(T ), the Weyl’s theorem holds
for f (T ) ⇐⇒ f (σ1(T )) ⊆ σ1(f (T )).
Using the new spectrum set σ1(·), we can characterize the Browder’s theorem as
following:
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Theorem 2.6. The Browder’s theorem holds for T if and only if σ(T ) = σ1(T ) ∪
cl iso σ(T ).
Theorem 2.7. Suppose T ∈ B(X) is polaroid and the Weyl’s theorem holds for T ,
then the following statements are equivalent:
(1) the Weyl’s theorem holds for f (T ) for any f ∈ H(T );
(2) f (σ1(T )) ⊆ σ1(f (T )) for any f ∈ H(T );
(3) ind(T − λI) · ind(T − µI)  0 for each pair λ,µ ∈ C\σe(T ), where σe(T )
denotes the essential spectrum of T ;
(4) the Browder’s theorem holds for f (T ) for any f ∈ H(T ).
Proof. We only prove the equivalence of (2) and (3). The other equivalences are
easily proved. Suppose that ind(T − λI) · ind(T − µI)  0 for each pair λ,µ ∈
C\σe(T ).
For any f ∈ H(T ), let µ0 ∈ f (σ1(T )) and suppose µ0 = f (λ0), where λ0 ∈
σ1(T ). If µ0 is not in σ1(f (T )), there exists δ > 0 such that f (T ) − µI is Weyl
if 0 < |µ − µ0| < δ. Let
f (λ) − µ = (λ − λ1)t1(λ − λ2)t2 · · · (λ − λk)tk r(λ),
where λ1, λ2, . . . , λk are scalars and r is a non-vanishing analytic function on the
spectrum σ(T ). So r(T ) is invertible. Then
f (T ) − µI = (T − λ1I )t1(T − λ2I )t2 · · · (T − λkI)tk r(T ).
It induce that T − λiI is Fredholm. Since∑ki=1 ind(T − λiI )i = ind(f (T ) − µI) =
0, it follows that T − λiI is Weyl.
For λ0, there exists  > 0 such that 0 < |f (λ) − f (λ0)| = |f (λ) − µ0| < δ if
0 < |λ − λ0| < . Then f (T ) − f (λ)I is Weyl, hence T − λI is Weyl. Now we
have that there exists  > 0 such that T − λI is Weyl if 0 < |λ − λ0| < , then λ0 is
not in σ1(T ). It is in contradiction to the fact that λ0 ∈ σ1(T ). Therefore f (σ1(T )) ⊆
σ1(f (T )).
For the converse, if conversely, there exist λ0, µ0 ∈ C\σe(T ) for which
ind(T − λ0I ) = −m < 0 < k = ind(T − µ0I ).
Let
p(λ) = (λ − λ0)k(λ − µ0)m,
then
p(T ) = (T − λ0I )k(T − µ0I )m
is Weyl, so 0 ∈ ρ1(p(T )). By perturbation theorem of semi-Fredholm operators,
we know that λ0, µ0 ∈ σ1(T ). Thus 0 ∈ p(σ1(T )) ⊆ σ1(p(T )), it is a contradic-
tion. 
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Example. For p-hyponormal or M-hyponormal operator T , since T − λI has finite
ascent for any λ ∈ C, we know that for each pair λ,µ ∈ C\σe(T ), ind(T − λI) ·
ind(T − µI)  0. Then if T ∈ B(X) is p-hyponormal or M-hyponormal operator,
for any f ∈ H(T ), f (T ) is polaroid and the Weyl’s theorem holds for f (T ).
In general the Weyl’s theorem for T ∈ B(X) is not sufficient for the Weyl’s the-
orem for T + K with compact commuting with T . But if T ∈ B(X) is polaroid, we
have:
Theorem 2.8. Suppose T ∈ B(X) is polaroid and the Weyl’s theorem holds for T . If
F is a finite rank operator commuting with T , then T + F is polaroid and the Weyl’s
theorem holds for T + F .
Proof. From Theorem 2.1 and Remark 2.2, we only need to prove
σ(T + F)\σ1(T + F) ⊆ cl (T + F).
Let λ0 ∈ σ(T + F)\σ1(T + F). Then there exists  > 0 such that T + F − λI is
Weyl if 0 < |λ − λ0| < . Since F is compact, it follows that σw(T + F) = σw(T )
and σb(T + F) = σb(T ). Then T − λI is Weyl hence T − λI is Browder because
the Weyl’s theorem holds for T , which means that T + F − λI is Browder. Then
λ0 ∈ acc (T + F) ∪ iso σ(T + F). If λ0 ∈ iso σ(T + F), then λ0 ∈ iso σ(T ) ∪
ρ(T ) [9, Lemma 2.1]. Since T is polaroid, we know that λ0 ∈ (T ). Since F com-
mutes with T , then from [3, Theorem 2.7], we have σD(T ) = σD(T + F). Then
λ0 ∈ (T + F). Therefore we have σ(T + F)\σ1(T + F) ⊆ cl (T + F), which
means that T + F is polaroid and the Weyl’s theorem holds for T + F . 
3. Weyl’s theorem for analytically hyponormal operators
Let X denote a Hilbert space. An operator T ∈ B(X) will be called analytically
hyponormal if there exists f ∈ H(T ) such that f (T ) is hyponormal. The following
facts follow from the definition and the well known facts of hyponormal operators.
(1) If T ∈ B(X) is analytically hyponormal, then so is T − λI for each λ ∈ C;
(2) If T ∈ B(X) is analytically hyponormal and M ⊆ X is invariant under T , then
T |M is analytically hyponormal.
T ∈ B(X) is called algebraic if there exists a non-constant complex polynomial
p such that p(T ) = 0; If there exists f ∈ H(T ) such that f (T ) = 0, we call T ana-
lytic. The relation to the algebraic operator and the analytic operators is:
Lemma 3.1. T ∈ B(X) is algebraic if and only if T is analytic.
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Proof. If T is algebraic, clearly, it is analytic. Conversely, suppose T is analytic. Let
f ∈ H(T ) such that f (T ) = 0. Since f (σ (T )) = σ(f (T )) = {0}, it follows that
σ(T ) finite. Let σ(T ) = {λ1, λ2, . . . , λm}, where λi /= λj . g is defined by
g(λ) =


f (λ)
(λ−λ1)n1 (λ−λ2)n2 ···(λ−λm)nm , if λ /= λj , j = 1, 2, . . . , m;
f
(nj )(λ)
nj !·∏(i /=j)(λj−λi)ni , if λ = λj , j = 1, 2, . . . , m.
nj is the order of zeros λj of f .
It is easy to see g ∈ H(T ), and 0 is not in σ(g(T )), which means that g(T ) is
invertible. Let
p(λ) = (λ − λ1)n1(λ − λ2)n2 · · · (λ − λm)nm,
then g(λ) · p(λ) = f (λ). Hence g(T ) · p(T ) = f (T ) = 0, it induces that p(T ) = 0,
which means that T is algebraic. 
The following lemma gives the essential facts for analytically hyponormal opera-
tors that we will need to prove the main theorem.
Lemma 3.2. Suppose T ∈ B(X),
(1) If T is analytically hyponormal and quasinilpotent, then T is nilpotent;
(2) If T is analytically hyponormal, then T is polaroid;
(3) If T is analytically hyponormal, then T has finite ascent.
Proof. Suppose f (T ) is hyponormal for some f ∈ H(T ). Since hyponormality is
translation-invariant, we may assume f (0) = 0. If T is quasinilpotent, then
σ(f (T )) = f (σ (T )) = f (0) = 0, which means that f (T ) is quasinilpotent. Since
the only hyponormal quasinilpotent operator is zero, it follows that T is analytic.
From Lemma 3.1, we know T is algebraic and there exists n ∈ N such that p(T ) =
T n = 0. It implies T is nilpotent.
(2) Suppose f (T ) is hyponormal for some f ∈ H(T ). Let λ ∈ iso σ(T ). Then
using the spectral decomposition, we can represent T as the direct sum T = T1 ⊕ T2,
where σ(T1) = {λ} and σ(T2) = σ(T )\{λ}. Since T1 − λI is analytically hyponor-
mal and T1 − λI is quasinilpotent, it follows that T1 − λI is nilpotent. Let (T1 −
λI)n = 0, then T1 − λI is Drazin invertible. We know T2 − λI is invertible, then
T − λI is Drazin invertible, which means that λ ∈ (T ) and hence T is polar-
oid.
(3) Suppose f (T ) is hyponormal for some f ∈ H(T ). Without loss of general-
ity, suppose 0 ∈ σ(T ). Let f (T ) = T n1(T − λ2I )n2 · · · (T − λkI)nkg(T ), g(T ) is
invertible. Since f (T ) has finite ascent, it induces that T has finite ascent. 
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Lemma 3.2 shows that analytically hyponormal operators share several properties
with hyponormal operators. It is well known hyponormal operators satisfy the Weyl’s
theorem. We will show that the Weyl’s theorem holds for analytically hyponormal.
Theorem 3.3. The Weyl’s theorem holds for every analytically hyponormal operator.
Proof. Suppose T is analytically hyponormal. We need to prove that σ(T )\σ1(T ) ⊆
cl (T ). Let λ0 ∈ σ(T )\σ1(T ). There exists  > 0 such that T − λI is Weyl if
0 < |λ − λ0| < . Since T − λI is analytically hyponormal, T − λI has finite as-
cent. It induces that T − λI is Browder if 0 < |λ − λ0| < . Then λ0 ∈ acc (T ) ∪
iso σ(T ). If λ0 ∈ iso σ(T ), then λ0 ∈ (T ) because T is polaroid. Thus λ0 ∈
cl (T ). Using Theorem 2.1, we know the Weyl’s theorem holds for T . 
Since T − λI has finite ascent for every λ ∈ C for analytically hyponormal oper-
ator T , it follows that ind(T − λI)  0 for every λ ∈ C\σe(T ). Hence ind(T − λI) ·
ind(T − µI)  0 for each pair λ,µ ∈ C\σe(T ). Using Theorem 2.7, we have:
Theorem 3.4. If T ∈ B(X) is analytically hyponormal, then for every f ∈ H(T ),
the Weyl’s theorem holds for f (T ).
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