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ABSTRACT 
A coordinate-free reduction procedure is developed for linear time-dependent 
differential-algebraic equations that transforms their solutions into solutions of smaller 
systems of ordinary differential equations. The procedure applies to classical as well as 
distribution solutions. In the case of analytic coefficients the hypotheses required for 
the reduction not only are necessary for the validity of the existence and uniqueness 
results, but even allow for the presence of singularities. Straightfonvard extensions 
including undetermined systems and systems with nonanalytic coefficients are also 
discussed. 
1. INTRODUCTION 
A time-dependent linear differential-algebraic equation (DAE) is a prob- 
lem of the form 
A(t)x + B(t)x = b(t), t EY, (1.1) 
where 9~ [w is an open interval, A(t), B(t) EL%R”), and A(t) is invertible 
for all or no t EX In the simplest case, when A(t) is diagonal, the latter 
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condition implies that-at least locally-some of the scalar equations in the 
system (1.1) are purely algebraic, which justifies the terminology “differential- 
algebraic equation.” In order to provide a perspective on our work, we begin 
with a brief review of what is currently known about such problems without, 
however, including some earlier contributions now subsumed by more gen- 
eral theories. 
A significant simplification is the case when A(t) and B(t) in (1.1) are 
constant. The corresponding existence and uniqueness theory for initial value 
problems has been known for some time: A full account can be found in the 
book by Griepentrog and Maerz [S], who credit Gantmacher’s theory of 
matrix pencils [6]. The book [S] ‘ 1 a so contains a treatment of the general 
system (1.1) utilizing a condition of “transferability” which, broadly speaking, 
corresponds to a generalization of the index 1 case of the constant coefficient 
theory. Subsequent generalizations to the cases of index 2 and 3 have been 
obtained by Maerz [13, 141. 
A different approach is taken by Campbell and Petzold 131, who consider 
“solvable” systems with analytic coefficients. Here, the solvability assumption 
requires that an existence and uniqueness theory similar to that for linear 
ODES be available. The result of [3] is that such systems can be transformed 
into the form 
y + C(t)y =f(t), t E4, ( 1.2a) 
N(t)i + Z = g(t), t EY, W,b) 
where C(t) and N(t) are analytic functions of t, and N(t) is nilpotent upper 
(or lower) triangular for all t EJ? From the structure of N(t), it follows that 
the operator N(t) d/dt 1s nilpotent, so that (1.2b) has the unique solution 
z = C;= ,(- Dk[N(t) d/d&, and (1.2a) is an explicit ODE. But no calcula- 
ble criterion for solvability is given in that paper. 
Later, Campbell [I] p roved results of similar type for the case of nonana- 
lytic coefficients in (1.1) and provided a calculable necessary and sufficient 
criterion for solvability in the above sense. This condition requires, in 
particular, the characterization of the nullspaces of some augmented systems 
for each t EJ? He also showed that the solutions of (1.1) can be obtained as 
the solutions of an explicit ODE in [w” satisfying consistent initial conditions. 
Recently, Kunkel and Mehrmann [12] h ave taken a different approach. 
Under suitable constant-rank conditions they show that the solutions of (1.1) 
can be obtained in the form x = Uy where U is a smoothly parametrized 
family of linear isomorphisms of [w” and y = ( y,, yz, y3)r solves a simple 
DAE of the form i1 = c,(t, y3), y, = c,(t), 0 = c,(t), where c = 
(Cl’ cp> csjT depends upon b and its derivatives and the dependence of c, on 
y3 arises only if the dimension of y3 is not zero. But solvability indeed 
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requires the dimension of the third variable to be zero, for otherwise yi is 
arbitrarv if cT3 = 0 and no solution exists when c3 z 0, and hence eithw 
uniqueness or existence fails to hold. This approach does not require :I 
solvability assumption, for the dimension of the third variable is determined 
in the process of finding U. On the other hand, when the DAE is sol~d11~~. 
the hypotheses made in [12] to reach this conclusion are snfficic~nt but not 
necessu-v. 
Filly, we mention new theories for general implicit DAEs F(t, s. i) = 0 
developed by the authors [I5, 161, n&h can be applied to linear problems. 
Hut, of course, these general theories do not capture thr special fraturrs tine 
to the linear structure. 
In all mentioned results only classical solutions are considered; that is. all 
solutions x : .Y’ + R” of (1.1) are assumed to be (at least) differentiable. AS 
tllr as we know, the problem of characterizing generalized (disttibutioll) 
solutions of (1.1), when the right-hand side h is a distribution. has hwr~ 
successfully investigated only for constant A and R and in special casrs (SW 
[20, 2, 71). The difficulty w&h distribution solutions is that arguments from 
the “classical” theory involving the numerical vahlcs of the solutions can IIO 
longer be used. This is the reason why most approaches do not extend to 
distributions. It appears that the method in [u] mav allow for sdi an 
extension, but there is no comment to that effect in that paper. 
In this paper, we focus mainlv on the case when A and B are analytic. 
Under computationally verifiable. assumptions-weaker than the sol\xbilit\. 
condition of [3]-we prove that both the classical awl distribution solutions 
of (1.1) are of the form x(t) = r(f)s,(t) + c(t). w lere 1 x,. solutes ;L sniallc~~ 
svstelrl i 
A,.?, + H,x,, = g,, in 1 P-. ( 1 2) 
and A,,(I) is invertible for all but isolated values of t. It turns ollt that, whwl 
(1.1) is solvable in the sense of [o], (1.3) can also he deri\~~~ 11). the mc+hod 
briefly sketched at the end of that paper. But extending this method withollt 
the solvability hypothesis requires a much closer investigation of its ~rrrchu- 
nism. espcxially in the distribution case. 
Equation (1.3) is obtained at the v th step of a recursi\-e process which is 
phrased in coordinate-free terms but involves a number of arbitran, choicrs. i 
we show, however, that both the so-called index v of (1.1) and 311~ 
singularities of A, are independent of these choices. \Ve also prove that 
invertibility of A,(t) for each t E 9 is necessary and sufficient for solx&ilit\ 
in thr sense of [3]. But since solvability is not a prerecplisitite for the \&di< 
of our reduction, singularities may exist in (1.:3), and the methods of the 
Fuchs-Frobenius theory are available for the study of the related phenomena. 
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We also outline a more or less straightforward generalization of our 
reduction procedure to characterize the classical solutions of any analytic 
system (l.l), although either existence or uniqueness (or both) for corre- 
sponding initial value problems is necessarily affected whenever the hypothe- 
ses of the main case break down. Distribution solutions can be characterized 
as well for more general, but perhaps not all, nonanalytic systems. 
The inherent globality of the reduction is especially important for han- 
dling boundary value problems, which reduce to boundary value problems for 
(1.3). It should also be noted that the reduction procedures used in all the 
other above mentioned approaches for (1.1) are phrased in a coordinate-de- 
pendent form. It is to be expected’ that for suitable choices of the various 
bases these processes can be derived from our coordinate-free form. This will 
not be addressed further here. 
Finally we examine problems (1.1) in the case when A and B are 
sufficiently smooth but no longer analytic. It turns out that then additional 
hypotheses are needed (except in the index 1 case) to compensate for the lack 
of analyticity. Because of this, we are not able to cover fully the “solvable 
case” of [l]. On the other hand, our method remains valid with weaker 
smoothness hypotheses, e.g. C”, for A, B, and b in (l.l), it continues to be 
applicable for distribution solutions, and it can be easily generalized to handle 
undetermined problems satisfying a Fredholm alternative. 
This work and 1121 are certainly close in spirit, but major differences exist 
in the execution of the main idea. Our reduction appears to be technically 
simpler and allows for perhaps clearer proofs. More importantly, it is this 
relative simplicity that permitted a deeper analysis under weaker hypotheses. 
Our approach makes crucial use of Kato’s “transformation functions,” and 
the next section presents a brief review and some applications of this concept. 
Very closely related but somewhat less precise results can be found in [4] and 
[19]. Throughout the paper analytic mappings will be referred to as “map- 
pings of class C”.” 
2. TRANSFORMATION FUNCTIONS 
A main tool for the proof of the globality of the reduction procedure is 
the concept of transformation functions introduced by T. Kato [lo]. We use 
only the following simplified version: 
’ In fact, a referee showed this for the procedure in [12]. 
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THEOREM 2.1. Let 9 c R be un open interval, and P E Ck(s; L?(R”)), 
1 < k < 03 or k = w, a family of orthogonal projections onto W(t) = 
rge P(t), t ~4. Then, f or any fixed t, ~3, there exists a mapping U E 
C k(y; O(n)), where O(n) denotes the orthogonal group of R”, such that 
P(t) = U(t)P(t,)u(t)’ Vt EY. (2.1) 
Hence U(t)P(t,) is a linear isomorphism of W(t,) onto W(t) fort E/. 
The proof of a more general result involving arbitrary projections and a 
complex variable in place of t may be found in [ll, p. 1131. It will be useful 
to outline the proof of the somewhat simpler Theorem 2.1. The transforma- 
tion U is determined as the solution of the linear initial value problem 
ri = [i, P]U, (2.2) 
U(t,) = I,, (2.3) 
where [P, P] = iP - Pi is the commutator of ld and P. Because PT = P, 
the commutator [ @, P] is skew-symmetric, whence (d/dt)(U’U) = U“G + 
ti’U = UT[i, P]U - UT[P, P]U = 0. Th ere ore, f with (2.3), it follows that 
U(t)*U(t) = Z, and hence that L!(t) 5 O(n) for t EY. For the proof of(2.1) 
we use P2 = P, which yields PP + PP = P and thus PPP = 0 and [P, PIP 
= PP, P[ P, P] = -Pg. With this we find for Y = PU that Y = et.7 + Pe = 
(P - PPNJ = IjPU = [P, P]Y, which shows that Y solves (2.2) with the 
initial condition Y(t,) = P(t,>. S’ mce the general solution X of (2.2) is given 
by X = UX(t,), it follows that Y = UP(t,) and therefore that PU = UP(t,,>, 
which is (2.1). 
For later use we observe that the above relation Y = PPU also reads 
Y = +Y and hence that Y satisfies the differential equation 
Y = PY. (2.4) 
From PT = P, and hence P’ = ?, and (2.41, Y ?‘ satisfies the differential 
equation 
y’ = y’p. (2.5) 
Our applications of Theorem 2.1 rest on the following result (see also 
Lemma 2.2). 
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LEMMA 2.1. Let 9~ IF2 be an open interval, n > 0 an arbitrary inte- 
ger, and M E Ck(Y; _.F(R”>), 1 < k < cc or k = w, such that rank M(t) = r- 
Vt EX Then the orthogonal projections onto rge M(t) and ker M(t), re- 
spectively, are of class Ck in Y. 
Proof. Without loss of generality, assume n > 0. Let t^ E.Y be given, 
and consider an orthonormal basis (22,, . . . , t?,} of rge M(i). Let vr, . . . , v, be 
linearly independent vectors such that ci = M($_I~, 1 < i < r. The vectors 
u,(t) = M(t)vi remain linearly independent for t near t^, say, for t in the 
open interval 3 ~Ycontaining t^. In other words, since rank M(t) = r, they 
form a basis of rge M(t) for t E< and they are of class Ck in 4, since M is 
Ck. By applying the Gram-Schmidt process to u,(t), . . . , u,(t), we obtain an 
orthonormal basis {w,(t), . . . , w,.(t)} of rge M(t) for t ~3. Since the 
Gram-Schmidt process involves only algebraic operations, the vectors 
w,(t), . . . , w,(t) are again C k functions of t ~4. Because the orthogonal 
projection of R” onto rge M(t) can be expressed as a sum of dyadic products 
of w,(t), . . . ) u;,(t), it follows that it is of class Ck in 4 and hence also in Y, 
since t^ EY was arbitrary. The corresponding result for the orthogonal 
projection from R” onto ker M(t) f 11 o ows directly on replacing M(t) with 
M(t)T in the above argument. ??
THEOREM 2.2. Let 9~ R be an open interval, n > 0 an arbitrary 
integer, and M E Ck(Y; 9(lRn)), 1 < k Q m, such that rank M(t) = r for 
all t ~3. Then the following operators exist: 
(i> S E Ck(3; P’(lR”, R”>> such that S(t) E GL(R’, rge M(t)) Vt EY, 
(ii) T E Ck(Y; 2’(Rn-r, Rn)) such that T(t) E GL(lR”P’, ker M(t)) Vt 
EA 
(iii) V E Ck(Y; _Y(lR”, Rr)) such that V(t),,,, M(t) E GL(rge M(t), Rr) 
Vt ~2, where V can be chosen so that ker V(t) = [rge M(t)]l for all t EJ? 
Proof. (i): Denote by P(t) the orthogonal projection from R” onto 
range M(t), t ~4. By Lemma 2.1, we have P E Ck(Y; L&Q”)). Conse- 
quently, given t, ~2, the mapping U E Ck(Y; P(R”)) of Theorem 2.1 
satisfies U(t)P(t,) E GL(rge M(t,), rge M(t)) Vt ~3 Now, choose S, E 
Y(R’, Rn) such that S,(Wr> = rge M(t,), and set S(t) = U(t)S, Vt ~2 
(ii): Let II(t) be the orthogonal projection from R” onto ker M(t), t E 9. 
By Lemma 2.1, we have II E Ck(Y; 9(R”>). Hence the corresponding 
mapping U E Ck(.Y; _Y(Rn)) of Theorem 2.1 satisfies U(t)II(t,) E 
GL(ker M(t,), kerM(t)) Vt ~4. Now, choose T, E_F([W~-‘, Rn) such that 
T,(R”-‘) = ker M(t,), and set T(t) = U(t)T, Vt EJ? 
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(iii): With P and U as in the proof of part (i), let L cY(R”, Rr) be such 
that L(rge M(t,)) = R’. Th en, set V(t) = LP(t,,)U(t)’ Vt E 9. It is readilv 
seen that V(t),,,, MCt) E GL(rge M(t), Rr). Furthermore, ker V(t) = 
ker F’(t,,)U(tlT = {x E R”: U(t>Tx E [rge M(t,)l’} = Ut>[rge M(t,,)l’ . As 
U(t) E O(n) maps rge M(t,,) onto rge M(t), it also maps [rge M(t,,)l’ onto 
[rge M(t)]’ , and hence ker V(t) = [rge R/l(t)] ’ Vt ES, as claimed. ??
Note that by (2.4) and (2.5) and the relation T = IIT, the mapping T of’ 
Theorem 2.2 was found to be the unique solution of the initial v&e problem 
f=Ib”, T(h) = To, (2.6) 
where t, ~9 is some fixed value, II(t) denotes again the orthogonal 
projection onto ker M(t), t E Y, and T, E T([w ‘I ‘, Rr’) is any operator such 
that T,(R”-‘) = ker M(t,,). Analogously, the mapping V is the solution of 
v = VP, V(b) = LP(f,,), (2.7) 
where P(t) is the orthogonal projection onto rge M(t). t E Y, and L E 
Z(R”, Rr) is any operator such that L(rge M(t,)) = R’. 
In the analytic case, the assumption that rank M(t) = r Vt EY c’m 1~ 
dropped without major consequences for Theorem 2., a because of the follow- 
ing variant of Lemma 2.1: 
LEMMA 2.2. Let 9~ R be an open interval, n 2 0 amy integer. and 
M E C “(4; P(R”)). Set r = max t ,Yrank M(t). Then there is n snb.wt 
9 ~9 of isolated points such that rank M(t) = r f ancl only $ t EY\,Y: 
Furthermore, the orthogonal projections onto rge M(t) und ker M(t), t E 
Y\P, which are analytic on t E _“\P’, can be extended as analytic .fiinc- 
tions over the entire interval Y. 
Proof. Since rank M(t) achieves only the discrete values 0, 1,. . , II. 
there exists a t ??2 such that rank M(t) = r. Identifying M(t) with its 
matrix in the canonical basis of R”, we see that some r X r minor of M(t) 
does not vanish identically in Y, and hence, by analyticity. can vanish only ou 
some subset Y of isolated points of 9. Since rge M(t) = rge M(t)M(t)’ 
Vt ~3, we may replace M by MM’ without modifying rge M(t) OI 
affecting the analyticity. It then follows from the symmetry of MM“ and 
Theorem 6.1, p. 139 in [ll] that the eigenvalues of MM “ and associated 
(orthogonal) eigenprojections are analytic functions in 2 Denote by P the 
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sum of the eigenprojections corresponding to those eigenvalues that do not 
vanish identically in 3, so that P is analytic in .X By orthogonality of the 
eigenspaces of symmetric operators, P(t) is the orthogonal projection onto 
rge M(t)M(t>r = rge M(t) for t EY\Z? 
Let now P(t) denote the orthogonal projection onto ker M(t), t EY\P. 
For the proof that P can be extended as an analytic function in ._Y it suffices 
to replace M(t) by M(t>rM(t) and t 
ml. 
o use once again Theorem 6.1, p. 139 in 
??
Let M, r, and 9 be as in Lemma 2.2, and call P(t) the orthogonal 
projection onto rge M(t), t EY\P, so that P E Co@; LNRn)). By the 
denseness of S\P in .Y and the relation PM = M in S\P, we find that 
PM = M in 4 and, in particular, rge M(t) C rge P(t) for t E 5? Moreover, 
P(t) remains an orthogonal projection at points of P’, as follows from the 
relations P2 = P and PT = P extended from S\P to 2 In other words, 
P(t) is a projection onto a subspace containing rge M(t). Let now P, E 
Cw(S; _Y(lR”)) be any other family of projections such that rge P,(t) = 
rge M(t) Vt EY\~. Obviously, in S\Y, and hence in Y, we have 
PP, = P,, so that rge P,(t) c rge P(t) Vt ~3 By an exchange of the roles of 
P and P,, it follows that rge P,(t) = rge P(t) Vt ~3 This shows that, even 
at points of 9, the range of P(t) is independent of the specific choice of P. 
For this reason, we call rge P(t) the extended range of M(t), to be denoted 
by ext rge M(t). Then we have 
rge M(t) C ext rge M(t) Vt E4, (2.8a) 
rge M(t) = ext rge M(t) Vt E.Y\Y. (2.8b) 
Let II(t) again denote the orthogonal projection onto ker M(t), t E 
Y\9, so that II E Co@; _Y(R?)). Th e d enseness of Y\Y in 4 and the 
relation M KI = 0 in S\P imply that M II = 0 in ~5 In particular, for 
t ~9, we have rge II(t) c ker M(t), and hence II(t) projects onto a sub- 
space contained in ker M(t). Let now II, E CO(.Y; _Y(Rn)) be any other 
family of projections such that rge II,(t) = ker M(t) Vt E.Y\~. Obviously, 
IIII, = II, and II,II = Il in s\P, and hence in 3, so that rge II,(t) = 
rge II(t) Vt ~3 Thus, the range of II(t) remains independent of the 
specific choice of II at points of 9, and we call rge II(t) the restricted 
nullspace of M(t), to be denoted by rest ker M(t). Then 
kerM(t) 2 restkerM(t) Vt E.Y, (2.9a) 
ker M(t) = rest ker M(t) Vt EY\Y. (2.9b) 
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By Theorem 2.1, ext rge M(t) and rest ker M(t) are isomorphic to 
ext rge M(t,) and rest ker M(t,), respectively, for any t, t, EY. Hence, 
by (2.8b) and (2.9b), we have dim ext rge M(t) = r Vt E 3 and 
dim rest ker &f(t) = n - r Vt E-Y, which shows that the inclusions (2.W 
and (2.9a) are strict for t E 9. 
Using the concepts of an extended range and restricted nullspace. and, b!- 
a proof similar to that of Theorem 2.2, we obtain now the following version of 
that result: 
THEOREM 2.3. Let YC [w be an open inter&, n > 0 any integer. and 
M E C”(.Y; P(Rn)). Set r = max t E ,,rank M( t ), and let 9 Cfl be the .svt 
of isolated points where rank M(t) < r (see Lemma 2.2). Then the following 
operators exist: 
(i) S E C”(Y; _Y’(R’, Rn)> such that S(t) E GL([W’, ext rge M(t)) Vt E 
Y, and, in particular, S(t) E GL(rWr, rge M(t)) Vt EY\ S. 
(ii) T E Co@; ~(Rn-r, R”)) such that T(t) E GL([W”-‘, rest ker M(t)> 
Vt EY, and, in particular, T(t) E GL(R”-‘, ker M(t)) Vt gY\Y’. 
(iii) V E CO(S; 9(([w”, Rr>) such that V(t) E GL(ext rge M(t), Rr) Vt 
~3, and, in particular, V(t) E GL(rge M(t), Rr> Vt ~9\3’, and 1’ CNH 
be chosen so that ker V(t) = [ext rge M(t)]’ Vt EJT 
REMARK 2.1. For the validity of (2.6) and (2.7), n(t) and P(t) must be 
chosen as the orthogonal projections onto rest ker M(t) and ext rge M(t). 
respectively. 
3. THE REDUCTION OF ANALYTIC PAIRS 
Let YC [w again be an open interval and A, B E C “(Y; _Y([w”)). We 
denote by A @ B E C@(Y; _Y([w” X KY’“, [Wn)) the parametrized family of 
operators defined by 
(p, x) E IR’” x R” - [A(t) @ B(t)]( p, I) = A(t)p + B(t)s 
Vt E_? (3.1) 
DEFINITION 3.1. The pair (A, B) is called regular in .P if the rank 
condition 
holds. 
rank A(t) @ B(t) = n vt EY. (3.2) 
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For later use, we note that (3.2) is equivalent to any one of the conditions 
rank[ A(t + ~(t)~(t)'] = n Vt EY, (3.2') 
ker A(t)T n ker B(t)T = {0} Vt EY, (3.2") 
rge A(t) + rge B(t) = [w” Vt EY, (3.2"') 
although (3.2"') will not be particularly useful here. 
Suppose that (A, B) is regular in the sense of Definition 3.1, and set 
r = maxt E 9 rank A(t). By Lemma 2.2, it follows that 
rank A(t) = T Vt EY\Y, (3.3) 
where 9~4 consists of isolated points, and that there is a family of 
projections P E Cw(Y; _Y([W”>) with rge P(t) = ext rge A(t) Vt EJ? More 
generally, let P be any such family. Set Q = Z - P, so that Q(t) projects 
onto a complement of rge A(t) Vt EY\Y. Clearly, rge A(t) @ B(t) = 
rge A(t) @J Q(t)B(t) = rge A(t) @ rge Q(t)B(t). Hence, if follows from 
(3.2) and (3.3) that rank Q(t)B(t) = n - r Vt EY\P, or, equivalently, 
that 
dimkerQ(t)B(t) = r Vt EY\P. (3.4 
REMARK 3.1. Using (3.21, we see easily that (3.4) actually holds for 
t E> Indeed, given u; E [w”, there are u, 0 E [w” such that A(t)u + B(t)u 
= w. Since QA = 0 in 3, it follows that Q(t)B(t)u = Q(t)w. Letting w run 
over the (n - r&dimensional subspace rge Q(t), we infer that rank Q(t)B(t) 
> n - r Vt EJT Thus, equality holds, since, by (3.4) and the lower semicon- 
tinuity of the rank, rank Q(t)B(t) < n - r Vt E S? As a result, 
“rest ker Q(t)B(t)” could be replaced by “ker Q(t)B(t)” in the subsequent 
considerations. However, we have chosen to ignore this fact, as this will later 
enable us to ascertain that the results of this section can be generalized with 
the sam proofs to a case when (3.2) fails to hold. 
Now, let C E C “(3; 5?(Iw’; [W”)) be such that 
C(t) E GL([W’; restkerQ(t)B(t)) vt EY. (35) 
The existence of C is ensured by (3.4) and Theorem 2.3(ii) with M = QB. 
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Analogously, let D E CYY; _.Y(R”, Rr)) be such that 
D(t) E GL(extrge A(t), R’) Vt E-7, (3.6) 
where now the existence of D is ensured by (3.3) and Theorem 2.3(iii) with 
.M = A. 
KEMAKK 3.2. For t EY\P we have ker Q(t)B(t) = (x E R” : H(t)r 
E rge A(t)}, which shows that ker Q(t)B(t) IS independent of the particuku 
choice of Q, that is, of P. Consequently, C(t) is independent of the specific 
choice of P for t EY\P and hence for t E .A 
DEFINITION 3.2. For the regular pair (A, B) in Y let C E 
CwV; 9(Rr, R”)) and D E C”‘(Y; 9(lR”, R’)) satisfy (3.5) and (3.6). re- 
spectively. Then the pair ( A,, B,) defined by 
A,, B, E C”(S;T(Rr)), A, = DAC, B, = D( BC + Ad). (3.7) 
is a reduction of (A, B) in Z. 
Clearly, a reduction (A,, B,) of a regular pair ( A, B) is not unique, since 
it depends upon the choice of C and D. However, any two reductions of 
( A, H) are equivalent under the following equivalence relation, already used 
e.g. in [l] and [12]. 
DEFINITION 3.3. For any A, B, A, B’ E C”(9; _Y(R”>> the pairs (A, H) 
and ( A, 6) are called equivalent in <Y, to be denoted by ( A, B) - (A, g) in 
2, if 
i = MAh7 and l? = M( BN + Ahi), (3.8) 
for some M, N E C “(2; GL(R”)). 
LEMMA 3.1. The relation of Dejnition 3.3 is un eyuicalence relation. 
The proof is straightforward and will be omitted here. 
In the proof of part (iii) of our next theorem and in other places later on 
we require the following lemma. 
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LEMMA 3.2. Let P E C “(9; _Y(R”)) be a family of projections such that 
rge P(t) = ext rge A(t) Vt E Y, and set Q = Z - P. Then for any integer 
m > 0 and K E CO(Y; p(R”, Rn)) we have 
rge K(t) C restkerQ(t)B(t) vt EY, (i> 
if and only if 
rge B(t)K(t) C extrge A(t) Vt EY, (ii) 
NOTE. The equivalence between (i) and (ii) above is not true for fixed 
t ~3, although (i> implies (ii) in this case as well. 
Proof. Suppose that (i> holds, so that rge K(t) c ker Q(t)B(t) Vt ~4. 
This is equivalent with QBK = 0; that is, rge B(t)K(t) C ker Q(t) = 
rge P(t) = ext rge A(t) Vt EY, which is (ii). Conversely, assume (ii> to hold, 
so that QBK = 0 and thus rge K(t) c ker Q(t)B(t) ‘dt ??3 Let II E 
C “(2; P(R”)) be the orthogonal projection onto rest ker Q(t)B(t). Since 
rest ker Q(t)B(t) = ker Q(t)B(t) except at isolated points of Y, we find that 
[I - II(t)]K(t) = 0 except at isolated points. But, by denseness and continu- 
ity, it follows that necessarily (I - II)K = 0; that is, K = ll K, whence 
rge K(t) c rge II(t) = rest ker Q(t)B(t) Vt ~9, which is (il. ??
THEOREM 3.1. Suppose that (A, B) * (A, Z?) in ~5 Then: 
(i) rank A(t) = rank A(t) Vt ~3 
(ii) (A, B) is regular kn c if and only if (A, B) is regular in Y. 
(iii) Zf (A, B) and (A, B) are regular in_Y,_any reduction (A,, B,) of 
(A, B) in 3 is equivalent to any reduction (A,, B,) of (A, B) in Y. 
Proof. By (3.81, (i) is trivial. T o s h ow that (2.21, or equivalently (3.2”), 
either fails or holds simultaneously with A and A, it suffices to show that if 
(3.2”) is valid for the pair (A, B), then it also holds for the pair (A, Z?). 
Indeed, symmetry of the equivalence relation implies that the converse is 
true _as well. Suppose then that (3.2”) is valid, and let t EY and x E 
ker A(t>T I-I ker B(t)T. By (3.8), this means that iV(t)TA(t)TM(t)Tx = 0 and 
iV(t>TB(t)Tit4(t)Tx + hi(t)?‘A(t>TM(t)Tx = 0. Because of iV(tjT E GL(R”), 
the first relation provides that M(t)‘x E ker A(t)T, and hence the second 
one reduces to N(t)‘B(t)TA4(t>Tx = 0; that is, A4(tjTx E ker B(t)T. Thus, 
A4(t>Tx E ker A(t>T f’ ker B(t)*, whence M(t>Tr = 0 by (3.2”). Because 
M(t)?‘ E GL(R”), we find that r = 0 which proves (ii). 
LINEAR DIFFERENTIAL-ALGEBRAIC EQUATIONS 271 
To prove (iii), we write 
A, = DAC, B,=D(BC+Ad), 
A, = Lx4 6, 6, =LqiC+A6), (3.9) 
where C, d E C W(S; _Y(lQr, iW”)) and D, 6 E Cw(.Y; 9(Rn, Rr)> satisfy the 
conditions of Definition 3.2. Note here that r = maxt r9 rank A(t) = 
max tE.7 rank A(t) by part (i> of this theorem. From (3.8), we infer that 
ii, = ~MANC’, BN6 + Af( NC) 
! 
(3.10) 
Now the proof hinges on the remark that there are mappings H, L E 
C “(S; GL(IW’)) such that 
NC = CL, (3.11) 
fi(t)M lext rge A(t) = H(t) D,rxtrgr A(t) Vt E&F, (3.12) 
where the existence of H and 1, will be established below. For the time 
being, we show how the validity of (3.11), (3.12) provides for the proof of (iii>. 
From (3.10), (3.11), and (3.12) we obtain at once 
i, = HDACL = HA, L, (3.13) 
and 6, = fiMBCL + HDA(d/dtXCL). Recall that C(t) maps into 
rest ker Q(t)B(t) for t E Y, where Q(t) is a projection onto a complement of 
ext rge A(t). Therefore, by Lemma 3.2 with K = Cz B(t)C(t) maps into 
ext rge A(t), t ~3, and hence (3.12) implies that DMBC .= HDBC. AS .a 
result, B, = HDBCL + H_DA(d/dt)(CL) = HD(BC + AC)L + HDACL. 
Using (3.91, we thus get B, = H( B, L + A, I!,>, and, together with (3.13), 
this implies the equivalence of (A,, B,) and (A,, B,), since H, L E 
c “(9; %Iw’)). 
To compl_ete the proof, we. now verify the validity of (3.l_l)_and 13.12). By 
hypothesis, B_ = M( BN + AN), and, by construction of C, B(t)C(t) maps 
into extrge A(t) for t ~2. Since extrge A(t) = extrge M(t)A(t)N(t) = 
ext rge M(t)A(t) = M(t)[ext rge A(t)], this amounts to saying that 
M(tMB(t)N(t) + A(t)i’?(t))d(t) maps into M(t)[ext rge A(t)]; that is, 
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B(t)N(t)$t) + A(t)&)&) maps into ext rge A(t), But then, 
B(t)N(t)C(t) maps into ext rge A(t). By Lemma 3.2, N(t)C(t) maps into 
rest ker Q(t)B(t) = rge C(t) yt ~2, with Q E CO(Y; _%lQ”)) as in (3.4) 
and (3.5). Because rank C(t) = T and N(t) E GL([W”), we have 
rge N(t)d(t) = rge C(t). On the other hand, injectivity of C(t) implies that 
C(t)TC(t) E GL([W’) Vt ~3. Set L(t) = C(t)+N(t)C(t) for t EY, where 
C(t)‘= [C(t>TC(t>]-lC(t)T is the M oore-Penrose pseudoinverse of C(t), so 
that L E Cw(Y; _Y(R’)). In fact, L E C “(4; GL([W’)), for, as was just seen 
above, N(t)t(t) maps onto rgeC(t), and C(t)T is one-to-one in rgeC(t). 
Thus, rank L(t) = r, as desired. Next, for 5 E [w’ we have L(t)5 = 
c(t)+A’(t)d(t)& h w ence C(t>TC(t)_L(t)t = C(t)TN(t)C(t)t. Since _C(tY 
is one-to-one in rge C(t) = rge N(t)C(t), this gives C(t)L(t)t = N(t)C(t)(; 
that is, CL = Nd, which completes the proof of (3.11). 
To prove (3.12) let S E C“‘(La;) _F@!‘, IW”)) be such that S(t) E 
GL([W’, ext rge A(t)) Vt ~3, as provided by Theorem 2.36). Note that 
D(t)S(t) E GL([W’) Vt ~3, and set H(t) = ~(t)M(t)S(t)[D(t)S(t)]-‘, so 
that H E Cw(Y; __F(lR’)). In fact, we obtain H E Co@ GL([W’)), because 
M(t) E GL([W”) implies that M(t)S(t) is a bijective mapping into 
M(t)[ext rge A(t)] = ext rge i(t), w h ereas C,(t) is one-to-one in ext rge A(t). 
Now for x E ext rge A(t ), we have x = S(t)5 for some 5 E [w’, whence 
D(t)x = D(t>S(t)[ and H(t)D(t)x = H(t)D(t)S(t)t. Thus, H(t)D(t)x = 
fi(t)M(t)S(t)t = &t)M(t)x, which proves (3.14). W 
Theorem 3.1 makes it easy to define inductively a reduction procedure 
which, up to equivalence, is independent of any particular choice that must 
be made at each step. Specifically, suppose that the pair (A, B) is regular in 
Y, and let (A,, B,) and <A,, g,) be any two reductions of (A, B,> in-3 By 
Theorem 3.1, (A,, B,) - (A,, g,) and hence (A,, B,) and (A,, B,) are 
simultaneously regular or not regular in Y. If they are, then once again by 
Theorem 3.1_, a?y reduc;ion_( A,, B,) of (A,, B,) is equiv+ent_ with any 
reduction (A,, B2) of (A,, B,). Therefore, (A,, B,) and (AZ, B,) will be 
simultaneously regular, and so on. This suggests the following definition: 
DEFINITION 3.4. The pair (A, B) is said to be completely regular in 9 if 
the above inductive reduction procedure can be continued indefinitely (or, 
equivalently, n times; see Remark 3.3). In particular, the complete regularity 
of a pair (A, B) in 9 implies its regularity in 2 
A trivial but important case is when (A, B) is regular and 
maxt,,rank A(t) = n and thus r = n. Then we have ext rge A(t) = R” 
Vt EY, whence P(t) = I is the only possible choice for a parametrized 
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family of projections onto ext rge A(t). As a result Q = I - P = 0, and 
therefore QB = 0 and restker Q(t)B(t) = IR” Vt EY. This shows that 
C(t) = D(t) = Z is a possible choice for the reduction of (A, B), for which 
then, by (3.71, (A,, B,) = (A, B). H ence it follows that ( A, B) is completeI> 
regular and that all the possible reductions are equivalent to ( A, B). In other 
words, up to equivalence, reduction has no effect on the pair (A, B). The 
importance of this case is that it will always occur eventually at some stage of 
the reduction procedure of any completely regular pair. Therefore, despite 
the fact that the reduction can theoretically be continued indefinitely. it 
ceases to ha\,e any effect (up to equivalence) after a finite number of steps. 
This is the content of the following result: 
THEOREM 3.2. For a completely regular pair (A, B) in S, set A,, = A. 
B, = B and consider a sequence (A,, Bj>, j = 0, 1, . . . , where ( Aj, B,) i.v 
.som~ reduction of ( Aj_ , , B.j 1) in 9 for each ,j > 0. Then 
rj = ysmnk A,(t) Vj > 0 (3.14) 
is independent of the specific choice of ( Al, B, 1, j > 0, and with rm , = II UYJ 
ham 
A,(t) E~?([W’J-~) VtEY, Vj>O (:3.1*5) 
r-1 = n > 7-C) > ... > rj > ... ( > 0). (.3.16) 
Hence there is a smallest integer 0 < v < II such that r,, = rv_ , and v Im 
the property 
A,(t) E GL(Wl)( = GL(RrV)) Vt EY\bf;, (3.17) 
where 9, ~Yconsists only of isolated points, md v is also characterized by 
the fact that it is the smallest integrrj for which A,(t) E GL([W’I~~) fbr some 
t EY. 
The proof is a trivial consequence of Theorem 3.1 and the various 
definitions. 
From the remarks preceeding the theorem, it follows by (3.17) that, up to 
equivalence, the reduction has no effect on the pair (A,, B,) and hence the 
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process could as well be stopped at this point. 
DEFINITION 3.5. For a completely regular pair ( A, B) in 9 the integer 
0 < v < n of Theorem 3.2 is called the index of the pair in ~5 Since v is 
independent of the choice of the reduction at each step of the process, the 
index depends only on the pair (A, B). 
REMARK 3.3. If A and B are constant, the interval 9 is irrelevant and 
complete regularity of (A, B) amounts to regularity of the matrix pencil 
A + AB [i.e., det(A + AR) # 0 as a polynomial in h]. If so, the index of 
(A, B) in Definition 3.5 coincides with the index of the matrix pencil. Details 
are left to the reader. In the general case of variable coefficients A and B, it 
is obvious that the conclusion of Theorem 3.2 remains valid if complete 
regularity of ( A, B) is replaced by the apparently weaker assumption that the 
reduction can be performed n times. But then, it is equally obvious that the 
reduction can be continued indefinitely, i.e., the pair (A, B) is completely 
regular. 
4. GLOBAL REDUCTION OF DIFFERENTIAL-ALGEBRAIC 
EQUATIONS: CLASSICAL SOLUTIONS 
We apply now the reduction procedure of the previous section to the 
differential-algebraic equation 
A( + B(t)x = b(t), t ??,F”, A, B E C”(&Y([w”)), (4.1) 
and show that it reduces (4.1) to an explicit linear ODE on the interval 9. 
Naturally, A and B in (4.1) ‘11 wi now be called the coefjricients of the DAE. 
DEFINITION 4.1. The DAE (4.1) with analytic coefficients is reducible 
(resp. completely reducible) if the pair (A, B) is regular (resp. completely 
regular) in x For completely reducible (4.1) the index of the pair (A, B) in 
Y is the index of (4.1). 
THEOREM 4.1. For the reducible DAE (4.1) with analytic coejikients, let 
(A,, B,) be any reduction of the pair (A, B) in Y; that is, 
A, = DAC, B, = D( BC + Ad), (4.2) 
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where C E C “(4; _lZ(Rr, R”)), D E C”(Z; .Y(Rn, Rr>) satisfy (3.5) and 
(3.61, respectively, and r = max, t 9 rank A(t). Suppose that b E CkLE R”), 
where 1 Q k < CC or k = w. Then: 
(i) There exist u,, E Ck(Y; R”) such that 
B(t)u,(t) -b(t) E extrge A(t) tit E.Y, (4.3) 
and indeed (4.3) holds for 
u. = B’( AA~ + WP1b. (4.4) 
(ii) A differentiable mapping x : Y + R” solves (4.1) if and only if for 
given uO satisfying (4.3) we have 
x = cx, + ug, (4.5) 
where x1 : 3 -+ R r is a differentiable solution of the DAE 
A,(t)l, + B,(t)x = b,(t), t ~<a, (4.6) 
with b, given by 
6, = D(b - Bu, - Ati,). (4.7) 
Proof. (i): By the reducibility of (A, B) and (3.2’1, we have A(t 
+ B(t)B(t)T E CL@‘) Vt EY. Thus, with uO given by (4.4) and vg = 
Ar(AAr + BBT)-lb, we obtain Ao, + Bu, = b, which shows that (4.3) 
holds. 
(ii): Let x : 9 + R” be a differentiable solution of (4.1) so that B(t)x(t) 
- b(t) E rge A(t) Vt EZ For u. E Ck(z; rWf’) chosen according to part (i) 
we have B(t)[x(t) - u,(t)] E extrge A(t) Vt ~3 Then, by applying 
Lemma 3.2 with Q(t) as stated there and K E Co@ Z’(R1, R”)) defined by 
K(t) = x(t) - u,(t), we obtain x(t) - u,(t) E rest ker Q(t)B(t). But now 
(3.5) implies that x(t) - u,(t) = C(t)x,(t) for a (unique) x,(t) E R’ given 
by x,(t) = [C(t)TC(t)]-lC(t)TIX(t) - u,(t)]. This formula shows that 
x1 : Y + R’ is differentiable. By differentiating x = Cx, + u. we obtain 
ACI, + (BC + A&x, = b - Ati,, - Bu, and hence, after multiplication by 
D, that X, solves the DAE (4.6). 
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Conversely, let x1 : 9 + R’ be a differentiable solution of (4.6). Then, by 
(4.21, we have 
0 = D[ A(C+ + dx, + tiO) + B(Cx, + uO) - b]. (4.8) 
By (3.5) and Lemma 3.2, B(t)C(t) maps into ext rge A(t), while by (4.31, 
B(t)u,(t) - b(t) E ext rge A(t). Th’ IS s h ows that the bracketed factor in (4.8) 
belongs to ext rge A(t) for each t EY. But, by (3.6), D(t) is an isomorphism 
of ext rge A(t) onto R’ Vt EY, and hence this bracketed factor vanishes. 
Therefore, x defined by x = Cx, + ug is a solution of (4.1). ??
COROLLARY 4.1. Let the DAE (4.1) with analytic coefficients be com- 
pletely reducible on 9 with index v > 0, and assume that b E Ck(Y; R”) 
with Y < k < m or k = W. Set A, = A, B, = B, and consider a sequence 
(Aj, B,), j = O,l,..., where ( Aj, Bj> is some reduction of ( Aj_ 1, Bj_ , ) in 
Sfor each j > 0; that is, 
where Cj_ , and Dj_ , satisfy the condition of the reduction procedure and rj, 
j > 0, are defined by (3.14) and rPl = n. Then the following hold: 
(i) There exist sequences uj, 
b, = b and 
bj E Ck-j(Y; [w7j-11, 0 <j f V, such that 
B,(t)u,(t) - bj(t) E extrge Aj(t) Vt E4, j = l,..., v, (4.10a) 
bj = D,_,(b,_, - Bj-,uj_l - Aj_,tij_,), j=l >..., V. (4.1Ob) 
(ii) A difirentiable mapping xj : Y -+ iw’im 1, j = 0, . . . , v - 1, is a solu- 
tion of the DAE 
Aj(t)xj + Bj(t)xj = b,(t), t E3, j = 0 ,..., v - 1. (4.11) 
if and only if xj has the form 
xj = c 
3 J+l + uj x. (4.12) 
where xi+ I : 4 + [W’I is a differentiable solution of the DAE 
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Aj+I(t)ij+l + Bj+I(t)Xj+I = bj+l(t)~ t EY. (4.13) 
(iii) A differentiable mapping x : 9 -+ R” i.s n solution of (4.1) tf and 
only If 
LY=l- ~_ , x, + 2; “~1’ (4.14) 
r v-l = c,, ... C”_ ,, (4.15) 
c v- I = cc, ... cu_2U,_1 + c,, ... c”_:171,,_g + ... +c,,ti, + 110, (4.16) 
(hence r,_ ,(t) is one-to-one for t E ~9 and x,, : 3 4 K!‘, 1 is a difirentiabk 
solution of the linear ODE 
A,(t)i, + B,,(t)x, = b,(t). (4.17) 
Proof. Parts (i) and (ii) follow from by an inductive application of 
Theorem 4.1, and (iii) is an immediate consequence of (ii). ??
The essential difference between (4.1) and (4.17) is that the latter is 
almost an explicit ODE, since A,(t) E GL(R ‘>,-I> except perhaps at isolated 
points. Of course, the case when A,,(c) E GL(R’l,-1) for every t ~3 is of 
special importance. For this case we have the result: 
COROLLAHY 4.2. Under the same hypothe.ye.7 and with the notation of 
Corollaq 4.1, u;e have: 
(i) The condition 
A,(t) E GL([W’u-I) Vt Ef, 
is independent of the reduction. 
(ii) if (4.18) ho&, the initial ?jalue problem 
A( + B(t)a = b(t) in Y, 
x(t*) =x*, f* Esz, x. E R”, 
(4.18) 
(4.19) 
has a dajferentiable solution $ and only if 
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2-t = r”-l(t*)Xv. + v,_1(t*) (4.20) 
for a (unique) x,. E [w’u-I. Moreover, if (4.20) holds, the difler-entiable 
solution x of (4.19) is unique and of class Ck- vf1. 
Proof. (i): If (A,, &) is another possible choice for (A,, B,), then 
(A”, B,) N (A,, B,) by Theorem S.l(iii), and rank A,(t) = rank i,(t) Vt E 
9 by Theorem 3.1(i). 
(ii): If (4.18) holds, then (4.17) is an explicit linear ODE, and hence the 
conclusion follows from Corollary 4.1 and standard existence and uniqueness 
results for linear ODES-which in particular implies that solutions are 
defined in all of Y. Note that uniqueness of x,. in (4.20) follows from the 
injectivity of I,_ Jt.). ??
REMARK 4.1. The condition (4.20) expresses the consistency of the 
initial value r + with the DAE at t.. 
For b = 0 in (4.19) we may choose uj = bj = 0 in Corollary 4.1, which 
shows that v,_,(t,) = 0 in (4.20). Hence Corollary 4.2(n) yields that on 4 
the solutions of the homogeneous system 
&+Bx=O in 4 (4.21) 
form an r-_ i-dimensional subspace of C “(3; R”) and are uniquely deter- 
mined by their value at any point t, ~3 In other words, the system (4.21) 
has rv-1 linearly independent (and analytic) solutions which are uniquely 
determined by their value at any point t, E 3 We now show that the 
hypotheses of Corollary 4.1 are necessary for the existence of a solution for 
arbitrary right-hand side in (4.I), and that the same is true of the hypotheses 
of Corollary 4.2(ii) if the aforementioned property of the solutions of (4.21) is 
to be preserved as well. 
THEOREM 4.2. Suppose that the DAE (4.1) with analytic coefficients has 
at least one dijjkentiable solution in 9 for every b E C “‘(Y; R”). Then: 
(i) The DAE (4.1) is completely reducible. 
(ii) Let v B 0 be the index of (4.1) (well o!e$ned from part (i>). Zf the 
homogeneous problem (4.21) has 1;_ I linearly independent diferentiable 
solutions uniquely determined by their value at any given point t, ES, then 
A,(t) E GL(lR’u-1) Vt ~2, and rank A,_,(t) = r”_1 Vt E.Y if I-J > 1. 
Proof. (i): It suffices to prove that if (4.1) has a differentiable solution in 
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Y for every b E c~(.Y; Rn>, then the pair (A, B) is regular in 9 and the 
reduced DAE 
has at least one differentiable solution in 9 for every b, E Cw(Y; Rr), 
where, of course, r = maxt t 9 rank A(t). Indeed, if this property is estab- 
lished, it may evidently be used to prove inductively the complete reducibility 
of (4.1). 
The regularity of ( A, B) in 4 is trivial, since the value b(t,) can be 
arbitrarily chosen for any given t,, and the existence of a differentiable 
solution of (4.1) ensures that b(t,) E rge A(t,,) @ B(t,), whence rank Act,,) 
@ B(t,) = n. 
Let (A,, B,) be a reduction of (A, B) such that (3.7) holds with C E 
C”(Y; P(Rr, R”)) and D E C”(9; 9(Rn, Rr)) satisfying (3.5) and (3.6), 
respectively. The existence of S E C”‘(S; Z(Rr, Rn)) such that S(t) E 
GL(R’, ext rge A(t)) Vt EY is guaranteed by Theorem 2.3(i). Clearly, 
D(t)S(t> E GL(R’) Vt ~3 Given b, E CW(S, Rr) the choice b(t) = 
S(t)[o(t)S(t>]-‘b,(t) Vt ~4 yields b E C”(4; Rn) such that b(t) E 
ext rge A(t) and D(t)b(t) = b,(t) Vt EJ? 
By hypothesis, the DAE (4.1) has a differentiable solution x for this b, 
and, in addition, we can choose u(, = 0 in Theorem 4.1(i). Thus, part (ii) of 
that theorem ensures that x has the form x = Cx, where xi is a differen- 
tiable solution of (4.22) in Y, Thus, (4.22) d oes have a differentiable solution, 
as claimed. 
(ii): The r,_ 1 linearly independent solutions of (4.21) can be viewed as 
the columns of an n X r,_ 1 differentiable matrix function Q(t) satisfying the 
equation 
A(t)6 + B(t)@ = 0, t E”F (4.23) 
Since Q(t) is uniquely determined [as a solution of (4.23)] by its value @Ct.) 
at any t I E Y, it follows that Q(t) has rank r,_ 1 for all t ~3 Since we may 
choose uj = bj = 0 when b = 0 in (4.1) Corollary 4.1 provides that a(r) = 
rv_,(t)Qv,(t>, where @v is 1;_i x r,_, and solves the system A,(t)@” + 
B,(t)@v = 0 in 3 Because rank Q(t) = rv_ 1, we also have rank Q”,(t) = r,_ , 
and therefore @“(t) E GL(lR’p- 1) Vt EJ? From the proof of part (i), the 
existence of a differentiable solution x of (4.1) for every b E C”(S; LQ”) 
implies the existence of a differentiable solution X, of (4.17) for every 
6, E C “(2; R rv- I). Clearly yy = @;‘.r, is differentiable and solves the sys- 
tem A,(t)Qv,(t)$, = b,(t) in Y, which, m t urn, implies that b,(t) E rge A,(t) 
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Vt EX Since b,(t) can be arbitrarily chosen for given t EY, this shows that 
rank A,(t) = r,_, and therefore A,(t) E GL(R’u-1) Vt E> 
To complete the proof, we have to show that rank A,- r(t) = r,_ r Vt E Y, 
assuming, of course, v 2 1. For this, it is obviously not restrictive to confine 
attention to the case v = 1 and hence to show that rank A(t) = r( = r,,> 
Vt ~3 The necessary conditions already established in this proof enable us 
to use Corollary 4.2 with b = 0, which shows that Q, in (4.23) is not only 
differentiable but also analytic in X By Lemma 2.1 and Theorem 2.1 with 
M = Q’, we obtain U E Cw(Y;O(n)) such that U(t) E O(n) is a linear 
isomorphism of [rge Q,(t,,)]’ onto [rge Q(t)]’ for each t E.Y. Thus, if 
Ie I,...,en_r } denotes a basis of [rge @(to)]’ , the square matrix Q(t) 
obtained by adding the column vectors U(t)e,, 1 < i < n - r, to the matrix 
Q(t), has full rank R for every t ET, whence 6 E C “(Y; GL(R”)). 
T_he change of _variables y = @ -lx transforms (4.1) into the DAE 
A(t)@,(t)+ + [A(t)@,(t) + B(t)@t)]y = b(t) in 2, which therefore has at 
least one differentiable solutior for every b E C“‘(Y; Rt’>. By part (i), this 
implies that the pai;’ (A&, A@ + B6,) is regular. On the other hand: by 
(4.23) the matrix A@ + B6 has T vanishing columns. Thus, rank A(t)@(t) 
+ B(t)@(t) < n - r Vt E> But then, by the regularity, we must have 
rank A(t)&t) 2 r Vt EY, which implies that rank A(t) > r and therefore 
rank A(t) = r Vt ~3 ??
We note here that some of our arguments in the proof of part (ii) were 
borrowed from [3] and [l]. Part (ii) of Theorem 4.2 cannot be improved to 
guarantee rank A,(t) = rj, j = 0, . . . , v - 2, for all t EY, as the two-dimen- 
sional counterexample 
shows, for which r0 = 1 but rank A,(O) = 0. This DAE has index 2, and the 
unique solution ( x r , x2> = (b, - tb,, b,). [Note that or = 0 and (4.17) is the 
trivial equation 0 = 0 in R” = {O}.] 
Theorem 4.2 reveals that the setting of Corollary 4.1 is optimal for the 
existence of solutions of (4.1) for arbitrary (sufficiently smooth) right-hand 
sides, and the setting of Corollary 4.2(u) is optimal if, in addition, a unique- 
ness theory similar to that for standard ODES is to be valid. However, 
Corollary 4.1 has a broader range of applications, since it also allows for the 
study of singularities in (4.D which may arise if the matrix A,(t) in (4.17) 
becomes singular at some values t EJ? For related results see, for instance, 
[91 or t51. 
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At this stage, it is important to note that the reduction procedure 
of Section 3 for analytic pairs ( A, B) does not require regularity of ( A, B) 
and indeed can also be performed under the weaker assumption that 
max, E y rank A(t) @ B(t) = n. In particular, the relation (3.4) remains trut, 
after enlarging the set 9 so as to incorporate the (isolated) points where 
rank A(t) @ B(t) < n. All the results of Section 3 remain valid with the same 
proofs if complete regularity is now replaced by the more general assumption 
that max ~ t .y rank Ai @ B,(t) = r, _ , (r_, = n). But under these weaker 
assumptions, the conclusion of Theorem 4.1(i) does not remain true for 
arbitrary right-hand sides h. As a consequence, for the validity of Theorem 
4.l(ii), it can no longer be proved, but must be assumed, that there exists a 
IL,, E C“(,Y; rW”> for which B(t)u,,(r) - h(t) E ext rge A(t). A similar as- 
sumption must be made about the h,‘s in Corollary 4.1 to arrive at thr 
reduced problem (4.17). I n other words, the reduction of (4.1) remains 
possible only for restricted choices of right-hand sides, independent of the 
smoothness. To give an idea of the nature of the required restrictions, \ve 
mention without proof that if h E CW($ iw”), then Theorem 4.1(i) remains 
valid if the zeros of the vector B(tJ7‘Adj[ A(t + Bag’] h(t)- 
where “Adj” stands for the “adjugate,” that is. the transpose of the matrix of 
cofactors--all have order greater than or eqllal to the order of the zeros of 
det[ A(t + B(t)B(t)“]. 
Finally, we note that a generalization of the reduction procedure for 
analytic pairs (A, B) described in Section 3 is always possible without am 
additional assumption. However, then the reduced pairs (A,, B,) are su& 
that A,, H, E CW(f; _Y(([~“J, rWr/ml)) with ~1.~ > r, ,; in other words, A, and 
B, need no longer be square matrices. Once again, the reduction stabilizes 
after a finite number Y > 0 of steps, up to a straightforward generalization of 
the equivalence of Section 3. But, in the case when n, > r,- , for at least one 
index .i, it can be shown that local uniqueness for the solutions of the initial 
value problem (4.19) is not true. This is due to the fact that, when possibk,. 
the reduction to the form (4.17) leads to a system with more unknowns than 
equations and a surjective A,(t) except at isolated points. On the other hand. 
the condition nJ = r, _ , Vj > 0 amounts exactly to max, t_Y rank A.,(1) @ 
B,(t) = r,_ , Vj > 0, the case discussed above. For some flirther comments 
along this line see also Section 7. 
5. GLOBAL REDUCTION OF DIFFERENTIAL-ALGEBRAIC 
EQUATIONS: GENERALIZED SOLUTIONS 
Let g(y) denote the space of infinitely differentiable real valued func- 
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tions with compact support in S, and 8’(Y) its dual, the space of distribu- 
tions in 3 For x = (xi) E [s’V>I” and cp = (cp,) E [L-z%Y>~“, we set 
Cx, Cp> = e Cxi> Pi), 
i=l 
where, on the right, ( * ; > denotes the duality pairing between _%‘CY) and 
g(Y). For M E Cm@; .9(Rn, Rm)) and x E [S’(Y)]“, the product MX E 
[8’(~)]“’ is defined by 
We consider now the generalized DAE 
A(t)x + B(t)x = b, b E [-qJq]“, (5.1) 
where, as before, the coefficients A and B are analytic in 4; A solution of 
(5.1) is any x E [9’(.Y)ln such that (ti + Bx, cp) = (b, cp> for all 40 E 
[g(s)]“, where, of course, 35 denotes the derivative of x in the sense of 
distributions. 
For the extension of the reduction of Section 4 to (5.1) we need a 
preliminary lemma. 
LEMMA 5.1. Suppose that the pair ( A, B) is regular, and set F = 
maxteY rank A(t). Let P E CY.Y; _Y(R”)) be such that P(t) is a projection 
onto ext rge A(t) Vt ES, and denote by II(t) the orthogonal projection onto 
ker Q(t)B(t) Vt EY, where Q = Z - P. Then: 
(i) For every cp E [L&Y)]” there exists a $ E [HY)]” such that Z - 
II)q = BTQT$. 
(ii) Let c E ~~(2; _Y(R~, R”)) satisfy (3.5). Then, for x E [.c-Y(s)I”, 
there exists an x1 E [W(Y)]’ such that x = Cx, if and only if (I - II)x = 0. 
(iii) Let D E C”‘(Y; 2(Rn, Rr)) satisfy (3.6). Then, for Q E [.HAl”, 
there exists a cp E [.9(Y)]’ such that PT$ = PTDTq. 
Proof. (i): By regularity of the pair (A, B) and in line with Remark 3.1, 
we have dim ker Q(t)B(t) = r for t EY, and hence it follows that 
rge B(t)TQ(t)T = [ker Q(t)B(t)]’ = rge[ Z - HI(t)] is (n - r)-dimensional, 
and, because rank Q(tlT = rank Q(t) = n - r, that B(t)T E GL(rge Q(t)T, 
[ker Q(t>B(t>]‘>. By Th eorem 2.2(i) and (iii), there are mappings S E 
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Cw(Y; _Y(R”-‘, KY”)) and V E Cw(Y; _Y(,‘, [Wnmr)) such that 
S(t) E GL((W”-‘, rge Q(#), 
and ker V(t) = ker Q(t)B(t) Vt E ._Y? This implies that VBTS E 
C”‘(Y; GL([WnP’)). Thus for cp E [g(2)]“, the choice Q = S(VB?‘S)-‘Vcp 
yields Q’+ = I+!I, since S(t) E CL@!“-‘, rge QT(t)) and QT(t> is a projec- 
tion. Also, VB’$ = Vp; that is, BT$ - cp E ker V = ker QB = kertl - II). 
Thus, (I - II) B’t,b = (I - II)p, and since I/J = Q’;cr as noticed above and 
IIBTQT = (QBIIjT = 0, it follows that BTQ’;C, = (I - lYI>cp. 
(ii): Suppose first that x = Cr,. Since, again in view of Remark 3.1. 
ker C(tjT = [rgeC(t)]’ = [ker Q(t)B(t)]' , we have C’(Z - II) = 0, and 
therefore (x,(1 - II)cp) = (x1, CT(I - II)cp) = 0 Vrp E [g(Y)]“; that is, 
(I - rI)x = 0. 
Conversely, suppose that (I - II)x = 0, and set x1 = C +X with C + = 
(CTC)-‘CT. Then, for cp E [S(S)]“, we have (Cr,, cp) = (x,CC+cp). But 
C(t)C’(t) is the orthogonal projection II(t) onto rge C(t) = ker Q(t)B(t) 
(see once again Remark 3.1). Thus, because ( x, (I - II)q) = 0 by hypothe- 
sis, we find that (Cx,, q) = (x, IIp) = (x, cp), which gives x = Cx,. 
(iii): If we can show that P(t)T E GL(rge D(t)‘, rge P(t)“) ‘dt EY, the 
method used in the proof of (‘) b 1 a ove will provide the desired result. Since 
rank D(t>T = rank D(t) = r and rank P(t)” = rank P(t) = T Vt EY, it 
suffices to show that f’(t)Tu = 0 for some u E rge D(t)’ implies that ZL = 0. 
Such a u is an element of [ker D(t)]’ n [ext rge A(t)]’ = [ker D(t) + 
ext rge A(t)]’ . But, since ker D(t) n ext rge A(t) = (01, we have ker D(l) 
@ ext rge A(t) = Iw”, so that, indeed, u must be 0. ??
We are now in a position to prove the “distribution” version of Theorem 
4.1. 
THEOREM 5.1. Suppose that the DAE (5.1) &th analytic coeflicients and 
r = max,eY A(t) is reducible, and let (A,, B,) be any reduction (3.7) of the 
pair (A, B) in 9 with mappings C E C “(3; 2@2’, IW”>> and D E 
C “(3; P(R”, Rr)) satisfying (3.5) and (3.6), respectizjely. Then: 
(i) There exists a u,, E [LX(S)]” such that 
Q( %I - b) = 0, (5.2) 
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where Q = I - P and P E C “(Y; 9(rWn)) is such that P(t) is a projection 
onto ext rge A(t) Vt E 3 In particular, (5.2) holds for 
u. = BT( AA’ + BBT)_lb. (5.3) 
(ii) A distribution x E [S’(Y)]” solves (5.1) if and only if for my u,) 
satisfying (5.2) we have 
x=cx, =ug, (5.4 
where x1 E [W(S)]’ solves the DAE 
A,X, + B,x, = b,, (5.5) 
with b, given by 
6, = D(b - Bu, - Ati,). (5.6) 
Proof. (i): Let u0 be defined by (5.31, and set v0 = A’( AA’ + BB’)-‘b. 
Then Au, + Bu, = b, and for cp E [.Ns>]” we have (Q(Bu,, - b), cp) = 
(Bu, - b, 0’~) = - ( Av,, Q?;p) = - (vo, A’Q’b) = 0, since ATQT = 
(QA)~ = 0. 
(ii): Let x E [S&Y)]” be a solution of (5.0, so that for any cp E [L&S>]” 
we have (Q(Bx - b), cp) = (Q(ti + BX - b), cp) = (A35 + Bx - b,QTq) 
= (0, Q?;p) = 0 and th erefore Q(Bx - b) = 0, which, because Q( Bu, - b) 
= 0, implies that QB(x - uO> = 0. Thus (X - uO, BTQT$) = 0 for all Cc, E 
[S(S)]“, and hence, by Lemma 5.1(i), (X - uO, (I - fI)cp) = 0 VP E 
[g(y)]“; that is, (I - IIXx - u,,) = 0. Thus, Lemma 5.1(n) ensures that 
x = Cx, + u,, for some .x1 E [9(Y)]‘. Substituting this into (5.1), we find 
that AC%, + (BC + AC)x, = b - Bu, - Ati,, and multiplying both sides 
by D, we obtain that x1 solves (5.5). 
Conversely, let x1 E [g’(~9]’ solve the DAE (5.51, and set x = CX, + 
u,, , whence D( AG + Bx - b) = 0. By construction of x, we have Q< Bx - b) 
= Q(BCx, + Bu, - b) = 0, since QBC = 0 (see Remark 3.1) and Q(Bu, 
- b) = 0. Since QA = 0, this implies that 
Q(Ai + Bx -b) = 0, (5.7) 
and therefore DP( fi + Bx - b) = D(I - Q)( fi + Bx - b) = DW + 
IJNEAK DIFFERENTIAL-ALGEBRAIC EQUATIONS 28.5 
B.T - h) = 0, which is equivalent with 
(A? + Bx - b, PTD~) = 0 vq 6% [9(Y)]‘-. (Fi.8) 
Let I/J E [g(Y)]“, so that I,!J = P’$ + QT$. Hy L emma 5.l(iii), there exists ;I 
cp E [97(Y)]’ such that P”$ = PTDT;p. Thus. (cr = PTDTq + QT+, and (A.? 
+ Bx - h, I,//,) = (Ai + Br - b, P”D’q) + (A.? + Bs - b. Q’$%) = 0 1,~. 
(5.7) and (5.8). This shows that s solves (5.1). N 
By recursive application of Theorem 5.1, we see that when the DAE (5.1) 
is completely reducible, its sohltions are of the form s = r,,_ , x,, + u,, , 
where s,, E [ W(Y)]‘~- 1 solves 
A,,<, + B,s, = 6,,, (.3.Y) 
and A,(t) is invertible for all but isolated values of 1 E,F Here, ‘4,. B,,. 
r v- ,, and c,_ I are obtained as in Corollary 4.1, \\ith the obvious modificu- 
tions that now uj, bl E [S’(Y)]‘~-1 (hen& I;,_, E [S’(Y)]“> and that, in- 
stead of (4.10a), uj is required to satisfy the condition Q.& B.,~L,, - /f,) = O. 
where Q, = 1 - q and 5 E C “(.3 _Y(lw’~m I)) is such that P,(t) is a projec- 
tion onto ext rge Aj(t) ift ~3 
If A,(t) is invertible for evey f EY, then (3.9) is simI$ the explicit 
ODE with analytic coefficients 
X, + A, ‘B, s, = A,, ‘h,, . 
whose solutions form an ~~_~-di mensional affine subspace of [S’(Y)]‘,, 
(see e.g. Schwartz [18]). Th e solutions of (5.1) thus form an t-_ , -dimensional 
affine subspace of [ss’(Y)]“. Of course, in this framework, initial \duc~ 
problems make no sense in general, since distributions need not ha\,e 
pointwise values. However, Corollary 4.2 can be extended for special choices 
of 6, as, for example, b E W,:;‘(Y) for some k > V. In this case we note, 
without proof, that Corollary 4.2 has an obvious generalization due to the fact 
that the solutions of (4.1) are in w,~;<T “+ ‘, ‘(9) c C”(Y) and hence ha\~* 
numerical values at all the points of .P. 
Initial value problems also make sense when the right-hand side of (5.1) is 
a discontinuous function, provided that the initial value is not chosen at a 
point of discontinuity. It turns out that this result yields rather complete 
answers to the problem of solving (4.1) with “inconsistent” initial condition. 
that is, with an initial condition x. that does not sati+ the requirc,mrnt 
(4.20). This probl em has been discussed at some length in the constant 
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coefficient case (see e.g. [2, 71) b ecause of its relevance to various applica- 
tions. Details will be presented elsewhere. 
REMARK 5.1. At the end of Section 4, we observed that the reduction 
procedure for the DAE (4.1) could be extended to any system with analytic 
coefficients, provided that suitable limitations are placed on the right-hand 
sides bj. It is interesting to note that this is no longer true if the problem is 
understood in the sense of distributions. Indeed, if the pair (A, B) is not 
regular, part (i) of Lemma 5.1 fails to hold even in the case when 
rank A(t) @ B(t) = n and hence ker Q(t)B(t) must be replaced by 
ZZkZQ(t)B(t). Indeed, at a point t, ~3 where rest ker Q(t,JB(t,) $ 
ker Q(t,)B(t,), we have rge B(t,)*Q(t,)r s rge(1 - IIXt,), and if q E 
[G&F)]” is chosen such that (I - IIXt,>cp(to) 6 rge B(t,)rQ(to)r, it is clear 
that no I,!J E [S(S)]” exists such that (I - II)q = BTQT$. But, without 
Lemma 5.1(i), it is no longer possible to ascertain that every solution of (5.1) 
must have the form (5.5) even if the existence of u,,, as in (5.2) is assumed. 
The converse, however, remains true; that is, if xi solves (5.6), then x given 
by (5.5) solves (5.10). This discrepancy may be explained by the fact that the 
crucial implication (ii) * (i) in Lemma 3.2 relies heavily upon a continuity 
argument for K (meaningless when K = x - u,, is a distribution) if 
rest ker Q(t)B(t) and ker Q(t)B(t) do not coincide for all t ~2 
6. BOUNDARY VALUE PROBLEMS 
The global reduction result of Corollary 4.l(iii) is especially convenient 
for handling boundary value problems. Indeed, suppose that we associate the 
completely reducible DAE (4.1) with index v with a condition of the form 
g(u, b, x(a), i(a), x(b), x(b)) = 0, (6.1) 
where g:YXYX 1w” X [w” X [w” X [w” + [w”, and a, b E3I By Corol- 
lary 4. I(iii) (and using the notation of that corollary) we know that x : 9 -+ R” 
solves (4.1) if and only if 
where X, : 3 + R’u- 1 solves the ODE 
(6.2) 
15, + A,(t)-‘B,(t)x, = AY(t)-lb”(t), t EY, (6.3) 
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assuming, of course, A,(t) E GL(R’u-1) Vt ~3. Thus, by substituting (6.2) 
into (6.1), we see that x : 9 --f R” solves (4.1) and satisfies the boundary 
condition (6.1) if and only if 1c has the form (6.2) with a solution x, of the 
ODE (6.3) that satisfies the boundary condition 
(6.4) 
where g,:SXSX [wrV-l X [w’~~l x [w’v-l x [w’u-1 -+ R”’ is given by 
= g(t, 7, r,_, (t>xv + o”-l(t)J L-,(t)p, + L(t)% + G-,(t), 
r,-,(r)& + ‘&r(r), r,-,(r)% + l?,(r)& + 6,-i(r)). (6.5) 
But in fact, since by (6.3) x,(a) and x,(b) are given in terms of a, x,(u) and 
h, x,(b), respectively, the boundary condition (6.4) takes the form 
where h,:YXYX Ri’“-I X R’v-1 + iw m is obtained by substituting 
P, =4W1[W) - Wbv]’ 77, = A,(T) -‘[b,(T) - B,(T) &I 
into the arguments of g, in (6.5). 
The problem (6.3) with the boundary condition (6.6) is a boundary value 
problem for an explicit linear ODE, which therefore can be handled by the 
standard theory. Furthermore, if g = g(t, 7, X, p, 5, 77) in (6.1) is an affine 
function of (x, p, 5, v), then h, = h,(t, 7, x,, 5,) in (6.6) is an affine func- 
tion of (x,, 5,). 
The exact same considerations apply to the distribution case if b E 
W,U,;‘(S). Indeed, ‘f 1 so, we may guarantee that the sequence (bj) of Corollary 
4.1 satisfies bj E W,“,,j”(Y) for 0 < j < V, whence x, E Wi,i(Y) C C”(9) lot 
has a numerical value at each point of Y. 
7. THE NONANALYTIC CASE 
For A, B E C”(9; P(R”)), the regularity conditions (3.2) is no longer 
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sufficient to repeat the arguments of Section 3 and to define reductions 
(A,, B,) of (A, B). This is due to the fact that the concepts of extended 
range and restricted nullspace do not necessarily make sense, and that 
rank A(t) need no longer equal its maximum value in Y at all but isolated 
points. However, if we strengthen the regularity condition to 
rank A(t) @ B(t) = n, rank A(t) = r Vt E‘Y, (7.1) 
then reductions (A,, B,) of(A, B) can be obtained by the method of Section 
3. To see this, it suffices to replace “ext rge” and “rest ker” by “rge” and 
“ker,” respectively, and to use Theorem 2.2 in lieu of Theorem 2.3. If (7.1) 
again holds for the pair (A,, B,) with n replaced by r, and r replaced by a 
new integer r, < r, then we obtain a new pair (A,, B,) by reduction of 
(A,, B,), and so on. The proof of Theorem 3.1 can be repeated verbatim, 
provided that “C”” is replaced by “C”” everywhere, including in the 
Definition 3.3 of the equivalence of pairs. Likewise, Theorem 3.2 has an 
obvious extension if complete regularity of the pair ( A, B) is replaced by the 
stronger requirement that for j > 0 the pair (A ., Bj> satisfy the appropriate 
analog of the condition (7.1). In particular, an in ci ex v > 0 can be assigned to 
the pair (A, B) in this case, 
In line with this, it should be evident how the results of Section 4 up to 
and including Corollary 4.2 and those of Sections 5 and 6 can be extended 
when, with A, = A, B, = B, we have 
rank[ A,(t) @ B,(t)] = rjP1 Vt Esz, vj > 0, (7.2) 
rank Aj(t) = rl Vt E-a; vj > 0, (7.3) 
where r_i =n>r,Z --* > rj > *-. > 0, and for each j 2 1, (A,, Bj> 
denotes a reduction of ( Aj_ i, Bj_ i). On the other hand, Theorem 4.2 has no 
interesting generalization to this case, and most of the discussion concluding 
Section 4 becomes immaterial, with one notable exception: The reduction of 
pairs (A, B) remains possible with Aj, Bj being nj X rj- i, nj > rj- 1, if (7.3) 
is unchanged and (7.2) is replaced by the weaker condition 
rank Aj( t) @ B,(t) = pj Vt EY, rj < pj < n, Vj >, 0. (7.4) 
Once again there is a smallest integer v > 0 such that rv_ 1 = rv and A,(t) is 
onto [w’u-l for all t E 2. As in Section 4, if nj > r,- 1 for at least one j, local 
uniqueness of the solutions of (4.19) is lost. Furthermore, because of (7.4), it 
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is easy to characterize those right-hand sides h for which the sequences IL,~, /I, 
are defined, and hence for which the reduction of (4.1) to the form (4.17) is 
possible. In fact, it is both necessary and sufficient that (with h,, = h) 
hi(t) E rge[ Aj(t) @ I,] = rge[ Aj(t)A,(t)r + Ri(t)Bj(f)“], 
where the surjectivity of A,(t) ensures that this condition holds for j = V. If 
so, there exists a wj as smooth as b3 such that bj = [ Aj(t)A,(t)7’ + 
B,(t)B,(t)?‘]w,, and we may choose 11~ = B,?y. Obviously, the condition (7.5) 
is also necessary for existence of a solution. If b is a distribution, the 
condition (7.5) is replaced by bj = [Aj(t)Aj(t)7’ + Bj(t)B,i(t)T]wj, where 
wj E [g’(rW>]“; we shall not enter into the details. 
Similar conclusions regarding this “Fredholm alternative” for undeter- 
mined systems ( nj > rj_ 1 for at least one j) are obtained in [12] assuming 
three, instead of our two, constant rank conditions at each step of their 
reduction. 
REMAHK 7.1. When A and B are analytic and the DAE (4.1) has index 
1, it follows from Theorem 4.2 that both conditions in (7.11, as well as 
rank A,(t) = r Vt ~3, are necessary for the validity of an existence and 
uniqueness theory similar to that for ODES. Thus, the hypotheses of this 
section are identical to those made in the analytic case for index 1 problems 
“without singularities.” This is not longer true for higher index problems. 
Extending the results about classical solutions from A, B E 
C”(y; _P([w”)) to A, B E C”‘(Y; _Y(R”)), m > 11, requires nothing more 
than replacing C” by C’” everywhere (including Definitions 3.2 and 3.3), and 
v < k < m by v < k < m in Theorem 4.1 as well as Corollaries 4.1 and 4.2. 
In fact, even C” regularity is mostly superfluous, and only C ’ regularity is 
needed, where v is the index of (A, B). But since v (and even the existence 
of V> is not known a priori, the hypothesis A, B E C “(3; _P(([w”)) is 
ambiguous and should be replaced by “A, B are sufficiently smooth.” 
A little more care must be exercised regarding generalized solutions. 
Recall that, given an integer k > 0, a distribution x E [g’(s)]” is said to be 
of order k if (x, * ) extends by continuity to elements of [ak(y)]“, where 
g-((9) is the space of real-valued, k times continuously differentiable 
functions in 4 with compact support (see [18] f or details). Distributions of 
order k can be multiplied by C’ ( matrix) functions if I > k, but not if 1 < k. 
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As a result, if A, B E Cm(Y; _%‘(R”)> h as index v in the sense of this section 
(so that necessarily m > v), then A, and B, are of class Cm- “, and b, is of 
order k + v. In order to transform (5.10) into an explicit ODE by inverting 
A,, we must be able to multiply b, by A,‘. Since A,’ is Cm- “, this 
requires m - v > k + v and hence k < m - 2 v. In other words, in general, 
the reduction of Section 5 can be performed only if m > 2v, and only when 
the right-hand side b is a distribution of order m - 2v or less. On the other 
hand, if b E W{;‘(Y), it is easily seen that m > v suffices, as in the case of 
classical solutions. 
Problems with index one have been studied extensively, at least when no 
singularities are present and when attention is confined to classical solutions. 
Since the hypotheses for index 1 used in this section prohibit the existence of 
singularities, it may be of interest to check how they relate to others made in 
the literature. Throughout this discussion the stronger hypotheses of this 
section are used under which “ext rge” and “rest ker” become “rge” and 
“ker,” respectively. 
THEOREM 7.1. For A, B E C’(Y; L?(R”)) the pair (A, B) has index 1 
in 9 in the sense of this section if and only if 
(i) rank A(t) = r Vt EY 
and one of the following fmr equivalent conditions holds: 
(ii-a) {x E ker A(t), B(t)x E rge A(t)} * x = 0, Vt EY, 
(ii-b) A + QB E C’(Y; GL(R”)), where Q = Z - P and P E 
C’(9; 9(lRn)) is such that P(t) is a projection onto rge A(t) Vt ~3 
(ii-c) A + Q(B + A) E Cl@; GL(R”)) with Q us in (ii-b). 
(ii-d) A + BK E C’(Y; GL(R”)), where K E C’(Y; L?(R”)) is such that 
K(t) is a projection onto kerA(t) Vt EX 
Proof. 
(1) Suppose that (A, B) h as index 1 in Y, so that (i) holds. Using the 
previous notation, we have A,(t) E GL(R’) Vt EY, whence by (3.6) and 
(3.7) A(t)C(t) has rank r for t E.X By (i) this occurs if and only if 
rge C(t) 17 ker A(t) = IO). But rge C(t) = ker Q(t)B(t) by (3.5), and hence 
we have ker Q(t)B(t) n ker A(t) = {O} Vt E> Since Q(t) projects onto a 
complement of rge A(t), it follows that x E ker Q(t)B(t) f~ ker A(t) if and 
only if x E ker A(t) and B(t)x E rge A(t), which proves (ii-a). Conversely, 
assume that (i) and (ii-a) hold. Condition (ii-a) and the second part of (7.1) 
coincide. By (i) and (ii-a), for each t ~2 the nullspace of the mapping 
( p, x) E R” x [w” ++ ( A(t)x, A(t)p + B(t)x) E R” X [w” has dimension 
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dim ker A(t) = n - r. Hence, its rank equals p = n + r. But clearly p < 
rank A(t) + rank A(t) @ B(t) = r + rank A(t) @ B(t). This implies that 
rank A(t) @ B(t) = n Vt ~2, which proves the first part of (7.1) and allows 
us to speak now of a reduction (A,, B,) of (A, B) in 9. Then, reversing the 
steps in the first part of the proof, we arrive at rank A,(t) = r Vt EY; that 
is, the index of (A, B) in 9 is 1. 
(2) By Lemma 2.1, condition (i) ensures the existence of P E 
C ‘(3; .Z?(iw “)) such that P(t) is a projection onto rge A(t > Vt E 9 (actually 
it is the orthogonal projection). With Q = I - P it is obvious that (ii-a) is 
equivalent with (ii-b). 
(3) In order to show that conditions (ii-b) and (ii-c) are equivalent, 
suppose first that (ii-b) holds, and let u E [w” be such that A(th + 
Q(t>[B(t) + i(th = 0, which obviously requires that u E ker A(t). Now, 
using QA = 0, we see that QA = - QA, and hence that Q(t)B(t)u = 0. 
Thus, A(t)u + Q(t)B(t)u = 0, h w ence u = 0 and (ii-c) holds. Conversely, if 
(ii-c) is valid, then for u E ker[A(t) + Q(t)B(t)] we have u E ker A(t) n 
ker Q(t)B(t). and, b ecause of u E ker A(t), it follows that u E ker Q(t) A(t 1 
= ker Q(t)A(t). Thus, u E ker[A(t) + Q(t)B(t) + Q(t)&t>]. and (ii-c) 
implies that u = 0, which proves the validity of (ii-b). 
(4) For the equivalence of (ii-b) and (ii-d), assume first that (ii-b) is valid 
and let 11 E [w” be such that A(t)u + B(t)K(t)u = 0 and hence 
Q(t)B(r)K(t)u = 0. Th en we have [A(t) + Q(t)B(t)]K(t)u = 0, since AK 
= 0, and therefore K(t)u = 0 and A(t)u = 0; that is, u E ker A(t). But 
then u = K(t)u = 0 shows that (ii-d) holds. Conversely, suppose that (ii-d) 
holds so that A(t)l‘ + K(t)?‘B(t)’ E GL((W”). Since K(t)“ projects onto a 
complement of rge A(t)?‘, it plays the same role as Q(t) above, but with 
A(t), B(t) replaced by A(t)‘, B(tjT, respectively. Likewise, Q(t )’ plays the 
role of K(t) in this case. Thus, from the first part, we have A(tJT + 
B(t)‘Q(t)’ E GL([W”), and hence A(t) + Q(t)B(t) E GL([W”) by transposi- 
tion. This shows that (ii-b) holds. ??
Conditions (i) and (ii-a) are exactly the index 1 conditions in the sense of 
[16] for the DAE (1.1). The simplest way to see this is to use the remark in 
[16] that “index 1” in the sense of that paper is the same as “index 1” in the 
sense of [I5], and that the conditions given in the latter paper are equally 
valid without the second derivative terms. With this simplification, the 
constant rank condition and the condition (2.22) of [IS]--which are necessag 
and sufficient for index I-become rank D,F(t, x, p) = r and {u E 
ker D,,F(t, X, p), D,F(t, x, p)u E rge D,F(t, x, p)} - u = 0, respectively, 
where F(t, x, p) = A(t>p + B(t) x - h(t), so that they coincide with (i) and 
(ii-a) of Theorem 7.1, respectively. 
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REMARK 7.2. More generally, it can be shown that the index of this 
section always coincides with the index of [16] for the DAE (1.1). The proof 
of this, although conceptually simple, involves notational complications, and 
the details will not be given here. But we note that the independence of the 
index of this paper from the specific choices made at each stage of the 
reduction can be viewed as a consequence of the fact that different choices 
merely express the geometric, and hence intrinsic, procedure of [16] in 
different charts. 
Condition (ii-b) is useful for the study of numerical algorithms; see [17]. 
As a straightforward verification reveals, conditions (i) and (ii-c) are 
exactly those of the case j, = 1 in Theorem 3.3 of [l]. 
Conditions (i) and (ii-d) of C oro 11 ary 7.3 are used in [8] as a criterion for 
“transferability,” a concept therefore equivalent to the index 1 condition of 
this section. 
We thank Steve Campbell for pointing out to us several contributions 
related to this work and for helpful d iscussions. We also thank two anony- 
mous referees for their valuable suggestions and comments. 
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