In this article, we are interested in solving numerically backward doubly stochastic differential equations (BDSDEs) with random terminal time τ. The main motivations are giving a probabilistic representation of the Sobolev's solution of Dirichlet problem for semilinear SPDEs and providing the numerical scheme for such SPDEs. Thus, we study the strong approximation of this class of BDSDEs when τ is the first exit time of a forward SDE from a cylindrical domain. Euler schemes and bounds for the discrete-time approximation error are provided.
Introduction
Backward Stochastic Differential Equations (BSDEs in short) are natural tools to give a probabilistic interpretation for the solution of a class of semilinear PDEs (see [18, 40] ). By introducing in standard BSDEs a second nonlinear term driven by an external noise, we obtain Backward Doubly SDEs (BDSDEs) [39] , namely,
where (W t ) t≥ and (B t ) t≥ are two finite-dimensional independent Brownian motions. We note that the integral with respect to B is a "backward Itô integral". In the Markovian setting, these equations can be seen as Feynman-Kac's representation of Stochastic PDEs and form a powerful tool for numerical schemes [5, 6] . These SPDEs appear in various applications as, for instance, Zakai equations in filtering, pathwise stochastic control theory and stochastic control with partial observations. Several generalizations to investigate more general nonlinear SPDEs have been developed following different approaches of the notion of weak solutions: the technique of stochastic flow (Bally and Matoussi [8] , Matoussi and Scheutzow [38] ); the approach based on Dirichlet forms and their associated Markov processes (Denis and Stoica [21] , Bally, Pardoux and Stoica [9] , Denis, Matoussi and Stoica [19, 20] ); stochastic viscosity solution for SPDEs (Buckdahn and Ma [15, 16] , Lions and Souganidis [34] [35] [36] ). Above approaches have allowed the study of numerical schemes for the Sobolev solution of semilinear SPDEs via Monte-Carlo methods (time discretization and regression schemes [4] [5] [6] ).
In the case when we consider the whole space O = ℝ d , the numerical approximation of the BSDE has already been studied in the literature by Bally [7] , Zhang [43] , Bouchard and Touzi [13] , Gobet, Lemor and Warin [25] . Bouchard and Touzi [13] and Zhang [43] proposed a discrete-time numerical approximation, by step processes, for a class of decoupled FBSDEs with possible path-dependent terminal values. Zhang [43] proved a regularity result on Z, which allows the use of a regular deterministic time mesh. In Bouchard and Touzi [13] , the conditional expectations involved in their discretization scheme were computed by using the kernel regression estimation. Therefore, they used the Malliavin approach and the Monte carlo method for its computation. Crisan, Manolarakis and Touzi [17] proposed an improvement on the Malliavin weights. Gobet, Lemor and Warin in [25] proposed an explicit numerical scheme based on Monte Carlo regression on a finite basis of functions. Their approach is more efficient, because it requires only one set of paths to approximate all regression operators. These Monte Carlo type numerical schemes are investigated to solve numerically the solution of semilinear PDEs. These latter methods are tractable especially when the dimension of the state process is very large unlike the finite difference method. For BDSDEs where the coefficient g does not depend on the control variable z, Aman [2] proposed a numerical scheme following the idea used by Bouchard and Touzi [13] and obtained a convergence of order h of the square of the L -error (h is the discretization step in time). Aboura [1] studied the same numerical scheme under the same kind of hypothesis, but following Gobet, Lemor and Warin [26] . He obtained a convergence of order h in time and he attempted for a Monte Carlo solver. Bachouch, Lasmar, Matoussi and Mnif [6] have studied the rate of convergence of the time discretization error for BDSDEs in the case when the coefficient g depending on (y, z). They presented an implementation and numerical tests for such Euler scheme. Bachouch, Gobet and Matoussi [4] have recently analyzed the regression error arising from an algorithm approximating the solution of a discrete-time BDSDEs. They have studied the rate of converge of such error in the case when the coefficients of the BDSDEs depend only on the variable y.
For BSDEs with finite random time horizon, namely, the first exit time of a forward SDEs from a domain O, Bouchard and Menozzi [12] studied the Euler scheme of these equations and provided the upper bounds for the discrete time approximations error which is at most of order h / −ε , where ε is any positive parameter. This rate of convergence is due to the approximation error of the exit time. These results are obtained when the domain O is piecewise smooth and under a non-characteristic boundary condition (without uniform ellipticity condition). Bouchard, Gobet and Geiss [11] have improved this error which is now at most of order h / even if the time horizon is unbounded.
In this paper, we are concerned with numerical scheme for backward doubly SDEs with random terminal time. These latter equations give the probabilistic interpretation for the weak-Sobolev's solutions of a class of semilinear stochastic partial differential equations (SPDEs in short) with Dirichlet null condition on the boundary of some smooth domain O ⊂ ℝ d . An alternative method to solve numerically nonlinear SPDEs is an analytic one, based on time-space discretization of the SPDEs. The discretization in space can be achieved either by finite differences, or finite elements [42] and spectral Galerkin methods [29] . But most numerical works on SPDEs have concentrated on the Euler finite-difference scheme. Very interesting results have been obtained by Gyongy and Krylov [28] . The authors consider a symmetric finite difference scheme for a class of linear SPDE driven by an infinite-dimensional Brownian motion.
Our contributions in this paper are as following: first of all, BDSDEs with random terminal time are introduced and results of existence and uniqueness of such BDSDEs are established by means of some transformation to classical BSDEs studied by Peng [40] , Darling and Pardoux [18] and Briand, Delyon, Hu, Pardoux and Stoica [14] . Next, Euler numerical scheme for a Forward-BDSDE is developed where we provide upper bounds for the discrete time approximations error which is at most of order h / . Then probabilistic representation for the weak solution of semilinear SPDEs with Dirichlet null condition on the boundary of the domain O is given by means of solution of BDSDEs with random terminal time. This is done by using localization procedure and stochastic flow technics (see e.g. [8, 31, 32, 38] for these flow technics). This paper is organized as follows: in Section 2, first the basic assumptions and the definitions of the solutions for BDSDEs with random terminal time are presented. Then, existence and uniqueness results of such equations are given by using fixed point theorem. In Section 3, we develop a discrete-time approximation of a Forward-Backward Doubly SDE with finite stopping time horizon, namely the first exit time of a forward SDE from a domain O. The main result of this section is providing a rate of convergence of order h / for the square of Euler time discretization error for Forward-Backward Doubly SDE scheme (3.5)- (3.11) . Moreover, we relate the BDSDE in the Markovian setting to Sobolev semilinear SPDEs with Dirichlet null condition by proving Feynman-Kac's formula in Section 4. Finally, the last section is devoted to numerical implementations and tests.
Backward Doubly Stochastic Differential Equations with random terminal time
Any element x ∈ ℝ d , d ≥ , will be identified with a line vector with ith component x i and its Euclidean norm defined by |x| = (∑ i |x i | ) / . For each real matrix A, we denote by ‖A‖ its Frobenius norm defined by ‖A‖ = (∑ i,j a i,j ) / . Let (Ω, F, ℙ) be a probability space, and let {W t : ≤ t ≤ T} and {B t : ≤ t ≤ T} be two mutually independent standard Brownian motions with values in ℝ l and ℝ d . For each ≤ s ≤ T, we define
where N is the class of ℙ-null sets of F. Note that (F t ) t≤T is not an increasing family of σ-fields, so it is not a filtration.
Hereafter, let us define the spaces and the norms which will be needed for the formulation of the BDSDE with random terminal time:
with continuous paths such that
We need the following assumptions:
Assumption (HT). The final random time τ is an F B τ -stopping time and the final condition ξ belongs to L (F B τ ).
Assumption (HL).
The two coefficients f :
Now we introduce the definition of BDSDEs with random terminal time τ and associated with (ξ, f, g).
such that Y t = ξ on the set {t ≥ τ}, Z t = on the set {t > τ} and
We note that the integral with respect to W is a "backward Itô integral" (see Kunita [30] for the definition) and the integral with respect to B is a standard forward Itô integral. We establish in the following theorem the existence and uniqueness of the solution for BDSDE (2.1) which is an extension of Peng's results [40] in the standard BSDE case. This result is also given in [37, Theorem 1] for deterministic terminal time T and under weaker assumptions on the coefficient f , namely f satisfies monotonicity condition and polynomial growth in y. For ease of reference and completeness, we give the proof of this result. 
of the BDSDE (2.1).
Proof. (a) Uniqueness. Let (Y , Z ) and (Y , Z ) be two solutions of the BDSDE (2.1) and denote
Applying generalized the Itô formula (see [39, Lemma 1.3] ) to e λs |Ȳ s | yields
Then, taking expectation we obtain From Assumption (HL) there exists < ε < such that
which together with the Lipschitz continuous assumption on g provide
Next, choosing ε = +α and since λ + μ − K −α − C > , we conclude that Y t = Y t and Z t = Z t , ℙ-a.s., for all t ∈ [ , T].
(b) Existence. The existence of a solution will be proven in two steps. In the first step, we suppose that g does not depend on y, z, then we are able to transform our BDSDE with data (τ, ξ, f, g) into a BSDE (τ,ξ ,f ), whereξ andf are explicated below. Thus, the existence is proved by appealing to the existence result for BSDEs with random terminal time established by Peng [40] . In the second step, we study the case when g depends on y, z using Picard iteration.
Step 1. Suppose that g := g does not depend on y, z, and the BDSDE (2.1) becomes
we have the following BSDE:Ȳ
. We can easily check thatξ andf satisfy the same assumptions that Peng [40, Theorem 2.2] has proved for the existence and uniqueness of the solution for the standard BSDE (2.3). Thus, we get the existence of the solution for the BDSDEs (2.2).
Step 2. The nonlinear case when g depends on y, z. The solution is obtained by using the fixed point Banach theorem. For any given
, let us consider the BDSDE with random terminal time:
It follows from Step 1 that the BDSDE (2.4) has a unique solution
Therefore, the mapping
Applying Itô formula and taking expectation yield
Thus from the Banach fixed point theorem there exists a unique pair
Moreover, thanks to Assumption (HL) and standard calculations and estimates we show that Y belongs to S k ([ , T]).
Numerical scheme for Forward-Backward Doubly SDEs
In this section, we are interested in developing a discrete-time approximation of a Forward-Backward Doubly SDE with finite stopping time horizon, namely the first exit time of a forward SDE from a cylindrical domain
As usual, since we will state in the Markovian framework, we need a slight modification of the filtration. So, we fix t ∈ [ , T] and for each s ∈ [t, T], we define
T]} is neither increasing nor decreasing and it does not constitute a filtration. However, {G t s : s ∈ [t, T]} is a filtration. We will omit the dependance of the filtration with respect to the time t if t = .
Formulation
x s ) ≤s≤t be the unique strong solution of the following stochastic differential equation:
where b and σ are two functions on ℝ d with values respectively in ℝ d and ℝ d×d . We will omit the dependance of the forward process X in the initial condition if it starts at time t = .
Let τ t,x be the first exit time of (s, X
We now consider the following Markovian BDSDE with terminal random time τ associated to the data (Φ, f, g):
where f and Φ are now two functions respectively on
Now, we specify some conditions on the domain and the diffusion process:
Assumption (MHD). (i) The matrix a := σσ * is elliptic, i.e. there exists Λ > such that for all x, ζ ∈Ō ,
Remark 3.1. We mention that this smoothness Assumption (D) on the domain could be weakened by considering the domain O as a finite intersection of smooth domains with compact boundaries and further conditions on the set of corners (see [12, conditions (D1) and (D2)]). Under this weakened hypotheses, one may just assume the matrix a satisfies a non-characteristic boundary condition outside the set of corners C and a uniform ellipticity condition on a neighborhood of C.
Besides, we assume that the terminal condition Φ is sufficiently smooth:
We next state a strengthening of Assumption (HL) in the present Markov framework:
Remark 3.2. We note that the integrability condition given by Assumption (HT) in Section 2 is satisfied in this Markovian setting thanks to the smoothness of Φ (Assumption (MHT)) and the fact that the exit time τ, under the ellipticity condition (3.3) verified by the matrix a (see Stroock and Varadhan [41] ), satisfies
From [39] and [30] , the standard estimates for the solution of the Forward-Backward Doubly SDE (3.1)-(3.2) hold and we remind the following theorem: Theorem 3.1. Under Assumptions (MHT) and (MHL), there exist, for any p ≥ , two positive constants C and C p and an integer q such that 
Euler scheme approximation of Forward-BDSDEs

Forward Euler scheme
In order to approximate the forward diffusion process (3.1), we use a standard Euler scheme with time step h, associated to a grid
This approximation is defined by
and the continuous approximation (3.4) is equivalent to the following discrete approximation:
Then, we approximate the exit time τ by the first time of the Euler scheme (t, X N t ) t∈π from D on the grid π:
Remark 3.3. One may approximate the exit time τ by its continuous versionτ which is defined as the first exit time of the Euler scheme (t, X N t ), namelỹ
However, this approximation requires more regularity on the boundary of O (see e.g. [22, 23] ).
The upper bound estimates for the error due to the approximation of τ byτ was proved by Bouchard and Menozzi [12] for the weak version of such estimate and Gobet [22, 23] for the strong one. Recently, Bouchard, Geiss and Gobet [11] have improved the following L -strong error:
Remark 3.4. Let us mention that the upper bound estimates for the error due to the approximation of τ byτ proved by Bouchard and Menozzi [12] for the weak version of such estimate is as following: for any ε ∈ ( , ) and each positive random variable ζ satisfying
where τ + is the next time after τ in the grid π such that τ + := inf{t ∈ π : τ ≤ t}.
For the strong estimate error, Gobet [22, 23] has proved that, for each ε ∈ ( , / ), there exists C ε L > such that
Euler scheme for BDSDEs
Regarding the approximation of (3.2), we adapt the approach of [6] . We define recursively (in a backward manner) the discrete-time process (Y N , Z N ) on the time grid π by
and for i = N − , . . . , , we set
where
Here ⊤ denotes the transposition operator and t i denotes the conditional expectations over the σ-algebra F t i . The above conditional expectations are well defined at each step of the algorithm.
One can easily check that
for all ≤ i < N under the Lipschitz continuous assumption. Then an obvious extension of Itô martingale representation theorem yields the existence of the G t -progressively measurable and square integrable process Z N satisfying, for all i < N,
Following the arguments of Pardoux and Peng [39, p. 213] , we can prove that in fact Z N is F t -progressively measurable thanks to the independence of the increments of B and the two Brownian motions B and W. This allows us to consider a continuous-time extension of Y N in S defined on [ , T] by
where ψ(s) := inf{t ∈ π : t ≥ s}.
Remark 3.5.
Observe that Z s = on ]τ, T] and Z N s = on ]τ , T]. For later use, note also that
In order to prove (3.19) of Proposition 3.2, we need the following lemma. 
Upper bounds for the discrete-time approximation error
In this subsection, we provide bounds for the (square of the) discrete-time approximation error up to a stopping time θ ≤ T ℙ-a.s. defined as
where we recall φ(s) := sup{t ∈ π : t ≤ s}. We first recall some standard controls on X, (Y, Z) and X N . 
Moreover, 
Remark 3.6. Let ϑ ≤ θ ℙ-a.s. be two stopping times with values in π and letZ t i be the best approximation of (Z t ) t i ≤t≤t i+ by F t i -measurable random variable in the following sense:
Then, recalling that t i+ − t i = h, it follows from (3.14), (3.13) and Jensen's inequality that 
Then for all stopping times θ with values in π, we have
Proof. Equations (3.2) and (3.12), the generalized Ito's lemma (see [ 
and i < N, and taking expectation yield
where Θ s := (X s , Y s , Z s ). Using the fact that
we then deduce that for ε > to be chosen later,
Recall from Remark 3.5 that Z = on ]τ, T]. Since Y t = Φ(τ, X τ ) on {t ≥ τ}, we then deduce from the Lipschitz continuous Assumption (MHL) that
Now, appealing to Proposition 3.1 yields to
Next, we obtain from the definition of φ that
It then follows from Gronwall's lemma that
Then, by taking t = t i in (3.16), using (3.17) to estimate the second term in the right-hand side of (3.16) and recalling Remark 3.5 we have for ε > sufficiently large, depending on the constants C L , and h small ∆ θ Thus, from the estimate
we conclude that
We finish the proof by using again Remark 3.5 to obtain
which implies the required result, by the definition of Err(h) θ in (3.3). 
and
where we recall τ + is the next time after τ in the grid π such that τ + := inf{t ∈ π : τ ≤ t}.
Remark 3.7. Note that we shall control Err(h) τ∧τ through the slightly stronger term Err(h) τ + ∧τ . This will allow us to work with stopping times with values in the grid π in order to be able to apply (3.15 ), which will be technically easier.
Proof. (i) First to prove (3.18) , it suffices to apply Theorem 3.3 for θ = T and observe that the Lipschitz continuity of Φ implies that (ii) We now prove the upper bound (3.19) . We have, by applying Theorem 3.3 to θ = τ + ∧τ ,
It remains to show that
Observe that by (3.2) and (3.12)
We start with the first term on the right-hand side of (3.20). By using Assumptions (MHD), (MHL), (MHT) and Proposition 3.1 and applying Itô's lemma to (Φ(t, X t )) t≥ betweenτ and τ, we easily check that
where L is the second order differential operator defined in (4.2). Then, by appealing to Assumption (MHD) and Proposition 3.1 we conclude that
For the second term in (3.20) , it follows from Jensen's inequality, the isometry property, the Lipschitz continuous Assumption (MHL), Lemma 3.1 and Proposition 3.1 that
The last term is easily controlled by using the same previous calculations:
Finally, we finish the proof of (3.20) by combining the three estimates.
Our next result concerns the regularity of (Y, Z) which was proved in [3] : 
Combining estimates (3.6) and (3.21), we finally obtain our main result, which provides an upper bound for the convergence rate of Err(h) τ + ∧τ (and thus for Err(h) τ∧τ and Err(h) T ). 
Semilinear Stochastic PDEs with Dirichlet null condition
The aim of this section is to give a Feynman-Kac's formula for the weak solution of a class of semilinear SPDEs with Dirichlet null condition on the boundary via the associated Markovian class of BDSDEs with random terminal time studied in Section 2. Indeed, for a given open connected domain O of ℝ d , we are interested in the following semilinear SPDEs:
where D σ := ∇uσ and L is the second order differential operator which is defined component by component with
and a := σσ * .
Definitions and formulation
Let us first introduce some notations:
is the set of C n -functions which grow at most linearly at infinity and whose partial derivatives of order less than or equal to n are bounded.
• L (O) will be a Hilbert L -space of our framework. We employ the following notation for its scalar product and its norm
Our evolution problem will be considered over a fixed time interval [ , T] and the norm for an element of L ([ , T] × O) will be denoted by
We assume the following hypotheses:
Assumption (MHD'). The coefficients of the second order differential operator L satisfy:
• b is a bounded function and belongs to C l,b (ℝ d , ℝ d ),
• σ ∈ C l,b (ℝ d , ℝ k×d ) and satisfies the ellipticity condition (3.3).
Assumption (MHT').
We have Φ ∈ L (O; ℝ k ) with polynomial growth, namely there exists C > and p ∈ ℕ such that |Φ(x)| ≤ C( + |x| p ).
The space of test functions which we employ in the definition of weak solutions of the evolution equa- where we denote the gradient by ∇u(t, x) = (∂ u(t, x), . . . , ∂ d u(t, x)).
Definition 4.1. We say that u ∈ H is a weak solution of the SPDE (4.1) if the following relation holds for each Ψ ∈ D: The existence and uniqueness of weak solution for such SPDEs with null Dirichlet condition is ensured by Denis and Stoica [21, Theorem 4] . Indeed, we can rewrite the second order differential operator L as follows:
Therefore, since b and ∇a are bounded, the second term on the right-hand side of (4.4) may be considered as an extra term in the nonlinear term coefficient f which still satisfies the uniform Lipschitz continuous condition in u and D σ u. Motivated by developing Euler numerical scheme for such solution, we are now interested in giving the probabilistic interpretation for the solution of SPDEs (4.1) within the framework of BDSDE with random terminal time. Thus, this connection between SPDEs and BDSDEs will be established by means of stochastic flow technics.
Stochastic flow of diffeomorphism and random test functions
We are concerned in this paper with solving SPDEs by developing a stochastic flow method which was first introduced in Kunita [30] , and Bally, Matoussi [8] . We recall that {X t,x s : t ≤ s ≤ T} is the diffusion process starting from x at time t and is the strong solution of the equation:
The existence and uniqueness of this solution was proved in Kunita [30] . Moreover, we have the following properties: 
), and (e , . . . , e d ) is an orthonormal basis of ℝ d .
Under regular conditions Assumption (MHD') on the diffusion, it is known that the stochastic flow associated to a continuous SDE satisfies the homeomorphic property (see Kunita [30] ). We have the following result where the proof can be found in [30] . 
We denote by J(X − t,s (x)) the determinant of the Jacobian matrix of X − t,s (x), which is positive and J(X − t,t (x)) = .
We know that for v ∈ L (ℝ d ), the composition of v with the stochastic flow is ⋅ ) ).
In fact, by a change of variable, we have (see Kunita [32] , Bally and Matoussi [8] )
Since (φ t (s, x)) t≤s is a process, we may not use it directly as a test function because ∫ T t (u(s, ⋅ ), ∂ s φ t (s, ⋅ )) ds has no sense. However, φ t (s, x) is a semimartingale and we have the following decomposition of φ t (s, x).
where L * is the adjoint operator of L.
We also need equivalence of norms result which plays an important role in the proof of the existence of the solution for SPDE as a connection between the functional norms and random norms. For continuous SDEs, this result was first proved by Barles and Lesigne [10] by using an analytic method and Bally and Matoussi [8] by a probabilistic method. 
We give now the following result which allows us to link by a natural way the solution of SPDE with the associated BDSDE. Roughly speaking, if we choose in the variational formulation (4.3) the random functions φ t ( ⋅ , ⋅ ) defined by (4.5), as a test functions, then we obtain the associated BDSDE. In fact, this result plays the same role as Itô's formula used in [39] to relate the solution of some semilinear SPDEs with the associated BDSDEs: 
Probabilistic representation of the solution of SPDE
Numerical scheme for SPDE
Let us first recall that (X N , Y N , Z N ) denotes the numerical Euler scheme of the FBDSDEs (3.1)-(3.2) given in (3.5), (3.9), (3.11), (3.10). The numerical approximation of the SPDE (4.1) will be presented in the following lemma: (4. 15) Then u N (t n , ⋅ ) (resp. v N (t n , ⋅ )) is F B t n ,T -measurable and we have for all x ∈ O and t, t n ∈ π such that t ≤ t n ,
We define the error between the solution of the SPDE and the numerical scheme as follows:
The following theorem shows the convergence of the numerical scheme (4.15) of the solution of the SPDE (4.1). 
We can follow the same arguments presented in [6, Theorem 5.2] . So, the proof is omitted.
Implementation and numerical tests
In this section, we are interested in implementing our numerical scheme. Our aim is only to test statically its convergence. Further analysis of the convergence of the used method and of the error bounds will be accomplished in a future work. All the numerical tests have been performed on a PC equipped with a processor Intel Core i7 (dual core) with 2.80 Ghz with codes written in C and compiled with GCC (GNU).
Vector spaces of functions
At every t n , we select k(d + ) deterministic functions bases (p i,n ( ⋅ )) ≤i≤k(d+ ) and we look for approximations of Y N t n and Z N t n which will be denoted respectively by y N n and z N n , in the vector space spanned by the basis (p j ,n ( ⋅ )) ≤j ≤k (respectively (p j ,j ,n ( ⋅ )) ≤j ≤k, ≤j ≤d ). Each basis p i,n ( ⋅ ) is considered as a vector of functions of dimension L i,n . In other words, P i,n ( ⋅ ) = {α.p i,n ( ⋅ ) : α ∈ ℝ L i,n } where α is the coefficient of the projection on (Ω, F t n ).
As an example, we cite the hypercube basis (HC) used in [25] . In this case, p i,n ( ⋅ ) does not depend nor on i neither on n and its dimension is simply denoted by L.
, can be partitioned on small hypercubes of edge δ. Then,
. Finally, we define p i,n ( ⋅ ) as the indicator functions of this set of hypercubes. Table 3 . Comparison for g (t, x, y, z) = . z + . y + log(x) when t = .
In Tables 1-3 , we test our algorithm for different times (when they are close to the maturity and in initial time t = ) and we modify the number of Monte Carlo simulation M for fixed number of time discretization N. We note that the numerical value of the BDSDE with random terminal timeτ converges to the value of classical BDSDE for M large and this can be explained by the fact that the approximated value of the exit time is close to the maturity T. Table 9 . Comparison for g (x, y) = log x + . y when t = t .
In the previous tables, we test our algorithm for different examples of the function g (g and g are dependent in z, g is independent of z).
We see in Figure 1 -2 the impact of the function g on the solution; we modify N, M, δ as in [33] , by taking these quantities as follows: First we fix d = and d = (which means that x ∈ [d , d ] = [ , ] and in this case our continuous Lipschitz assumptions are satisfied). Let j ∈ ℕ; we take α M = , β = , N = ( ) (j− ) , M = ( ) α M (j− ) , δ = ( ) (j− )(β+ )/ .
Then, we draw the map of each solution at t = with respect to j. We remark from the figures that numerical values of the BDSDE with random terminal time coincide with that of the classical BDSDE after just few variation of the parameters. This allows us to think about performing the rate of convergence of our algorithm by getting weaker estimates for the BDSDE (as Bouchard and Menozzi for the classical BSDEs [12] ).
Conclusion
The main result of this paper is to develop a discrete-time approximation of a Forward-Backward Doubly SDE with finite stopping time horizon, namely the first exit time of a forward SDE from a domain O. More precisely, we provide a rate of convergence of order h / for the square of Euler time discretization error for the scheme (3.5)-(3.11) (Theorem 3.5). This order is performed compared to the one obtained by Bouchard and Menozzi [5] in the case of BSDE with random terminal time (the strong error) thanks to the recent work of Bouchard, Geiss and Gobet [11] . Moreover, Euler scheme for a class of semilinear SPDEs with Cauchy-Dirichlet condition is provided via the scheme of the Forward-Backward Doubly SDE (3.5)-(3.11), this gives a probabilistic point of view for the approximation error of this class of SPDEs. 
