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The purpose of this work in to analyze particle creation in spaces with extra dimensions. We
consider, in particular, a massive scalar field propagating in a Kaluza-Klein manifold subject to a
constant electric field. We compute the rate of particle creation from vacuum by using techniques
rooted in the spectral zeta function formalism. The results we obtain show explicitly how the pres-
ence of the extra-dimensions and their specific geometric characteristics, influence the rate at which
pairs of particles and anti-particles are generated.
I. INTRODUCTION
In 1936 Heisenberg, together with his student Euler, predicted for the first time the astonishing phe-
nomenon of vacuum instability [25]. Some time later, in 1951, by exploiting field theoretical methods,
Julian Schwinger described the phenomenon in great detail within the ambit of quantum electrodynamics
[36]. In his seminal work, he computed, in particular, the rate of particle creation for massive spinless fields
under the influence of a constant electric field. As a tribute for his pioneering work, particle creation due
to the presence of an external electric field is also known as Schwinger’s mechanism. Since then, vacuum
instability has been the main focus of a large number of works who analyze the phenomenon in a variety
of different cases (for a review see e.g. [11, 20]). Although vacuum instability due to an external field is
now a fairly well-understood subject [19], its direct experimental verification remains still elusive due to the
prohibitively large electric fields needed for particle creation [12].
In order to overcome this difficulty, a number of methods have been proposed and analyzed in the lit-
erature which could enhance the rate of particle creation. Among these are the use of high energy lasers
and shaped laser pulses to achieve strong enough electric fields [10, 12, 24] and dynamically assisted mech-
anisms which rely on the theoretical observation that by superimposing different time-dependent electric
fields particle creation can be enhanced [5, 31, 35]. All these methods have in common the concept that
by generalizing the type of electric fields one considers, then the energy threshold necessary for particle
creation can more easily be achieved (for the purpose of experimental observation of Schwinger’s mech-
anism). Although exploiting general and time-dependent electric fields might be the most experimentally
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2viable method to enhance and possibly observe particle creation from vacuum, there exist other approaches
aimed at the same objective. In fact, the pair production rate due to a constant electric field can be increased,
for instance, by the presence of a gravitational field [1, 16]. In this work wewould like to investigate whether
the presence of extra dimensions can intensify the rate of particle creations from vacuum. This question is
part of the larger issue of understanding how topological changes to the underlying space-time influence
the vacuum instability and whether particular geometric configurations could be exploited with the spe-
cific purpose of enhancing the particle creation to the point of being more easily detectable. Space-time
manifolds that have a more general structure than the flat Minkowski space have, in the past few decades,
become extremely relevant in fundamental physics. In fact, in string theory it is assumed that the Universe
consists of a higher-dimensional manifold of which only four dimensions are observable [2]. The remaining
dimensions form a compact manifold whose presence should influence physical phenomena in the observ-
able four-dimensional space. The comment offered in the last sentence provides the main motivation for the
present analysis which consists in a detailed investigation into how, and to what extent, the presence of extra,
compactified, dimensions influence the rate of particle creations due to an external homogeneous electric
field. We would like to point out that the influence the extra dimensions have on our four-dimensional Uni-
verse has been studied by many authors in a variety of different settings. For instance, the effects of extra
dimensions have been analyzed in the ambit of Bose-Einstein condensation [18], the Casimir effect (see e.g.
[15, 28, 33]), and cosmology [8, 22, 34]. It is important to emphasize that these works provide a small, and
by no means inclusive, set of examples which focus on the influence of extra dimensions and that several
other theoretically and physically relevant settings have been considered in the literature.
In this work we utilize spectral zeta function techniques to compute the one-loop effective action for a
massive scalar field propagating in a higher-dimensional space and subject to a constant electric field. From
the expression of the one-loop effective action we then extract its imaginary part which describes the rate
of particle creation. The main goal is to present explicit results for the rate of particle creation and their
dependence on the geometric characteristics of the extra dimensions. In this paper we work in units such
that ~ = c = e = 1.
The outline of the paper is as follows. In the next section we utilize spectral zeta function regularization
techniques in order to write the one-loop effective action for a massive scalar field under the influence of
an homogeneous electric field. Section III focuses on the explicit evaluation of the imaginary part of the
derivative at s = 0 of the spectral zeta function. The calculations rely heavily on known results regarding
the imaginary part of the Hurwitz zeta function of imaginary second argument. In Section IV we find the
rate of particle creation on product manifolds and we specialize the general result to a few simple particular
cases. The conclusions summarize the main results of this work and outline a few areas in which further
3research on the topic can be performed.
II. ONE-LOOP EFFECTIVE ACTION AND THE SPECTRAL ZETA FUNCTION
We consider a D-dimensional, D = d + 4, product manifold of the typeM = M4 ×N, where M4 denotes
the usual four-dimensional Minkowski space-time and N is a d-dimensional compact, smooth Riemannian
manifold with or without boundary. As previously mentioned, we focus our analysis on massive scalar fields
under the influence of an external electric field. The relevant differential operator describing the dynamics
of this system is
L = −gµνDµDν + m2 , (2.1)
where m > 0 denotes the mass of the field and Dµ = ∇µ + iAµ is the covariant derivative with respect
to the U(1) connection with Aµ denoting the vector potential. We assume that the electromagnetic field
Fµν possesses only one non-vanishing invariant 2I = F
µνFµν < 0. Under this assumption, there exists a
reference frame in which only F0i , 0. This situation corresponds to an electromagnetic field which is
purely electric [19]. We further suppose that the electric field propagates in only, say, the z direction. In our
set up, the D-dimensional vector potential can be written as Aµ = (0, 0, 0, Ex
0, 0, . . . , 0) where E denotes
the electric field strength. The operator L acting on suitable scalar functions defined onM can, hence, be
explicitly written as
L = ∂2
x0
− ∂2
x1
− ∂2
x2
−
(
∂x3 − iEx0
)2
+ ∆N + m
2 , (2.2)
where ∆N represents the Laplace operator on the manifold N. In order to obtain a spectral problem for
which the zeta function is well-defined, it is necessary to perform a Wick rotation x0 → iτ to imaginary
time [9]. After performing the rotation, the Minkowski space M4 becomes Euclidean, E4, and L becomes
an elliptic operator L acting on functions onM = E4 × N.
We are interested in the following eigenvalue problem
L φi(x, X) = λiφi(x, X) , (2.3)
the solution of which can be found by separation of variables. By noticing that x1 and x2 are two unbounded
directions, and by denoting by ϕ j the eigenfunctions of ∆N corresponding to the eigenvalues αi
− ∆Nϕ j(X) = α2jϕ j(X) , (2.4)
we can write the eigenfunctions φi as
φi(x, X) = e
ik·xϕi(X) f (x0) , (2.5)
4where the momentum k = (k1, k2, k3) ∈ R3, and f (x0) satisfies the one-dimensional harmonic oscillator
equation
[
−∂20 +
(
k3 − Ex0
)2]
f (x0) = ω f (x0) , (2.6)
with the eigenvalues ω = E(2n + 1) + k2
1
+ k2
2
, n ∈ N0. By collecting the above results it is not very difficult
to find that the desired eigenvalues λ of the elliptic operator L are
λn,i = α
2
i + E(2n + 1) + k
2
1 + k
2
2 + m
2 . (2.7)
Since the eigenvalues λn,i do not depend on the momentum k3, each of them is degenerate with continu-
ous multiplicity d(k3). In this case the spectral zeta function associated with L can be written as
ζ(s) =
∑
i
d(α)
∞∑
n=0
d(k3)L1L2
4pi2
∫ ∞
−∞
∫ ∞
−∞
[
α2i + E(2n + 1) + k
2
1 + k
2
2 + m
2
]−s
dk1dk2 , (2.8)
where d(α) denotes the degeneracy of the eigenvalues α2
i
, and L1 and L2 are unit lengths along the direction
x1, respectively, x2. In order to obtain an expression for the degeneracy d(k3) we exploit a method based on
the small-t asymptotic expansion of the heat kernel (see e.g. [3]). By using the eigenvalues in (2.7) one can
construct the trace of the heat kernel associated with the operator L as
k(t) =
L1L2
4pi2
∑
i
d(α)
∞∑
n=0
d(k3)
∫ ∞
−∞
∫ ∞
−∞
e−t(k
2
1
+k2
2)e−t[α
2
i
+E(2n+1)+m2]dk1dk2 . (2.9)
Once the elementary integration over the unconstrained momenta is performed, we obtain
k(t) =
L1L2
4pi2t
KN(t)
∞∑
n=0
d(k3)e
−t[E(2n+1)+m2] , (2.10)
where KN(t) denotes the trace of the heat kernel associated with the Laplacian ∆N on the manifold N. By
exploiting the geometric series, the remaining sum can be easily computed leading to the final result
k(t) =
L1L2d(k3)
8pi2t
KN(t)
e−tm
2
sinh(tE)
. (2.11)
According to the general theory, the trace of the heat kernel associated with the elliptic operator L on the
manifold E4 × N has a small-t asymptotic expansion with leading term of the form [21, 27, 37]
k(t) ∼ VVol(N)
(4pit)2+
d
2
, (2.12)
where V denotes the unit volume of the Euclidean space E4. By exploiting a similar small-t asymptotic
expansion of KN(t), we find that, as t → 0, k(t) in (2.11) reduces to
k(t) ∼ 2piL1L2d(k3)Vol(N)
(4pit)2+
d
2 E
. (2.13)
5By comparing (2.12) and (2.13) it is not difficult to obtain the following expression for the degeneracy
d(k3) = 2
(
S E
2pi
)
=
S E
pi
, (2.14)
where S is a two-dimensional unit volume and the factor of 2 has been introduced in the degeneracy in order
to account for both particles and antiparticles.
By substituting (2.14) in (2.8), and by performing the integration over the variables k1 and k2 we finally
obtain the desired expression for the spectral zeta function
ζ(s) =
VE
4pi2(s − 1)
∑
i
d(α)
∞∑
n=0
[
α2i + E(2n + 1) + m
2
]−s+1
(2.15)
which is well defined for ℜs > D/2. In order to compute the derivative of the spectral zeta function at
s = 0, we need to analytically continue (2.15) to a meromorphic function of s in the entire complex plane.
To this end, we use, for ℜs > D/2, the Mellin-Barnes integral representation [32] for the zeta function in
(2.15), to get
ζ(s) =
VE
4pi2Γ(s)
∫ ∞
0
ts−2
∞∑
n=0
e−[E(2n+1)+m
2 ]t
∑
i
d(α)e−α
2
i
tdt . (2.16)
By assuming that the quantity E(2n + 1) + m2, n ∈ N0, is large, which is certainly true for the kinds of
electric fields one considers in the ambit of pair creation, we can utilize the well-known small-t asymptotic
expansion of the of the trace of the heat kernel associated with the Laplacian on N ,
KN(t) =
∑
i
d(α)e−α
2
i
t ∼ 1
(4pit)
d
2
∞∑
k=0
ANk
2
t
k
2 , (2.17)
where AN
k/2
are universal coefficients constructed from geometric invariants of the manifold N [21, 27, 37],
and perform the integral in (2.16) to obtain the expression, valid forℜs > D/2,
ζ(s) ∼ 4VE
(4pi)2+
d
2
Γ
(
s + k−d
2
− 1
)
Γ(s)
∞∑
k=0
ANk
2
∞∑
n=0
[
E(2n + 1) + m2
]−s− k−d
2
+1
. (2.18)
The desired analytic continuation toℜs ≤ D/2 is obtained by noticing that the sum over the index n can be
expressed in terms of the Hurwitz zeta function [13, 38]
∞∑
n=0
[
E(2n + 1) + m2
]−s− k−d
2
+1
= (2E)−s−
k−d
2
+1ζH
(
s +
k − d
2
− 1; 1
2
+
m2
2E
)
, (2.19)
to get
ζ(s) ∼ 2(2E)
−s− k−d
2
+2
Ω
(4pi)2+
d
2
Γ
(
s + k−d
2
− 1
)
Γ(s)
∞∑
k=0
aNk
2
(2E)−
k
2 ζH
(
s +
k − d
2
− 1; 1
2
+
m2
2E
)
, (2.20)
6where we have redefined the heat kernel coefficients as follows aN
k/2
= AN
k/2
/Vol(N), so that aN
0
= 1. By
performing, now, an inverse Wick rotation E → −iE back to Minkowski spacetime we find an expression
for ζ(s) associated with the operator L in the physically relevant spaceM
ζ(s) ∼ 2Ω(−2iE)
−s− k−d
2
+2
(4pi)2+
d
2
Γ
(
s + k−d
2
− 1
)
Γ(s)
∞∑
k=0
aNk
2
(−2iE)− k2 ζH
(
s +
k − d
2
− 1; 1
2
+ i
m2
2E
)
. (2.21)
In quantum field theory, the in-out vacuum transition amplitude is described in terms of the one-loop
effective action as
〈out|in〉 = exp[iΓ(1)] . (2.22)
An isolated quantum system obeys the unitarity condition and hence the associated one-loop effective action
is real. A quantum system interacting with an external field, such as a uniform electric field, is no longer
isolated and its one-loop effective action is allowed to have, in general, both a real and an imaginary part.
While the real part of the one-loop effective action describes the polarization of vacuum of the massive
scalar field by the external electric field [36], the imaginary part characterizes particle creation. In fact, the
probability of production of particles in the whole spacetime is
P = 1 − | 〈out|in〉 |2 = 1 − e−2ℑΓ(1) . (2.23)
In the framework of spectral zeta function regularization, the one-loop effective action is expressed as
[6, 14, 23, 27]
Γ(1) =
d
ds
[
µ−2s
2
ζ(s)
] ∣∣∣∣∣∣
s=0
, (2.24)
where µ is a parameter with the dimension of a mass. Therefore, for the rate of particle creation one has
[36]
R =
P
Ω
≈ 2ℑΓ(1)
Ω
=
1
Ω
ℑ
{
d
ds
[
µ−2sζ(s)
] ∣∣∣∣
s=0
}
, (2.25)
where we have used the fact that ℑΓ(1) is generally small. It is clear from the last expression that our
next task consists in explicitly computing the imaginary part of the derivative at s = 0 of the zeta function
displayed in (2.21).
III. IMAGINARY PART OF THE ONE-LOOP EFFECTIVE ACTION
In order to compute the imaginary part of ζ′(0), we rely mainly on the results obtained in [17] for the
imaginary part of the Hurwitz zeta function of imaginary second argument. From the expression (2.21) it is
7straightforward to get
d
ds
[
µ−2sζ(s)
]
∼ 2Ω(−2iE)
d
2
+2
(4pi)2+
d
2Γ(s)
(
−i2E
µ2
)−s ∞∑
k=0
aNk
2
(−2iE)− k2Γ
(
s +
k − d
2
− 1
)
×
{ [
Ψ
(
s +
k − d
2
− 1
)
− Ψ(s) − ln
(
−i2E
µ2
)]
ζH
(
s +
k − d
2
− 1; 1
2
+ i
m2
2E
)
+ ζ′H
(
s +
k − d
2
− 1; 1
2
+ i
m2
2E
) }
. (3.1)
The limit as s → 0 can be more conveniently evaluated if we distinguish between even and odd dimension
d. By exploiting the relations, valid for n ∈ N0
Γ(s − n)
Γ(s)
=
(−1)n
n!
+ O(s) , Ψ(s − n) − Ψ(s) = Hn + O(s) , Ψ
(
s ± n ± 1
2
)
− Ψ(s) = 1
s
+ O(s) , (3.2)
where Hn denotes the n-th harmonic number, one can prove that for d = 2l, l ∈ N+, the derivative in (3.1),
at s = 0, takes the form
1
Ω
d
ds
[
µ−2sζ(s)
] ∣∣∣∣
s=0
∼ 2(−2iE)
l+2
(4pi)l+2
l+1∑
k=0
aNk
(−1)l+1−k(−2iE)−k
(l + 1 − k)!
{ [
Hl+1−k − ln
(
−i2E
µ2
)]
ζH
(
k − l − 1; 1
2
+ i
m2
2E
)
+ ζ′H
(
k − l − 1; 1
2
+ i
m2
2E
) }
+
2
(4pi)l+2
aNl+2
[
FP ζH
(
1;
1
2
+ i
m2
2E
)
− ln
(
−i2E
µ2
)]
+
2(−2iE)l+2
(4pi)l+2
∞∑
k=0
aN
k+ 12
(−2iE)−k− 12Γ
(
k − l − 1
2
)
ζH
(
k − l − 1
2
;
1
2
+ i
m2
2E
)
+
2(−2iE)l+2
(4pi)l+2
∞∑
k=l+3
aNk (−2iE)−kΓ (k − l − 1) ζH
(
k − l − 1; 1
2
+ i
m2
2E
)
, (3.3)
where FP denotes the finite part. When the dimension of the manifold N is, instead, odd, namely d = 2l+1,
l ∈ N0, the results in (3.2) are once again used in obtaining the formula
1
Ω
d
ds
[
µ−2sζ(s)
] ∣∣∣∣
s=0
∼ 2(−2iE)
l+ 5
2
(4pi)l+
5
2
l+1∑
k=0
aN
k+ 1
2
(−1)l+1−k(−2iE)−k− 12
(l + 1 − k)!
{ [
Hl+1−k − ln
(
−i2E
µ2
)]
× ζH
(
k − l − 1; 1
2
+ i
m2
2E
)
+ ζ′H
(
k − l − 1; 1
2
+ i
m2
2E
) }
+
2
(4pi)l+
5
2
aN
l+ 52
[
FP ζH
(
1;
1
2
+ i
m2
2E
)
− ln
(
−i2E
µ2
)]
+
2(−2iE)l+ 52
(4pi)l+
5
2
∞∑
k=0
aNk (−2iE)−kΓ
(
k − l − 3
2
)
ζH
(
k − l − 3
2
;
1
2
+ i
m2
2E
)
+
2(−2iE)l+ 52
(4pi)l+
5
2
∞∑
k=l+3
aN
k+ 1
2
(−2iE)−k− 12Γ (k − l − 1) ζH
(
k − l − 1; 1
2
+ i
m2
2E
)
. (3.4)
We can, now, proceed with the explicit evaluation of the imaginary part of (3.3) and (3.4).
To better describe the necessary computations, it is convenient to consider each of the four terms com-
posing (3.3) separately. These terms, in turn, are expressed as products of a purely real component and a
8complex-valued one. It is clear that the evaluation of the imaginary part of the latter is sufficient for our
purposes. Since for any real number α and any complex-valued function F we have
ℑ[(−2iE)αF] = (2E)α
[
cos
(
piα
2
)
ℑF − sin
(
piα
2
)
ℜF
]
, (3.5)
we can write the imaginary part of the complex-valued element in the first term of (3.3) as follows
ℑ
[
(−2iE)l+2−k
{ [
Hl+1−k − ln
(
−i2E
µ2
)]
ζH
(
k − l − 1; 1
2
+ i
m2
2E
)
+ ζ′H
(
k − l − 1; 1
2
+ i
m2
2E
) }]
= −(2E)2+l−k
{
sin
(
(l + 1 − k)pi
2
)
ℑ[Al+1−k(E)] + cos
(
(l + 1 − k)pi
2
)
ℜ[Al+1−k(E)]
}
, (3.6)
where we have defined, for typographical convenience, for n ∈ N0,
An(E) =
[
Hn − ln
(
−i2E
µ2
)]
ζH
(
−n ; 1
2
+ i
m2
2E
)
+ ζ′H
(
−n ; 1
2
+ i
m2
2E
)
. (3.7)
The presence of the trigonometric functions in (3.6) suggests that it is suitable to distinguish between even
and odd values of the quantity (l + 1 − k). Therefore, for (l + 1 − k) = 2p, p ∈ N0 we can write
ℑ
[
(−2iE)2p+1
{ [
H2p − ln
(
−i2E
µ2
)]
ζH
(
−2p ; 1
2
+ i
m2
2E
)
+ ζ′H
(
−2p ; 1
2
+ i
m2
2E
) }]
= (−1)p+1(2E)2p+1ℜ[A2p(E)] . (3.8)
By exploiting the relation [17], valid for all s ∈ C and q ∈ R,
ζH
(
s;
1
2
+ iq
)
= 2sζH(s; 2iq) − ζH(s; iq) , (3.9)
we can writeℜ[A2p(E)] in terms of Hurwitz zeta functions of purely imaginary second argument as follows
ℜ[A2p(E)] =
[
2−2pℜζH
(
−2p ; im
2
E
)
−ℜζH
(
−2p ; i m
2
2E
)] [
H2p − ln
(
2E
µ2
)]
− pi
2
[
2−2pℑζH
(
−2p ; im
2
E
)
− ℑζH
(
−2p ; i m
2
2E
)]
+ 2−2p ln 2ℜζH
(
−2p ; im
2
E
)
+ 2−2pℜζ′H
(
−2p ; im
2
E
)
−ℜζ′H
(
−2p ; i m
2
2E
)
. (3.10)
In the ambit of pair creation the electric fields considered are large enough so that E > m2 and the expression
in (3.10) can be simplified further thanks to the following formulas [17], valid for p ∈ N0 and q ∈ (0, 1),
ℜζH(−2p ; iq) = (−1)
p
2
q2p , ℑζH(−2p ; iq) = (2p)!
p−1∑
j=0
(−1) j+1B2(p− j)
[2(p − j)]!(2 j + 1)!q
2 j+1− (−1)
p
2p + 1
q2p+1 , (3.11)
and
ℜζ′H(−2p ; iq) =
pi
2
ℑζH(−2p ; iq) − (−1)
p
2
q2p ln q + (−1)p (2p)!
2(2pi)2p
Li2p+1
(
e−2piq
)
, (3.12)
9where Bn represent the Bernoulli numbers and Lis(w) is the polylogarithmic function. By using (3.11) and
(3.12) in (3.10) one obtains, after a long but straightforward calculation,
ℜ[A2p(E)] = (−1)
p(2p)!
22p+1(2pi)2p
[
Li2p+1
(
e−2pi
m2
E
)
− 22pLi2p+1
(
e−pi
m2
E
)]
, (3.13)
which can finally be rewritten, according to the relation [29], valid for s ∈ C and q ∈ R,
Lis
(
e−2piq
)
= 2s−1
[
Lis
(
e−piq
)
+ Lis
(−e−piq)] , (3.14)
simply as
ℜ[A2p(E)] = (−1)
p(2p)!
2(2pi)2p
Li2p+1
(
−e−pim
2
E
)
. (3.15)
Now for (l + 1 − k) = 2p + 1, p ∈ N0, we can write
ℑ
[
(−2iE)2p+1
{ [
H2p − ln
(
−i2E
µ2
)]
ζH
(
−2p ; 1
2
+ i
m2
2E
)
+ ζ′H
(
−2p ; 1
2
+ i
m2
2E
) }]
= (−1)p+1(2E)2p+2ℑ[A2p+1(E)] . (3.16)
By utilizing, once more, the relation (3.9) one has
ℑ[A2p+1(E)] =
[
2−2p−1ℑζH
(
−2p − 1 ; im
2
E
)
− ℑζH
(
−2p − 1 ; i m
2
2E
)] [
H2p+1 − ln
(
2E
µ2
)]
− pi
2
[
2−2p−1ℜζH
(
−2p − 1 ; im
2
E
)
− ℜζH
(
−2p − 1 ; i m
2
2E
)]
+ 2−2p−1 ln 2ℑζH
(
−2p − 1 ; im
2
E
)
+ 2−2p−1ℑζ′H
(
−2p − 1 ; im
2
E
)
− ℑζ′H
(
−2p − 1 ; i m
2
2E
)
. (3.17)
The real and imaginary parts of the Hurwitz zeta function that appear in (3.17) can be explicitly evaluated
and read [17]
ℑζH(−2p − 1 ; iq) = (−1)
p
2
q2p+1 , (3.18)
ℜζH(−2p − 1 ; iq) = (2p + 1)!
p∑
j=0
(−1) j+1B2(p− j+1)
[2(p − j + 1)]!(2 j)!q
2 j
+
(−1)p
2(p + 1)
q2p+2 , (3.19)
and
ℑζ′H(−2p − 1 ; iq) = −
pi
2
ℜζH(−2p − 1 ; iq) − (−1)
p
2
q2p+1 ln q + (−1)p (2p + 1)!
2(2pi)2p+1
Li2p+2
(
e−2piq
)
. (3.20)
The substitution of (3.18) through (3.20) in the expression (3.17) together with the result (3.14) leads to the
formula, valid when (l + 1 − k) = 2p + 1,
ℑ[A2p+1(E)] = (−1)
p(2p + 1)!
2(2pi)2p+1
Li2p+2
(
−e−pim
2
E
)
. (3.21)
10
By using (3.15) and (3.21) in (3.6) we can finally write the imaginary part of the first term of (3.3) as
ℑ
[
2(−2iE)l+2
(4pi)l+2
l+1∑
k=0
aNk
(−1)l+1−k(−2iE)−k
(l + 1 − k)!
{ [
Hl+1−k − ln
(
−i2E
µ2
)]
ζH
(
k − l − 1; 1
2
+ i
m2
2E
)
+ ζ′H
(
k − l − 1; 1
2
+ i
m2
2E
) }]
= − E
l+2
(2pi)2l+3
l+1∑
k=0
aNk
(
E
pi
)−k
Lil+2−k
(
−e−pim
2
E
)
. (3.22)
We can now focus our attention to the second term of (3.3). The formula (3.9) allows us to write, for the
finite part of the Hurwitz zeta function at s = 1,
FP ζH
(
1;
1
2
+ i
m2
2E
)
= 2 ln 2 + 2FP ζH
(
1; i
m2
E
)
− FP ζH
(
1; i
m2
2E
)
. (3.23)
To evaluate the finite parts appearing on the right-hand side of the previous equation, we first notice that the
Hurwitz zeta function of imaginary second argument can be expressed, for s ∈ C and q ∈ (0, 1), as follows
[17]
ζH(s; iq) =
Γ(1 − s)
(2pi)1−s
[
sin
(
pis
2
)
F(s, q) + i cos
(
pis
2
)
G(s, q)
]
, (3.24)
where
F(s, q) = Li1−s
(
e2piq
)
+ Li1−s
(
e−2piq
)
, and G(s, q) = Li1−s
(
e2piq
)
− Li1−s
(
e−2piq
)
. (3.25)
By setting s = 1 − ε in (3.24), one obtains, for ε→ 0,
ζH(1 − ε; iq) = −1
ε
+ γ + log 2pi − F′(1, q) + ipi
2
G(1, q) + O(ε) , (3.26)
where γ is the Euler-Mascheroni constant and it can be proved [17] that
F′(1, q) =
i
2q
− 2
∞∑
k=0
ζ′(−2k)
(2k)!
(2piq)k , and G(1, q) = − 1
tanh(piq)
. (3.27)
By using the result (3.26) in (3.23) it is not very difficult to obtain
FP ζH
(
1;
1
2
+ i
m2
2E
)
= ln 8pi + γ + 2
∞∑
k=0
ζ′(−2k)
(2k)!
(22k+1 − 1)
(
pim2
E
)k
− ipi
2
tanh
(
pim2
2E
)
, (3.28)
from which one can easily extract the needed imaginary part. We can, therefore, conclude that the imaginary
part of the second term of (3.3) reads
ℑ
{
2
(4pi)l+2
aNl+2
[
FP ζH
(
1;
1
2
+ i
m2
2E
)
− ln
(
−i2E
µ2
)]}
=
1
2(4pi)l+1
aNl+2Li0
(
−e−pim
2
E
)
, (3.29)
which can be obtained by noticing that
1
2
[
1 − tanh
(
pim2
2E
)]
= Li0
(
−e−pim
2
E
)
. (3.30)
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Let us continue the discussion with the evaluation of the imaginary part of the complex-valued element
in the third term of (3.3). We use the general formula (3.5) to write
ℑ
[
(−2iE)l−k+ 32 ζH
(
k − l − 1
2
;
1
2
+ i
m2
2E
) ]
= (2E)l−k+
3
2
{
sin
[
pi
2
(
k − l − 1
2
)] [
2k−l−
1
2ℑζH
(
k − l − 1
2
; i
m2
E
)
− ℑζH
(
k − l − 1
2
; i
m2
2E
)]
− cos
[
pi
2
(
k − l − 1
2
)] [
2k−l−
1
2ℜζH
(
k − l − 1
2
; i
m2
E
)
−ℜζH
(
k − l − 1
2
; i
m2
2E
)] }
. (3.31)
As it is clear from (3.24) the Hurwitz zeta functions in (3.31) can be written in terms of the polylogarithmic
functions. We would like to point out that for s ∈ R and for q ∈ (0, 1), the function Li1−s(e−2piq) is real while
Li1−s(e2piq) becomes a complex function for s < 1 and a real function for s ≥ 1. Hence, for s < 1 one finds
[17]
ℜζH(s, iq) = Γ(1 − s)
(2pi)1−s
[
sin
(
pi
2
s
)
ℜF(s, q) − cos
(
pi
2
s
)
ℑG(s, q)
]
, (3.32)
ℑζH(s, iq) = Γ(1 − s)
(2pi)1−s
[
cos
(
pi
2
s
)
ℜG(s, q) + sin
(
pi
2
s
)
ℑF(s, q)
]
, (3.33)
where
ℜF(s, q) = pi
tan(pis)
(2piq)−s
Γ(1 − s) +
∞∑
k=0
ζR(1 − s − k)
k!
(2piq)k + Li1−s
(
e−2piq
)
, (3.34)
ℑF(s, q) = −pi (2piq)
−s
Γ(1 − s) , (3.35)
and
ℜG(s, q) = ℜF(s, q) − 2Li1−s
(
e−2piq
)
, ℑG(s, q) = ℑF(s, q) . (3.36)
When s ≥ 1, Li1−s(e2piq) is a real function when q ∈ (0, 1) and the expression (3.24) is sufficient to readily
find the real and imaginary parts. These results allow us to proceed with the explicit calculation of the
quantity in (3.31). When k − l − 1/2 < 1 we obtain
sin
[
pi
2
(
k − l − 1
2
)] [
2k−l−
1
2ℑζH
(
k − l − 1
2
; i
m2
E
)
− ℑζH
(
k − l − 1
2
; i
m2
2E
)]
=
Γ
(
l + 3
2
− k
)
2(2pi)l+
3
2
−k
{
(−1)l−k+1
[
2k−l−
1
2ℜG
(
k − l − 1
2
;
m2
E
)
−ℜG
(
k − l − 1
2
;
m2
2E
)]
+ 2k−l−
1
2ℑF
(
k − l − 1
2
;
m2
E
)
− ℑF
(
k − l − 1
2
;
m2
2E
) }
. (3.37)
By exploiting the results (3.34) through (3.36) and also (3.14) it is not very difficult to get
sin
[
pi
2
(
k − l − 1
2
)] [
2k−l−
1
2ℑζH
(
k − l − 1
2
; i
m2
E
)
− ℑζH
(
k − l − 1
2
; i
m2
2E
)]
=
(−1)l−k+1Γ
(
l + 3
2
− k
)
2(2pi)l+
3
2
−k

∞∑
j=0
ζ
(
3
2
+ l − k − j
)
j!
(
pim2
E
) j (
2 j−l+k−
1
2 − 1
)
− Li 3
2
+l−k
(
−e−pim
2
E
) . (3.38)
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Similarly, we can write
cos
[
pi
2
(
k − l − 1
2
)] [
2k−l−
1
2ℜζH
(
k − l − 1
2
; i
m2
E
)
−ℜζH
(
k − l − 1
2
; i
m2
2E
)]
=
Γ
(
l + 3
2
− k
)
2(2pi)l+
3
2
−k
{
− 2k−l− 12ℑG
(
k − l − 1
2
;
m2
E
)
+ ℑG
(
k − l − 1
2
;
m2
2E
)
+ (−1)l−k+1
[
2k−l−
1
2ℜF
(
k − l − 1
2
;
m2
E
)
−ℜF
(
k − l − 1
2
;
m2
2E
)] }
. (3.39)
By using, once again (3.14) and (3.34) through (3.36) we arrive at the result
cos
[
pi
2
(
k − l − 1
2
)] [
2k−l−
1
2ℜζH
(
k − l − 1
2
; i
m2
E
)
−ℜζH
(
k − l − 1
2
; i
m2
2E
)]
=
(−1)l−k+1Γ
(
l + 3
2
− k
)
2(2pi)l+
3
2
−k

∞∑
j=0
ζ
(
3
2
+ l − k − j
)
j!
(
pim2
E
) j (
2 j−l+k−
1
2 − 1
)
+ Li 3
2+l−k
(
−e−pim
2
E
) . (3.40)
By substituting (3.38) and (3.40) in (3.31) we obtain, when k − l − 1/2 < 1, the expression
ℑ
[
(−2iE)l−k+ 32 ζH
(
k − l − 1
2
;
1
2
+ i
m2
2E
) ]
= (2E)l−k+
3
2
(−1)l−kΓ
(
l + 3
2
− k
)
(2pi)l+
3
2
−k Li 32+l−k
(
−e−pim
2
E
)
. (3.41)
We consider, now, the case k − l − 1/2 > 1. In this situation the real and imaginary parts of the Hurwitz
zeta function of imaginary second argument can be extracted directly from (3.24). In more details, one has
ℑ
[
(−2iE)l−k+ 32 ζH
(
k − l − 1
2
;
1
2
+ i
m2
2E
) ]
= (2E)l−k+
3
2
(−1)l−k+1Γ
(
l + 3
2
− k
)
2(2pi)l+
3
2
−k
[
2k−l−
1
2G
(
k − l − 1
2
;
m2
E
)
−G
(
k − l − 1
2
;
m2
2E
)
− 2k−l− 12 F
(
k − l − 1
2
;
m2
E
)
+ F
(
k − l − 1
2
;
m2
2E
) ]
. (3.42)
According to (3.25) and (3.14)
2k−l−
1
2G
(
k − l − 1
2
;
m2
E
)
−G
(
k − l − 1
2
;
m2
2E
)
= Li 3
2
−k+l
(
−epim
2
E
)
− Li 3
2
−k+l
(
−e−pim
2
E
)
, (3.43)
and
2k−l−
1
2 F
(
k − l − 1
2
;
m2
E
)
− F
(
k − l − 1
2
;
m2
2E
)
= Li 3
2
−k+l
(
−epim
2
E
)
+ Li 3
2
−k+l
(
−e−pim
2
E
)
. (3.44)
The last two results allows us to write, also for k − l − 1/2 > 1,
ℑ
[
(−2iE)l−k+ 32 ζH
(
k − l − 1
2
;
1
2
+ i
m2
2E
) ]
= (2E)l−k+
3
2
(−1)l−kΓ
(
l + 3
2
− k
)
(2pi)l+
3
2−k
Li 3
2
+l−k
(
−e−pim
2
E
)
. (3.45)
Hence, from (3.41) and (3.45) we can express the imaginary part of the third term in (3.3) as
ℑ

2(−2iE)l+2
(4pi)l+2
∞∑
k=0
aN
k+ 1
2
(−2iE)−k− 12Γ
(
k − l − 1
2
)
ζH
(
k − l − 1
2
;
1
2
+ i
m2
2E
)
= − E
l+ 3
2
2
√
pi(2pi)2l+2
∞∑
k=0
aN
k+ 1
2
(
pi
E
)k
Li 3
2
−k+l
(
−e−pim
2
E
)
. (3.46)
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Lastly, we evaluate the imaginary part of the complex-valued component of the fourth term in (3.3). In
particular we find
ℑ
{
(−2iE)−k+l+2ζH
(
k − l − 1; 1
2
+ i
m2
2E
)}
= (2E)−k+l+2
{
sin
[
pi
2
(k − l − 1)
]
ℑζH
(
k − l − 1; 1
2
+ i
m2
2E
)
− cos
[
pi
2
(k − l − 1)
]
ℜζH
(
k − l − 1; 1
2
+ i
m2
2E
) }
. (3.47)
Once again, It is convenient to separate even and odd values of the quantity k − l − 1. When k − l − 1 = 2p,
p ∈ N0 we have, by using (3.9),
ℑ
{
(−2iE)−2p+1ζH
(
2p ;
1
2
+ i
m2
2E
)}
= (2E)−2p+1(−1)p+1
[
22pℜζH
(
2p; i
m2
E
)
−ℜζH
(
2p; i
m2
2E
)]
, (3.48)
while for k − l − 1 = 2p + 1, p ∈ N0, we obtain instead
ℑ
{
(−2iE)−2pζH
(
2p + 1 ;
1
2
+ i
m2
2E
)}
= (2E)−2p(−1)p
[
22p+1ℑζH
(
2p + 1; i
m2
E
)
− ℑζH
(
2p + 1; i
m2
2E
)]
. (3.49)
For positive integers and for q ∈ (0, 1), one can prove that [17]
ℜζH(2p, iq) = (−1)p (2pi)
2p
4(2p − 1)!F(2p, q) +
(−1)p
2
q−2p , (3.50)
and
ℑζH(2p + 1, iq) = (−1)p (2pi)
2p+1
4(2p)!
G(2p + 1, q) +
(−1)p+1
2
x−2p−1 . (3.51)
From the definitions (3.25) and the relation (3.14) one finds that
22pℜζH
(
2p; i
m2
E
)
−ℜζH
(
2p; i
m2
2E
)
=
(−1)p(2pi)2p
4(2p − 1)!
[
Li1−2p
(
−epim
2
E
)
+ Li1−2p
(
−e−pim
2
E
)]
, (3.52)
and
22p+1ℑζH
(
2p + 1; i
m2
E
)
− ℑζH
(
2p + 1; i
m2
2E
)
=
(−1)p(2pi)2p+1
4(2p)!
[
Li−2p
(
−epim
2
E
)
− Li−2p
(
−e−pim
2
E
)]
. (3.53)
By using the last results in (3.48) and (3.49) it is not very difficult to get
ℑ
{
2(−2iE)l+2
(4pi)l+2
∞∑
k=l+3
aNk (−2iE)−kΓ (k − l − 1) ζH
(
k − l − 1; 1
2
+ i
m2
2E
) }
=
pi
(4pi)l+2
∞∑
k=l+3
(
pi
E
)k−l−2 [
(−1)k−l−2Lil−k+2
(
−epim
2
E
)
− Lil−k+2
(
−e−pim
2
E
)]
. (3.54)
By noticing that for p ∈ N+ and z ∈ C/{0}, the polylogarithmic functions satisfy [29]
Li−p(z) + (−1)pLi−p
(
1
z
)
= 0 , (3.55)
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the formula in (3.54) can be further simplified to
ℑ
{
2(−2iE)l+2
(4pi)l+2
∞∑
k=l+3
aNk (−2iE)−kΓ (k − l − 1) ζH
(
k − l − 1; 1
2
+ i
m2
2E
) }
= − 2pi
(4pi)l+2
∞∑
k=l+3
aNk
(
pi
E
)k−l−2
Lil−k+2
(
−e−pim
2
E
)
. (3.56)
We can finally collect the results in (3.22), (3.29), (3.46), and (3.56) to write the imaginary part of (3.3)
valid for even dimensions d = 2l,
1
Ω
ℑ
[
d
ds
[
µ−2sζ(s)
] ∣∣∣∣
s=0
]
∼ − E
l+2
(2pi)2l+3
l+1∑
k=0
aNk
(
pi
E
)k
Lil+2−k
(
−e−pim
2
E
)
+
1
2(4pi)l+1
aNl+2Li0
(
−e−pim
2
E
)
− E
l+ 3
2
2
√
pi(2pi)2l+2
∞∑
k=0
aN
k+ 1
2
(
pi
E
)k
Lil+ 3
2
−k
(
−e−pim
2
E
)
− E
l+2
2(4pi)l+1
∞∑
k=l+3
aNk
(
pi
E
)k
Lil+2−k
(
−e−pim
2
E
)
. (3.57)
A similar calculation can be performed in order to obtain an expression for the imaginary part of (3.4)
corresponding to the case of an odd-dimensional manifold N. Therefore, for the sake of brevity, we will not
repeat the explicit calculations and present the final result as
1
Ω
ℑ
[
d
ds
[
µ−2sζ(s)
] ∣∣∣∣
s=0
]
∼ − E
l+2
2
√
pi(2pi)2l+3
l+1∑
k=0
aN
k+ 1
2
(
pi
E
)k
Lil+2−k
(
−e−pim
2
E
)
+
1
2(4pi)l+
3
2
aN
l+ 5
2
Li0
(
−e−pim
2
E
)
− E
l+ 5
2
(2pi)2l+4
∞∑
k=0
aNk
(
pi
E
)k
Lil+ 5
2
−k
(
−e−pim
2
E
)
− E
l+2
2
√
pi(2pi)2l+3
∞∑
k=l+3
aN
k+ 1
2
(
pi
E
)k
Lil+2−k
(
−e−pim
2
E
)
. (3.58)
valid when d = 2l + 1, with l ∈ N0.
IV. THE RATE OF PARTICLE CREATION FOR SPECIFIC MANIFOLDS N
The results obtained in the last section are sufficient for discussing the rate of particle creation on product
manifolds of the type M4 × N. While the imaginary part of the derivative of the spectral zeta function at
s = 0 is more precisely related to the vacuum persistence probability, the rate of particle creation per unit
volume is given by (3.57) and (3.58) with the polylogarithmic functions replaced by the first term of their
defining series [7, 12, 26, 30]
Lis
(
−e−pim
2
E
)
≈ −e−pim
2
E . (4.1)
By recalling that aN
0
= 1, the first few leading terms contributing to the rate of particle creation when the
dimension of the manifold N is d, are, from (3.57) and (3.58),
R ≃ E
d
2
+2
(2pi)d+3
e−pi
m2
E
[
1 +
√
pi
E
aN1
2
+
pi
E
aN1 +
(
pi
E
) 3
2
aN3
2
+ O(E−2)
]
. (4.2)
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The above result clearly shows that the leading term describes the rate of particle creation per unit space-time
volume in a flat space of dimension D = d + 4. The remaining subleading terms represent the corrections
to the flat space rate due to the geometric characteristics of the manifold N. We would like to make a
comment at this point. It is well-known that the rate of particle creation in four-dimensional Minkowski
space is proportional to E2 [12, 36]. From the result presented in (4.2) one can easily realize that the rate
of particle creation in the presence of d extra dimensions is, instead, proportional to E
d
2
+2. This implies
that the mere presence of d extra dimensions, irrespective of their particular geometry, increases the rate of
particle production by a factor of Ed/2.
The results we have obtained so far are valid for any smooth, compact Riemmanina manifold N and can,
therefore, be used to obtain explicit formulas for the rate of particle creation for specific manifolds. Below
we illustrate a few simple cases.
a. Flat manifold N. If we assume that the manifold N, representing the extra dimensions, is flat, then
all the coefficients aN
k/2
of the small-t expansion of the trace of the heat kernel vanish identically [27] except
for the first one for which the relation aN
0
= 1 holds. In this case the formula in (3.57) provides a very simple
expression for the rate of particle creation. In more details, for any dimension d we have
R ≃ E
d
2
+2
(2pi)d+3
e−pi
m2
E , (4.3)
which, as one should expect, coincides with the rate of particle creation in a (d+4)-dimensional Minkowski
space [19].
b. Compact manifold N without boundary. If the manifold N is considered to be compact and without
boundary then all the coefficients aN
k+ 1
2
, with k ∈ N0 vanish since they incorporate only the geometric
information of the boundary of N [27]. In this situation only the coefficients aN
k
with positive integer index
are present in the expansions (3.57) and (3.58) which provide the following expression for the rate of particle
creation
R ≃ E
d
2
+2
(2pi)d+3
e−pi
m2
E
[
1 +
pi
E
aN1 +
(
pi
E
)2
aN2 + O(E
−3)
]
. (4.4)
The coefficient aN
1
of the asymptotic expansion of the heat kernel is proportional to the integral of the scalar
curvature of N [21, 27]. From (4.4) it is not difficult to realize that if N has positive scalar curvature, then
the rate of particle creation is enhanced compared to the rate in a D-dimensional flat Minkowski space. The
rate is, instead, decreased if the manifold N has negative scalar curvature. We would like to point out here,
that the result obtained for the rate of particle creation in (4.2) does not hold for strongly curved manifolds,
that is for manifolds for which R ∼ E. In fact, the coefficients aN
j
are proportional to integrals of geometric
quantities constructed from the j-th power of the curvature of N. It is clear from the previous formulas that
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if R ∼ E, then every term in (4.2) would have the same order of magnitude of the term preceding it and,
hence, the entire series would have to be taken into account.
c. Manifold N as a d-dimensional ball. We assume, now, that the manifold N is a d-dimensional ball
of radius R, Bd = {x ∈ Rd; |x| ≤ R}. For this case, the heat kernel coefficients ABd
k/2
are well-known [4] for a
variety of boundary conditions. To obtain aB
d
k/2
from AB
d
k/2
in [4] we need to recall that for a d-dimensional
ball of radius R, Vol
(
Bd
)
= pid/2Rd/Γ(d/2 + 1) and that aB
d
k/2
= AB
d
k/2
/Vol
(
Bd
)
. For Dirichlet boundary
conditions and d = 3 the rate of particle creation can be found to be
R ≃ E
7
2
(2pi)6
e−pi
m2
E
[
1 − 3pi
2RE1/2
+
2pi
R2E
− pi
2
8R3E3/2
− 4pi
2
105R4E2
− pi
3
160R5E5/2
+ O(E−3)
]
. (4.5)
For d = 4 and Dirichlet boundary conditions we have, instead,
R ≃ E
4
(2pi)7
e−pi
m2
E
[
1 − 2pi
RE1/2
+
4pi
R2E
− 11pi
2
16R3E3/2
− 8pi
2
45R4E2
− 35pi
3
2084R5E5/2
+ O(E−3)
]
. (4.6)
When d = 5, we obtain, for Dirichlet boundary conditions, the following particle creation rate
R ≃ E
9
2
(2pi)8
e−pi
m2
E
[
1 − 5pi
2RE1/2
+
20pi
3R2E
− 15pi
2
8R3E3/2
− 16pi
2
63R4E2
+
17pi3
192R5E5/2
+ O(E−3)
]
. (4.7)
By utilizing the results of [4] one can obtain similar rates of particle creation for Neumann and Robin
boundary conditions. It is interesting to notice that the corrections to the flat D-dimensional particle creation
rate due to the geometry of the ball are proportional to negative integer powers of RE1/2 regardless of the
dimension d of Bd. In addition, the results (4.5)-(4.6) show that the leading correction in d = 3, 4, 5 is always
negative which implies that, to that order, the flat D-dimensional particle creation rate is diminished by the
presence of the d-dimensional ball. We would like to point out that this is a feature of Dirichlet boundary
conditions. In fact, if we consider Neumann boundary conditions the leading correction in d = 3, 4, 5
is, in that case, always positive (see [4]). This means that for Neumann boundary conditions the flat D-
dimensional particle creation rate is enhanced, to the first subleading order, by the presence of the ball.
V. CONCLUSIONS
In this work we have analyzed the rate of particle creation associated with a massive scalar field prop-
agating on a product manifold M4 × N under the influence of a uniform electric field. We exploited the
spectral zeta function regularization technique in which the one-loop effective action of the system un-
der consideration is expressed in terms of the derivative of the spectral zeta function associated with the
dynamical operator of the quantum field. To obtain a well-defined spectral problem we computed the rel-
evant spectral zeta function in an Euclidean setting and then performed an inverse Wick rotation back to
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Minkowski space. In doing so, the one-loop effective action acquires an imaginary part which indicates a
violation of unitarity in the system and is related to the rate of particle creation. The evaluation and anal-
ysis of the abovementioned imaginary part was the main focus of this work. The explicit calculations we
have performed in Section III were made possible by the fact that the spectral zeta function was espressed
in terms of the Hurwitz zeta function of imaginary second argument and that formulas for the latter were
already known in the literature. The results found for the imaginary part of the one-loop effective action
were directly applied to the evaluation, in Section IV of the rate of particle creation for general manifolds
N and then for a few simple particular cases. In general, we have found that the rate of particle creation
R of a massive scalar field by a uniform electric field is always enhanced by the presence of the manifold
N representing the extra dimensions. More precisely, the leading behavior of the rate R is influenced only
by the dimension of N while the subleading corrections depend on the particular geometry of the extra
dimensions through the coefficients of the heat kernel asymptotic expansion. We found that the first correc-
tion to the rate of particle creation is proportional to the aN
1/2
coefficient. This suggests that the boundary
conditions the field obeys on ∂N play an important role in the ambit of particle creation in the presence
of extra dimensions since, as is well-known, aN
1/2
encodes geometric information about the boundary of N
and the specific boundary conditions. It is interesting to mention the following: The results for the rate R
obtained here could be used as the basis for an indirect observation of extra dimensions. Let us assume that
one could produce strong enough electric fields. In this case the rate of particle creation could be measured
experimentally. One would expect that such measured rate would be proportional, according to Schwinger’s
results, to E2. However, if any deviation from the E2 behavior was to be observed, that would indicate the
existence of extra dimensions. In addition, the number of extra dimensions would be twice the measured
deviation.
The analysis performed here could be extended to include different types of manifolds. If fact, it would
be interesting to analyze the rate of particle creation when N is a manifold possessing one or more singular
points. One could specifically study the influence that geometric singularities have on particle creation.
Another generalization to our results which would be worth exploring consists in replacing the product
manifold with a warped product manifold M4 × f N and a warping function f . Manifolds with this type of
geometry are very relevant in the ambit of Randall-Sundrum models in string theory. It would be interesting,
in this situation, to analyze the dependence of the rate of particle creation on the warping function and the
manifold N. It is to be expected, however, that the analysis of the rate of particle creation for both cases
suggested above would be somewhat more technically involved than the one presented here. In fact, in the
more general cases the one-loop effective action is not expected to be expressed in terms of the Hurwitz
zeta function. This would make extracting the imaginary part needed for the rate of particle creation more
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difficult. An additional extension of our results involves the computation of the rate of particle creation for
a spinor field propagating on a product manifold due to a uniform electric field. This analysis should be
rather straightforward as we expect that the spinor one-loop effective action is expressed in terms of the
Hurwitz zeta function. Extracting the imaginary part for the computation of the rate of particle creation
should follow the same arguments outlined in this paper without additional technical complications.
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