On the structure of fundamental groups of conic-line arrangements having
  a cycle in their graph by Friedman, Michael & Garber, David
ar
X
iv
:1
30
4.
75
61
v1
  [
ma
th.
GT
]  
29
 A
pr
 20
13
ON THE STRUCTURE OF FUNDAMENTAL GROUPS OF CONIC–LINE
ARRANGEMENTS HAVING A CYCLE IN THEIR GRAPH
MICHAEL FRIEDMAN AND DAVID GARBER
Abstract. The fundamental group of the complement of a plane curve is a very important
topological invariant. In particular, it is interesting to find out whether this group is
determined by the combinatorics of the curve or not, and whether it is a direct sum of free
groups and a free abelian group, or it has a conjugation-free geometric presentation.
In this paper, we investigate the structure of this fundamental group when the graph
of the conic-line arrangement is a unique cycle of length n and the conic passes through
all the multiple points of the cycle. We show that if n is odd, then the affine fundamental
group is abelian but not conjugation-free. For the even case, if n > 4, then using quotients
of the lower central series, we show that the fundamental group is not even a direct sum
of a free abelian group and free groups.
1. Introduction
The fundamental group of the complement of a plane curve is a very important topologi-
cal invariant. For example, it is used to distinguish between curves that form a Zariski pair,
which is a pair of curves having the same combinatorics but non-homeomorphic complements
in CP2 (see [4] for the exact definition and [5] for a survey). Moreover, the Zariski-Lefschetz
hyperplane section theorem (see [20]) states that π1(CP
N − S) ∼= π1(H − (H ∩ S)), where
S is a hypersurface in CPN and H is a generic 2-plane. Since H ∩ S is a plane curve, the
fundamental groups of complements of plane curves can also be used for computing the
fundamental groups of complements of hypersurfaces. Note that when S is a hyperplane
arrangement, H∩S is a line arrangement in CP2. Thus, one of the main tools for investigat-
ing the topology of hyperplane arrangements is the fundamental groups G¯ = π1(CP
2 − L)
and G = π1(C
2 − L), where L is an arrangement of lines.
One of the main questions arising in the research of hyperplane arrangements is how does
the combinatorics - in this case, the intersection lattice - of such an arrangement determine
the fundamental group G or the quotients, for example, of its lower central series Gi/Gi+1
(where G1 = G and Gi = [Gi−1, G]). For example, when does the arrangement have a
conjugation-free geometric presentation for its fundamental group? Also, it is well-known
that for line arrangements, G/G2, G/G3 and G2/G3 are determined by the combinatorics
(see Section 2.3) and in fact Falk [10] has shown that the rank of the quotients Gi/Gi+1
is also determined by the combinatorics. However, as Rybnikov shows [23], the quotient
G/G4 is not determined by the combinatorics, at least for complex arrangements.
These questions lead us to investigate the situation in the simplest generalization of
arrangements of lines: conic–line (CL) arrangements. Indeed, some families of CL arrange-
ments were studied by Amram et al. (see e.g. [1, 2] and especially [3, Theorem 6]). We also
showed in [13] that the combinatorics of some families of real CL arrangements determines
the structure of the corresponding fundamental group G and that G is conjugation-free.
However, the family An, where the graph of the arrangement is a cycle of length n and
the conic passes through all the vertices of the graph, poses problems: not only that these
arrangements are not conjugation-free (at least for odd n), but one has to differentiate
between cycles whose lengths have different parity.
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In this paper, we give a complete description of the affine fundamental group π1(C
2−An)
for the case of odd n: in this case, the fundamental group is abelian but not conjugation-
free. For the case of even n, we prove that the fundamental group is not abelian and not a
direct sum of a free abelian group and free groups. The last statement is proven by studying
the groups G2/G3, G/G3 and Z(G/G3).
The paper is organized as follows. In Section 2, we survey the known results on line
arrangements, the conjugation-free property and certain quotients of the fundamental group
arising from the lower central series. In Section 3, we examine two special cases, when the
arrangement is as above and the cycle is of length 3 or 4, and in Section 4 we prove the
main result: while for odd n, the fundamental group is abelian and not conjugation-free,
for even n > 4, the fundamental group is not a sum of a free abelian group and free groups.
Acknowledgements: We would like to thank Arkadius Kalka, Meital Eliyahu and Uzi
Vishne for stimulating talks.
The first author would like to thank the Max-Planck-Institute fu¨r Mathematik in Bonn
for the warm hospitality and support and the Fourier Institut in Grenoble, where the final
part of this paper was carried out.
2. Arrangements and the conjugation-free property
In this section, we give a short survey of the known results concerning the structure of the
fundamental group of the complement of line arrangements and conic-line arrangements,
while mentioning also the conjugation-free property.
2.1. Arrangements and their associated graphs. An affine line arrangement in C2 is
a union of copies of C1 in C2. Such an arrangement is called real if the defining equations
of all its lines can be written with real coefficients, and complex otherwise.
For a real or complex line arrangement L, Fan [12] defined a graph G(L) which is associ-
ated to the multiple points of L (i.e. points where more than two lines are intersected). We
give here its version for real arrangements (the general version is more delicate to explain
and will be omitted): Given a real line arrangement L, the graph G(L) lies on the real part
of L. Its vertices are the multiple points of L and its edges are the segments between the
multiple points on lines which have at least two multiple points. Note that if the arrange-
ment consists of three multiple points on the same line, then G(L) has three vertices on the
same edge (see Figure 1(a)). If two such lines happen to intersect in a simple point (i.e. a
point where exactly two lines are intersected), it is ignored (i.e. there is no corresponding
vertex in the graph). See another example in Figure 1(b) (note that Fan’s definition gives
a graph slightly different from the graph defined in [16, 24]).
(a) (b)
Figure 1. Examples for the graph G(L).
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Fan [11, 12] proved that given a complex line arrangement L, if the graph G(L) has
no cycles, then π1(CP
2 − L) is isomorphic to a direct sum of a free abelian group and free
groups. Eliyahu et al. [9] proved the inverse direction to Fan’s result (which was conjectured
by Fan [12]), i.e. if the fundamental group of the arrangement is a direct sum of free groups
and a free abelian group, then the graph G(L) has no cycles.
We now turn to real conic-line arrangements.
Definition 2.1. A real conic-line (CL) arrangement A is a union of conics and lines in C2,
where all the conics and the lines are defined over R and every singular point (with respect
to a generic projection) of the arrangement is in R2. In addition, for every conic C, C ∩R2
is not an empty set, neither a point nor a (double) line.
Moreover, we assume from now on the following assumption:
Assumption 2.2. Let A be a real CL arrangement. Then, for each pair of components
ℓ1, ℓ2 of A, ℓ1 and ℓ2 intersect transversally (i.e. the intersection multiplicity of ℓ1, ℓ2 is 1
at each intersection point).
For example, a tangency point is not permitted.
Similar to Fan’s graph associated to line arrangements, one can associate the following
graph to a real CL arrangement:
Definition 2.3. The graph G(A) for a real CL arrangement A is defined as follows: its
vertices will be the multiple points (with multiplicity larger than 2), and its edges will be
the segments on the lines connecting these points if two such points are on the same line
(see an example in Figure 2).
Figure 2. An example for the graph G(A) associated to a CL arrangement A.
In [13], we have proved the equivalence to Fan’s result regarding real CL arrangements
with one conic.
Theorem 2.4. Let A be a real CL arrangement with one conic and k lines, such that β(A) =
0, where β(A) is the first Betti number of the associated graph G(A) (hence β(A) = 0 means
that the graph G(A) has no cycles). Then π1(C
2−A) is isomorphic to a direct sum of a free
abelian group and free groups. In addition, if the arrangement consists only of nodes and
triple points and all the triple points are on the conic, then the corresponding fundamental
group is abelian.
Note that while for line arrangements the inverse direction (i.e. such a structure of
the fundamental group implies that the associated graph has no cycles) is correct, for CL
arrangements it is not true anymore. For example, take three generic lines and a circle
passing through the three intersection points (see Figure 4 below). The fundamental group
of the complement of this arrangement is abelian (see [6] and also Theorem 3.2(a) below),
although β(A) = 1 > 0. We generalize this phenomenon here.
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2.2. Conjugation-free property. Recall that for computing the fundamental group of a
complement of a curve C in C2, we use the Zariski-van Kampen thereom [17]. This theorem
uses a generic projection π : C2 → ℓ = C1 (or a projection π : CP2 → CP1 with a center O)
to a generic line ℓ (also called the reference line) in order to induce the geometric generators
in the fiber C1p = π
−1(p), where p is a generic point in ℓ. These generators also generate
π1(C
2 − C).
Using these notations, we recall the notion of a conjugation-free geometric presentation
for the fundamental group of line and CL arrangements (see [7, 13]):
Definition 2.5. Let G be the fundamental group of the affine or projective complements of
a real CL arrangement with k lines and n conics (where k > 0 and n ≥ 0). We say that
G has a conjugation-free geometric presentation if G has a presentation with the following
properties:
• In the affine case, the generators {x1, . . . , xk+2n} are the meridians of lines and
conics at C1p, and therefore there are k + 2n generators.
• In the projective case, the generators are the meridians of lines and conics at C1p =
π−1(p) except for one, and therefore there are k + 2n− 1 generators.
• In both cases, the induced relations are of the following types:
xitxit−1 · · · xi1 = xit−1 · · · xi1xit = · · · = xi1xit · · · xi2
induced by an intersection point of multiplicity t, or
xi1 = xi2 ,
induced by a branch point, where {i1, i2, . . . , it} ⊆ {1, . . . ,m} is an increasing sub-
sequence of indices, where m = k+ 2n in the affine case and m = k+2n− 1 in the
projective case. Note that if t = 2 in the first type, we get the usual commutator.
• In the projective case, we have an extra relation that a specific multiplication of all
the generators is equal to the identity element.
Note that in each case we claim that with respect to particular choices of the reference line
ℓ (i.e. the line to which we project the arrangement), the point p (the basepoint for both the
meridians in the fiber C1p and the loops in the group π1(ℓ−N, p)) and the projection point
O, we have this conjugation-free property.
Remark 2.6. In the model we work with, the reference line is ℓ = {y = a}, a≪ 0, where
ℓ is chosen to be below all the real singular points of the arrangement, the projection in C2
is (x, y)→ x (i.e. in CP2, the point O is (1 : 0 : 0)) and the basepoint p ∈ ℓ is real.
Remark 2.7. The relation of the form
xstit x
st−1
it−1
· · · xs1i1 = x
st−1
it−1
· · · xs1i1 x
st
it
= · · · = xs1i1 x
st
it
· · · xs2i2 ,
induced by an intersection point of multiplicity t, is called a cyclic relation of length t (where
si ∈ 〈x1, . . . , xn〉), and is abbreviated as
[xs1i1 , . . . , x
st
it
] = e.
Note that a cyclic relation of length t can be written as a list of t−1 commutative relations:
[xskik , x
sk−1
ik−1
· · · xs1i1 · x
st
it
· · · x
sk+1
ik+1
] = e,
where 1 ≤ k ≤ t.
We recall the following propositions from [8] and [13]:
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Proposition 2.8. (1) Let L be a real line arrangement satisfying β(L) ≤ 1. Then, π1(C
2−
L) has a conjugation-free geometric presentation [8].
(2) Let A be a real CL arrangement satisfying β(A) = 0. Then, π1(C
2 − A) has a
conjugation-free geometric presentation [13].
The conjugation-free property is sometimes preserved while adding a line to the arrange-
ment. Explicitly, we have the following proposition (see [13]):
Proposition 2.9. (1) Let L be a real line arrangement such that π1(C
2 − L, u) has a
conjugation-free geometric presentation for any real basepoint u ∈ ℓ − N (where N is the
set of the projection of singular points with respect to the projection π). Let L be a line not
in L that passes through a single intersection point of L. Then, π1(C
2 − (L ∪ L), u) has a
conjugation-free geometric presentation for any real basepoint u.
(2) Let A be a real CL arrangement with one conic such that π1(C
2 − A, u) has a
conjugation-free geometric presentation for any real basepoint u ∈ ℓ − N . Let L be a line
not in A that passes through a single intersection point of A such that β(A∪L) = 0. Then,
π1(C
2 − (A ∪ L), u) has a conjugation-free geometric presentation for any real basepoint u.
Note that Proposition 2.9(2) can be extended to some real CL arrangements with β(A∪
L) = 1 (see [13]).
However, there are arrangements whose corresponding fundamental group does not have
a conjugation-free geometric presentation, though it is “almost” conjugation-free. Let us
define this notion.
Definition 2.10. Let G = π1(C
2 − A) be a fundamental group of the affine complement
of a real CL arrangement A with k lines and n conics (where k > 0 and n ≥ 0). We
say that G has an almost conjugation-free geometric presentation if there is a geometric
generator xi, 1 ≤ i ≤ k + 2n, such that the image of G under the epimorphism xi 7→ e has
a conjugation-free geometric presentation.
The simplest example for this kind of arrangements is the Ceva arrangement (also called
the braid arrangement) L3; see Figure 3. Using the package TESTISOM (see [15]), one can
show that π1(C
2−L3) does not have a conjugation-free geometric presentation. Sending any
geometric generator to the identity element corresponds to deleting a line of L3. Assuming
we delete the line L (see Figure 3), the resulting arrangement L′3 = L3 − L will have
β(L′3) = 0 and thus, by Proposition 2.8(1), π1(C
2 − L′3) has a conjugation-free geometric
presentation.
L
Figure 3. L3: the Ceva arrangement.
2.3. On certain quotients of the fundamental group. Let G = π1(C
2 −A), where A
is either a line or a CL arrangement of degree n. Denote by G2 = [G,G], G3 = [G, [G,G]].
In this section, we would like to review and study the structure of G/G2, G/G3 and G2/G3.
First, if A is a line arrangement then G/G2 ∼= Z
n. If there are k conics in the CL
arrangement, then G/G2 ∼= Z
n−k. Second, given any group H, we have the following trivial
properties for any a, b, c ∈ H:
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Property 2.11. (1) [a, cbc−1] ≡ [a, b] (mod [H, [H,H]]).
(2) [a, bc] ≡ [a, c][a, b] (mod [H, [H,H]]).
(3) {[a, b, c] = e} ≡ {[b, a] = [c, b] = [c, a]−1} (mod [H, [H,H]]).
Thus, in G/G3, according to Property 2.11(1) and Remark 2.7, all the cyclic relations
have no conjugations, i.e. G/G3 has a conjugation-free geometric presentation, so it depends
only on the combinatorics, i.e. the intersection lattice of the arrangement. See also [19] for
additional information regarding G/G3 for line arrangements.
Turning to G2/G3, assume that G is generated by x1, . . . , xn. We know that G2/G3 is
an abelian group, generated by the commutators ti,j
.
= [xi, xj ] where i < j. Note that
ti,j = t
−1
j,i . Thus G2/G3 is a quotient of Z
(n2). Moreover, if the relation [xi, x
γ
j ] = e holds in
G, where γ ∈ G, then in G2/G3 we have that ti,j = e (by Property 2.11(1)).
Denoting φk
.
= rank(Gk/Gk+1), it is well-known that for a line arrangement A, φk are
determined by the combinatorics of the arrangement. Moreover, φ2 = a2, where ai is
the number of minimal generators of degree i in the Orlik-Solomon ideal I, or that a2 =(
n
2
)
− b2, where b2 is the second Betti number of C
2−A (see [10]). We now give a different
combinatorial description of φ2.
Property 2.11(3) implies that every cyclic relation of length 3 in G (induced by a triple
point) is equivalent to an equality of the form tj,i = tk,j = t
−1
k,i in G2/G3. Thus, while every
triple point contributes three generators to G2/G3, two of them can be expressed as the
third (or as its inverse).
In the same way, while an intersection point p of multiplicitym contributes
(
m
2
)
generators
to G2/G3, m− 1 of them can be expressed as a product of the others; thus an intersection
point of multiplicity m contributes v(p)
.
=
(
m
2
)
−m+ 1 independent generators to G2/G3.
Let v(G)
.
=
∑
p v(p), where the sum goes over the intersection points of multiplicity m ≥ 2.
Note that for A a line arrangement, the generator ti,j appears as a term in the relations
of G2/G3 only when describing the relations induced by the intersection of line i and line j.
Thus for every two intersection points, the generators ti,j contributed by them are different,
and we see that G2/G3 ∼= Z
v(G) (for a different point of view on the group G2/G3 in the case
of line arrangements, see [9]). However, this is already not true for CL arrangements, as can
be seen in fourth step of Theorem 4.5 below. That is, in CL arrangements, G2/G3 ∼= Z
h
where h ≤ v(G).
Remark 2.12. In the following sections, we use the braid monodromy techniques in order
to compute the fundamental group of the complement of an arrangement. Since this material
was covered extensively in numerous papers, we refer the reader to [13] for a survey of these
methods.
3. A CL arrangement whose graph is a cycle of length 3 or 4
In this section, we concentrate in two special cases of CL arrangements – when the
arrangement consists of one conic and three (or four) lines, such that the conic passes
through three (or four) intersection points, and the graph of the arrangement is either a
cycle of length n = 3 or n = 4. We are interested in whether the affine fundamental group
is either abelian or has a conjugation-free presentation, as these “mini-examples” would
serve as our guiding examples in the next section, where we investigate the general case.
Notation 3.1. Recall the notation [a, b, c] = e stands for the cyclic relations: cba = bac =
acb (see Notation 2.7).
It is known that for n = 3, the projective fundamental group and the affine fundamental
group of this arrangement are abelian, by Degtyarev [6]. Nevertheless, we prove it again
STRUCTURE OF FUNDAMENTAL GROUPS OF CL ARRANGEMENTS 7
1
2
3
4
5
1
2
3
4
5
Figure 4. A CL arrangement whose graph is a cycle of length 3: the small
numbers stand for the numeration of the generators of M3; the larger num-
bers stand for the numeration of the singular points.
here, as the argument presented here will be generalized in Proposition 4.2. We also present
the case of n = 4, which is the minimal example for even n.
Let A3 (resp. A4) be the following CL arrangement in C
2: given three (four) generic
real lines, draw a circle passing through the three (four) intersection points of the lines; for
an illustration of A3, see Figure 4, and for A4, see Figure 6. Let Mn
.
= π1(C
2 − An) for
n = 3, 4.
Proposition 3.2. The groups M3,M4 are not conjugation-free. Moreover:
(a) M3 is abelian.
(b) M4 ∼= Z
3 ⊕ F2.
Proof. (a) We look at Figure 4, where the dashed line is the initial fiber.
The following table describes how we compute the skeletons from the singular points of
the arrangement with respect to the projection: j stands for the numeration of the images
of the singular points (j ∈ {1, . . . , 5}), λxj is the local Lefschetz skeleton describing which
points, locally numerated, coincide when approaching the singular point j, and δxj describes
the Lefschetz diffeomorphism induced by a path going below the point j. Figure 5 presents
the final skeletons of the singular points, induced by the Moishezon-Teicher method (see
[21] and a short survey in [13, Section 2]).
j λxj δxj
1 [3, 4] −
2 [1, 3] ∆〈1, 3〉
3 [3, 5] ∆〈3, 5〉
4 [1, 3] ∆〈1, 3〉
5 [3, 4] −
By the Zariski-van Kampen theorem, we get that M3 is generated by 5 generators (de-
noted by x1, x2, . . . , x5) with the following relations:
(1) x1 = x4,
(2) [x1, x2, x3] = e,
(3) [x3, x4, x5] = e,
(4) [x1, x2, x5] = e,
(5) x2x1x
−1
2 = x4.
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1 421 2 5
51 21 4334
(1) (2) (3)
(4) (5)
2 3 5 4 5
3 4 53
1 2
Figure 5. The skeletons associated to the singular points (1)–(5).
By the first and the last relations, we get that [x1, x2] = e and thus the relations in (4)
are decomposed into three commutating relations:
[x1, x2] = [x1, x5] = [x2, x5] = e,
which in turn dissolve the other two cyclic relations into commutative relations. Thus M3
is abelian and isomorphic to the abelian group Z4.
The group M3 is not conjugation-free, since if it were, then relation (5) should have been
the relation x1 = x4 in the above presentation. Therefore, M3 would have been isomorphic,
by Definition 2.5, to the following group:
M cf3 = 〈x1, x2, x3, x5 : [x1, x2, x3] = [x3, x1, x5] = [x1, x2, x5] = e〉.
However, while M3 is abelian, M
cf
3 is not
1: Let H
.
=M cf3 . Then H/([H, [H,H]]) is a central
but non-abelian extension of H/[H,H] = Z4 by [H,H]/[H, [H,H]] = Z (for computing the
last equality we used Property 2.11(3)); thus H is not abelian (see the fourth step of the
proof of Theorem 4.5 for an extended explanation for these kinds of arguments).
(b) Let us compute M4. Let us look at Figure 6.
1
2
3
4
5
6
1
2
3
4
5
6
78
Figure 6. A CL arrangement whose graph is a cycle of length 4: as before
the small numbers stand for the numeration of the generators of M4; the
larger numbers stand for the numeration of the singular points.
1We thank Uzi Vishne for giving this argument.
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Again, the following table describes how we compute the relations induced by the singular
points of the arrangement with respect to the projection: j stands for the numeration of
the images of the singular points, 1 ≤ j ≤ 8, λxj is the local Lefschetz skeleton, describing
which points, locally numerated, coincide when approaching the singular point j, and δxj
describes the Lefschetz diffeomorphism induced by a path going below the point j. Figure
7 presents the skeletons of the singular points (3)–(8), induced by the Moishezon-Teicher
method.
j λxj δxj
1 [3, 4] −
2 [1, 3] ∆〈1, 3〉
3 [3, 5] ∆〈3, 5〉
4 [5, 6] ∆〈5, 6〉
5 [3, 5] ∆〈3, 5〉
6 [1, 3] ∆〈1, 3〉
7 [3, 4] ∆
1
2
IR〈2〉
8 [2, 3] −
65432 6543265432
6541 6
1 52 4
(3) (4) (5)
(6) (7) (8)
5432 1 32
3
1 1 1
Figure 7. The skeletons associated to the singular points (3)–(8).
Again, by the Zariski-van Kampen theorem, the group M4 is generated by 6 generators
(denoted by x1, . . . , x6) with the following relations:
(1) x3 = x4,
(2) [x1, x2, x3] = e,
(3) [x3x2x1x
−1
2 x
−1
3 , x4, x5] = e,
(4) [x6, x5x4x3x2x1x
−1
2 x
−1
3 x
−1
4 x
−1
5 ] = e,
(5) [x5, x5x4x
−1
5 , x6] = e,
(6) [x3, x3x2x
−1
3 , x6] = e,
(7) x3x2x3x
−1
2 x
−1
3 = x5x4x
−1
5 ,
(8) [x5, x3x2x
−1
3 ] = e.
By relation (2), we get that relation (3) is equivalent to
[x1, x4, x5] = [x1, x3, x5] = e.
Using relations (2) and (3), we get that relation (4) is equivalent to [x1, x6] = e.
Moreover, relation (5) is equivalent to the following two relations:
x6x5x4x
−1
5 x5 = x5x4x
−1
5 x5x6, x5x4x
−1
5 x5x6 = x5x6x5x4x
−1
5
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or to
x6x5x4 = x5x4x6 = x4x6x5,
i.e., the relation is in fact equivalent to the cyclic relation [x4, x5, x6] = e. Similarly, relation
(6) can be simplified to [x2, x3, x6] = e. Note that this is actually a general phenomenon,
see Remark 3.3 below.
Multiplying relation (7) by x1 from the left and using the fact that x4 = x3, we get:
x1x3x2x3x
−1
2 x
−1
3 = x1x5x3x
−1
5 .
Now use relations (2) and (3) to get that relation (7) is redundant.
Hence, we get the following equivalent set of relations:
(1) x3 = x4,
(2) [x1, x2, x3] = e,
(3) [x1, x4, x5] = e,
(4) [x1, x6] = e,
(5) [x4, x5, x6] = e,
(6) [x2, x3, x6] = e,
(7) [x5, x3x2x
−1
3 ] = e.
First, let us prove that M4 is not conjugation-free. If it were, then relation (7), which
is the only relation which has conjugations, would have been [x5, x2] = e. Denote by M
cf
4
the group generated by 6 generators x1, . . . , x6 with the relations (1)–(6) and the relation
[x5, x2] = e. Using GAP [14], we find out that the number of epimorphisms of M4 to the
symmetric group S3 is 3, whereas the number of epimorphisms of M
cf
4 to S3 is 1 (note that
this fact already shows that M4 is not abelian). Since the two groups are not isomorphic,
it means that M4 is not conjugation-free.
Note that although the above presentation of M4 depends on the basepoint u and on the
reference line, different choices of them would induce an isomorphic group, hence the number
of epimorphisms to the symmetric group S3 would remain the same (see [13, Conjecture
2.16]).
Second, we prove that M4 ∼= Z
3 ⊕ F2. Define: x1′ = x3x2x1. Using [x1, x2, x3] = e
and x1 = x
−1
2 x
−1
3 x1′ , we get that [x1′ , x2] = [x1′ , x3] = e. Now, from [x1, x3, x5] = e, we
get [x−12 x
−1
3 x1′ , x3, x5] = e, which induces the relation: x5x3x
−1
2 x
−1
3 x1′ = x3x
−1
2 x
−1
3 x1′x5.
Using [x5, x3x2x
−1
3 ] = e (and thus [x5, x3x
−1
2 x
−1
3 ] = e), we see that [x1′ , x5] = e. This means
that
[x−12 x
−1
3 x1′ , x3, x5] = e ⇒ [x
−1
2 x
−1
3 , x3, x5] = e.
One of the relations induced by this relation is x5x3x
−1
2 x
−1
3 = x
−1
2 x
−1
3 x5x3. As [x5, x3x
−1
2 x
−1
3 ] =
e, we get that x3x
−1
2 x
−1
3 x5 = x
−1
2 x
−1
3 x5x3 or [x3, x
−1
2 x
−1
3 x5] = e.
From the relation [x1, x6] = e, using [x2, x3, x6] = e, we get that [x1′ , x6] = e. Since
x3 = x4, we get that the new generator x1′ commutes with all the other generators, i.e. M4
is isomorphic to the groupM14 generated by 5 generators x1′ , x2, x3, x5, x6 with the following
relations:
(1) [x1′ , xi] = e, where i ∈ {2, 3, 5, 6},
(2) [x3, x
−1
2 x
−1
3 x5] = e,
(3) [x3, x5, x6] = [x2, x3, x6] = [x5, x3x2x
−1
3 ] = e.
Now, define x2′ = x3x2x
−1
3 . Note that this substitution indicates that this group might
not have a conjugation-free presentation (since we are using a different generator than the
geometric meridian for the simplified presentation), as we have already shown. This means
that [x5, x2′ ] = e and [x3, x2′ , x6] = e (the last relation is in fact the second relation in
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relation (3) in the presentation of M14 ). The relation [x3, x
−1
2 x
−1
3 x5] = e is turned into
[x3, x
−1
2′ x5] = e. Note that [x1′ , x2′ ] = e. Now, let x2′′ = x
−1
2′ x5, so x2′ = x5x
−1
2′′ . Thus
[x3, x2′′ ] = e and since [x5, x2′ ] = e, we get that [x5, x2′′ ] = e. Note that [x1′ , x2′′ ] = e. From
the relation [x3, x2′ , x6] = e, we get x6x2′x3 = x2′x3x6 or x6x5x
−1
2′′ x3 = x5x
−1
2′′ x3x6. Using
[x3, x2′′ ] = e, we get: x6x5x3x
−1
2′′ = x5x3x
−1
2′′ x6. Since [x3, x5, x6] = e (i.e. [x6, x5x3] = e),
we get that [x6, x2′′ ] = e. Therefore, M
1
4 is isomorphic to the group M
2
4 generated by 5
generators x1′ , x2′′ , x3, x5, x6 where x1′ and x2′′ commute with all the other generators, and
it has the additional cyclic relation [x3, x5, x6] = e. Explicitly,
M4 ∼= 〈x1′〉 ⊕ 〈x2′′〉 ⊕ 〈x3, x5, x6 : [x3, x5, x6] = e〉 ∼= Z⊕ Z⊕ (Z⊕ F2) ∼= Z
3 ⊕ F2.

Remark 3.3. As indicated in the proof above, note that whenever we have a cyclic relation
induced by the set of paths appearing in Figures 8(a) or 8(b), then the cyclic relation is
equivalent to the cyclic relation [xd, xd+1, xc] = e.
d d+1 c d d+1 c
(a) (b)
Figure 8.
The proof of Proposition 3.2 suggests that there is a distinction between the case of even
n and the case of odd n. As can be seen, the relation induced by the left branch point of
the conic turns into a commutative relation in M3, whereas it becomes trivial in M4. This
is the essential difference that distinguishes between M2k and M2k+1.
Remark 3.4. Note that both groupsM3 andM4 are almost-conjugation-free (see Definition
2.10), as after sending any geometric generator, that corresponds to one of the lines, to the
identity element, we get that the resulting arrangement has no cycles in its associated graph,
and thus, by Proposition 2.8(2), it is conjugation-free.
4. A CL arrangement whose graph is a cycle: The general case
In this section, we study the general case, whose specific cases were investigated in Section
3. We concentrate in the case of CL arrangements, having one conic, where the graph of
this arrangement consists of one cycle of length n, when the conic passes through all the
point which correspond to the vertices of the graph. This means that the arrangement
cannot be built inductively using Proposition 2.9(2), i.e. by adding, at each stage, a line
that passes through only one singular point. Eventually, we would have to draw a line that
passes through two intersection points, an operation which does not necessarily preserve
the conjugation-free property.
We are interested in whether the affine fundamental group is either abelian or has a
conjugation-free presentation, as this would enable us to induce the structure of the fun-
damental group for more complicated arrangements. Indeed, as we saw in the previous
section, for n = 3, this group was abelian and for n = 4, the group was a direct sum of a
free abelian group and a free group, and both groups were not conjugation-free.
We take a regular n-gon in R2 and we draw a circle through its n vertices. We then
extend the edges to be infinite straight lines, and we look at the resulting complexified
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arrangement in C2. Thus we get a real CL arrangement An whose graph is a cycle of length
n. Denote Mn
.
= π1(C
2 −An).
In order to investigate Mn, we use a lemma which helps us to analyze the braid mon-
odromy of the CL arrangement An. We recall the Artin presentation of the braid group on
n+ 1 strands:
Bn+1 = {σ1, . . . , σn : 〈σi, σi+1〉 = e, for 1 ≤ i ≤ n; [σi, σj ] = e for |i− j| > 1},
where 〈a, b〉
.
= abab−1a−1b−1.
Lemma 4.1. Let n ≥ 2, and
∆n+1 = σn(σn−1σn)(σn−2σn−1σn) · · · (σ1σ2σ3 · · · σn)
be the Garside element in Bn+1 with respect to the Artin presentation. Define σn′
.
=
σn+1σnσn+1 ∈ Bn+2, and define
∆′n+1 = σn′(σn−1σn′)(σn−2σn−1σn′) · · · (σ1σ2σ3 · · · σn′) ∈ Bn+2.
Then:
∆′n+1 = ∆n+2 · σ2σ3 · · · σn.
Proof. The proof is by induction on n. We start with n+ 1 = 3:
∆′3 = (σ3σ2σ3)(σ1·σ3σ2σ3)
σ3σ2σ3=σ2σ3σ2= (σ3σ2σ3)(σ1σ2σ3σ2) = (σ3)(σ2σ3)(σ1σ2σ3)σ2 = ∆4·σ2
Denote:
δn+2 = σn+1σnσn−1 · · · σ2σ1 ∈ Bn+2.
Now, assume that ∆′n = ∆n+1 · σ2σ3 · · · σn−1, and compute:
∆′n+1 = σn′(σn−1σn′)(σn−2σn−1σn′) · · · (σ1σ2σ3 · · · σn′) =
= (σn+1σnσn+1)(σn−1 · σn+1σnσn+1)(σn−2σn−1 · σn+1σnσn+1) ·
· · · (σ1σ2σ3 · · · σn−1 · σn+1σnσn+1) =
= δn+2 · σn+1 ·
·
[
(σn+1σnσn+1)(σn−1σn+1σnσn+1) · · · (σ2σ3 · · · σn−1σn+1σnσn+1)
]
,
where the last equality uses the fact that if i > j + 1, then [σi, σj ] = e.
Observe that the braids in the squared brackets (in the right hand side of the last equa-
tion) do not affect the first strand since σ1 does not appear there, and thus the expression
in the brackets is an element in the image of the homomorphism ϕ : Bn+1 → Bn+2, defined
by ϕ(σi) = σi+1, for all 1 ≤ i ≤ n. Note that the expression in these brackets is ϕ(∆
′
n).
Using the induction hypothesis that
∆′n = ∆n+1 · σ2σ3 · · · σn−1,
we get:
∆′n+1 = δn+2σn+1 · ϕ(∆n+1 · σ2σ3 · · · σn−1) =
= δn+2ϕ(σn ·∆n+1)σ3σ4 · · · σn =
= δn+2ϕ(∆n+1 · σ1)σ3σ4 · · · σn =
= δn+2ϕ(∆n+1) · σ2σ3σ4 · · · σn =
= ∆n+2 · σ2σ3 · · · σn.

We start with the odd case:
Theorem 4.2. For odd n = 2k + 1 > 1, the group Mn is abelian.
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Proof. Let Pn be a regular n-gon where n = 2k+1, bounded by the circle C = {x
2+y2 = 1}
in R2, such that there is one edge parallel to the x-axis. Extend all the edges of Pn to infinite
straight lines, and rotate this arrangement by an ε degrees (0 < ε ≪ 1) clockwise, where
the center of the rotation is at the point (0, 0). Denote by An the resulting complexified
CL arrangement.
Let ℓ = {y = a}, a ≪ 0, be such that all the singular points of An are above ℓ (where
ℓ is the reference line) and consider the projection π : C2 → ℓ, defined by (x, y) 7→ x. Let
Sing be the images of the singular points of An with respect to π. Numerate the images
of the triple points from right to left and choose p ∈ ℓ such that p is between the image of
the first and the second triple point, see Figure 9 for the case n = 11. Note that we used
the same approach for n = 3 in the proof of Proposition 3.2(a). The point p will be the
basepoint for π1(ℓ− Sing, p).
l
p
t1
t2
q
L
Figure 9. The CL arrangement A11, where the point q is the left branch
point of the circle.
In order to compute Mn, we use the braid monodromy technique. We prove that Mn is
abelian in four steps: first, we compute the relation induced by the second branch point of
the circle, denoted by q (i.e. the branch point to the left of p). Second, we show that the
triple points (except for the two leftmost triple points) always induce a relation without
conjugations of the form [a, b, c] = e, where a, b, c are geometric generators of Mn, induced
by the base of π1(π
−1(p) − (π−1(p) ∩An)). Third, we show that the second branch point
of the circle induces a commutative relation [x, y] = e, where y is a generator corresponding
to a line and x is a generator corresponding to the circle. The fourth step shows that the
combination of the former two steps dissolves one of the cyclic relations into commutative
relations, and thus “dissolving” the cycle in the graph into a tree. Finally, this yields that
Mn is abelian.
As before note that, x1, . . . , x2k+2 are the geometric generators of Mn.
First step: Let q be the branch point of the circle (with respect to π) to the left of p.
Then, the initial skeleton of q is the segment [k+ 2, k +3] and the first two braids that are
applied on it are ∆〈k, k+2〉 and ∆〈k+2, k+4〉, corresponding to the two triple points t1, t2
that are located to the right of q (with respect to the projection). Explicitly, t1 is the first
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triple point to the right of q (below the x-axis), and t2 is the second (above the x-axis); see
Figure 9 for the case n = 11. After this application, the skeleton looks as in Figure 10(a).
k+1k k+2 k+3
(a)
k+1k
(b)
g1
g2
k+2 k+3
Figure 10. The skeleton of the point q after applying the first two braids.
Now we have to check what is the effect of the Lefschetz diffeomorphism (induced by the
other nodes and triple points) on this skeleton (till the point p). We cut this skeleton into
two paths, as depicted in Figure 10(b). We do that as all the braids that are induced by
the singular points which are below the x-axis affect only the left path γ1, while the braids
induced by the singular points which are above the x-axis affect only the right path γ2.
Therefore, it remains to find out what are the braids that are being applied on the left and
right paths.
We start by examining the effect of the braids induced by the singular points which are
below the x-axis. Note that if we, for a moment, remove the circle C, then the sequence
of braids we apply is in fact the sequence of braids we get by considering a generic line
arrangement of k lines, composed of the k lines passing through the triple points on the
circle below the x-axis, i.e. the composition of the sequence of braids is in fact ∆k ∈ Bk
(where the group Bk is generated by σi, 1 ≤ i ≤ k − 1). Adding the section of the circle
from t1 till the right branch point (i.e. the branch point to the right of p) corresponds to
replacing every instance of σk−1 by σkσk−1σk, since the circle only passes through the upper
nodes of this generic arrangement.
Therefore, the sequence of braids being applied on γ1 is ∆
′
k. By Lemma 4.1, this means
that after applying ∆′k = ∆k+1 ·σ2 · · · σk−1 on γ1, we get the path presented in Figure 11(a)
(recall that we apply the braids from right to left).
k+1k1 k+3 2k+2 2k+3
(a) (b)
Figure 11. The final parts of the skeleton associated to the point q.
As for the braids that are being applied on the path γ2, denote by L
′ the line connecting
the two triple points t1 and t2 (see Figure 9). Note that the braids induced by the nodes
that are on L′ and to the right of t1 are being applied on γ2 before any braid induced by
any other singular point above the x-axis. But these braids do not affect γ2: they all affect
only the points with index greater than k + 3. This means that we can ignore the line L′
when looking on the braids applied on γ2, and hence we can apply a similar argument to
the one used for γ1. We have again a generic arrangement of k lines and a half-circle now
passing through the lowest nodes. A similar check shows that after applying the sequence
of the appropriate braids on γ2, we get the path depicted in Figure 11(b). Thus, the final
skeleton of the second branch point q of the circle is presented in Figure 12.
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k+3 2k+2 2k+3k+1k1
Figure 12. The final skeleton associated to the branch point q.
Therefore, the relation in Mn induced by the second branch point q is:
xk+1xk · · · x2x1xkx
−1
1 x
−1
2 · · · x
−1
k x
−1
k+1 = x2k+2 · · · xk+4xk+3x
−1
k+4 · · · x
−1
2k+2,
Second step: We want to show that the relations induced by the triple points (except
for the two leftmost two triple points) have no conjugations in Mn. Again, we consider
two cases: where the triple points (to the left of p) are below the x-axis, and where they
are above. Obviously, the relations induced by the triple point to the right of p have no
conjugations, since this triple point is the closest point to the basepoint (from its right side),
and hence there is no braid that is applied on its initial skeleton.
Consider now the triple points (to the left of p) which are below the x-axis. Excluding
the point t1 from the computation (the reason for this will become clear in the third step),
we numerate them from right to left by p1, . . . , pk−1. For the point p1, its Lefschetz pair is
[k − 1, k + 1] and no braid is applied on it, so its induced relation is:
(1) [xk−1, xk, xk+1] = e.
Note that the Lefschetz pair of each point pi, 2 ≤ i ≤ k− 1, is also [k− 1, k+1] (see Figure
13 for an illustration of the case n = 11). For each i, let ℓi1 , ℓi2 be the two lines passing
through pi. For each i, 2 ≤ i ≤ k−1, note that Li =
⋃i
j=1{ℓj1 , ℓj2} is a generic arrangement
of i+ 1 lines (as was already noted in the first step). Let us fix an i.
l
p
t1
t2
p1
p2p3
p4
Figure 13. The numeration of the triple points for the arrangement A11.
If we consider only the line arrangement Li, then the Lefschetz pair of pi is [i, i+1], and
the composition of the sequence of braids (in Bi+1) which are applied on this skeleton (in
order to get the final skeleton) is in fact ∆i+1 · σ
−1
i (we apply the braids on the skeleton
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from right to left). Note that in fact, applying σi on the skeleton does not change it – as
this is a counterclockwise rotation of the points i and i+1 by 180◦, so the skeleton remains
the same. Thus, we can say that the braid that is applied on [i, i+1] is ∆i+1. Now, drawing
again the circle C through pi till p 1 corresponds to the fact that the Lefschetz pair (in the
arrangement Li ∪C) is now [i, i+2] and, similar to the argument used in the first step, the
braid that is applied on this skeleton (in order to get the final skeleton) is ∆′i+1. This means
that the final skeleton (in the arrangement Li ∪C) is depicted in Figure 14(a). Looking at
the arrangement An, let ni, ni + 1 be the global numeration of the lines (in the fiber over
p) passing through pi. Thus, the final skeleton in An of the point pi is depicted in Figure
14(b) (note that the point k in the fiber over p corresponds to the conic). Now, by Remark
3.3, the relation induced by pi is [xni , xni+1, xk] = e, as needed.
i+1i1 2 i+2 i+1i1 2 i+2
D i+1
,
(a)
kni+1 k+1
(b)
ni
Figure 14. The final skeleton of the point pi.
The argument for the triple points above the x-axis (except for t2) is almost the same,
and hence omitted.
Third step: Recall that the relation which was induced by the second branch point q is:
(2) xk+1xk · · · x2x1xkx
−1
1 x
−1
2 · · · x
−1
k x
−1
k+1 = x2k+2 · · · xk+4xk+3x
−1
k+4 · · · x
−1
2k+2.
Note also that the relation induced by the branch point of the circle to the right of p is
xk = xk+3.
We now split our treatment according to the remainder of n modulo 4. Since n is odd,
the remainder can be either 1 or 3.
Case (1): Assume that n ≡ 3(mod 4) (note that we can assume that n > 3, i.e. k > 1,
since the case n = 3 was already treated in Proposition 3.2(a)). Then, the right hand side
of Equation (2) is a conjugation of xk+3 by the expression:
x2k+2x2k+1 · · · xk+5xk+4 =
k+5∏
m=2k+2, m≡0(mod2)
(xmxm−1).
Each pair of indices m,m − 1 in the product corresponds to two consecutive lines (in the
global numeration in the fiber over p), that intersect the circle in a triple point. By the
second step, we know that [xm−1, xm, xk+3] = e and therefore xmxm−1 commutes with xk+3.
This means that the right hand side can be simplified to xk+3. Note that we have not used
the cyclic relation induced by the triple point t2, which involves (possibly conjugations of)
the generators xk+3, x2k+2, x2k+3.
As for the left hand side of Equation (2), we can do the same procedure, until we get the
following relation:
xk+1xkxk−1xk−2xkx
−1
k−2x
−1
k−1x
−1
k x
−1
k+1 = xk+3,
or
xkxk−1xk−2xkx
−1
k−2x
−1
k−1x
−1
k = x
−1
k+1xk+3xk+1.
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Using the relation [xk−2, xk−1, xk] = e induced by the point p2 (i.e. xk−1xk−2xk =
xkxk−1xk−2), we get that:
xk = x
−1
k+1xk+3xk+1 or xk = x
−1
k+1xkxk+1 ⇒ [xk, xk+1] = e.
Case (2): Assume now that n ≡ 1(mod 4). As in the previous case, the right hand side of
Equation (2) can be simplified to x2k+2xk+3x
−1
2k+2, and the left hand side can be simplified
to xk+1xkxk−1xkx
−1
k−1x
−1
k x
−1
k+1, so we get:
xk+1xkxk−1xkx
−1
k−1x
−1
k x
−1
k+1 = x2k+2xk+3x
−1
2k+2.
Now, the relation [xk−1, xk, xk+1] = e is induced by the first triple point below the x-axis
after the point p (denoted by p1 in the second step, see Equation (1)). Thus, we get:
xk+1xkxk−1 · xkx
−1
k−1x
−1
k x
−1
k+1 = xk · xk−1xk+1xk · x
−1
k−1x
−1
k x
−1
k+1 =
= xkxk+1xkxk−1x
−1
k−1x
−1
k x
−1
k+1 = xk.
Therefore:
xk = x2k+2xk+3x
−1
2k+2 ⇒ xk = x2k+2xkx
−1
2k+2 ⇒ [xk, x2k+2] = e.
Note that in both cases we got that the generator xk associated to the circle commutes
with a generator associated to one of the lines.
Fourth step: By the second step,Mn has a cyclic relation of the form [xk, x2k+1, x2k+2] = e
and of the form [xk−1, xk, xk+1] = e. In any case, the third step shows that one of these
relations is dissolved into commutative relations: either to [xk, x2k+1] = [xk, x2k+2] =
[x2k+1, x2k+2] = e (in the case of n ≡ 1(mod 4)) or to [xk−1, xk] = [xk−1, xk+1] = [xk, xk+1] =
e (in the case of n ≡ 3(mod 4)). Denote by t the triple point whose induced cyclic relation is
dissolved and let ℓt1 , ℓt2 be the two lines that pass through it. Let t
′ be the other triple point
that ℓt1 passes through it. The fact that the cyclic relation turns into three commutative
relations implies, from the perspective of the braid monodromy and the relations induced by
it, that we can slightly rotate ℓt1 around t
′ and still get an isomorphic fundamental group.
Let U be a small neighborhood of t, i.e. U ∩An is an intersection of two lines and a circle
at t. The slight rotation described above has the effect on U described in Figure 15.
Figure 15. The geometric effect of splitting the cyclic relation into com-
mutative relations.
However, this means that the graph of the revised arrangement has no cycles and all the
triple points are on the conic, and by Theorem 2.4, the fundamental group is abelian, and
we are done. 
Corollary 4.3. The arrangement A2k+1 is not conjugation-free, but is almost-conjugation-
free.
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Proof. Theorem 4.2 implies that the arrangement A2k+1 is not conjugation-free: if it were,
the second branch relation should have induced only the relation xk = xk+3 after the
simplification process, and we would not be able to obtain that the generator associated to
the circle commutes with a generator associated to one of the lines.
Moreover, if we denote by H the fundamental group M cf2k+1, which one would get from
the arrangement A2k+1 if it were a conjugation-free arrangement, then we would get that
H is a central but non-abelian extension of H/[H,H] ∼= Z2k+2 by [H,H]/[[H,H],H] ∼= Z;
thus, H is not an abelian group, which is a contradiction (in order to see more clearly that
[H,H]/[[H,H],H] ∼= Z, we refer the reader to the Fourth step of the proof of Theorem 4.5,
where the same quotient is examined; thus we use the same methods from there).
However, A2k+1 is almost-conjugation-free, as after sending any geometric generator, that
corresponds to one of the lines, we get that the resulting arrangement has no cycle in its
graph, and thus, by Proposition 2.8(2), it is conjugation-free. 
Remark 4.4. Note that during the simplification process of the relation induced by the
second branch point q, we did not use the relation induced by the unique triple point t0
located to the right of the point p. This means that if we draw additional lines, passing only
through t0 (with a very negative slope), the simplification process of the resulting presenta-
tion will be identical, and therefore it implies that we can regard this new arrangement as
an arrangement with β(A) = 0. Thus the fundamental group is a direct sum of a free group
with m(t0)− 2 generators (induced by the singular point t0, where m(t0) is the multiplicity
of t0), and a free abelian group.
We now proceed to the even case. As was proven in Proposition 3.2(b), the group M4 is
not abelian. We generalize this fact in the following theorem:
Theorem 4.5. For even n = 2k > 4, the group Mn is not abelian.
Proof. We first change a bit the construction of the arrangement An, such that there would
be no parallel lines. Consider the circle C = {x2+ y2 = 1} and choose k points, numerated
clockwise by v1, . . . , vk, on the halfcircle above the x-axis, such that the distances d(vi, vi+1),
d(vi+1, vi+2) are the same for 1 ≤ i ≤ k − 2. Draw a line through v1 with a very positive
slope s1, that intersects the circle in an additional point (below the x-axis), denoted by v
′
1.
Draw another line through vk with a very negative slope s2 6= −s1, that intersects the circle
in an additional point, denoted by v′k. Now, let v
′
2, . . . , v
′
k−1 be another k − 2 points on C,
on the half-circle below the x-axis, such that the distances d(v′i, v
′
i+1), d(v
′
i+1, v
′
i+2) are the
same for 1 ≤ i ≤ k − 2.
We now have 2k points on C. Connect them by segments and denote by Pn the resulting
n-gon which is bounded by the circle C = {x2 + y2 = 1} in R2. Extend all the edges of Pn
to infinite straight lines and denote by An the resulting complexified CL arrangement.
We use the same notations as in Theorem 4.2, i.e. the basepoint p is chosen between the
image of the first and the second triple point (see Figure 16 for the case n = 8). As before,
x1, . . . , x2k+2 are the geometric generators of Mn.
In order to show that Mn is not abelian, we use the braid monodromy technique as in
the odd case. We prove this in four steps: first, we compute the relation induced by the
second branch point of the circle, denoted by q (i.e. the branch point to the left of p).
Second, we show that the triple points (except for the two leftmost triple points) always
induce a relation of the form [a, b, c] = e (without conjugations), where a, b, c are geometric
generators of Mn, induced by the base of π1(π
−1(p) − (π−1(p) ∩An)). Note that the first
two steps are parallel to the first two steps of Theorem 4.2. Third, we show that the second
branch point of the circle q induces either a trivial relation (i.e. of the form a = a) or the
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q
l
p
t1
t2
L0
Figure 16. The CL arrangement A8.
same relation as induced by the first branch point, to the right of p. In the fourth step, we
use the previous steps to show that Mn is not abelian using its quotients.
First step: Let q be the branch point of the circle (with respect to the projection π) to
the left of p. Then, the initial skeleton of q is the segment [k + 1, k + 2] and the first two
braids that are applied on it are ∆〈k − 1, k + 1〉 and ∆〈k + 1, k + 3〉, corresponding to the
two triple points t1, t2 that are located to the right of q (with respect to the projection).
Explicitly, t1 is the first triple point to the right of q (below the x-axis), and t2 is the second
(above the x-axis); see Figure 16 for the case n = 8. After the application of these braids,
the skeleton looks as in Figure 17(a).
kk-1 k+1 k+2
(a) (b)
g1
g2
kk-1
Figure 17. The skeleton of the point q after applying the first two braids.
Now, we have to check what is the effect of the Lefschetz diffeomorphism (induced by
the other nodes and triple points) on this skeleton (until the point p). However, we can
proceed exactly as in the first step of the proof of Theorem 4.2. Explicitly, we cut this
skeleton into two parts γ1 and γ2, as depicted in Figure 17(b). By the same arguments as
in Theorem 4.2, the sequence of braids being applied on γ1 is ∆
′
k−1, while the sequence of
braids being applied on γ2 is ∆
′
k. This is since there are k−2 triple points below the x-axis,
not including t1 and the triple point to the right of p, while there are k − 1 triple points
above the x-axis, not including t2. This means that the final skeleton of the second branch
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point q of the circle is presented in Figure 18. Note that, in contrast to the case of odd n,
the final skeleton of this case circumscribes a different number of points in its left part than
in its right part.
k+2 2k+1 2k+2k1 k-1
Figure 18. The final skeleton associated to the branch point q.
Therefore, the relation in Mn induced by the second branch point q is:
(3) xkxk−1 · · · x2x1xk−1x
−1
1 x
−1
2 · · · x
−1
k−1x
−1
k = x2k+1 · · · xk+3xk+2x
−1
k+3 · · · x
−1
2k+1.
Second step: We want to show that the relations induced by the triple points (except for t1
and t2) have no conjugations; however, as can be easily seen, the proof of the corresponding
step in Theorem 4.2 is independent of the parity of n and thus we can use the same proof.
Third step: Recall that the relation induced by the first branch point (to the right of p)
is
(4) xk−1 = xk+2.
We now want to prove that relation (3) is either redundant or equivalent to the relation
induced by the first branch point. We again split our treatment according to the remainder
of n modulo 4. In this case, the remainder can be either 0 or 2.
Case (1): Assume that n ≡ 2(mod 4). The right hand side of Equation (3) is a conjugation
of xk+2 by the expression:
x2k+1x2k · · · xk+4xk+3 =
k+4∏
m=2k+1, m≡0(mod2)
(xmxm−1).
Each pair of indices m,m − 1 in the product corresponds to two consecutive lines (in the
global numeration in the fiber over p), that intersect the circle in a triple point. By the
second step, we know that [xm−1, xm, xk+2] = e and therefore xmxm−1 commutes with xk+2.
This means that the right hand side of Equation (3) can be simplified to xk+2.
As for the left hand side of Equation (3), we can do the same procedure, until we get
that the left hand side is equal to
xkxk−1xk−2xk−1x
−1
k−2x
−1
k−1x
−1
k .
Now, by the cyclic relation [xk, xk−1, xk−2] = e induced by the first triple point to the
left of p below the x-axis, we have the following two relations:
xkxk−1xk−2 = xk−1xk−2xk and xkxk−1x
−1
k−2 = x
−1
k−2xkxk−1.
Therefore:
xkxk−1xk−2xk−1x
−1
k−2x
−1
k−1x
−1
k = xk−1xk−2xkxk−1x
−1
k−2x
−1
k−1x
−1
k =
xk−1xk−2x
−1
k−2xkxk−1x
−1
k−1x
−1
k = xk−1,
and we get the known relation xk−1 = xk+2.
Case (2): Assume that n ≡ 0(mod 4). We now apply a different method than the method
used in Case (2) of the third step of Theorem 4.2. Consider the nodes created by the
intersection of the line L0 numbered k + 1 (in the fiber over p) with the other lines above
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the x-axis (see Figure 16). Using the Moishezon-Teicher algorithm, it is easy to show that
the relations induced by these nodes are
(5) [xk+1, xi] = e, k + 4 ≤ i ≤ 2k + 2.
Now, multiply relation (3) by xk+1 from the left:
(6) xk+1xkxk−1 · · · x2x1xk−1x
−1
1 x
−1
2 · · · x
−1
k−1x
−1
k = xk+1x2k+1 · · · xk+3xk+2x
−1
k+3 · · · x
−1
2k+1.
Let us look at the right hand side of relation (6). By relations (5), we can diffuse xk+1
till we get
(7) x2k+1x2k · · · xk+5xk+4xk+1xk+3xk+2x
−1
k+3x
−1
k+4 · · · x
−1
2k+1.
Now, by the cyclic relation [xk+1, xk+2, xk+3] = e induced by the first triple point to the left
of p above the x-axis, we have that xk+1xk+3xk+2 = xk+2xk+1xk+3, and thus expression (7)
is transformed to
x2k+1x2k · · · xk+5xk+4xk+2xk+1xk+3x
−1
k+3x
−1
k+4 · · · x
−1
2k+1
= x2k+1x2k · · · xk+5xk+4xk+2xk+1x
−1
k+4 · · · x
−1
2k+1
Eqn. (5)
= x2k+1x2k · · · xk+5xk+4xk+2x
−1
k+4 · · · x
−1
2k+1xk+1.
Now, by the cyclic relations, induced by the triple points above the x-axis, the generator
xk+2 commutes with xmxm−1 where m ∈ {2k + 1, 2k − 1, . . . , k + 5}. Thus,
x2k+1x2k · · · xk+5xk+4xk+2x
−1
k+4 · · · x
−1
2k+1xk+1 =
xk+2x2k+1x2k · · · xk+5xk+4x
−1
k+4 · · · x
−1
2k+1xk+1 = xk+2xk+1.
That is, the right hand side of relation (6) is equal to xk+2xk+1. Let us now deal with
the left hand side of relation (6), which equals to:
xk+1xkxk−1xk−2 · · · x2x1xk−1x
−1
1 x
−1
2 · · · x
−1
k−1x
−1
k .
Recall that the cyclic relation induced by the (unique) triple point to the right of p is
[xk−1, xk, xk+1] = e. Thus
xk+1xkxk−1 = xk−1xk+1xk
Eqn. (4)
= xk+2xk+1xk
and therefore relation (6) gets the following form:
xk+2xk+1xkxk−2 · · · x2x1xk−1x
−1
1 x
−1
2 · · · x
−1
k−1x
−1
k = xk+2xk+1,
or to:
xk−2xk−3 · · · x2x1xk−1x
−1
1 x
−1
2 · · · x
−1
k−2x
−1
k−1 = e.
However, by the cyclic relations, induced by the triple points below the x-axis, the gener-
ator xk−1 commutes with xmxm−1 where m ∈ {k− 2, k− 4, . . . , 2}, and therefore the above
relation is transformed to
xk−1xk−2xk−3 · · · x2x1x
−1
1 x
−1
2 · · · x
−1
k−2x
−1
k−1 = e ⇒ e = e.
Fourth step: We now show that Hn
.
= [Mn,Mn]/[Mn, [Mn,Mn]] is isomorphic to Z. This
would imply that the commutator of Mn contains non-trivial elements of Mn, i.e. Mn is
not abelian.
Note that besides the two relations induced by the branch points, all the other rela-
tions of Mn are either cyclic or commutative relations, possibly with conjugations (where
the cyclic relations are induced only by the triple points). Property 2.11(1) implies that
Mn/[Mn, [Mn,Mn]] is conjugation-free (and thus also Hn) and that every cyclic relation,
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induced by a triple point, can be presented as three equalities between commutators, by
Property 2.11(3).
Recalling from Section 2.3, Hn is generated by the commutators ti,j
.
= [xi, xj ] where
i < j. Note that ti,j = t
−1
j,i . Moreover, if the relation [xi, x
γ
j ] = e holds in Mn, where
γ ∈Mn, then in Hn we have that ti,j = e (by Property 2.11(1)).
Moreover, since An −C is a generic arrangement of 2k lines, all the relations in π1(C
2 −
(An−C), p) are commutative relations, and therefore, the only relations in Mn that do not
vanish in Hn come from the triple points, inducing cyclic relations. Recall also that in any
case, xk−1 = xk+2. Let us list all the cyclic relations in Hn (see also Figure 19 for the case
2k = 10):
(i) Relations including the generator xk+1:
(1) Below the x-axis:
[xk−1, xk, xk+1] = e,
(2) Above the x-axis:
[xk+1, xk+2, xk+3] = e.
(ii) (Other) Relations induced by points above the x-axis:
[xk+2, xk+3, xk+4] = [xk+2, xk+4, xk+5] = · · · = [xk+2, x2k+1, x2k+2] = e.
(iii) Another relation (induced by the point t1) including the generator x2k+2:
[x1, xk−1, x2k+2] = e.
(iv) Relations induced by points below the x-axis:
[x1, x2, xk−1] = · · · = [xk−4, xk−3, xk−1] = [xk−3, xk−2, xk−1] = e.
(v) The relation induced by the first triple point below the x-axis to the right of p:
[xk−2, xk−1, xk] = e.
t1
(i).(1)
(i).(2)
(ii)
(iii)
(v)
(iv)
Figure 19. An illustration for the relations (with no conjugations in Hn)
induced by the triple points, numerated counterclockwise, for the case 2k =
10.
Now, by Property 2.11(3) and by xk−1 = xk+2, we see that in Hn there is only one
independent commutator, e.g. y = t1,2, as all the others are either equal to it or to its
inverse. Since the presentation of Mn which was computed by the Zariski-van Kampen
method is complete (i.e. there are no additional relations), we get that in Hn there are no
relations on y. Thus Hn ∼= Z and therefore Mn in not abelian. 
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Note that in Proposition 3.2(b), we proved that M4 ∼= Z
3 ⊕ F2. We now prove that this
is in fact an exceptional case.
Theorem 4.6. For even n = 2k > 4, the group Mn is not isomorphic to a direct sum of a
free abelian group and free groups.
Proof. We use the notations of the fourth step of Theorem 4.5.
We know that M2k/M
′
2k
∼= Z2k+1. Note that H2k ∼= Z for k > 2 (by the fourth step
of Theorem 4.5), means that M2k cannot be isomorphic to a direct sum of the form K =
Zr ⊕
⊕v
i=1 Fmi (r ≥ 1,mi > 1) when v > 1 or when v = 1 and m1 > 2, since in that
case, [K,K]/[K, [K,K]] would not be isomorphic to Z. Note that the only case when
[K,K]/[K, [K,K]] might be isomorphic to Z is when v = 1 and m1 = 2 (by Witt’s formula
for the rank of the k-th quotient in the lower central series of the free group, see [18]), as
we indeed get for M4.
Assume by contradiction that M2k ∼= Z
r⊕F2. Thus M2k/M
′
2k
∼= Zr+2 which implies that
r = 2k − 1, and M2k ∼= Z
2k−1 ⊕ F2. Denoting K2k
.
= M2k/[M2k, [M2k,M2k]], we get that
Z(K2k) ∼= Z
2k, since Z(F2/[F2, [F2,F2]]) ∼= Z (where Z(G) is the center of a group G). We
will now contradict that deduction by showing that being in the center of K2k is equivalent
to solving a homogeneous system of 2k + 1 linear equations with 2k + 1 variables. We will
get a contradiction by computing a lower bound on the rank of this system.
Let X = xm11 · · · x
mu
u · δ ∈ K2k be a general word, where δ ∈ [M2k,M2k], u = 2k + 2
is the number of geometric generators of M2k and mi ∈ Z. We want to see what are the
conditions such that X ∈ Z(K2k), i.e. what are the conditions on the exponents mi such
that for any 1 ≤ s ≤ u, s 6= k + 2,
(8) (xm11 · · · x
mu
u · δ) · xs = xs · (x
m1
1 · · · x
mu
u · δ),
when we omit the case of s = k + 2, since xk−1 = xk+2. Therefore, from now on, we
consider the generators xk−1 and xk+2 as being the same, and thus, consider the expression
xm11 · · · x
mu
u as equal to a product of 2k+1 terms: x
m1
1 · · · x
mk+1
k+1 ·
̂x
mk+2
k+2 ·x
mk+3
k+3 · · · x
mu
u (when
the exponents mk−1 and mk+2 are always added and thus considered as the exponent of
xk−1).
Note that H2k
.
= [M2k,M2k]/[M2k , [M2k,M2k]] ⊆ Z(K2k). Note also that the system of
equations (8) is a system of equations in K2k. Therefore, δ ∈ Z(K2k) and thus can be
omitted from equations (8). Now, since xixj = ti,jxjxi, and using Property 2.11(2), the
above system of equations is equivalent to:
(9) tm1s,1 · · ·
̂t
mk+2
s,k+2 · · · t
mu
s,u = e,
where 1 ≤ s ≤ u, s 6= k + 2. However, as already noted in the fourth step of Theorem 4.5,
for every i, j, k, l, ti,j = t
±1
k,l in H2k. Denoting y = t1,2, we get that the system of equations
(9) is in fact a system of 2k + 1 linear equations in the variables mi’s:
(10) αs,1m1 + · · ·+ αs,k+1mk+1 + αs,k+3mk+3 + · · ·+ αs,umu = 0,
where αi,j ∈ Z. Note that since the ti,j’s are equal to y
±1, we have that |αi,j| ≤ 2.
Now, the trivial solution to this homogeneous system of equations, i.e. mi = 0 for all
i, corresponds to the word X = δ ∈ [M2k,M2k]. As H2k = 〈y〉 ∼= Z, as was proved in the
fourth step of Theorem 4.5, we get that 〈y〉 ⊆ Z(K2k). Therefore, in order to prove that
Z(K2k) ∼= Z
2k, we have to show that there are 2k− 1 other non-trivial linearly independent
solutions for the system of equations (10).
The system of equations (10) has 2k + 1 linear equations with 2k + 1 variables. Once
we show that there are three independent equations at this system, this would mean that
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rank(A)≥ 3 (where A =(αi,j) is the coefficient matrix), thus there are less than 2k − 1
non-trivial independent solutions, and we get a contradiction.
Let us examine more closely the system of equations (9) for certain indices s. For s 6= k−1,
ts,i 6= e only if i = k − 1 (since there are no nodes on the conic) or the lines numerated s
and i intersect at a triple point (on the conic). Thus, for s = 1, the corresponding equation,
from the system of equations (10), is:
α1,2m2 + α1,2k+2m2k+2 + α1,k−1mk−1 = 0
(where α1,2, α1,2k+2 6= 0). For s = 2k + 2, the corresponding equation is:
α2k+2,1m1 + α2k+2,2k+1m2k+1 + α2k+2,k−1mk−1 = 0
(where α2k+2,1, α2k+2,2k+1 6= 0). For s = k−1, ts,i = e only for i = k−1. Thus, for s = k−1
the corresponding equation is:
2k+2∑
i=1,
i 6=k−1,k+2
αk−1,imi = 0
(where the coefficients in the above equation are not 0). Obviously, the last three equations
are linearly independent, and this finishes the proof. 
Remark 4.7. A2k is almost-conjugation-free, as after sending any geometric generator,
that corresponds to one of the lines, to the identity element, we get that the resulting
arrangement has no cycle in its graph, and thus, by Proposition 2.8(2), it is conjugation-
free. However, we do not know whether it is conjugation-free or not, but we conjecture that
it is not conjugation-free based on the case of A4.
Remark 4.8. Using the result of Oka-Sakamoto [22], one can generalize the above results
to any CL arrangement whose graph is a disjoint union of cycles.
References
[1] M. Amram, D. Garber and M. Teicher, Fundamental groups of tangented conic-line arrangements with
singularities up to order 6, Math. Zeit. 256, 837–870 (2007).
[2] M. Amram and M. Teicher, Fundamental groups of some special quadric arrangements, Rev. Mat.
Complut. 19(2), 259–276 (2006).
[3] M. Amram, M. Teicher and A. M. Uludag, Fundamental groups of some quadric-line arrangements,
Topology Appl. 130(2), 159–173 (2003).
[4] E. Artal-Bartolo and J. Carmona-Ruber, Zariski pairs, fundamental groups and Alexander polynomials,
J. Math. Soc. Japan 50(3), 521–543 (1998).
[5] E. Artal-Bartolo, J.I. Cogolludo and H. Tokunaga, A survey on Zariski pairs, in: Algebraic geometry in
east Asia, Hanoi 2005, Adv. Stud. Pure Math. 50, Math. Soc. Japan, Tokyo, 1–100 (2008).
[6] A.I. Degtyarev, Quintics in CP2 with nonabelian fundamental group, Algebra i Analiz 11(5), 130–151
(1999) [Russian]; English translation: St. Petersburg Math. J. 11(5), 809–826 (2000).
[7] M. Eliyahu, D. Garber and M. Teicher, A conjugation-free geometric presentation of fundamental groups
of arrangements, Manuscripta Math. 133(1–2), 247–271 (2010).
[8] M. Eliyahu, D. Garber and M. Teicher, A conjugation-free geometric presentation of fundamental groups
of arrangements II: Expansion and some properties, Int. J. Alg. Comput. 21(5), 775–792 (2011).
[9] M. Eliyahu, E. Liberman, M. Schaps and M. Teicher, Characterization of line arrangements for which
the fundamental group of the complement is a direct product, Alg. Geom. Topo. 10, 1285–1304 (2010).
[10] M. Falk, The minimal model of the complement of an arrangement of hyperplanes, Trans. Amer. Math.
Soc. 309, 543–556 (1988).
[11] K.M. Fan, Position of singularities and fundamental group of the complement of a union of lines, Proc.
Amer. Math. Soc. 124(11), 3299–3303 (1996).
[12] K.M. Fan, Direct product of free groups as the fundamental group of the complement of a union of lines,
Michigan Math. J. 44(2), 283–291 (1997).
STRUCTURE OF FUNDAMENTAL GROUPS OF CL ARRANGEMENTS 25
[13] M. Friedman and D. Garber, On the structure of conjugation–free fundamental groups of conic–line
arrangements, submitted, arXiv:1111.5291.
[14] The GAP Group, GAP – Groups, Algorithms, and Programming, Version 4.4.12; 2008.
(http://www.gap-system.org)
[15] D.F. Holt and S.E. Rees, The isomorphism problem for finitely presented groups, in: Groups, Combina-
torics and Geometry, London Math. Soc. Lect. Notes Ser. 165, 459–475 (1992).
[16] T. Jiang and S.S.-T. Yau, Diffeomorphic types of the complements of arrangements of hyperplanes,
Compositio Math. 92(2), 133–155 (1994).
[17] E.R. van Kampen, On the fundamental group of an algebraic curve, Amer. J. Math. 55, 255–260 (1933).
[18] W. Magnus, A. Karrass and D. Solitar, Combinatorial group theory (2nd ed.), Dover, New York, 1976.
[19] D. Matei and A. Suciu, Cohomology rings and nilpotent quotients of real and complex arrangements, in:
Arrangements–Tokyo 1998, Adv. Stud. Pure Math. 27, Math. Soc. Japan, Tokyo, 2000, 185–215.
[20] J. Milnor, Morse Theory, Ann. Math. Stud. 51, Princeton University Press, Princeton, NJ (1963).
[21] B. Moishezon and M. Teicher, Braid group technique in complex geometry, II, From arrangements of
lines and conics to cuspidal curves, Algebraic Geometry, Lecture Notes in Math. 1479, 131–180 (1990).
[22] M. Oka and K. Sakamoto, Product theorem of the fundamental group of a reducible curve, J. Math. Soc.
Japan 30(4), 599–602 (1978).
[23] G.L. Rybnikov, On the fundamental group of the complement of a complex hyperplane arrangement,
Functional Analysis and Its Applications 45 (2), 137–148 (2011).
[24] S. Wang and S.S.-T. Yau, Rigidity of differentiable structure for new class of line arrangements, Comm.
Anal. Geom. 13(5), 1057–1075 (2005).
Michael Friedman, Institut Fourier, 100 rue des maths, BP 74, 38402 St Martin d’He´res
cedex, France; Max Planck Institute for Mathematics, Vivatsgasse 7, 53111 Bonn, Germany
E-mail address: Michael.Friedman@ujf-grenoble.fr
David Garber, Department of Applied Mathematics, Faculty of Sciences, Holon Institute
of Technology, 52 Golomb st., PO Box 305, 58102 Holon, Israel
E-mail address: garber@hit.ac.il
