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We report on the experimental study of electron transport in sub-micron-wide ”wires” fabricated
from Si δ-doped GaAs. These quasi-one-dimensional (Q1D) conductors demonstrate the crossover
from weak to strong localization with decreasing the temperature. On the insulating side of the
crossover, the resistance has been measured as a function of temperature, magnetic field, and ap-
plied voltage for different values of the electron concentration, which was varied by applying the
gate voltage. The activation temperature dependence of the resistance has been observed with the
activation energy close to the mean energy spacing of electron states within the localization domain.
The study of non-linearity of the current-voltage characteristics provides information on the distance
between the critical hops which govern the resistance of Q1D conductors in the strong localization
(SL) regime. We observe the exponentially strong negative magnetoresistance; this orbital mag-
netoresistance is due to the universal magnetic-field dependence of the localization length in Q1D
conductors. The method of measuring of the single-particle density of states (DoS) in the SL regime
has been suggested. Our data indicate that there is a minimum of DoS at the Fermi level due to
the long-range Coulomb interaction.
I. INTRODUCTION
Recent progress in technology enables the realization
of a wide variety of materials with one-dimensional (1D)
structural and electronic properties: high-mobility het-
erojunction microstructures [1], heavy-doped conjugated
polymers [2], carbon nanotubes [3], or organic conductors
[4], to mention a few. Because of a very broad current
usage of the term ”1D systems”, the physical properties
of these conductors are diverse. In the limit of one con-
ducting channel (conductors with cross-sectional dimen-
sions smaller than the Fermi wavelength of the conduc-
tion electrons), there is strong unscreened interaction be-
tween electrons. The electron states are correlated along
the channel, and the poorly-defined single-electron exci-
tations cannot be treated as Landau quasiparticles. The
behavior of these so-called quantum ”wires” is described
by the Tomonaga-Luttinger model, and the ideas span
from the Wigner crystal in the case of the long-range in-
teractions to the charge-density waves for the short-range
interactions (for recent reviews, see [4–7]).
In this paper, we are concerned with another class
of 1D conductors, usually referred to as quasi-one-
dimensional (Q1D) conductors. In these disordered con-
ductors, there are many channels with strong scatter-
ing between them, and the quasiparticle excitations are
well described by the Fermi-liquid theory. The physics of
these systems is essentially different from the physics of
quantum wires. The electron mean free path l is much
smaller than the length of these conductors, and the co-
herent scattering from many impurities gives rise to An-
derson localization [8]. To be one-dimensional with re-
spect to the quantum interference effects, a conductor
should have cross-sectional dimensions smaller than the
length of localization of the electron wavefunction, ξ, and
the phase-breaking length Lϕ (for a review, see [9]).
It is widely believed that all electron states in low-
dimensional conductors are localized when both spin-
orbit (SO) and electron-electron interactions are weak
[8,10]. The localization length for a Q1D conductor with
a large number of transverse channels N1D and weak SO
scattering can be expressed at H = 0 as [11,12]
ξ = N1Dl =
πh¯
e2
σ1 , (1)
where σ1 is the conductance of a wire per unit length in
the ”metallic” regime. Despite of electron localization,
this ”metallic” conductance can be rather large at room
temperature. This is due to strong inelastic scattering:
the electron scatters to another state, localized around
a different site, before it diffuses over the localization
length [the weak localization (WL) regime]. However,
with decreasing the temperature, a low-dimensional con-
ductor should eventually become an insulator. Electron
transport can proceed only by hopping in this strong lo-
calization (SL) regime.
Until recently, the temperature-driven crossover has
been observed only in two-dimensional conductors
[13–16]. In one-dimensional MOSFET-type structures,
the transition to the insulating regime has been observed
with decreasing the carrier concentration [1]. In this case,
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however, all electron parameters and disorder have been
changed simultaneously with variation of the gate volt-
age, and the electron states were quite different in the
”metallic” and insulating regimes.
The study of the crossover is more informative if the
crossover is observed as a function of temperature: in
this case the data obtained in the WL and SL regimes are
pertinent to the same electron states. Though the the-
oretical prediction of this remarkable crossover in Q1D
conductors was made by Thouless in 1977 [8], the exper-
imental study of this fundamental problem was delayed
for 20 years. The ”gap” between the prediction and ob-
servation indicates that this is a very demanding exper-
iment; in particular, the choice of adequate samples is
crucial. Two objects which have been used extensively
for the study of the WL regime, thin metal films and
high-mobility heterostructures, do not suit well this pur-
pose: the localization length in these conductors is too
large, and, hence, the crossover temperature is too low
for any conceivable cross-section [17,18].
Experiments [17,19,20] have demonstrated that the
dominant decoherence mechanism in Q1D conductors at
low temperatures is the quasi-elastic electron-electron
scattering [21]. Analyzing these data, we came to a
conclusion that the crossover temperature can be sub-
stantially increased by using low-mobility and heavy-
doped semiconductor structures. Recently we observed
for the first time the temperature-driven crossover in
sub-micron-wide ”wires” fabricated from the Si δ-doped
GaAs [22–24]. On the insulating side of the crossover,
there remain unanswered questions that are crucial for
understanding of the transport mechanisms in Q1D con-
ductors. In this paper, we focus on the study of the
conductivity of Q1D conductors in the strongly localized
regime.
The paper is organized as follows. In Section II, we
briefly describe the experimental technique and observa-
tion of the WL-SL crossover in our samples. The data
obtained in the SL regime are discussed in Section III.
Our experimental findings and conclusions are summa-
rized in Section IV.
II. OBSERVATION OF THE WL-SL CROSSOVER
A. Samples
One can estimate the crossover temperature Tξ us-
ing the Thouless’ idea that the localization length ξ and
the phase-breaking length Lϕ(Tξ) should be of the same
order of magnitude at the crossover [8]. At low tem-
peratures, the decoherence in Q1D conductors is due
to the quasi-elastic electron-electron scattering (the so-
called Nyquist decoherence mechanism) [21]. The phase-
breaking length in this case can be expressed as follows
[21]:
Lϕ =
(
h¯2Dσ1√
2e2kBT
)1/3
. (2)
From comparison Eqs.1 and 2, we obtain the following
estimate
Tξ =
e2D√
2π2kBξσ1
∼
[
DW 2 (m∗)2
]
−1
, (3)
where D is the electron diffusion constant in the metallic
regime, W is the width of a ”wire” fabricated from two-
dimensional electron gas, and m∗ is the effective elec-
tron mass. Thus, one could expect larger Tξ for narrow
disordered conductors with a small effective mass of the
current carriers.
We have used wires fabricated from δ-doped GaAs.
The effective mass of electrons in these structures co-
incides with m∗ ≃ 0.067me in GaAs. A single δ-doped
layer with concentration of Si donors ND = 5 · 1012cm−2
is 0.1 µm beneath the surface of an undoped GaAs. Us-
ing the electron beam lithography and deep ion etching,
we were able to prepare uniform conducting wires with
the effective width W as small as 0.05 µm. Because of
the side-wall depletion, the effective width is smaller than
the ”geometrical” one by 0.15÷0.2 µm, depending on the
carrier concentration. The values of W , obtained from
the sample resistance, were in accord with the estimate
of W from the analysis of the WL magnetoresistance.
Parameters of the samples are listed in Table 1.
For several samples, we repeated the whole set of mea-
surements after deposition of a thin (∼ 50nm) silver film
on top of the structure. This metal film was used as
a gate electrode: by varying the gate voltage Vg , we
could ”tune” the carrier concentration and mobility, and,
hence, the localization length. The metal film deposition
also serves a different purpose: it modifies the Coulomb
interaction at distances greater than the distance be-
tween the electron gas and the metal film t = 0.1µm,
and allows to test the effect of the electron-electron in-
teractions on the conductivity in the SL regime.
The carrier concentration n in the wires could differ
substantially from that in the 2D δ-doped layer because
of the side-wall depletion. The direct measurement of
n (e.g., from the Shubnikov-de Haas oscillations) cannot
be performed in these very disordered and narrow wires
(see, e.g. [25]). An indirect estimate of n can be done as
follows. It is well established that the electron mobility µ
in the δ-doped layers withND = 5·1012cm-2 is∼ (1±0.2)·
103 cm2/V ·s [26]. Assuming that µ = 103cm2/V ·s in our
samples, we obtain a reasonable estimate n ≈ 3·1012cm−2
for Vg = 0; this corresponds to ∼ 40% compensation of Si
donors, which is typical for the δ-doped layers with ND =
5 ·1012cm-2 (see, e.g. [27]). For this carrier concentration,
only the lowest 2D subband is occupied [28]. It is worth
noting that the knowledge of the exact value of n is not
crucial for most of the effects discussed below.
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A relatively high concentration of carriers ensures that
the number of transverse channels in our samples is
large (N1D ≈ 7 − 30). The localization length is always
much greater than the mean free path l, and electron
motion is diffusive within the localization domain. At
high temperatures, these samples can be considered as
a disordered two-dimensional metal with the Fermi en-
ergy εF of the order of ∼ 103K, and the parameter kF l
ranging from 6 to 40 (kF is the Fermi wave number).
In particular, the density of states for non-interacting
electrons should be energy-independent, as in two di-
mensions, because of the strong inter-channel scattering
(h¯/τ >> εF/N1D, where τ is the momentum relaxation
time). However, at low temperatures the samples be-
come one-dimensional with respect to the quantum in-
terference effects : W < Lϕ(T ) ≤ ξ.
Table 1. Parameters of the samples.
Sample, # 1 2 3 4 5 6
W , µm 0.05 0.06 0.1 0.12 0.2 0.18
L, µm 500 500 40 500 40 500
# of parallel ”wires” 470* 470 5 470 5 470
R✷(T = 20K), kΩ 1.6 1.7 3.5 1.6 4.2 1.7
ξ, µm 0.40 0.46 0.37 1.0 0.61 1.4
∆ξ,K 2.1 1.5 1.1 0.35 0.34 0.17
T0(H = 0),K 2.6 1.87 1.47 0.42 0.39 0.2
Rξ(T = T0), kΩ 20.4 21.3 28 23 24.4 24.3
Hξ, kOe 1.0 0.74 0.56 0.17 0.17 0.083
Hexpξ , kOe 1.0 0.80 0.51 0.21 0.17 0.12
Hexpξ /T0, kOe/K 0.37 0.43 0.35 0.50 0.44 0.59
*) sample 1 has been scratched during the gate depo-
sition, and after this it contained 360 wires.
In these samples, the electrons are localized over a
large area ξ ·W , which is shared by several thousand of
the other localized electrons. Though the electron states
strongly overlap in space, they are separated by the mean
energy spacing within the localization domain
∆ξ(1D) = (ν1Dξ)
−1
, (4)
where ν1D is the single-particle density of states (due to
the strong inter-channel scattering, ν1D = Wν2D). For
the samples discussed in this paper, this energy spacing
varies from 0.1K to 5K depending on the wire width and
the carrier concentration.
We studied the resistance of many wires connected in
parallel. This has been done for two reasons. First, the
parallel connection of wires enlarges the temperature in-
terval where the sample resistance is within the range
of our measuring equipment (≤ 1GΩ). Second, increas-
ing the number of wires and their length reduces meso-
scopic fluctuations by improving the ensemble averaging.
Initially, we studied five 40µm-long wires connected in
parallel [22], later the number of wires was increased up
to 470, and the length L of each wire - up to 500µm
[23,24]. The distance between the wires is 1µm in all the
samples. The longer wires have an additional important
advantage: the voltage interval that corresponds to the
linear current-voltage (I-V ) characteristics is narrow for
our samples (see Sec. III), and the use of the longer wires
facilitates measurements in the linear regime.
B. Measuring technique
For the measurements, we use a dilution refrigerator
with a base temperature of 30mK. All the wiring in the
refrigerator is done by shielded twisted pairs of wires;
the resistance between all the wires is much greater than
1GΩ. An external noise pick-up has been minimized by
filtering of all the wires going into the cryostat.
We exploit two techniques for measuring the resistance.
For R ≤ 5MΩ, we have used a lock-in amplifier with an
input resistance of 20MΩ; a low measuring frequency
(f = 0.5Hz) has been chosen because of large values of
the sample resistance and capacitance of the filters. Due
to a very high sensitivity of the lock-in technique, high-
resolution resistance measurements can be done at low
voltage levels (V ∼ 10−6V ). This is an important ad-
vantage of the ac measurements, because the region of
linearity of the I − V characteristics becomes narrower
with increasing the localization length: e.g., for a sample
with ξ ∼ 1µm and L = 500 µm the non-linearity is ob-
served at V as small as 10−4 V (see Sec. III). For the re-
sistance measurements in the range 10MΩ ≤ R ≤ 1GΩ,
we have used a dc current source and electrometer with
the input resistance greater than 1·1014 Ω. The electrom-
eter resolution, which was mostly limited by slow drifts,
has been increased up to ∆V ∼ 1 ·10−5 V by alternating
of the measuring current direction.
C. Crossover from weak to strong localization
The resistance of all the samples increases with de-
creasing the temperature (Fig. 1). At high temperatures,
a slow growth of R is consistent with the theory of quan-
tum corrections to the resistance in the WL regime [24].
However, a dramatic change in the temperature depen-
dence of the resistance has been observed for sufficiently
narrow (W < 0.3 µm) wires: it becomes activation-type
at low temperatures.
We have shown that the Q1D conductors are driven
into the insulating state by both single-particle local-
ization and electron-electron interaction [24]. This evi-
dence stems from the study of precursors of the crossover,
namely, from the quantitative analysis of the tempera-
ture and magnetic field dependences of the resistance on
the ”metallic” side of the crossover. The contributions
3
to the resistance due to localization and interaction ef-
fects are of the same order of magnitude at the crossover.
The temperature dependence of the resistance is well de-
scribed by the sum of the first-order quantum corrections
down to ∼ 3Tξ, where Tξ is the crossover temperature; at
lower temperatures, the higher-order corrections become
important (see Section IIIA for our method of finding
Tξ).
Since our samples are driven into the insulating state
by both localization and interaction effects, it is not obvi-
ous that the Thouless’ scenario, which has been suggested
for a system of non-interacting electrons [8], applies in
this case. However, the experiment demonstrates that
the features of the observed crossover are consistent with
the Thouless predictions.
First, the resistance Rξ, calculated for a wire segment
of a length of ξ, is 24±4 kΩ at the crossover temperature
(see Table 1 and Fig.1), which is close to the quantum
resistance h/e2 expected for such a wire in the vicinity
of the Thouless crossover.
Secondly, the theory [8] predicts that the crossover
occurs when the temperature-dependent phase-breaking
length Lϕ(T ) becomes of the order of the temperature-
independent localization length. We estimated Lϕ(T )
by fitting the high-temperature (T > Tξ) magnetoresis-
tance with the WL theory [24] (for a detailed procedure of
fitting the experimental magnetoresistance of Q1D con-
ductors with the theory [21], see Ref. [20,24]). It has
been shown that the dominant phase-breaking mecha-
nism in our samples on the metallic side of the crossover
is the quasi-elastic electron-electron scattering [21]; both
the temperature dependence of the phase-breaking length
(Lϕ ∼ T−1/3) and its magnitude are in a good agree-
ment with the theoretical result (2) [24]. For all the
samples studied, Lϕ at the crossover temperature is ap-
proximately 2-3 times smaller than ξ calculated from Eq.
1. However, it would be naive to expect the exact equal-
ity Lϕ(Tξ) = ξ at T = Tξ, since the prediction has an
”order-of-magnitude” character.
The good agreement with Thouless’ prediction indi-
cates that in our samples the localization effects prevail
in the WL-SL crossover. An additional evidence for that
is provided by observation of the exponentially strong
orbital magnetoresistance in the SL regime and the de-
crease of the crossover temperature in classically weak
magnetic fields (see Sec. IIIC).
Thus, we observe for the first time the crossover from
weak to strong localization in Q1D conductors as a func-
tion of temperature, when the electron states and dis-
order are identical on either side of the crossover. This
important aspect of the experiment allows us to com-
pare information on the electron states which can be ob-
tained independently from the study of conductivity on
both sides of the crossover.
III. THE STRONG LOCALIZATION REGIME
A. The temperature dependence of the resistance
On the insulating side of the crossover, an activated
behavior of the resistance is observed (see Fig. 1): the
experimental dependences R(T ) at T ≤ 0.3 T0 can be
fitted with the Arrhenius-type dependence
R(T ) = R0 exp
(
T0
T
)
. (5)
Similar R(T ) dependences were reported earlier for the
mesoscopic MOSFET-type structures in the SL regime
[1].
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FIG. 1. The temperature dependence of the resistance of
the 0.05-µm-wide wires (sample 1) in zero magnetic field with-
out the gate, the solid curve is a guide to the eye. The arrow
indicates the temperature T0 that corresponds to the acti-
vation energy of hopping transport on the insulating side of
the crossover. The insert: the temperature dependence of the
phase-breaking length Lϕ. The dashed line is the Nyquist
phase-breaking length (Eq. 2).
The experimental values of the activation energy kBT0
are very close to the spacing of the electron states on the
scale of the localization domain ∆ξ. We have verified this
a) by varying the width of samples, and b) by varying the
localization length with the gate voltage. In particular,
Table 1 demonstrates that T0 for the samples with the
same diffusion constant varies proportional to W−2, as
one could expect from Eq. 3.
At the crossover temperature, all relevant energy scales
become of the same order of magnitude:
4
h¯τϕ(Tξ)
∼ ∆ξ ∼
h¯D
ξ2
∼ kBT0 ∼ kBTξ . (6)
Indeed, the scaling theory of localization [8,10] predicts
that the crossover occurs when the smearing of the energy
levels h¯/τϕ becomes comparable with the level spacing
within the localization domain ∆ξ. For a Q1D conductor,
∆ξ is of the order of the Thouless energy, h¯D/ξ
2 (Eq.
1). Our experimental data indicate that the activation
energy kBT0 is also very close to the level spacing ∆ξ
(see below). Finally, if the Nyquist phase-breaking is
the dominant decoherence mechanism (which is always
the case in low-dimensional conductors at sufficiently low
temperatures), the phase-breaking rate h¯/τϕ becomes of
the order of the temperature T = Tξ at the crossover (see
Eqs. 1, 2). In other words, the quasiparticle description
holds over the whole temperature range that corresponds
to the WL regime [9].
Since the crossover temperature Tξ and the tempera-
ture T0 pertinent to the activation energy on the insu-
lating side of the crossover are close to one another, we
do not distinguish between them [29]. When discussing
the crossover temperature in this paper, we refer to T0,
which can be accurately estimated on the insulating side
of the crossover.
0 2 4 6 8 10 12 14 16 1810
-2
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T0=0.82K
            Vg
 -0.35V
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  0
  0.15V
  0.3V
  0.45V
T-1, K-1
R,
 M
ΩΩ
FIG. 2. The R(T) dependences at different values of the
gate voltage for sample 1. Straight lines are Arrhenius depen-
dences (5) with the values of the activation energy T0 shown
next to the lines.
One can shift the crossover and vary the activation
energy over a wide range by applying the gate voltage
(the temperature dependences of the resistance for sam-
ple 1 at different Vg are shown in Fig. 2). With in-
creasing the carrier concentration, the activation energy
decreases (Fig. 3a) and the localization length increases
(the values of ξ shown in Fig. 3b have been calculated
from Eq.1). However, the product T0ξ remains indepen-
dent of the gate voltage (Fig. 3c). Thus, the activation
energy is inversely proportional to ξ. Numerically, the
activation energy is very close to the mean energy spac-
ing within the localization domain; we have also verified
this by studying samples of different width (see Table 1).
We observe correlation between the prefactor R0 in
the Arrhenius law (5) and the sheet resistance R✷ on
the metallic side of the crossover (T >> T0). For ex-
ample, the magnitude of R0 calculated for a segment
of wire of the length ξ (R0ξ) is 1.7 kΩ for sample 1
(R✷(20K) = 1.6kΩ) and 12− 14 kΩ for samples 3 and 5
(R✷(20K) = 3.5−4.2 kΩ). The presence of the gate elec-
trode affects R0ξ: for sample 1, R0ξ has been increased
up to 4 kΩ after the gate deposition. With increasing
the gate voltage, R0 decreases (Fig. 3d), however, R0ξ is
almost Vg-independent. This observation can be also pre-
sented as the Vg-independent ratio R0/R✷(T >> T0) for
a given sample. As it will be shown below, the prefactor
R0 is not affected by the magnetic field.
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a
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b
 
 ξξ , µµ
m
-0.4 -0.2 0.0 0.2 0.4 0.60
20
40 d
 Vg, V
 
R 0
, 
kΩΩ
 
0.6
0.8
1.0
c
 
 
T 0ξξ
, 
Kµµ
m
FIG. 3. The dependences of T0, ξ, T0ξ and R0 on the gate
voltage for sample 1. Open dots are the corresponding values
before the gate deposition. These values have been plotted
at non-zero Vg to facilitate comparison of parameters for the
samples with/without a gate with the same ξ. The values of
ξ have been calculated from Eq. 1.
The observed Arrhenius-type temperature dependence
of the resistance with kBT0 ≈ ∆ξ could be accounted for
by different models of electron transport in the SL regime
(see, f.i. [30–33]). In particular, the theory of the vari-
able range hopping (VRH) in one dimension [30,32,33]
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predicts the activation behavior of the resistance (in con-
trast to higher dimensions, where one can expect to ob-
serve either Mott’s or Efros-Shklovskii law [34]). Simi-
larity of the theoretical predictions stems from the fact
that the resistance of a Q1D conductor is governed by the
so-called critical hops, rare segments of a wire with no
localized states in the vicinity of the Fermi level [32,33].
Indeed, any model of the SL transport that takes into ac-
count a realistic distribution of parameters of the hops,
brings to the highly-resistive hops separated by a distance
Lc much larger than the hopping length. Thus, in order
to test the relevance of different theoretical models to our
experimental situation, we need to measure directly the
two characteristic length scales: the hopping distance rh
for the critical hops, and the distance Lc between such
hops. The experimental data on the hopping distance is
still unavailable; without this information, it is difficult
to distinguish between the alternatives: nearest-neighbor
hopping versus variable-range hopping. We hope to ad-
dress this problem in our future experiments with multi-
connected samples fabricated from Q1D wires. However,
the second important length scale, the distance between
the critical hops, can be measured directly.
B. Non-linearity of the I-V characteristics
The study of non-linear effects in the SL regime allows
to measure LC and its dependence on T and H which is
crucial for understanding of electron transport in the SL
regime. For all the samples in Table 1, we have measured
the dependence of the resistance R ≡ V/I on the voltage
V across the sample at different temperatures; we have
also repeated these measurements for sample 1 after the
gate deposition for different Vg (all the data discussed in
Section IIIA were obtained in the linear regime). The
dependences R(V ) measured at different T and H = 0
for sample 1 before the gate deposition are shown in Fig.
4.
Qualitatively, one can consider two different voltage
regions for these dependences, separated by the char-
acteristic voltage V ∗ (∼ 5 · 10−3V for sample 1). At
small V < V ∗, the resistance is strongly temperature-
dependent; this voltage interval corresponds to the SL
regime. For large V > V ∗, all dependences R(V, T ) col-
lapse onto a single curve regardless of the temperature;
in the latter WL regime, the electron transport is non-
activated. Heating of sample 1 by measuring currents
can be neglected at V < 1 · 10−2V : independent mea-
surements show that the power 1nW dissipated in the
sample does not overheat electrons down to T ∼ 0.1K
[35] .
In the SL regime, the non-linear resistance R ≡ V/I
for all samples can be fitted with the dependence:
10-4 10-3 10-2 10-1
10-1
100
101
102
103
6.35
8.2
8.5
9.8
L
c
=10µm
 0.2K
 0.25K
 0.3K
 0.4K
 0.5K
R,
 M
ΩΩ
V, Volts
FIG. 4. The dependence of R ≡ V/I on the voltage drop
V across sample 1 at different temperatures (before the gate
deposition). Solid curves are Eq. 7; the corresponding values
of LC in microns are shown next to each curve.
R ∼ exp
(
T0 − αV
T
)
, (7)
where V is the total voltage across the sample. In or-
der to clarify the physical meaning of α, we assume the
following simplified model: the critical hops are identi-
cal, and they are separated by the average distance LC
which is much greater than the hopping distance. In the
electric field, the activation energy of each critical hop
decreases proportionally to the voltage drop across the
hop. In this model, α−1 is proportional to the average
number of critical hops L/LC in a wire of the length L.
Obviously, this model is very naive. However, more
realistic model based on the normal distribution of the
activation energies and self-consistent calculation of the
voltage drop across each hop fits the experimental depen-
dences R(V ) less accurately than Eq. 7.
On the basis of this model, one can estimate the dis-
tance between the critical hops LC = αLkB/e. This dis-
tance increases with decreasing the temperature (Fig. 5)
and at T0/T ≫ 1 it exceeds ξ by more than an order of
magnitude. However, even at the lowest temperatures,
this distance is still by a factor of ∼ 50 smaller than the
total length of the wire.
The theory [33] predicts that the wire-to-wire fluctua-
tions can be neglicted if η ≡ ln(L/ξ)/ln(LC/ξ) > 1; for
our experimental values of LC , η = 2 ÷ 3 for all T and
Vg for all samples. Since the width of the distribution
function for the wire’s resistance depends exponentially
on η, the wire-to-wire fluctuations are averaged out in
6
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FIG. 5. The temperature dependence of LC for different
samples; the sample parameters are given in Table 1.
our ”long” samples. Thus, the wire resistance is a self-
averaged quantity in the studied temperature range (the
resistance fluctuations decrease with increasing the wire
length). The opposite case of large fluctuations in meso-
scopic samples (L ≤ LC) has been studied by Hughes et
al. [36].
Another experimental evidence for the self-averaged
behavior of the wire resistance stems from comparison of
the samples comprising 5 wires with L = 40µm and 470
wires with L = 500µm. For 40µm-long wires we observed
resistance fluctuations in strong magnetic fields (Fig. 9;
see also [22]); these fluctuations are completely washed
out for longer wires (Fig. 8). Relatively small values of
LC are also consistent with the fact that we have not ob-
served any rectifying effects even for the 40µm-long wires;
the rectifying effects are typical for mesoscopic samples
[1].
The study of LC for the same sample at different Vg
shows that LC is proportional to ξ for a fixed T0/T . For
sample 1 both LC and ξ increase with increasing Vg by a
factor of ∼ 6, however, the ratio LC/ξ remains the same
for all Vg (Fig. 6).
The temperature dependences of LC shown in Fig.
5 contradict the VRH theory in one dimension, which
predicts the exponential temperature dependence of LC
[32,33]:
LC = ξ
√
T0
T
exp
(
T0
2T
)
. (8)
Instead, LC grows approximately as T0/T at high tem-
peratures and saturates at lower T (Fig. 5). This dis-
0
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b
 
 Vg, Volts
 
 
L c/
ξξ
FIG. 6. a) The dependence of LC on Vg at a fixed
T0/T ≃ 8.25. b) The ratio LC/ξ versus Vg. The open circles
correspond to the measurements before the gate deposition.
crepency remains the challenge for the theory.
C. The magnetoresistance
An important advantage of our experiment is that we
can measure directly the localization length by studying
the magnetoresistance in the SL regime. The magnetore-
sistance for sample 1 below the crossover temperature is
shown in Fig. 7. The magnetoresistance in the WL and
SL regimes shares several common features: it is negative
and strongly anisotropic (this pure orbital magnetoresis-
tance vanishes for the parallel orientation of the field with
respect to the plane of the δ-layer). However, the magni-
tude of the magnetoresistance increases dramatically on
the insulating side of the crossover. The insert in Fig.
7 demonstrates that the crossover shifts down to lower
temperatures, and the magnetoresistance becomes expo-
nentially strong in classically weak magnetic fields.
For different fixed values of the magnetic field, we ob-
serve the exponential temperature dependence of the re-
sistance with the same prefactor R0. The only parameter
which varies with the magnetic field is the activation en-
ergy:
R(T,H) = R0exp[T0(H)/T ] . (9)
Thus, the magnetoresistance is due to the magnetic field
dependence of the activation energy [22,23]. Taking this
into account, it is convenient to convert the magnetore-
sistance into the H-dependence of the activation energy:
7
102 103 104 105
10-1
100
101
102
103
 0.25K
 0.3K
 0.4K
 0.5K
 0.6K
R,
 M
ΩΩ
H, Oe
0.1 1 10
0.05
0.10
0.4K
T0=0.7K
0
 T, K
 
 
 
R,
 M
ΩΩ
FIG. 7. The magnetoresistance of sample 1 without the
gate electrode at different temperatures (T ≪ T0 = 2.6K).
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T0(H)
T0(H = 0)
=
T
T0(H = 0)
ln
R(H)
R0
. (10)
The dependences (10) measured for samples 1 and 5 at
different temperatures T ≪ T0 are shown in Figs. 8,9.
For all the samples, these dependences collapse onto the
same universal curve, which reflects the transition from
weak to strong fields; the normalized activation energy
varies between 1 (H = 0) and ∼ 0.5 (strong fields). (For
samples with L = 40µm, the deviations from this uni-
versal curve due to insufficient averaging of mesoscopic
fluctuations have been observed in strong fields [22], see
Fig.9).
It was shown in Sec.IIIA that the activation energy in
our samples practically coincides with the mean energy
spacing within the localization domain and is inversely
proportional to the localization length. Thus, the ob-
served magnetoresistance reflects the universal magnetic-
field dependence of the localization length.
This observation is in agreement with the theoretical
prediction that the localization length in a 1D conduc-
tor with a large number of channels N1D should be a
universal function of the symmetry class [11,37–39]:
ξ = γN1Dl , (11)
where γ = 2β/s, β is the Dyson parameter, which char-
acterizes the symmetry properties of the system, and s
is the Kramers degeneracy of the channels. The coeffi-
cient γ equals 1(2, 4, 4), respectively, for potential scat-
tering (β = 1, s = 2), potential scattering in strong
magnetic field (β = 2, s = 2), spin-flip scattering by
magnetic impurities or the strong spin-orbit scattering
in strong magnetic field (β = 2, s = 1, note broken
Kramers degeneracy), and the strong SO scattering at
H = 0 (β = 4, s = 2). In our case, the magnetic field
induces a transition from the orthogonal to unitary case
without breaking the spin degeneracy of the scattering
channels (β = 1, s = 2 → β = 2, s = 2) and, hence,
doubling of ξ. The theory is well adapted to the con-
ductors with a large localization length, where electrons
move diffusively within the localization domain. Since
for our samples T0 ≃ ∆ξ ∼ 1/ξ, doubling of the localiza-
tion length should result in halving the activation energy
in agreement with our experimental data.
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FIG. 8. The normalized magnetic field dependences of the
activation energy for sample 1. Characteristic fields Hξ and
H∗ are shown with arrows. The dashed line is the theoretical
strong-field limit for N1D = 7 (see the text).
Figure 8 shows that the activation energy for sample 1
diminishes in strong magnetic fields less than by a factor
of 2. We believe that two reasons preclude observation of
the exact halving of T0 in this sample. First, the number
of channels is not very large for sample 1 (N1D ≃ 7);
in this case, the exact expression for ξ should be used
(s = 2) [39]:
ξ = (βN1D + 2− β) l , (12)
According to Eq.12, for a conductor with N1D = 7, T0
in strong fields should be smaller than T0(H = 0) by
a factor of 1.75. The corresponding high-field limit of
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T0 is shown as the dashed line in Fig. 8. Note that
for sample 5 with a large number of transverse channels
(N1D ≃ 30), the normalized T0 approachs the level 0.5
in strong fields (Fig. 9). Secondly, in stronger fields
H > H∗ = Φ0/W
2(Φ0 is the magnetic flux quantum),
two essential requirements of the theory applicability are
violated: sample 1 becomes two-dimensional with respect
to the localization effects, and, at the same time, trans-
port is already affected by the magnetic field at scales
smaller than the mean free path (since l is close toW for
this sample). In this case, the dependence ξ (β) is more
complicated and not universal [40,41].
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FIG. 9. The normalized magnetic field dependences of the
activation energy for sample 5. The solid line is the theoreti-
cal dependence ξ(0)/ξ(H) (= T0(H)/T0(0)) for N1D ≫ 1 (see
the text). The dashed line is the theoretical strong-field limit.
The amplitude of reproducible fluctuations of magnetoresis-
tance, observed at H ≥ 1kOe, increases with the decrease
of temperature; the fluctuations clearly manifest themself at
T = 0.1K.
Not only the limits of variation of ξ(H) are in agree-
ment with the theory, but also the shape of the transition
curve in the field range H < H∗ is consistent with the
analytical expression for ξ(H) obtained for all magnetic
fields by Bouchaud [40]. The dependence ξ(H) calcu-
lated for N1D ≫ 1 is shown in Fig. 9 by the solid curve.
In particular, our data are consistent with the prediction
that the limit ξ(H)/ξ(0) is reached slowly with increasing
H [40].
Our experiments [22–24] provide the first evidence of
the doubling of ξ due to breaking of the time-reversal
symmetry. Previously, the idea of the universal change
of ξ in magnetic fields has been used for interpretation
of the magnetoresistance of several 2D and 3D systems
with variable-range hopping [37,42,43]. Although the ef-
fects in higher dimensions could be qualitatively similar,
the doubling of ξ is expected only in the Q1D geometry
[40,41]. It is unclear at present how to reconcile the ob-
served positive magnetoresistance in insulating 1D sam-
ples with strong SO scattering [42], with the theory that
properly accounts for Kramers degeneracy [44,45]. In this
case, the magnetic field should not affect the localization
length, since the time-reversal symmetry and Kramers
degeneracy are broken simultaneously [11,44,45].
Observation of the magnetic-field-induced doubling of
ξ provide us with a direct method of measurement of ξ
in Q1D conductors. Indeed, the localization length is the
only unknown parameter in fitting the experimental de-
pendences T0(H)/T0 with the theory [40]. According to
the theory [40], T0(H)/T0(H = 0) ≈ 0.83 in the charac-
teristic field
Hξ =
Φ0
ξW
(13)
which corresponds to breaking of the time-reversal sym-
metry within the localization domain [46]. The value of
Hξ for samples 1 and 5 are shown by arrows in Figs. 8,9.
For all the samples studied, the experimental values of
ξ are in an excellent agreement with the estimate of the
localization length from the resistance in the ”metallic”
regime (1) (see Table 1).
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The evolution of the R(V ) dependences with magnetic
field for sample 1 is shown in Fig. 10. In the SL regime
(V << V ∗), these normalized dependences are not af-
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fected by the magnetic field in accord with our experi-
mental observation that LC ∼ ξ(T0/T ) = 1/ν1DT . How-
ever, the values of V , where deviation from the fitting
curve (7) is observed, are diminishing with the increase
of magnetic field. We cannot suggest a plausible expla-
nation of this experimental fact.
D. The density of states
Comparison of expressions for the activation energy
kBT0 ≈ ∆ξ and the characteristic field Hξ shows that
the ratio of these quantities depends only on the single-
particle density of states:
Hξ
∆ξ
=
Φ0ν1D
W
= Φ0ν2D . (14)
Thus, by measuring the experimental counterpart of this
ratio,Hexpξ /T0, one can probe the DoS at the energy scale
∼ kBT0 near the Fermi level. The values of Hexpξ /T0
for samples without a gate are listed in Table 1. De-
spite of an order-of-magnitude variation of Hξ and T0 for
different samples, their ratio remains close to the esti-
mate 0.5 kOe/K, obtained for the non-interacting elec-
trons in the parabolic conduction band (ν2D = m
∗/πh¯2
, m∗=0.067me).
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FIG. 11. The dependence of Hξ and ν2D on Vg. Solid lines
are guides to the eye. Open circles correspond to the values
before the gate deposition.
Interestingly, however, we observe ∼ 40% increase of
ν2D after deposition of the gate electrode (Fig. 11). The
increase of ν2D also manifests itself in the decrease of T0
(Fig. 3) and increase of LC (Fig. 6) if one compares
the samples with the same localization length. This be-
havior of ν2D is difficult to explain in the model of non-
interacting electrons. We believe that this is manifesta-
tion of the effect of the long-range Coulomb interaction
on the DoS in the SL regime. Indeed, the Coulomb in-
teraction, being poorly screened in Q1D conductors, can
affect both thermodynamic and transport properties. In
particular, Raikh and Efros predicted a logarithmic sin-
gularity of the single-particle DoS at the Fermi energy in
Q1D conductors in the SL regime [47]:
ν1D(ε) =
ν01D
1 +
e2ν0
1D
K ln (εξ/ε)
, (15)
where ν01D is the ”nucleating” DoS, K is the relative per-
mittivity of the medium around the conductor, and ǫξ
gives a measure of the strength of nearest-neighbor in-
teraction. Suppression of the long-range Coulomb inter-
action can result in the measurable increase of ν2D. In-
deed, deposition of the gate electrode ”screens” the long-
range part of the Coulomb interaction: it becomes of a
dipole-dipole type at distances greater than the distance
t between the electron gas and the metallic gate electrode
(for our samples, t = 0.1µm is much smaller than ξ and
the hopping length). To the best of our knowledge, this
is the first experimental evidence of the minimum of the
DoS at the Fermi level in Q1D conductors. This could
also be an indirect evidence that the hopping distance
at T ≪ T0 exceeds ξ: only in this case one can expect
to observe the effect of the Coulomb interaction on the
DoS.
IV. CONCLUSION
In conclusion, we have studied the resistance of quasi-
one-dimensional wires fabricated from Si δ-doped GaAs
as a function of the temperature, magnetic field and ap-
plied voltage. The crossover from weak to strong local-
ization has been observed in these conductors with de-
creasing the temperature. The main features of the ob-
served crossover, driven by both localization and interac-
tion effects, are in agreement with the Thouless scenario:
the crossover occurs when the phase-breaking length be-
comes comparable with the localization length, and the
resistance of the segment of wire of the length ξ is∼ h/e2.
On the insulating side of the crossover, we observe the
activation temperature dependence of the resistance with
the activation energy very close to the mean energy spac-
ing within the localization domain. Both the crossover
temperature and the activation energy can be varied over
a wide range by the gate voltage.
The study of non-linearity of the current-voltage char-
acteristics in the SL regime provides the direct measure-
ment of the distance between the critical electron hops,
which govern the resistance of a Q1D conductor. This
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distance Lc is proportional to the localization length; it
increases with decreasing the temperature, and at low
temperatures (T/T0 = 0.1) exceedes ξ by a factor of
∼ 30. However, Lc is insufficiently large to be consistent
with prediction of the theory of variable range hopping in
Q1D conductors [32,33]. Since Lc is much smaller than
the length of wires, there is no rectifying effects in the re-
sistance of our samples, and the wire-to-wire fluctuations
of the resistance are negligible.
The exponentially strong magnetoresistance in the SL
regime is due to the magnetic field dependence of the lo-
calization length. Observation of the universal magnetic-
field dependence of the activation energy, which is caused
by breaking of the time-reversal symmetry in strong
fields, has been used for the direct measurement of ξ in
Q1D conductors. There is a good agreement between the
values of ξ estimated from the SL magnetoresistance and
calculated from the resistance in the WL regime.
Simultaneous measurement of the activation energy
and the characteristic field of doubling of the localiza-
tion length allows to probe the single-particle density of
states at the Fermi level in Q1D conductors. Our data in-
dicate, that deposition of the gate electrode decreases the
amplitude of the minimum. We believe that this is due to
screening of the long-range interaction by the metal film
separated from the Q1D conductor by a distance much
smaller than the hopping length.
In the situation when direct measurement of the hop-
ping distance is still unavailable, it is difficult to give
preference to one of the models of electron transport in
the insulating regime (nearest-neighbor hopping versus
variable-range hopping). However, observation of the
minimun of the density of states at the Fermi level can
serve as an indirect evidence that the hopping distance
exceeds the localization length. More theoretical efforts
are needed to take into account such essential features
of quasi-one-dimensional conductors as strong overlap-
ping between the localized electron states and long-range
Coulomb interaction.
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