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Abstract. The theory of non symmetric Dirichlet forms is generalized to the non
abelian setting, also establishing the natural correspondences among Dirichlet forms,
sub-Markovian semigroups and sub-Markovian resolvents within this context. Exam-
ples of non symmetric Dirichlet forms given by derivations on Hilbert algebras are
studied.
Introduction.
The theory of non commutative Dirichlet forms, which originated from the pioneer-
ing examples of L. Gross [G] and the general analysis of S. Albeverio and R. Høegh-
Krohn [AH] (see also [AHO]), has nowadays drawn a renewed interest between re-
searchers ([DL1], [DL2], [DR], [D3], [Sa], [GL] and [Ci]). There are different reasons
which, in our opinion, explain (and justify) the recent activity in this area. On the one
side the presence of a feed-back effect due to the increasing ability showed by the com-
mutative theory in handling successfully analytic and probabilistic problems during the
last fifteen years ([AR], [AMR], [MR], [D2], and ref. therein). On the other side the
great recent development of other new branches of mathematics such as A. Connes’
non commutative geometry ([Co] and ref. therein) and quantum probability ([Pa],
[AW] and ref. therein) with which the theory of non commutative Dirichlet forms can
naturally fit in. Let us remark that up to now all works on non commutative Dirichlet
forms treated the generalization to a non abelian setting of the symmetric classical
theory (see [F]).
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In this paper, we develop the general theory of non symmetric Dirichlet forms on a
semifinite von Neumann algebra A. This means that we study sesquilinear forms on the
Hilbert space L2(A, τ), requiring only the so called “weak sector condition” , which, at
the form level, roughly means the antisymmetric part of the form must be controlled by
the symmetric one. In this sense our work can be seen as a non commutative extension
of the theory of Dirichlet forms as it has been recently presented in [MR], where this
condition is assumed from the very beginning. It is worthwhile to notice that these
authors are able to produce a large amount of examples of Dirichlet forms (see [MR]
Chap. II). Among their examples let us quote the following simple one: consider the
form
E(u, v) :=
n∑
i,j=1
∫
aij(x)
∂u
∂xi
∂v
∂xj
dx (0.1)
where u and v are C∞ functions with compact support in an open set of Rn. If the
functions aij(x) are locally summable on U , the symmetric part [a˜ij(x)] of the matrix-
valued function [aij(x)] is uniformly bounded from below by a positive constant and
the entries of the antisymmetric part [aˇij(x)] are L
∞ functions, it can be proven that
the form {E , D(E)} is closable and its closure is a Dirichlet form. As it will be explained
in Section 5, a natural generalization of the preceding example is given by the form
E(x, y) :=
n∑
i,j=1
(djx, aijdiy) (0.2)
where aij := δij + cij and [cij ] is an antisymmetric matrix whose entries are in the
center of A. As a consequence of the theory developed in this paper, we are able to
prove that, if di are closable derivations and the intersection of their domains is dense,
then the form in (0.2) gives rise to a Dirichlet form.
To better illustrate our results, we recall that throughout this paper A is a von
Neumann algebra with a faithful, normal, semifinite trace τ . Forms, semigroups, re-
solvents etc. are defined on the complex Hilbert space L2(A, τ), even though many of
their properties and relations require the real Hilbert space L2(A, τ)h and its underly-
ing order structure in an essential way.
In Section 1 we collect some preliminary material taken from [MR] on the rela-
tionships between coercive closed forms on a Hilbert space and strongly continuous
contraction resolvents (resp. semigroups and their generators) satisfying sector condi-
tion. The last paragraphs of the section recall the essentials of I.E. Segal’s theory of
non commutative Lp spaces on A (see [N], [Se], [St]).
In section 2 we establish the correspondence between Dirichlet forms, sub-Marko-
vian semigroups and sub-Markovian resolvents, thus generalizing the results of S. Al-
beverio and R. Høegh-Krohn ([AH], see also [DL1]) to the non symmetric case. This is
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made adapting the non-symmetric abelian definitions and results in [MR] to the non
commutative (semifinite) case.
Section 3 is devoted to the extension of some properties of sub-Markovian semi-
groups, already studied in [DL1], to the non symmetric context. In particular we prove
that sub-Markovian semigroups may be extended to Lp spaces and study a class of
sub-Markovian semigroups on L∞(A, τ), showing a correspondence between such semi-
groups and those on L2(A, τ). Finally we study the consequences of complete positivity
for semigroups and Dirichlet forms such as the contraction property for semigroups on
L∞(A, τ).
In Section 4 we study derivations on Hilbert algebras and, based on previous
results in [Sa] and [DL1], we prove that, for a closed derivation on a Hilbert algebra,
the self-adjoint part of its domain is closed under Lipschitz functional calculus and
the whole domain is closed under the modulus operation. We also show that the
corresponding norm inequalities (see (4.4) and (4.6)) hold, i.e. such a derivation is a
Dirichlet derivation in the sense of E.B. Davies and J.M. Lindsay [DL1]. Moreover, a
non-abelian chain rule holds for the C1 functional calculus of a self-adjoint operator.
We notice that δ need not be a ∗-derivation for the previous results to hold. Finally we
show how derivations which are not ∗-invariant give rise naturally to (non symmetric)
Dirichlet forms.
In section 5 we prove a theorem which gives rise to new examples of non commu-
tative Dirichlet forms (and related semigroups). These examples are of the previously
mentioned type. They were already studied in [DL1] in the symmetric case: this simply
corresponds to requiring the antisymmetric part [cij ] in (0.2) to vanish.
Lastly let us mention that these results may be useful in the context of open
quantum systems and quantum statistical mechanics which, as it is known, represent
a natural physical arena where these mathematical theories have found interesting
applications (see e.g. references in [AH] and [DL1]).
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Section 1. Preliminaries.
In this section we first collect definitions and facts about strongly continuous
semigroups and related objects, referring to [MR] for proofs and further results, and
then definitions and facts about Lp spaces on {A, τ}, a von Neumann algebra with
a faithful semifinite normal trace, referring to classic works of [Se], [N] and [St] for
more detailed analysis and proofs, and to [T] for the general theory of von Neumann
algebras.
It is well known that there is a bijective correspondence between strongly continu-
ous contraction resolvents {Gα}α>0 on a Banach space X , strongly continuous contrac-
tion semigroups {Tt}t>0 on X , and closed, densely defined linear operators {L,D(L)}
on X , with the properties that (0,∞) ⊂ ρ(L), and ‖α(α− L)−1‖ ≤ 1, ∀α > 0.
These objects are related by
Gα = (α− L)−1, α > 0
Gαx =
∫ ∞
0
e−αtTtxdt, x ∈ X
Lx = lim
t↓0
Ttx− x
t
, x ∈ D(L) := {x ∈ X : lim
t↓0
Ttx− x
t
exists}
Ttx = lim
α→∞
T
(α)
t x := lim
α→∞
e−αt
∞∑
n=0
(tα)n
n!
(αGα)
nx, x ∈ X. (1.1)
Recall now the theory of coercive closed forms.
Let H be a complex Hilbert space, K ⊂ H a real vector subspace s.t. K+ iK = H
and (x, y) ∈ R, ∀x, y ∈ K, and denote with Mh := M ∩ K, the real part of M ⊂ H,
and with x∗ := y − iz, the adjoint of x = y + iz, y, z ∈ K.
Let E : D(E)×D(E)→ C, where D(E) is a subspace ofH, be a real-positive, sesquilinear
form on H, that is, ∀x, y, z ∈ D(E), α, β ∈ C,
E(x, αy + βz) = αE(x, y) + βE(x, z)
E(y, x) = E(x, y)
E(x∗, y∗) = E(x, y),
and
E(x, x) ≥ 0 , x ∈ D(E)h,
and denote by E˜ the symmetric part of E ,
E˜(x, y) := 1
2
[E(x, y) + E(y, x)], x, y ∈ D(E),
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and by Eˇ the antisymmetric part of E ,
Eˇ(x, y) := 1
2
[E(x, y)− E(y, x)], x, y ∈ D(E).
Finally, denote by Eα, α ≥ 0, the form Eα(x, y) := E(x, y) + α(x, y), ∀x, y ∈ D(E).
1.1 Definition. {E ,D(E)} is said to satisfy the weak sector condition if ∃K > 0 s.t.
|E1(x, y)| ≤ KE1(x, x)1/2E1(y, y)1/2, x, y ∈ D(E)h.
Notice that the above definition is equivalent to: ∃K ′ > 0 s.t. |Eˇ1(x, y)| ≤
KE1(x, x)1/2E1(y, y)1/2, x, y ∈ D(E)h.
1.2 Definition. {E ,D(E)} is said a coercive closed form on H if
(i) D(E) is dense in H
(ii) {E˜ ,D(E)} is closed [i.e. {D(E), E˜1} is a Hilbert space]
(iii) {E ,D(E)} is real-positive and satisfies the weak sector condition.
1.3 Definition. A positive linear operator {A,D(A)} on H is said to satisfy the
sector condition if ∃K > 0 s.t. |(x,Ay)| ≤ K(x,Ax)1/2(y, Ay)1/2, x, y ∈ D(A)h.
1.4 Theorem. There is a bijective correspondence between coercive closed forms
{E ,D(E)} and strongly continuous contraction resolvents {Gα}α>0 s.t. Gα satisfies
the sector condition for some (hence for all) α > 0.
These objects are related by
Eα(x,Gαy) = (x, y), x ∈ D(E), y ∈ H,
and, if L is the generator of {Gα}α>0,
E(x, y) = (x,−Ly), x ∈ D(E), y ∈ D(L),
where D(E) is the completion of D(L) w.r.t. E˜1/21 .
1.5 Proposition. Let {E ,D(E)} be a coercive closed form on H, and {Gα}α>0, the
associated resolvent. Then, setting E (β)(x, y) := β(x, y − βGβy), x, y ∈ H, we get
(i) |E (β)1 (x, y)| ≤ (K + 1)E1(x, x)1/2E (β)1 (y, y)1/2, x ∈ D(E), y ∈ H
(ii) Let x ∈ H. Then x ∈ D(E) ⇐⇒ supβ>0 E (β)(x, x) <∞
(iii) limβ→∞ E (β)(x, y) = E(x, y), x, y ∈ D(E).
Let A be a semifinite von Neumann algebra with a faithful normal semifinite trace
τ , and let (pi,H,Λ) its GNS representation. From now on A is identified with its
representation pi(A).
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Let Ξ be the collection of the closed, densely defined operators on H affiliated with
A. Then, by spectral theorem, ∀x ∈ Ξh,
x =
∫ +∞
−∞
λdex(λ),
where ex(E) ∈ A for any Borel subset E of R, therefore
νx(E) := τ(ex(E))
is a Borel measure on R and
τ(x) :=
∫ +∞
0
λdνx(λ), x ∈ Ξ+
is a faithful extension of τ to Ξ+.
Now, let us define, ∀ x ∈ Ξ, and for p ∈ [1,∞), ‖x‖p := τ(|x|p).
Let, for each p ∈ [1,+∞),
Lp(A, τ) := {x ∈ Ξ : ‖x‖p < +∞}
and,
A˜ := {x ∈ Ξ : ν|x|((λ,+∞)) < +∞ for some λ > 0}.
Finally set L∞(A, τ) := A. It turns out that A˜, equipped with strong sense operations
[Se] and with the topology of convergence in measure ([St], [N]), becomes a topological
∗-algebra, called the algebra of τ -measurable operators. Moreover {Lp(A, τ), ‖ · ‖p}
is a Banach subspace of A˜, is linearly spanned by its positive elements, and its norm
satisfies ‖x‖p = ‖x∗‖p, for all x ∈ Lp(A, τ). Finally, observe that L2(A, τ) is a Hilbert
space, with the scalar product given by (x, y) := τ(x∗y), x, y ∈ L2(A, τ).
The basic properties of the Lp spaces are:
1.6 Proposition. (i) The trace τ is extended to L1(A, τ) by linearity, and
|τ(x)| ≤ τ(|x|) = ‖x‖1
τ(x∗) = τ(x)
x ∈ L1(A, τ)
(ii) For each x ∈ Ξh and for each Borel measurable function ϕ : R→ C one has
‖ϕ(x)‖p = ‖ϕ‖Lp(R,νx).
In particular, if ϕ ≥ 0 or ϕ ∈ L1(R, νx) we get
τ(ϕ(x)) =
∫
ϕdνx
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(iii) x, y ∈ Lp(A, τ)+, x ≤ y ⇒ ‖x‖p ≤ ‖y‖p.
(iv) x, y ∈ A˜, p, q, r ∈ [1,+∞], 1r = 1p + 1q ⇒ ‖xy‖r ≤ ‖x‖p‖y‖q
(v) Let p ∈ [1,+∞). Then for each ψ ∈ Lp(A, τ)∗ there exists a unique element
xψ ∈ Lp′(A, τ), where 1p + 1p′ = 1, such that 〈ψ, y〉 = τ(xψy) and ψ ∈ Lp(A, τ)∗ →
xψ ∈ Lp′(A, τ) is a Banach space isomorphism.
(vi) Let p ∈ [1,+∞], x ∈ Lp(A, τ), y ∈ Lp′(A, τ); then
τ(xy) = τ(yx)
τ(xy) ≥ 0, x, y ≥ 0
(vii) The weak∗ topology on L∞(A, τ) given by the duality 〈L1(A, τ), L∞(A, τ)〉 coin-
cides with the σ-weak topology.
Let us denote with Proj(A) the set of self-adjoint idempotents of A and with S
the following set
S := {x =
n∑
i=1
λiei ∈ A : n ∈ N, λi ∈ C, ei ∈ Proj(A) ∩ L1(A, τ)}.
1.7 Proposition.
(i) S+ is dense in Lp+ for p ∈ [1,∞) and weak∗ dense in L∞+
(ii) x ∈ Lp, p ∈ [1,∞] ⇒ xe|x|(( 1n , n))→ x in Lp
(iii) Let x ∈ A˜; if ax ∈ L1 and τ(ax) = 0, ∀a ∈ L1(A, τ) ∩ L∞(A, τ) then x = 0.
1.8 Proposition. (Riesz-Thorin-Kunze interpolation)
Let T : S → A˜ be a linear map satisfying
‖Tx‖qi ≤Mi‖x‖pi , ∀x ∈ S, i = 1, 2,
with pi, qi ∈ [1,∞] andMi > 0. If 1p := tp1 + 1−tp2 , 1q := tq1 + 1−tq2 , where t ∈ (0, 1), then,
∀x ∈ S, we get
‖Tx‖q ≤M1−t1 M t2‖x‖p.
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Section 2. Markov semigroups and Dirichlet forms.
In this section we give the basic definitions and prove the main theorems which
constitute the basis of the theory of non symmetric Dirichlet forms in a non commu-
tative setting. In our exposition we generalize to the non abelian case results and
techniques of Chap. I, Sec. 4 in [MR]. In particular, the classical space of square inte-
grable functions on a measure space is replaced by the space of the operators affiliated
to a von Neumann algebra A which are square integrable w.r.t. a normal, semifinite,
faithful trace τ .
2.1 Definition. (i) A bounded linear operator G on L2(A, τ) is called sub-Markovian
if
0 ≤ x ≤ 1⇒ 0 ≤ Gx ≤ 1 , ∀x ∈ L2(A, τ).
A strongly continuous contraction resolvent {Gα}α>0, resp. semigroup {Tt}t>0, is
called sub-Markovian if all αGα, α > 0, resp. Tt, t > 0, are sub-Markovian.
(ii) A closed densely defined operator {L,D(L)} on L2(A, τ) is calledDirichlet operator
if (Lx, (x− 1)+) ≤ 0 for each x ∈ D(L)h.
(iii) A coercive closed form on L2(A, τ) is called a Dirichlet form if, for all x ∈ D(E)h,
x+ ∧ 1 ∈ D(E) and
E(x− x+ ∧ 1, x+ x+ ∧ 1) ≥ 0
E(x+ x+ ∧ 1, x− x+ ∧ 1) ≥ 0 (2.1)
If only the first inequality in (2.1) holds, the form is called 1/2-Dirichlet.
As in the classical case, if the form E is symmetric each of the two inequalities in
(2.1) is equivalent to the usual definition of Dirichlet form (see e.g. [AH]).
The following two theorems state the equivalence among the objects described in
Definition 2.1.
2.2 Theorem. Let {E ,D(E)} be a coercive closed form on L2(A, τ) with corre-
sponding semigroup {Tt}t>0, resolvent {Gα}α>0 and generator {L,D(L)}. Then the
following are equivalent:
(a) The form E is 1/2-Dirichlet.
(b) The semigroup {Tt}t>0 is sub-Markovian.
(c) The resolvent {Gα}α>0 is sub-Markovian.
(d) The generator {L,D(L)} is a Dirichlet operator.
2.3 Theorem. Under the same hypotheses of the preceding theorem, the following
are equivalent:
(a) The form E is Dirichlet.
(b) The semigroups {Tt}t>0 and {T ∗t }t>0 are sub-Markovian.
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(c) The resolvents {Gα}α>0 and {G∗α}α>0 are sub-Markovian.
(d) The generators L and L∗ are Dirichlet operators.
The proof of the preceding theorems follows directly from propositions 2.6 and
2.7.
2.4 Lemma. A bounded linear operator G on L2(A, τ) is sub-Markovian iff
{
x ≥ 0⇒ Gx ≥ 0
x ≤ 1⇒ Gx ≤ 1 ∀x ∈ L
2(A, τ)
Proof. Sufficiency is true by definition. Now let x ∈ L2(A, τ), x ≥ 0, and define
xn := x ∧ n. Clearly xn → x in L2(A, τ), and therefore Gxn → Gx in L2(A, τ)
by continuity. Moreover 0 ≤ xnn ≤ 1 which implies 0 ≤ G(xnn ) ≤ 1, and therefore
Gxn ≥ 0. Then, since the positive part of L2(A, τ) is closed, we get Gx ≥ 0. Finally
let x ∈ L2(A, τ), x ≤ 1. If x = x+ − x− is the decomposition of x into positive
and negative part, we have 0 ≤ x+ ≤ 1, 0 ≤ x− and therefore 0 ≤ Gx+ ≤ 1 by the
sub-Markov property and 0 ≤ Gx− by the first part of this theorem. Then the thesis
follows by linearity.
2.5 Lemma. Let {xn} be a sequence converging to x in L2(A, τ) for which 0 ≤ xn ≤
1, ∀n ∈ N. Then 0 ≤ x ≤ 1.
Proof. The fact that x ≥ 0 follows because L2(A, τ)+ is norm closed. Moreover,
since xn converges weakly in L
2 and is uniformly bounded in L∞(A, τ), xn converges
to x weak∗ in L∞(A, τ) and therefore ‖x‖∞ ≤ 1. This implies x ≤ 1 because x is
positive.
2.6 Proposition. Let {Gα}α>0 be a strongly continuous contraction resolvent on
L2(A, τ) with corresponding generator L and semigroup {Tt}t>0. Then the following
are equivalent:
(i) {Gα}α>0 is sub-Markovian.
(ii) {Tt}t>0 is sub-Markovian.
(iii) L is a Dirichlet operator.
Proof. (i)⇒ (ii): Let x ∈ L2(A, τ) and 0 ≤ x ≤ 1. Then, for all β > 0, xβ := βGβx
is in D(L) and 0 ≤ xβ ≤ 1 since the resolvent Gβ is sub-Markovian, therefore, by
formula (1.1) and lemma 2.5, 0 ≤ Ttxβ ≤ 1. Moreover xβ → x in L2(A, τ) when
β →∞, therefore, again by lemma 2.5, 0 ≤ Ttx ≤ 1, i.e. Tt is sub-Markovian.
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(ii)⇒ (iii): Let x ∈ L2(A, τ)h. Then
((x− 1)+, Tt(x− 1)+) ≤ ((x− 1)+, (x− 1)+) = ((x− 1)+, (x− 1))
by the Schwartz inequality and the fact that (x− 1)+ and (x− 1)− are orthogonal in
L2(A, τ). Moreover Tt(x∧ 1) ≤ 1 by lemma 2.4. Therefore, since x = (x− 1)++x∧ 1,
we have
((x− 1)+, Ttx) = ((x− 1)+, Tt(x− 1)+) + ((x− 1)+, Tt(x ∧ 1))
≤ ((x− 1)+, (x− 1)) + τ((x− 1)+)
= ((x− 1)+, x).
Therefore we get
((x− 1)+, Lx) = lim
t↓0
1
t
((x− 1)+, Ttx− x) ≤ 0, ∀x ∈ D(L).
(iii) ⇒ (i). Let x ∈ L2(A, τ)h, α > 0 and y := αGαx. We want to prove that if
0 ≤ x ≤ 1 then 0 ≤ y ≤ 1. Indeed, for x ≤ 1, we have
α((y − 1)+, y) = ((y − 1)+, αy − Ly) + ((y − 1)+, Ly)
≤ α((y − 1)+, x) ≤ ατ((y − 1)+).
As a consequence,
‖(y − 1)+‖2 = ((y − 1)+, y)− τ((y − 1)+) ≤ 0,
hence y ≤ 1. On the other hand, if x ≥ 0, then −nx ≤ 1 ∀n ∈ N, therefore, by the
previous result, −ny ≤ 1, ∀n ∈ N, i.e. y ≥ 0.
2.7 Proposition. Let {E ,D(E)} be a coercive closed form on L2(A, τ) with resolvent
{Gα}α>0. Then the following are equivalent:
(i) For all x ∈ D(E)h and α ≥ 0, x ∧ α ∈ D(E) and E(x− x ∧ α, x ∧ α) ≥ 0.
(ii) For all x ∈ D(E)h, x+ ∧ 1 ∈ D(E) and E(x− x+ ∧ 1, x+ ∧ 1) ≥ 0.
(iii) E is a 1/2-Dirichlet form.
(iv) {Gα}α>0 is sub-Markovian.
The analogous equivalences hold when {Gα}α>0 is replaced by its adjoint and E by
the form E†(x, y) := E(y, x).
Proof. (i) ⇒ (ii). Let x ∈ D(E)h, then, by (i), we get x−, x+, x+ ∧ 1 ∈ D(E). As
a consequence
E(x− x+ ∧ 1, x+ ∧ 1) =E(x+ − x+ ∧ 1, x+ ∧ 1)− E(x−, x+ ∧ 1)
≥− E((x ∧ 1)−, (x ∧ 1)+).
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Now for any y ∈ D(E)h we have, again by (i),
E(y−, y+) = E(y+ − y, y+) = −E((−y)− (−y) ∧ 0, (−y) ∧ 0) ≤ 0
therefore E(x− x+ ∧ 1, x+ ∧ 1) ≥ 0.
(ii) ⇒ (iii). Since E is a real-positive sesquilinear form and (ii) holds, we get, for all
x ∈ D(E)h,
E(x− x+ ∧ 1, x+ x+ ∧ 1) = E(x− x+ ∧ 1, x− x+ ∧ 1) + 2E(x− x+ ∧ 1, x+ ∧ 1) ≥ 0
(iii) ⇒ (iv). Let y ∈ L2(A, τ), 0 ≤ y ≤ 1. We have to show that x := αGαy satisfies
0 ≤ x ≤ 1. Indeed
‖x− x+ ∧ 1‖2 + (x− x+ ∧ 1, x+ ∧ 1− y) =
= (x− x+ ∧ 1, x− y)
= − 1
α
E(x− x+ ∧ 1, x)
= − 1
2α
(E(x− x+ ∧ 1, x+ x+ ∧ 1) + E(x− x+ ∧ 1, x− x+ ∧ 1))
≤ 0
(2.2)
where the equality in the second line follows from theorem 1.4. Let us introduce the
functions f, g, h : R→ R,
f(t) = tχ(−∞,0](t),
g(t) = (t ∧ 1)χ[0,∞)(t),
h(t) = (t− 1)χ[1,∞)(t).
Then fg ≡ 0, gh ≡ h, g(x) = x+ ∧ 1 and x− g(x) = f(x) + h(x). Therefore
(x− x+ ∧ 1, x+ ∧ 1− y) = τ((x− x+ ∧ 1)(x+ ∧ 1− y))
= τ(f(x)(g(x)− y)) + τ(h(x)(g(x)− y))
= τ((−f(x))y) + τ(h(x)(1− y)) ≥ 0
(2.3)
where we used proposition 1.6(vi). Finally equations (2.2) and (2.3) imply ‖x− x+ ∧
1‖ = 0, i.e. 0 ≤ x ≤ 1.
(iv) ⇒ (i). Let x ∈ D(E)h, α ≥ 0. Now we prove that x ∧ α ∈ D(E): since x =
(x− α)+ + x ∧ α, it suffices to prove (x− α)+ ∈ D(E). Recalling that, by proposition
1.5, E (β)(y, z) = β τ(y∗(z − βGβz)), for y, z ∈ L2(A, τ), we have
E (β)((x− α)+, x ∧ α) = β τ((x− α)+(x ∧ α))− β τ((x− α)+βGβ(x ∧ α))
≥ αβ τ((x− α)+)− αβ τ((x− α)+) = 0
(2.4)
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where, since x ∧ α ≤ α, the inequality in (2.4) follows from lemma 2.4, proposition
1.6(vi) and the fact that βGβ is sub-Markovian.
Therefore,
E (β)1 ((x− α)+, (x− α)+) = E (β)1 ((x− α)+, x− x ∧ α)
= E (β)1 ((x− α)+, x)− E (β)1 ((x− α)+, x ∧ α)
= E (β)1 ((x− α)+, x)− E (β)((x− α)+, x ∧ α)− ((x− α)+, x ∧ α)
≤ E (β)1 ((x− α)+, x)
≤ (K + 1)E1(x, x)1/2E (β)1 ((x− α)+, (x− α)+)1/2
where the last inequality follows from proposition 1.5(i). As a consequence,
E (β)((x− α)+, (x− α)+) ≤ E (β)1 ((x− α)+, (x− α)+) ≤ (K + 1)2E1(x, x). (2.5)
Now proposition 1.5(ii) and (2.5) imply (x− α)+ ∈ D(E).
Finally we prove that E(x− x ∧ α, x ∧ α) ≥ 0: we have
E (β)(x− x ∧ α, x ∧ α) = E (β)((x− α)+, x ∧ α) ≥ 0
by (2.4), hence the result follows by proposition 1.5(iii).
We conclude this section with a theorem in which it is shown that a smooth
version of the definition of a Dirichlet form can be given. More precisely, the normal
contraction x+ ∧ 1 in (2.1) may be substituted by a family of C∞ contractions.
2.8 Theorem. Let {E ,D(E)} be a coercive closed form on L2(A, τ). Then, the
following are equivalent:
(i) E is a Dirichlet form.
(ii) For each x ∈ D(E)h there exists a family of functions ϕε : R→ [−ε, 1 + ε], ε ≥ 0,
such that
(a) ϕε(t) = t for all t ∈ [0, 1].
(b) ϕε is Lipschitz continuous with Lipschitz constant 1.
(c) ϕε(x) ∈ D(E)
(d) lim infε→0 E(x∓ ϕε(x), x± ϕε(x)) ≥ 0
Proof. The implication (i)⇒ (ii) is trivial.
(ii)⇒ (i). Let us show that
lim
ε→0
‖ϕε(x)− x+ ∧ 1‖2 = 0 . (2.6)
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Indeed, setting ϕ0(t) := (t ∨ 0) ∧ 1, we have
(ϕε(x)− ϕ0(x))2 =
∫ +∞
−∞
(ϕε(λ)− ϕ0(λ))2deλ
where eλ is the spectral family associated with x, therefore
τ((ϕε(x)− ϕ0(x))2
= τ
(∫ −√ε
−∞
(ϕε(λ))
2deλ +
∫ 0
−√ε
(ϕε(λ))
2deλ +
∫ +∞
1
(ϕε(λ)− 1)2deλ
)
≤ ε2τ (χ(−∞,−√ε](x))+ τ (x2χ[−√ε,0](x))+ ε2τ (χ[1,+∞)(x)) .
Then (2.6) follows by the following:
τ
(
χ[1,+∞)(x)
) ≤ τ (x2χ[1,+∞)(x)) ≤ τ(x2) <∞ ,
τ
(
χ(−∞,−√ε](x)
) ≤ τ
(∫ −√ε
−∞
λ2
ε
deλ
)
≤ 1
ε
τ(x2) ,
and
τ
(
x2χ[−√ε,0](x)
)
= τ
(∫ 0
−√ε
λ2deλ
)
→ 0,
when ε→ 0, because µ(E) := τ(∫
E
λ2deλ) is a finite measure and µ({0}) = 0.
Summing the two inequalities in (d) it follows
lim sup
ε→0
E(ϕε(x), ϕε(x)) ≤ E(x, x)
therefore, applying [MR, proposition 2.12] to ϕε(x) and the form E , we get a sequence
εn → 0 such that ϕεn(x) converges weakly in {D(E), E˜1} to x+∧1, so that x+∧1 ∈ D(E),
and
E(x+ ∧ 1, x+ ∧ 1) ≤ lim inf
n→∞
E(ϕεn(x), ϕεn(x))
Moreover, by the weak sector condition, the functional E1(·, x) is continuous in {D(E),
E˜1}, therefore
lim
n→∞
E(x, ϕεn(x)) = E(x, x+ ∧ 1).
Finally, we have
E(x± (x+ ∧ 1), x∓ (x+ ∧ 1)) ≥ E(x, x)∓ lim
n→∞
E(x, ϕεn(x))
± lim
n→∞
E(ϕεn(x), x)− lim inf
n→∞
E(ϕεn(x), ϕεn(x)) =
= lim sup
n→∞
E(x± ϕεn(x), x∓ ϕεn(x)) ≥ 0
where the last inequality follows by hypothesis (d).
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Section 3. Lp extensions of sub-Markovian semigroups and
complete positivity.
This section is devoted to the extension of some properties of sub-Markovian semi-
groups, already studied in [DL], to the non symmetric context. In particular we prove
that sub-Markovian semigroups may be extended to Lp spaces and study a class of
sub-Markovian semigroups on L∞(A, τ), showing a correspondence between such semi-
groups and those on L2(A, τ). Finally we exploit the consequences of complete positiv-
ity for semigroups and Dirichlet forms such as the contraction property for semigroups
on L∞(A, τ).
3.1 Definition.
(i) Let M ∈ B(Lp(A, τ)), then we define tM ∈ B(Lp′(A, τ)), where 1
p
+ 1
p′
= 1, as the
unique linear operator satisfying (tMx, y) = (x,My), ∀x ∈ Lp, y ∈ Lp′ .
(ii) M ∈ B(Lp(A, τ)), p ∈ [1,∞), is said a sub-Markovian operator on Lp if x ∈
Lp(A, τ), 0 ≤ x ≤ 1 ⇒ 0 ≤Mx ≤ 1.
(iii) M ∈ B(L∞(A, τ)), is said a sub-Markovian operator on L∞ if it is weak∗ contin-
uous and 0 ≤ x ≤ 1 ⇒ 0 ≤Mx ≤ 1.
(iv) {Tt}t≥0 ⊂ B(Lp(A, τ)), p ∈ [1,∞), is said a sub-Markovian semigroup on Lp, if Tt
is a sub-Markovian operator on Lp, for all t > 0, and Tt → I, t → 0, strongly on
Lp(A, τ).
(v) {Tt}t≥0 ⊂ B(L∞(A, τ)) is said a sub-Markovian semigroup on L∞, if Tt is a sub-
Markovian operator on L∞, for all t > 0, and Tt → I, t→ 0, weak∗ on L∞(A, τ).
3.2 Remark. Notice that the definition of sub-Markovian operator on L2 differs
from that in the preceding sections in that we do not require contractivity here.
3.3 Proposition. Let M and M∗ be sub-Markovian operators on L2(A, τ). Then:
(i) ‖Mx‖p ≤ 2‖x‖p, ‖M∗x‖p ≤ 2‖x‖p, x ∈ Lp ∩ L2, p ∈ [1,∞].
Let now M (p), resp. M∗(p), be the unique continuous extensions of M |Lp∩L2 , resp.
M∗|Lp∩L2 , to Lp, for p ∈ [1,∞). Then:
(ii) t(M (p)) =M∗(p
′), resp. t(M∗(p)) =M (p
′), for p ∈ (1,∞), and 1p + 1p′ = 1.
Set M (∞) := t(M∗(1)), resp. M∗(∞) := t(M (1)). Then:
(iii) M (p)x =M (q)x, resp. M∗(p)x =M∗(q)x, for x ∈ Lp ∩ Lq, p, q ∈ [1,∞].
Proof. (i) Let x ∈ (L∞ ∩ L2)h, then ‖x‖∞ ≤ 1 ⇐⇒ 0 ≤ x± ≤ 1⇒ 0 ≤Mx± ≤ 1
so that ‖Mx‖∞ ≤ ‖x‖∞. Let now z ∈ L∞∩L2 and z = x+ iy, with x, y ∈ (L∞∩L2)h;
then ‖Mz‖∞ ≤ ‖Mx‖∞ + ‖My‖∞ ≤ ‖x‖∞ + ‖y‖∞ ≤ 2‖z‖∞. In the same way
‖M∗z‖∞ ≤ 2‖z‖∞, z ∈ L∞ ∩ L2.
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Suppose now x ∈ L1 ∩ L2, as B0 := {y ∈ L2 ∩ L∞ : ‖y‖∞ ≤ 1} is weak∗ dense in the
unit ball of L∞, we have
‖Mx‖1 = sup{|(y,Mx)| : y ∈ B0}
= sup{|(M∗y, x)| : y ∈ B0}
≤ sup{‖M∗y‖∞ : y ∈ B0}‖x‖1 ≤ 2‖x‖1.
The same holds for M∗.
By Riesz-Thorin-Kunze interpolation (proposition 1.8) we have ‖Mx‖p ≤ 2‖x‖p, for
x ∈ Lp ∩ L2, and analogously for M∗.
(ii) Let p ∈ (1,∞), x ∈ Lph, y ∈ L1 ∩ L∞, and en := e|x|(( 1n , n)); then xen → x in Lp,
by proposition 1.7(ii), and xen ∈ (Lp ∩ L2)h, so that we have
(x, t(M (p))y) = (M (p)x, y) = lim
n→∞
(M (p)(xen), y) = lim
n→∞
(M(xen), y)
= lim
n→∞
(xen,M
∗y) = lim
n→∞
(xen,M
∗(p′)y) = (x,M∗(p
′)y).
Hence the thesis, by linearity and the density of L1 ∩ L∞ in Lp′ .
(iii) Suppose that p < q <∞ and x ∈ (Lp ∩ Lq)h. Then we have
M (p)x = lim
n→∞
M (p)(xen) = lim
n→∞
M (q)(xen) =M
(q)x,
and, by linearity, we are through.
Now consider the case q =∞ and let x ∈ (Lp ∩ L∞)h and y ∈ L1 ∩ L∞, then we have
(y,M (p)x) = lim
n→∞
(y,M (p)(xen)) = lim
n→∞
(y,M(xen))
= lim
n→∞
(M∗y, xen) = (M∗(1)y, x) = (y,M (∞)x).
So, from proposition 1.7(iii), M (p)x =M (∞)x, and, by linearity, we are through.
3.4 Corollary. Let M and M∗ be sub-Markovian operators on L2 and M (p), M∗(p)
their extensions to Lp, p ∈ [1,∞]. Then M (p), M∗(p) are sub-Markovian operators on
Lp.
Proof. Let us consider first the case p <∞. Let x ∈ Lp, 0 ≤ x ≤ 1, and observe that
xn := xex((
1
n , 1)) ∈ L2∩Lp, 0 ≤ xn ≤ 1 and xn → x in Lp. Therefore 0 ≤M (p)xn ≤ 1
and M (p)xn →M (p)x in Lp. From the following lemma it follows that 0 ≤M (p)x ≤ 1,
that is M (p) is a sub-Markovian operator on Lp.
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Now consider the case p =∞, and observe that M (∞) is obviously weak∗ continuous.
Besides the ∗-algebra L2 ∩ L∞ is strongly dense in L∞ so that ∀x ∈ L∞, 0 ≤ x ≤ 1
there exists, by Kaplansky’s density theorem, a net {xα} ⊂ L2 ∩ L∞ s.t. 0 ≤ xα ≤ 1
and xα → x strongly hence σ-weakly. Then from M (∞)xα → M (∞)x σ-weakly and
0 ≤M (∞)xα ≤ 1 it follows 0 ≤M (∞)x ≤ 1, that is M (∞) is sub-Markovian.
A similar proof works also for M∗(p).
3.5 Lemma. Let x ∈ Lp(A, τ), p ∈ [1,∞) and {xn} be s.t. 0 ≤ xn ≤ 1 and xn → x
in Lp. Then 0 ≤ x ≤ 1
Proof. Let {xnk} be s.t. xnk → y ∈ L∞(A, τ) weak∗, so that 0 ≤ y ≤ 1. Then
∀z ∈ L1 ∩ L∞ we get (z, y) = limk→∞(z, xnk) = (z, x) and by proposition 1.7(iii) we
are through.
3.6 Theorem. Let {Tt}t≥0, {T ∗t }t≥0 be sub-Markovian semigroups on L2. Then
their extensions to Lp are sub-Markovian semigroups on Lp, for p ∈ [1,∞].
Proof. By proposition 3.3, ‖Tt‖p ≤ 2, t ≥ 0, p ∈ [1,∞].
Let p ∈ (1,∞), p′ the conjugate exponent, x ∈ Lp′ ∩ L2, y ∈ Lp ∩ L2, then we have
(x, (T
(p)
t − I)y) = (x, (Tt − I)y) = ((T ∗t − I)x, y)→ 0, t→ 0
so that, from the density of Lp
′ ∩ L2 in Lp′ and of Lp ∩ L2 in Lp, we get the weak
continuity of {Tt}t≥0 on Lp, and, from [D1, proposition 1.23], the strong continuity.
Let now p = 1 and e ∈ Proj(A) ∩ L1, then we have
‖T (1)t e− e‖1 = ‖Tte− e‖1 ≤ ‖e‖2‖Tte− e‖2 → 0, t→ 0.
As {x = ∑ni=1 λiei : λi > 0, ei ∈ Proj(A) ∩ L1} is total in L1, by proposition 1.7(i),
we are through.
Now let us observe that the same proof also works for {T ∗t }t≥0, so {T ∗(p)t }t≥0, p ∈
[1,∞), is a sub-Markovian semigroup on Lp.
Finally let p = ∞, x ∈ L∞ and y ∈ L1 ∩ L2; then we have (y, (T (∞)t − I)x) =
((T
∗(1)
t − I)y, x)→ 0, t→ 0, as we have already proved, so that {T (∞)t }t≥0 is a weak∗
continuous semigroup on L∞. Analogously for {T ∗(∞)t }t≥0.
Let us now show there is a converse of the preceding theorem in case p =∞.
3.7 Theorem. Let {Tt}t≥0, {Tˆt}t≥0 be sub-Markovian semigroups on {A, τ} s.t.
τ(x(Tty)) = τ((Tˆtx)y), x, y ∈ L1 ∩ L∞.
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Then {Tt}t≥0 and {Tˆt}t≥0 are the unique weak∗-continuous extensions of sub-Marko-
vian semigroups on L2 which are adjoint to each other.
Proof. Fix t ≥ 0 and write T for Tt and Tˆ for Tˆt. As T and Tˆ are sub-Markovian
we get ‖T‖∞ ≤ 2, ‖Tˆ‖∞ ≤ 2. Define T∗ : L1 → L1 and Tˆ∗ : L1 → L1 by τ((Tˆ∗x)y) :=
τ(x(Ty)) and τ((T∗x)y) := τ(x(Tˆ y)), x ∈ L1, y ∈ L∞. Then T∗, Tˆ∗ are positivity
preserving as x ∈ L1+ ⇒ τ((Tˆ∗x)y) = τ(x(Ty)) ≥ 0, ∀y ∈ L∞+ , that is Tˆ∗x ≥ 0 and
analogously T∗x ≥ 0. Moreover ‖Tˆ∗‖1 = ‖T‖∞ and ‖T∗‖1 = ‖Tˆ‖∞. Besides, ∀x, y ∈
L1 ∩ L∞, we get τ((Tˆ∗x)y) = τ(x(Ty)) = τ((Tˆx)y) that is Tˆ∗x = Tˆ x and analogously
T∗x = Tx for all x ∈ L1 ∩ L∞. Therefore, by Riesz-Thorin-Kunze interpolation
(proposition 1.8), T and Tˆ extend uniquely from L1 ∩L∞ to L2 with norm no greater
than 2, and τ(x(Ty)) = τ((Tˆx)y), x, y ∈ L2.
Therefore {Tt}t≥0 and {Tˆt}t≥0 extend uniquely to L2. Let now x, y ∈ L2, then
∀ε > 0, ∃ x′, y′ ∈ L1∩L∞ s.t. ‖x−x′‖2 < ε, ‖y−y′‖2 < ε and, as |(y′, (Tt−I)x′)| < ε,
for 0 ≤ t < δε, we get
|(y, (Tt − I)x)| ≤ |(y − y′, (Tt − I)x)|+ |(y′, (Tt − I)(x− x′))|+ |(y′, (Tt − I)x′)|
≤ ‖y − y′‖2‖(Tt − I)x‖2 + |((Tˆt − I)y′, x− x′)|+ |(y′, (Tt − I)x′)|
≤ ‖y − y′‖2‖(Tt − I)x‖2 + ‖(Tˆt − I)y′‖2‖x− x′‖2 + |(y′, (Tt − I)x′)|
≤ ε(3‖x‖2 + 3(‖y‖2 + ε) + 1).
Hence {Tt}t≥0 is weakly continuous on L2 and therefore [D1, proposition 1.23], strongly
continuous. Analogously {Tˆt}t≥0 is strongly continuous on L2. They are sub-Marko-
vian semigroups, and the induced extensions of Tt|L2∩L∞ and Tˆt|L2∩L∞ to L∞ are the
original semigroups.
As we saw in proposition 3.3, if M,M∗ are sub-Markovian operators on L2, their
extensions to Lp have norm no greater than 2. If we require a stronger condition of
positivity on M,M∗ then their extensions to Lp are contractive operators, as in the
following
3.8 Theorem. If M and M∗ are sub-Markovian operators on L2 s.t.
(Mx)∗(Mx) ≤ ‖M‖∞M(x∗x)
(M∗x)∗(M∗x) ≤ ‖M∗‖∞M∗(x∗x), x ∈ L2 ∩ L∞,
then
‖M (p)‖p ≤ 1, ‖M∗(p)‖p ≤ 1, p ∈ [1,∞].
Proof. From [DL1, lemma 3.2] one gets ‖M |L2∩L∞‖∞ ≤ 1 and ‖M∗|L2∩L∞‖∞ ≤ 1.
Let x ∈ L∞ and {xα} ⊂ L2 ∩ L∞ s.t. xα → x weak∗ and ‖xα‖∞ ≤ ‖x‖∞. Then
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M (∞)xα → M (∞)x weak∗ so that ‖M (∞)x‖∞ ≤ lim inf ‖M (∞)xα‖∞ ≤ lim inf ‖xα‖∞
≤ ‖x‖∞. In the same way ‖M∗(∞)‖∞ ≤ 1.
Let now x ∈ L1 ∩ L2, as B0 := {y ∈ L2 ∩ L∞ : ‖y‖∞ ≤ 1} is weak∗ dense in the
unit ball of L∞, we have
‖M (1)x‖1 = sup{|(y,M (1)x)| : y ∈ B0}
= sup{|(M∗y, x)| : y ∈ B0}
≤ sup{‖M∗y‖∞ : y ∈ B0}‖x‖1
≤ ‖x‖1
and, by density and continuity, ‖M (1)x‖1 ≤ ‖x‖1, x ∈ L1. By interpolation ‖Mx‖p ≤
‖x‖p, x ∈ L2 ∩ Lp and, by density and continuity, ‖M (p)x‖p ≤ ‖x‖p, x ∈ Lp. An
analogous result holds for M∗(p).
3.9 Remark. The hypotheses of theorem 3.8 are implied by 2-positivity of the
sub-Markovian operators, [DL1].
3.10 Definition. Let {E ,D(E)} be a sesquilinear form on L2(A, τ). Then
E [n]([aij], [bij]) :=
n∑
i,j=1
E(aij, bij), aij , bij ∈ D(E),
is a sesquilinear form on L2(A⊗Mn, τ ⊗ tr) ∼= L2(A, τ)⊗ L2(Mn, tr), where tr is the
usual trace on n by n matrices.
We say that E is n-Dirichlet if E [n] is a Dirichlet form.
3.11 Lemma. Let {E ,D(E)} be a coercive closed form on L2(A, τ), and let {Gα}α≥0
be the associated resolvent.
Then E [n] is a coercive closed form and {G[n]α }α≥0 is the associated resolvent.
Proof. Let us observe that
E [n]α ([aij], G[n]α [bij]) = E [n]α ([aij], [Gαbij ]) =
n∑
i,j=1
Eα(aij , Gαbij)
=
n∑
i,j=1
(aij , bij) = ([aij ], [bij])
so that {G[n]α }α≥0 is the resolvent associated to E [n]. Let us now prove that {G[n]α }α≥0
is contractive
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‖αG[n]α [aij ]‖22 = ‖[αGαaij]‖22 =
n∑
i,j=1
‖αGαaij‖22 ≤
n∑
i,j=1
‖aij‖22 = ‖[aij ]‖22.
Finally let us prove {G[n]α }α≥0 satisfies the sector condition [see 1.3]. Let [aij ], [bij ]
∈ L2(A⊗Mn, τ ⊗ tr)h, then
|([aij], G[n]1 [bij ])| = |([aij], [G1bij ])|
= |
n∑
i,j=1
(aij , G1bij)|
≤
n∑
i,j=1
|(aij, G1bij)|
≤ K
n∑
i,j=1
(aij, G1aij)
1/2(bij , G1bij)
1/2
≤ K(
n∑
i,j=1
(aij, G1aij))
1/2(
n∑
i,j=1
(bij, G1bij))
1/2
= K([aij], G
[n]
1 [aij ])
1/2([bij ], G
[n]
1 [bij ])
1/2
that is E [n] is a coercive closed form.
3.12 Remark. Analogous results hold for {G∗α}α≥0 and the associated semigroups
{Tt}t>0 and {T ∗t }t>0, that is {G∗[n]α }α≥0 is the resolvent and {T [n]t }t>0, and {T ∗[n]t }t>0,
are the semigroups associated to E [n].
3.13 Theorem. Let {E ,D(E)} be a Dirichlet form and {Tt}t≥0, {T ∗t }t≥0 the associ-
ated semigroups.
Then E is n-Dirichlet ⇐⇒ {Tt} and {T ∗t } are n-positive.
Proof. From the previous lemma it suffices to show that {Tt} is sub-Markovian and
n-positive ⇐⇒ {T [n]t } is sub-Markovian and contractive.
(⇐) Let x ∈ L2 be such that 0 ≤ x ≤ 1, then 0 ≤ x ⊗ 1 ≤ 1 ⊗ 1, which implies
0 ≤ T [n]t (x⊗ 1) ≤ 1⊗ 1 that is 0 ≤ (Ttx)⊗ 1 ≤ 1⊗ 1 that is 0 ≤ Ttx ≤ 1.
(⇒) First of all, let us observe that T (∞)[n]t is the extension of T [n]t to L∞(A⊗Mn, τ⊗tr)
by uniqueness, so that T
(∞)[n]
t is positive.
Let x = [xij ] ∈ L2(A⊗Mn, τ ⊗ tr) be s.t. 0 ≤ x ≤ 1. Then 0 ≤ T (∞)[n]t x ≤ T (∞)[n]t 1
that is 0 ≤ [Ttxij ] ≤ T (∞)t 1⊗ 1 ≤ 1⊗ 1 and the thesis follows.
Finally T
[n]
t = Tt ⊗ 1 is obviously a contraction on L2(A⊗Mn, τ ⊗ tr)
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Section 4. Derivations on square integrable operators.
In this Section we consider derivations on the space L2(A, τ).
By this we mean a linear operator
δ : D ⊆ L2(A, τ)→ L2(A, τ),
where D is a subalgebra of L2(A, τ) ∩ L∞(A, τ), and δ verifies
δ(ab) = a · δb+ δa · b a, b ∈ D.
We say that a derivation δ is closed under the C1, resp. Lipschitz functional
calculus if, whenever a ∈ Dh, f(a) ∈ D for each C1, resp. Lipschitz function f such
that f(0) = 0.
The domainD of a derivation is said self-adjoint if it is closed under the ∗ operation.
A dense ∗-subalgebra of L2(A, τ) ∩ L∞(A, τ) is called a Hilbert algebra. A derivation
δ is a ∗-derivation if D is self-adjoint and δ(a∗) = (δa)∗.
Now we follow an argument in [Sa] which gives rise to a non-abelian chain rule
(formula 4.3) for the derivation of the functional calculus of a self-adjoint element.
Let us fix a self-adjoint element a ∈ A and consider the representation pia of C0(R)⊗
C0(R) ≡ C0(R×R) on L2(A, τ) given by
pia(f ⊗ g)b = f(a)bg(a) , b ∈ L2(A, τ).
and observe that
Range(pia) ⊂ A∨A′ . (4.1)
For each f ∈ Lip(R), we set
f˜(s, t) =


f(s)−f(t)
s−t s 6= t
f ′(t) s = t
. (4.2)
We observe that if f ∈ Lip(R) then f˜ ∈ L∞(R×R), and, if f(0) = 0, then
‖f‖Lip(R) := ‖f˜‖∞ ≡ ‖f ′‖∞
is a Banach norm on Lip(R). Now we may state the main theorem of this section:
4.1 Theorem. Let δ be a closed derivation on L2(A, τ), a ∈ Dh. Then the following
properties hold:
(i) δ is closed under the Lipschitz functional calculus.
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(ii) For each f ∈ C10(R), f(0) = 0, one has
δf(a) = pia(f˜)δa . (4.3)
(iii) For each f ∈ Lip(R), f(0) = 0, one has
‖δf(a)‖2 ≤ ‖f‖Lip(R)‖δa‖2 . (4.4)
4.2 Lemma. Let f be a Lipschitz continuous function such that f(0) = 0, ϕ a
positive C∞ function with support in [−1, 1] s.t. ∫ ϕ = 1. Then, the sequence of
mollified functions {fn}, fn(t) := f ∗ϕn(t)− f ∗ϕn(0), where ϕn(t) := nϕ(nt), verifies
the following properties:
(a) fn(0) = 0
(b) ‖f − fn‖∞ ≤ 2n‖f‖Lip(R)
(c) ‖fn‖Lip(R) ≤ ‖f‖Lip(R).
(d) f˜n → f˜ weak∗ in L∞(R)
The proof is trivial and is omitted.
4.3 Lemma. Let {A,D(A)} be a closed linear operator on H, {xn} ⊂ D(A) such
that ‖xn − x‖ → 0 and exists k > 0 s.t. ‖Axn‖ ≤ k. Then there exists {wn} in the
convex hull of {xn} s.t. wn → x in the graph-norm of A. As a consequence x ∈ D(A)
and ‖Ax‖ ≤ k.
Proof. Let us denote by ‖ · ‖A the graph-norm, ‖y‖A := ‖y‖ + ‖Ay‖, y ∈ D(A).
By the hypotheses, the sequence xn is bounded in the graph norm, therefore the set
of limit points in the weak topology of {D(A), ‖ · ‖A} is not empty. By the Banach-
Saks theorem (cf. [DS], Theorem. V.3.14), for any such limit point y, there exists a
sequence wn in the convex hull of {xn} such that wn → y in the graph-norm, hence in
the Hilbert norm, therefore y = x, that is x ∈ D(A). Besides
‖Ax‖ = lim ‖Awn‖ ≤ k
and the thesis follows.
Proof of Theorem 4.1. First we observe that, since a ∈ A, we may replace C10(R)
by C1(I), I := [−‖a‖, ‖a‖]. Then, equation (4.3) makes sense also for polynomials, and
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we check it for f(t) := tn:
δ(an) =
n−1∑
j=0
aj(δa)an−j−1 =
=
n−1∑
j=0
pia(s
jtn−j−1)δa
= pia
(
sn − tn
s− t
)
δa = pia(f˜)δa.
By linearity, (4.3) holds for all polynomials p such that p(0) = 0. Finally we observe
that, for all such polynomials,
‖pia(p˜)δa‖2 ≤ ‖pia(p˜)‖‖δa‖2
= ‖p‖Lip(I)‖δa‖2
= ‖p‖C1(I)‖δa‖2.
Therefore, if pn is a sequence of polynomials converging to a C1 function f in the C1(I)
norm, then δ(pn(a)) is a Cauchy sequence w.r.t. the graph norm of δ, and (ii) follows
by continuity.
In particular, we proved that δ is closed under the C1 functional calculus. Therefore, if
f , ϕn are as in lemma 4.2, formula (4.3) applies to fn, and we get, using lemma 4.2c,
‖δfn(a)‖2 = ‖pia(f˜n)δa‖2 ≤ ‖f‖Lip(R)‖δa‖2.
Now we prove that
‖f(a)− fn(a)‖2 → 0. (4.5)
Indeed, choosing ‖f − fn‖∞ ≤ ε3, we have
‖f(a)− fn(a)‖22 = τ
(∫
|f − fn|2(λ)de(λ)
)
≤
≤
∫ ε
−ε
(∣∣∣∣f(λ)λ
∣∣∣∣+
∣∣∣∣fn(λ)λ
∣∣∣∣
)2
dµ(λ) +
1
ε2
∫
|λ|≥ε
|f − fn|2dµ ≤
≤ 4‖f‖2Lip(R)µ([−ε, ε]) + ‖a‖22ε,
where the measure µ is defined by µ(Ω) := τ(
∫
Ω
λ2de(λ)). Since µ({0}) = 0 and
µ(R) = ‖a‖2 by definition, we get µ([−ε, ε])→ 0, which proves (4.5).
Finally we apply lemma 4.3 to the sequence fn(a) in the domain of δ, and (i) and (iii)
are proven.
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The following corollary is a consequence of theorem 4.1.
4.4 Corollary. Let δn, n = 1, . . . , N , be closed derivations. If δ :=
∑
n δn, D(δ) =
∩nD(δn), then δ is closed under the Lipschitz functional calculus and, for each f ∈
Lip(R), f(0) = 0,
‖δf(a)‖2 ≤ ‖f‖Lip(R)‖δa‖2 ∀a ∈ D(δ)h
Proof. By hypothesis δ is closed under Lipschitz functional calculus and (4.3) holds
for C1 functions. Let f and fn be as in lemma 4.2. Then, as in the proof of theorem
4.1, we get
‖δfn(a)‖2 = ‖pia(f˜n)δa‖2 ≤ ‖f‖Lip(R)‖δa‖2
and ‖fn(a)− f(a)‖2 → 0. Then, by lemma 4.3, we get a sequence {hn} in the convex
hull of {fn} such that hn(a)→ f(a) in the graph-norm of δ1. Since {hn(a)} is bounded
in the graph-norm of δ2, applying again lemma 4.3, we find a sequence in the convex hull
of {fn} converging to f(a) in the graph-norms of δ1 and δ2. Iterating this procedure
N times, we find a sequence {gn} in the convex hull of {fn} s.t. gn(a) converges to
f(a) in the graph-norms of δi, for all i. Therefore gn(a)→ f(a) in the graph-norm of
δ. Finally
‖δf(a)‖2 = lim ‖δgn(a)‖2 ≤ ‖f‖Lip(R)‖δa‖2.
4.5 Remark. We would like to compare theorem 4.1 with an analogous result of
Powers ([Po], cf. theorem 1.6.2 in [B]) for the derivations on a C∗-algebra. While
the difference in the formulation of the non-abelian chain-rule (equation 4.3) is just
a matter of taste, the difference on the allowed functional calculus depends on the
different norms. Indeed, letM be the C∗-algebra generated by a self-adjoint element in
A. The representation of the tensor productM⊗M given by the left and right actions
M on L2(A, τ) extends to a representation of the C∗-tensor product. This guarantees
that equation (4.3) holds for the closure of the polynomials in the appropriate norm,
i.e. for C1 functions. On the contrary, if the abelian C∗-algebra M acts on A, the
tensor product is embedded in the Banach algebra B(A), and this embedding is not
necessarily continuous in the C∗ norm. As a consequence, formula (4.3) does not
necessarily hold for C1 functions, as it is shown by McIntosh [Mc].
Theorem 4.1 gives a general answer to the problem of the Lipschitz functional
calculus of a self-adjoint operator in the domain of a derivation. On the other hand
there is a trivial form of “Lipschitz” functional calculus that makes sense also for non
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self-adjoint operators, i.e. the modulus of an operator. Now we are going to study this
question.
4.6 Lemma. Let δ be a derivation on D. Then the operator δ† : D∗ → L2(A, τ)
defined by
δ†a := (δa∗)∗ , a ∈ D∗
is a derivation. If δ is closed (closable), also δ† is.
Proof. The Leibnitz rule for δ† follows by a straightforward calculation. The
equivalence of the closability properties follows by the equality
‖a‖δ† = ‖a∗‖δ , ∀a ∈ D∗
4.7 Lemma. Let δ be a closed derivation on a self-adjoint domain D. Then
(
δ† 0
0 δ
)
: D ⊗M2 → L2(A, τ)⊗M2
is a closed derivation.
Proof. Follows immediately by the property
∥∥∥∥
(
δ† 0
0 δ
)(
a b
c d
)∥∥∥∥
2
= ‖δa∗‖2 + ‖δb∗‖2 + ‖δc‖2 + ‖δd‖2.
4.8 Theorem. Let δ be a closed derivation on a self-adjoint domain D. Then, if
a ∈ D, |a| ∈ D and
‖δ|a|‖2 ≤
√
2‖δa‖2. (4.6)
Proof. Consider the functions
ϕn(t) =
√
t+
1
n2
− 1
n
t ≥ 0
ψn(t) =
√
t2 +
1
n2
− 1
n
t ∈ R .
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Since a ∈ D, a∗ ∈ D, and therefore a∗a ∈ D and
ψn(|a|) = ϕn(a∗a) ∈ D
by the theorem on the Lipschitz functional calculus.
Now consider the following chain of inequalities:
‖δψn(|a|)‖22 ≤ ‖δψn(|a|)‖22 + ‖δψn(|a∗|)‖22 =
= ‖δ†ψn(|a|)‖22 + ‖δψn(|a∗|)‖22 =
=
∥∥∥∥
(
δ† 0
0 δ
)(
ψn(|a|) 0
0 ψn(|a∗|)
)∥∥∥∥
2
2
=
=
∥∥∥∥
(
δ† 0
0 δ
)
ψn
((
0 a∗
a 0
))∥∥∥∥
2
2
≤
=
∥∥∥∥
(
δ† 0
0 δ
)(
0 a∗
a 0
)∥∥∥∥
2
2
=
= ‖δa‖22 + ‖δ†a∗‖22 =
= 2‖δa‖22
where the main inequality follows by the theorem on Lipschitz functional calculus
applied to the derivation
(
δ† 0
0 δ
)
mentioned in lemma 4.7.
Now it is easy to see that ψn(|a|) → |a| in the L2 norm, and therefore the result
follows from lemma 4.3.
We remark that, according to the terminology in [DL1], theorems 4.1 and 4.8
may be rephrased as follows: each closed derivation on a Hilbert algebra is a Dirichlet
derivation.
A natural question related to theorem 4.1 is the following: when the non-abelian
chain rule given in (4.3) extends to the Lipschitz functional calculus? The first problem
is that f˜ is not necessarily in the domain of pi, when f is a Lipschitz function. Indeed pi
may easily be extended to the C∗ tensor product of L∞(R) with itself, but this space is
smaller than L∞(R×R) and therefore does not contain f˜ in general. Even though we
do not try to give a general answer to the previous question, in the following proposition
we mention two extremal cases in which the addressed question has a positive answer,
the abelian case and the type I factor case.
4.9 Proposition. Let A be either an abelian algebra or a type I factor, and δ a
closed derivation on L2(A, τ). Then, for each self-adjoint a in the domain of δ, the
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map pia extends to L
∞(R ×R). Therefore, the non abelian chain-rule given in (4.3)
extends to Lipschitz functional calculus.
Proof. It is well known that, if A is a type I factor, the map pia extends to a normal
representation of L∞(σ(a) × σ(a)), for each self-adjoint a in A. Then, let f and fn
be as in lemma 4.2. By lemma 4.2d, pia(f˜n)δa → pia(f˜)δa weakly in L2(A, τ), and
also δfnk(a) → δf(a) weakly in L2(A, τ) for a suitable subsequence, as it is shown in
lemma 4.3. Then the thesis holds. If A is abelian, formula 4.3 becomes the usual chain
rule, and by normality of the map f → f(a), a ∈ Ah, we get the thesis.
4.10 Remark. We remark that the key property we used in the proof of the factor
case, i.e. the fact that the von Neumann algebra generated by the right and left action
of any abelian subalgebra of A on the standard representation of A is isomorphic to
the tensor product of A with itself, is a characterization of the type I, therefore the
property we are studying is probably confined to type I algebras.
We conclude this section with an example of a simple Dirichlet form associated
with a general derivation.
4.11 Proposition. Let δ be a closed derivation on a Hilbert algebra D. Then the
form
E(x, y) = Re(δx, δy) + Im(δx, δy) (4.7)
is a Dirichlet form.
Proof. The form E is closed iff its symmetric part Re(δx, δy) is, that is iff δ is
closed. The weak sector condition follows by
|E(x, y)|2 ≤ 2|(δx, δy)|2 ≤ 2E(x, x)E(y, y).
Now let us define the operators
d1a =
δa+ δ†a
2
d2a =
δa− δ†a
2i
a ∈ D.
It is clear that d1, d2 are
∗-derivations and
E(x, y) =
∑
i,j∈{1,2}
aij(dix, djy),
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where (aij) =
(
1 1
−1 1
)
. Now Dirichlet property follows from the general theorem in
the following section.
As the proof of the preceding proposition shows, the study of the Dirichlet form
in (4.7) may be reduced to the case of ∗-derivations. Therefore in the following section
only ∗-derivations will be considered.
Section 5. Explicit constructions of Dirichlet forms.
The aim of this section is to describe a class of Dirichlet forms which can be con-
sidered as the non commutative generalization of a class of (generally non symmetric)
commutative Dirichlet forms studied in [MR]. At the same time these non commutative
examples also extend previous ones constructed in [DL1].
We start considering the following leading example taken from the commutative
context. Let A = [aij] be an element of L
1
loc(U)⊗Mn, U ⊂ Rn open. Then we define
the bilinear form on C∞o (U)
E(u, v) :=
n∑
i,j=1
∫
aij(x)
∂u
∂xi
∂v
∂xj
dx . (5.1)
Under the following simple assumptions: there exists 0 < ν <∞ such that


∑n
i,j=1 a˜ij(x)ξiξj ≥ ν‖ξ‖2 ∀ξ = (ξ1, . . . ξn)
aˇij ∈ L∞(U, dx) 1 ≤ i, j ≤ n.
(5.2)
where A˜ (resp.Aˇ) is the symmetric (resp. antisymmetric) part of A, it can be proven
that the form {E , D(E)} is closable and its closure is a Dirichlet form (cf.[MR]).
Now we discuss some generalizations of the preceding example to the non commu-
tative context. The general setting is the following: we have a sesquilinear form of the
type
E(x, y) :=
n∑
i=1
(dix, aijdjy) (5.1
′)
where di, i = 1 . . . n, is a family of
∗-derivations on L2(A, τ) and the aij’s belong to
the center of A. In this case condition (5.2) is replaced by its proper non-commutative
analogue: 

A˜ ≥ νI ,
aˇij ∈ L∞(A, τ) , 1 ≤ i, j ≤ n.
(5.2′)
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Our first result is theorem 5.1. This theorem deals with general ∗-derivations with
a dense common domain. In this case, because of such generality, we need stronger
requirements in order to get closedness for the form (5.1′). This is obtained by asking
the symmetric part of the matrix A to be the identity matrix, which makes the first
condition in (5.2′) automatically fulfilled.
In theorem 5.2 the derivations di are given by commutators [zi, ·], where the zi’s
are skew-symmetric elements in L2 + L∞, which provides the closedness of the form
E . In this case conditions (5.2′) suffice to get the result. Such a theorem is a non
symmetric extension of theorem 6.10 in [DL1].
5.1 Theorem. Assume we are given a family
di : Di ⊂ L2(A, τ)→ L2(A, τ) i = 1, ..., n
of ∗-derivations over Hilbert algebras Di such that
(a) each di is closable
(b) D := ∩ni=1Di is dense
and consider the form E given by


D(E) := D
E(x, y) :=
n∑
i=1
(dix, diy) +
n∑
i,j=1
(dix, cijdjy)
(5.3)
where the cij ’s are self-adjoint elements in the center of A such that cij = −cji. Then
the form is closable and its closure is a Dirichlet form.
Proof. Sesquilinearity of E being evident, we prove real positivity. We have
E(x, x) =
n∑
i=1
‖dix‖2 + τ ⊗ tr(CB(x, x)) (5.4)
with C = [cij ] ∈ L∞(A, τ)⊗Mn and B(x, y) ∈ L1(A, τ) ⊗Mn is given by B(x, y) =
[diydjx]. Since C is a real antisymmetric matrix and B(x, x) is a real symmetric matrix
when x ∈ Dh, the last term in the right hand side of (5.4) vanishes, and the positivity
of E follows. Because of hypothesis (a) the form E˜ is closable (see e.g. [DL1]) and
therefore, by definition, E is closable. We now prove that the weak sector condition
holds for E , i.e. there exists 0 < K <∞ such that
|Eˇ(x, y)| ≤ KE˜1(x, x)1/2E˜1(y, y)1/2
28
for all x, y ∈ Dh, where E˜1(x, y) := E˜(x, y) + (x, y).
Setting M := ‖C‖∞ and applying Ho¨lder and Schwartz inequalities we get
|Eˇ(x, y)| = |τ ⊗ tr(CB(x, y))| ≤M‖B(x, y)‖1
≤M
n∑
i,j=1
‖B(x, y)ij‖1 ≤M
n∑
i,j=1
‖djx‖2‖diy‖2
≤ nM(
n∑
j=1
‖djx‖22)1/2(
n∑
i=1
(‖diy‖22)1/2 ≤ nM E˜1(x, x)
1/2E˜1(y, y)1/2.
It remains to prove that the closure of the form (5.3) is a Dirichlet form. Let E denote
the closure of the form E , which is obtained replacing the di’s with their closures di
(cf. [DL1]). We notice that if x ∈ D(E) then ϕ0(x) := x+ ∧ 1 ∈ D(E) because this
holds for each Di. Hence we claim that
E(x∓ ϕ0(x), x± ϕ0(x)) ≥ 0 ∀x ∈ D(E)h . (5.5)
First we observe that the matrix [(dix, cijdjϕ0(x))] is antisymmetric. It is enough to
show this replacing ϕ0 with a smooth approximation ϕ. Then, by equations (4.1) and
(4.3) and by the hypotheses on C, we get
(dix, cijdjϕ(x)) = (dix, cijpi(ϕ˜)djx)
= (pi(ϕ˜)dix, cijdjx)
= (diϕ(x), cijdjx)
= −(djx, cjidiϕ(x)).
Therefore, using again the antisymmetry of C, we have
E(x∓ ϕ0(x), x± ϕ0(x)) =
n∑
i=1
(di(x∓ ϕ0(x)), di(x± ϕ0(x)))
If we set B∓ij := (di(x ∓ ϕ0(x)), dj(x ± ϕ0(x))), the left hand side in (5.5) is just the
trace of B∓, therefore (5.5) follows if we prove that B∓ is a positive definite real-valued
matrix. Indeed, for any (t1, . . . , tn) ∈ Rn and setting d :=
∑n
1 di, we have
n∑
i,j=1
B∓ijtitj = ((
n∑
i=1
tidi)(x∓ ϕ0(x)), (
n∑
j=1
tidj)(x± ϕ0(x)))
= (d(x∓ ϕ0(x)), d(x± ϕ0(x)))
= (dx, dx)− (dϕ0(x), dϕ0(x)) ≥ 0
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by corollary 4.4, and this ends the proof.
5.2 Theorem. Let z1, . . . , zn be skew-adjoint elements in L
2 + L∞, define
di(x) := zix− xzi ∀x ∈ L2 ∩ L∞
and let A = [aij ] be a matrix of self-adjoint elements in the center of A such that
condition (5.2′) holds. Then, the form


D(E) := L2 ∩ L∞
E(x, y) :=
n∑
i,j=1
(dix, aijdjy)
is closable and its closure is a Dirichlet form.
Proof. Let us denote by B the square root of the symmetric part of A as an element
in L∞(A, τ) ⊗Mn. We also set δi :=
∑
bijdj and C := B
−1AˇB−1. We notice that,
since A˜ is coercive, B−1 is bounded and C is bounded, real and skew-symmetric. Then,
E(x, y) =
n∑
i=1
(δix, δjy) + (δix, cijδjy).
Since zi ∈ L2 + L∞, i = 1, . . . , n and B is bounded, wi :=
∑
bijzj ∈ L2 + L∞. Then
δi, being implemented by wi, is a closable derivation on L
2 ∩ L∞ (see e.g. [DL1]) and
the thesis follows by theorem 5.1.
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