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Abstract
Deep Learning based methods have emerged as the indisputable leaders for virtually
all image restoration tasks. Especially in the domain of microscopy images, various
content-aware image restoration (CARE) approaches are now used to improve
the interpretability of acquired data. But there are limitations to what can be
restored in corrupted images, and any given method needs to make a sensible
compromise between many possible clean signals when predicting a restored
image. Here, we propose DIVNOISING — a denoising approach based on fully-
convolutional variational autoencoders, overcoming this problem by predicting a
whole distribution of denoised images. Our method is unsupervised, requiring only
noisy images and a description of the imaging noise, which can be measured or
bootstrapped from noisy data. If desired, consensus predictions can be inferred
from a set of DIVNOISING predictions, leading to competitive results with other
unsupervised methods and, on occasion, even with the supervised state-of-the-art.
DIVNOISING samples from the posterior enable a plethora of useful applications.
We are (i) discussing how optical character recognition (OCR) applications could
benefit from diverse predictions on ambiguous data, and (ii) show in detail how
instance cell segmentation gains performance when using diverse DIVNOISING
predictions.
∗Shared first authors.
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1 Introduction
The goal of scientific image analysis is to analyze pixel-data and measure the properties of objects of
interest in images. Pixel intensities are subject to undesired noise and other distortions, motivating
an initial preprocessing step called image restoration. Image restoration is the task of removing
unwanted noise and distortions, giving us clean images that are closer to the true but unknown signal.
In the past years, Deep Learning (DL) has enabled tremendous progress in image restoration [1, 2, 3,
4]. Supervised DL methods use corresponding pairs of clean and distorted images to learn a mapping
between the two quality levels. The utility of this approach is especially pronounced for microscopy
image data of biological samples [5, 4, 6, 7, 8], where quantitative downstream analysis is essential.
Recently, unsupervised content-aware image restoration (CARE) methods [9, 10, 11] have emerged.
They can, enabled by sensible assumptions about the statistics of imaging noise, learn a mapping
from noisy to clean images, without ever seeing clean data during training. Some of these methods
additionally include a probabilistic model of the imaging noise [12, 13, 14, 15] to further improve
their performance. Note that such denoisers can directly be trained on a given body of noisy images
without requiring additional training data.
All existing approaches have a common flaw: distortions degrade some of the information content
in images, generally making it impossible to fully recover the desired clean signal with certainty.
Even an ideal method cannot know which of many possible clean images really has given rise to the
degraded observation at hand. Hence, any restoration method has to make a compromise between
possible solutions when predicting a restored image.
Here we propose DIVNOISING, a fundamentally new image denoising paradigm (see Fig. 1). Instead
of committing to a single prediction, our approach allows us to sample diverse solutions from an
approximate posterior of possible true signals. To achieve this, we use a fully-convolutional variational
autoencoder [16, 17] (VAE). Note that this task is fundamentally different from the denoising VAEs
introduced in [18] (see Supplementary Material). While other denoising methods [12, 13, 14, 15]
predict an independent posterior distribution of intensities for each pixel, DIVNOISING is the first
method that learns to approximate the posterior over meaningful structures in given images.
We show that our method achieves visually diverse and convincing results for various datasets.
Figure 2 gives an impression of our denoising experiments and results. Additionally, DIVNOISING
also allows us to combine our samples to form point estimates (see Fig. 3). Finally, we discuss the
utility of diverse denoising results for OCR and showcase it for a ubiquitous analysis task in biology –
the instance segmentation of cells in microscopy images (see Fig. 4).
DIVNOISING can be trained fully unsupervised, requiring only a body of noisy images and a suitable
model of the imaging noise. Such noise models can also be derived (bootstrapped) from the raw
image data alone [12, 14]. Hence, we believe the DIVNOISING approach has the potential to be
useful for many real-world applications and will not only generate state-of-the-art restored images,
but also enrich quantitative downstream processing pipelines.
Figure 1: Training and prediction/inference with DIVNOISING. (top) A DivNoising VAE can be trained
fully unsupervised, using only noisy data and a pixel noise model pNM(xi|si), which can either be measured
beforehand, or bootstrapped from noisy data (see main text for details). (bottom) After training, the encoder can
be used to sample multiple zk ∼ qφ(z|x), which are then decoded to denoised samples sk. These samples can
be used to infer point estimates such as MMSE or MAP.
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2 The Denoising Task
More formally, image restoration is the task of estimating a clean signal s = (s1, . . . , sN ) from a
corrupted observation x = (x1, . . . , xN ), where si and xi, refer to the respective pixel intensities in
both images. The corrupted x is thought to be drawn from a probability distribution pNM(x|s), which
we call the observation likelihood or the noise model. In this work we focus on the restoration of
image noise inflicted by limited illumination and detector/camera imperfections3. We cannot hope to
exactly derive the true signal from a corrupted observation and we have to admit some uncertainty
about the true underlying signal. We will refer to the distribution describing this uncertainty as the
posterior p(s|x).
Most existing state-of-the-art denoising methods (e.g. [3, 4]), use paired training data (xj , sj) to
effectively regress the center of mass of the posterior Ep(s|x)[s]. Note that this is also the estimate
that will minimize the expected squared error (MMSE).
We propose, in contrast, to describe the full posterior distribution that captures the remaining
uncertainty for a noisy image, while still allowing us to derive the MMSE or other consensus
estimates during test time. The posterior we are interested in, namely p(s|x) ∝ p(x|s)p(s), depends
on two components: the prior distribution p(s) of the signal as well as the observation likelihood
pNM(x|s) we introduced above. While the prior is a highly complex distribution, the likelihood
p(x|s) of a given imaging system (camera/microscope) can be measured and described analytically.
Models of Imaging Noise. The noise model is usually thought to factorize as a product of pixels,
implying that the corruption, given the underlying signal, is occurring independently in each pixel
p(x|s) =
N∏
i
pNM(xi|si). (1)
This assumption is known to hold true for Poisson shot noise and camera readout noise [19, 12, 14].
We will refer to the probability pNM(xi|si) of observing a particular noisy value xi at a pixel i given
clean signal si as the pixel noise model. Various types of pixel noise models have been proposed,
ranging from physics based analytical models [19, 20, 21] to simple histograms [12] that explicitly
describe the distribution of noisy observations for each possible clean signal. In this work, we follow
the Gaussian Mixture Model (GMM) based noise model description of [14]. The parameters of a
noise model can be estimated whenever pairs (x′, s′) of corresponding noisy and clean calibration
images are available. In a microscopy setting, such calibration data can easily be derived by repeatedly
imaging a stationary sample, producing noisy observations x′j . The signal s′ ≈ 1M
∑M
j=0 x
′j can
then be computed by averaging these noisy observations [14].
In a case where no calibration data can be acquired, s′ can be estimated by a simple bootstrapping ap-
proach. Using an unsupervised denoising method that does not require a noise model (e.g. N2V [10]),
denoised images can be predicted and used to generate a suitable noise model [14, 15].
3 The Variational Autoencoder (VAE) Setup
Here, we want to give a very brief overview of the VAE approach introduced by Kingma et al. in [16].
A more complete discussion can be found in [22]. VAEs are generative models, capable of learning
complex distributions over classes of images x, such as hand written digits [16] or faces [23]. To
achieve this, VAEs use a latent variable z and describe
pθ(x) =
∫
pθ(x|z)p(z)dz. (2)
Like conventional autoencoders, they consist of two components: an encoder network fφ(x), which
takes an observed image and maps it to the latent space, and a decoder network gθ(z) that implements
the inverse operation. By φ and θ we denote network parameters of the encoder and decoder,
respectively. Next, we will take a closer look at the model from Eq. 2.
3While we are not targeting other degradations like motion blur or diffraction artifacts, future variations of
DIVNOISING might address such distortions.
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The Generative Model. In VAEs the latent variable z is defined to follow a multivariate unit normal
distribution p(z). The decoder describes the conditional probability pθ(x|z) of observing x, given
the latent variable z. It is assumed to factorize as
pθ(x|z) =
N∏
i=1
pθ(xi|z), (3)
where pθ(xi|z) is the distribution of a pixel intensity given the latent vector. It is often modelled as a
normal distribution, with the parameters for each pixel i predicted by the decoder network. Together
with p(z), our decoder completely describes the model in Eq. 2.
Training. The goal is to find decoder parameters, such that Eq. 2 well describes the distribution of
training images x1 . . .xM . To enable this training task, the VAE relies on its encoder. The encoder
describes a distribution qφ(z|x), aiming to approximate the distribution of the latent variable given
the image, as it is implicitly defined by the decoder
qφ(z|x) ≈ pθ(z|x) = pθ(x|z)p(z)∫
pθ(x|z = z′)p(z = z′)dz′ . (4)
The encoder describes its distribution as a product over the D-dimensional latent variable
qφ(z|x) =
D∏
i=1
qφ(zi|x), (5)
with qφ(zi|x) = N (µi, σi) denoting the distribution for an element i of the latent space. The means
and standard deviations for each element are predicted by the encoder network fφ(x) = (µ,σ) =
(µ1 . . . µD, σ1 . . . σD). Based on this setup, both networks are trained jointly by optimizing the loss
Lφ,θ(x) = LRφ,θ(x) + LKLφ (x), (6)
where
LRφ,θ(x) = Eqφ(z|x)[− log pθ(x|z)] = Eqφ(z|x)
[
N∑
i=1
− log pθ(xi|z)
]
, (7)
and LKLφ (x) is the KL divergence KL(qφ(z|x)||p(z)). While LKLφ (x) can be computed analytically,
the expected value in Eq. 7 is approximated by drawing a single sample z1 from qφ(z|x) and using
the reparametrization trick [16] for gradient computation. It has been shown in [16] that minimizing
Eq. 6 simultaneously achieves two goals: (i) the model defined by the decoder well describes the
distribution of the observed data, and (ii) the encoder gives a good approximation of Eq. 4.
Image Generation. Once trained, images from pθ(x) can be generated by drawing samples zk ∼
p(z) from the normal distribution in latent space and processing them with the decoder to sample the
pixel values from xki ∼ pθ(xi|zk).
Fully Convolutional Architecture. Originally, VAEs were using fully connected network archi-
tectures, or a mixture of convolutional and fully connected layers. Such architectures can only
process fixed size inputs. However, recently the use of fully convolutional VAE architectures was
proposed [17]. In our work, we also use a fully convolutional architecture (see Section 5), enabling
us to process arbitrarily sized input images.
4 DivNoising
In DIVNOISING, we use the VAE setup described in the previous section. However, we interpret
VAEs from a denoising-specific perspective. We assume that the observed images have been created
from a clean signal s via a known noise model, i.e., x ∼ pNM(x|s). Based on this, we replace the
generic normal distribution over pixel intensities in Eq. 3 with pNM(x|s) from Eq. 1. We get
pθ(x|z) = pNM(x|s) =
N∏
i
pNM(xi|si), (8)
4
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Figure 2: Qualitative denoising results. We compare two DIVNOISING samples, the MMSE estimate
(derived by averaging 1000 sampled images), and results by the supervised CARE baseline. The diversity
between individual samples is visualized in the column of difference images. (See the Supplementary Material
for additional images of DIVNOISING results.)
with the decoder now predicting the signal gθ(z) = s. Together with p(z) and the noise model, the
decoder now describes a full joint model for all three variables, including the signal:
pθ(z,x, s) = pNM(x|s)pθ(s|z)p(z), (9)
where we assume that pNM(x|s, z) = pNM(x|s). For a given zk, as for standard VAEs, the decoder
describes a distribution over noisy images p(x|z). The corresponding clean signal sk, in contrast, is
deterministically defined. Hence, pθ(s|z) is a Dirac distribution centered at gθ(z).
Training. Considering Eq. 1, the reconstruction loss of Eq. 7 becomes
LRφ,θ(x) = Eqφ(z|x)
[
N∑
i=1
− log p(xi|s = gθ(z))
]
. (10)
Apart from this modification, we can follow the standard VAE training procedure, just as described
in Section 3. Since we have only modified how the decoder distribution is modeled, we assume that
the training procedure still produces (i) a model describing the distribution of our training data, while
(ii) making sure that Eq. 4 is well approximated.
Prediction. While we can obviously use the trained VAE to generate images from pθ(x) (see
Supplementary Material), we are actually mainly interested in denoising and desire access to the
posterior p(s|x), i.e. to the distribution of possible clean signals s given a noisy observed image x.
Assuming the encoder and decoder are sufficiently well trained, they allow us to obtain samples
sk from an approximate posterior by: (i) feeding the noisy image x into our encoder, (ii) drawing
samples zk ∼ qφ(z|x), and (iii) decoding the samples via the decoder to obtain sk = gθ(zk).
Inference. Given a set of posterior samples sk for a noisy image x, we can infer different consensus
estimates for high-quality denoised images. We can, for example, approximate the MMSE estimate
(see Fig. 2), by averaging many samples sk.
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Alternatively, we can attempt to find the maximum a posteriori (MAP) estimate, i.e. the most likely
signal given the noisy observation x. This corresponds to the mode of the posterior distribution. For
this purpose, we iteratively use the mean shift algorithm [24] with decreasing bandwidth to find the
mode of our sample set (see Fig. 3 and Supplementary Material).
Nevertheless, being able to sample from the posterior is useful. Instead of committing to a consensus
estimate, diverse samples sk can directly be used. Any downstream processing pipeline that can
benefit from diverse hypotheses can benefit from DIVNOISING samples from p(s|x). In Section 5,
we give a full instance segmentation example and discuss the potential of DIVNOISING for OCR
applications.
5 Data, Experiments, Results
We evaluated the performance of DIVNOISING on 9 publicly available datasets, 4 of which are
subject to a high level of intrinsic noise. To 5 others we have synthetically added noise, hence giving
us full knowledge about the nature of the added noise.
Data Exposed to Synthetic Noise. We use the well known MNIST [25] as well as the KMNIST [26]
dataset showing 28× 28 images of handwritten digits and phonetic letters of hiragana, respectively.
Both datasets contain 60000 training examples and 10000 test examples. Onto both datasets we
added pixel-wise independent Gaussian noise with µ = 0 and σ = 140. As a third text-based dataset
we rendered the freely available eBook “The Beetle” [27] and extracted 40800 image patches of size
128 × 128. We separated 34680 patches for training and 6120 patches for validation, and added
pixel-wise independent Gaussian noise with µ = 0 and σ = 255. Additionally, we use two datasets
from microscopy. The DenoiSeg Mouse [28] data, showing cell nuclei in the developing mouse skull,
consists of 908 training and 160 validation images of size 128× 128, with additional 67 images of
size 256× 256 for testing. All images were exposed to pixel-wise independent Gaussian noise with
µ = 0 and σ = 20. Lastly, the DenoiSeg Flywing [28] data is showing membrane labeled cells in a
fly wing, consisting of 1428 training and 252 validation patches of size 128× 128, with additional
42 images of size 512× 512 for testing. We exposed this data to pixel-wise independent Gaussian
noise with µ = 0 and σ = 70 to create a synthetic low SNR version. All original datasets are 8-bit.
Intrinsically Noisy Microscopy Data. We use 4 public microscopy datasets which show realistic
levels of noise, introduced by the respective optical imaging setups. The FU-PN2V Convallaria [12,
14] data, consists of 100 noisy calibration images (intended to generate a noise model), and 100
images of size 1024× 1024 showing a noisy Convallaria section. The FU-PN2V Mouse nuclei [14]
data is composed of 500 noisy calibration images and 200 noisy images of size 512× 512 showing
labeled cell nuclei. The FU-PN2V Mouse actin [14] data from the same source consists of 100 noisy
calibration images and 100 noisy images of size 1024× 1024 of the same sample, but labeled for the
protein actin. Finally, we use all 3 channels of 2 noise levels (avg1 and avg16) of the W2S [29] data.
For each channel, corresponding high quality (ground truth) images are available. Each channel’s
training and test sets consist of 80 and 40 images, respectively. All images are 512 × 512 pixels
in size. Here we used the original raw data made available to us by the authors of [29], since their
pre-released 8-bit dataset is inconsistently scaled. Hence, results we report here must not be compared
to the ones reported in their preprint [29].
Denoising Baselines. We choose state-of-the-art baseline methods to compare against DIVNOISING,
namely, the supervised CARE [4] and the unsupervised methods NOISE2VOID (N2V) [10] and
Probabilistic NOISE2VOID (PN2V) [10]. All baselines use the available implementations of [12]
and, as long as not specified otherwise, make use of a depth 3 U-NET with 1 input channel and 64
channels in the first layer. Training is performed using the ADAM [30] optimizer for 200 epochs (5
steps per epoch for CARE and PN2V and 10 steps per epoch for N2V) with a batch size of 1 and a
virtual batch size of 20, an initial learning rate of 0.001, and the same basic learning rate scheduler as
in [12]. All baselines use on the fly data augmentation (flipping and rotation) during training.
Training details. In all experiments we use rather small, fully convolutional VAE networks, with
either 200k or 713k parameters (see Supplementary Material). For all experiments on intrinsically
noisy microscopy data, validation and test set splits follow the ones described in the respective
publication. In contrast to the synthetically noisy data, no apriori noise model is known for microscopy
datasets. Still, for FU-PN2V Convallaria, FU-PN2V Mouse nuclei, and FU-PN2V Mouse actin,
suitable noise models have previously been created [12, 14, 15], and we have used the GMM-based
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Unsupervised Supervised
Dataset N2V PN2V DivNoising(MMSE) CARE
DenoiseSeg Mouse 33.55 34.19 34.03 34.63Flywing 22.85 24.85 25.10 25.60
FU-PN2V
Convallaria 35.73 36.47 36.94 36.71
Convallaria (bootstr.) 35.73 36.70 36.63 36.71
Mouse Actin 33.39 33.86 33.98 34.20
Mouse Nuclei 35.84 36.35 36.31 36.58
W2S
Ch. 0 (avg1) 34.36 - 34.13 34.30
Ch. 1 (avg1) 31.96 - 32.28 32.11
Ch. 2 (avg1) 34.78 32.48 35.18 34.73
Ch. 0 (avg16) 38.83 39.19 39.62 41.94
Ch. 1 (avg16) 37.80 38.24 38.37 39.09
Ch. 2 (avg16) 40.17 40.49 40.52 40.88
Table 1: Quantitative denoising results of DIVNOISING and our baseline methods. We compare all results
in terms of Peak Signal-to-Noise Ratio (PSNR in dB) to available high quality (clean) images. We highlight the
best performing method by an underline and the best unsupervised method in bold. The missing PN2V baseline
values are caused by numeric instabilities during training. Our results are typically on par or better than the
unsupervised baselines. In 3 out of 12 cases we even improve on supervised CARE results.
Input MMSE Estimate Clusters in Posterior MAP Estimate Ground Truth
Figure 3: A closer look at the learned posterior distribution of possible clean signals. We show results
for the eBook dataset. The MMSE estimate (10k averaged samples) contains compromises (faintly overlaid
letters), a consequence of ambiguities in the input image. We perform mean shift clustering on a cropped
version of sampled images to obtain local high density points in our samples from the posterior. We show the 9
clusters with the highest support in no particular order. Additionally, we obtain an approximate MAP estimate
(Supplementary Material), which removes most artifacts visible in the MMSE solution.
noise model approach of [14] to recreate them. For the W2S datasets, no dedicated calibration samples
to create noise models are available. Hence, for all experiments on this dataset, we use the available
clean ground truth images and all noisy observations of the training data to learn a GMM-based noise
model. For all noise models we are using 3 Gaussians and 2 coefficients each. Find more details in
the Supplementary Material.
Denoising Results. In Table 1, we report denoising performance of all experiments we conducted
in terms of peak signal-to-noise ratio (PSNR) with respect to available ground truth images. Our
results show that denoising results of DIVNOISING (using the inferred MMSE estimate with 1000
samples) are typically either on par or even beyond the denoising quality reached by the unsupervised
baselines. While DIVNOISING MMSE is typically, as expected, slightly behind the performance of
the fully supervised baseline CARE [4], in 3 of our 12 experiments on microscopy data we have
even outperformed it. Additionally, on FU-PN2V Convallaria we have demonstrated that a suitable
noise model for DIVNOISING can be created via bootstrapping [14, 15].
Downstream Processing: OCR. In Fig. 3 we show how Optical Character Recognition (OCR)
applications might benefit from diverse denoising hypotheses. While regular denoising approaches
predict poor compromises that would never be seen in clean text documents (multiple faintly overlaid
letters), DIVNOISING can generate a diverse set of rather plausible denoised solutions. While our
MAP estimate cleans up most of the problems, it cannot avoid occasionally making mistakes, e.g.
changing "hunger" to "hungor" (see Fig. 3). We used clustering to identify diverse denoising solutions
and find that they, albeit still on occasion containing faint artefacts, typically correspond to plausible
alternative interpretations. It stands to reason that OCR systems could benefit in various ways from
having access to such diverse interpretations.
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Figure 4: DivNoising enables downstream segmentation tasks. (top) We show various cell segmentation
results as well as the corresponding denoised images they were produced from. Cells that were segmented
incorrectly (merged or split) are indicated in magenta. Sampled DIVNOISING results give rise to diverse
segmentation hypotheses. (bottom) We quantitatively evaluate the quality of the different segmentation results
using the F1 score [31], Jaccard score [32] and Average Precision [33]. On the x-axis, we depict the number of
samples/labels used by any given method. The performance of BIC is only evaluated up to 100 samples because
of run time constraints (setting an upper time limit of 30 minutes). Remarkably, Consensus (Avg), even using as
little as 30 DIVNOISING segmentation labels, outperforms segmentations obtained from high SNR images on
all available metrics.
Downstream Processing: Instance Cell Segmentation. We demonstrate how diverse denoised
images generated with DIVNOISING can help to segment all cells in the DenoiSeg Flywing data.
While methods to generate diverse segmentations do exist [34, 35], they require ground truth seg-
mentation labels during training. In contrast, we use a simple and fast downstream segmentation
pipeline c(x) based on local thresholding and skeletonization (see Supplementary Material for details)
and apply it to individual samples (s1 . . . sK) predicted by DIVNOISING to derive segmentations
(c1 . . . cK). We explore two label fusion methods to combine the individual results and obtain an
improved segmentation. We do: (i) use Consensus (BIC) [36] and (ii) create a pixel-wise average of
(c1 . . . cK ), followed by again applying our threshold based segmentation procedure on this average,
calling it Consensus (Avg).
For comparison, we also segment (i) the low SNR input images, (ii) the original high SNR mi-
croscopy images, and (iii) the MMSE solutions of DIVNOISING. Figure 4 shows all results of our
instance segmentation experiments. It is important to note that segmentation from even a single
DIVNOISING prediction outperforms segmentations on the low SNR image data by a large margin.
We observe that label fusion methods can, by utilizing multiple samples, outperform the MMSE
estimate, with Consensus (Avg) giving the best overall results.
6 Discussion and Conclusion
We have introduced DIVNOISING, a novel unsupervised denoising paradigm that allows us, for the
first time, to generate diverse and plausible denoising solutions, sampled from a learned posterior. We
have demonstrated that the quality of denoised images is highly competitive, typically outperforming
the unsupervised state-of-the-art, and at times even improving on supervised results.4
We find that DIVNOISING is suited particularly well for microscopy data or other applications on a
limited image domain. In its current form it works less well on collections of natural images (see
Supplementary Material). We do not think this is very surprising, as we are training a generative
4 Supervised methods trained on perfect ground truth should outperform DIVNOISING. Still, ground truth is
also subject to imperfections, at times leading to inferior results.
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model for our image data and would not expect to be capturing the tremendously diverse domain
of natural photographic images with the comparatively tiny networks used in our experiments (see
Supplementary Material). For microscopy data, instead, the diversity between datasets can be huge.
Images of the same type of sample, acquired using the same experimental setup, however, typically
contain many resembling structures of lesser overall diversity (they are from a limited image domain).
Nevertheless, the stunning results we achieve suggest that DIVNOISING will also find application in
other areas where low SNR limited domain image data has to be analyzed. Next to microscopy, we
can think of astronomy, medical imaging, or limited domain natural images such as faces or street
scenes. Additionally, follow up research will explore larger and improved network architectures, able
to capture more complex DIVNOISING posteriors on datasets covering larger image domains.
While we constrained ourselves to the standard per-pixel noise models in this paper, the DIVNOISING
approach could in principle also work with more sophisticated higher level image degradation models,
as long as they can be probabilistically described. This might include diffraction, blur or even
compression and demosaicing artefacts.
Maybe most importantly, DIVNOISING can not only produce competitive and diverse results, but
these results can also be leveraged for downstream processing. We have seen that cell segmentation
can be improved and that clustering our results provides us with meaningful alternative interpretations
of the same data (see Fig. 3). We believe that this is a highly promising direction for many applications,
as it provides us with a way to account for the uncertainty introduced by the imaging process. We are
looking forward to see how DIVNOISING will be applied and extended by the community, showcasing
the true potential and limitations of this approach.
Broader Impact
Impact: We believe that our method is particularly well suited for the type of data that is commonly
found in biological and medical research labs around the world. These labs do very specialized
experiments, each of which produces large amounts of microscopy data that (i) is often acquired
at very low light levels in order to protect the sample, (ii) typically the same microscope is used
for all images of a given dataset, and (iii) in many cases, plenty of images of similar structures are
acquired, meaning that the diversity within each dataset is limited compared to natural images. We
will make our software available under a permissive open source license and even plan to integrate it
in a widespread and easy to use application. The fact that our method is unsupervised means that it
does not require the acquisition of additional training data. Hence, due to availability and applicability
we expect DIVNOISING to bring immediate benefit to a huge user-base.
Ethics: The stunning performance of DL-based image restoration methods sparked heated scientific
discussions in the microscopy field, with many potential users fearing to introduce ‘invisible’ biases
to their measurements. In our opinion, unsupervised methods such as DIVNOISING, which can be
trained on the very data to be denoised, can help to avoid two frequent pitfalls, namely (i) training
restoration models with training data of insufficient quality, and (ii) having mismatching training
and test data, i.e. applying a trained model to data from a different domain. Last but not least,
DIVNOISING will, by its very nature, educate users about uncertainty in their data. While other
methods suggest that a noisy image can unambiguously be restored, DIVNOISING communicates the
uncertainty in a given image by generating diverse but plausible samples.
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1 Training and Network Details
Here, we provide additional details about the network architecture and training parameters used
throughout the main manuscript. For all DIVNOISING experiments, we use rather lightweight depth
2 and depth 3 VAE architectures (see Supplementary Figs. 1 and 2, respectively). All networks use a
single input channel and 32 feature channels in the first network layer. We use two 3× 3 convolutions
(with padding 1), each followed by ReLU activation, followed by a 2× 2 max pooling layer. After
each such downsampling step, we double the number of feature channels. For all experiments we
use a network architecture of depth 2 (with 2 down/upsampling steps). The only exceptions are our
experiments on DenoiSeg Flywing and eBook data, for which we use a depth 3 architecture (with 3
down/upsampling steps). In total, our depth 2 networks have only around 200k parameters and depth
3 networks have around 700k parameters.
While we generally use a VAE bottleneck of 64 latent space feature dimensions for each pixel of
the image (after encoding), for the small 28× 28 MNIST and KMNIST images we use only 8 such
latent space dimensions.
We consistently use 8-fold data augmentation (rotation and flipping) in all experiments. All networks
are trained with a batch size of 32 and an initial learning rate of 0.001. The learning rate is multiplied
by 0.5 if the validation loss does not decrease for 30 epochs.
For all datasets other than MNIST and KMNIST, we extract training patches of size 128 × 128,
and separate 15% of all patches for validation. We set the maximum number of epochs such that
∗Shared first authors.
†Shared last authors.
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approximately 22 million steps are performed, and in each epoch the entire training data is being fed.
Training is terminated if the validation loss does not decrease by at least 10−6 over 100 epochs.
For DenoiSeg Flywing we observed KL vanishing and solved it via Annealing within the first 15
epochs [1].
1.1 Run Time and Hardware Requirements
DIVNOISING using light weight fully convolutional networks (see Supplementary Figs. 1 and 2) runs
on relatively cheap computational budget. Our depth 2 networks trained for all experiments requires
about 1.8 GB GPU memory and our depth 3 networks roughly 5 GB GPU memory on a NVIDIA
TITAN Xp GPU. The training time varied from 8− 12 hours on average depending on the dataset.
2 Clustering of Solutions and Deriving the MAP Estimate
Here we provide additional details on how the cluster centers and the approximate MAP estimate
of Fig. 3 (see main text) were found. We first drew 10000 sampled images from the approximate
posterior as described in Section 4 of the main text. We then performed mean shift [2] clustering
(using the existing scipy implementation) on the cropped image region shown in the figure. We set a
bandwidth of 800 and the the maximum number of iterations to 20, and used the 100 first samples of
DIVNOISING as seeds. We finally show 9 of the resulting cluster centers in the figure.
To produce the MAP estimate, we employ a similar strategy. In order to find the mode of the sampled
distribution efficiently, we assume that dependencies in the predicted samples should be local. This
assumption is valid, since our network only has only a finite receptive field for each predicted pixel.
Hence, we apply mean shift algorithm on locally overlapping regions. We use a window size of
10× 10 pixels with an overlap of 3 pixels in x and y. On each such region, the mean shift algorithm
is executed repeatedly with decreasing bandwidth, always using the latest result as new seed. We
start by using the sample mean as seed and with an initial bandwidth of 200. After each iteration the
bandwidth is decreased by a factor of 0.9, until it drops below 100.
Similar results should also be achievable by applying mean shift algorithm on the entire image.
But since samples will differ at any location in the image, this global approach would require an
excessively large number of DIVNOISING samples.
3 Generating Images with DivNoising Models
Just as with a standard VAE (see Section 3 in the main text), we can use a trained DIVNOISING
VAE to synthesise images of structures resembling the training data. To achieve this, we sam-
ple from the normal distribution zk ∼ p(z) and process each sample with the decoder network
sk = gθ(z
k). We show such generated images in comparison to real crops from the test data in
Supplementary Figs. 3 to 5. We see that the images appear most plausible for local structures,
indicating that the small networks we use in this work are not capable of capturing larger structural
features in the given data.
4 Instance Cell Segmentation
Here, we provide additional details regarding the downstream segmentation task described in Section 4
of the main text. We used the first 21 images in the test set of DenoiSeg Flywing for our analysis.
Given an input image, our segmentation pipeline consists of (i) generating segmentation masks using
local thresholding with a mean filter of radius 15, followed by (ii) skeletonizing the space between
these masks, followed by (iii) connected component analysis to obtain instance segmentation.
Using this pipeline, we generated segmentation for the noisy (low SNR) images, ground truth (high
SNR) images, as well as for the DIVNOISING MMSE estimate (obtained by averaging 1000 sampled
denoised images).
We also apply the above described pipeline for each of the 1000 DIVNOISING samples separately to
serve as input for the two label fusion methods, namely (i) Consensus (BIC), and (ii) Consensus (Avg).
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For the latter label fusion method we skip the connected component analysis and directly average the
thresholded and skeletonized images. To obtain the final result, we again apply the full segmentation
pipeline described above to this average image.
All segmentations were obtained with the open source image analysis software Fiji [3].
5 DivNoising vs. Denoising Variational Autoencoders
Due to their suggestive naming, we want to disambiguate DIVNOISING from denoising variational
autoencoders [4]. Similar to DIVNOISING, Im et al. train VAEs using noisy input images. In contrast
to us, they start with having clean images readily available. They are then adding noise to these
images to improve the quality of their encoder. Additionally, their VAEs are trained using clean
images in their loss function. We, on the other hand, only require noisy images during training and
are interested in learning a generative model for noisy and clean images (see Eq. 9 in the main text).
Hence, these two methods are, despite potentially confusing naming, fundamentally different.
6 The Relative Importance of the KL Loss Component
We can generalize our DIVNOISING training loss as a weighted combination of a modified recon-
struction loss (see Eq. 10 in the main text) and KL divergence loss, where the two loss components
are weighted equally. Following the exposition in [5], we explore the effect of weighting the KL loss
component during training with a factor β. Our modified training loss thus becomes
Lφ,θ(x) = LRφ,θ(x) + βLKLφ (x), (1)
where setting β = 1 gives our DIVNOISING setup described in Section 4 in the main text.
Effect of β on Denoising Quality. We investigated the effect of β on the denoising ability of
DIVNOISING network with the DenoiSeg Flywing dataset. As illustrated in Supplementary Fig. 6a,
β = 1 gives the optimal results for the MMSE estimate (obtained by averaging 1000 samples). Both
regimes, β > 1 and β < 1, yield sub-par denoising performance.
Effect of β on Diversity of Denoised Samples. We introduce a simple new metric, called standard
deviation PSNR, to quantify the diversity of denoised results obtained as a function of β. For a given
noisy image x and given a set of denoised samples Sx, we compute the PSNR of each sample a ∈ Sx
with respect to the corresponding ground truth image s. This yields a vector of PSNR values v where
vi = PSNR(s, ai), for vi ∈ v. Standard deviation PSNR for the noisy image x is then defined as
the standard deviation of elements in the vector v. Supplementary Fig. 6b reports the average of
standard deviation PSNR obtained for 42 test images of the DenoiSeg Flywing dataset. The higher
the beta, the higher is the standard deviation PSNR indicating higher diversity. Qualitative results
presented in Supplementary Fig. 7 show that with β > 1, there is an increased diversity at the bigger
image scales (e.g. diverse predictions of cell membranes), and generated denoised images appear
smoother than those observed in real data. Setting β < 1 reduces diversity and introduces grainy
artefacts, thereby yielding poor reconstructions. Note that β = 1 gives the best results in terms of
PSNR of MMSE while maintaining a fair level of diversity.
Note that increasing or reducing β,i.e. changing the relative importance of the reconstruction loss, is
equivalent to using a wider or narrower noise model, such as a Gaussian noise model with larger or
smaller standard deviation σ. We can thus interpret above results as the effect of using a mismatched
noise model that is either too wide or too narrow.
7 How Does Noise Affect the Diversity of DIVNOISING Samples?
We quantified how the diversity of DIVNOISING samples changes with the amount of noise present
in the original dataset. Increased level of noise introduces additional uncertainty about the true signal,
hence we would expect this to lead to increasingly diverse samples.
To test this hypothesis, we choose the DenoiSeg Flywing dataset and inject pixel wise independent
gaussian noise of mean 0 and standard deviations σ = 30, 50 and 70. We report the standard
deviation PSNR diversity metric, introduced in Supplementary Section 6, for all three noise levels. As
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demonstrated in Supplementary Fig. 6c, the higher the noise level, the more diverse the DIVNOISING
samples become, thereby confirming our hypothesis.
8 Additional Results
More Qualitative Results. In addition to the qualitative results presented in Fig. 2 in the main text,
here we present more results for each considered dataset in Supplementary Figs. 9-18.
Natural Images. We investigated the denoising performance of DIVNOISING network on the natural
images benchmark dataset BSD68 [6] and show our results in Supplementary Fig. 19. With our
depth 3 network, we achieve a PSNR of 27.35 dB while our unsupervised NOISE2VOID baseline
gives 27.71 dB. As discussed in the main text, this does not come as a surprise since our DIVNOISING
network is comparatively small and asked to learn a complete generative model of the entire data
domain (see main text and Supplementary Figs. 3-5). Learning such a model for the tremendous
diversity present in natural images is challenging, and likely the reason why other architectures
solving problems posed on the domain of natural images are much larger than our networks are.
Future versions of DIVNOISING will address this issue by using more expressive architectures as
well.
9 How Accurate is the DIVNOISING Model and the Approximate Posterior?
Upon close inspection, we find that the images sampled by DIVNOISING exhibit various imperfec-
tions, making clear that they are in fact only samples from an approximate posterior.
For example, we find that DIVNOISING samples are often smoother than real images, see e.g.
Supplementary Figs. 9 and 16. We attribute this problem to our network architecture (see also
Supplementary Section 8. For instance, a U-NET based supervised denoiser can make use of skip
connections to propagate high frequency information. But DIVNOISING VAEs have to pipe all
information through the downsampled latent variable bottleneck.
Another common artefact in sampled images is the presence of faint overlayed structures in the
background (see Supplementary Figure 18). Note that this artefact is less pronounced than in the
MMSE estimate (where we expect such artefacts).
We believe that most of these remaining issues will be solved/reduced by using more sophisticated
network architectures and refined training schedules.
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Figure 1: The fully convolutional architecture used for depth 2 networks. We show the depth 2
DIVNOISING network architecture used for FU-PN2V Convallaria, FU-PN2V Mouse nuclei, FU-
PN2V Mouse actin, all W2S channels and DenoiSeg Mouse datasets. These networks count about
200k parameters and have a GPU memory footprint of approximately 1.8GB on a NVIDIA TITAN Xp.
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Convolution (3, 3)    (128, 32, 32)
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Convolution (3, 3)    (32, 64, 64)
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Transposed Convolution (3, 3)    (32, 128, 128)
Figure 2: The fully convolutional architecture used for depth 3 networks. We show the depth 3
DIVNOISING network architecture used for DenoiSeg Flywing and eBook datasets. These networks
count about 700k parameters and have a GPU memory footprint of approximately 5GB on a NVIDIA
TITAN Xp.
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Figure 3: Generating synthetic images with the DIVNOISING VAE for the FU-PN2V Con-
vallaria dataset [7, 8]. DIVNOISING can also be used to generate images by sampling from the
unit normal distribution p(z) and then using the decoder to produce an image. Here, we compare
generated images and randomly cropped real images. We show images of different resolutions to
see how well the VAE captures structures at different scales. The VAE we use for denoising is only
able to realistically capture small local structures. Note that the network we use is quite shallow (see
Supplementary Fig. 1).
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Figure 4: Generating synthetic images with the DIVNOISING VAE for the DenoiSeg Fly-
wing [9] dataset. DIVNOISING can also be used to generate images by sampling from the unit
normal distribution p(z) and then using the decoder to produce an image. Here, we compare gen-
erated images and randomly cropped real images. We show images of different resolutions to see
how well the VAE captures structures at different scales. Note that the network (see Supplementary
Fig. 2) we use is a bit deeper compared to Supplementary Fig. 3. This VAE captures larger structures
a little better but struggles to produce crisp high frequency structures. This is likely a consequence of
the increased depth of the used network.
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Figure 5: Generating synthetic images with the DIVNOISING VAE for theMNIST [10] dataset.
DIVNOISING can also be used to generate images by sampling from the unit normal distribution p(z)
and then using the decoder to produce an image. Here, we compare generated images and random
ground truth images. Our fully convolutional architecture allows us to generate images of different
sizes (despite all input images being only of size 28× 28).
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Figure 6: Analyzing the denoising quality and diversity of DIVNOISING samples with different
factors for the DenoiSeg Flywing dataset. (a) The heatmap shows how the quality (PSNR in db)
of DIVNOISING MMSE estimate changes with averaging increasingly larger number of samples.
Unsurprisingly, the more samples are averaged, the better the results get. We also investigate the effect
of weighting the KL loss term with a factor β (Supplementary Eq. 1) on the quality of reconstruction.
We observe that the usual VAE setup with β = 1 gives the best results in terms of reconstruction
quality. Increasing β > 1 leads to higher diversity at the expense of poor reconstruction (see
Supplementary Fig. 7.) (b) We quantify the denoising diversity achieved with different β values in
terms of standard deviation PSNR (see Supplementary section 6 for details on the metric). We report
the average standard deviation of PSNRs over all test images for different values of β and observe that
the higher β values increase the diversity. (c) We also investigate the effect of noise on the diversity
of denoised DIVNOISING samples by adding pixel wise independent zero mean Gaussian noise of
standard deviations 30, 50 and 70. The higher the noise, the more ambiguous the noisy input images
are, thus leading to higher diversity.
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Figure 7: Qualitative analysis of the effect of weighting KL loss term with factor β forDenoiSeg
Flywing dataset. (a) We show the DIVNOISING MMSE estimate obtained by averaging 1000
samples for all considered β values (Supplementary Eq. 1). We observe that the reconstruction
quality suffers on either increasing β > 1 or decreasing β < 1. Best results (with respect to
PSNR) are obtained with β = 1, as demonstrated in Fig. 6a. (b) For each β value, we show three
randomly chosen DIVNOISING samples as well as difference images. Increasing β > 1, allows
the DIVNOISING network to generate structurally very diverse denoised solutions, while typically
leading to textural smoothing. Decreasing β < 1 generates DIVNOISING samples with overall much
reduced structural diversity, introducing reconstruction artefacts/structures at smaller scales.
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Figure 8: Additional qualitative results for the DenoiSeg Mouse [9] dataset. Here, we show
qualitative results for two cropped regions (green and cyan). The MMSE estimate was produced
by averaging 1000 sampled images. We choose 3 samples to display to illustrate the diversity of
DIVNOISING results.
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Figure 9: Additional qualitative results for the DenoiSeg Flywing [9] dataset. Here, we show
qualitative results for two cropped regions (green and cyan). The MMSE estimate was produced
by averaging 1000 sampled images. We choose 3 samples to display to illustrate the diversity of
DIVNOISING results.
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Figure 10: Additional qualitative results for the FU-PN2V Convallaria [7, 8] dataset. Here, we
show qualitative results for two cropped regions (green and cyan). The MMSE estimate was produced
by averaging 1000 sampled images. We choose 3 samples to display to illustrate the diversity of
DIVNOISING results.
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Figure 11: Additional qualitative results for the FU-PN2V Mouse nuclei [8] dataset. Here, we
show qualitative results for two cropped regions (green and cyan). The MMSE estimate was produced
by averaging 1000 sampled images. We choose 3 samples to display to illustrate the diversity of
DIVNOISING results.
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Figure 12: Additional qualitative results for the FU-PN2V Mouse actin [8] dataset. Here, we
show qualitative results for two cropped regions (green and cyan). The MMSE estimate was produced
by averaging 1000 sampled images. We choose 3 samples to display to illustrate the diversity of
DIVNOISING results.
16
Input MMSE Ground truth Input MMSE Ground truth
Sample 1 Sample 2 Sample 3 Sample 1 Sample 2 Sample 3
Sample 1 - Sample 2 Sample 1 - Sample 3 Sample 2 - Sample 3 Sample 1 - Sample 2 Sample 1 - Sample 3 Sample 2 - Sample 3
DivNoising
MMSE
Noisy input
Ground truth
Figure 13: Additional qualitative results for theW2S [11] dataset (ch. 0, avg1). Here, we show
qualitative results for two cropped regions (green and cyan). The MMSE estimate was produced
by averaging 1000 sampled images. We choose 3 samples to display to illustrate the diversity of
DIVNOISING results.
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Figure 14: Additional qualitative results for theW2S [11] dataset (ch. 1, avg1). Here, we show
qualitative results for two cropped regions (green and cyan). The MMSE estimate was produced
by averaging 1000 sampled images. We choose 3 samples to display to illustrate the diversity of
DIVNOISING results.
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Figure 15: Additional qualitative results for theW2S [11] dataset (ch. 2, avg1). Here, we show
qualitative results for two cropped regions (green and cyan). The MMSE estimate was produced
by averaging 1000 sampled images. We choose 3 samples to display to illustrate the diversity of
DIVNOISING results.
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Figure 16: Additional qualitative results for theMNIST [10] dataset. Here, we show qualitative
results for two cropped regions (green and cyan). The MMSE estimate was produced by averaging
1000 sampled images. We choose 3 samples to display to illustrate the diversity of DIVNOISING
results.
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Figure 17: Additional qualitative results for the KMNIST [12] dataset. Here, we show qual-
itative results for two cropped regions (green and cyan). The MMSE estimate was produced by
averaging 1000 sampled images. We choose 3 samples to display to illustrate the diversity of
DIVNOISING results.
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Figure 18: Additional qualitative results for the eBook [13] dataset. Here, we show qualitative
results for two cropped regions (green and cyan). The MMSE estimate was produced by averaging
1000 sampled images. We choose 3 samples to display to illustrate the diversity of DIVNOISING
results.
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Figure 19: Qualitative results for the BSD68 dataset [6]. Our relatively small DIVNOISING
networks fail to capture the ample structural diversity present in natural photographic images thereby
exhibiting sub-par performance. However, diversity at adequately small image scales (with respect
to the used network’s capabilities) can still be observed, as demonstrated with the different samples
and the difference images corresponding to the green and cyan insets. We are confident that future
work on DIVNOISING with larger networks and different network architectures/training schedules
will expand the capabilities of this method to capture more complex image domains.
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