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Structural glasses formed by quenching a melt possess a population of soft quasilocalized excita-
tions — often called ‘soft spots’ — that are believed to play a key role in various thermodynamic,
transport and mechanical phenomena. Under a narrow set of circumstances, quasilocalized exci-
tations assume the form of vibrational (normal) modes, that are readily obtained by a harmonic
analysis of the multi-dimensional potential energy. In general, however, direct access to the pop-
ulation of quasilocalized modes via harmonic analysis is hindered by hybridizations with other
low-energy excitations, e.g. phonons. In this series of papers we re-introduce and investigate the
statistical-mechanical properties of a class of low-energy quasilocalized modes — coined here non-
linear quasilocalized excitations (NQEs) — that are defined via an anharmonic (nonlinear) analysis
of the potential energy landscape of a glass, and do not hybridize with other low-energy excitations.
In this first paper, we review the theoretical framework that embeds a micromechanical definition of
NQEs. We demonstrate how harmonic quasilocalized modes hybridize with other soft excitations,
whereas NQEs properly represent soft spots without hybridization. We show that NQEs’ energies
converge to the energies of the softest, non-hybridized harmonic quasilocalized modes, cementing
their status as true representatives of soft spots in structural glasses. Finally, we perform a statisti-
cal analysis of the mechanical properties of NQEs, which results in a prediction for the distribution
of potential energy barriers that surround typical inherent states of structural glasses, as well as a
prediction for the distribution of local strain thresholds to plastic instability.
I. INTRODUCTION
A major goal in the past and current investigations
of structural glasses is revealing and understanding the
statistical-mechanical properties of low-energy excita-
tions [1–19], and the role these excitations play in various
thermodynamic [20–22], mechanical [23, 24], transport
[22, 25, 26] and yielding phenomena [27–31], as well as
their connection to dynamics in the viscous supercooled
liquid state [32–34].
It is now well-accepted that, at the lowest energies,
glasses feature two types of excitations. Firstly, there
are elastic waves (phonons), that must emerge due to the
translational invariance of the potential energy [35], and
are predicted within (linear) continuum elasticity the-
ory. While phonons in glasses are imperfect due to the
structural and mechanical disorder [36], the density of
phonons of frequency ω nevertheless follows the Debye
prediction D(ω) ∼ ωd¯−1 in d¯ spatial dimensions [37].
Secondly, glasses feature a population of soft, non-
phononic quasilocalized modes (QLMs) that arises due
to glasses’ microscopic disorder and mechanical frustra-
tion, as established decades ago using computer simula-
tions [4–6], and also argued for on theoretical grounds [1–
3]. In computer glasses, these excitations are cleanly re-
vealed as harmonic vibrational (normal) modes (see defi-
nition below) either below [13] or between [14, 18] phonon
bands, namely in the absence of strong hybridizations.
In these circumstances, the non-phononic modes follow a
universal gapless density of states D(ω) ∼ ω4 in the limit
ω → 0 [13, 18], and are quasilocalized — they consist of
a localized, disordered core, dressed by an Eshelby-like
algebraic decay away from the core [13]. The universal
law D(ω) ∼ ω4 was shown to be independent of spatial
dimension [16], microscopic details [13], and glass prepa-
ration protocol (e.g. cooling rate) [15, 38]. The universal
distribution even persists in the most deeply supercooled
computer glasses [17, 19].
It is precisely this population of soft QLMs, and their
interaction with phonons, that is thought to influence
various unexplained universal phenomena that are spe-
cific to structural glasses [20–22, 26]. Furthermore, a
subset of QLMs were shown to represent the carriers of
plasticity in externally-loaded glasses [30, 31, 39], and
might be key in determining relaxation patterns in su-
percooled liquids [32–34]. Therefore, knowledge of their
full distribution is crucial for advancing our fundamental
understanding of many glassy phenomena.
However, as noted above, in a normal mode analy-
sis, localized soft spots assume the form of harmonic
vibrational modes only when hybridizations with other
low-frequency excitations — in particular with phonons
[8] — do not occur. It has been shown in [36] that,
in the thermodynamic limit, phonons dominate glasses’
low-frequency spectra, and hybridizations of QLMs and
phonons is inevitable. This makes it impossible to cleanly
observe QLMs assuming the form of harmonic modes in
that limit, which is a severe limitation of the harmonic
analysis as a useful investigative tool of soft QLMs. We
emphasize that the existence of QLMs — as anomously
soft spots in the glass — and their effect on various phys-
ical phenomena, is not dependent on whether they can
be realized as harmonic modes or not (as shown e.g. in
[39]).
Recently, a theoretical framework was introduced [14]
(which will be summarized in Section III below) that
formulates quasilocalized excitations in a nonlinear way
— outside of the normal (linear) mode analysis — such
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2FIG. 1. NQEs are indifferent to hybridization with excita-
tions of nearby frequencies. Panel (a) shows a normal mode
that consists of two hybridized quasilocalized excitations of
similar frequency. In panel (b), we show that these excita-
tions are cleanly separated as two NQEs. Panel (c) shows a
normal mode that is a mixture of a quasilocalized excitation
and a nearby phononic excitation; panel (d) shows the dehy-
bridized NQE. In panels (a) and (b), only the largest 0.1%
of components of each mode is shown. For visual purposes,
the modes are scaled so that the largest component of the
NQE is the same size as the corresponding component of the
harmonic mode.
that they are indifferent to hybridizations with phonons
or with other quasilocalized excitations of nearby fre-
quencies. The robustness of these nonlinear quasilocal-
ized excitations (NQEs) against hybridizations is demon-
strated in Fig. 1; in the left panels we show low-frequency
harmonic modes measured in generic computer glasses,
which consist of two hybridized localized soft spots (panel
(a)), and a localized soft spot hybridized with a phonon
(panel (c)). In panel (b) we show that each of the hy-
bridized soft spots from panel (a) is represented by a
different NQE, while panel (d) shows that the soft spot
that is hybridized with a phonon in panel (c) is repre-
sented by a single NQE, with no wave-like background
(see Appendix B for details about the calculation of nor-
mal modes and NQEs).
In this series of papers we present a comprehen-
sive study of the statistical, mechanical, and statistical-
mechanical properties of NQEs, together with a new
methodological framework that enables the calculation of
NQEs in generic computer glasses. We also extensively
discuss the implications of our findings towards under-
standing some of the aforementioned fundamental and
unresolved problems in glass physics.
In this first paper, in Section III we re-introduce — in
simple, physically transparent terms — the theoretical
framework from which a micromechanical definition of
NQEs emerges. We then demonstrate in Section IV that
NQEs are true representatives of soft spots in structural
glasses: we show that NQEs disentangle localized soft
spots from hybridized harmonic modes, and discuss in
detail the energetic properties of NQEs compared to their
harmonic counterparts. In Section V, we put forward sev-
eral key observations regarding the mechanical properties
of NQEs, which enable important predictions about two
fundamental properties of structural glasses: (i) glasses’
destabilization under externally-imposed deformations,
and (ii) the form of the distribution of potential-energy
barriers that surround typical inherent states (local min-
ima of the potential U) of a generic glass. Finally, in
Section VI we discuss several avenues for future investi-
gations, and look ahead to the other papers in this series.
Our notation conventions are explained in Appendix A,
and we describe in detail how NQEs are calculated in
Appendix B.
II. COMPUTER GLASS MODELS
In this work, we employ two different glass-forming
models. For most of the results reported below (and when
not reported otherwise), data is shown for the inverse-
power-law model, which we refer to as the IPL model
from now on. It is a 50:50 binary mixture of ‘large’
and ‘small’ particles interacting with a pairwise poten-
tial U(r) ∼ r−10. The full details of this model, in-
cluding microscopic units, elastic properties, cutoff radius
and additional smoothing terms, are provided in [40]. In
3D, we create glassy samples by performing an instan-
taneous quench from equilibrium liquid configurations at
T = 2.0, which is 2.5 times larger than the temperature
at which the athermal shear modulus of the underlying
inherent states starts to saturate. We also study 2D and
4D glasses, prepared with the protocol described in [16].
We report the number of generated samples for each sys-
tem size and spatial dimension in Table I.
To study the effect of preparation protocol, we addi-
tionally employ a highly polydisperse inverse-power-law
model [41], that is optimized so that it can be extremely
efficiently equilibrated with the Swap Monte Carlo algo-
rithm [42–44], while remaining robust against crystalli-
sation. We use a slightly modified version of the model
presented in [41], the details of which are given in [40],
which we refer to as the POLY model. We prepare glassy
samples by performing an instantenous quench from equi-
librium liquid configurations at three different tempera-
tures: T = 0.35 (deeply supercooled), T = 0.5 (mod-
erately supercooled) and T = 1.3 (high temperature),
which corresponds to approximately 40%, 56%, and 145%
of the temperature at which the athermal shear modu-
lus of the underlying inherent states saturates.1 For each
1 In the units of the model presented in [41], this corresponds ap-
32D IPL 3D IPL 4D IPL
N 400 1600 6400 25600 2048 8192 32768 10000
Ensemble size 10K 10K 10K 10K 320K 80K 20K 2K
TABLE I. Ensemble size for each system size N for the 2D
IPL, 3D IPL, and 4D IPL models.
2D IPL 3D IPL 4D IPL 3D POLY
G(Tp =∞) 15.8 12.4 10.9 9.22
ρ 0.86 0.82 0.80 0.65
TABLE II. High-parent-temperature athermal shear modulus
and mass density for the models employed in this paper.
temperature, we create 10K samples of N = 2000, and
1K samples of N = 8000.
All quantities in this paper are reported in dimen-
sionless microscopic units: lengths are rescaled by a0 ≡
(V/N)1/d¯, and times (frequencies) are rescaled by τ0 ≡
a0/cT (ω0 ≡ cT/a0), where cT =
√
G(Tp =∞)/ρ de-
notes the transverse wave speed, G(Tp = ∞) the satu-
rated (high-parent-temperature) athermal shear modu-
lus [40], and ρ the mass density. The values of ρ and
G(Tp =∞) for each model are reported in Table II.
III. THEORETICAL FRAMEWORK
We consider a disordered system of N particles in d¯
spatial dimensions, enclosed in a fixed volume V ≡ Ld¯,
and interacting via a potential U(x), where x denotes
the Nd¯-dimensional vector of all particles’ coordinates.
We assume all particle masses to be unity. For all anal-
yses, we study the system in the zero-temperature limit,
meaning that it resides in a local minimum x0 of the po-
tential energy (also called an inherent state), so that all
particles are in mechanical equilibrium — the net force
on each particle is zero.
In a conventional normal mode analysis, one expands
the potential energy to second order in the displacement
z ≡ x− x0 from this reference state as
U(x)− U(x0) ' 12M : zz, (1)
where
M ≡ ∂
2U
∂x∂x
∣∣∣∣
x0
(2)
is the Hessian matrix of the potential U . Conventionally,
the Nd¯ eigenvectors ψˆ` of M are referred to as normal
modes (also as vibrational modes or harmonic modes),
with real eigenvalues ω2` ≥ 0 (because x0 represents a
local minimum of U). The eigenvectors ψˆ` represent or-
thogonal displacement directions along which the system
proximately to T = 0.06, T = 0.083, and T = 0.22.
can perform harmonic oscillatory motion with frequency
ω`.
As mentioned above, structural glasses are known to
feature soft quasilocalized excitations, which are dis-
placement fields that consist of a localized, disordered
core dressed by an algebraically-decaying field away from
the core [14]. These excitations may be approximately
realized as normal modes if there exist no other modes
with similar frequency in the system. However, as soon
as this is no longer the case, quasilocalized excitations
are manifested as hybridized normal modes, that mix
a quasilocalized excitation with phonons or with other
quasilocalized excitations, as demonstrated in Fig. 1, and
discussed at length in [14] and further below. Hybridiza-
tion in the normal mode analysis can be understood as
a direct consequence of the orthogonalization constraint
on eigenmodes ψˆ`: quasilocalized excitations are not per-
fectly orthogonal to phonons or other quasilocalized ex-
citations, meaning that both phonons and quasilocalized
excitations cannot be exact eigenmodes of the Hessian
matrix, but must always be, to some extent, hybridized
with each other.
A. Nonlinear quasilocalized excitations (NQE)
We now present an alternative way to define quasilo-
calized excitations outside of the conventional harmonic
analysis of the potential energy. Consider a glass at zero
temperature and at mechanical equilibrium, whose par-
ticles are subjected to an imposed displacement about
the mechanical equilibrium state, of the form δx = szˆ,
i.e. particles are displaced a distance s in a general di-
rection zˆ on the multidimensional potential energy land-
scape. Since the initial state considered was a state of me-
chanical equilibrium, the system will respond to an im-
posed displacement with a restoring force, denoted here
by fzˆ(s). A third-order Taylor expansion of this force is
written as
fzˆ(s) ' f1(zˆ)s+ f2(zˆ)s2 + f3(zˆ)s3, (3)
where the coefficients of the expansion are given by
f1(zˆ) = − ∂
2U
∂x∂x
· zˆ = −M · zˆ, (4)
f2(zˆ) = −1
2
∂3U
∂x∂x∂x
: zˆzˆ ≡ −1
2
U (3) : zˆzˆ, (5)
f3(zˆ) = −1
6
∂4U
∂x∂x∂x∂x
.
: zˆzˆzˆ ≡ −1
6
U (4)
.
: zˆzˆzˆ . (6)
Once the expansion of the force response fzˆ(s) is spelled
out, a mechanical interpretation of the definition of nor-
mal modes emerges; normal modes are collective dis-
placement directions ψˆ for which f1(ψˆ) ∝ −ψˆ, i.e. they
are directions ψˆ for which the linear force response f1(ψˆ)
is parallel to −ψˆ itself, implying that
M · ψˆ = c2ψˆ, (7)
4with c2 a scalar, for which by definition we must have
c2 = ω
2. The subscript ‘2’ refers to the fact the modes
ψˆ arise from a harmonic, i.e. second-order expansion of
the potential energy, in analogy with what follows.
What do we find if we instead consider collective
displacement directions pˆi4 whose linear force response
f1(pˆi4) is parallel to the third-order force response
f3(pˆi4), i.e. f1(pˆi4) ∝ f3(pˆi4)? This would imply
M · pˆi4 = c4U (4) .: pˆi4pˆi4pˆi4. (8)
We coin these displacement directions pˆi4 quartic modes,
because they arise from a fourth-order expansion of the
potential energy.2 By contracting both sides of Eq. 8
with pˆi4, the proportionality constant c4 is found to be
c4 =
κ(pˆi4)
χ(pˆi4)
, (9)
where we have defined the quartic expansion coefficient
χ(z) ≡ U
(4) : :zzzz
(z · z)2 , (10)
and the stiffness κ associated with a mode z as
κ(z) ≡M : zz
z · z . (11)
We note that for harmonic modes ψˆ`, the stiffness
κ(ψˆ`) = ω
2
` .
We next assert that solutions pˆi4 to Eq. 8, are, in fact,
quasilocalized excitations. To see this, consider the en-
ergy defined as3
E4(z) = κ(z)2/χ(z), (12)
which is a function of a displacement field z; local minima
of this energy are precisely quartic modes pˆi4 by virtue
of Eq. 8, namely4
∂E4
∂z
∣∣∣∣
z=pˆi4
= 0. (13)
Local minima of E4 are soft, quasilocalized excitations,
since they tend to have (i) a small stiffness κ (because it
appears in enumerator), and (ii) a large quartic expan-
sion coefficient χ (because it appears in the denomina-
tor), which, as we show now, means the mode is local-
ized.
2 A similar equation for cubic modes may be derived by requiring
f2(pˆi3) ∝ f1(pˆi3). We will discuss cubic modes extensively in
Section V of this paper.
3 In [14], the square of the energy E4 was called the ‘cost function’
G4.
4 Because E4 does not depend on the vector norm of its argument
— in consistence with the fact that modes z represent directions
in the potential energy landscape — we can properly take the
partial derivative with respect to each component of z.
FIG. 2. The quartic expansion coefficients χ4 are primarily
sensitive to the localization Ne4 of the associated NQEs, in-
dependent of preparation protocol or system size of the glass.
To demonstrate how χ(pˆi4) is correlated with the lo-
calization of pˆi4, we scatter plot in Fig. 2 χ4 ≡ χ(pˆi4)
vs. Ne4 (with e4 ≡ e(pˆi4)), where the participation ratio
e is defined as
e(z) ≡
(∑
i zi · zi
)2
N
∑
i (zi · zi)2
. (14)
Here, zi denotes the d¯-dimensional coordinate vector of
the ith particle. The participation ratio of a field is a
measure of its degree of localization: delocalized, ex-
tended modes feature e ∼ O(1), whereas localized modes
feature e ∼ O(1/N). We find that χ4 ∼ (Ne4)−1, as has
also been shown in [14]. Remarkably, χ4 appears to be
only sensitive to the degree of localization of pˆi4, and is
completely blind to the degree of annealing of the glass
in which pˆi4 is embedded. We present a rationalization
for this general scaling relation in Appendix C.
The formulation of quartic modes, or quartic NQEs,
as local minima of an energy E4, allows for their numer-
ical computation with standard minimization methods,
as described in detail in [14] and in Appendix B of this
work.
IV. NQES ARE TRUE REPRESENTATIVES OF
SOFT SPOTS
We will now establish that the NQEs defined in the
previous section are true representatives of soft spots in
model structural glasses. We show that NQEs do not
hybridize with other low-energy excitations, and main-
tain their universal structure — a disordered core dressed
by an algebraically decaying far-field. The central piece
of evidence supporting our claim is the fact that in the
limit ω → 0 — in the absence of hybridization — har-
monic QLMs converge to their corresponding NQEs both
5energetically and structurally. In this section, we quan-
titatively explain the observed convergence behaviour as
a consequence of normal mode hybridization. A descrip-
tion of our protocol for finding the lowest harmonic QLM
and NQE for each system is given in Appendix B.
We first visually demonstrate the convergence of har-
monic QLMs and NQEs in Fig. 3, by comparing side-
by-side the lowest-frequency quartic NQE of our entire
ensemble of solids, together with its harmonic counter-
part. We confirm that when hybridization is weak, the
harmonic and quartic modes are nearly indistinguishable.
In Fig. 4, we show that this holds for our entire ensemble
of solids: every harmonic QLM has a nonlinear counter-
part of very similar frequency and participation. In fact,
because a harmonic QLM (below the first phonon band)
by definition represents the direction of lowest energy of
the system, the corresponding NQE always has a slightly
higher energy, and — because it is not hybridized — a
lower participation ratio. Fig. 5(a, e) shows that in the
limit ω → 0, the relative difference in energy of these
excitations scales as
(ω24 − ω22)/ω24 ∼ f(L)ω24 , (15)
both in 2D and 3D. Here, ω2 and ω4 denote the fre-
quency of the harmonic and quartic excitations, respec-
tively. We use the notation ω4 ≡
√
κ(pˆi4) even though,
strictly speaking, ω4 is not a vibrational frequency. f(L)
captures the L-dependence of the prefactor, which will
be discussed further below; it increases weakly with L in
3D, but strongly with L in 2D. Fig. 5(b, f) shows that
the structural convergence of the QLMs and NQEs —
measured by the difference of their overlaps from unity
— scales as
1− |pˆi4 · ψˆ| ∼ g(L)ω44 , (16)
in 2D and 3D, where g(L) again captures the L-
dependence.
The ω4-dependence of the relations Eq. 15 and Eq. 16
was shown in [14], but no interpretation was given. In the
following section, we quantitatively explain these scaling
relations — including their L-dependence — as a conse-
quence of harmonic QLMs’ residual hybridization, even
at very small frequencies, with other low-energy excita-
tions in the system. We thus demonstrate that NQEs are
true quasilocalized soft spots, whereas harmonic QLMs
in favorable circumstances approximate the NQEs, but
are always to some degree ‘polluted’ by other excitations
due to the orthogonalization constraint of normal modes.
A. Scaling argument for the convergence of QLMs
and NQEs
In this section, we present an argument quantitatively
explaining the observed scaling relations Eq. 15 and
Eq. 16. Crucial to the discussion is the fact that any
two non-degenerate normal modes must by definition be
FIG. 3. Harmonic QLM ψˆ and quartic NQE pˆi4 converge
energetically and structurally in the limit of low frequencies.
Panels (a) and (c) show the softest harmonic QLM in the
entire ensemble of solids of the IPL model in 3D and 2D.
Panels (b) and (d) show their quartic nonlinear counterparts.
The relative difference in energy between the harmonic and
quartic excitations (ω24 − ω22)/ω24 is 0.15% in 3D and 2.1% in
2D; the structural difference 1 − |ψˆ · pˆi4| is 3.6 × 10−6 in 3D
and 2.4× 10−4 in 2D.
FIG. 4. Every harmonic QLM ψˆ has a corresponding quartic
NQE pˆi4 of similar frequency and participation in 3D (panel
(a)) and 2D (panel (b)). Because the harmonic QLM repre-
sents the direction of lowest stiffness in the entire system, the
frequency of the NQE is always slightly higher, whereas the
NQE — which is free of hybridization — has a slighty lower
participation ratio. When the QLM’s frequency approaches
the frequency of the first phonon band, hybridization becomes
stronger. This is reflected in a higher participation Ne (and
see also Fig. 1(c)).
orthogonal, ψˆi · ψˆj = 0. At low frequencies, excitations
in the glass are either phonons or quasilocalized; an un-
hybridized quasilocalized excitation, which consists of a
disordered core with an algebraically decaying far-field,
is not perfectly orthogonal to a phononic excitation or
to other quasilocalized excitations. We conclude that
in the normal mode analysis, both quasilocalized excita-
6FIG. 5. Harmonic QLM ψˆ and quartic NQE pˆi4 converge energetically and structurally in the limit of low frequencies. Panels
(a) and (e) show the energetic convergence (Eq. 15) in 3D and 2D. Panels (b) and (f) show the structural convergence (Eq. 16)
in 3D and 2D. Panels (c) and (d) show that the prefactors f(L) and g(L) of the energetic and structural convergence are weakly
L-dependent in 3D, whereas panels (g) and (h) show they follow f(L) ∼ L2 and g(L) ∼ L4 in 2D. For panels (a, b, e, f), the
data points represent the running median.
tions and phonons cannot be perfectly represented, but
must always be, to however small extent, hybridized with
each other.
For the analysis that follows, we assume the lowest har-
monic mode of the system is a QLM, and its vibrational
frequency is significantly lower than all other frequencies
of the system, so that hybridization with other modes
is weak. The central observable that we use to quantify
the convergence of the harmonic QLM to its nonlinear
counterpart is the difference vector ∆ ≡ pˆi − ψˆ4, which
to first order in |∆| is given by
∆ ' ω24
∑
`
ψˆ` ⊗ ψˆ`
ω2` − ω22
(
U (4)
.
: pˆi4pˆi4pˆi4
χ4
− pˆi4
)
, (17)
where the sum runs over all normal modes ψˆ` except
the lowest harmonic QLM ψˆ. We derive this expres-
sion in Appendix D. Since the magnitude of the field(
U (4)
.
: pˆi4pˆi4pˆi4
)
/χ4 is O(1), independent of ω4 (see
Fig. 9(a) in Appendix E), and the difference ω2` − ω22
is always large by assumption, it follows from this result
that
|∆| ∼ ω24 . (18)
1. Structural convergence
We now focus on the structural convergence of the har-
monic QLM ψˆ to the quartic NQE pˆi4. Using Eq. 18, we
write
∆ ·∆
2
= 1− pˆi4 · ψˆ ∼ ω44 , (19)
which gives the correct ω4-dependence of the empirically
observed Eq. 16. How can the L-dependence of the pref-
actor g(L) be understood? In Fig. 5(h, d), we show that
g(L) ∼ L4 (20)
in 2D, whereas the dependence on L is much weaker in
3D. To gain intuition for why the L-dependence is so
strongly dimension-dependent, we visualize in Fig. 6 rep-
resentative fields ∆ in 2D and 3D. ∆ always contains
the disordered core of the soft quasilocalized excitation;
however, it is precisely the far-field of ∆ that contains
physically interesting information, as it reveals which ex-
citations are hybridized with the harmonic QLM. In 2D,
the concentration of QLMs below the lowest phonon band
is lower than in 3D,5 and therefore the hybridization with
the lowest QLM is dominated by the phonons in the first
phonon band, as the field ∆ in Fig. 6(b) clearly shows.
This implies that the sum in Eq. 17 is dominated by the
first phonon band, whose frequency scales as ωph ∼ L−1,
from which it follows that 1/(ω2ph − ω22) ∼ L2. Hence,
∆ ∼ ω24L2
[
ψˆph ·
(
U (4)
.
: pˆi4pˆi4pˆi4/χ4 − pˆi4
)]
ψˆph. (21)
To obtain the full L-dependence of ∆, we next con-
sider the overlap ψˆph ·
(
U (4)
.
: pˆi4pˆi4pˆi4/χ4 − pˆi4
)
. The
triple contraction
(
U (4)
.
: pˆi4pˆi4pˆi4
)
/χ4 decays as r
−3d¯
away from the core of the NQE [14], and so its overlap
5 Since QLMs’ frequencies are independently distributed according
to D(ω) ∼ ω4, a Weibullian scaling argument predicts that the
frequency of the lowest QLM in a system of linear size L follows
〈ωmin〉(L) ∼ L−d¯/5 [13]. The lowest phonon frequency scales as
L−1, independent of dimension, explaining why — all else being
equal — QLMs less frequently fall below the lowest phonon band
in 2D than in 3D.
7with a phonon — an extended field — is small. The over-
lap with pˆi4, which has a far-field decay of r
1−d¯, therefore
dominates. Furthermore, the decay r1−d¯ implies that —
because the surface of a sphere in d¯ dimensions scales as
rd¯−1 — the contraction of pˆi4 with an extended field is
system-size independent. These considerations together
lead to the prediction that, if hybridization is due to the
lowest phonons, |∆| ∼ L2ω24 . Together with Eq. 19 this
explains Eq. 20, and we conclude that in 2D, hybridiza-
tion is indeed dominated by the lowest phonons.
FIG. 6. Representative examples of fields ∆ ≡ pˆi4 − ψˆ (see
Eq. 17 and discussion in text) in (a) 3D and (b) 2D are shown
in blue. Shown in red are the corresponding NQEs pˆi4. The
magnitude of ∆ is much smaller than 1, so for visual purposes
it has been scaled so that the size of the largest component
of the core of ∆ matches the corresponding component of pˆi4.
For visualisation purposes, we show only the largest 2% of
components of ∆ and pˆi4 in 3D, and the largest 1.4% of pˆi4
in 2D.
Turning to 3D, we observe that typical fields ∆ are
not wavelike, but instead mainly feature other QLMs in
the far-field, as shown in Fig. 6(a). This means that
the sum in Eq. 17 is dominated by other QLMs below
the lowest phonon band. In the overlap between these
QLMs and the field
(
U (4)
.
: pˆi4pˆi4pˆi4/χ4 − pˆi4
)
, the term
pˆi4 again dominates. pˆi4 couples only to QLMs in the
vicinity, since these objects decay as r1−d¯ from their core;
the frequency difference between the lowest QLM with
the second-lowest, third-lowest, etc. with non-negligible
overlap is therefore only weakly dependent on L.6 Con-
sequently, we expect g(L) to be weakly L-dependent also,
as we indeed observe.
2. Energetic convergence
Finally, we focus on the energetic convergence between
the harmonic QLM ψˆ and the corresponding NQE pˆi4,
given by Eq. 15. The energy of pˆi4 = ψˆ + ∆ is written
6 The scaling argument discussed in footnote 5 also applies to the
second-lowest, third-lowest, etc. frequency. Since QLMs have
non-neglibible overlap only with other QLMs in their vicinity,
the frequency difference between the lowest QLM and the next-
lowest in its vicinity is expected to depend very weakly on L.
as
ω24 ≡M : pˆi4pˆi4 = ω22 +M : ∆∆ + 2M : ψˆ∆. (22)
To rewrite the third term, we use the fact that M · ψˆ =
ω22ψˆ, and the result from the previous discussion ψˆ ·∆ =
−|∆|2/2 (cf. Eq. 19). After rearranging, we obtain
ω24 − ω22 = |∆|2M : ∆ˆ∆ˆ− |∆|3ω22 . (23)
M : ∆ˆ∆ˆ represents the typical stiffness of the hybridized
excitations, which by assumption is much larger than ω22 .
We can thus safely neglect the O(|∆|3) term. As we
discussed above, |∆| scales inversely proportional to the
stiffness of the typical harmonic modes that hybridize
with the lowest QLM, owing to the factor (ω2` −ω22)−1 ∼
(M : ∆ˆ∆ˆ)−1 in the sum in Eq. 17. Using Eq. 18, we
obtain
ω24 − ω22
ω24
∼ ω
2
4
M : ∆ˆ∆ˆ . (24)
In 2D, where hybridization is dominated by the lowest
phonons, M : ∆ˆ∆ˆ ∼ ω2ph ∼ L−2, so that
f(L) ∼ L2, (25)
which is validated numerically in Fig. 5(g). In 3D, hy-
bridization is dominated by nearby QLMs below the low-
est phonon band, so that f(L) scales weakly with L (see
footnote 6). This is validated in Fig. 5(c).
In conclusion, we have quantitatively predicted the
convergence of harmonic QLMs to their quartic counter-
parts as a consequence of the unavoidable hybridization
of harmonic modes — with phonons and/or other QLMs
of similar frequencies — strongly reinforcing our claim
that quartic NQEs are true representatives of quasilocal-
ized soft excitations in glasses.
V. NQES REVEAL UNIVERSAL PROPERTIES
OF THE POTENTIAL ENERGY LANDSCAPE
In the previous sections we focused on NQEs that
are represented by solutions pˆi4 to Eq. 8, referred to as
quartic modes. In Section III, quartic modes where de-
fined as displacement directions for which the linear force
response is parallel to the third-order force response,
f1(pˆi4) ∝ f3(pˆi4). However, another important class of
NQEs are displacement directions pˆi3 for which the lin-
ear force response is parallel to the second-order force
response, f1(pˆi3) ∝ f2(pˆi3). Analogously to Eq. 8, this
implies
M · pˆi3 = c3U (3) : pˆi3pˆi3. (26)
We refer to these modes as cubic modes, because their
definition requires a third-order expansion of the poten-
tial energy. By contracting both sides of Eq. 26 with pˆi3,
we find
c3 =
κ(pˆi3)
τ(pˆi3)
, (27)
8where we have defined the cubic expansion coefficient
τ(z) ≡ U
(3) .: zzz
(z · z)3/2
. (28)
In this section we first discuss the energetic and sta-
tistical properties of cubic modes, and explain their dif-
ferences and similarities compared to quartic modes. Fi-
nally, based on the unique mechanical properties of cu-
bic modes, we make predictions about the universal sta-
tistical properties of generic computer glasses’ potential
energy landscape, and about their destabilization under
shear.
A. Cubic modes – introduction and definition
Cubic modes were first introduced in [30], where they
were shown to be very accurate representatives of the loci
and geometry of imminent plastic instabilities that occur
in sheared athermal glasses. In addition, the stiffnesses
κ3 ≡ κ(pˆi3) associated with cubic modes were shown to
follow a simple dynamics with imposed shear strain γ,
namely [24]
dκ3
dγ
' −τ3ν3
κ3
, (29)
which becomes exact in the limit of small κ3. Here
ν3 ≡ ∂2U∂γ∂x · pˆi3 is the shear-strain-coupling parameter
associated with the cubic mode pˆi3. These properties of
cubic modes suggest that they are promising candidates
to represent the Shear Transformation Zones envisioned
by Falk and Langer in their seminal work on plastic de-
formation in glasses [45].
What are the essential differences between cubic and
quartic modes? To answer this question, we study an en-
semble of pairs of cubic and quartic modes that represent
the same soft spot in each of our computer glasses. The
details of these calculations are presented in Appendix B.
B. Cubic modes’ energetics
In Fig. 7(a) we plot the relative increase of cubic
modes’ stiffnesses ω23 over quartic modes stiffnesses ω
2
4 (in
our data, cubic modes’ stiffnesses are larger than quar-
tic modes’ stiffnesses in over 99.5% of cases). We find
that cubic modes’ stiffnesses are typically approximately
30% higher than those of quartic modes that represent
the same soft spots (corresponding to frequencies that
are typically 14% higher), independent of the frequency
associated with those soft spots. In other words, we find
that the relative increase in frequency of cubic modes
compared to quartic modes is constant, and independent
of frequency. Since the distribution of quartic modes is
expected to follow D(ω4) ∼ ω44 for small frequencies —
owing to their convergence to harmonic modes, which fea-
ture D(ω2) ∼ ω42 in the absence of strong hybridization
[13, 16, 18, 19, 38] — this means that the distribution of
cubic modes is also expected to follow
D(ω3) ∼ ω43 as ω3 → 0, (30)
which will be key to additional results derived in what
follows.
In order to understand why the frequency of a cubic
mode is generally higher than that of the quartic mode
that represents the same soft spot, we plot in Fig. 7(b) the
absolute magnitude of the ratio of the third order coeffi-
cients associated with cubic modes, to the third order co-
efficients associated with quartic modes, |τ3/τ4|, against
the difference from unity of their overlap 1 − |pˆi3 · pˆi4|.
These data indicate that very minute differences in the
modes’ structure can lead to very large — up to several
orders of magnitude — changes in their third order coef-
ficients.
In contrast, the data presented in Fig. 7(c) indicate
that fourth-order coefficients χ3, χ4 are quite indifferent
to small changes in modes’ structure. This is expected,
since we demonstrated in Fig. 2 that fourth-order co-
efficients are primarily sensitive to the degree of local-
ization of their associated modes, which is a purely ge-
ometric measure. As discussed in Section III, quartic
modes are defined by collective displacements that fea-
ture both small stiffnesses κ4 ≡ ω24 , and large fourth
order coefficients χ4, as can be deduced from the ‘quar-
tic energy’ function (Eq. 12), of which modes pˆi4 are local
minima. Having established that the coefficients χ4 as-
sociated with quartic modes are insensitive to details in
the mode’s structure, we conclude that maximizing χ4
does not impose large constraints on minimizing ω4.
For cubic modes, a similar ‘cubic energy’ is given by7
E3(z) ≡ κ(z)
3
τ(z)2
. (31)
Analogously to the scenario for quartic modes, cubic
modes — being local minima of E3 — tend to have small
stiffnesses κ3, and large third-order coefficients τ3. Since
the coefficients τ3 are very sensitive to fine details of cu-
bic modes’ structure, as we have shown in Fig. 7(b), we
expect that maximizing τ3 imposes large constraints on
cubic modes’ frequencies ω3, which, in turn, explains why
they are generally larger than quartic modes’ frequencies.
C. Cubic modes’ stability
Within the Soft Potential Model [1, 2], a stability argu-
ment is spelled out, according to which the the expansion
coefficients κ, τ, χ associated with soft QLMs satisfy the
soft inequality
τ2 ≤ 3κχ, (32)
7 In [14], E3 was called the ‘cost function’ G3, and in [24, 30] it was
called the ‘barrier function’ b.
9FIG. 7. Difference between cubic and quartic NQEs. Panel (a) shows that the relative energy difference between cubic and
quartic modes is approximately 30%, independent of frequency, corresponding to a relative frequency difference of about 14%.
Panel (b) shows that the third-order coefficients τ3, τ4, which are a measure of the asymmetry of the energy landscape along the
mode, are highly sensitive to the modes’ structure. Panel (c) shows that the fourth-order coefficients χ3, χ4 are insensitive to
small changes in the modes’ structure, consistent with the fact that χ scales inversely with the participation ratio (see Fig. 2),
which is a global, geometric measure. We emphasize that in panel (b), the data span almost five orders of magnitude, whereas
in panel (c), the data span less than one. All data are reported as 2D histograms, with the bin counts given by the color of the
bin.
independent of glass stability. This soft inequality im-
plies that, within a quartic expansion of the potential
energy along a soft QLM, if a second minimum exists
— meaning that the expansion represents a double-well
potential — the energy of the second potential well is
necessarily larger than the minimum in which the sys-
tem resides.
Based on the sensitivity of NQEs’ third-order coeffi-
cients τ to the fine details of NQEs’ stucture, as demon-
strated in the previous subsection (see Fig. 7(b)), we ar-
gue that inequality (32) can only be meaningfully tested
with cubic modes, since cubic modes’ third order coeffi-
cients τ3 are maximal, while still maintaining approx-
imately the same frequencies as the softest NQEs —
the quartic modes — as shown in Fig. 7(a). In other
words, we assert that the third order coefficients of quar-
tic modes (τ4) or of harmonic QLMs (τ2) do not represent
the true asymmetry of soft spots, but, crucially, that τ3
does.
We therefore scatter plot in Fig. 8 the third order coef-
ficients τ3 of cubic modes vs. the product κ3χ3, calculated
for low-lying cubic modes in very stable (blue circles), in-
termediately stable (green circles) and very unstable (red
circles) glasses of N = 8000 particles. We find that while
the inequality (32) is not strictly satisfied — and less so
for less stable glasses — the entire set of cubic modes
follows
τ23 ∼ κ3χ3, (33)
independent of glass stability. This is one of the key
results of this work.
Since χ3 is independent of frequency, as demonstrated
in Fig. 9(c) in Appendix E, we conclude that cubic modes
universally follow
τ3 ∼ ω3, (34)
FIG. 8. The ensemble of cubic modes follows τ23 ∼ κ3χ3, in-
dependent of glass stability. The continuous line marks the
bound given by Eq. 32, at which the mode — in the fourth-
order expansion of the potential energy — is a symmetric
double-well potential. Modes that fall below this bound are
either single-well potentials, or have a second minimum that
has a higher energy than the inherent state. Modes that ex-
ceed this bound have a second minimum with a lower energy
than the inherent state (see illustrations). In our ensemble of
solids, only 6.6% (Tp = 1.30), 4.6% (Tp = 0.50), and 0.5%
(Tp = 0.35) of cubic modes exceeds this bound. In Fig. 9(c)
(in Appendix E), we demonstrate that χ3 is independent of
κ3, which together with the data in this figure demonstrates
that τ3 ∼ √κ3 ∼ ω3, which is central to the predictions that
follow in the next section.
independent of spatial dimension, glass preparation pro-
tocol, or microscopic details.
We demonstrate in Fig. 9(d) of Appendix E that indeed
Eq. 33 holds in 2D, 3D, and 4D. Finally, we reinforce
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our statement that only cubic modes accurately capture
the third-order coefficient of soft spots in Fig. 9(e), by
demonstrating that the ensemble of quartic modes do
not follow the relation τ24 ∼ κ4χ4.
D. Implications on the statistical properties of the
potential energy landscape
The universal linear scaling between τ3 and ω3 (see
Eq. 34, Fig. 8, Fig. 9(c), and discussion in preceding sub-
section) has two major implications, spelled out here.
We focus the discussion exclusively on cubic modes, and
therefore omit the subscript ‘3’ in what follows.
1. Potential energy barrier distribution
In the limit ω → 0, the magnitude VB of potential en-
ergy barriers that surround a glassy inherent state scales
with the coefficients of the NQEs associated with those
barriers as [30]
VB ∼ κ3/τ2 ∼ ω4 , (35)
where we have used Eq. 34. We further recall that the
distribution of cubic modes’ frequencies was argued in
Section V B to follow the universal D(ω) ∼ ω4 law. Com-
bining these two statements, we obtain a prediction for
the distribution of potential energy barriers in the limit
VB → 0 by a simple transformation of variables, that
reads
p(VB) ∼ V 1/4B . (36)
The universality of Eq. 34 and of the form of D(ω) imply
that the distribution of potential energy barriers should
universally follow the V
1/4
B law in any model glass, in-
dependent of dimension, microscopic details or prepara-
tion protocol8 — as long as the glasses considered are
quenched from a melt.9 We are currently unaware of
numerical data that confirms or refutes our prediction
Eq. 36. We note that methods to find energy barriers
between inherent states do exist [48–52], but they are
computationally expensive and not exhaustive.
8 The assumptions leading to Eq. 36 have been validated in 2D,
3D, and 4D (see [16] for the universality of D(ω) ∼ ω4, and
Fig. 9(d) for the universality of Eq. 33). Preliminary evidence
suggests that the universal form of D(ω) persists in even higher
dimensions [46], and we speculate that this might also be the
case for Eq. 36.
9 A counter-example are the glasses discussed in [47] which are not
quenched from a melt, and feature a gapped D(ω), and therefore
presumably also a gapped p(VB)
2. Strain intervals before first plastic instability
Much attention has been devoted to understanding the
statistics of strain intervals between subsequent plastic
instabilities that occur during athermal, quasistatic de-
formation of computer glasses [53–62]. In particular, the
distribution p(x) ∼ xθ of local relative strain thresholds
x, its finite-size manifestations, and its evolution with
shear strain, have been recently debated [58, 59].
Here we recall a result put forward in [24], that states
that the additional local shear deformation x necessary
to destabilize a strain-coupled cubic mode follows
x ∼ ω
4
τν
, (37)
where ν is the same shear-strain-coupling parameter as-
sociated with the NQE pˆi as defined after Eq. 29. In
Fig. 9(b) of Appendix E we show that the statistics of
the shear-strain-coupling parameter are independent of
frequency; therefore, based on Eq. 34 and Eq. 37 we ex-
pect x ∼ ω3. Together with Eq. 34 and the universal
distribution D(ω) ∼ ω4 of cubic modes, we predict that
for as-quenched, isotropic configurations, the distribution
of local relative deformation thresholds should follow
p(x) ∼ x2/3 , (38)
i.e. we predict that θ = 2/3, independent of spatial di-
mension, microscopic details, or glass preparation proto-
col. We note that the mean-field theory put forward in
[59] predicts θ = 1/2 for as-quenched, isotropic config-
urations, while elasto-plastic models feature θ ≈ 0.6 in
2D, and θ ≈ 0.4 in 3D [57].
The strain interval up to a first plastic instability in a
system of size N is now straightforwardly predicted by
assuming that it is controlled by the minimal member
xmin out of a population of size ∝ N of strain thresholds
x, namely (see also footnote 5)
xmin ∼ N− 11+θ ∼ N− 35 , (39)
in good agreement with [55] where a dimension-
independent exponent of -0.62 was measured for the N
dependence of xmin, and in excellent agreement with [61]
where an exponent of approximately −0.6 was found for
2D computer glasses. Other numerical results in 3D fea-
ture protocol-dependent exponents ranging between 0.3
and 0.6 [63]. We note that xmin(N) is expected to exhibit
strong finite-size effects in stable glasses, because small
samples do not feature enough soft quasilocalized exci-
tations for the extreme-value scaling argument Eq. 39
to hold, as discussed at length in [61]. In addition to
this, there is another independent finite-size effect that
can affect the exponent θ, and therefore the scaling of
xmin(N). In [38], it was shown that when the system size
is too small (smaller than the typical core size of QLMs),
the density of states of quasilocalized excitations follows
D(ω) ∼ ωβ , (40)
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with β slightly smaller than 4. This effect is espe-
cially noticeable in poorly quenched glasses, which pos-
sess quasilocalized excitations with relatively larger dis-
ordered cores. In this case, we predict
θ = (β − 2)/3 (41)
(cf. Eq. 38), and
xmin ∼ N−3/(1+β), (42)
i.e. we predict a decay slightly stronger than Eq. 39 for
smaller systems.
VI. DISCUSSION AND OUTLOOK
In this work, we have shown that NQEs are true repre-
sentatives of soft spots in glasses, unlike the widely used
harmonic modes, that — due to their orthogonality con-
straint — always feature a degree of hybridization with
other low-energy excitations. We have further shown that
a particular class of NQE, termed cubic NQE, reveals uni-
versal properties of the potential energy landscape, from
which we derive a prediction for the distribution of the
lowest energy barriers separating inherent states, and a
prediction for the distribution of local strain thresholds
to plastic instability.
The practical utility of the nonlinear formulation of
soft spots depends crucially on whether all (or most) of
the low-energy solutions to the defining equations (Eq. 8
for quartic and Eq. 26 for cubic modes) can be found.
This is a computational challenge that we take up in part
II of this series of papers, by identifying a set of suitable
initial displacement fields from which the vast majority
of low-lying NQEs — and, hence, an approximation to
the full distribution of soft spots — can be found. This
opens up several avenues of research to further our under-
standing of fundamental problems in glass physics, such
as the anomalous thermodynamic and transport prop-
erties of glasses, yielding, and dynamics in the viscous
liquid regime (see citations in the introduction), some of
which will be extensively discussed in the next papers in
this series.
Another important future research direction is the
study of the properties and statistics of NQEs near the
unjamming transition [7, 64–66]. This transition marks
the loss of rigidity of the system upon decreasing the de-
gree of connectedness (measured by the excess coordina-
tion δz) of the underlying network of strong interactions
below a critical value (δz = 0), which can, for example,
be achieved by decompressing a packing of repulsive soft
spheres. Near this transition, the potential energy land-
scape becomes highly rugged and hierarchical, and the
displacement directions that connect nearby energy min-
ima delocalized [67, 68]; in contrast, the systems studied
in this paper are far from unjamming, and feature sim-
pler energy landscapes, with localized ‘hopping’ between
energy minima [68]. We expect that NQEs will still prop-
erly represent soft harmonic QLMs near the unjamming
transition. This would imply that the size of their disor-
dered core will diverge as 1/
√
δz [69], and their charac-
teristic frequency scale — which is expected to follow the
bulk average of the frequency of the system’s response to
a local force dipole [19, 70] — will scale as δz [71].
It is important to stress that our prediction for the dis-
tribution of local strain thresholds to a plastic instability
p(x) ∼ xθ, with θ = 2/3, only holds in the isotropic state,
i.e. shear strain γ = 0, where the relations τ3 ∼ ω3 and
D(ω) ∼ ω4 hold. At finite γ the relation τ3 ∼ ω3 must
break down, because destabilizing cubic modes’ third-
order coefficients τ3 were shown to remain constant upon
approaching the instability strain [24], whereas their fre-
quency vanishes. Moreover, it was recently shown that
under shear, D(ω) ∼ ω4 does not always hold, but instead
an exponent smaller than 4 is observed for well-annealed
glasses [63].
This is consistent with recent numerical investigations
which have highlighted a non-monotonic behavior of θ as
a function of γ. In particular, it was shown that θ first
decreases as a function of γ, before increasing again upon
approaching the yielding transition, and finally reaching
a plateau value θ ≈ 1/2 in the steady state regime [55,
58, 63]. Furthermore, it was reported that the decrease
of θ at intermediate strain is protocol-dependent and is
significantly stronger for better-annealed glasses [58, 62].
Directly measuring the evolution of D(ω) and the joint
distribution P (ω3, τ3) under shear, for various degrees
of annealing, is therefore a highly promising direction of
future research.
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Appendix A: Tensorial notation
To aid readibility, in this work we omit particle indices
(denoted here by roman letters, e.g. i = 1, . . . , N) and
Cartesian (spatial) indices (denoted here by greek letters,
e.g. α = x, y, z) from all tensorial and vectorial quanti-
ties. For example, the Nd¯-dimensional vector x should
be understood as xαi , and the tensor U
(4) ≡ ∂U∂x∂x∂x∂x
should be understood as ∂U
∂xαi ∂x
β
j ∂x
γ
k∂x
δ
l
. We denote single,
double, triple and quadruple contractions by ·, :, .: and
: :, respectively. For example, the expression U (4)
.
: zzz
should be understood as ∂U
∂xαi ∂x
β
j ∂x
γ
k∂x
δ
l
zαi z
β
j z
γ
k , where the
summation convention applies.
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Appendix B: NQE analysis
For all models used, we obtain a collection of low-
energy harmonic QLM and corresponding quartic and
cubic modes as follows. For each system, we first find the
lowest eigenvalue and eigenmode of the Hessian matrix
(not including the d¯ translational modes) using ARPACK
[72]. Then, we use the lowest eigenmode as an initial
vector to locally minimize the quartic energy function
(Eq. 12) to obtain the corresponding quartic NQE. Fi-
nally, we use the quartic mode as an initial vector to
locally minimize the cubic energy function (Eq. 31) to
obtain the corresponding cubic mode. This procedure
results in one harmonic, one quartic and one cubic mode
for each system.
For the 3D POLY model, we apply an additional pro-
cedure to find a low-energy cubic NQE in each system.
Besides the quartic NQE, we consider as initial vectors
the six non-affine velocities [73] that result from impos-
ing a simple and pure shear deformation in the XY-, XZ-,
and YZ-plane. From these seven initial guesses, we select
the cubic NQE with the lowest stiffness.
To minimize the cubic and quartic energy functions, we
use the macopt conjugate-gradient minimizer [74], mod-
ified such that the variable vector z is always kept nor-
malized.
The two quartic modes shown in Fig. 1(b) were found
as follows. The first quartic mode, shown in red, was
found by using the harmonic double-core QLM ψˆ (see
panel (a)) as an initial condition to minimize the quar-
tic energy function. The second quartic mode, shown in
purple, was found by using the difference between ψˆ and
the first quartic mode as an initial condition.
Appendix C: Scaling relation between participation
and fourth-order expansion coefficient
In this Appendix we explain the scaling relation χ4 ∼
(Ne4)
−1, that holds independently of system size and
glass preparation protocol, as shown in Fig. 2. Here,
χ4 ≡ χ(pˆi4) is the fourth-order expansion coefficient
(Eq. 10), and e4 ≡ e(pˆi4) is the participation ratio
(Eq. 14), associated with quartic modes pˆi4.
First, observe that for any normalized mode, we have
1
Ne(zˆ)
=
N∑
i
(zˆi · zˆi)2 . (C1)
We now argue that χ(zˆ) ≡ U (4) : : zˆzˆzˆzˆ has essentially
the same structure, since U (4) is a sparse tensor (as long
as interactions are local), hence is also a sum over ∼ N
terms that scale as (zˆi · zˆi)2. If zˆ is sufficiently uncorre-
lated (which presumably holds for the disordered core of
pˆi4), the scaling relation χ(zˆ) ∼ (Ne(zˆ))−1 follows.
For example, for radially-symmetric pairwise poten-
tials, we have
χ(z) =
∑
i<j
(
ϕ′′′′ij
r4ij
− 6ϕ
′′′
ij
r5ij
+
15ϕ′′ij
r6ij
− 15ϕ
′
ij
r7ij
)
(xij · zˆij)4
+ 6
∑
i<j
(
ϕ′′′ij
r3ij
− 3ϕ
′′
ij
r4ij
+
3ϕ′ij
r5ij
)
(xij · zˆij)2(zˆij · zˆij)
+ 3
∑
i<j
(
ϕ′′ij
r2ij
− ϕ
′
ij
r3ij
)
(zˆij · zˆij)2, (C2)
where the sums run over interacting pairs 〈ij〉. Similarly,
we expect for any local interaction potential (three-body,
rigid constraints, etc.) that, schematically
χ(zˆ) ∼
∑
α
(zˆα · zˆα)2, (C3)
where α denotes the interactions and zˆα is some combina-
tion of the components of zˆ, corresponding to interacting
particles locally.
Appendix D: Derivation of the expression for ∆
In this Appendix, we present a derivation of Eq. 17
for the difference vector of the quartic NQE (of stiffness
ω24) and the harmonic QLM (of stiffness ω
2
2), denoted
by ∆ ≡ pˆi − ψˆ. This derivation is very similar to the
one presented in [24] for the difference between the cubic
NQE and the destabilizing harmonic mode near a plastic
instability under an imposed shear deformation.
Recall that the stiffness associated with a particular
displacement field z is defined as
κ(z) =
M : zz
z · z . (D1)
For the analysis that follows, we require the first and
second derivatives
∂κ
∂z
=
2
z · z (M · z − κ(z)z) , (D2)
∂2κ
∂z2
=
2
(z · z)2
[
(z · z)M− 4(M · z)⊗ z (D3)
− (M : zz)I + 4κ(z)z ⊗ z
]
.
Here, I denotes the identity matrix. We will now lever-
age the fact that the harmonic QLM represents the sys-
tem’s displacement direction of smallest stiffness, so that
∂κ
∂z
∣∣∣∣
ψˆ
= 0. (D4)
We write down the first-order Taylor expansion of the
function ∂κ∂z around z = ψˆ to approximate
∂κ
∂z
∣∣∣∣
pˆi
' ∂
2κ
∂z2
∣∣∣∣
ψˆ
·∆. (D5)
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Inverting in favor of ∆, and using Eq. 8 to simplify yields
∆ ' ω24
(M− ω22I)−1(U (4) .: pˆi4pˆi4pˆi4χ4 − pˆi4
)
, (D6)
which, once
(M− ω22I)−1 is written in diagonalized
form, is equal to Eq. 17.
Appendix E: Supporting data
FIG. 9. (a) The magnitude of the field U (4)
.
: pˆi4pˆi4pˆi4/χ4 is of
order O(1), independent of ω4. (b) The shear-strain-coupling
parameter ν3 ≡ ∂2U∂γ∂x · pˆi3 associated with cubic modes pˆi3 is
independent of ω3. (c) The fourth-order coefficient of cubic
modes χ3 is independent of ω3. (d) The entire ensemble of
cubic modes follows the relation τ23 ∼ κ3χ3 in 2D, 3D, and
4D. (e) The ensemble of quartic modes does not follow this
relation. (f) The fourth-order coefficient of quartic modes χ4
is independent of ω4. In panels (a, e, f), the data is presented
as a 2D histogram, where each bin is colored according to the
number of hits in that bin (the color-coding is the same as in
Fig. 7).
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