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Abstract
We consider a finite dimensional version of Evans-Perkins type stochastic integral formula
in the theory of measure-valued processes. The principal role of the formula consists in
rewriting a product of historical functionals of a specific class and stochastic integral relative
to the orthogonal martingale measure in the Walsh sense into a certain expression involved
with stochastic integral with respect to a Dawson-Perkins historical process associated
with a reference Hunt process. This naturally leads to a variant of stochastic integration
by parts formula in stochastic analysis. Our result is an extension of the Evans-Perkins
lemma(1995).
\S 0. Introduction
The purpose of this article consists in a generalization of the Evans-Perkins stochastic inte-
gral fomula. There are two reasons why this integration formula is so important. For one
thing, it can provides with a new formula of transformations of stochastic integrals closely
connected with the so-called historical processes. $\ln$ fact the establishment of the formula
asserts that a product of historical functionals of a specific class and stochastic integral
relative to the orthogonal martingale measure in the Walsh sense is, in its mathematical
expectation form, equivalent to a certain expression of integration that is involved with
stochastic integral with respect to a Dawson-Perkins historical process associated with a
reference Hunt process. In addition, it also allows us to interpret that the formula is noth-
ing but a variant of stochastic integration by parts in an abstract level, that is very useful
as a theoretical tool of stochastic calculus in the theory of measure-valued processes. For
$\mathrm{R}\propto \mathrm{e}\mathrm{a}\mathrm{r}\mathrm{c}\mathrm{h}$ supported in part by JMESC $\mathrm{G}\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{t}-\mathrm{i}\mathrm{n}-\mathrm{A}\mathrm{i}\mathrm{d}_{\mathrm{S}}$ SR(C) 07640280 and CR(A)
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another, it has an extremely remarkable meaning on an applicational basis. By making use
of the formula $\mathrm{S}.\mathrm{N}$ . Evans and $\mathrm{E}.\mathrm{A}$ . Perkins have succeeded in deriving a kind of It\^o-Wiener
chaos expansion for functionals of $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{e}\mathrm{f}\mathrm{p}_{\Gamma \mathrm{o}\mathrm{C}\mathrm{e}\mathrm{s}\mathrm{s}\mathrm{e}}\mathrm{S}[\mathrm{E}\mathrm{P}95]$ .
To make sure its importance for the latter case, let us take a quick historical review
on the matter. The It\^o-Wiener chaos expansion theorem was originally proved by K. I\^o
(1951). It as.serts that every $L^{2}$ functional can be described as a constant $C_{0}$ plus a sum of
multiple stochastic integrals (actually, multiple Wiener integrals) $I_{n}(f_{n})$ with respect to a
standard $d$-dimensional Brownian motion $B$ with $L^{2}$ symmetric functions $f_{n}’ \mathrm{s}$ . In the case
of the Brownian motion, an even stronger result is true, that is to say, every $L^{2}$ functional
has an orthogonal expansion in terms of multiple stochastic integrals with deterministic
integrands. As a matter of fact, any two multiple Wiener integrals of different orders are
orthogonal. That is why it is called It\^o’s $L^{2}$ orthogonal decomposition theorem as well.
One may find the orthogonality properties so useful and powerful in many success stories
of this famous theorem applied to various sorts of theories, such as analysis in the Wiener
space, Malliavin calculus, white noise analysis, etc. This result has been extended over
the past four decades to a wide variety of processes. However, it is a $\mathrm{t}\mathrm{a}s\mathrm{k}$ of extreme
difficulty to extend the result to a more general class of processes. So many attempts
have been made by plenty of probabilists in the game of extending It\^o’s theorem. Among
them, the work acquired by J. Jacod (1979) has exposed a positive aspect in this direc-
tion of researches. That is, he proved the very most general theorem that the existence of
$s$uch a stochastic integral representation for functionals of a certain process is thoroughly
equivalent to the well-posedness of a martingale problem for the underlying process. How-
ever, while existence is now generally known, it is not always clear precisely how to write
the representation. In most cases it would be hard to get explicit representations for the
process functionals even in the sufficiently general setting. On the contrary, a negative
aspect of studies in line with this generalization has been brought by $\mathrm{E}.\mathrm{B}.$ Dynkin (1988).
Of course, he gave a similar type expression, and also showed the example that even the
definition of multiple stochastic integrals can be difficult, and two stochastic integrals of
different orders are no longer orthogonal. For instance, Dynkin’s counterexample of lack
of orthogonality suggests the criterion, i.e., if the quadratic variational process $\langle M\rangle$ of the
integrator martingale $M$ is random ($=$ not deterministic), then two stochastic integrals
with respect to $dM$ of distinct multiplicity do fail to be orthoganal. This explains why
It\^o’s theorem can be beautifully perfect, because the quadratic variation of the Brownian
motion is deterministic, say, $\langle B\rangle_{\mathrm{t}}=t$ . As is easily imagined, it would be certain that the re-
search activities of this direction have become less popular since the discovery of Dynkin’s
counterexample(1988). And yet $\mathrm{S}.\mathrm{N}$ . Evans and $\mathrm{E}.\mathrm{A}$ . Perkins (1991) have showed that
any $L^{2}$ functional of supe.rprocess may be represented as a constant $C_{0}$ plus a stochastic
integral with respect to the associated orthogonal martingale measure $M$ . Recently they
have obtained the explicit representations involving multiple stochastic integrals for a quite
general functional of the $\mathrm{s}(\succ \mathrm{c}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{e}\mathrm{d}$ Dawson-Watanabe superprocesses. Actually, the results
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are obtained in the setting of the historical process associated with the superprocess. It is
this way that suddenly coming up is the historical process in this field. $\mathrm{B}\mathrm{a}s$ed upon the
previous results$(1991)$ , they derived partial analogue of the $\mathrm{I}\mathrm{t}\hat{\sigma}\cdot \mathrm{w}\mathrm{i}\mathrm{e}\mathrm{n}\mathrm{e}\Gamma$ chaos expansion in
superprocess setting by taking advantage of the ”stochastic integral formula” in question.
Now we shall give a rough idea what the integration formula is like and try to ex-
plain precisely the notation appearing in the expression, but in the form as simple as
possible. The rigorous definition will be given in the succeeding section. First of all,
let us consider the functional $F(H)$ of a historical process $H$ with branching mechanism
$\Phi(\alpha,\beta,\gamma, \delta)$ for a real valued function $F$ on $c,$ $([\mathrm{o}, \infty);jvI_{F}(D))$ with the space $D$ of E-valued
cadlag paths. Actually, this $F$ should lie in a suitable admissible subspace $U(M(D))$ of
$C(C([0, \infty);M_{F}(D));\mathrm{R})$ . Next consider a stochastic integral $J(_{-}^{-}-;M)= \int\int_{-}^{-}-(s,y)dM$ of
a bounded predictable $\mathrm{f}\mathrm{u}\mathrm{n}\mathrm{C}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}--_{\mathrm{r}\mathrm{e}}-1\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{V}\mathrm{e}$ to the orthogonal martingale measure $M$ in the
Walsh sense(1986). Then we make a product $F(H)\cdot J(_{-}^{-}-;M)$ . On the other hand, consider
the integral of another type $J(F,—;H)= \int\int I^{*}[F]_{-}--(s, y)dH_{S}d_{S}$ for some predictable func-
tion $I^{*}[F]$ which is determined by the functional $F(H)$ given. Thus we attain the integration
formula if we take the mathematical expectation of those terms, i.e., $\mathrm{E}[F(H)\cdot J(^{-}--;M)]$
$=\mathrm{E}[J(F^{-},--;H)]$ .
For the rest of this section, we observe that any two multiple integrals of different orders
as for $J(_{-}^{-}-;M)$ are not orthogonal any longer. Let us take a look at this in the following
because it is easy. Let $P$ denote the $(\mathcal{G}_{\mathrm{C}})_{t\geq \mathcal{T}}$-predictable a-field of functions on $(\tau, \infty)\cross\Omega$
and $(U,\mathcal{U})$ is a measurable space. The following is a well-known fact $(\mathrm{s}_{\mathrm{t}}\mathrm{r}\mathrm{i}\mathrm{c}\mathrm{k}\mathrm{e}\mathrm{r}- \mathrm{Y}\mathrm{o}\mathrm{r}(1978))$.
Suppose the following two conditions:
(C.1) $\varphi:U\cross(\tau, \infty)\cross Darrow \mathrm{R}$ is bounded and $\mathcal{U}\cross B((\mathcal{T}, \infty))\cross D$-measurable.
(C.2) $\psi$ : $U\cross[\tau, \infty)\cross\Omegaarrow \mathrm{R}$ is a $\mathcal{U}\cross P$-measurable function, satisfying
$\sup_{u\in U\mathcal{T}}\sup_{\leq t\leq\theta}\mathrm{P}[|\psi(u,t)|^{\mathrm{P}}]<\infty$
, $\forall\theta>\tau,$ $p\geq 1$ .
Then we have
(a) The stochastic integral
$\int_{\tau+}^{t}\int_{D}\varphi(u, s,y)\psi(u,S)dM(S,y)$
is well-defined for any $u\in U,$ $\forall t>\tau$ .
(b) It satisfies
$\sup_{u\in U\tau}\sup_{\leq\leq t\theta}\mathrm{P}|\int_{\tau+}^{t}\int_{D}\varphi(u,S,y)\psi(u, s)dM(S,y)|^{p}<\infty$ $\forall\theta>\tau,\forall p\geq 1$ .
(c) Moreover, there exists a $\mathcal{U}\cross P$-measurable mapping $\alpha$ such that the random set
$\{\alpha(u, \cdot, \cdot)\neq\int_{\tau}.+\int_{D}\varphi(u, s, y)\psi(u,S)dM(s,y)\}$
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is evanescent for all $u\in U$ .
Remark. The above assertion implies that for almost all paths the map $\alpha$ and the stochastic
integral $\int\int\varphi\psi dM$ are the same. More precisely, if $\alpha$ and $\int\int\varphi\psi dM$ are indistinguishable,
then one has
$\alpha(u,t)=\int_{\tau+}^{\mathrm{t}}\int_{D}\varphi(u, s)\psi(u, s)dM(s, y)$ , $a.s$ .
for all $t\in(\tau, \infty),$ $\forall u\in U$ . However, notice that the converse is not true.
We may apply the above-mentioned fact to get the absence of orthogonality for the multiple
stochastic integrals.
1. Suppose that for any $m\geq 1$
$\varphi_{i}\in b(\{\mathcal{B}((\tau, \infty))\}^{m}-i+1\cross D)$ , $i=1,2,$ $\cdots,m$ .
Applying the above result we can construct a $B((\tau, \infty))m-1\cross P$-measurable function
$\alpha_{1}$ : $(\mathcal{T}, \infty)^{m-1}\mathrm{X}(\tau, \infty)\cross\Omegaarrow \mathrm{R}$




for any $S_{2},S_{3},$ $\cdots,$ $S_{m}$ .
2. Since the mapping: ($s_{3,;}\ldots,$$S_{m}s_{2;)}\omega\vdasharrow\alpha_{1}(S_{2},$ $s_{3,;}\ldots,$$sms_{2;)}\omega$ is $\mathcal{B}((\tau, \infty.))m-2\cross$
$P$-measurable, we can apply the above result again to construct
$\alpha_{2}$ : $(\tau, \infty)m-2(\mathrm{X}T, \infty)\cross\Omegaarrow \mathrm{R}$ ,





for any $s_{2},$ $\cdots,s_{m}$ .
3. Continuing in this way, we can construct successively $\alpha_{3},$ $\cdots,$ $\alpha_{m}$ . We write $I_{m}(\varphi_{1},$ $\cdots$ ,
$\varphi_{m};t)=\alpha_{m}(t)$ . For $m\geq 1,$ $\mathcal{I}_{m}$ denotes the set of all random variables of the form
$I_{m}(\varphi_{1}, \cdot\cdot’, \varphi_{m};t)$ for $\varphi_{1},$ $\cdots,$ $\varphi_{m}$ , and $t>\tau$ . Put
$\mathcal{I}:=\mathrm{R}\cup\{_{m}\bigcup_{=1}\mathcal{I}m\}\infty$ .
4. This is nothing but an attempt at giving meaning to multiple stochastic integrals with
respect to $M$ . We can regard $I_{\dot{m}}.(\varphi_{1}, \cdots, \varphi_{m};t)$ as an interpretation of the notation:
$\int\int\cdots(..m.)..\cdots\int\int_{i=}\prod^{m}\varphi i(Si, \cdots, Sm;yi)dM(s1,y1)\cdots dM(_{S_{m}},y_{m})\tau<\cdot\cdot<D\mathrm{x}^{1}\cdot\cdot \mathrm{t}m)\cdot \mathrm{X}D<\iota m<t1$
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Thus, the linear span of $\mathcal{I}_{m}$ is analogous to the m-th Wiener chaos.
5. As a matter of fact, this analogy cannot be complete, because $\mathcal{I}_{k}$ is not orthogonal to
$\mathcal{I}_{l}$ in $L^{2}(\mathrm{P})$ if $k\neq l$ .
6. To see this, let us take $I_{1}\in \mathcal{I}_{1}$ and $I_{2}\in \mathcal{I}_{2}$ , for example. In addition, assume that
$\varphi_{1},$ $\varphi_{2}$ are both constant functions taking the value 1, for simplicity. Then we readily get
$\mathrm{P}[I_{1}(\varphi 1;t)\cdot I2(\varphi 1, \varphi_{2};t)]=\mathrm{P}[\int_{\tau+}^{t}H_{s}(D)\{H_{s}(D)-H_{\tau}(D)\}d_{S]}\neq 0$.
The $1\mathrm{a}s\mathrm{t}$ inequality is due to the moment estimate by $\mathrm{E}.\mathrm{B}$ . Dynkin(1988). So that, we
cannot hope for a full analogue of the $\mathrm{I}\mathrm{t}\mathrm{t}\succ \mathrm{W}\wedge \mathrm{i}\mathrm{e}\mathrm{n}\mathrm{e}\mathrm{r}$ chaos expansion for this generalized
stochastic integrals.
\S 1. Notation and the Result
Let $(E,\mathcal{E})$ be a Polish space and let $D(\mathrm{R}_{+};E)$ be the space of $E$-valued cadlag paths on
$[0, \infty)$ and we sometimes write this space as $D$ or $D(E)$ for simplicity. Note that $D$ is a
Polish space as well (cf. \S 2.1, p.13 in [DP91]). We denote by $M(D)$ or $\mathrm{A}’I_{F}(D)$ the space
of finite measures on $D$ with the topology of weak convergence. $\langle\mu,f\rangle$ or sometimes $\mu(f)$
denotes the integral $\int fd\mu$ when $\mu$ is a measure and $f$ is a suitable $\mu$-integrable function.
Set $T_{s}=[s, \infty)$ , and in particular $T_{0}=[\tau, \infty)$ . Define $C(M(D)):=C(T_{0};M(D))$ , and
we write $D(t)=(\tau, t]\cross D$ for the integral domain. When $\mathcal{F}$ is the a-field or the usual
filtration, then $f\in \mathcal{F}$ indicates that the function $f$ is $\mathcal{F}$-measurable and $P(\mathcal{F})$ is the totality
of $(\mathcal{F})$-predictable functions, and $bP(\mathcal{F})$ denotes the whole space of functions that are all
bounded elements of $\mathcal{P}(\mathcal{F})$ . We use the symbol $U(M(D))$ for an admissible subset of the
space $C(C(M(D))|\mathrm{R})$ ; more precisely $U(M(D))$ is the totality of real valued continuous
functions $F$ on $C(M(D))$ such that for some compactly supported finite measure $L(dt)$ on
$T_{0}$ , the estimate
$|\Delta F(h,g)|\leq\langle L,g(\cdot, D)\rangle$
holds for all $f,g\in C(M(D))$ , where we define $\Delta f(x, y):=F(x+y)-F(x)$ .
$Y=(D,D, D_{t+}, \theta_{t,t}Y, P_{x})$ is the canonical realization of the Hunt process. Let $\Phi(x, \lambda)$
denote the branching $\mathrm{m}\mathrm{e}\mathrm{c}\mathrm{h}\mathrm{a}\mathrm{n}\mathrm{i}_{\mathrm{S}\mathrm{m}}$. for the corresponding superprocess, namely,
$\Phi(x,\lambda)=-\alpha(x)\lambda-\gamma(x)\lambda 1+\beta+\delta\int_{0}^{\infty}(1-\mathrm{e}^{-})\nu(x\lambda u, du)$ , $\lambda\in \mathrm{R}$ , $\beta\in(0,1]$
with a measurable kemel $\nu(x, du)$ from $(E,\mathcal{E})$ to $(\mathrm{R}^{+}, \mathcal{B}(\mathrm{R}^{+}))$ such that
$\sup_{x}\int_{0}^{\infty}u\wedge u^{2}\nu(X, du)<\infty$ .
Let $H=(\Omega, \mathcal{G}, \mathcal{G}t+’ H_{t}, Q_{m})$ denote a $(Y, \Phi)$-historical process in the sense of Dawson-
Perkins(1991) (cf. [DP91]) with $\Omega=D(M(D))$ (see also [F88], [DIP89]). We may call it
a $(\alpha,\beta,\gamma, \delta)$-historical process as well in what follows. On the other hand, suggested by
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[ $\mathrm{D}\mathrm{k}\mathrm{T}\mathrm{n}981$ (see also [P95]) on a filtered space $\overline{\Omega}=(\Omega, \mathcal{F}, (\mathcal{F}_{\mathrm{t}})_{t\geq \mathcal{T}}, \mathrm{P})$ we introduce a gener-
alized $\{\gamma, a, b,g\}$-historical proces$sK=\{K_{t}, t\geq\tau\}$ with generator $A$ of the corresponding
path-valued process $Y^{s}$ (cf. $1^{\mathrm{p}}92]$ ) . $L^{2}(H)$ denotes the $L^{2}$ space of $(D\cross \mathcal{G}_{t})_{\mathrm{t}\geq\tau}$-predictable
functions $f$ : $(\tau, \infty)\cross D\cross\Omegaarrow \mathrm{R}$ with $\mathrm{r}\mathrm{e}s$pect to $ds\otimes dH_{s}\otimes dQ_{m}$ . Moreover, $L^{2}(K)$
denotes the totality of $(\mathcal{F}_{\mathrm{t}}\cross C)_{t\geq\tau}$-predictable functions $f$ : $(\tau, \infty)\cross\Omega\cross Carrow \mathrm{R}$ such
that
$\mathrm{P}\int_{\tau}^{\mathrm{t}}\int\gamma(s, y)f(s, y)^{2}K_{S}(dy)d_{S}<\infty$, for $t\geq\tau$.
It is well known that there exists an orthogonal martingale measure $N\tilde{I}$ in the sense of
$\mathrm{W}\mathrm{a}1S\mathrm{h}(1986)$ [W86] such that the stochastic integral with $\mathrm{r}\dot{\mathrm{e}}$spect to $\tilde{M}$
$\int_{\tau+}^{t}\int_{C}f(s, y)d\tilde{M}(s, y)$
is well-defined and belongs to the class $M_{c}^{2,lo\mathrm{c}}(\mathcal{F}_{t})$ of square integrable continuous $(\mathcal{F}_{t})-$
local martingales under the measure $\mathrm{P}$ for each element $f$ of $L^{2}(K)$ . We denote by $M$
the $\mathrm{c}\mathrm{o}\mathrm{r}\Gamma \mathrm{a}\mathrm{e}\mathrm{p}\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{i}\mathrm{n}\mathrm{g}.\mathrm{m}\mathrm{a}\Gamma \mathrm{t}\mathrm{i}\mathrm{n}\mathrm{g}\mathrm{a}\mathrm{l}\mathrm{e}$ measure for the element of $L^{2}(H)$ , and $\int\int fdM$ is contained
in $M_{c}^{2}(\mathcal{G}_{t})$ . Then notice that
$\langle\int_{\tau+}.\int_{C}f(s,y)d\tilde{M}(\mathit{8},y)\rangle_{t}=\int_{\tau}^{t}+\int_{c}\gamma(_{S},\omega,y)f(_{S},\omega,y)2K_{s}(dy)dS$ $\forall t$ , $a.s$ . (1)
holds, where $\gamma$ is a $(C_{\mathrm{t}}\cross \mathcal{F}_{t})$-predictable process such that $(\exists)\gamma^{-1}$ is locally bounded.
For stopped paths and related measures, we adopt the same notational system and
terminology as in [P95]. For $y\in D$ , we define $y^{\ell-}(S)$ as $y(s)$ itself if $s<t$ and as $y(t-)$ if
$s\geq t$ . $Q(s,y)$ is a a-finite measure on $C(M(D))$ such that
$Q$ ($s,y^{s-};$ $\{h\in C(M(D)); \tau\leq\exists t\leq s, h(t)\neq 0\})=0$ ,
which can be defined by the canonical measure $R(\tau, t, y;d\zeta)$ associated with the law of $K_{t}$
$=K(t)$ and the path restriction mapping $\pi$ (cf. \S 2, pp.1781-1782 in [EP95]) together with
a discussion involved with the Dawson-Perkins theory(1991) (e.g. Theorem $2.2.3(\mathrm{p}\mathrm{p}.27-$
$28)$ and Proposition $3.3(\mathrm{P}\mathrm{P}^{38-3}.9)$ in [DP91] $)$ . Let $F$ be a real valued Borel function on
$C(M(D))$ . Assume that
$I[F](s,y, h):= \int_{C(M(D)})\Delta F(h,g)Q(S, ys-.d|g)$ (2)
is well-defined and bounded below for all $s>\tau,$ $\prime y\in D$ , and $h\in C(M(D))$ . For a bounded
$(\mathcal{F}_{t})$-stopping time $T$ , we define the Campbell measure $P_{T}$ associated with $K(t)$ by
$P_{T}(A\cross B):=\mathrm{P}(K(T,A)\cdot$ I $B\{K(T)\})/m(C)$ (3)
for any $A\cross B\in(D\cross\Omega, D\cross \mathcal{F})$ (cf. [P95], p.21; or $[\mathrm{D}\mathrm{P}911$ , p.62). Notice that $K_{\tau}=m$ . Since
the mapping $(s,y,\omega)\mapsto I[F](s, y, K(\omega))$ is bounded below and measurable with respect to
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the product of the predictable $\sigma$-field associated with the fiItration $(D_{t})$ and the $\sigma$-field $\mathcal{F}$ ,
we can apply Lemma $2.2(\mathrm{p}.1783)$ [EP95] together with the projection operation argument
and the predictable section theorem (e.g. Theorem $2.14(\mathrm{P}^{19}.)$ or Theorem $2.28(\mathrm{p}.23)$ ,
[JS87]; see also [E82], pp.50-52), to deduce that there exi$s\mathrm{t}\mathrm{s}$ a $(D_{t}\cross \mathcal{F}_{\mathrm{t}})_{\ell\geq}\mathcal{T}$-predictable
function $I\#[F](s, y,\omega)$ : $(\tau, \infty)\cross D\cross\Omegaarrow \mathrm{R}$ such that
$P_{T}\{I[F](T)/(D\cross \mathcal{F})_{T}\}=I^{\#}[F](T)$
holds $P_{\Gamma}\mathrm{a}.\mathrm{s}$ . for all bounded $(\mathcal{F}_{t})$ -predictable stopping times $T>s$ . We denote by $I^{*}[F]$
the $(D_{t}\cross g_{t})$-predictable function constructed by the same procedure, with the a-finite
measure $Q(s, y)$ based upon a $(Y, \Phi)$-historical process $H$ . It is. quite interesting to note
that in particular
$\mathrm{P}\int_{D}I[F](T,y)K(T, dy)=\mathrm{P}\int_{D}I^{\#}[F](T, y)K(\tau, dy)$ .
We shall introduce an approximation map. For each $l\in \mathrm{N}$ , let us choose a partition
$\Delta(l)=\{t^{(\iota \mathrm{I}}(j);1\leq j\leq k[l]\}$ such that $\tau=t^{(l)}(0)<t^{(l)}(1)<\cdots<t^{(l)}(k[l])<\infty$ ,
$\lim_{larrow\infty}\{\sup\Delta t[lk;k]\}=0$ and $\lim_{larrow\infty}t^{(l)}(k[l])=+\infty$.
The approximation map $W[l]$ from $C(M(D))$ into $C(M(D))$ is defined by
$W[l](g)(t):=\{Sb(t(l)(i+1))\cdot g(t(l)(i))-sb(t\mathrm{t}l)(i))\cdot g(t^{\mathrm{t}})l(i+1))\}\Delta t[l;i]^{-}1$
if $t\in[t^{\mathrm{t}^{l})}(i),t^{()}l(i+1))$ , and $:=g(t^{\langle l)}(k[l]))$ if $t\geq t^{(l)}(k[l])$ , for any element $g$ of $C(M(D))$
with $Sb(k)=k-t$. Immediately we get
Lemma 1.(cf. Lemma 4 $[\mathrm{D}\mathrm{K}98\mathrm{a}]$ ) Let $F$ be an element of $C(C(M(D));\mathrm{R})$ . Then for all
$g\in C(M(D))$
$\lim_{larrow\infty}(F\circ W[l])(g)=F(g)$ .
We are now in a position to state Evans-Perkins’ stochastic integral formulae, which provide
with the proto-type of our extended result. The following theorem asserts that a finite-
dimensional version of stochastic integration by parts formula holds when one $\mathrm{r}\mathrm{e}\mathrm{W}\mathrm{I}\mathrm{i}\mathrm{t}\mathrm{e}\mathrm{s}$ an
expression of historical functionals of a specific class and stochastic integral relative to
the orthogonal martingale measure $M$ in the Walsh sense [W86] into a certain stochastic
integral with respect to a Dawson-Perkins historical process $H$ associated with a reference
Hunt $\mathrm{p}\mathrm{r}.\mathrm{o}\mathrm{c}\mathrm{e}\mathrm{S}\mathrm{s}Y$.
Theorem $1.([\mathrm{E}\mathrm{P}95])$ Assume that $\Phi$ : $C(M(D))arrow \mathrm{R}$ is a cylinder function with repre-
senting function $\varphi$ : $[M(D)]^{k}arrow \mathrm{R}$ and base $\tau<t(1)<\cdots<t(k)$ , such ffiat
$| \Delta\varphi(\alpha,\beta)|\leq C\sum_{j}\beta_{j}(D)$
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for some positive constant $C$ , for all $\alpha,$ $\beta=(\beta_{j})\in[M(D)]^{k}$ . For $dlt>\tau$ we have ffie
following integration formula
$\mathrm{P}\{\Phi(H)\int\int_{D(t)}\Psi(s, y)dM(s, y)\}=\mathrm{P}\int\int_{D(t)}I^{\mathrm{e}}[\Phi](s, y)\Psi(S, y)H_{s}(dy)d_{S}$
with $\Phi=F\mathrm{o}W[l]$ , if $\Psi$ is a bounded $D_{t}\cross \mathcal{H}_{t}$-predictable function.
Theorem 2. (Evans-Perkins’ Formula$(1995)$ ) Let $F\in U(M(D))$ . $If—is$ an element of
$bP(D_{t}\cross \mathcal{G}_{t})$ , then for all $t>s$ ,
$Q_{m} \{F(H)\int\int_{D\mathrm{t})}t$ $—(s,y)$ $dM(s, y)\}$
$=$ $Q_{m}f \int_{D[\}}t.,\cdot)I^{*}[F|(sy)_{!-}^{-}r-\{^{\text{ _{}S}}|y)^{\backslash }H_{s};(dydS$. (4)
The following is our main result in this paper. It is a finite dimensional version of $\mathrm{E}\mathrm{v}\mathrm{a}\mathrm{I}\mathrm{l}\triangleright$
Perkins type stochastic integral formula. It is also quite interesting to note that this
fomula can be naturally regarded as a variant of stochastic integration by parts formula
in stochastic analysis for measurevalued processes. Note that $K$ is a predictable measure-
valued process whose law is specified by a general martingale problem $(\mathrm{M}\mathrm{P})[\tau, K_{\mathcal{T}}, \gamma, a, b,g]$
(cf. $[\mathrm{D}\mathrm{k}\mathrm{T}\mathrm{n}98],[\mathrm{p}92]$ ; see also $[\mathrm{D}\mathrm{k}98\mathrm{a}]$ ). We postpone explanation of assumptions (A. $1$ ) $-$
(A.5) in the following theorem until \S 4.
Theorem 3.($\mathrm{s}_{\mathrm{t}_{0}\mathrm{C}}\mathrm{h}\mathrm{a}S\mathrm{t}\mathrm{i}\mathrm{c}$ Integration Formula) Let $\Phi$ be the same cylinder function with
representing $fi_{lnC\epsilon n}\dot{f}a\varphi$ as in Reorem I. Then under $oeSu_{\mathfrak{M}^{tia\mathrm{r}}}\mathfrak{B}(\mathrm{A}.1)-(\mathrm{A}.5)$ , for $t>\tau$
$\mathrm{P}\{\Phi(K)\int\int_{D(t})(\Psi(s,y)d\tilde{M}S,y)\}=\mathrm{P}\int\int_{D(t)}I^{\#}[\Phi](_{S},y)\Psi(s,y)\gamma(s,y)K_{s}(dy)d_{S}$
hol& where $\Psi$ is a bounded $(D_{t}\cross \mathcal{F}_{t})_{t\geq\tau}$ -predictable function, $K_{\mathrm{t}}$ is a generalized $hist_{\mathit{0}\dot{n}}cd$
process, and $I\#[\Phi]$ is a predictable function determined in accordance $wi\theta\iota$ the given $\Phi$ .
Remark 1. The assertion of the above theorem is quite similar to Theorem $2.4(\mathrm{p}$ . 1785, \S 2,
[EP95}). However, our stochastic integration by parts formula is valid for a more general
historical process $K$, while $\mathrm{E}\mathrm{v}\mathrm{a}\mathrm{n}*\mathrm{P}\mathrm{e}\mathrm{r}\mathrm{k}\mathrm{i}\mathrm{n}\mathrm{s}$ showed the fomula($\mathrm{T}\mathrm{h}\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{m}1$ and Theorem 2)
just for a $(Y, -\lambda^{2}/2)$ historical process $H$, say, for a simple case of $(\alpha,\beta,\gamma, \delta)=(0,1,1/2,0)$ .
Remark 2. Note that it is not hard to extend the assertion in Theorem 3 to the case of a
more general functional $F(K)$ , just as described in Theorem 2 for the special process $H$ .
As a matter of fact, once the integral formula as given in Theorem 3 is established, it is a
kind of routine work to generalize it $(\mathrm{c}\mathrm{f}. \S 3, [\mathrm{D}\mathrm{k}98\mathrm{a}])$ . We shall refer to the matter in \S 3.
\S 2. Preliminaries
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Set $I=[0,1],$ $E^{*}=D\cross I$ and $D^{*}=D(\mathrm{R}_{+}, E^{*})$ , and let $D^{*}$ (resp. $D_{t}^{*}$ ) be the Borel
a-field (resp. the canonical filtration) of $D^{*}$ . Now $X=(D^{\mathrm{e}}, D^{*}, D^{*}, z\iota \mathrm{Y}t, P_{x}^{*})$ denotes the
inhomogeneous Borel strong Markov process (IBSMP) [$\mathrm{D}\mathrm{P}91$ , p.22] with cadlag paths and
$x=(y,n)\in E^{*}$ . Let $G$ be an $(X^{s}, A\mathrm{e})$ historical proces$s$ starting at $(\tau,\mu)$ , defined on the
stochastic basis $(\Omega, \mathcal{H},\mathcal{H}_{t}, \mathrm{P}^{*})$ . Suppose that $\varphi$ : $(\tau, \infty)\cross D\cross\Omegaarrow I$ be an element of
$P(D_{t}\cross \mathcal{H}_{t})$ . Given any cadlag function $n:\mathrm{R}_{+}arrow I$ , we can construct a $\sigma$-finite counting
measure $n^{*}$ on $\mathrm{R}_{+}\cross I$ by assigning an atom of mass one to each point $(s, z)s$uch that
$n(s)-n(s-)=z\neq 0$ . Put
$A(t,x,\omega):=n(*\{(s, z)\in[\mathcal{T}, t)\mathrm{x}I;$ $\varphi(s,y,\omega)>z\})$ (5)
and $B(t,X,\omega)=$ I $\{A(t,X,\omega)=0\}$ . Then we can define an $M_{F}(D)$-valued process $K[\varphi](t)$
by
$K[ \varphi;J](t):=\int_{D^{*}}$ I $\{J\}(y)B(t, X)G_{t}(d_{X})$ . (6)
Put
$I_{1}( \varphi, N)=\int\int_{D^{*}(t)}\varphi(S, y)dN(s,X)$
and
$I_{2}( \varphi,G)=\int\int_{D(t)}.\gamma(s,y)\varphi(S,y)2c_{s}(d_{X})dS$
with $D^{*}(t)=(\tau,t]\cross D^{*}$ . Then we define
$\Lambda[\varphi](t):=\exp\{I_{1}(\varphi, N)-\frac{1}{2}I2(\varphi,c)\}$ . (7)
Note that $\Lambda[\varphi](t)$ is a $\mathcal{H}_{t}$-martingale [EP95, p. 1798]. The new probability space $(\Omega,\mathcal{H}, \mathrm{P}^{*}[\varphi])$




(see Theorem 2.1 $(\mathrm{p}\mathrm{p}.125-126)$ and Theorem 2. $3\mathrm{b}(\mathrm{P}^{12}.7)$ , [EP94]). According to [DP91]
and suggested by [EP95], we introduce the following notation. For an IBSM process $X$ , we
can define $P_{\tau,\mu}^{*}\equiv P^{*}[\tau,\mu]$ as
$P^{*}[ \tau,\mu](A):=\int_{D}$ . $P_{x}^{*}\mathrm{t}(x/\tau/X)\in A\}\mu(dX)$ (9)
for any $A\in D^{*},$ $\mu\in M(D^{*})^{\mathcal{T}}$ . Generally,
$M(C)^{t}:=$ {$m\in M_{F}(C);y=y^{t}$ , m-a.s. $y\in C$}, $\forall t$ .
Also we define
$\overline{D}_{t}^{*}:=Dt+*$ { $P^{*}[\tau,\mu]$ –null subsets in $D^{*}$ },
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and $F^{*}$ denotes the space of $f\in b(\mathcal{B}(T_{0})\cross D^{*})$ such that $f(t, x)=f(t, X^{t})$ , for all $t\geq\tau$
and the mapping: $T_{0}\in trightarrow f(t, X)\in \mathrm{R}$ is $P^{*}[\tau, \mu]- \mathrm{a}.\mathrm{s}$. right continuous for all $t\geq\tau$ .
Let $A^{*}$ denote the totality of $(\varphi, \psi)\in F^{*}\cross F^{*}$ such that
$\Phi(t, X):=\varphi(t, X)-\varphi(\tau, X)-\int_{\tau+}^{t}\psi(s, x)dS$
is a $\overline{D}_{t}^{*}$-martingale under $P^{*}[\tau, \mu]$ for all $t\geq\tau$ . Furthermore we assume from now on that
the $(X^{s}, A^{*})$ historical process $G$ (resp. the $(Y^{S},$ $A)$ historical process $K$ ) are defined on
the filtered probability space $(\Omega.’ \mathcal{H}, \mathcal{H}_{t}, \mathrm{P})$ (resp. $(\Omega,$ $\mathcal{F},$ $\mathcal{F}_{t},$ $\mathrm{P})$ ) and also that
$\mathcal{F}_{t}:=\bigcap_{S>t}\sigma\{K_{l}.; \tau\leq r\leq s\}\sigma${ $\mathrm{P}$ -null sets},
for $t\geq\tau$ , and $\mathcal{F}=\vee\{\mathcal{F}_{t};t\geq\tau\}$ denotes the minimal a-algebra generated by $\{\mathcal{F}_{t};t\geq\tau\}$
and
$K(t, A)=G(t, \{x=(y,n)\in D^{*}; y\in A\})$ ,
holds for all $A\in D$ . We may further assume that $K$ is also a $(Y^{s},A)$ historical process on
$(\Omega, \mathcal{H}, \mathcal{H}_{t}, \mathrm{P})$ . Then we have
Proposition 4.(cf. Lemma 4.5, p.1794, [EP95]) Let $T$ be a $(D_{t}^{*}\cross \mathcal{H}_{t})$-stopping $\dot{t}i\pi oe$ such
that
$[T] \subset\bigcup_{m}[U_{m}]\cross\Omega$
where $\{U_{m}\}$ is a countable collection of $D_{t+}^{*}$-stopping times.
(a) Then
$\int_{D’}\Phi(t\wedge\tau(x),X)ct(d_{X})=\int\int_{D(t)}.\Phi$( $s$ A $\tau(x),x$) $dN(S,X)$
holds P-a.s. for any $t\geq\tau$ .
(b) The $boy\iota$ sides in he above equality belong to $M_{c}^{2}$ .
It is easy to show the following proposition if we apply Proposition 4 by making use of
Dawson’s Girsanov theorem [D93] (see also [P95]).
Proposition 5.(cf. Theorem 5.1, p.1798, [EP95]) The law of $K[\varphi]$ under $\mathrm{P}[\varphi]$ is equiva-
lent to the law of $K$ under P.
\S 3. Generalization of the Cylinder Function Case
As mentioned in Remark 2 of \S 1, the essential part of an extension of the Evans-Perkins
type integration formula is compressed into the study on its finite dimensional case, namely,
Theorem 3. The general case easily follows from a kind of routine work. So we shall only
take a short excursion to this topics in accordance with $[\mathrm{D}\mathrm{k}98\mathrm{a}]$ . We define a real valued
function $L^{*}$ on $C(M(D))$ by
$L^{*}[g]:= \int_{T_{\mathrm{O}}}g(t, D)L(dt)=\langle L,g(\cdot, D)\rangle$ . (10)
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If $F\in U(M(D))$ , then from definition (cf. \S 1) notice that $|\Delta F(f,g)|\leq L^{*}[g]$ holds for all
$f,g\in C(M(D))$ . By assumption of Theorem 2 we can easily obtain
Lemma 2. For $dlf,g\in C(M(D))$ , we have $|\Delta(F\mathrm{o}W[l])(f,g)|\leq(L^{*}\mathrm{o}W[l1)[g]$ .
In connection with the measure $L$ (see \S 1), we introduce the finite measure $L(l)\equiv L(l, dt)$
which concentrates its mass on $\{t^{(l)}(j);0\leq j\leq k[l]\}$ (cf. $[\mathrm{D}\mathrm{k}98\mathrm{a},$ $\mathrm{p}.5]$). We have $(L^{*}\mathrm{o}$
$W[l])[g]=\langle L(l),g(\cdot, D)\rangle$ for $g\in C(M(D))$ . Moreover,
$\lim_{larrow\infty}L(l, (s, +\infty))=L((s, +\infty))$ , $\lim_{larrow\infty}(L^{*}\mathrm{o}W[l])[f]=L^{*}[f]$
holds for all but countably many $s>\tau$ and for any $f\in C(M(D))$ . Recall that the following
lemma holds with ease for $s<t$ from Lemma $3.4(\mathrm{P}\mathrm{P}^{41- 4}.3)$ , [DP91].
Lemma 3. The following relations hold:
$\int g(t, D)Q(S,y;dg)=\int\xi(D)R(s, t,y;d\xi)=1$ .
The following Lemma 4 is a companion result (with the similar type equality in \S 1) directly
derived from Lemma 2.2 [EP95] if we repeat the same argument of projection operation
and predictable section theorem, which has been stated in \S 1. That is to say,
Lemma 4. There exists a bounded $D_{t}\cross \mathcal{F}_{t}$ -predictable function $I^{*}[F\mathrm{o}W[l]](S,y,\omega)$ such
that
$\mathrm{P}\int_{D}I[F\circ W[l]](\tau_{y},)K(\tau, dy)=\mathrm{P}\int_{D}I\#[F\mathrm{o}W[l]](\tau_{y},)K(\tau, dy)$
holds for all bounded $\mathcal{F}_{t}$-predictable stopping times $T$.
We introduce now the first important result in derivation for the general case.
Proposition 6. The equdity
$\mathrm{P}\int\int_{D(t)}\{Q(S,y-)sL^{*}[g]\}$ $K_{s}(dy)d_{S}$
$= \lim_{larrow\infty}\mathrm{P}\int\int_{D\langle\ell)}\{Q(S,yL*[l])[g]\}K_{s}(s-)(\circ Wdy)d_{\mathit{8}}$
hol&with $g\in C(M(D))$ for all $t>\tau$ .
It is quite interesting to note that Dawson’s Girsanov type theory stated in \S 2 remains
even valid if we replace $\varphi$ by $\Psi$ appearing in the statement of Theorem 3. As a matter of
fact, an $M_{F}(D)$-valued process $K[\Psi](t)$ is well-defined, $\Lambda[\Psi](t)$ is a $\mathcal{H}_{t}$-martingale, and the
probability measure $\mathrm{P}[\Psi](\cdot)$ is well-defined as well. In addition, note that Proposition 5
in \S 2 says that the law of $K[\Psi]$ under $\mathrm{P}[\Psi]$ is the same as that of $K$ und.er P. The next
proposition is one of the most important assertions in this section.
Proposition 7. For all $t>\tau$ , if $Z\in P(D_{t}\cross \mathcal{F}_{\mathrm{t}})$ , then
$\mathrm{P}\int\int_{D(t)}I\#[F](_{\mathit{8}},y)z(_{S}, y)$ $K_{s}(dy)d_{S}$
$= \lim_{larrow\infty}\mathrm{P}\int\int_{D(t)}I\#[F\mathrm{o}W[l]](s,y)Z(s,y)K_{s}(dy)d_{S}$ . (11)
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In order to get the above, we have only to apply the previous result Proposition 6 together
with Lemma 4 by employing the Fubini theorem and a variant of dominated convergence
theorem of Lebesgue type.
It is well known that for each $n\geq 1,$ $\mathrm{P}\{K_{\mathrm{t}}(D)^{n}\}$ is uniformly bounded on compact
intervals. On this account, we can deduce the next assertion by taking it into consideration
that $L$ has a compact support, i.e.,
Lemma 5. For each $n\geq 1,$ $\mathrm{P}\{(L^{*}\circ W[l])[K]^{n}\}$ is bounded in $l$ .
Another direct result by the aforementioned well known fact is: for all $t>\tau$ , the stochastic
integral
$\int\int_{D(t)}\varphi(_{S},y)d\mathit{1}\tilde{v}I(_{S}, y)$
has moments of all orders if $\varphi\in bP(D_{\mathrm{t}}\cross \mathcal{F}_{t})$ . The following $\mathrm{a}\mathrm{s}\mathrm{s}\dot{\mathrm{e}}$rtion is a simple result
from the aforementioned result and Lemma 5. That is, for all $t>\tau$
$\mathrm{P}|(L^{*}\circ W[l])[K]\int\int_{D(t)}\Psi(s, y)d\tilde{M}(S,y)|^{2}$ (12)
is bounded in $l$ . As we have $|(F\circ W[l])(K)|\leq|F(0)|+(L^{*}\mathrm{o}W[l])[K]$ from Lemma 2 (with
setting $g=0$) and $\lim_{larrow\infty}(F\circ W[l])(K)=F(K)$ from Lemma 1, a uniform integrability
argument (e.g. $[\mathrm{E}82],[\mathrm{J}\mathrm{s}87]$ ) together with (12) shows:
Proposition 8. For all $t>\tau$
$\mathrm{P}\{F(K)\int\int_{D(t)}\Psi(S,y)d\tilde{M}(s,y)\}=\lim_{larrow\infty}\mathrm{P}\{(F\circ W[l])(K)\int\int_{D(t)}\Psi(S,y)d\tilde{M}(s,y)\}$ .
To complete the extension discussion in this section we have only to observe that $F\circ W[l]$
satisfies all the conditions of the main result in this article, say, Theorem 3 (cf. Lemma 22,
pp.9-10, $[\mathrm{D}\mathrm{k}98\mathrm{a}])$ . Thus we have a finite dimensional special case of stochastic integration
by parts formula related to historical processes as far as Proposition 4 and Proposition 5
stated in \S 2 are both valid. Hence, an application of Theorem 3 with Proposition 8 leads
to
$\mathrm{P}\{F(K)\int\int_{D(t)}\Psi(s,y)d\tilde{M}\}$ $=$ $\lim_{larrow\infty}\mathrm{P}\{(F\circ W[l])(K)\int\int_{D(t)}\Psi(s,y)d\tilde{M}1$
$= \lim_{larrow\infty}\mathrm{P}\int\int_{D(t)}I^{\#}[F\circ W[l]]\gamma(S,y)\Psi(_{S},y)Ks(dy)d_{S}$
$=$ $\mathrm{P}\int\int_{D(t)}I^{\#}[F](_{S},y)\gamma(s,y)\Psi(S, y)Ks(dy)dS$ , (13)
because in the last equality we employed Proposition 7. Thus we attain
Theorem 9. $\mathrm{P}[F(K)\int\int\Psi(s,y)d\tilde{M}]=\mathrm{P}\int\int I\#[F]\gamma\{s,y)\Psi(S,y)K_{s}(dy)d_{S}$.
\S 4. Assumptions and Sketch of Proof of the Main Theorem
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We shall give a rough sketch of the proof of our main result (Theorem 3) which is stated
in \S 1. Since the space is limited, computation in details will be sacrificed for the sake
of simplicity and clearness. $D^{t}$ denotes the image of $D$ under the map: $y\mapsto y^{t}$ . We
define a measure $K^{*}[s, t]$ on $D^{s}$ by $K^{*}[s, t](F):=K_{\mathrm{t}}(\{y : y^{s}\in F\})$ . Then the measure
$K^{*}[s, \mathrm{t}]$ is atomic with a finite set of atoms, and we write $L[s, t](\subset D^{s})$ for the locations
of these atoms. For $s\in(a, b]$ , let $\lambda_{s}[\varphi]$ be the random measure on $D$ that places mass
$\varphi(s,y)$ at each point $y$ in $(L[b, \mathrm{c}1)^{s}=L[s, c]$ . On the other hand, let $\{T_{N}\}$ be a reducing
sequence [Tn98](see also [P95]). With some localization arguments in stochastic calculus,
the Perkins-Girsanov theorem of Dawson type guarantees the existence of a probability
measure $\mathrm{Q}_{N}$ on $(\Omega, \mathcal{F})$ such that
$\frac{d\mathrm{Q}_{N}}{d\mathrm{P}}|_{F_{l}}=\exp\{$ $\int_{\tau}^{t\wedge\tau_{N}}\int g\gamma^{-1}(_{S)}$ I $(g(s)\neq 0)d\tilde{M}(_{S},y)$
$\frac{1}{2}\int_{\tau}^{t\wedge T}N\int g^{2}\gamma^{-}(_{S})1$ I $(g(S)\neq 0)K_{s}(dy)dS\}$ .
For brevity’s sake we rather write $\mathcal{E}(t\wedge T_{N})$ than the above. On this account, $K_{\wedge T_{N}}$. satisfies
the martingale problem $(\mathrm{M}\mathrm{P})[\gamma_{N},$ $a_{N,N}b,$ $\mathrm{o}1$ instead of $(\mathrm{M}\mathrm{P})[\gamma, a, b,g]$ , where we set $f_{N}:=$
$f$ . I $(\tau<t\leq T_{N})$ . Moreover, for $s\in(a, b],$ $y\in D^{s}$ , the symbol $\mathcal{M}[s, y]$ denotes the
mapping of the set of functions $\{m:(\tau, \infty)arrow M_{F}(D)\}$ into itself and is defined as follows:
i.e., $\{\mathcal{M}[s,y]m\}t(F)$ is equal to $m_{t}(F)$ if $t<s$ , or is equal to $m_{t}(\{y’\in F : (y’)^{s}\neq y\})$ if
$t\geq s$ .
Let us now introduce our assumptions for the principal result, say, Theorem 3.
(A.1) $g:[\tau, \infty)\cross\Omega\cross Carrow \mathrm{R}$ is a $(\mathcal{F}_{t}\cross \mathrm{G})^{*}$-predictable process such that $g\gamma^{-1}$ . I $(g\neq 0)$
is locally bounded.
(A.2) For any predictable function $f$ on $[\tau, \infty)\cross I\cross D^{*}\cross\Omega$, the counting measure $n^{*}$
satisfies
$\int_{D^{\wedge}}\int\int_{(\tau,t}1^{\mathrm{x}}I)f(S, Z,X)n*(\ \otimes dzGt(d_{X)}$
$= \int_{\tau+}^{t}\int_{D}$. $( \int_{I}f(s, z,x)dZ)G_{s}(dx)\ + \int\int_{D()}.t(\int\int_{(\mathcal{T}s]},\mathrm{x}Iuf(,z,X)n*(du\otimes dz))dN(S,x)$ .
(A.3) There exists a random measure $\Lambda_{\varphi}$ on $(\tau, \infty)\cross D$ such that
$\int\int_{D(\infty)}f(_{S},y)\Lambda_{\varphi}(ds\otimes dy)=\int_{a+}^{b}\int_{D}f(s,y)\lambda_{s}[\varphi](dy)d_{S}$
holds for any suitable predictable function $f$ .
(A.4) $\Psi(s,y)\mathcal{E}(\mathrm{t} \mathrm{A} T_{N})^{-1}$ is uniformly bounded in $s,$ $K_{s}-\mathrm{a}.\mathrm{e}$ . $y,$ $\mathrm{Q}_{N^{-}}\mathrm{a}.\mathrm{s}$ .
(A.5) For $\epsilon>0$ we have
$\mathrm{Q}_{N}[F(K[\epsilon\varphi 1)-F(K)/\mathcal{F}]$
$=$ $\epsilon\cdot \mathrm{e}^{-e\Lambda_{\varphi}((\tau}’\int\infty)\mathrm{X}D)\int_{D}\mathrm{t}\infty)\varphi\{F(\mathcal{M}[_{S},y]K)-F(K)\}\Lambda(dS\otimes dy)+R(\in, F,\varphi)$
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where the residue function $R$ satisfies $|R(\epsilon, F, \varphi)|\leq o(\epsilon)$ .
Thanks to (A.1) we.can resort to the Perkins-Girsanov theorem to reduce it to a simpler
case. That is, it is sufficient to verify the integral formula for a special $\{\gamma_{N}, a_{N}, b_{n}, 0\}-$
historical process $K_{\wedge T_{N}}$. under $\mathrm{Q}_{N}$ instead of the generalized $K$ with P. Indeed what
we have to show is
. $\mathrm{Q}_{N}\{\Phi(K_{\wedge\tau_{N}}.)\int\int\Psi\cdot \mathcal{E}(s\wedge T_{N})^{-}1d\tilde{M}\}=\mathrm{Q}_{N}\int\int I^{\#}[\Phi]\gamma\Psi\cdot \mathcal{E}(S\wedge T_{N})^{-1}dK_{s}d_{S}$ .
Both sides above are well-defined by virtue of (A.4). Furthermore, $\varphi=\Psi\cdot \mathcal{E}^{-1}$ is applicable
to (5)$-(7)$ in \S 2. Hence, by the auguments in \S 2, $\Lambda[\Psi\cdot \mathcal{E}^{-1}](t)$ is a $\mathcal{H}_{t}$-martingale and the
measure $\mathrm{Q}_{N}[\Psi\cdot \mathcal{E}^{-1}]$ is given by $\mathrm{Q}_{N}[\{\cdot\}\Lambda[\Psi\cdot \mathcal{E}^{-1}]]$ . Then it follows ffom Proposition
5 that the law of $K_{\wedge T_{N}}.[\Psi\cdot \mathcal{E}^{-1}]$ under $\mathrm{Q}_{N}[\Psi\cdot \mathcal{E}^{-1}]$ is equivalent to that of $K_{\wedge T_{N}}$. under
$\mathrm{Q}_{N}$ , which implies that
$\mathrm{Q}_{N}\{\Phi(K.\wedge T_{N})\}=\mathrm{Q}_{N}[\xi\Psi \mathcal{E}^{-1}]\{\Phi(K.\wedge T_{N}[\epsilon\Psi \mathcal{E}-1])]$.
With an application of elementary stochastic calculus, this enables us to acquire further
reduction, namely, a siniple computation of limit. As a matter of fact, we have only to
compute
$\lim_{\epsilon\downarrow 0}\epsilon^{-1}\mathrm{Q}_{N}\{\Phi(K_{\wedge T_{N}}.[\in\Psi \mathcal{E}-1])-\Phi(K.\wedge\tau_{N})\}$ . (14)
Clearly (A.5) works nicely for this calculation. While, knowledge of Campbell measure
and cluster random measure, especially understanding of Poisson cluster representation
is really helpful in proceeding the computation of (14), together with (A.2), (A.3) and
(A.5). In fact, after longsome calculation and a little elaborate consideration of measure
transformation, we observe
$\mathrm{Q}_{N}\int\int\{\Phi(\mathcal{M}[_{S},y]K.\wedge\tau_{N})$ $\Phi(K_{\wedge\tau_{N}}.)\}\Lambda\Psi\cdot \mathcal{E}-1(ds\otimes dy)$
$=$ $- \mathrm{Q}_{N}\int\int I^{\#}[\Phi]\gamma\cdot\Psi \mathcal{E}^{-}1dKs\wedge\tau_{N}ds$.
Consequently the integral formula is established by a limit procedure of another term:
$\epsilon^{-1}\mathrm{Q}_{N}[\Phi(K_{\wedge}.\tau N)\cdot(\Lambda[\epsilon\Psi \mathcal{E}-1](t)-1)]$ .
The $1\mathrm{a}s\mathrm{t}$ computation requires uniform boundedness argument as well as convergence dis-
cussion of stochastic integral, which can be muddled through by assumption.
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