We construct and analyze new local radiation boundary condition sequences for first order, isotropic, hyperbolic systems. The new conditions are based on representations of solutions of the scalar wave equation in terms of modes which both propagate and decay. Employing radiation boundary conditions which are exact on discretizations of the complete wave expansions essentially eliminates the long time nonuniformities encountered when using the standard local methods (PML or Higdon sequences). Precisely we prove that the cost in terms of degrees-of-freedom per boundary point scales with ln
1. Introduction. A central issue in the development of efficient computational methods for simulating time-domain wave propagation is the imposition of accurate, near-field radiation boundary conditions. In recent years a number of new techniques have been proposed which are capable of providing arbitrary accuracy [15, 16, 20] . Foremost among these are fast, low-memory algorithms for evaluating integral operators appearing in exact formulations [1, 2, 28] , the perfectly matched layer (PML) [6, 3] , and arbitrary-order local radiation boundary condition sequences [22, 13, 17, 14] . The integral equation formulations have the advantage of excellent long-time accuracy, but require special boundary shapes and, in 3+1 dimensions, spherical harmonic transforms. The local methods, on the other hand, can be used on polygonal artificial boundaries fit tightly arond scatterers or other inhomogeneities, but become costly if long-time accuracy is required [8, 9, 10] .
The goal of this paper is to present a method which combines the excellent longtime accuracy of the nonlocal conditions with the geometric flexibility of the local methods. Following the constructions in [22, 13, 17, 14] , we focus on auxiliary variable formulations applicable on polygonal artificial boundaries. Precisely we prove that the number of auxiliary variables, P , required to obtain an accuracy up to time T satisfies:
where δ > 0 is the distance from the artificial boundary to the domain containing sources, scatterers, or other inhomogeneities. For efficient discretization it is natural to choose δ ∼ λ where λ is the smallest wavelength of interest. Then the asymptotic complexity matches that of the optimized spatially nonlocal approximations constructed in [2] . Thus, in our view, the proposed method provides a satisfactory solution to the time-domain domain truncation problem for isotropic systems, and it has the potential for generalization to more complex models. In contrast, the exact reflection coefficients calculated by Diaz and Joly [9] show that if the standard parametrizations of local radiation boundary conditions are used the number of auxiliary functions satisfies:
Our numerical experiments below and in [17, 21, 18] confirm the poor long time error behavior when conditions constructed using Padé or more general Higdon parameters [25] are used. The simple explanation is that the standard parametrizations are only accurate for propagating modes. The new construction works by explicitly approximating an exact representation of the solution, the complete wave representation. We also note that, although our focus here is on auxiliary variable formulations of local boundary condition sequences, it is now known that such sequences can be viewed as specific discretizations of perfectly matched layers [4, 14] . Thus our construction also suggests a certain combination of real and complex grid stretching to optimize PML discretizations. This will be pursued elsewhere. We note that a uniform discretization of a PML also suffers from long-time error growth. Diaz and Joly [10] have calculated the exact reflection coefficient which, for a layer of width L and average absorption coefficientσ, implies:
3)
The remainder of the paper is organized as follows. In Section 2 we give an elementary derivation of the complete wave representation for the scalar wave equation and show how it can be easily extended to systems. In Section 3 we discuss how the continuous representation can be approximated by a finite one and derive an easilyimplemented sequence of radiation boundary conditions (for first-order systems) which are exact on the finite representation. In Section 4 we prove the well-posedness of the resulting initial-boundary value problems and establish an error estimate for general choices of the parameters. In Section 5 we display a specific choice of parameters which we prove leads to the favorable complexity estimates claimed above. We also carry out a numerical construction to optimize the error estimates for particular values of the dimensionless parameter cT /δ. In Section 6 we separately discuss the structure of the boundary system and we explain our construction of the corner closures in Section 7. Finally, in Section 8 we demonstrate the implementation of the method in a finite difference code, including the implementation of corner compatibility conditions, and present some simple numerical experiments demonstrating the proposed method's excellent accuracy. We note that additional experiments for Maxwell's equations [33] will appear elsewhere. For the scalar wave equation it is more convenient to implement conditions based on an alternative representation involving the sum of propagating and evanescent modes. Boundary conditions based on such alternate representations are tested in [21, 18] and optimal parametrizations are developed in [11] .
2. Complete wave representations. Suppose u(x, y, t) satisfies the scalar wave equation in the half-space x > −δ for some δ > 0. That is:
with u = 0 at t = 0. Here we suppose the field is produced by sources, scatterers, and other inhomogeneities located in the half-space x < −δ. These effects are all accounted for by Dirichlet data:
We then easily derive a formula for the evolution in x of the transverse-Fourier-Laplace transforms of the solution of (2.1)-(2.2):
Here k ∈ R d−1 are the dual Fourier variables to the transverse spatial coordinates y, |k| is the Euclidean norm, s is the dual Laplace variable to time, ands = s c . The branch of the square root is chosen to have positive real part for s > 0. Now invert the transform, integrating with respect to k over the real hyperplane R d−1 and with respect to s over the contour, s = iω +
1
T with ω real. Here T > 0 is fixed and has units of time. For numerical methods T will measure the time over which approximations based on the exact representation are valid. We begin by representing the square root. Setting
we have
where by squaring we deduce
As the right-hand side of the second equation above is an increasing function of a 2 and is not greater than the left-hand side when a 2 = 1 we conclude that for the branch of the square root chosen a ≥ 1. Thus we have for some φ ∈ [0,
Reintroducing s we finally have:
where
Going over to polar coordinates, ρ, θ ∈ S d−2 , in the dual spatial variables and replacing ρ = |k| by ρ(φ, ω) we obtain:
we finally have our complete wave representation of the solution, valid for x > −δ:
Note that an alternative representation can be derived by inverting the Laplace transform along the imaginary axis. Then we express the solution as a superposition of propagating waves at all possible angles and evanescent waves at all possible decay rates. Such an expression has been analyzed in the time domain by Heyman [24] and plays an important role in the plane wave fast time-domain algorithm [12] . We have also used it to derive radiation boundary conditions [18] . The expression given here is somewhat more efficient for first order systems, but the alternative expression given in [18] has some advantages for second order formulations.
2.1. Extension to systems and other generalizations. To extend (2.14) to isotropic systems we simply note that the representation above holds for any field component which satisfies the scalar wave equation. For example, suppose the equations of acoustics hold in x > −δ:
Then by our assumptions on the initial data ∇ × v = 0 so we may introduce a velocity potential, v = ∇q, cp = − ∂q ∂t . Then q satsfies the scalar wave equation and thus p and v admit the representation (2.14). Similar considerations hold for Maxwell's equations which are discussed in more detail in [33] .
The representation may also apply to systems with multiple wave speeds. Consider, for example, Navier's equations of linear elasticity:
Introducing the Helmholtz decomposition of w:
we derive scalar wave equations for q and the components of η:
Thus q and η satsify (2.14), albeit with different wavespeeds, and hence w satsfies a combined representation:
Lastly we consider an anisotropic example, the acoustics system in a subsonic mean flow:
Now we introduce the Helmholtz decomposition of v: 25) leading to the equations:
The solution of the transport equation (2.27) in the half-space is dependent on the sign of V x . If V x ≤ 0 then η = 0 but if V x > 0 then: 
Following the same decomposition of the inversion integrals as in the case of the standard wave equation yields the slightly more complex formula:
The formula clearly displays the possibility of incoming phase velocities for outgoing waves at outflow. We have not as yet considered the problem of constructing stable boundary conditions based on this representation, but we plan to do so in the future. This issue is closely related to the problem of constructing stable perfectly matched layers for anisotropic systems, which is still not completely understood [5, 3] .
3. Approximate local boundary condition sequences. We now use (2.14) to derive approximate local boundary condition sequences. We focus on first order systems; the treatment of second order formulations is discussed in [21] .
By way of motivation, consider an approximation to (2.14) derived by replacing the φ integral by a quadrature rule with nodes φ j and weights h j :
Generalizing the construction of [22] , we introduce a second set of anglesφ j and define auxiliary functions u j (x, y, t) by setting u 0 = u and recursively solving in x > −δ:
subject to u j+1 (x, y, 0) = 0. It is straightforward to see that the individual terms in (3.1) are annihilated by one of the differential operators on the right-hand side of (3.2). Thus if we replaced u 0 by the approximate representation we would conclude:
We now simply impose (3.3) on incoming normal characteristic variables. Precisely, consider the first order hyperbolic system:
where we have put A in diagonal form:
and the diagonal matrices D ± are positive. Block w according to the blocks of A:
As in [22] , a simple induction argument shows that vector functions w j defined via (3.2) (with u replaced by w) will also satisfy (3.5). Multiplying the recursion relations by A and eliminating x derivatives yields the following system which can be considered along the boundary x = 0:
Imposing the termination condition:
we see that (3.7) implicitly defines a relationship between the outgoing characteristic variables w 0,+ and the incoming characteristic variables, w 0,− . Precisely, if we assume the functions w j are given along the boundary x = 0 for some time t and in addition that
is known, then the remaining time derivatives may be directly computed. For the auxiliary variables associated with the outgoing characteristics we may solve for increasing j:
For the auxiliary variables associated with the incoming variables, on the other hand, we solve for decreasing j:
Lastly the time derivatives of the w j,c may be computed using the hyperbolic system itself:
We note that the implementation of this method within a standard time-stepping procedure is straightforward. We will discuss below how this has been done for difference methods, while in [33] discontinuous Galerkin methods are used. As presented so far, the formulation may seem somewhat ad hoc. However, it will be shown in the next section that it is equivalent to a rational interpolant of the symbol of nonlocal operators arising in exact boundary condition representations, with the interpolation nodes determined by both φ j andφ j .
The formal connection between (3.2) and a discretized PML is also easily established in the special case φ j =φ j . Solving for the x-derivatives and reintroducing the temporal Laplace transform we obtain:
We clearly recognize a box scheme discretization with a frequency-dependent mesh spacing,Ĥ j . (See also [4] .)
4. Analysis. To derive error estimates we must estimate the complex reflection coefficient. For simplicity we will carry out the analysis for the acoustic system with d = 3, but similar estimates for Maxwell's equations and for other dimensions could be derived in the same way. (See [18] for a direct treatment of the scalar wave equation.)
We consider the system in diagonalized form and slightly change notation:
Specialized to this sytem equations (3.9)-(3.11) become:
Assume that the solution is produced by sources and Cauchy data in the region x < −δ and that the artificial boundary is located at x = 0. The error then satisfies the homogeneous system with zero initial data driven only by reflections from the artificial boundary. These we estimate using the data at x = −δ, which is crucial if positive results are to be obtained. (Roughly, the derivation of finite time estimates with separation between sources and the boundary excludes glancing modes.)
Performing a Fourier-Laplace transformation as before, the solution for x > −δ can be completely characterized byŵ + (−δ, k, s):
where we have introduced
Similarly, the error is a reflected wave completely characterized byê − (0, k, s):
Nowê − (0, k, s) can be directly calculated using the boundary recursion. Lemma 4.1. The reflection from the artificial boundary is given by:
12)
Proof: We introduce the notation: 13) and use the transform of (4.7) to eliminatev tan,j . The transform of (4.5),(4.6) is then given by:
Assuming s > 0 we have γ = 0 and may write:
Comparing with (4.8), (4.10) we have:
so that
Moreover the termination condition implies:
Substituting (4.16) into (4.14)-(4.15), noting that |k| 2 = γ 2 −s 2 , and introducing the notation: 20) we find that:
We recognize a pair of independent homogeneous equations for the quantities α +,j a j+1 + α −,j a j and α +,j b j +ᾱ −,j b j+1 which must be zero. Hence
Applying (4.19) and (4.18) produces (4.12).
Using this explicit representation for the reflection coefficient we can directly establish the well-posedness of the system with the approximate boundary and write down error estimates.
Theorem 4.2. The initial-boundary value problem for the acoustic system in the half-space x < 0 with the complete radiation boundary conditions (3.7)-(3.8) is strongly well-posed. Moreover there exists a universal constant C such that for x < 0:
Proof: To establish well-posedness we sets = η + iω with η > 0 and using (2.8) conclude from (4.12) that:
As 0 ≤ φ ≤ π 2 we immediately conclude that |R| < 1. To derive the error estimate we set η = 1 cT . Then |R| simplifies to ρ. Recalling Parseval's relation for Fourier-Laplace transforms (e.g. [27, Ch. 7] ) the result is immediate. . 4.1. Equivalent rational approximant. From (4.25) we recognize that the approximate boundary conditions are exact not only for terms in the complete wave expansion with parameter φ j but also with parameterφ j . It is of interest to relate the approximate conditions to some approximation to the symbol of nonlocal operators appearing in an exact boundary condition. We may take the latter to be:
To compute the symbol of the approximate condition we simply repeat the calculation of the reflection coefficient noting that:
We conclude that the approximation satisfies:
Clearly we have written an even rational function of γ and thus a rational function of s and |k| 2 . Moreover, the symbol of the exact condition is interpolated wherever P (γ) = 0. Rational approximation to the symbol of the exact condition is a standard approach to deriving approximate radiation boundary conditions; see, for example, [23] . However, previous work was typically restricted to homogeneous rational approximants. Those constructed here are not homogeneous functions of s and |k|. They depend directly on the time scale T or, equivalently, the choice of contour where the exact symbol is interpolated.
5. Parameter selection. According to (4.25) , the error estimate is optimized by choosing angles, φ j , to minimize ρ. Here we adapt Newman's well-known construction of rational approximants to |x| [29] to derive an explicit set of angles which achieve the tolerance with P = O(ln 1 · ln cT δ ). (See [30] for a further discussion of optimal approximations to similar functions.)
Choosing a tolerance, > 0, we note that both the exponential factor and the parameter-dependent factor in (4.25) are bounded above by one. Thus we can satisfy the tolerance by making either less than . We begin by considering the regime where cos φ is small. In particular we have: Now restrict attention to the interval c 0 ≤ cos φ ≤ 1 and consider the problem of minimizing:
where now the parameters a j encompass both cos φ j and cosφ j . Following [29] set:
We thus must choose P sufficiently large that:
Assuming for simplicity that 1, cT δ 1 it is sufficient to satisfy: 
10) and the complete radiation boundary conditions (3.7)-(3.8) are imposed with parameters:
cos φ j = c 2j+1 2P +2 0 , cosφ j = c j+1 P +1 0 ,(5.
11)
for j = 0, . . . , P and c 0 defined by (5.2) the error satisfies:
Clearly this analysis, by considering only one of the factors in (4.25) at a time, does not produce optimal error estimates or optimal parameters. For practical purposes we will compute parameters numerically by minimizing ρ for fixed values of δ cT and P . We employ the standard Remez algorithm (e.g. [30] ) with initial approximations provided by the geometric distribution introduced above. We note that the computation is extremely rapid, so that in practice one could directly compute a minimal P -value and the associated parameters for input values of and δ cT . In Table 5 We first note that even for δ/cT = 10 −4 , which should be viewed as a very challenging problem, an accuracy better than 0.05% is guaranteed with P = 8. Thus in most practical circumstances the method will provide acceptable accuracy for negligible effort. Second, the decay of ρ with increasing P is clearly spectral and consistent with the analysis given above.
In Figure 5 .1 we plot the optimal cosines for 6. Hyperbolicity of the boundary system. Although we have proven that the initial-boundary value problem for the acoustic system combined with the approximate radiation boundary conditions is strongly well-posed, we would like to additionally consider the well-posedness of the boundary system in isolation. This leads to confidence that it can be directly discretized as a hyperbolic system and also motivates the form of the corner closures we will seek. To that end we consider (4.5)-(4.6) for j = 0, . . . , P , (4.7) for j = 0, . . . , P + 1, supplemented by (4.1), with ∂w + ∂x treated as an inhomogeneous term and w −,P +1 = 0. In three space dimensions we then have a system of 4P + 7 first order equations on the boundary (3P + 5 in two space dimensions). To analyze them we drop the zero order terms and set the inhomogeneous term, As in the calculation of the reflection coefficient we eliminatev tan,j and obtain: 
Following the calculation of the reflection coefficients we set γ = λ 2 + |k|
2 , α ±,j = γ ± λ cos φ j ,ᾱ ±,j = γ ± λ cosφ j and for γ, λ = 0 write:
Again we find that:
Now incorporating the termination condition and (6.5) we conclude that λ = 0, ±i|k| is an eigenvalue if and only if:
This occurs only for λ imaginary such that γ is real. (See also Theorem 3 in [31] .) We thus conclude: Lemma 6.1. The boundary system is hyperbolic with characteristic speeds less than or equal to c.
Corner closures.
To apply the boundary conditions for problems which are not transversely periodic, we must impose boundary conditions on the auxiliary variable system at points where the artificial boundary meets another boundary, either physical or artificial. From the preceding analysis we can view the auxiliary variable system as a hyperbolic system and seek boundary conditions in the form determined by its characteristic structure. As the system is clearly isotropic in space we need simply determine the number of characteristic directions which are tangential to the boundary of the artificial boundary.
As above, the analysis proceeds with lower order and inhomogeneous terms eliminated. Note that the difference of (4.5) and (4.6) already yields P +1 equations with no spatial derivatives. Now consider the equation determining eigenvalues, (6.12), with λ > 0 and the component of k normal to the boundary of the artificial boundary a variable. If we define:
we may rewrite it as:
This is a homogeneous equation in |k| 2 and λ 2 of degree P +2 in the squared variables. As there can be no solutions with k real, we conclude there are P + 2 solutions with imaginary parts of each sign. Thus P + 2 boundary conditions are required, both in two and three space dimensions.
Physical boundaries.
At physical boundaries the acoustic system requires a single boundary condition. We suppose it takes the general form:
with g = 0 for x > −δ. For example, we may consider the solid wall boundary condition v · n = 0 where n is normal to the boundary. As the linear combination of variables on the left-hand side of (7.3) applied to the auxiliary variables p j , v j satisfies the basic recursion relations (3.2) we conclude:
We then impose these as our boundary conditions. Note that we
have not yet tried to analyze the well-posedness of the boundary system terminated with (7.4), but we have encountered no instabilities in numerical experiments.
Intersection of artificial boundaries.
In this case we have no direct way to translate the boundary conditions from the adjacent boundary to termination conditions for the auxiliary variables. Instead, we attempt to generalize the closures based on compatibility conditions first proposed for homogeneous rational approximants in [7, 32, 26] . Our construction is closely related to the one presented in [14] , and in particular it can be easily interpreted via the analogy with PML mentioned earlier as a corner layer.
To minimize the algebraic complexity, we will focus first on the case of two space dimensions. We also make the unnecessary assumptions that identical parameters and boundary condition orders are being used on each piece of the boundary and that the boundaries meet at a right angle. The more general case of boundaries meeting at angles greater than or equal to π 2 will be described in [33] . We identify the coordinates x and y as the normals to the two boundaries.
We now define a doubly indexed collection of auxiliary variables which satisfy both the recursions (3.2) associated with the two normals.
Note that the variables u 0,k can be identified with the auxilary variables for the piece of the artificial boundary with normal coordinate x and u j,0 identified with variables for the piece with normal coordinate y. Combining (7.5) with (7.6) for each component together with the acoustic system itself allows us to eliminate all spatial derivatives The only subtlety to the process comes from the fact that each direction is characteristic. The final forms we obtain are as follows. For j, k = 0, . . . , P :
For j = 0, . . . P + 1, k = 0, . . . , P :
And for j = 0, . . . P , k = 0, . . . , P + 1:
Clearly we have written down 3(P + 1) 2 + 2(P + 1) ordinary differential equations for 3(P + 2) 2 variables. To close the system we require 4P + 7 additional equations. We obtain 2P + 4 equations by specifying "outgoing characteristic" data from each edge. Precisely, let n x , n y = ±1 be the components of the normal vectors to the boundaries. For k = 0, . . . , P + 1: 10) and for j = 0, . . . , P + 1:
The remaining 2P + 3 conditions follow from the termination conditions, which we average for j = k = P + 1. For k = 0, . . . , P : 12) for j = 0, . . . , P :
and 2 ∂p P +1,P +1 ∂t − n x ∂v x,P +1,P +1 ∂t − n y ∂v y,P +1,P +1 ∂t = 0. (7.14)
Solving this sytem provides us with the time derivatives of all auxiliary variables from each edge at the corner point. In three space dimensions an analagous set of 4(P + 2) 3 equations can be written down at a corner point where three boundary faces meet. On edges we derive equations similar to the two-dimensional corner case which also include spatial derivatives along the edge. We have not yet implemented the corner closures in three space dimensions, but plan to do so in the future. We also emphasize that while the construction described above is clearly consistent with the construction of the boundary conditions and that numerical experiments show that it is stable and accurate, we have not analyzed it.
Numerical experiments.
To demonstrate the effectiveness of the proposed conditions we carry out two numerical experiments with the acoustic system in 2 + 1 dimensions. In each case we employ 8th-order grid-stabilized difference methods in space combined with the standard 4th order Runge-Kutta method in time. (See [19] for details.) The boundary system for the auxiliary variables is approximated with exactly the same methods and grid as the interior system. 8.1. Point source in a duct. Here we set c = 1 and consider for 0 ≤ t ≤ 100, x ∈ R, 0 < y < 1:
We take:
Here r is the distance to the point source, (x − x s ) 2 + (y − y s ) 2 . We consider three different choices for the latter: To impose the boundary condition on the duct wall we compute the time derivative of the outgoing characteristic variable using 8th order one-sided differencing, as discussed in [19] , and set the time derivative of the incoming variable so that ∂v y ∂t = 0. As discussed above, we use the same boundary conditions for the auxiliary variables, v y,j = 0, and impose them the same way.
We take our computational domain to be [0, L] × [0, 1]. At x = 0 we set the incoming characteristic equal to the exact solution and at x = L impose the approximate radiation boundary condition. We generally choose L as small as possible while maintaing a uniform grid spacing in each dimension. Note that the closer the domain to the source location the finer the grid required to resolve the initial front.
We begin with the furthest separation of the source from the boundary, x s = −1, and take L = .02. We use boundary condition parameters computed for δ cT = 10 −2 , setting T = 100. In Figure 8 .1 we plot the L 2 -error relative to the maximum recorded L 2 -norm of the solution for P = 4, 8, 12. We clearly observe nearly uniform accuracy in time and spectral convergence with increasing P until the discretization error levels are attained. Indeed, for P = 4 and P = 8 the observed maximum errors match the reflection coefficients displayed in Table 5 .1, while for P = 12 the effects of discretization error are measurable. Note that the computation was carried out with ∆x = ∆y = 2 × 10 −3 and ∆t = 3.3 × 10 −4 . By way of comparison in Figure 8 .2 we plot the errors obtained using Padé parameters, cos φ j = cosφ j = 1 and the same values of P . The long time nonuniformity of the error, as predicted in [9] , is evident, with all errors exceeding 10 −2 for t > 20. Figure 8 .3. Again we observe spectral convergence to discretization error levels, though as expected for this more difficult case the rates are somewhat decreased in comparison to the first problem. Again the reflection coefficients correctly predict the error levels.
In this case we also consider the effect of choosing parameters mismatched to the actual source location. In particular we fix P = 8 and consider the choices: ( δ cT ≡ η = 10 −2 , T = 100), (η = 10 −2 , T = 10), (η = 10 −4 , T = 100). The errors are plotted in Figure 8 .4. Clearly the best overall results are obtained using the "correct" parameters, (η = 10 −3 , T = 100). With η chosen too large the short time error is comparitively large while with T chosen too small the long time error is large. However, for η = 10 −4 the results, though suboptimal, are reasonable. This is as expected as the error estimates for a particular choice of η and T hold so long as the actual source locations and simulation times exceed those used to determine the parameters. Figure 8 .5. Again we observe spectral convergence, though at a further reduced rate, with error levels predicted by the reflection coefficients for P = 4 − 12. The effects of discretization error are noticeable for P = 16, particularly at early times. The computational domain is (−1.1, 1.1) × (−.2, .2). Now we use the complete radiation conditions on all four sides, applying the corner closure described above. Parameters are based on the choice δ cT = 10 −3 , T = 100. We record the pressure at three spatial locations: (.2571, .07143),(.8057, .07143),(1.0971, .07143) . We take ∆x = ∆y = 2.8571 × 10 −3 , ∆t = 5 × 10 −4 . As we have no exact solution, errors are measured against a solution computed with a PML of 500 points in each layer direction. Precisely, we use the PML formulation of [3] with a complex frequency shift parameter of α = .05 and hyperbolic tangent damping and grid stretching profiles with a maximum value, σ max = 20, of the damping parameter and a maximum value of γ max = 3 of the grid stretching parameter. Comparisons with results obtained using layers with 300 and 400 points and different absorption and stretching amplitudes lead to the conclusion that the infinite grid solution has been computed to more than 13 digits of accuracy.
We display the results in Figure 8 .6. Again the convergence is spectral with error levels commensurate with the reflection coefficients. In particular, we observe no adverse effects from the corner closures.
9. Conclusions. We have introduced a new parametrization of local radiation boundary conditions. We call them complete radiation boundary conditions, as they are designed to absorb waves uniformly throughout a novel exact representation of waves in a half-space, which we call the complete wave representation. We prove that the new conditions satisfy very favorable complexity estimates relative to existing local treatments such as Higdon sequences or the perfectly matched layer. Only compressed nonlocal conditions are known to satisfy similar bounds, but unlike these we have demonstrated experimentally that the complete conditions can be applied in geometrically flexible polygonal domains with no apparent loss of accuracy. Thus we argue that they represent a comprehensive solution to the longstanding problem of domain truncation for waves in isotropic media. 
