Abstract. In this paper, certain natural and elementary polygonal objects in Euclidean space, the stable polygons, are introduced, and the novel moduli spaces M r,ε of stable polygons are constructed as complex analytic spaces. These new moduli spaces are shown to be projective and isomorphic to the moduli space M 0,n of the Deligne-Mumford stable curves of genus 0. Built into the structures of stable polygons are some natural data canonically giving rise to a family of symplectic Kähler structures. This, via the link to M 0,n , brings up a new tool to study the Kähler topology of M 0,n .
Introduction
This paper concerns the geometry of some natural and elementary polygonal objects in R 3 . We introduce certain novel moduli spaces whose points represent the equivalent classes of stable polygons in the Euclidean space. A stable polygon grows out of an ordinary (spatial) polygon by adding necessary "bubble" polygons: the effect of these bubbles is to "remedy" the edges that point to the same direction so as to obtain well-behaved and geometrically meaningful limits of a family of generic (ordinary) polygons. This is analogous to the old idea of stable degeneration of smooth pointed algebraic curves. Indeed, our first main theorem asserts that the moduli spaces M r,ε of stable ngons are all biholomorphic to the complex manifold that underlies the projective moduli space M 0,n of the Deligne-Mumford stable n-pointed curves of genus zero.
The definition of a stable pointed algebraic curve depends on no auxiliary data. Contrary to this, however, a stable polygon depends on two sorts of choices: a fixed length vector r = (r 1 , . . . , r n ) and a prescription of suitably small positive numbers ε = {ǫ J } J where J are certain (r-relevant) subsets of [n] = {1, . . . , n}. After a worrying pause, we are happy to announce that the choices of data amount to various naturally built-in symplectic forms Ω r,ǫ on the moduli spaces M r,ε . This brings up a novel angle to look at the Kähler cone of M 0,n .
Indeed, by forgetting all the "bubbles", M r,ε projects onto M r , the moduli space of ordinary polygons which comes equipped with a natural symplectic from ω r . Then, the ambiguity of the so-called symplectic ε-blowup π r,ε : (M r,ε , Ω r,ǫ ) → (M r , ω r ) explains, from a supporting point of view, the naturality and legality of the auxiliary choice of ε. There are two kinds of special cases of these blowups. For one kind of special choices of r, M r is isomorphic to (P 1 ) n−3 (see 3.7). In this case, our presentation of the blowup M r,ε → M r , putting aside symplectic structures, specializes to the blowup representation of M 0,n , M 0,n → (P 1 ) n−3 , as studied by Keel in [10] . For some other special choices of r, M r is isomorphic to P n−3 (see 3.3) . In this case, our blowup M r,ε → M r , again forgetting symplectic structures, amounts to the blowup representation of M 0,n , M 0,n → P n−3 , as described by Kapranov in [9] .
On a different connection, it is known ( [9] ) that M 0,n is, as a projective variety, isomorphic to 1. the Chow quotient (P 1 ) n // ch PGL(2, C), parametrizing the closures of the generic orbits of P GL(2, C) on (P 1 ) n and their limits; 2. the Chow quotient G(2, C n )// ch (C * ) n−1 , parametrizing the closures of the generic orbits of (C * ) n−1 on the Grassmannian G(2, C n ) and their limits.
Thus, our results solve a special case of the following general questions: What are the symplectic space structures on the Chow (Hilbert, or limit) quotient from the point of view of symplectic reductions? In fact, much more should be asked (cf. Remark 6.8) Question. Given a projective variety X acted on by an algebraic group G. What are relations between the G-ample cone (see Definition 3.2.1 of [2] ) and the ample cone of the Chow quotient X// ch G?
In good cases, the two cones should be harmoniously linked ( [7] ). For further development, we expect that M r,ε ( ∼ = M 0,n ) will be of some use in the study of the moduli space M 0,n (X) of the genus zero stable maps into a projective variety X. These stable maps are the key ingredients in the Gromov-Witten theory.
Here is the structure of this paper. Sections 2 provides necessary backgrounds on the symplectic geometry of the ordinary n-gons. In Section 3, favorable moduli spaces of ordinary n-gons are characterized in terms of their defining side length vectors (chambers). They are useful throughout the paper. Section 4 introduces our principal objects of study, stable polygons, mainly in set-theoretic terms. In Section 5, we show how naturally stable polygons converge together to form a smooth compact complex analytic variety which carries canonically built-in symplectic Kähler forms in abundant cases. Relation with the moduli spaces of the ordinary polygons follows readily. Section 6 connects the new moduli spaces with the moduli space M 0,n of the Deligne-Mumford stable n-pointed curves of genus zero. This leads to new insights to the Kähler topology of M 0,n which is discussed in the end.
There are some previous works on the moduli spaces of ordinary polygons ( [14] , [12] , [8] , [4] , among others) which may fall into the general framework on relations between geometric invariant theory (GIT) quotients and symplectic reductions ( [13] , [3] , [11] , [1] , [5] , [2] , and so on). The idea that M 0,n ought to have a counterpart in terms of symplectic geometry was based on the observation ( [9] and [5] ) on a natural connection between GIT quotients and Chow (Hilbert, respectively) quotient.
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Geometry of ordinary polygons
Much of the results on ordinary polygons follows directly from some well-known general theory. See [8] , for example, for a self-contained treatment.
2.1. A (spatial) polygon with n-sides in Euclidean space is determined by its labeled n vertices {v 1 , · · · , v n } and these vertices are joined in cyclic order by the directed edges {e 1 , · · · , e n } where e i starts from v i and ends at v i+1 (here we set v n+1 = v 1 ). Since the n-gon is closed, {e 1 , · · · , e n }, regarded as vectors, add up to zero,
We consider the following equivalence relation among polygons. Two n-gons are equivalent if one can be obtained from the other by the action of an orientation preserving Euclidean isometry.
Throughout this paper, M r will stand for the moduli space 1 of ngons with the side length vector r = (r 1 , · · · , r n ). The normalized side length vector of r, denoted byr, is defined to be
r where
is the parameter of the polygons of M r . As is well-known,r lies in the hyper-octohedron
To see the fine structures on M r , we will appeal to the theory of symplectic reductions and Kähler geometric invariant theory (GIT), from which one will see that M r and Mr are biholomorphic as complex analytic spaces and their symplectic (Kähler) forms (away from singularities) are proportional by the scalar 2 L .
2.2.
Consider the diagonal action of the group PGL(2, C) of projective transformations on (P 1 ) n . Identify P 1 with the unit sphere S 2 in R 3 , differentiably. Let Vol(S 2 ) be the volume form on S 2 . Given any r with r 1 , . . . , r n > 0,
is a Kähler symplectic form on (P 1 ) n with respect to which the group PGL(2, C) acts on (P 1 ) n in a Hamiltonian fashion. Here p i (1 ≤ i ≤ n) is the projection from (P 1 ) n onto the i-th factor. The moment map
determined by this Hamiltonian action is given as:
The correspondence between symplectic reductions and Kähler (GIT, in the case that r is rational) quotients asserts that 
n ss (r)// PGL(2, C) has the expected dimension n − 3 if and only ifr ∈ intD n 2 (see [5] ). It is for this reason, we begin to make assumption thatr ∈ intD n 2 throughout the rest of the paper.
For any polygon with edges (e 1 , . . . , e n ) of the prescribed side lengths r = (r 1 , . . . , r n ) such thatr ∈ intD n 2 , set
n and satisfies
r (0). Conversely, making the above arguments backward, any point in Φ −1 r (0) determines a polygon with the prescribed side lengths r = (r 1 , . . . , r n ). Thus we obtain the natural identification
n ss (r)// PGL(2, C), provides M r a holomorphic structure and a Kähler symplectic form ω r away from singularities.
2.3.
The hyper-octohedron is divided into chambers (maximal or otherwise, making a polytopal chamber complex) by the walls defined as follows
where J runs over all the proper subsets of [n] = {1, 2, . . . , n}. J and its complement J c define the same wall W J = W J c . When |J| = 1 or n − 1, W J is a facet of D n 2 which is a simplex. Other facets of D n 2 are of the form
2 : x i = 0}. When n > 4, F i are again hyper-octohedrons. A proper subset J defines an interior wall if and only if 2 ≤ |J| ≤ n−2 (i.e., |J| > 1 and
J c
Two points x and y are in the same chamber (maximal or otherwise) if the following holds. For all proper subset J,
When only strict inequalities occur, we get characterizations of maximal chambers. The points in the same chamber define homeomorphic (actually biholomorphic) moduli spaces of polygons. But their naturally equipped structures of symplectic Kähler space are different, in general.
2.4.
We should also consider the positive cone over D n 2 to take into account n-gons with all possible side lengths
where R + is the set of all nonnegative real numbers. Equivalently,
For any n-gon P ∈ M r , the length vector r belongs to C(D 
Let r and r
′ be in the same chamber C (maximal or otherwise). C is rational and thus contains a rational point r C . Let M C denote the GIT quotient (P 1 ) n ss (r C )// PGL(2). This is a projective variety and depends only on the chamber C. Then we have the following isomorphisms
The two isomorphisms are canonical because they are naturally induced from the inclusions Φ −1
n ss (r C ), which, of course, depend on no auxillary choices. Hence, we obtain an induced canonical isomorphism When n ≥ 5, they are singular points of the moduli space and are isolated.
2.7.
Let C be a chamber that lies on the boundary of another chamber C ′ . By [5] (also [2] ), there exists a canonical projective morphism
which, by 2.5, induces a canonical complex analytic map
where r ′ ∈ C and r ∈ C. When C ′ is a maximal chamber, the above maps are resolutions of singularities if n > 4.
Favorable chambers
3.1. For the chambers adjacent to the boundary of the hyper-octohedron, their corresponding moduli spaces take simple forms.
Let △ i be the (unique) maximal chamber in D n 2 that contains the simplex facet W {i} (1 ≤ i ≤ n). Numerically, this chamber can be characterized as follows. x ∈ △ i if and only if J x j < 1 for all proper J with i / ∈ J. Or equivalently (taking the complement J c ),
for all proper J with i / ∈ J if and only if
Definition 3.2. These chambers △ i (i = 1, . . . , n) and their corresponding cones C(△ i ) will play special rôles in this paper. We will refer them as favorable chambers.
and Theorem 6.14, [6] ) Let r be an element in the interior of the favorable chamber C(△ i ). Then M r is isomorphic to P n−3 .
Then the i-th edge e i is the longest edge, that is, r i > r j for all j = i.
Proof. Dividing by 2 L(r)
, we may assume that r ∈ △ i . Assume otherwise that r j ≥ r i for some j. Then
Definition 3.5. A polygon is said to degenerate at the i-th edge if this edge points to the same direction of a different edge. In general, a polygon is said to degenerate at adges e I if {e i } i∈I are all pointing to the same direction and no other adges point to this direction. Proposition 3.6. Let r be an element in the interior of the favorable chamber C(△ i ) and P ∈ M r . Then P never degenerates at the i-th edge.
Proof. Dividing by
, we may assume that r ∈ △ i . Assume otherwise. Then r i + r j ≤ k =i,j r k for some j = i which implies that r i + r j ≤ 1, a contradiction. 
for all j, k = i. Or equivalently (taking the complement J c ),
for all proper J with i / ∈ J. For more information about ▽ i , consult Theorem 2.1 of [5] and Theorem 6.10 of [6] . We point out that these particular chambers will not play any special rôles in this paper (although they may do if a different approach than the one in this paper is taken).
Stable degeneration of polygons
To clarify the principal subject of our study, we shall give in this section a detailed set-theoretic description of stable polygons, leaving out their finer structures to be treated in the sequel. Proof. This follows from the identification M r ∼ = (P 1 )
This is an open holomorphic space (in fact, quasi-projective) and we are looking for nice and geometrically meaningful compactifications of it by adding limiting polygonal objects such that the added objects fit together to form a divisor with normal crossings. The limiting polygonal objects that we choose to add will be called stable polygons which we will describe now.
4.3.
The idea is the usual one as in Deligne-Mumford's construction of stable pointed curves. The principal guiding principle is that we will never allow edges pointing to the same direction by certain ways of adding "bubbles". Here goes some detailed descriptions of stable ngons for n ≤ 5 to just gain some concrete feelings about general stable gons.
1. All triangles are generic and thus stable. 2. A generic quadrangle is stable. Given a degenerated quadrangle P 0 with two edges e i and e j pointing to the same direction, to remedy the "coinciding" problem, we add an independent arbitrary (stable) triangle P 1 with side lengths (r i , r j , r i + r j −ǫ i,j ) where ǫ i,j is a fixed suitably 2 small positive number. The collection (P 0 , P 1 ) of these two labeled (but not ordered) polygons is a (reducible) stable quadrangle. 3. For pentagons, one degeneration case is just like quadrangles: two edges e i and e j point to the same direction. In this case, we add an independent arbitrary (stable) triangle in exactly the same way as we did in the quadrangle cases. When three edges, e i , e j , e k , point to the same direction, to get a moduli-stable pentagon, we add an independent arbitrary moduli-stable quadrangle with prescribed side lengths
where ǫ i,j,k is a suitably small positive number. The collection of these labeled (but not ordered) polygons is a (reducible) stable pentagon.
4.4.
In general, given any polygon, if k edges point to the same direction, we add a generic k + 1-gon whose first k sides inherit the lengths of the original edges but whose last side has a new length r i 1 + · · · + r i k − ǫ i 1 ,... ,i k with a choice of a small positive number ǫ i 1 ,... ,i k . In any of the polygons obtained, we allow more degenerations, and whenever edges become pointing to the same direction, we add (bubble) polygons as above. It is important to point out that in the further degenerations, the edges with the new lengths 3 will not degenerate (point to the direction of any other edge). This will be automatic after choosing ǫ i 1 ,... ,i k carefuly (see Corollary 4.7 below).
To formally define stable arbitrary polygons, some preparations are in order. ) if and only if ǫ < 2 min{r 1 , . . . , r n }.
Proof
for all proper subset J of {1, . . . , n}, which is, in turn, equivalent to ǫ < 2 min{r 1 , . . . , r n }. We frequently write r J,ǫ J as r J should no confusion may occur.
Corollary 4.7. The vector r J,ǫ J is in a favorable chamber. Consequently, M r J is isomorphic to some projective space and hence is independent of the choice of ǫ J . Furthermore, every polygon in M r J never degenerates at the last edge (i.e., the longest edge).
Remark 4.8. Note that if 0 < ǫ < 2 min{r 1 , . . . , r n }, then we can set ǫ J = ǫ for all proper subsets J ⊂ [n]. This will satisfy our purpose (cf. Corollary 4.7) and may save some notational mess. In particular, there exists a canonical choice ǫ J = min{r 1 , . . . , r n } for all proper subsets J ⊂ [n]. To keep generality, however, we will work with an arbitrary choice of ǫ J in the legal range.
Remark 4.9. We will use C J to denote the favorable chamber that r J belongs to. In particular, M C J stands for the common projective model for all M x with x ∈ C J . Note that this chamber does not depend on the choice of ǫ J .
Definition 4.10. Let r be a point in the interior of C(D n 2 ). Given any proper subset J of {1, . . . , n} with |J| ≥ 2. A pair
is said to be a bubble pair if P degenerates at the edges e J (i.e., the edges {e j } J of P point to the same direction and no other edges point to the direction of these edges). In this case, P ′ is called a bubble of P .
By Corollary 4.7, P
′ never degenerates at the last edge (i.e., the longest edge whose length is J r j − ǫ J ). We point out that (P,
Definition 4.11. For this reason, we shall call such a proper subset relevant. Thus only relevant proper subset J will occur as the index sets for bubble pairs. Similarly, when I ⊂ J and I r i ≤ J\I r j , we will say that I ⊂ J is relevant.
Thus the relevancy is a relative concept with the absolute case corresponding to the inclusion J ⊂ {1, . . . , n}. This point will useful in the definition of stable polygons. For simplicity, the set of all relevant subsets J ⊂ {1, . . . , n} with respect to r is denoted by R(r).
Now let r be any point in the interior of C(D n
2 ) and ε = {ǫ J |J ∈ R(r)} with ǫ J chosen as in 4.5. Fix them once and for all. (We point it out again that by Remark 4.8, we may choose all ǫ J equal to a fixed number ǫ. And there is even an canonical choice of such ǫ, namely, min{r 1 , . . . , r n }.)
For a notational clarification, we make a remark that in this paper, a plain Greek letter ǫ is always to mean a suitably small positive number, while ε is to stand for a collection of such ǫ. Definition 4.13. A stable n-gon with respect to the side length vector r and ε is a collection of labeled (but not ordered) polygons
satisfying the following properties:
1. whenever J t ⊂ J s , then P t is a bubble of P s . 2. if P h does not have a bubble, then it is generic (i.e.,P h ∈ M 0 r J h
).
In particular, in Definition 4.13 (1), we must have that J t ⊂ J s is relevant.
Remark 4.14. Using a permutation among adges, we can always arrange the adges pointing to the same direction to be adjacent. The inverse of the permutation will allow us to get back to what we start with. This observation will simplify our exposition at points. Definition 4.15. We use M r,ε to denote the set of all stable polygons. For simplicity, we sometimes abbreviate M r,ε as M r .
It is rather easy to see that the set M r,ε of all stable polygons with the prescribed side vector r and a choice of ε carries a natural compact Hausdorff topology. This topology will be the underlying topology of the complex structure on M r,ε which we will construct in the next section.
Moduli spaces M r,ε of stable polygons
Throughout, unless stated otherwise, r denotes a fixed length vector away from the boundary of C(D n 2 ) and C denotes the chamber (not necessarily maximal) that contains r.
5.1.
Consider the space of n-polygons with one free-side:
n-gons with the non-zero fixed side length r 1 , . . . , r n−1 but the last side is free .
For any polygon P in Z [n] , define l(P ) to be the length of the free side (i.e., the last side). Then this length function
assumes the maximal value r 1 + . . . + r n−1 . For convenience, we may allow the length of free side to be zero. Then l also assumes the minimal value 0. Every level set of l provides a moduli space of polygons with the obvious prescribed side lengths. At the extremals, f −1 (0) is the moduli space of (n − 1)-gons with the prescribed side lengths (r 1 , . . . , r n−1 ); while f −1 (r 1 + . . . + r n−1 ) consists of a single line polygon. We are interested in M r = l −1 (r n ) where the length of the last side r n is close to the maximum r 1 + . . . + r n−1 . By Lemma 4.5, if r 1 + . . . + r n−1 − 2 min{r 1 , . . . , r n−1 } < a < b < r 1 + . . . + r n−1 , then l −1 (a) and l −1 (b) are both isomorphic to a same projective space. We may use f ab to denote the canonical isomorphism from l −1 (a) to l −1 (b):
is a single point. In this case, we understand f ab as the total collapsing map l −1 (a) → l −1 (b).
5.2.
Given any n-gon P 0 ∈ M r and J = {j 1 < . . . < j s } ⊂ {1, . . . , n} such that P 0 degenerates at e J (see Definition 3.5). Now for any P ∈ M r , via a permutation if necessary, we can assume that the edges e j 1 , . . . , e js are adjacent in that order. Now let d J = −(e j 1 + . . . + e js ) to be the vector starting from the end of e js and ending at the initial of e j 1 . d J will be referred as the J-diagonal and can be zero in general. Then e j (j ∈ J) and d J form a polygon Q J , while via a similarly arrangement, −d J and e j (j ∈ J c ) form a polygon Q c J . Informally, we may say that the J-diagonal d J divides the (permuted) n-gon P into the union of two sub-polygons Q J and Q Then (r j 1 , . . . , r js , l(Q J )) is in the favorable chamber C J unless l(Q J ) = r j 1 + . . . + r js in which case the normalization of (r j 1 , . . . , r js , l(Q J )) belongs to a boundary simplex C
Remark 5.3. Apply the inverse of the permutation (if necessary), we can remove the assumption that edges e J are adjacent. For simplicity, rather than declaring this at every place where we use it, we will simply say that "the permutation scheme is applied" or "apply the permutation scheme". Definition 5.4. Given any n-gon P 0 ∈ M r and J = {j 1 < . . . < j s } ⊂ {1, . . . , n} such that P 0 degenerates at e J . Let P ∈ M r and Q ∈ M r J . Let also Q J and Q c J be as in 5.2. Here the permutation scheme is applied when necessary. We say that P and Q have incident relation, denoted by ι(P, Q), if r j 1 + . . . + r js − 2 min{r j 1 , . . . , r js } < l(Q J ) = |d J | ≤ r j 1 + . . . + r js and Q is mapped to Q J by the morphism
is an isomorphism unless l(Q J ) is maximal (i.e., Q J is a line gon) in which case f l(Q)l(Q J ) is a total collapsing map to a point variety.
Note that we automatically have for any Q ∈ M r J that r j 1 + . . . + r js − 2 min{r j 1 , . . . , r js } < l(Q) < r j 1 + . . . + r js because l(Q) = J r j − ǫ J , by definition. Thus, the above definition makes sense because of the discussion in 5.2.
Lemma 5.5. The incident relation is complex analytic. That is, the subset of M r × M r J defined by incident relation is complex analytic.
Proof. It basically follows from the fact that all maps f l(Q ′ )l(Q) in the definition of iccident relation are complex analytic.
5.6. Let P 0 ∈ M r be a polygon that degenerates at the edges e J . Here, if necessary, we may apply the permutation scheme. Set U r (P 0 ) J ⊂ M r to be the subset of M r consisting of polygons P such that
This is an open neighborhood of P 0 in M r .
Lemma 5.7. We have 1. If P 0 is not a line gon, U r (P 0 ) J does not contain a line gon. In particular, U r (P 0 ) J is smooth. 2. If P 0 is a line gon, P 0 is the only line gon in U r (P 0 ) J . In particular, U r (P 0 ) J is smooth away from P 0 .
Proof. We apply the permutation scheme and assume that the edges e J are adjacent. Let P ′ 0 be a line gon in U r (P 0 ) J that degenerates at eges e I for some I = J. (Here, whether the edges e I are adjacent is irrelevant to our proof.) In particular, we have I r i = I c r i . Let d J be the J-diagonal for P ′ 0 . Without loss of generality, assume that I∩J r j ≥ I c ∩J r j . Then
This is contradicting to that P ′ 0 ∈ U r (P 0 ) J . We will need a general lemma Proof. It follows from the consideration of the following diagram
When P 0 is a line gon that degenerate at e J and e J c . Then e J and e J c are the only sets of degenerating edges for
r (P 0 ) projects onto U 0 r (P 0 ) by forgetting the last two factors. Lemma 5.9. Let P 0 be a line gon. Then the projection
Proof. We will apply the permutation scheme in this proof. 
taken to be close to r, we get a canonical surjection β :
). Then β restricts to an isomorphism between U r ′ \ β −1 (P 0 ) and U 0 r (P 0 ) \ {P 0 }. Note that β −1 (P 0 ) consists of the polygons of U r ′ that degenerate at the edges e J .
Define
(notice that in this case, P 1 is uniquely determined by P .)
where P ′ is obtained from P 1 ∈ M r J c by breaking the longest edge (whose length is J c r j − ǫ J c ) into the consecutive edges according to the lengths r ′ j 1 , . . . , r ′ js (which add up to J c r j − ǫ J c , by assumption). The inverse of g can be checked to be
where P 1 ∈ M r J c is uniquely determined by β(P ′ ).
where P 1 is obatined from P ′ (which degenerates at e J ) by taking the degenerating edges as a single edge whose length is, by assumption, By the same proof as in Lemma 5.7, U r ′ contains no line gons (it also more or less obviously follows from that U r ′ = β −1 (U 0 r (P 0 )) and Lemma 5.7). This shows that U r (J c ) ∼ = U r ′ is smooth. Consider the projection
It is easy to see that all fibers of the projection are projective spaces (mostly P 0 ) and the projection is bimeromorphic. Thus the uniqueness of blowup implies that U 
r (P 0 ) are also resolusion of singularities, although neither is canonical due to a choice between J and J c . As a consequence of the above, we have showed that U 1 r (P 0 ) is a common blowup of U r (J c ) and U r (J).
If we set Z J (compare with Z [n] ) to be the moduli space of |J| + 1-gons with first |J| sides having fixed length r j 1 , . . . , r js but the last side being free, then all the above discussions about Z [n] apply to Z J in an obvious way.
This allows us to define the following correspondence (variety).
For any stable polygon
If P = P 0 , we simply set U r (P) = M 0 r . Note that the components of a stable polygon are labeled but not ordered. Consequently, we need to point out that the incident correspondence U r (P) is, up to isomorphisms (induced by permutations among the components), uniquely determined by the stable polygon P.
Proof. This follows from the definition of incident relation.
It then follows
Corollary 5.13. There is a canonical injection
Lemma 5.14. Given any stable polygon P, U r (P) is a smooth complex analytic subvariety of
Proof. In this proof, the permutation scheme will be applied whenever the length of a diagonal of a polygon is used. Given any stable polygon
We shall describe U r (P) inductively. If P 0 is generic, U r (P) = M 0 r is obviously complex analytic and smooth. So we assume that m ≥ 1. If J = J k for some 1 ≤ k ≤ m, we will call P
(P).
One checks directly that the so-inductively defined U h r (P) coincides with the incident correpondence variety U r (P) as defined in 5.11.
To see that U r (P) is smooth, we will analyze the above sequence. We willl have to divide the proof into two cases. As an immediate consequence of Lemma 5.14, we have Theorem 5.15. M r carries a natural smooth, compact complex analytic structure induced by the injections γ r (P) : U r (P) → M r for all stable polygons P.
Proof. The complex structures on γ r (P)(U r (P)) (induced by those on U r (P)) for various stable polygons P obviously agree with each other over the overlaps. The theorem then follows.
Corollary 5.16. Let r be away from walls and ε be as before. M r,ε carries a canonical Kähler form Ω r,ε , uniquely defined by r and ε.
Proof. Each stable polygon P ∈ M r has an open neighborhood γ r (P)(U r (P)). U r (P), as a smooth subvariety of the Kähler manifold M r ×M r J 1 ×. . .× M r Jm , has an induced Kähler structure. This transports to a Kähler structure on γ r (P)(U r (P)) which fits together rather obviously for various stable polygons. Globally, by forgetting all the bubbles of a stable polygon, or locally, by the projection from U r (P) to (the main factor) M r , we obtain Corollary 5.18. There is a canonical complex analytic map π r : M r → M r which restricts to the identity on M 0 r . Proof. The existence of the projection π r as a set-theoretic map is obvious. That π r is complex analytic follows from that locally π r is equivalent to the projection U r (P) → M r .
Remark 5.19. We believe that when r is away from walls, the map
fits into the scheme of the so-called symplectic ε-blowup. The ambiguity of symplectic blowups provides an additional explanation why we need to make choices of ε. When r is on a wall, M r carries a singular Kähler form. In this case, M r → M r ought to be interpretated as a Kähler morphism in a proper sense.
6. M r,ε and M 0,n 6.1. Recall that a n-pointed connected complex algebraic curve of genus 0 is stable if 1. the n-marked points are smooth points; 2. every singular point is an ordinary double point; 3. for each irreducible connected component, the number of the marked points plus the number of the singular points on the component is at least 3. The set M 0,n of all n-pointed stable algebraic curve of genus 0 carries a natural structure of a smooth projective variety. Let M 0,n be the moduli space of n-pointed smooth curves of genus zero. Then M 0,n \ M 0,n is a divisor with normal crossings. Given any n-pointed stable curve X, we can associate to it a graph graph(X): the vertices of graph(X) correspond to the irreducible components of X, and two vertices are joined by an edge if their corresponding components share a common singular point. Then that the curve X is of genus 0 is equivalent to that the graph graph(X) is a tree.
6.2. Likewise, we can aslo attach a graph graph(P) to any given stable n-gon P = (P 0 , P 1 . . . , P m ): the vertices of graph(X) correspond to the polygons {P 0 , P 1 . . . , P m }, and two vertices are joined by an edge if their corresponding polygons satisfy the bubble relation (Definition 4.10). One checks easily that graph(P) is a tree. Theorem 6.3. Let r be a point in the interior of C(D n 2 ) and ε be chosen as before. Then, M r,ε and M 0,n are biholomorphic. Consequently, the complex structure on M r,ε is independent of r and the choice of ε. Furthermore, the complement M r,ε \ M 0 r is a complex analytic divisor with normal crossings.
Proof. M r is easily seen to be bimeromorphic to M 0,n . That is, we have a biholomorphism γ 0 : M 0 r (⊂ M r,ε ) → M 0,n (⊂ M 0,n ). This map can be extended continuously as follows. For any stable polygon P = (P 0 , P 1 , . . . , P m ) ∈ M r × M r J 1 × · · · × M r Jm , we obtain a collection X = (X 1 , . . . , X m ) of pointed curves of genus zero via the identifications M r ∼ = (P 1 ) n ss (r C )// PGL(2). Now regarding the coinciding points in each X i as a single point, and if (P s , P t ) is a bubble pair, we joint X s and X t at the coinciding points (regarded as single point) of X s (which corresponds to the same direction pointing edges of the polygon P s ) and the point of X t that corresponds to the longest edge of P t . This way, we obtain a reducible algebraic curve X 1 ∪ . . . ∪ X m which has n-labeled (smooth) points. It is of genus zero because its associated graph coincides with the graph of the stable polygon P which is a tree by the construction. One checks that each component X i has at least three distinguished (marked plus singular) points. Hence X 1 ∪ . . . ∪ X m is a stable n-pointed curve of genus zero. The so-induced map γ : M r → M 0,n (P 1 , . . . , P m ) → X 1 ∪ . . . ∪ X m is (more or less) obviously continuous and injective. By Lemma 5.8, γ is holomorphic. Since γ is bimeromorphic, it is also surjective. This implies that γ is biholomorphic. The rest follows from some well-known properties of M 0,n . Remark 6.4. When r is away from walls, we have known that M r is prjective. Since M r and M 0,n are biholomorphic, the GAGA theorems imply that M r and M 0,n are isomorphic as projective varieties as well.
Remark 6.5. Although the complex structure on M r deos not depend on r and ε, the structure of the symplectic Kähler space does.
6.6. Introduce a (huge) cone built on r ∈ C(D n 2 ) and ε = (ǫ J ) |J|>2 ∈ R 2 n −2−n + in the legal range as follows: C = {(r, ε) ∈ C(D n 2 ) × R 2 n −2−n + |0 < ǫ J < 2 min{r j } j∈J , J ∈ R(r)}.
(One can check that this is indeed a positive cone.) Then for any point (r, ε) in the cone C, we have obtained a Kähler form Ω r,ε , provided that r is away from walls. This leads to a well-defined map Θ 0 from a dense open subset of C to the Kähler cone K(M 0,n ) of M 0,n . One checks that Ω r,ε depends on (r, ε) continuously and Θ 0 extends to a continuous map Θ : C → K(M 0,n ). The property of this map should be interesting to study.
Conjecture 6.7. Every Kähler form on M 0,n has a representative in its cohomological class in the form Ω r,ε for some (r, ε) ∈ C.
That is, we speculate that the map Θ is surjective, and good knowledge on the sturctures of Θ will lead to a clear picture of the Kähler cone of M 0,n . Remark 6.8. By 3.3.21 of [2] , C(D n 2 ) is the G-ample cone for both the PGL(2)-action on (P 1 ) n and the maximal torus action on the Grassmannian G(2, C n ). It is known that the Chow quotients of these two actions can be identified with M 0,n . Thus the above conjecture links the G-ample cone of an algebraic group action to the ample cone of its Chow quotient. This and the case for a general algebraic group action call for further investigation (cf. the question in the introduction and [7] ).
