In this article we consider the problem of estimating the parameters of the Fréchet distribution from both frequentist and Bayesian points of view. First we briefly describe different frequentist approaches, namely, maximum likelihood, method of moments, percentile estimators, L-moments, ordinary and weighted least squares, maximum product of spacings, maximum goodness-of-fit estimators and compare them with respect to mean relative estimates, mean squared errors and the 95% coverage probability of the asymptotic confidence intervals using extensive numerical simulations. Next, we consider the Bayesian inference approach using reference priors. The Metropolis-Hasting algorithm is used to draw Markov Chain Monte Carlo samples, and they have in turn been used to compute the Bayes estimates and also to construct the corresponding credible intervals. Five real data sets related to the minimum flow of water on Piracicaba river in Brazil are used to illustrate the applicability of the discussed procedures.
Introduction
Extreme value theory plays an important role in statistical analysis. The most used distribution to describe extreme data is the generalized extreme value (GEV) distribution [22] . Its cumulative density function (CDF) is given by 
where σ > 0, µ, ξ ∈ R and x + = max(x, 0). Gumbel, Weibull and Fréchet distributions are special cases of the so-called generalized extreme value (GEV) distribution. The Fréchet distribution is named after French mathematician Maurice René Fréchet, who developed it in the 1920s as a maximum value distribution (which is also known as the extreme value distribution of type II). Kotz and Nadarajah [26] describe this distribution and discussed its wide applicability in different spheres such as accelerated life testing, natural calamities, horse racing, rainfall, queues in supermarkets, sea currents, wind speeds, track race records and so on.
CONTACT P. L. Ramos. Email: pedrolramos@usp.br Let the random variable T follows Fréchet distribution then its probability density function (PDF) and cdf are given by f (t|λ, α) = λαt −(α+1) e −λt −α and F (t|λ, α) = e −λt
for all t > 0 and the quantities α > 0 and λ > 0 are the shape and the scale parameters respectively. This distribution is also referred as Inverse Weibull distribution. The PDF can be unimodal or decreasing depending on the choice of the shape parameter while its hazard function is always unimodal. In this respect, the behavior of Fréchet distribution and the log-normal distribution is quite similar. Several researchers have studied different aspects of inferential procedures for the Fréchet distribution. From the classical perspective, Calabria and Pulcini [7] and Erto [15] discussed the properties of the maximum likelihood estimators (MLE) and the ordinary least-square estimators (LSE) respectively. Ramos et al. [38] presented the MLE for the the Fréchet distribution in the presence of cure fraction. Loganathan and Uma [29] compared the MLE, LSE, weighted LSE (WLSE) and the method of moments (MME) and outlined that the WLSE provided similar results. Salman et al. [42] and Maswadah [32] studied the Fréchet distribution in the context of order statistics and generalized order statistics respectively. The Bayes estimators were discussed by Calabria and Pulcini [8] and Kundu and Howlader [27] using informative or subjective priors such as Gamma priors (also known as flat priors). However, Bernardo [5] argued that the use of simple proper flat priors presumed to be non-informative often hide important unwarranted assumptions which may easily dominate, or even invalidate the statistical analysis and should be strongly discouraged. Recently, Abbas and Tang [1] studied Fréchet distribution based on Jeffreys and reference priors.
Parameter estimation is significant for any probability distribution and therefore various estimation methods are frequently studied in the statistical literature. Traditional estimation methods such as the MLE, MME, LSE and WLSE are often opted for parameter estimation. Each has its own merits and demerits but the most popular method of estimation is the maximum likelihood estimation method. Besides the above cited methods, we consider five additional methods to estimate the parameters of Fréchet distribution. These additional methods are the maximum product spacing estimator (MPS), percentile estimator (PE), Cramér-von-Mises estimator (CME), Anderson-Darling estimator (ADE) and L-moment (LME) estimator. Further, from a Bayesian point of view different Bayes estimators are discussed using objective priors and different loss functions. Also, the coverage probability with a confidence level equal to 95% for the estimates are obtained. To evaluate the performance of the estimators, a simulation study is carried out. Finally, five real life data sets have been analyzed for illustrative purposes.
The objective of this paper is to estimate the parameters of the model from both frequentist and Bayesian perspective and to develop a guideline for choosing the best estimation method for the Fréchet distribution, which we would be of profound interest to applied statisticians. The choice of the methods of estimation vary among the users and area of applications. With computational advances, the need to have an estimator with closed form has decreased substantially. Thus, a user may prefer to employ the uniformly minimum variance estimation method although the estimator does not have a closed form expression.
The present study is unique because of the fact that thus far, no attempt has been made to compare all these aforementioned estimators for the two-parameter Fréchet distribution. At the end, we present the better estimation procedure for the Fréchet distribuion. Additionally, we provide the necessary codes in R to perform such inference. In the last decade, several authors have compared different estimation methods for different distributions. Notable among them are: Kundu and Raqab [28] for generalized Rayleigh distributions ; Alkasasbeh and Raqab [2] for generalized logistic distributions; Teimouri et al. [43] for the Weibull distribution; Mazucheli et al. [33] for weighted Lindley distribution; Rodrigues et al. [41] for the Poisson-exponential distribution; Ramos and Louzada [37] for the generalized weighted Lindley distribution and Dey et al. [11] [12] [13] [14] for two-parameter Rayleigh distribution, two-parameter Maxwell distribution, exponentiated Chen distribution and transmuted-Rayleigh respectively.
The paper is organized as follows. Section 2 describes nine frequentist methods of estimation. The Bayes estimators are presented in section 3. In Section 4, we present the Monte Carlo simulation results. In Section 5, the usefulness of the Fréchet distribution is illustrated by using five real data sets. Finally, concluding remarks are provided in Section 6.
Classical parameter estimation methods
In this section, we describe nine methods for estimating the parameters λ and α of the Fréchet distribution.
Maximum Likelihood Estimation
Among the statistical inference methods, the maximum likelihood method is widely used due its desirable properties including consistency, asymptotic efficiency and invariance. Under the maximum likelihood method, the estimators are obtained by maximizing the log-likelihood function. Let T 1 , . . . , T n be a random sample such that T ∼ Fréchet(λ, α). Then, the likelihood function from (2) is given by
The log-likelihood function (3) is given by
From ∂l(λ, α|t)/∂λ = 0 and ∂l(λ, α|t)/∂α = 0, we get the likelihood equations
and
whose solutions provideλ M LE andα M LE . After some algebraic manipulations, the estimateα M LE can be obtained by solving the following non-linear equation
The estimateλ M LE can be obtained by substitutingα M LE in
The obtained ML estimates are asymptotically normally distributed with a joint bivariate normal distribution given by
where I(λ, α) is the Fisher information matrix given by
and γ ≈ 0.5772156649 is known as Euler-Mascheroni constant.
In the following we prove the existence and uniqueness of MLEs.
Theorem 2.1. Let t 1 , · · · , t n be not all equal. Then the MLEs of the parameters α and λ are unique and are given by α and
whereα is the only solution of non-linear equation
Proof. See Appendix A.
Moments Estimators
The method of moments is one of the oldest method used for estimating the parameters of the statistical models. The raw moments of T for the Fréchet distribution is
where r ∈ N and Γ(λ) = ∞ 0 e −x x λ−1 dx is the gamma function. Note that E(T r |γ, α) does not have a finite value for α > r. The moment estimators (MEs) for the Fréchet distribution can be obtained by equating the first two theoretical moments with the sample moments. However, instead of equating the first two theoretical moments, we consider that
(11) Therefore, the population coefficient of variation is given by
which is independent of the scale parameter λ. So, the estimator forα M E can be obtained by solving the following non-linear equation
Substitutingα M M E in (11) the estimateλ M M E can be obtained by solvinĝ
However, this estimator can only be computed for α > 2 which is undesirable.
Percentile Estimator
The percentile estimator is a statistical method used to estimate the parameters by comparing the sample points with the theoretical points. This method was originally suggested by Kao [23, 24] and has been widely used for distributions that has the quantile function in closed form expression, such as the Weibull and the Generalized Exponential distribution. The quantile function of the Fréchet distribution has the closed form and is given by
Therefore, the percentile estimates (PCEs), λ P CE and α P CE , can be obtained by minimizing
with respect to λ and α, where p i denotes an estimate of F (t (i) ; λ, α) and t (i) is the ith order statistics (we assume the same notation for the next sections). The estimates of λ and α can be also be obtained by solving the following non-linear equations:
respectively. In this paper, we consider p i = i n + 1 . However, several estimators of p i can be used instead [31] .
L-Moments Estimators
Hosking [20] proposed an alternative method of estimation analogous to conventional moments, namely L-moments estimators. L-moments estimators can be obtained by equating the sample with the population L-moments. Hosking [20] stated that the L-moment estimators are more robust than the usual moment estimators, and also relatively robust to the effects of outliers and reasonably efficient when compared to the MLE for some distributions. For the Fréchet distribution, the L-moments estimators can be obtained by equating the first two sample L-moments with the corresponding population L-moments. The first two sample L-moments are
where t (1) , t (2) , · · · , t (n) denotes the order statistics of a random sample from a distribution function F (t|λ, α). The first two population L-moments are
where Q(p|λ, α) is given in (13) . After some algebraic manipulation, the estimator for α LM E can be obtained aŝ
Note that, substitutingα LM E in (14) the estimator forλ LM E can be obtained by
It is worth noting that, among the chosen methods, the L-moments estimator was the only that has closed-form solution for both parameters.
Ordinary and Weighted Least-Square Estimate
The least square estimatorsλ LSE andα LSE , can be obtained by minimizing
with respect to λ and α. Similarly, they can also be obtained by solving the following non-linear equations (see Erto [15] for more details):
where
The weighted least-squares estimators (WLSEs), λ W LSE and α W LSE , can be obtained by minimizing
The estimators can also be obtained by solving the following non-linear equations,
Method of Maximum Product of Spacings
The maximum product of spacings (MPS) method is a powerful alternative to ML method for estimating the unknown parameters of continuous univariate distributions. This method was proposed by Cheng and Amin [9, 10] , and later independently developed by Ranneby [39] as an approximation to the Kullback-Leibler measure of information.
. . , n+1, be the uniform spacings of a random sample from the Fréchet distribution, where
The maximum product of spacings estimators λ M P S and α M P S are obtained by maximizing the geometric mean of the spacings
, with respect to λ and α, or, equivalently, by maximizing the logarithm of the geometric mode of sample spacings
The estimators λ M P S and α M P S of the parameters λ and α can be obtained by solving the following nonlinear equations
Note that if
for some i. Therefore, the MPS estimators are sensitive to closely spaced observations, especially ties. When ties are due to multiple observations, D i (λ, α) should be replaced by the corresponding likelihood f (t (i) , λ, α) since t (i) = t (i−1) .
Cheng and Amin [10] presented desirable properties of the MPS such as asymptotic efficiency and invariance. They also proved that the consistency of maximum product of spacing estimators holds under much more general conditions than for maximum likelihood estimators. Therefore, the MPS estimators are asymptotically normally distributed with a joint bivariate normal distribution given by
The Cramér-von Mises maximum goodness-of-fit estimators
The Cramér-von Mises is a type of maximum goodness-of-fit estimators (also called minimum distance estimators) and is based on the difference between the estimate of the cumulative distribution function and the empirical distribution function [6] .
Macdonald [30] motivated the choice of the Cramér-von Mises statistic and provided empirical evidence that the bias of the estimator is smaller than the other goodnessof-fit estimators. The proposed estimator is based on the Cramér-von Mises statistics given by
where E n (·) is the empirical density function. Boos [6] discussed its asymptotic properties and presented its computational form which is given by
The Cramér-von Mises estimators λ CM E and α CM E of the parameters λ and α are obtained by minimizing
where η 1 (· | λ, α) and η 2 (· | λ, α) are given respectively in (18).
Method of Anderson-Darling
Other type of maximum goodness-of-fit estimators is based on an Anderson-Darling statistic and is known as the Anderson-Darling estimator. The Anderson-Darling statistic is given by
Boos [6] also discussed the properties of the AD estimators and presented its computational form which the Anderson-Darling estimators λ ADE and α ADE are obtained by minimizing, with respect to λ and α, the function
.
These estimators can also be obtained by solving the following non-linear equations:
Bayesian Analysis
In the previous sections, we have presented different estimation procedures using the frequentist approach. In this section, we consider the Bayesian inference approach for estimating the the unknown parameters of the Fréchet distribution. Bayesian analysis is an attractive framework in practical problems and has grown popularity in recent years. The prior distribution is a key part of the Bayesian inference and there are different types of priors distribution available in the literature (see, for instance, Ramos et al. [36] ). Usually, non-informative priors are preferable because if prior information on study parameters is unavailable or does not exist for a device, then initial uncertainty about the parameters can be quantified with a non-informative prior distribution. An important non-informative reference prior was introduced by Bernardo [4] , with further developments (see Bernardo [5] and references therein). The proposed idea was to maximize the expected Kullback-Leibler divergence between the posterior distribution and the prior. The reference prior provides posterior distribution with interesting properties, such as invariance under one-to-one transformations, consistent marginalization and consistent sampling properties. Recently, Abbas and Tang [1] derived two reference priors as well as the Jeffreys' prior for the Fréchet distribution.
Here, we derive such priors by using different approach, the following proposition is used to obtain the reference priors. 
Then the reference prior for the ordered parameters θ is given by π θ (θ) = f 1 (θ 1 )g 2 (θ 2 ) and there is no need for compact approximations, even if the conditional priors are not proper.
Theorem 3.2. Let ω 1 = (λ, α) and ω 2 = (α, λ) be the vectors of the ordered parameters then the reference priors for the ordered parameters are respectively given by
Proof.
Analogously, we obtain π ω2 (λ, α).
Moreover, Berger et al. [3] suggested by starting with a collection of reference priors and then taking the arithmetic mean or the geometric mean to obtain an overall reference prior. Therefore, an overall reference prior is the same as (21) . Another well-known non-informative prior was introduced by Jeffreys [21] and can be obtained through the square root of the determinant of Fisher information matrix (8) , such prior is widely used due to its invariance property under one-to-one transformations.
After some algebraic manipulations we have
which is equal to (21) . It is worth noting that such prior also arises considering the Jeffreys rule (see, Kass and Wasserman [25] ). Therefore, even considering different methods to obtain non-informative priors, we have the same prior for the Fréchet distribution.
Combining the likelihood (3) and the prior (22) , the posterior distribution is
and A = {(0, ∞) × (0, ∞)} is the parameter space of θ. To get reliable inference, first we have to check whether the posterior distribution (23) is a proper posterior, i.e., c(t) < ∞. Proof. Since (λα)
the last inequality holds if n ≥ 2.
The marginal posterior distribution for α is given by
The conditional posterior distribution for λ is π(λ|α, t) ∼ Gamma n,
where Gamma(a, c) is the Gamma distribution with PDF, f (x, a, c) = c a x a−1 exp(−cx)/Γ(a). By considering marginal and conditional posterior distributions (25) and (26), the convergence of Markov Chain Monte Carlo (MCMC) method can be easily achieved. Abbas and Tang [1] derived the same priors (21) and proved that the obtained posterior is proper. However, the authors did not proved that the obtained posterior means for α and λ are finite. These proofs are important in order to obtain reliable results. The following theorem prove that the posterior mean of λ is improper depending on the data. ≤ min(t 1 , . . . , t n ) and n ≥ 2.
Proof. The posterior mean for λ is given bŷ
Notice that, since
≥ 0, by Tonelli theorem we havê
where the last inequality holds for n ≥ 2.
From the above theorem, we can see that the posterior mean of λ may be improper depending on the data, which is undesirable. The use of Monte Carlo methods in improper posterior was discussed by Hobert and Casella [19] . The authors argued that "one can not expect the Gibbs output to provide a "red flag", informing the user that the posterior is improper. The user must demonstrate propriety before a Markov Chain Monte Carlo technique is used." In our case, as the properness of the posterior mean of λ depend on the data, other alternative is needed to be considered as Bayes estimator. A discussion about other alternatives will be presented in the next section.
Simulation Study
In this section, we present some experimental results to evaluate the performance of the different methods of estimation discussed in the previous sections.
Classical approach
In this subsection, we compare the efficiency of the different estimation methods considering classical approach. The following procedures are adopted:
(1) Generate N samples from the Fréchet(λ, α) distribution with size n and computê θ = (λ,α) via MLE, ME, LME ,LSE, WLSE, PCE, MPS, CME and ADE. 
Considering the above approach, the most efficient estimator will be the one whose MREs is closer to one with smaller MSEs. These results are computed using the software R (see, R Core Team [35] ). The seed used to generate the pseudo-random samples from the Fréchet distribution was 2018. We have chosen the values to perform this procedure are N = 500, 000 and n = (15, 20, 25, · · · , 140). We presented results only for θ = (2, 4) due to space constraint. However, results are similar for other choices of λ and α. Figure 1 From Figure 1 , we observe that the MSEs of all estimators of the parameters tend to zero for large n and also, the values of MREs tend to one, i.e. the estimators are asymptotically unbiased and consistent for the parameters. For both parameters, we observe that the moment estimators has the largest MREs and MSEs respectively among all the considered estimators. Further, we also observe that the MPS, ADE, LSE and WLSE performs better than the MLEs for small and moderate sample sizes in terms of MREs and MSEs. Moreover, the MPS estimators have the smallest MSEs among all the considered estimators.
Combining all results with the good properties of the MPS method such as consistency, asymptotic efficiency, normality and invariance, we suggest to use MPS estimators of the parameters of Fréchet distribution in all practical purposes.
Bayesian approach
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95%.

Metropolis-Hastings (M-H) algorithm
Since the marginal posterior distribution of α does not have closed form, the Metropolis-Hastings (M-H) algorithm is applied to generate samples from this marginal distribution. In this case, we have used the Gamma distribution as transition kernel q α (j) |α ( * ) , b for sampling values of α, where b is a known hyperparameter that controls the acceptance rate of the algorithm. It is worth mentioning that, the choice of the transition kernel is arbitrary, and other non-negative random variables could also be used instead. The M-H algorithm operates as follows:
(1) Start with an initial value α (1) and set the iteration counter j = 1; (2) Generate a random value α ( * ) from the proposal Gamma(α (j) , b); (3) Evaluate the acceptance probability
where π(·) is given in (25) . Generate a random value u from an independent uniform in (0, 1);
(5) Change the counter from j to j + 1 and return to step 2 until convergence is reached.
In this case, we choose b to be equal to one. However, other values can also be considered. To decrease the necessary time taken for M-H method to reach the convergence, we can use (16) as a good initial value for α (1) . Considering the conditional posterior distribution (26) , the Bayes estimator for λ can be obtained direcly from the Gamma distribution with n,
as well as its respective credible interval is evaluated by the quantile function. The decision rule used to obtain the Bayes estimators will be presented in the following.
Bayes estimator
The selection of a decision rule to obtain posterior estimates is of fundamental problem in Bayesian statistics. Usually, this problem is over looked by many authors. The most common risk function used to obtain the Bayes estimates is the mean squared error, by considering this risk function, the obtained Bayes estimates are the posterior means. Other alternative functions can be considered, for instance, the posterior mode, also known as maximum a posteriori probability (MAP) is obtained by assuming a 0-1 loss function, while the posterior median is obtained considering a linear loss function.
For the Fréchet distribution, Abbas and Tang [1] presented two Bayes estimators, the first is the MAP estimators obtained from Laplace's approximation. Despite of the fact that reference priors are invariant under-one-to-one transformation, the MAP is not [34] , and therefore, the obtained Bayes estimator is not invariant. Although the authors considered other Bayes estimator, but they did not specify how the proposed estimator was obtained. This lack of information makes such results non-reproducible, which is undesirable for any application. As the authors used Monte Carlo methods, the most common Bayesian estimator is the posterior mean. However, from Theorem 3.4 we have proved that the posterior mean may be improper depending on the data, which is undesirable. In fact, consider the example analyzed by Abbas and Tang [1] related to fatigue lifetime data. The data is given by: 152.7, 172.0, 172.5, 173.3, 193.0, 204.7, 216.5, 234.9, 262.6, 422.6. From the proposed theorem, the posterior mean of λ is improper if
since 25.4 ≤ 152.7, then the posterior mean of λ is improper and can not be used.
As it was discussed earlier, for the proposed dataset we can easily draw a sample for the marginal distribution and compute the posterior mean without any "red flag", but such estimate is meaningless. Therefore, for the Fréchet distribution the posterior median is a reasonable choice as it is invariant under-one-to-one transformation and finite for n ≥ 2 almost surely.
Results
For each simulated data set under the Bayesian approach, 5, 500 iterations are performed using the MCMC methods. As a burning sample, we discarded the first 500 initial values taking jumps of size 5 to reduce the auto-correlation values among the chain, getting at the end one chain of size 1, 000. To validate the convergence of the obtained chain, we used the Geweke criterion [17] with a 95% confidence level. At the end, 10, 000 posterior medians for α and λ were computed. The results are presented only for θ = (2, 4) due to space constraint. However, the following results are also similar for other choices of λ and α. Figure 2 presents the MREs, MSEs and the coverage probability with a confidence level equal to 95% for the estimates obtained for the MPS and posterior medians. It is to be noted that, since MPS performs better than their counterparts, we compare Bayes estimates with MPS.
From Figure 2 we observe that the Bayes estimates have the MRE nearest to one while both approaches ( MPS and Bayes estimates) have approximately the same MSE. Moreover, considering the Bayesian approach, we have obtained accurate coverage probability through the highest posterior density intervals. Therefore, we conclude that the Bayesian approach is preferred in order to make inference on unknown parameters of the Fréchet distribution.
Applications
In this section, we analyze five real data sets related to minimum monthly flows of water (m 3 /s) on the Piracicaba River, located in São Paulo state, Brazil. This study can be useful to protect and maintain aquatic resources for the state [40, 44] Table 1 presents the posterior median (Bayes estimators) and 95% credible intervals for λ and α of the Fréchet distribution for the data sets related to the total monthly rainfall during May, June, July, August and September at Piracicaba River. The results obtained using the Fréchet distribution are compared with the Weibull, Gamma, Lognormal (LN), Gumbel and Generalized Exponential (GE) distribution [18] . We consider certain discrimination criteria such as BIC (Bayesian Information Criteria), AIC (Akaike Information Criteria) and AICc (Corrected Akaike information criterion) and computed respectively by BIC= −2l(θ; t)+k log(n), AIC= −2l(θ; t)+2k and AICc=AIC+[2 k (k + 1)]/[(n − k − 1)], where k is the number of parameters to be fitted andθ is estimation of θ. Given a set of candidate models for t, the preferred model is the one which provides the minimum values of the aforementioned statistics. Table 2 presents the results of BIC, AIC and AICc, for different probability distributions. The goodness of fit can also be checked through the over plot of the survival function adjusted by the proposed theoretical models onto the empirical survival function as shown in Figure 3 .
Comparing the empirical survival function with the adjusted distributions, we observe that Fréchet distribution fits better than the chosen models. These results are confirmed from the BIC, AIC and AICc values, since Fréchet distribution has the minimum values for the proposed data sets. Therefore, our proposed methodology can be used successfully to analyze the minimum flow of water during May, June, July, August and September at Piracicaba River using the Fréchet distribution with the Bayesian approach.
Conclusions
In this paper, we considered different methods of estimation of the unknown parameters both from frequentist and Bayesian viewpoint of Fréchet distribution. We considered the MLEs, MMEs, LME, PCEs, LSEs, WLSE, MPS, CME and ADE as frequentist estimators. As it is not feasible to compare these methods of estimation theoretically, we have performed an extensive simulation study to compare these nine methods of estimation. We compared these frequentist estimators mainly with respect to MREs and MSEs. The results show that among the classical estimators, MPS performs better than their counterpart in terms of MSEs in the simulation study. Additionally, we have obtained Bayes estimates through posterior median and compared with respect to MREs and MSEs. We have obtained accurate coverage probability through the credible intervals. Therefore, combining all these results, we conclude that the Bayesian approach is preferred in order to make inference on unknown parameters of the Fréchet distribution. We also compared this model with some existing competing models and the Fréchet distribution performed reasonably well.
Now let u min = min u 1 , · · · , u n , and r be the number of times u min appears in
log(ui) u −α min = r log(u min ) and therefore lim α→∞ G(α) = 0 + n r r log(u min ) = n log(u min ) < 0, where the last inequality follows since u min < 1, which is true by consequence of the hypothesis that not all t i are equal. It follows that, because of the intermediate value theorem, G(α) has at least one root in the interval [0, ∞). We now prove that G (α) is negative, which in turn will imply that G(α) cannot have more than one root in [0, ∞), where G (α) is given by
To show that G (α) is negative, it is enough to show that
To prove this, one can use the Cauchy-Schwartz inequality (a special case of Holder's inequality with p = q = 2) stated as follows
where equality holds if It follows that G(α) = dl(λ(α),α|t) dα has only on root α such that G(α) > 0 for α < α and G(α) < 0 for α > α and therefore α is the only value that attains the maximum of l(λ(α), α). Then max λ∈R + , α∈R + l(λ, α|t) = l λ (α),α = l(λ,α) and (λ,α) is the only pair that attains the maximum of l(λ, α). 
