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Resumen
El proceso de estandarizacio´n de la tecnologı´a UMTS como esta´ndar global 3G ha re-
sultado en el desarrollo del Subsistema Multimedia IP (IP Multimedia Subsystem, IMS).
IMS es una arquitectura de control, basada en el protocolo IP, que proporciona un conjunto
de funcionalidades que resultan esenciales en la provisio´n de los servicios multimedia de
valor an˜adido con requisitos de QoS que esta´n previstos en el futuro de las redes mo´viles de
tercera generacio´n. Ası´, por un lado, IMS provee al usuario con medios para acceder a un
amplio rango de servicios implementados mediante Servidores de Aplicacio´n. Por otro lado,
las funcionalidades de control de sesio´n en IMS permiten establecer sesiones multimedia
entre Equipos de Usuario (User Equipment, UE), sobre las cuales es posible proporcionar
nuevos servicios peer-to-peer basados en el intercambio directo de informacio´n entre las
partes participantes en el servicio. En este contexto, muchos de los servicios que actualmen-
te esta´n siendo considerados en el futuro de las redes 3G son de naturaleza multiususario, en
los que varios usuarios participan en la ejecucio´n del servicio, de modo que la informacio´n
debe ser intercambiada entre mu´ltiples UEs. Ejemplos de tales servicios son el servicio de
Conferencia o el servicio Push-to-talk.
Por otro lado, el continuo desarrollo y despliegue de nuevos accesos de banda ancha, po-
sibilita la entrega de nuevos servicios de valor an˜adido al usuario, lo que finalmente permite
atraer la atencio´n del usuario y sostener de este modo el continuo crecimiento de Internet.
A este respecto, el desarrollo de especificaciones para una Red de Internet de Pro´xima Ge-
neracio´n permitira´ desarrollar nuevas infraestructuras con capacidades y caracterı´sticas que
soporten la apropiada provisio´n de los servicios multimedia del futuro sobre las distintas
redes de acceso fijas y mo´viles disponibles. Ası´, entre las iniciativas ma´s importantes en el
campo de las Redes de Pro´xima Generacio´n (Next Generation Network, NGN), adquiere
especial relevancia la propuesta por el grupo TISPAN de ETSI, que trabaja en el desarrollo
de especificaciones para una Red de Pro´xima Generacio´n basada en IMS.
Bajo las consideraciones presentadas, el principal objetivo de esta Tesis Doctoral ha con-
sistido en el desarrollo de una plataforma general que, mediante la extensio´n de las funciona-
lidades de control de sesio´n presentes en IMS, soporte la provisio´n de servicios multiusuario
en redes NGN con este plano de control. Asimismo, en la solucio´n presentada, la eficiencia
en el uso de los recursos de portadora se ha garantizado mediante el empleo de servicios de
transporte multicast a nivel de red en la transmisio´n de la informacio´n de usuario. Por otro
lado, se presentara´n soluciones que permitan cubrir las carencias presentes en la primera ver-
sio´n de especificaciones de la NGN de TISPAN con respecto a los mecanismos de provisio´n
de calidad de servicio. Finalmente, se realizara´ una validacio´n de las soluciones presentadas
mediante la implementacio´n de las mismas.
I
Abstract
The standardization process of the UMTS technology as a 3G global standard, has resul-
ted in the development of the IP Multimedia Subsystem (IMS). IMS is a control architecture,
based on the IP protocol, that provides a set of functionalities that are essential in the pro-
vision of the value-added multimedia services with QoS requirements that are envisioned in
the future of 3G mobile networks. On one hand, IMS provides the user with means to access
a wide range of services, implemented by means of Application Servers. On the other hand,
the session control functionalities in IMS allow to establish multimedia sessions between
User Equipments (UEs), making possible to provide new peer-to-peer services based on the
direct exchange of media between the parties that participate in the service. In this context,
many of the services that are currently being considered in the future of 3G networks are
multiparty in nature, where several users participate in the execution of the service, so that
media is exchanged between multiple UEs. Examples of that services are the Conference
service or the Push-to-talk service.
On the other hand, the continuous development and deployment of new wideband access
technologies enables the delivery of new value-added services to the user, which allows to
appeal the user attention and to sustain the constant evolution of Internet. In this respect,
the development of specifications for a Next Generation Internet network will introduce
new infrastructures with features and capabilities to support the future multimedia services
over the different fixed and mobile access networks. One of the most relevant initiatives in
the field of Next Generation Networks (NGN), is the one proposed by the ETSI TISPAN
group, that is currently working in the development of specifications for an IMS based Next
Generation Network.
Taking into account the previous considerations, the main objective of this PhD thesis
has consisted of developing a generic platform that, by extending the IMS session control
functionalities, supports the provision of multiparty services in NGN networks with this
control plane. In addition, in the presented solution, the efficiency regarding the utilization
of bearer resources has been assured by using network level multicast delivery services to
transmit the media. On the other hand, solutions will be presented to cover the open issues
in the first release of specifications of TISPAN NGN with respect to QoS provisioning.
Finally, an experimental validation of the proposed solutions based on implementation will
be presented.
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Capı´tulo 1
Introduccio´n
El nuevo paradigma de comunicacio´n ofrecido por las redes celulares de Tercera Ge-
neracio´n (3G) ha introducido en el mercado nuevas infraestructuras de acceso inala´mbricas
de banda ancha, ası´ como terminales mo´viles de usuario de elevadas prestaciones. En este
nuevo contexto, el protocolo IP juega un papel fundamental, soportando el transporte de las
comunicaciones de datos en las que participa el terminal mo´vil, el cual obtiene acceso a In-
ternet a trave´s del dominio de conmutacio´n de paquetes de la red 3G. Ası´, el usuario puede
acceder a cualquier servicio de Internet, del mismo modo que lo harı´a cualquier otro usuario
con un acceso fijo de banda ancha (ej. ADSL). Ejemplos de tales servicios son la navegacio´n
Web, el correo electro´nico o las aplicaciones relacionadas con la descarga de contenidos. De
este modo, el dominio de conmutacio´n de paquetes de las redes 3G posibilita la convergencia
entre Internet y el mundo celular.
Por otro lado, el nuevo paradigma introduce la posibilidad de establecer una comunica-
cio´n IP directa entre dispositivos mo´viles. ´Este es un ingrediente clave, ya presente en las
redes de Internet, que abrira´ nuevos horizontes en el desarrollo de aplicaciones y de servicios
en el dominio de comunicacio´n mo´vil. Un nuevo modelo de aplicaciones peer-to-peer, que
permiten la comparticio´n de recursos entre los usuarios del servicio, podra´ ser introducido
en el mundo celular, proporcionando valor an˜adido a los servicios hasta ahora ofrecidos por
el operador al usuario final. El desarrollo de nuevos servicios, a su vez, permitira´ atraer a
nuevos usuarios, lo que garantizara´ el futuro y la evolucio´n de las redes de comunicaciones
mo´viles 3G.
En este contexto, el proceso de especificacio´n de la tecnologı´a UMTS como esta´ndar
global 3G, realizado a nivel mundial por el 3GPP, ha resultado en el desarrollo del Subsis-
tema Multimedia IP (IP Multimedia Subsystem, IMS). IMS es una arquitectura de control,
basada en el protocolo IP, que proporciona una conjunto de funcionalidades esenciales en
la provisio´n de los servicios multimedia de valor an˜adido con requisitos de QoS que esta´n
previstos en el futuro de UMTS. Un valor an˜adido que ofrece esta nueva arquitectura, es que
proporciona a los usuarios acceso a los servicios que tradicionalmente han sido ofrecidos en
las redes de conmutacio´n de circuitos (ej. llamadas de voz) a trave´s del dominio de paquetes
de UMTS. De este modo, IMS permite integrar los servicios ofrecidos en el dominio de cir-
cuitos y en el de paquetes, los cuales pueden ser finalmente entregados al usuario mediante
1
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un mecanismo comu´n basado en el protocolo IP.
Por otro lado, varios de los servicios que esta´n siendo actualmente desarrollados para
redes UMTS involucran el intercambio de informacio´n entre varios usuarios, en un acuerdo
peer-to-peer. Ejemplos bien conocidos de estos servicios multiusuario son el servicio Push-
to-talk o el servicio de Conferencia. Sin embargo, las especificaciones desarrolladas hasta la
fecha por el 3GPP para estos servicios no proporcionan un mecanismo general que soporte la
negociacio´n de los mismos, siendo las soluciones presentadas especı´ficas para cada servicio
desarrollado. Por otro lado, en dichas especificaciones se considera un esquema de transporte
de la informacio´n de usuario basado en unicast, en el que tı´picamente la informacio´n se
envı´a a un nodo central donde es replicada para cada usuario participante en el servicio. Esta
solucio´n, como veremos a lo largo del presente documento, presenta problemas de eficiencia
relacionados con el uso de recursos de portadora en las redes de transporte.
Asimismo, la gran aceptacio´n a nivel mundial que ha adquirido Internet en los u´ltimos
an˜os, ha propiciado el desarrollo y posterior despliegue de nuevas infraestructuras de red
que proporcionan al usuario un acceso de banda ancha pra´cticamente a nivel global. En
este contexto, es posible introducir nuevos servicios multimedia de gran atractivo para el
usuario que soporten el continuo desarrollo de las tecnologı´as de banda ancha, mediante
la captacio´n de nuevos clientes. Sin embargo, dichos servicios requieren cierta calidad en
la provisio´n de los mismos, y aunque actualmente existen varias propuestas desarrolladas
para proporcionar QoS a nivel IP, ninguna de ellas se utiliza en la pra´ctica para proporcionar
QoS real extremo a extremo. A este respecto, el desarrollo de especificaciones para una
Red de Internet de Pro´xima Generacio´n permitira´ desarrollar nuevas infraestructuras con
capacidades y caracterı´sticas que soporten la apropiada provisio´n de los servicios multimedia
del futuro.
Ası´, hoy en dı´a existen varias iniciativas en el campo de las Redes de Pro´xima Genera-
cio´n (Next Generation Network, NGN). Entre e´stas, es de especial relevancia la propuesta
por el grupo TISPAN de ETSI, que trabaja en el desarrollo de especificaciones para una Red
de Pro´xima Generacio´n basada en la arquitectura del Subsistema Multimedia IP. Como re-
sultado de este trabajo, la primera versio´n de especificaciones para la NGN de TISPAN ha
sido formalmente publicada. Sin embargo, en esta primera versio´n existen aspectos todavı´a
no cubiertos que son de especial relevancia en la proporcio´n de servicios, principalmente
relacionados con los mecanismos de provisio´n de calidad de servicio y con las funciona-
didades de control de la sesio´n. Estos aspectos debera´n ser cubiertos para garantizar una
solucio´n general que soporte la adecuada provisio´n de la pro´xima generacio´n de servicios
multimedia.
Este trabajo se estructura en tres partes. La parte I contiene una revisio´n del estado
del arte referente a IMS y a la Red de Pro´xima Generacio´n de TISPAN. En concreto, en
el capı´tulo 2 se describe el Subsistema Multimedia IP, segu´n ha sido especificado por el
3GPP. Asimismo, se introduce el concepto de los servicios multiusuario, analiza´ndose las
principales carencias presentes en las especificaciones del 3GPP con respecto a la provisio´n
de los mismos. Finalmente, se presenta la solucio´n que ha sido desarrollada por el 3GPP
para la provisio´n de servicios basados en tecnologı´as de entrega multicast a nivel de red.
Igualmente, se indican una serie de consideraciones generales con respecto al uso de esta
3solucio´n en el soporte de los servicios multiusuario. En el capı´tulo 3 se introduce la Red de
Pro´xima Generacio´n de TISPAN, y se describen los principales aspectos no cubiertos con
respecto a los mecanismos de provisio´n de QoS. En el capı´tulo 4 se presenta la arquitectura
ba´sica de una pasarela residencial desarrollada en el a´mbito del proyecto europeo MUSE.
Esta pasarela, como veremos en sucesivos apartados, permitira´ extender la solucio´n de QoS
presentada en las especificaciones de TISPAN.
La parte II contiene las principales contribuciones propuestas en esta Tesis Doctoral. En
concreto, en el capı´tulo 5 se proponen un conjunto de extensiones a los procedimientos de
control de sesio´n en IMS, con el objeto de soportar el establecimiento y la liberacio´n de
sesiones multimedia involucrando a mu´ltiples usuarios. Estas sesiones multimedia se basan
en el uso de tecnologı´as de entrega multicast a nivel de red para la entrega de la informacio´n
en el plano de usuario. De este modo, se proporciona una base que permite implementar
servicios multimedia multiusuario en redes IMS, resolviendo la problema´tica indicada en
el capı´tulo 2 para esta clase de servicios. El capı´tulo 6 presenta una propuesta que permite
extender la soluciones de QoS presentadas en la primera versio´n de especificaciones de la
NGN de TISPAN, tratando los aspectos no cubiertos en dichas especificaciones que se han
identificado en el capı´tulo 3 relacionados con la provisio´n de QoS en el entorno residencial
del usuario final. El capı´tulo 7 describe los procedimientos que han permitido validar las so-
luciones presentadas en los dos capı´tulos anteriores. Finalmente, el capı´tulo 8 concluye esta
Tesis Doctoral, describiendo las principales aportaciones obtenidas al te´rmino de la misma,
ası´ como las lı´neas de trabajo futuras. En este capı´tulo se indica el listado de publicaciones
en el que se incluyen las aportaciones mencionadas.
La parte III contiene el ape´ndice A. Este ape´ndice recoge el conjunto de elementos de
informacio´n que permiten describir una sesio´n multimedia multiusuario, y que se incluyen
en los mensajes de notificacio´n que se envı´an a los participantes en la misma.
Parte I
Estado del arte
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Capı´tulo 2
El Subsistema Multimedia IP
2.1. Introduccio´n
El desarrollo de las nuevas redes celulares de Tercera Generacio´n (3G) introduce en el
mercado nuevas infraestructuras de acceso inala´mbricas de banda ancha y terminales mejo-
rados. Estos componentes soportara´n la pro´xima generacio´n de servicios multimedia previs-
tos para el futuro.
En este contexto, el proceso de estandarizacio´n de la tecnologı´a 3G UMTS, realizado a
nivel mundial por el 3GPP (Third Generation Partnership Project), ha resultado en el de-
sarrollo del Subsistema Multimedia IP (IP Multimedia Subsystem, IMS). IMS es una arqui-
tectura de control basada en el protocolo IP que fue inicialmente disen˜ada con el propo´sito
de soportar funcionalidades esenciales en los mecanismos de provisio´n de servicios en en-
tornos UMTS. En este sentido, uno de los principales valores an˜adidos que proporciona esta
nueva arquitectura, es que permite entregar al usuario los servicios que tradicionalmente han
sido ofrecidos por los operadores de las redes de conmutacio´n de circuitos a trave´s del do-
minio de paquetes de UMTS. En la versio´n actual (versio´n 3GPP R8), no obstante, se esta´n
considerando otras redes de acceso con conectividad IP distintas de la ofrecida por UMTS.
Adema´s, IMS soporta funcionalidades relacionadas con el control de sesiones multi-
media, mediante el uso del protocolo SIP (Session Initiation Protocol), sobre las cuales se
construyen los diferentes servicios ofrecidos al usuario. Estas funcionalidades permiten la
negociacio´n de los diferentes para´metros que describen la sesio´n como paso previo a la trans-
misio´n de la informacio´n de usuario. Ejemplos de tales para´metros son las direcciones IP y
puertos involucrados en el intercambio de informacio´n, el tipo de informacio´n multimedia
que se desea transmitir y/o recibir (ej. audio o vı´deo) y los para´metros de calidad que se
requieren para garantizar la correcta recepcio´n del servicio. Con respecto a este u´ltimo apar-
tado, IMS provee a los equipos de usuario con medios para indicar y negociar los requisitos
de calidad asociados con el servicio, proporcionando al mismo tiempo soporte al operador
para autorizar y controlar el uso de los recursos de portadora que son necesarios en las redes
de transporte para la transmisio´n de la informacio´n de usuario relacionada con el mismo. De
este modo, la arquitectura IMS permite proporcionar calidad de servicio extremo a extremo
7
8 Capı´tulo 2. El Subsistema Multimedia IP
en la entrega del servicio al usuario final, garantizando la calidad de la experiencia percibida
por e´ste.
Por otro lado, las funcionalidades de control de la sesio´n proporcionan un mecanismo
esta´ndar que permite sincronizar a los usuarios participantes en la misma para la provisio´n
del servicio. ´Esta es una caracterı´stica presente en los servicios que tı´picamente se han ofre-
cido en las redes de conmutacio´n de circuitos (ej. llamadas de voz), y que sin embargo no
existe en las redes conmutacio´n de paquetes, en las que en la pra´ctica no se utiliza un me-
canismo comu´n para la sincronizacio´n de los usuarios en las aplicaciones que requieren la
interaccio´n entre e´stos (ej. aplicaciones VoIP).
Por otro lado, como veremos a continuacio´n, IMS define una serie de interfaces esta´ndar
para los desarrolladores de servicios, proporcionando de este modo un mecanismo sencillo
que habilita al operador para proveer acceso al usuario a un amplio rango de servicios de
distintos proveedores.
Finalmente, la arquitectura IMS proporciona otras funcionalidades que son igualmente
necesarias en los procedimientos de provisio´n de servicios, tales como el registro de los
usuarios, el soporte de roaming y la provisio´n de mecanismos flexibles de facturacio´n en
beneficio del operador.
En este capı´tulo se proporciona un breve resumen sobre el Subsistema Multimedia IP,
haciendo especial e´nfasis en los detalles relacionados con la arquitectura, con los proce-
dimientos de control de sesio´n y con los mecanismos de provisio´n de calidad de servicio.
Asimismo, el capı´tulo introduce un nuevo conjunto de servicios en el entorno de comuni-
caciones mo´viles 3G que involucran el intercambio de informacio´n entre mu´ltiples usuarios
(esto es, los servicios multiusuario). La provisio´n de estos servicios a trave´s de la infraes-
tructura proporcionada por IMS constituira´ el principal objetivo en el desarrollo de esta
Tesis Doctoral. En esta lı´nea, se revisa la solucio´n actualmente propuesta por el 3GPP para
la provisio´n de servicios al usuario basados en tecnologı´as de entrega multicast a nivel de
red en entornos UMTS. Finalmente, el capı´tulo termina con un resumen de las principales
conclusiones obtenidas tras el desarrollo de los conceptos expresados en el mismo.
2.2. IMS y los procedimientos de estandarizacio´n
A mediados de 1980 la Unio´n Internacional de Telecomunicaciones (International Te-
lecommunication Union, ITU) [Int08a] introduce la familia de especificaciones IMT-2000
(International Mobile Telecommunications-2000) como esta´ndar global para redes celulares
3G. Tras ma´s de 10 an˜os de trabajo, las especificaciones te´cnicas desarrolladas son final-
mente aprobadas en el an˜o 2000. IMT-2000 define un esta´ndar flexible, soportando cinco
interfaces radio basadas en tres tecnologı´as de acceso distintas: FDMA (Frequency Division
Multiple Access), TDMA (Time Division Multiple Access) y CDMA (Code Division Multiple
Accesss).
Dichas interfaces radio son las siguientes:
IMT-DS (Direct Spread), tambie´n conocido como WCDMA (Wideband Code Divi-
2.2. IMS y los procedimientos de estandarizacio´n 9
sion Multiple Access) o UTRA FDD (Frequency Division Duplexing).
IMT-MC (Multi Carrier), tambie´n conocido como CDMA2000.
IMT-TC (Time Code), que comprende UTRA TDD (Time Division Duplexing) y TD-
SCDMA (Time Division Synchronous Code Division Multiple Access).
IMT-SC (Single Carrier), llamado UWC-136, ma´s conocido como EDGE (Enhanced
Data Rates for GSM Evolution).
IMT-FT (Frequency Time), tambie´n conocido como DECT (Digital Extended Cordless
Telephone).
IMT-2000 es el resultado del trabajo colaborativo entre numerosas entidades internas
del ITU, tales como el ITU-T (ITU-Telecommunication Standardisation Sector) y el ITU-R
(ITU-Radiocommunication Sector), y externas al mismo, entre las que adquieren especial
relevancia el 3GPP (Third Generation Partnership Project) y el 3GPP2 (Third Generation
Partnership Project 2).
El 3GPP [Thi08a] nace en 1998, como un acuerdo de colaboracio´n entre diferentes cuer-
pos de estandarizacio´n, con el objetivo de desarrollar especificaciones e informes te´cnicos
que permitiesen estandarizar un sistema celular 3G evolucionado a partir de la tecnologı´a
GSM. Dicho esta´ndar se conoce con el nombre de Universal Mobile Telecommunications
System (UMTS). El 3GPP agrupa las diferentes especificaciones producidas en versiones.
En concreto, la primera versio´n de especificaciones de 3GPP es la versio´n 99 (3GPP R99).
En esta versio´n, se propone una nueva red de acceso radio basada en la interfaz WCDMA,
esto es, la UTRAN (Red de Acceso Radio Terrestre Universal). La siguiente versio´n deberı´a
haber sido la 3GPP R00. Sin embargo, debido a los mu´ltiples cambios propuestos en dicha
versio´n, el contenido de e´sta se dividio´ en dos nuevas versiones, la 3GPP R4 y la 3GPP
R5, siendo en esta u´ltima en la que aparecen las primeras especificaciones relacionadas con
IMS. Actualmente, la versio´n 3GPP R6 es considerada estable, mientras que el trabajo en
las versiones 3GPP R7 y 3GPP R8 continu´a en fase de desarrollo.
De manera ana´loga a 3GPP, el 3GPP2 [Thi08b] se forma con el objetivo de estandarizar
un sistema de comunicaciones mo´viles 3G a partir de las redes celulares norteamericanas
y asia´ticas basadas en los esta´ndares ANSI (American National Standards Institute). Asi-
mismo, 3GPP2 tambie´n trabaja en la especificacio´n de su propio Subsistema Multimedia IP,
partiendo de la base proporcionada por las especificaciones de IMS contenidas en la ver-
sio´n R5 del 3GPP. En cualquier caso, tanto en 3GPP como en 3GPP2, una consideracio´n de
disen˜o fundamental es que los protocolos involucrados en IMS deben obligatoriamente ser
protocolos de Internet, los cuales son desarrollados por el Internet Engineering Task For-
ce (IETF) [Int08b]. Por consiguiente, 3GPP y 3GPP2 mantienen un acuerdo de colaboracio´n
con el IETF para garantizar que los protocolos de Internet desarrollados son adecuados para
su uso en la arquitectura de IMS.
Finalmente, la OMA (Open Mobile Alliance) juega tambie´n un papel importante en los
procesos futuros de estandarizacio´n relacionados con IMS, centra´ndose en el apartado de
desarrollo de los servicios que podra´n ser proporcionados sobre la arquitectura de IMS.
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2.3. Protocolos en IMS
Segu´n se ha indicado en el apartado anterior, en el desarrollo de especificaciones para
IMS se presenta el objetivo claro de utilizar protocolos esta´ndar de Internet, los cuales han
sido tradicionalmente desarrollados por el IETF. De este modo, se mantiene la compatibili-
dad con las tecnologı´as utilizadas en las redes de paquetes actuales, reducie´ndose tambie´n
el tiempo empleado en los procesos de estandarizacio´n y de desarrollo.
Un hecho determinante que sin duda ha influido en el disen˜o de la arquitectura del Sub-
sistema Multimedia IP ha sido la eleccio´n del Protocolo de Iniciacio´n de Sesio´n (Session
Initiation Protocol, SIP) [RSC+02] para implementar las funcionalidades relacionadas con
el control de sesiones multimedia. SIP es un protocolo de nivel de aplicacio´n que permi-
te establecer, mantener y liberar sesiones multimedia sobre redes basadas en el protocolo
IP. Estas sesiones multimedia, proporcionan la base sobre la cual se proveen en IMS los
servicios que son accesibles al usuario. De este modo, SIP es el protocolo clave en IMS
que habilita a los usuarios para acceder a los distintos servicios multimedia ofrecidos por el
operador.
Adicionalmente, en el proceso de establecimiento de sesiones multimedia otros dos pro-
tocolos adquieren especial relevancia: el protocolo de Descripcio´n de Sesio´n (Session Des-
cription Protocol, SDP) [HJP06] y el modelo Oferta/Respuesta de SDP [RS02a]. SDP
permite describir sesiones multimedia, mientras que el modelo Oferta/Respuesta de SDP
permite a los participantes en una sesio´n llegar a un acuerdo sobre los distintos para´metros
que la caracterizan. De este modo, SIP, SDP y el modelo Oferta/Respuesta de SDP soportan
el establecimiento de la sesio´n multimedia con los para´metros negociados por los partici-
pantes en la misma.
Por otro lado, Diameter es el protocolo utilizado en IMS en los procesos de autentica-
cio´n, autorizacio´n y facturacio´n. Diameter consiste en un protocolo base [CLG+03], cuya
funcionalidad se extiende mediante Aplicaciones de Diameter. Dichas aplicaciones permiten
particularizar el protocolo en funcio´n de la finalidad para la que se desea utilizar. IMS utiliza
el protocolo Diameter en varias interfaces, si bien no todas las interfaces utilizan la misma
Aplicacio´n de Diameter.
Finalmente, los protocolos RTP (Real-time Transport Protocol) y RTCP (RTP Control
Protocol) se utilizan para transmitir informacio´n de usuario en tiempo real, ej. audio o vı´deo.
En [SCFJ03] se detalla la especificacio´n de ambos protocolos.
2.4. Arquitectura de IMS
En esta seccio´n se proporciona una breve descripcio´n de la arquitectura del Subsistema
Multimedia IP, de acuerdo con las especificaciones contenidas en la versio´n R8 del 3GPP
[3rd08c].
La figura 2.1 presenta una versio´n simplificada de la arquitectura de IMS, en la que se
ha considerado la red de acceso con conectividad IP de UMTS. Segu´n se observa en la fi-
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Figura 2.1: Arquitectura simplificada de IMS
gura, dicha arquitectura se estructura en dos planos o niveles: el plano de usuario y el plano
de control. Por encima del plano de control se soporta un plano de aplicacio´n en el que se
proporcionan servicios, aunque dicho plano no se considera parte constituyente de la arqui-
tectura de IMS. Esta organizacio´n por niveles permite separar las funciones relacionadas
con el transporte de la informacio´n de usuario, que son tı´picamente dependientes de la tec-
nologı´as empleadas en las redes de transporte, del resto de funciones realizadas en el plano
de control, tales como las relacionadas con el control de la sesio´n o con los mecanismos de
autorizacio´n y de control de la calidad de servicio. Asimismo, se posibilita la introduccio´n de
nuevas tecnologı´as de transporte en el plano de usuario, sin que por ello cambie el servicio
ofrecido por el plano de control a las distintas aplicaciones.
Por otro lado, en cada nivel la funcionalidad se organiza en un conjunto de entidades
funcionales, separadas mediante una serie de interfaces o puntos de referencia. El esta´ndar,
no obstante, no obliga a implementar cada entidad funcional en un u´nico nodo de red, pu-
diendo el implementador combinar varias entidades funcionales en un u´nico nodo de red o
incluso dividir la implementacio´n de una entidad funcional en varios nodos de red.
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2.4.1. Principales entidades funcionales
A continuacio´n se describen las principales entidades funcionales que conforman el Sub-
sistema Multimedia IP, y cuyo conocimiento es necesario en la comprensio´n de los conceptos
descritos en el resto de este documento. Entre e´stas, son especialmente relevantes los CSCFs
(Call Session Control Functions). ´Estas son las entidades funcionales que soportan en IMS
el procesamiento de la sen˜alizacio´n SIP. Segu´n se indica a continuacio´n, existen tres tipos
de CSCFs: el Proxy-CSCF, el Serving-CSCF y el Interrogating-CSCF.
El P-CSCF
El Proxy-Call Session Control Function (P-CSCF) es el punto de acceso de los termina-
les de usuario al plano de control de la arquitectura IMS. Ası´, todos los mensajes de sen˜ali-
zacio´n SIP con origen o destino en el Equipo de Usuario (User Equipment, UE) deben pasar
obligatoriamente por el P-CSCF. El P-CSCF se asigna al terminal durante el procedimiento
de registro, y no cambia mientras el terminal se encuentre registrado. Entre las funciones
realizadas por el P-CSCF podemos citar las siguientes:
El P-CSCF realiza las funciones de un servidor proxy SIP, segu´n se especifican en
[RSC+02], validando cada solicitud SIP recibida y encamina´ndola hacia el destino
apropiado (hacia el terminal de usuario o la red IMS). Esta funcionalidad es necesaria
en los procesos de registro del usuario y de control de la sesio´n.
El P-CSCF actu´a como un User Agent (UA), segu´n se define en [RSC+02], con el
propo´sito de liberar las sesiones establecidas bajo condiciones anormales, como por
ejemplo por la pe´rdida de las portadoras de transporte establecidas para la sesio´n en el
plano de usuario.
Generacio´n de registros de datos de facturacio´n (Charging Data Record, CDR).
Establecer una asociacio´n de seguridad IPsec (Internet Protocol Security) con el equi-
po de usuario, con el objeto de proveer proteccio´n de integridad de la sen˜alizacio´n
SIP.
El P-CSCF incluye un compresor/descompresor de mensajes SIP, basado en los RFCs
[PBC+03], [GMBO+03] y [Cam03]. Los mecanismos de compresio´n permiten redu-
cir el tiempo de transmisio´n de los mensajes SIP, dado que dichos mensajes pueden
ser relativamente largos debido a que SIP es un protocolo basado en texto.
Aplicacio´n de las polı´ticas establecidas por el operador. El P-CSCF puede examinar el
contenido de la carga SDP contenida en una solicitud SIP. Si dicha carga contiene tipos
de informacio´n o codecs no permitidos por el operador, el P-CSCF puede rechazar la
solicitud.
Interactuar con el Policy and Charging Rules Function (PCRF), proporcionando a e´ste
la informacio´n de servicio que es necesaria para el desempen˜o de sus funciones.
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Una red IMS habitualmente incluye un cierto nu´mero de P-CSCFs, por cuestiones de
escalabilidad y de redundancia. Del mismo modo, cada P-CSCF puede dar servicio a varios
terminales de usuario, dependiendo de su capacidad.
El HSS y el SLF
El HSS (Home Subscriber Server) es el principal centro de almacenamiento de la infor-
macio´n relacionada con los usuarios en IMS. Dicha informacio´n incluye, entre otros para´me-
tros, datos relacionados con el procedimiento de registro del usuario (por ejemplo, informa-
cio´n especı´fica del usuario sobre las capacidades que requiere para el S-CSCF que le es
asignado por la red), la direccio´n del S-CSCF asignado al usuario e informacio´n relacionada
con el perfil del usuario (por ejemplo, los servicios a los que e´ste se encuentra suscrito).
La red del operador puede contener varios HSSs. En tal caso, es necesario algu´n meca-
nismo que permita obtener la direccio´n del HSS que mantiene la informacio´n relacionada
con un usuario especı´fico. Con este propo´sito, el SLF (Subscription Locator Function) es una
base de datos que permite resolver la identidad de un usuario en su HSS correspondiente.
El I-CSCF
El I-CSCF (Interrogating-Call Session Control Function) es el punto de contacto dentro
de la red de un operador para todas las conexiones IMS destinadas a un abonado de dicho
operador. Se trata de un servidor proxy SIP localizado en el eje de la red del operador, cuya
direccio´n se encuentra registrada en el Sistema de Nombres de Dominio (Domain Name
System, DNS). De este modo, si un servidor proxy SIP debe encaminar un mensaje SIP hacia
el dominio del operador al que se encuentra abonado el usuario, puede obtener la direccio´n
de un I-CSCF al que encaminar el mensaje previa consulta al DNS. Entre las funcionalidades
ofrecidas por el I-CSCF podemos destacar las siguientes:
Contactar al HSS para de este modo obtener informacio´n sobre el S-CSCF que esta´ sir-
viendo al usuario y poder encaminar hacia e´ste un mensaje SIP recibido (ej. durante
el procedimiento de establecimiento de sesio´n).
En caso de que el usuario no tenga S-CSCF asignado, seleccionar un S-CSCF adecua-
do para servir al usuario basa´ndose en las capacidades de S-CSCF recibidas del HSS.
Este procedimiento es necesario durante el proceso de registro, pudiendo serlo tam-
bie´n durante el procedimiento de establecimiento de sesio´n para un usuario destino no
registrado.
Generacio´n de CDRs (Charging Data Record).
Una red IMS normalmente incluye un cierto nu´mero de I-CSCFs, por motivos de esca-
labilidad y de redundancia.
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El S-CSCF
El S-CSCF (Serving-Call Session Control Function) es el nodo principal en el plano
de control de IMS. Esta´ siempre localizado en la red hogar del usuario y proporciona fun-
cionalidades de control de sesio´n y de registro a los usuarios de IMS. Entre las principales
funciones del S-CSCF podemos citar las siguientes:
Gestionar las solicitudes de registro realizadas por el usuario a trave´s de su equipo
de usuario (el S-CSCF proporciona la funcionalidad de un registrar de SIP, segu´n se
especifica en [RSC+02]).
Descargar el perfil del usuario del HSS. Dicho perfil de usuario contiene a su vez un
conjunto de perfiles de servicio, que incluyen informacio´n relacionada con los servi-
cios a los que se encuentra suscrito el usuario. Esta informacio´n permitira´ contactar a
los AS (explicados a continuacio´n) pertinentes para la correcta ejecucio´n de los servi-
cios.
Informar al HSS cuando el S-CSCF sea asignado a un usuario durante el proceso de
registro (la asignacio´n no cambia mientras el usuario se mantiene registrado).
Encaminar los mensajes de sen˜alizacio´n SIP hacia su destino apropiado (esto es, im-
plementar la funcionalidad de un servidor proxy SIP), por ejemplo el P-CSCF (en caso
de sen˜alizacio´n terminada en equipo de usuario), el I-CSCF (en caso de que el men-
saje deba ser enviado hacia el dominio de otro operador) o un servidor en el plano de
aplicacio´n (en caso de que sea necesario invocar cierto servicio al que se encuentra
suscrito el usuario).
El S-CSCF puede actuar como un UA. Ası´, por ejemplo, en escenarios de prepago,
cuando el cre´dito del usuario se agota, el S-CSCF se encarga de generar la sen˜alizacio´n
SIP apropiada para liberar la sesio´n multimedia y los recursos asociados con e´sta.
Supervisar los temporizadores de registro y desregistrar a los usuarios tras el venci-
miento de los mismos.
Aplicacio´n de las polı´ticas establecidas por el operador, al igual que el P-CSCF.
Generacio´n de CDRs (Charging Data Record).
Una red IMS normalmente incluye un cierto nu´mero de S-CSCFs, por motivos de esca-
labilidad y de redundancia.
El AS
El Servidor de Aplicacio´n (Application Server, AS) es una entidad que provee servicios
multimedia de valor an˜adido al usuario final. El AS puede residir o no en la red hogar del
usuario, y proporciona servicios basados en SIP, CAMEL (Customized Applications for Mo-
bile network Enhanced Logic) u OSA (Open Services Architecture) sobre el plano de control
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de IMS a trave´s de una interfaz comu´n estandarizada. Tres tipos de servidores de aplicacio´n
se contemplan en las especificaciones de IMS, todos ellos accesibles a trave´s del S-CSCF:
El SIP AS. ´Este es el servidor principal en el entorno de servicios de IMS. El SIP AS
permite proveer servicios basados en SIP al usuario final, tales como los servicios de
presencia [3rdc], mensajerı´a [3rd08f] y conferencia [3rd08d].
El OSA-SCS (Service Capability Server). Este servidor es un punto de terminacio´n de
la sen˜alizacio´n SIP recibida del S-CSCF, proporcionado acceso al entorno de servicios
de OSA. Para ello, el OSA SCS tiene acceso a un servidor de aplicacio´n OSA real,
mediante una interfaz de aplicacio´n (Application Programming Interface, API) [3rda]
OSA.
El IM-SSF (IP Multimedia-Service Switching Function). Al igual que el OSA SCS,
el IMS SSF es un punto de terminacio´n de la sen˜alizacio´n SIP recibida del S-CSCF.
Este AS proporciona acceso en IMS al conjunto de servicios CAMEL desarrollados
para redes GSM, interactuando con el entorno de servicios de CAMEL mediante un
protocolo basado en CAP [3rdi] (Camel Application Part).
Ası´, IMS implementa un mecanismo enormemente flexible en lo referente a la provisio´n
de servicios: por un lado, el operador puede proporcionar acceso al usuario final a una exten-
sa gama de servicios de distintos proveedores, desarrollados sobre la interfaz esta´ndar ISC
(IMS Service Control); por otro lado, es posible combinar la ejecucio´n de distintos servicios
de diferentes proveedores, generando de este modo nuevos servicios de valor an˜adido para
el usuario final.
2.4.2. Principales puntos de referencia
La tabla 2.1 proporciona un listado de los principales puntos de referencia en la arqui-
tectura de IMS, ası´ como sus protocolos asociados. En la tabla se indican, adicionalmente,
las entidades funcionales entre las que se establece cada punto de referencia.
2.5. Funcionalidades de control de polı´ticas
Un aspecto clave en el disen˜o arquitectural del Subsistema Multimedia IP es la sepa-
racio´n de las funcionalidades relacionadas con el control y el transporte de la informacio´n
de usuario en dos planos o niveles independientes. No obstante, dicha independencia no es
completa, como veremos a continuacio´n. Cierta interaccio´n entre ambos planos es necesaria
para que el operador pueda controlar, entre otras cosas, los recursos de QoS proporcionados
a las portadoras de transporte establecidas con el UE, y cuando cada flujo puede comenzar
a ser transmitido sobre su portadora correspondiente. Esta interaccio´n entre ambos planos
se implementa en IMS mediante la funcionalidad PCC (Policy and Charging Control). PCC
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Punto de referencia Protocolo base Entidades funcionales
Gm SIP UE - P-CSCF
Mw SIP P-CSCF – I-CSCF
I-CSCF – S-CSCF
P-CSCF – S-CSCF
ISC SIP S-CSCF – AS
Cx Basada en Diameter [3rdh] S-CSCF – HSS
I-CSCF –HSS
Dx Basada en Diameter [3rdh] S-CSCF – SLF
I-CSCF – SLF
Sh Basada en Diameter [3rdj] HSS – SIP AS
HSS – OSA-SCS
Si MAP Mobile Application
Part [3rdd]
IM-SSF – HSS
Mr SIP S-CSCF – MRFC
Mp Compatible con H.248 [Tel] MRFC – MRFP
Gx Basada en Diameter [3rdf] PCRF – GGSN
Rx Basada en Diameter [3rdg] P-CSCF – PCRF
Tabla 2.1: Principales puntos de referencia de la arquitectura de IMS
provee funciones de alto nivel relacionadas con facturacio´n basada en flujo (incluyendo con-
trol de facturacio´n y control de cre´dito online) y con control de polı´ticas (ej. control de puer-
ta, control de QoS, reporte de eventos) en redes de acceso con conectividad IP (ej. UMTS,
redes fijas de banda ancha, etc.).
2.5.1. Entidades funcionales en PCC
En la figura 2.2 se muestra una versio´n simplificada de la arquitectura PCC, en la que se
han incluido u´nicamente entidades funcionales correspondientes a los procesos de control
de polı´ticas. Estas entidades funcionales se indican a continuacio´n:
El AF (Application function). Esta entidad funcional soporta aplicaciones que requie-
ren control dina´mico de polı´ticas y/o facturacio´n sobre el plano de usuario. El AF in-
teractu´a con el PCRF (explicado a continuacio´n) para transferir informacio´n dina´mica
sobre la sesio´n asociada con la aplicacio´n a trave´s del punto de referencia Rx. Esta
informacio´n habilitara´ al PCRF para realizar sus funciones y posibilitara´ que el AF re-
ciba notificaciones sobre los eventos producidos en el plano de usuario. El AF puede
recibir una indicacio´n de que la informacio´n de servicio no es aceptada por el PCRF,
incluyendo la informacio´n de servicio aceptable. En tal caso, el AF rechaza el esta-
blecimiento de la sesio´n iniciada por el UE. El P-CSCF de IMS es un ejemplo de
AF.
El SPR (Subscription Profile Repository). Esta es una entidad lo´gica que contiene
2.5. Funcionalidades de control de polı´ticas 17
Figura 2.2: Control de polı´ticas en la funcionalidad PCC
toda la informacio´n relacionada con el abonado y la suscripcio´n que es necesaria en el
desempen˜o de la funcionalidad del PCRF (ej. servicios permitidos o QoS permitida al
abonado).
El PCEF (Policy and Charging Enforcement Function). Esta entidad funcional com-
prende funcionalidades de forzado de polı´ticas y de facturacio´n basada en flujo. El
PCEF esta´ localizado en la pasarela del plano de usuario (ej. el GGSN en el caso de
UMTS) y provee, entre otras funcionalidades, deteccio´n de flujos de datos, gestio´n del
tra´fico en el plano de usuario, gestio´n de QoS y recogida de medidas relacionadas con
los flujos de datos.
El PCRF (Policy and Charging Rules Function). Esta entidad funcional provee fun-
cionalidades de decisio´n de polı´ticas y de control facturacio´n basada en flujo. Ambas
funcionalidades se corresponden con las proporcionadas por el PDF Policy Decision
Function y por el CCF (Charging Rules Function) en la versio´n de especificaciones R6
de 3GPP. Entre las principales funciones del PCRF podemos destacar las siguientes:
• Recibir del AF informacio´n de servicio relacionada con una sesio´n multimedia
y con los distintos componentes de informacio´n que la conforman (ej. de audio
o de vı´deo).
• Si el AF lo solicita, informar a e´ste de eventos ocurridos en el plano de usuario
(ej. la pe´rdida de la portadora de transporte asociada con la sen˜alizacio´n de una
sesio´n en la que participa el AF).
• Chequear que la informacio´n de servicio proporcionada por el AF sea consistente
con la polı´tica definida por el operador antes de proceder a su almacenamiento.
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Esta informacio´n de servicio sera´ utilizada posteriormente para derivar la QoS
autorizada para el servicio asociado con la sesio´n. El PCRF puede rechazar la
solicitud recibida del AF. En tal caso, el PCRF puede indicar, en respuesta al AF,
la informacio´n de servicio aceptable en el PCRF.
• Autorizar los recursos de QoS. El PCRF utiliza la informacio´n de servicio reci-
bida del AF y/o la informacio´n relacionada con la suscripcio´n del abonado para
calcular de manera apropiada la QoS autorizada. Adicionalmente, si el PCRF re-
cibe una solicitud de QoS a trave´s del punto de referencia Gx, e´ste puede utilizar
en dicho ca´lculo la QoS solicitada desde el plano de usuario.
• Derivar el conjunto de reglas de PCC definen el tratamiento que debe ser apli-
cado en el plano de usuario a los distintos flujos que conforman la sesio´n. Estas
reglas de PCC se envı´an al PCEF a trave´s del punto de referencia Gx.
2.5.2. Interaccio´n entre el P-CSCF y la funcionalidad PCC
Segu´n se ha comentado en el apartado 2.3, los procedimientos de control de sesio´n en
IMS se basan en el protocolo SIP, siendo adema´s utilizados en el establecimiento de sesiones
multimedia el protocolo SDP y el modelo Oferta/Respuesta de SDP. Es importante destacar,
no obstante, que las especificaciones del IETF en relacio´n a SIP y SDP no son directamente
aplicables en el Subsistema Multimedia IP de 3GPP. En concreto, en [3rd08e], se define en
detalle el protocolo de control de sesio´n utilizado en IMS, basado en el uso de ambos proto-
colos. Dicho documento incluye, adema´s, un conjunto de perfiles para las especificaciones
de SIP y SDP del IETF que deben ser implementados por las entidades funcionales de IMS
que utilicen ambos protocolos.
En cualquier caso, en IMS el protocolo SDP permite describir una sesio´n multimedia,
mediante la definicio´n de los diferentes componentes de informacio´n de usuario que con-
forman la sesio´n (para cada componente de informacio´n, SDP permite indicar los distintos
para´metros que lo caracterizan). Por otro lado, el modelo Oferta/Respuesta de SDP define
un protocolo que, mediante el soporte proporcionado por SDP, permite a los participantes
en una sesio´n llegar a un acuerdo sobre la descripcio´n de la misma. Dicho protocolo se basa
en el intercambio de ofertas y de respuestas a dichas ofertas construidas de acuerdo a las
especificaciones de SDP. Finalmente, el protocolo SIP proporciona el soporte necesario para
el intercambio de las ofertas y respuestas de SDP, permitiendo encapsular dichas ofertas y
respuestas en mensajes de sen˜alizacio´n y proporcionando las funcionalidades de encamina-
miento que permiten hacer llegar dichos mensajes a sus destinos apropiados.
En IMS, la informacio´n sobre la sesio´n multimedia que se obtiene de las ofertas y res-
puestas SDP intercambiadas entre los equipos de usuario es utilizada por el PCRF en los
procesos de autorizacio´n de los recursos de QoS demandados para la sesio´n. A tal efecto,
segu´n se indica en [3rdg], el P-CSCF envı´a informacio´n de servicio al PCRF tras recibir cual-
quier mensaje SIP que incluya una carga de respuesta SDP. Dicha informacio´n de servicio se
deriva en el P-CSCF a partir de la informacio´n contenida en la respuesta SDP y en su oferta
correspondiente. Conjuntamente, la oferta y la respuesta contienen toda la informacio´n que
es necesaria para describir la sesio´n multimedia. Ası´, por ejemplo, para cada componente
2.6. Servicios multiusuario 19
de informacio´n de usuario presente en la sesio´n, la oferta y la respuesta permiten conocer
el tipo de informacio´n (ej. audio o vı´deo), las direcciones IP y los puertos de transporte que
se utilizara´n para intercambiar el componente o la especificacio´n del ancho de banda que se
requiere en el intercambio del mismo.
Este esquema permite asegurar que el PCRF siempre recibe informacio´n adecuada en
el desempen˜o de sus funciones para cualquier escenario de establecimiento de sesio´n de
IMS. Igualmente, el mecanismo indicado habilita al PCRF para gestionar modificaciones
en la descripcio´n de la sesio´n multimedia, las cuales pueden producirse como resultado de
nuevos intercambios en el protocolo Oferta/Repuesta de SDP. Ası´, si una modificacio´n se
produjera, el PCRF siempre recibirı´a informacio´n de servicio con la descripcio´n actualizada
de la sesio´n multimedia.
Adicionalmente, el P-CSCF puede enviar informacio´n de servicio al PCRF tras recibir
un mensaje SIP que incluya una carga de oferta SDP, con el propo´sito de realizar un chequeo
de autorizacio´n de ancho de banda preliminar.
2.6. Servicios multiusuario
Segu´n se ha comentado en apartados anteriores la arquitectura de IMS proporciona acce-
so al usuario a un amplio rango de servicios, implementados mediante Servidores de Aplica-
cio´n (AS). Asimismo, las funcionalidades de control de sesio´n permiten establecer sesiones
multimedia entre UEs sobre las cuales se pueden proporcionar servicios avanzados peer-to-
peer (ej. telefonı´a o videoconferencia), que involucran la transmisio´n directa de informacio´n
de usuario entre las partes participantes en el servicio.
Por otro lado, algunos de los servicios previstos en el futuro de las redes de comunica-
ciones mo´viles 3G involucran el intercambio de informacio´n de usuario entre mu´ltiples par-
ticipantes. Como ejemplos de tales servicios podemos citar el servicio Push-to-talk [Ope07]
o el servicio de Conferencia sobre IMS [3rd08d]. No obstante, las especificaciones desarro-
lladas hasta la fecha por el 3GPP para estos servicios multiusuario no soportan la provisio´n
de una plataforma gene´rica que permita entregar dichos servicios al usuario final de manera
eficiente:
Por un lado, las especificaciones desarrolladas para IMS no contemplan funcionali-
dades de control de sesio´n para sesiones multimedia que involucran el intercambio
de informacio´n entre mu´ltiples participantes. De este modo, IMS no soporta el esta-
blecimiento de una sesio´n multimedia entre mu´ltiples UEs, siendo los procedimientos
asociados con el control de la sesio´n en servicios multiusuario tı´picamente dependien-
tes del servicio. Esto limita enormemente las perspectivas de futuro en el despliegue
de nuevos servicios multiususario, puesto que se eleva de manera considerable el coste
de desarrollo asociado con los mismos.
Por otro lado, las especificaciones de 3GPP desarrolladas para servicios multiusuario
consideran un esquema de transmisio´n basado en tecnologı´as unicast para la informa-
cio´n en el plano de usuario. En este esquema, el tra´fico de datos es enviado desde cada
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UE a un nodo central, donde es replicado y transmitido en modo unicast a cada UE
participante en el servicio. Esta solucio´n tı´picamente incrementa la carga de tra´fico
en la red, proporcionando soluciones menos escalables en te´rminos de usuarios y de
servicios.
El desarrollo de nuevas funcionalidades de control de sesio´n en IMS, soportando la
gestio´n de sesiones multimedia entre mu´ltiples UEs, proporcionarı´a un mecanismo flexible
que permitirı´a desarrollar nuevos servicios multiusuario sobre las redes de comunicaciones
mo´viles 3G. Estas nuevas funcionalidades, habilitarı´an el uso de IMS para establecer una se-
sio´n multimedia entre mu´ltiples UEs, sobre la cual podrı´a proporcionarse cualquier servicio
multiusuario. De esta manera, se elimina la necesidad de desarrollar mecanismos de control
de la sesio´n especı´ficos para cada servicio, lo que repercute en una reduccio´n de los costes
de desarrollo asociados con los mismos.
Por otro lado, los problemas relacionados con el incremento de la carga de tra´fico podrı´an
minimizarse mediante el empleo de tecnologı´as de transmisio´n basadas en multicast a nivel
de red. Ası´, es sencillo concluir que el empleo de dichas tecnologı´as introduce importantes
ventajas en entornos UMTS:
Mayor eficiencia de transmisio´n, en las redes de backbone que interconectan a los
distintos GGSNs de UMTS ası´ como en la red core y en la red de acceso radio de
UMTS. Mediante el uso de multicast a nivel de red, los paquetes IP son distribui-
dos adecuadamente a trave´s de las redes de backbone, siendo replicados u´nicamente
cuando es realmente necesario. En la red core y en la red de acceso radio de UMTS
la informacio´n podrı´a ser transmitida de manera eficiente desde los GGSNs hasta los
UEs mediante contextos PDP compartidos.
Mayor escalabilidad, en te´rminos de usuarios y de servicios, como consecuencia lo´gi-
ca del punto anterior y debido a que en el enfoque basado en multicast a nivel de red
no existe un nodo central que recibe el tra´fico de usuario pudiendo convertirse en un
cuello de botella.
Mayor tolerancia a fallos. Puesto que en el enfoque basado en unicast, el tra´fico de
usuario se envı´a a un nodo central donde es replicado, e´ste se convierte en un punto
aislado de fallo. En el enfoque basado en multicast a nivel de red, el tra´fico de usuario
se distribuye adecuadamente a trave´s de las redes de backbone hacia los distintos
GGSNs que sirven a los UEs, estando los mecanismos de encaminamiento multicast
a cargo de proveer la consistencia necesaria ante fallos en nodos y enlaces.
Compatibilidad con los servicios de Internet basados en tecnologı´as de entrega mul-
ticast nivel de red, puesto que dichos servicios podrı´an ser entregados directamente a
los UEs en el entorno UMTS.
Sin embargo, utilizar tecnologı´as de transmisio´n basadas en multicast a nivel de red para
la entrega de tra´fico de datos en el plano de usuario de UMTS implica que los GGSNs deben
implementar el soporte de IGMP [CDK+02], permitiendo de este modo que los UEs indi-
quen su deseo de recibir el tra´fico correspondiente a grupos multicast especı´ficos, ası´ como
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algu´n protocolo de encaminamiento multicast (ej. PIM-SM [EFH+98]). Esto, por un lado,
puede incrementar la carga de procesamiento en cada GGSN, sin embargo, por otro lado, en
general la carga de tra´fico recibida en el GGSN se vera´ reducida cuando e´ste sirva a mu´ltiples
UEs participantes en un mismo servicio.
Finalmente, si bien la problema´tica tratada en este apartado se ha enfocado hacia en-
tornos de red UMTS, las soluciones aquı´ presentadas, ası´ como las ventajas y desventajas
analizadas relativas a su empleo, son igualmente aplicables para otras tecnologı´as de acceso
(ej. redes de acceso fijas).
2.7. El Servicio Broadcast/Multicast Multimedia
El Servicio Broadcast/Multicast Multimedia (Multimedia Broadcast Multicast Service,
MBMS) es la solucio´n actualmente propuesta por el 3GPP para la entrega de servicios al
usuario basados en tecnologı´as de transporte multicast a nivel de red.
MBMS es un servicio punto a multipunto en el que el tra´fico de datos se transmite desde
una u´nica entidad origen (esto es,. el proveedor del servicio) hacia los mu´ltiples equipos de
usuario interesados en recibir dicho tra´fico de datos. En terminologı´a MBMS, el proveedor
de servicio ofrece a los usuarios un conjunto de Servicios de Usuario MBMS. La provisio´n
de cada uno de estos servicios puede implicar el uso de una o varias portadoras multicast
a nivel de red, esto es, puede implicar la transmisio´n de informacio´n para uno o varios
grupos multicast. Ma´s informacio´n sobre los Servicios de Usuario MBMS puede encontrarse
en [3rd08b].
La principal caracterı´stica de MBMS es que provee eficiencia en la transmisio´n de la in-
formacio´n multicast desde el GGSN, en la infraestructura de la red UMTS, hasta los distintos
UEs que reciben dicha informacio´n, especialmente en la interfaz de acceso radio. La entre-
ga de la informacio´n correspondiente a un grupo multicast desde el GGSN hacia los UEs
se realiza a trave´s de un servicio portador MBMS. En MBMS, el servicio portador ofrece
dos modos de funcionamiento, multicast y broadcast. El presente apartado se centra en el
modo de funcionamiento multicast, por ser este modo el de mayor intere´s en la provisio´n de
servicios multiusuario.
Por otro lado, el servicio portador MBMS dispone de un plano portador y de un plano
de control. En el plano portador, MBMS extiende la funcionalidad ofrecida por las entidades
funcionales presentes en el dominio de paquetes de UMTS (GGSN, SGSN, UTRAN y UE).
Estas entidades proveen en MBMS el transporte eficiente de la informacio´n correspondiente
a cada grupo multicast desde el punto de referencia Gi hacia los UEs. Dicho transporte
recibe, adema´s, la QoS que se requiere para la correcta provisio´n del servicio. En el plano
de control, el servicio portador MBMS provee mecanismos y procedimientos para:
Activar el servicio portador MBMS. De este modo, el UE indica su deseo de recibir el
servicio portador correspondiente a un grupo multicast especı´fico.
Proveer una decisio´n sobre la autorizacio´n del UE para recibir el servicio portador que
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Figura 2.3: Arquitectura de referencia del servicio portador MBMS
desea activar. Esta decisio´n puede basarse en los datos relacionados con la suscripcio´n
del usuario a los distintos servicios de usuario MBMS.
Establecer y liberar los recursos de calidad de servicio en el plano portador, previa-
mente al inicio y tras la finalizacio´n de la transmisio´n de tra´fico de datos.
En la figura 2.3 se muestra la arquitectura de referencia para el servicio MBMS. Dicha
arquitectura se especifica en detalle en [3rd07]. En esta arquitectura, se introduce una nueva
entidad funcional, el BM-SC (Broadcast Multicast Service Centre), que provee funcionali-
dades que habilitan la provisio´n de los servicios de usuario MBMS a trave´s de los servicios
portadores MBMS correspondientes.
2.7.1. Fases del servicio MBMS
En la figura 2.4 se indica la secuencia de fases que habilitan la provisio´n del servicio
MBMS en modo multicast. Dichas fases se explican brevemente a continuacio´n:
1. Suscripcio´n al servicio. La suscripcio´n al servicio es el acuerdo entre el usuario y el
proveedor que permite al primero recibir los servicios de usuario MBMS ofrecidos por
el segundo. La informacio´n relacionada con la suscripcio´n del usuario a los servicios
se almacena en el BM-SC.
2. Anuncio del servicio. Los mecanismos de anuncio de servicios permitira´n a los usua-
rios solicitar informacio´n o ser informados sobre los servicios de usuario MBMS dis-
ponibles. Esta funcio´n es implementada por el BM-SC. De este modo, es posible dis-
tribuir a los usuarios informacio´n especı´fica sobre el servicio de usuario MBMS, tal y
como los para´metros que se requieren para su activacio´n (ej. las direcciones IP asocia-
das con los servicios portadores MBMS). A modo de ejemplo, algunos de los meca-
nismos que, segu´n se especifica en [3rd07], deberı´an ser soportados en el anuncio de
servicios se indican a continuacio´n: broadcast de SMS a nivel de celda, consulta vı´a
Web o WAP, o el uso de un servicio portador MBMS en modo multicast o broadcast.
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Figura 2.4: Fases en la provisio´n del servicio MBMS
3. Activacio´n del servicio portador MBMS. Mediante este procedimiento, el UE se sus-
cribe a un grupo multicast, indicando a la red su deseo de recibir el tra´fico multicast
correspondiente al grupo sobre un servicio portador MBMS. Es posible que un ser-
vicio de usuario MBMS involucre el envı´o de tra´fico de datos a varios grupos multi-
cast. En tal caso, el servicio de usuario MBMS comprende varios servicios portadores
MBMS, y el UE debera´ activar a los servicios portadores que son relevantes para la
correcta recepcio´n del servicio.
4. Inicio de sesio´n. ´Este es el instante en el que el BM-SC esta´ preparado para transmitir
tra´fico correpondiente a un servicio de usuario MBMS. Como paso previo al envı´o del
tra´fico multicast, el BM-SC envı´a un mensaje de inicio de sesio´n a los GGSNs, lo que
finalmente resulta en el establecimiento del plano portador y en la reserva de recursos
de QoS para el servicio portador MBMS correspondiente. Si el servicio de usuario
comprende varios servicios portadores MBMS, el BM-SC envı´a un mensaje de inicio
de sesio´n por cada servicio portador sobre el que se vaya a transmitir informacio´n.
5. Notificacio´n de MBMS. Este procedimiento permite informar a los UEs sobre una
transmisio´n de datos multicast que comenzara´ en breve (o que incluso se encuentra en
progreso) para un servicio portador MBMS.
6. Transferencia de datos. En esta fase, el tra´fico correspondiente a un grupo multicast
se transmite desde el BM-SC a los GGSNs. El tra´fico finalmente se transfiere desde el
GGSN a los UEs a trave´s de un servicio portador MBMS.
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7. Finalizacio´n de la sesio´n. ´Este es el instante en el que el BM-SC determina que ha
terminado la transmisio´n de tra´fico multicast para un servicio portador, sobre el que
no se volvera´ a transmitir en un cierto periodo de tiempo. De este modo, se liberan el
plano portador y los recursos de QoS para el servicio portador MBMS.
8. Desactivacio´n del servicio portador. Mediante este procedimiento, el UE deja de ser
miembro del grupo multicast, indicando a la red que ya no desea recibir el tra´fico
multicast correspondiente al grupo. De este modo, el UE deja de recibir el servicio
portador MBMS asociado con el grupo multicast.
Esta secuencia de fases puede repetirse, por ejemplo por sucesivas transferencias de
tra´fico de datos, que provocan el inicio y la finalizacio´n de sesiones multicast. Asimismo, las
fases de suscripcio´n al servicio, anuncio del servicio, notificacio´n y activacio´n y desactiva-
cio´n del servicio portador pueden ejecutarse en paralelo con otras fases.
2.7.2. Provisio´n del servicio portador
Segu´n hemos visto, el servicio portador MBMS soporta la transferencia del tra´fico
correspondiente a un grupo multicast desde el GGSN hasta los equipos de usuario interesa-
dos en recibir dicho tra´fico. El proceso de activacio´n del servicio portador MBMS es iniciado
por cada equipo de usuario por separado, y resulta en la configuracio´n de cierta informacio´n
en el GGSN, el SGSN, la UTRAN y el UE que, a posteriori, permitira´ el envı´o del tra´fico
multicast desde el GGSN hacia el UE. Es importante destacar que la activacio´n del servicio
portador MBMS no resulta, en ningu´n caso, en el establecimiento del plano portador o en la
reserva de recursos de QoS.
Ası´, cuando el BM-SC esta´ preparado para transmitir el tra´fico multicast correspondiente
a un servicio de usuario MBMS, en primer lugar envı´a un mensaje de inicio de sesio´n al
GGSN para cada servicio portador MBMS involucrado en el servicio de usuario. Como
resultado de este mensaje, se establece el plano portador y se realiza la reserva de recursos de
QoS para el servicio portador MBMS. Para cada servicio portador MBMS el plano portador
consta de los siguientes elementos:
Una portadora de transporte, entre el GGSN y cada SGSN que sirve al menos a un
UE que ha activado el servicio portador MBMS. Dicha portadora de transporte se
proporciona mediante el establecimiento un tu´nel GTP (GPRS Tunneling Protocol
[3rde]).
Una portadora Iu, entre el SGSN y cada RNC que sirve al menos a un UE que ha
activado el servicio portador MBMS. Dicha portadora consiste, igualmente, en un
tu´nel GTP. Es importante resaltar que el RNC u´nicamente establecera´ una portadora
Iu con un SGSN.
Un conjunto de portadoras radio punto a punto y/o punto a multipunto, establecidas
entre el RNC y los UEs que han activado el servicio portador MBMS. En principio, el
RNC puede transmitir el tra´fico de datos correspondiente al servicio portador MBMS
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Figura 2.5: Provisio´n del servicio portador MBMS en modo multicast
en cada celda sobre portadoras radio punto a punto. Si el nu´mero de UEs en la celda
excede un cierto umbral definido por el operador, el RNC puede decidir establecer
en la celda una portadora radio punto a multipunto. En este u´ltimo caso, el tra´fico de
datos se transmitirı´a sobre un canal radio comu´n a los UE en la celda que han activado
el servicio portador MBMS. Los detalles relacionados con la provisio´n del servicio
MBMS en la UTRAN se indican en [3rd08g].
Finalmente, es importante destacar que en el proceso de inicio de sesio´n el BM-SC in-
dica los para´metros de calidad de servicio asociados con el servicio portador MBMS. No se
realiza, en ningu´n caso, la negociacio´n de dichos para´metros entre los elementos de la red
(GGSN, SGSN, UTRAN y UE). De este modo, es posible que algunos UEs no reciban el
tra´fico multicast a trave´s servicio portador MBMS, si no existen recursos suficientes para ga-
rantizar los requisitos de QoS para el servicio portador entre e´stos y el GGSN. En cualquier
caso, no se envı´a notificacio´n alguna al UE a este respecto.
En la figura 2.5 se esquematiza la transmisio´n de tra´fico multicast sobre un servicio
portador MBMS. El tra´fico de datos, correspondiente al servicio portador, es transmitido por
el BM-SC al GGSN. El GGSN replica y transmite dicho tra´fico a trave´s de cada tu´nel GTP
establecido en el plano portador para el servicio portador MBMS. Igualmente, cada SGSN
participante en el servicio replica y transmite el tra´fico de datos por los pertinentes tu´neles
GTP. Finalmente, el RNC hace llegar el tra´fico multicast a los UEs, mediante un conjunto
de portadoras radio punto a punto y/o portadoras radio punto a multipunto.
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2.7.3. Servicios multiusuario
Segu´n hemos visto en este capı´tulo, MBMS es un servicio punto a multipunto que so-
porta la transmisio´n de servicios basados en multicast a nivel de red desde un proveedor de
servicios hasta los UEs interesados en recibirlos. No obstante, en lo referente a la provisio´n
de servicios multiusuario, MBMS presenta varias carencias que deben ser consideradas:
MBMS soporta servicios basados en tecnologı´as de entrega multicast bajo un modelo
Proveedor/Usuario. En este modelo existe una u´nica fuente (esto es,. el proveedor
de servicios) que transmite la informacio´n correspondiente al servicio a los distintos
UEs interesados en recibirlo. MBMS no soporta, por tanto, que un UE se convierta en
fuente de datos para el servicio, ası´ como que varios usuarios puedan ejercer el papel
de fuente de manera simulta´nea.
Adema´s, en MBMS el BM-SC conoce las caracterı´sticas que debe poseer el servicio
portador MBMS (ej. los para´metros de QoS), las cuales son indicadas a la red durante
el proceso de inicio de sesio´n. MBMS no soporta, por tanto, la negociacio´n de las
caracterı´sticas del servicio portador MBMS entre los UE, lo que es absolutamente
imprescindible como paso previo a la provisio´n de un servicio multiusuario.
Por otro lado, en MBMS el establecimiento del plano portador y la reserva de recur-
sos de QoS son procesos no confirmados, de modo que es posible que los UEs no
reciban el tra´fico de datos correspondiente a un servicio portador MBMS debido a
la carencia de recursos de QoS, no recibiendo adema´s ningu´n tipo de notificacio´n al
respecto. En el caso de un servicio multiusuario, una caracterı´stica deseable es que
el establecimiento del plano portador y de los recursos de QoS se confirme positiva
o negativamente durante los procedimientos relacionados con la negociacio´n de los
para´metros del servicio. De este modo, el UE podrı´a ser informado en caso de que
no pudiera acceder al servicio por la ausencia de recursos suficientes en la red de
transporte UMTS.
Finalmente, en MBMS el establecimiento del plano portador y la reserva de recursos
de QoS es iniciada por la red, simulta´neamente para todos los UEs que han activado el
servicio portador MBMS. En el contexto de los servicios multiusuario, serı´a interesan-
te que el establecimiento del plano portador y la reserva de recursos correspondiente
pudiera ser realizada para cada UE de forma separada. De este modo, cada UE podrı´a
progresar de forma independiente en los procedimientos de negociacio´n del servicio.
Asimismo, el UE tendrı´a garantizada a tı´tulo individual la reserva de recursos de QoS
que le permitirı´an recibir apropiadamente el tra´fico de datos asociado con el mismo.
Estos inconvenientes implican necesariamente que el servicio MBMS, tal y como se ha
descrito en este capı´tulo, no puede ser directamente aplicado en la proporcio´n de servicios
multiusuario.
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2.8. Conclusiones
IMS es una arquitectura basada en el protocolo IP que ha sido disen˜ada para proporcio-
nar un conjunto de funcionalidades esenciales en la provisio´n de los servicios multimedia
de valor an˜adido previstos para el futuro en UMTS. En este capı´tulo se han resumido breve-
mente las distintas funcionalidades ofrecidas por IMS, con especial e´nfasis en los aspectos
relacionados con la arquitectura y con los mecanismos de autorizacio´n y control de los re-
cursos de QoS.
Adema´s, se ha introducido la problema´tica asociada con la provisio´n de servicios multi-
usuario en UMTS. Segu´n se ha indicado, una alternativa a las propuestas realizadas hasta la
fecha por el 3GPP para estos servicios consiste en extender las funcionalidades de control de
la sesio´n en IMS y en entregar dichos servicios en el plano de usuario mediante tecnologı´as
multicast a nivel de red. Las distintas ventajas e inconvenientes de utilizar multicast a nivel
de red como servicio de entrega han sido analizadas.
Finalmente, MBMS es la solucio´n propuesta por el 3GPP para la provisio´n de servicios
basados en tecnologı´as de entrega multicast a nivel de red desde un proveedor de servicios
hasta los UE interesados en dichos servicios. En este capı´tulo se ha descrito brevemente el
servicio MBMS, haciendo especial e´nfasis en los procedimientos relacionados con la provi-
sio´n de los servicios portadores MBMS. Adema´s, se han analizado las principales carencias
de MBMS con respecto a su aplicacio´n en la provisio´n de servicios multiusuario.
Capı´tulo 3
La Red de Pro´xima Generacio´n de
TISPAN
3.1. Introduccio´n
El despliegue de las nuevas infraestructuras de acceso de banda ancha, que esta´ siendo
realizado a nivel mundial por los operadores de telecomunicaciones, permite el desarrollo
de nuevas aplicaciones y servicios en Internet, basados en el protocolo IP, de gran atractivo
para el usuario. Ası´, los nuevos servicios en tiempo real de voz sobre IP, juegos interacti-
vos o televisio´n IP, por poner algunos ejemplos, proporcionan valor an˜adido a los servicios
que tradicionalmente han sido ofrecidos por los operadores. Estas aplicaciones, no obstante,
presentan ciertos requisitos de calidad de servicio que deben ser satisfechos en tiempo real
para su adecuada entrega al usuario. Sin embargo, aunque hoy en dı´a existen varias te´cnicas
que permiten proporcionar QoS a nivel IP ( [BCS94], [BBC+98]), ninguna de ellas se utiliza
en la pra´ctica para proveer QoS real extremo a extremo. Esto, resulta imprescindible para
satisfacer los requisitos de calidad demandados por estos servicios. Por e´ste y otros motivos,
se hace patente la necesidad de resarrollar una Red de Internet de Pro´xima Generacio´n.
De acuerdo con la definicio´n proporcionada por el ITU-T (ve´ase [ITU08]), estas redes
se basan en tecnologı´as de conmutacio´n de paquetes (como el protocolo IP) y proporcionan
soporte de calidad de servicio en el transporte de la informacio´n, garantizando la indepen-
dencia entre las funciones relacionadas con el control de los servicios y las tecnologı´as de
transporte en las que estos se basan, y soportando al mismo tiempo la movilidad de usuarios
y servicios.
Un componente clave en arquitecturas de Red de Pro´xima Generacio´n es el Subsistema
Multimedia IP (IMS), cuya funcionalidad ha sido descrita en el capı´tulo 2. Como hemos
visto, IMS es una arquitectura basada en el protocolo IP que soporta una serie de funcionali-
dades esenciales en los procedimientos de provisio´n de servicios en redes 3G. Sin embargo,
aunque IMS fue conceptualmente disen˜ado para ser independiente de la tecnologı´as de ac-
ceso empleadas, lo cierto es que los esta´ndares desarrollados hasta la fecha por el 3GPP se
han centrado principalmente en la red de acceso con conectividad IP proporcionada por la
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infraestructura de UMTS.
A este respecto, en 2004 ETSI y 3GPP comienzan a cooperar en el grupo TISPAN
[TIS08] de ETSI, con el objetivo principal de desarrollar especificaciones para una Red
de Pro´xima Generacio´n (Next Generation Network, NGN) basada en el plano de control de
IMS. Como resultado de este trabajo, la primera versio´n de esta´ndares para la Red de Pro´xi-
ma Generacio´n de TISPAN [TIS06e] fue publicada a principios de 2006. En esta primera
versio´n se cubren dos objetivos primordiales: habilitar la entrega de los servicios soportados
en IMS (de acuerdo con las especificaciones de 3GPP) en redes de acceso fijas de banda
ancha, y permitir el reemplazo total o en parte de la Red de Telefonı´a Conmutada Pu´blica
(Public Switched Telephony Network, PSTN) y de la Red Digital de Servicios Integrados
(RDSI). Hasta la fecha, el trabajo en la NGN TISPAN ha progresado hasta una segunda ver-
sio´n. Por otro lado, ETSI y 3GPP esta´n actualmente cooperando en la especificacio´n de un
IMS comu´n que formara´ parte de la versio´n R8 de esta´ndares del 3GPP.
En este capı´tulo se presenta un breve resumen sobre la primera versio´n de especificacio-
nes de la Red de Pro´xima Generacio´n de TISPAN, centrado principalmente en los aspectos
relacionados con la arquitectura y con los mecanismos de provisio´n de QoS. Asimismo,
se analizan las principales carencias en las soluciones de QoS publicadas en esta primera
versio´n, las cua´les sera´n objeto de estudio en la presente Tesis Doctoral.
3.2. Arquitectura de la NGN
La arquitectura funcional de la versio´n 1 de la NGN de TISPAN se describe en deta-
lle en [TIS05]. La figura 3.1 muestra una versio´n simplificada de dicha arquitectura. Segu´n
se indica en la figura, esta arquitectura funcional se estructura en dos planos o niveles, el
nivel de transporte y el nivel de servicios. Ambos niveles esta´n constituı´dos por un conjun-
to de entidades funcionales y subsistemas, y cada subsistema a su vez se define mediante
un conjunto de entidades funcionales. Esta arquitectura orientada a subsistemas es enorme-
mente flexible, facilitando el soporte de nuevas funcionalidades mediante la introduccio´n de
nuevos subsistemas, ası´ como posibilitando la inclusio´n de subsistemas definidos por otros
organismos de estandarizacio´n. A continuacio´n se detallan las funcionalidades principales
asociadas con cada uno de los niveles presentados.
3.2.1. El nivel de transporte
Este nivel provee la conectividad a nivel IP al equipamiento de usuario en las instalacio-
nes del abonado. La funcionalidad soportada por este nivel se divide a su vez en dos nuevos
subniveles, un subnivel de control de transporte y un subnivel de transferencia.
El subnivel de control de transporte incluye los siguientes subsistemas:
El Subsistema de Control de Admisio´n y de Recursos (Resource and Admission Con-
trol Subsystem, RACS). Este subsistema realiza funciones relacionadas con el control
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Figura 3.1: Arquitectura funcional de la NGN de TISPAN
de polı´ticas, el control de admisio´n y la reserva de recursos en la NGN. El subsiste-
ma RACS habilita a las aplicaciones para solicitar y reservar los recursos del nivel de
transporte que son necesarios para satisfacer las demandas de QoS que se requieren
para la correcta provisio´n de los servicios en la NGN. En la seccio´n 3.3 se provee
informacio´n detallada sobre la arquitectura del subsistema RACS. El lector puede en-
contrar ma´s informacio´n en [TIS06a].
El Subsistema de Enlace a la Red (Network Attachment Subsystem, NASS) provee
funcionalidades relacionadas con la inicializacio´n del equipamiento de usuario para el
acceso a los servicios de la NGN, la autenticacio´n a nivel de red, la autorizacio´n de
acceso a la red, la configuracio´n de la red de acceso y la gestio´n de la localizacio´n a
nivel IP. La especificacio´n detallada de este subsistema se encuentra en [TIS06b].
Finalmente, las entidades que componen el subnivel de transferencia se cubren en detalle
en [TIS05].
3.2.2. El nivel de servicio
El nivel de servicio comprende un conjunto de subsistemas que proveen funcionalidades
de control de los servicios, ası´ como una serie de componentes comunes que pueden ser
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accedidos desde diferentes subsistemas. En este nivel, el subsistema Core IMS [TIS06c] so-
porta la provisio´n de servicios multimedia basados en SIP a los terminales del usuario final.
Este subsistema es un subconjunto de la arquitectura IMS definida por el 3GPP (presentada
en el capı´tulo 2, restringida principalmente a las funcionalidades de control de la sesio´n.
Llegados a este punto, es importante destacar que la compatibilidad entre IMS, segu´n ha
sido definido por el 3GPP, y el Core IMS definido por TISPAN es tal que la NGN de TIS-
PAN soporta terminales 3GPP que se conectan a la NGN a trave´s de cualquier red de acceso
con conectividad IP definida por el 3GPP (ej.. la red de acceso formada por el dominio de
paquetes de la red core de UMTS y la UTRAN).
El nivel de servicio provee, adema´s, un conjunto de componentes comunes [TIS05].
Uno de estos componentes es el ASF (Application Server Function). La funcionalidad del
ASF en la arquitectura de la NGN consiste en proporcionar servicios de valor an˜adido a los
terminales NGN. Estos pueden ser servicios aislados o pueden ser proporcionados sobre la
base de una sesio´n establecida, ej.. una sesio´n IMS. En el primer caso, el ASF puede inter-
actuar directamente con el subsistema RACS para reservar recursos de QoS que garanticen
la correcta ejecucio´n del servicio. En el segundo caso, el ASF cede dicha funcionalidad al
subsistema de control del servicio que soporta la sesio´n, el cual a su vez interactu´a con el
subsistema RACS.
3.3. Procedimientos de provisio´n de QoS
El subsistema RACS [TIS06a] provee servicios de control del nivel de transporte, basa-
dos en la aplicacio´n de polı´ticas, a los ASFs y a los subsistemas de control de los servicios
en la arquitectura de la NGN. De este modo, el RACS proporciona el soporte necesario que
permite solicitar y reservar recursos de portadora en el nivel de transporte para satisfacer los
requisitos de QoS demandados por las aplicaciones y servicios en la NGN.
En la primera versio´n de especificaciones de la NGN de TISPAN, la solucio´n de QoS
se provee u´nicamente para la red de acceso a la NGN, ya que e´sta se considera el segmento
de transporte ma´s crı´tico en lo referente a la provisio´n de QoS. Por consiguiente, en esta
versio´n no existe ningu´n requisito para que el subsistema RACS proporcione cobertura de
servicio dentro de la red core o de la red del usuario final, estando su a´mbito limitado a la
red de acceso, a los puntos de interconexio´n entre las redes de acceso y core y a los puntos
de interconexio´n entre redes core.
El subsistema RACS ofrece las siguientes funcionalidades de alto nivel:
Aplicacio´n de polı´ticas. El RACS verifica si las solicitudes de reserva de recursos
recibidas son consistentes con las polı´ticas establecidas por el operador.
Control de admisio´n. Esta funcionalidad consiste en verificar si la solicitud de reserva
de recursos puede ser satisfecha con los recursos disponibles en la red de acceso.
Reserva de recursos, permitiendo a los ASFs y a los subsistemas de control de los
servicios solicitar y reservar recursos de nivel de transporte sobre la red de acceso.
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NAT traversal. El subsistema RACS controla la funcionalidad de hosted NAT traversal
que se proporciona en el subnivel de transferencia.
Control de NAT y de puerta, en el lı´mite entre redes core y entre las redes de acceso y
core.
Por otro lado, el subsistema RACS soporta varios esquemas de gestio´n de los recursos.
Dos de estos esquemas se indican a continuacio´n:
Esquema de gestio´n de recursos single-stage, en el que los recursos esta´n inmediata-
mente disponibles para cursar tra´fico de usuario tras procesar con e´xito una solicitud
de reserva de recursos.
Esquema de gestio´n de recursos reserve-commit, en el que los recursos son reservados
en una primera fase, y estara´n finalmente disponibles para cursar tra´fico de usuario
tras una segunda fase de compromiso.
Finalmente, el RACS soporta dos modelos diferentes de provisio´n de QoS, los cuales se
indican a continuacio´n:
Calidad de servicio garantizada. En este modelo la calidad de servicio se garantiza
con lı´mites absolutos en todos o algunos de sus para´metros, tales como el caudal, el
retardo o el porcentaje de pe´rdidas. La calidad de servicio garantizada se proporciona
en la red de acceso mediante la ejecucio´n de mecanismos de control de admisio´n y
mediante la aplicacio´n de polı´ticas de tra´fico en el subnivel de transferencia basadas
en control de caudal (ej.. traffic policing).
Calidad de servicio relativa. En este modelo la calidad de servicio se garantiza me-
diante la diferenciacio´n entre clases de tra´fico, por ejemplo mediante un esquema
Diffserv [BBC+98]. La calidad de servicio relativa se proporciona en la red de acceso
mediante la ejecucio´n de mecanismos de control de admisio´n y mediante la aplicacio´n
de polı´ticas de tra´fico en el subnivel de transferencia basadas en la diferenciacio´n entre
clases de tra´fico.
En la figura 3.2 se muestra la interaccio´n entre el subsistema RACS y los distintos ele-
mentos que conforman el modelo de la red de transporte. En el modelo de QoS garantizada,
la aplicacio´n de las polı´ticas de tra´fico basadas en el control de caudal se realiza en el nodo
eje IP. Igualmente ocurre en el modelo de QoS relativa, donde la diferenciacio´n entre clases
de tra´fico se realiza tambie´n en el nodo eje IP. De este modo, en ambos modelos el control de
la QoS sobre el tra´fico de datos transmitido en la red de acceso u´nicamente se implementa
en el sentido downlink (esto es, en el sentido desde la red hasta el equipo de usuario). Esto
implica necesariamente que la reserva de recursos de QoS u´nicamente se garantiza para el
tra´fico transmitido en dicho sentido.
Para el sentido uplink, las especificaciones del subsistema RACS recogen que, en el caso
de QoS relativa es posible la diferenciacio´n entre clases de tra´fico en el equipamiento del
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Figura 3.2: Relacio´n entre el RACS y los elementos de la red de transporte
cliente. Ana´logamente, para el modelo de QoS garantizada se indica que las polı´ticas de
tra´fico de control de caudal podrı´an aplicarse sobre el equipamiento en el local del cliente o
incluso en el nodo de acceso. Sin embargo, en la primera versio´n de la NGN de TISPAN, no
se especifica ningu´n mecanismo que habilite al subsistema RACS para configurar el equi-
pamiento en el entorno residencial del usuario, y si bien se contempla la existencia de una
interfaz entre el RACS y el nodo de acceso, dicha interfaz no se estandariza en esta primera
versio´n de la NGN. De este modo, la reserva de recursos de QoS en el sentido uplink es
todavı´a un tema abierto de investigacio´n.
3.4. Procedimientos de control de la sesio´n
En la NGN de TISPAN, las funcionalidades de control de sesio´n esta´n basadas en el
protocolo SIP. Esto es ası´, dado que el Core IMS en el nivel de servicio es un subconjunto
de la arquitectura de IMS, segu´n ha sido especificada por el 3GPP. Del mismo modo, los
procedimientos de establecimiento de sesio´n involucran el uso del protocolo SDP, en la des-
cripcio´n de los para´metros que caracterizan la sesio´n, y del modelo Oferta/Repuesta de SDP,
para la negociacio´n de la descripcio´n de la sesio´n multimedia entre los UEs participantes.
En [TIS06d] se provee una modificacio´n de [3rd08e], en la que se especifica el protocolo de
control de sesio´n para la NGN de TISPAN.
Ana´logamente a las especificaciones de 3GPP, en las que se describe la interaccio´n en-
tre el P-CSCF y el PCRF, en TISPAN, segu´n se indica en [TIS06f], el P-CSCF en el core
IMS interactu´a con el subsistema RACS, para solicitar la provisio´n de recursos de QoS para
las sesiones multimedia basadas en el protocolo SIP que son establecidas. El P-CSCF en-
viara´ una solicitud de reserva de recursos al subsistema RACS tras recibir cualquier mensaje
SIP con una carga de respuesta SDP. Esta informacio´n de servicio se generara´ a partir de la
respuesta SDP y de su correspondiente oferta. Segu´n hemos visto, conjuntamente la oferta
y la respuesta SDP contienen toda la informacio´n que es necesaria para describir la sesio´n
multimedia. De esta manera, el subsistema RACS siempre recibe informacio´n de servicio
adecuada sobre las demandas de QoS para cualquier escenario de establecimiento de sesio´n.
Con esta informacio´n, el RACS podra´ iniciar los procedimientos pertinentes de reserva de
recursos sobre la red de acceso.
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3.5. Conclusiones
El desarrollo de especificaciones para Redes de Pro´xima Generacio´n provee un nuevo
marco en el que se soportan los servicios multimedia de valor an˜adido con requisitos de
QoS que esta´n previstos en la Internet del futuro. A este respecto, el grupo TISPAN de
ETSI esta´ trabajando en la especificacio´n de una Red de Pro´xima Generacio´n basada en las
especificaciones desarrolladas para el Subsistema Multimedia IP de 3GPP.
En este capı´tulo se ha descrito brevemente la arquitectura de la primera versio´n de la
NGN de TISPAN, ası´ como los principales mecanismos relacionados con la provisio´n de
QoS y el control de las sesiones multimedia. Del estudio realizado se concluye que existen
todavı´a aspectos no cubiertos en los procedimientos relacionados con la reserva de recursos
de QoS. Dichos aspectos, sera´n tratados en el desarrollo de la presente Tesis Doctoral.
Capı´tulo 4
La pasarela residencial de MUSE
4.1. Introduccio´n
Segu´n se ha comentado en el capı´tulo 3, la solucio´n de QoS presentada en la primera
versio´n de especificaciones de la Red de Pro´xima Generacio´n de TISPAN no cubre el entorno
residencial del usuario final, siendo e´ste un aspecto crucial para la provisio´n de QoS real
extremo a extremo.
Por otro lado, hoy en dı´a hablar de banda ancha en el hogar no suena a algo nuevo en
absoluto. Lo cierto es que esta gran capacidad que esta´ alcanzando los entornos residenciales
gracias a la tecnologı´a ADSL y de cable, es solamente la puerta de entrada a una gran can-
tidad de nuevos servicios que todavı´a se esta´n desarrollando y desplegando. Sin embargo, el
ancho de banda no lo es todo en el despliegue de servicios con requisitos de QoS. Ası´, si
un nuevo conjunto de servicios con una demanda de recursos exigente se va instalar en los
hogares (ej. vı´deo bajo demanda, televisio´n sobre IP, voz sobre IP, juegos en red, Internet
de alta velocidad, comparticio´n de ficheros P2P, etc.), es importante que todos ellos puedan
compartir los recursos de red disponibles con ciertas garantı´as de calidad (no solo en te´rmi-
nos de ancho de banda, sino tambie´n en te´rminos de retardo o de variacio´n en el retardo). A
este respecto, la figura de una pasarela residencial puede resultar crucial.
La pasarela residencial es un elemento de la red de transporte, situado en el entorno
residencial, que conforma el lı´mite entre la red del cliente y la red de acceso del operador.
De este modo, este elemento se encuentra localizado en una posicio´n estrate´gica, puesto que
debe ser necesariamete atravesado por todos los flujos de usuario que son enviados hacia y
recibidos desde la red de acceso. Por consiguiente, la pasarela residencial puede jugar un
papel fundamental en la gestio´n de los recursos de QoS en el entorno residencial, pudiendo
responsabilizarse de tareas tales como la deteccio´n y clasificacio´n de los distintos flujos de
usuario, la ejecucio´n de procedimientos de control de admisio´n, la aplicacio´n de polı´ticas
de control de caudal o la priorizacio´n en el tratamiento de los distintos flujos de usuario en
funcio´n de la QoS requerida para cada uno de ellos.
Estos son algunos de los puntos que han sido considerados en el proyecto europeo MUSE
(Multi Service Access Everywhere) [MUS08]. MUSE es un proyecto integrado parcialmente
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financiado por la Comisio´n Europea (FP7, de los an˜os 2004 a 2007), cuyo objetivo es la
investigacio´n y el desarrollo de una red futura de acceso multiservicio de bajo coste. En
MUSE, un aspecto que ha recibido gran intere´s ha sido la capacidad de extender los distintos
modelos de QoS para proveer el soporte de los mismos extremo a extremo, esto es, llegando
a los equipos de usuario. A este respecto, la pasarela residencial es un elemento clave en
MUSE, estando a cargo de extender la QoS proporcionada en la red de acceso a la red del
cliente. De este modo, la organizacio´n del proyecto incluye un conjunto de grupos de trabajo
dedicados a la figura de la pasarela residencial.
En este capı´tulo se describe la arquitectura ba´sica de la pasarela residencial desarrollada
en el marco del proyecto europeo MUSE, dentro del a´mbito de redes de acceso de alta
velocidad. Como veremos en sucesivos capı´tulos, esta arquitectura ba´sica sera´ utilizada para
extender la solucio´n de QoS presentada en la primera versio´n de especificaciones de la NGN
TISPAN al entorno residencial del usuario final.
4.2. Provisio´n de QoS en MUSE
En la red de acceso de MUSE la QoS se proporciona mediante diferenciacio´n entre cla-
ses de tra´fico. Dicha diferenciacio´n se basa en un etiquetado VLAN de las tramas de nivel
de enlace acorde con la especificacio´n 802.1p. En la pasarela residencial, el tratamiento de
las tramas recibidas se realiza atendiendo a la clase de tra´fico a la que pertenecen, propor-
ciona´ndose mayor prioridad al tratamiento de las tramas pertenecientes a la clase de tra´fico
con mayores restricciones de QoS. Adema´s, en el sentido uplink, la pasarela residencial
asigna a cada trama una etiqueta VLAN, segu´n la clase de tra´fico a la que pertenece. Esto
permite a la red de acceso de MUSE tratar adecuadamente todas las tramas. En el sentido
downlink, las tramas llegan marcadas de la red y la pasarela residencial es responsable de
extraer las etiquetas como paso previo a su reenvı´o hacia el entorno residencial, y si es ne-
cesario extender el marcado con la clase de servicio correspondiente a la tecnologı´a de red
local adecuada.
4.3. Arquitectura ba´sica de la pasarela residencial
La arquitectura ba´sica de la pasarela residencial de MUSE, desarrollada en el contexto
de redes de acceso de alta velocidad, se muestra en la figura 4.1 (su funcionamiento ha sido
demostrado en [VGG+06]. Segu´n se observa en dicha figura, esta arquitectura se ha dividido
en dos niveles: el nivel de datos y el nivel de aplicacio´n.
4.3.1. El nivel de datos
Este nivel, implementado mediante la plataforma Click! [KMC+08], provee las funcio-
nalidades relacionadas con la transmisio´n de los flujos de usuario en la pasarela residencial.
Segu´n se describe en la figura 4.1, los flujos de usuario entrantes a la pasarela residencial
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Figura 4.1: Arquitectura ba´sica de la pasarela residencial
siguen caminos separados en las direcciones uplink y downlink. De esta manera, se provee
un tratamiento independiente del tra´fico de datos en cada direccio´n, proporciona´ndose de
este modo un disen˜o flexible de este nivel, dado que es posible proveer funcionalidades de
procesamiento sobre el tra´fico de datos en una direccio´n sin que por ello se vea afectado
el tra´fico transmitido en sentido contrario. Por otro lado, a este nivel se definen distintos
mo´dulos de procesamiento que proveen funcionalidades especı´ficas. Esta arquitectura orien-
tada mo´dulos proporciona una gran flexibilidad y escalabilidad, permitiendo an˜adir nuevas
funcionalidades mediante el desarrollo de nuevos mo´dulos de procesamiento que pueden ser
instalados a este nivel en las direcciones de tra´fico uplink y downlink.
A continuacio´n se describen los distintos mo´dulos de procesamiento definidos en la di-
reccio´n de tra´fico uplink:
Clasificador: en este mo´dulo el administrador puede especificar reglas de clasificacio´n
para permitir o denegar ciertos flujos de usuario. Adema´s, si un flujo de usuario es
aceptado, el mo´dulo clasificador asigna a las tramas del flujo cierta meta-informacio´n,
especificando como deben ser tratadas en la pasarela dichas tramas.
Etiquetado VLAN: dependiendo de la meta-informacio´n asignada al flujo de usuario
por el clasificador, este mo´dulo configura un determinado marcado para las tramas del
flujo basado en la especificacio´n 802.1p/q. Esta funcionalidad de marcado de tramas
permite crear VLANs que soportan la provisio´n de QoS en la red de acceso basada en
diferenciacio´n entre clases de tra´fico.
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Bridging/Routing: este mo´dulo puede implementar funcionalidades de bridging o de
encaminamiento IP, dependiendo de la configuracio´n requerida por el operador de la
red de acceso.
Policing/Shaping: permite controlar la tasa de tra´fico de datos enviada en la direccio´n
uplink, pudiendo ser dicha tasa configurada por el administrador para cada flujo de
datos, descartando el tra´fico no conformante en el caso de utilizar un mecanismo de
policing, o almacena´ndolo en una cola de espera en el caso de utilizar un mecanismo
de shaping.
Distribucio´n: utilizando la meta-informacio´n asignada a cada trama por el clasificador,
este mo´dulo envı´a la trama a la cola de espera que le corresponde.
Sistema de colas: e´ste es un mo´dulo configurable que permite al administrador utilizar
un cierto nu´mero de colas de espera, fijando el taman˜o de cada cola en te´rminos de
tramas almacenadas. Cada cola representa un nivel de prioridad, que sera´ tenida en
cuenta por un algoritmo de planificacio´n para, de este modo, priorizar el tratamiento
de los diferentes flujos de usuario que atraviesan la pasarela residencial en la direccio´n
uplink. Adema´s, el taman˜o fijo configurado para cada cola de espera permite limitar
los efectos de la variacio´n en el retardo introducido por la pasarela en el procesamiento
de los flujos que llegan desde la red del cliente.
Planificacio´n: este mo´dulo implementa el algoritmo utilizado para extraer las tramas
de las colas de espera. El algoritmo actualmente empleado en la pasarela residencial a
tal efecto sirve las tramas de las colas atendiendo a su prioridad (esto es, se sirven en
primer lugar las tramas de la cola de mayor prioridad).
NAPT: provee funcionalidades de traduccio´n de direcciones de red y puertos de trans-
porte, cambiando la direcciones IP y puertos internos de la red del cliente por direc-
ciones IP y puertos globalmente alcanzables.
Para la direccio´n de tra´fico downlink, los mo´dulos NAPT, Policing/Shaping, Clasificador,
Distribucio´n, Sistema de colas, Planificacio´n y Bridging/Routing presentan la misma fun-
cionalidad que en la direccio´n uplink. En este caso, la funcionalidad Desetiquetado VLAN
extrae las etiquetas 802.1p/q de las tramas si es necesario.
4.3.2. Nivel de aplicacio´n
Este nivel esta´ basado en un conjunto de componentes Java flexibles, capaces de ges-
tionar el nivel de datos y de tratar los distintos protocolos de sen˜alizacio´n y de nivel de
aplicacio´n. Entre los principales componentes implementados a este nivel, destacan los si-
guientes:
El CCCP (Click! Configuration Controller Process). Esta entidad funcional centraliza
todas las operaciones de configuracio´n sobre el nivel de datos. A tal efecto, provee una
interfaz XML, mediante la cual es posible especificar operaciones de configuracio´n
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de la pasarela residencial. La configuracio´n del nivel de datos, con respecto a los
flujos de usuario, se describe mediante un conjunto de reglas de flujo. Cada una de
estas reglas representa un flujo de usuario, indicando, entre otras cosas, la direccio´n
IP origen/destino, el puerto de transporte origen/destino, el protocolo y la prioridad
asociados con el flujo. El CCCP soporta, a trave´s de su interfaz XML la instalacio´n,
el borrado y la modificacio´n de las reglas de flujo que conforman la configuracio´n del
nivel de datos de la pasarela residencial.
Los Procesos de Sen˜alizacio´n (Signalling Process, SP). El soporte de los distintos
protocolos de sen˜alizacio´n y de nivel de aplicacio´n se implementa en la pasarela re-
sidencial mediante un conjunto de Procesos de Sen˜alizacio´n. ´Estos son componentes
Java que implementan la especificacio´n de los protocolos requeridos (ej. un SP que
soporta el acceso a la pasarela residencial vı´a HTTP o un SP que implementa el so-
porte de IGMP). De este modo, se provee una solucio´n flexible para el soporte de
los distintos protocolos, mediante el desarrollo e instalacio´n de componentes Java en
el nivel de aplicacio´n especı´ficos para su tratamiento (ası´, para soportar un protocolo
concreto, basta con implementar un SP acorde con la especificacio´n del protocolo).
El CSD (Click! Signalling Dispatcher). ´Este es un componente Java que gestiona la
ejecucio´n y la terminacio´n de los distintos SPs en la pasarela residencial.
4.3.3. Interaccio´n entre niveles
En este apartado se ha presentado la arquitectura de una pasarela residencial basada en
dos niveles, el nivel de aplicacio´n y el nivel de datos. En el nivel de aplicacio´n, segu´n se
ha comentado, un conjunto de SPs implementan la funcionalidad de distintos protocolos de
sen˜alizacio´n. Sin embargo, para que este esquema funcione correctamente es necesario que
exista una cierta interaccio´n entre los niveles de datos y de aplicacio´n, que permita extraer
del nivel de datos las tramas en tra´nsito correspondientes a cada protocolo y envia´rselas a
los SPs encargados de su gestio´n.
A tal efecto, en el nivel de datos se han definido un conjunto de puntos de sincronizacio´n,
en los cuales es posible copiar o extraer las tramas recibidas correspondientes a un flujo de
usuario y redirigirlas al nivel de aplicacio´n, en concreto al SP a cargo de su tratamiento.
Ana´logamente, un SP podra´ reinyectar tramas en cualquiera de los puntos de sincronizacio´n
definidos en la pasarela residencial. Actualmente, en la arquitectura se han definido cuatro
puntos de sincronizacio´n, dos para cada direccio´n (uplink/downlink), indicados en rojo en la
figura 4.1.
En [GVVA] y en [GGRVA05] este modelo ha sido validado, verifica´ndose que la pasarela
residencial puede realizar el paso de mensajes de sen˜alizacio´n al nivel de aplicacio´n (que es
donde se ejecutan los SPs) sin una degradacio´n significativa en las prestaciones ofrecidas.
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4.4. Conclusiones
En este capı´tulo se ha descrito la arquitectura ba´sica de la pasarela residencial desa-
rrollada en el proyecto europeo MUSE, para redes de acceso de alta velocidad. El disen˜o
arquitectural presentado es flexible, por la separacio´n de las funcionalidades de transpor-
te de datos y de control en dos niveles diferentes, y por la implementacio´n de cada nivel
mediante un conjunto extensible de mo´dulos y de componentes.
Esta arquitectura ba´sica, como se vera´ a lo largo de la presente Tesis Doctoral, permi-
tira´ extender la solucio´n de QoS contenida en la primera versio´n de especificaciones de la
NGN de TISPAN al entorno residencial del usuario, mediante la inclusio´n de nuevas funcio-
nalidades y de componentes adicionales.
Parte II
Configuracio´n de transporte
multicast IP con QoS en
arquitecturas de red con plano de
control IMS
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Capı´tulo 5
Control de sesio´n multiusuario
5.1. Introduccio´n
En este capı´tulo se presentan un conjunto de extensiones a los procedimientos de control
de sesio´n contemplados en las especificaciones de IMS (ve´ase [3rd08c] y [3rd08e]), con
el objetivo de soportar la gestio´n de sesiones multimedia involucrando a mu´ltiples UEs.
Estas sesiones multimedia multiusuario proporcionara´n una base sobre la que sera´ posible
implementar nuevos servicios peer-to-peer (ej. videoconferencia), en los que el tra´fico de
datos sera´ intercambiado directamente en el plano de usuario entre los UEs participantes
en el servicio mediante tecnologı´as de transmisio´n multicast a nivel de red. Se asume, a lo
largo de este capı´tulo, una red de acceso con conectividad IP de 3GPP, formada por una red
de acceso UTRAN y el dominio de conmutacio´n de paquetes de UMTS. Las aportaciones
contenidas en este capı´tulo han sido publicadas en [VSV+07] y [VSV+on].
El resto de este capı´tulo se estructura de la siguiente manera. En el apartado 5.2 se deta-
llan extensiones a las funcionalidades de control en IMS relacionadas con el establecimiento
de sesiones multimedia, para de este modo cubrir el escenario multiusuario. En el apartado
5.3 se indican los procedimientos relacionados con la cancelacio´n del establecimiento de
una sesion multimedia multiusuario, por ejemplo porque un UE participante en la misma no
disponga de recursos suficientes en su infraestructura de acceso UMTS para cursar el tra´fico
multimedia asociado con la sesio´n. En el apartado 5.4 se describen los procesos de liberacio´n
de la sesio´n multimedia multiusuario por parte de la red y de los UEs participantes. Final-
mente, en el apartado 5.6 se indica un listado con las principales aportaciones mostradas a
lo largo de este capı´tulo.
5.2. Establecimiento de sesio´n
En este apartado se describen los procedimientos que se proponen en este trabajo para
posibilitar el establecimiento de sesiones multimedia multiusuario utilizando para ello el
plano de control de IMS.
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Al igual que en una sesio´n IMS establecida entre dos UEs, lo primero que el UE ini-
ciador debe realizar para establecer la sesio´n multimedia es crear un dia´logo SIP sobre el
que poder ejecutar los procedimientos de control de la sesio´n. Dicho dia´logo establece una
relacio´n de sen˜alizacio´n entre el UE iniciador y el resto de UEs pertenecientes a los usuarios
finales involucrados en el servicio. Esta relacio´n de sen˜alizacio´n soportara´ la negociacio´n
de las caracterı´sticas de los diferentes componentes de informacio´n que sera´n intercambia-
dos en el transcurso de la sesio´n, esto es, permitira´ negociar la descripcio´n de la sesio´n
multimedia multiusuario. Esto, como veremos a lo largo de este apartado, posibilitara´ dos
procedimientos fundamentales:
La reserva de los recursos de QoS necesarios en el plano de usuario para la correcta
entrega de cada uno los componentes de informacio´n.
La configuracio´n del servicio de entrega multicast a nivel de red para cada componente
de informacio´n presente en la sesio´n multimedia multiusuario.
En la figura 5.1 se muestra la sen˜alizacio´n SIP correspondiente a los procedimientos de
establecimiento de sesio´n que se describen en el presente apartado, desde el punto de vista
del UE iniciador. Igualmente, en la figura 5.2 se muestra dicha sen˜alizacio´n desde el punto
de vista de cada UE destino.
Se asume, en este apartado, que cada UE involucrado en la sesio´n multimedia multi-
usuario dispone de un contexto PDP de sen˜alizacio´n dedicado previamente establecido, que
soporta el envı´o y la recepcio´n de los mensajes de sen˜alizacio´n SIP indicados a continua-
cio´n entre el UE y el P-CSCF que le corresponde. Los procedimientos de establecimiento de
sesio´n se cubren en detalle en las siguientes secciones.
5.2.1. Encaminamiento de la sen˜alizacio´n SIP
En esta seccio´n se describen los procedimientos que sera´n necesarios para el apropiado
encaminamiento de los mensajes de sen˜alizacio´n SIP, intercambiados entre el UE iniciador
y los UEs destino en la ejecucio´n de los procedimientos de control de la sesio´n.
Encaminamiento de la solicitud INVITE
Para crear el dia´logo SIP, el UE del usuario iniciador debe enviar una solicitud INVITE
de SIP a los UEs pertenecientes a los usuarios destino a los que el iniciador desea involucrar
en la ejecucio´n del servicio (punto 1 en figuras 5.1 y 5.2). Sin embargo, en este punto, el
UE iniciador u´nicamente dispone de las URIs SIP de los usuarios destino, de la direccio´n
de su P-CSCF (obtenida antes del procedimiento de registro) y de la ruta de servicio hacia
el S-CSCF del usuario en su red hogar (la cual conoce como resultado del procedimiento
de registro). Con esta informacio´n parcial el UE iniciador construye la solicitud INVITE,
incluyendo en e´sta los siguientes elementos de informacio´n:
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Figura 5.1: Establecimiento de sesio´n IMS multiusuario, lado iniciador
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Figura 5.2: Establecimiento de sesio´n IMS multiusuario, lado destino
Un campo Request URI en la primera lı´nea de la solicitud INVITE, conteniendo el
listado de las URIs SIP correspondientes a los usuarios finales con los que el usuario
iniciador desea intercambiar informacio´n de usuario en la ejecucio´n del servicio (cada
una de estas URIs SIP es una identidad de usuario pu´blica de IMS)1.
Una cabecera Via, con la direccio´n del UE iniciador. Esta cabecera permitira´ al UE
iniciador recibir todas las respuestas SIP a la solicitud INVITE.
Un conjunto de cabeceras Route, especificando la ruta (secuencia de URIs SIP) hacia
el S-CSCF del usuario, pasando por el P-CSCF a trave´s del cual el UE accede al
subsistema IMS.
Una cabecera Contact, indicando la URI SIP en la que el UE iniciador desea recibir
futuras solicitudes SIP en el dia´logo.
A continuacio´n, la solicitud INVITE es enviada a la primera entrada especificada en las
cabeceras Route, que en este caso corresponde a la URI SIP del P-CSCF del UE iniciador.
1Actualmente, el IETF esta´ estandarizando en [CJ08] (en proceso de convertirse en RFC) un mecanismo para
establecer conferencias ad-hoc incluyendo el listado de participantes en la solicitud INVITE (en formato XML).
En la solucio´n propuesta, el mensaje INVITE puede transportar un cuerpo de mu´ltiples partes, con una carga
SDP y una lista de URIs. Esta solucio´n podrı´a ser fa´cilmente utilizada en el caso que nos ocupa para indicar
el listado de participantes en una sesio´n multimedia multiusuario, sin que ello suponga un cambio conceptual
sobre la solucio´n presentada en este capı´tulo.
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Tras recibir esta solicitud, el P-CSCF elimina la entrada de las cabeceras Route (la que
contiene su propia informacio´n de direccionamiento), incluye su direccio´n en una cabecera
Via (para, de este modo, recibir las futuras respuestas a la solicitud INVITE) y crea una
cabecera Record-Route. Esta cabecera contiene la URI SIP del P-CSCF, y le permitira´ a e´ste
recibir futuras solicitudes SIP enviadas en el contexto de la sesio´n multimedia multiusuario,
cuyo origen o destino es el UE iniciador. Finalmente, el P-CSCF encamina la solicitud SIP
hacia el destino indicado por la siguiente cabecera Route, esto es, el S-CSCF.
El S-CSCF elimina la cabecera Route que contiene su propia URI SIP. Ahora, el S-CSCF
ejecuta los procedimientos de provisio´n de servicios. Segu´n se ha comentado en el capı´tu-
lo 2, durante el proceso de registro el S-CSCF descarga del HSS el perfil del usuario. Este
perfil contiene, entre otras cosas, un conjunto de Criterios de Filtrado para cada identidad
de usuario pu´blica del usuario, los cuales permiten determinar si una solicitud SIP debe ser
procesada por un conjunto de servidores de aplicacio´n. Ası´, el S-CSCF chequea el contenido
de la solicitud INVITE contra el conjunto de Criterios de Filtrado que le corresponden a la
identidad de usuario pu´blica del usuario iniciador (estos Criterios de Filtrado se explican ma´s
adelante, en esta seccio´n). Como resultado de este chequeo, el S-CSCF verifica que la soli-
citud INVITE debe ser procesada en un Servidor de Aplicacio´n especı´fico para aplicaciones
multiusuario (Multiparty Application Server, en adelante MAS).
Por tanto, el S-CSCF debe encaminar la solicitud INVITE al MAS. Para garantizar que
tras el procesamiento de la solicitud por parte del MAS e´sta sera´ recibida de nuevo en el
S-CSCF, el S-CSCF incluye dos cabeceras Route en la solicitud, especificando la URI SIP
del MAS en primer lugar y su propia URI SIP a continuacio´n. La segunda cabecera Route
incluye adema´s informacio´n de estado especı´fica del S-CSCF. Esta informacio´n de estado
permitira´ al S-CSCF reanudar el procesamiento de la solicitud INVITE en el punto en el
que lo dejo´ tras el envı´o al MAS. Asimismo, el S-CSCF incluye su propia direccio´n en una
cabecera Via y su URI SIP en una cabecera Record-Route. Finalmente, la solicitud es enviada
al MAS.
El MAS es un B2BUA (Back-to-Back User Agent) de SIP, segu´n se define en [RSC+02].
Este Servidor de Aplicacio´n permitira´ extender las funcionalidades de control de la sesio´n
en IMS al escenario multiusuario, siendo por tanto el aute´ntico punto central de esta pro-
puesta. Llegados a este punto en el establecimiento de sesio´n, el MAS realiza, entre otras,
las siguientes funciones (en siguientes secciones se provee una descripcio´n detallada de las
funcionalidades ofrecidas por el MAS):
Elimina la primera cabecera Route, la cual contiene su propia URI.
Genera una URI SIP que identifica de forma unı´voca la sesio´n multimedia multiusua-
rio. El contenido de la cebecera Contact de la solicitud INVITE se establece a esta
nueva URI SIP.
Asigna una direccio´n de grupo multicast IP a cada componente de informacio´n defi-
nido en la carga SDP de la solicitud INVITE. De esta manera, cada componente de
informacio´n es asignado a un grupo multicast. Esto permite que diferentes UEs destino
con diferentes capacidades acepten y se suscriban a los componentes de informacio´n
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que soporten y este´n dispuestos a aceptar. Cada direccio´n de grupo multicast IP asig-
nada a un componente de informacio´n permanecera´ reservada para su uso mientras la
sesio´n multimedia permanezca establecida.
Replica la solicitud INVITE para cada URI SIP especificada en el campo request
URI de la primera lı´nea de la solicitud INVITE. Para cada nueva solicitud INVITE
generada, el campo request URI se establece a la URI SIP destino correspondiente
(para la cual se genera la nueva solicitud INVITE).
Para cada solicitud INVITE generada, incluye u´nicamente una cabecera Via, con su
propia direccio´n, y una cabecera Record-Route, con su URI SIP. De este modo, el
MAS recibira´ todas las futuras solicitudes y respuestas SIP (a la solicitud INVITE)
originadas en los UEs destino.
Finalmente, cada solicitud INVITE generada es encaminada al S-CSCF de acuerdo
con la cabecera Route que contiene.
Tras recibir cada solicitud INVITE, el S-CSCF utiliza la informacio´n de estado conte-
nida en la cabecera Route de la solicitud, para de este modo reanudar el procesamiento de
la misma en el punto posterior al envı´o de la solicitud original al MAS. Ası´, se evalu´an el
resto de Criterios de Filtrado, si los hubiera, pudiendo ser encaminada la solicitud a nuevos
Servidores de Aplicacio´n. Finalmente, el S-CSCF envı´a la solicitud INVITE al subsistema
IMS en la red hogar del usuario destino. Para ello, el S-CSCF aplica los procedimientos indi-
cados en [RS02c] a la request URI de la solicitud INVITE (llegados a este punto, la solicitud
INVITE no contiene ninguna cabecera Route), obteniendo como resultado informacio´n de
direccionamiento de un conjunto de I-CSCFs accesibles en la red hogar de dicho usuario.
Finalmente, el S-CSCF envı´a la solicitud INVITE a uno de estos I-CSCFs.
El I-CSCF necesita obtener la URI SIP del S-CSCF asignado al usuario destino. Duran-
te el proceso de registro, el S-CSCF ha almacenado su propia direccio´n en el HSS. Puesto
que puede haber varios HSSs en la red hogar del usuario destino, el I-CSCF debe consultar
al SLF para averiguar que´ HSS mantiene la informacio´n relacionada con dicho usuario. El
I-CSCF consulta entonces al HSS, obteniendo la direccio´n del S-CSCF asignado al usua-
rio. Finalmente, el I-CSCF actu´a en la forma habitual, an˜adiendo una nueva cabecera Route
con la URI SIP del S-CSCF asignado al usuario destino e incluyendo una cabecera Via con
su propia direccio´n, para de este modo recibir todas las respuestas a la solicitud INVITE.
Adema´s, el I-CSCF puede permanecer o no en el camino de futuras solicitudes SIP dentro
del dia´logo, dependiendo de la configuracio´n requerida por el operador. En el primer caso,
el I-CSCF incluye una nueva cabecera Record-Route con su propia URI SIP en la solicitud
INVITE. En el ejemplo indicado, se supone que el I-CSCF no necesita recibir futuras solici-
tudes SIP, de modo que no incluye la cabecera Record-Route. Tras finalizar el procesamiento
de la solicitud INVITE, e´sta es enviada al siguiente elemento de red en la ruta, esto es, el
S-CSCF.
El S-CSCF, tras recibir la solicitud INVITE, chequea el contenido de la solicitud contra
el conjunto de Criterios de Filtrado correspondientes al usuario destino cuya identidad de
usuario pu´blica esta´ contenida en la request URI. Al igual que en el lado iniciador, como
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resultado de este chequeo el S-CSCF puede enviar la solicitud a un conjunto de Servidores
de Aplicacio´n. Asimismo, el S-CSCF:
Elimina la cabecera Route que contiene su propia URI SIP.
Crea una nueva request URI, con la direccio´n de contacto especificada por el usuario
destino durante su procedimiento de registro. Esta direccio´n de contacto es una URI
SIP que incluye la direccio´n IP o el nombre de dominio del terminal IMS del usuario.
Incluye su propia URI SIP en una cabecera Record-Route, ası´ como su direccio´n en
una cabecera Via.
Durante la fase de registro del usuario destino, el S-CSCF recibe una cabecera Path
en la solicitud REGISTER, indicando la URI SIP del P-CSCF (y posiblemente del
I-CSCF) a trave´s del cual se deben encaminar las solicitudes hacia el terminal IMS
del usuario. Ahora, el S-CSCF incluye una una nueva cabecera Route en la solicitud
INVITE con el contenido de la cabecera Path. Ası´, suponiendo que la cabecera Path
no contiene la URI SIP del I-CSCF, la solicitud INVITE se encamina al P-CSCF que
sirve al UE destino.
Finalmente, el P-CSCF del UE destino recibe la solicitud INVITE, elimina la cabecera
Route (u´nicamente habı´a una cabecera Route con la URI SIP del P-CSCF), an˜ade su URI
SIP en una cabecera Record-Route y su direccio´n en una cabecera Via y finalmente envı´a la
solicitud al UE destino identificado en la request URI.
Tras recibir la solicitud INVITE, el UE destino almacena la URI SIP de la sesio´n mul-
timedia multiusuario (recibida en la cabecera Contact), ası´ como el conjunto de cabeceras
Record-Route que contiene la solicitud. Estas cabeceras, conjuntamente, forman el camino
que sera´ utilizado para transmitir futuras solicitudes SIP dentro del dia´logo hacia el MAS.
De este modo, todas las solicitudes enviadas desde cualquier UE destino participante en la
sesio´n multimedia pasara´n necesariamente por el MAS.
Encaminamiento de la respuesta Session in Progress
Tras recibir la solicitud INVITE, cada UE destino responde con un mensaje SIP Ses-
sion in Progress (punto 2 en figura 5.2). Esta respuesta SIP contiene, entre otras cosas, los
siguientes elementos de informacio´n:
Una cabecera Contact, indicando la URI SIP en la que el UE destino desea recibir
futuras solicitudes en el dia´logo.
El conjunto de cabeceras Record-Route recibidas en la solicitud INVITE.
El conjunto de cabeceras Via recibidas en la solicitud INVITE.
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Cualquier otra respuesta posterior a la solicitud INVITE contendra´ el conjunto de cabe-
ceras Via que se incluye en la respuesta Session in Progress.
Con esta informacio´n, la respuesta Session in Progress es encaminada hacia el usuario
iniciador siguiendo la ruta especificada por las cabeceras Via. Cada CSCF que recibe la soli-
citud elimina la cabecera Via que contiene su propia direccio´n y encamina la solicitud hacia
el CSCF indicado en la siguiente cabecera Via. De esta manera, la respuesta llega al MAS.
Segu´n se explica en el apartado 5.2.3, el MAS espera a recibir todas las respuestas Session
in Progress a la solicitud INVITE. Con todas estas respuestas, el MAS genera una u´nica
respuesta Session in Progress que finalmente es enviada al UE iniciador. Para garantizar la
consistencia de los procesos de encaminamiento de la sen˜alizacio´n SIP, el MAS incluye los
siguientes elementos de informacio´n en la nueva respuesta Session in Progress generada:
Incluye la URI SIP de la sesio´n multimedia multiusuario en la cabecera Contact de la
respuesta.
An˜ade una cabecera Record-Route, en la que incluye su propia URI SIP. Adicional-
mente, an˜ade a continuacio´n el conjunto de cabeceras Record-Route contenidas en la
solicitud INVITE recibida desde el UE iniciador. De este modo, el conjunto de cabe-
ceras indicado contiene informacio´n sobre la ruta entre el MAS y el P-CSCF del UE
iniciador.
Incluye el conjunto de cabeceras Via contenidas en la solicitud INVITE recibida desde
el UE iniciador. Este conjunto de cabeceras permitira´ encaminar la respuesta Session
in Progress generada desde el MAS hasta el UE iniciador.
Finalmente, tras recibir la respuesta Session in Progress, el UE iniciador almacena la
URI SIP de la sesio´n multimedia multiusuario (recibida en la cabecera Contact), ası´ como
el conjunto de cabeceras Record-Route que contiene la respuesta (en orden inverso al recibi-
do). Esta informacio´n, como veremos a continuacio´n, sera´ utilizada para encaminar futuras
solicitudes SIP enviadas desde el UE iniciador en el contexto de la sesio´n multimedia multi-
suario.
Encaminamiento de futuras solicitudes y respuestas
Si cualquier UE participante en la sesio´n multimedia multiusuario desea enviar una nue-
va solicitud SIP (ej. PRACK, UPDATE o BYE), simplemente copia la informacio´n contenida
en las cabeceras Record-Route previamente almacenadas en cabeceras Route en la nueva so-
licitud. Del mismo modo, la cabecera Contact almacenada se copia en el campo request URI
de la solicitud. Con esta informacio´n, la solicitud sera´ encaminada apropiadamente hacia su
destino, siguiendo estrictamente el camino indicado por el conjunto de cabeceras Route.
Cada CSCF en el camino atravesado por la solicitud procesara´ la solicitud recibida en
la forma habitual, eliminando la cabecera Route que contiene su propia URI SIP, an˜adiendo
una nueva cabecera Via con su propia direccio´n y enviando la solicitud hacia el siguiente
elemento de red indicado por el conjunto de cabeceras Route.
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En cualquier caso, la solicitud SIP llegara´ necesariamente al MAS, de acuerdo con la in-
formacio´n de encaminamiento indicada por el conjunto de cabeceras Route, donde sera´ pro-
cesada apropiadamente. El procesamiento de la solicitud puede requerir o no, el envı´o de
nuevas solicitudes a un subconjunto de los UEs participantes en la sesio´n. Ası´, por ejemplo,
una solicitud PRACK enviada desde el UE iniciador requiere el envı´o de una nueva solicitud
PRACK para cada UE destino participante en la sesio´n. Por otro lado, una solicitud BYE
enviada desde un UE destino, puede no requerir el envı´o de nuevas solicitudes a otros UEs
participantes. En la seccio´n 5.2.2 se describen en detalle los procedimientos empleados por
el MAS para la generacio´n de solicitudes SIP que sera´n enviadas a los UEs participantes
en la sesio´n multimedia multiusuario. Finalmente, la respuesta a cualquier solicitud, ya sea
la solicitud enviada desde el UE iniciador, desde el MAS o desde cualquier UE destino,
sera´ encaminada por la ruta especificada por el conjunto de cabeceras Via incluidas en la
propia solicitud.
Criterios de filtrado en el perfil de usuario
Para encaminar la solicitud INVITE al MAS, como parte del proceso de provisio´n de
servicios en el S-CSCF del usuario iniciador, se define el siguiente Criterio de Filtrado:
(Method = INVITE) AND (SessionCase = Originating) AND
(RequestURI CONTIENE varias URIs SIP)
De este modo, si la solicitud SIP es una solicitud INVITE, ha sido originada por el usua-
rio servido por el S-CSCF y adema´s contiene varias URIs SIP en el campo Request-URI,
entonces la solicitud es encaminada a un Servidor de Aplicacio´n especı´fico que proporcio-
nara´ las funcionalidades indicadas para el MAS. Este enfoque proporciona la ventaja de que
es posible restringir la capacidad del usuario para establecer sesiones multimedia multiusua-
rio (ej. permitiendo que acceda al servicio desde un conjunto especı´fico de identidades de
usuario pu´blicas). Igualmente, permite asignar diferentes MASs a diferentes usuarios (que
mantendra´n diferentes identidades de usuario pu´blicas). De este modo, se proporciona un
mecanismo que permite repartir la carga asociada con la gestio´n de sesiones multimedia
multiusuario en IMS entre un conjunto de Servidores de Aplicacio´n (esto es, MASs).
5.2.2. Procedimientos especı´ficos de SIP en el MAS
En el apartado anterior se han indicado los principales procedimientos asociados con el
encaminamiento de la sen˜alizacio´n SIP entre los UEs participantes en la sesio´n multimedia
multiusuario, describiendo dichos procedimientos en cada entidad funcional del plano de
control de IMS. En este apartado, se cubren en detalle los procedimientos especı´ficos de
SIP que sera´n implementados por el MAS para la generacio´n de solicitudes y de respuestas.
Estos procedimientos proporcionan la base que permite extender en IMS el encaminamiento
peer-to-peer de la sen˜alizacio´n SIP a un escenario compuesto por mu´ltiples UEs.
El MAS es un servidor de aplicacio´n que actu´a como un B2BUA (Back-to-Back User
Agent) de SIP. Segu´n se indica en [RSC+02], un B2BUA esta´ formado por un Agente de
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Figura 5.3: Arquitectura funcional de un B2BUA
Usuario Servidor (UAS, User Agent Server) y un Agente de Usuario Cliente (UAC, User
Agent Client). Ambos UAs se encuentran conectados mediante cierta lo´gica especı´fica del
servicio proporcionado por el B2BUA. En la figura 5.3 se muestra la arquitectura funcional
de un B2BUA.
Durante el proceso de establecimiento de la sesio´n IMS, el UAC en el UE iniciador
genera una solicitud INVITE (siguiendo los procedimientos especificados en [3rd08e]), la
cual es recibida por el componente UAS en el MAS. Dicha solicitud INVITE no esta´ en
principio asociada a ningu´n dia´logo SIP (esto es, es una solicitud fuera de dia´logo, segu´n se
define en [RSC+02]). Tras la recepcio´n de este mensaje, la lo´gica de servicio implementada
por el MAS replicara´ la solicitud INVITE para cada URI SIP contenida en el campo Request
URI del mensaje original. Cada solicitud INVITE generada incluira´ los siguientes cambios
con respecto a la solicitud original:
El campo Request URI se establece a la URI SIP correspondiente al usuario destino
(leı´da directamente del campo Request URI de la solicitud INVITE original).
No se incluira´n las cabeceras Via y Record-Route recibidas en la solicitud INVITE
original. Dichas cabeceras no son necesarias para el encaminamiento de solicitudes
y de respuestas SIP desde cada UE destino hasta el MAS, lo que permite reducir el
taman˜o de los mensajes SIP a transmitir. Asimismo, se garantiza que todas las solici-
tudes y respuestas SIP enviadas desde cualquier UE receptor de la solicitud INVITE
tienen siempre como destino el MAS, no siendo posible evitar a e´ste en el camino del
mensaje SIP hacia otros UEs participantes.
El MAS incluye una cabecera Via con su propia direccio´n y una cabecera
Record-Route con su URI SIP.
El MAS genera una URI SIP que identifica unı´vocamente a la sesio´n multimedia mul-
tiusuario. Esta URI SIP se especificara´ en la cabecera Contact de cada mensaje INVI-
TE generado.
Finalmente, cada solicitud INVITE sera´ encaminada hacia el siguiente salto hacia su
destino, siendo e´ste el S-CSCF del usuario iniciador, segu´n se ha comentado previamente.
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La funcionalidades de generacio´n y de envı´o de cada solicitud INVITE son proporcionadas
por el componente UAC del MAS.
El UAS en cada UE destino recibe la solicitud INVITE y la procesa de la forma habitual,
segu´n se indica en [3rd08e]. De este modo, el UAS genera una respuesta provisional SIP
Session in Progress, lo que necesariamente resulta en el establecimiento de un dia´logo SIP
entre el MAS y el UE destino. Esta respuesta SIP contiene, entre otras cosas, los siguientes
elementos de informacio´n relevantes:
Una cabecera Call-ID y una cabecera From, iguales a las contenidas en la solicitud
INVITE recibida.
Una cabecera To. En esta cabecera, el UAS incluye la URI contenida en la cabecera
To de la solicitud INVITE recibida. Adicionalmente, el UAS an˜ade un campo tag al
contenido de la cabecera To de la respuesta, asignando a e´ste un valor globalmente
u´nico, tal y como se indica en [RSC+02].
Una cabecera CSeq, igual a la contenida en la solicitud INVITE.
Una cabecera Contact, conteniendo una URI SIP en la que el UE destino desea recibir
futuras solicitudes en el dia´logo.
Un conjunto de cabeceras Via, leı´do directamente de la solicitud INVITE recibida y
preservando el orden establecido de las URIs en la solicitud.
Un conjunto de cabeceras Record-Route, leı´do directamente de la solicitud INVITE
recibida y preservando el orden establecido de las URIS en la solicitud, ası´ como los
para´metros de cada URI.
Finalmente, la respuesta SIP es enviada por el UAS siguiendo la ruta indicada por las
cabeceras Via hacia el MAS.
Cuando el UAC en el MAS recibe una respuesta SIP Session in Progress a una solicitud
INVITE, e´ste procesa la respuesta y genera cierta informacio´n de estado asociada con el
nuevo dia´logo. Esta informacio´n de estado se mantiene mientras existe el dia´logo y contiene,
entre otros, los siguientes elementos de informacio´n (ve´ase seccio´n 12 de [RSC+02]):
Identificador del dia´logo. Un dia´logo SIP es identificado en un UA mediante un identi-
ficador de dia´logo, el cual consta de tres componentes: un valor Call-ID, un tag local y
un tag remoto. El valor Call-ID se establece al valor de la cabecera Call-ID contenida
en la solicitud INVITE enviada al UE destino (la cual coincide con la de la solicitud
INVITE original). Ana´logamente, el tag local se establece al valor del campo tag en
la cabecera From de la solicitud enviada al UE destino, mientras que el tag remoto se
establece al valor del campo tag en la cabecera To de la respuesta Session in Progress.
Un nu´mero de secuencia local, que permite ordenar las solicitudes SIP enviadas dentro
del dia´logo desde el MAS. Este nu´mero de secuencia se establece al valor del nu´mero
de secuencia contenido en la cabecera Cseq de la solicitud INVITE enviada al UE
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destino (no´tese que el contenido de dicha cabecera Cseq coincide con el de la solicitud
INVITE original).
Un nu´mero de secuencia remoto, que permite ordenar las solicitudes SIP recibidas
dentro del dia´logo desde el UE que ha enviado la respuesta Session in Progress. Ini-
cialmente, este nu´mero de secuencia estara´ sin asignar, y se establecera´ a un valor
concreto cuando el UA remoto participante en el dia´logo (el UA ejecuta´ndose en el
UE destino que envı´a la respuesta Session in Progress) envı´e alguna solicitud SIP.
Una URI local, que se establece a la URI contenida en la cabecera From de la solicitud
INVITE enviada al UE destino, y una URI remota, que se establece a la URI de la
cabecera To de la misma solicitud.
Un destino remoto, que se establece al contenido de la cabecera Contact de la respues-
ta Session in Progress.
Un contexto de encaminamiento. En este contexto se almacenan las URIs SIP conte-
nidas en las cabeceras Record-Route de la respuesta Session in Progress, tomadas en
orden inverso al de la respuesta y preservando todos los para´metros de cada URI. En
la generacio´n del contexto de encaminamiento se excluye la URI SIP del MAS.
Por otro lado, segu´n se ha comentado, cuando el MAS recibe todas las respuestas Session
in Progress desde los UEs destino, e´ste genera una nueva respuesta Session in Progress a la
solicitud INVITE original, mediante la funcionalidad asociada con el componente UAS. Esta
respuesta se construye del mismo modo que la respuesta SIP Session in Progress generada
previamente por el UAS en el UE destino. Al igual que en aquel caso, dado que la solicitud
INVITE no contiene un campo tag en la cabecera To, el UAS del MAS debe an˜adir dicho
campo en la cabecera To de la respuesta SIP generada. Asimismo, la respuesta Session in
Progress incluye la URI SIP de la sesio´n multimedia multiusuario (previamente generada
por el MAS) en la cabecera Contact. Otra diferencia con respecto al proceso de generacio´n
de la respuesta Session in Progress en un UE destino, es que el MAS incluye una cabecera
Record-Route con su propia URI SIP en la respuesta, a la que luego concatena el resto de
cabeceras Record-Route contenidas en la solicitud INVITE recibida desde el UE iniciador.
Igualmente, la generacio´n de la respuesta Session in Progress implica el establecimiento
de un nuevo dia´logo SIP entre el MAS y el UE iniciador. De nuevo, este dia´logo tendra´ aso-
ciada cierta informacio´n de estado en el MAS, la cual se mantiene mientras el dia´logo per-
manezca activo, y contiene entre otros los siguientes elementos de informacio´n:
Identificador del dia´logo. El valor Call-ID se establece al valor de la cabecera Call-ID
contenida en la solicitud INVITE. Ana´logamente, el tag local se establece al valor
del campo tag en la cabecera To de la respuesta Session in Progress generada, mien-
tras que el tag remoto se establece al valor del campo tag en la cabecera From de la
solicitud INVITE.
Un nu´mero de secuencia local, inicialmente sin asignar. Este nu´mero sera´ asignado
cuando el MAS envı´e alguna solicitud SIP al UE iniciador.
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Un nu´mero de secuencia remoto, establecido al valor del nu´mero de secuencia conte-
nido en la cabecera Cseq de la solicitud INVITE.
Una URI local, que se establece a la URI contenida en la cabecera To de la solicitud
INVITE, y una URI remota, que se establece a la URI contenida en la cabecera From
de la misma solicitud.
Un destino remoto, que se establece al contenido de la cabecera Contact de la solicitud
INVITE.
Un contexto de encaminamiento. En este contexto se almacenan las URIs SIP con-
tenidas en las cabeceras Record-Route de la solicitud INVITE, preservando el orden
establecido de e´stas en la solicitud ası´ como los para´metros de cada URI.
Ası´, el MAS mantiene para cada sesio´n multimedia multiusuario un conjunto de dia´logos
SIP, uno de ellos con el UE iniciador y uno con cada UE destino que responde a la solicitud
INVITE con una respuesta Session in Progress. Este conjunto de dia´logos esta´ unı´vocamente
identificado por una URI SIP generada por el MAS, la cual es enviada al UE iniciador en
la cabecera Contact de la respuesta Session in Progress, y a los UEs destino en la cabecera
Contact de la solicitud INVITE.
Tras la generacio´n de la informacio´n de estado asociada con los dia´logos, si el compo-
nente UAS del MAS recibe una nueva solicitud SIP asociada con una sesio´n multimedia
multiusuario (ej. una solicitud BYE), el MAS procede del siguiente modo:
Identifica la sesio´n multimedia multiusuario mediante el campo Request URI de la
solicitud. Dicho campo contendra´ la URI SIP asociada con la sesio´n multimedia mul-
tiusuario.
Identifica el dia´logo con el que se corresponde la solicitud en el contexto de la sesio´n
multimedia. Para ello, el valor Call-ID del identificador del dia´logo se obtiene del
valor de la cabecera Call-ID contenida en la solicitud, el tag local se obtiene del valor
del campo tag en la cabecera To de la solicitud, mientras que el tag remoto se obtiene
del valor del campo tag en la cabecera From de la solicitud.
En funcio´n del dia´logo identificado en el contexto de la sesio´n multimedia, la lo´gica
de servicio del MAS puede decidir generar o no nuevas solicitudes y enviarlas a un
subconjunto de los UEs participantes en la sesio´n. Ası´, por ejemplo, en el caso de
una solicitud BYE, el MAS puede decidir terminar la sesio´n multimedia multiusuario,
generando un nuevo mensaje BYE para cada UE participante.
Si el procesamiento de la solicitud requiere el envı´o de una nueva solicitud a un UE
destino, para la generacio´n de e´sta el MAS utiliza la informacio´n de estado almacenada para
el dia´logo que mantiene con el UE destino, ası´ como posiblemente la informacio´n contenida
en la solicitud original. En concreto, la informacio´n de estado asociada con el dia´logo soporta
los siguientes procedimientos en la generacio´n de la nueva solicitud:
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La URI en la cabecera To se establece a la URI remota almacenada en el estado del
dia´logo. El campo tag en la cabecera To se establece al tag remoto almacenado en el
identificador del dia´logo (que a su vez forma parte del estado del dia´logo).
La URI en la cabecera From se establece a la URI local almacenada en el estado del
dia´logo. El campo tag en la cabecera From se establece al tag local almacenado en el
identificador del dia´logo.
La cabecera Call-ID se establece al componente Call-ID del identificador del dia´logo.
La cabecera CSeq incluye un nu´mero de secuencia y una cadena de texto que repre-
senta el me´todo de la solicitud (ej. BYE). El nu´mero de secuencia se establece de la
siguiente manera: si el nu´mero de secuencia local contenido en el estado del dia´logo
mantiene algu´n valor asignado, dicho valor se incrementa en una unidad y se incluye
en la cabecera CSeq; por el contrario, si el nu´mero de secuencia local no mantiene un
valor asignado, se elige un valor inicial, segu´n se indica en [RSC+02].
El campo request URI se establece al destino remoto indicado en el estado del dia´logo.
El contexto de encaminamiento incluido en el estado del dia´logo contiene la secuencia
de URIs SIP que define el camino que debe seguir la solicitud. Dichas URIs se inclu-
yen en la solicitud mediante un conjunto de cabeceras Route, preservando el orden
establecido de las URIs SIP en el contexto de encaminamiento e incluyendo todos los
para´metros correspondientes a cada URI.
Por otro lado, el MAS incluye una u´nica cabecera Via en la solicitud. Esta cabecera con-
tiene obligatoriamente un para´metro branch. Este para´metro, segu´n se indica en [RSC+02],
es un identificador u´nico en el contexto del MAS que permite identificar la transaccio´n
SIP creada por la solicitud (el para´metro branch siempre comienza con la cadena de tex-
to “z9hG4bK”).
Cuando el MAS recibe una respuesta SIP a alguna solicitud enviada (ej. una respuesta
OK a una solicitud BYE), el MAS identifica la solicitud con la que se corresponde la res-
puesta en base al para´metro branch contenido en la primera cabecera Via de la respuesta.
De acuerdo con los procedimientos de generacio´n de respuestas y de encaminamiento de
la sen˜alizacio´n SIP, cualquier respuesta recibida a la solicitud SIP enviada contiene obli-
gatoriamente la misma cabecera Via que ha sido incluida en la solicitud. De este modo, el
para´metro branch proporciona una asociacio´n unı´voca entre solicitudes y repuestas.
Finalmente, la funcionalidad UAS del MAS debe generar una respuesta SIP a cada so-
licitud recibida. Si la recepcio´n de la solicitud ha implicado el envı´o de nuevas solicitudes
hacia otros UEs participantes, el contenido de la respuesta puede o no ser generado en base
al contenido de las respuestas recibidas. En cualquier caso, la respuesta generada incluye,
entre otros, los siguientes elementos de informacio´n:
Una cabecera Call-ID, una cabecera From y una cabecera To, iguales a las contenidas
en la solicitud recibida.
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Una cabecera Cseq, igual a la incluida en la solicitud.
Un conjunto de cabeceras Via igual al conjunto de cabeceras Vı´a presentes en la soli-
citud, preservando el orden de e´stas en la solicitud original.
Como parte del procesamiento de la solicitud original, el UAS en el MAS actualiza el
nu´mero de secuencia remoto, contenido en el estado del dia´logo, de acuerdo con el valor del
nu´mero de secuencia en la cabecera CSeq de la solicitud (ve´ase [RSC+02]).
En este apartado se han descrito los procedimientos especı´ficos de SIP en el MAS para la
generacio´n de solicitudes y de respuestas. Dichos procedimientos, gobernados por la lo´gica
de servicio del MAS, proporcionan el soporte ba´sico que permite extender los procedimien-
tos de control de la sesio´n a mu´ltiples UEs. En los siguientes apartados se describira´n en
mayor detalle el resto de procesos relacionados con el establecimiento de la sesio´n multime-
dia multiusuario, cubriendo principalmente los aspectos relacionados con la negociacio´n de
los para´metros asociados con la sesio´n, con los procedimientos de reserva de recursos y con
los procesos de notificacio´n de cambios en la sesio´n a los UEs participantes.
5.2.3. Negociacio´n de la descripcio´n de la sesio´n
Durante el proceso de establecimiento de la sesio´n multimedia multiusuario, los UEs
participantes en la misma deben alcanzar un acuerdo sobre la descripcio´n de los diferen-
tes componentes de informacio´n (ej. audio o vı´deo) que intercambiara´n en el transcurso de
e´sta. Para ello, en IMS se utiliza el protocolo SDP [HJP06] y el modelo Oferta/Respuesta
de SDP [RS02a]. En este apartado se detalla una propuesta que, partiendo de la base pro-
porcionada por la especificacio´n [RS02a] del IETF, permite negociar la descripcio´n de la
sesio´n multimedia en el contexto multiusuario considerado en este trabajo. Esta propuesta
se esquematiza en 5.4 y se detalla a continuacio´n:
El UE iniciador incluye una oferta SDP en la solicitud INVITE inicial, la cual es
a su vez incluida en cada solicitud INVITE enviada a cada UE destino. Esta oferta
describe, principalmente, el conjunto de componentes de informacio´n que el usuario
iniciador desea intercambiar en la sesio´n multimedia multiusuario, incluyendo una
seccio´n encabezada por una lı´nea “m=” para cada componente de informacio´n. Se
incluyen, en la descripcio´n de cada componente:
• El conjunto de formatos (ej. codecs) soportados en el lado iniciador.
• Una lı´nea “b=”, en la que el UE iniciador indica el ancho de banda ma´ximo
propuesto para el componente de informacio´n.
• Cierta informacio´n de direccionamiento (esto es, el puerto de transporte al que
se transmitira´ el componente de informacio´n multicast).
A su vez, el MAS modifica la oferta SDP, incluyendo en la descripcio´n de cada com-
ponente de informacio´n una lı´nea “c=” con la direccio´n del grupo multicast IP que le
ha sido asignado.
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Figura 5.4: Proceso de negociacio´n de la descripcio´n de la sesio´n
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Cada UE destino responde a la oferta con una primera respuesta SDP, que incluye en
una respuesta de SIP Session in Progress. En la respuesta SDP el UE destino puede
descartar algu´n componente de informacio´n ofertado, estableciendo a cero en la res-
puesta el nu´mero de puerto contenido en la lı´nea “m=” del componente. Para cada
componente de informacio´n aceptado, el UE destino:
• Indica en la respuesta SDP el subconjunto de formatos (ej. codecs) soportados
del conjunto formado por los presentes en la oferta.
• Incluye en la respuesta SDP una lı´nea “b=”, con el mismo contenido que el de la
lı´nea “b=” de la oferta SDP (esto es, especificando el mismo valor de ancho de
banda ma´ximo propuesto).
• Incluye en la respuesta SDP una lı´nea “c=” con el mismo contenido que el de la
lı´nea “c=” de la oferta SDP (esto es, especificando la misma direccio´n de grupo
multicast IP).
• Establece en la respuesta SDP el nu´mero de puerto contenido en la lı´nea “m=”
del componente de informacio´n al mismo valor que el de la lı´nea “m=” corres-
pondiente en la oferta SDP.
Las respuestas Session in Progress son encaminadas hacia el MAS. Cuando e´ste recibe
todas las respuestas, genera una nueva respuesta Session in Progress para la solicitud
INVITE inicial recibida desde el UE iniciador. Esta respuesta SIP contiene una nue-
va respuesta SDP, formada mediante la combinacio´n de las distintas respuestas SDP
recibidas desde los UEs destino, que es generada de acuerdo con el siguiente procedi-
miento:
• Para cada componente de informacio´n presente en la oferta SDP, si ninguna res-
puesta SDP acepta el componente de informacio´n entonces e´ste es descartado en
la respuesta SDP combinada, establecie´ndose a cero el nu´mero de puerto con-
tenido en la lı´nea “m=” del componente. En caso contrario, el componente de
informacio´n es aceptado en la respuesta SDP combinada.
• Para cada componente de informacio´n aceptado, el MAS deriva los formatos (ej.
codecs) que estara´n presentes en la respuesta SDP combinada. Ası´, u´nicamente
aquellos formatos que han sido aceptados por todos los UEs destino que a su vez
han aceptado el componente de informacio´n sera´n incluidos en la respuesta. Si
no existen formatos en comu´n para un determinado componente de informacio´n,
e´ste es descartado en la respuesta SDP combinada.
• Finalmente, para cada componente de informacio´n aceptado el MAS incluye en
la respuesta SDP combinada una lı´nea “b=” (con el mismo contenido que el de
la lı´nea “b=” presente en la oferta SDP recibida desde el UE iniciador) y una
lı´nea “c=” (con la direccio´n de grupo multicast IP asignada al componente de
informacio´n por el MAS). Igualmente, establece el nu´mero de puerto contenido
en la lı´nea “m=” del componente en la respuesta SDP combinada al mismo valor
que el de la lı´nea “m=” que le corresponde en la oferta SDP recibida desde el
UE iniciador.
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El MAS esperara´ un cierto tiempo, TS−PROG, para recibir todas las respuestas Ses-
sion in Progress. Vencido este tiempo, el MAS generara´ la nueva respuesta Session
in Progress con las respuestas recibidas hasta ese momento. Los UEs destino desde
los que no se ha recibido respuesta sera´n eliminados por el MAS del conjunto de UEs
participantes, de modo que no participara´n en los procesos posteriores de sen˜alizacio´n
asociados con la sesio´n multimedia multiusuario.
Tras recibir la respuesta Session in Progress conteniendo la respuesta SDP combi-
nada, el UE iniciador genera una segunda oferta SDP, de acuerdo con los siguientes
procedimientos:
• Para cada componente de informacio´n aceptado en la respuesta SDP recibida se
selecciona un u´nico formato (ej. codec) de entre los contenidos en la respuesta.
Cada componente aceptado se incluye en la oferta SDP con el formato seleccio-
nado. Por otro lado, la descripcio´n de cada uno de estos componentes incluye una
lı´nea “b=”, en la que el UE iniciador indica el ancho de banda ma´ximo propues-
to para el componente de informacio´n (no´tese que este valor puede diferir del
contenido en la primera oferta SDP), y una lı´nea “c=”, en la que el UE iniciador
indica la direccio´n de grupo multicast IP asignada por el MAS al componente
de informacio´n. El puerto especificado en la lı´nea “m=” de cada componente
ofertado no cambia con respecto al indicado en la primera oferta SDP.
• Cada componente de informacio´n descartado en la respuesta SDP es descartado
en la oferta SDP, establecie´ndose a cero el nu´mero de puerto contenido en la
lı´nea “m=” del componente.
Finalmente, el UE iniciador envı´a la segunda oferta SDP en una solicitud PRACK
de SIP hacia el MAS (punto 3 en figuras 5.1 y 5.2). De este modo, la seleccio´n de
un u´nico formato por componente de informacio´n implica un segundo intercambio
Oferta/Respuesta de SDP. Este segundo intercambio es necesario puesto que, en caso
de seleccionar varios formatos para un componente, la reserva de recursos se realizarı´a
de acuerdo con los requisitos impuestos por el formato ma´s restrictivo, pudiendo ser
otro formato el finalmente utilizado.
Tras la recepcio´n de la solicitud PRACK, el MAS genera para cada UE destino par-
ticipante en la sesio´n una nueva solicitud PRACK, siguiendo los procedimientos ex-
plicados en la seccio´n anterior. Cada solicitud PRACK generada incluye una segunda
oferta SDP, la cual se construye independientemente para cada UE destino mediante
el siguiente esquema:
• Un componente de informacio´n sera´ propuesto en la segunda oferta SDP si, y
so´lo si, ha sido aceptado en la respuesta SDP recibida del UE destino y adema´s
ha sido propuesto en la segunda oferta SDP recibida del UE iniciador. Si es
propuesto, el componente de informacio´n tendra´ asociado un u´nico formato (ej.
codec), que es el indicado en la segunda oferta SDP enviada por el UE iniciador.
• En cualquier otro caso, el componente de informacio´n es descartado, estable-
cie´ndose el puerto que le corresponde a cero en la segunda oferta SDP.
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• Finalmente, la descripcio´n de cada componente de informacio´n no descartado
en la segunda oferta SDP incluye una lı´nea “b=” y una lı´nea “c=”, conteniendo
ambas los valores indicados en la segunda oferta SDP recibida desde el UE ini-
ciador. El puerto especificado en la lı´nea “m=” de cada componente propuesto
no cambia con respecto al indicado para el componente en la segunda oferta SDP
enviada por el UE iniciador.
Cada UE destino recibira´ la solicitud PRACK, conteniendo la segunda oferta SDP.
Finalmente, cada UE acepta la segunda oferta y envı´a una confirmacio´n mediante
una segunda respuesta SDP que se incluye en una respuesta OK de SIP a la solici-
tud PRACK (punto 4 en figuras 5.1 y 5.2). Esta segunda respuesta SDP se construye
independientemente en cada UE destino atendiendo a los siguientes procedimientos:
• Cada componente de informacio´n no descartado en la oferta es aceptado en la
respuesta, junto con el formato (ej. codec) ofertado.
• Cada componente de informacio´n descartado en la oferta es descartado en la
respuesta, establecie´ndose a cero su puerto correspondiente.
• Finalmente, para cada componente de informacio´n aceptado se incluye una lı´nea
“b=” y una lı´nea “c=”, cuyos valores son los mismos que se indican para el com-
ponente en la segunda oferta SDP recibida. Del mismo modo, el puerto indicado
en la linea “m=” para cada componente de informacio´n aceptado es el mismo
que el especificado para cada componente en la segunda oferta SDP.
Finalmente, las respuestas OK a las solicitudes PRACK son recibidas en el MAS,
conteniendo cada una de ellas una respuesta SDP. El MAS espera hasta que recibe
suficientes respuestas SDP como para garantizar que todo componente de informa-
cio´n no descartado por el UE iniciador en la segunda oferta SDP es aceptado por al
menos un UE destino. Cuando esto ocurre, el MAS genera una nueva respuesta SDP
combinada siguiendo los siguientes procedimientos:
• Cada componente de informacio´n no descartado en la segunda oferta SDP en-
viada por el UE iniciador es aceptado en la respuesta, junto con el formato (ej.
codec) ofertado.
• Cada componente de informacio´n descartado en la segunda oferta SDP envia-
da por el UE iniciador es descartado en la respuesta, establecie´ndose a cero su
puerto correspondiente.
• Para cada componente de informacio´n aceptado, se incluye una lı´nea “b=” y una
lı´nea “c=“, cuyos valores son los mismos que se han indicado previamente para
el componente en la segunda oferta SDP enviada desde el UE iniciador. Igual-
mente, el puerto contenido en la lı´nea ”m=“ de cada componente de informacio´n
aceptado es el mismo que el que le corresponde al componente en dicha oferta
SDP.
Finalmente, el MAS envı´a la respuesta SDP combinada en una respuesta OK de SIP
hacia el UE iniciador. Si tras un cierto tiempo predeterminado, TOK(PRACK), el MAS
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no ha recibido las respuestas OK suficientes como para confirmar todos los compo-
nentes de informacio´n no descartados por el UE iniciador, se asume que el camino de
comunicacio´n con los UEs destino que aceptaron los componentes de informacio´n no
confirmados ya no se encuentra disponible, y la respuesta SDP combinada descarta
dichos componentes establecie´ndose a cero sus puertos correspondientes. Asimismo,
dicho conjunto de UEs destino es eliminado por el MAS del conjunto de UEs parti-
cipantes, de modo que e´stos no participara´n en los futuros procesos de sen˜alizacio´n
asociados con la sesio´n multimedia multiusuario.
Una posible mejora sobre este esquema, en caso de que el conjunto de codecs en comu´n
para un determinado componente de informacio´n sea nulo al evaluar la primera respuesta
SDP combinada, consistirı´a en seleccionar el subconjunto de codecs que permita maximizar
el nu´mero de UEs destino que puedan participar en el intercambio del componente. Otra
solucio´n, de mayor complejidad, serı´a introducir facilidades de transcodificacio´n en el plano
de usuario.
Direccionalidad de los componentes de informacio´n
Cada componente de informacio´n descrito en una oferta o respuesta SDP tiene asociado
siempre cierta informacio´n de direccionalidad, indicando si desde el punto de vista del UE
que ha generado la carga SDP el tra´fico de datos del componente va a ser enviado, recibi-
do o enviado y recibido (adicionalmente se puede describir un componente de informacio´n
como inactivo, indicando que a priori no existe tra´fico de datos asociado con el componen-
te). En la especificacio´n del protocolo SDP [HJP06] se definen los siguientes atributos de
direccionalidad:
a=recvonly
La direccionalidad del componente de informacio´n al que se aplica es de so´lo recep-
cio´n donde sea aplicable la descripcio´n SDP del componente. No´tese que la direccio-
nalidad expresada concierne u´nicamente al tra´fico de datos asociado con el compo-
nente de informacio´n. Ası´, en el caso de un sistema basado en RTP en modo recvonly
el tra´fico de control RTCP no esta´ sujeto a la restriccio´n de direccionalidad expresada
por el atributo, de modo que podra´ ser enviado y recibido.
a=sendonly
La direccionalidad del componente de informacio´n al que se aplica es de so´lo envı´o
donde sea aplicable la descripcio´n SDP del componente. Igualmente, la direccionali-
dad expresada es u´nicamente aplicable al tra´fico de datos asociado con el componente.
a=sendrecv
La direccionalidad del componente de informacio´n al que se aplica es de envı´o y
recepcio´n donde sea aplicable la descripcio´n SDP del componente.
Segu´n se indica en la especificacio´n del modelo Oferta/Respuesta de SDP [RS02a], si
una oferta SDP contiene la descripcio´n de un componente de informacio´n multicast en el
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que se indica un atributo de direccionalidad recvonly (sendonly), ello quiere decir que todos
los participantes en la sesio´n u´nicamente podra´n recibir (enviar) el tra´fico de datos corres-
pondiente al componente de informacio´n, incluido el UE iniciador. Esto es ası´, puesto que
se parte del supuesto de que todos los participantes en una sesio´n multicast necesitan tener
una visio´n equivalente de los para´metros de la sesio´n. No ocurre lo mismo, sin embargo,
cuando el componente de informacio´n es unicast. En tal caso, un atributo de direccionalidad
indica la direccio´n del tra´fico de datos asociado con el componente entre el ofertante y el
receptor de la oferta. Ası´, por ejemplo, un atributo de direccionalidad recvonly (sendonly),
contenido en la descripcio´n de un componente de informacio´n de una oferta SDP, indica que
el tra´fico de datos correspondiente al componente sera´ transmitido (recibido) por el receptor
de la oferta SDP y sera´ recibido (transmitido) por el ofertante.
Por otro lado, en este capı´tulo se extienden los procedimientos de control de sesio´n en
IMS para posibilitar el establecimiento de sesiones multimedia multiusuario. Sobre la base
de una sesio´n establecida sera´ posible implementar servicios peer-to-peer involucrando a
mu´ltiples usuarios, basados en el intercambio directo de informacio´n en el plano de usuario
mediante el empleo de tecnologı´as de transmisio´n multicast a nivel de red. En este con-
texto, es posible que la ejecucio´n del servicio requiera establecer una sesio´n multimedia
multiusuario en la que el UE iniciador de la sesio´n pueda transmitir un componente de in-
formacio´n multicast (ej. audio o vı´deo) unidireccional al resto de UEs participantes. En tal
caso, no sera´ posible mantener una visio´n u´nica de los para´metros de la sesio´n multimedia
entre todos los UEs participantes en la sesio´n, puesto que el tra´fico de datos asociado con el
componente sera´ transmitido desde un UE y sera´ recibido por el resto de ellos.
Teniendo en consideracio´n lo anteriormente expuesto, en el presente trabajo se conside-
ran los siguientes atributos de direccionalidad para un componente de informacio´n multicast
incluido en cualquier oferta SDP generada por el UE iniciador:
a=sendonly
En este caso, el tra´fico de datos asociado con el componente de informacio´n sera´ en-
viado desde el UE que genera la oferta SDP al resto de UEs participantes en la sesio´n,
mediante el empleo de tecnologı´as de transmisio´n multicast a nivel de red.
a=sendrecv
En este caso, el tra´fico de datos asociado con el componente de informacio´n podra´ ser
enviado y recibido por cualquier UE participante en la sesio´n. La transmisio´n del
tra´fico de datos desde cada UE se realizara´ mediante el empleo de tecnologı´as de
transmisio´n multicast a nivel de red.
El atributo de direccionalidad recvonly no se incluye en el listado anterior, puesto que la
presencia de dicho atributo en la descripcio´n de un componente de informacio´n en una oferta
SDP implicarı´a, en el caso de un servicio peer-to-peer, que el tra´fico de datos asociado con
el componente serı´a transmitido desde cada UE destino que recibe la oferta SDP hacia el UE
iniciador que la envı´a, y para ello no se requiere un servicio de entrega multicast.
Por otro lado, a la hora de generar una oferta SDP para un UE destino (esto es, tras la
recepcio´n en el MAS de una oferta SDP desde el UE iniciador), para cada componente de
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informacio´n propuesto en la nueva oferta SDP el MAS incluye el atributo de direccionalidad
que se indica para el componente en la oferta SDP recibida desde el UE iniciador.
En el proceso de generacio´n de una respuesta SDP, ya sea por parte de un UE destino o
por parte del MAS, los atributos de direccionalidad se establecera´n para cada componente
de informacio´n aceptado atendiendo a los siguientes procedimientos:
Si el atributo de direccionalidad asociado con el componente de informacio´n en la
oferta SDP era sendonly, la respuesta SDP incluye un atributo de direccionalidad rec-
vonly en la descripcio´n del componente.
Si el atributo de direccionalidad asociado con el componente de informacio´n en la
oferta SDP era sendrecv, la respuesta SDP incluye un atributo de direccionalidad sen-
drecv en la descripcio´n del componente.
Finalmente, el UE iniciador no cambia la direccionalidad de los componentes de infor-
macio´n propuestos en la segunda oferta SDP con respecto a la direccionalidad especificada
para dichos componentes en la primera.
De este modo, en el caso que nos ocupa (desarrollo de servicios peer-to-peer), el atributo
de direccionalidad indicado para cada componente de informacio´n multicast en la carga
SDP especifica la direccio´n del tra´fico de datos asociado con el componente entre los UEs
participantes. Esta direccio´n puede ser desde el UE iniciador hacia los UEs destino (en caso
de que el atributo de direccionalidad en la oferta SDP sea sendonly), o bien desde cada UE
participante al resto de UEs participantes (en caso de que el atributo de direccionalidad en la
oferta SDP sea sendrecv). Esta es una diferencia fundamental con respecto a la especificacio´n
del modelo Oferta/Repuesta de SDP [RS02a] en el que, como se ha comentado, se mantiene
una visio´n global de la descripcio´n de cada componente de informacio´n multicast que es
compartida entre todos los UEs participantes en la sesio´n. Ası´, por ejemplo, un atributo de
direccionalidad sendonly en la descripcio´n de un componente de informacio´n multicast de
una oferta SDP implica que todos los UEs participantes pueden u´nicamente transmitir el
tra´fico de datos asociado con dicho componente.
Procedimientos relacionados con la fiabilidad de respuestas provisionales en el MAS
De acuerdo con lo visto hasta ahora, cada UE destino incluye la respuesta a la primera
oferta SDP en una respuesta provisional de SIP Session in Progress. Sin embargo, dado
que e´sta es una respuesta provisional, su envı´o no se realiza a priori de manera fiable. Para
solventar este problema, en IMS se utiliza una extensio´n de SIP, definida por el IETF en
[RS02b], que soporta el envı´o fiable de respuestas provisionales. De acuerdo con el perfil
de SIP del 3GPP, definido en [3rd08e], el soporte de esta extensio´n es obligatorio en un UA
si e´ste soporta la capacidad de iniciar sesiones en las que se requiere reserva de recursos
local y/o remota. Dado que en el escenario considerado en este capı´tulo se asume una red de
acceso UMTS, el proceso de establecimiento de sesio´n requiere necesariamente la reserva de
recursos, lo que implica el soporte de esta extensio´n en los UEs. En esta seccio´n se detallan
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los procedimientos asociados con esta extensio´n que debera´n ser implementados en el MAS
para garantizar la fiabilidad de las respuestas provisionales en el escenario multiusuario.
Ası´, en primer lugar, el UE iniciador incluye en una cabecera Supported de la solicitud
INVITE inicial la opcio´n 100rel, indicando de esta manera el soporte de la extensio´n de
fiabilidad de respuestas provisionales en SIP. A continuacio´n, se muestra un ejemplo de
dicha solicitud INVITE:
INVITE sip:usuario-destino1@dominio1.es,
sip:usuario-destino2@dominio2.es SIP/2.0
From: <sip:usuario-iniciador@dominio.es>;tag=hs24k
To: <sip:grupo@dominio.es>
Call-ID: 4rT10hg1
CSeq: 1000 INVITE
Supported: 100rel
La cabecera Supported, de acuerdo con los procedimientos indicados en la seccio´n 5.2.2,
se incluye en la solicitud INVITE enviada a cada UE destino. Cada respuesta Session in
Progress recibida por la funcionalidad UAC del MAS incluye, en relacio´n con el envı´o fiable
de respuestas provisionales, los siguientes elementos de informacio´n:
Una cabecera Require, en la que se indica la opcio´n 100rel. Esta cabecera indica al
MAS que la respuesta provisional debe ser enviada de manera fiable.
Una cabecera RSeq, conteniendo un valor nume´rico que identifica a la respuesta pro-
visional fiable dentro de la transaccio´n SIP correspondiente a la solicitud INVITE
enviada hacia el UE destino.
De acuerdo con [RS02b], para cada respuesta Session in Progress recibida, la funcio-
nalidad UAC del MAS debe crear una nueva solicitud PRACK que permita confirmar la
recepcio´n de la respuesta provisional. Sin embargo, dado que esta solicitud PRACK con-
tendra´ la segunda oferta SDP que se envı´a al UE destino, su generacio´n se retrasara´ hasta
la recepcio´n de la segunda oferta SDP desde el UE iniciador (esta oferta, como se ha indi-
cado previamente, es utilizada en la generacio´n de la oferta que finalmente se manda al UE
destino). Asimismo, la funcionalidad UAC del MAS debe descartar las retransmisiones de
cada respuesta provisional Session in Progress recibida. Para ello, la funcionalidad UAC en
el MAS mantendra´ para cada solicitud INVITE enviada un nu´mero de secuencia indican-
do la u´ltima respuesta provisional fiable recibida en orden para dicha solicitud. El nu´mero
de secuencia asociado con una solicitud INVITE se inicializa al valor de la cabecera Rseq
recibida en la respuesta Session in Progress correspondiente a la solicitud.
Tras la recepcio´n de todas las respuestas Session in Progress, la funcionalidad UAS del
MAS responde a la solicitud INVITE recibida del UE iniciador con una nueva respuesta
Session in Progress. Esta respuesta incluye, en relacio´n con el envı´o fiable de respuestas
provisionales, los siguientes elementos de informacio´n:
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Una cabecera Require, en la que se indica la opcio´n 100rel. Esta cabecera indica al
UE iniciador que la respuesta provisional debe ser enviada de manera fiable.
Una cabecera RSeq, conteniendo un valor nume´rico que identifica a la respuesta pro-
visional fiable dentro de la transaccio´n SIP correspondiente a la solicitud INVITE
enviada por el UE iniciador. Dicho valor nume´rico se asigna atendiendo a los proce-
dimientos especificados en [RS02b].
Dado que la respuesta Session in Progress es una respuesta provisional fiable, de acuerdo
con [RS02b] la funcionalidad UAS del MAS la retransmitira´ perio´dicamente, con un inter-
valo temporal de un cierto valor inicial cuyo valor se dobla en cada retransmisio´n. Siguiendo
con el ejemplo anterior, a continuacio´n se indica el contenido de la respuesta Session in
Progress:
SIP/2.0 183 Session in Progress
From: <sip:usuario-iniciador@dominio.es>;tag=hs24k
To: <sip:grupo@dominio.es>;tag=jz2k9
Call-ID: 4rT10hg1
CSeq: 1000 INVITE
Require: 100rel
RSeq: 1976
Finalmente, el UE iniciador confirma la recepcio´n de la respuesta Session in Progress
con una solicitud PRACK, la cual es recibida por la funcionalidad UAS del MAS. Dicha
solicitud contiene, en relacio´n al envı´o fiable de respuestas provisionales, una cabecera RA-
ck, en la que se identifica la respuesta provisional confirmada. En el ejemplo propuesto, el
contenido de la solicitud PRACK es el siguiente:
PRACK sip:id-session@dominio.es SIP/2.0
From: <sip:usuario-iniciador@dominio.es>;tag=hs24k
To: <sip:grupo@dominio.es>;tag=jz2k9
Call-ID: 4rT10hg1
CSeq: 1001 PRACK
RAck: 1976 1000 INVITE
Ası´, la solicitud PRACK confirma la recepcio´n de la respuesta Session in Progress envia-
da desde el MAS al UE iniciador, indicando explicitamente en la cabecera RAck los valores
de las cabeceras RSeq y CSeq previamente contenidos en la respuesta (ambas cabeceras
conjuntamente identifican de manera unı´voca, dentro del dia´logo establecido con el UE ini-
ciador, a la respuesta provisional fiable confirmada). Tras la recepcio´n del PRACK enviado
desde el UE iniciador, la funcionalidad UAS del MAS cesa la retransmisio´n de la respuesta
provisional fiable Session in Progress. Por otro lado, la funcionalidad UAC del MAS con-
firma la recepcio´n de cada Session in Progress recibido con una nueva solicitud PRACK. A
su vez, cada solicitud PRACK contendra´ su propia cabecera RAck, establecida al contenido
de las cabeceras RSeq y CSeq previamente recibidas en la respuesta Session in Progress que
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se desea confirmar. Igualmente, y segu´n se ha indicado previamente, cada solicitud PRACK
incluye la segunda oferta SDP que se envı´a a cada UE destino.
Finalmente, la solicitud PRACK es respondida desde cada UE destino con una respuesta
final OK, conteniendo la segunda respuesta SDP del UE destino. Por otro lado, segu´n se
ha argumentado anteriormente, la generacio´n de la respuesta OK a la solicitud PRACK que
envı´a el UE iniciador se retrasa en el MAS hasta recibir suficientes respuestas OK como
para confirmar todos los componentes de informacio´n ofertados en la carga SDP de la soli-
citud PRACK. La carga SDP contenida en la respuesta OK que se envı´a al UE iniciador se
construye de acuerdo con los procedimientos detallados en la seccio´n 5.2.3.
5.2.4. Configuracio´n del transporte multicast IP con QoS
Una vez ha concluido el proceso de negociacio´n de la descripcio´n de la sesio´n, los UEs
participantes en la misma han acordado los distintos para´metros asociados con los com-
ponentes de informacio´n que sera´n intercambiados. Ası´, como resultado de este proceso,
cada UE obtiene los para´metros que describen cada componente de informacio´n en cuyo
intercambio participara´, por ejemplo el ancho de banda ma´ximo asignado al componente, su
direccionalidad o la informacio´n de direccionamiento asociada con e´ste (ej. la direccio´n de
grupo multicast IP y el puerto de transporte que sera´n utilizados en la transmisio´n del tra´fico
de datos).
Ahora, cada UE debe activar los contextos PDP necesarios para transportar el tra´fico
asociado con cada componente de informacio´n en cuyo intercambio va a participar. Dichos
contextos PDP no so´lo soportara´n la transmisio´n del tra´fico correspondiente a los distintos
componentes de informacio´n en el plano de usuario, entre el UE y su GGSN correspondiente,
sino que adema´s permititira´n garantizar la provisio´n de la QoS requerida para los distintos
componentes. Ası´, este proceso de activacio´n de contextos PDP es en realidad un proceso de
reserva de recursos, y es iniciado por cada UE por separado. En concreto, sera´ comenzado
por el UE iniciador tras el envı´o de la solicitud PRACK; ana´logamente, sera´ iniciado en cada
UE destino tras enviar la respuesta OK a la solicitud PRACK recibida.
Para garantizar un uso eficiente de los recursos de QoS disponibles en la red de acceso,
se propone la siguiente asignacio´n de contextos PDP en cada UE para cada componente de
informacio´n:
Un contexto PDP secundario, para la transmisio´n del tra´fico asociado con el compo-
nente de informacio´n en la direccio´n de subida (esto es, desde el UE hacia el GGSN).
Un contexto PDP compartido, para la transmisio´n del tra´fico asociado con el compo-
nente de informacio´n en la direccio´n de bajada (esto es, desde el GGSN hacia el UE).
Este contexto PDP serı´a compartido entre todos los UEs participantes en la sesio´n
que, siendo servidos por el mismo GGSN, procedieran a su activacio´n. Este contex-
to compartido podrı´a ser implementado mediante un servicio portador MBMS2. De
2A tal efecto, serı´a necesario cubrir las carencias de MBMS en la provisio´n de servicios multiusuario que
han sido identificadas en el capı´tulo 2
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este modo, la transmisio´n del tra´fico multicast asociado con un componente de infor-
macio´n se realizarı´a de manera eficiente en la direccio´n de bajada, esto es, entre los
GGSNs y los UEs, mediante el empleo de tu´neles GTP compartidos y de portadoras
radio punto a punto y/o punto a multipunto.
Ası´, el esquema propuesto proporciona una reserva eficiente de recursos de QoS para la
sesio´n multimedia multiusuario, puesto que:
Dado que cada UE realiza una reserva de recursos independiente para cada componen-
te de informacio´n, basada en la activacio´n de contextos PDP, e´ste puede reservar los
recursos de QoS que realmente son necesarios para la apropiada entrega de los com-
ponentes en cuyo intercambio va a participar, no siendo necesario reservar recursos de
QoS para los componentes de informacio´n no acordados con el UE.
Por otro lado, para cada componente de informacio´n un UE reserva los recursos de
QoS estrictamente necesarios, estableciendo a lo sumo un u´nico contexto PDP secun-
dario (para la transmisio´n del tra´fico asociado con el componente en la direccio´n de
subida) y/o un u´nico contexto PDP compartido (que soportara´ la transmisio´n eficiente
del tra´fico asociado con el componente en la direccio´n de bajada). El establecimien-
to de este contexto PDP compartido permitirı´a proveer una reserva adecuada de los
recursos de QoS en el plano de usuario, entre el GGSN con el que se establece y el
conjunto de UEs participantes en la sesio´n que, siendo servidos por e´ste, activasen el
contexto compartido.
Sin embargo, el proceso de activacio´n de un contexto PDP puede fallar, por ejemplo
porque no hay disponibles suficientes recursos en la red de acceso radio del UE como para
satisfacer las demandas de QoS asociadas con el contexto. Esto implica que, hasta que la
reserva de recursos haya finalizado con e´xito, no se puede garantizar el establecimiento de la
sesio´n multimedia multiusuario. En general, podemos decir que, en un entorno multiusuario,
el proceso de activacio´n de los contextos PDP debe concluir con e´xito en el UE iniciador y
en un UE destino antes de que dicho UE destino alerte a su usuario correspondiente sobre
la sesio´n entrante (esto es, antes de que se produzca el envı´o de la respuesta RINGING de
SIP a la solicitud INVITE). Esto es ası´, puesto que si el UE destino no concluye con e´xito
el proceso de reserva de recursos no podra´ participar en la sesio´n multimedia multiusuario.
Igualmente, si dicho proceso fracasa en el UE iniciador, dado que e´ste es el UE que gestiona
la evolucio´n del proceso de establecimiento de la sesio´n, e´sta no sera´ finalmente establecida
(el establecimiento de la misma sera´ cancelado por el UE iniciador, como veremos en el
apartado 5.3). Ası´, esta restriccio´n garantiza que cuando un usuario destino es alertado por
su UE correspondiente, ya se ha realizado una reserva de recursos apropiada extremo a
extremo entre el UE iniciador y el UE destino. Esto permite asegurar que la sesio´n puede ser
establecida al menos entre ambos UEs.
En el escenario de establecimiento de sesiones uno-a-uno, considerado hasta ahora en las
especificaciones de IMS desarrolladas por el 3GPP, esta restriccio´n se impone igualmente,
y para garantizar su cumplimiento se utiliza una extensio´n de SIP, definida por el IETF
5.2. Establecimiento de sesio´n 71
en [CMR02] y [CK05], que permite integrar los procedimientos de reserva de recursos en la
ejecucio´n del protocolo SIP. De acuerdo con el perfil de SIP del 3GPP, definido en [3rd08e],
el soporte de esta extensio´n es obligatorio en un UA si e´ste soporta la capacidad de iniciar
sesiones en las que se requiere reserva de recursos local y/o remota. En [3rd08e] se describe
co´mo dicha extensio´n es utilizada en el proceso de establecimiento de sesiones uno-a-uno en
IMS. En el resto de esta seccio´n se detalla co´mo esta extensio´n sera´ aplicada en el entorno
multiusuario, haciendo especial e´nfasis en los procedimientos ejecutados en el MAS.
Precondiciones en la negociacio´n de la descripcio´n de la sesio´n
La extensio´n propuesta en los documentos anteriormente citados ( [CMR02] y [CK05])
consiste en la introduccio´n de cierta informacio´n denominada precondiciones en la carga
SDP. Esta informacio´n describira´ las restricciones de QoS que deben cumplirse para cada
componente de informacio´n como paso previo al establecimiento de la sesio´n. De este modo,
el establecimiento de la sesio´n se suspendera´ mientras no se verifiquen las restricciones de
QoS con cara´cter obligatorio impuestas por las precondiciones. Ası´, a la hora de establecer
una sesio´n multimedia multiusuario, el UE iniciador incluira´ en la oferta SDP de la solicitud
INVITE cierta informacio´n relacionada con precondiciones para cada componente de infor-
macio´n (no´tese que la reserva de recursos de QoS no ha sido todavı´a realizada por el UE
iniciador para ningu´n componente de informacio´n).
A modo de ejemplo, supongamos que el UE iniciador desea establecer una conferen-
cia de audio con varios UEs destino. Dicha conferencia se construye sobre la base de una
sesio´n multimedia multiusuario que consiste en un u´nico componente de informacio´n de
audio bidireccional. El UE iniciador debe ejecutar el procedimiento indicado de reserva de
recursos como paso previo al establecimiento de la sesio´n multimedia multiusuario. Dicha
sesio´n podra´ ser finalmente establecida entre el UE iniciador y un UE destino cuando el UE
destino tambie´n concluya satisfactoriamente el procedimiento de reserva de recursos. En el
ejemplo, la oferta SDP enviada por el UE iniciador en la solicitud INVITE es la siguiente
(por simplicidad se muestra u´nicamente la informacio´n correspondiente al componente de
informacio´n de audio):
m=audio 7000 RTP/AVP 0 97
a=rtpmap:0 PCMU
a=rtpmap:97 AMR-WB
a=sendrecv
a=curr:qos local none
a=curr:qos remote none
a=des:qos mandatory local sendrecv
a=des:qos optional remote sendrecv
En la oferta SDP podemos ver los siguientes atributos relacionados con las precondicio-
nes (indicados en negrita):
a=curr:qos local none
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Este atributo indica que los recursos de QoS no han sido reservados todavı´a (none) en
la red de acceso del UE iniciador (local).
a=des:qos mandatory local sendrecv
Este elemento de informacio´n indica una precondicio´n que debe cumplirse obligato-
riamente (mandatory) como paso previo al establecimiento de la sesio´n. En concreto,
indica que los recursos de QoS deben ser obligatoriamente reservados en la red de
acceso del UE iniciador (local), en las direcciones de subida y bajada (sendrecv). En
lı´nea con la especificacio´n [3rd08e] para sesiones uno-a-uno, las precondiciones de
QoS tendra´n cara´cter obligatorio en el segmento local (red de acceso del UE que ge-
nera la oferta SDP) para todos los componentes de informacio´n de la oferta SDP.
a=curr:qos remote none
Dado que el UE iniciador no dispone a priori de informacio´n sobre el estado de la
reserva de recursos en el lado remoto, el UE indica mediante este atributo que los
recursos de QoS todavı´a no han sido reservados none en la red de acceso del UE
destino (remote) de la oferta SDP.
a=des:qos optional remote sendrecv
Este atributo define una precondicio´n cuyo cumplimiento es opcional (optional) como
paso previo al establecimiento de la sesio´n. En concreto, la precondicio´n indica que el
UE destino deberı´a intentar efectuar la reserva de recursos de QoS en su red de acceso
(remote), en las direcciones de subida y bajada (sendrecv), sin embargo el estableci-
miento de la sesio´n puede continuar si finalmente la reserva no concluye con e´xito. En
lı´nea con la especificacio´n 3gpp-ts24229 para sesiones uno-a-uno, las precondiciones
de QoS tendra´n cara´cter opcional en el segmento remoto (red de acceso del UE que
recibe la oferta SDP) para todos los componentes de informacio´n de la oferta SDP.
Las precondiciones incluidas en la oferta SDP para cada componente de informacio´n se
incluyen a su vez en la oferta SDP que es enviada a cada UE destino mediante la solicitud
INVITE correspondiente. Cada respuesta Session in Progress, recibida en el MAS desde
cualquier UE destino, contiene una respuesta SDP en la que se indican los componentes
de informacio´n aceptados por dicho UE. Al igual que en el caso de sesiones IMS uno-a-
uno (ve´ase [3rd08e]), para cada componente de informacio´n aceptado el UE destino indica
un conjunto de atributos relacionados con precondiciones. En el ejemplo propuesto, cada
respuesta SDP recibida en el MAS en una respuesta Session in Progress contendra´ los si-
guientes elementos de informacio´n (se muestra u´nicamente la informacio´n correspondiente
al componente de informacio´n de audio):
m=audio 7000 RTP/AVP 0 97
c=IN IP4 224.16.3.14/127
a=rtpmap:0 PCMU
a=rtpmap:97 AMR-WB
a=sendrecv
a=curr:qos local none
a=curr:qos remote none
a=des:qos mandatory local sendrecv
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a=des:qos mandatory remote sendrecv
a=conf:qos remote sendrecv
En la respuesta SDP podemos observar los atributos relacionados con las precondiciones
indicados por el UE destino (en negrita). No´tese que, en este caso, los para´metros ”local“
y ”remote“ representan el punto de vista del UE destino, refirie´ndose a la red de acceso de
dicho UE y a la red de acceso del UE iniciador respectivamente. Las principales diferencias
con respecto a los atributos relacionados con las precondiciones contenidas en la oferta son
las siguientes:
a=des:qos mandatory local sendrecv
Esta precondicio´n indica que los recursos de QoS deben ser obligatoriamente reserva-
dos en la red de acceso del UE destino (local), en las direcciones de subida y bajada
(sendrecv). Esta es una precondicio´n ma´s restrictiva que la indicada por el UE inicia-
dor para la red de acceso del UE destino. Segu´n se ha comentado, cada UE destino
necesita ejecutar un proceso de reserva de recursos en su red de acceso local como
paso previo al proceso de alerta de su usuario destino correspondiente. Por este moti-
vo, las precondiciones de QoS introducidas por los UEs destino deben tener cara´cter
obligatorio en el segmento local (red de acceso del UE destino).
a=conf:qos remote sendrecv
Este atributo indica al UE iniciador que debe enviar una nueva oferta SDP cuando los
recursos de QoS hayan sido reservados en su red de acceso (remote) para el compo-
nente de informacio´n, en las direcciones de subida y bajada. En dicha oferta, el UE
iniciador incluira´ el estado actual de la reserva de los recursos de QoS para el com-
ponente de informacio´n en un atributo ”a=curr“. Segu´n se indica en [CMR02], si el
UAS en el UE destino no puede cumplir de manera unilateral todas las precondicio-
nes de QoS recibidas en una oferta SDP para un componente de informacio´n, e´ste
debe incluir un atributo ”a=conf:qos“ en la respuesta SDP para dicho componente de
informacio´n. Este requisito se verificara´ tambie´n en el escenario multiusuario consi-
derado en este capı´tulo (igualmente, la especificacio´n [3rd08e] esta´ en lı´nea con este
requisito).
Ası´, todos los UEs destino que aceptan el componente de informacio´n incluyen en su res-
puesta SDP los mismos atributos relacionados con las precondiciones. De este modo, para
cada componente de informacio´n aceptado en la primera respuesta SDP combinada (genera-
da por el MAS), el conjunto de atributos relacionados con las precondiciones que se incluira´n
en la respuesta sera´ el indicado por los UEs destino que han aceptado el componente.
Tras la recepcio´n de la respuesta Session in Progress, conteniendo la respuesta SDP
combinada, el UE iniciador actualiza la informacio´n local que mantiene sobre el estado de
las precondiciones asociadas con cada componente de informacio´n aceptado. En la segun-
da oferta SDP, el UE iniciador incluye de nuevo, para cada componente de informacio´n no
descartado, los atributos relacionados con las precondiciones. En el contexto considerado,
la principal diferencia entre los atributos indicados en la segunda oferta con respecto a los
indicados en la primera, es que en la segunda oferta SDP las precondiciones de QoS tendra´n
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cara´cter obligatorio en el segmento remoto, y no opcional. Ası´, al hilo del ejemplo conside-
rado en esta seccio´n, la carga SDP serı´a la siguiente:
m=audio 7000 RTP/AVP 0
c=IN IP4 224.16.3.14/127
a=rtpmap:0 PCMU
a=sendrecv
a=curr:qos local none
a=curr:qos remote none
a=des:qos mandatory local sendrecv
a=des:qos mandatory remote sendrecv
Como se observa, la reserva de recursos en la red de acceso del UE iniciador (local)
todavı´a no ha sido realizada (none). Esto es ası´, puesto que segu´n se ha comentado previa-
mente, el UE iniciador inicia el proceso de activacio´n de los contextos PDP necesarios tras
el envı´o de la segunda oferta SDP en la solicitud PRACK.
Por otro lado, el MAS incluye informacio´n relacionada con las precondiciones en cada
oferta SDP enviada a cada UE destino en una solicitud PRACK. En concreto, para cada
componente de informacio´n no descartado en una oferta SDP enviada a un UE destino, el
MAS incluye los atributos de precondiciones contenidos en la oferta SDP recibida desde el
UE iniciador.
Ahora, cada UE destino responde a la segunda oferta SDP con una segunda respuesta
SDP, en la que incluye atributos relacionados con precondiciones para cada componente de
informacio´n no descartado. Dichos atributos son los mismos que el UE destino ha incluido en
su primera respuesta SDP, salvo por los atributos ”a=conf“, que en este caso no se incluyen
para ningu´n componente. Tras el envı´o de la respuesta OK, cada UE destino inicia el proceso
de activacio´n de los contextos PDP necesarios para garantizar la reserva de recursos de QoS
para los componentes de informacio´n.
Finalmente, para cada componente de informacio´n aceptado en la segunda respuesta
SDP combinada (generada por el MAS), el conjunto de atributos relacionados con las pre-
condiciones que se incluira´n en la respuesta sera´ el indicado por los UEs destino que han
aceptado el componente en su segunda respuesta SDP.
Confirmacio´n de la reserva de recursos
Finalmente, si el proceso de reserva de recursos concluye satisfactoriamente en la red de
acceso del UE iniciador, e´ste debe enviar una nueva oferta SDP, indicando el estado actual
de la reserva de los recursos de QoS en el lado local (en atributos ”a=curr:qos“). Esta nueva
oferta SDP se construye atendiendo al siguiente procedimiento:
Contiene la descripcio´n acordada con el UE iniciador para los componentes de in-
formacio´n al te´rmino de la negociacio´n de la descripcio´n de la sesio´n, esto es, tras el
segundo intercambio Oferta/Respuesta SDP realizado entre el UE iniciador y el MAS.
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Para cada componente de informacio´n no descartado, se indica informacio´n relaciona-
da con precondiciones. Esta informacio´n incluye un atributo ”a=curr:qos“ indicando
que los recursos de QoS han sido reservados en el segmento local para el componente
de informacio´n en las direcciones requeridas.
A continuacio´n se indica la descripcio´n del componente de informacio´n contenido en la
oferta SDP correspondiente al ejemplo seguido a lo largo de esta seccio´n:
m=audio 7000 RTP/AVP 0
c=IN IP4 224.16.3.14/127
a=rtpmap:0 PCMU
a=sendrecv
a=curr:qos local sendrecv
a=curr:qos remote none
a=des:qos mandatory local sendrecv
a=des:qos mandatory remote sendrecv
Segu´n se observa en la oferta SDP, el proceso de reserva de los recursos de QoS en el
segmento local ha concluido con e´xito en las direcciones de subida y bajada.
La nueva oferta SDP se incluye en una solicitud UPDATE de SIP (punto 5 en figuras 5.1
y 5.2), la cual es enviada hacia el MAS. Ahora, la lo´gica de servicio en el MAS genera una
nueva solicitud UPDATE para cada UE destino desde el que el MAS ha recibido la respuesta
OK a la solicitud PRACK. Cada solicitud UPDATE generada incluye una oferta SDP, cuyo
contenido se construye de la siguiente manera:
Contiene la descripcio´n acordada con el UE destino para los componentes de infor-
macio´n al te´rmino de la negociacio´n de la descripcio´n de la sesio´n, esto es, tras el
segundo intercambio Oferta/Respuesta SDP realizado entre el MAS y el UE destino.
Para cada componente de informacio´n no descartado, se incluye la informacio´n rela-
cionada con precondiciones que se ha recibido en la oferta SDP incluida en la solicitud
UPDATE recibida desde el UE iniciador.
Finalmente, cada UE destino que ha enviado una respuesta OK a la solicitud PRACK
(punto 6 en figuras 5.1 y 5.2), recibe la solicitud UPDATE (supuesto que la respuesta OK
es recibida por el MAS). El UE responde dicha solicitud con una respuesta OK de SIP. Este
mensaje contiene una respuesta SDP, en la que el UE destino indica el estado actual de la
reserva de los recursos de QoS para cada componente de informacio´n no descartado en su
red de acceso local (mediante atributos ”a=curr:qos local“). Adema´s, para cada componente
de informacio´n no descartado el UE destino incluye el resto de atributos relacionados con
precondiciones. Siguiendo con el ejemplo propuesto, a continuacio´n se indica la descripcio´n
del componente de informacio´n incluido en la respuesta SDP generada por un UE destino:
m=audio 7000 RTP/AVP 0
c=IN IP4 224.16.3.14/127
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a=rtpmap:0 PCMU
a=sendrecv
a=curr:qos local sendrecv
a=curr:qos remote sendrecv
a=des:qos mandatory local sendrecv
a=des:qos mandatory remote sendrecv
Segu´n se observa, las principales diferencias con respecto a los atributos relacionados
con las precondiciones que el UE destino ha incluido en la respuesta SDP previa (carga SDP
en la respuesta OK a la solicitud PRACK) son las siguientes:
a=curr:qos local sendrecv
En el ejemplo se supone que el UE destino que genera la respuesta SDP ha concluido
satisfactoriamente el proceso de reserva de recursos de QoS para el componente de
informacio´n en el segmento local, en las direcciones de subida y bajada. El UE destino
indica este hecho mediante el presente atributo.
a=curr:qos remote sendrecv
Este atributo refleja que los recursos de QoS han sido reservados para el componente
de informacio´n en el segmento remoto, en las direcciones de subida y bajada. Este
hecho ha sido comunicado al UE destino en la oferta SDP contenida en la solicitud
UPDATE recibida.
Ası´, en cuanto un UE destino haya recibido la solicitud UPDATE, y una vez que haya
terminado el proceso de reserva de recursos en su segmento local, e´ste reanudara´ el proceso
de establecimiento de sesio´n con el UE iniciador. Esto ocurrira´ precisamente porque en ese
caso todas las precondiciones de QoS obligatorias, locales y remotas, asociadas con todos y
cada uno de los componentes de informacio´n en cuyo intercambio participara´ el UE destino
habra´n sido satisfechas. Cuando esto sucede, el UE destino puede comenzar el proceso de
alerta de su usuario destino correspondiente, explicado con detalle en la siguiente seccio´n.
Por otro lado, el MAS, tras recibir la primera respuesta OK a las solicitudes UPDATE
que ha generado, responde la solicitud UPDATE recibida desde el UE iniciador con una
nueva respuesta OK. Esta respuesta OK contiene una respuesta SDP, la cual se construye del
siguiente modo:
Contiene la descripcio´n acordada con el UE iniciador para los componentes de infor-
macio´n al te´rmino de la negociacio´n de la descripcio´n de la sesio´n.
Para cada componente de informacio´n no descartado en la respuesta SDP, si el compo-
nente de informacio´n no ha sido descartado en la respuesta SDP recibida desde el UE
destino (en la respuesta OK a la solicitud UPDATE), se incluyen los atributos de pre-
condiciones indicados por e´ste para el componente en la respuesta SDP que se envı´a
al UE iniciador.
5.2. Establecimiento de sesio´n 77
Para cada componente de informacio´n no descartado en la respuesta SDP, si el compo-
nente de informacio´n es descartado en la respuesta SDP recibida desde el UE destino,
el MAS debe incluir en la descripcio´n del componente de informacio´n atributos rela-
cionados con las precondiciones. Ası´, el MAS incluye:
• Un atributo ”a=curr:qos local none“, indicando explicitamente que los recursos
de QoS no han sido reservados en la red de acceso remota en la direccio´n o
direcciones requeridas por la precondicio´n correspondiente.
• Un atributo ”a=curr:qos remote“, indicando explı´citamente que los recursos de
QoS han sido reservados en la red de acceso del UE inicador en la direccio´n o
direcciones indicadas por e´ste en la oferta SDP de la solicitud UPDATE.
• El resto de atributos relacionados con las precondiciones (atributos ”a=des:qos“)
se establecen para el componente de informacio´n a los indicados en la segunda
respuesta SDP combinada generada por el MAS durante la negociacio´n de la
descripcio´n de la sesio´n.
Finalmente, la respuesta OK es enviada al UE iniciador. Cualquier respuesta OK a otra
solicitud UPDATE que haya sido enviada desde el MAS no requiere el envı´o de nuevos
mensajes de sen˜alizacio´n SIP hacia el UE iniciador.
Por u´ltimo, es importante comentar que si la respuesta OK a la solicitud PRACK enviada
desde el UE iniciador descarta algu´n componente de informacio´n, entonces el UE iniciador
debe liberar los recursos de QoS asociados con dicho componente de informacio´n. Esto, en
el escenario considerado en este capı´tulo, consiste en desactivar (si ya han sido activados)
los contextos PDP asociados con el componente de informacio´n.
Consideraciones sobre el soporte del mecanismo de precondiciones
En esta seccio´n, se ha descrito como el mecanismo de precondiciones especificado
en [CMR02] y [CK05] es utilizado durante el establecimiento de sesiones multimedia mul-
tiusuario, para de este modo garantizar que una reserva de recursos de QoS apropiada tiene
lugar como paso previo al proceso de alerta de cada usuario destino que participa en la
misma.
Por otro lado, y segu´n se ha comentado, el soporte de este mecanismo es obligatorio en
IMS para todo UA que soporta la capacidad de iniciar sesiones en las que se requiere reserva
de recursos local y/o remota. A partir de la versio´n 3GPP R6 se especifican procedimientos
que soportan la interoperacio´n entre terminales IMS con terminales SIP no IMS en los que
no se soporta el mecanismo de precondiciones. Estos procedimientos se basan en establecer
la direccionalidad de los componentes de informacio´n en la oferta SDP a inactive. De este
modo, en caso de que el UE destino no sea un terminal IMS y no soporte el mecanismo de
precondiciones, el envı´o de informacio´n en el plano de usuario se retrasa mientras el UE
iniciador no concluye con el procedimiento de reserva de recursos (una vez conluido e´ste,
la direccionalidad de los componentes de informacio´n se restablece a su valor apropiado
mediante un nuevo intercambio Oferta/Respuesta SDP).
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Procedimientos similares debera´n ser aplicados en el establecimiento de sesiones multi-
media multiusuario, si se desea considerar el escenario en el que un subconjunto de los UEs
participantes en la sesio´n no son terminales IMS y no soportan el mecanismo de precondicio-
nes. La problema´tica en comparacio´n con el caso de sesiones uno-a-uno es todavı´a mayor,
puesto que ahora puede haber un subconjunto de terminales IMS y otro no IMS participando
en la sesio´n.
Suscripcio´n a grupos multicast en el UE iniciador
Tras el envı´o de la solicitud UPDATE (esto es, una vez que la reserva de recursos ha
concluido satisfactoriamente en la red de acceso del UE iniciador), el UE iniciador puede
suscribirse a los grupos multicast asociados con los componentes de informacio´n para los
cuales va a recibir tra´fico multicast en el plano de usuario. Para ello, el UE iniciador utiliza
el protocolo IGMP, el cual es ejecutado entre el UE y el GGSN. Para el intercambio de los
mensajes de control IGMP entre ambas entidades funcionales, se utilizara´ el contexto PDP
dedicado establecido para el intercambio de mensajes de sen˜alizacio´n SIP.
El GGSN, a su vez, debera´ ejecutar algu´n protocolo de encaminamiento multicast (ej.
PIM-SM), lo que le permitira´ recibir el tra´fico correpondiente a los grupos multicast a los que
se suscriben los distintos UEs a los que proporciona conectividad IP. De este modo, el GGSN
recibira´ el tra´fico multicast IP asociado con los distintos componentes de informacio´n, y lo
encaminara´ por los contextos PDP apropiados para su correcta entrega a los UEs que deben
recibir dicho tra´fico. Ası´, en general, se proporciona una entrega eficiente del tra´fico en el
plano de usuario, mediante el empleo de un protocolo de encaminamiento multicast IP en las
redes de interconexio´n entre GGSNs y mediante el empleo de contextos PDP compartidos
entre los GGSNs y los UEs.
5.2.5. Proceso de alerta del usuario destino
Cuando un UE destino concluye con e´xito su proceso de reserva de recursos local, y una
vez ha recibido la solicitud UPDATE desde el UE iniciador, el proceso de establecimiento
de sesio´n se reanuda. Llegados a este punto, el UE puede comenzar de manera opcional un
proceso de alerta del usuario destino (ej. reproduciendo algu´n sonido en el terminal). En
tal caso el UE destino envı´a una respuesta provisional RINGING de SIP para la solicitud
INVITE recibida (punto 7 en figuras 5.1 y 5.2).
Esta respuesta, de acuerdo con los procedimientos relacionados con el encaminamiento
de la sen˜alizacio´n SIP (ve´ase seccio´n 5.2.1), sera´ encaminada hacia el MAS. Cuando el UAC
en el MAS recibe la primera respuesta RINGING, la lo´gica de servicio en el MAS utiliza
la funcionalidad UAS para generar una nueva respuesta RINGING para la solicitud INVITE
que ha recibido previamente desde el UE iniciador. Esta respuesta es enviada finalmente
hacia el UE iniciador. La recepcio´n de futuras respuestas RINGING en el MAS no causara´ el
envı´o de nuevos mensajes de sen˜alizacio´n SIP.
Ası´, desde el punto de vista del UE iniciador, la respuesta RINGING indica que al menos
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un usuario destino esta´ en disposicio´n de aceptar el establecimiento de la sesio´n multimedia
multiusuario.
5.2.6. Conclusio´n del establecimiento de sesio´n
Finalmente, cuando la sesio´n multimedia es aceptada en un UE destino (ej. cuando el
usuario destino presiona el boto´n aceptar de su terminal IMS), e´ste realiza los siguientes
procedimientos:
Se suscribe a aquellos grupos multicast asociados con los componentes de informa-
cio´n que ha aceptado al te´rmino de la negociacio´n de la descripcio´n de la sesio´n.
Envı´a una respuesta OK de SIP a la solicitud INVITE recibida, indicando que la sesio´n
multimedia multiusuario ha sido establecida en el lado destino (punto 8 en figuras 5.1
y 5.2).
La respuesta OK de SIP es finalmente recibida por la funcionalidad UAC del MAS.
Tras recibir la primera respuesta OK a cualquier solicitud INVITE, la lo´gica de servicio
en el MAS genera una nueva respuesta OK para la solicitud INVITE recibida desde el UE
iniciador. Ası´, desde el punto de vista del UE iniciador, esta respuesta indica que la sesio´n
multimedia multiusuario se ha establecido al menos con uno de los UEs destino, con lo que
la transmisio´n de tra´fico puede comenzar en el plano de usuario. Finalmente, el UE confirma
la recepcio´n del mensaje OK con una solicitud ACK de SIP, la cual es enviada hacia el MAS
(punto 12 en figura 5.1).
Esta nueva solicitud es recibida por la funcionalidad UAS del MAS. Ahora, la lo´gica de
servicio en el MAS utiliza la funcionalidad UAC para generar una nueva solicitud ACK que
confirme la recepcio´n de cada respuesta OK recibida a una solicitud INVITE a aquellos UEs
que la han enviado. La generacio´n de la solicitud ACK sigue los procedimientos detallados
en 5.2.2, con una excepcio´n. De acuerdo con [RSC+02], una solicitud ACK para confirmar
la recepcio´n de una respuesta OK a una solicitud INVITE, debe contener un nu´mero de
secuencia en la cabecera texitCSeq igual que el de la solicitud INVITE correspondiente a
la respuesta OK. En cualquier caso, el nombre de me´todo contenido en la cabecera Cseq
seguira´ siendo el correspondiente a la nueva solicitud, esto es, ”ACK“.
5.2.7. Notificacio´n del estado de la sesio´n
Llegados a este punto, la sesio´n se ha establecido entre el UE iniciador y el UE destino
que ha enviado la respuesta OK a la solicitud INVITE. El problema radica ahora, no obstante,
en que la respuesta OK recibida en el UE iniciador no contiene carga SDP, lo cual implica
que, a priori, el UE iniciador no puede saber que´ componentes de informacio´n en concreto
han sido acordados con el UE destino. Por consiguiente, el UE iniciador es consciente de
que la sesio´n se ha establecido con un UE participante, pero no tiene informacio´n sobre los
componentes de informacio´n para los que puede comenzar la transmisio´n de tra´fico en el
plano de usuario.
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Para resolver este problema, se utilizara´ un mecanismo de notificacio´n de eventos es-
pecı´fico para el protocolo SIP [Roa02] desarrollado por el IETF. Este mecanismo permite
que una entidad se suscriba a la informacio´n de estado asociada con un recurso mediante una
solicitud SUBSCRIBE de SIP. Tras la recepcio´n de dicha solicitud, la entidad que mantiene
constancia del estado del recurso envı´a una solicitud NOTIFY, indicando informacio´n sobre
el estado del mismo. Si el estado del recurso cambia, se envı´a una nueva solicitud NOTIFY
desde la entidad notificadora hasta la entidad suscriptora. En general, un recurso puede tener
asociada informacio´n de estado de distintos tipos. Ası´, a modo de ejemplo, un usuario puede
mantener informacio´n asociada con su estado de presencia, o con el estado de su buzo´n de
correo electro´nico. En general, para cada tipo de estado asociado con un recurso se define
un paquete de eventos. El paquete de eventos define el conjunto de informacio´n de estado
que se envı´a en el cuerpo de una solicitud NOTIFY a la entidad suscriptora.
En concreto, en [RSL06] se define un paquete de eventos, denominado conference que
permite a los participantes en una conferencia fuertemente acoplada recibir informacio´n de
estado asociada con la misma. En [Ros06] se define un marco general para conferencias
fuertemente acopladas en SIP. Baste decir aquı´ que, en SIP una conferencia se define como
un instancia de una conversacio´n multiusuario. En una conferencia fuertemente acoplada
un u´nico UA, denominado Foco, mantiene un dia´logo con cada participante en la misma.
El Foco es responsable de que los distintos componentes de informacio´n que forman la
conferencia (ej. audio o vı´deo) se encuentren disponibles a los participantes en e´sta. Para
ello, utiliza uno o ma´s dispositivos Mezcladores. Dado el papel central desempen˜ado por el
Foco, e´ste dispone de suficiente informacio´n sobre el estado de la conferencia como para
informar sobre e´ste a los suscriptores de dicho estado.
En el caso que nos ocupa, el MAS tambie´n mantiene un dia´logo SIP con cada UE par-
ticipante en la sesio´n multimedia multiusuario. De este modo, el MAS dispone en todo
momento de informacio´n actualizada sobre el estado de la sesio´n, ej. el nu´mero de partici-
pantes, cua´les de ellos han aceptado el establecimiento de la sesio´n, y que´ componentes de
informacio´n ha acordado intercambiar cada uno de ellos. El MAS puede, por tanto, proveer
a cada UE participante con informacio´n sobre el estado de la sesio´n multimedia multiusua-
rio. A tal efecto, el paquete de eventos definido en [RSL06] sera´ utilizado, posibilitando tres
actividades ba´sicas para la apropiada ejecucio´n de una aplicacio´n multiusuario sobre la base
proporcionada por una sesio´n establecida:
Iniciar o mantener la transmisio´n de tra´fico en el plano de usuario para los compo-
nentes e informacio´n para los que existen receptores activos (esto es, UEs que han
establecido la sesio´n y han aceptado recibir tra´fico correspondiente a algu´n compo-
nente de informacio´n).
Detener la transmisio´n de tra´fico en el plano de usuario para un componente de infor-
macio´n, si no hay receptores activos para el mismo (ej. tras el abandono de la sesio´n
por parte de un UE).
Liberar los recursos de QoS asociados con un componente de informacio´n, si no que-
dan UEs participantes en la sesio´n que hayan acordado intercambiar el componente
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(ej. tras el ambandono de la sesio´n por parte de todos los UEs que inicialmente acep-
taron intercambiar tra´fico asociado con el componente de informacio´n.
Ası´, el paquete de eventos definido para conferencias fuertemente acopladas permi-
tira´ proveer a los UEs participantes en la sesio´n multimedia multiusuario con informacio´n
especı´fica sobre el resto de participantes en la sesio´n. En [RSL06] se provee la definicio´n
detallada de los distintos elementos que componen el documento de informacio´n sobre la
conferencia que se incluye en el cuerpo de una solicitud NOTIFY. En el caso de una se-
sio´n multimedia multiusuario, la sema´ntica de estos elementos puede diferir ligeramente
con respecto a a la especificada en [RSL06], puesto que la informacio´n de estado contenida
en el documento se referira´ no a una conferencia fuertemente acoplada, sino a una sesio´n
multimedia multiusuario. Asimismo, a priori no sera´ necesario el conjunto completo de ele-
mentos definidos en la RFC para describir la sesio´n. En el ape´ndice A se recoge el conjunto
de elementos de informacio´n definidos en [RSL06] que son estrictamente necesarios para
describir el estado asociado con una sesio´n multimedia multiusuario. Igualmente, se detalla
la sema´ntica que se ha considerado en este trabajo para cada uno de estos elementos.
De este modo, tras la recepcio´n en el MAS de la primera respuesta OK a una solicitud
INVITE, e´ste envı´a una solicitud NOTIFY al UE iniciador y al UE que ha enviado la res-
puesta OK, en la que incluye un documento con informacio´n sobre el estado de la sesio´n
multimedia multiusuario. Este documento contiene informacio´n sobre los distintos UEs que
participan en la sesio´n, indicando para cada uno de ellos el conjunto de componentes de in-
formacio´n que e´ste ha acordado intercambiar. De este modo, el UE iniciador y el UE destino
saben para que´ componentes de informacio´n puede comenzar la transmisio´n de tra´fico en
plano de usuario.
Ası´, la recepcio´n en el MAS de la primera respuesta OK supone un registro implı´cito del
UE iniciador y del UE que ha aceptado el establecimiento de la sesio´n al paquete de eventos
conference. Ası´, ambos UEs recibira´n notificaciones sobre el estado de la sesio´n multimedia
multiusuario.
Notificacio´n de cambios en la sesio´n
Cualquier respuesta OK posterior recibida en el MAS para una solicitud INVITE su-
pone una suscripcio´n implı´cita del UE que ha generado la respuesta al estado de la sesio´n
multimedia multiusuario.
Finalmente, cualquier cambio en el estado de la sesio´n, por ejemplo provocado porque un
nuevo UE se incorpora o abandona la misma, es notificado a los UEs suscritos a dicho estado.
Para ello, el MAS genera para cada UE suscrito al estado de la sesio´n una solicitud NOTIFY,
indicando el el cuerpo de e´sta el nuevo estado de la sesio´n multimedia multiusuario.
De este modo, cada UE que acepta el establecimiento de la sesio´n es suscrito al estado
de la misma. Ası´, los UEs suscritos pueden pausar la transmisio´n de tra´fico asociado con
un componente de informacio´n si no existen receptores para el mismo en un instante dado
durante el transcurso de la sesio´n. Igualmente, podra´n reanudar la transmisio´n del tra´fico
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asociado con un componente de informacio´n previamente suspendida si cualquier UE que
haya acordado el intercambio del componente acepta el establecimiento de la sesio´n.
Generacio´n de solicitudes NOTIFY
La solicitud NOTIFY generada por el MAS se envı´a como una solicitud dentro del dia´lo-
go establecido entre el MAS y el UE receptor de la solicitud, siguiendo los procedimientos
indicados en la seccio´n 5.2.2.
La solicitud NOTIFY contiene, adema´s de las cabeceras regulares de SIP definidas en
[Roa02], una cabecera Event, en la que se incluye un identificador del paquete de eventos
”conference“, y una cabecera Subsription-state con un valor de ”active“ (indicando que la
suscripcio´n ha sido autorizada y aceptada por el MAS).
Consideraciones sobre el mecanismo de notificacio´n de eventos
Segu´n se ha comentado, la suscripcio´n al paquete de eventos conference se realiza de
forma implı´cita para un UE tras la recepcio´n el MAS de una respuesta OK enviada por e´ste
a una solicitud INVITE. Adema´s, la primera respuesta OK supone el registro implı´cito del
UE iniciador al paquete de eventos.
Segu´n se indica en [Roa02], la creacio´n de una suscripcio´n puede ser realizada mediante
mecanismos diferentes de la generacio´n y envı´o de una solicitud SUBSCRIBE, siempre y
cuando se verifiquen dos condiciones:
El conocimiento de la suscripcio´n debe existir en las entidades notificadora y suscrip-
toras.
Debe poder relacionarse una solicitud NOTIFY con la suscripcio´n a la que hace refe-
rencia.
La primera condicio´n se satisface por definicio´n. La entidad notificadora (MAS) y las
entidades suscritoras (UEs) son conscientes de que se esta´ estableciendo una sesio´n multi-
media multiusuario, y de acuerdo con los procedimientos detallados ene este apartado, ello
implica una suscripcio´n implı´cita al paquete de eventos conference una vez que la sesio´n se
ha establecido.
La segunda condicio´n se verifica, puesto que la solicitud NOTIFY se envı´a dentro del
dia´logo establecido entre el MAS y el UE destinatario de la solicitud. Tras la recepcio´n de la
solicitud NOTIFY, el UE destinatario sabe que se trata de una notificacio´n para la suscripcio´n
al paquete de eventos conference, puesto que le ha llegado a trave´s del dia´logo que mantiene
con el MAS para la sesio´n multimedia multiusuario y contiene una cabecera Event con el
nombre del paquete de eventos al que corresponde la notificacio´n de estado.
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Soporte del atributo label
La definicio´n del paquete de eventos conference requiere el uso de un atributo de SDP
denominado label, definido en [LC06]. Este atributo permitira´ identificar los distintos com-
ponentes de informacio´n que sera´n intercambiados entre los UEs participantes en la sesio´n
multimedia multiusuario.
En principio, el valor de este atributo es meramente informativo en el modelo Ofer-
ta/Respuesta de SDP. No obstante, los UEs debera´n soportar este atributo si se desea realizar
un uso eficiente de los recursos de las redes de transporte. Ası´, si un UE no soporta el atributo
label, no sera´ posible en dicho UE distinguir que componentes de informacio´n ha acordado
intercambiar cada UE que participa en la sesio´n (esta informacio´n se incluye en solicitudes
NOTIFY que se envı´an al UE). En ese caso, el UE podrı´a transmitir tra´fico en el plano de
usuario para un componente de informacio´n para el que no existen receptores activos. Del
mismo modo, el soporte de este atributo permite a un UE liberar los recursos de QoS aso-
ciados con uno o ma´s contextos PDP si ya no existen UEs participantes en la sesio´n con
los que pueda ser posible intercambiar en algu´n momento un determinado componente de
informacio´n (ej. porque todos ellos han abandonado la sesio´n).
El MAS generara´ un atributo label para cada componente de informacio´n propuesto
por el UE iniciador en la segunda oferta SDP. Para cada UE destino, el MAS incluye en la
descripcio´n de cada componente de informacio´n ofertado en la segunda oferta SDP el atri-
buto label generado. Igualmente, el MAS incluye los atributos label en la segunda respuesta
SDP combinada que envı´a al UE iniciador. De este modo, el UE iniciador y los UEs des-
tino reciben el atributo label que ha sido generado por el MAS para cada componente de
informacio´n.
5.2.8. Grupos predefinidos
En los apartados anteriores se ha descrito un procedimiento que permite establecer una
sesio´n multimedia entre mu´ltiples UEs. En el procedimiento descrito, los distintos usuarios
que participan en la sesio´n son especificados mediante una lista que se incluye en la solicitud
INVITE. De esta manera, el procedimiento es adecuado para establecer una sesio´n entre
usuarios de forma ad hoc.
Sin embargo, la solucio´n propuesta es fa´cilmente extensible para soportar grupos de
usuarios predefinidos. En este caso, cada grupo de usuarios se identificarı´a de manera unı´vo-
da mediante una URI SIP. Esta URI SIP se incluirı´a en el campo Request-URI de la solicitud
INVITE, la cual serı´a encaminada segu´n se describe en 5.2.1 hasta el S-CSCF asignado al
usuario. En el S-CSCF se incluira´n criterios de filtrado con el siguiente formato:
(Method = INVITE) AND (SessionCase = Originating) AND
(RequestURI = URI SIP de grupo predefinido)
Ası´, en funcio´n de la URI SIP contenida en el campo Request-URI de la solicitud INVI-
TE, dicha solicitud sera´ redirigida a un MAS especı´fico, el cual tendra´ acceso al listado de
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miembros asociado con el grupo predefinido. Dicho listado podrı´a estar almacenado local-
mente en una base de datos en el MAS o bien podrı´a encontrase almacenado en un servicio
externo de localizacio´n. En cualquier caso, el MAS tendra´ acceso a dicho listado.
Una vez obtenido e´ste, el MAS procedera´ segu´n se ha explicado en los apartados ante-
riores para, de este modo, establecer la sesio´n multimedia entre el UE iniciador y el resto de
usuarios indicados en el listado.
Finalmente, dado el papel central desempen˜ado por el MAS en el establecimiento de la
sesio´n, e´ste es un punto clave que permitirı´a aplicar de forma eficaz las polı´ticas asociadas
con un determinado servicio. Ası´, adjunto con el listado de usuarios podrı´a incluirse tambie´n
la definicio´n de la polı´tica asociada con el servicio. A modo de ejemplo, esta polı´tica podrı´a
indicar restricciones sobre que usuarios pueden iniciar la sesio´n, o podrı´a indicar que la
sesio´n debe terminarse tras el abandono de la misma por parte del UE iniciador. El MAS
aplicarı´a la polı´tica especificada a la sesio´n.
5.3. Cancelacio´n del establecimiento de sesio´n
En la seccio´n previa se han descrito en detalle los procedimientos asociados con el es-
tablecimiento de la sesio´n multimedia multiusuario. Esta seccio´n cubre aquellos escenarios
en los que la sesio´n no puede ser establecida con uno o ma´s UEs destino, o con ninguno de
ellos. Esto puede ocurrir, por ejemplo, si no existen suficientes recursos disponibles en la
red de acceso radio de un UE para cubrir localmente las demandas de QoS asociadas con la
sesio´n multimedia multiusuario.
La figura 5.5 muestra el caso en el que el UE iniciador no puede continuar el estableci-
miento de la sesio´n multimedia, debido a la carencia de recursos de QoS en la red de acceso
radio. En este caso, el proceso de establecimiento de sesio´n debe ser cancelado, ya que el
progreso de dicho proceso depende del UE iniciador.
Segu´n se observa en la figura, el UE iniciador cancela el procedimiento de estableci-
miento de la sesio´n multimedia multiusuario mediante una solicitud CANCEL de SIP, la
cual es enviada al MAS. La recepcio´n de esta solicitud CANCEL es confirmada en cada
proxy SIP atravesado mediante una respuesta OK de SIP. Cuando la solicitud CANCEL es
recibida en el MAS, e´ste confirma la recepcio´n de la misma mediante una respuesta OK y
genera una nueva solicitud CANCEL para cada UE destino participante en la sesio´n.
Tras la recepcio´n de la solicitud CANCEL en un UE destino, el UE confirma la recepcio´n
de la solicitud con una respuesta OK, y responde la solicitud INVITE previamente recibida
desde el MAS con una respuesta 487 Request Terminated.
Cuando la primera respuesta 487 es recibida en el MAS, e´ste confirma la recepcio´n de la
respuesta con una solicitud ACK de SIP y genera una nueva respuesta 487 para la solicitud
INVITE inicial recibida desde el UE iniciador. Finalmente, la respuesta 487 generada es
enviada hacia este UE, siendo confirmada en cada salto mediante una solicitud ACK. Futuras
repuestas 487 recibidas en el MAS son simplemente confirmadas con una respuesta ACK.
De esta forma el establecimiento de la sesio´n multimedia multiusuario es cancelado.
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Figura 5.5: Cancelacio´n del establecimiento de la sesio´n en el UE iniciador
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Figura 5.6: Rechazo del establecimiento de la sesio´n en el UE destino
La figura 5.6 muestra el escenario en el que el UE destino no puede aceptar el estableci-
miento de la sesio´n multimedia multiusuario, por ejemplo porque el usuario no se encuentra
accesible en el UE, o porque no existen suficientes recursos disponibles en la red de acceso
radio local.
En este caso, el UE destino responde la solicitud INVITE con una respuesta final de SIP,
incluyendo un co´digo de estado entre 400 y 699. Esta respuesta es enviada hacia el MAS,
siendo confirmada salto a salto con una solicitud ACK. Cuando la respuesta SIP llega al
MAS, la lo´gica de servicio ejecutara´ distintos procedimientos en funcio´n del estado en el
que se encuentre la sesio´n multimedia multiusuario:
Si la sesio´n no ha sido establecida entre el UE iniciador y ninguno de los UEs destino,
entonces si el UE iniciador es el u´nico UE participante que queda en la sesio´n multi-
media multiusuario, el MAS debe terminar el proceso de establecimiento de la sesio´n,
enviando una respuesta de error al UE iniciador (esta respuesta de error puede ser
seleccionada de entre el conjunto de respuestas de error recibidas desde los distintos
UEs destino).
En caso contrario, si la sesio´n ya se ha establecido entre el UE iniciador y un conjunto
de UEs destino, entonces el MAS debe notificar a los UEs que han establecido la
sesio´n el nuevo estado de la sesio´n multimedia multiusuario (segu´n se indica en el
apartado 5.2.7).
En el segundo caso, la sesio´n multimedia multiusuario puede continuar con normalidad
entre los UEs que la han establecido.
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5.3.1. Procedimientos especı´ficos de SIP en el MAS
De acuerdo con [RSC+02], la generacio´n de la solicitud CANCEL en el MAS se reali-
zara´ atendiendo a los siguientes procedimientos:
El campo Request-URI, y las cabeceras Call-ID, To, la parte nume´rica de la cabecera
CSeq y la cabecera From son ide´nticas a las de la solicitud cancelada, incluyendo tags.
Debe contener u´nicamente una cabecera Via, igual que la primera cabecera Via de la
solicitud cancelada.
De este modo, la solicitud CANCEL puede ser asociada con la solicitud que cancela,
que en este caso es la solicitud INVITE.
5.4. Liberacio´n de sesio´n
Esta seccio´n cubre los escenarios de liberacio´n de la sesio´n que pueden tener lugar una
vez que la sesio´n multimedia multiusuario se ha establecido. Estos escenarios se muestran
en la figura 5.7.
El primer caso mostrado en la figura (etiquetado como ”Caso 1“) se corresponde con
un escenario en el que un UE participante (distinto del UE iniciador) abandona la sesio´n
multimedia multiusuario. En este caso, el UE destino envı´a una solicitud BYE hacia el MAS.
Cuando el MAS recibe esta solicitud BYE, confirma la recepcio´n de la misma con una
respuesta OK de SIP, y notifica al UE iniciador (si e´ste no ha abandonado la sesio´n) y al
conjunto de UEs destino que han aceptado el establecimiento de la sesio´n sobre el cambio
producido en el estado de e´sta (tras el abandono del UE).
De esta manera, se provee una solucio´n flexible para la liberacio´n de la sesio´n multime-
dia multiusuario, adecuada para cualquier escenario. Ası´, tras la recepcio´n de una solicitud
NOTIFY en un UE, la instancia de la aplicacio´n multiusuario que se ejecuta localmente
en dicho UE podra´ tomar una decisio´n sobre si permanecer o no en la sesio´n multimedia
multiusuario. En caso negativo, el UE envı´a una nueva solicitud BYE al MAS.
El segundo caso (etiquetado como ”Caso 2“) se corresponde con el escenario en el que
el UE iniciador abandona la sesio´n multimedia multiusuario. En este caso, el UE envı´a una
solicitud BYE al MAS. El MAS, tras recibir la solicitud BYE, confirma la recepcio´n de
e´sta con una respuesta OK de SIP. Asimismo, notifica al resto de UEs que han aceptado el
establecimiento de la sesio´n sobre el nuevo estado asociado con la misma. Ası´, es posible
que la instancia de la aplicacio´n multiusuario que se ejecuta en los UEs determine terminar
la sesio´n cuando el UE iniciador abandona la misma (esto ocurre, por ejemplo en el caso
de sesiones Ad Hoc en el servicio PoC). El documento de informacio´n sobre el estado de
la conferencia, enviado en solicitudes NOTIFY, incluye suficiente informacio´n como para
determinar si el UE que abandona la sesio´n es el UE iniciador (ve´ase anexo A). De este
modo, la solucio´n presentada en esta seccio´n es adecuada para trabajar con aplicaciones que
imponen este condicionante.
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Figura 5.7: Casos de abandono y terminacio´n de la sesio´n multimedia multiusuario
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Finalmente, el u´ltimo caso (etiquetado como ”Caso 3“) se corresponde con el escenario
en el que un UE abandona la sesio´n (no necesariamente el UE iniciador), no quedando
UEs participantes que hayan aceptado el establecimiento de la misma (esto es, los UEs
participantes que quedan todavı´a no han establecido la sesio´n). En este caso, el MAS termina
la sesio´n multimedia multiusuario enviando una solicitud BYE a cada uno de estos UEs. Otro
caso, no indicado en la figura, ocurrirı´a si un UE abandona la sesio´n quedando u´nicamente
un UE participante en la misma que la ha previamente establecido. En este caso, el MAS
terminara´ la sesio´n multimedia multiusuario, mediante el envı´o de una solicitud BYE al
u´ltimo UE participante.
5.5. Consideraciones sobre la red de acceso
En este capı´tulo se ha considerado una red de acceso con conectividad IP de 3GPP,
formada por una red de acceso UTRAN y el dominio de conmutacio´n de paquetes de UMTS.
La solucio´n presentada es va´lida, no obstante, para cualquier tecnologı´a de acceso, siempre
y cuando los UEs participantes necesiten realizar una reserva de recursos en su segmento
local.
En caso de no ser ası´ (ej. en una red de acceso DSL), entonces, segu´n se indica en
[3rd08a], los UEs indican en las precondiciones asociadas con cada componente de infor-
macio´n un atributo ”a=curr:qos“ indicando que los recursos de QoS han sido reservados en
su segmento local para el componente de informacio´n en las direcciones requeridas. Ası´,
la primera oferta SDP, enviada por el UE iniciador, indica que la reserva local de QoS ya
ha sido realizada en el lado iniciador para todos los componentes de informacio´n ofertados.
Ana´logamente, los UEs destino indicara´n en la primera respuesta SDP que la reserva local
ya ha sido realizada en el lado destino para todos los componentes de informacio´n acepta-
dos. Adema´s, los UEs destino no requerira´n confirmacio´n al UE iniciador de que la reserva
de recursos se haya realizado en su red de acceso.
Dado que no es necesario realizar una reserva de recursos de QoS por parte del UE ini-
ciador y de los UEs destino, cuando uno de estos u´ltimos recibe la solicitud INVITE inicial,
el UE podrı´a comenzar en ese instante el proceso de alerta de su usuario destino, ası´ como
enviar la respuesta RINGING de SIP a la solicitud INVITE recibida. Sin embargo, puesto
que se trata de una sesio´n multimedia multiusuario, sigue siendo necesario un segundo inter-
cambio oferta/respuesta de SDP para que el MAS pueda computar el conjunto de formatos
soportados en comu´n para cada componente de informacio´n, de modo que sea posible que
el UE iniciador seleccione un u´nico formato que permita intercambiar el componente entre
todos los UEs que lo han acordado. De este modo, la negociacio´n de la descripcio´n de la
sesio´n sigue teniendo lugar segu´n se describe en la figura 5.4.
Finalmente, tras el envı´o de la respuesta OK a la solicitud PRACK por parte de un UE
destino, e´ste puede comenzar el proceso de alerta de su usuario correspondiente y enviar la
respuesta RINGING de SIP a la solicitud INVITE que ha recibido, ya que no es necesaria
la recepcio´n de una solicitud UPDATE del UE iniciador para completar el establecimien-
to de la sesio´n multimedia multiusuario. De este modo, el proceso de establecimiento de
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la sesio´n IMS multiusuario serı´a el indicado en la figura 5.1, sin el flujo de sen˜alizacio´n
correspondiente a la solicitud UPDATE y a sus respuestas asociadas.
5.6. Conclusiones
En este capı´tulo se han descrito en detalle extensiones a los procedimientos del plano de
control de IMS para el soporte de sesiones multimedia multiusuario. El establecimiento de
estas sesiones permite configurar, en el plano de usuario, un servicio de entrega multicast a
nivel de red para cada componente de informacio´n acordado. Finalmente, estas sesiones pro-
porcionara´n una base general sobre la que sera´ posible implementar servicios que involucren
a mu´ltiples usuarios.
A continuacio´n se indica una lista de las principales aportaciones mostradas a lo largo
de este capı´tulo:
Se ha propuesto un conjunto de esquemas de sen˜alizacio´n apropiados para el estableci-
miento y liberacio´n de sesiones multimedia multiusuario a trave´s del plano de control
de IMS. Asimismo, se han descrito los distintos escenarios que pueden resultar de la
cancelacio´n del establecimiento de la sesio´n, ası´ como del rechazo del establecimento
de la misma por parte de un UE destino. Estos esquemas de sen˜alizacio´n se basan el
en uso de un Servidor de Aplicacio´n SIP (esto es, el MAS), cuya lo´gica de servicio
permite extender los procedimientos de control de sesiones uno-a-uno especificados
por el 3GPP para IMS al contexto multiusuario.
Se han definido los criterios de filtrado que permiten, en el S-CSCF, redirigir la so-
licitud INVITE de SIP hacia un MAS especı´fico apropiado para el tratamiento de la
misma.
Se ha descrito una propuesta que, partiendo de la base proporcionada por la especifi-
cacio´n del modelo Oferta/Respuesta de SDP [HJP06], permite negociar la descripcio´n
de una sesio´n multimedia multiusuario. Esta propuesta soporta que distintos UEs pue-
dan aceptar distintos componentes de informacio´n en la sesio´n, y coordina la eleccio´n
de un u´nico codec para cada componente de informacio´n aceptado, evitando de este
modo la necesidad de mezcladores en plano de usuario. Por otro lado, la propues-
ta presentada permite informar a cada UE sobre la direccio´n de grupo multicast IP
asignado por el MAS a cada componente de informacio´n.
Se ha descrito una propuesta para la asignacio´n de los atributos de direccionalidad
de SDP para los distintos componentes de informacio´n multicast durante el proceso
de negociacio´n de descripcio´n de la sesio´n, tras un ana´lisis previo de la sema´ntica de
estos atributos en el modelo Oferta/Respuesta.
Se ha descrito como la lo´gica de servicio en el MAS utiliza la extensio´n de fiabilidad
de respuestas provisionales de SIP [RS02b] para, de este modo, coordinar el envı´o
fiable de respuestas provisionales entre los UEs destino y el MAS y entre el MAS y el
UE iniciador en el escenario multiusuario.
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Se ha propuesto un esquema de asignacio´n de recursos de QoS a componentes de
informacio´n, bajo el supuesto de una red de acceso UTRAN y el dominio de conmu-
tacio´n de paquetes de UMTS. Este esquema permite reservar los recursos de QoS en
el plano de usuario que son estrictamente necesarios para la correcta entrega de cada
componente de informacio´n.
Se ha descrito como la lo´gica de servicio en el MAS utiliza la extensio´n de precondi-
ciones de SIP [CMR02] para, de este modo, coordinar la consistencia de la informa-
cio´n de precondiciones intercambiadas entre el UE iniciador y los UEs destino durante
el establecimiento de la sesio´n.
Se ha propuesto un mecanismo de notificacio´n del estado de la sesio´n a los UEs parti-
cipantes en la misma. Este mecanismo permite realizar un uso eficiente de los recursos
en las redes de transporte. El esquema propuesto se basa en el mecanismo de notifi-
cacio´n de eventos especı´fico de SIP [Roa02], y en el paquete de eventos definido para
conferencias fuertemente acopladas [RSL06].
Capı´tulo 6
Extensiones a la solucio´n NGN de
TISPAN
6.1. Introduccio´n
En este capı´tulo se detallan extensiones a la solucio´n de QoS presentada en la prime-
ra versio´n de especificaciones de la NGN de TISPAN. Estas extensiones se basan en la
introduccio´n de una pasarela residencial en la red del usuario final de la NGN, la cual per-
mitira´ cubrir las carencias analizadas en la seccio´n 3. A tal efecto, se utilizara´ la pasarela
residencial desarrollada en el marco del proyecto europeo MUSE, dentro del a´mbito de re-
des de acceso de alta velocidad.
El capı´tulo se estructura de la siguiente manera. En el apartado 6.2 se indican las ex-
tensiones concretas a la solucio´n de QoS de la versio´n 1 de la NGN de TISPAN propuestas
en este trabajo (estas extensiones se desarrollara´n en detalle en posteriores apartados). En el
apartado 6.3 se describen los nuevos mo´dulos que sera´ necesario introducir en la arquitectura
de la pasarela residencial presentada en el capı´tulo 4 para, de este modo, implementar dichas
extensiones. En el apartado 6.4 se describen en detalle los procedimientos ejecutados en la
pasarela residencial para derivar los para´metros que definen las demandas de QoS asociadas
con una sesio´n multimedia, durante el establecimiento de la misma. En el apartado 6.5 se
muestra como, con la nueva arquitectura de la pasarela residencial, e´sta participa en los pro-
cedimientos de control de sesio´n en la NGN. En el apartado 6.6 se describen las principales
alternativas que se han considerado en la pasarela residencial para resolver los problemas
relacionados con el uso de SIP en entornos en los que se requiere una funcio´n de traduccio´n
de direcciones (NAT) en el plano de usuario. Finalmente, en el apartado 6.7 se resumen las
principales aportaciones descritas a lo largo este capı´tulo.
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6.2. Extensiones relacionadas con QoS
En el capı´tulo 3 se han identificado un conjunto de aspectos no cubiertos en la solucio´n
de QoS de la primera versio´n de especificaciones de la NGN de TISPAN. Dichos aspectos,
se resumen de nuevo a continuacio´n:
El subsistema RACS no provee cobertura de servicio dentro de la red core ni en el
entorno residencial, garantizando la provisio´n de QoS u´nicamente en la red de acceso
a la NGN (segmento de primera milla y red de agregacio´n). Sin embargo, la QoS
real percibida por un usuario es extremo a extremo en naturaleza, y si bien su soporte
puede ser garantizado en la red core por otros medios (ej. sobredimensionamiento),
no ocurre lo mismo en el entorno residencial, donde pueden existir restricciones en la
disponibilidad de recursos (ej. ancho de banda en una red inala´mbrica).
No se especifica ningu´n mecanismo que permita al subsistema RACS configurar los
para´metros de QoS el equipamiento local del cliente. De este modo, si bien el subsiste-
ma RACS puede proporcionar funcionalidades de control de admisio´n para el tra´fico
en el sentido uplink, no es posible configurar polı´ticas de condicionamiento para el
tra´fico que se transmite en dicha direccio´n desde el entorno residencial sobre la red de
acceso.
Para afrontar la problema´tica indicada, la figura de una pasarela residencial puede re-
sultar un elemento determinante. Dada su localizacio´n estrate´gica en el entorno del usuario
final, formando el lı´mite entre el equipamiento del cliente y la red de acceso del operador,
la pasarela residencial es el punto central de las comunicaciones en el hogar. Ası´, todo el
tra´fico en sentido uplink (esto es, del entorno residencial hacia la red de acceso) y downlink
(desde la red de acceso hacia el entorno residencial) pasa por la pasarela residencial. Debido
a ello, esta entidad funcional se convierte en un elemento clave sobre el que es posible apli-
car los mecanismos de control de admisio´n y las polı´ticas de condicionamiento de tra´fico
que permitirı´an ejecutar de manera apropiada los siguientes procedimientos:
Gestionar automa´ticamente los recursos de QoS en el entorno residencial de la NGN.
Aplicar las polı´ticas de condicionamiento de tra´fico necesarias en el sentido uplink
para, de este modo, posibilitar una apropiada reserva de recursos de QoS para el tra´fico
que se transmite sobre la red de acceso desde el entorno residencial.
Ası´, la figura de una pasarela residencial permitirı´a extender la solucio´n de QoS presen-
tada en la primera versio´n de especificaciones de la NGN de TISPAN, posibilitando en dicho
contexto la provisio´n de QoS real extremo a extremo. A tal efecto, la pasarela desarrollada
en el proyecto MUSE podrı´a ser utilizada. Para ello, la arquitectura ba´sica presentada en el
capı´tulo 4 debera´ ser extendida, mediante la implementacio´n de mecanismos que permitan
derivar, a partir de las cargas SDP intercambiadas durante los procesos de establecimiento de
sesio´n, las demandas de QoS de cada sesio´n multimedia siendo establecida. A partir de di-
chas demandas de QoS, la pasarela residencial podra´ configurar automa´ticamente el nivel de
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Figura 6.1: Arquitectura de la pasarela residencial
datos para garantizar la reserva de recursos de QoS para el tra´fico multimedia asociado con
la sesio´n. Esta solucio´n fue inicialmente presentada en [VGV+06a]. La arquitectura ba´sica
de la pasarela residencial (ve´ase capı´tulo 4) se reproduce en la figura 6.1.
La arquitectura de la pasarela residencial es suficientemente flexible como para soportar,
de manera sencilla, la introduccio´n de nuevos mecanismos de condicionamiento de tra´fico
para la provisio´n de QoS, mediante la instalacio´n de nuevos mo´dulos de procesamiento en
el nivel de datos. Ası´, a modo de ejemplo, si se desea seguir un modelo de provisio´n de QoS
garantizada, es posible introducir mecanismos de limitacio´n de ancho de banda a nivel de
enlace o de red (Policing/Shaping en la figura). Si por el contrario, se desea implementar
un modelo de provisio´n de QoS relativa, la arquitectura permite introducir de forma sencilla
nuevos mecanismos de diferenciacio´n entre clases de tra´fico, mediante la introduccio´n de sis-
temas de colas y de algoritmos de planificacio´n que permitan extraer las tramas de las colas
atendiendo al esquema deseado. Adema´s, si la red de acceso requiere algu´n tipo especı´fico
de etiquetado de tramas o de paquetes para la provisio´n de QoS (ej. en un esquema DiffServ),
la pasarela residencial puede implementar las funcionalidades de etiquetado/desetiquetado
requeridas el el nivel de datos.
Por otro lado, las extensiones concretas a la arquitectura ba´sica de la figura 6.1 se re-
cogen en [VGV+07]. Asimismo, en este artı´culo se indica co´mo los distintos componentes
de la arquitectura interactu´an entre sı´ durante el proceso de establecimiento de una sesio´n
multimedia a trave´s del Core IMS de la NGN de TISPAN. No obstante, la especificacio´n de
una solucio´n va´lida y completa al problema de la provisio´n de QoS en el entorno residencial
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Figura 6.2: Arquitectura de QoS de la pasarela residencial
de la NGN de TISPAN requiere definir los procedimientos de control de sesio´n y de gestio´n
de los recursos de QoS que se ejecutan en la pasarela en los distintos escenarios de sen˜ali-
zacio´n (esto es, no so´lo en escenarios de establecimiento, sino tambie´n en los de rechazo
del establecimiento y de liberacio´n de la sesio´n). Esta definicio´n se recoge en [VVG+07c],
donde adema´s se describe la versio´n de la arquitectura de QoS que finalmente se ha disen˜ado
para la pasarela residencial.
6.3. Arquitectura de QoS en la pasarela residencial
En esta seccio´n se describen las extensiones propuestas a la arquitectura de la pasarela
residencial del proyecto MUSE para, de este modo, implementar la propuesta presentada en
el apartado anterior. Estas extensiones se ilustran en la figura 6.2.
El Proceso de Sen˜alizacio´n SIP (SIP Signalling Process, SIP SP) es la entidad funcio-
nal encargada de procesar todos los mensajes de sen˜alizacio´n SIP intercambiados entre los
terminales NGN del usuario final, cuya ubicacio´n se localiza en el entorno residencial, y
el Core IMS de la red NGN. Segu´n se indica en la figura, el nivel de datos de la pasarela
residencial habra´ sido previamente configurado para redirigir todos los mensajes de sen˜ali-
zacio´n SIP, recibidos en las direcciones uplink y downlink, hacia el SIP SP. Tras procesar
cada mensaje de sen˜alizacio´n SIP, si el mensaje debe continuar en tra´nsito hacia destino,
el SIP SP reinyectara´ de nuevo el mensaje en el nivel de datos de la pasarela residencial,
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exactamente en el mismo punto del que habı´a sido extraido.
En terminologı´a de TISPAN, el SIP SP proporciona la funcionalidad de una Funcio´n de
Aplicacio´n (Application function, AF), implementando las siguientes funciones:
Durante el proceso de establecimiento de una sesio´n multimedia, tras recibir cualquier
mensaje SIP conteniendo una oferta SDP, el SIP SP deriva cierta informacio´n de ser-
vicio a partir de dicha oferta. La oferta SDP contiene una descripcio´n de la sesio´n
multimedia que el ofertante desea establecer, incluyendo para cada componente de in-
formacio´n, entre otras cosas, el listado de formatos propuestos para la comunicacio´n
(ej. codecs en el caso de RTP), la informacio´n de direccionamiento que el ofertante
utilizara´ en el plano de usuario y los requisitos de ancho de banda deseados por el
ofertante para el tra´fico de datos que va a recibir asociado con el componente. Esta
informacio´n, si bien puede no ser suficiente para configurar completamente el soporte
de la sesio´n multimedia en la pasarela residencial (por ejemplo, tras recibir la primera
oferta SDP no se conoce la informacio´n de direccionamiento correspondiente al des-
tinatario de la misma), sı´ es suficiente en cualquier caso para ejecutar los procesos de
control de admisio´n que permiten verificar que las demandas de QoS asociadas con la
sesio´n puedan ser satisfechas con los recursos disponibles en la pasarela residencial. A
tal efecto, los para´metros relacionados con la QoS que no puedan ser obtenidos direc-
tamente de la oferta SDP (ej. el ancho de banda requerido para el tra´fico de datos que
sera´ transmitido desde el ofertante hacia el destinatario de la oferta), sera´n derivados
algorı´tmicamente (ver seccio´n 6.4).
Ası´, la informacio´n de servicio recoge todos los para´metros disponibles que permi-
ten describir la sesio´n multimedia, derivados de las cargas SDP que se intercambian
como resultado de la ejecucio´n del modelo Oferta/Respuesta de SDP. Los distintos
para´metros que conforman la informacio´n de servicio, ası´ como los procedimientos
que permiten derivar los valores de dichos para´metros a partir de las cargas SDP se
describen en detalle en el siguiente apartado.
Finalmente, tras derivar la informacio´n de servicio, el SIP SP obtiene a partir de e´sta
el conjunto de operaciones de configuracio´n que deben ser realizadas en la pasarela
residencial para, de este modo, reservar los recursos de QoS requeridos para la sesio´n
multimedia y configurar los para´metros asociados con la misma que hasta el momen-
to se encuentran disponibles. Estas operaciones de configuracio´n se incluyen en una
solicitud de reserva de recursos de QoS que es finalmente enviada al CCCP (Click!
Configuration Controller Process), cuya funcionalidad se describe ma´s adelante en
este apartado.
Por otro lado, tras recibir cualquier mensaje SIP conteniendo una respuesta SDP, el
SIP SP deriva de nuevo la informacio´n de servicio que describe la sesio´n multimedia.
Dicha informacio´n, segu´n se indica en la siguiente seccio´n, se obtiene en este caso
a partir de la respuesta SDP y de su oferta correspondiente. Esto es ası´, puesto que
ambas cargas SDP, conjuntamente, proporcionan una descripcio´n completa de la se-
sio´n multimedia, incluyendo todos los para´metros proporcionados por el ofertante y
por el emisor de la respuesta. La informacio´n de servicio generada permite obtener el
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conjunto de operaciones que es necesario ejecutar sobre la configuracio´n de la pasa-
rela residencial para actualizar los para´metros relacionados con la sesio´n multimedia
que han cambiado con respecto a la u´ltima informacio´n de servicio derivada. Dichas
operaciones se incluyen en una solicitud de reserva de recursos QoS que es enviada al
CCCP.
Ası´, las operaciones incluidas en la solicitud reflejan los cambios realizados en la des-
cripcio´n de la sesio´n como resultado de derivar la informacio´n de servicio a partir de
la oferta y de la respuesta SDP. Tı´picamente, esta actualizacio´n no requiere la ejecu-
cio´n de nuevos procesos de control de admisio´n, puesto que dichos procesos ya habra´n
sido ejecutados tras el procesamiento de la oferta correspondiente a la respuesta, y la
actualizacio´n simplemente permitira´ liberar los recursos de QoS que, habiendo sido
previamente reservados para la sesio´n multimedia, no son necesarios en el soporte
de la misma. En cualquier caso, si el procesamiento de la respuesta SDP requiere in-
crementar la reserva actual de recursos de QoS para la sesio´n, la solicitud enviada al
CCCP causara´ la ejecucio´n nuevos procesos de control de admisio´n.
Ası´, como regla general, el SIP SP generara´ informacio´n de servicio asociada con una
sesio´n multimedia tras la recepcio´n de cualquier mensaje SIP conteniendo una carga
SDP. De este modo, se garantiza que el CCCP siempre recibe la informacio´n de con-
figuracio´n apropiada en cualquier escenario de establecimiento de sesio´n, habilitando
a la pasarela residencial para gestionar cualesquiera modificaciones producidas en la
descripcio´n de la misma. Asimismo, el esquema presentado permite realizar una ges-
tio´n apropiada de los recursos de QoS en el entorno residencial de cualquier Red de
Pro´xima Generacio´n, siempre que se utilice un plano de control basado en IMS.
En caso de que el establecimiento de una sesio´n multimedia no pueda proseguir, debi-
do a que no existen suficientes recursos de QoS disponibles en el entorno residencial,
el SIP SP debera´ ejecutar los procedimientos de control de sesio´n necesarios para
terminar el establecimento de la sesio´n multimedia.
Durante el proceso de liberacio´n de la sesio´n, el SIP SP enviara´ al CCCP una solicitud
de liberacio´n de QoS, en la que incluira´ el conjunto de operaciones de configuracio´n
que deben ser ejecutadas para liberar los recursos de QoS reservados para la sesio´n
multimedia.
En caso de que se utilice una funcio´n de NAT en el nivel de datos de la pasarela re-
sidencial, sera´ necesario implementar alguna solucio´n de NAT traversal que permita
cambiar la informacio´n de direccionamiento interna, contenida en los mensajes de
SIP recibidos desde el entorno residencial, por direcciones IP y puertos globalmente
alcanzables. Ana´logamente, el cambio contrario debera´ ser realizado sobre los men-
sajes recibidos desde la red de acceso para el entorno residencial. La problema´tica
asociada con las funcionalidades de NAT traversal sera´ tratada en detalle en la sec-
cio´n 6.6. Como se describira´ en dicho apartado, una solucio´n que se ha considerado
para resolver este problema consiste en implementar en el SIP SP la funcionalidad de
una pasarela a nivel de aplicacio´n (Application Level Gateway, ALG) especı´fica del
protocolo SIP. En esta solucio´n, el SIP SP contactara´ con el CCCP para obtener las
correspondencias entre pares de direccio´n IP y puerto internos y pu´blicos asociados
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con cada mensaje SIP recibido. Con esta informacio´n, el SIP SP podra´ modificar el
contenido de los mensajes SIP como paso previo a su reenvı´o hacia la red de acceso o
hacia el entorno residencial.
Por otro lado, el CCCP (Click! Configuration Controller Process, CCCP) ha sido exten-
dido mediante un nuevo mo´dulo de Control de Admisio´n (Call Admission Control, CAC).
Este mo´dulo mantiene informacio´n de estado sobre el conjunto de recursos de QoS disponi-
bles en el entorno residencial, estando a cargo de ejecutar los procedimientos de control de
admisio´n que permitan verificar si las demandas de QoS asociadas con una sesio´n multime-
dia pueden o no ser satisfechas con los recursos disponibles. El CCCP realizara´ las siguientes
funciones:
Durante el proceso de establecimiento de la sesio´n multimedia, el CCCP recibira´ del
SIP SP solicitudes de reserva de recursos de QoS. En general, cada solicitud contiene
un conjunto de reglas de flujo que deben ser instaladas, eliminadas o modificadas
en la pasarela residencial. Asimismo, las operaciones a realizar con cada solicitud
conforman una transaccio´n, esto es, debe garantizarse atomicidad en su ejecucio´n,
realiza´ndose con e´xito todas o ninguna de las operaciones presentes en la solicitud.
Tras ser recibida una solicitud de reserva de recursos de QoS en el CCCP, el mo´du-
lo CAC ejecuta los procedimientos de control de admisio´n necesarios para, de este
modo, verificar si es posible realizar todas las operaciones contenidas en la solicitud
garantizando que, con los recursos disponibles, se satisfacen los requisitos de QoS
de la sesio´n multimedia que esta´ siendo establecida. Si esto es ası´, el mo´dulo CAC
actualiza la informacio´n de estado sobre el conjunto de recursos de QoS disponibles
en la pasarela residencial, teniendo en cuenta todas las reglas que sera´n instaladas,
borradas y modificadas. Finalmente, el CCCP realiza todas las operaciones de insta-
lacio´n, borrado y modificacio´n contenidas en la solicitud, configurando de este modo
apropiadamente el nivel de datos para proveer la QoS requerida a los componentes de
informacio´n que conforman la sesio´n.
En caso de que los procedimientos de control de admisio´n, ejecutados por el mo´dulo
CAC, indiquen que los recursos de QoS disponibles no son suficientes para realizar las
operaciones indicadas en la peticio´n, el CCCP responde la solicitud con un mensaje de
error que sera´ enviado al SIP SP, el cual finalmente debera´ terminar el establecimiento
de la sesio´n.
Durante el proceso de liberacio´n de sesio´n, el CCCP recibira´ del SIP SP una solici-
tud para la liberacio´n de los recursos de QoS asociados con la sesio´n, conteniendo el
conjunto de reglas de flujo que conforman la sesio´n multimedia y que deben ser elimi-
nadas de la pasarela residencial. Tras recibir la solicitud, el mo´dulo CAC actualiza la
informacio´n de estado sobre el conjunto de recursos de QoS disponibles, liberando los
recursos reservados para la sesio´n. Finalmente, el CCCP realiza todas las operaciones
de borrado contenidas en la solicitud.
El CCCP puede recibir solicitudes del SIP SP solicitando asociaciones de NAT entre
direcciones IP y puertos internos del entorno residencial y direcciones IP y puertos
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pu´blicos globalmente alcanzables. Del mismo modo, el CCCP puede recibir solici-
tudes del SIP SP para eliminar asociaciones de NAT (en concreto, esto es realizado
por el SIP SP durante el proceso de liberacio´n de la sesio´n). El CCCP gestionara´ es-
tas solicitudes, obteniendo (crea´ndolas si e´stas no existı´an previamente) o eliminando
las asociaciones solicitadas, y devolvera´ el resultado de procesar la solicitud en una
respuesta al SIP SP. Esta funcionalidad habilitara´ al SIP SP para proporcionar los pro-
cedimientos de un ALG especı´fico de SIP, tal y como se ha comentado previamente.
El CCCP soporta los esquemas de gestio´n de recursos single-stage y reserve-commit.
Para ello, cada regla de flujo incluira´ un para´metro indicando si el flujo de usuario al
que se refiere la regla debe estar inicialmente en estado activo o inactivo. En el primer
caso, tras la instalacio´n de la regla de flujo por parte del CCCP, el tra´fico correspon-
diente al flujo de usuario podra´ atravesar la pasarela residencial. En el segundo caso,
tras la instalacio´n de la regla, el tra´fico correspondiente al flujo de usuario sera´ descar-
tado en tanto el estado de la regla de flujo no transicione a activo. En el apartado 6.5
se ilustra, mediante un ejemplo concreto, como ambos modelos de gestio´n de recursos
son soportados por el CCCP mediante el uso de este para´metro.
El modelo de provisio´n de QoS soportado por el CCCP depende de los mecanismos
de condicionamiento de tra´fico que se implementen en el nivel de datos. Dado que
la pasarela residencial implementada en MUSE provee a tal efecto un mecanismo de
diferenciacio´n entre clases de tra´fico, en principio la pasarela residencial soporta un
modelo de provisio´n de QoS relativa. En cualquier caso, como se ha comentado, la
pasarela residencial es fa´cilmente extensible, soportando de manera sencilla la im-
plementacio´n de nuevos mecanismos de condicionamiento de tra´fico que permitirı´an
aplicar un modelo de provisio´n de QoS garantizada.
Por tanto, en la arquitectura presentada, el SIP SP participa en los procedimientos de
control de sesio´n e interactu´a con el CCCP para, de este modo, realizar una configuracio´n
apropiada que posibilite la provisio´n de QoS en el entorno residencial y posiblemente en la
red de acceso de la NGN de TISPAN. Esta arquitectura sigue la filosofı´a de disen˜o de la
solucio´n de QoS de TISPAN, en la que el P-CSCF interactu´a con el subsistema RACS para
la provisio´n de QoS en la red de acceso a la NGN.
6.4. Configuracio´n automa´tica de la QoS
En este apartado se describen en detalle los procedimientos ejecutados en la pasarela
residencial para la configuracio´n automa´tica de la QoS, realizada a partir del procesamiento
de las cargas SDP contenidas en los mensajes de sen˜alizacio´n SIP recibidos en el SIP SP.
En concreto, se definen los distintos para´metros que componen la informacio´n de servicio,
como los valores de dichos para´metros se derivan a partir de las cargas SDP recibidas y
como la informacio´n de servicio se utiliza para generar el conjunto de reglas de flujo que
deben ser instaladas, borradas y modificadas en la configuracio´n de la pasarela residencial.
Los procedimientos especificados en este apartado esta´n en lı´nea con los ejecutados en el
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P-CSCF para derivar, a partir de las cargas SDP intercambiadas, la informacio´n de servicio
que envı´a al subsistema RACS [TIS06f].
La tabla 6.1 describe los distintos para´metros que componen la informacio´n de servicio
para cada componente de informacio´n.
Para´metro Descripcio´n
Tipo-componente Indica el tipo del componente de informacio´n. Los tipos permiti-
dos se definen en [HJP06], y son los siguientes: “audio”, “video”,
“text”, “application” y “message”
Listado-formatos Indica el listado de formatos indicados para el componente en la
u´ltima carga SDP recibida (ya sea oferta o respuesta)
Protocolo-transporte Indica el protocolo de transporte contenido en la carga SDP pa-
ra el componente de informacio´n (esto es, RTP u otro protocolo
sobre UDP)
Max-ancho-banda-UL Indica el ancho de banda ma´ximo solicitado en la direccio´n uplink
Max-ancho-banda-DL Indica el ancho de banda ma´ximo solicitado en la direccio´n down-
link
Max-ancho-banda-RS Indica el ancho de banda ma´ximo de RTCP solicitado para los
emisores de datos activos
Max-ancho-banda-RR Indica el ancho de banda ma´ximo de RTCP solicitado para los
participantes que no son emisores de datos activos
Flujos-usuario Descripcio´n de los flujos de usuario asociados con el componente
de informacio´n. Cada entrada en en este campo contiene la infor-
macio´n indicada en la tabla 6.2.
Tabla 6.1: Para´metros de la informacio´n de servicio para un componente de informacio´n
La tabla 6.2 describe los distintos para´metros que componen un flujo de usuario (esto es,
una entrada de Flujos-usuario en la tabla 6.1).
Elemento de informacio´n Descripcio´n
Sentido Sentido del flujo de usuario (uplink/downlink)
IP-origen Direccio´n IP origen del flujo de usuario
Puerto-origen Puerto origen del flujo de usuario
IP-destino Direccio´n IP destino del flujo de usuario
Puerto-destino Puerto destino del flujo de usuario
Protocolo-transporte Indica el protocolo datos o de control asociado con el flujo de
informacio´n (esto es, RTP, RTCP u otro protocolo sobre UDP)
Tabla 6.2: Para´metros que definen un flujo de usuario
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6.4.1. Obtencio´n de la informacio´n de servicio
El proceso de generacio´n de la informacio´n de servicio a partir de las cargas SDP re-
cibidas, es ejecutado por el SIP SP segu´n se describe a continuacio´n para cada para´metro
indicado en la tabla 6.1.
Tipo-componente
Obtenido de la lı´nea “m=” de la carga SDP, campo <media>
Listado-formatos
Obtenido de la lı´nea “m=” de la carga SDP (campo <fmt)>, y en caso de transporte
RTP de los atributos “a=rtpmap”
Max-ancho-banda-UL
Obtenido mediante el siguiente procedimiento:
IF carga-sdp RECIBIDA-DE red-acceso THEN
IF b=AS:<bandwidth> ESTA DISPONIBLE
Max-ancho-banda-UL = <bandwidth>
ELSE
Max-ancho-banda-UL = Derivar-Ancho-banda (Tipo, Formatos)
ENDIF
ELSE
IF carga-sdp RECIBIDA DE red-acceso ESTA DISPONIBLE
CONSIDERAR carga-sdp RECIBIDA-DE red-acceso
ELSE
Max-ancho-banda-UL = NULL
ENDIF
ENDIF
Max-ancho-banda-DL
Obtenido mediante el siguiente procedimiento:
IF carga-sdp RECIBIDA-DE entorno-residencial THEN
IF b=AS:<bandwidth> ESTA DISPONIBLE THEN
Max-ancho-banda-DL = <bandwidth>
ELSE
Max-ancho-banda-DL = Derivar-ancho-banda(Tipo, Formatos)
ENDIF
ELSE
IF carga-sdp RECIBIDA DE entorno-residencial ESTA DISPONIBLE
CONSIDERAR carga-sdp RECIBIDA-DE enrorno-residencial
ELSE
Max-ancho-banda-DL = NULL
ENDIF
ENDIF
6.4. Configuracio´n automa´tica de la QoS 103
Max-ancho-banda-RS
Obtenido mediante el siguiente procedimiento1 :
IF carga-sdp CONTIENE b=RS<bandwidth> THEN
Max-ancho-banda-RS = <bandwidth>
ELSE
Max-ancho-banda-RS = NULL
ENDIF
Max-anchobanda-RR
Obtenido mediante el siguiente procedimiento1 :
IF carga-sdp CONTIENE b=RR<bandwidth> THEN
Max-ancho-banda-RR = <bandwidth>
ELSE
Max-ancho-banda-RR = NULL
ENDIF
Flujos-usuario
El procedimiento especificado a continuacio´n define que´ flujos de usuario deben ser
incluidos en la informacio´n de servicio asociada con un componente de informacio´n.
El procedimiento examina el atributo de direccionalidad incluido para el componen-
te de informacio´n en la carga SDP recibida (la que ha causado la ejecucio´n de los
procedimientos de obtencio´n de la informacio´n de servicio):
IF (Protocolo-transporte = RTP)
INCLUIR flujo de RTCP uplink
INCLUIR flujo de RTCP downlink
ENDIF
OBTENER atributo de direccionalidad
IF a=recvonly THEN
IF carga-sdp RECIBIDA-DE red-residencial THEN
INCLUIR flujo de usuario downlink
ELSE /* Carga SDP recibida de red de acceso */
INCLUIR flujo de usuario uplink
ENDIF
ELSE
IF a=sendonly
IF carga-sdp RECIBIDA-DE red-residencial THEN
INCLUIR flujo de usuario uplink
ELSE /* Carga SDP recibida de red residencial */
INCLUIR flujo de usuario downlink
ENDIF
ELSE
1La informacio´n de la respuesta SDP es aplicable, si esta´ disponible
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/* a=sendrecv, a=inactive o atributo no presente */
INCLUIR flujo de usuario uplink
INCLUIR flujo de usuario downlink
ENDIF
ENDIF
A su vez, la informacio´n de cada flujo de usuario (uplink o downlink) se deriva atendien-
do al siguiente procedimiento:
Sentido
Este para´metro incluye una indicacio´n sobre si el sentido del flujo de usuario es uplink
o downlink
IP-destino
Si el flujo es de sentido uplink, el elemento IP-destino se obtendra´ a partir de la u´ltima
carga SDP recibida en sentido downlink. Ana´logamente, si el flujo es de sentido down-
link, se obtendra´ de la u´ltima carga SDP recibida en sentido uplink. En ambos casos,
el valor de este para´metro se obtiene de la lı´nea “c=” de la carga SDP correspondiente
al componente de informacio´n (en concreto, del campo <connection-address>)2 .
Puerto-destino
De forma similar al caso anterior, si el flujo es de sentido uplink el elemento Puerto-
destino se obtendra´ de la u´ltima carga SDP recibida en sentido downlink. Ana´loga-
mente, si el flujo es de sentido downlink, se obtendra´ de la u´ltima carga SDP recibida
en sentido uplink. En concreto, si el flujo es RTCP, se obtendra´ del atributo “a=rtcp”
(definido en [Hui03]) contenido en la descripcio´n del componente de informacio´n al
que pertenece el flujo de usuario . Si dicho atributo no esta´ presente, o bien si el flujo
no es RTCP, se obtiene (o se deriva en el caso de RTCP) directamente de la lı´nea “m=”
correspondiente a dicho componente de informacio´n2 .
IP-origen / Puerto origen
Se especifican como “*”, indicando que pueden tomar cualquier valor.
Protocolo-transporte
Indica si el flujo descrito es RTP, RTCP u otro protocolo no especificado sobre UDP.
Finalmente, la funcio´n Derivar-ancho-banda permite derivar algoritmicamente el an-
cho de banda ma´ximo que le corresponde al tra´fico de datos asociado con un determinado
componente de informacio´n (en caso de utilizar RTP, este ca´lculo no incluye el ancho de
banda de RTCP). Para ello, la funcio´n toma como argumentos el tipo del componente (ej.
audio o vı´deo) y el listado de formatos posibles para e´ste (ej. el listado de codecs en el caso
de RTP). Con estos argumentos, la funcio´n deriva el ancho de banda resultante atendiendo a
los requisitos impuestos por el conjunto de formatos.
2Si la informacio´n de servicio se deriva de la oferta SDP, es posible que la carga SDP necesaria para de-
rivar este atributo no se encuentre disponible. En cualquier caso, la definicio´n del flujo de usuario se incluye,
indica´ndose como “*” los campos no disponibles (posiblemente todos)
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6.4.2. Obtencio´n del conjunto de operaciones de configuracio´n
A continuacio´n se indica el pseudo-co´digo que se ejecuta en el SIP SP para obtener, a
partir de la informacio´n de servicio, el conjunto de reglas de flujo que deben ser instaladas,
borradas y modificadas en la configuracio´n de la pasarela residencial:
DEFINE Listado-reglas-flujo
FOR EACH componente-informacio´n
Clase-QoS = derivar-clase-QoS (componente-informacio´n.Tipo,
componente-informacio´n.Formatos)
FOR EACH Flujo IN componente-informacion.Flujos-usuario
IF Flujo.Sentido = uplink THEN
IF Flujo.Protocolo-transporte = RTCP THEN
Ancho-banda = Obtener-ancho-banda-RTCP-UL
ELSE /* El flujo es RTP o UDP */
Ancho-banda = Obtener-ancho-banda-UL
ENDIF
ELSE /* El sentido es downlink */
IF Flujo.Protocolo-transporte = RTCP THEN
Ancho-banda = Obtener-ancho-banda-RTCP-DL
ELSE /* El flujo es RTP o UDP */
Ancho-banda = Obtener-ancho-banda-DL
ENDIF
ENDIF
Regla-flujo = Crear-regla-flujo (Flujo.Sentido
Flujo.IP-origen,
Flujo.Puerto-origen,
Flujo.IP-destino,
Flujo.Puerto-destino,
Flujo.Protocolo-transporte,
Ancho-banda,
Clase-QoS)
A˜NADIR Regla-Flujo A Listado-reglas-flujo
ENDFOR
ENDFOR
Computar-solicitud-QoS (Listado-reglas-flujo)
Las funcio´n Obtener-ancho-de-banda-UL permite derivar el ancho de banda necesario
para un flujo de usuario RTP o UDP en sentido uplink. Esta funcio´n se define a continuacio´n.
FUNCTION Obtener-ancho-banda-UL
IF (Max-ancho-banda-UL = NULL) THEN
RECUPERAR Componente-informacion-previo
IF (Componente-informacion-previo = NULL) THEN
Ancho-banda-UL = Derivar-ancho-banda (Tipo, Formatos)
ELSE
IF (Componente-informacion-previo.Formatos = Formatos) THEN
106 Capı´tulo 6. Extensiones a la solucio´n NGN de TISPAN
RETURN Componente-informacion-previo.Max-ancho-banda-UL
ELSE
Ancho-banda-UL = Derivar-ancho-banda (Tipo, Formatos)
ENDIF
ENDIF
ELSE /* Max-ancho-banda-UL no es nulo */
Ancho-banda-UL = Max-ancho-banda-UL
ENDIF
RETURN Ancho-banda-UL
ENDFUNCTION
Del mismo modo, la funcio´n Obtener-ancho-de-banda-DL permite derivar el ancho de
banda necesario para un flujo de usuario RTP o UDP en sentido downlink. Su definicio´n
es ide´ntica a la de la funcio´n Obtener-ancho-banda-UL, simplemente reemplazando los
te´rminos “UL” por “DL”.
La funcio´n Obtener-ancho-banda-RTCP-UL permite derivar el ancho de banda ne-
cesario para un flujo RTCP en sentido uplink. Dicha funcio´n se define a continuacio´n (la
funcio´n Obtener-Ancho-banda-RTCP-UL es igual, intercambiando los te´rminos “UL” por
“DL”):
FUNCTION Obtener-ancho-banda-RTCP-UL
IF (Max-ancho-banda-RS ESTA DISPONIBLE) AND
(Max-ancho-banda-RR ESTA DIPONIBLE) THEN
Ancho-banda-RTCP-UL = Max-ancho-banda-RS +
Max-ancho-banda-RR
ELSE
Ancho-banda-UL = Obtener-ancho-banda-UL
IF (Max-ancho-banda-RS ESTA DISPONIBLE THEN
Ancho-banda-RTCP-UL = MAX [0.05 * Ancho-banda-UL,
Max-ancho-banda-RS]
ELSE
IF (Max-ancho-banda-RR ESTA DISPONIBLE THEN
Ancho-banda-RTCP-UL = MAX [0.05 * Ancho-banda-UL,
Max-ancho-banda-RR]
ELSE
Ancho-banda-RTCP-UL = 0.05 * Ancho-banda-UL
ENDIF
ENDIF
ENDIF
RETURN Ancho-banda-RTCP-UL
ENDFUNCTION
La funcio´n Derivar-clase-QoS permite derivar algoritmicamente la clase de QoS que
le corresponde a los flujos de usuario de un determinado componente de informacio´n. Para
ello, la funcio´n toma como argumentos el tipo del componente (ej. audio o vı´deo) y el listado
de formatos posibles para e´ste (ej. el listado de codecs en el caso de RTP). Con estos argu-
mentos, la funcio´n deriva la clase de QoS resultante atendiendo a los requisitos impuestos
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por el conjunto de codecs. Ası´, por ejemplo, la clase de QoS asignada a un componente de
informacio´n de audio de baja calidad en general no coincidira´ con la clase de QoS asignada
a un componente de informacio´n de audio de alta calidad.
La funcio´n Crear-regla-flujo simplemente crea una regla de flujo en el formato aceptado
por el CCCP. Para ello, recibe la direccio´n IP origen, el puerto origen, la direccio´n IP destino,
el puerto destino, el protocolo, el ancho de banda requerido y la clase de QoS a la que
pertenece el flujo de usuario. Como resultado, devuelve una regla de flujo que puede ser
proporcionada directamente al CCCP para su instalacio´n.
Finalmente, la funcio´n Computar-solicitud-QoS genera la solicitud de reserva de re-
cursos de QoS que finalmente se envı´a al CCCP. En principio, el listado Listado-reglas-flujo
contiene el conjunto de reglas de flujo que deberı´an estar instaladas en la pasarela residencial
para soportar la sesio´n multimedia. Ası´, la solicitud generada por esta funcio´n simplemente
incluye, para la sesio´n multimedia, un listado con las reglas de flujo que deben ser instaladas,
borradas y/o modificadas en la pasarela residencial para que el conjunto final de reglas de
flujo instaladas sea el equivalente al indicado en Listado-reglas-flujo.
6.4.3. Activacio´n y desactivacio´n de reglas de flujo
Existen casos en los que es necesario que los flujos de usuario asociados con un compo-
nente de informacio´n sean configurados en la pasarela residencial en estado inactivo. Si un
flujo de usuario se encuentra en estado inactivo, el nivel de datos no permite el paso de las
tramas correspondientes al flujo (esto es, las tramas del flujo son descartadas en la pasarela
residencial). Esto es necesario, por ejemplo, cuando el atributo de direccionalidad del com-
ponente de informacio´n es “a=inactive”, ası´ como en un modelo de gestio´n de los recursos
reserve-commit si aun no se ha confirmado el establecimiento de la sesio´n.
Para soportar esta caracterı´stica, cada regla de de flujo proporcionada el CCCP incluye
un para´metro “ACTIVO”, indicando si el flujo de usuario correspondiente a la regla debe
estar en estado activo o inactivo. El pseudo-co´digo que determina el estado de este para´metro
para una regla de flujo asociada con un componente de informacio´n se indica a continuacio´n:
IF a=inactive THEN
ACTIVO = NO
ELSE
IF reserve-commit AND session-not-established
ACTIVO = NO
ELSE
ACTIVO = YES
ENDIF
ENDIF
Como caso especial del pseudo-co´digo anterior, las reglas de flujo cuya direccio´n
IP/puerto origen y direccio´n IP/puerto destino se especifican como “*” sera´n instaladas siem-
pre en modo inactivo (ACTIVO = NO), puesto que se trata de reglas parcialmente especifica-
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das que permitirı´an el paso de todo flujo de usuario para el protocolo de transporte asociado
con la regla.
6.5. Procedimientos de control de sesio´n
En esta seccio´n se examinan los distintos procesos que son ejecutados por el SIP SP para
su integracio´n en los procedimientos de control de sesio´n de la NGN de TISPAN. Estos pro-
cesos permiten realizar una gestio´n automa´tica de los recursos de QoS en el entorno residen-
cial del usuario final. Ası´, a continuacio´n se describen distintos escenarios de sen˜alizacio´n,
relacionados con el establecimiento y la liberacio´n de sesiones multimedia, indica´ndose para
cada caso la funcionalidad desempen˜ada por el SIP SP.
6.5.1. Establecimiento de sesio´n
La figura 6.3 muestra un ejemplo de establecimiento de sesio´n multimedia entre dos
terminales NGN. La figura incluye el intercambio de mensajes sen˜alizacio´n SIP entre el UE
que inicia la sesio´n desde el entorno residencial, y el Core IMS de la NGN de TISPAN. En
el ejemplo, se asume un procedimiento de gestio´n de recursos reserve-commit en la pasarela
residencial. Asimismo, se supone que el nivel de datos de la pasarela residencial implementa
una funcio´n de NAT y que el SIP SP ejecuta la funcionalidad de un ALG. Los procedimientos
asociados con la recuperacio´n de asociaciones de NAT y con el control de los recursos de
QoS se indican en negrita.
1. El terminal iniciador envı´a una solicitud INVITE de SIP, incluyendo una oferta SDP,
hacia el P-CSCF en el Core IMS. Esta solicitud INVITE llega al RGW, siendo redi-
rigida desde el nivel de de datos hacia el SIP SP. Tras recibir la solicitud, el SIP SP
realiza las siguientes funciones:
• A partir de la oferta SDP, deriva la informacio´n de servicio correspondiente a
la sesio´n multimedia. Con dicha informacio´n de servicio, el SIP SP obtiene el
conjunto de reglas de flujo que deben estar instaladas en la pasarela residencial
para soportar la sesio´n multimedia con las demandas de QoS requeridas. Ahora,
el SIP SP genera una solicitud de reserva de recursos de QoS, que incluye el
conjunto de operaciones que deben ser realizadas sobre la configuracio´n de la
pasarela residencial (en este caso, las operaciones consisten simplemente en ins-
talar las reglas de flujo derivadas). Finalmente, esta solicitud se envı´a al CCCP.
El mo´dulo CAC en el CCCP verifica si la QoS expresada por las reglas de flu-
jo puede ser proporcionada con los recursos disponibles. En caso afirmativo, el
CCCP realiza las operaciones incluidas en la solicitud (esto es, la instalacio´n de
las reglas de flujo) y responde al SIP SP, confirmando que las operaciones han
sido realizadas con e´xito.
• Almacena la oferta SDP y el conjunto de reglas de flujo derivado, para uso pos-
terior.
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Figura 6.3: Procedimientos de establecimiento de sesio´n en el RGW
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• Genera una solicitud de asociaciones de NAT, incluyendo en ella todos los pa-
res de direccio´n IP y puerto internos que sea necesario cambiar en la solicitud
SIP por informacio´n de direccionamiento pu´blica (esto es, pares de direccio´n
IP y puerto globalmente alcanzables). Esta solicitud es enviada al CCCP. ´Este,
a su vez, procesa la solicitud, recuperando las asociaciones de NAT solicitadas
(crea´ndolas en caso de que no existieran previamente). Estas asociaciones se in-
cluyen en una respuesta a la solicitud, la cual es enviada de vuelta hacia el SIP
SP.
• Tras recibir la respuesta, el SIP SP realiza la funcionalidad de un ALG, cam-
biando la informacio´n de direccionamiento interna de la solicitud INVITE por
sus asociaciones de NAT correspondientes.
• Tras finalizar con los procedimientos de NAT traversal, el SIP SP almacena las
asociaciones recibidas del CCCP para uso posterior.
Finalmente, el SIP SP reinyecta de nuevo la solicitud INVITE en el nivel de datos
del RGW, exactamente en el mismo punto desde el que la recibio´. De este modo, la
solicitud llegara´ al P-CSCF en el Core IMS del usuario iniciador. Finalmente, solicitud
sera´ procesada en el Core IMS y reenviada hacia el dominio IMS del usuario destino.
2. El UE destino responde con una respuesta SIP Session in Progress, la cual contiene
una respuesta SDP. Dicha respuesta indica el conjunto de componentes de informacio´n
aceptados por el UE. Para cada componente de informacio´n aceptado, supondremos
que el UE destino ha aceptado un u´nico formato (ej. codec en el caso de RTP). Tras
su procesamiento en el Core IMS del usuario iniciador, la respuesta llega finalmente
a la pasarela residencial, donde es redirigida hacia el SIP SP. ´Este realiza entonces las
siguientes funciones:
• A partir de la respuesta SDP y de su oferta correspondiente, deriva la informa-
cio´n de servicio correspondiente a la sesio´n multimedia. A partir de e´sta, genera
el conjunto de reglas de flujo que deben encontrarse instaladas en la pasarela resi-
dencial para garantizar las demandas de QoS requeridas para los componentes de
informacio´n aceptados. Finalmente, conocido el conjunto de reglas previamen-
te instaladas y el conjunto de reglas recientemente derivadas, el SIP SP genera
una solicitud de reserva de recursos de QoS con el conjunto de operaciones que
deben ser realizadas sobre la configuracio´n de la pasarela residencial (esto es,
instalacio´n, borrado y modificacio´n de reglas de flujo), para que la configuracio´n
referente a la sesio´n se corresponda u´nicamente con el conjunto de las reglas de
flujo derivadas. Finalmente, la solicitud se envı´a al CCCP.
• Tı´picamente, una solicitud de reserva de recursos de QoS asociada con una res-
puesta SDP no requerira´ la ejecucio´n de procedimientos de control de admisio´n,
ya que tras el procesamiento de la oferta SDP correspondiente a la respuesta
ya se ha realizado una reserva de recursos adecuada para garantizar el correcto
desempen˜o de la sesio´n. En ese caso, la respuesta SDP proporciona la informa-
cio´n de direccionamiento asociada con el remitente de la respuesta, y permite
al mismo tiempo conocer la demanda final de QoS requerida. Es posible que
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los requisitos de QoS asociados con la sesio´n sean inferiores a los inicialmente
considerados (por ejemplo, porque se han descartado componentes de informa-
cio´n ofertados). En tal caso, el mo´dulo CAC en el CCCP simplemente actualiza
la informacio´n de estado asociada con la sesio´n, liberando los recursos de QoS
previamente reservados que finalmente no son necesarios.
En cualquier caso, es posible que el UE indique, en la respuesta SDP, mayor de-
manda de QoS de la inicialmente considerada. En tal caso, tras recibir la solicitud
de reserva recursos de QoS, el mo´dulo CAC en el CCCP ejecuta los procedimien-
tos de control de admisio´n que permiten verificar si las operaciones contenidas
en la solicitud pueden ser realizadas con los recursos disponibles.
Finalmente, si es posible, el CCCP realiza todas las operaciones de configuracio´n
contenidas en la solicitud sobre la pasarela residencial, confirmando al SIP SP
que las operaciones han sido realizadas correctamente.
• Si es necesario, modifica el contenido de la respuesta Session in Progress, cam-
biando los pares de direccio´n IP y puerto pu´blicos por sus asociaciones internas
correpondientes. Para ello, el SIP SP consulta la informacio´n de estado que man-
tiene sobre dichas asociaciones, no siendo normalmente necesario consultar de
nuevo al CCCP a tal efecto.
Ahora, el SIP SP reinyecta la respuesta Session in Progress en el nivel de datos de la
pasarela residencial, en el mismo punto del que se recibio´. Finalmente, la respuesta
SIP es enviada al UE iniciador en el entorno residencial.
3-5. El establecimiento de sesio´n continu´a, a partir de este momento, de acuerdo con las
especificaciones de TISPAN ( [TIS06d]). Ası´, suponiendo que la respuesta SDP en el
Session in Progress indica u´nicamente un formato (ej. un u´nico codec en el caso de
RTP) para cada componente de informacio´n, la solicitud PRACK no contiene carga
SDP. Esta solicitud es a su vez confirmada por el UE destino mediante una respuesta
OK. Tras el envı´o de la respuesta OK por parte del UE destino, e´ste comienza el
proceso de alerta del su usuario correspondiente (ej. el tele´fono comienza a sonar) y
genera una respuesta RINGING de SIP para la solicitud INVITE, que es enviada hacia
el UE iniciador. Para todas las solicitudes se siguen ejecutando los procedimientos
de NAT traversal, cambia´ndose los pares de direccio´n IP y puerto internos por sus
pares pu´blicos correspondientes (y al reve´s para las respuestas correspondientes a las
solicitudes).
6. Finalmente, el usuario destino acepta la llamada, y una respuesta OK a la solicitud
INVITE es enviada hacia el UE iniciador. Dicha respuesta es recibida en la pasare-
la residencial, siendo redirigida hacia el SIP SP. Tras recibir la respuesta OK, el SIP
SP inicia el proceso de compromiso de la reserva de recursos de QoS. Ello supone,
simplemente, activar el conjunto de reglas de flujo que actualmente se encuentran
instaladas en la pasarela residencial para la sesio´n. Ası´, el SIP SP genera una nueva
solicitud de reserva de recursos de QoS, en la que requiere la modificacio´n de las re-
glas contenidas en el u´ltimo conjunto derivado a partir de la informacio´n de servicio
para, de este modo, establecer el para´metro de estado para cada regla de flujo a ac-
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tivo (“ACTIVO = YES”). A partir de este momento, el nivel de datos en la pasarela
residencial permite el paso del tra´fico de datos correspondiente a las reglas de flujo.
Tras activar las reglas de flujo asociadas con la sesio´n, el SIP SP reinyecta la respuesta
OK en el nivel de datos de la pasarela residencial. De este modo, la respuesta es
redirigida hacia el UE iniciador.
7. Finalmente, la respuesta OK es confirmada por el UE iniciador con una solicitud ACK,
que es enviada hacia el UE destino.
De este modo, en un esquema de gestio´n de recursos reserve-commit, se desactiva el
tra´fico de usuario previamente al establecimiento de la sesio´n (esto es, hasta que se recibe la
respuesta OK a la solicitud INVITE). Sin embargo, si la polı´tica del operador permite este
tra´fico “temprano” en la red, es posible usar un modelo single-stage. En este caso, las reglas
de flujo instaladas en cualquier solicitud de reserva de recursos de QoS enviada al CCCP
incluyen el para´metro de estado a activo (ACTIVO = YES).
6.5.2. Cancelacio´n del establecimiento de sesio´n
Por otro lado, es posible que la sesio´n no pueda ser establecida, debido a la carencia
de recursos de QoS en la pasarela residencial para satisfacer las demandas impuestas por
la sesio´n. En tal caso, la solicitud de reserva de recursos de QoS enviada por el SIP SP al
CCCP sera´ respondida con error, y las operaciones de configuracio´n incluidas en la solicitud
no sera´n realizadas. En tal caso:
Si existı´a una reserva de recursos de QoS previa, resultado del procesamiento ante-
rior de cargas SDP, el SIP SP debe liberar los recursos reservados para la sesio´n. Para
ello, el SIP SP genera una solicitud de liberacio´n de recursos de QoS, en la que in-
cluye las operaciones de configuracio´n necesarias, que en este caso son simplemente
operaciones de borrado del conjunto de reglas de flujo que actualmente se encuentran
instaladas para la sesio´n en la pasarela residencial.
Si no se ha enviado al UE iniciador una respuesta OK confirmando el establecimiento
de la sesio´n, el SIP SP genera una respuesta 500 de SIP (Server Internal Error) para
la solicitud INVITE. Dicha respuesta es enviada hacia el UE iniciador.
Si se ha recibido alguna respuesta de SIP a la solicitud INVITE en la pasarela residen-
cial, sera´ necesario terminar la sesio´n en el lado destino. Para ello:
• Si la sesio´n no ha sido todavı´a establecida en el lado destino, el SIP SP genera y
envı´a una solicitud CANCEL de SIP hacia el UE destino.
• Si la sesio´n ya ha sido establecida en el lado destino (esto es, se ha recibido la
respuesta OK a la solicitud INVITE en la pasarela residencial), el SIP SP genera
y envı´a una solicitud BYE hacia el UE destino.
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La figura 6.4 muestra un ejemplo en el que la sesio´n no puede ser establecida, debido a
que la QoS demandada tras la recepcio´n de la primera respuesta SDP no puede ser satisfecha
con los recursos disponibles. En tal caso, tal y como se ha comentado, el SIP SP responde
la solicitud INVITE de SIP con una respuesta 500 (Server Internal Error), que es enviada
hacia el UE iniciador. Tras recibir esta respuesta, el UE iniciador elimina la informacio´n
local que mantiene sobre el dia´logo SIP y sobre la sesio´n multimedia, y envı´a una solicitud
ACK de SIP que es recibida por el SIP SP.
Igualmente, dado que la sesio´n todavı´a no ha sido establecida, el SIP SP genera y envı´a
una solicitud CANCEL de SIP hacia el UE destino, cuyo propo´sito es el de cancelar el
procesamiento de la solicitud INVITE. La solicitud CANCEL es una solicitud que se procesa
salto a salto, siendo respondida en cada proxy SIP con estado que atraviesa con una respuesta
OK de SIP. Finalmente, cuando el UE destino recibe la solicitud CANCEL, e´ste responde la
solicitud INVITE con una respuesta 487 (Request Terminated).
En el ejemplo, existe una reserva de recursos de QoS en la pasarela para la sesio´n, como
resultado del procesamiento de la solicitud INVITE. Esta reserva debe ser liberada por el
SIP SP, como parte de la cancelacio´n del establecimiento de la sesio´n. Este procedimiento
de liberacio´n de recursos, por simplicidad, no se ha indicado en la figura 6.4.
6.5.3. Liberacio´n de sesio´n
La figura 6.5 muestra dos escenarios de sen˜alizacio´n, correspondientes a la liberacio´n
de la sesio´n establecida en la seccio´n anterior. La primera parte de la figura (etiquetada
como “Caso 1”), muestra el caso de uso correspondiente a la liberacio´n de la sesio´n por
parte del usuario final, mientras que el segundo caso de uso (etiquetado como “Caso 2”)
se corresponde con el escenario de liberacio´n de sesio´n iniciado por la red (esto es, por el
Core IMS del UE iniciador o destino). En ambos casos, la pasarela residencial recibira´ una
solicitud BYE de SIP, que sera´ redirigida al SIP SP para su tratamiento.
El SIP SP genera una solicitud de liberacio´n de recursos de QoS, en la que incluye el
conjunto de operaciones de configuracio´n que deben ser realizadas en la pasarela residen-
cial para liberar los recursos actualmente reservados para la sesio´n. Dicha solicitud contiene,
simplemente, el u´ltimo conjunto de reglas de flujo derivado para su eliminacio´n. Finalmente,
la solicitud es enviada al CCCP para su tramitacio´n. Tras recibir la confirmacio´n del CCCP
de que la solicitud ha sido cursada con e´xito, el SIP SP genera una solicitud de borrado de
asociaciones de NAT, en la que requiere la eliminacio´n de las reglas de NAT asociadas con
los componentes de informacio´n que conforman la sesio´n (las asociaciones de NAT corres-
pondientes a la sen˜alizacio´n SIP en sı´ misma, no se eliminan, pudiendo ser reutilizadas en
futuras sesiones). Finalmente, la solicitud es enviada al CCCP, el cual realiza las operaciones
de borrado y responde de vuelta al SIP SP. A continuacio´n, el SIP SP reinyecta la solicitud
BYE de SIP en el nivel de datos de la pasarela residencial (realizando previamente las fun-
ciones de NAT traversal necesarias sobre e´sta) en el mismo punto del que se recibio´.
Eventualmente, la respuesta OK a la solicitud BYE sera´ recibida en la pasarela residen-
cial y redirigida al SIP SP. Tras recibir esta respuesta, el SIP SP borra la informacio´n que
mantiene asociada con el dia´logo SIP y con la sesio´n multimedia, y reinyecta de nuevo la
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Figura 6.4: Cancelacio´n del establecimiento de la sesio´n
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Figura 6.5: Liberacio´n de la sesio´n
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respuesta en el nivel de datos de la pasarela residencial en el mismo punto desde el que la
recibio´.
6.6. Procedimientos de NAT traversal
En esta seccio´n se describen los procedimientos de NAT traversal que han sido imple-
mentados para el protocolo SIP en la pasarela residencial. En concreto, se han considerado
dos soluciones, las cuales se describen brevemente a continuacio´n.
6.6.1. Pasarela a nivel de aplicacio´n
La primera solucio´n que se ha considerado para afrontar la problema´tica de SIP y NAT
traversal consiste en implementar una pasarela a nivel de aplicacio´n (Application Level Ga-
teway, ALG) especı´fica del protocolo SIP. A tal efecto, se ha extendido la funcionalidad
ba´sica del SIP SP (esto es, control de sesio´n y configuracio´n automa´tica de la QoS) para
proveer la funciones asociadas con un ALG de SIP. Dichas funciones consisten en modificar
los mensajes SIP recibidos en el SIP SP, cambiando el direccionamiento interno de la red del
cliente contenido en el mensaje por direccionamiento pu´blico globalmente alcanzable (y vi-
ceversa, segu´n proceda). En concreto, ejecutar la funcionalidad de un ALG implica realizar
los siguientes cambios:
Para los mensajes SIP transmitidos desde la red residencial hacia la red de acceso:
• Cabecera Contact. Si el mensaje de SIP es una solicitud REGISTER, esta ca-
becera incluye la direccio´n de contacto que el UE remitente desea registrar. En
tal caso, esa es la direccio´n en la que el UE desea recibir futuras solicitudes
INVITE (esto es, anuncio de sesiones entrantes). Por otro lado, si la cabece-
ra Contact esta´ contenida en un mensaje SIP enviado dentro de un dia´logo (ej.
INVITE, Session in Progress), esta incluye la informacio´n de direccionamiento
que sera´ utilizada por el destinatario del mensaje para el envı´o de futuras solici-
tudes en el dia´logo. En ambos casos, el SIP SP debe cambiar la informacio´n de
direccionamiento interna contenida en la cabecera Contact por informacio´n de
direccionamiento pu´blica globalmente alcanzable.
• Cabecera Via de las solicitudes SIP. En principio, si dicha cabecera incluye un
para´metro “rport”, el SIP SP no modificara´ la cabecera. En caso contrario, el SIP
SP debe cambiar el direccionamiento interno contenido en el campo “sent-by”
de dicha cabecera por direccionamiento pu´blico.
• La carga SDP (oferta o respuesta). Para cada lı´nea “m=” de la carga SDP, el
SIP SP debe cambiar la direccio´n IP y el puerto de transporte indicados para
el componente de informacio´n por su par pu´blico correspondiente. Adema´s, si
el protocolo de transporte asociado con el componente es RTP, tambie´n debe
cambiar la informacio´n de direccionamiento correspondiente al tra´fico RTCP.
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Para los mensajes SIP transmitidos desde la red de acceso hacia la red residencial:
• Campo Request-URI de las solicitudes SIP. Este campo indica la direccio´n del
UE destinatario de la solicitud (de hecho es la direccio´n a la que la solicitud
es finalmente enviada). El SIP SP debera´ cambiar el direccionamiento pu´blico
contenido en este campo por el direccionamiento interno que le corresponde.
• La cabecera Via de las respuestas SIP. Al igual que en el sentido contrario, si
la cebecera Via contiene un para´metro “rport”, el SIP SP no modificara´ dicha
cabecera. En caso contrario, debe cambiar el direccionamiento pu´blico contenido
en el campo “sent-by” por direccionamiento interno.
Para realizar los cambios indicados, el SIP SP recoge todas las asociaciones de NAT
que desea obtener, y las incluye en una solicitud de asociaciones de NAT que es finalmente
enviada al CCCP. EL CCCP, tras recibir la solicitud, recupera las asociaciones solicitadas
(crea´ndolas si estas no existı´an previamente) y envı´a dichas asociaciones al SIP SP en una
respuesta. Finalmente, el SIP SP utiliza dichas asociaciones para realizar los cambios.
6.6.2. STUN
La segunda solucio´n que se ha considerado para resolver la problema´tica de SIP y NAT
traversal consiste en implantar una solucio´n basada en STUN (Simple Traversal of User Da-
tagram Protocol Through Network Address Translators). En esta solucio´n, el UE, localizado
en el entorno residencial, dispone de un cliente STUN, de modo que el UE se responsabiliza
de obtener las asociaciones de NAT necesarias para construir apropiadamente los mensajes
SIP que transmite. Esta solucio´n presenta la ventaja de que no es especı´fica del protocolo
SIP.
Sin embargo, el problema radica en que STUN no puede ser utilizado si el tipo de NAT
es sime´trico, siendo este justamente el caso para la funcionalidad de NAT disponible en la
implementacio´n de la pasarela residencial de MUSE. Para solventar este problema, se ha
implementado la solucio´n basada en STUN indicada en la figura 6.6.
Segu´n se observa en la figura, la solucio´n presentada consiste en la implementacio´n de
un nuevo proceso de sen˜alizacio´n, el STUN SP (STUN Signalling Process). Este proceso
recibira´ todos los mensajes STUN que lleguen a la pasarela desde el entorno residencial (el
nivel de datos de la pasarela sera´ configurado a tal efecto). Tras recibir una solicitud STUN
del tipo “Binding Request”, el STUN SP realizara´ las siguientes funciones:
Obtiene la direccio´n IP y puerto origen de la solicitud STUN. Esta informacio´n se
incluye en una solicitud de asociaciones de NAT que es enviada al CCCP. El CCCP,
tras recibir la solicitud, obtiene la asociacio´n de NAT (crea´ndola si e´sta no existı´a
previamente) y devuelve dicha asociacio´n en una respuesta al STUN SP.
Una vez obtenida la respuesta, el STUN SP genera una respuesta STUN de tipo “Bin-
ding Response” en la que incluye la asociacio´n de NAT recuperada del CCCP. Dicha
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Figura 6.6: Arquitectura de la solucio´n basada en STUN
respuesta se incluye en una trama, cuya direccio´n IP y puerto destino son los indicados
como direccio´n IP y puerto origen de la solicitud STUN “Binding Request”.
Finalmente, la trama es encaminada hacia el entorno residencial, siendo reinyectada
en el nivel de datos en el punto indicado en la figura.
6.6.3. Consideraciones de uso
En la solucio´n NGN de TISPAN, el P-CSCF ejecuta procedimientos de NAT traversal en
caso de que una funcionalidad de NAT sea realizada en el nivel de transporte. En cualquier
caso, la introduccio´n de una pasarela residencial permite ejecutar estos procedimientos en el
lı´mite formado por el entorno residencial y la red de acceso a la NGN, proporcionando de
esta manera una solucio´n ma´s descentralizada que reduce la carga de procesamiento en el
P-CSCF y en el subsistema RACS.
El uso de la solucio´n basada en ALG o en STUN en la pasarela residencial dependera´ de
la configuracio´n del UE. En caso de que e´ste utilice un cliente STUN (en este caso, los
mensajes SIP generados por el UE contienen direccionamiento globalmente alcanzable),
la pasarela residencial no realizara´ ninguna modificacio´n adicional sobre los mensajes SIP
asociados con la sesio´n. En caso contrario, si el UE no utiliza un cliente STUN, los mensajes
SIP generados por e´ste contendra´n direccionamiento interno del entorno residencial, con lo
que sera´ necesario utilizar la funcionalidad ALG segu´n se ha especificado en este apartado.
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6.7. Conclusiones
En este capı´tulo, se ha propuesto un conjunto de extensiones a la solucio´n de QoS pre-
sentada en la primera versio´n de especificaciones de la NGN de TISPAN. Estas extensiones
permiten gestionar automa´ticamente los recursos de QoS en el entorno residencial del usua-
rio, garantizando adema´s una reserva adecuada de los recursos de transporte en el sentido
uplink de la red de acceso.
Estas extensiones se basan en la introduccio´n de una pasarela residencial en la red del
usuario final. Esta pasarela participa en los procesos de control de sesio´n, de modo que:
Durante el establecimiento de la sesio´n multimedia, la pasarela procesa las cargas
SDP intercambiadas para, de este modo, derivar las demandas de QoS asociadas con
la sesio´n. A partir de estas demandas, la pasarela ejecuta los procesos de control de
admisio´n, verificando si e´stas pueden ser satisfechas con los recursos disponibles en
el entorno residencial. En caso afirmativo, la pasarela configura su nivel de datos para
soportar la sesio´n multimedia. En caso negativo, la pasarela termina el establecimiento
de las sesio´n multimedia.
Durante el proceso de liberacio´n de la sesio´n, la pasarela residencial libera los recursos
de QoS asociados con la sesio´n.
De este modo, la pasarela residencial provee una gestio´n apropiada de los recursos de
QoS en el entorno residencial. Dicha gestio´n es igualmente apropiada para cualquier esce-
nario de establecimiento de sesio´n SIP, siendo por tanto la propuesta presentada aplicable
a cualquier Red de Pro´xima Generacio´n con plano de control IMS. Finalmente, la pasare-
la proporciona funcionalidades de NAT traversal para el protocolo SIP basadas en ALG y
STUN.
Capı´tulo 7
Escenarios de pruebas
7.1. Introduccio´n
En este capı´tulo se describen los procedimientos basados en prototipos reales que se han
utilizado para validar experimentalmente las propuestas presentadas en los capı´tulos 5 y 6.
Dichos procedimientos han consistido en la implementacio´n de un prototipo de Servidor de
Aplicacio´n Multiusuario (Multiparty Application Server, MAS) y de la arquitectura presen-
tada en las figuras 6.2 y 6.6. Cada implementacio´n se ha evaluado sobre un escenario de
pruebas especı´fico, estando ambos descritos en este capı´tulo.
El capı´tulo se organiza del siguiente modo. En el apartado 7.2 se describe el prototipo
de MAS que se ha implementado, ası´ como el escenario de validacio´n sobre el que se ha
evaluado su funcionamiento. El apartado 7.3 cubre la implementacio´n de los elementos de
la arquitectura de QoS de la pasarela residencial de MUSE, ası´ como la implementacio´n del
soporte STUN en la misma. Del mismo modo, en este apartado se describe el escenario de
validacio´n en el que se ha evaluado el funcionamiento de la pasarela residencial con las ex-
tensiones propuestas. Finalmente, en el apartado 7.4 se incluyen las principales conclusiones
obtenidas a lo largo de este capı´tulo.
7.2. Validacio´n experimental del servidor de aplicacio´n multi-
usuario
En este apartado se describen los distintos procesos que se han utilizado para la vali-
dacio´n experimental de los procedimientos de control de sesio´n multiusuario descritos en
el capı´tulo 5. A tal efecto, se ha desarrollado un prototipo de MAS que cumple con las
siguientes especificaciones indicadas en dicho capı´tulo:
Soporte de los procedimientos de establecimiento de sesiones multimedia multiusua-
rio en entornos de red con plano de control IMS.
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Figura 7.1: Aplicacio´n de vı´deo streaming
Soporte del modelo de negociacio´n de la descripcio´n de la sesio´n multimedia multi-
usuario (descrito en el apartado 5.2.3).
Soporte del mecanismo de notificacio´n del estado de la sesio´n (descrito en apartado
5.2.7)
La implementacio´n del protipo de MAS se ha realizado en Java (versio´n 1.6.0), y se ha
utilizado la API JAIN-SIP (versio´n 1.2) [RO08]. Esta API provee soporte para el desarrollo
de aplicaciones basadas en el protocolo SIP, segu´n se define en [Cer02]. Asimismo, contiene
una librerı´a SDP (JAIN-SDP) que soporta la gestio´n de cargas SDP
Finalmente, para evaluar el funcionamiento del prototipo de MAS implementado, se ha
desarrollado una aplicacio´n sencilla de vı´deo streaming. Dicha aplicacio´n se describe en la
figura 7.1.
Como se observa en la figura, la aplicacio´n consta de un UE, que soporta las distin-
tas extensiones descritas en el capı´tulo 5 y que desea transmitir un vı´deo a otros dos UEs,
que tambie´n soportan dichas extensiones y que lo reproducira´n localmente a medida que
lo reciban. Para ello, el UE transmisor inicia el establecimiento de una sesio´n multimedia
multiusuario indicando, en la Request-URI de la solicitud INVITE, la URI SIP del grupo
conformado por los tres usuarios. Dicha solicitud llega al MAS, que se encarga de gestionar
el establecimiento de la sesio´n multimedia entre los tres UEs participantes. En principio, esta
sesio´n multimedia esta´ constituida por un u´nico componente de informacio´n de vı´deo, que se
transmitira´ directamente sobre UDP en el plano de usuario. El MAS asignara´ a dicho com-
ponente una direccio´n multicast IP. Asimismo, se asume que los UEs deben ejecutar algu´n
proceso de reserva de recursos de QoS como paso previo al establecimiento de la sesio´n.
Dicho proceso se simula, en cada UE, mediante un tiempo de espera aleatorio.
Tras el establecimiento de la sesio´n, el UE iniciador comienza la transmisio´n UDP del
vı´deo a la direccio´n multicast IP asignada por el MAS al componente de informacio´n. El
vı´deo es transmitido por el UE iniciador y reproducido localmente en los UEs destino me-
diante la herramienta VLC [ VL08], que se ejecuta automa´ticamente con los para´metros que
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Figura 7.2: Tra´fico de sen˜alizacio´n SIP intercambiado entre el UE iniciador y el MAS
se obtienen como resultado de la negociacio´n de la descripcio´n de la sesio´n.
En la figura 7.2 se muestra una captura del tra´fico de sen˜alizacio´n SIP intercambiado
entre el UE iniciador y el MAS. Dicha captura se ha realizado utilizando la herramienta Et-
hereal [Enpa08] en el equipo del UE iniciador. Segu´n se observa en la figura, el intercambio
de mensajes de sen˜alizacio´n coincide con el de la la figura 5.1. Ası´, la solicitud INVITE es
enviada desde el UE iniciador hacia el MAS, conteniendo en el campo Request-URI la URI
SIP del grupo formado por los tres usuarios (“sip:group@163.117.139.54” en la figura). Los
mensajes INVITE, Session in Progress, PRACK y OK transportan cargan SDP, puesto que
es en dichos mensajes en los que se realiza la negociacio´n de la descripcio´n de la sesio´n. Los
mensajes UPDATE y OK tambie´n transportan carga SDP, indicando el estado actual de las
precondiciones de QoS. No existe respuesta RINGING a la solicitud INVITE, puesto que se
trata de una aplicacio´n de transferencia de datos en la que no se requiere que ningu´n usuario
destino confirme el establecimiento de la sesio´n. Cuando uno de los UEs destino acepta el
establecimiento de la sesio´n, envı´a una respuesta OK hacia el MAS, el cual a su vez genera
una nueva respuesta OK para la solicitud INVITE recibida desde el UE iniciador. Por otro
lado, el MAS genera una solicitud NOTIFY, incluyendo el estado de la sesio´n multimedia
multiusuario, que es en enviada hacia el UE iniciador y hacia el UE que ha aceptado el
establecimiento de la sesio´n (so´lo la primera se observa en la figura). Finalmente, cuando
el MAS recibe la respuesta OK desde el otro UE destino, e´ste genera una nueva solicitud
NOTIFY, indicando el estado de la sesio´n, la cual es enviada a los tres UEs participantes.
Dicha solicitud es el segundo mensaje NOTIFY mostrado en la figura.
En la figura 7.3 se muestra una captura del tra´fico de sen˜alizacio´n SIP intercambiado en-
tre el MAS y el UE que ha aceptado el establecimiento de la sesio´n multimedia multiusuario
en u´ltimo lugar. Dicha captura ha sido realizada en el equipo en el que se ejecuta el UE. En
este caso, se observa como el UE recibe una u´nica solicitud NOTIFY, la cual es generada
cuando e´ste acepta el establecimiento de la sesio´n (esto es, tras enviar la respuesta OK a la
solicitud INVITE).
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Figura 7.3: Tra´fico de sen˜alizacio´n SIP intercambiado entre el MAS y un UE destino
7.3. Validacio´n de la arquitectura de QoS de la pasarela residen-
cial
En este apartado se describen los distintos procesos que se han utilizado para validar
la arquitectura de QoS presentada en 6.3, ası´ como la solucio´n de NAT traversal basada en
STUN presentada en 6.6. Para ello, ambas extensiones han sido implementadas sobre la pla-
taforma ba´sica proporcionada por la pasarela residencial desarrollada en el proyecto MUSE.
El prototipo finalmente implementado cumple con las especificaciones proporcionadas en el
capı´tulo 6:
Integracio´n en los procedimientos de control de sesio´n de la NGN de TISPAN (basa-
dos en SIP).
Soporte de configuracio´n automa´tica de la QoS en el entorno residencial del usuario
final.
Soporte de mecanismos de NAT traversal (ALG y STUN).
La implementacio´n de ambas extensiones se ha realizado utilizando Java (versio´n 1.5.0).
Asimismo, en la implementacio´n del SIP SP (Signalling Process) se ha utilizado la API
JAIN-SIP (versio´n 1.2).
Este prototipo ha sido validado en el a´mbito del proyecto MUSE. A tal efecto, la direc-
cio´n del proyecto creo´ un paquete de trabajo especı´fico a cargo de los procesos de validacio´n.
Adicionalmente, su funcionamiento ha sido validado en [RPVJGa07] y [RPW+07]. Final-
mente, para evaluar el prototipo de pasarela residencial desarrollado, en el contexto de esta
Tesis Doctoral, se ha implementado el escenario de red mostrado en la figura 7.4.
Segu´n se observa en la figura, el escenario de red consiste en dos entornos residenciales,
interconectados mediante un equipo que simula una red de acceso Ethernet. En cada entorno
residencial se ha instalado un videotele´fono SIP software y un cliente de vı´deo SIP, ambos
ejecuta´ndose en un ordenador tipo PC:
El videotele´fono SIP soporta el establecimiento de videollamadas, en las que se uti-
lizan dos componentes de informacio´n (esto es, uno de vı´deo y otro de audio). En
este escenario, se ha utilizado la herramienta de videotelefonı´a Kapanga [Kap08]. No
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Figura 7.4: Escenario de red para validar la pasarela residencial
obstante, si bien esta aplicacio´n esta´ basada en SIP e implementa un cliente STUN, no
soporta los procedimientos de control de sesio´n indicados en [TIS06d]. En cualquier
caso, es una aplicacio´n apropiada para validar el funcionamiento del SIP SP, puesto
que los procedimientos de control de sesio´n implementados por e´ste son apropiados
para cualquier escenario de establecimiento de sesio´n SIP, y la QoS demandada sigue
derivando automa´ticamente a partir de las cargas SDP intercambiadas.
El cliente de vı´deo SIP permite solicitar la recepcio´n de un vı´deo determinado, siendo
este localmente reproducido en el PC mediante la herramienta VLC. Dicho cliente
soporta los procedimientos de control de sesio´n especificados en [TIS06d].
Por otro lado, a la red de acceso se conecta un equipo tipo PC que soporta las siguientes
aplicaciones/servicios:
Un Proxy/Registrar SIP (SIP Express Router [SER08]). Esta aplicacio´n soportara´ el
registro de los videotele´fonos, actuando adema´s como proxy SIP en los procedimien-
tos de establecimiento y de liberacio´n de llamadas.
Un Servidor de vı´deo SIP. Este servidor atiende las peticiones recibidas desde los
entornos residenciales que han sido realizadas por los clientes de vı´deo SIP, estando
a cargo de servir los vı´deos requeridos. Este servidor soporta los procedimientos de
control de sesio´n especificados en [TIS06d].
En el escenario considerado, se han realizado las siguientes pruebas:
Validacio´n de los procedimientos de control de sesio´n en el SIP SP. Mediante la he-
rramienta de captura de trafico Ethereal se ha verificado que el SIP SP participa en los
procedimientos de control de sesio´n, de acuerdo con las especificaciones contenidas
en el capı´tulo 6. En concreto, se ha verificado como el SIP SP cancela el estableci-
miento de la sesio´n multimedia cuando no existen suficientes recursos en el entorno
residencial para satisfacer las demandas de QoS asociadas con la sesio´n.
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Gestio´n de los recursos de QoS en el entorno residencial. La implementacio´n de la
pasarela residencial proporcionada provee una herramienta de gestio´n Web que per-
mite visualizar en cualquier momento el estado de los recursos de QoS en el entorno
residencial (ej. ancho de banda disponible en las interfaces, flujos asignados a las
colas de procesamiento, etc.). De este modo, ha sido posible verificar que la gestio´n
de los recursos de QoS se realiza de manera apropiada en los distintos escenarios
de sen˜alizacio´n relacionados con el control de la sesio´n (establecimiento, rechazo de
establecimiento y liberacio´n).
Validacio´n de las funcionalidades de NAT traversal. Utilizando los videotele´fonos de
los entornos residenciales, es posible establecer videollamadas realizando las funcio-
nalidades de NAT traversal mediante un cliente STUN o mediante la funcionalidad
ALG de la pasarela residencial. En cualquier caso, se verifica que las llamadas se
establecen apropiadamente, y que los componentes de informacio´n se intercambian
entre ambos videotele´fonos pasando a trave´s de las funcionalidades de NAT de am-
bas pasarelas residenciales. Asimismo, la herramienta de captura de tra´fico Ethereal
permite verificar las asociaciones de NAT que se han incluido en los mensajes SIP
intercambiados. Adema´s, la herramienta de gestio´n Web de la pasarela residencial
permite verificar que dichas asociaciones han sido apropiadamente configuradas en el
nivel de datos de cada pasarela.
7.4. Conclusiones
En este capı´tulo se han detallado los mecanismos empleados para la validacio´n experi-
mental de las propuestas presentadas en 5 y 6. A tal efecto, se ha implementado un prototipo
de MAS, cuyo funcionamiento se ha validado mediante su integracio´n en un escenario con-
creto de aplicacio´n, consistente en una aplicacio´n de vı´deo streaming. Por otro lado, se han
implementado las extensiones propuestas a la arquitectura de pasarela residencial de MU-
SE para, de este modo, soportar la gestio´n automa´tica de los recursos de QoS en el entorno
residencial de la Red de Pro´xima Generacio´n de TISPAN, ası´ como los procedimientos de
NAT traversal necesarios por el uso de SIP en el plano de control. Finalmente, la pasarela
residencial se ha integrado en un escenario de red que ha permitido verificar el apropiado
funcionamiento de las implementaciones realizadas.
De este modo, los procesos de prueba experimental presentados han posibilitado verifi-
car la validez de las soluciones propuestas, mediante su instanciacio´n en prototipos software
cuyo funcionamiento ha sido apropiadamente verificado en escenarios de aplicacio´n concre-
tos.
Capı´tulo 8
Conclusiones
8.1. Conclusiones
El proceso de especificacio´n de la tecnologı´a UMTS como esta´ndar global 3G ha resulta-
do en el desarrollo del Subsistema Multimedia IP (IMS). IMS es una arquitectura de control,
basada en el protocolo IP, que proporciona un conjunto de funcionalidades esenciales en la
provisio´n de servicios en UMTS. En este contexto, cada vez cobran mayor importancia los
servicios multiusuario, que involucran el intercambio de informacio´n entre mu´ltiples parti-
cipantes en el servicio (ejemplos son el servicio de Conferencia o el servicio Push-to-talk).
Sin embargo, las especificaciones desarrolladas hasta la fecha por el 3GPP para esta clase
de servicios no proveen una plataforma gene´rica que permita configurar el servicio y entre-
garlo de manera eficiente al usuario final, siendo tı´picamente los procesos de configuracio´n
del servicio dependientes de e´ste, lo que incrementa los costes de desarrollo.
Por otro lado, hoy en dı´a existen numerosos esfuerzos de estandarizacio´n relacionados
con el campo de Redes de Pro´xima Generacio´n (NGN), con el objeto de desarrollar nuevas
infraestructuras de red con capacidades que permitan entregar al usuario los servicios del
futuro con garantı´as de QoS e integrando las redes de acceso fijas y mo´viles disponibles
en el mercado. Entre las iniciativas ma´s importantes en el campo de las Redes de Pro´xima
Generacio´n, adquiere especial relevancia la propuesta por el grupo TISPAN de ETSI, que
trabaja en el desarrollo de una NGN basada en las especificaciones desarrolladas por el 3GPP
para IMS.
En esta Tesis Doctoral se han propuesto extensiones a los procedimientos de control
de sesio´n de IMS para soportar escenarios en los que los servicios involucran la participa-
cio´n de mu´ltiples usuarios. Estas extensiones consisten en la introduccio´n de un Servidor
de Aplicacio´n (MAS), cuya lo´gica de servicio permite extender los procedimientos de con-
trol de sesio´n uno-a-uno, especificados por el 3GPP para IMS, al contexto multiusuario.
Los procedimientos de control de sesio´n ejecutados por el MAS permiten establecer sesio-
nes multimedia multiusuario, soportando que distintos UEs participen en el intercambio de
los distintos componentes de informacio´n que componen la sesio´n y resultando en la selec-
cio´n de un u´nico formato para cada componente de informacio´n aceptado. Adema´s, los UEs
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participantes son informados sobre el estado de la sesio´n multimedia multiusuario ante los
cambios producidos en e´sta (por ejemplo, por el abandono de un participante), lo que les per-
mite realizar un uso eficiente de los recursos de QoS en las redes de transporte. Finalmente,
el tra´fico de usuario asociado con los componentes de informacio´n aceptados se transmite
mediante el empleo de un servicio de entrega multicast a nivel de red, lo que proporciona
una mayor eficiencia de transmisio´n, mayor escalabilidad, mayor tolerancia a fallos y mayor
compatibilidad con otros servicios de Internet basados en dicha tecnologı´a de entrega. Estas
extensiones han sido publicadas en [VSV+07] y [VSV+on].
Adema´s, esta propuesta ha sido validada experimentalmente mediante la implementa-
cio´n de un prototipo software del MAS. Este prototipo se ha integrado en un escenario de
aplicacio´n concreto (una aplicacio´n de vı´deo streaming) sobre el que se ha evaluado apro-
piadamente su funcionamiento, verifica´ndose la validez de la solucio´n presentada.
Por otro lado, se han propuesto extensiones a la solucio´n de QoS presentada en la primera
versio´n de especificaciones de la NGN de TISPAN. Estas extensiones permiten proporcionar
QoS en el entorno residencial del usuario, garantizando adema´s una reserva adecuada de los
recursos de transporte en el sentido uplink de la red de acceso. Estas extensiones se han
publicado en [VGV+06a], [VGV+07] y [VVG+07c], y consisten en la introduccio´n de una
pasarela residencial en la red del usuario final. Esta pasarela participa en los procesos de
control de sesio´n realizando, a partir de los mensajes de SIP intercambiados, una gestio´n
automa´tica de los recursos de QoS en el entorno residencial del usuario. Dicha gestio´n es
igualmente apropiada para cualquier escenario de establecimiento de sesio´n SIP, siendo por
tanto la propuesta presentada aplicable a cualquier Red de Pro´xima Generacio´n con plano
de control IMS. Asimismo, la pasarela proporciona funcionalidades de NAT traversal para
el protocolo SIP basadas en ALG y STUN.
Esta propuesta ha sido validada, mediante la implementacio´n de estas extensiones en
el prototipo de pasarela residencial desarrollado en el marco del proyecto europeo MUSE.
El funcionamiento del prototipo final ha sido validado internamente dentro del proyecto,
ası´ como en [RPVJGa07] y [RPW+07]. En el contexto de esta Tesis doctoral, el apropiado
funcionamiento del prototipo final ha sido verificado en un escenario de red concreto, con
varios entornos residenciales sobre los que se ofrecen distintos servicios multimedia (en
concreto, un servicio VoIP y un servicio de vı´deo bajo demanda).
Otras publicaciones relacionadas con el contenido de esta Tesis Doctoral son [VVG+on],
[VVG+07a], [VGVA07], [RPV+07], [GVVA07], [VVG+07b], [VGV+06b] y [VGP+06].
8.2. Lı´neas futuras
En este apartado se incluyen algunas lı´neas abiertas de investigacio´n que resultan de
intere´s para extender el trabajo desarrollado en la presente Tesis Doctoral.
Por un lado, en el capı´tulo 5 se describen extensiones a los procedimientos de control de
sesio´n en IMS para, de este modo, soportar la gestio´n de sesiones multimedia en entornos
multiusuario. La solucio´n presentada es va´lida para cualquier tecnologı´a empleada en la red
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de acceso, siempre que los UEs necesiten ejecutar procedimientos de reserva de recursos de
QoS (esto ocurre, por ejemplo, en el caso de una red de acceso UMTS). Igualmente, en este
capı´tulo se realizan una serie de consideraciones generales que permiten aplicar la solucio´n
presentada sobre otras redes de acceso en las que los UEs no necesitan realizar una reserva de
recursos. Es posible, sin embargo, que existan escenarios en los que el servicio multiusuario
involucre la participacio´n simulta´nea de UEs en ambos tipos de redes de acceso. Para cubrir
estos casos, sera´ necesario definir nuevos procedimientos en la lo´gica de servicio del MAS
que permitan gestionar de manera consistente la sen˜alizacio´n SIP y las precondiciones de
QoS intercambiadas durante los procedimientos de establecimiento de sesio´n.
Por otro lado, se asume, a lo largo de este capı´tulo, que los UEs soportan la extensio´n
de fiabilidad de respuestas provisionales de SIP [RS02b] y la extensio´n de integracio´n de la
gestio´n recursos y SIP [CMR02] [CK05]. No se han considerado, no obstante, los casos en
los que los UEs no son terminales IMS y no soportan ambas extensiones. Estos casos debera´n
ser tenidos en cuenta si se desea desarrollar una solucio´n general que permita interactuar a
los terminales IMS y no IMS en la ejecucio´n de servicios multiusuario.
Otra lı´nea de trabajo que resulta interesante de cara a extender las soluciones presen-
tadas, consiste en estudiar la aplicacio´n del servicio portador MBMS para implementar los
contextos PDP compartidos que se han descrito en el capı´tulo 5. A tal efecto, sera´ necesario
afrontar la problema´tica indicada en el capı´tulo 2, relativa al uso de MBMS en la provi-
sio´n de servicios multiusuario. Un aspecto especialmente relevante a este respecto consiste
en estudiar co´mo debe ser la interaccio´n entre MBMS y la funcionalidad PCC (Policy and
Charging Control) de IMS, de cara a ejecutar los procesos de autorizacio´n de la QoS que
se requiere para cada servicio portador MBMS (segu´n se indica explicitamente en [3rdb],
donde se describe la funcionalidad de PCC, el soporte de portadoras multicast no se cubre
en este documento).
Tambie´n, una lı´nea de trabajo a seguir consiste en estudiar los mecanismos de facturacio´n
asociados con la solucio´n presentada, a trave´s de la funcionalidad PCC de IMS.
Finalmente, en el capı´tulo 6 se indican extensiones a la solucio´n de QoS presentada en
la primera versio´n de especificaciones de la NGN de TISPAN para, de este modo, cubrir el
entorno residencial del usuario. Las aportaciones descritas en este capı´tulo se basan, no obs-
tante, en sesiones IMS establecidas entre dos UEs, en las que la transmisio´n de informacio´n
se realiza en el plano de usuario mediante tecnologı´as de entrega unicast. Una lı´nea de tra-
bajo futura a este respecto consiste en extender la solucio´n presentada en este capı´tulo para
soportan en la pasarela residencial el control de sesiones multimedia multiusuario, de acuer-
do con los procedimientos detallados en el capı´tulo 5, configurando automa´ticamente la QoS
requerida en el entorno residencial para la ejecucio´n de servicios multiusuario basados en
tecnologı´as de entrega multicast a nivel de red.
Parte III
Ape´ndice
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Ape´ndice A
Estado de la sesio´n multimedia
multiusuario
En este ape´ndice se describe el conjunto de elementos de informacio´n, recogidos en
el paquete de eventos conference (ve´ase [RSL06]), que sera´n utilizados para la generacio´n
del documento de informacio´n sobre la sesio´n multimedia multiusuario que se enviara´ en
el cuerpo de las solicitudes NOTIFY desde el MAS. Dicho documento describira´ el estado
de la sesio´n, proporcionando a los UEs que han aceptado el establecimiento de la misma
informacio´n apropiada para un uso eficiente de los recursos de QoS.
En la figura A.1 se indica la estructura seguida por los distintos elementos de informacio´n
a la hora de componer el documento de informacio´n sobre la sesio´n. Dicha estructura se
deriva de la definida en [RSL06], teniendo en cuenta u´nicamente aquellos elementos de
informacio´n que son necesarios en el contexto de la sesio´n multimedia multiusuario. En los
siguientes apartados se describe en detalle la sema´ntica que tendra´ asociada cada uno de
estos elementos.
A.1. Elemento de informacio´n <conference-info>
El documento de informacio´n sobre la sesio´n multimedia multiusuario comienza con el
elemento raı´z <conference-info>, para el cual se utilizara´n los siguientes atributos (defini-
dos en [RSL06]):
entity
Contiene la URI SIP generada por el MAS para la sesio´n multimedia multiusuario.
state
Indica si el documento contiene la informacio´n completa sobre el estado de la se-
sio´n (valor “full”) o u´nicamente la informacio´n que ha cambiado desde el documento
previo (valor “partial”).
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Figura A.1: Estructura de los elementos de informacio´n
version
Permite al receptor del documento ordenar apropiadamente las notificaciones recibi-
das. De acuerdo con [RSL06], el MAS debe incrementar el nu´mero de versio´n para
cada notificacio´n enviada que reporta un cambio en el estado de la sesio´n a un UE
suscriptor .
A.2. Elemento de informacio´n <users>
El elemento de informacio´n <conference-info> contendra´ un elemento hijo <users>.
´Este, a su vez, es un contenedor de elementos hijo <user>, cada uno de ellos describiendo un
u´nico usuario participante en la sesio´n. Se utilizara´n los siguientes atributos para el elemento
<user>:
entity
Contiene la URI SIP del usuario al que el elemento <user> hace referencia.
state
Indica si el documento contiene la informacio´n completa sobre el usuario (valor
“full”), o u´nicamente la informacio´n que ha cambiado desde el documento previo
(valor “partial”).
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A.3. Elemento de informacio´n <endpoint>
En [RSL06] se define, para el elemento <user>, el elemento hijo <endpoint>. Este
elemento sera´ utilizado en el contexto de la sesio´n multimedia multiusuario para almacenar
la informacio´n sobre el UE de un usuario y sobre los para´metros asociados con la sesio´n que
han sido acordados por e´ste. Para este elemento de informacio´n, se utilizara´n los siguientes
atributos:
entity
El MAS incluira´ aquı´ la URI SIP indicada por el UE en la cabecera Contact recibida
desde el <endpoint> en una solicitud INVITE (en caso del ser el UE el iniciador de
la sesio´n) o en una respuesta Session in Progress (en caso de no ser el UE el iniciador
de la sesio´n).
state
Indica si el elemento contiene la informacio´n completa sobre el UE (valor “full”), o
u´nicamente la informacio´n que ha cambiado desde el documento previo (valor “par-
tial”).
Asociados con el elemento <endpoint> se utilizara´n los siguientes elementos hijo:
<status>: contiene el estado del UE, y tomara´ uno de los siguientes valores (e´ste es
un subconjunto de los valores definidos en [RSL06]):
- pending: Este es el estado inicial de cualquier UE participante. En el caso de un
UE destino, este estado indica que el UE no ha aceptado el establecimiento de la
sesio´n. En el caso del UE iniciador, este estado indica que ningu´n UE destino ha
aceptado el establecimiento de la sesio´n.
- connected: este estado indica que el UE es un participante activo en la sesio´n
multimedia multiusuario. Ası´, si el UE es el iniciador de la sesio´n, e´ste pasa
a estado connected si algu´n UE destino ha aceptado el establecimiento de la
sesio´n. Si el UE no es el iniciador de la sesio´n, pasa a estado connected cuando
su usuario correspondiente acepta el establecimiento de la sesio´n.
- disconnected: no existe dia´logo SIP ente el UE y el MAS. El UE pasa a este
estado tras abandonar la sesio´n multimedia multiusuario.
<joining-method>: indica el modo en el que el que el UE se convirtio´ en participante
de la sesio´n multimedia multiusuario. Puede tomar los siguientes valores (e´ste es un
subconjunto de los valores definidos en [RSL06]):
- dialed-in: el UE es el iniciador de la sesio´n multimedia multiusuario (esto es,
envio´ el mensaje INVITE inicial al MAS)
- dialed-out: el UE recibio´ una invitacio´n para participar en la sesio´n multimedia
multiusuario (esto es, el MAS envio´ una solicitud INVITE al UE).
<media>: contiene informacio´n sobre un componente de informacio´n, y se incluye
para cada componente de informacio´n acordado con el UE.
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A.4. Elemento de informacio´n <media>
Se define un u´nico atributo para el elemento <media>, esto es, el atributo “id”. Es-
te atributo es el identificador del componente de informacio´n en el contexto del elemento
<endpoint> en el que se incluye. Se utilizara´n los siguientes elementos hijo para el elemen-
to de informacio´n <media>:
<display-text>: contiene un texto explicativo para el componente de informacio´n. El
valor de este elemento se corresponde con el del atributo “i” de SDP para un compo-
nente de informacio´n.
<type>: contiene el tipo del componente de informacio´n. El valor de este elemento
debe ser uno de los valores registrados para el atributo “m” de SDP, esto es, “audio”,
“video”, “application” o “message”.
<label>: contiene un identificador u´nico para el componente de informacio´n en el
contexto de la sesio´n multimedia multiusuario. El valor de este elemento es asignado
por el MAS, y es indicado por e´ste a los distintos UEs participantes en la sesio´n
mediante el atributo “label” de SDP (ve´ase apartado 5.2.7).
<status>: indica la direccionalidad del componente de informacio´n desde el punto
del vista del UE. Puede tomar los valores “sendonly”, “recvonly” o “sendrecv”, segu´n
se definen en la especificacio´n de SDP.
A.5. Esquema XML
En esta seccio´n se indica el esquema XML del documento de informacio´n sobre la se-
sio´n multimedia multiusuario. Este esquema es el indicado en [RSL06], restringido a los
elementos de informacio´n descritos en este anexo.
<?xml version="1.0" encoding="UTF-8" ?>
<xs:schema
targetNamespace="urn:ietf:params:xml:ns:conference-info"
xmlns:tns="urn:ietf:params:xml:ns:conference-info"
xmlns:xs="http://www.w3.org/2001/XMLSchema"
xmlns="urn:ietf:params:xml:ns:conference-info"
elementFormDefault="qualified"
attributeFormDefault="unqualified">
<!--
This imports the xml:language definition
-->
<xs:import namespace="http://www.w3.org/XML/1998/namespace"
schemaLocation="http://www.w3.org/2001/03/xml.xsd"/>
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<!--
CONFERENCE ELEMENT
-->
<xs:element name="conference-info" type="conference-type"/>
<!--
CONFERENCE TYPE
-->
<xs:complexType name="conference-type">
<xs:sequence>
<xs:element name="users"
type="users-type" minOccurs="0"/>
<xs:any namespace="##other" processContents="lax"
minOccurs="0" maxOccurs="unbounded"/>
</xs:sequence>
<xs:attribute name="entity"
type="xs:anyURI" use="required"/>
<xs:attribute name="state"
type="state-type" use="optional" default="full"/>
<xs:attribute name="version"
type="xs:unsignedInt" use="optional"/>
<xs:anyAttribute namespace="##other" processContents="lax"/>
</xs:complexType>
<!--
USERS TYPE
-->
<xs:complexType name="users-type">
<xs:sequence>
<xs:element name="user" type="user-type"
minOccurs="0" maxOccurs="unbounded"/>
<xs:any namespace="##other" processContents="lax"
minOccurs="0" maxOccurs="unbounded"/>
</xs:sequence>
<xs:attribute name="state" type="state-type"
use="optional" default="full"/>
<xs:anyAttribute namespace="##other" processContents="lax"/>
</xs:complexType>
<!--
USER TYPE
-->
<xs:complexType name="user-type">
<xs:sequence>
<xs:element name="endpoint" type="endpoint-type"
minOccurs="0" maxOccurs="unbounded"/>
<xs:any namespace="##other" processContents="lax"
minOccurs="0" maxOccurs="unbounded"/>
</xs:sequence>
<xs:attribute name="entity" type="xs:anyURI"/>
<xs:attribute name="state" type="state-type"
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use="optional" default="full"/>
<xs:anyAttribute namespace="##other" processContents="lax"/>
</xs:complexType>
<!--
ENDPOINT TYPE
-->
<xs:complexType name="endpoint-type">
<xs:sequence>
<xs:element name="joining-method" type="joining-type"
minOccurs="0"/>
<xs:element name="media" type="media-type"
minOccurs="0" maxOccurs="unbounded"/>
<xs:element name="status" type="endpoint-status-type"
minOccurs="0"/>
<xs:any namespace="##other" processContents="lax"
minOccurs="0" maxOccurs="unbounded"/>
</xs:sequence>
<xs:attribute name="entity" type="xs:string"/>
<xs:attribute name="state" type="state-type"
use="optional" default="full"/>
<xs:anyAttribute namespace="##other" processContents="lax"/>
</xs:complexType>
<!--
ENDPOINT STATUS TYPE
-->
<xs:simpleType name="endpoint-status-type">
<xs:restriction base="xs:string">
<xs:enumeration value="pending"/>
<xs:enumeration value="connected"/>
<xs:enumeration value="disconnected"/>
</xs:restriction>
</xs:simpleType>
<!--
MEDIA TYPE
-->
<xs:complexType name="media-type">
<xs:sequence>
<xs:element name="display-text" type="xs:string"
minOccurs="0"/>
<xs:element name="type" type="xs:string"
minOccurs="0"/>
<xs:element name="label" type="xs:string"
minOccurs="0"/>
<xs:element name="status" type="media-status-type"
minOccurs="0"/>
<xs:any namespace="##other" processContents="lax"
minOccurs="0" maxOccurs="unbounded"/>
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</xs:sequence>
<xs:attribute name="id" type="xs:string"
use="required"/>
<xs:anyAttribute namespace="##other" processContents="lax"/>
</xs:complexType>
<!--
MEDIA STATUS TYPE
-->
<xs:simpleType name="media-status-type">
<xs:restriction base="xs:string">
<xs:enumeration value="recvonly"/>
<xs:enumeration value="sendonly"/>
<xs:enumeration value="sendrecv"/>
</xs:restriction>
</xs:simpleType>
<!--
JOINING TYPE
-->
<xs:simpleType name="joining-type">
<xs:restriction base="xs:string">
<xs:enumeration value="dialed-in"/>
<xs:enumeration value="dialed-out"/>
</xs:restriction>
</xs:simpleType>
</xs:schema>
Acro´nimos
3G Tercera Generacio´n
3GPP Third Generation Partnership Project
3GPP2 Third Generation Partnership Project 2
AKA Authentication and Key Agreement
AF Application function
ALG Application Level Gateway
ANSI American National Standards Institute
API Application Programming Interface
AS Application Server
ASF Application Server Function
B2BUA Back-to-Back User Agent
BM-SC Broadcast Multicast Service Centre
CAC Call Admission Control
CAMEL Customized Applications for Mobile network Enhanced Logic
CAP Camel Application Part
CCCP Click! Configuration Controller Process
CCF Charging Collection Function
CDMA Code Division Multiple Accesss
CDR Charging Data Record
CRF Charging Rules Function
COPS Common Open Policy Service
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CSD Click! Signalling Dispatcher
DECT Digital Extended Cordless Telephone
DNS Domain Name System
EDGE Enhanced Data Rates for GSM Evolution
FDD Frequency Division Duplexing
FDMA Frequency Division Multiple Access
GTP GPRS Tunneling Protocol
HSS Home Subscriber Server
I-CSCF Interrogating-Call Session Control Function
IETF Internet Engineering Task Force
IM-SSF IP Multimedia-Service Switching Function
IMS IP Multimedia Subsystem
IMT-2000 International Mobile Telecommunications-2000
IPsec Internet Protocol Security
ISC IMS Service Control
ITU International Telecommunication Union
ITU-R ITU-Radiocommunication Sector
ITU-T ITU-Telecommunication Standardisation Sector
MAP Mobile Application Part
MAS Multiparty Application Server
MBMS Multimedia Broadcast Multicast Service
MUSE Multi Service Access Everywhere
NASS Network Attachment Subsystem
NGN Next Generation Network
OMA Open Mobile Alliance
OSA Open Services Architecture
PCC Policy and Charging Control
PCEF Policy and Charging Enforcement Function
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PCRF Policy and Charging Rules Function
P-CSCF Proxy-Call Session Control Function
PDF Policy Decision Function
PDP Packet Data Protocol
PDP (SBLP) Policy Decision Point
PEP Policy Enforcement Point
PSTN Public Switched Telephony Network
RACS Resource and Admission Control Subsystem
RAN Red de Acceso Radio
RDSI Red Digital de Servicios Integrados
RTP Real-time Transport Protocol
RTCP RTP Control Protocol
SBLP Service-Based Local Policy
SCS Service Capability Server
S-CSCF Serving-Call Session Control Function
SDP Session Description Protocol
SIP Session Initiation Protocol
SP Signalling Process
SPR Subscription Profile Repository
SLF Subscription Locator Function
STUN Simple Traversal of User Datagram Protocol Through Network Address Translators
THIG Topology Hiding Inter-network Gateway
TDD Time Division Duplexing
TDMA Time Division Multiple Access
TD-SCDMA Time Division Synchronous Code Division Multiple Access
UA User Agent
UAC User Agent Client
UAS User Agent Server
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UE User Equipment
UMTS Universal Mobile Telecommunications System
UTRAN Red de Acceso Radio Terrestre Universal
WCDMA Wideband Code Division Multiple Access
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