We give a deterministic algorithm for approximately computing the fraction of Boolean assignments that satisfy a degree-2 polynomial threshold function. Given a degree-2 input polynomial p(x 1 , . . . , x n ) and a parameter ǫ > 0, the algorithm approximates
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deterministically ±ǫ-approximately count the number of satisfying assignments to a degree-2 PTF:
Theorem 1. [Deterministic approximate counting of degree-2 PTFs over {−1, 1} n , informal statement]
There is a deterministic algorithm which, given a degree-2 polynomial q(x 1 , . . . , x n ) and ǫ > 0 as input, runs in time poly(n, 2Õ (1/ǫ 9 ) ) and outputs a value v ∈ [0, 1] such that Pr x∈{−1,1} n [q(x) ≥ 0] − v ≤ ǫ.
Note that, as a consequence of this theorem, we get a poly(n) time deterministic algorithm to count the fraction of satisfying assignments of a degree-2 PTF over {−1, 1} n up to error ǫ =Õ(log −1/9 n).
The influence of variable i on a polynomial p : {−1, 1} n → R, denoted Inf i (p), is the sum of squares of all coefficients of p that are on monomials containing x i ; it is a measure of how much "effect" the variable i has on the outcome of p. Following previous work [DHK + 10] we say that a polynomial p is ǫ-regular if max i∈ [n] Inf i (p) ≤ ǫ · We note that the regular case has been a bottleneck in all known constructions of explicit PRGs for PTFs; the seed-length of known generators for regular PTFs is no better than for general PTFs. Given Theorem 2, the only obstacle to improved running times for deterministic approximate counting algorithms is improving the parameters of the "regularity lemma" which we use. 1 Discussion. Our counting results described above give deterministic additive approximations to the desired probabilities. While additive approximation is not as strong as multiplicative approximation, we recall that the problem of determining whether Pr x∈{−1,1} n [q(x) ≥ 0] is nonzero is well-known to be NP-hard for degree-2 polynomials even if all nonconstant monomials in q are restricted to have coefficient 1 (this follows by a simple reduction from Max-Cut, see the polynomial q G,CUT defined below). Thus, no efficient algorithm, even allowing randomness, can give any multiplicative approximation to Pr x∼{−1,1} n [q(x) ≥ 0] unless NP ⊆ RP. Given this, it is natural to consider additive approximation.
Our results for degree-2 PTFs yield efficient deterministic algorithms for a range of natural problems. As a simple example, consider the following problem: Given an undirected n-node graph G = ([n], E) and a size parameter k, the goal is to estimate the fraction of all 2 n−1 cuts that contain at least k edges. (Recall that exactly counting the number of cuts of at least a given size is known to be #P-hard [Pap94] .) We remark that a simple sampling-based approach yields an efficient randomized ±ǫ-additive approximation algorithm for this problem. Now note that the value of the polynomial q G,CUT (x) = (|E|− {i,j}∈E x i x j )/2 on input x ∈ {−1, 1} n equals the number of edges in the cut corresponding to x (where vertices i such that x i = 1 are on one side of the cut and vertices i such that x i = −1 are on the other side). It is easy to see that if |E| ≥ C 9 n then q G,CUT (x) must be (1/C 9 )-regular. Theorem 2 thus provides a deterministic poly(n, 1/C)-time algorithm that gives an ±O(1/C)-additive approximation to the fraction of all cuts that have size at least k in n-node graphs with at least C 9 n edges, and Theorem 1 gives a deterministic poly(n, 2Õ (1/ǫ 9 ) )-time ±ǫ-approximation algorithm for all n-node graphs.
As another example, consider the polynomial q G,INDUCED (x) = {i,j}∈E
2 . In this case, we have that q G,INDUCED (x) equals the number of edges in the subgraph of G that is induced by vertex set {i : x i = 1}. Similarly to the example of the previous paragraph, Theorem 2 yields a deterministic poly(n, 1/C)-time algorithm that gives a ±O(1/C)-additive approximation to the fraction of all induced subgraphs that have at least k edges in n-node graphs with at least C 9 n edges, and Theorem 1 gives a deterministic poly(n, 2Õ (1/ǫ 9 ) )-time ±ǫ-additive approximation algorithm for any graph.
Estimating moments. Our results also imply deterministic fixed-parameter tractable (FPT) algorithms for approximately computing moments of degree-2 polynomials. Consider the following computational problem ABSOLUTE-MOMENT-OF-QUADRATIC: given as input a degree-2 polynomial q(x 1 , . . . , x n ) and an integer parameter k ≥ 1, output the value E x∈{−1,1} n [|q(x)| k ]. It is clear that the raw moment E[q(x) k ] can be computed exactly in n O(k) time by expanding out the polynomial q(x) k , performing multilinear reduction, and outputting the constant term. Since the k-th raw moment equals the k-th absolute moment when k is even, this gives an n O(k) time algorithm for ABSOLUTE-MOMENT-OF-QUADRATIC for even k. However, for any fixed odd k ≥ 1 the ABSOLUTE-MOMENT-OF-QUADRATIC problem is #P-hard (see Appendix B). Thus, it is natural to seek approximation algorithms for this problem.
Using the hyper-contractive inequality [Bon70, Bec75] it can be shown that the natural randomized algorithm -draw uniform points from {−1, 1} n and use them to empirically estimate E x∈{−1,1} n [|q(x)| k ] -with high probability gives a (1 ± ǫ)-accurate estimate of the k-th absolute moment of q in poly(n, 2 k log k , 1/ǫ) time. Using Theorem 1 we are able to derandomize this algorithm and obtain a deterministic FPT (1 ± ǫ)-multiplicative approximation algorithm for ABSOLUTE-MOMENT-OF-QUADRATIC: Theorem 3. There is a deterministic algorithm which, given any degree-2 polynomial q(x 1 , . . . , x n ) with b-bit integer coefficients, any integer k ≥ 1, and any ǫ ∈ (0, 1), runs in poly n, b, 2Õ ((k log k log(1/ǫ)) 9k /ǫ 9 ) time and outputs a value v ∈ (1 − ǫ) E x∈{−1,1} n [|q(x)| k ], (1 + ǫ) E x∈{−1,1} n [|q(x)| k ] that multiplicatively (1 ± ǫ)-approximates the k-th absolute moment of q.
Techniques.
The major technical work in this paper goes into proving Theorem 2. Given Theorem 2, we use a (deterministic) algorithmic version of the "regularity lemma for degree-d PTFs" from [DSTW10] to reduce the case of general degree-2 PTFs to that of regular degree-2 PTFs. (The regularity lemma that is implicit in [HKM09] can also be used for this purpose.)
As is usual in this line of work, we can use the invariance principle of Mossel et al. [MOO10] to show that for an O(ǫ 9 )-regular degree-2 polynomial p : R n → R, we have Pr x∈{−1,1} n [p(x) ≥ 0] − Pr x∈N (0,1) n [p(x) ≥ 0] ≤ ǫ. Thus, to prove Theorem 2, we are left with the task of additively estimating Pr x∈N (0,1) n [p(x) ≥ 0].
The first conceptual idea towards achieving the aforementioned task is this: Since Gaussian distributions are invariant under rotations, computing the probability of interest Pr x∈N (0,1) n [p(x) ≥ 0] is equivalent to computing Pr x∈N (0,1) n [p(x) ≥ 0] for a "decoupled" polynomialp. More precisely, there exists a polynomialp : R n → R of the formp(x) = n i=1 λ i x 2 i + n i=1 µ i x i + C such that the distributions of p(x) andp(x) (where x ∼ N (0, 1) n ) are identical. Indeed, consider the symmetric matrix A associated with the quadratic part of p(x) and let Q T · A · Q = Λ be the spectral decomposition of A. It is easy to show that p(x) = p((Q·x) 1 , . . . , (Q·x) n ) is a decoupled polynomial with the same distribution as p(x), x ∼ N (0, 1) n . The counting problem forp should intuitively be significantly easier since there are no correlations betweeñ p's monomials, and hence it would be useful ifp could be efficiently exactly obtained from p. Strictly speaking, this is not possible, as one cannot obtain the exact spectral decomposition of a symmetric matrix A (for example, A can have irrational eigenvalues). For the sake of this informal discussion, we assume that one can in fact obtain the exact decomposition and hence the polynomialp(x).
Suppose we have obtained the decoupled polynomialp(x). The second main idea in our approach is the following: We show that one can efficiently construct a t-variable "junta" polynomial q : R t → R, with t = poly(1/ǫ), such that the distribution of q(x) is O(ǫ)-close to the distribution ofp(x) in Kolmogorov distance. (Recall that the Kolmogorov distance between two random variables is the maximum distance between their CDFs.) To prove this, we use a powerful recent result of Chatterjee [Cha09] (Theorem 42), proved using Stein's method, which provides a central limit theorem for functions of Gaussians. Informally, this CLT says that for any function F : R n → R satisfying some technical conditions, if g 1 , . . . , g n are independent N (0, 1) random variables, then F (g 1 , . . . , g n ) is close in total variation distance (ℓ 1 distance between the pdfs) to a Gaussian distribution with the "right" mean and variance. (We refrain from giving a more detailed description of the theorem here as the technical conditions stem from considering generators of the Ornstein-Uhlenbeck process, thus rendering it somewhat unsuitable for an intuitive discussion.) Using this result, we show that if max i λ 2 i ≤ ǫ 2 · Var(p) (i.e., if the maximum magnitude eigenvalue of the symmetric matrix A corresponding to p is "small"), then the distribution ofp(x) (hence, also of p(x)) is O(ǫ)-close to N (E[p], Var(p)), and hence the one-variable polynomial q(x) = Var(p)x 1 + E[p] is the desired junta. In the other case, i.e., the case that max i λ 2 i > ǫ 2 · Var(p), one must resort to a more involved approach as described below.
If max i λ 2 i > ǫ 2 · Var(p), we perform a "critical index based" case analysis (in the style of Servedio, see [Ser07] ) appropriately tailored to the current setting. We remark that such analyses have been used several times in the study of linear and polynomial threshold functions (see e.g., [DGJ + 09, FGRW09, DHK + 10, DSTW10]). In all these previous works the critical index analysis was performed on influences of variables in the original polynomial (or linear form). Two novel aspects of the analysis in the current work are that (i) we must transform the polynomial from its original form into the "decoupled" version before carrying out the critical index analysis; and (ii) in contrast to previous works, we perform the critical index analysis not on the influences of variables, but rather on the eigenvalues of the quadratic part of the decoupled polynomial, i.e., on the values (|λ 1 |, . . . , |λ n |), ignoring the linear part of the decoupled polynomial. The following paragraph explains the situation in detail.
Suppose that the eigenvalues are ordered so that
If the τ -critical index is more than K 0 then we show that the "head part"p H,K 0 (x) (appropriately shifted) captures the distribution ofp(x) up to a small error. In particular, the distribution of
is O(τ )-close top in total variation distance (hence, also in Kolmogorov distance). Note that in both cases, q(x) has at most K 0 + 1 variables and hence setting τ = Θ(ǫ 2 ), we obtain a polynomial q(x) on t ≤ K 0 + 1 = poly(1/ǫ) variables whose distribution is Kolmogorov O(ǫ)-close to that ofp(x). Thus, we have effectively reduced our initial task to the deterministic approximate computation of
. This task can potentially be achieved in a number of different ways (see the discussion at the start of Section 2.4); with the aim of giving a self-contained and poly(1/ǫ)-time algorithm, we take a straightforward approach based on dynamic programming. To do this, we start by discretizing the random variable N (0, 1) to obtain a distribution D N (supported on poly(1/ǫ) many points) which is such that Pr x∼N (0,1
can be reduced to the counting version of the knapsack problem where the weights are integers of magnitude poly(1/ǫ), and therefore can be solved exactly in time poly(1/ǫ) by standard dynamic programming.
Remark 4.
We note that the dynamic programming approach we employ could be used to do deterministic approximate counting for a decoupled n-variable Gaussian degree-2 polynomialp(x) in poly(n, 1/ǫ) time even without the junta condition. However, the fact thatp is Kolmogorov-close to a junta polynomial q is a structural insight which has already proved useful in followup work. Indeed, achieving a junta structure is absolutely crucial for recent extensions of this result [DDS13, DS13] which generalize the deterministic approximate counting algorithm presented here (to juntas of degree-2 PTFs in [DDS13] and to general degree-d PTFs in [DS13] , respectively).
Singular Value Decomposition:
The above informal description glossed over the fact that given a matrix A, it is in general not possible to exactly represent the SVD of A using a finite number of bits (let alone to exactly compute the SVD in polynomial time). In our actual algorithm, we have to deal with the fact that we can only achieve an "approximate" SVD. We define a notion of approximation that is sufficient for our purposes and show that such an approximation can be computed efficiently. Our basic algorithmic primitive is (a variant of the) well-known "powering method" (see [Vis13] for a nice overview). Recall that the powering method efficiently computes an approximation to the eigenvector corresponding to the highest magnitude eigenvalue. In particular, the method has the following guarantee: given that the largestmagnitude eigenvalue of A has absolute value |λ max (A)|, the powering method runs in time poly(n, 1/κ) and returns a unit vector w such that A · w 2 ≥ |λ max (A)| · (1 − κ).
For our purposes, we require an additional criterion: namely, that the vector A·w is almost parallel to w. (This corresponds to the notion of "decoupling" the polynomial discussed earlier.) It can be shown that if one naively applies the powering method, then it is not necessarily the case that the vector w it returns will also satisfy this requirement. To get around this, we modify the matrix A before applying the powering method and show that the vector w so returned provably satisfies the required criterion, i.e., A · w is almost parallel to w. An additional caveat is that the standard "textbook" version of the method is a randomized algorithm, and we of course need a deterministic algorithm. This can be handled by a straightforward derandomization, resulting in only a linear time overhead.
1.3 Organization. We record basic background facts from linear algebra, probability, and analysis in Appendix A, along with our new extended notion of the "critical index" of a pair of sequences. Section 2 establishes our main technical result -an algorithm for deterministically approximately counting satisfying assignments of a degree-2 PTF under the Gaussian N (0, 1) n distribution. Section 3 extends this result to satisfying assignments over {−1, 1} n . Finally, in Section 4 we give the application to deterministic approximation of absolute moments.
Deterministic approximate counting for Gaussian distributions
2.1 Intuition. Our goal is to compute, up to an additive ±ǫ, the probability Pr x∼N (0,1) n [p(x) ≥ 0]. The algorithm has two main stages. In the first stage (Section 2.3) we transform the original n-variable degree-2 polynomial p into an essentially equivalent polynomial q with a "small" number of variablesindependent of n -and a nice special form (a degree-2 polynomial with no "cross terms"). The key algorithmic tool used in this transformation is the routine APPROXIMATE-DECOMPOSE which is described and analyzed in Section 2.2. In particular, suppose that the original degree-2 polynomial is of the form
The first stage constructs a degree-2 "junta" polynomial q(y 1 , . . . , y K ) : R K → R with no cross terms (that is, every non-constant monomial in q is either of the form y i or y 2 i ) where
Theorem 27 summarizes what is accomplished in the first stage. We view this stage as the main contribution of the paper.
In the second stage (Section 2.4) we give an efficient deterministic algorithm to approximately count the fraction of satisfying assignments for q. Our algorithm exploits both the fact that q depends on only poly(1/ǫ) variables and the special form of q. Theorem 43 summarizes what is accomplished in the second stage. Theorem 50 combines these two results and gives our main result for deterministic approximate counting of Gaussian degree-2 PTFs.
The first stage: Constructing a degree-2 junta PTF. To implement the first step we take advantage of the fact that x ∼ N (0, 1) n in order to "decouple" the variables. Suppose we have computed the spectral decomposition of A as A = QΛQ T . (We remark that our algorithm does not compute this decomposition explicitly; rather, it iteratively approximates the eigenvector corresponding to the largest magnitude eigenvalue of A, as is described in detail in the pseudocode of algorithm Construct-Junta-PTF. For the sake of this intuitive explanation, we assume that we construct the entire spectrum.) Then, we can write p as
where y = Q T x and µ = Q T b. Since Q is orthonormal, it follows that y ∼ N (0, 1) n and that the desired probability can be equivalently written as
At this point, let us arrange the variables in order, so that the sequence |λ 1 |, . . . , |λ n | is non-increasing. We now consider the ǫ-critical index of the pair of sequences {λ 2 i } n i=1 and {µ 2 i } n i=1 (here {µ 2 i } n i=1 is the "auxiliary sequence"see Definition 71). The starting point of our analysis is the following result.
Informal theorem:
If the ǫ-critical index is zero, then the random variable p(y), where
As mentioned earlier, the proof of the above theorem uses a recent result of Chatterjee [Cha09] (Theorem 42) which provides a central limit theorem for functions of Gaussians. With this as starting point, we consider a case analysis depending on the value of the ǫ-critical index of the pair of sequences
and
is the auxiliary sequence). Let K be the value of the the ǫ-critical index of the pair.
tance. In either case, we end up with a degree-2 polynomial on at most
The main difficulty in the real algorithm and analysis vis-a-vis the idealized version described above is that computationally, it is not possible to compute the exact spectral decomposition. Rather, what one can achieve is some sort of an approximate decomposition (we are deliberately being vague here about the exact nature of the approximation that can be achieved). Roughly speaking, at every stage of the algorithm constructing q several approximations are introduced and non-trivial technical work is required in bounding the corresponding error. See Sections 2.2 and 2.3 for the detailed analysis.
The second stage: Counting satisfying assignments of degree-2 juntas over Gaussian variables. We are now left with the task of (approximately) counting Pr[q(y) ≥ 0]. To do this we start by discretizing each normal random variable y i to a sufficiently fine granularity -it turns out that a grid of size poly(1/ǫ) suffices. Let us denote byỹ i the discretized approximation to y i . We also round the coefficients of q to a suitable poly(ǫ) granularity and denote by q ′ the rounded polynomial. It can be shown that q(y) and q ′ (ỹ) are ǫ-close in Kolmogorov distance. Finally, this reduces computing Pr[q(y) ≥ 0] to computing Pr[q ′ (ỹ) ≥ 0]. Since the terms in q ′ are decoupled (i.e., there are no cross terms) and have small integer coefficients, q ′ (ỹ) can be expressed as a read-once branching program of size poly(1/ǫ). Using dynamic programming, one can efficiently compute the exact probability Pr[q ′ (ỹ) ≥ 0] in time poly(1/ǫ). See Section 2.4 for the details.
We note that alternative algorithmic approaches could potentially be used for this stage. We chose our approach of discretizing and using dynamic programming because we feel that it is intuitive and selfcontained and because it easily gives a poly(1/ǫ)-time algorithm for this stage.
2.2 A useful algorithmic primitive. In this section we state and prove correctness of the main algorithmic primitive APPROXIMATE-DECOMPOSE that our procedure for constructing a degree-2 junta over Gaussian variables will use. This primitive partially "decouples" a given input degree-2 polynomial by transforming the polynomial into an (essentially equivalent) polynomial in which a new variable y (intuitively corresponding to the largest eigenvector of the input degree-2 polynomial's matrix) essentially does not appear together with any other variables in any monomials.
Theorem 6 gives a precise statement of APPROXIMATE-DECOMPOSE's performance. The reader who is eager to see how APPROXIMATE-DECOMPOSE is used may wish to proceed directly from the statement of Theorem 6 to Section 2.3.
We require the following definition to state Theorem 6. (Below a "normalized linear form" is an expression In the rest of Section 2.2 we prove Theorem 6, but first we give some high-level intuition. Recall from the introduction that we would like to compute the SVD of the symmetric matrix corresponding to the quadratic part of the degree-2 polynomial p, but the exact SVD is hard to compute. APPROXIMATE-DECOMPOSE works by computing an approximation to the largest eigenvalue-eigenvector pair, and using the approximate eigenvector to play the role of L 1 in Definition 5.
The case that is of most interest to us is when the largest eigenvalue has large magnitude compared to the square root of the variance of p (since we will use Chatterjee's theorem to deal with the complementary case) so we focus on this case below. For this case, part (a) of Theorem 6 says that the algorithm outputs a degree-2 polynomial q(y 1 , x 1 , . . . , x n ) with the same distribution as p. Crucially, in this polynomial q, the first variable y 1 is "approximately decoupled" from the rest of the polynomial, namely r (because Var(Res(r, y 1 )) is small), and moreover Var(r) is substantially smaller than Var(p) (this is important because intuitively it means we have "made progress" on the polynomial p). Note that if we were given the exact eigenvalue-eigenvector pair corresponding to the largest magnitude eigenvalue, it would be possible to meet the conditions of case (a) with η = 0.
While approximating the largest eigenvector is a well-studied problem, we could not find any off-theshelf solution with the guarantees we required. APPROXIMATE-DECOMPOSE adapts the well-known powering method for finding the largest eigenvector to give the desired guarantees.
Decomposing a matrix.
In order to describe the APPROXIMATE-DECOMPOSE algorithm we first need a more basic procedure which we call APPROXIMATE-LARGEST-EIGEN. Roughly speaking, given a real symmetric matrix A with a large-magnitude eigenvalue, the APPROXIMATE-LARGEST-EIGEN procedure outputs approximations of the largest-magnitude eigenvalue and its corresponding eigenvector. Theorem 7 gives a precise performance guarantee: Theorem 7. Let A ∈ R n×n be a symmetric matrix whose entries are b-bit integers (not all 0) and ǫ, η > 0 be given rational numbers. There exists a deterministic algorithm APPROXIMATE-LARGEST-EIGEN which on input A, ǫ and η, runs in time poly(n, b, 1/ǫ, 1/η) and has the following behavior:
(a) If |λ max (A)| ≥ ǫ A F , the algorithm outputs a numberλ ∈ R + and unit vectorw ∈ R n such that
(ii) the matrixB = A −λ(ww T ) satisfies Bw 2 < η A F ; and
the algorithm either outputs "small max eigenvalue" or behaves as in case (a).
Let us describe the APPROXIMATE-LARGEST-EIGEN algorithm. Let 2 −m ≤ ǫ ≤ 2 −m+1 . The running time of the algorithm will have a polynomial dependence on 2 m . Without loss of generality, assume that λ max (A) is a positive number. Instead of working directly with the matrix A, we will work with the matrix A ′ = A + t · I where t = ⌈ A F ⌉. Note that an eigevector-eigenvalue pair (v, λ) of A maps to the pair (v, λ + t) for A ′ .
For δ = min{ǫ 4 /100, η 4 /10 8 }, the APPROXIMATE-LARGEST-EIGEN algorithm works as follows :
• For unit vectors e 1 , . . . , e n and k = ⌈ 1 2δ · log(9n/4)⌉, the algorithm computes
• Let i * = arg max i∈[n] µ i , and define
Note that since w can have irrational entries, exact computation of w and λ is not feasible. However, in time poly(1/δ, b, n), we can compute a unit vectorw so that w −w 2 ≤ poly(δ, 1/b, 1/n). Defineλ as A·w 2 rounded to a precision poly(δ, 1/b, 1/n). It is easy to see that |λ−λ| ≤ poly(δ, 1/b, 1/n).
• Ifλ 2 ≥ (1 − 9 · δ 1/4 ) · ǫ 2 · A 2 F , then output the pair (w,λ). Else, output "small max eigenvalue".
Proof of Theorem 7:
We start with the following simple claim:
. By our choice of δ we have that
F , hence the algorithm will output "small max eigenvalue".
Next let us recall the "powering method" to compute the largest eigenvalue of a symmetric matrix. See the monograph by Vishnoi [Vis13] (the following statement is implicit in Lemma 8.1).
Lemma 9. Let A ∈ R n×n be a symmetric matrix, λ max (A) be the largest magnitude eigenvalue of A and v be the corresponding eigenvector. Let w be any unit vector such that
Let v max be the eigenvector corresponding to the largest eigenvalue of A ′ and λ max (A ′ ) be the corresponding eigenvalue. It is clear that there is some
Let i * be any such index. We will show that
are such thatw andλ satisfy the conditions given in (a) and (b) of Theorem 7. Lemma 9 gives that
. . , v n be the eigenvectors of A ′ (and hence of A) and λ ′ 1 , . . . , λ ′ n be the corresponding eigen-
Proof. We have
i . As all eigenvalues of A ′ are non-negative, for i / ∈ S we have λ
The last inequality uses that
where the second inequality uses Proposition 10.
Proposition 12. For w as defined in Equation (1) and λ
By assumption we have that (1 − 10 · δ 1/4 )λ max (A) ≤ λ, and since A · w 2 2 = λ 2 we also have that λ ≤ λ max (A). As a consequence, we have that for every i ∈ S, |λ − λ i | ≤ 10 · δ 1/4 |λ max (A)|. Note that
F /4, where we used Proposition 10 and Fact 64 in the last line. The last inequality holds because δ ≤ η 4 /10 8 .
Claim 13. If λ max (A) ≥ ǫ · A F , then the output satisfies the guarantees of part (a) of Theorem 7.
Proof. Recall that δ = min{ǫ 4 /100, η 4 /10 8 }. We can then combine Proposition 10, Proposition 11 and Proposition 12 to get that
Now, recall that w−w 2 ≤ poly(δ, 1/b, 1/n) and |λ−λ| ≤ poly(δ, 1/b, 1/n). This implies guarantees (i), (ii) and (iii). Proof.
F , then the algorithm outputs "small max eigenvalue" and the output is correct. On the other hand, ifλ 2 ≥ (1
As above, Proposition 10, Proposition 12 and Proposition 12 give that Bw 2 ≤ (η/2) · A F , and Lemma 15 gives that B F ≤ (1 − ǫ 2 /20) A F . As before, using that w −w 2 ≤ poly(δ, 1/b, 1/n) and |λ −λ| ≤ poly(δ, 1/b, 1/n), we get guarantees (i), (ii) and (iii) from the output.
Claims 8, 13 and 14 together establish Theorem 7 modulo the proof of Lemma 15, which we provide below.
Lemma 15. Let A ∈ R n×n be symmetric with A F = 1. For 0 < δ ≤ ǫ < 1, let λ with |λ| ≥ 3ǫ and v ∈ R n with v 2 = 1 be such that the matrix
Proof. Recall that for any symmetric matrix C ∈ R n×n we have C 2 F = tr(C 2 ). Hence we may prove the lemma by bounding from above the quantity tr(B 2 ). We can write
We will need the following claim:
Proof. It follows easily from the definition that
where
The claim follows from the fact that Bv 2 ≤ δ and v 2 = 1.
Claim 16 now implies that
Since |λ| ≥ ǫ > δ, the numbers λ − δ, λ, λ + δ have the same sign, hence
where the last inequality follows from our assumptions on λ and δ.
Technical claims about degree-2 polynomials.
Before presenting and analyzing the APPROXIMATE-DECOMPOSE algorithm we need some technical setup. We start with a useful definition: Proof. Observe that q(x) = p(y) where y = Q · x. Now, since (x 1 , . . . , x n ) is distributed according to N (0, 1) n and Q is an orthogonal matrix, (y 1 , . . . , y n ) has the same distribution. This proves the claim.
Definition 17 (Rotational invariance of polynomials). Given two polynomials
We will also use the following simple fact which relates the variance of a degree-2 polynomial p with the Frobenius norm of the quadratic part of p.
Fact 19. Let p : R n → R be a degree-2 polynomial and let A be the matrix corresponding to its quadratic part. Then
where A is the matrix corresponding to the quadratic part of p. Using the fact that A is symmetric, we get that there is an orthogonal matrix Q such that Q T AQ = Λ where Λ is diagonal. Using the fact that if x ∼ N (0, 1) n , then so is Qx, we get that the distribution of p(x) and
(recall that for a univariate Gaussian random variable x ∼ N (0, 1) we have E[x 4 ] = 3 and hence Var(x 2 ) = 2.). Since the distributions of p(x) and q(x) are identical, we have that
We will also require another definition for degree-2 polynomials.
We now have the following simple claim.
Proof. Since neither SS(p) nor Var(p) is changed by adding a constant term to p it suffices to prove the claim for p(x) = 1≤i≤j≤n a ij x i x j + 1≤i≤n b i x i . We have
The first equality holds because every other cross-term has an odd power of some x i (for i ∈ [n]), and for x ∼ N (0, 1) we have that E[x t ] = 0 if t is odd. On the other hand, by linearity of expectation,
a ii and hence
This implies the claimed bounds.
Claim 22. For the polynomial q(y 1 , x) constructed in Definition 5, the distributions of q(y 1 , x) and p(x) are identical when
is distributed like a standard normal. Using these two facts, we get the claimed statement.
Claim 23. Given a degree-2 polynomial p : R n → R, let L 1 (x) be a normalized linear form and A be the matrix corresponding to the quadratic part of p. Let w 1 be the vector corresponding to L 1 (x) and let Q be any orthonormal matrix whose first column is
Also, observe that this implies that the joint distribution of R 1 (x), . . . , R n (x) is independent of L 1 (x). As a consequence, we get that the distribution of Res(p, L 1 (x)) is same as Res(p, y 1 ) wherẽ
Note that since A is the matrix corresponding to the quadratic part of p, we get that
Thus, Res(y T ·Ã · y, y 1 ) = n j=2 2Ã 1j y 1 y j . Thus, Var(Res(y T ·Ã · y, y 1 ) = 4 · 1≤j≤nÃ 2 1j .
Proof of Theorem 6. Recall the statement of Theorem 6:
Theorem 6. Let p : R n → R be a degree-2 polynomial (with constant term 0) whose entries are b-bit integers and let ǫ, η > 0. There exists a deterministic algorithm APPROXIMATE-DECOMPOSE which on input an explicit description of p, ǫ and η runs in time poly(n, b, 1/ǫ, 1/η) and has the following guarantee :
, then the algorithm outputs rational numbers λ 1 , µ 1 and a degree-2 polynomial r : R n+1 → R with the following property: for (y, x 1 , . . . , x n ) ∼ N (0, 1) n+1 , the two distributions p(x 1 , . . . , x n ) and q(y 1 , x 1 , . . . , x n ) are identical, where q(y 1 , x 1 , . . . , Proof. The algorithm works as follows :
(i) Let A be the matrix corresponding to the quadratic part of p. If A 2 F < ǫ 2 · Var(p), then output "small max eigenvalue".
(ii) Run the algorithm APPROXIMATE-LARGEST-EIGEN from Theorem 7 on the matrix A. If the output is "small max eigenvalue", then return "small max eigenvalue".
(iii) If the output of the algorithm APPROXIMATE-LARGEST-EIGEN is the tuple (λ, w 1 ), then for each unit vector e i , we express e i = α i w 1 + v i where v i is orthogonal to w 1 . For the sake of brevity, we will henceforth refer to
(iv) Define the polynomial q(y 1 , x 1 , . . . , x n ) as p(α 1 y 1 + R 1 (x), . . . , α n y 1 + R n (x)).
The bound on the running time of the algorithm is obvious. We now give the proof of correctness of the algorithm. First of all, if A 2 F < ǫ 2 · Var(p), then λ 2 max (A) ≤ A 2 F < ǫ 2 · Var(p) and hence the output is correct. So from now on, we assume that A 2 F ≥ ǫ 2 · Var(p). Now, assuming that the output of Theorem 7 in Step (ii) is "small max eigenvalue", then by the guarantee of Theorem 7 it must be the case that λ 2 max (A) ≤ ǫ 2 · A 2 F . Using Fact 19, we get that
Thus, in both the cases that the output of the algorithm is "small max eigenvalue", it is the case that λ 2 max (A) ≤ ǫ 2 · Var(p). Now, consider the case in which the algorithm reaches Step (iii). It must be the case that A F ≥ ǫ · Var(p), and by Claim 8 it must hold that λ max (A) ≥ (ǫ/2) · A F . We start with the following claim.
Claim 24. The distribution of q(y 1 , x 1 , . . . , x n ) and p(x 1 , . . . , x n ) are identical when (y 1 , x 1 , . . . , x n ) ∼ N (0, 1) n+1 .
Proof. The polynomial q(y 1 , x 1 , . . . , x n ) is the same as the one constructed in Definition 5 and hence we can use Claim 22 to get the stated claim.
Next, we prove the bound on Var (Res(q, y 1 ) ). . Now, using that w 1 , . . . , w n form an orthonormal basis, we get
Now, note that for the value λ that APPROXIMATE-LARGEST-EIGEN outputs in Step (iii) of APPROXIMATE-DECOMPOSE, we have
Here the first inequality follows from Theorem 7 part (a)(ii) while the second equality follows from the definition of ℓ 2 norm of a vector. Thus, we get that
The last inequality uses Fact 19.
Thus, the only part that remains to be shown is that the variance of r goes down.
Proof. Note that q(x) = λ 1 y 2 1 + µ 1 y 1 + r(y 1 , x 1 , . . . , x n ). Letr(y 1 , x 1 , . . . , x n ) = Res(r, y 1 ). Since Var(r) ≤ 2η 2 Var(p), hence using Fact 65, we get that
However, note that r(y 1 , x 1 , x 2 , . . . , x n ) −r(y 1 , x 1 , . . . , x n ) is independent of y (call itr 1 (x 1 , . . . , x n )). As a result, we get Var(r 1 (x 1 , . . . , x n )) + Var(λ 1 y
Since the algorithm reaches Step (iii) only if λ max (A) ≥ ǫ A F /2 and A F ≥ ǫ Var(p), hence λ 1 ≥ (1 − η)(ǫ 2 /2) Var(p) and hence
This uses the fact η ≤ ǫ 4 /10 8 . Again, using Fact 65 and that η ≤ ǫ 4 /10 8 , we get that since
This concludes the proof of Theorem 6.
Construct-Junta-PTF
Input: Explicit description of an n-variable degree-2 polynomial p and ǫ > 0.
Repeat the following: 4. i = i + 1.
End Loop

The first stage: Constructing a junta polynomial.
In this section, we describe an algorithm Construct-Junta-PTF which given as input an n variable quadratic polynomial p, runs in time poly(n/ǫ) and outputs a quadratic polynomial q onÕ(1/ǫ 4 ) variables such that the distributions of p(Y ) and q(Y ) (when Y ∼ N (0, 1) n ) are O(ǫ) close in Kolmogorov distance. More precisely, we prove the following theorem.
Theorem 27. The algorithm Construct-Junta-PTF has the following performance guarantee: It takes as input an explicit description of an n-variable degree-2 polynomial p with b-bit integer coefficients, and a value ǫ > 0. It runs (deterministically) in time poly(n, b, 1/ǫ) and outputs a degree-2 polynomial q =
, where each λ i , µ i ∈ Z and K =Õ(1/ǫ 4 ).
The full proof of the theorem is technical so first we give some intuition behind the algorithm and its proof of correctness.
As mentioned in the introduction, if we were given the exact SVD then we could construct a decoupled n-variable polynomialp such that p(X) andp(X) have the same distribution when X ∼ N (0, 1) n . Since we cannot compute the exact SVD, we instead iteratively use the APPROXIMATE-DECOMPOSE algorithm.
Consider the first time the APPROXIMATE-DECOMPOSE algorithm is called (on the polynomial s ′ 1 -think of this as just being the input polynomial p). If it outputs "small max eigenvalue", then using Chatterjee's recent CLT for functions of Gaussians, we show that for X ∼ N (0, 1) n the distribution of
In this case we can set the polynomial
(note that we ignore technical details like the "rounding" that the algorithm performs in this intuitive discussion).
On the other hand, if the APPROXIMATE-DECOMPOSE algorithm does not output "small max eigenvalue", then let λ 1 y 2 1 + µ 1 y 1 + r 1 (y 1 , x 1 , . . . , x n ) be the output of APPROXIMATE-DECOMPOSE. Since Var (Res(r, y 1 ) ) is small, it is not difficult to show that the distribution of λ 1 y 2 1 +µ 1 y 1 +r 1 (y 1 , x 1 , . . . , x n )− Res(r, y 1 ) is close to the distribution of s ′ 1 in Kolmogorov distance. However, note that by definition, r 1 (y 1 , x 1 , . . . , x n ) − Res(r 1 , y 1 ) does not involve the variable y 1 . We now iteratively work with the polynomial s 2 (x 1 , . . . , x n ) = r 1 (y 1 , x 1 , . . . , x n ) − Res(r 1 , y 1 ). In particular, we apply APPROXIMATE-DECOMPOSE to the polynomial s ′ 2 (this is a "rounded" version of s 2 -think of it as just being s 2 ). In this second stage, if APPROXIMATE-DECOMPOSE outputs "small max eigenvalue", we can set the polynomial q to be q = λ 1 y 2 1
; otherwise we proceed as we did earlier to obtain λ 2 , µ 2 , r 2 (y 2 , x 1 , . . . , x n ); and so on.
If this iterative procedure terminates withinÕ(1/ǫ 4 ) steps because of APPROXIMATE-DECOMPOSE returning "small max eigenvalue" at some stage, then its output is easily seen to satisfy the conditions of the theorem. If the procedure continues through K =Õ(1/ǫ 4 ) steps without terminating, then using the critical-index style analysis, it can be shown that the variance of the remaining polynomial s K is at most O(ǫ) (recall from Theorem 6 that each call to APPROXIMATE-DECOMPOSE reduces the variance of the polynomial by a multiplicative factor of (1 − ǫ 4 /40)). Since this variance is so small it can be shown that the remaining polynomial can be safely ignored and that the polynomial 1≤i≤K λ i y 2 i + µ i y i + E[s K ] satisfies the conditions of the theorem.
The rest of this section is devoted to the proof of the above theorem. We start with a couple of preliminary lemmas:
Lemma 28. Let p, q : R n → R be degree-2 polynomials such that
Proof. By the definition of the Kolmogorov distance it is no loss of generality to assume that E[q] = 0. For a fixed but arbitrary θ ∈ R we will show that
We bound the LHS as follows: Fix x ∈ R n . The point x contributes to the LHS only if there exists δ > 0 such that either |p(x) − θ| ≤ δ or |q(x)| ≥ δ. We select δ appropriately and bound the probability of the first event using Theorem 69 and the probability of the second event using Theorem 68. Indeed, fix δ = Θ(ǫ 2 ) Var(p) ≥ Ω(log(1/ǫ)) Var(q), where the inequality follows from the assumption Var(q) ≤ ǫ ′ Var(p). Theorem 69 yields
and by Theorem 68
The lemma now follows by a union bound.
As a consequence we have the following:
Proposition 29. Let p : R n → R be a degree-2 polynomial with Var(p)≥ α. Consider the polynomial p ′ : R n → R obtained by rounding down each coefficient of p to its closest integer multiple of γ/n, where
Proof. Note that e(x) = p(x) − p ′ (x) = i≤j δ i,j x i x j + i γ i x i where |δ i,j | ≤ γ/n and |γ i | ≤ γ/n. As a consequence, we have SS(e) ≤ γ 2 and therefore
where we used Claim 21 and the definition of γ. Fact 65 gives that Var(e) ≤ Θ(ǫ 4 / log 2 (1/ǫ)) Var(p ′ ) and
Lemma 28 now implies that
For the sake of intuition, we start by analyzing the first iteration of the loop. In the beginning of the first iteration, we have s 1 (x) = p ′ (x), where p ′ is the polynomial p without its constant term C. Hence we have Var(s 1 ) = 1, which means that Step 2 of the loop is not executed. In Step 3(a) we round s 1 to obtain the rounded polynomial s ′ 1 . By Proposition 29, it follows that
Also note that the coefficients of s ′ 1 are integer multiples of γ/(Kn) of magnitude poly(n/ǫ), hence up to a scaling factor they are ℓ-bit integers for ℓ = O(log(n/ǫ)). In Step 3(b) we run the routine APPROXIMATE-DECOMPOSE on the rounded polynomial s ′ 1 . (Note that the routine runs in poly(n/ǫ) time.) If the routine returns "small max eigenvalue" (Step 3(c)) then Theorem 6 guarantees that the maximum magnitude eigenvalue of s ′ 1 is indeed small, in particular |λ max (s ′ 1 )| ≤ ǫ Var(s ′ 1 ). In this case, the algorithm outputs the univariate polynomial q ′ 1 (y 1 ) = β s ′
We have the following:
To prove this claim we will need the following lemma. Its proof uses a powerful version of the Central Limit Theorem for functions of independent Gaussian random variables (which can be obtained using Stein's method):
Lemma 31. Let p : R n → R be a degree-2 polynomial over independent standard Gaussians. If |λ max (p)| ≤ ǫ Var(p), then p is O(ǫ)-close to the Gaussian N (E[p], Var(p)) in total variation distance (hence, also in Kolmogorov distance).
The proof of Lemma 31 is deferred to Section 2.3.1.
Proof of Claim 30. Since |λ
, by Lemma 31 it follows that 
where we used that |β 2 Now we analyze the execution of Step 3(d). Consider the numbers λ 1 , µ 1 and degree-2 polynomial r 1 : R n+1 → R returned by the routine Approximate-Decompose. Consider the polynomial g 1 (y 1 , x 1 , . . . , x n ) = λ 1 y 2 1 + µ 1 y 1 + r 1 (y 1 , x 1 , . . . , x n ).
Theorem 6 guarantees that the random variables s ′ 1 (x 1 , . . . , x n ) and g 1 (y 1 , x 1 , . . . , x n ), with (y 1 , x 1 , . . . , x n ) ∼ N (0, 1) n+1 have identical distributions. (In particular, this implies that Var(g 1 ) = Var(s ′ 1 ).) The algorithm proceeds to define s 2 (x 1 , . . . , x n ) = r 1 (y 1 , x 1 , . . . , x n ) − Res(r 1 , y 1 ) and h 1 (y 1 ) = λ 1 y 2 1 + µ 1 y 1 . Note that the two summands (λ 1 y 2 1 + µ 1 y 1 and r 1 (y 1 , x 1 , . . . , x n )) defining g 1 are correlated (because of the variable y 1 ). An important fact is that if we subtract Res(r 1 , y 1 ) from the polynomial r 1 , the distribution of the resulting polynomial remains close in Kolmogorov distance:
Proof. Note that y 1 ) ).
By Theorem 6 it follows that
Var(Res(r 1 , y 1 )) ≤ η 2 Var(s
Since E[Res(r 1 , y 1 )] = 0, by Lemma 28 we get that
The advantage of doing this is that s 2 and h 1 are independent random variables, since s 2 does not depend on y 1 . As a consequence, we also obtain the following:
Proof. Note that g 1 = h 1 + r 1 = h 1 + s 2 + Res(r 1 , y 1 ).
We have that Var(g 1 ) = Var(s ′ 1 ) ≥ (1 − ǫ 2 /K 2 ) Var(s 1 ) and Var(Res(r 1 , y 1 )) ≤ 4η 2 Var(s ′ 1 ). By Fact 65 it follows that
which completes the proof since Var(s 1 ) = 1.
We also have that the variance of the polynomial s 2 is smaller than Var(s 1 ) by a multiplicative factor:
Proof. By Theorem 6 we know that
where the second inequality used the fact that Var(s ′ 1 ) ≤ Var(s 1 ) ≤ 1. Now note that s 2 is obtained from r 1 by removing a subset of its terms. Therefore, Var(s 2 ) ≤ Var(r 1 ) and the claim follows.
This concludes our analysis of the first iteration of the loop.
We are now ready to analyze a generic iteration of the loop. Many aspects of this analysis will be similar to our earlier analysis of the first iteration. Consider the j-th iteration of the loop, where j ≥ 2. We can assume by induction that for all i < j the following hold: We start by observing that j − 1 ≤ K, i.e., the total number of iterations is at most K + 1. Indeed, by (d) above, for i = K we will have Var(s i+1 ) ≤ (1 − ǫ 4 /40) K < α and the algorithm terminates in Step 2.
In the beginning of the j-th iteration, we have the polynomial s j (x 1 , . . . , x n ), satisfying Var(s j ) ≤ (1 − ǫ 4 /40) j−1 and the polynomial h j−1 (y 1 , . . . , y j−1 ). If the variance has become very small, we can "truncate" s j taking into account its expectation (Step 2). Consider the polynomial q j−1 (y 1 , . . . , y j−1 ) = h j−1 (y 1 , . . . , y j−1 ) + E[s j ] + C.
We have the following claim:
Claim 35. Suppose that Var(s j ) < α, where α def = Θ(ǫ 4 / log 2 (1/ǫ)). Then, we have that
Proof. The claim is equivalent to showing that d
Note that by Part (c) of the inductive hypothesis we have that Var(h j−1 ) + Var(s j ) ≥ (1 − ǫ/K) j−1 . Since Var(s j )<α we get that
where the last inequality uses the fact that j ≤ K + 1. The claim follows by an application of Lemma 28 for the polynomials h j−1 and s j .
Combining the above claim with Parts (a) and (b) of the inductive hypothesis and using the triangle inequality completes the correctness analysis of the algorithm in the case that it exits in Step 2.
We now consider the complementary case that Var(s j ) ≥ α (Step 3). In Step 3(a) we round s j to obtain the rounded polynomial s ′ j . By Proposition 29, it follows that
establishing Part (a) of the inductive hypothesis for i = j.
Also note that the coefficients of s ′ j are integer multiples of γ/(Kn) of magnitude poly(n/ǫ). In Step 3(b) we run the routine APPROXIMATE-DECOMPOSE on the rounded polynomial s ′ j . (Note that the routine runs in poly(n/ǫ) time.)
If the routine returns "small max eigenvalue" (Step 3(c)) then Theorem 6 guarantees that the maximum magnitude eigenvalue of s ′ j is indeed small, in particular |λ max (s ′ j )| ≤ ǫ Var(s ′ j ). In this case, the algorithm outputs the polynomial q ′ j (y 1 , . . . , j j ) = h j−1 (y 1 , . . . ,
We have the following, which is very similar to Claim 30:
, by Lemma 31 it follows that
where x ∼ N (0, 1) n and y j ∼ N (0, 1). Hence, by Fact 67, we get that
where the second inequality used the fact that |β 2
and the last uses the fact that β 2
The claim follows from the aforementioned and the triangle inequality.
Our final claim for this case (the case that the algorithm exits in Step 3(c)) is the following:
Proof. First, recall that d K (s j , s ′ j ) ≤ ǫ/K and therefore by the above claim and triangle inequality we
Combining the above with Parts (a) and (b) of the inductive hypothesis yields the claim by an application of the triangle inequality. Now we analyze the execution of Step 3(d). To finish the proof it suffices to show that the inductive hypotheses (a)-(d) all hold for i = j. Consider the numbers λ j , µ j and degree-2 polynomial r j : R n+1 → R returned by the routine APPROXIMATE-DECOMPOSE. Consider the polynomial
Theorem 6 guarantees that the random variables s ′ j (x 1 , . . . , x n ) and g j (y j , x 1 , . . . , x n ), with (y j , x 1 , . . . , x n ) ∼ N (0, 1) n+1 have identical distributions. (In particular, this implies that Var(g j ) = Var(s ′ j ).) The algorithm proceeds to define s j+1 (x 1 , . . . , x n ) = r j (y j , x 1 , . . . , x n ) − Res(r j , y j ) and
Note that the two summands λ j y 2 j + µ j y j and r j (y j , x 1 , . . . , x n ) in g j are correlated (because of the variable y j ). Similarly to the first iteration, if we remove Res(r j , y j ), there is a very small change in the Kolmogorov distance :
By Theorem 6 it follows that
Var(Res(r j , y j )) ≤ η 2 Var(s
Since E[Res(r j , y j ) = 0], by Lemma 28 we get that d K (g j , s j+1 + h j ) ≤ ǫ/K as desired.
As a corollary, we establish Part (b) of the induction for i = j.
Corollary 39. We have that d
K (h j−1 + s j , h j + s j+1 ) ≤ 2ǫ/K.
Proof. By Claim 38 and the fact that
As a consequence, we also obtain the following, establishing Part (c) of the induction:
Proof. By definition we can write
We first claim that
Indeed, by Theorem 6, we have that Var(Res(r j , y j )) ≤ 4η 2 Var(s ′ j ) and
where the first equality used independence. The claim now follows by Fact 65. Our second claim is that
Indeed, we can write
The desired fact follows by combining the above two claims with Part (c) of the inductive hypothesis.
Finally, we show that the variance of the polynomial s j+1 will decrease by a multiplicative factor, giving (d) and completing the induction.
Claim 41. We have Var(s
where we used the fact that Var(s ′ 2 ) ≤ Var(s 2 ) and Part (d) of the induction hypothesis. Now note that s j+1 is obtained from r j by removing a subset of its terms. Therefore, Var(s j+1 ) ≤ Var(r j ) and the claim follows.
This completes the proof of correctness. We claim that the algorithm runs in poly(n, b, 1/ǫ) time. This follows from the fact that the number of iterations of the loop is at most K + 1 = poly(1/ǫ) and each iteration runs in poly(n, b, 1/ǫ) time. Indeed, it is easy to verify that the running time of a given iteration is dominated by the call to the APPROXIMATE-DECOMPOSE routine. Since the input to this routine is the polynomial s ′ i whose coefficients (up to rescaling) are integers whose magnitude is poly(n/ǫ), it follows that the routine runs in polynomial time.
Proof of Lemma 31.
We note that even the Kolmogorov distance version of the lemma (which is sufficient for our purposes) does not follow immediately from the Berry-Esséen theorem. One can potentially deduce our desired statement from Berry-Esséen by using an appropriate case analysis on the structure of the coefficients. However, we show that it can be deduced in a more principled way from a CLT version obtained using Stein's method. In particular, we will need the following theorem of Chatterjee: N (0, 1) n be independent of X. Define the random variable T (X) as
Then we have that
Note that by Claim 18 we can assume that p is of the form p(x) = i (λ i x 2 i + µ i x i ). We want to apply this theorem to deduce that the random variable p(X) with X ∼ N (0, 1) n is O(ǫ) close to a Gaussian with the right mean and variance. Note that
We will apply the above theorem for the function
and therefore ∂p(
Therefore,
and the desired integral equals
from which it follows that
An application of the Theorem now yields that
for any pair of random variables X, Y the lemma follows.
The second stage: deterministic approximate counting for degree-2 junta PTFs over Gaussians.
In this section we use the K =Õ(1/ǫ 4 )-variable polynomial q(y) provided by Theorem 27 to do efficient deterministic approximate counting. One possible approach is to break the polynomial q(y) into two components q + (corresponding to those variables y i that have λ i > 0) and q − (containing those y i that have λ i < 0). Both q + (y) and −q − (y) follow non-centered generalized chi-squared distributions, so it is conceivable that by directly analyzing the pdfs of such distributions, one could (approximately) specify the region of R K over which q + (y) − q − (y) ≥ 0, and then perform approximate numerical integration over that region to directly estimate Pr y∼N (0,1) K [q(y) ≥ 0]. While expressions have been given for the pdf of a generalized chi-squared distribution without the linear part, we need expressions for the pdf when there is an additional linear part. Even in the case where there is no linear part, the expressions for the pdf are somewhat forbidding (see equations (6) and (7) of [BHO09] ), so an approach along these lines is somewhat unappealing.
Instead of pursuing this technically involved direction, we adopt a technically and conceptually straightforward approach based on simple dynamic programming. The algorithm Count-Junta that we propose and analyze is given below. Intuitively, the rounding that is performed in the first step transforms the polynomial q to one with "small integer weights." This, together with the discretization in Step 2 (which lets us approximate each independent Gaussian input with a small discrete set of values), makes it possible to perform dynamic programming to exactly count the number of satisfying assignments of the corresponding PTF.
Count-Junta
Input: Explicit description of a K =Õ(1/ǫ 4 )-variable degree-2 polynomial q(y) = K i=1 (λ i y 2 i +µ i y i )+τ , where each λ i , µ i , τ ∈ Z; parameter ǫ > 0. Output: A value v ∈ [0, 1] such that Pr y∈N (0,1) K [q(y) ≥ 0] − v ≤ ǫ.
Rounding.
Set ǫ ′ =Θ(ǫ 6 ) to be a value of the form 1/2 integer .
) and rounding the result to the nearest integer (so each of λ i ′ , µ i ′ is an integer with absolute value at most 2/ǫ ′ ), 2. Discretizing each coordinate. Set ǫ ⋆ = Θ(ǫ/K) to be of the form 1/2 integer . For i = 1, . . . , K: run Discretize(λ ′ i , µ ′ i , ǫ ⋆ ) and let S i = {s i,1 , . . . , s i,R } be the multiset that it returns.
3. Counting via dynamic programming. Run DP(S 1 , . . . , S K , τ ′ ) and output the value it returns.
The performance guarantee of Count-Junta is given in the following theorem: 
Proof of Theorem 43
Runtime analysis. It is straightforward to verify that Step 1 (rounding) can be carried out, and the integers
bit operations (note that the coefficients λ ′ i , µ ′ i are obtained from the original values simply by discarding all but the O(log(1/ǫ)) most significant bits). Note that each of
The claimed running time of Count-Junta then follows easily from the running times established in Lemma 45 and the analysis of DP given below.
Correctness. We start with a simple lemma establishing that the "rounding" step, Step 1, does not change the acceptance probability of the PTF by more than a small amount:
Lemma 44. We have
Proof. This is a standard argument using concentration (tail bounds for degree-2 polynomials in Gaussian random variables) and anti-concentration (
We have that sign(q(y)) = sign(q ′ (y)) only if at least one of the following events occurs: (i) |a(y)| ≥ cǫ 2 Var(q), or (ii) |q(y)| ≤ cǫ 2 Var(q) (where c is an absolute constant). For (i), we observe that a(y) has at most 2K + 1 coefficients that are each at most ǫ ′ M in magnitude and hence 1. Let t 1 < · · · < t R be the real values given by Fact 46 when its algorithm is run on input parameter ǫ ⋆ .
2. Output the multiset S = {s 1 , . . . , s R } where s i = ℓt 2 i + mt i for all i.
Our key lemma here says that D S is Kolmogorov-close to the univariate degree-2 Gaussian polynomial ℓy 2 i + my i :
Lemma 45. Given ℓ, m, ǫ ⋆ as specified in Discretize, the procedure Discretize(ℓ, m, ǫ ⋆ ) outputs a multiset S = {s 1 , . . . , s R } of R = 8/ǫ ⋆ values such that the distribution D S satisfies
Moreover, if ǫ ⋆ is of the form 1/2 integer and |ℓ|, |m| ≤ L, then the running time isÕ(1/(ǫ ⋆ ) 4 + log(L)/ǫ ⋆ ) and each element s i is of the form a i /(C ′ /(ǫ ⋆ ) 2 ) where C ′ is a (positive integer) absolute constant and a i is an integer satisfying
Proof. We will use the following basic fact which says that it is easy to construct a high-accuracy ǫ-cover for N (0, 1) w.r.t. Kolmogorov distance: Proof. (A range of different proofs could be given for this fact; we chose this one both for its simplicity of exposition and because the computational overhead of the dynamic programming routine outweighs the runtime of this procedure, so its exact asymptotic running time is not too important.) The deterministic procedure is very simple: it explicitly computes the values p j := n j /2 n for j = 0, 1, . . . , n where n = Θ(1/(ǫ ⋆ ) 2 ) is odd (we can and do take it to additionally be a perfect square). It is easy to see that all n of these values can be computed using a total ofÕ(n 2 ) =Õ(1/(ǫ ⋆ ) 4 ) bit operations (each of the n =O(1/(ǫ ⋆ ) 2 ) binomial coefficients can be computed from the previous one by performing a constant number of multiplications and divisions of an n =O(1/(ǫ ⋆ ) 2 )-bit number with an O(log(1/ǫ ⋆ ))-bit number). For r ∈ R, let A r = {z ∈ Z : r ≥ z ≥ 0} and let P r = z∈Ar p z . The Berry-Esséen theorem implies that for all r = 0, 1, . . . , n we have
. Note that every element in the support of D B is a rational number whose numerator is an integer (bounded by C/ǫ * 2 ) and the denominator is C/ǫ * . Further, as 1/ √ n ≤ ǫ ⋆ /10
Rounding each value to a multiple of ǫ * /4 (and carefully moving the mass around), it is easy to obtain the set T of size 4/ǫ * points such that
The claim about the representation of points in T follows from the fact that they are a subset of the points in the support of D B for which we proved this property. This concludes the proof of Fact 46
We next make the following claim for Kolmogorov distance for functions of random variables which is an analogue of the "data processing inequality" for total variation distance. First, we make the following definition. 
Proof. For any real number t, there are two possibilities :
(i) There are real numbers t 1 ≤ t 2 such that f (x) ≥ t if and only if x ∈ [t 1 , t 2 ].
(ii) There are real numbers t 1 ≤ t 2 such that f (x) ≥ t if and only if x ∈ (t 1 , t 2 ).
In case (i),
As a consequence,
In case (ii),
This proves the stated claim.
We first apply Fact 46 to construct a distribution
We then observe that the function f (t) = ℓt 2 + mt is unimodal and hence
This concludes the proof of Lemma 45.
With Lemma 45 in hand it is simple to obtain the following:
Lemma 49. Let X 1 , . . . , X K be independent random variables where
Proof. This follows immediately from (7) and the sub-additivity property of Kolmogorov distance: for A 1 , . . . , A n independent random variables and B 1 , . . . , B n independent random variables,
(See e.g. Equation (4.2.3) of [BK01] for an explicit statement; this also follows easily from the triangle inequality and the basic bound that
Finally we turn to Step 3, the dynamic programming. The algorithm DP uses dynamic programming to compute the exact value of Pr[X 1 + · · · + X K + τ ′ ≥ 0], where X 1 , . . . , X K are independent random variables with X i distributed according to D S i . Observe that by Lemma 45, for any 1 ≤ i ≤ K the partial sum X 1 + · · · + X i must always be of the form c/(C ′ /(ǫ ⋆ ) 2 ) where c is an integer satisfying |c| ≤ O((i/ǫ)/(ǫ/K) 2 ) =Õ((K/ǫ) 3 ) = N , where N = poly(1/ǫ). Thus the dynamic program has a variable v i,n for each pair (i, n) where 1 ≤ i ≤ K and |n| ≤ N ; the value of variable v i,n is Pr[
Given the values of variables v i−1,n for all n and the multiset S i it is straightforward to compute the values of variables v i,n for all n. Since each nonzero probability under any distribution D S i is a rational number with both numerator and denominator O(log(1/ǫ)) bits long, the bit complexity of every value v i,n is at mostÕ(K) bits, and since there are KN entries in the table, the overall running time of DP is O(K 2 N ) = poly(1/ǫ) bit operations. The procedure DP(S 1 , . . . , S K , τ ′ ) returns the value v = N n=0 v K,n , which by the above discussion is exactly equal to
Now equations (6) and (8) together establish that the value (9) output by Count-Junta satisfies (5) as required for correctness. This concludes the proof of Theorem 43. 
Putting it all together. Combining algorithms
3 Deterministic approximate counting for degree-2 polynomials over {−1, 1}
n In this section we extend the results of the previous section to give a deterministic algorithm for approximately counting satisfying assignments of a degree-2 PTF over the Boolean hypercube. We prove the following: 
The main ingredient in the proof of Theorem 51 is the "regularity lemma for PTFs" of [DSTW10] . As stated in [DSTW10] , this lemma is an existential statement which says that every degree-d PTF over {−1, 1} n can be expressed as a shallow decision tree with variables at the internal nodes and degree-d PTFs at the leaves, such that a random path in the decision tree is quite likely to reach a leaf that has a "close-to-regular" PTF.
The precise statement is:
Lemma 52.
[Theorem 1 of [DSTW10] ] Let f (x) = sign(p(x)) be any degree-d PTF. Fix any τ > 0. Then f is equivalent to a decision tree T , of depth
with variables at the internal nodes and a degree-d PTF f ρ = sign(p ρ ) at each leaf ρ, with the following property: with probability at least 1 − τ , a random path from the root reaches a leaf ρ such that f ρ is τ -close to some τ -regular degree-d PTF.
Intuitively, this lemma is helpful for us because for regular polynomials g we can simply use Pr x∼N (0,1) n [g(x) ≥ 0] (which we can approximate efficiently using Theorem 50) as a proxy for Pr x∼{−1,1} n [g(x) ≥ 0] and incur only small error. However, to use the lemma in our context we need a deterministic algorithm which efficiently constructs the decision tree. While it is not clear from the lemma statement above, fortunately the [DSTW10] proof in fact provides such an algorithm, as we explain below.
Proof of Theorem 51
As we describe below, the argument of [DSTW10] actually gives the following lemma, which is an effective version of Lemma 52 above. 
where each internal node of the tree is labeled with a variable and each leaf ρ of the tree is labeled with a pair (p ρ , label(ρ)) where label(ρ) ∈ {+1, −1, "fail", "regular"}. The tree T has the following properties:
Otherwise, let ci τ (p ρ ), the τ -critical index of p ρ , be the least i such that
Inf j (p ρ ).
2. If ci τ (p ρ ) ≥ α/τ then the procedure "expands" node ρ by replacing it with a complete decision tree of depth α/τ , where all internal nodes at the i-th level of this tree contain variable x i . For each new restriction ρ ′ (an extension of ρ) resulting from this expansion the procedure computes p ρ ′ and labels node ρ ′ with that polynomial.
Let us write
is the truncation of p containing only the monomials all of whose variables lie in the set H = {1, . . . , ci τ (p ρ )}.
It is easy to see that the constant term of the polynomial p ρ ′ is precisely p ′ ρ (ρ ′ ). The procedure com-
here C > 0 is a universal constant; see Definition 2 and the discussion at the end of Section 1.2 of [DSTW10] ) and q ρ (ρ, x T ) 2 ≤ t ⋆ · (Θ(log(1/β))) −d/2 then the procedure declares ρ ′ to be a leaf and labels it with the pair (p ρ ′ , sign(p ′ ρ (ρ ′ ))).
3. If ci τ (p ρ ) < α/τ then the procedure expands node ρ by replacing it with a complete decision tree of depth ci τ (p ρ ), where again all internal nodes at the i-th level of this tree contain variable x i . As in the previous case, for each new restriction ρ ′ resulting from this expansion the procedure computes p ρ ′ and labels node ρ ′ with that polynomial.
It is clear that the above procedure constructs a tree T that satisfies properties (1), (2) and (3) of Theorem 53. The analysis of [DSTW10] establishes that the tree T satisfies property (4).
Finally, the running time bound is easily verified from the description of the algorithm and the fact that the input is a degree-d PTF with b-bit integer coefficients.
3.3
Fully polynomial deterministic approximate counting for regular degree-2 PTFs. As a special case of the above analysis we easily obtain the following result for regular PTFs: 
This is because if p is already ǫ 9 -regular then the tree-construction procedure will halt immediately at the root.
A deterministic FPT approximation algorithm for absolute moments
In this section we prove Theorem 3. Note that since we are working with polynomials over the domain {−1, 1} n , it is sufficient to consider multilinear polynomials.
We begin with the following easy observation:
Observation 56. Let q(x) be a degree-2 multilinear polynomial over {−1, 1} n that has E x∈{−1,1} n [q(x) 2 ] = 1. Then for all k ≥ 1 we have that the k-th raw moment E x∈{−1,1} n [|q(x)| k ] is at least c where c > 0 is some universal constant.
Proof. For k ≥ 2 this is an immediate consequence of the monotonicity of norms, which gives us
For k = 1 the desired statement is an easy consequence of Theorem 4.1 of [AH11] .
Given an input degree-2 multilinear polynomial p(x 1 , . . . , x n ), we may divide by p 2 to obtain a scaled version q = p/ p 2 which has q 2 = 1. Observation 56 implies that an additive ±ǫ-approximation to E[|q(x)| k ] is also a multiplicative (1±O(ǫ))-approximation to E[|q(x)| k ]. Multiplying the approximation by p k 2 we obtain a multiplicative (1 ± O(ǫ))-approximation to E[|p(x)| k ]. Thus to prove Theorem 3 it suffices to give a deterministic algorithm which finds an additive ±ǫ-approximation to E[|q(x)| k ] for degree-2 polynomials with q 2 = 1. We do this by proving Theorem 57 below:
Theorem 57. Let p(x) be an input multilinear degree-2 PTF with b-bit integer coefficients. Let q(x) = p(x)/ p 2 so q = 1.
There is an algorithm A moment that, on input k ∈ Z + , p, and ǫ > 0, runs in time poly n, b, 2Õ ((k log k log(1/ǫ)) 9k /ǫ 9 ) and outputs a valueμ k such that
Proof of Theorem 57.
The idea behind the theorem is very simple. Since we can estimate Pr x∼{−1,1} n [q(x) ≥ t] for any t of our choosing, we can get a detailed picture of where the probability mass of the random variable q(x) lies (for x uniform over {−1, 1} n ), and with this detailed picture it is straightforward to estimate the k-th moment. We now enter into the details.
We start with the following claim which follows immediately from Theorem 51:
Claim 58. Fix any 0 < ∆ < 1 and any degree-2 multilinear polynomial p with b-bit integer coefficients. As above let q(x) = p(x)/ p 2 . There is a poly(n, b, 2Õ (1/ǫ 9 ) )-time algorithm which, given as input p, 0 < ǫ < 1/2, ∆ ∈ R and j ∈ Z, outputs a valueq j,∆ such that
We recall the following tail bound for polynomials in {−1, 1} random variables which follows easily from Theorem 68: Theorem 59. Let q be a degree-2 polynomial with q 2 = 1. For any z ≥ 0 we have
Fix ∆ > 0. Let γ q (t) denote the probability mass function of q(x) when x is distributed uniformly over {−1, 1} n . We may write the k-th absolute moment as
For R ≥ 1 we have 
Since
we have
A similar analysis gives that we likewise have
Finally, we observe that
where we used ∆ = (ǫ/4) 1/k τ /k for the final step.
With the above ingredients in hand it is clear how we shall deterministically estimate the k-th moment E x∈{−1,1} n [|q(x)| k ]. Given as input an integer k ≥ 1, a real value 0 < ǫ < 1, and a degree-2 multilinear polynomial q with q = 1, the algorithm for estimating this moment works as follows:
1. Set M = O(k log k log 1 ǫ ), set τ = ǫ/(4M k ), and set ∆ = 1/2 r where r is the largest value such that 1/2 r ≤ (ǫ/4) 1/k τ /k.
2. For j = (k/τ − 1) to M/∆: compute a ±τ /4-accurate additive estimateq j,∆ of q j,∆ (using Claim 58) and sum the values |j∆| kq j,∆ to obtain E + .
Similarly, for j = −(k/τ − 1) to −M/∆: compute a ±τ /4-accurate additive estimateq j,∆ of q j,∆ (using Claim 58) and sum the values |j∆| kq j,∆ to obtain E − .
3. Output E + + E − .
It is easy to see that the above algorithm runs in time (M/∆) · poly(n, b, 2Õ
(1/τ 9 ) ) = poly n, b, 2Õ ((k log k log(1/ǫ)) 9k /ǫ 9 ) .
To prove correctness recall that we need to show that E + + E − is within ±3ǫ/4 of M −M |t| k γ q (t)dt. Recalling (14), it suffices to show that E + and E − are each within ±ǫ/4 of −(k/τ −1)∆ −M |t| k γ q (t)dt and M (k/τ −1)∆ |t| k γ q (t)dt respectively. Recalling our choice of τ , it follows easily from (12) that
An identical argument works for E − and the other integral, and we are done with the proof.
Throughout the paper we adopt the convention that the eigenvalues λ 1 , . . . , λ n of a real symmetric matrix A satisfy |λ 1 | ≥ · · · ≥ |λ n |. We sometimes write λ max (A) to denote λ 1 , and we sometimes write λ i (p) to refer to the i-th eigenvalue of the matrix A defined based on p as described above.
Definition 63. For a real symmetric matrix A, with (real) eigenvalues λ 1 , . . . , λ n such that |λ 1 | ≥ |λ 2 | ≥ . . . ≥ |λ n | we define:
• The Frobenius norm of A is A F def = i,j A 2 i,j .
• The trace of A is tr(A)
A ii . We have that tr(A) = n i=1 λ i .
We recall the following fact:
Fact 64. Let A ∈ R n×n be symmetric with eigenvalues λ 1 , . . . , λ n . The eigenvalues of the matrix A k are λ k 1 , . . . , λ k n . Since A F = tr(A 2 ), A F = n i=1 λ 2 i .
A.2 Basic Probabilistic Facts.
Given an r-element multiset S = {s 1 , . . . , s r } we write D S to denote the distribution which is uniform over the elements of S (so if an element v occurs j times in S we have Pr x∼D S [x = v] = j/r.). Now the desired inequalities follow using the simple inequality | Cov(P, Q)| ≤ Var(P ) Var(Q) which is a consequence of Cauchy-Schwarz.
We recall the Berry-Esseen theorem, which states that under suitable conditions a sum of independent random variables converges (in Kolmogorov distance) to a normal distribution: 
A.3 Useful Facts about Polynomials.
We view R n as a probability space endowed with the standard ndimensional Gaussian measure. For a square-integrable function f : R n → R and r ≥ 1, we let f r denote (E x∼N n [|f (x) r |]) 1/r . We will need a concentration bound for low-degree polynomials over independent Gaussians. The same bound holds for x drawn uniformly from {−1, 1} n .
We will also use the following anti-concentration bound for degree-d polynomials over Gaussians: [Var x 1 ,...,x i−1 ,x i+1 ,...,xn∈{−1,1} f (x 1 , . . . , x n )].
The total influence of a function f (denoted by Inf(f )) is defined as
We now define an extension of the notion of "critical index" previously used in several works on linear and polynomial threshold functions [Ser07, OS11, DRST09].
Definition 71. Given a pair of sequences of non-negative numbers {c i } n i=1 and {d i } n i=1 where additionally the sequence {c i } n i=1 is non-increasing, the τ -critical index of the pair is defined to be the smallest 0 ≤ i ≤ n − 1 such that c i+1
In case there is no such number, we define the critical index to be ∞. The sequence {c i } n i=1 is called the "main sequence" and the sequence {d i } n i=1 is called the "auxiliary sequence".
The following is a simple consequence of the definition of critical index. 
B Hardness of computing absolute moments
In this section, we show that for any fixed odd k, it is #P -hard to exactly compute the k th absolute moment of a degree two multilinear polynomial with {0, 1} coefficients over the uniform distribution on the hypercube.
Theorem 74. Given a degree two multilinear polynomial p : R n → R with {0, 1} coefficients, it is #P -hard (under Turing reductions) to compute E x∈{−1,1} n [|p(x)| k ], the k th absolute moment of p over the uniform distribution on {−1, 1} n , for k = O(1).
