The optimal conversion of a continuous inter-particle potential to a discrete equivalent is considered here. Existing and novel algorithms are evaluated to determine the best technique for creating accurate discrete forms using the minimum number of discontinuities. This allows the event-driven molecular dynamics technique to be efficiently applied to the wide range of continuous force models available in the literature, and facilitates a direct comparison of event-driven and time-driven molecular dynamics. The performance of the proposed conversion techniques are evaluated through application to the Lennard-Jones model. A surprising linear dependence of the computational cost on the number of discontinuities is found, allowing accuracy to be traded for speed in a controlled manner. Excellent agreement is found for static and dynamic properties using a relatively low number of discontinuities. For the Lennard-Jones potential, the optimized discrete form outperforms the original continuous form at gas densities but is significantly slower at higher densities.
I. INTRODUCTION
Particle simulation techniques are now over 50 years old 1 and have become a vital tool in exploring natural processes at all scales. Molecular dynamics, granular dynamics 2 , dissipative particle dynamics, and even smooth particle hydrodynamics 3 algorithms are all fundamentally identical. They each attempt to solve classical equations of motion for a large number of particles. In such models, conservative interactions between particles are typically defined through a pairwise additive inter-particle potential Φ(r), where r is the distance between the particles. The force F ij acting on particle i due to particle j is given by
where r i is the position of particle i, and r j is the position of particle j.
There are two broad categories of inter-particle potentials: continuous and discrete. where r is the distance between the two particles, ε is the minimum interaction energy, and σ is the separation distance corresponding to zero interaction energy. In discontinuous (also known as "stepped" or "terraced" 4 ) potentials, the interaction potential changes only at discrete locations and a functional definition is difficult. An illustration of the two forms of the Lennard-Jones potential is given in Fig. 1 . The motivation for this study is to understand the equivalence between the two approaches and to allow conversion between them. Continuous potentials are prevalent in the simulation literature, beginning with the first simulations of Lennard-Jones systems by Verlet in 1967 7 to the complex many-body potentials used for biological systems today 8, 9 .
Discrete potentials are equally as popular due to their amenability to theoretical analysis, and are at the heart of thermodynamic perturbation theory (TPT) 10 and kinetic theory 11 .
However, there has not been the same explosion of molecular force fields and software tools as for continuous potentials (e.g., GROMACS 12 and ESPResSo 13 ). This is even more surprising given that the very first particle simulations were carried out using a discrete potential 1 , begun to appear 23 . The strong theoretical frameworks and stable simulation algorithms make discrete potentials an attractive alternative to continuous potentials; therefore, it is desirable to have a mechanism to map existing continuous potentials into discrete forms.
This mapping must be optimized in the sense that it must use the smallest number of discontinuities to reduce the complexity of the converted potential and to minimize the computational cost of simulation. Chapela et al. 6 was the first to attempt to represent the continuous Lennard-Jones potential by an equivalent discrete form. This mapping was optimized "by hand" to reproduce the thermodynamic properties at one state point, but more recent work has focused on using regular step placement 24, 25 and algorithms to determine the step energies [24] [25] [26] [27] to partially automate the process. Algorithms for directly specifying both the location and energy changes of discontinuities from underlying continuous potentials have also been presented 4,27 allowing a convenient implementation of arbitrary potentials in event-driven dynamics; however, the optimization of direct conversion is yet to be explored.
Recently, there has been an attempt to replace the soft interactions of continuous potentials entirely with collision dynamics at low densities 28 but this approach is restricted to low density systems.
In this work, the mapping of a continuous potential to a discrete form is investigated using the Lennard-Jones potential. In the following section, the placement of discontinuities and allocation of step energies is discussed before the methods are evaluated in Sec. III. The most efficient mapping scheme is then evaluated for a range of thermodynamic and transport properties in Sec. IV. A comparison between time-stepping and event-driven simulation is performed in Sec. V. Finally, the conclusions of the paper are presented in Sec. VI.
II. DISCRETIZATION OF THE POTENTIAL
The primary aim of this work is to develop an algorithm to convert a continuous potential to an optimal discrete form: one that provides an accurate approximation of the original continuous potential and can be simulated at a minimal computational cost. As the computational cost of an event-driven simulation is roughly proportional to the number of discontinuities encountered by the particles, it is vital that the number of discontinuities or steps used to achieve a set level of accuracy is minimized.
The location of a single step i in a spherically-symmetric discrete potential is specified by the segment [r i+1 , r i ] between the ith and i + 1th discontinuities. The discontinuities, located at r i and r i+1 , bounding each step are also the limits of the neighboring steps. A simplification made in this work is to require that each step is directly representative of the segment of the continuous potential lying within the same limits [r i+1 , r i ]. This allows the task of discretizing the potential to be split into two smaller tasks: the optimal placement of discontinuities and the determination of an effective step energy for a segment of the continuous potential.
It is common to accelerate molecular dynamics calculations by truncating the interaction potential at a cut-off radius r cutoff , thus requiring only local particle pairings to be considered in force calculations. Typically in simulations of continuous potentials, the potential is also shifted to eliminate the discontinuity at the cutoff in order to avoid the presence of impulsive forces. For example, the truncated, shifted Lennard-Jones potential is given by
As each step of the discontinuous potential represents a segment of the original continuous potential, the first discontinuity is defined to lie at the cutoff radius (i.e. r 1 = r cutoff ), while all other discontinuities lie within in the region r ∈ (0, r cutoff ). It is tempting to also define an inner hard-core radius of the stepped potential using one of the available methods (e.g., see Ref. 29) ; however, this would require each step energy to somehow compensate for the overly repulsive core, inextricably linking step placement and energy once again. The available methods for placing discontinuities are reviewed in the next section before the algorithms used to generate representative step energies are discussed.
A. Location of Discontinuities
The simplest approach to place the discontinuities of a discrete potential is to divide the region r ∈ (0, r cutoff ) into a number of steps of equal width ∆r 24 .
The total number of discontinuities/steps in the potential (including the cutoff) is given by
It is not immediately clear that a uniform radial placement of the steps is the natural choice for a spherical potential. An alternative choice is to fix the volume ∆v bounded by each step of the potential. In this case, each step location is determined using the following recursive expression
The total number of discontinuities in the potential is then 4 π r 3 cutoff /3 ∆v + 1. The primary disadvantage of the approaches outlined above is that they do not attempt to adapt the step locations according to the behavior of the potential. It is likely that the performance of both algorithms is particularly sensitive to the configuration of the steps near the minimum of the potential where the interaction energy changes rapidly.
It has also been proposed 4, 25 to discretize continuous potentials by placing discontinuities at fixed intervals of interaction energy ∆Φ. This approach allows a controlled resolution of the potential, while balancing the contribution of each step and allows a straightforward extension to asymmetric potentials. The locations of the discontinuities are the ordered solutions to the following set of equations
The application of Eq. (4) to the shifted, truncated Lennard-Jones potential results in an infinite number of steps due to the singularity at r = 0. In practice, the high-energy steps are inaccessible and only a small number need to be computed during the simulation.
Before these approaches can be evaluated, a technique for determining the step energies must be selected. This is discussed in the following section.
B. Step Energy
With the location of each step defined through one of the above algorithms, an algorithm for determining the effective energy of a segment of the potential is required. In the limit of a large number of discontinuities/small segments, the original continuous potential must be recovered. Chapela et al. 24 have evaluated three approaches based on point sampling of the continuous potential.
where Φ i is the energy of step i over the region [r i+1 , r i ] of the discontinuous potential.
Chapela et al. 24 report that mid-point sampling (Φ
M id i
) of the underlying continuous potential is the most effective at reproducing the original behavior of the Lennard-Jones potential, whereas left sampling is more appropriate for the Yukawa potential. It is easy to define other methods of point sampling, such as the minimum edge energy used by van Zon and Schofield 4 . A logical choice is to sample the potential at the distance which divides the step into two equal volumes.
It is also possible to define alternative approaches which do not rely on point-sampling, such as an equal area approach 25 ; however, it is more desirable to directly match the thermodynamic properties of the converted potentials. Unfortunately, matching properties, such as the pressure, would require the use of an accurate free energy, which is typically unavailable. Successful attempts have been made to adjust stepped potentials to directly match the predictions of the TPT to experimental data for a range of thermodynamic properties 26 ;
however, the resulting equation of state is still approximate and the expressions are rather complicated. In this work, the focus is on directly reproducing the properties of the continuous potential system. One simple approach is to use the lowest order density correction to both the pressure and free-energy, given by the second virial coefficient, which is directly calculated from the interaction potential. The contribution of a segment of the potential to the second virial may be calculated as follows
where β = 1/(k B T ), T is the absolute temperature of the system, and k B is the Boltzmann constant. The energy of the step can then be set to match the contribution to the second virial coefficient for the corresponding segment of the continuous potential, using the following expression
Application of this algorithm leads to excellent agreement at low densities for the pressure;
however, the algorithm has a cumbersome dependence on the temperature, which may not be available a priori (e.g., in the microcanonical ensemble). In the high-temperature limit, equating the virial contribution reduces to taking a volume average of the energy within a step:
This indicates that a volume-averaged approach will also yield a good reproduction of the pressure near the ideal gas limit of high-temperature and low-density. It should be noted that both virial and volume-averaging approaches will set an infinite energy for the innermost step of the Lennard-Jones potential due to the singularity at r = 0. This can have a dramatic effect on the potential as the step placement algorithms in Eqs. (3) and (4) use a finite number of steps to represent the repulsive core.
III. COMPARISON OF MAPPING PROCEDURES
To compare the various methods for mapping potentials, molecular dynamics simulations of N = 1372 discontinuous and continuous Lennard-Jones particles with r cutoff = 3σ were performed over a range of densities, ρ = N/V , and temperatures, k B T . To collect thermodynamic properties, each simulation was run for 20 (mσ 2 /ε) 1/2 for equilibration before five production runs of 30 (mσ 2 /ε) 1/2 were used to collect averages and obtain estimates of the uncertainty. Dynamical properties were collected using three runs, each 10 3 (mσ 2 /ε) 1/2 in duration. Averages are reported here with error bars corresponding to the standard deviation between runs. Simulations for the continuous truncated, shifted Lennard-Jones potential were performed using the ESPResSo 13 package with a time step of 0.002 (mσ 2 /ε) 1/2 and a Langevin thermostat with a friction parameter of 1 (ε/mσ 2 ) 1/2 . Discrete potential simulations were performed using the DynamO 23 package with an Andersen thermostat controlled to 5% of the overall events. During the collection of dynamical properties, the thermostat is disabled after the equilibration period and the temperature is monitored to ensure it remains within 2% of the set value.
The mapping procedures must be evaluated on a basis of accuracy as a function of computational cost. As event-driven simulators process events at a constant rate, the computational cost is proportional to the number of events that must be processed per unit of simulation time. Each additional discontinuity within the potential will generate additional events provided particle pairs can access it; therefore, the computational cost is dominated by the number of discontinuities in the well of the potential. A straightforward parameter for the order of approximation of the potential, Θ, can then be defined for each step placement algorithm as follows:
for Eq. (4) where r min = 2 1/6 σ is the location of the minimum of the Lennard-Jones potential. The parameter Θ is continuous, and as Θ → ∞, the continuous Lennard-Jones potential is recovered. The integer part of Θ corresponds to the number of discontinuities in the attractive section of the potential and at whole integer values of Θ, a discontinuity is placed at the minimum of the potential.
A. Placement of the discontinuities
The methods for placing the discontinuities of a discrete potential (Eq. (2)- (4)) are evaluated first. An example comparison of the calculated pressure and internal energy for a high-density super-critical state point using the mid-point sampling algorithm (Eq. (6)) to set the step energies is given in Fig. 2 . A temperature of k B T /ε = 1.3 is used in these simulations as it is well-above the critical temperature k B T c /ε ≈ 1.15 of the r cutoff = 3 σ system 30 to avoid entering the two-phase region. It is clear from this comparison alone that the algorithm using fixed energy intervals (∆Φ, Eq. (4)) is superior to the other approaches. Further simulations have been carried out using all step-energy algorithms over a range of densities and temperatures and are in qualitative agreement with the trends outlined in Fig. 2 ; therefore, it is clear that the fixed energy interval algorithm given in Eq. (4) is the most appropriate as it is the only approach which allows a controlled approximation of the stepped potential. A full review of the available step energy algorithms using the fixed energy interval algorithm is performed in the following subsection.
B. Step energy
The algorithms for setting the step energy, given in Eqs. (5)- (11), are evaluated by comparing predictions for the pressure (see Fig. 3 ) and internal energy (see Fig. 4 ) for two super-critical state-points at low and high density. Equation (4) is used to specify the step locations and the order of approximation is again controlled by specifying the number of discontinuities Θ in the attractive section of the potential. To confirm that Θ is the correct basis for comparison of these algorithms, the simulation event rates as a function of Θ are presented in Fig. 5 . Each step-energy algorithm has an almost identical cost as a function of Θ and, for Θ > 2, a remarkable linear correlation is observed between the rate of events. As the event-driven simulation algorithm processes events at an approximately constant rate for a given cutoff and density, this demonstrates that there is a direct correspondence between Θ and the computational cost, making it a suitable basis for comparison.
At low densities, equating the virial contributions provides an excellent agreement for the pressure for all orders of approximation (see Fig. 3a ), as expected. This is particularly interesting as for Θ ∈ (1, 2) the discontinuous potential is a core-softened square-well potential. For predictions of the internal energy, the virial approach performs well only once a step is added between the minimum and the cutoff (Θ > 2 in Fig. 4a) . a strong dependence on the step placement through large changes near integer values of Θ.
The relatively smooth dependence of the Volume, and Virial algorithms on the Θ parameter indicates that these approaches provide a relatively unbiased sampling of the underlying potential. The MidVol algorithm performs worse overall than the Mid-point sampling approach and the Volume averaging algorithm performs almost as well as the Virial algorithm.
The Volume algorithm appears to be a suitable replacement for the Virial if the temperature is not known and provided Θ > 1. At high densities (see Figs. 3b and 4b) , the Virial and
Volume averaging approaches still perform well but surprisingly the Mid-point sampling outperforms all other techniques for 1 < Θ < 4. This is likely due to a fortuitous cancellation of errors rather than an inherent advantage of the method, as its performance worsens for In summary, the placement of discontinuities using Eq. (4) and allocation of their energies using Eq. (11) appears to provide the best approximation of the continuous Lennard-Jones potential of the methods examined for the evaluated state points. As the computational cost primarily depends on the integer portion of Θ (see Fig. 5 ), it is optimal to select values of Θ with large fractional parts, such as Θ ≈ 5.8.
IV. OPTIMAL ALGORITHM EVALUATION
The conversion algorithm which yielded the best performance, given in Eq. (4) and Eq. (11), is now fully evaluated across a wide range of state points. In particular, the trade-off between accuracy of reproduction and computational cost is explored. All values of Θ have a fractional part of .8 due to the step-wise scaling of the computational cost with Θ (see Fig. 5 ).
A. Thermodynamic Properties
To validate the thermodynamic properties of the system, the phase diagram (see Fig. 6 ) and vapor pressures (see Fig. 7 ) are calculated using Monte Carlo simulations in the grand canonical ensemble, using multi-canonical sampling to overcome the free energy barrier between the liquid and vapor phases [31] [32] [33] . The simulations were performed in a cubic box of side length 7σ. Approximately 100 × 10 6 configurations were sampled at each temperature, with 50% attempted displacement moves and 50% attempted particle insertion/deletion moves. Simulations were started near the critical point, and histogram re-weighting was used to determine the multi-canonical weights at the lower temperatures. The coexistence point at each temperature was determined by adjusting the chemical potential to equate the areas of the density histogram corresponding to the liquid and vapor phase.
The critical point is estimated by using a least-squares fit of the critical scaling of the density difference and the law of rectlinear diameters Although the discrete approximations appear to converge to the thermodynamic properties of the Lennard-Jones fluid, there are subtle differences in the microscopic structure.
The discontinuities in the energetic potential lead to discontinuities in g(r), as illustrated for a high-density state point in Fig. 8 . For low-order approximations the differences are significant, but for Θ = 10.8 the g(r) is closely reproduced. The continuous cavity distribution function, defined as y(r) = g(r)e βΦ(r) , yields a close agreement between all approximations (see Fig. 8b ). The sampling of y(r) is poor for the continuous potential near r → 0.9 as the g(r) is low in this region; however, the use of the event-rate formulas allows a higher accuracy of sampling in this region for the stepped potential which explains the discrepancy.
the system are effectively captured by the stepped potentials.
B. Dynamical Properties
To fully validate the effectiveness of the conversion process, a number of dynamical properties have been calculated and are compared against the reference simulation results of Meier et al. [35] [36] [37] , and Bugel and Galliero 38 . Dynamical properties are difficult to calculate accurately as they require long simulation times to allow hydrodynamic behavior to appear.
The literature values used here have been obtained using larger cut-offs (in the range of r cutoff /σ = 5 to 6, depending on density). This will only cause small deviations except near the critical point of the literature fluid (k B T c /ε ≈ 1.34) which is above that of the are acceptable with a maximum deviation of ≈ 8% over both isotherms.
Results for the viscosity are presented in Fig. 10 . The Θ = 10.8 results are within 10% of the continuous results for both isotherms, except at the lowest two densities. The disagreement at low densities is likely due to the increased proportion of "glancing" interactions, where the particles approach each other close enough to pass through the outer attractive portion of the potential but do not collide directly enough to reach the inner well or repulsive cores. The importance of these types of collisions in this regime shifts the emphasis from a close reproduction of the well to the outer tail of the potential. It may be that regular stepping of the potential using radial or volumetric placement is more suitable at very low gas densities. Overall, agreement is good, given the uncertainty in the results. here is only for serial execution performance; however, parallel algorithms for event-driven simulation exhibit good scaling 40 and will be evaluated in future.
VI. CONCLUSIONS
In this work, we have examined several methods for mapping a continuous interaction potential to a discrete, stepped potential. These methods were compared on their ability of the resulting discrete potential to reproduce the thermodynamic and transport properties of the continuous potential system over a broad range of conditions. Of the various methods which were examined to locate the discontinuities of the potential, the best was found to be at fixed intervals of energy. Setting the step energy through a volume average of the energy of the underlying continuous potential appears to give the a good overall approximation provided Θ > 1 and an excellent approximation for Θ = 10.8.
The The Hertz potential, used in simulations of solids particles 2 , is particularly interesting as the stepped equivalent may be arbitrarily steep. This, combined with the analytic dynamics of the event-driven technique, will allow the stable and efficient use of realistic materials parameters in granular simulations. The only obstacle to this application is the conversion of the dissipative inter-particle forces which will be explored in a future publication.
Finally, in this paper, we have not considered the general question as to whether using a discrete potential is preferable to using a continuous potential for molecular systems.
Although the discrete Lennard-Jones model developed here only appears to be efficient in certain limits, using a carefully chosen discrete coarse-grained potential, with only a few steps and a short interaction range, can potentially lead to a system that is much more rapidly simulated by event-driven MD than a continuous potential can be simulated by 
