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Quantum work fluctuation theorems are known to hold when the work is defined as the
difference between the outcomes of projective measurements carried out on the Hamiltonian
of the system at the initial and the final time instants of the experimental realization of
the process. A recent study showed that the theorem breaks down if the measurement is
of a more general nature, i.e. if a positive operator valued measurement is used, and the
deviation vanishes only in the limit where the operators become projective in nature. We
study a simple two-state system subjected to a unitary evolution under a Hamiltonian that
is linearly dependent on time, and verify the validity of the above statement. We further
define a weak value of work and show that the deviation from the exact work fluctuation
theorems are much less in this formalism.
I. INTRODUCTION
The field of nonequilibrium statistical mechanics has received a huge impetus after the discovery
of the so-called fluctuation theorems more than two decades ago [1–5]. These theorems are distinctly
different from their predecessors such as the linear response theory [6], in that they remain valid
even in a highly nonequilibrium state of the system. In fact, the linear as well as nonlinear response
coefficients can be obtained by making use of these theorems [7]. The relations have been proved
under a variety of conditions both for classical and quantum systems [3, 4, 8–14]. One of these
relations, known as the Crooks’ Theorem [15, 16] pertains to the work W done on the system, along
the forward and along the reverse processes (each beginning in a state of thermal equilibrium):
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Pf (W )
Pr(−W ) = e
β(W−∆F ), (1)
where Pf (W ) and Pr(−W ) are the probability distributions of work done in the forward and reverse
processes, while ∆F is the change in the equilibrium free energy in the forward process. β is the
inverse temperature of the thermal environment. A famous corollary of the above theorem is the
Jarzynski equality [17], which is given by
〈
e−βW
〉
= e−β∆F (2)
The Jarzynski relation in a closed driven quantum system has been derived by introducing an initial
and final projective measurment of the system energy [18]. Work in this context is a two-point
quantity obtained by calculating the difference between the initial and final energy of the system
[19]. See also, in this context [20], where work on a quantum system was shown to be measured by
performing a generalized quantum measurement at a single time. In the context of open quantum
systems, the ambient environment, also called the reservoir, needs to be taken into account [21, 22].
In that case, the Jarzynski and Crooks relation have been studied from a variety of perspectives [23–
25]. Experimental schemes have been proposed to verify the quantum non-equilibrium fluctuation
relations [26]. These led to development of thermodynamics of systems at the mesoscopic level
and to the foundation of the field of stochastic thermodynamics [27–29]. In turn, this has made
a positive impact on the rapidly developing field of quantum thermodynamics [30–33]. Both the
Jarzynski and Crooks relations provide a way to measure free energy from nonequilibrium work
measurements, so that one need not make the process reversible in order to do so.
The classical FTs rely on the stochastic definitions of thermodynamic quantities like work, heat
or internal energy as prescribed in [27, 29]. The quantum definitions are more involved, since work
was shown not to be a quantum observable [19]. Nevertheless, a two-point measurement scheme
seemed to provide the appropriate definition of work done on a quantum particle. It was argued
in [34] that if a projective measurement of Hamiltonian is performed on the combined system
consisting of the system of interest and its environment, both at the beginning and at the end of
the experiment, then the difference between the eigenvalues would physically correspond to the
work done on the system of interest.
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Now, an experimental measurement of any quantum observable is in general not a projective
measurement. Rather, it is some form of a positive operator-valued measurement (POVM) [35]. A
POVM of particular interest is called a weak measurement, where the disturbance to the system
state is minimal. This is in stark contrast to the commonly used concept of projective measurement,
where the state of the system collapses to one of its eigenstates after the measurement. The weak
measurements can be formulated using the pre- and post-selected quantum systems [36] as well as
in terms of measurement operator formalism [37]. The measurement operator approach provides a
new way to handle weak as well as strong measurements (generated by projective measurements).
In this article, we focus on the validity of the Crooks theorem and the Jarzynski equality when
the measurement is weak in nature. An attempt in this direction was made in [38], where the
effect of generalized measurements on fluctuation relations was studied. Here we complement this
study by the use of weak measurement operators, using the measurement operator approach [37]
that do not require post-selection. The points of contact as well as differences with this study are
highlighted. To the knowledge of the authors, such checks have not been performed till date on
the fluctuation theorems. Further, the formalism facilitates the deduction of the usual case due to
projective measurements easily. If a connection between the equilibrium free energy change and the
outcomes of the weak measurements is available, it would therefore be of great practical relevance.
We first discuss briefly about the known relations for projective measurements, and then proceed
to extend the treatment to weak measurements. For analytical convenience, we choose the protocol
such that the Hamiltonian of the system has a linear dependence on time, although the results can
be explained using very general physical reasonings (see later) that should remain valid even for
more complex protocols.
In section II, we discuss the notations and the model, and provide a brief derivation of the
Jarzynski Equality for isolated quantum systems subjected to projective measurements, which is a
known result. Section III provides an introduction to the weak measurement operators. In section
IV, we put our analytical results in perspective with the conclusions of [38]. Section V discusses
further generalizations and the underlying assumptions as contrasted with those of [38]. We then
make our Conclusions.
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II. FLUCTUATION THEOREMS FOR ISOLATED QUANTUM SYSTEMS IN
PRESENCE OF PROJECTIVE MEASUREMENTS
A. Description of the model
Let us consider a two-state system with the ground state of energy 0 and the excited state of
energy 1, as shown in figure 1.
FIG. 1: Diagram showing the two non-degenerate states of the system.
The system is initially (at t = 0) in thermal equilibrium with a heat bath of temperature T . The
two states are represented by
|0〉 =
1
0
 ; |1〉 =
0
1
 . (3)
The initial Hamiltonian is
H = 0|0〉〈0|+ 1|1〉〈1| =
0 0
0 1
 . (4)
The initial density matrix is given by
ρ(0) =
1
Z(0)
e−βH =
1
Z(0)
e−β0 0
0 e−β1
 , (5)
where
Z(0) = e−β0 + e−β1 .
Once our protocol begins (we switch on the external drive λ(t), so that the Hamiltonian be-
comes explicitly time-dependent), we detach our system from the heat bath, so that its subsequent
evolution is unitary.
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We now measure the energy eigenvalue i at t = 0, allow its unitary evolution till t = τ , and
make a final measurement of its energy eigenvalue j (given: i, j = 0, 1). The change in energy
j(τ)− i(0) must be the work done on the particle, since there is no dissipation of heat.
Now, the probability distribution of work in this forward process is given by
Pf (W ) =
∑
i,j
δ[W − (j − i)]P (j|i)pi(0). (6)
Here, pi(0) = e
−βi/Z(0) is the initial thermal distribution of the state |i〉, i = 0, 1. The transition
probability from state |i〉 to state |j〉 is given by P (j|i).
The reverse process is defined as one in which the system is again brought in thermal equilibrium
with the bath at time t = τ (when the value of the external parameter is λ(τ)), so that the initial
density matrix ρ˜(0) = e−βH(τ)/Zτ is similar to that in the forward process, but involving energy
eigenvalues corresponding to the final form of the Hamiltonian H(τ).
B. Jarzynski Equality for projective measurements
The derivation for Jarzynski Equality (JE) when projective measurements are performed at the
beginning and the end of the process is well-known [19]. We briefly outline the method below.
Let us define the projection operators Π0 ≡ |0〉〈0| and Π1 = |1〉〈1|. The unitary evolution of the
state for a time t is given by the operator U(t).
In unitary evolution, P (j|i) = P (i|j). Also, since the probability distributions pi(0) and pj(τ)
are Boltzmann distributions, we must have
pi(0)
pj(τ)
= eβ(j−i)−∆F ,
so we can write (6) as
Pf (W ) =
∑
i,j
δ[W − (j − i)]P (j|i)pi(0)
=
∑
i,j
δ[W − (j − i)] Tr[ΠjU(τ)Πiρ(0)ΠiU †(τ)Πj ]. (7)
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The characteristic function, given by the Fourier transform of Pf (W ), is then
Pˆf (u) ≡
∫
P (W )eiuWdW
=
∑
i,j
eiu(j−i) Tr[ΠjU(τ)Πiρ(0)ΠiU †(τ)Πj ]
=
∑
i,j
Tr[ΠjU(τ)e
−iuH(0)Πiρ(0)ΠiU †(τ)eiuH(τ)Πj ]
=
1
Z(0)
∑
i,j
Tr[U †(τ)eiuH(τ)ΠjU(τ)e−iuH(0)Πie−βH(0)Πi]
=
1
Z(0)
∑
i
Tr[eiuHH(τ)e−(iu+β)H(0)Πi]
=
1
Z(0)
Tr[eiuHH(τ)e−(iu+β)H(0)], (8)
where we have used the completeness relation
∑
i Πi = Iˆ, and the definition of Heisenberg operator
HH(τ) = U
†(τ)H(τ)U(τ). Substituting u = iβ in the above relation readily gives
〈e−βW 〉 = e−β∆F . (9)
III. IMPLEMENTATION OF WEAK MEASUREMENTS
The strong measurements are described by the projection operators Π0 and Π1. However,
such measurements completely disrupt the dynamics of the system and collapses it to one of its
eigenstates. Furthermore, any real measurement in a laboratory is in general not a projection
measurement, but is of a weaker nature where there is no complete collapse of the state after
the measurement. Several models of weak measurement have been studied. We will consider the
following operator as the one describing a weak measurement [37]:
A(λ) =
(√
1− tanhλ
2
)
Π0 +
(√
1 + tanhλ
2
)
Π1. (10)
Note that λ→ ±∞ yields the projective measurements Π1 and Π0. The measurement implemented
by the above operator was shown to correspond to a random walk along a curve in state space,
with the measurement ending when one of the end points is reached, thereby highlighting that any
measurement can be generated by weak measurements [37]. The difference between the weak and
6
the projective measurements is highlighted by the post-measurement state. After the first projective
measurement, the state collapses to either Π0 or Π1. In contrast, under weak measurement, the
state ρ(0) (see 5) changes to
ρ
′
± =
A(±λ)ρ(0)A(±λ)
Tr[A(±λ)ρ(0)A(±λ)]
=
1
(a20(±λ)e−β0 + a21(±λ)e−β1)
(
a20(±λ)e−β0Π0 + a21(±λ)e−β1Π1
)
, (11)
which is a superposition of Π0 and Π1. Here a0(λ) =
√
1−tanhλ
2 , a1(λ) =
√
1+tanhλ
2 . Hence, as a
result of weak measurement, it can be seen that the state does not collapse to the energy eigenstates.
As shown in [38], measurement operators for which the Crooks relation must be satisfied for any
protocol that connects the initial and the final Hamiltonian within a finite time must be such that
that the post-measurement states |ψm(ζ)〉 have to coincide with the eigenstates |m; ζ〉, for ζ = 0
and τ , possibly up to irrelevant phase factors. The post-measurement state Eq. (11) clearly does
not coincide with eigenstates and hence the fluctuations relations will not be satisfied, in general,
under these measurements. This will be seen below explicitly.
In the limit λ→ ∓∞, the post measurement state ρ′+, Eq. (11), reduces to
lim
λ→−∞
ρ
′
+ = Π0, lim
λ→∞
ρ
′
+ = Π1, (12)
thereby reducing to the projective states. This is expected as in these limits, the weak measurement
operators reduce to projection operators.
IV. COMPARISON WITH KNOWN RESULTS
As shown in [38], the Crooks Theorem is accurate only when the measurement operators are
projective in nature. We verify this in the present section, by comparing the left hand and right
sides of Eq. (15) below, for various strengths of measurement. We choose a Hamiltonian varying
linearly with time, and has the form H(t) = H(0) +Mt, where
H(0) =
0 0
0 1
 ; M =
α0 0
0 α1
 . (13)
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Here, α0 and α1 are arbitrary constants that perturb the system from its initial equilibrium state,
where the intial density matrix was given by
ρ(0) =
1
Z(0)
e−β0 0
0 e−β1
 . (14)
In [38], the form of the Crooks theorem consistent with generalized measurements was shown
to be:
Tr[U †(λ)Q(u, τ)U(λ)R(u, 0)] = Tr[U †(λ)R(−u+ iβ, τ)U(λ)Q(−u+ iβ, 0)], (15)
where
Q(u, t) =
∑
i
eiui(t)A†iAi;
R(u, t) =
∑
j
e−iuj(t)Aje−βH(t)A
†
j . (16)
The operators Ai,j are defined as A+ ≡ A(λ) and A− ≡ A(−λ).
In figure 2(a) and (b), we verify this relation for two different sets of parameters (see figure
caption). In agreement with the results of [38], we find that the left-hand-side and the right-hand-
side are exactly equal for projective measurements (λ → ±∞), whereas for weak measurements,
they are not equal. In the weak measurement scenario, the projective operators Π0 = |0〉〈0|
and Π1 = |1〉〈1| are replaced by Eq. (10), such that the limits λ → ±∞ yield the projective
measurements Π1 and Π0. The maximum discrepancy appears for λ = 0, where the two eigenstates
of projective measurement contribute equally in the superposed state.
V. FLUCTUATION THEOREMS WITH WEAK ENERGY EIGENVALUES
In [38], the derivation of the condition of Crooks Theorem involved the definition of work in
terms of the energy eigenstates of the projective (strong) measurements, and likewise the partition
function was also defined in terms of these eigenstates. However, since exact energy eigenstates
would not be observed under weak measurements, we seek a different definition of work and par-
tition functions in terms of the weak energy eigenvalues that will actually be observed in such
measurements.
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FIG. 2: (a) Plot of the LHS and RHS of the relation (15), as a function of the measurement
strength λ. The parameters are α0 = 1, α1 = 1, β = 1, u = 1, 0 = 0, 1 = 1. (b) Similar plot
for a different set of parameters: α0 = 1, α1 = 2, β = 2, u = 1, 0 = 0, 1 = 1
Next, we seek to find whether a different definition of the partition function leads to a better
agreement with the Crooks theorem when the measurement strength is weak. Since the weak energy
values will be returned by the weak measurements, we make an ansatz for the weak partition function
as (see sec. V C for its practical significance)
Zw(t) = e−β
w
+(t) + e−β
w
−(t). (17)
Here w±(t) are the two weak eigenvalues of the Hamiltonian H(t), given by
w±(t) = Tr
[
A(±λ)H
]
=
(√
1∓ tanh(λ)
2
)
(0 + α0t) +
(√
1± tanh(λ)
2
)
(1 + α1t). (18)
This is somewhat analogous to the case where quantum discord, a prominent facet of quan-
tum correlations, was studied using weak measurements [39]. Now, in order to evaluate the
work distribution (see Eq. (7)), we need to evaluate the path probabilities Pw(j|i)pi(0) ≡
Tr[AjU(τ)Aiρ(0)AiU
†(τ)Aj ], where i, j = +,−. These can be easily computed and the results
are as follows:
Pw(+|−)p−(0) = Pw(−|+)p+(0) = 1
4
sech2(λ);
Pw(±|±)p±(0) = 1
4
sech2(λ)
[
cosh(2λ)∓ (e
β0 − eβ1) sinh(2λ)
eβ0 + eβ1
]
. (19)
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The probability density for the weak value of work, Ww ≡ wj − wi , is given by
Pwf (W
w) =
∑
i,j=+,−
δ[Ww − (wj − wi )]Pw(j|i)pwi (0). (20)
We can now find an expression for the mean and variance of work by using Eq. (20), and the
definitions
〈Ww〉 =
∫ ∞
−∞
WwPwf (W
w)dW,
σ2Ww =
∫ ∞
−∞
(Ww)2Pwf (W
w)dW −
(∫ ∞
−∞
WwPwf (W
w)dW
)2
. (21)
The expression for mean work 〈Ww〉 can be shown to be
〈Ww〉 = τ
2
√
2
[(eβ0 − eβ1)(α0 − α1) tanh(λ){√1− tanh(λ)−√1 + tanh(λ)}
eβ0 + eβ1
+ (α0 + α1)
{√
1− tanh(λ) +
√
1 + tanh(λ)
}]
. (22)
The expression for the variance σ2Ww is very lengthy and unilluminating, and has not been produced
here. Instead the plots for the variations of the mean and the standard deviation (σW ≡
√
σ2W )
with the weak measurement parameter λ have been shown in figure 3. We note that as λ→ 0, we
obtain an equal superposition of states |0〉 and |1〉, and the measurement operators A(±λ) become
proportional to identity operator. Thus, the density matrix e−βH(0)/Z(0) remains unchanged, and
simply undergoes unitary evolution during the process without confronting any interception from
measurements. As a result, the work done during the process is given by (α0 + α1)τ/
√
2. This
removes the randomness due to the measurements and leads to a delta-function distribution of
work, and hence to the vanishing variance in work distribution in this limit. This limit is also
observed to yield the maximum value of mean work. For finite values of λ, the two measurement
operators A(λ) and A(−λ) are different from each other and retains the randomness of the final
weak energy eigenvalues, to a degree that depends on the magnitude of λ. In the limit λ → ±∞,
the two measurement operators reduce to the projection operators Π1 and Π0, and thus we obtain
the results of the usual treatment consisting of projective measurements.
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FIG. 3: (a) Plot of the average work as a function of λ. (b) Plot of the standard deviation of work
as a function of λ. Parameters are: 0 = 0, 1 = 1, τ = 1, α0 = 1, α1 = 2, β = 2.
A. Verification of Jarzynski Equality
The LHS and the RHS of the Jarzynski Equality (JE) are respectively given by
〈e−βWw〉 =
∫ ∞
−∞
e−βW
w
Pwf (W
w);
e−β∆F
w
=
Zw(0)
Zw(τ)
. (23)
Here Zw(t) are as given in (17).
The two sides of the Jarzynski equality, given by (23), have been depicted in figure 4 (the values
of the parameters used are given in the figure caption). Barring slight deviation in the intermediate
parameter regime, we find agreement between the two sides not only for λ → ±∞, but also for λ
equal to zero. The agreement in the limit λ → 0 can be understood as follows. For the case of
the Hamiltonian varying linearly with time, in this limit we have w+ = 
w− =
1√
2
(0 + 1), while the
weak partition function becomes Zw(0) = 2 exp
[
− β√
2
(0 + 1)
]
. A similar definition holds at time
t = τ as well, such that one finally obtains
〈e−βWw〉 = e−β∆Fw = exp
[
− βτ√
2
(α0 + α1)
]
. (24)
This result is in sharp contrast with the approach of [38], where the maximum disagreement between
the two sides appeared in the λ→ 0 limit.
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FIG. 4: The variation of LHS 〈e−βW 〉 and RHS e−β∆Fw of JE as a function of the measurement
strength. Parameters used are: 0 = 0, 1 = 1, α0 = 1, α1 = 2, β = 2, τ = 1.
B. Verification of Crooks Theorem
The Crooks Theorem provides a relation between the work distributions obtained in the forward
process, Pf (W ), to that along the reverse process, Pr(W ). The mathematical statement of the
theorem in our case should be
Pwf (W
w)
Pwr (−Ww)
= eβ(W
w−∆Fw). (25)
If the forward process involves an external perturbation that varies with time as per the function
λ(t), then the reverse process can be generated by using the perturbation λ(τ − t). The initial
distributions of the forward and reverse processes correspond to the parameter values λ(0) and
λ(τ), respectively.
One method of verifying the theorem numerically is to directly plot the functions Pwf (W
w)e−βWw
and Pwr (−W )e−β∆F
w
together and check whether they coincide with each other. But our work
distributions are summations of a finite number of delta functions (see eq. (20)), which makes
it difficult to plot them directly. Instead, we take the following approach. Suppose we define an
arbitrary function f(Ww) of work Ww, then multiplying both sides of eq. (25) by f(Ww), we
obtain:
f(Ww)e−βW
w
Pwf (W ) = f(W
w)e−β∆F
w
Pwr (−Ww).
An integration over Ww yields
〈f(Ww)e−βWw〉f = 〈f(−Ww)〉re−β∆Fw . (26)
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Here, the subscripts f and r on the left and right hand sides of the equation represent averaging
over Pwf (W
w) and Pwr (W
w), respectively. If this equation remains true for any form of f(Ww),
then the Crooks Fluctuation Theorem stands verified.
Since the forward process is given by H(t) = H(0) + Mt, with M given by (13), the reverse
process can be generated by evolving the system under the Hamiltonian H(t) = H(0) +M(τ − t).
The LHS and RHS of eq. (26) have been shown in figure 5(a), when f(Ww) is chosen to have the
following quadratic form: f(Ww) = Ww + (Ww)2. A similar graph for a cubic function of work,
f(Ww) = Ww + (Ww)2 + (Ww)3, has been shown in figure 5(b). We observe that the two sides of
the equation deviate for 0 < |λ| < 5 (deviation is very small for the quadratic f(W ) but slightly
higher for cubic f(W )), and coincide for λ = 0 as well as for larger values of λ.
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FIG. 5: (a) Verification of Crooks Theorem for f(Ww) = Ww + (Ww)2, with parameter values
0 = 0, 1 = 1, τ = 1, α0 = 1, α1 = 2, β = 2. The purple solid line and the green symbols
correspond to the LHS and the RHS of Eq. (26), respectively. (b) Similar curves for
f(Ww) = Ww + (Ww)2 + (Ww)3.
C. Measurement of temperature
The notion of inverse temperature β in terms of weak value of an operator under weak measure-
ments was recently discussed in [40], where it was argued that using existing methods of measuring
the weak value, an estimate of the (inverse) temperature could be obtained. We show below that
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using the results of the previous section, it is easy to deduce the temperature of the thermal bath
with which the system is in contact at the beginning of either the forward or the reverse process.
We found above that the Crooks theorem for dissipated work approximately holds when the mea-
surements are not projective, when the free energy function are as defined via equations (17) and
(23). Thus we have the following relation:
Pwf (W
w)
Pwr (−Ww)
≈ eβ(Ww−∆Fw). (27)
One can rewrite this relation as
β ≈ 1
Ww −∆Fw ln
[
Pwf (W
w)
Pwr (−Ww)
]
. (28)
Thus, one can find the inverse temperature by simply using the above relation. The estimate of
temperature can be made very precisely when the measurement strengths are either weak or strong,
and to a good accuracy for intermediate strengths of the measurements. This can be done, as in
the examples discussed above, even when the system is not in contact with the thermal bath (that
is, evolving unitarily) throughout the duration of observation t = 0+ to t = τ .
VI. CONCLUSIONS
Fluctuation theorems are a set of relations that are valid for a system that could be far from
equilibrium. Such relations have been proved not only for classical systems but also for quantum
systems where work is measured by means of two-point projective measurements. We generalized
the result to the case where the measurement can have arbitrary strength, with the strongest
ones corresponding to projective measurements. The other limit is that of weak measurements,
where the state of the system is minimally disturbed and hence the dynamics does not undergo a
drastic change under the action of these measurement operators. A recent result shows that the
fluctuation theorems for conventional Jarzynski work hold only when the measurement is projective
in nature. We verify this result and show that the deviation is maximum when the measurement
is weakest. We further generalize this result by defining a weak value of work in terms of weak
energy eigenvalues, and show that the work fluctuation theorems are more closely satisfied in this
formulation. The deviation from the exact theorems are non-negligible only in a small window of
the measurement strength. However, beyond these limits, the deviation becomes imperceptible.
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We have shown that the approximate fluctuation theorems that we obtain for weak measurements
can be used to determine the inverse temperature.
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