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Dynamical Casimir Effect for a Swinging Cavity
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The resonant scalar particle generation for a swinging cavity resonator in the Casimir vacuum is
examined. It is shown that the number of particles grows exponentially when the cavity rotates at
some specific external frequency.
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I. INTRODUCTION
In 1948, Casimir predicted an attractive force between two closely placed perfectly conducting plates due to the
vacuum fluctuations [1]. The recent measurements confirm the basic concepts of quantum field theory in the presence
of static external constraints [2]. The best way to learn more about the quantum vacuum is to distort the vacuum.
One way to distort the vacuum is to vibrate one of the wall with one of the resonant field frequencies. Under this
resonance condition, the vacuum field and the moving mirrors become strongly coupled to each other. The time
dependent boundary conditions due to the moving mirrors chance the vacuum field in the cavity. As a result, it was
theoretically predicted that photons are generated in the empty cavity because of the instability of the vacuum state of
the electromagnetic field in the presence of time-dependent boundary conditions [3, 4, 5, 6, 7, 8, 9, 10, 11]. A number
of virtual photons from the vacuum are converted into real photons. This phenomenon is known as dynamical Casimir
effect or motion-induced radiation. There are a few proposed experimental for the detection of photons [12, 13, 14].
A one dimensional cavity with two perfectly parallel reflecting walls, one of which is motionless and the other oscillating
with a mechanical frequency equal to a multiple of the fundamental optical resonance frequency of the static cavity,
has been used as a simple model to study the dynamical Casimir effect [4, 5, 6, 7].
L1(t) = 0 , L2(t) = L (1 + ǫ sinΩt) , (1)
where the constant Ω is the external frequency, ǫ is a small parameter, the constant L is the initial length of the
cavity and L1(t) and L2(t) are the positions of the right and the left walls at time t, respectively. The cavity is
motionless initially and that at some instant one mirror starts to oscillate resonantly with a tiny amplitude. The
case of cavities with two moving mirrors was studied by few authors [15, 16, 17, 18, 19, 20, 21, 22, 23]. Compared
to the situation with a single oscillating mirror, it was found that radiation is resonantly enhanced when the cavity
oscillates symmetrically with respect to the cavity center. It was also shown that photons are generated when the
cavity oscillates as a whole, that is, the length of the cavity is constant [23].
So far the attention has been mainly focused on the oscillation of the mirrors of the cavity. Among the previous works
on the quantum vacuum, there is a lack of information about the resonance photon generation for a rotating cavity in
vacuum. In this paper, we will examine the resonance scalar particle generation when the cavity rotates around itself.
To our knowledge, particle generation due to the rotation of the cavity was not considered before in the literature.
II. SCALAR FIELD
Consider a cubic cavity formed by perfect conductors whose sides have a length L. The scalar field vanishes on the
surfaces. So, the Dirichlet boundary conditions read
Φ(x = {0, L}, y, z, t) = 0 , Φ(x, y = {0, L}, z, t) = 0 , Φ(x, y, z = {0, L}, t) = 0 , (2)
where the field operator in the Heisenberg representation obeys the wave equation, c = 1
∇2Φ = ∂
2Φ
∂t2
. (3)
The field operator inside the cavity can be expanded as
Φ(x, t) =
∑
n
(
bnΨn(x, t) + b
†
n
Ψ⋆
n
(x, t)
)
, (4)
2where b†
n
and bn are the creation and the annihilation operators, respectively and Ψn(x, t) is the corresponding mode
function. For t < 0, the mode function satisfying the boundary conditions is expanded as
Ψn = Nn e
−iωnt sin(
nxπx
L
) sin(
nyπy
L
) sin(
nzπz
L
) (5)
where ωn = π/L
√
n2x + n
2
y + n
2
z and the constant Nn = (2/L)
3
2 ( 1/
√
2ωn ).
At time t = 0, the cavity starts to rotate. In the literature, the most common and useful way to describe the rotation
of a rigid body is to use the Euler angles. For the simplicity, assume that the z-axis lies along the axis of rotation. The
problem looks simple, since the wave equation is the same as whether the boundaries are rotating or not. However,
the boundary conditions become time-dependent. Although the solution of the wave equation is easy to be found
and well known in static case (5), finding the exact solution of the same problem endowed with the time-dependent
boundary conditions is very difficult.
In the following, we denote the fixed system in unprimed coordinates and the rotated one in primed coordinates. The
orthogonal transformation matrix about the z-axis through the angle θ transforms the fixed unprimed axes to the
primed axes leaving the distance between two points unchanged.

 x
′
y′
z′

 =

 cos θ(t) sin θ(t) 0− sin θ(t) cos θ(t) 0
0 0 1



 xy
z

 (6)
where θ˙ is the angular velocity and dot denotes time derivation with respect to t.
The boundary conditions in the rotating system is given by
Φ(x′ = {0, L}, y′, z′, t) = 0, Φ(x′, y′ = {0, L}, z′, t) = 0, Φ(x′, y′, z′ = {0, L}, t) = 0 . (7)
One can also derive the time dependent boundary conditions by using (6).
We look for the rotations of the cavity that could enhance the number of generated photons by means of resonance
effects for some specific external frequencies. To enhance the number of photons, let us now assume the resonance
condition,
θ(t) = ǫ sin (Ω t) , (8)
where the constant Ω is the external frequency and the constant ǫ is a small parameter ( Lθ˙ is very small compared
to the speed of the light, where L is the length).
There are two ways to deal with this problem. One can either solve the wave equation with the time dependent
boundary conditions or transform the time dependent boundary conditions to the fixed boundary conditions. In
the latter case, the form of the wave equation is changed. We will follow the second case. Let us now find the
new form of the wave equation. The derivative operators transform according to ∇2 → ∇′2, ∂
∂t
→ ∂
∂t
− iθ˙Jz where
iJz = x
′ ∂
∂y′
− y′ ∂
∂x′
. Substituting these into the wave equation (3) and neglecting the terms with θ˙2 gives the
transformed wave equation in the primed coordinate system.
∇′2Φ = ∂
2Φ
∂t2
− iJz(2 θ˙ ∂
∂t
+ θ¨) Φ . (9)
The last term in the right hand side is due to the rotation of the cavity. Now, we do not have to deal with the time
dependent boundary conditions. However, we are left with a new equation.
We will try to solve this equation. To find the explicit form of the field operator, we will follow the approach given in
[24, 25, 26]. For an arbitrary moment of time t > 0, the mode function (4) satisfying the boundary conditions (7) is
expanded as
Ψk =
∑
n
ck
n
(t)
(
2
L
) 3
2
sin(
nxπx
′
L
) sin(
nyπy
′
L
) sin(
nzπz
′
L
) , (10)
where ck
n
(t) = ckxkykznxnynz (t) is a time-dependent function to be determined later. The initial conditions are given by
ck
n
(0) = 1/
√
2ωk δn,k and c˙
k
n
(0) = −i
√
ωk/2 δn,k.
Let us substitute (10) into the equation (9) in order to find ck
n
(t). If we multiply the resulting equation with
3sin(mxπx
′/L) sin(myπy
′/L) sin(mzπz
′/L) and use the orthogonality relations, we get an infinite set of coupled differ-
ential equations for ckn after some algebra.
c¨ km + ω
2
m c
k
m = ǫ δnzmz

8∑
nx
∑
ny
gnxmxnymy Θ
k
n +
∑
nx
gnxmxΘ
k
n δnymy −
∑
ny
gnymyΘ
k
n δnxmx

 , (11)
where gnm =
(1− (−1)m+n)mn
m2 − n2 , g
nxmx
nymy
=
1
π2
(
1
m2x − n2x
− 1
m2y − n2y
) gnxmxgnymy and they are equal to zero when
nx = mx or ny = my. Θ
k
n is defined as
ǫ Θk
n
=
(
2 θ˙ c˙ k
n
+ θ¨ ck
n
)
. (12)
We will try to solve the second order differential equation (11). Conventional weak-coupling perturbation theory
suffers from problems that arise from resonant terms in the perturbation series. The effects of the resonance could be
insignificant on short time scales but become important on long time scales. Perturbation methods generally break
down after small time whenever there is a resonance that lead to what are called secular terms. In the equation
(11), this happens for those particular values of external frequency Ω such that there is a resonant coupling with
the eigenfrequencies of the static cavity. A number of approaches have been developed to solve such equations. For
example, averaging over fast oscillations [27, 29], multiple scale analysis [30, 31], the rotating wave approximation [32],
numerical techniques [33]. We prefer to use the multiple scale analysis method (MSA), a powerful and sophisticated
perturbative method valid for longer times.
In MSA, the trick is to introduce a new variable τ = ǫt. This variable is called the slow time because it does not
become significant in the small time. The functional dependence of ckm on t and ǫ is not disjoint because it depends
on the combination of ǫt as well as on the individual t and ǫ. The time variables t and τ are treated independently
in MSA. Thus, in place of ckm(t), we write c
k
m(t, ǫt). Let us expand c
k
m in the form of a power series in ǫ
ckm(t) = c
k(0)
m (t, τ) + ǫ c
k(1)
m (t, τ) + O(ǫ
2) (13)
Up to the first order of ǫ, the derivatives with respect to the time scale t are given by
c˙ km = ∂t c
k(0)
m + ǫ
(
∂τ c
k(0)
m + ∂tc
k(1)
m
)
c¨ k
m
= ∂2t c
k(0)
m
+ ǫ
(
2∂τ∂t c
k(0)
m
+ ∂2t c
k(1)
m
)
. (14)
Let us substitute these into the equation (11). Then, we see that our original ordinary differential equation is replaced
by a partial differential equation. It may appear that the problem has been complicated. But, as will be seen below,
there are many advantages of this method. For the zeroth order of ǫ, we obtain a well known equation:
c¨ k(0)m + ω
2
m c
k(0)
m = 0 . (15)
The solution is given by
ck(0)m = B
k
m(τ) e
iωm t + Ckm(τ) e
−iωm t , (16)
where Bk
m
(τ) = B
kxkykz
mxmymz(τ), C
k
m
(τ) = C
kxkykz
mxmymz(τ) are small time varying functions. The initial conditions are
given by
Ck
m
(τ = 0) =
1√
2ωk
δk,m ; B
k
m
(τ = 0) = 0 . (17)
To first order in ǫ, we get
c¨ k(1)
m
+ω2
m
ck(1)
m
= δnzmz

8∑
nx
∑
ny
gnxmxnymy Θ
k(0)
n
+
∑
nx
gnxmxΘ
k(0)
n
δnymy −
∑
ny
gnymyΘ
k(0)
n
δnxmx

− 2∂t∂τ ck(0)m (18)
Let us substitute the definition (12) with (8) and the zeroth order solution (16) into the right hand side of the equation
(18) and then use the following relations: 2i sinΩt = (eiΩt − e−iΩt), 2 cosΩt = (eiΩt + e−iΩt). It can be seen that
4the right hand side contains terms that produce secular terms. For a uniform expansion, these secular terms must
vanish. In other words, any term with e±iωmt on the right-hand side must vanish. If not, these terms would be
in resonance with the left-hand side term and secularities would appear. After imposing the requirement that no
term e∓iωmt appear, we get the equations for Bk
m
(τ), Ck
m
(τ). Although there are infinitely many terms in the
summations, only a few modes are coupled to each other because of the nonequidistant character of the spectrum.
There are only a few positive integers nx, ny that produce secular terms in (18) for a given external frequency Ω.
As an illustration, we will give a specific example. Assume that the inter-mode coupling occurs between (1, 1, 1)
and (1, 2, 1), (2, 1, 1). Note that the external frequency Ω should be determined in such a way that these modes are
coupled to each other. So, choose Ω = (
√
3 +
√
6)π/L. As a result, a set of equations for Bkm and C
k
m for these modes
are given by
∂τB
kxkykz
111 −G111121 Ckxkykz121 +G111211 Ckxkykz211 = 0 ,
∂τC
kxkykz
111 −G111121 Bkxkykz121 +G111211 Bkxkykz211 = 0 ,
∂τB
kxkykz
121 −G121111 Ckxkykz111 = 0 ,
∂τC
kxkykz
121 −G121111 Bkxkykz111 = 0 ,
∂τB
kxkykz
211 +G
211
111 C
kxkykz
111 = 0 ,
∂τC
kxkykz
211 +G
211
111 B
kxkykz
111 = 0 , (19)
where Gk
m
=
(2ωm − Ω) Ω
4ωk
gmiki (i = x if mx 6= kx or i = y if my 6= ky).
The solutions can be obtained by solving the above six equations with the initial conditions (17). The solutions for
Bkm(τ) is given by


B211111
B121111
B111121
B111211

 = 1
λ


−G111211/
√
2ω211
G111121/
√
2ω121
G121111/
√
2ω111
−G211111/
√
2ω111

 sinh(λτ) . (20)
where λ2 = G111121G
121
111 +G
111
211G
211
111.
Assume that the cavity returns to its initial orientation at time tf and stops rotating. The number of generated scalar
particles in the mode (mx,my,mz) are calculated using the following formula [8, 31].
< Nm >=
∑
k
2 ωm |Bkm|2 . (21)
Hence, we find the average number of scalar particles generated in the modes (1, 1, 1), (1, 2, 1) and (2, 1, 1).
< N111 >= 2 < N121 >= 2 < N211 >= sinh
2(λ τf ) . (22)
They increase exponentially in time. The similar result has been obtained for the dynamical Casimir effect problem
[30, 31]. There it was assumed that the mirrors of the cavity oscillate in time.
III. DISCUSSION
So far in the literature, the dynamical Casimir effect problem has been studied only for the cavity whose mirror(s)
is(are) in oscillatory motion. Here, we have investigated the same effect for the cavity which rotates around itself. It
was theoretically suggested that the particles are generated from the rectangular cavity whose mirror is moving. Here
we have shown that the particles are generated from the rotating rectangular cavity as well.
If the cavity is rotated at a constant acceleration, no resonance effect takes place. Resonance particle generation
occurs if the angle θ(t) changes sinusoidally (8). For the translational dynamical Casimir effect problem, that occurs
when the mirror accelerates sinusoidally (1).
The boundary conditions become time-dependent as the cavity rotates. We have transformed the time-dependent
boundary conditions to the time-independent ones. Hence, we are left with a modified equation in the rotating
coordinate system (9). We have used the Multiple Scale Analysis to find the number of generated particles. As an
example, we have calculated it for the specific coupled modes (1, 1, 1) and (1, 2, 1), (2, 1, 1). We have found that the
average number of generated particles increases exponentially in time (22). The same result was obtained for the
5translational dynamical Casimir effect problem. In other words, the formula for the number of generated particles are
the same for both the rotating cavity and the cavity whose one mirror moves according to the equation (1).
Here, we have considered the scalar particle generation. The vector particle generation can also be studied for the
rotating cavity. This problem is more difficult since the vector components are mixed as the rectangular cavity rotates.
The generated photons have not fixed polarization as they have in the translational dynamical Casimir effect problem.
So, multiple scale analysis may not work for that problem since it enable us to find the number of generated photons
in a given polarization.
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