Abstract. The oriented link of the cyclic quotient singularity X p,q is orientationpreserving diffeomorphic to the lens space L(p, q) and carries the standard contact structure ξ st . Lisca classified the Stein fillings of (L(p, q), ξ st ) up to diffeomorphisms and conjectured that they correspond bijectively through an explicit map to the Milnor fibers associated with the irreducible components (all of them being smoothing components) of the reduced miniversal space of deformations of X p,q . We prove this conjecture using the smoothing equations given by Christophersen and Stevens. Moreover, based on a different description of the Milnor fibers given by de Jong and van Straten, we also canonically identify these fibers with Lisca's fillings. Using these and a newly introduced additional structure -the order -associated with lens spaces, we prove that the above Milnor fibers are pairwise non-diffeomorphic (by diffeomorphisms which preserve the orientation and order). This also implies that de Jong and van Straten parametrize in the same way the components of the reduced miniversal space of deformations as Christophersen and Stevens.
1. Introduction 1.1. Lisca's conjecture. In [18] , Lisca announced a classification of the symplectic fillings of the standard contact structure on lens spaces up to orientation-preserving diffeomorphisms. Detailed proofs were given in [19] .
We recall briefly his classification. Let L(p, q) be an oriented lens space. Lisca provides first by surgery diagrams a list of compact oriented 4-manifolds W p,q (k) with boundary L(p, q). They are parametrized by a set K r ( p p−q ) of sequences of integers k ∈ N r (for its definition see (4.1.3)). He showed that each manifold W p,q (k) admits a structure of Stein surface, filling the standard contact structure on L(p, q) and that any symplectic filling of this standard contact structure is orientation-preserving diffeomorphic to a manifold obtained from one of the W p,q (k) by a composition of blow-ups (that is, in the language of differential topology, by doing connected summing with the complex projective plane endowed with the opposite orientation).
Particular cases of his theorem had been proved before by Eliashberg [11] (for S 3 ) and McDuff [21] (for the spaces L(p, 1), for all p ≥ 2).
In general, the oriented diffeomorphism type of the boundary and the parameter k do not determine uniquely the (orientation-preserving) diffeomorphism type of the fillings: for some pairs the corresponding types might coincide (they are also listed by Lisca).
1.4.
Organisation of the paper. In §2 we recall necessary facts about Hirzebruch-Jung continued fractions and their geometric interpretation, while §3 contains some basic properties of cyclic quotient singularities and lens spaces, expressed in terms of the geometry of continued fractions. This section introduces the 'order' of the lens spaces too. Lisca's classification of the Stein fillings of lens spaces is presented in §4. In its last subsection we reformulate his result using the notion of order. §5 contains the results of Christophersen and Stevens regarding the structure of the reduced base of the miniversal deformation of cyclic quotient singularities. In §6 we recall de Jong and van Straten's theory of deformations of sandwiched surface singularities using decorated curves, which is specialized to cyclic quotient singularities in §7.
In these preliminary six sections we provide several details on the objects manipulated in order to try to make the paper readable both by singularity theorists and topologists interested in contact/symplectic topology. Considerable part of the preliminary material is used in the proofs (and the remaining part is conducive in the proper understanding of the main ideas/statements). On the other hand, even in these preliminary sections, most of the 'known' results are harmonized with the newly introduced notion of order.
The main new results are contained in the last three sections. In §8 we prove the 'strong' version (cf. subsection (1.2)) of Lisca's conjecture using the equations of Christophersen and Stevens describing the deformations of cyclic quotient singularities.
The identification of the Milnor fibers provided by the construction of de Jong and van Straten with the Stein fillings is done in §10. The proof needs a generalization of Lisca's criterion for recognition of each filling to a more homological criterion, which is in turn proved in §9. The two most important consequences are listed in §11.
Conventions and notations.
All the manifolds we consider will be oriented: any letter, say W , denoting a manifold will denote in fact an oriented manifold. We denote by W the manifold obtained by changing the orientation of W , and by ∂W its boundary, canonically oriented by the rule that the outward normal followed by the orientation of ∂W gives the orientation of W .
We work exclusively with (co)homology groups with integral coefficients. If W is a 4-manifold, we denote by Q W : H 2 (W ) × H 2 (W ) → Z its intersection form and by ∂ W : H 2 (W, ∂W ) → H 1 (W ) the boundary homomorphism. Additionally, if W has a non-empty boundary, and S 1 and S 2 are two 2-dimensional compact chains in W with disjoint boundaries which are contained in ∂W , then their intersection number is also well-defined and is denoted by S 1 · S 2 or S 1 · W S 2 .
If a, b ∈ N * and A is a commutative ring, we denote by Mat a,b (A) the set of matrices with a rows and b columns with coefficients in A.
If M is an abelian group and K is a field, we write M K := M ⊗ Z K.
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(2.1.3) Z n (x 1 , . . . , x n ) = x n · Z n−1 (x 1 , . . . , x n−1 ) − Z n−2 (x 1 , . . . , x n−2 ) for all n ≥ 1, with Z −1 ≡ 0, Z 0 ≡ 1 and Z 1 (x) = x. In fact, Z n (x) equals the determinant of the matrix M(x) ∈ Mat n,n (Z), whose entries are M i,i = x i , M i,j = −1 if |i − j| = 1, M i,j = 0 otherwise. Hence, besides (2.1.3), they satisfy many 'determinantal relations'. E.g.:
(2.1.4) Z n (x 1 , . . . , x n ) = Z n (x n , . . . , x 1 ).
Definition 2.1.5. [27] We say that x ∈ N n is admissible if the matrix M(x) is positive semi-definite of rank ≥ n − 1. Denote by adm(N n ) the set of admissible n-tuples.
If x is admissible and n > 1, then each x i > 0. Moreover, if [x 1 , . . . , x n ] is admissible then [x n , . . . , x 1 ] is admissible too.
Each rational number λ > 1 admits a unique Hirzebruch-Jung continued fraction expansion (in short, a HJ-expansion) of the form: λ = [x 1 , . . . , x n ], where x i ∈ N, x i ≥ 2 for all i ∈ {1, . . . , n}.
2.2.
The geometrical interpretation. Next we explain an interpretation of the HJexpansions using affine geometry, see e.g. [24] and [28] .
Consider a free abelian group N of rank two. An oriented cone is a rational strictly convex cone σ in N R with a choice of an order of its edges. We denote the two primitive elements of N which generate the edges by e 1 and e 2 , where (e 1 , e 2 ) is the order of the edges. We denote by σ ′ the same cone with the opposite choice (e 2 , e 1 ) of order of its edges and by σ the supplementary cone generated by (−e 1 , e 2 ).
Consider the convex hull of the points of N situated in σ \ 0 and denote by P σ the union of the compact edges of its boundary. It is a finite polygonal line joining e 1 to e 2 . Denote by v 0 , . . . , v s+1 the lattice points situated on it, in the order in which they are encountered when one travels from v 0 := e 1 to v s+1 := e 2 . Then for some integers b i ≥ 2:
Write also e 2 = −qv 0 + pv 1 . Then p and q are coprime with p > q > 0 provided that (e 1 , e 2 ) is not a basis of N, and p = 1, q = 0 otherwise. From now one we suppose that we are in the first case.
Lemma 2.2.2. With the previous notations,
Both p q and the sequence (b 1 , . . . , b s ) are complete invariants of the pair (N, σ), up to isomorphisms (that is, isomorphisms of free groups which send one cone onto the other and preserve the order of the edges). We say that p q is the type and (b 1 , . . . , b s ) the associated sequence of the oriented cone (N, σ). If one changes the orientation of the cone (i.e. σ into σ ′ ), then the type of (N, σ ′ ) becomes p q ′ , where q ′ is the unique positive number such that q ′ < p and′ ≡ 1 (mod p ); the associated sequence becomes (b s , . . . , b 1 ). Consider now both HJ-expansions:
There is a duality of the sequences a and b. Its geometric interpretation is the following. Start from an oriented cone σ ≃ σ p,q in N R of type p q (well-defined up to unique isomorphism). Consider its supplementary cone σ, the polygonal line P σ and the sequence (v 0 , . . . , v r+1 ) of lattice points on it, starting from v 0 := −e 1 and ending with v r+1 := e 2 (see Figure 1 ). Lemma 2.2.4. σ ≃ σ p,p−q , i.e. the sequence associated with (N, σ) is (a 1 , . . . , a r ).
There is an important point we wish to emphasize. In general, in torical presentations, cones and their dual cones are sitting in different lattices (dual to each other). Here, though the supplementary cone can canonically be identified with the dual cone (using the area-symplectic form equal to 1 on a positive basis of the lattice, see [28, page 145]), both σ and σ are represented in the same lattice N. This will allow us to connect by
here one reads (a 1 , . . . , a r ) P σ P σ Figure 1 . Two supplementary cones linear relations vectors from both cones in the same N (see Theorem (2.2.8)). Such a relation interpreted in homology is important in the proof of the main result from §10.
There is a canonical way to rewrite the entries of the continued fractions, where (2) ℓ means the constant sequence with ℓ terms all equal to 2, and n j ≥ 3 for all 1 ≤ j ≤ t:
Geometrically, t ∈ N is the number of 'interior' vertices of the polygonal line P σ , (m 1 , ..., m t+1 ) the sequence of integral lengths of the edges of P σ (hence m i ≥ 1 for all 1 ≤ i ≤ t + 1).
From the arithmetical point of view of the HJ-expansions of p/q and p/(p − q), the duality is reflected by Riemenschneider's point diagram [29] which basically says that:
In particular:
But there is an even deeper relation at the level of N (see [28, Proposition 5.3] ):
For a detailed discussion of similar relations connecting a cone with its supplementary cone, and their relationship with continued fractions, see [28] .
Generalities on cyclic quotient singularities and lens spaces
We recall the definitions of cyclic quotient singularities and lens spaces. Additionally, we introduce the notion of order associated with a lens space and we discuss its relationship with the group of automorphisms and dualities. See [4, pages 99-105] for a classical presentation of cyclic quotient singularities, [23, 28] for details about plumbings of links of surface singularities, and [7, 28] for the geometry of the splitting torus of lens spaces.
3.1. The definitions. Let p, q be coprime integers such that p > q > 0.
Definition 3.1.1. The cyclic quotient (or Hirzebruch-Jung) singularity (X p,q , 0) is the germ of the quotient X p,q of C 2 by the action ξ * (x, y) = (ξx, ξ q y) of the cyclic group {ξ ∈ C , ξ p = 1} ≃ Z/pZ. Its oriented link is the (oriented) lens space L(p, q).
In particular, L(p, q) is the quotient of S 3 by the above action of Z/pZ (this definition does not include S 3 and S 2 × S 1 , which are sometimes also considered to be lens spaces). Bonahon in [7] proved that each lens space contains an embedded 2-dimensional torusa so-called splitting torus -, unique up to an isotopy, which bounds on each side a solid torus. The set T of solid tori bounded by a splitting torus, identified modulo isotopies of the ambient space, is a set of one or two elements. It has one element exactly when the solid tori can be interchanged by an isotopy. This happens exactly when q ∈ {1, p − 1}, cf. [7, page 308] .
Let us define an additional structure associated with an (unoriented) lens space. It has a similar nature as the notion of orientation (T is analogous to the set of connected components of the orientation bundle of a manifold), but it is independent of it.
Definition 3.1.2. An order of an (unoriented) lens space is a total order on the set T .
Clearly, if q ∈ {1, p − 1}, then this supports no additional information. In all other cases the order distinguishes the first and the second of the two (non-isotopic) solid tori bounded by any splitting torus.
The unicity of the splitting torus τ allows one to associate with any (unoriented) lens space L a free abelian group of rank 2, namely N := H 1 (τ ). In the sequel ν * : N → H 1 (L) will stay for the homological morphism induced by the inclusion ν : τ ֒→ L.
Remark 3.1.3. In fact, N is well-defined up to the induced action of the isotopies of the lens space which move τ into itself. This is non-trivial only if q ∈ {1, p − 1}, but even in those cases any such induced isomorphism ϕ N : N → N satisfies ν * • ϕ N = ν * .
3.2. The order and its type. We explain now a way to extract the numbers { p q , p q ′ } from an oriented lens space diffeomorphic to L(p, q).
Let L be an oriented lens space. Choose an order of the two solid tori bounded by a splitting torus τ : denote by L 1 the first and by L 2 the second one. Orient τ as the boundary of L 1 . Therefore, N = H 1 (τ ) gets an induced orientation (dual to the orientation of H 1 (τ ) such that the cup product of a positive basis is positive on the fundamental class of τ ). There is up to isotopy a unique meridian of L 1 (that is, an unoriented simple closed curve on τ which is non-trivial homotopically on τ but is trivial in L 1 ). Orient it in an arbitrary way and denote by e 1 ∈ N its homology class. Then orient the meridian of L 2 such that its homology class e 2 ∈ N forms a positive basis (e 1 , e 2 ) of N with respect to the orientation defined before. Denote by σ the oriented strictly convex cone in N R generated by e 1 and e 2 , taken in this order. Let p q be the type of the oriented cone (N, σ), cf. (2.2).
By choosing the opposite orientation of the meridian of L 1 , one gets (−e 1 , −e 2 ) instead of (e 1 , e 2 ), hence −σ instead of σ, whose type is the same = q then from the type of the order one can recover the order itself. Indeed, the type contains the information regarding the oriented cone, whose ordered edges correspond to an order of the two meridians. This is not the case for q ′ = q ∈ {1, p − 1}, since #T = 2 but #{ p q , p q ′ } = 1 (hence the order is a sharper invariant than its type). Notice that if we change the orientation of the above lens space L(p, q), then in the above construction (e 1 , e 2 ) can be replaced by (−e 1 , e 2 ) (i.e. σ by σ of type 3.3. Self-diffeomorphisms. The previous discussion also provides the group of orientation-preserving self-diffeomorphisms Diff + (L) of an oriented lens space L, cf. [7] . For any ϕ ∈ Diff + (L) write ϕ * for the induced morphism at the level of H 1 (L) ≃ Z/pZ. Then the isotopy class of ϕ is uniquely determined by ϕ * , and ϕ * can only be multiplication by ±1 or ±q, and ±q occurs only if q ′ = q (corresponding to how ϕ changes the orientation of the meridians and/or the solid tori).
If q ′ = q, then Diff + (L) preserves automatically the order (that is, any of the two possible orders is left invariant). If q = q ′ / ∈ {1, p − 1}, then ϕ reverses it exactly when ϕ * is the multiplication by ±q. Hence, once an order o is fixed, the subgroup Diff For such a situation later we will use the following (ordered) set of elements of H 1 (L), well-defined up to a sign (cf. (3.1.3)), associated with an oriented and ordered L:
If in the above construction one changes the orientation of L and one keeps the same order, then one gets:
where the v i and v i are related as in subsection (2.2).
3.5. Order and plumbings. Consider again the surface X p,q . The sequences a and b from (2.2.3) guide two different geometrical packages: a is related more to the equations and deformations of X p,q , see e.g. §5 ( [10] and [14] use even the notation X p,q = X(a 1 , . . . , a r )), while b is related to the resolution. The dual graph G(b) of the minimal resolution is a string, see Figure 2 . Let Π(b) be the oriented compact 4-manifold with boundary obtained by plumbing according to G(b) (it is diffeomorphic to the minimal resolution of a Milnor representative of (X p,q , 0)). It contains oriented 2-spheres {S i } 1≤i≤s which intersect according to the graph G(b) and which are realized in the minimal resolution by the irreducible exceptional curves. By Notice also that the permutation (x, y) → (y, x) of the coordinates of C 2 realizes an isomorphism X p,q → X p,q ′ . Hence, a priori there is no preferred order of the coordinate axes or of the 2-spheres {S i } 1≤i≤s if s > 1: the marking {S i } 1≤i≤s can be replaced freely by {S s−i } 1≤i≤s . But the ambiguity disappears (for both plumbing graphs G(a) and G(b)) if #T = 2 and an order is fixed. We explain this in the next paragraphs.
With any marking {S i } 1≤i≤s of the 2-spheres, associate a collection (R i ) 1≤i≤s of pairwise disjoint oriented discs properly embedded inside Π(b), R i being a normal slice of S i inside the associated part of the plumbing decomposition of Π(b), with
Assume that q ∈ {1, p − 1}, or equivalently, s = 1 = r, i.e. the lengths of both a and b are greater than one. Let us concentrate now on G(b) (there is a symmetric discussion for G(a) too). Any edge of the graph, via the plumbing construction, determines a splitting torus. Then ∂R 1 and ∂R s sit in two different (non-isotopic) solid tori.
Each edge of G(b) corresponds to a splitting torus of L. Choose an ordering (L 1 , L 2 ) of the solid tori bounded by it such that the type of L endowed with the associated order is p/q. Then we mark the 2-spheres in such a way that ∂R 1 ⊂ L 1 and ∂R s ⊂ L 2 . This defines an order of 2-spheres. By this convention, not only the type p/q of the order and the ordered sequence (b 1 , . . . , b s ) of weights of the graph correspond by the expansion (2.2.2), but even if this sequence is symmetric, we indicate in the plumbed manifold Π(b) which 2-sphere has index 1, respectively s. In fact, this specification is equivalent with a choice of an order.
(Regarding Figure 2 , notice the following. If s > 1, and we replace the 'symbols' b i by some integers ≥ 2, then we get an unordered graph. On the other hand, with the present decoration we indicate which end-edge is S 1 respectively S s , hence Figure 2 in fact represents an ordered graph providing an order of its plumbed lens space.)
All the constructions of the present article are guided by plumbing graphs. Using this, we will introduce uniformly an order in all the lens spaces involved.
Assume s > 1 and r > 1. Fix the graph G(b) and its marking as in Figure 2 . It defines an order (via the rule R 1 ⊂ L 1 ) of the plumbed manifold ∂Π(b).
Construct compatible markings on G(a) and G(b) together with a canonical identification of the plumbing manifolds ∂Π(b) and ∂Π(a) as follows. Fix G(b) with its marking, which provides an order of Π(b). The orientation change of Π(b) corresponds to the change of each weight −b i into b i (but keeping the 1 resp. s marking of the ends). Notice that by a plumbing calculus of the plumbing graphs we may keep track of the order of the lens space (the order of the end-vertices of the graph). Hence, when we proceed a plumbing calculus in order to replace the graph marked with b i 's into one which has weights a, there is only one way to order/mark the sequence a in such a way that the order of the lens space will reflect properly the order of the sequence a.
Finally, if a plumbing graph contains a subgraph having the information regarding the above markings of G(a) or G(b), we mark it in a compatible way.
Definition 3.5.1. The order fixed in this way by the marked graphs is called the preferred order of the lens spaces. L endowed with a preferred order will be denoted by L * .
3.6. Order and coordinates. An order of the plumbing/resolution graph can be related with a choice of an order of the coordinates of C 2 in the definition (3.1.1) as follows. Assume first that b is not symmetric. If we fix p, q and the coordinates (x, y) as in (3.1.1), and we mark/order the 2-spheres of the resolution in such a way that the expansion p/q = [b 1 , . . . , b s ] holds, then the strict transform of (the image) of the x-axis (respectively, of {x = 0}) can be isotoped to R 1 (respectively R s ). We take this as a general compatibility property even if b is symmetric: the (order of the) coordinates (x, y) is compatible with the ordering of the 2-spheres if the above fact holds.
3.7. Finally, we verify another compatibility property. Notice that each ∂R i can be isotoped in ∂Π(b) in a tubular neighborhood of τ (whose first homology is N). 
The Stein fillings of lens spaces, following Lisca
The field of complex lines tangent to S 3 is left invariant by the cyclic action used in (3.1.1), hence it descends to the so-called standard contact structure ξ st on L(p, q).
4.1.
Lisca's construction. The next set is the parameter set in the three main constructions presented in the body of the paper. 
the set of admissible sequences which represent 0.
We wish to emphasize that the condition of admissibility (cf. 2.1.5) is really restrictive.
For two coprime integers p, q with p > q > 0 and HJ-expansion
(Here, k ≤ a means that k i ≤ a i for all i.) Fix an element k ∈ K r (a). Let L(k) be the framed link of Figure 3 with r components and decorations k 1 , . . . , k r (i.e. the thick components are neglected for a moment). Let N(k) be the closed, oriented 3-manifold given by surgery on S 3 along L(k). Using the slam-dunk operation on rationally-framed links in S 3 (see [12, page 163]), one obtains an orientation-preserving diffeomorphism:
Definition 4.1.5. [19, page 766] Consider the diffeomorphism η from (4.1.4) and denote by L(a, k) ⊂ N(k) the thick framed link drawn in Figure 3 . Define W p,q (k) to be the smooth oriented 4-manifold with boundary obtained by attaching two-handles to
From the main theorem (1.1) of [19] , one can extract the following: 
for all i ∈ {1, . . . , r}. In this way one gets the pair (a, k), and W is orientation-preserving diffeomorphic to W p,q (k).
Notice that, as {S i } 1≤i≤r and {S r−i } 1≤i≤r cannot be distinguished, the algorithm does
. One verifies that the above criterion is independent of the choice of the diffeomorphism φ, whose ambiguities correspond to Diff + (L(p, q)). In fact, Lisca shows that even the diffeomorphism type of the resulting manifold V is independent of the possible choices of φ. For this he proves that W p,q (k) admits an orientation-preserving self-diffeomorphism which induces multiplication by −1 on H 1 (L(p, q)) (cf. [19, (7. 2)]), and clearly Π(a) has a self-diffeomorphism which induces multiplication by q on H 1 (L(p, q)) provided that q ′ = q.
4.3.
Compatibility with the order. One can eliminate the ambiguity left by (4.1.6)(b) using the order of the boundary. Notice that if r = 1, or even if r > 1 but both sequences a and k are symmetric, then there is no ambiguity since (p, q, k) = (p, q ′ , k ′ ). Assume that we are in the remaining situations. Recall that all the time a and q are related by the expansion [a 1 , . . . , a r ] = p p−q . The point is that the framed link from Figure  3 is not symmetric. If we mark the link components of L(k) as in Figure 3 , then by the rule described in subsection (3.5) (namely, by imposing ∂R 1 ⊂ L 1 ), we appoint the preferred order of the boundary of W p,q (k), cf. (3.5.1). The filling obtained in this way (the space W p,q (k) with the preferred order on its boundary) will be denoted by 
Remark 4.3.3. Assume that q = q ′ . Then the permutation of the coordinates (x, y) → (y, x) of C 2 induces an automorphism of X p,q , and also of the miniversal deformation space. The permutation on its reduced components corresponds to k → k ′ inducing an orientation preserving diffeomorphism W p,q (k) → W p,q (k ′ ). As it follows from the above discussion, this diffeomorhism does not preserve the order, provided that k = k ′ .
The smoothings of cyclic quotient singularities, following Christophersen and Stevens
In this section we recall some results of Christophersen and Stevens on the structure of the reduced miniversal base space of cyclic quotients. For more details see [5, 10, 33] .
Generalities on versal deformations.
Definition 5.1.1. Let (X, x) be a germ of a complex analytic space. A deformation of (X, x) is a germ of flat morphism π : (Y, y) → (S, s) together with an isomorphism between (X, x) and the special fiber π −1 (s). A deformation of (X, x) is versal if any other deformation is obtainable from it by a base-change. A versal deformation is miniversal if the Zariski tangent space of its base (S, s) has the smallest possible dimension. A smoothing component is an irreducible component of the miniversal base space over which the generic fibers are smooth.
If (X, x) is a germ of a reduced complex analytic space with an isolated singularity, then the following well-known facts hold:
(i) (Schlessinger [30] , Grauert [13] ) The miniversal deformation π exists and is unique up to (non-unique) isomorphism.
(ii) (Artin [2] ) If (X, x) is a rational surface singularity, then all the components of the reduced miniversal base space are smoothing ones.
(iii) (Looijenga [20] ) There exist (Milnor) representatives Y red and S red of the reduced total and base spaces of π such that the restriction π :
Hence, for each smoothing component, the oriented diffeomorphism type of the oriented manifold with boundary (π
does not depend on the choice of the generic element s: it is called the Milnor fiber of that component. Moreover, its boundary is canonically identified with the link up to isotopy. In particular, the Milnor fiber over a smoothing component is a Stein filling of the link endowed with its standard contact structure (provided that the representatives are carefully chosen, see [9] ).
5.2.
The equations of X p,q . Denote by S red (p, q) the reduced base space of the miniversal deformation of the cyclic quotient singularity X p,q . Inspired by Arndt's work [1] , Christophersen defined in [10] for each k ∈ K r (a) an explicit system E k of equations which define X p,q , and an explicit deformationẼ k of these equations with smooth parameter space. Based in an essential way on the work [16] of Kollár and Shepherd-Barron, Stevens proved in [32] that one gets in this way all the irreducible components of S red (p, q). Hence:
Theorem 5.2.1. The reduced base space S red (p, q) of the miniversal deformation of X p,q has exactly #K r (a) irreducible components.
As X p,q is a rational singularity, (5.1)(ii) shows that all the irreducible components of S red (p, q) are smoothing components. We denote by S CS k the irreducible component which corresponds to k ∈ K r (a) through the equations of Christophersen and Stevens. Through the equations of Christophersen and Stevens one has in fact an explicit bijection between the set K r (a) and the irreducible components of S red (p, q). This (together with (4.1)) allows to understand the meaning of Lisca's conjecture from the introduction.
The system E k is best described using toric geometry. The singularity X p,q may also be seen as the germ at the zero-dimensional orbit of the toric variety Z σp,q = Spec C[σ p,q ∩M], where σ p,q ⊂ N R is an oriented cone in N of type p q , and M := Hom(N, Z). We identify σ p,q and σ p,q ≃ σ p,p−q , cf. Figure 1 . The lattice points (v 0 , . . . , v r+1 ) are the minimal generating set of the semigroup σ p,q ∩ N ≃σ p,q ∩ M. Therefore, the monomials:
generate the toric algebra C[σ p,q ∩ M]. Hence, the toric surface Z σp,q may be embedded inside C r+2 using the regular functions z 0 , . . . , z r+1 . Christophersen and Stevens write for each k ∈ K r (a) the special system E k of binomial equations which define the image X p,q of Z σp,q by this embedding (i.e., the space X p,q is independent of k, but for each k one deforms different set of equations of the space, this is the set E k ). See [10, In this section we explain the general framework, while in § 7 we specialize it to cyclic quotient singularities.
6.1. Sandwiched singularities. The normal surface singularity (X, 0) is called sandwiched if it is a germ of an algebraic surface which admits a birational map X → C 2 . They were introduced in [31] by Spivakovsky; see also [14, 17, 22] for different view-points.
Sandwiched singularities are rational. They are characterized (like the rational singularities) by their dual resolution graphs. Hence one may speak about sandwiched graphs. 6.2. Decorated curves and their deformations. Any sandwiched singularity may be obtained from a weighted curve (C, l). Here (C, 0) ⊂ (C 2 , 0) denotes a reduced germ of plane curve with branches {C i } 1≤i≤r and a function {1, . . . , r} ∋ i → l i ∈ N * . Consider the minimal resolution of C. The multiplicity sequence associated with C i is the sequence of multiplicities on the successive strict transforms of C i , starting from C i itself and not counting the last strict transform. The total multiplicity m(i) of C i with respect to C is the sum of multiplicities of C i defined before. The point is that starting from a decorated germ, one can blow up iteratively points infinitely near 0 on the strict transform of C, such that the number of such points sitting on the strict transform of C i is exactly l i . If l i is sufficient large (in general, larger than m(i)), then the union of the exceptional components which do not meet the strict transform of C form a connected configuration of curves. After its contraction one gets necessarily a sandwiched singularity X(C, l), determined uniquely by (C, l) (for details see [14] ).
The total multiplicity of C i with respect to C may be encoded also as the unique subscheme of length m(i) supported on the preimage of 0 on the normalization of C i . The same thing is valid for l i . This allows to define the total multiplicity scheme m(C) of any reduced curve contained in a smooth complex surface, as the union of the total multiplicity schemes of all its germs:
(ii) [14, p. 476] A 1-parameter deformation of a decorated curve (C, l) over a germ of smooth curve (S, 0) consists of:
(1) a δ-constant deformation C S → S of C; (2) a flat deformation l S ⊂C S =C × S of the scheme l, such that (3) m S ⊂ l S , where the relative total multiplicity scheme m S ofC S → C S is defined as the closure s∈S\0 m(C s ).
(iii) A 1-parameter deformation (C S , l S ) is called a picture deformation if for generic s = 0 the divisor l s is reduced. [14, (4.4) ] says that all the 1-parameter deformations of X(C, l) are obtained by 1-parameter deformations of the decorated germ (C, l). Moreover, picture deformations provide smoothings of X(C, l).
Picture deformations and their Milnor fibers. Consider a decorated germ (C, l)
with all the components {C i } 1≤i≤r smooth, and one of its picture deformations (C S , l S ). Fix a closed Milnor ball B for the germ (C, 0). For s = 0 sufficiently small, C s will have a representative in B, denoted by D, which meets ∂B transversally. It is a union of embedded discs {D i } 1≤i≤r canonically oriented by their complex structures (and whose set of indices correspond canonically to those of {C i } 1≤i≤r ). The singularities of D consist of ordinary m-tuple points, for various m.
Denote by {P j } 1≤j≤n the images in B of the points in the support of l s . It is a finite set of points which contains the singular set of D (because m s ⊂ l s ), but it contains some other 'free' points as well. There is a priori no preferred choice of their ordering. Hence, the matrix introduced next is well-defined only up to permutation of columns. Definition 6.3.1. [14, page 483] The incidence matrix of a picture deformation (C S , l S ) is the matrix I(C S , l S ) ∈ Mat r,n (Z) whose entry at the intersection of the i-th row and the j-th column is equal to 1 if P j ∈ D i and to 0 if P j / ∈ D i . Part (ii)(2) of (6.2.2) implies that: (6.3.2) the sum of entries on the i-th row of I(C S , l S ) is l i .
The Milnor fiber of such a smoothing is recovered as follows. Let: 7. The smoothings of cyclic quotient singularities following de Jong and van Straten 7.1. How to find (C, l)? The construction of the decorated germ (C, l) used for cyclic quotients is in a natural way valid for the more general class of minimal singularities. Hence, it is natural to present it in this context. Minimal singularities were introduced by Kollár [15] in arbitrary dimension. In the case of normal surfaces, they are exactly those rational germs which have reduced fundamental cycle (see e.g. Lê [17] ). They are special sandwiched singularities, characterized by their graphs as follows.
Consider the minimal resolution of a rational singularity (X, x). Let Γ be its dual graph, J the set of its vertices, ν j the valency and −e j < 0 the weight (self-intersection) of the vertex j ∈ J. Then (X, x) is minimal if and only if its minimal resolution satisfies ν j ≤ e j for all j ∈ J.
For any minimal singularity (X, x), there is an easy algorithm which provides a decorated curve (C, l) defining (X, x), starting from Γ. Its steps are the following:
I) Construct a new graph Γ
′ by connecting the vertex j of Γ to e j − ν j new vertices, with the exception of one vertex j 0 satisfying e j 0 − ν j 0 > 0, which must be connected to e j 0 − ν j 0 − 1 new vertices. Each new vertex is endowed with the weight −1.
II) Construct another graph Γ ′′ by endowing each new vertex with one new arrowhead.
Then Γ ′ is a smooth graph (hence by (6.1.1) minimal singularities are sandwiched indeed), and Γ ′′ is the (not necessarily minimal) dual graph of an embedded resolution of a germ of a plane curve C with all components C i smooth. They are obtained by blowing-down 'curvettas' corresponding to the arrowheads of Γ ′′ . The graph Γ ′′ has the following properties too:
Lemma 7.1.
1) The intersection number of the irreducible curves C i and C j associated with two distinct arrowheads is equal to the number of vertices on the intersection of the geodesics from j 0 to the two arrowheads.
2) The weight l i associated with the irreducible curve corresponding to an arrowhead is equal to the distance from the vertex j 0 to that arrowhead.
We apply the previous procedure to X p,q , by choosing as j 0 that vertex of Γ = G(b) which is marked by 1, i.e. whose weight is −b 1 (see Figure 2) . We use the notations (2.2.6) for the sequence b. Hence, X p,q may be presented as a sandwiched singularity X(C, l), where the components of C are indicated in the graph Γ ′′ shown in Figure 4 . By (2.2.7), the number of curves is exactly r (which explains why we have chosen this notation for the number of components of C in the previous section). By (7.1.1) one has:
By (2.2.5), these last relations (7.1.3) transform into:
(a i − 2) for all i ∈ {1, . . . , r}. Figure 4 . The dual graph associated with (C, l) with X p,q = X(C, l)
7.2. From triangulations to the incidence matrix. We will describe the incidence matrix using an interpretation by Stevens of the elements of K r via triangulations of a polygon [32] , and the following notation: If M ∈ Mat r,n (Z) then ∫ M ∈ Mat r,n (Z) will denote that matrix whose i-th row is the sum of the first i rows of M. By our construction, we get the same incidence matrix as in [14] , nevertheless we arrive to it slightly differently (perhaps, more conceptually). [14] starts with a 'difference matrix' (with non-negative entries), considers its ∫ , and the modulo 2 remainders of the entries of this second matrix constitute the incidence matrix. In our case, we conceptually assign to each entry of the 'difference matrix' a sign such that its ∫ will be exactly the incidence matrix; cf. (7.2.3). Assume r > 1 (since #K 1 = 1, in the identifications we wish to get we lose nothing). Consider a convex polygon P r+1 in the plane with r + 1 vertices marked successively by A 1 , . . . , A r+1 . Denote by T (P r+1 ) the set of triangulations of P r+1 with vertices A 1 , . . . , A r+1 and edges which are diagonals of P r+1 . With each triangulation θ ∈ T (P r+1 ) associate the sequence (k 1 , . . . , k r ) such that k i is the number of triangles containing the vertex A i . Then θ → k realizes a bijection between T (P r+1 ) and K r , cf. [32] .
Fix θ ∈ T (P r+1 ). To each triangle ∆ of θ, and vertex A of P r+1 we define a 'sign' α = α(A, ∆) ∈ {0, −1, +1} as follows. If A is not a vertex of ∆, we take α = 0. Then we (totally) order the vertices of ∆ by restricting to them the order A 1 , . . . , A r+1 of the vertices of P r+1 . We set α = +1 for the first and third vertex, while α = −1 for the second one. Next, order the triangles {∆ j } r−1 j=1 of θ in an arbitrary way, and define the 'sign-incidence matrix' between the vertices A 1 , . . . , A r (corresponding to the rows) and the triangles ∆ 1 , . . . , ∆ r−1 (corresponding to the columns) by d i,j := α(A i , ∆ j ). If θ corresponds to k, then denote this matrix by D(k) ∈ Mat r,r−1 (Z) (well-defined up to a permutation of its columns). Moreover, for each ℓ ∈ N, denote by M r,ℓ (i) ∈ Mat r,ℓ (Z) the matrix whose entries are all equal to 1 on the i-th row and all equal to 0 elsewhere.
Then, for each k ∈ K r (a), consider the 'block-matrix':
The following theorem, valid for any fixed (C, l) as in (7.1) (a), the matrix ∫ D(a; k) is (up to a permutation of columns) the incidence matrix of some picture deformation of (C, l). In particular, the number n of points {P i } i is n = r − 1 + r i=1 (a i − k i ). Moreover, varying k ∈ K r (a), one gets all incidence matrices of picture deformations of (C, l). Remark 7.2.4. By (6.3.1) and (6.3.2), an incidence matrix has all its entries equal to 0 or +1 and the sum of all entries of the i-th row is l i . Let us verify that this is indeed the case for ∫ D(a; k). The first property is a consequence of the fact that on each column of D(k), the non-zero entries are either (+1, −1) or (+1, −1, +1), always in this order, depending on the fact that A r+1 is a vertex of the corresponding triangle or not. The second property is a consequence of (7.1.4) and the following elementary fact regarding the above sign-assigning procedure: A 1 has no sign equal to −1, and A i has exactly one sign equal to −1 for any i > 1.
Since via picture deformations we hit all the components of the reduced miniversal base space of X p,q , via the correspondence (7.2.2) de Jong and van Straten parametrize the smoothing components by the elements of K r (a). Denote by S JS k the component parametrized by k ∈ K r (a). Denote by W (a, k) the Milnor fiber of the corresponding smoothing, i.e. the manifold constructed in (6.3), specialized to the present situation. Example 7.2.5. Here we list all the objects presented in this section, applied for the singularity X 11,4 , i.e. for a = (2, 3, 2, 2) and b = (3, 4) . The dual graph of the minimal resolution is G (3, 4) , while the resolution graph of the decorated germ (C, l) is the following (where in parenthesis we inserted the integers {l i } 4 i=1 ) : Figure 5 . Dual graph associated with (C, l), with X 11,4 = X(C, l)
The associated set of sequences representing zero is:
One has the following associated triangulations of a pentagon (with the corresponding signs), matrices D(a; k), ∫ D(a; k) (with blocks M r,a i −k i separated, those with a i = k i being empty), and generic member of a picture deformation with ∫ D(a; k) as incidence matrix :
• k = (1, 2, 2, 1). Figure 6 . A general member of a picture deformation with k = (1, 2, 2, 1) 8.1. Inequalities. Before we start our discussion regarding deformations of cyclic quotients, we state a technical lemma, which will be used several times.
is an admissible sequence (cf. (2.1.5)). Then: (1) For any x
Then for all i one also has:
(3) Assume that x i ≥ 2 for all i and set µ i :
. . , x n ) , and
is the sum of M(x) and a diagonal matrix with non-negative entries. Therefore, if M(x) is positive semi-definite of rank ≥ (n − 1), then M(x ′ ) will have the same property.
(2) We prove by decreasing induction on j that for fixed i and for all 1 ≤ j ≤ i one has
For j = i this is clear. The induction runs as follows. Since M(x) is positive semi-definite Z i−j+1 (x i , . . . , x j ) ≥ 0, hence the right hand side of (8.1.3) is greater than:
Since in the parenthesis we have exactly Z i−j+2 (x i , . . . , x j−1 ), cf. (2.1.3), the proof of (8.1.3) is finished for all j. For j = 1 we get the wished inequality. 
This reinterpreted also shows that µ i ≥ 0. Then the identity µ i+1 − µ i = (x i − 2)µ i + (µ i − µ i−1 ) and induction finishes the proof.
Since k is admissible and k ≤ a, the above lemma can be applied for both k and a.
8.2. X t k as the Milnor fiber. In the sequel we will follow the notations of §5. First we concentrate on X p,q . Using equations (5.2.3) and induction, one shows that the restriction of each z i to X p,q is a rational function in (z 0 , z 1 ) of the form:
The equations E k are weighted homogeneous, however the weights w i := w(z i ) are not unique. With the choice w 0 = w 1 = 1 one has:
Proof. (a) follows from (8.2.1), w r+1 = q from (2.1.2), the rest of (b) from (8.1.1).
We consider a special 1-parameter deformation E t k of the equations E k . This deformation is uniquely determined by the deformed equations of (5.2.3) (cf. [10] , [32, (2. 2)]). These last are:
where t ∈ C. Note that, although (5.2.3) did not depend on k, this is not the case for their deformations. Let X .2)] or [10] , and the fact that the present deformation does not belong to the discriminant of S CS k described in [10] . In fact, the smoothness also follows from our direct computation, as a byproduct of (8.4.6). Indeed, X t k as a fiber of the miniversal deformation is normal. In (8.3) we will construct a resolution of it, which has no exceptional curve by (8.4.6). Hence X t k is smooth.
In particular, the above smoothing has a series of pleasant properties. (E.g., it induces a projective deformation which is locally trivial 'near ∞'.) Moreover, by [ 
The polynomials P i satisfy the inductive relations:
with P 1 = z 1 and with the convention P 0 = 1. Moreover z 0 ∤ P i . 3) and induction, P i is a (a priori rational) function in the variables (t, z 0 , z 1 ). Hence, we only have to prove that P i is a polynomial and z 0 ∤ P i . Let R be an irreducible polynomial in (t, z 0 , z 1 ), and ν R : C(t, z 0 , z 1 ) * → Z be the valuation associated with it. We have to show that ν R (z i ) ≥ 0 for R = z 0 and ν z 0 (z i ) = −Z i−2 (a 2 , . . . , a i−1 ).
Set ν i := ν R (z i ), and consider first R = z 0 . Then analysing (8.2.3) we get that z 0 is a pole of z i for i ≥ 2, hence ν z 0 (z
2) can be applied. Since ν 0 = 1 and ν 1 = 0 we get
2) can again be applied (whose 'Z-coefficients' are non-negative by the admissibility of k). In particular ν i+1 ≥ 0 too. Hence P i is a polynomial. Finally, (8.3.3) shows that P i+1 P i−1 ≡ cP a i i (mod z 0 ) for some non-zero constant c. Since z 0 does not divide P 0 and P 1 , by induction it does not divide P i either.
In fact, by (8.1.1)(3) and (2.1.2), the different exponents of z 0 in (8.3.2) satisfy
Define now the application π :
and the induced birational map π :
be the line at infinity (defined by z −1 = 0) and L 0 the closure in P 2 of {z 0 = 0}. We use the same notations for their strict transforms via blow ups of P 2 .
Proof. Use (8.3.6) or the fact that the projection pr : X t k → C 2 is regular and the corresponding restrictions of pr
Hence, from the point of view of X t k , resolving the indeterminacy points of π above L ∞ is irrelevant. Let ρ k : BP 2 → P 2 be the minimal sequence of blow ups which resolve the indeterminacies of π sitting in C 2 (hence ρ ′ k and ρ k over C 2 coincide). Denote by E π its exceptional curve and by C π the union of those irreducible components of E π which are sent to C ∞ k . Summing up the above discussions, one obtains:
In particular, the Milnor fiber can be realized as the complement of the projective curve
Proof. Use the fact that X For the convenience of the reader, we represent in the following diagram all the maps introduced in the previous discussion: + t = 0, can be eliminated by a single blow up (see e.g. below). The indeterminacy at (0, 0) (which appears exactly when k 1 > 0, i.e. when r > 1) requires, in general, more blow-ups. The structure of π at these points will be revealed in the next paragraphs.
The modification ρ k : BP 2 → P 2 will be constructed in two steps. First, we define a toric modification of P 2 with exceptional curves ∪ r j=2 V j , all above [1 : 0 : 0], such that L 0 ∪ (∪ r j=2 V j ) form a string. After this modification, 1≤i≤r (a i − k i ) indeterminacy points survive, they will be eliminated in the second step by blowing up each point once.
Recall that z 0 = χ v 0 , z 1 = χ v 1 . Denote by (u 1 , u r+1 ) ∈ N the dual basis of (v 0 , v 1 ) and byσ the cone generated by it. Hence, the affine plane C 2 of coordinates (z 0 , z 1 ) is identified with the toric surface Zσ ,N . Take also u 0 := −(u r+1 + u 1 ) and the complete regular fan F 0 whose 1-dimensional cones are generated by u 0 , u 1 and u r+1 . Then Z F 0 ,N = P 2 . Next, consider the complete regular fan F k subdividing F 0 , whose 1-dimensional cones are generated by the primitive elements u 0 , u 1 , . . . , u r+1 of N such that (see Fig. 8 ):
Its existence is ensured by the fact that k is an admissible sequence which represents 0.
F k being a subdivision of F 0 , it induces a proper birational toric morphism:
A. Némethi and P. Popescu-Pampu Figure 8 . The complete regular fan F k For any j ∈ {0, . . . , r}, denote by O j ≃ C * the orbit in Z F k ,N corresponding to the 1-dimensional cone generated by u j and by V j its closure.
In fact, ψ k can also be characterized independently of toric geometry: it is the unique modification with exceptional divisors {V j } r j=2 , all above the point (0, 0), such that
For all j ∈ {0, . . . , r} let σ j be the cone generated by (u j , u j+1 ) and (ξ j , η j ) the dual basis of (u j , u j+1 ). Set the corresponding monomials x j := χ ξ j and y j := χ η j . Therefore, in Z σ j ,N one has {x j = 0} = V j and {y j = 0} = V j+1 . Moreover, the restriction:
of ψ k to Z σ j ,N ⊂ Z F k ,N is described by the following monomial changes of variables:
This is a consequence of the fact that for all j ∈ {1, . . . , r}, one has: 
Proof. Notice that for any j ∈ {1, . . . , r}, in the chart Z σ j ,N with affine coordinates (x j , y j ) one has {x j = 0} = O j ∪ {V j ∩ V j+1 }, hence these affine coordinate axes cover all the exceptional locus and indeterminacy points. Hence, it is enough to analyze in each chart (x j , y j ) the behaviour of Ψ k along {x j = 0}. Define for each i ∈ {1, . . . , r + 1} and j ∈ {1, . . . , r}:
The next technical lemma will not only guarantee that m 
, which has the following properties too: (a) 
• The case 1 ≤ i ≤ j. Assume that for some i ≤ j − 1, (8.4.8) is satisfied for both i and i − 1. We will verify it for i + 1. First we analyze in (8.4.10) the exponents of x j (the discussion for y j -exponents is similar). From the right hand side of (8.4.7) one factors out k i m (j)
i , and the inductive step for these exponents which we need to verify is m
i−1 , which follows from (2.1.3). Next, the inductive formula for Q
is constant by induction. If a i = k i then one has a similar expression.
• The case i = j + 1. This is the first case when the m 
follows too with h ξ = 1.
• The case i > j + 1. The exponents of x j and y j can be analyzed similarly, while Q
Notice that Z i−j−1 (a j+1 , . . . , a i+1 ) is always strictly positive (cf. (8. The function z i • ψ j for 1 ≤ i ≤ j is regular, while for i > j it is
Notice that the exponent Z i−j−1 (a j+1 , . . . , a i−1 ) is always strictly positive, cf. (8.1.1)(3). The y j -coordinates of the indeterminacy points on {x j = 0} are given by Q (j)
i | x j =0 , which corresponds to the roots ξ introduced in the above technical lemma (8.4.8) . In particular, by this lemma, any of them is eliminated by one blow up.
All the other statements of Theorem (8.4.6) now follow easily. This ends its proof.
The previous theorem shows that E π has (r − 1) + r i=1 (a i − k i ) irreducible components and that C π = ∪ Furthermore, the marking {V i } i as in the Figure 9 , defines on the boundary of F p,q (k) an order; denote this supplemented space by F p,q (k)
* . Then its ordered boundary is L(p, q) * endowed with the preferred order. 3.2) . Indeed, BP 2 with V 0 antiblown-down differentiably, will serve as the differentiable closed 4-manifold V . The homology classes of the spheres V i are the s i (1 ≤ i ≤ r), and the wished homology classes e with e 2 = −1 are the classes of the (−1) exceptional curves from Figure 9 , multiplied by ±1. Moreover, using the intersection form on H 2 (BP 2 ), we see that these are the only classes e with e 2 = −1 which intersect non-trivially only one component among V 1 , ..., V r . In fact, all the homological computations in H 2 (BP 2 ) fit perfectly with Lisca's computation from [19, §4] . The compatibility of orders is guaranteed by the compatibilities of the constructions, see also (3.5)-(3.6). For each k ∈ K r (a), define the polynomial P r+1 via the inductive system (8.3.3) . Let ρ k : BP 2 → P 2 be the minimal modification of P 2 which eliminates the indeterminacy points of P r+1 /z [3] . In fact, [3] convinced us that the identification (8.5.1) should be guided by a rather straightforward construction.
Invariants of 4-manifolds by closing boundaries
In this section we present a procedure which provides invariants for 4-manifolds with boundary W , by 'closing' them with another (fixed) 4-manifold U (a 'cap'). Our main motivation is Lisca's criterion (4.2.1) and his construction in [19, §7] . A similar 'closing' will appear naturally for the Milnor fibers of sandwiched singularities as well (see 10.1). Assume now that the decorated curve (C, l) satisfying X(C, l) = X p,q is chosen as in §7. In particular, l is defined by (7.1.3) or (7.1.4). We assume that the components of C are marked as in Figure 4 . We write W (a, k) for W andṼ (a, k) = W (a, k) ∪ U(a) for its closing by U = U(a). Proof. The first equalities were obtained for arbitrary decorated germs (C, l) with smooth components C i during the proof of Lemma (10.1.2). For i < j, the surfacesΣ i andΣ j meet at the origin of B ′ . Therefore,Σ i ·Ṽ (a,k)Σ j = C i · B C j = −C i · B C j = −C i · C j . Then apply (7.1.2).
Consider the following homology classes in H 2 (U(a)): Next, we wish to identify ∂ U (c * ). Proof. For each i ∈ {1, . . . , r} denote by σ i a co-core of the handle T i (see Figure 10 ) and orient it such that its intersection number withΣ i is +1. Therefore ( Notice that its boundary can canonically be identified with L(p, q) (via plumbing calculus). Indeed, first blowing-down the (−1)-curves and then by anti-blowing-down (in the differential category) the (+1)-curves arising from the (0)-curves, we get a plumbing graph which without arrowheads is exactly the graph G(b). Considering in both graphs the preferred order (cf. 3.5), we get the proof of the first statement. Notice that this also appoints the preferred order to ∂U(a).
In Figure 11 , the arrowheads denote again the pre-images of the co-cores σ i (i.e. σ i with opposite orientation; they are analogs of the R i 's of (3.5)). Therefore, by (3.7.1), up to a simultaneous change of sign, one has: 
Final conclusions
Let us list in short the two most important consequences of the previous sections. 
