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a b s t r a c t
In this paper an analytical technique, called the optimal homotopy perturbation method
(OHPM), is employed to study the nonlinear behaviour of an electrical machine modelled
as a rotor supported by two journal bearings with nonlinear suspension. The dynamics
of the rotor centre and bearing centre are studied and the spatial displacements in the
horizontal and vertical directions are obtained. It is shown that the main strength of the
OHPM is its fast convergence, since after only one iteration we obtain very accurate results
for a complicated nonlinear problem, which proves that this method is very efficient in
practice.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
From an engineering point of view it is very important to develop a reliable procedure for studying the nonlinear
dynamics of rotating systems in order to draw conclusions which are used to avoid the undesirable behaviour of the
rotor–bearing system. This is useful for designing high-performance products with higher speeds or longer periods between
downtimes. The rotor–bearing system of an electrical machine is often an important source of nonlinearity due to various
causes such as the nonlinear bearings which support the rotatingmachine, the unbalanced forces, themechanical looseness
or misalignments, the response of lubricated bearings and squeeze-film dampers, the elastic restoring force acting upon the
rotor or dynamic actions due to the presence of clearances in bearings. All these can be highly detrimental, affecting the
integrity of the system [1,2].
The rotating electrical machine considered in this study is modelled as a flexible rotor supported by two journal bearings
with nonlinear suspension. In order to simplify the mathematical modelling of such a system, one can assume that the rotor
mass and the bearing mass are lumped at the mid-point, the rotor speed is constant, and the axial and torsional vibrations
and themass of the shaft are negligible, as well as the damping.With these hypotheses themotion of the system is governed
by the following nonlinear system of four coupled nonlinear differential equations [3]:
x¨1 + 1s21
x1 + αs2 x
3
1 −
1
2cs2
(x2 − x1) = 0
x¨2 + 1s2 (x2 − x1) = 0
x¨3 + 1s21
x3 + αs2 x
3
3 −
1
2cs2
(x4 − x3)+ fs2 = 0
x¨4 + 1s2 (x4 − x3)+
f
s2
= 0
(1)
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where x1, x2 and x3, x4 are the horizontal and vertical displacements of the bearing centre and rotor centre, respectively. The
rest of the parameters are considered constants for a given working regime:
s21 = comcps2; com =
m0
m
; cp = kpk1 ; s
2 = ω1
ωn
; α = k2c
2
kpcom
; f = mg
ckp
(2)
where ω1 is the rotational speed of the shaft, kp is the stiffness of the shaft, k1 and k2 are the stiffnesses of the linear and
nonlinear springs which support the bearing housing, m and m0 are the masses lumped at the rotor mid-point and at the
bearing mid-point and c is the clearance.
There are some well-established analytical approaches applicable to these kinds of nonlinear problems, such as the
modified Lindstedt–Poincaré method [4,5], the harmonic balance method [6], the variational iteration method [7,8],
the parameter-expansion method [9], the homotopy perturbation method [10], and so on. In recent years, a growing
interest in the application of He’s homotopy perturbation method in nonlinear problems has appeared. This technique
was successfully applied for solving various nonlinear problems [11–16] and scientists are continuously concerned with
developing modifications of this method [17–20].
In this paper, a new optimal approach based on He’s homotopy perturbation method is employed to develop a nonlinear
dynamic analysis of an electrical machine rotor–bearing nonlinear system. The construction of the homotopy is the same
as that proposed by He’s homotopy perturbation method, but the nonlinear operator is expanded in a series with respect to
the parameter p, and a number of auxiliary functions are introduced within the coefficients of this truncated power series.
These auxiliary functions depend on several unknown parameterswhich are optimally determined. This procedure provides
a rigorous way to control the convergence of solutions, which ensure its applicability for solving a wide range of nonlinear
problems in science and engineering.
2. Application of the optimal homotopy perturbation method [20]
Using the notation
B1 = 1s2 +
1
2cs2
, B2 = αs2 , B3 = −
1
2cs2
, B4 = fs2 , ω
2 = 1
s2
(3)
we can rewrite Eqs. (1) in the form
x¨1 +Ω21 x1 + (B1 −Ω21 )x1 + B2x31 + B3x2 = 0
x¨2 +Ω22 x2 + (ω2 −Ω22 )x2 − ω2x1 = 0
x¨3 +Ω23 x3 + (B1 −Ω23 )x3 + B2x33 + B3x4 + B4 = 0
x¨4 +Ω24 x4 + (ω2 −Ω24 )x4 − ω2x3 + B4 = 0
(4)
with the initial conditions
xi(0) = Ai, x˙i(0) = 0, i = 1, 2, 3, 4 (5)
where theΩi are the frequencies of the xi, respectively.
For Eq. (4)1, we construct a new homotopy
x¨1 +Ω21 x1 + p{K11(t, Ci)[(B1 −Ω21 )x10 + B1x310 + B3x20] + K12(t, Cj)(B1 −Ω21 + 3B2x210)+ K13(t, Ck)B3} = 0 (6)
where
x10 = A1 cosΩ1t; K11(t, Ci) = C1 + 2C2 cos 2Ω1t + 2C3 cos 4Ω1t
K12(t, Ci) = C4 + 2C5 cosΩ1t + 2C6 cos 3Ω2t; K13(t, Ci) = C7 (7)
and Ci, i = 1, 2, . . . , 7, are unknown constants. In this case K1iFx has the same form as Fx.
Avoiding the presence of secular terms in the right-hand side of Eq. (6), we obtain the frequency
Ω21 = B1 +
A21B2[(3C1 + 4C2 + C3)A1 + 18C5 + 6C6]
4(A1C1 + A1C2 + 2C5) . (8)
From Eq. (6) one can obtain the first-order approximate solution for the first variable:
x¯1 = x10 + x11 =
[
A1 − M38Ω21
− M5
24Ω21
− M7
48Ω21
+ A2B3C1 + B3C7
Ω21 − ω2
− 2(3Ω
2
1 +Ω22 )A2B3C2
9Ω41 − 10Ω21Ω22 +Ω42
− 2(15Ω
2
1 +Ω22 )A2B3C3
225Ω41 − 34Ω21Ω22 +Ω42
]
cosΩ1t + M38Ω21
cos 3Ω1t + M524Ω21
cos 5Ω1t + M748Ω21
cos 7Ω1t
− A2B3C1 + B3C7
Ω21 −Ω22
cosΩ2t + A2B3C23Ω21 + 4Ω1Ω2 +Ω22
cos(2Ω1 +Ω2)t
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+ A2B3C2
3Ω21 − 4Ω1Ω2 +Ω22
cos(2Ω1 −Ω2)t + A2B3C3 cos(4Ω1 +Ω2)t15Ω21 + 8Ω1Ω2 +Ω22
+ A2B3C3 cos(4Ω1 −Ω2)t
15Ω21 − 8Ω1Ω2 +Ω22
− B1 −Ω
2
1 + 32A21B2
Ω21
(1− cosΩ1t)+ A
2
1B2C4(cos 2Ω1t − cosΩ1t)
2Ω21
(9)
where
M3 = (B1 −Ω21 )(A1C2 + A1C3 + 2C6)+
1
4
A21B2(A1C1 + 3A1C2 + 3A1C3 + 6C5 + 12C6)
M5 = (B1 −Ω21 )A1C3 +
1
4
B2A21(A1C2 + 3A1C3 + 6C6)
M7 = 14A
3
1B2C3.
(10)
Now, we construct the homotopy for Eq. (4)2:
x¨2 +Ω22 x2 + p{K21(t, Ci)[(ω2 −Ω22 )A2 cosΩ2t − ω2A1 cosΩ1t]
+ K22(t, Cj)(ω2 −Ω22 )+ K23(t, Ck)(−ω2)} = 0 (11)
where we used the expressions
x20(t) = A2 cosΩ2t; K21(t, Cj) = C8 + 2C9 cos 2Ω1t + 2C10 cos 4Ω1t
K22(t, Cj) = C11 + C12 cosΩ1t; K23(t, Cj) = C13 + C14 cosΩ2t + C15 cosωt (12)
which involve the constants Cj, j = 8, 9, . . . , 15.
The frequencyΩ2 is obtained from Eq. (11), avoiding the presence of secular terms:
Ω22 = ω

1− C14
A2C8

. (13)
The first-order approximate solution x¯2 = x20 + x21 becomes
x¯2 =
[
A2 − ω
2C15
Ω22 − ω2
− ω
2A1(C8 + C9)
Ω22 −Ω21
− ω
2A1(C9 + C10)
Ω22 − 9Ω21
− ω
2A1C10
Ω22 − 25Ω21
− (ω
2 −Ω22 )A2C9
4Ω1(Ω1 +Ω2)
− (ω
2 −Ω22 )A2C9
4Ω1(Ω1 −Ω2) −
(ω2 −Ω22 )A2C10
8Ω1(2Ω1 +Ω2) −
(ω2 −Ω22 )A2C10
8Ω1(2Ω1 −Ω2) −
ω2C13 − (ω2 −Ω22 )C11
Ω22
+ (ω
2 −Ω22 )C12
Ω22 − 4Ω21
]
cosΩ2t + ω
2C15
Ω22 − ω2
cosωt + ω
2A1(C8 + C9)
Ω22 −Ω21
cosΩ1t + ω
2A1(C9 + C10)
Ω22 − 9Ω21
cos 3Ω1t
+ ω
2A1C10
Ω22 − 25Ω21
cos 5Ω1t + (ω
2 −Ω22 )A2C9
4Ω1(Ω1 +Ω2) cos(2Ω1 +Ω2)t +
(ω2 −Ω22 )A2C9
4Ω1(Ω1 −Ω2) cos(2Ω1 −Ω2)t
+ (ω
2 −Ω22 )A2C10
8Ω1(2Ω1 +Ω2) cos(4Ω1 +Ω2)t +
(ω2 −Ω22 )A2C10
8Ω1(2Ω1 −Ω2) cos(4Ω1 −Ω2)t
+ ω
2C13 − (ω2 −Ω22 )C11
Ω22
− (ω
2 −Ω22 )C12
Ω22 − 4Ω21
cos 2Ω1t. (14)
The homotopy for Eq. (4)3 will be
x¨3 +Ω23 x3 + p{K31(t, Ci)[(B1 −Ω23 )x30 + B2x330 + B3x40 + B4]
+ K32(t, Cj)(B1 −Ω23 + 3B2x230)+ K33(t, Ck)B3} = 0 (15)
where
x30 = A3 cosΩ3t; K31(t, Ck) = C16 + 2C17 cos 2Ω3t + 2C18 cos 4Ω3t
K32(t, Ck) = C19 + 2C20 cosΩ3t + 2C21 cos 3Ω3t; K33(t, Ck) = C22. (16)
Avoiding the presence of secular terms in Eq. (15), the frequency becomes
Ω23 = B1 +
A23B2[(3C16 + 4C17 + C18)A3 + 18C20 + 6C21]
4(A3C16 + A3C17 + 2C20) . (17)
The first-order approximate solution x¯3 = x30 + x31 will be
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x¯3(t) =
[
A3 − N38Ω23
− N5
24Ω23
− N7
48Ω23
− C16B3A4 + C21B3
Ω24 −Ω23
− 2B4C17
3Ω23
− 2B4C18
15Ω23
− B4C16 +

B1 −Ω23 + 32A23B2

C19
Ω23
− A4B3C17
3Ω23 − 4Ω3Ω4 +Ω24
− A4B3C18
15Ω23 + 8Ω3Ω4 +Ω24
− A4B3C18
15Ω23 − 8Ω3Ω4 +Ω24
− A
2
3B2C19
2Ω23
]
cosΩ3t + N38Ω23
cos 3Ω3t + N524Ω23
cos 5Ω3t + N748Ω23
cos 7Ω3t
+ A4B3C16 + B3C22
Ω24 −Ω23
cosΩ4t + 2B4C173Ω23
cos 2Ω3t + 2B4C1815Ω23
cos 4Ω3t
+ B4C16 +

B1 −Ω23 + 32A23B2

C19
Ω23
+ B3A4C17
3Ω23 + 4Ω3Ω4 +Ω24
cos(2Ω3 +Ω4)t
+ A4B3C17
3Ω23 − 4Ω3Ω4 +Ω24
cos(2Ω3 −Ω4)t + A4B3C1815Ω24 + 8Ω3Ω4 +Ω24
cos(4Ω3 +Ω4)t
+ A4B3C18
15Ω23 − 8Ω3Ω4 +Ω24
cos(4Ω3 −Ω4)t + A
2
3B2C19
2Ω23
cos 2Ω3t (18)
where
N3 = 14A
2
3B2C16 + A3(C17 + C18)

B1 −Ω23 +
3
4
A23B2

+ 3
2
C19A23B2 + 2C21

B1 −Ω23 +
3
2
A23B2

N5 = 14C17A
3
3B2 + A3

B1 −Ω23 +
3
4
A23B2

C18 + 32A
2
3B2C21 (19)
N7 = 14A
3
3B2C18.
For Eq. (4)4, in the same manner as above, we can write the homotopy
x¨4 +Ω24 x4 + p{K41(t, Ci)[(ω2 −Ω24 )A4 cosΩ4t − ω2A3 cosΩ3t + B4]
+ K42(t, Cj)(ω2 −Ω24 )+ K43(t, Ck)(−ω2)} = 0 (20)
with
x40 = A4 cosΩ4t; K41(t, Cm) = C23 + 2C24 cos 2Ω3t + 2C25 cos 4Ω3t
K42(t, Cm) = C26 + C27 cos 2Ω3t; K43(t, Cm) = C28 + C29 cosΩ4t + C30 cosωt. (21)
In Eq. (20) the coefficient of cosΩ2t must be zero and thus
Ω24 = ω2

1− C29
A4C23

. (22)
The first-order approximate solution x¯4 becomes
x¯4 =
[
A4 − 2B4C25
Ω24 − 16Ω23
− ω
2A3(C23 + C24)
Ω24 −Ω23
− ω
2A3(C24 + C25)
Ω24 − 9Ω23
− ω
2A3C25
Ω24 − 25Ω23
− ω
2C30
Ω24 − ω2
+ (ω
2 −Ω24 )C26 − ω2C28 + B4C23
Ω24
+ (ω
2 −Ω24 )C27 + 2B4C24
Ω24 − 4Ω23
+ (Ω
2
4 − ω2)A4C25
8Ω4(2Ω3 −Ω4)
+ (Ω
2
2 − ω2)A4C25
8Ω3(2Ω3 +Ω4) +
(Ω24 − ω2)A4C24
4Ω3(Ω3 +Ω4) +
(Ω24 − ω2)A4C24
4Ω3(Ω3 −Ω4)
]
cosΩ4t + ω
2C30
Ω24 − ω2
cosωt
+ ω
2A3(C23 + C24)
Ω24 −Ω23
cosΩ3t + ω
2A3(C24 + C25)
Ω24 − 9Ω23
cos 3Ω3t + ω
2A3C25
Ω24 − 25Ω23
cos 5Ω3t
+ (ω
2 −Ω24 )A4C24
4Ω3(Ω3 +Ω4) cos(2Ω3 +Ω4)t +
(ω2 −Ω22 )A2C24
4Ω3(Ω3 −Ω4) cos(2Ω3 −Ω4)t
+ (ω
2 −Ω24 )A4C25
8Ω3(2Ω3 +Ω4) cos(4Ω3 +Ω4)t +
(ω2 −Ω24 )A4C25
8Ω3(2Ω3 −Ω4) cos(4Ω3 −Ω4)t
+ ω
2C28 + (Ω24 − ω2)C26 − 2B4C24
Ω24
− (ω
2 −Ω24 )C27 + 2B4C24
Ω24 − 4Ω23
cos 2Ω3t + 2B4C25
Ω24 + 16Ω23
cos 4Ω3t. (23)
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Fig. 1. Displacement x1: , numerical results; , analytical results (9).
Fig. 2. Displacement x2: , numerical results; , analytical results (14).
3. Numerical examples
In order to prove the accuracy of the results obtained through theOHPM,we consider the specific case of a certainworking
regime characterized by
B1 = 1.99525; B2 = 1.61287; B3 = −249406; B4 = 0.00318067; ω = 0.481239. (24)
For these conditions, following the OHPM procedure described in [20], we obtain the optimal values of the constants C1,
C2, . . . , C30:
C1 = −2.41254; C2 = 0.00684487; C3 = −0.0089363; C4 = 0.0044225; C5 = 0.39103;
C6 = 0.125232; C7 = 1.24942; C8 = 3.03089040; C9 = 0.88468565; C10 = 0.01875489;
C11 = 0.00000101; C12 = −0.00326318; C13 = −0.00213231; C14 = 1.43347182;
C15 = −2.006244138; C16 = −37.878; C17 = 0.0857472; C18 = −0.0631161;
C19 = 0.0515417; C20 = 6.29335; C21 = 0.14684; C22 = 18.9817; C23 = 2.98545183;
C24 = 0.92218677; C25 = 0.00443001; C26 = 0.00732412; C27 = −0.01226206;
C28 = 0.0292462; C29 = 1.41194106; C30 = −2.01619285
(25)
and consequently the values of the frequencies:
Ω1 = 0.49021; Ω2 = 0.111925; Ω3 = 0.490398; Ω4 = 0.111953. (26)
The accuracy of the results obtained is illustrated by comparing the approximate resultswith the results obtained through
a fourth-order Runge–Kuttamethod. Figs. 1 and2 show this comparison for the independent variables x1 and x2, respectively.
It can be seen that the approximate results are nearly identical to the numerical results.
4. Conclusions
In this paper a new analytical technique, called the optimal homotopy perturbation method, is applied to develop a
nonlinear dynamic analysis of an electrical machine modelled as a rotor supported by two nonlinear journal bearings. The
dynamics of the rotor centre and bearing centre are studied and the spatial displacements in the horizontal and vertical
directions are obtained. The proposed procedure starts from the basics of He’s homotopy perturbation method, but the
construction of the homotopy is different, especially as regards the auxiliary functions Ki,j(t, Ck), involving the presence of
some parameters C1, C2 . . . , that ensure a rapid convergence of the solution when they are optimally determined.
2024 V. Marinca, N. Herişanu / Computers and Mathematics with Applications 61 (2011) 2019–2024
The main feature of the OHPM is that it provides a simple and rigorous way to control and adjust the convergence of a
solution through several parameters Ci which are optimally determined. Amain strength of theOHPM is its fast convergence,
since after only one iteration we obtained very accurate results, which proves that this method is very efficient in practice.
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