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Abstract The response of runoﬀ and sediment loading in the Apalachicola River under projected climate change scenarios and land use land cover (LULC) change is evaluated. A hydrologic model using
the Soil and Water Assessment Tool was developed for the Apalachicola region to simulate daily runoﬀ
and sediment load under present (circa 2000) and future conditions (2100) to understand how parameters respond over a seasonal time frame to changes in climate, LULC, and coupled climate/LULC. The
Long Ashton Research Station-Weather Generator was used to downscale temperature and precipitation
from three general circulation models, each under Intergovernmental Panel on Climate Change (IPCC)
carbon emission scenarios A2, A1B, and B1. Projected 2100 LULC data provided by the United States Geological Survey (USGS) Earth Resources Observation and Science (EROS) Center was incorporated for each
corresponding IPCC scenario. Results indicate that climate change may induce seasonal shifts to both
runoﬀ and sediment loading. Changes in LULC showed that more sediment load was associated with
increased agriculture and urban areas and decreased forested regions. A nonlinear response for both
runoﬀ and sediment loading was observed by coupling climate and LULC change, suggesting that both
should be incorporated into hydrologic models when studying the future conditions. The outcomes from
this research can be used to better guide management practices and mitigation strategies.
1. Introduction
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HOVENGA ET AL.

Climate change and the consequent long-term eﬀects at both global and local scales have come to the
forefront in the scientiﬁc, political, and public communities. Natural and human drivers of climate change
include increased carbon dioxide (CO2 ) concentrations attributed in large to fossil fuel use and changes in
land use while agriculture has been principally accredited for the increase in methane and nitrous oxide
[Intergovernmental Panel on Climate Change, 2013]. Climate change is typically characterized by shifts in
temperature and precipitation. The response to it is region speciﬁc and includes alteration of extremes,
intensities, frequencies, spatial distributions, and temporal patterns [Karl and Knight, 1998; Easterling et al.,
2000; Hay et al., 2011; Pal et al., 2013; Wang et al., 2013; National Climate Assessment, 2014]. These changes
impact the hydrologic cycle and have broad implications for fresh water resources in terms of water quantity,
e.g., streamﬂow and quality, e.g., sediment and nutrient loading [Milly et al., 2008; Wang and Hejazi, 2011].
In addition to climate change, land cover is altered progressively and abruptly as a result of socio-economic
and biophysical drivers that are directed by human-environment conditions [Lambin et al., 2001]. Because
land types diﬀer in physical and chemical properties, alterations as land classes expand, migrate, or change
entirely can have an impactful inﬂuence on freshwater quantity and quality. While previous research on
the eﬀects of land use changes on hydrologic processes exists, many focus on historical land changes with
interests typically isolated to water quantity or quality; those that do assess future conditions are often
specialized and limited by the land class changes that are imposed, e.g., only urban development [Asselman
et al., 2003; Shi et al., 2007; Schilling et al., 2008; Ward et al., 2009; Schilling et al., 2010; Johnson et al., 2012].
This study focuses on impacts of climate and land use change on water quantity and quality in the
Apalachicola River Basin in Florida using the Soil and Water Assessment Tool (SWAT). Many studies have
incorporated climate projections from regional climate models (RCMs) or downscaled general circulation
models (GCMs) into hydrologic models including SWAT for this purpose [Phan et al., 2011; Narsimlu et al.,
RESPONSES TO CLIMATE AND LULC CHANGE

124

23284277, 2016, 5, Downloaded from https://agupubs.onlinelibrary.wiley.com/doi/10.1002/2015EF000348 by University Of South Carolina, Wiley Online Library on [08/12/2022]. See the Terms and Conditions (https://onlinelibrary.wiley.com/terms-and-conditions) on Wiley Online Library for rules of use; OA articles are governed by the applicable Creative Commons License

Earth’s Future

10.1002/2015EF000348

2013; Shrestha et al., 2013; Jha and Gassman, 2014]. In addition, SWAT has been used to assimilate land
use change and the coupling of climate and land use change for hydrologic modeling studies [Chen et al.,
2005; Schilling et al., 2008; Semadeni-Davies et al., 2008; Park et al., 2011; Yan et al., 2013]. Depending on the
study, climate versus land use change impacts have been found to be more signiﬁcant than the other and
changes in one may amplify the eﬀects of the other [Praskievicz and Chang, 2009].
For the Apalachicola region, Chen et al. [2014] evaluated both seasonal and event scale responses of
runoﬀ and sediment loads using climatic data from two RCMs (HRM3-HADCM3 and RCM3-GFDL). Seasonal response was slight with contrasting behavior produced from the individual models. At the event
scale, ﬂow increased from the baseline by 8% for HRM3-HADCM3 and 50% for RCM3-GFDL. Research by
Johnson et al. [2012], Johnson et al. [2015], and U.S. Environmental Protection Agency [2013] investigated the
sensitivity of streamﬂow and water quality in the Apalachicola-Chattahoochee-Flint (ACF) River Basin to
mid-century climate change from four GCMs, downscaling methodology, i.e., no downscaling, statistical,
and dynamical, and to urban/residential development. Sensitivity of ﬂow (both average and extreme) and
sediment loading diﬀered in response to climate change among the climate models and downscaling
approaches used. While changes in climate induced both increases and decreases in ﬂow, sediment loading
increased overall. Climate was also determined more impactful than urban development at the large-scale
simulation. Gibson et al. [2005] focused on ﬂow regime (magnitude, duration, frequency, timing, and rate of
change) under climate change and projected human demand. Decreased ﬂow variability and lower high
and low ﬂows were reported. While response among varying GCMs has been assessed, previous studies
for Apalachicola have limited climate change to one IPCC Special Report on Emission Scenarios (SRES)
scenario. The SRES scenarios represent future carbon emissions of equally probable outcome resulting
from a range of driving forces (e.g., social, economic, environmental, and technologic) [Intergovernmental
Panel on Climate Change, 2000]. The variability within GCMs among equally likely scenario outputs has
not previously been explored. In addition, land use land cover (LULC) studies have focused singularly on
anthropogenic changes, and the ways in which the region will respond to comprehensive LULC change
have not been addressed. The individual and interrelated ways the aforementioned drivers, i.e., climate
change from individual GCMs and comprehensive LULC change, both within the context of SRES scenarios,
may aﬀect overland processes in the Apalachicola region is needed.
The objective of the research developed herein was to assess the isolated and coupled impacts of climate
change and LULC change using a comprehensive platform guided by the IPCC SRES [IPCC, 2000]. A SWAT
model developed for the Apalachicola River region was used to simulate runoﬀ and sediment loading under
present and future conditions. Downscaled climate data for three GCMs and LULC projections, detailing
changes for 16 distinct land classes, are both characterized by the SRES scenarios A2, A1B, and B1 for 2100
[IPCC, 2000]. In using IPCC SRES correlated data, the forcing factors that drive climate change align with
those that drive LULC change, providing a congruent foundation from which inter-comparisons can be
made. The suite of plausible, potential responses can be used for climate change assessments including
those related to the ecology and potential sea level rise (SLR) impacts, as well as to inform and guide management strategies.
Apalachicola is a ﬂuvial-driven estuarine system. As such, SLR resulting from climate change may increase
the coastal vulnerability of the region [National Climate Assessment, 2014] with respect to the ecology,
hydrodynamics [Bilskie et al., 2016; Passeri et al., 2016], and geomorphology [Plant et al., 2016]. Previous
research has shown that tidal ﬂows and storm surge dynamics in Apalachicola Bay will be altered under
future SLR [Bilskie et al., 2016; Passeri et al., 2016]. Further, SLR coupled with river inﬂow may induce
changes in residual circulation intensities, peak stage and ﬂow, and marsh production [Martin et al., 2002;
Sathiamurthy, 2013; Valentim et al., 2013]. To understand, maintain, and enhance resiliency, an analysis of
the coastal dynamics of SLR must implement an integrated approach that accounts for changes not only
in hydrodynamics but also in the hydrologic cycle [Passeri et al., 2015]. This study addresses the eﬀects of
climate change on overland processes, river inﬂow, and sediment loading for the Apalachicola region, an
integral component for climate change vulnerability assessments as well as coastal management decision
making.
HOVENGA ET AL.
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Figure 1. (a) Apalachicola-Chattahoochee-Flint (ACF) River Basin shown by the yellow boundary and the study domain indicated by the
white boundary; and (b) the study domain in more detail.

2. Study Domain
Located in the southeastern United States, the ACF River Basin extends to north Georgia, includes southeast
Alabama, and covers part of Florida’s Panhandle as shown by the yellow boundary in Figure 1a. The Flint
and Chattahoochee Rivers converge at Lake Seminole near the Florida-Georgia state line. The Jim Woodruﬀ
Lock and Dam marks the beginning of the Apalachicola River, a meandering river with extensive ﬂoodplains.
Flowing to the south, it ultimately discharges to the shallow, estuarine Apalachicola Bay in the Northern Gulf
of Mexico.
This study focuses on the southern portion of the ACF River Basin indicated in Figure 1a and in more detail in
Figure 1b. It includes the Apalachicola River, beginning in the north at the Jim Woodruﬀ Lock and Dam near
Chattahoochee, Florida and extends south to the bay. The tributary to the west, the Chipola River, is also
included and stretches to the north as far as Dothan, Alabama. The entire watershed study area is 575,930 ha.
Developed regions included in the domain, aside from Chattahoochee and Dothan, are Marianna, Bristol,
Wewahitchka, Sumatra, Port St. Joe, and Apalachicola, Florida
The Apalachicola River Basin has a subtropical, humid climate, with low temperatures in January varying
from 4∘ C to 13∘ C and high temperatures vary from 24∘ C to 27∘ C in July [Couch et al., 1996]. Average annual
rainfall is approximately 1500 mm, though there is an uneven distribution with regions to the west of the
river receiving one-third less rainfall that those to the east [Livingston, 1984]. Seasonally there are two peaks,
one in March and another occurring in late summer/early fall from July to September.
The Apalachicola River has the largest discharge of all rivers in Florida and is ranked 21st in magnitude
within the conterminous United States. The average annual discharge from 1978 to 2012 was 680 cm3 /s with
ﬂuctuations ranging from 283 to 1048 cm3 /s [United States Geological Survey, 2012]. Sediment deposition
rates for the Apalachicola system are greater than other estuaries in the Gulf Coast with relatively high sand
content and low silt content. Samples from 1825 to 1900 indicate that silt was more prevalent in this system
historically and while the quantity of sediment delivered to the bay has remained unchanged since the
HOVENGA ET AL.
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1950s, it is suggested that the abrupt changes in the sediment regime may be caused by anthropogenic
factors such as the implementation of dams [Isphording, 1986].
Signiﬁcant to both the ecology and economy, the coastal estuarine system provides a habitat for many types
of ﬂora and fauna including salt marshes, seagrasses, and oyster beds. Salt marshes and seagrasses provide
shelter and reproductive grounds for many terrestrial and aquatic species. Oysters are highly productive in
this region and provide over 90% of Florida’s and 8–10% of the nation’s oysters [Livingston, 1984]. Previous
studies have found changes in climate and LULC may aﬀect both streamﬂow and sediment loading by altering peaks and total quantities associated with extreme events, resulting in increases and decreases at the
seasonal scale, shifts in ﬂow variability, and ampliﬁcation of both attributes [Gibson et al., 2005; Praskievicz
and Chang, 2009; Johnson et al., 2012; Chen et al., 2014]. To better adapt to and mitigate adverse eﬀects of
climate and LULC changes for this region, a comprehensive assessment and understanding of the response
of runoﬀ and sediment to the aforementioned changes are required.

3. Methodology
The purpose of this study was to assess how runoﬀ and sediment respond to climate and LULC changes in
the Apalachicola River. To do so, a hydrologic model was developed, calibrated, and validated for historical
conditions (1984–1994). The model was then used to simulate 30 years of daily discharge and sediment load
under present (circa 2000) and future (2100) conditions. Future scenarios incorporated changes in climate,
LULC, and coupled climate and LULC. Hydrologic responses in terms of monthly averages of runoﬀ and
sediment loading were assessed.
3.1. Hydrologic Model Development
The hydrologic model selected for this study was the SWAT, a physically based, continuous time model
designed to simulate long-term hydrologic processes within large watersheds [Srinivasan and Arnold, 1994;
Neitsch et al., 2011]. SWAT is an open source model capable of simulating both water quantity and quality
on daily or coarser time scales and has been extensively used in hydrologic studies including those that
assess climate and LULC change impacts [Gassman et al., 2007; Johnson et al., 2012; Zhang et al., 2013; Wang
et al., 2014; Krysanova and Srinivasan, 2015]. The most recent release available when the study ﬁrst commenced (SWAT2012.10_1.8) was used. SWAT simulates surface runoﬀ using the Soil Conservation Service
(SCS) curve number procedure [Soil Conservation Service, 1972], and evapotranspiration was calculated
using the Penman-Monteith method [Monteith, 1965]. Sediment yield was computed from the Modiﬁed
Universal Soil Loss Equation (MUSLE) and a simpliﬁed Bagnold equation was used to model sediment routing [Williams, 1995].
Model inputs included spatially distributed LULC data, elevation, and soil maps. LULC data for 1992 was
obtained from the National Land Cover Database (NLCD) [Vogelmann et al., 2001]. The digital elevation
model (DEM) was derived from online accessible, topographic data provided by the Northwest Florida
Water Management District (http://www.nwfwmdlidar.com/) and surveyed bathymetry provided by the
U.S. Army Corps of Engineers, Mobile District. At 5 m resolution, the extent spanned from the bay to as
far north as Marianna, Florida. For the remaining part of the basin, 1/3′′ (∼10 m) resolution data obtained
from the National Elevation Dataset (NED) were used [United States Geological Survey, 2013a]. The soil map
was acquired from the Soil Survey Geographic Database (SSURGO) [United States Department of Agriculture,
2007]. The 5760 km2 watershed was comprised of 13 hydrologic unit code at the 10 digit spatial scale [Seaber
et al., 1987; United States Geological Survey, 2013b]. It was delineated into 99 subbasins that were then further broken into a total of 4187 hydrological response units for which the land use, topography, soil type,
and management practices may be assumed relatively homogeneous.
Typical climatic data inputs for SWAT include precipitation, temperature, solar radiation, relative humidity,
and wind speed. Observed daily data can be used singularly or in conjunction with a weather generator. The
National Centers for Environmental Prediction (NCEP) developed the Climate Forecast System Reanalysis
(CFSR) that provides weather data in the SWAT ﬁle format [National Centers for Environmental Prediction,
2016]. Values from CFSR were generated for missing daily rainfall and temperature data and for all other
climatic variables. Climatic data (precipitation and temperature) were downloaded for ﬁve stations, shown
in Figure 1b, from the National Centers for Environmental Information (NCEI) for 1984–1994 [Menne et al.,
2012]. This period will henceforth be referred to as the “historic” period.
HOVENGA ET AL.

RESPONSES TO CLIMATE AND LULC CHANGE

127

23284277, 2016, 5, Downloaded from https://agupubs.onlinelibrary.wiley.com/doi/10.1002/2015EF000348 by University Of South Carolina, Wiley Online Library on [08/12/2022]. See the Terms and Conditions (https://onlinelibrary.wiley.com/terms-and-conditions) on Wiley Online Library for rules of use; OA articles are governed by the applicable Creative Commons License

Earth’s Future

10.1002/2015EF000348

The model employed one boundary condition for daily streamﬂow and sediment loading at the Jim
Woodruﬀ Lock and Dam. The boundary was applied at the same location as the United States Geological Survey (USGS) station (02358000) and is shown in Figure 1b [United States Geological Survey, 2001].
Observed daily streamﬂow and sediment load data were downloaded from the USGS station. Because
of the limited number of observed sediment records occurring within the historic period, a power law
regression analysis was performed between the observed, daily streamﬂow, and sediment load to establish
a relationship that was used to derive an empirical sediment load. Sediment rating curves in the power
function form are commonly used to estimate suspended sediment in rivers by relating observed discharge
and sediment [Walling, 1974; Asselman, 2000; Tóth and Bódis, 2015]. Observed daily values for streamﬂow
and sediment load were also downloaded for a USGS station near Sumatra, Florida (02359170) and used
for the model calibration and validation (Figure 1b).
3.2. Projected Climate Change
Climate change projections referred to the IPCC Fourth Assessment Report (AR4), which was the most
recent assessment report available at the commencement of this study [Intergovernmental Panel on Climate
Change, 2007]. Improvements have since been made to climate models used in the most recent Fifth
Assessment Report (AR5), yet, there is overall consistency for large-scale patterns between the AR4 and
AR5 projections [Intergovernmental Panel on Climate Change, 2014b]. Future conditions impose A2, A1B,
and B1 scenarios from the IPCC SRES [IPCC, 2000]. The AR4 utilizes a linear process whereby the SRES storylines are used to create carbon emission scenarios; emissions are applied within climate models to assess
impacts. The process diﬀers from that used in the AR5, which uses trajectories of radiative forcing levels
called representative concentration pathways (RCPs) [Intergovernmental Panel on Climate Change, 2014a].
RCPs are representative of both climate and socio-economic scenarios, which are developed in parallel.
The SRES A2 scenario describes a heterogeneous world with uneven economic and technological growth
and diversiﬁed social and political constructs. A1B describes a rapidly changing world with economic
growth, population increase that then declines by 2100, and balance between supply sources and technological advancements. B1 is similar to A1B, describing a rapidly changing world with economic balance
but diﬀers in that social and technological advancement is geared toward environmental conservation and
sustainability. When developing the SRES scenarios, four world regions referred to as “macro-regions” were
aggregated for modeling purposes. This study area is part of the Organization for Economic Cooperation
and Development (OECD90) Region which is considered an industrialized country (IND). The 2100 A2,
A1B, and B1 population growth (billions) for IND is about 2.2, 1.4, and 1.4 and the economic growth (gross
domestic product) is around 2.3, 2.9, and 2.5, respectively [IPCC, 2000]. The total CO2 emissions (gigatonnes
carbon) including fossil and land use for the A2, A1B, and B1 scenarios in the OECD90 Region is 6.91,
2.25, and 0.99, respectively [IPCC, 2000]. Fully described storylines, details on global and region-speciﬁc
socio-economic drivers, and data for each emission scenario are provided in the SRES [IPCC, 2000].
Structural diﬀerences between GCMs can result in contradictory climate predictions at local scales [Semenov
and Stratonovitch, 2010]. Further, speciﬁc GCMs have been shown to perform better for particular regions.
Cai et al. [2009] assessed the performance of 17 GCMs based on hindcasts of temperature and precipitation.
Skill scores, based on the root mean square error for each GCM and ranging from 0.00–0.06, 0.06–0.10,
0.10–0.20 to >0.20, were plotted globally on a 2∘ × 2∘ grid. The average skill score was 1/17 or about 0.06.
A skill score <0.06 indicated that the GCM performed less than average, and a skill score >0.06 indicated
that the GCM performed above average. The skill score as well as the model data availability for precipitation and temperature to incorporate the maximum number of carbon emission scenarios guided the
GCM selection process for this study. For a comprehensive assessment and to better capture uncertainty,
a multi-model approach was taken. The following three models were ultimately selected: (1) HadCM3
(HADCM3), (2) IPSL-CM4 (IPCM4), and (3) ECHAM5-OM (MPEH5) [Semenov and Stratonovitch, 2010]. The
temperature skill score for each of the models fell within the 0.06–0.10 range. The precipitation skill score
for IPCM4 and MPEH5 was 0.06–0.10 while for HADCM3 ranged 0.10–0.20. The skill scores indicate that
the selected GCMs perform above average for the study region.
Because of their coarse resolution, GCMs generally struggle to capture small-scale processes that occur at
local extents which can result in inaccurate predictions for models at those scales. Moreover, GCMs often
provide monthly averages or change rates, while many process-based models, including SWAT, require daily
HOVENGA ET AL.
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inputs. Various temporal and spatial downscaling techniques have been developed to resolve these issues
including the implementation of neural networks, bias-correction and spatial downscaling, regressions, and
weather generators. Statistical downscaling techniques produce relatively quick results and are computationally inexpensive, however, a disadvantage is the assumed constant empirical relationships [Mearns et al.,
2004]. The issue of non-stationarity may be resolved using a stochastic approach [Richardson, 1981; Wilby,
1997]. Stochastic weather generators have been shown to outperform alternative statistical downscaling
methods for general circulation models at the single site level [Wilby et al., 1996; Wilby and Wigley, 1997].
For this study, the Long Ashton Research Station-Weather Generator (LARS-WG) was selected for downscaling GCM data because of its ability to generate site speciﬁc, daily, stochastic temperature and precipitation [Semenov and Stratonovitch, 2010]. LARS-WG has been used in a number of studies to develop and
assess climate change scenarios [Semenov and Barrow, 1997; Dibike and Coulibaly, 2005; Ogdena et al., 2006;
Ficklin et al., 2009] and has been shown to perform well in subtropical climates of the southeast United States
[Semenov et al., 1998]. LARS-WG is capable of producing daily, synthetic weather time series, i.e., baseline,
developed from and having the same statistical characteristics as localized, observed daily data. Similarly,
future synthetic data can be generated for each carbon emission scenario, e.g., A2, and time period, e.g.,
2081–2100, as predicted by the GCMs. Predictions from 15 GCMs used in the AR4 have been built into
the newest version of LARS-WG. Computed monthly changes between the baseline scenario and future
synthetic projections are incorporated into a scenario ﬁle (.sce) that is used by LARS-WG to perturb the
baseline parameters, i.e., minimum/maximum temperatures, rainfall, and solar radiation, at each grid point.
Data are interpolated across the study area between grid points using local and global interpolation procedures [Semenov and Brooks, 1999]. The ﬁnal downscaled, daily climate data for temperature and rainfall
are provided at each location for which the observed data was provided. Because of the limited historical data available for the study region, projected solar radiation was not included in the climate change
assessments.
Thirty years of observed data, 1970–1999, from the above-mentioned ﬁve weather stations previously
shown in Figure 1b were used to create the baseline scenario representative of present day conditions.
Weather was then generated under 2100 carbon emission scenarios (A2, A1B, and B1) as predicted by
the GCMs (HADCM3, IPCM4, and MPEH5). The relative monthly change in precipitation and the absolute
monthly change in temperature for each scenario were incorporated into a scenario ﬁle and the resulting
outputs from LARS-WG provided the downscaled 2100 weather data used by SWAT.
3.3. Projected LULC Change
Historical changes in LULC for the Apalachicola region have been studied by Pan et al. [2013]. From 1985
to 2005, the growth rate of urban areas was 79% and was typically converted from forest/woody wetland.
From 1985 to 1996, shrub and barren land decreased. Forest/woody wetland also increased during this
period before declining from 1996 to 2005 as a result of increased cropland/pasture from 1996 to 2005.
In keeping with the IPCC carbon emission scenarios, projected 2100 A2, A1B, and B1 LULC provided by
the USGS EROS Center was selected to assess LULC change impacts [USGS EROS Center, 2014]. Maps were
developed using historical land cover change, global integrated assessment model data, and expert analysis
to downscale SRES narratives to national and sub-national scales [USGS EROS Center, 2014]. Some land cover
classes in the 2100 LULC were incongruent with those recognized by SWAT in the land cover lookup tables
and were therefore adapted in a way that the datasets could be incorporated into the SWAT model and were
comparable with present day classiﬁcations.
From present to 2100, A2, forests yield to agriculture, a 109% increase, and urban areas, particularly Dothan,
Alabama, Marianna, Wewahitchka, Port St. Joe, and Apalachicola, Florida, are predicted to increase. A1B
has an increase in urban area with less emphasis near the coast and less new agricultural area as compared
with A2. B1 has similar urban development as A1B, however, there is a 31% decrease in agricultural area
as it gives way to forested area. From circa 2000 to 2100, wetlands, both forested and non-forested, remain
fairly consistent.
3.4. Model Performance
The Nash-Sutcliﬀe eﬃciency (NSE) and percent bias (PBIAS) were used to measure the model’s performance of daily output for the calibration and validation periods, with optimal scores being equal
HOVENGA ET AL.
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Table 1. Summary of Evaluation Metrics

Evaluation metrics

NSE

PBIAS

• NSE = 1 optimum
• 0 < NSE < 1 model predictions more accurate
than mean of measured data
• NSE = 0 model predictions as accurate as mean
of measured data
• NSE < 0 mean of measured data more accurate
than model predictions

• PBIAS = 0 optimum
• PBIAS > 0 indicates model under
prediction bias
• PBIAS < 0 indicates model over
prediction bias

NSE, Nash-Sutcliﬀe eﬃciency; PBIAS, percent bias.

to 1 and 0, respectively. The NSE measures the residual variance to the variance of the observed data:
n
∑
( obs
)2
Xi − Xisim

NSE = 1 −

i=1
n (
∑

Xiobs

)2
−

(1)

X obs

i=1

where Xiobs was the ith observation for the constituent being evaluated, Xisim was the ith simulated value
for the constituent being evaluated, and X obs was the mean of the observations for the constituent being
evaluated. An NSE equal to zero indicated the model predictions were as accurate as the measured data
average and less than zero indicated the mean of the observed data was a better predictor than the model
results [Nash and Sutcliﬀe, 1970]. Percent bias measured the model’s average tendency to predict higher or
lower values than the observed data:
n
⎤
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)
Xi − Xisim × 100 ⎥
⎢
⎥
⎢ i=1
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⎥
n
∑
( obs )
⎥
⎢
X
⎥
⎢
i
⎦
⎣
i=1

(2)

A positive PBIAS indicated that the model tends to under predict values and a negative PBIAS indicated a
model overestimation bias [Gupta et al., 1999]. A summary of the evaluation metrics are provided in Table 1.
The NSE was the primary statistic used during the model calibration and the PBIAS served as a secondary
measure.
3.5. Assumptions and Limitations
The U.S. Army Corps of Engineers currently regulates ﬂow from the Jim Woodruﬀ Lock and Dam. In the
case of the future scenarios, the boundary conditions of streamﬂow and sediment load were assumed to
remain unchanged from historic conditions. A study of the upper ACF River Basin reported climate change
scenarios with 2050 demands resulted in greater magnitude and higher frequency of instream ﬂow target
deﬁcits, total water supply deﬁcits, and decrease in energy generation [Georgakakos et al., 2010]. The ACF
River Basin is subject to ongoing litigation and boundary conditions at the Jim Woodruﬀ Lock and Dam may
change in the future.
In addition, the DEM and soil distributions were assumed to remain constant from circa 2000 to 2100,
and channel erosion was not considered for this study. Increases in atmospheric CO2 concentration were
assumed to remain constant at 330 parts per million volume. Increased CO2 can alter plant stomatal conductance impacting evapotranspiration, though a study by Butcher et al. [2014] suggests the oﬀsetting may
be overestimated by SWAT. Lastly, the watershed model selection is, in it of itself, a limitation of the study.
Discrepancies among diﬀerent model predictions are attributed equally to diﬀerences in the model calibration strategy and structure [Caldwell et al., 2015]. The use of the curve number approach and MUSLE are
particular weaknesses of the SWAT model [Benaman et al., 2005].
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Table 2. Simulations and Applied Climate/LULC Conditions
Description Conditions

Simulation

Climate (Scenario—GCM)

LULC

Baseline

1

Present (circa 2000)

Present (circa 2000)

Climate only

2

A2—HADCM3

Present (circa 2000)

3

A1B—HADCM3

4

B1—HADCM3

5

A2—IPCM4

6

A1B—IPCM4

7

B1—IPCM4

8

A2—MPEH5

9

A1B—MPEH5

LULC only

Climate and LULC

10

B1—MPEH5

11

Present (circa 2000)

2100 A2

12

Present (circa 2000)

2100 A1B

13

Present (circa 2000)

2100 B1

14

A2—HADCM3

2100 A2

15

A1B—HADCM3

2100 A1B

16

B1—HADCM3

2100 B1

17

A2—IPCM4

2100 A2

18

A1B—IPCM4

2100 A1B

19

B1—IPCM4

2100 B1

20

A2—MPEH5

2100 A2

21

A1B—MPEH5

2100 A1B

22

B1—MPEH5

2100 B1

GCM, general circulation models; LULC, land use land cover.

4. Results
In the next section, the model performance for the historical time period (1984–1994) is discussed. Following is the assessment of runoﬀ and sediment response to changes in (1) climate, (2) LULC, and (3) coupled
climate and LULC. Results were evaluated at the outlet near the mouth of the river outside the bound of tidal
inﬂuence prior to entering Apalachicola Bay as indicated in Figure 1b. When assessing the seasonal response
of climate and LULC change, streamﬂow and sediment load that were applied at the Jim Woodruﬀ Lock and
Dam boundary were excluded; daily inﬂux values were subtracted from the daily output values at the outlet prior to analysis. This was carried out to further target alterations originating in the study domain and
highlight changes that might otherwise be diluted by incorporating the total ﬂow. The baseline simulation
represented present day conditions and served as the constant to which the future simulations’ predictions
were compared.
Table 2 shows the total simulation ensemble detailing the climate and LULC implemented for each. In the
case of climate only, data are presented for each carbon emission scenario (A2, A1B, and B1) as predicted
by each GCM (HADCM3, IPCM4, and MPEH5); LULC represents present day conditions. There were a total
of nine simulations for this category. For the LULC only simulations, climate was representative of present
day conditions and 2100 LULC for each carbon scenario was implemented, making for a total of three simulations. Incorporating coupled climate and LULC change, a total of nine simulations captured the carbon
scenarios for each GCM and corresponding 2100 LULC.
4.1. Model Calibration and Validation
The model calibration and validation periods were 1985–1989 and 1990–1994, respectively. To reach stable conditions and avoid erroneous outputs, a 1-year ramp-up period was applied, and therefore, results
from 1984 were excluded during calibration. A list of the calibrated parameters, their descriptions, and
adjusted values are listed in Table 3. The calibration adjustments with percentages described the percent
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Table 3. Calibrated SWAT Parameters, Descriptions, and Adjustments
Parameter

Description

Calibration Adjustment

CN2

SCS runoﬀ curve number

CH_N2

Main channel Manning’s “n”

CH_K2

Main channel eﬀective hydraulic conductivity (mm/h)

110

ALPHA_BF

Baseﬂow alpha factor (1/days)

0.25

CH_S2

Main channel average slope (m/m)

ESCO

Soil evaporation compensation factor

–21.0%
0.019

+6.0%

0.75

SURLAG

Surface runoﬀ lag coeﬃcient

0.5

GW_DELAY

Groundwater “revap” coeﬃcient

0.2

RCHRG_DP

Deep aquifer percolation factor

0.54

HRU_SLP

Average slope steepness (m/m)

–15.0%

USLE_P

USLE equation support practice factor

SLSUBBSN

Average slope length (m)

+50.0%

OV_N

Manning’s “n” for overland ﬂow

+50.0%

0.055

SCS, Soil Conservation Service; SWAT, Soil and Water Assessment Tool.

change of the parameter value from the original, default value. A single number reported for the calibration
adjustment represented the ultimate value assigned for the parameter within the SWAT model. The model
streamﬂow NSE calibration and validation values were 0.84 and 0.69, respectively. The PBIAS for ﬂow calibration and validation were −2.42 and −9.32, respectively. The sediment NSE was 0.42 and 0.44 and the
PBIAS were 15.97 and −29.74, for the calibration and validation periods, respectively. According to the literature and guidelines set by Moriasi et al. [2007], the model performance for streamﬂow and sediment was
determined to be above satisfactory, and can be considered good or very good for the application of daily
time steps [Saleh and Du, 2004; Singh et al., 2005; Tuppad et al., 2011]. The model adequately reproduced
baseﬂow and surface runoﬀ, both in magnitude and timing, and despite diﬃculties often associated with
modeling sediment, seasonal, and event ﬂuctuations were suﬃciently captured by the model.
4.2. Response to Climate Change
Using LARS-WG, 30 years of daily, stochastic weather was generated to represent present day (circa 2000)
and future (2100) conditions for the A2, A1B, and B1 carbon emission scenarios predicted by the HADCM3,
IPCM4, and MPEH5 climate models. The monthly change in relative rainfall and absolute temperature
between the baseline and future climate scenarios for each GCM are shown in Figure 2. Among the GCMs,
there were stark dissimilarities in the relative change in rainfall. HADCM3 predicted wetter wet seasons
and a drier dry season. IPCM4 overall predicted a decrease in rainfall with the exception of August and
September. MPEH5 showed an increase in rainfall with the exception of August. The average annual relative
change for the HADCM3, IPCM4, and MPEH5 models were 1.04, 0.86, and 1.17, respectively. The relationship
among the carbon emission scenarios was sporadic with no one prevailing in more or less relative change
to rainfall.
The GCMs agreed that temperature will increase in this region from present to future conditions. HADCM3
had the largest absolute increase, particularly during the dry season. IPCM4 was generally consistent
throughout the year with little seasonal ﬂuctuation, and MPEH5 showed a slighter increase for May, June,
October, and November. In regard to the carbon scenarios, A2 showed a dominant increase in temperature
to the other scenarios. A1B was secondary and the B1, while still showing an increase, was smaller than A2
and A1B.
The average, monthly runoﬀ (cms) and sediment loading (ton/day) were used to compare quantities and
seasonal shifts from present (baseline) to future for simulations incorporating climate change (Figure 3).
HADCM3 predicted a more heterogeneous seasonal pattern than the baseline, with higher high ﬂows (near
January–April and September–November) and lower low ﬂows (May–August). This pattern was closely
correlated with the relative change in rainfall (Figure 2a). While changes in precipitation and temperature
both impact runoﬀ, they tend to do so in opposite ways that may cancel out the eﬀects of the other [Butcher
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Figure 2. Monthly relative change in rainfall (a) HADCM3, (b) IPCM4, and (c) MPEH5 and absolute change in temperature (∘ C)
(d) HADCM3, (e) IPCM4, and (f ) MPEH5 from present to future for the study domain. The colors represent carbon scenarios A2 (green),
A1B (orange), and B1 (blue).

et al., 2014]. An example of such behavior occurs in January for the A2 scenario when rainfall and temperature increase; yet, runoﬀ remains nearly unchanged from the baseline. For the majority of the year, the A2
scenario produced lower runoﬀ than A1B and B1. The highest runoﬀ was predicted by B1 during the earlier months of the year (January–July) and then a shift occurred for the later months (August–December)
when A1B was highest. Compared with the baseline, future sediment will likely be ampliﬁed during high
loading periods and decreased during low loading periods. In general, when runoﬀ is predicted to increase
or decrease from present to future, sediment mirrors the behavior. The exception to this trend occurred later
in the year (August–December) when sediment was predicted to increase despite ﬂow decreases for the A2
and B1 scenarios. The relationship between runoﬀ and sediment was also nonlinear. An example of this was
seen for March when A1B estimated a 60% increase in sediment loading relative to a 16% increase in runoﬀ.
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Figure 3. Monthly average runoﬀ (cms) for (a) HADCM3, (b) IPCM4, and (c) MPEH5 and sediment load (ton/day) (d) HADCM3, (e) IPCM4,
and (f ) MPEH5 at the outlet. The colors represent baseline (black) and carbon scenarios A2 (green), A1B (orange), and B1 (blue). Only
climate change is considered.

IPCM4 forecasted a future decrease in runoﬀ for all months and for each carbon scenario, with the exception
of September and October (Figure 3b). The average monthly ﬂows were more homogenous throughout
the year, similar to the absolute temperature increase for IPCM4, which had smoother seasonal transitions
compared with other GCMs (Figure 2e). Patterns emerging between the carbon scenarios were diﬃcult to
distinguish, though A1B tended to predict higher ﬂows than A2 and B1 during the drier summer months.
Around the wet season from January to May, there was an average percent reduction of 54%, 43%, and
45% from the baseline to future for A2, A1B, and B1 scenarios, respectively. There was also an estimated
increase of loading during the months of August–October. Following the ﬂow pattern, higher sediment
loading throughout the year was estimated by the A1B scenario compared with A2 and B1.
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Figure 4. Monthly average (a) runoﬀ (cms) and (b) sediment load (ton/day). The colors represent baseline (black) and carbon scenarios
A2 (green), A1B (yellow), and B1 (blue) at the outlet. Only LULC change is considered.

Results using the MPEH5 model indicated that runoﬀ may increase, particularly during later months of the
year (June–December), with A2 estimating the largest quantities (Figure 3c). During February and March,
A1B was the dominant scenario and increased by 36% and 30%, respectively. In correspondence with this,
the sediment loading also drastically increased from 177% to 36% (Figure 3f ). Within the wet seasons, the
A1B scenario had the largest loadings and during the dry season, A2 was typically largest. Minimum loadings were predicted by the MPEH5 model to occur in April and May.
The dissimilarities in response to climate change as predicted by the GCMs highlighted the structural
diﬀerences that exist between each model. Still, general trends can be extracted where outputs were
in agreement for all the three GCMs. The GCM ensemble converged on runoﬀ and sediment loading increasing in September and October for each scenario. With the enlarged ﬂow, accompanied
sediment loading was also increased for these months. Further, loading for the baseline was at its
minimum from July to September, however, future minimal values occurred earlier in the year around
April to June.
4.3. Response to Land Use Land Cover Change
Present to future quantities and seasonal shifts in average, monthly runoﬀ (cms) and sediment loading
(ton/day) to changes in LULC were compared (Figure 4). Runoﬀ was virtually unaltered by the changes
made to land use; future quantities matched the present baseline with monthly diﬀerences equaling no
more than ±20 cms, occurring from August to October. Sediment loading was more aﬀected with monthly
averages diﬀering from the baseline ±185 ton/day (Figure 4b). Further, a distinct response to the speciﬁc
carbon emission scenarios was more easily identiﬁable. The A2 scenario predicted an increase in loading for
all months. The largest increase of 33% occurred in March. A1B produced similar monthly averages compared to the baseline, and B1 resulted in a decrease in sediment loading. The largest deviation between the
baseline and B1 also occurred in March, when the sediment loading was projected to reduce by 18%. Over
the course of the entire 30-year simulation, the sediment percent change for A2, A1B, and B1 from the baseline were +43.8%, −0.4%, and −20.8%, respectively, while the percent change for runoﬀ was less than 1%
for all the scenarios. In general, the seasonal ﬂuctuations of future runoﬀ and sediment loading remained
consistent with present day conditions.
4.4. Response to Coupled Climate and Land Use Land Cover Change
The coupling of both future climate and LULC change was simulated for each GCM. The general behaviors of
increasing or decreasing from the baseline to the future for monthly average runoﬀ and sediment loading
were analogous to the climate only simulation results. Similar to the climate only simulations, climate plus
LULC change produced a large gradation in the outputs produced by diﬀerent GCMs. That is, the HADCM3
model predicted higher high ﬂows and lower low ﬂows, IPCM4 indicated overall lowered runoﬀ, and MPEH5
produced generally increased ﬂow. The general seasonal behaviors for sediment loading were also very
similar to the climate only simulation results.
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Figure 5. Climate and land use land cover (LULC) deviations—(climate only deviations + LULC only deviations) for the monthly average
runoﬀ (cms) for (a) HADCM3, (b) IPCM4, and (c) MPEH5 and sediment load (ton/day) for (d) HADCM3, (e) IPCM4, and (f ) MPEH5 at the
outlet. The colors represent carbon scenarios A2 (green), A1B (yellow), and B1 (blue).

Therefore, the coupled climate and LULC change simulations were used to test if the simulated response
might be represented by modeling these processes as isolated occurrences and then, estimated using the
method of superposition or if the interaction between climate and LULC change resulted in a dynamic
response. To do so, runoﬀ and sediment loading deviations from the baseline to the future for climate
only, LULC only, and coupled climate and LULC were computed for all carbon emission scenarios predicted
by each GCM. The additive deviation quantities for the climate only and LULC only simulations were then
subtracted from the coupled climate and LULC simulation deviations for both runoﬀ and sediment load
(Figure 5). A value of zero in Figure 5 represents a linear response. A value greater than zero in the ﬁgure
indicates a dynamic response where deviations from the baseline, regardless of being an increase or
decrease, would be larger by incorporating climate and LULC simultaneously in the model than predicted
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using the additive deviations for the individual responses. A values less than zero still indicates a dynamic
response but one where the coupled climate and LULC change simulation predicted less of a deviation from the baseline for future conditions than would be estimated by superimposing the individual
processes.
Figures 5a–5c show the monthly average runoﬀ response with near zero, positive, and negative values
for the carbon emission scenarios that were similar among the three GCMs. The A2 scenario indicated
the coupling eﬀect of climate and LULC changes may result in an ampliﬁed response for the months of
December–July while a dampened response was observed for August–November. A near polar response
to the monthly behavior displayed by A2 was detected for the B1 scenario, while A1B was relatively close to
zero, diﬀering no more than ±2 cms. Overall, the modeled response of runoﬀ to the coupling of climate and
LULC change was minimal, with diﬀerences between that versus the summated values from the individual
simulations equal to no more than ±17 cms.
A dynamic response to the coupled interaction of climate and LULC was observed for the sediment loading and nonlinearities resulting from the coupling of climate and LULC change were more identiﬁable for
the A2 and B1 scenarios while A1B remained relatively linear (Figure 5d–f ). All models indicated sediment
increase may be ampliﬁed by the coupled interaction when both climate only and LULC only simulations
predicted an increase (October A2—HADCM3, November A1B—IPCM4, and August A2—MPEH5). When
both climate and LULC were predicted to decrease from the baseline independently (April B1—MPEH5 and
June B1—HADCM3), the combined interaction caused less of a decrease from the baseline than would be
estimated by adding the deviation quantities from the two individual simulations. In an instance when the
loading for LULC only decreased and climate only increased (March A1B—HADCM3), sediment loads may
result in larger values compared with the linear response. Conversely, when LULC only increased and climate
only decreased (April A2—MPEH5 and February A2—IPCM4) loadings may be predicted as having overall
smaller values than expected if the incremental increase/decrease from the baseline for isolated climate
and LULC change simulations were added.

5. Discussion
Climate change predicted by the individual GCMs showed noticeable diﬀerences in future rainfall seasonal
patterns with no one-carbon emission scenario resulting in higher values, emphasizing the structural differences among GCMs. The general consensus for temperature is that it will increase, with the A2 scenario
predicting the highest values and B1 predicting the lowest. When incorporating climate change into the
SWAT model, output in terms of runoﬀ and sediment loading showed large distinctions between GCMs,
implying that these parameters might have been driven more by rainfall than temperature. Both the runoﬀ
and sediment loading responded to future climate change, yet, the ways in which they responded may be
conﬂicting between GCMs. Under present conditions, high ﬂows occur around October–December. Results
from all GCMs are in agreement that ﬂow increased for the months of September and October, indicating
the current wet season may occur earlier in the year and with greater magnitude. In accompaniment, sediment loadings were also predicted to increase for these months. Further, loading for the baseline was at its
minimum from July to September, yet, a seasonal shift may occur with minimal loading occurring earlier in
the year, around April to June. This response may be driven by the lowered future precipitation that occurs
within these months.
LULC change had little eﬀect on the runoﬀ response. Surface runoﬀ was computed using the SCS curve number method. While the individual curve number values assigned to the distinct land classes varied within the
model, the weighted, cumulative curve numbers for the circa 2000, 2100 A2, A1B, and B1 land cover datasets
within the study domain were 46.9, 48.7, 45.7, and 44.4. The slight variability between curve number values might explain why runoﬀ was so minimally aﬀected by LULC change. An alternative future LULC class
assignment than that used in this study may result in a more signiﬁcant response. Further, response to alterations in LULC may be more appropriately assessed using a ﬁner temporal resolution capable of addressing
peak runoﬀ. The slight increase that does occur from August to October for the A2 scenario land cover
might be explained by the plant growth model and consequent evapotranspiration that is incorporated
into SWAT.
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Sediment loading was more evidently impacted by changes made to land cover than runoﬀ. The loading
increase observed from the A2 LULC may be a result of the increase in agricultural lands and loss of forested
area. Sediment loading decreased for all months as a result of the B1 coverage. Compared with the circa 2000
coverage, B1 had more forested regions and less agriculture. It is inferred that the amount of agricultural
and forested lands was directly related to sediment loading and that an increase in agriculture and/or loss
of forest may have caused loading quantities to increase.
Runoﬀ response for simulations that coupled climate and LULC change produced runoﬀ values that were
very similar to those produced by incorporating climate change only, suggesting that future climate change
may aﬀect ﬂow more than LULC change. Regardless of the behavior of increased or decreased runoﬀ predicted by the individual models, the patterns of ampliﬁcation and de-ampliﬁcation were alike, demonstrating a homogenous interaction occurring within the simulations that was not aﬀected by the GCM data.
Sediment loading response was more reactive. When climate and LULC both independently modeled sediment as increasing or as decreasing, the coupled response resulted in sediment values that were overall
larger than would be estimated from the individual, added deviations from the baseline. This suggests climate and LULC change eﬀects amplify one another, resulting in larger loadings than if estimated by the
separately modeled responses.
Many of the species in the Apalachicola region are sensitive to salinity and total suspended solids levels,
which can aﬀect both their productivity and distributions [Livingston, 1984; Scavia et al., 2002]. The increase
in high ﬂow magnitude and seasonal shifts for runoﬀ and sediment caused by climate change has implications for threatening the phenology of the system by aﬀecting migration, breeding, and distributions.
In addition, as land types change, adverse eﬀects may become ampliﬁed. Given the time horizon of this
study, results may provide guidance in establishing both short and long monitoring activities and mitigation
strategies. Short-term eﬀorts may focus on responses with less uncertainty, i.e., those in agreement among
all GCM. Long-term strategies, with more ﬂexibility to adapt, can help coastal managers to adjust sustainability eﬀorts and regulatory procedures as more knowledge is acquired, e.g., how the region is changing
and region-speciﬁc performance of GCMs. The suite of SRES scenarios provides yet another dimension to
adaptation planning.
Understanding of how certain land types aﬀect hydrologic processes is useful for future land use planning
initiatives and development, in Apalachicola and other ﬂuvial estuaries. As coastal regions become more
urbanized and land types continue to change, the potential for increased sediment loading should be considered by policy makers and coastal managers.
As part of the AFC River Basin, insight for how the Apalachicola region might respond under potential future
conditions may guide practices upstream. In particular, it may have relevance for planned drainage and
infrastructure improvements that increase water returns and help to guide minimum ﬂow regulation at the
Jim Woodruﬀ Lock and Dam.
Findings from this study are signiﬁcant to future modeling approaches. The nonlinear response when modeling climate and LULC change advocates subsequent modeling eﬀorts should include the two simultaneously. Output response diﬀered among the SRES scenarios produced by a particular GCM. Climate change
assessments using only one scenario may over or under predict impacts and simulating multiple scenarios
may be advantageous to develop a suite of equipotential outcomes. Lastly, this research addresses overland
processes, an essential component for integrated climate change vulnerability assessments. Results may
serve as inputs or boundary conditions for studies evaluating SLR, marsh productivity, coastal erosion, etc.

6. Conclusions
For this study, a hydrologic SWAT model was developed, calibrated, and validated for the Apalachicola River
Basin under historical conditions. Projected climate and LULC data were prepared to represent future conditions related to the IPCC SRES A2, A1B, and B1 scenarios for 2100. The datasets were assimilated into the
model to assess the responses of runoﬀ and sediment loading to changes in climate, LULC, and coupled
climate and LULC.
Findings from this research showed diﬀering behaviors for both runoﬀ and sediment loading predicted by
the GCMs and SRES scenarios. The variability in response to the implemented GCMs further advocate the
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use of multi-model ensembles and additional research is needed to determine region-speciﬁc performance
of individual GCMs to better optimize model ensembles and eliminate erroneous outputs.
Despite contrasting outputs among the individual GCMs, all models converge on the following points,
which may serve to guide management focus. The models indicate that climate change may induce
seasonal shifts that could extend or completely alter periods of high and low runoﬀ and sediment loading.
Peak runoﬀ was predicted to occur earlier in the year, around September and October, and minimum
sediment loading also occurred earlier in the year, around April and June, as compared to present day
conditions. The simulated seasonal shifts in runoﬀ and sediment have implications for aﬀecting the
phenology of the ecosystem. Runoﬀ response to changes in LULC was minimal, however, an alternative
LULC classiﬁcation scheme diﬀerent than that used in this study may result in a more signiﬁcant reaction.
Larger sediment loading was associated with increased agriculture, increased urban areas, and decreased
forested regions. A nonlinear response was observed when climate and LULC change were incorporated
in the model simulation simultaneously, implying changes in one may amplify or dampen the eﬀects of
the other. The dynamic interaction that exists suggests that both should be incorporated into hydrologic
models when studying future conditions. Diﬀering responses among the SRES scenarios indicate that it
may be advantageous to include multiple scenarios for future climate change assessments to provide
coastal managers with a suite of equally varying outcomes that can be used for developing mitigation
strategies.
The results from this study provide an improved understanding of the eﬀects of climate and LULC change on
water quantity and quality for the Apalachicola Bay and surrounding region as well as similar ﬂuvial estuaries. The outcomes can better guide management practices that may pertain to regulatory actions, land use
development and planning, and monitoring activities. Future studies may address the assumptions held
constant or omitted for this study including changes in hydrology and land use upstream the Jim Woodruﬀ
Lock and Dam, human activities, e.g., future consumptive demand, dynamic response of habitats, e.g., marsh
migration, and freshwater-sea interaction, e.g., SLR impacts. The outputs from this research will be used in
biological assessments as boundary conditions and inputs for models studying the ecology of this system,
e.g., marshes, oysters, and seagrasses. One study will use a hydro-marsh model to assess salt marsh productivity in the Apalachicola River region under present and future scenarios that consider projected changes
in climate, LULC, and SLR. The IPCC carbon emission scenarios used in this study will be linked to low, intermediate low, intermediate high, and high SLR scenarios [Parris et al., 2012]. Another study will incorporate
the streamﬂow and sediment loading under projected climate and LULC change into a circulation model
that will be used to study how freshwater and sediments are distributed into Apalachicola Bay and the ways
in which seagrasses are aﬀected.
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