Using similar assumptions as in Revuz and Yor's book [8] we prove the existence and uniqueness of the solutions of SDEs with Lipschitz coefficients, driven by continuous, modelfree price paths. The main tool in our reasonings is a model-free version of the BurkholderDavis-Gundy inequality for integrals driven by model-free, continuous price paths.
Introduction
The main purpose of this paper is to prove the existence and uniqueness of solutions of differential equations driven by model-free price paths. From pioneering works by Vovk [9] , [10] , [11] , [12] it is well known that (typical) model-free price paths reveal many properties of local martingales. For example, it is possible to define quadratic variation as well as model-free version of stochastic integral with respect to càdlàg model-free price paths (whose downward jumps satisfy some mild growth condition) [12] , [5] . The case of continuous price paths is understood much better than the case of càdlàg paths. For example, for continuous paths there exists a model-free version of the Dambis, Dubins-Schwarz theorem [11] , they also possess local times [6] .
However, even in the space of continuous price paths there are still many topics which need to be understood better. One of such topics is the existence and uniqueness of solutions of differential equations driven by continuous model-free price paths. The first results in this direction are proven in [1] even for Hilbert space-valued processes but under the assumption that one can also trade the difference S 2 − < S >, where · denotes the norm in the Hilbert space and < S > denotes the quadratic variation process of the coordinate process S (but defined in a different way than the usual tensor quadratic variation of a Hilbert space-valued semimartingale, see [ ZT , but of any value Zτ , where τ is a stopping time such that τ ∈ [0, T ]. Such modification allowed us to obtain a model-free version of the Burkholder-Davis-Gundy inequality (BDG inequality in short) for integrals driven by model-free, continuous price paths in a very direct way, from the pathwise version of the BDG inequality proven in [2] .
In this paper we will consider the following differential equation (or rather integral equation) driven by model-free continuous price paths
where
are non-anticipating (the definition of non-anticipating functionals is given in Sect. 4) and K, F are Lipschitz in the sense that there exists L ≥ 0 such that for all
(where | · | denotes the Euclidean norm on R d ).
This paper is organized as follows. In the next section we introduce necessary definitions and notation. In the third section we present and prove a model-free version of the BDG inequality and in the last section we apply this inequality and Picard's iterations to prove the existence and uniqueness of the solution of (1).
Definitions and notation
Let d = 1, 2, . . ., T > 0 and Ω be the space of continuous functions ω :
is the natural filtration of S. In the sequel, by saying that a process X : [0, T ] × Ω → R d is adapted we will mean that it is adapted to F. We will assume that the processes A u and A v introduced in the Introduction are adapted. Stopping times τ : Ω → [0, T ] ∪ {+∞} with respect to F and the corresponding σ-algebras Fτ are defined as usual.
A process G : [0, T ] × Ω → R d is a simple process (simple strategy) if there exist stopping times 0 = τ0 ≤ τ1 ≤ . . . and Fτ l -measurable, bounded functions g l : Ω → R d , such that for every ω ∈ Ω, τ l (ω) = τ l+1 (ω) = . . . ∈ [0, T ] ∪ {+∞} from some l ∈ {1, 2, . . .} on, and such that
For such G we define the corresponding integral process
which is well-defined for all ω ∈ Ω and all t ∈ [0, T ]; here, for u, v ∈ [0, T ] we denote Su,v := Sv − Su and " · " denotes the inner product on R d . The family of simple strategies will be denoted by G. For λ > 0 a simple strategy G will be called (strongly) λ-admissible if (G · S)t(ω) ≥ −λ for all ω ∈ Ω and all t ∈ [0, T ]. The set of strongly λ-admissible simple strategies will be denoted by G λ . Definition 1. Vovk's outer measureP of a set A ⊆ Ω is defined as the minimal superhedging price for 1A, that is
A set A ⊆ Ω is called a null set if it has outer measure zero. A property (P) holds for typical price paths if the set A where (P) is violated is a null set.
Next, we define a special sequence of partitions called the Lebesgue partitions generated by ω ∈ Ω. The nth
By convention inf ∅ = +∞. Similarly, replacing ω i by ω i +ω j we define the Lebesgue partitions
. Next, we define the sequence of Lebesgue partitions generated by ω ∈ Ω as: π n 0 (ω) = 0 and for k = 0, 1, . . . ,
It is well known (see [12] ) that for t ∈ [0, T ] and a typical price path ω ∈ Ω there exists the continuous limit
and this convergence is uniform
We will use the following notation:
and
The quadratic variation process of the real integral process G · S is defined as
For any process G :
(and |·| is the Euclidean norm on R m ). We have the following estimate.
Then for any
t ∈ [0, T ] G Q · S t ≤ d (G * t ) 2 Q.
Proof. Using the inequality d[S
we obtain
A useful tool which we aim to establish is a model-free version of the BDG inequality. It will be formulated for the outer expectation E which is defined as follows. Let T [0, T ] be the family of stopping times τ such that 0 ≤ τ ≤ T. For any process Z :
where the first infimum is over all subsetsΩ ⊂ Ω of typical paths, that is allΩ such that P Ω \Ω = 0. It is straightforward to prove that the expectation E is countably subadditive, monotone and positively homogeneous. By H we denote the family of processes 
Model-free version of the BDG inequality
In this section we establish the following model-free version of the BDG inequality:
where c1 ≤ 6. 
Moreover, for p = 1 one has c1 ≤ 6, sup k≥0 f 1 k ≤ 2 and the following estimate also holds
Let now G ∈ H and (3) be its representation. Let (σ n m ) m≥0 be a non-decreasing rearrangement of (π n k ) k≥0 ∪ (τ l ) l≥0 , where (π n k ) k≥0 is the nth Lebesgue partition (n = 1, 2, . . .). For n = 1, 2, . . . and ω ∈ Ω we define x n 0 = 0 and for m = 0, 1, . . .
For t ∈ [0, T ] by m n (t) we denote the unique m = 0, 1, . . . such that
Let us notice that for typical ω ∈ Ω we have
Moreover, by the definition of σ n m ,
Let us also define the simple strategy Φ n which just after time σ n m ∧ T attains the position
We estimate
Let now λ0, λ1, λ2 and λ3 be finite reals such that
and let H n be a sequence of λ3-admissible strategies such that
whereΩ is a set of typical paths. Now let us define
and let us consider the strategy
Directly from the definition it follows that Ψ n is c1λ0-admissible. Moreover, for typical price paths we have that
uniformly in [0, T ]. LetΩ denotes the set of such paths. We haveP Ω \Ω = 0 and for each ω ∈Ω, η n (ω) → +∞ as n → +∞. Thus for each ω ∈Ω ∩Ω and τ ∈ T [0, T ] by (10) , by the estimate
, (9), the definition of η n and by (7), for sufficiently large n we have
As a result we get that for ω ∈Ω ∩Ω, ρ n (ω) → +∞ as n → +∞ and
Since λ0 may be as close to E [(G · S)] as we please, we obtain (6).
Remark 5. Using (8) and proceeding in a similar way as in the proof of (6) we also get (for G ∈ H) the estimate:
Multidimensional version of the model-free BDG inequality
In this section we will prove the model-free BDG inequality in the case when G is a matrixvalued, simple process, i.e. G :
The family of such processes will be denoted by H d . For G ∈ H d we define the integral (G · S) as the vector of integrals
Also, similarly to (4) we define
Now we have the following generalisation of (6).
where c1 ≤ 6.
Proof. Using the inequality
Next, using subadditivity of E, (6) and the monotonicity of E we obtain
Now, we introduce the space M (resp. M d ) of (equivalence classes of) adapted processes
Using standard arguments (see for example [7, proof of Lemma 2.11]) we see that M (resp. M d ) equipped with the metric
is a complete metric space and the family of simple processes from M (resp. M d ) is dense in M (resp. M d ). Let us notice that for a simple process X and Q > 0 the process X Q defined as
is also a simple process and if X ∈ M then using Lemma 2 we get
Similarly, if X ∈ M d is a simple process we get
Using this, Proposition 6 and completeness of the space M (resp. M d ) we see that for any
to the process which is the integral X Q · S . Moreover, the following analog of Proposition 6 holds:
Finally, let us introduce the space locM (resp. locM
4 Theorem on existence and uniqueness of the solutions of SDEs with Lipschitz coefficients, driven by continuous, model-free price paths
In this section we prove the existence and uniqueness of the solution of SDE (1). Together with the assumptions stated in the previous sections we will assume the following:
• X0 is such that the process
are nonanticipating, by which we mean that for any adapted processes X, Y :
• K and F satisfy condition (2) .
we will often write´t 0 K (s, X) dAs and´t 0 F (s, X) dSs resp. Now we will use the just obtained model-free version of the BDG inequality and Picard's iterations to prove the following theorem. 
Existence
Let us set q = 1/(4c
and for G such that G ∈ M define T 0 : M → M,
(By the assumption on X0, (2), (15) and the calculation below (i.e. (16)) this definition is correct.) Now, by the Lipschitz property, the BDG inequality (14) and Lemma 2 we estimate
Thus T 0 is a contraction on M and it has unique fixed point X 0 . Next, we define
(we apply the convention that σ1 = θ1 = +∞ if θ0 ≥ T ), and introduce the following operator
Similarly as before, we prove that T 1 is a contraction and has a fixed point X 1 ∈ M. Moreover, X 0 and X 1 agree on the interval
Similarly, having defined σn, θn, T n : M → M, and its fixed point X n , n = 0, 1, . . ., by induction, we define
and introduce the following operator T n+1 : M → M,
and its fixed point X n+1 which agrees with X n on the interval
Finally, setting X := lim n→+∞ X n we get that X satisfies
This follows from the following lemma.
Lemma 8. Let n = 0, 1, 2, . . . . Assume that θn < +∞ and the following inequalities hold:
for some non-negative integers k and l. Then
Proof. The proof follows by easy induction. For n = 0 from θ0 < +∞ and A 
Uniqueness
In general, we can not guarantee that X ∈ M but we will prove that X ∈ locM and it is the unique solution of (17) in locM.
First, we will prove that X ∈ locM. We know that X ·1 [0,θn ] (t) = X n ∈ M for n = 0, 1, . . .. Now, from Lemma 8 it follows that for any fixed Q > 0 and n = ⌊M/r⌋ + ⌊Q/q⌋ + 2 we have that either A This proves that X ∈ locM.
To prove the uniqueness notice that if X was not unique in locM then there would exist two processes X ∈ locM and Y ∈ locM satisfying (17) and such that
for some Q > 0. However, using the same reasoning as in (16) and the fact that X and Y solve (17) we can prove that
Similarly, by induction (and subadditivity of E), we prove that for n = 1, 2, . . . 
