Abstract-Complex plasmas contain, in addition to the usual electrons, ions, and neutral atoms, macroscopic electrically charged (nanometer to micrometer) sized dust particles. Based on the ratio of the electrostatic potential to kinetic energy, these microparticles can exhibit gaseous, fluid, and crystal-like behavior. For this reason, complex plasmas are a unique testing ground to study multiparticle systems. The dynamics of these systems can be studied using the particle tracking velocimetry (PTV) analysis technique. The PTV technique provides a spatially resolved particle phase space distribution function, which can be used to calculate correlation functions and thermal properties of the system. There are experimental settings, such as microgravity experiments, where technical and data storage limitations make it desirable to have near real-time video analysis techniques that allow an experimenter to tune operating conditions until appropriate velocity profiles or velocity distributions are obtained. This article discusses PTV software that allows for real-time particle tracking that, we believe, can be applied to a broad range of physical systems.
I. INTRODUCTION
T HE study of the dynamics of tracer particles embedded in hydrodynamic flows is highly interdisciplinary and has applications spanning research fields, such as biomedical [1] and cellular research [2] - [4] , industrial applications in manufacturing [5] , and the properties of complex plasmas [6] - [10] . The trajectories of tracer particles contain valuable information about not only the individual particles (as well as their corresponding global distribution function), but also the properties of the underlying medium.
In a typical hydrodynamic flow experiment, the tracer particles are illuminated with a laser sheet and imaged using a variety of digital imaging systems. A possible image analysis technique (among several) is particle tracking velocimetry (PTV). PTV is a local technique that tracks individual particles through sequential frames and is best suited for systems with low particle number densities. The PTV technique is advantageous because there is no spatial averaging, and the resulting flow fields are spatially resolved.
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In the case of complex plasmas, the tracer particles are electrically charged, nondeformable, spherical particles (typically 0.1-10 µm in diameter) immersed in a background plasma of electrons, ions, and neutral atoms. The spherical particles (i.e., dust) become electrically charged due to the collection of ions and electrons from the background plasma; in most laboratory experiments, the dust particles will be negatively charged due to the higher mobility of the electrons. The dust particles are subject to a variety of forces, such as gravity, electrostatic forces in the plasma sheath, drag forces due to interactions with ions and neutral atoms, and plasma-mediated, interdust Coulomb forces. In this way, a complex plasma is different than that of the aforementioned fluid systems because the particles are not simply tracers of background fluid motion-instead, they are a macroscopic fourth component of the plasma. When the PTV technique is applied to complex plasmas, the extracted information can be used to, for example, calculate the interparticle and the particle-fluid forces [11] , [12] as well as investigate the particle distribution functions and their corresponding thermodynamic quantities [6] , [10] , [13] - [16] .
A challenge to all imaging techniques is management of the volume of data. For example, an 8-bit 1-Mpixel grayscale camera operating at 100 frames/s will generate 1 GB of data every 10 s. The data rates of high-resolution digital cameras are particularly problematic in microgravity-based experiments, where technical and data storage resources are limited and data must be transferred by hard disk from space to Earth. By applying a real-time PTV analysis, researchers gain an opportunity to approximate important derived experimental parameters (e.g., kinetic temperature, shear flow profile, velocity distribution, and so on) before data is stored on a hard disk. In the past, these parameters have not been accessible until a post-experiment analysis is performed. In some cases, it may even be possible to control the experiment in a closed feedback loop that self adjusts experimental parameters until desirable conditions have been found. We believe that the real-time technique, especially as applied to feedback control of a complex plasma, will be highly applicable to laboratory experiments. This paper discusses recent work on the design and implementation of real-time PTV analysis software for use in both laboratory and microgravity-based complex plasma experiments.
II. APPLICATION OF PTV
The macroscopic size of the dust particles allows one to directly image the dust particles, as shown in Fig. 1 . Digital cameras are used for recording particles illuminated by a monochromatic laser that is spread into a laser sheet using 0093-3813 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. a cylindrical lens. In single camera viewing systems, the light scattered from the dust particles is typically observed at 90°f rom the paraxial axis in order to maximize the depth of field. An important feature of these digital imaging systems is that they do not perturb the underlying system yet still contain valuable information pertaining to both the interdust interactions and also the properties of the nondusty plasma components. A typical illuminating laser has a power of approximately 50-300 mW, which, when spread into an illuminating plane, does not contain sufficient energy density to influence dust particle dynamics. Depending on the characteristic spatial and temporal scales of the observed phenomena, camera frame rates may range from 30 to 1000 frames/s with 0.2-8 Mpixel resolutions.
In Fig. 2 , we outline the typical flow of a PTV algorithm. After the image is obtained, it is usually filtered and/or processed in such a way to enhance desirable features and reduce noise. The most basic of these methods includes, for example, contrast enhancement, where the relative brightness of image features is increased, thus improving distinguishability of the objects. In other cases, Fourier analysis (i.e., bandpass filtering) is necessary to filter out the high spatial frequency noise associated with the thermal fluctuations of the camera sensors.
The following step is to quantify the probability that bright regions in the image are actually the result of light scattering from the particles. In most cases, each particle image intensity profile can often be well approximated by a bivariate Gaussian distribution [17] . A typical particle location method is to curve fit a bivariate Gaussian distribution or calculate the center of intensity using a moment method. The accuracy of these methods when applied to dusty plasmas has been studied in great detail [18] .
Next, it is important to correlate particle images between consecutive images in order to avoid incorrect particle pairing. The accuracy of many PTV algorithms depends on the degree to which the algorithm is able to perform accurate state estimation and prediction. There is a multitude of state estimation algorithms derived from the Bayesian recursion framework (such as the Kalman filter and its predecessors) [19] .
The correlation step during a PTV cycle bares significant computational cost when tracking thousands of particles at large frame rates in high-resolution data. Cross-correlation methods are known to scale as N 2 , where N is the total number of particles. This is in addition to the computational overhead of, for example, particle identification and curve fitting a bivariate Gaussian distribution to each particle image.
It is well known that differentiating noisy data may amplify errors particularly when the temporal step becomes small as with high frame rate cameras [20] . Therefore, an important final step is to validate and smooth the calculated velocities by possibly connecting information from several time frames (rather than just two) [21] - [24] .
The correlation analysis-based methods are impractical in experiments where immediate feedback between the experiment controls and the dusty plasma dynamics is desirable. For this reason, we propose a local pixel space method that will yield sufficiently accurate velocity fields for experiment parameter space searches. In the rest of this paper, we explain and benchmark our software developed to perform a real-time PTV analysis to calculate dust cloud parameters.
III. SOFTWARE DESIGN
In this section, we outline recent additions to the complex plasma analysis (CoPlA) software suite. The CoPlA software is a complex plasma experiment control manager and analysis tool created by U. Konopka with the intentions of it becoming an open-source tool for the community. CoPlA uses the C++ programming language and is written using solely open-source libraries to permit cross-platform compatibility (on most Linux distributions) as well as avoiding possible licensing issues between the collaborating institutions. The low level nature of C++ code allows users to closely manage system resources in microgravity-based situations where technical and data storage resources are limited.
Our recent work on CoPlA has been focused on coupling CoPlA's digital camera drivers with PTV analysis software. The addition of PTV allows users to receive direct feedback between the experiment control and analysis. In this way, the experiment parameters may be adjusted until desirable dust cloud conditions are found without storing large amounts of unnecessary data. We circumvent the problem of data storage by using shared memory blocks. Shared memory is a temporary storage space where data may be stored and accessed by several processes. In this way, image data from several images may be temporarily placed and swapped in shared memory while PTV analysis is being performed.
A. Dust Particle Identification
The particle identification routine uses a global intensity threshold to identify all pixels that belong to the particles. There are several more advanced methods for selecting the appropriate intensity threshold [25] , [26] ; however, in our real-time feedback approach, we select an appropriate threshold in an ad hoc manner that minimizes computational overhead while still allowing us to reliably identify the particles. This does introduce some potential for error. The error can be mitigated by examining subpixel maps [18] as well as requiring a minimum particle size of four total pixels and maximum particle size of 50 total pixels.
Each pixel in the image is evaluated to determine if its intensity value is greater than some user-specified value. When a pixel with the intensity value greater than the threshold is encountered, a particle's edge (x i, j ) has been found. A flood fill [27] is performed starting from this edge/seed pixel to find all other pixels belonging to the particle.
B. State and Prediction Calculations
Once all pixels belonging to particles in an image have been identified, the center of each particle is found using a moment method [18] , which is known to be accurate to within approximately 0.1-0.2 pixels for particle image diameters of 2-3 pixels. For the first timestep, there is no other choice but to predict the position of the particle in the next timestep to be at the current position. In this sense, the tracking is first initialized based on a naive selection of the nearest neighbor solution (using search patterns in pixel space). For all subsequent timesteps, we estimate the location at the next timestep using a linear extrapolation. We then search for the particle in a user-defined search area (in image/pixel space). If multiple pairing candidates are found within the search area, the nearest neighbor is chosen. In this way, we are using a qualified nearest neighbor approach by searching pixel space rather than the distance correlation matrix.
Once the particles have been paired between two images, the velocity is calculated using the camera frame rate and distance traveled between frames. However, differentiation is known to amplify noise in the calculated velocity for noisy position measurements [20] , [28] . For this reason, CoPlA PTV uses a five-point Savitzky-Golay filter [29] to smooth the velocity calculation.
C. CoPlA PTV Performance
The tracking rate performance of CoPlA PTV was benchmarked using previously recorded experiment data. The objective was to evaluate the speed at which the code can produce velocity fields based on the number of tracked particles. The 0.8-Mpixel tracking rates shown in Table I are obtained by averaging the tracking rate over a 1000 frame sequence. The results presented here suggest that CoPlA PTV can calculate Fig. 3 . Left to right: Example of simulated 300 × 300 pixel image generated with the DEMON code followed by a synthetic particle image. It is important to note the difficulty of accurately representing real particle images using synthetic data. Comparing Fig. 1 with the synthetic particle image above, the synthetic particle is clearly more symmetric. This may cause the subpixel resolution of synthetic data to be slightly better than the usual 0.1 pixels. vector fields fast enough for a researcher to adjust experimental parameters and observe the dust distribution response in real time. Now that the tracking rates have been established, it is important to quantify the accuracy of our algorithm. We used the Dynamic Exploration of Microparticle clouds Optimized Numerically simulation code [30] to generate the synthetic images of thermal dust distributions containing 252 particles at 100 frames/s. An example synthetic image is shown in Fig. 3 . The 300 frames of synthetic imaging data were then processed using CoPlA PTV, so that a direct comparison can be made between the simulation and the tracking results. Fig. 4 shows a graphical comparison of the speed distribu- When comparing the PTV and DEMON speed distributions, the PTV distributions have fewer counts at slower speeds and a slightly greater number of counts at higher speeds. Part of this discrepancy can be attributed to the error discussed in [20] , where it was shown that uncertainties in the subpixel particle locations can cause significant errors in the calculated velocities. Furthermore, in the case where the tracking error climbs to 15%, the particles are frequently being mismatched and lost. Therefore, there may not be a sufficient number of position data samples to calculate the velocities in a way that smoothes the truncation error associated with the standard finite differencing schemes (i.e., using the Savitzky-Golay filter). Despite the differences in the PTV and DEMON speed distributions, the results clearly show that even when the fractional number of incorrectly paired or missing particles climbs as high as 15%, the resulting distributions are still in close enough agreement to effectively perform and automate real-time parameter space searches.
In addition to real-time parameter space searches, the methods applied in this paper could also be used to compress microgravity data so that information may be transmitted through a low bandwidth communication channel between space and Earth. For example, assuming that each particle covers a 3 × 3 pixel area with one row or column of pixels between each particle, a 1-Mpixel image can contain a maximum of 62 500 particles. Under this assumption, storing and/or transmitting x and y position information with an accuracy of 0.1 pixels requires about four bytes per particle. This means that for an image containing 62 500 particles, the information could be compressed by roughly a factor of 4. Further compression can be achieved for images with less particles and more redundant information (i.e., locations where there are no particles).
IV. CONCLUSION
The CoPlA PTV software package was developed with the intent to calculate velocity fields in real time, which will be a powerful tool in dusty plasma experiments. In particular, the ability to calculate the dust cloud distributions in real time will relieve some of the technical and data storage burdens encountered during microgravity experiments and even ground-based experiments where several gigabytes of data may be unnecessarily stored. It has been shown that even when our PTV algorithm fails for up to 15% of all tracked particles, the resulting speed distributions are still quite similar and are more than sufficient to systematically perform realtime parameter space searches, control experiments in a closed feedback loop, or compress data, such that it can be transmitted more easily between space and Earth.
