Abstract-The method of Sorted L-One Penalized Estimation, or SLOPE, is a sparse regression method recently introduced by Bogdan et. al. [1] . It can be used to identify significant predictor variables in a linear model that may have more unknown parameters than observations. When the correlations between predictor variables are small, the SLOPE method is shown to successfully control the false discovery rate (the expected proportion of the irrelevant among all selected predictors) at a user specified level. However, the requirement for nearly uncorrelated predictors is too restrictive for genomic data, as demonstrated in our recent study [2] by an application of SLOPE to realistic simulated DNA sequence data. A possible solution is to divide the predictor variables into nearly uncorrelated groups, and to modify the procedure to select entire groups with an overall significant group effect, rather than individual predictors. Following this motivation, we extend SLOPE in the spirit of Group LASSO to Group SLOPE, a method that can handle group structures between the predictor variables, which are ubiquitous in real genomic data. Our theoretical results show that Group SLOPE controls the group-wise false discovery rate (gFDR), when groups are orthogonal to each other. For use in non-orthogonal settings, we propose two types of Monte Carlo based heuristics, which lead to gFDR control with Group SLOPE in simulations based on real SNP data. As an illustration of the merits of this method, an application of Group SLOPE to a dataset from the Framingham Heart Study results in the identification of some known DNA sequence regions associated with bone health, as well as some new candidate regions. The novel methods are implemented in the R package grpSLOPEMC, which is publicly available at https://github.com/agisga/grpSLOPEMC.
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INTRODUCTION
C ONSIDER the linear model
where the matrix X 2 R nÂp constitutes the design matrix (often with n < p); y 2 R n is the response vector; z $ N ð0; s 2 IÞ is a vector of random errors; b 0 2 R is the intercept and 1 1 2 R n is a vector of ones; and b b ¼ ðb 1 ; . . . ; b p Þ T 2 R p contains the unknown coefficients which we want to estimate, given the prior knowledge that b b is sparse (i.e., most entries are zeros). In particular, we would like to know which coefficients of b b are truly non-zero (i.e., which predictor variables have a relationship with the response y). In statistics this problem is known as model selection or feature selection. Apart from the identification of relevant predictor variables, once the non-zero coefficients of b b are estimated, they can also be used to make predictions from new data. For example, if X contains the genotype information of the subjects and y contains their phenotype values, then the non-zero coefficients in b b represent the genetic variants associated with the phenotype. SLOPE, or Sorted L-One Penalized Estimation, is a novel regularized regression method, introduced in [1] . Like other sparse regression methods, SLOPE can be used for prediction and feature selection in model (1) . A unique advantage of SLOPE over other sparse regression methods is that it keeps the false discovery rate, or FDR, below a user specified threshold, where FDR is defined as the expected proportion of the irrelevant among all selected predictor variables. However, in order to control the FDR, SLOPE requires that the correlations between predictor variables in the model are small, which creates a difficulty in application to genomic data (see [2] ). For a more detailed review of the SLOPE method see Section 2.
In order to overcome this shortcoming of the SLOPE method, we introduce Group SLOPE, which extends SLOPE to account for group structures among the predictor variables (see Section 3). We first investigated Group SLOPE in [2] . Later, a similar formulation was introduced in [3] , in a more theoretical context. Rather than selecting individual predictors, Group SLOPE can be used to select groups of correlated predictors that have a significant combined effect, which makes it more applicable to genomic data. We derive computational methods for the Group SLOPE optimization problem in Section 4.
Group structures displaying high correlations within each group of variables but low correlations between groups are ubiquitous in genomic data, largely a result of the well-known mechanisms of chromosomal recombination. Some types of group structures which are often available as biological prior knowledge (such as SNPs grouped by a gene, haplotype or LD block, or genes grouped by a genetic pathway) might also be useful in this context. This makes the Group SLOPE method particularly useful in the context of genomics. 1 In Section 5.1 we prove that Group SLOPE controls the expected proportion of falsely selected groups among all selected groups of predictors when the groups are orthogonal to each other. For more general, non-orthogonal settings, Section 5.2 proposes two types of Monte Carlo based heuristics, in order to control the group-wise false discovery rate with Group SLOPE.
Some genomic applications of the Group SLOPE method are explored in Section 7. In order to evaluate and compare the performance of the two novel Monte Carlo procedures, a theoretically derived heuristic of [3] , and the ordinary Group LASSO in simulations under realistic conditions, we apply Group SLOPE to real genotype data and simulated phenotypes. After evaluating the performance of Group SLOPE on DNA sequence data in this way, thus confirming its properties of group-wise false discovery rate control and high power, we proceed with an application of Group SLOPE to identify genomic regions that are associated with a bone mineral density phenotype in the Framingham Cohort dataset.
The novel methods introduced in this paper are implemented in the R package grpSLOPEMC, which is available at https://github.com/agisga/grpSLOPEMC.
SLOPE
A popular method to address the feature selection problem in model (1) is the LASSO (least absolute shrinkage and selection operator, [5] , [6] ). The LASSO model estimates the coefficient vector b b by solving the regularized least squares problem 
where k Á k 1 denotes the ' 1 -norm, and > 0 is a tuning parameter that needs to be selected. Due to the mathematical properties of the ' 1 -norm, the estimates of many regression coefficients are forced to be zero. One can avoid the estimation of the intercept term b 0 in linear model (1) by centering the response variable as well as the predictors. Therefore, we omit the intercept term in model formulation (2) and all subsequent model formulations.
A difficult problem associated with the LASSO method arises in the selection of the parameter , which essentially controls the trade-off between data fitting fidelity and the use of prior knowledge. A larger results in a more sparse solution and vice versa, which generally amounts to either the selection of too many irrelevant regression coefficients or a low detection power. Some commonly used ways are the minimization of the Bayesian information criterion (BIC) or the Akaike information criterion (AIC) as a function of (see [7] ), and the application of cross-validation (see [8] ).
SLOPE circumvents this problem. In a sense, the SLOPE method combines the advantages of regularized regression methods, like the LASSO, with those of the celebrated and widely used Benjamini-Hochberg procedure (introduced in [9] ). SLOPE estimates the coefficient vector b b as the solution to the following minimization problem,
where 1 ! 2 ! Á Á Á ! p ! 0 is the regularizing sequence, and jbj ð1Þ ! jbj ð2Þ ! Á Á Á ! jbj ðpÞ is the order statistic of the magnitudes of the vector b 2 R p (i.e., the absolute values ranked in non-increasing order). Because of the penalty term s P p i¼1 i jbj ðiÞ , the procedure will set many of the coefficients b i to be equal to zero, thus selecting the coefficients b i that explain the response y best. However, by having an adaptive penalization strategy, where higher signals have a larger penalty, the SLOPE method overcomes the problem that arises from the selection of in the LASSO model (2) .
Essentially, the SLOPE procedure is testing the p hypotheses H i : 
Þ, where F is the cumulative distribution function of the standard normal distribution. For the case that the design matrix is not orthogonal and the pair-wise correlations among the predictor variables are low, [1] provides a way to adjust the regularizing sequence. Essentially, one could construct the regularizing sequence in the following way, in order to control the FDR well. Let X denote the normalized version of the design matrix so that each of its columns has mean zero and Euclidean norm equal to one. We adjust the regularizing sequence for non-orthogonality by following a recursive procedure. For i 2 1; 2; . . . ; p f g , we define
where S denotes the support of b b, X S the corresponding columns of X and S the corresponding subset of f i g i2f1;2;...;pg . Subsequently, the weights wðiÞ can be estimated either from assumptions on the matrix X (such as Gaussian entries), or by a Monte Carlo simulation.
1. An alternative way of application of SLOPE to DNA sequence data is investigated in [4] , where the focus is on the selection of individual group representatives rather than entire groups of biomarkers.
The theoretical results, which we have briefly sketched above, presuppose the knowledge of the variance s 2 of the random error terms in the linear model. For the simultaneous estimation of the variance s 2 and the coefficient vec- [1] proposes an algorithm in the spirit of the scaled LASSO (introduced in [10] ). The iterative algorithm starts with a conservative estimateŝ ð0Þ equal to the sample standard deviation of y. In the following iterations, the new estimateŝ ðkÞ is computed from a linear regression model which only uses the covariates identified by SLOPE with parameterŝ ðkÀ1Þ . This procedure is repeated until the SLOPE solution from the current iteration has non-zero entries at the same positions as in the previous iteration.
GROUP SLOPE
As seen in [2] , in application of SLOPE to DNA sequence data we have to face difficulties arising from the correlation structures present in the data. Because by its design the SLOPE method works best if the predictor variables have small pair-wise correlations, we have to prune the data to a great extent, losing many significant predictors in the process. In many settings however, the data can be subdivided into groups with possibly a high within group correlation (e.g., SNPs within a gene, small region, or haplotype block) but a low between group correlation (e.g., SNPs from regions which are nearly in linkage equilibrium). In such a situation it seems natural to select entire groups rather than individual significant predictors, and the low correlations between variables from different groups make it possible to extend the SLOPE method so that data pruning becomes unnecessary.
To reflect the grouping structure in the linear model 
where l i is the length of the ith block of b b. Without loss of generality, we assume here that the groups are given as consecutive blocks. If the groups are not consecutive blocks, then the entries of b b can be rearranged accordingly. Analogously, we can write the model matrix X as a concatenation of m submatrices
Then the linear model (1) can be rewritten as,
The goal is to identify, which blocks b b i have an overall nonzero effect on the response vector y.
In the following, we use b to denote a vector that has the same block structure as b b in Equation (5) .
A well-known method to account for group structures among the predictor variables in linear model (6) is the Group LASSO (see [11] , [12] , [13] ). A popular form of the Group LASSO consists of the estimation of b b as the solution to the convex minimization problem
For any i this procedure either keeps the entire block b i nonzero, or sets all its components to zero. Moreover, if all group sizes l i are equal to one, then Equation (7) reduces to the LASSO minimization problem (2) . Unfortunately, Group LASSO suffers from the same problems regarding the selection of the tuning parameter , as does the regular LASSO method (see Section 2). We can base a Group SLOPE method on Group LASSO, in the same way in which SLOPE is based on LASSO. Formulation 1. Define the Group SLOPE problem as We also consider an alternative formulation of the Group SLOPE problem, which was first proposed in [3] . We give it in our notation here. Both formulations extend the SLOPE method so that it can handle groups among the predictor variables. Formulation 1 reduces to SLOPE if all groups have size one. Formulation 2 reduces to the regular SLOPE if all groups have size one and X is standardized to have unit column norms. An advantage of Formulation 2 over Formulation 1 is that it is invariant under scaling of the predictor variables. In particular, Formulation 2 is more advantageous for groups which contain effects of different directionality.
It is pointed out in [3] that if for each i ¼ 1; 2; . . . ; m we factorize X i ¼ Q i R i , where Q i 2 R nÂr i is a matrix with orthogonal columns and r i :¼ rankðX i Þ, then Formulation 2 can be rewritten as, 
Notice that this transforms Formulation 2 of the Group SLOPE problem into the form of Formulation 1.
COMPUTATIONAL METHODS
We derive an algorithm to solve the Group SLOPE problem. The approach taken is a group-wise generalization of the algorithm given in [1] for SLOPE. For simplicity of notation we assume in this section that s ¼ 1.
The approach given in Equation (8) transforms Formulation 2 of the Group SLOPE problem into the form of Formulation 1. Thus, we can use the same computational algorithm for both Group SLOPE formulations. Without loss of generality we only consider Formulation 1 in this section.
Let the vector c ¼ ðc
Let D be the diagonal matrix with entries ffiffiffi l i p such that c ¼ Db. The minimization problem of Group SLOPE Formulation 1 is equivalent to the problem
where
and kc ð1Þ k 2 ! kc ð2Þ k 2 ! . . . ! kc ðmÞ k 2 are the Euclidean norms of the blocks of the vector c in non-increasing order.
The function f 1 is convex and differentiable with a -Lipschitz continuous derivative, e.g., ¼ kðXD À1 Þ T ðXD À1 Þk 2 is a suitable Lipschitz constant. In Appendix A we prove that for a non-increasing sequence 1 ! 2 ! Á Á Á ! m , the function f 2 ðcÞ is a norm, and therefore convex. Hence, the optimization of Formulation 1 can be solved with proximal gradient methods (see [14] , [15] ). In particular, the corresponding proximal mapping is given by,
In Section 4.1 we derive an algorithm for its computation.
Once we know how to compute the prox function (9), we can set up an algorithm for a proximal gradient method to solve the Group SLOPE optimization problem. By Proposition 3.3 in [15] a sequence fb ðkÞ g produced by Algorithm 1 converges to a solution of the Group SLOPE minimization problem. In particular, in Algorithm 1 we can pick
for all k ¼ 0; 1; 2; . . .. As stopping criteria we are using measures of infeasibility and duality gap (see Appendix B in [3] ). With a FISTA (fast iterative shrinkagethresholding algorithm) modification and a backtracking Lipschitz search an improved version of the simple proximal gradient method of Algorithm 1 can be obtained. For a rigorous presentation of these extensions we refer to [14] .
Computing the Prox
The proximal gradient method given in Algorithm 1 relies on the computation of the prox function (9) . In this section we derive the required algorithm for its computation, which is given below as Algorithm 2. Algorithm 2. Algorithm for the Prox Function (9) x ¼ ðx 
then the solution to the minimization problem (10) is given by
where y i denotes the ith block of y for i 2 f1; . . . ; mg.
Proof. The proof is given in Appendix B.
t u
Lemma 1 combined with the fast prox algorithm for the SLOPE method (Algorithm 4 in [1] ) gives a simple algorithm for the prox function (9) . It is given as Algorithm 2 below.
FALSE DISCOVERY RATE CONTROL
We need to generalize the notion of false discovery rate to groups. The following formal definition of gFDR was first introduced in [3] .
The solution to the Group SLOPE optimization problem, b b b, gives realizations of random variables Rg and Vg, which are defined as
Definition 1. Define the group-wise false discovery rate as
That is, in the context of Group SLOPE, we use the notion of group-wise false discovery rate, or gFDR, to refer to the expected proportion of irrelevant groups among all groups of predictors selected by the Group SLOPE method.
Orthogonal Designs
For the case that columns belonging to different groups of the design matrix X are orthogonal to each other, [3] constructs a regularizing sequence based on the x distribution, denoted max . Theorem 2.5 in [3] shows that gFDR of Group SLOPE Formulation 2 with max provably stays below a user-specified threshold q 2 ð0; 1Þ. However, the simulation results from the same paper suggest that this regularizing sequence is more conservative than desired, leading to gFDR levels significantly below the theoretical target threshold. A lower gFDR generally implies a lower detection power. Therefore, Theorem 1 below modifies the approach of Theorem 2.5 of [3] , aiming for a less conservative regularizing sequence which still ensures gFDR control for orthogonal designs. We also note that [3] presents a heuristic argument to relax max , leading to the construction of the regularising sequence mean , which is also presented below in Equation (18) . Consider linear model (6) . Suppose that groups indexed by i 1 , i 2 ; . . . ; i m 0 2 1; 2; . . . ; m f gare truly irrelevant, while the remaining groups are truly significant. That is, it holds that b b j ¼ 0 for j 2 i 1 ; i 2 ; . . . ; i m 0 È É . Before presenting our main theoretical gFDR control result, we introduce an additional model assumption. We assume that the truly significant groups in the model are fixed and have fixed coefficient vectors b b i 6 ¼ 0, while the irrelevant groups are randomly chosen from a population of all possible irrelevant groups. In particular, we consider the lengths, l i 1 ; l i 2 ; . . . ; l im 0 , of the truly irrelevant groups to be realizations of i.i.d. discrete random variables L i 1 ; L i 2 ; . . . ; L i m 0 with a finite sample space A & N n f0g; jAj < 1. Since l i 1 ; l i 2 ; . . . ; l i m 0 are the numbers of columns of submatrices X i 1 ; X i 2 ; . . . ; X i m 0 , we have to consider these submatrices to be random as well. If 1 ; 2 ; . . . ; m ; s 2 ; and the realizations of L i 1 ; L i 2 ; . . . ; L im 0 ; y; and X are given, then we can solve the Group SLOPE problem for an estimate b b b. Thus, we obtain realizations of random variables Rg and Vg of Equation (13) . Now, gFDR can be evaluated based on Definition 1. However, notice that the expectation has to be taken with respect to y; L i 1 ; L i 2 ; . . . ; L i m 0 , and X.
For all j 2 i 1 ; i 2 ; . . . ; i m 0 È É , let the distribution of L j be given by a sequence fp s g s2A , such that
and define (14), while the remaining groups are truly significant. Assume that the columns of X 2 R nÂp are orthogonal to each other, where p ¼ P m i¼1 l i and n ! p, and that the entries of submatrices X i 1 , X i 2 ; . . . ; X im 0 are random with a distribution which ensures the orthogonality of X. Choose any target gFDR level q 2 ð0; 1Þ. Then the following statements hold.
(1) The Group SLOPE optimization problem of Formulation 1 has the same solution as the Group SLOPE optimization problem of Formulation 2. Proof. The proof is given in Appendix C.
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Actually, not all columns of X need to be orthogonal to each other, in order for conclusion 2 of Theorem 1 to hold for Group SLOPE Formulation 2. In fact, it suffices that columns x i and x j of X are orthogonal only if the ith and jth variables belong to different groups, because the withingroup orthogonalization (8) can be applied to each submatrix X i prior to the analysis.
When fp s g s2A is not available, it can be estimated from the data. Given l 1 , . . ., l m , let N s denote the number of times that a group length s 2 N has been observed. Then for each s 2 A, the sample proportionp s :¼ N s m can be used as an estimator of p s . Let
Now, fix a q 2 ð0; 1Þ and define mean :¼ 
We note that an alternative derivation of mean appears in [3] . Even though Theorem 1 does not guarantee that Group SLOPE with regularizing sequence mean keeps gFDR below a target level, we use a simulation to confirm that mean controls the gFDR in orthogonal settings. Aiming for a distribution of group lengths which is close to what can be observed on real DNA sequence data, we use the same group sizes as the ones determined in Section 7.1 for chromosome 22 SNP data of the Framingham cohort. The lengths, l 1 ; l 2 ; . . . ; l m ; of the resulting m ¼ 726 groups range from 1 to 1657, with a mean of 8.23 and median equal to 1. We set n ¼ P m i¼1 l i ¼ 5;976 and randomly generate an orthogonal matrix X 2 R nÂn . The signal strength of significant groups is randomly generated such that
Bðl j Þ;
which corresponds to a setting where the significant group effects have approximately the size of the expected maximum background noise, that is, a weak signal scenario (see Appendix E in [3] for detail). The response vector y is generated according to model (6) with s ¼ 1. We apply Group SLOPE with regularizing sequence mean , and record the observed group-wise false discovery proportion. This procedure is repeated 200 times at each of ten sparsity levels, which correspond to s ¼ 0; 1; 10; 25; 50; 75; 100; 200; 350; 500 significant groups. We consider two target gFDR levels, q ¼ 0:05 and q ¼ 0:2. Fig. 1 shows the average of the obtained false discovery proportions across the 200 replications. The results indeed agree with the upper bound given in Theorem 1.
General Designs
Theorem 1 above, as well as some results in [3] and [1] , show how the false discovery rate can be controlled when variables from different groups are orthogonal to each other. However, orthogonality is a condition rarely encountered in application. In this section, we introduce ways to achieve similar gFDR control results for more general classes of matrices.
Monte Carlo Based on Gaussian Distribution
In some applications all variables within a given block have high pairwise correlations while the correlations between variables from different blocks are rather low. In such circumstances it is natural to expect that the coefficients corresponding to variables from a given block are similar in their magnitudes. This observation motivates the following approach for the selection of the regularizing sequence 1 ! 2 ! Á Á Á ! m in order to approximately control the gFDR. We construct a matrixX by taking its ith column to be the average of the columns of the ith block of X, and normalizing its columns to have mean zero and Euclidean norm equal to one. Then we can construct a regularizing sequence by the method shown in Equation (4) . In this paper, we choose to approximate the weights wðiÞ of (4) by a Monte Carlo simulation, as also described in brief in [1] . Since this sequence is based on the Gaussian distribution and a Monte Carlo procedure, we denote it by GaussianMC ¼ GaussianMC 1
; . . . ;
This sequence should be used with Group SLOPE Formulation 1.
Based on Chi Distribution
For the case that the entries of the matrix X in Group SLOPE Formulation 2 are independently and identically distributed according to the Gaussian distribution with mean zero and variance 1=n, [3] presents a theoretical derivation of a regularizing sequence which ensures gFDR control. Such a distributional assumption is applicable in cases when variables from different groups are stochastically independent (within-group orthogonalization (8) has to be applied prior to the analysis). The idea is that the distributions x p j in the definition of mean need to be scaled to S j x p j , where a suitable S j 2 R can be approximated using the normality assumption of X and random matrix theory. We omit the exact formulation of the scaling factor S j here, because it is very technical. We refer the interested reader to the Appendix G in [3] , which presents the necessary heuristics and derives the algorithm for S j . The resulting regularizing sequence is given in Procedure 1 in [3] . In the following, we will refer to this sequence as Chi ¼ ð 
Monte Carlo Based on Chi Distribution
We propose a similar procedure, which does not require the normality assumption. When the entries of X cannot be assumed to be i.i.d. N 0;
1 n À Á , it might still be possible to estimate the scale parameters S j via a Monte Carlo experiment. In order to reduce the computational burden, we assume that S i ¼ S ¼ S j for all i; j 2 1; 2; . . . ; m f g . Without loss of generality, assume that the groups indexed by i ¼ 1; 2; . . . ; s are truly significant, while those with index i > s are irrelevant (i.e., b b i ¼ 0 if and only if i > s). Denote by X i the submatrix of X corresponding to the ith group, and denote by X S the submatrix of X containing only the columns corresponding to the significant groups. When i is the index of any irrelevant group, it is shown in Appendix G of [3] that S can be approximated as the variance of the entries of the vector v v i , defined as where z is the noise term of the model, and
Now, the idea is to use a Monte Carlo simulation to approximate Covðv i Þ for the given data, rather than trying to derive it by theoretical means (which under independence and normality leads to the sequence Chi discussed above). We obtain the following algorithm. For t 2 1; 2; . . . ; m f g , we compute tþ1 by repeating the following resampling procedure. In the jth repetition, we first randomly select i 2 f1; . . . ; mg and pick t groups of columns of X such that the ith group is not one of them (this submatrix will play the role of X S in (20)), and we generate z 2 R n from the standard normal distribution. Then we evaluate expression (20) with these inputs, and call the resulting quantityv ðjÞ . After N iterations, the estimate of S is computed aŝ
ThenŜ MC is used in place of S j to compute tþ1 . That is, we modify the mean Equations (17) and (18) 6 UNKNOWN ERROR VARIANCE Sections 5.1 and 5.2 assume that the variance s 2 of the random error terms in the linear model is known. However, this is usually not the case in practice. In Section 2 we have briefly introduced the procedure from [1] to simultaneously estimate b b and s 2 in the SLOPE model. It is straight forward to generalize this method to Group SLOPE (the same strategy is taken in [3] ).
The iterative algorithm starts with a conservative estimateŝ ð0Þ , which is equal to the sample standard deviation computed from the entries of y. In the kth iteration, a linear regression model is fit using only the predictors selected by Group SLOPE in step ðk À 1Þ. An estimateŝ ðkÞ is obtained from the well-known unbiased estimator of the residual standard deviation in a linear regression model (e.g., see Section 4.8 in [16] ). This procedure is repeated until the groups of predictors identified in the next iteration are the same as in the current one.
APPLICATION
To illustrate the effectiveness of Group SLOPE for genetic variants detection, we apply the method to DNA sequence data from the Framingham Heart Study. The dataset contains sequence data, which are generated by Affymetrix 500K genotyping platform, for 8,990 subjects.
The initial step in data preprocessing is to exclude individuals or SNPs with too much missing genotype data. We applied a filtering strategy which excludes individuals or SNPs with more than 10 percent missing genotypes. Then we used IMPUTE2 (see [17] ) for genotype imputation based on the filtered data. The resulting preprocessed dataset consists of 8,915 subjects' genotype data with 476,907 annotated SNPs.
Real Genotype, Simulated Phenotype
We apply the Group SLOPE method to real DNA sequence data of chromosome 22, available for 8,915 subjects from the Framingham Heart Study. This gives a 8,915 Â 5,976 matrix X, where the columns correspond to individual SNPs. The SNPs are grouped such that the Pearson correlation between any two SNPs from two different groups does not exceed 0.3 in the given dataset, which results in 726 groups. The lengths of the resulting groups range from 1 to 1,657, with a mean of 8.23 and median equal to 1. The columns of X are standardized to have zero means and Euclidean norms equal to one.
The phenotypes that we consider in this section are simulated quantitative traits computed as
where z $ N ð0; IÞ. The coefficient vector b b is randomly generated with a prespecified number of groups of coefficients that have a non-zero effect. We consider a weak signal scenario for b b. As in the simulation of Fig. 1 , for each significant group we use a signal strength which is comparable to the expected maximum background noise (see Equation (19) ).
We repeat the simulation 100 times at each of five sparsity levels, where respectively 0, 36, 193, 350 , and 508 groups of predictors are randomly selected to be significant. We set the target gFDR level q ¼ 0:1. To reduce computational cost, we assume the noise level s ¼ 1 to be known, rather than estimating it via the procedure of Section 6. As the regularizing sequence we use GaussianMC with Group SLOPE Formulation 1, Chi with Formulation 2, and ChiMC with Formulation 2. Each of the Monte Carlo based regularizing sequences is computed from 1,000 repetitions. Moreover, since the regularizing sequence tends to flatten out rather quickly in high dimensional problems, in order to reduce computation time we compute the Monte Carlo based sequences only up to the index at which Chi becomes constant, and set them constant thereafter. We also apply Group LASSO with the tuning parameter chosen by tenfold cross-validation using the R package grpreg (see [18] ). Fig. 2 shows the estimated gFDR and power of all considered methods. We see that Group SLOPE controls gFDR at low and high sparsity levels, but the target gFDR is slightly exceeded when the true solution has medium sparsity. Not much difference in gFDR is apparent between the three Group SLOPE regularizing sequences. The Group LASSO solution however exceeds the target gFDR at all sparsity levels, which is especially severe in highly sparse settings (where in many genomic instances the solution resides). Fig. 3 shows a histogram of the runtime for each of the four tested procedures across all 500 simulation runs. Due to space constraints we only show an aggregate figure across all sparsity levels. The running time varies with the number of significant groups (in general, the more groups have a non-zero effect, the slower is the performance). The simulations were performed on a compute node of the Cypress high performance computing system at Tulane University (https://crsc.tulane.edu/), equipped with an Intel Xeon Processor E5-2680 v2 (base frequency 2.80 GHz). Each instance of Group SLOPE was run in a single-threaded process. It should be noted that the results shown are for implementations of the methods that were not optimized for speed. 2 The method of Section 5.
that uses the regularizing sequence
ChiMC is by far the slowest with an average running time of 1 hour and 4 minutes. In comparison, the Group SLOPE method of [3] (summarized in Section 5.2.2) takes on average 3.6 minutes, and the Group SLOPE method of Section 5.2.1 (the only one using Group SLOPE Formulation 1) takes only 3.04 minutes on average, despite the required Monte Carlo simulation. In the presented case, a very significant reduction in the computation cost of the GaussianMC sequence is achieved by the fact that we need to use Monte Carlo for only the first three of its entries because the sequence flattens out thereafter. Furthermore, Group
SLOPE with
GaussianMC using Formulation 1 requires on average 330.6 iterations of Algorithm 1, while the other two methods that use Formulation 2 require on average 558.7 iterations. 3 The average running time of the Group LASSO procedure is with an average of 9.7 minutes somewhat slower than the Group SLOPE methods in our simulation, because the Group LASSO relies on 10-fold cross-validation for model tuning.
Real Genotype, Real Phenotype
We apply Group SLOPE to whole genome DNA sequence data and a phenotype from the Framingham Heart Study. We aim to identify DNA sequence regions, which have a significant effect on the spine bone mineral density (spine BMD). 4 After preprocessing and quality control the data consist of 476,907 annotated SNPs. There are 1,771 subjects that have a corresponding spine BMD phenotype, and over 7,000 that do not. We use the genotype samples, which do not have corresponding spine BMD measurements, for the estimation of the correlation structure of the data and for clustering. As illustrated in previous sections, in order to achieve (approximate) gFDR control with Group SLOPE, the data need to be divided into groups, such that pair-wise correlations between predictors from different groups are low. We treat different chromosomes as independent. Within each chromosome, the SNPs are divided into disjoint groups based on pair-wise correlations, using the following iterative procedure:
(1) Start with singleton groups (i.e., treat each SNP as a group). For every pair ði; jÞ of SNPs, set c i;j to be equal to the sample correlation of SNPs i and j, computed from over 7,000 genotypes of the subjects that have no phenotype. Chi , and GaussianMC , and of Group LASSO with chosen by ten-fold cross-validation, when applied to real genotype data from chromosome 22 and simulated phenotype, as described in Section 7.1. Error bars correspond to AE2SE. Fig. 3 . Runtime distributions across simulation runs of Group SLOPE with regularizing sequences ChiMC , Chi , and GaussianMC , and of Group LASSO with chosen by ten-fold cross-validation, when applied to real genotype data from chromosome 22 and simulated phenotype, as described in Section 7.1. Due to space constraints histograms do not differentiate between sparsity levels, i.e., each panel aggregates 100 simulation runs for each of five sparsity levels.
2. The methods were implemented in R with some of the most computationally expensive parts coded in C or C++ for better performance (most notably, the Monte Carlo procedures are written in C++ and interfaced to R via the package Rcpp). See https://github.com/agisga/ grpSLOPEMC for implementation detail.
3. Note, however, that these are aggregate measures across all considered sparsity levels, and that the iteration count varies with the true sparsity level, where a higher number of significant groups generally results in a higher iteration count.
4. Variable s2l2bd-spine at L2 bone mineral density.
This procedure ensures that nearly all pairs of SNPs from different groups have correlations below c max , while the group sizes are bounded by l max . We use the upper bound l max ¼ 100 for the group sizes, and the upper bound c max ¼ 0:3 for the between group correlation. Before the application of Group SLOPE, we use a p-value thresholding step, in order to reduce the dimensionality of the data. For each group, we fit a separate linear regression model with only SNPs from that group as predictor variables, and use an F-test to obtain a p-value. Then we retain only those groups, which have p-values below 0.1. The resulting model matrix X, that is used for the Group SLOPE estimation, has dimensions 1;771 Â 117;933 and consists of 6,403 groups with an average size of 18.42, and median size equal to 2.
We apply the Group SLOPE method of Formulation 2 with target gFDR level q ¼ 0:10 and regularizing sequence Chi , and discuss the obtained results below in detail. We also briefly compare the results to the ones obtained with Group SLOPE Formulation 1 and regularizing sequence
GaussianMC . We do not utilize the regularizing sequence ChiMC on this massive dataset due to the associated high computational cost. We generally prefer Formulation 2 over Formulation 1 for theoretical reasons, because it corresponds to a standardization at the group level (see Equation (8) and reference [3] ), leading to different groups being treated more equally, while the behaviour of Formulation 1 is theoretically less well understood. Also because Chi does not rely on Monte Carlo experiments, it may be advantageous to use
Chi with data of this size. Moreover, the results from Section 7.1 suggest that all of the three considered alternatives work about equally well with Group SLOPE in terms of gFDR control, when applied to the Framingham Cohort data, while the regularizing sequence
Chi with Formulation 2 yields a slightly higher detection power. On the other hand, the heuristic of Formulation 1 with regularizing sequence GaussianMC is not based on the assumption of independent Gaussian predictors.
The Group SLOPE procedure using Chi and q ¼ 0:10 has selected 40 SNPs, which we map to nearby genes. The selected SNPs are given in Table 1 together with the corresponding genes. For fifteen of the genes identified by Group SLOPE we found evidence of their association with BMD elsewhere, as described below. The Group SLOPE procedure using regularizing sequence
GaussianMC was able to detect the same 40 SNPs (and additional 3 SNPs) only when the target gFDR level was raised to q ¼ 0:19. Each application of Group SLOPE was performed as a single-threaded process on a compute node of the Cypress high performance computing system at Tulane University (https://crsc.tulane.edu/), equipped with an Intel Xeon Processor E5-2680 v2 (base frequency 2.80 GHz) and 256 GB of RAM, using the publicly available open-source R implementations of our methods. Since the true noise variance is unknown, we performed the estimation procedure described in Section 6. As part of that procedure Group SLOPE with
Chi was solved 7 times via Algorithm 1, where Algorithm 1 converged after no more than 38 iterations in each of the 7 repetitions. In total the execution of Group SLOPE with Chi took 4 hours and 42 minutes. During the execution of Group SLOPE with GaussianMC and simultaneous noise level estimation via the procedure of Section 6, Algorithm 1 was repeated 11 times, where within each of the 11 repetitions, Algorithm 1 converged in no more than 36 iterations. For the underlying estimation of the regularizing sequence GaussianMC the first 40 penalty coefficients
GaussianMC 40
were computed based on 100,000 Monte Carlo repetitions, and the remaining coefficients were assumed to be constant (but in fact, the sequence became constant even earlier, after GaussianMC 17 ). Including all of these steps, the total running time of Group SLOPE with GaussianMC was 6 hours 32 minutes. With a literature search we were able to confirm that 12 of the selected genes have been found in previous studies to be associated with BMD, bone development or bone disease. Some of the identified genes have been previously reported to be directly associated with BMD, such as SMOC1 in [19] , RPS6KA5 in [20] and [21] , FGFR2 in [22] and [23] , GAA in [24] , and A2BP1 in [25] . Other genes were found to be associated with bone diseases, such as osteoarthritis (A2BP1 [25] , [26] , ADAM12 [27] , [28] , [29] , [30] , MATN1 [31] ), lumbar disc herniation (KIAA1217 [32] ), or osteopetrosis (VAV3 [33] ). Many of the selected genes were found to play an important role in the biology of osteoclasts, osteoblasts and osteogenesis rs12748731  1  PTPRUjjMATN1  rs17123521  1  SLC30A7  rs12092096  1  NDUFA4P1jjVAV3  rs4313394  1  IGSF9  rs16849110  1  LOC376693jjNAV1  rs4658692  1  EFCAB2  rs4849999  2  LOC728597jjLOC442006  rs11890191  2  ALK  rs17010628  2  GALNT14  rs10165989  2  LOC647038jjBCL11A  rs16851344  2  SCN1A  rs1710884  3  SLC6A11jjSLC6A1  rs3736124  3  RAB5A  rs6839065  4  DHX15  rs6451076  5  LOC100132524jjLOC401180  rs7746988  6  PPARD  rs2787885  6  PRO2266jjSPACA1  rs16891278  8  VDAC3  rs818708  9  ALAD  rs10858287  9  LOC100130622jjFCN2  rs7912142  10  KIAA1217  rs4751686  10  LOC729666jjNANOS1  rs2420941  10  LOC100129699jjFGFR2  rs12356932  10  ADAM12  rs3802978  11  UBQLNL  rs16934426  12  TMTC1  rs41321044  12  TMTC1  rs11180583  12  KRR1jjLOC100129649  rs4769753  13  KIAA0774  rs7998321  13  ABCC4jjCLDN10  rs9560083  13  C13orf16jjSOX1  rs12433985  14  SLC7A7  rs11158825  14  SMOC1  rs8014805  14  LOC283588jjRPS6KA5  rs4983967  15  A26B1jjLOC440225  rs12598134  16  A2BP1  rs16953625  16  LOC728792jjLOC643911  rs1800315  17  GAA  rs430434  21  DSCAM  rs5996880 22 CRYBB2jjIGLL3
(VAV3 [34] , SLC7A7 [35] , ADAM12 [36] , PPARD [37] , FGFR2 [38] , PTPRU [39] , [40] , SMOC1 [41] rs12748731, rs6451076, rs12356932 , and rs430434) also have GEFOS p-values smaller than 0.05. In order to obtain gene specific p-values for GEFOS-seq, we used the Extended Simes procedure method (GATES) [43] . GATES integrates functional information and association evidence of SNPs within a gene to obtain a representative p-value for the association of the entire gene with BMD. Among the genes identified by Group SLOPE four were validated based on GEFOS-seq, namely, SCN1A (p-value 0.02263), RAB5A (p-value 0.01078), SOX1 (p-value 0.000033), and SMOC1 (p-value 0.00597).
CONCLUSIONS
Recently, the SLOPE method has introduced the novel idea of controlling FDR rather than familywise type I error (FWER) in the context of penalized regression. However, the SLOPE model given in [1] has limited applicability, because the method only works well for certain classes of design matrices. Group SLOPE can be used in many settings not covered by SLOPE. Based on the assumption that suitable group structures can be found in DNA sequence data, we have investigated the applicability of Group SLOPE in such settings. The presented theoretical and simulation results indeed suggest that the Group SLOPE method is capable of keeping the expected proportion of falsely selected groups among all selected groups below a userspecified threshold, when applied to DNA sequence data. Applicability of Group SLOPE to whole genome sequence data has been demonstrated with an analysis of a dataset from the Framingham Heart Study, where known regions as well as some possible new candidate regions associated with spine BMD were identified.
However, many open questions remain. It is not entirely clear how to cluster the data for application of Group SLOPE. For genomic data, one could use biological prior knowledge or a data-driven approach, such as the clustering algorithm used in this paper. Most importantly, the heuristics for choosing the regularizing sequence in non-orthogonal settings lead to gFDR, which stays below the target level under some but not all sparsity levels of the true solution, in our simulations. Further theoretical research is needed to find ways of constructing , such that gFDR is controlled for typical classes of design matrices. Additionally, when performing the data analysis, we made the observation that the group sizes have a large effect on all of the regularizing sequences proposed in Section 5.2. In particular, it seems that large group sizes lead to a constant sequence . More research needs to be done to uncover the relationship between group size, regularizing sequence and gFDR. We call the mapping
the Group Sorted L1 norm.
Lemma 2. J ;l is a norm.
Proof. Clearly, the given function is strictly positive, except 
for all i 2 f1; . . . ; mg, then problem (10) is equivalent to the optimization problem
where C is a diagonal matrix defined as 5. http://www.gefos.org/ Alexej Gossmann received the bachelor's of science degree in mathematics with a philosophy minor from the Technische Universit€ at Darmstadt, Germany, and the master's degree in statistics from Tulane University, New Orleans, in 2012 and 2014, respectively. Presently, he is working toward the PhD degree in the interdisciplinary Bioinnovation PhD Program at Tulane University. As part of his PhD research, he is working on novel statistical and machine learning approaches for feature selection and prediction for big and highdimensional datasets that arise from genomic and neuroimaging studies, with a particular focus on understanding how false positive findings can arise and figuring out how they can be avoided within those contexts.
Shaolong Cao received the BSc degree in applied mathematics from Xi'an Jiaotong University, China, and the PhD degree in biomedical engineering from Tulane University, in 2011 and 2016, respectively. He is now a postdoctoral fellow in Department of Bioinformatics and Computational Biology, University of Texas MD Anderson Cancer Center. His research interests include high-dimensional genetic data inference, RNA deconvolution, generalized linear mixed models, and genetic network based approaches.
Damian Brzyski received the master's and PhD degrees in mathematics from Jagiellonian University, Cracov, Poland, in 2011 and 2016, respectively. Currently, he is a postdoctoral fellow in the Epidemiology and Biostatistics Department, Indiana University Bloomington. His research interests focus on penalized methods, model selection, convex optimization, and applications in brain imaging data.
Lan-Juan Zhao received the bachelor's and master's degrees from China Agricultural University, Beijing, P. R. China, and acquired the PhD degree in human genetics from Creighton University, Omaha, in 2006. She is an assistant professor with Tulane University, New Orleans, with strong experience in bioinformatics, health informatics, genetic epidemiology, and molecular genetics. The results of her research have been published in prestigious journals such as the Journal of Medical Genetics, Human Genetics, and the Journal of Bone and Mineral Research, Bone, Osteoporosis International, and the Journal of Clinical Endocrinology and Metabolism.
Hong-Wen Deng received the bachelor's degree in ecology and environmental biology and the master's degree in ecology and entomology, both from Peking University, Beijing, China, and the master's degree in mathematical statistics and the PhD degree in quantitative genetics, both from the University of Oregon, Eugene. He is currently director, Edward G. Schlieder Endowed chair, and professor with the Center for Bioinformatics and Genomics (adjunct professor at the Orthopedic Surgery, Biochemistry, Medicine, and Cell and Molecular Biology Departments), Tulane University. He is a human geneticist specializing in the bone and skeletal research field. During the past approximately two decades, he has been actively and extensively involved in multi-and inter-disciplinary research including genetics/genomics, functional genomics (transcriptomics, epigenomics, proteomics, metagenomics), biostatistics and bioinformatics, molecular and cell bone biology, and genetic epidemiology. His work is represented by more than 500 peer-reviewed publications, including those in top journals (e.g., Nature, New England Journal of Medicine, Am J Hum Genet., Genome Res., Endocr Rev., Plos Genet., Hum Mol Genet., Mol Psychiatry, Bioinformatics, Mol Cell Proteomics, J. Bone Miner Res., J Clin Endocrin & Met, Proteomics, and J. Biol Chem). These publications have been cited nearly 16,000 times and his H-index is 64 and i10 index is 351. His work attracted public attention and was featured in mass media, such as Genome Technology, NBC News, Wall Street Journal, and Genetic Engineering and Biotech News. He was the director for a recently successfully accomplished SCOR (Specialized Center of Research) grant, and has extensive inter-disciplinary research experience, as PI, on successfully implemented NIH grants (e.g., R01 GM060402, R01 AR45349, R01 AR050496, and R01 AG026564).
Yu-Ping Wang received the BS degree in applied mathematics from Tianjin University, China, and the MS degree in computational mathematics and the PhD degree in communications and electronic systems from Xian Jiaotong University, China, in 19990, 1993 and 1996, respectively. After " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
