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Abstract- Face is the most visible trait of a person. With increasing use of biometrics, there is a real threat for the 
conventional systems using face databases, which store images of users in raw and unaltered form. If compromised not 
only it is irrevocable, but can also be misused for cross-matching across different databases. So it is desirable to generate 
revocable templates for the same user in different applications to prevent cross-matching and to enhance security, while 
maintaining privacy and ethics. In this paper we propose a novel method to address those issues. 
Keywords- Face Biometrics, Cancellable Biometrics, Difference of Gaussians, Template Security, Image Blurring.
Introduction 
Many citizens are concerned that their privacy will be 
invaded. Some fear that it could lead to a “total 
surveillance society,” with the government and other 
authorities having the ability to know where you are, and 
what you are doing, at all times. This is not to be an 
underestimated concept as history has shown that states 
have typically abused such access before. It is possible 
that data obtained during biometric enrolment may be 
used in ways for which the enrolled individual has not 
consented. 
The dimensions, proportions and physical attributes of a 
person's face are unique. Biometric facial recognition 
systems will measure and analyse the overall structure, 
shape and proportions of the face: Distance between the 
eyes, nose, mouth, and jaw edges; upper outlines of the 
eye sockets, the sides of the mouth, the location of the 
nose and eyes, the area surrounding the cheekbones. At 
enrolment, several pictures are taken of the user's face, 
with slightly different angles and facial expressions, to 
allow for more accurate matching. For verification and 
identification, the user stands in front of the camera for a 
few seconds, and the scan is compared with the 
template previously recorded. Benefits of face biometric 
systems being that it is not intrusive, can be done from a 
distance, even without the user being aware of it (for 
instance when scanning the entrance to a bank or a high 
security area). Weaknesses of face biometric systems: 
Face biometric systems are more suited for 
authentication than for identification purposes, as it is 
easy to change the proportion of one's face by wearing a 
mask, a nose extension, etc. Also, user perceptions / civil 
liberty: Most people are uncomfortable with having their 
picture taken. Applications of face biometrics include 
access to restricted areas and buildings, banks, 
embassies, military sites, airports, law enforcement. 
One advantage of passwords over biometrics is that they 
can be re-issued. If a token or a password is lost or 
stolen, it can be cancelled and replaced by a newer 
version. This is not naturally available in biometrics. If 
someone's face is compromised from a database, they 
cannot cancel or reissue it. Cancellable biometrics is a 
way in which to incorporate protection and the 
replacement features into biometrics. It was first 
proposed by N. K. Ratha, J. H. Connell, and R. M. Bolle 
[1]. 
Several methods for generating cancellable biometrics 
have been proposed. The first fingerprint based 
cancellable biometric system was designed and 
developed by S. Tulyakov, F. Farooq, and V. 
Govindaraju [2]. Essentially, cancellable biometrics 
performs a distortion of the biometric image or features 
before matching. The variability in the distortion 
parameters provides the cancellable nature of the 
scheme. Some of the proposed techniques operate using 
their own recognition engines, such as A. B. J. Teoh, A. 
Goh, and D. C. L. Ngo [3] and M. Savvides, B. V. K. V. 
Kumar, and P. K. Khosla [4]. Whereas other methods for 
secure authentication for face recognition, such as M. A. 
Dabbah, W. L. Woo, and S. S. Dlay [5], take the 
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advantage of the advancement of the well-established 
biometric research for their recognition front-end to 
conduct recognition. Although this increases the 
restrictions on the protection system, it makes the 
cancellable templates more accessible for available 
biometric technologies. 
A Gaussian blur (also known as Gaussian smoothing) is 
the result of blurring an image by a Gaussian function. It 
is a widely used effect in graphics software, typically to 
reduce image noise and reduce detail. The visual effect 
of this blurring technique is a smooth blur resembling that 
of viewing the image through a translucent screen, 
distinctly different from the bokeh effect produced by an 
out-of-focus lens or the shadow of an object under usual 
illumination. Gaussian smoothing is also used as a pre-
processing stage in computer vision algorithms in order 
to enhance image structures at different scales. A 
Gaussian blur is a low pass filter. 
Difference of Gaussians is a grayscale image 
enhancement algorithm that involves the subtraction of 
one blurred version of an original grayscale image from 
another, less blurred version of the original. The blurred 
images are obtained by convolving the original grayscale 
image with Gaussian kernels having differing standard 
deviations. Blurring an image using a Gaussian kernel 
suppresses only high-frequency spatial information. 
Subtracting one image from the other preserves spatial 
information that lies between the ranges of frequencies 
that are preserved in the two blurred images. Thus, the 
difference of Gaussians is a band-pass filter that 
discards all but a handful of spatial frequencies that are 
present in the original grayscale image. 
Differences of Gaussians have also been used for blob 
detection in the scale-invariant feature transform. In fact, 
the DOG as the difference of two Multivariate normal 
distribution has always a total null sum and convolving it 
with a uniform signal generates no response. It 
approximates well a second derivate of Gaussian 
(Laplacian of Gaussian) with K~1.6 and the receptive 
fields of ganglion cells in the retina with K~5. It may 
easily be used in recursive schemes and is used as an 
operator in real-time algorithms for blob detection and 
automatic scale selection. In its operation, the Difference 
of Gaussians algorithm is believed to mimic how neural 
processing in the retina of the eye extracts details from 
images destined for transmission to the brain. 
 
Proposed Method 
The Gaussian blur is a type of image-blurring filter that 
uses a Gaussian function (which also expresses the 
normal distribution in statistics) for calculating the 
transformation to apply to each pixel in the image. The 
equation of a Gaussian function in one dimension is: 
 
In two dimensions, it is the product of two such 
Gaussians, one in each dimension: 
 
Where x is the distance from the origin in the horizontal 
axis, y is the distance from the origin in the vertical axis, 
and σ is the standard deviation of the Gaussian 
distribution. When applied in two dimensions, this 
formula produces a surface whose contours are 
concentric circles with a Gaussian distribution from the 
centre point. Values from this distribution are used to 
build a convolution matrix which is applied to the original 
image. Each pixel's new value is set to a weighted 
average of that pixel's neighbourhood. The original 
pixel's value receives the heaviest weight (having the 
highest Gaussian value) and neighbouring pixels receive 
smaller weights as their distance to the original pixel 
increases. This results in a blur that preserves 
boundaries and edges better than other, more uniform 
blurring filters. 
The Difference of Gaussians (DOG) is a wavelet mother 
function of null total sum which approximates the 
Mexican Hat wavelet by subtracting a wide Gaussian 
from a narrow Gaussian, as defined by this formula in 
one dimension: 
 
And for the centered two-dimensional case (see 
Gaussian blur): 
 
As an image enhancement algorithm, the Difference of 
Gaussians can be utilized to increase the visibility of 
edges and other detail present in a digital image. A wide 
variety of alternative edge sharpening filters operate by 
enhancing high frequency detail, but because random 
noise also has a high spatial frequency, many of these 
sharpening filters tend to enhance noise, which can be 
an undesirable artefact. The Difference of Gaussians 
algorithm removes high frequency detail that often 
includes random noise, rendering this approach one of 
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the most suitable for processing images with a high 
degree of noise. 
 
Fig. 1- Block diagram of proposed method. 
Step 1: Input face image from ATT dataset which is in 
grayscale. The ATT dataset of faces (formerly 'The ORL 
Database of Faces') is unmodified except for conversion 
to JPEG and renaming of the files. ATT = Original AT&T 
dataset (sample shown in Fig. (2) (a)). 
Step 2: Apply Difference of Gaussians filter, on a scale 
of 0 to 1000, with radius 2 ( ) =1000 (kept same for all 
our sets) and radius 1 ( ) = 0000 (or 0001, 0002 etc.., 
for different hashes to generate cancellable templates). 
Step 3: Invert colours of the image. This is done because 
a major drawback to application of the Difference of 
Gaussians algorithm is an inherent reduction in overall 
image contrast produced by the operation, which is in 
turn used to become an advantage in our case since it 
provides obscuring the original image to an acceptable 
level. Hence after applying the proposed radius values 
(as mentioned in step 2) to the Difference of Gaussians 
filter and inverting the filtered image, we get the contrast 
to an acceptable level. 
Step 4: Obtain the final filtered face image and store in 
the corresponding dataset. Dataset ATT01 is the set 
obtained after applying step 2 and step 3 on ATT 
dataset, with radius 1=0000 and radius 2=1000 (sample 
shown in Fig. (2) (b)). Dataset ATT11 is the set obtained 
after applying step 2 and step 3 on ATT dataset, with 
radius 1=0001 and radius 2=1000 (sample shown in Fig. 
(2) (c)). Dataset ATT21 is the set obtained after applying 
step 2 and step 3 on ATT dataset, with radius 1=0002 
and radius 2=1000 (sample shown in Fig. (2) (d)). 
Step 5: Apply face recognition methods. The face 
recognition methods use the following classifiers: PCA 
(Principal Component Analysis or Eigenfaces), LDA 
(Linear Discriminant Analysis or Fisherfaces), ILDA 
(Incremental LDA), SVM (Support Vector Machines), 
ISVM (Incremental SVMs) and ICA (Independent 
Component Analysis). 
Step 6: Results, such as matching accuracy and 
execution time, are ready for analysis. 
                   
(a)    (b) 
       
(c)   (d) 
Fig. 2- Face Image Samples (a). Face Image from ATT 
dataset. (b). Filtered face image from ATT01 dataset. (c). 
Filtered face image from ATT11 dataset. (d). Filtered 
face image from ATT21 dataset. 
 
Results and Discussions 
Table-1 - Hash comparison of image samples from its 
corresponding datasets. 
 
From Table-1, the hashes of the images shown in Fig. 
(2) (b), Fig. (2) (c) and Fig. (2) (d), is to demonstrate 
their uniqueness despite looking visually identical. The 
hashing methods used are the standard CRC32 and 
MD5 Hash algorithms, which is available publically. 
Hashes of Image Samples 
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Table-2 - Recognition accuracy of different face 
recognition methods. 





ATT01  ATT11 
 
ATT21 
ICA 91.3 89.4 90 90 
ISVM 95.6 93.8 93.1 93.1 
LDA 94.4 88.8 89.4 89.4 
LDA+SVM 93.8 90 90 90 
SVM 95.6 93.1 92.5 92.5 
PCA 91.3 91.3 91.3 91.3 
PCA+SVM 95.6 93.1 93.1 93.1 
 
From Table-2, according to our experiment, face 
recognition method using PCA is showing the 0% 
variation in the recognition rate, i.e. in case of PCA 
based method, the results on the filtered images (in 
ATT01 dataset, ATT11 dataset, ATT21 dataset) has no 
change in recognition (accuracy) rate as compared to the 
non-filtered image (in ATT dataset). The best recognition 
rate for the ATT dataset is obtained for the face 
recognition method which uses SVM, ISVM and 
PCA+SVM. In all the three cases the accuracy is 
reduced for the filtered datasets by at least 1.8%. 
Although information in the face image is lost after 
applying our proposed method, the PCA based method 
has no change in its recognition rate, thus demonstrating 
the robustness of the proposed method. 
Table-3 - Total execution time (in milliseconds) taken per 
image. 




ATT   ATT01   ATT11   ATT21 
ICA 11.2 10.8 10.7 11.1 
ISVM 34.1 35.3 35.6 35.4 
LDA 0.5 0.3 0.3 0.3 
LDA+SVM 0.6 0.5 0.5 0.5 
SVM 0.8 0.8 0.8 0.8 
PCA 0.2 0.2 0.2 0.2 
PCA+SVM 0.6 0.5 0.6 0.6 
 
From Table-3, according to our experiment, the total 
execution time is slightly increased in some cases and 
no change at all in case of PCA based face recognition 
method, which is also the fastest method in all cases. 
By our experiment, we found that radius 2 (of the 
difference of gaussians filter) is better kept at value 1000 
(on a scale of 0 to 1000), to reduce the overall blurriness 
and to provide better matching accuracy. By marginally 
varying radius 1 and keeping radius 2 constant, the 
original face image can be generated with different 
hashes (from Table-1) i.e. can produce cancellable 
templates. So, many cancellable face biometric 
templates can be generated for the same image. The 
generated images (from the proposed method) besides 
being cancellable are also non invertible. Hence in case 
of the template being compromised and revoked, it 
cannot be reused in any way. Cancellable templates also 
provide security against cross matching across different 
databases. So the original image set of a person can be 
stored separately, if required, which will aid in quick 
regeneration of new cancellable templates, in case the 
one issued is compromised. 
The matching accuracy (from Table-2) for the filtered 
image datasets is same, in case of the face recognition 
method which uses PCA, which is acceptable, since the 
original image need not be stored permanently nor used 
for face recognition methods. Also to be noted that, to 
apply the proposed filter with the proposed variations on 
an image takes even less than a fraction of a second 
(from Table-3). Hence it can be incorporated at the time 
of enrolment and verification in existing systems. 
Conclusion 
We proposed a novel method for generating cancellable 
face biometrics suitable for integration with current face 
matching systems. We discussed their strengths and 
shortcomings, as well as their relative performance on a 
database under a variety of conditions. The approach 
allows for enhanced template security, privacy and 
maintaining good ethics in biometric systems.  
The proposed method to generate the filtered image can 
be incorporated at the time of enrolment and verification 
in existing systems. It is important that such biometrics-
based authentication systems are designed to withstand 
different sources of attacks on the system when 
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