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Abstrak. Faktor tekanan angin pada laut dapat menghasilkan gelombang. Tinggi gelombang atau wave 
height (WH) adalah salah satu bagian dari bentuk gelombang. Significant wave height (SWH) salah satu 
jenis WH yang merupakan rata-rata nilai sepertiga WH tertinggi pada gelombang spektrum. Data SWH 
dapat diperoleh dari dua sumber yaitu dari situs resmi penyedia data historikal yang jumlahnya sangat 
besar dan dari hasil observasi satellite. Namun data dari hasil observasi satelite umumnya data kurang 
akurat. Prediksi SWH sangat penting dilakukan untuk mengukur kekuatan beban yang diterima oleh kapal 
dan bangunan diatas atau dalam laut. Metode prediksi yang digunakan oleh peneliti bidang kelautan 
umumnya adalah metode numerik dan statistik. Metode numerik memiliki kendala dalam memprediksi data 
skala besar dan hasil prediksi tidak akurat. Metode statistik terkendala pada penentuan parameter untuk 
menghasilkan prediksi yang akurat. Metode machine learning (ML) merupakan metode yang sering 
digunakan untuk memprediksi data berdasarkan data histori sehingga dapat digunakan sebagai metode 
untuk memprediksi nilai SWH. Kelebihan metode ML yaitu dapat memprediksi SWH skala besar, ML dapat 
memodelkan prediksi dengan mempelajari data. Metode ML yang biasanya digunakan untuk memprediksi 
data adalah artificial neural network (ANN) dan support vector regression (SVR). Paper ini melakukan 
analisis kinerja kedua metode tersebut untuk memprediksi nilai SWH. Dataset yang digunakan adalah data 
historikal SWH dari Brisbane, Australia.Dataset dirubah dengan Sliding Window (SW) untuk menyesuaikan 
dengan struktur ANN dan SVR. Hasil prediksi kedua metode dievaluasi menggunakan metode evaluasi yaitu 
mean absolute percentage error (MAPE). Dataset SWH berasal dari situs bmkg pemerintahan Australia. 
Berdasarkan hasil prediksi SWH menggunakan ANN dan SVR. Hasil evaluasi prediksi pada SW ukuran 3 
yaitu ANN mendapatkan MAPE 6.88 % sedangkan hasil evaluasi prediksi SVR mendapatkan MAPE 8.51 %. 
 
Kata Kunci: Wave Height, Significant Wave Height, Numerik, Statistik, Machine Learning, Artificial Neural 
Networks, Support Vector Regression, Prediksi, Data Historikal, Evaluasi, Mean Absolute Percentage Error, 
Sliding Window. 
 
Faktor tekanan angin pada laut dapat 
menghasilkan gelombang. Ada tiga bagian 
dari gelombang yaitu panjang gelombang, 
periode gelombang dan tinggi gelombang 
atau wave height (WH). Salah satu dari 
bagian gelombang yang digunakan untuk 
memprediksi adalah WH. Kekuatan laut 
ditunjukkan besarnya nilai WH (Taylor, 
1985). Significant wave height (SWH) salah 
satu jenis WH. SWH adalah rata-rata WH 
sepertiga tertinggi pada gelombang spectrum. 
Prediksi SWH sangat penting dilakukan oleh 
peneliti di bidang kelautan untuk 
memperkirakan kekuatan beban yang 
diterima oleh struktur bangunan di atas atau 
dalam laut (B. Smith, 2006). Contoh kapal, 
bangunan bor kilang minyak dan tambak 
ikan. Data SWH dapat diperoleh dari dua 
sumber. Pertama data historikal dari situs 
pengumpul data historikal resmi Queensland 
Government, Australia (Queensland 
Government, 2017). Kedua hasil observasi 
satellite menghasilkan gambar dan nilai 
interval SWH, tetapi data kurang akurat 
(Bertin, Prouteau, & Letetrel, 2013; Galanis 
et al., 2012). Metode prediksi yang 
digunakan oleh bidang kelautan pada 
umumnya menggunakan metode numerik dan 
statistik (Forristall, 1978). Metode numerik 
lebih sering digunakan untuk menghitung 
SWH dalam skala kecil, apabila SWH skala 
besar keakuratan prediksi dapat menurun 
(Thornton & Guza, 1983). Metode statistik 
dipengaruhi oleh ketepatan memilih 
parameter dan distribusi untuk menghasilkan 
model, tetapi hasil pemodelan sensitif pada 
satu wilayah (Mandal & Prabaharan, 2010). 
Machine learning (ML) adalah metode 
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prediksi yang dapat memodelkan data dengan 
melakukan pelatihan. Pengujian data 
dilakukan untuk menguji sensitifitas 
pemodelan, (Dietterich, 2009). Metode ML 
yang sering digunakan untuk memprediksi 
data yaitu artificial neural network (ANN) 
dan support vector regression (SVR) 
(Malekmohamadi, Bazargan-Lari, Kerachian, 
Nikoo, & Fallahnia, 2011). Data SWH 
diperoleh dalam bentuk satu baris, sebelum 
melakukan pelatihan data SWH harus 
dirubah menggunakan metode sliding 
window (SW). 
 
Sliding Window 
Data SWH harus disesuaikan dengan 
struktur metode ANN dan SVR. SW 
digunakan untuk merubah satu baris data 
SWH menjadi vector (Yin, Zou, & Xu, 
2013). Ukuran window yang digunakan 
adalah 3 dan 5. 
 
Artificial Neural Network 
ANN adalah jenis dari metode 
supervised learning (Hastie, Tibshirani, & 
Friedman, 2009). ANN adalah metode yang 
terinspirasi dari jaringan syaraf manusia yang 
terkoneksi dengan neuron. Metode ANN 
melakukan pelatihan untuk menghasilkan 
pemodelan data (M. Bishop, 2006). Hasil 
pengujian data menghasilkan prediksi data. 
Jenis data latih yang sering digunakan untuk 
pelatihan yaitu iris (Cheng, Jiang, & Yuan, 
2009), signal (Dyrløv Bendtsen, Nielsen, von 
Heijne, & Brunak, 2004) dan SWH 
(Rizianiza, 2015). Kelebihan ANN dapat 
melatih data historikal dan memberikan 
solusi local optimum. Metode pelatihan yang 
digunakan yaitu multilayer perceptron 
(MLP) feed forward backpropagation 
(Prahlada & Deka, 2015). Struktur MLP 
terdiri dari 3 layer yaitu input layer, hidden 
layer dan output layer neuron. Setiap layer 
terkoneksi satu sama lain. Link sebagai 
pembangkit nilai bobot dapat penghubung 
layer satu dengan layer yang lain. Input layer 
sebagai sumber masuk data latih. Hidden 
layer terdapat activation function (AF) 
berperan penting untuk mengubah nilai 
dibawah threshold 1 atau 0. Jenis AF yaitu 
approximated sigmoid, sigmoid dan softplus 
(Maas, Hannun, & Ng, 2013). Pemilihan AF 
yang tepat dapat mempercepat proses 
pelatihan MLP. Output layer pada prediksi 
tidak menggunakan threshold seperti pada 
klasifikasi. 
 
Support Vector Regression 
Support vector regression (SVR) 
tergabung dalam supervised learning (SL). 
Metode SVR  terinspirasi oleh pendekatan 
teori perhitungan statistik dan ruang lingkup 
permasalahan nonliniear (K. & Deka, 2015). 
SVR sama seperti metode SL yang lain 
melakukan proses pelatihan dan pengujian 
(M. Bishop, 2006). Dataset SVR dirubah 
menjadi vector dan dipetakan menjadi 1 
dimensi atau lebih dari 1 dimensi, hal ini 
dipengaruhi karakteristik statistik dataset. 
Dataset dirubah menjadi vector untuk 
dipetakan dalam ruang dimensi, semakin 
tinggi dimensi semakin lama proses pelatihan 
dan pengujian yang dilakukan. Metode SVR 
telah berhasil digunakan untuk memprediksi 
dataset seperti konsumsi listrik turkey 
(Kavaklioglu, 2011), kecepatan angin (Wang, 
Chen, Liu, & Wu, 2015), WH (Mahjoobi & 
Adeli Mosabbeb, 2009) dan SWH (Prahlada 
& Deka, 2015). Jenis kernel SVR yaitu 
polynomial dan radial basis function. SVR 
mempunyai optimizer untuk mengoptimalkan 
nilai bobot pada vector agar dapat bergerak 
mendekati data target atau data penguji. 
Metode optimizer yaitu SVR sequential 
minimal optimizing (SMO)(Flake & 
Lawrence, 2002). Kekurangan dari SMO 
adalah proses pelatihan untuk menghasilkan 
model terjadi kompleksitas waktu yang 
tinggi. Peningkat SMO dilakukan dengan 
metode baru yaitu improved sequential 
minimal optimizing (ISMO) (Shevade, 
Keerthi, Bhattacharyya, & Murthy, 2000).    
 
Metode Evaluasi 
Metode evaluasi sering digunakan 
untuk mengetahui kesalahan prediksi sebuah 
metode. Ada tiga jenis metode evaluasi yang 
digunakan yaitu mean absolute percentage 
error (MAPE), root mean square error 
(RMSE) dan mean square error (MSE) 
(Hyndman & Koehler, 2006). Ketiga metode 
evaluasi yang sering gunakan  untuk 
mengukur kinerja hasil prediksi terbaik 
adalah MAPE. Dua metode evaluasi 
tambahan menguji sensitifitas kedua metode 
terhadap SWH (Hyndman & Koehler, 2006). 
RMSE dan MSE lebih sering digunakan 
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untuk observasi proses pelatihan oleh ANN 
atau SVR.  
 
Weka 
Adalah salah satu alat ML untuk 
melakukan klasifikasi atau prediksi untuk 
keperluan data mining (Hall et al., 2009). 
Metode prediksi terkini sudah 
diimplementasikan seperti SVR ISMO di 
weka (Berbić, Ocvirk, Carević, & Lončar, 
2017). Tiga metode evaluasi kesalahan 
prediksi sudah menjadi fungsi utama di 
weka. Weka menggunakan library forecast 
untuk  menggunakan metode prediksi MLP 
dan SVR ISMO. 
 
I. Metodologi  
Prediksi Significant Wave Height 
Sumber yang sering digunakan untuk 
memprediksi adalah data historikal atau hasil 
dari survei. Situs yang berbasis opensource 
dan resmi dari pemerintahan memberikan 
peluang besar keakurasian dataset lebih baik 
daripada satellite. Metode yang digunakan 
untuk memprediksi adalah ANN dan SVR. 
Metode pelatihan yang digunakan untuk 
ANN yaitu multilayer perceptron (MLP) 
(Altunkaynak, 2013). Metode pelatihan yang 
digunakan untuk support vector regression  
improved sequential minimal optimizing 
(SVR ISMO). Kedua metode akan 
melakukan prediksi dengan menggunakan 
dataset SWH. Prediksi dengan nilai MAPE 
terkecil adalah metode prediksi terbaik. 
RMSE dan MSE menunjukkan pemodelan 
dari hasil pelatihan dan pengujian. 
 
Deskripsi Dataset 
Lokasi data historikal SWH berasal 
dari tengah laut sebelah utara kota Brisbane. 
Dataset SWH yang digunakan berasal dari 
situs opensource pemerintahan Queensland 
Australia. Data SWH dipilih sebagai data 
prediksi dikarenakan jumlah dataset 
berjumlah diatas lebih dari 10.000 baris 
kolom yaitu sejumlah 17568. Jumlah dataset 
yang besar dapat mengukur kekuatan sebuah 
metode untuk memprediksi dataset yang 
besar. Manfaat data historikal dapat 
digunakan untuk memprediksi satu langkah 
kedepan. Data historikal dapat sebagai 
analisa lokal sebelum melakukan survei 
langsung, hal ini dapat mengurangi biaya 
survei dibidang ilmu kelautan dan fokus pada 
analisa perhitungan dan perencanaan. 
Dataset SWH akan disesuaikan dengan 
bentuk struktur ANN dan SVR menggunakan 
SW. Ukuran window yang digunakan adalah 
3 dan 5. Kedua metode menggunakan Weka 
sebagai alat penerapan metode MLP dan 
SVR untuk melihat akurasi prediksi SWH 
terkecil.  
 
Tabel 1. Sampel Dataset SWH 
Tanggal 
(tahun-bulan-hari) 
Waktu 
(Jam:Menit:Detik) 
SWH 
(Meter) 
2016-01-01 00:00:00 3.10 
2016-01-01 00:30:00 3.35 
2016-01-01 01:00:00 3.28 
2016-01-01 01:30:00 3.22 
2016-01-01 02:00:00 3.38 
2016-01-01 02:30:00 3.25 
2016-01-01 03:00:00 3.12 
2016-01-01 03:30:00 3.10 
2016-01-01 04:00:00 2.98 
2016-01-01 04:30:00 3.15 
 
Activation Function 
MLP di weka mengimplementasikan 3 
AF yaitu : 
1. Approximate Sigmoid yaitu peningkatan 
kecepatan menghitung sigmoid di weka 
(1) (Berbić et al., 2017). 
 
(1) 
   
2. Sigmoid yaitu merubah nilai dari input 
layer menjadi mendekati 1 atau 0 (2) 
(Maas et al., 2013). 
 
(2) 
 
3. Soft Plus yaitu merubah nilai dari input 
layer di hidden layer menjadi smooth 
dengan logaritma (Glorot, Bordes, & 
Bengio, 2011) (3) . 
 (3) 
 
Kernel 
Pemodelan pada SVR ISMO 
ditentukan oleh kernel yang digunakan. Ada 
dua kernel yang digunakan yaitu polynomial 
(4)(5) (Weiße, Wellein, Alvermann, & 
Fehske, 2006) dan RBF (6) (Mahjoobi & 
Adeli Mosabbeb, 2009). 
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1. Polynomial : 
 (4) 
 (5) 
 
2. RBF: 
 
(6) 
 
Konfigurasi Parameter 
Pemilihan parameter berguna untuk 
membuat proses pelatihan menjadi lebih 
cepat. Berikut ini tabel konfigurasi parameter 
untuk MLP dan SVR. Konfigurasi 
berdasarkan parameter yang ada di weka. 
 
Tabel 2 Konfigurasi MLP 
Parameter Nilai / Status 
Activation Function 
Approximate 
Sigmoid 
Sigmoid 
Soft Plus 
Batch Size 100 
Debug False 
Do not check capabilities False 
Loss Function Squared Error 
Number Decimal Places 2 
Number Function 2 
Number Threads 1 
Pool Size 1 
Ridge 0.01 
Seed 1 
Tolerance 1.0E-6 
Use CGD False 
 
Tabel 3 Konfigurasi SVR  
Parameter Nilai/Status 
Batch Size 100 
C 1.0 
Debug False 
Do not check 
capabilities 
False 
Filter Type Normalize training data 
Kernel Polynominial 
Radial Basis Function 
Number Decimal 
Places 
2 
Regression 
Optimizer 
Support Vector Regression 
Improved Sequential 
Minimal 
 
Pada Tabel 4 dan Tabel 5 menunjukan 
konfigurasi parameter untuk polynomial 
kernel dan RBF kernel. 
 
Tabel 4 Parameter Polynomial kernel 
Parameter Nilai/Status 
Gamma 0.01 
Cache Size 250007 
Debug False 
 
Tabel 5 Parameter RBF Kernel 
Parameter Nilai/Status 
Batch Size 100 
C 1.0 
Debug False 
Do not check 
capabilities 
False 
Filter Type Normalize training 
data 
Kernel Polynominial 
Radial Basis Function 
Number Decimal 
Places 
2 
 
Evaluasi Metode Prediksi 
Evaluasi metode prediksi dilakukan 
untuk mengetahui perbedaan nilai prediksi 
diantara kedua metode. Ada tiga metode 
yang digunakan untuk melihat perbedaan 
tersebut MAPE, RMSE dan MSE. 
1. MAPE yaitu menghitung rata-rata 
presentasi kesalahan prediksi pada 
metode (7) (Hyndman & Koehler, 2006). 
 (7) 
 
2. RMSE yaitu menghitung akar kuadrat 
MSE (8) (Hyndman & Koehler, 2006). 
 (8) 
 
3. MSE yaitu menghitung rata-rata pangkat 
kesalahan prediksi (9) (Hyndman & 
Koehler, 2006). 
 (9) 
 
MAPE dapat menunjukkan kesalahan 
prediksi dalam bentuk presentase karena 
tidak setiap orang dapat memahami hasil 
evaluasi metode RMSE dan MSE.   
 
Skenario Uji Coba 
Pengujian prediksi metode MLP dan 
SVR dengan ISMO diskenariokan 
berdasarkan SW, AF dan Kernel. Pertama 
ukuran SW pada dataset SWH. Kedua 
penggunaan AF untuk MLP. Ketiga 
penggunaan kernel untuk SVR dengan 
ISMO. Pemilihan AF yang tepat pada MLP 
dapat memberikan peluang yang besar untuk 
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menghasilkan nilai prediksi yang mendekati 
nilai sebenarnya. Pemilihan kernel menjadi 
kunci hasil prediksi SVR. 
 
Tabel 6 Skenario Uji Coba Metode MLP dan 
SVR 
Metode SW AF/Kernel Evaluasi 
MLP 1, 3, 5 Approximated 
Sigmoid 
MAPE, 
RMSE, 
MSE Sigmoid 
Softplus 
SVR 1, 3, 5 Polynomial  
Radial Basis 
Function  
 
Hal ini dilakukan untuk mengetahui 
hasil prediksi dan mengatur konfigurasi 
parameter yang telah digunakan untuk 
mengoptimalkan fungsi metode prediksi 
MLP dan SVR dengan ISMO.       
 
II. Hasil dan Pembahasan 
Pengujian metode MLP dan SVR 
ISMO menggunakan weka. Berdasarkan 
skenario yang dirancang  MLP menggunakan 
3 AF dan SVR menggunakan 2 kernel. MLP 
dilakukan proses pelatihan pada Tabel 7  dan 
pengujian pada Tabel 8 dengan dataset SWH.  
 
Tabel 7 Hasil Pelatihan Evaluasi Metode MLP 
AF SW MAPE 
(%) 
RMSE MSE 
Approxima
ted 
Sigmoid 
1 4.67 0.11 0.01 
3 6.12 0.14 0.02 
5 7.52 0.17 0.02 
Sigmoid 1 4.67 0.11 0.01 
3 6.15 0.14 0.02 
5 7.56 0.17 0.03 
Soft Plus 1 4.59 0.11 0.01 
3 6.04 0.14 0.02 
5 7.38 0.17 0.03 
 
Berdasarkan Tabel 7 menunjukkan 
penggunaan AF soft plus menghasilkan 
RMSE dan MSE relatif sama. Hasil MAPE 
memberikan hasil yang berbeda yaitu 6.038 
% dengan ukuran SW 3 dan 5 lebih baik 
daripada approximate sigmoid dan sigmoid. 
Hal ini dikarenakan pemilihan bobot pada 
softplus dapat menghasilkan perkalian nilai 
bobot dengan AF yang optimal dibandingkan 
dengan kedua AF yang lain. 
 
Tabel 8 Hasil Pengujian Evaluasi Metode MLP 
AF SW MAPE 
(%) 
RMSE MSE 
Approximate 
Sigmoid 
1 6.22 0.09 0.01 
3 11.33 0.15 0.02 
5 17.25 0.22 0.05 
Sigmoid 1 8.35 0.08 0.01 
3 15.83 0.12 0.01 
5 22.04 0.15 0.03 
Soft Plus 1 4.58 0.09 0.01 
3 6.88 0.12 0.01 
5 9.25 0.16 0.02 
 
Berdasarkan SVR dengan ISMO 
dilakukan proses pelatihan pada  Tabel 9 dan 
pengujian pada  
Tabel 10. 
 
Tabel 9 Hasil Pelatihan SVR ISMO Polynomial  
c ℮ SW MAPE 
(%) 
RMSE MSE 
1.0 1.0 1 4.61 0.11 0.01 
3 5.95 0.14 0.02 
5 7.21 0.18 0.03 
1.0 2.0 1 5.75 0.15 0.02 
3 8.70 0.43 0.19 
5 16.53 7.42 55.0 
 
Tabel 10 Hasil Pengujian SVR ISMO Polynomial  
c ℮ SW MAPE 
(%) 
RMSE MSE 
1.0 1.0 1 5.22 0.87 0.01 
3 8.51 0.14 0.02 
5 12.07 0.19 0.03 
1.0 2.0 1 25.45 0.44 0.20 
3 39.21 0.59 0.35 
5 38.74 0.54 0.30 
 
Tabel 11 Hasil Pelatihan SVR ISMO  
Radial Basis Function 
Gamma SW MAPE 
(%) 
RMSE MSE 
0.01 1 4.64 0.11 0.01 
3 5.98 0.14 0.02 
5 7.24 0.18 0.03 
 
Tabel 12 Hasil Pengujian SVR ISMO  
Radial Basis Function 
Gamma SW MAPE 
(%) 
RMSE MSE 
0.01 1 6.77 0.10 0.01 
3 12.44 0.17 0.03 
5 18.57 0.25 0.06 
 
Berdasarkan hasil pelatihan MLP 
menggunakan AF soft plus menunjukkan 
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hasil MAPE lebih baik dibandingkan 
menggunakan metode MLP dengan AF 
approximate sigmoid dan sigmoid. Hasil 
grafik pelatihan MLP soft plus Gambar 1 
terhadap SWH Brisbane 2016. Hasil 
pengujian MLP soft plus terhadap SWH 
Brisbane 2016 Gambar 2. 
 
 
Gambar 1 Pelatihan MLP soft plus SWH Brisbane 2016   
 
 
Gambar 2 Pengujian MLP soft plus SWH Brisbane 2016
 
Perbandingan hasil pengujian prediksi 
terbaik di antara ke dua metode ditunjukkan 
pada Tabel 13. 
 
Tabel 13 Perbandingan Hasil Pengujian Prediksi 
Terbaik 
Metode SW MAPE  
(%) 
RMSE MSE 
MLP 3 6.88 0.12 0.01 
(Softpl
us) 
5 9.25 0.16 0.02 
SVR 
ISMO 
(Polyno
mial) 
3 8.51 0.14 0.02 
5 12.07 0.19 0.03 
 
Berdasarkan  
Perbandingan hasil pengujian prediksi 
terbaik di antara ke dua metode ditunjukkan 
pada Tabel 13. 
 
Tabel 13 hasil pertama MLP sigmoid 
menunjukan MAPE 6.88 % lebih kecil 
dibandingkan SVR ISMO dengan 
polynominial kernel yaitu 8.51 %. Hasil 
kedua MLP softplus MAPE 9.25 % dan SVR 
ISMO dengan kernel polynominial yaitu 
12.07 %. Berdasarkan RMSE dan MSE pada 
MLP sigmoid menunjukan nilai rata-rata 
kesalahan prediksi yang lebih kecil. MLP 
softplus yaitu RMSE 0.14 dan MSE 0.02 
berada dibawah dari SVR ISMO dengan 
polynominial. Prediksi dengan MLP sigmoid 
menghasilkan presentase yang mendekati 
nilai sebenarnya. Hasil RMSE dan MSE 
dapat digunakan sebagai nilai pembantu 
observasi untuk memastikan metode prediksi 
digunakan semakin dekat.  
 
III. Simpulan 
H
s 
Hs 
Meter 
Month 
Hs 
Meter 
Month 
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Metode ANN dan SVR merupakan 
metode ML yang sering digunakan untuk 
memprediksi. Penggunaan data SWH sebagai 
data pengujian prediksi menunjukkan metode 
ANN menghasilkan nilai MAPE yang lebih 
baik yaitu 6.88% dengan ukuran window 3 
dibandingkan SVR yaitu 8.51%. Proses 
pelatihan ANN lebih cepat dibandingkan 
SVR. SVR proses pelatihan lebih lama dan 
hasil prediksi SVR  menjadi tidak lebih baik 
dari ANN dengan pelatihan MLP. 
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