Abstract: Quadratic Residue codes are among the best codes. They have high capacity of error correction but they are very difficult to enumerate and therefore to analyse. Despite all developed methods in this domain, the weights enumerators of Quadratic Residue codes are known only for lengths less than or equal to 167. For the lengths 191 and 199 only estimations are available. In this paper, we present a new method based on the Multiple Impulse Method (MIM) and hash techniques to find the weights enumerators of Quadratic Residue codes having lengths in the form 8m-1, for an integer m. The proposed method Hash_MIM_Weights_Enumerators is validated on all Quadratic Residue codes of known weights enumerators; its reduced spatial and temporal complexities yields to new important results. So, the weights enumerators for the lengths 191, 199 and 223 are determined. These three codes are the best binary linear block codes in terms of minimum distance known until today and their analytical performances are remained unknowns in more than 60 years ago and they are available now.
Introduction
The weights enumerator of a binary linear code C(n, k) is the polynomial ( ) = ∑ =0 , where represents the number of codewords having the weight i, n is the code length and k is its dimension. Finding the polynomial ( ) is a very interesting problem in coding theory [1] [2] [3] . The minimum distance d of C is the less non zero weight i for which the coefficient is not null. The problem of finding d is NP-hard [4] and therefore finding ( ) is a more difficult problem, because it requires finding the number of all codewords of each weight. In [5] we have presented the method PWEH(Partial Weights Enumerator with Hash techniques) for finding an approximation of Partial Weights Enumerator by integration of Hash techniques in the PWE(Partial Weights Enumerator) [6] in order to reduce its temporal complexity. In [7] , authors have proposed a method to find only an approximation of the weights enumerators of quadratic residue codes especially for the lengths 191 and 199. In [8] , the authors proposed the use of the complete weights enumerator in order to deduce the weights enumerator for linear code. In [9] [10] , the authors establish the matroid structures corresponding to data-local and local maximally recoverable codes (MRC). In [11] the authors have determined the weights enumerator for the duals of a class of cyclic codes with three zeros, few months later, in [12] they have generalized their method for the codes whose duals have 2i zeros, where (2 ≤ ≤ +1 2 )
, ∈ 2 .
In [13] authors have determined the weights enumerators for every irreducible cyclic code of length n over a finite field Fq , in the case which each prime divisor of n is also a divisor of q−1. In [14] the authors have used Gauss periods to determine weight distribution of some cyclic codes.
In [15] , the authors obtained the weight distribution and constructed some classes of cyclic codes whose duals have two Niho type zeroes; the advantage of the class thus constructed is that it contains optimal cyclic codes with two or three non-zeros weights. For a linear block code over a Binary Symmetric Channel (BSC) with a transition probability p, the upper bound of decoding error probability [16] is given by the Eq. (1).
( ) ≤ ∑ ( ) = +1
(1 − ) − (1) Where t is the code correcting capacity Proakis [17] exposes that the transition probability p can be formulated as in Eq. (2):
Where R represent the code rate ( = ) and 0 represents the ratio signal/noise. On a Gaussian channel AWGN (Additive white Gaussian noise) an upper bound about decoding error probability [16] is given by Eq. (3).
The authors of [18] have demonstrated that for a systematic linear block code over a decoded AWGN channel by the maximum likelihood decoder (MLD) algorithm, the binary error probability Pe(C) has the following upper bound Eq. (4):
The bound Pa represents the analytical performances over the AWGN channel for the code C. Despite the various works proposed in this field, the weights enumerators of several codes are still unknown, for example the largest Quadratic Residue code QR(n) of which the weights enumerator is known is that of length 167 [19] [20] [21] [22] . The best linear codes known today are given in [23] ; This web site regularly [24] [25] . Those of higher lengths are given in [26] [27] [28] [29] ; they are found by using the Multiple Impulse Method (MIM) and its improvements.
It is well known that in the binary case all Extended Quadratic Residue codes (EQR) of lengths in the form 8.m are doubly even self-dual and all EQR codes with lengths in the form 8m+1 are formally self-dual [30] . Let E(n) the weights enumerator of EQR(n), we have the following equalitie Eq. (5) obtained from the MacWilliamsidentity [3] :
Let B(n) the binary weights enumerator of EQR(n), ( ) = ∑ =0 where is equal to 1 if there are some codewords of weight i in EQR(n) and it is equal to 0 otherwise. For n in the form 8m-1 where * , EQR(n) are doubly even self dual code, therfore if 4 doesn't divide j then = = 0.
From ( ) and Eq. (5) we obtain a linear system S(n) of integer variables . The resolution of S(n) permits to considerably reduce the number of unknown values in E.
Let A(n) be, the weights enumerator of the QR(n). by the Pless identity [31] we have:
By definition of EQR codes and (6) we have: The formula (7) permits to deduce A form E and E from A. Let = ( 0 , 1 , … . . , −3 , −2 , −1 ) a codeword from QR(n) which is cyclic, then ( ) = ( −1 , 0 , 1 , … . . , −3 , −2 ) and all words ( ) obtained by shifting c at j time are codewords in QR(n). The remainder of this paper is organised as follows. In the next section, we describe briefly the method Hash_MIM_Weights_Enumerators proposed in this work. In section 3 we explain how to validate and check the results of Hash_MIM_Weights_Enumerators. In section 4, we give the main new results. In section 5, we present the advantages and strengths of the proposed method, finally, a conclusion and a possible future direction of this research are outlined in section 6.
Description of the proposed method Hash_MIM_Weights_Enumerators
Let N be a positive integer that represents the size of the Hash table and a list L of many codewords (only information part) of weight w. All elements of L belong to QR(n). In order to accelerate the search of an element in L, this latest is divided on N sub-sets L [0] The length n of the quadratic residue code QR(n). -
The generator matrix GE(n) of EQR(n). Outputs: -
The weights enumerator E(n) and A(n) of the EQR(n) and QR(n) codes. 1. Find the binary weights enumerators B(n) of EQR(n) using GE(n) and the MIM method 2. Create the system S(n) by using B(n) and the MacWilliams identity 3. Solve S(n) to obtain the form of E(n) and that of A(n) and find the list R(n) of the residual unknowns of the form R4j which are sufficient to determine A(n) and E(n) 4. Find A(n) as follows:
For each element R4j in R(n) do 4.1) find the number 4j-1 of codewords of weight 4j-1 in the QR(n) code without cyclic copies:
2) A4j-1n* 4j-1 End For 5. Determine the weights enumerator E(n) by using the Pless identity and A(n).
In order to reduce the temporal (run time) and spatial (memory) complexities of the proposed method, the codewords of QR(n) are divided in many classes as it is illustrated in the Fig. 1 . Two codewords c and c' are in the same class if it exist an integer u such that c'=π u (c). The idea behind this reduction is to store only one representative element of each class to construct the set L4j-1 whose the size is 4j-1, then we deduce A4j-1 by multiplying 4j-1 by n.
In order to clarify the proposed method Hash_MIM_Weights_Enumerators steps we give some examples.
Example 1:
The QR (7) code which can be generated by the polynomial g in binary form g={1,0,1,1}.
Firstly, g is used to construct the generator matrices GEN (7) and GE (7) of the QR (7) and EQR (7) codes respectively. Table 2 . The system S(7)
The binary weights enumerator of the EQR (7) code is below:
From B and the MacWilliams identity (5), the system S(7) for the EQR (7) code is presented as Table 2 . Solving the system (S) above gives the following solution
Which doesn't contains any unknown, therefore the weights enumerators E of EQR (7) is obtained without executing the fourth step of the method Hash_MIM_Weights_Enumerators.
By the formula (7) the weights enumerator A(7) is obtained and it is as follows:
Example 2:
The QR(71) code can be generated by the polynomial g in binary form Like in the first example, the generator matrices GEN(71) and GE(71) are constructed, the binary weights enumerator B(71) is found and the system S(71) is made.
By solving S(71), the form of E(71) is obtained and it is given in Table 3 . By the Pless identity, the form of A(71) is also obtained and it is given in Table 4 .
From Tables 3 and 4 , the list R(71) contains only the unknown variable R={R12}={X}. By the step (4.1), the value of 11 is 7 and that of A11 is 497. The value of R12 is 2982 and the corresponding enumerators A(71) and E(71) are given respectively in Tables 5 and 6 . 
Check by congruence of the number of codewords of a given weight
Let G the projective special linear group G=PSL2(n). In [22] ,the authors have demonstrated that it is possible to compute the weights enumerator E of EQR(n) modulo | | = iv.
For each divisor qi of | | and for each integer j less than or equal to n, compute Ej modulo according to the following equality:
For each integer j ≤n, compute Ej modulo | | by using the Chinese remainder theorem.
Validation of the Hash_MIM_Weights_ Enumerators method
In order to validate the proposed method, we present here its application on all quadratic residue codes of the form 8m-1 for which these metrics are available.
The QR codes of lengths 7 and 71
For QR codes of lengths 7 and 71, their weights enumerators found by the proposed method as explained in the examples above, coincide with those already known. For these codes, only the three fist steps are required. Solving the system S(n) for these codes yield to find the weights enumerators without any residual unknown variables in the list R(n). The obtained results coincide with the true available values.
The QR code of length 127
The QR(127) code can be generated by the polynomial g in binary form g={ 1,1,1,0,0,1,0,1,0,0,1,0,0,1,0,0,0,0,1,1,0,0,0,0,0,1  ,0,1,0,0,1,0,0,1,0,1,0,1,1,0,1,0,0,0,1,1,1,1,1,1,1,1,0,0  ,1,1,1,0,1,0,1,0,0,1} .
The generator matrices GEN(127) and GE(127) are constructed and the system S(127) is made. By solving S(127), the form of E(127) is obtained and it is given in Table 7 . By the Pless identity, the form of A(127) is also obtained and it is given in Table 8 .
From Tables 7 and 8 , the list R(127) contains only the unknown variable R={R20}={X}. By the step (4.1), the value of 19 is 70 and that of A19 is 8890. The value of R20 is 56896 and the corresponding enumerators A(127) and E(127) are given respectively in Tables 9 and 10 . In order to validate the implementation of the proposed check, we give in Tables 11 and 12 the Mykkeltveit method results for EQR(127) code and the congruence of the number of codewords of weight 20 for this code. The weights enumerators given in Tables 9 and 10 are then successfully checked. Tables 13 and 14 , the list R(167) contains two unknown variables R={R24, R28}={X, Y}. By the step (4.1), the value of 23 is 664 and that of A23 is 110888 and that of 27 is 18094 and that of A27 is 3021698. The value of R24 is 776216 and that of R28 is 18130188. Therefore the corresponding enumerators A(167) and E(167) are obtained and they coincide with those already found in [21] . Tables 15 and 16 give the Mykkeltveit method results for the EQR(167) code and the congruence of the number of codewords of weights 24 and 28 for this code. The weights enumerators A(167) and E(167) are then successfully checked. 
For the QR(199) code
The forms of E(199) and A(199) are given in Tables 22 and 23. From Tables 22 and 23, the list  R(199) contains one unknown variable R={R32}={X}. By the step (4.1), the value of 31 is 40260 and that of A31 is 8011740. The value of R32 is 50073375. 
For the QR(223) code
The forms of E(223) and A(223) are given in Tables 27 and 28. From Tables 27 and 28, the Tables 30 and 31 give the Mykkeltveit method results for the EQR(223) code and the congruence of the number of codewords of weights 32 and 36 for this code. The obtained weights enumerators A(223) and E(223) are then successfully checked.
The main advantage of the proposed method is its very low complexity comparing to known methods. All results found here are given by a simple configuration machine instead of the grid that contains about 1500 machines used in [20] for only the small length 137. We note that during the computing of the three weights enumerators of QR(191), QR(199) and QR(223) no codeword of incomplete order is found.
The stop criteria of the algorithm A3 isn't deterministic but when this algorithm seems converges to true value, the proposed check method permits to verify if the convergence is reached or not yet. For example, as it is explained in [7] , for the QR(191) there exists an integer  such that 31=3040*+209.
When A3 converges to the value 31=140049 it means that =46. In order to show the convergence of the algorithm A3 for the QR(191), QR(199) and QR(223) codes, we plot in Fig. 2 and 3 the value of Gamma versus number of iterations. These figures show clearly the convergence of A3 for these three codes. We note that the compute of 35 in QR(223) by A3 has required more number of iterations before its convergence.
Advantages and strengths of the proposed method Hash_MIM_Weights_ Enumerators
The main succes of the proposed method is that it is succesfully used for enumerating three Quadratic Residue codes that they aren't enumerables despite all developped methods in this field.
The first main advantage is that without hash techniques, the latest step in the old method [7] is very complex and it is very difficult to find the complete list Lw of codewords of a given weight w because it was necessary to verify if a new codeword isn't in Lw before inserting it in Lw when the size of this latest increases. For solving this problem, the authors of [7] have proposed to use a statistical Monte Carlo method to estimate the value of the size Aw of Lw. This statistical way allows finding an estimation of Aw when it is relatively small. When Aw increases, a list Sw of codewords of weight w, which they found by applying the automorphism group on an initial list Iw obtained by a genetic algorithm, is used to estimate the size of Lw as a set, i.e. without repetition of any codeword. So, the old method uses an estimation based on other estimation and the use of the automorphism group generates a set of samples used in the Monte Carlo method that aren't uniformly distributed. These problems have a direct impact on the quality of the estimated values of Aw and they justified the partial differences between the results obtained in [7] and those obtained in this work. For the QR(191) code the values of A27 is 127015 both in [7] and in this work, but the value of A31 is 26749359 here and it is estimated by 19677165 in [7] . For the QR(199) code the value of A31 is 8011740 here but it is estimated by 6755539 in [7] .
The second main advantage is that in [7] a genetic algorithm is used to catch codewords of a given weight, but here it is replaced by the powerful faster Multiple Impulse Method.
The third main advantage is that this new proposed method requires finding only the list 4j-1 of codewords of weight 4j-1 in the QR(n) code without cyclic copies. This improvement allows reducing considerably both the used space memory and the run time.
The spatial and temporal complexity is divided by the length of the code. The temporal complexity is much reduced due to the hash technique used to verify the non existence of a codeword before adding it and also due to the no use of the cyclic copies.
The fourth main advantage is that the congruence of the number of codewords for a given weight firstly proposed by Mykkeltveit is used here to check the obtained result and to verify if the new proposed method completely converges to the exact values, but it is used in the old method to estimate the most likelihood values of the weights enumerators.
Conclusion and perspectives
In this paper we have presented a new efficient method for finding the weights enumerators for binary quadratic residue codes having lengths of in the form 8m-1. These codes are very old but they are very important; they were discovered by Prange in 1957. For the lengths 191, 199 and 223 the weights enumerators are remained unknowns in this long period of 60 years because they present a very hard and difficult problem. In consequence of the new results found in this paper, the analytical performances of these three codes are now available. The very important particular property of these three codes is that they are the best known linear block codes until now in terms of the minimum distances that they offer. In the perspectives we have to apply our method on QR Codes with higher lengths and also for other linear block codes like BCH and LDPC codes.
