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PREFACE 
This book deals with statistical inference of nonlinear 
regression models from two opposite points of view, namely the 
case wheré thé functlonal form of the model Is completely 
specifled as a known function of regressors and uhknown para-
meters, and the opposite case where the functlonal form of the 
model is completely unknown. First it is assumed that the res-
ponse function of the regression model under review belongs tö 
a certain well-specified parametric family of functlonal forms, 
by which estimation of the model merely amounts to estimatlon 
of the unknown parameters. For this class of models we review 
the asymptotic properties of the nonlinear least squares 
estlmatór for independent data as well as for time series. 
In practice assumptions on the functlonal form are often 
made on the basis of computational convenience rather than on 
the basis of precise a priori knowledge of the empirical 
phenomenon under review. Therefore the linear regression model 
is still the most popular model specification in applied 
research. However, even if the specification of the functlonal 
form is based on sound theoretical considerations there is 
quite often a large range of functlonal forms that are theore-
tically admissible, sö that there is no guarantee that the 
actually chosèn functlonal form is true. Functlonal specifica-
tion of a parametric nonlinear regression model should there-
fore always be verified by conducting model misspecification 
tests. Various model misspecification tests will therefore be 
discussed, in particular consistent tests which have asymptotic 
power 1 against all deviations from the null hypothesis that 
the model is correct. 
The opposite case of parametric regression is nonparame-
tric regression. Nonparametric regression analysis is concerned 
with estimation of a regression model without specifying in 
advance lts functlonal form. thus the only source of Infor-
mation about the functlonal form of the model is the data set 
itself. In this book we shall review various nonparametric 
regression approaches, with special emphasis on the kernel 
method, under. various distributional assumptions. 
This book is divided into three parts. In the first part 
we review the elements of abstract probability theory we need 
in part 2. Part 2 is devoted to the asymptotic theory of para-
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3. INTRODUCTION TO CONDITIONING 
The concept of conditional expectation is basic to 
regression analysis, as regression models essentially represent 
conditional expectations. The theory of conditioning, however, 
is one of the most abstract and difficult parts of probability 
theory. In particular conditioning relative to a one-sided 
infinite sequence of random variables requires the concept of 
conditional expectation relative to a Borel field. We shall 
need this concept when we deal with time series regression 
models. However, in part 2 of this book where we deal with 
independent samples, we only need the concept of a conditional 
expectation relative to a random vector, and fortunately the 
latter conditional expectation concept can be defined in a much 
more transparant way than the former. Therefore we shall 
discuss the abstract theory of conditioning relative to a Borel 
field later on. Here vu shall confine attention to the easier 
concept of conditional expectation relative to a random vector. 
3.1 Definition of conditional expectation 
Most intermediate textbooks on mathematical statistics 
define conditional expectations by using conditional densities 
and probabilities. For our purpose this elementary conditional 
expectation concept is not suitable. In particular our theory 
of model specification testing requires a more rigorous condit-
ioning concept. Before we introducé this rigorous concept, 
however, we illustrate two basic features of the elementary 
conditional expectatiot concept. Thus let (Y,X) € RxRk be an 
absolutely continuouslv distributed random vector with density 
f(y,x) and marginal der-sity h(x) . Then the conditional density 
of Y relative to the evsnt X — x is defined as: 
f(y|x) - f(y,x)/h(x) if h(x) > 0, 
f(yjx) = 0 if h(x) - 0. 
The conditional expectation of Y relative to the event X -» x is 
E(Y|X - x) - f*^ yf(y|x)dy - g(x), 
say. Plugging in X for c, we get the conditional expectation of 
Y relative to X: 
E(Y|X) - g(X). 
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Thus E(YJX) is a function of X. Moreover, we also have 
E(Y-E(Y|X))^(X) - E Ytf(X) - E g(X)t«X) - 0 
for every function ip for which this expectation is defined, as 
easily follows from the above elementary definition. These two 
properties are basic te conditional expectations. In fact they 
form the defining properties: 
Definition 3.1.1. Let Y be a random variable satisfying 
E|Y| < <» and let X be a random vector in Rk . The conditional 
expectation of Y relative to X, denoted by E(Y|X), is defined 
as E(Y|X) « g(X), where g is a Borel measurable real furiction 
on Rk such that for every bounded Borel measurable real 
function on ip on Rk , 
E(Y-g(X))*(X) = 0 . (3.1.1) 
Example: Draw randomly a pair (Y,X) from the set 
{(1,1),(2,1),(3,2),(4,2)}. 
Since X takes only two values, any Borel measurable function <p 
of X is a.s. equal to a simple function of X, i.e. 
VKX) = a I(X-l) + b I(X-2), a.b e R. 
Now we have 
E(Y-g(X))V(X) -
l/4((l-g(l))a + (2-g(l))a + (3-g(2))b + (4-g(2))b) 
= (3/4 - 4g(l))a + (7/4 - hg(2))b = 0 
for every a 6 R, b e R, hence g(l) - 3/2, g(2) - 7/2. Thus 
E(Y|X) -1.5 I(X-l) +3.5 I(X-2). 
Two problems no\; arise. First, does this function g 
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always exist? The answer is yes, but for the proof we actually 
need the notion of a conditional expectation relative to a 
Borel field [see, e.g., Chung (1974,chapter 9)], together with 
the Radon-Nikodym theorem [see Royden (1968, p. 238)]. We shall 
not pursuit this point further here. Second, is g(X) unique? 
Also the answer to this question is yes, due to the Radon-
Nikodym theorem, in the sense that if there are two Borel 
measurable real functions gx and g2 on Rk satisfying the 
definition then gx(X) = g2(X) a.s. An alternative proof of the 
uniqueness of g(X) is given by the following theorem of Bierens 
(1982), which is also of intrinsic interest and moreover is 
basic to our theory of model specification testing, in chapter 
5. 
Theorem 3.1,1. Let gx and g2 be Borel measurable real functions 
on Rk . Let X be a random vector in Rk such that E|g1(X)| < «, 
E|g2(X)j < «. Let for non-random t e Rk, 
(px(t) = E g1(X)exp(i-t'X), <p2(t) - E g2(X)exp(i-t'X). 
Then P(gx (X) - g2 (X)) < 1 i f and only i f cpx ( t ) * <P2(t) fo r some 
t e Rk . 
Now suppose that there exist two Borel measurable real func-
tions gx and g2 satisfying (3.1.1) for every bounded Borel 
measurable real function */>(x) on Rk. Then also 
E(gl(X) - g2(X))V(X) = 0 
and consequently 
E (gi(X) - g2(X))cos(t'X) - 0 for all t € Rk, 
E (gx(X) - g 2 ( X ) ) s i n ( t ' X ) - 0 for a l l t e Rk . 
Since e x p ( i - t ' x ) - c o s ( t ' x ) + i - s i n ( t ' x ) , i t fol lows now t h a t 
<px ( t ) " <p2(t) for a l l t e Rk , 
which by theorem 3.1.1 implies P[gx(X) •= gz(X)] = 1. Thus g(X) 
is a.s. unique. 
A byproduct of this argument is: 
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Theorem 3.1.2. Let Y 6 R be a random variable satisfying 
E|Y| < °° and let X e R:< be a random vector. Let g be a Borel 
measurable real function on Rk. If E(Y - g(X))^(X) - O for all 
bounded continuous functions i> on Rk then E(Y|X) — g(X). 
Proof of theorem 3.1.1. Let 
r(x) - gx(x) - g2(x). 
Then r is Borel measurable, and so are 
rx (x) - max (r(x).O), r2(x) - max (-r(x),0). 
Clearly we have r - rx - r2 , where TC1 and r2 are non-negative. 
Now assume for the moment 
cx - E rx(X) > 0, c2 - E r2(X) > 0. (3.1.2) 
Then we can define probability measures ux and v2 on the 
Euclidean Borel field Bk by (cf. exercise l.a) 
»/j(B) - JBrj(x)1/(dx)/cj) j - 1,2, (3.1.3) 
where v is the probability measure induced by X (cf. section 
1.1) and B is an arbitrary Borel set in Rk . We may now write 
(cf. exercise l.c) 
E r(X)exp(i-t'X) - Jr(x)exp(i-t'x)i/(dx) 
- Jv1 (x)exp(i- t'x)i>(dx) - /r2 (x)exp(i- t'x)j/(dx) 
= c 1 / exp( i t 'x)t /1(dx) - c 2 /exp( i • t 'x) i / 2 (dx) 
= c1ri1 ( t ) - c2T)2 ( t ) , 
say, where 
«7j(t) - Jexp(i-t 'x)»/j (dx), j - 1,2, 
i s the cha rac t e r i s t i c function of i/j , j = l , 2 . If 
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E r(X)exp(i-t'X) ^ O 
then c1??1(t) - c27?2(t) = O for all t e Rk . Substituting t - 0 
yields: 
c1rtl(0) - c2»72(0) = c1 - c2 - 0, (3.1.4) 
hence 
r/1(t) = ??2(t) for all t € Rk . 
The latter implies that the corresponding probability measures 
are equal, i.e. , 
i/x(B) - f2(B) for all Borel sets B in Rk . (3.1.5) 
From (3.1.3), (3.1.4) and (3.1.5) it follows now: 
JBrr(x)i/(dx) - JBr2(x)i/(dx) for all B e Bk 
and consequently 
JBr(x)t/(dx) - 0 for all B e Bk . (3.1.6) 
Now take 
Bx - {x e Rk : r(x) > 0} . 
This is a Borel set, for r is Borel measurable. Hence by 
(3.1.6), JB r(x)i/(dx) - 0. This implies that i/(Bx) - 0. 
Similarly, we have for 
B2 = {x e Rk : r(x) < 0} 
that v(B2) = 0. Since Bx and B2 are disjoint we now have 
2/(B1UB2) = J/(BJ) + i/(B2) = 0 or equivalently: 
P(r(X) * 0) = 0. 
This proves that r(X) = g1(X) - g2(X) = 0 a.s. if (3.1.2) 
holds. The proof for the case that E rx (X) - 0 and/or 
E r2(X) = 0 is left to the reader as an easy exercise. O.E.D. 
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Exercises: 
1. Let 1/ be a probability measure on (Rk,5k) and let f be a 
ncn-negative Borel measurable function on Rk such that 
/f(x)i/(dx) - c with 0 < c < o. Define for B e Bk , 
M(B) = JBf(x)i/(dx)/c 
a) Prove that /* is a probability measure on {Rk,Sk}. 
b) Prove that for every simple function i/> on Rk , 
J>(x)f(x)i/(dx) - c/V(x)M(dx) 
c) Prove the same for bounded Borel measurable real functions ij) 
on Rk . 
2. Check the proof of theorem 3.1.1 for the cases ca = 0; 
c2 > 0, cx > 0; c2 = 0 and cx - c2 — 0. 
3. Prove theorem 3.3.2. 
3.2 Basic properties of conditional expectations 
All the basic properties of conditional expectations, as 
are well-known from intermediate statistical textbooks, can 
easily be derived from definition 3.1.1 and theorem 3.1.1. We 
list them in theorem 3.2.1 below. The proofs are left to the 
reader as exercises. 
Theorem 3.2.1. Let Y e R and V e R be random variables 
satisfying E|Y| < «, EJv| < », and let X e Rk and Z e Llm be 
random vectors. We have: 
(I) E[E(Y|X,Z)|X] = S(Y|X) - E[E(Y|X)|X,Z]; 
(II) E[E(Y|X)] = E Y; E(Y|Y) = Y; 
(III) Let U = Y - E(Y|X). Then E(U|X) = 0 a.s.; 
(IV) E(Y + V|X) = E(Y|X) + E(V|X); 
(V) Y < V a.s. implies E(Y|X) < E(V|X) a.s.; 
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(VI) |E(Y|X)| < E(|Y| |X) a.s.; 
(VII) E(Y f(X)|X) - f(X)E(Y|X) a.s. for every Borel measurable 
real function f on Rk satisfying E | f (X) J < °° ; 
(VIII) Let r be a Borel measurable raapping from Rk into a 
subset of Rra. Then E[E(Y|X) |r(X) ] = E[YJT(X)] a.s. If T is a 
one-to-one mapping then E(Y|r(X)) = E(Y|X) a.s. 
(IX.) If X and Y are independent then E(Y|X) = E Y a.s. 
Hint. For proving (V) apply (3.1.1) with 
V(X) - I[E(Y|X) > E(V|X)], 
where I(.) is the indicator function. 
Also Chebishev's, Holder's, Minkowski's, Liapounov's and 
Jensen's inequalities easily carry over to conditional €;xpec-
tations: 
Theorem 3.2.2. (Chebishev's inequality) Let Y 6 R, X 6 Rk and 
let cp be a positive monotonie increasing real function on (0,«) 
such that <p(y) = <p(-y) and E <p(Y) < <». Then for every S > 0, 
E[I(|Y| > 5)| X] < E[<p(Y)|X]/5 a.s. 
Proof: Let ^(X) = I{E[I(|Y| > S)\ X] > E[cp(Y) |X]/5} . Applying 
definition 3.1.1 we find ^(X) =0a.s. O.E.D. 
Theorem 3.2.3. (Holder''s inequality) Let Y e R, V e R, 
E|Y|P < «, ElV^ < co, E|Y-V| < oo, and X e Rk , where p > 1 and 
l/p +l/q = 1. Then 
|E(Y-V|X)| < {E(|Y|P |X)}1/P(E(|V|CI| X))1"1 a.s. 
Proof: Similarly to the unconditional case. 
7 
Theorem 3.2.4-. (Minkowski's inequality) Let Y e R, V e R, 
X e Rk and E|Y|P < «, E|v|p < « for some p > 1. Then 
{E[|Y+V|P| X]}1/p < {E[|Y|P| X]} 1 / P + {E[|V|P| X]}1/p a.s. 
Proof: Similarly to the unconditional case. 
Theorem 3.2.5. (Liapounov's inequality) Let Y e R, E|Y|q < » 
for some q > 1, X e Rk and 1 < p <q. Then 
{E(|Y|P| X)} 1 / P < {E(]Y|i I X)}1/CI a.s. 
Proof: Let V - 1 in theorem 3.2.3. O.E.D. 
Theorem 3.2.6. (Jensen's inequality) Let <p be a convex real 
function on R and let Y e R, X e Rk , E|Y| < », E|<p(Y)| < «. 
Then 
<p[E(Y|X)] < E[<p(Y)|X] a.s. 
Also the results in section 2.2 go through for condition-
al expectations. Although we do not need these generalizations 
we shall state and prove them here for completeness. 
Theorem 3.2.7. Let Yn, Y and Z be random variables and let X be 
a random vector in Rk . If supnJYn| < Z ; E|z|p < « for some 
p > 0 and Yn -* Y in prob., then E[|Yn - Y|p | X] - 0 in pr. 
Proof: The theorem follows easily from theorem 2.2.1, Chebis-
hev's inequality and theorem 3.2.1 (II). O.E.D. 
Theorem 3.2.8. (Dominated convergence theorem). Let the con-
ditions of theorem 3.2.5 with p = 1 be satisfied. Then 
E(Yn|X) - E(Y|X) Ln pr. 
Proof: By theorems 3.2.1 (IV and VI) and 3.2.7 it follows 
|E(Yn|X) - E(Y|X)| = |E[(Yn - Y)|X]| 
< E( |Yn - Y| |X) -*0 in pr. O.E.D. 
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Theorem 3.2.9. (Fatou's lemma). L e t Yn be a random v a r i a b l e s a -
t i s f y i n g Yn > 0 a . s . and l e t X be a random v e c t o r i n R k . Then 
E(liffl inf i r + a ,Yn |X) < liminfn^eoEfYnlX) a . s . 
Proof: P u t Y = liminfn-+ 0 0Yn and l e t <p(y) be any s i m p l e f u n c t i o n 
s a t i s f y i n g 0 < cp(y) < y and p u t Zn = min (<p(Y) ,Y n ) . Then 
Zn ->• <p(Y) i n p r . a n d E cp(Y) < « ( s e e t h e p r o o f o f t h e o r e m 
2 . 2 . 3 ) . From t h e o r e m 3 . 2 . 7 i t now f o l l o w s : 
E ( Z n | X ) - E[<p(Y)|X] i n p r o b . 
M o r e o v e r , Zn > <p(Y) , h e n c e E(Zn |X) > E[<p(Y)|X]. Thus f o r e v e r y 
e > 0 we h a v e : 
P[E[<p(Y)|X] < l i m i n f n ^ o E C ^ I X ) < E[<p(Y) |X] + c] 
< P[E(<p(Y)|X) < E ( Z n | X ) < E(<p(Y)|X)] - 1 , 
h e n c e 
liminfn-ooE(Zn|X) - E(«p(Y) |X) a.s. 
The rest of the proof is now similar to the proof of theorem 
2.2.3. O.E.D. 
Theorem 3.2.10. (Monotone convergence theorem). Let (Yn) be a 
non-decreasing sequence of random variables satisfying 
E|Yn| < » and let X be a random vector in Rk . Then 
E(limn-«oYn | X) = limn^00E(Yn|X) < • a.s. 
Proof: Similarly to the proof of theorem 2.2.4, using theorem 
3.2.9 instead of theorem 2.2.3. O.E.D. 
Exercises: 
1. Prove theorem 3.2.1. 
2. Complete the proof of theorem 3.2.2. 
3. Prove theorem 3.2.7. 
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3.3 Identification of conditional expectations 
In parametric regression analysis the conditional 
expectation E(YJX) is specified as a member of a parametric 
family of functions of X. In particular the family of linear 
functions is often used in empirical research. The question we 
now ask is how a given specification can be identified as the 
conditional expectation involved. In other words: given a 
dependent variable Y, a k-vector X of explanatory variables and 
a Borel measurable functional specification f(X) of E(Y|X), how 
can we distinguish between 
P{E(Y|X) = f(X)} ~ 1 (3.3.1) 
and 
P{E(Y|X) - f(X)} < 1 ? (3.3.2) 
An answer is given by theorem 3.1.1, i.e. (3.3.1) is true if 
E(Y - f(X))exp(i-t'X) - 0 
and (3.3.2) is true if 
E(Y - f(X))exp(i-t'X) * 0 for some t e Rk. 
Verifying this, however, requires searching over 'the entire 
space Rk for such a points t. So where should we look ? For the 
case that X is bounded the answer is this: 
Theorem 3.3.1. Let X bi bounded. Then (3.3.2) is true if and 
only if 
E(Y - f(X))exp(i-t0X) * 0 
for some t0 ^ 0 in an arbitrary small neighborhood of the 
origin of Rk. 
Thus in this case we .nay confine our search to an arbitrary 
neighborhood of t = 0. If we do not find such a t0 in this 
neighborhood then 
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E(Y - g(X))exp(i- :'X) - O 
and thus (3.3.1) is true. 
Proof: Let (3.3.2) be true. According to theorem 3.3.1 there 
exists a t, e Rk for which 
E(Y - f(X))exp(i.t^'X) # 0 (3.3.3) 
Since X is bounded we can write (3.3.3) as 
E(Y - f(X))exp(i-t/X) - E(Y - f (X) )2j=0(iVj ! ) (t^'X)d 
= 2j=0(iJ/j!)E(Y - f(X))(t^'X)J * 0. 
Cohsequently, there exists at least one j for which 
E (Y - f(X))(t/X)j* * 0. 
Then 
(d/dA)J*E(Y - f(X))exp[i-At/X] 
- S* {iJ"J*AJ"J*/[(J-j^)!]}E(Y - f(X))J(t 'X) 
J J* 
- E(Y - f(X); *(t^'X) * 0 as A -* 0. 
This result implies that there exists an arbitrarily small A^ 
such that 
E(Y - f(X))exp(iA,t^'X) * 0. 
Taking t0 - -^^^J t n e theorem follows. O.E.D. 
Now observe from the proof of theorem 3.3.1 that (3.3.2) 
is true if and only if for a point t0 in an arbitrarily small 
neighborhood of the origin of Rk and some non-negative integer 
E(Y - f(X))(t0 'X)Jo 9* 0. 
Applying a similar argument as in the proof of theorem 3.3.1 
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(with i replaced by 1) it is easy to verify: 
Theorem 3.3.2. Let X be bounded. Then (3.3.2) is true if and 
only if the function E(ï - f(X))exp(t'X) is nonzero for a t in 
an arbitrarily small neighborhood of the origin of Rk. 
Clearly this theorem is more convenient than theorem 3.3.1, as 
we no longer have to deal with complex valued functions. 
Next, let t^ e Rk be arbitrary, let 
Y^ - Y-exp(t^'X) 
and let 
f^(X) - f(X)exp(tiV'X). 
Then (3.3.2) is true if and only if 
P[E(YjX) - f^(X)| < 1. 
Applying theorem 3.3.2 ve see that then 
E(Y^ - f^(X))exp(t0'X) - E(Y - f(X))exp[(t^+t0)'X] * 0 
for some t0 in an arbitrary neigborhood of the origin of Rk . 
Consequently we have: 
Theorem 3.3.3. Let X b( bounded and let t e Rk be arbitrary. 
Then (3.3.2) is true if and only if E(Y - f (X))exp(t0'X) * 0 
for a t0 in an arbitrarily small neighborhood of t . 
Thus actually we may piek an arbitrary neighborhood and check 
whether there exists a c0 in this neighborhood for which 
E(Y - f(X))exp(t(j 'X) * 0. 
If so, then (3.3.2) is true, else (3.3.1) is true. This result 
now leads to our main tneorem. 
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Theorem 3.3.U. Let X e Rk be bounded, and let S be the set of 
all t e Rk for which L(Y - f(X))exp(t'X) = 0. For any proba-
bility measure /J. on Bk corresponding to an absolutely 
continuous distributioi"' we have: ^(S) = 1 if (3.3.1) is true 
and n(S) = 0 if (3.3 . 2) is true. 
Proof: Let V = Y - f (X) . Suppose for the moment that X e R 
(thus k - 1). Then theorem 3.3.3 implies that if 
P[E(V|X) = 0] < 1 
then for every t0 e R there exists a S > 0 such that 
E V-exp(tX) ^ O o n (-5,0)u(0,£). 
Consequently we have: 
Lemma 3.3.1. Let V e R be a random variable satisfying 
E|V| < eo and let X e R be a bounded random variable. If 
P[E(V|X) - 0] < 1 then -.he set 
S - {t e R : E V-exp(t-X) = 0} 
is countable. 
Using the lemma it is very easy to prove theorem 3.3.4 for the 
case k = 1. So let us turn to the case k = 2. Let 
P[E(V|X) = 0] < 1. According to theorem 3.3.3 there exists a 
t. e R2 such that 
E V-exp[t^'X] * 0. 
Denote 
V^ - V-exp[t^'X], 
^(ti.t^) = E V - e ^ t ^ ! + t2X2) 
where Xx and X2 are the components of X. Moreover, let 
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Sx - {tx e R : ^ (tx,0) =0}, 
S2(tx) = {t2 e R : ^ v(tx,t2) =0} 
Since E ï ^ 0, we have PIECV^^) = 0] < 1, hence by lemma 
3.3.1 the set Sx is countable. By the same argument it follows 
that the set S2(t1) is countable if tx 0 Sx . Now let (tx,t:2) be 
a random drawing from an absolutely continuous distribution. We 
have: 
E I[^(tx,t2) - 0] - E I[^(t1;t2) - 0]-I(tx e Si) 
+ E Il^Ce^ta) - 0]-I[cx £ Sx] 
< E i(tx e sx) + E i(tx JÈ s1)-l(t2. e s2(tx)). 
Since the set Sx is countable and tx is continuously 
distributed we have E I(tx e Sx) = 0 . Moreover, since the dis-
tribution of t2 conditional on tx is continuous we have: 
E I[t2 6 S2(t1)]-I(t1 ft sx) - 0 , 
for S2(t1) is countable if tx 0 Sx . Thus: 
P[tf*(tlft2) - 0] - 0. 
Replacing (tx,t2) by (t.x - tx*, t2 - t2*) , where tx* and t2* 
are the compoments of t , we see now that theorem 3.3.3 holds 
too for the case k — 2. The proof of the cases k = 3,4, . . . is 
similar to the case k — 2 and therefore left to the reader. 
O.E.D. 
Finally we consider the case that X is not bounded. By 
theorem 3.2.1 (VIII) we have E(Y - f(X) |X) = E(Y - f(X)|r(X)) 
a.s. for every Borel measurable one-to-one mapping T from Rk 
into Rk. From this result and theorem 3.3.3 it follows now: 
Theorem 3.3.4-, Let the conditions of theorem 3.3.3 be satis-
fied, except that X is bounded. Let T be an arbitrary bounded 
Borel measurable one-to-one mapping from Rk into Rk , and let 
S = {t e Rk : E(Y - f(X))exp[tT(X)] = 0 ) . 
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For any probability measure fj, on Bk corresponding t:o an 
absolutely continuous distribution we have: fj,(S) » 1 if (3.3.1) 
is true and n(S) = 0 if (3.3.2) is true. 
Exercises: 
1. Use the argument in the proof of theorem 3.3.1 to prove the 
following corollary: Let X = (Xx,...,Xk)'. Under the conditions 
of theorem 3.3.1 it follows that (3.3.2) is true if and only if 
there exists non-negative integers ml,...,mk such that 
E[(Y-f(X))ïïk
 = 1X^] * 0. 
Cf. Bierens (1982, theorem 2). 
2. Let 9 be a subset of Rk. A point y in Rk is called a point 
of closure of 9 if for every e > 0 we can find an x e 9 such 
that |x-y| < c. The set of all points of closure of 9 is called 
the closure of 9. A subset S of 9 is called dense in 9 if the 
closure of S equals 9. Prove that the set S in theorem 3.3.3 
and 3.3.4 is not dense in Rk. 
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