With the advent of technological era, conversion of scanned document (handwritten or printed) into machine editable format has attracted many researchers. This paper deals with the problem of recognition of Gujarati handwritten numerals. Gujarati numeral recognition requires performing some specific steps as a part of preprocessing. For preprocessing digitization, segmentation, normalization and thinning are done with considering that the image have almost no noise. Further affine invariant moments based model is used for feature extraction and finally Support Vector Machine (SVM) and Fuzzy classifiers are used for numeral classification. . The comparison of SVM and Fuzzy classifier is made and it can be seen that SVM procured better results as compared to Fuzzy Classifier.
INTRODUCTION
Across the globe, almost more than 50 million people speak Gujarati, a language from Indo-Aryan family. In major, Gujarati is spoken and used as official language in Gujarat, a state in India. Irrespective of its wide popularity and use, Gujarati finds less documentation on recognition. It is derived from Devanagari and shares some appearances as that of Devanagari, Sanskrit, Marathi, etc. There is a wide variety in numerals in Indian languages. Fig.1 shows that the numerals belong to Gujarati language.
Fig.1. Gujarati Numerals 0 to 9
As mentioned earlier, Gujarati numerals show some same appearances like other numerals in Devanagari. Numerals like 0,2,3,4,7and 8 are same as that in Devanagari but numeral 1 has a bit tilt in the centre in Devanagari whereas it is straight line incase Gujarati 1. Numerals 0, 3, and 7 share confusion among Gujarati numerals while numerals 2 and 4 too are confusing. Confusion arises among 1 and 6. For numerals 1 and 5 confusion may arise due to closed loop for numeral 1 and open in case of numeral 5. Simultaneously numeral 8 and 9 share confusion in shapes.
This paper deals with the problem of recognition of Gujarati handwritten numerals. Gujarati numeral recognition requires performing some specific steps as a part of preprocessing. For preprocessing digitization, segmentation, normalization and thinning are done with considering that the image is having almost no noise. Further affine invariant moments based model is used for feature extraction and finally Support Vector Machine (SVM) and Fuzzy classifiers are used for numeral classification. This paper is organized in following sections; Section 2 describes brief literature survey done for Indian languages recognition. Section 3 details the steps taken for preprocessing. Section 4 describes algorithm which we have used to implement the paper. Section 5 elaborates the feature extraction done. Section 6 describes SVM and Fuzzy based numeral recognition. Section 7 details the conclusion of work done.
LITERATURE SURVEY
With the advent of technological era, conversion of scanned document (handwritten or printed) into machine editable format has attracted many researchers. Much work has been contributed with the continued effort for recognition of scripts in India. But less amount of work has been surveyed that addresses the recognition of Gujarati language. Although recognition of handwritten numerals is well researched topic but not much work has been reported on Gujarati handwritten numerals, in recent times.
The efforts for Gujarati character recognition started by the primitive effort of Antani and Agnihotri [1] in 1999 for printed characters. The authors used Euclidean and hamming distance classifiers for classification of various printed Gujarati characters. Dholakia [2] added his contribution in Gujarati character recognition by giving combined approach of wavelet feature extraction and neural net architecture to classify printed Gujarati characters. Desai [3] has reported recognition of Gujarati handwritten numerals employing skew correction, normalization and then direction profiles as feature vectors using neural net architecture to classify the numerals.
Devanagari got its primitive work in 1979 by Sinha and Mahabala [4] . They reported the structural characteristics of Devanagari script. Satish [5] studied Zernike moments and used it for Devanagari handwritten character recognition. Veena [6] described the method to describe the shapes of Devanagari characters and use them for recognition. Bhoumik et. al. [7] proposed an HMM based recognition scheme for handwritten Oriya numerals. Roy et al. [8] used chain code histogram contour points of the segmented numeral and applied neural network and quadratic classifier. Rao et al. [9] adopted feature based approach for isolated Telugu characters. Lakshmi et al. [10] addressed the recognition of printed basic symbols of Telugu language. They used seven moments for feature extraction and KNN as the classifier. Kurian et al. [11] has reported his effort for isolated Malayalam digit recognition using SVM. Jagadeesh Kannan [12] have fused HMM and SVM and used neural network to predict the correct character from Tamil script. Mahmud et al. [13] used free man chain code for scaled character and classified using feed forward neural network based recognition scheme.
PREPROCESSING
As there was no database available for Gujarati Script, we have created the database by taking the samples of handwritten imprints on that datasheets created to take the samples. Then these samples were scanned using HP 2400 Scanjet scanner at the resolution of 300dpi. The samples were withdrawn at random from various writers belonging to different profession, age, sex and education levels and were using different ink for preparing the samples on datasheets. Ten samples were taken from eight persons as shown in Fig.2 . The database was created manually.
Fig.2. Original Handwritten Numeral Zero from Gujarati script stored in our database
Generally every implementation of script recognition requires a number of pre-processing steps followed by the actual recognition. The preprocessing steps vary in their deployment depending on age of the document, paper quality, resolution of the scanned image, the amount of skew in the image, the format and layout of the images and text, the kind of script used and also on the printed or handwritten characters. The actual recognition involves generally evaluation of statistical parameters finally employed to recognize the character. Typical preprocessing stages include noise removal, binarization, skeletonization, skew detection and correction, segmentation, etc.
IMAGE BINARIZATION
Binarization is a method which coverts rgb or gray scale images to binary images. The popular technique employed for binarization is threshold i.e. after selection of optimum threshold for the image convert all the intensity values above the threshold intensity to one intensity value representing either "black" or "white" value. We have used Otsu's threshold algorithm to get binary image as shown in Fig.3 . 
NOISE REMOVAL
Generally noise comes in the documents due to dust or spread of ink on printer, scanner, age of the document, etc. So, it is required to remove this noise before it is subjected to segmentation or any other process. The most popular technique is to use low-pass filter on the binary image. We have not used any noise removal technique for our algorithm as the binary images that were considered were abstracted from good quality scanned document and use it for later processing.
SEGMENTATION
The next stage is segmenting the document into its sub components. Segmentation is an operation that seeks to decompose an image of sequence of characters into sub images of individual symbols. Character Segmentation strategies are considered on two fronts. 
NORMALIZATION
Due to variation in writing styles one has to employ the algorithm so that there is uniformity in the input numerals. For this reason segmented numerals are scaled up or scaled down to standard size window of 40 X 40 as shown in Fig.5 . Every measure has to be taken to preserve the exact aspect ratio of the input numeral. 
SKELETONIZATION
Due to normalization, the image is either scaled up or scaled down, resulting in addition of pixels in the image. To manage the numeral irrespective of the shape, the skeleton of the image is found. Then this skeletonized image as shown in Fig.6 is put forward for feature extraction. The algorithm (as shown in Fig.7 ) identifies the handwritten Gujarati numerals based on iterative approach. It identifies more than one numeral. The steps are elaborated in two sets viz., training and testing.
Training:
 Binarization of the scanned document of Gujarati numerals.  Labeling of existing connected components.  Perform segmentation for individual labeled component with bounding box.  Normalize each segmented component to a standard size of 40x40 pixels.  Skeletonized the image of the numeral so that it is one pixel wide.  Extract feature vector for each numeral given as input and store it in the train database.  Find the mean and standard deviation of the features set. Testing:
 Binarization of the scanned document of Gujarati numerals.  Labeling of existing connected components.  Perform segmentation for individual labeled component with bounding box.  Normalize each segmented component to a standard size of 40x40 pixels.  Skeletonized the image of the numeral so that it is one pixel wide.  Extract feature vector for each numeral given as input and store it in the test database.  Train the SVM using train database.  Test the SVM as well as fuzzy classifier separately using test database.  For each numeral compute the matching probabilities.
The most likely probability is found and maximum probabilities are outputted. The numeral which has the highest probability matched is being displayed as recognized numeral. The overall recognition rate if finally achieved by ratio of sum of the correctly recognized numerals by total numerals for SVM as well as fuzzy classifier.
FEATURE EXTRACTION
The image of all the segmented characters is normalized to a common height and width producing a grid of 40 X 40 pixel size. This normalized image is then thinned out so that it is one pixel wide. Now the affine invariant moments are derived for each of the numeral image as follows.
Flusser and Suk [20] have derived a set of moment invariants, which are invariant under affine transformation. These affine moment invariants 
SVM AND FUZZY BASED RECOGNITION

SVM CLASSIFIER
Support vector machine [14] [15] [16] is new classifier that is extensively used in many pattern recognition applications. On pattern classification problem, SVM demonstrate very good generalization performance in practical applications. SVM are binary classifiers that separate linearly any two classes by finding a hyper plane of maximum margin between the two classes. The margin means the minimal distance from the separating hyper plane to the closest data points. SVM learning machines searches for an optimal separating hyper plane, where the margin is maximal. The outcome of the SVM is based only on the data points that are at the margin and called support vectors.
There are two approaches to extend SVMs for multi-class classification. First one is one against one (ONO) and other is one against all (ONA). We have used ONA approach where N classifiers are performed to separate one of N mutually exclusive classes from all other classes. An SVM assumes that all samples in the training set are identically distributed and independent. A kernel is utilized to map the input data to a higher dimensional feature space so that the problem becomes linearly separable. The kernel plays a very important role. Gaussian kernel performs superior compare to linear kernel, polynomial kernel etc. We have used Gaussian kernel.
We have collected hand written Gujarati numerals of a number of people. Following the same preprocessing procedure of an input image, we have collected the 10 Gujarati numerals of different handwriting. After getting input from affine invariant moments for each numeral image, the SVM tries to find the class where the input numeral image should belong. 
FUZZY CLASSIFIER
Before training the features set for fuzzy classifier we need to find the mean and standard deviation of the features set.
where, N i is the number of samples in i th class and i (k) Stands for the k th feature value of reference numeral in the i th class.
For an unknown input numeral x, the features are extracted using the affine invariant moments model. The membership function is chosen as,
where, x i is the i th feature of the unknown numeral.
If all xi's are close to  i which represent the known statistics of a reference character, then the unknown numeral is identified with this known numeral because all membership function values are close to 1 and hence the average membership function is almost 1 [19] .
Let, M i (r) and σ i 2 (r) belong to the r th reference numeral with r = 0,1…9, we then calculate the average membership as, Fig. 9 ). When we see the recognition graph of SVM (from Fig. 8 ), we find that SVM has shown good results for numerals 0,1,4,8, and 9 while other numerals show less rate of recognition but more better than that shown by fuzzy classifier. Also as compared to overall recognition rate, SVM has shown recognition rate of 91.25% where as fuzzy classifier shows 83.45%. One can observe from Fig.10 , in case of SVM as well as Fuzzy Classifier numerals 6 and 7 have less recognition rate as compared to other numerals.
But among SVM [23] and Fuzzy Classifier, SVM shows good results as compared to Fuzzy Classifier. Best results are seen for numerals 0, 8, 4, and 1. Moreover these results were compared with the recognition rates obtained by Desai [3] and Prasad [21] [22] and were found to be better.
CONCLUSION
Recognition rate is highly affected by similarity of various numerals. The numerals used in this experiment are enclosed in a bounding region of a fixed size. These bounded numerals are then skeletonized. We have derived affine invariant moments as features set and compared these features using SVM and Fuzzy Classifier. By doing comparison of SVM and Fuzzy classifier it has been seen that SVM procured better results as compared to Fuzzy Classifier. For affine invariant moments SVM has produced 91.25% of recognition rate whereas fuzzy classifier has produced as compared to SVM a meager amount of recognition accuracy of 83.45%.
