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This thesis deals with estimation and inference in two semiparametric problems: a
two-component mixture model and a single index regression model.
For the two-component mixture model, we assume that the distribution of one com-
ponent is known and develop methods for estimating the mixing proportion and the
unknown distribution using ideas from shape restricted function estimation. We estab-
lish the consistency of our estimators. We find the rate of convergence and the asymptotic
limit of our estimator for the mixing proportion. Furthermore, we develop a completely
automated distribution-free honest finite sample lower confidence bound for the mixing
proportion. We compare the proposed estimators, which are easily implementable, with
some of the existing procedures through simulation studies and analyse two data sets, one
arising from an application in astronomy and the other from a microarray experiment.
For the single index model, we consider estimation of the unknown link function and
the finite dimensional index parameter. We study the problem when the true link func-
tion is assumed to be: (1) smooth or (2) convex. When the link function is just assumed
to be smooth, in contrast to standard kernel based methods, we use smoothing splines to
estimate the link function. We prove the consistency and find the rates of convergence of
the proposed estimators. We establish n−1/2-rate of convergence and the semiparametric
efficiency of the parametric component under mild assumptions. When the link function
is assumed to be convex, we propose a shape constrained penalized least squares estima-
tor and a Lipschitz constrained least squares estimator for the unknown quantities. We
prove the consistency and find the rates of convergence for both estimators. For the shape
constrained penalized least squares estimator, we establish n−1/2-rate of convergence and
the semiparametric efficiency of the parametric component under mild assumptions and
conjecture that the parametric component of the Lipschitz constrained least squares es-
timator is semiparametrically efficient. We develop the R package simest that can be
used (to compute the proposed estimators) even for moderately large dimensions.
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Chapter 1
Introduction and brief overview
In this thesis we study two models: a two-component mixture model and a single index
regression model. Both the models are semiparametric in nature — involve an unknown
finite dimensional parameter and an unknown infinite dimensional parameter. We pro-
pose consistent estimators for both the finite and the infinite dimensional parameters in
the above semiparametric models and study their rates of convergence and, whenever
possible, limiting distributions. We assume that the infinite dimensional parameter is
smooth (Chapter 3) or satisfies shape constraints such as monotonicity (Chapter 2) or
convexity (Chapter 4).
The models considered have applications in genomics (multiple testing problems),
economics (utility and production function estimation and binary response models), and
astronomy, among other fields. In the following, we briefly introduce the models and
give a summary of the results to come.
1.1 Two-component mixture model
Consider a mixture model with two components, i.e.,
F (x) = αFs(x) + (1− α)Fb(x), (1.1)
where the cumulative distribution function (CDF) Fb is known, but the mixing propor-
tion α ∈ [0, 1] and the CDF Fs ( 6= Fb) are unknown. Given a random sample from F ,
we wish to (nonparametrically) estimate Fs and the parameter α.
1
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This model appears in many contexts. In multiple testing problems (microarray anal-
ysis, neuroimaging) the p-values, obtained from the numerous (independent) hypotheses
tests, are uniformly distributed on [0,1], under H0, while their distribution associated
with H1 is unknown; see e.g., [Efron, 2010] and [Robin et al., 2007]. Translated to the
setting of (1.1), Fb is the uniform distribution and the goal is to estimate the proportion
of false null hypotheses α and the distribution of the p-values under the alternative Fs.
A reliable estimator of α is important when we want to assess or control multiple error
rates, such as the false discovery rate (see [Benjamini and Hochberg, 1995]) or the local
false discovery rate; see [Efron, 2010].
More generally, this model arises in contamination problems. Where reasonable
assumptions can be made about the contaminant distribution Fb. For example, in as-
tronomy when observing some variable(s) of interest (e.g., metallicity, radial velocity) of
stars in a distant galaxy, foreground stars from the Milky Way, in the field of view, con-
taminate the sample; the galaxy (“signal”) stars can be difficult to distinguish from the
foreground stars as we can only observe the stereographic projections and not the three
dimensional position of the stars (see [Walker et al., 2009]). Known physical models for
the foreground stars help us constrain Fb, and the focus is on estimating the distribution
of the variable for the signal stars, i.e., Fs. We discuss such an application in more detail
in Section 2.9.2.
Most of the existing procedures for estimation in this mixture model assume para-
metric and/or nonparametric restrictions on the unknown Fs. [Cohen, 1967], [Lindsay,
1983], [Day, 1969], [Lindsay and Basak, 1993], and [Quandt and Ramsey, 1978] assume
that Fs belongs to certain parametric models. In multiple testing literature, [Storey,
2002], [Genovese and Wasserman, 2004], [Meinshausen and Rice, 2006], [Meinshausen
and Bühlmann, 2005], [Celisse and Robin, 2010], and [Langaas et al., 2005] proposed
estimators of α0 under certain nonparametric assumptions on Fs and its density. [Gen-
ovese and Wasserman, 2004] and [Meinshausen and Rice, 2006] also proposed confidence
bounds for α.
In Chapter 2, we provide a methodology to estimate the mixing proportion and Fs,
without assuming any constraint on the form of Fs. However, without any constraint on
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Fs model (1.1) is not identifiable (a trivial solution occurs when α = 1 and Fs = F ). To
handle the identifiability issue, we redefine the mixing proportion as
α0 := inf {γ ∈ (0, 1] : [F − (1− γ)Fb]/γ is a CDF} .
Intuitively, this definition makes sure that the “signal” distribution Fs does not include
any contribution from the known “background” Fb. A natural question is when is the
model (1.1) identifiable. We study this issue in complete generality in Sections 2.2.2
and 2.11; see [Genovese and Wasserman, 2004] for a similar notion of identifiability
when Fb is the uniform distribution and F has a density.
Suppose that we observe an independent and identically distributed (i.i.d.) sample
X1, X2, . . . , Xn from F as in (1.1). If α ∈ (0, 1] were known, a naive estimator of Fs
would be
F̂αs,n :=
Fn − (1− α)Fb
α
,
where Fn is the empirical CDF of the observed sample, i.e., Fn(x) =
∑n
i=1 1{Xi ≤ x}/n.
It is easy to see that F̂αs,n does not necessarily satisfy the basic requirements of a CDF:
F̂αs,n need not be non-decreasing or lie between 0 and 1. One can obtain an improved
estimator by constraining F̂αs,n to be a CDF. We propose the following modification:
F̌αs,n := arg min






where the minimization is over the class of all distribution functions. Intuitively, F̌αs,n
is the “closest” distribution function to F̂αs,n; see Section 2.2.1 for a fast algorithm for
computing F̌αs,n.
With the modified estimator in mind, let us turn our attention to model (1.1) with
unknown α0. Here our goal is to estimate α0. In the estimation procedure described
below, the “distance” between F̌ γs,n and F̂
γ
s,n as γ varies between [0, 1] plays a crucial
role. As illustrated in Figure 1.1, the “distance” between F̌ γs,n and F̂
γ
s,n is large when







 0, γ − α0 ≥ 0,> 0, γ − α0 < 0,
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Figure 1.1: Plots of F̂ γs,n (in dashed red) F̌
γ
s,n (in dot-dashed black) when n = 300,
Fb(x) = Φ(x), α0 = 0.3, and F (x) = .3Φ(x − 2) + .7Φ(x). Left panel: γ = 0.2; right
panel: γ = 0.4.
as n → ∞, where dn stands for the L2(Fn) distance, i.e., if g, h : R → R are two
functions, then d2n(g, h) =
∫
{g(x)− h(x)}2 dFn(x). We show that γ 7→ γdn(F̂ γs,n, F̌ γs,n)
is a decreasing convex function; see Section 2.3. These two observations, lead to the
following estimator of α0 :
α̂cn0 := inf
{





where cn is sequence of constants. In Figure 1.2, we plot γ 7→ γdn(F̂ γs,n, F̌ γs,n) as n






























s,n) when Fb(x) = Φ(x), Fs(x) = Φ(x− 2), α0 = .1, and
F (x) = 0.1Φ(x− 2) + .9Φ(x) for n = 2000, 5000, 10000, and 25000.
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where c < 0 is a constant that depends only on α0, F and Fb; see Theorem 4. Observe
that the rate of convergence of α̂cn0 can be made arbitrarily close to
√
n by choosing an
appropriate sequence cn.
1 We also study the effect cn on the finite sample performance
α̂cn0 and give recommendations in see Section 2.8.2. We also discuss a tuning parameter
free estimator of α0 in Section 2.5.
A the natural question is weather we can obtain a confidence interval for α0. As
we have a degenerate limit distribution for α̂cn0 , the developed limit theory is of little









where Hn is the CDF of a distribution-free random variable (does not depend on any of
Fs, Fb, or α0); see Theorem 5 for the specific form of Hn. In Theorem 5, we prove that
α̂L is an honest finite sample lower confidence bound for the mixing proportion α0, i.e.,
P(α0 ≥ α̂L) ≥ 1− β,
for a specified confidence level (1 − β) (0 < β < 1), that is valid for any n. We believe
that this is the first distribution-free lower confidence bound for α0 that is also tuning
parameter-free. Furthermore if α0 = 0, then P (α̂L = 0) = 1−β, i.e., it is an exact lower
confidence bound.
In many scenarios it is desirable to estimate Fs, the distribution of the signal. When
the model is identifiable, we propose a tuning parameter free uniformly consistent es-
timator of Fs; see Theorem 8. In multiple testing problems, an consistent estimate of
fs (the density of Fs) is required to control the local false discovery rate. However,
obtaining a nonparametric estimator of fs can be difficult as it requires smoothing and
1If Fs (defined on [0, 1]) has a density fs that vanishes on set of points of Lebesgue measure zero and
Fb(x) = x, ∀x ∈ [0, 1], then [Nguyen and Matias, 2013] conjecture that no
√
n-consistent estimator of α0
can have have finite limiting variance.
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usually involves the choice of tuning parameter(s) (e.g., smoothing bandwidths). When
fs is known to be non-increasing (which is a natural assumption for the density of the
p-values under the alternative), we find a consistent tuning parameter free estimator of
fs; see Theorem 9.
In Section 2.9, we apply the proposed methodology to two real data examples. The
first one is a dataset arising from a microarray experiment. We observe genetic expression
of 6033 genes for 50 control subjects and 52 prostate cancer patients. To test for the
significance of each gene, we perform a two-sample t-test. The goal of the study is to
estimate the proportion of the “interesting” genes (genes with different expression levels
in the cancer patients and control subjects) based on the t-statistic values and to estimate
the density fs of the p-values under the alternative; also see [Efron, 2010] for extensive
study of this dataset. The second dataset is from the astronomy example discussed in
the beginning of this section. We observe radial velocities of 1266 stars from the Carina
(a dwarf spheroidal galaxy) contaminated with Milky Way stars in the field of view.
The distribution Fb of the the radial velocities of the contaminating stars from the Milky
Way in the field of view is known from the Besancon Milky Way model; see [Robin et
al., 2003]. We give lower bound for the proportion of stars that belong to Carina and
estimate the distribution of their radial velocities.
1.2 Single index models
Consider a regression model where one observes i.i.d. copies of the predictor X ∈ Rd and
the response Y ∈ R and is interested in estimating the regression function E(Y |X = ·).
In nonparametric regression E(Y |X = ·) is generally assumed to satisfy some smoothness
assumptions (e.g., twice continuously differentiable), but no assumptions are made on
the form of dependence on X. While nonparametric models offer flexible modeling,
the price for this flexibility can be high for two main reasons: the estimation precision
decreases rapidly as d increases (“curse of dimensionality”; see [Stone, 1980]) and the
estimator can be hard to interpret when d > 1.
A natural restriction of the nonparametric model that avoids the curse of dimension-
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ality while still retaining flexibility in the functional form of E(Y |X = ·) is the single
index model. In single index models, one assumes the existence of θ0 ∈ Rd such that
E(Y |X) = E(Y |X>θ0), almost everyX,
where X>θ0 is called the index; the widely used generalized linear models (GLMs) are
special cases. This dimension reduction gives single index models considerable advan-
tages in applications when d > 1 compared to the general nonparametric regression
models; see [Horowitz, 2009] and [Carroll et al., 1997] for a discussion. The aggregation
of dimension by the index enables us to estimate the conditional mean function at a
much faster rate than in a general nonparametric model. Since [Powell et al., 1989],
single index models have become increasingly popular in many scientific fields including
biostatistics, economics, finance, and environmental science and have been deployed in
a variety of settings; see [Li and Racine, 2007].
Formally, we consider the model
Y = m0(θ
>
0 X) + ε, E(ε|X) = 0, almost everyX, (1.2)
where m0 : R→ R is called the link function, θ0 ∈ Rd is the index parameter, and ε is the
unobserved error. We assume that both m0 and θ0 are unknown and are the parameters
of interest. For identifiability of the model we assume that the first coordinate of θ0 is
non-zero and
θ0 ∈ Θ := {η0 ∈ Rd : |η0| = 1 and η0,1 ≥ 0} ⊂ Sd−1,
where η0,1 is the first coordinate of η0, | · | denotes the Euclidean norm, and Sd−1 is the
Euclidean unit sphere in Rd; see [Carroll et al., 1997] and [Cui et al., 2011] for a similar
assumption.
Most of the existing techniques for estimation in single index models can be broadly
classified into two groups, namely, M-estimation and “direct” estimation. M-estimation
involves a nonparametric regression estimator of m0, e.g., kernel estimator ([Ichimura,
1993]), regression splines ([Antoniadis et al., 2004]), and penalized splines ([Yu and
Ruppert, 2002]), and a minimization of a valid criterion function with respect to the index
parameter to obtain an estimator of θ0. The so-called direct estimation methods include
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average derivative estimators (see e.g., [Stoker, 1986], [Powell et al., 1989], and [Hristache
et al., 2001]), and dimension reduction techniques, e.g., sliced inverse regression (see [Li
and Duan, 1989] and [Li, 1991]). In direct methods, one tries to estimate θ0 directly
without estimating m0, e.g., in [Hristache et al., 2001] the authors use the estimate of
the derivative of the local linear approximation to E(Y |X = ·) and not the estimate of
m0 to estimate θ0.
In Chapter 3, we consider estimation of (θ0,m0) using smoothing splines ([Wahba,
1990]) when m0 is assumed to be smooth, while in Chapter 4, we consider estimation
of (θ0,m0) when m0 is convex. In Sections 1.2.1 and 1.2.2 below, we motivate the two
different constraints and give an overview of the proposed estimation procedures.
1.2.1 Smooth single index models
In the last few decades various approaches have been proposed in the statistical liter-
ature for estimation in the smooth single index model. [Ichimura, 1993] developed a
semiparametric least squares estimator of θ0 using kernel estimates of the link function.
However, the choice of tuning parameters (e.g., the bandwidth for estimation of the
link function) make this procedure difficult to implement (see [Härdle et al., 1993] and
[Delecroix et al., 2006]) and its numerical instability is well documented; see e.g., [Yu
and Ruppert, 2002]. To address these issues [Yu and Ruppert, 2002] used a penalized
spline to estimate m0. However, in their proposed procedure the practitioner is required
to choose the (fixed) number and placement of knots for every θ for fitting a spline to
the nonparametric component. Moreover, to prove the consistency of their proposed
estimators they assumed that m0 is spline and has a fixed (known) number of knots.
They note that for consistency of a spline based estimator (when m0 is not a spline) one
should let the number of knots increase with sample size; see page 1044, Section 3 of [Yu
and Ruppert, 2002].
All this motivates the use of smoothing splines for estimation in the smooth single
index model. Smoothing splines avoid the choice of number of knots and their placement
— the number of knots increase to infinity with sample size. Let {(xi, yi)}1≤i≤n denote
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an i.i.d. sample from (1.2). We propose the following estimator of (m0, θ0):















where the minimization is over the class
S := {m : R→ R|m′ is absolutely continuous} (1.4)
and the positive half sphere Θ. Here λ̂n is known as the smoothing parameter — high
values of |λ̂n| lead to smoother estimators of m0. To the best of our knowledge, this is
the first work that uses smoothing splines in the single index paradigm, under (only)
smoothness constraints.
If θ0 is known and m0 (unknown) is assumed to be smooth, (1.3) reduces to the famil-
iar penalized least squares problem resulting in a smoothing spline estimator; see [Wahba,
1990] and [Green and Silverman, 1994]. For each θ ∈ Θ, define
m̂θ,S := arg min
m∈S
Ln(m, θ, λ̂n), (1.5)
where











The above minimization is a convex problem and there are fast and efficient algo-
rithms to compute m̂θ,S ; see [Green and Silverman, 1994]. Now, observe that
θ̂ = arg min
θ∈Θ
Ln(m̂θ,S , θ, λ̂n).
In the R package simest ([Kuchibhotla and Patra, 2016]) we have implemented a fast
algorithm for computing the estimator (θ̂, m̂) for moderately large dimensions (d ≈ 100).
To study the theoretical properties of the estimators, along with some distributional
assumptions on X, we assume that
∫
{m′′0(t)}2dt < ∞ and that the errors are sub-
Gaussian. If λ̂n goes to 0 at a rate faster than n
−1/4, but not faster than n−2/5, then
we show that m̂ and θ̂ are consistent estimators of m0 and θ0, respectively. Formally, in
Theorems 12–14, we show that
‖m̂ ◦ θ̂ −m0 ◦ θ0‖ = Op(λ̂n), |θ̂ − θ0| = Op(λ̂n),
‖m̂ ◦ θ0 −m0 ◦ θ0‖ = Op(λ̂n),
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where for any function g : Rd → R, ‖g‖2 :=
∫
g2dPX , (m ◦ θ)(x) = m(θ>x), and PX
denotes the distribution of X. If we choose λ̂n = c n
−2/5 (c > 0) , then both the prediction
error for (1.2) and estimation error of m̂ are of the optimal order ([Stone, 1980]), i.e.,
‖m̂ ◦ θ̂ −m0 ◦ θ0‖ = Op(n−2/5) and ‖m̂ ◦ θ0 −m0 ◦ θ0‖ = Op(n−2/5).
An obvious question to ask now is how good is the estimator θ̂? Efficiency bounds
for the finite dimensional parameter in a semiparametric model give a standard against
which any “regular” estimator ([Bickel et al., 1993]) of the finite dimensional parame-
ter can be measured. Efficiency bounds quantify the loss of efficiency that can result
from a semiparametric, rather than a parametric, approach. [Stein, 1956] gives the fol-
lowing intuitive way to define the efficiency bounds in semiparametric models. One
could imagine that the data are generated by a parametric model that satisfies the semi-
parametric assumptions and contains the truth. Such a model is often referred to as a
parametric submodel. Then any asymptotically normal
√
n-consistent estimator (in the
semiparametric model) would have to satisfy the Cramér-Rao lower bound for each of
the parametric submodels. Thus one cannot hope to have an estimator with asymptotic
variance smaller than the supremum of the Cramér-Rao lower bounds corresponding to
all the parametric submodels. This supremum is known as the efficiency bound for a
semiparametric model; see Section 3.4.1 for the calculation of the efficiency bound for
(1.3).
Under some regularity conditions, we show that θ̂ is an asymptotically normal
√
n-








where Ĩθ0,m0 is the efficient information matrix (the inverse of the efficient variance
bound) and Hθ0 defines a local parametrization
2 of Sd−1 at θ0 and depends only on θ0;
see Theorem 16 and Section 3.8.1 for the structure of Hθ0 .
2Since θ̂ and θ0 both lie on S
d−1 (a d− 1 dimensional manifold in Rd) to study the limiting behavior
of
√
n(θ̂ − θ0), we need to consider a local parametrization of Sd−1 around θ0 and the limiting variance
covariance matrix of
√
n(θ̂ − θ0) is singular.
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1.2.2 Convex single index models
In Chapter 4, we consider model (1.2) with the assumption that m0 is shape constrained,
namely, m0 is convex. This assumption is motivated by the fact that in a wide range
of applications in various fields the link function is known to be convex or concave. For
example, in microeconomics, production functions are often supposed to be concave and
component-wise non-decreasing; concavity indicates decreasing marginal returns. Also
utility functions are often assumed to be concave (decreasing marginal utility); see [Li
and Racine, 2007].
Shape constrained inference has a long history in the statistical literature dating
back to the seminal papers [Grenander, 1956], [Hildreth, 1954], and [Brunk, 1955]. In
the case of convex univariate regression the properties of the least squares estimator are
well-studied; see [Hildreth, 1954; Hanson and Pledger, 1976; Groeneboom et al., 2001;
Dümbgen et al., 2004], and [Guntuboyina and Sen, 2013] for consistency, local and global
rates of convergence, and computational aspects of the least squares estimator.
A drawback of the convex shape constrained least squares estimator is that it is
piecewise linear. Quite often in practice a smooth estimator is preferred. A natural
way to obtain smooth convex is by penalizing the least squares loss with a penalty on
the roughness of the convex function through the integrated squared second derivative
(as in (1.3)). For univariate convex regression [Elfving and Andersson, 1988] provide a
characterization for the constrained penalized least squares estimator while [Mammen
and Thomas-Agnan, 1999] provide their rates of convergence. In the following section,
we consider the penalized least squares estimator of (m0, θ0) and get back to the least
squares estimator of (θ0,m0) in Section 1.2.2.2
1.2.2.1 Penalized least squares estimator
Let {(xi, yi)}1≤i≤n denote an i.i.d. sample from (1.2). We propose the following penalized
least squares estimator of (m0, θ0):
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where the minimization is over the class of all absolutely continuously differentiable
convex functions MS , i.e.,
MS := S ∩ {m : R→ R|m is convex}
and S is defined in (1.4). For each θ ∈ Θ, we can define (similar to (1.5)) and compute
(see [Elfving and Andersson, 1988]) the “profiled” estimate:
m̂θ,MS := arg min
m∈MS
Ln(m, θ, λ̂n)
and then obtain θ̂ by minimizing θ 7→ Ln(m̂θ,MS , θ, λ̂n) over Θ.
Under conditions similar to those in Section 1.2.1 and the additional assumption that
m0 is convex, in Theorems 21–23, we show that
‖m̂ ◦ θ̂ −m0 ◦ θ0‖ = Op(λ̂n), |θ̂ − θ0| = Op(λ̂n),
‖m̂ ◦ θ0 −m0 ◦ θ0‖ = Op(λ̂n),
where ‖ · ‖ and m ◦ θ are as defined in Section 1.2.1. In addition to the consistency of
(m̂, θ̂), we show that m̂′ is a good estimator of m′0 (Theorem 24), i.e.,
‖m̂′ ◦ θ0 −m′0 ◦ θ0‖ = Op(λ̂1/2n ).
Under further regularity conditions on m0, we show that θ̂ is the “best” semipara-
metric estimator in the sense of the limiting variance. We show that the efficiency bound
for any regular estimator ([Bickel et al., 1993]) in model (1.2) when m0 is convex and
smooth is the same as that when m0 is just assumed to be smooth; see Section 4.5.1.
Formally, in Theorem 29, we show that
√
n(θ̂ − θ0)




where Hθ0 and Ĩθ0,m0 are the same as in Section 1.2.1. It must be noted that the penalized
estimator discussed here is similar to the one proposed in [Murphy et al., 1999] for the
current status regression model where the link function is assumed to be monotone.
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1.2.2.2 Least squares estimators
We now consider least squares estimators of (m0, θ0) in (1.2) under convexity constraint.
First, consider the following least squares estimator,







where C is the class of all convex functions, i.e.,
C := {m : R→ R|m is convex}.
The above minimizer is well-defined and can be computed easily using a quadratic pro-
gram (with linear constraints). However it is difficult to study the estimator theoreti-
cally. The difficulty can be attributed to the inconsistency of m† at the “boundary” of
its domain; it is well-known that shape constrained estimates can be inconsistent at the
boundary ([Woodroofe and Sun, 1993]). In single index models the inconsistency of m†
at the boundary affects the estimation of θ0 as θ0 and m0 are intertwined (as opposed
to a partially linear model).
To fix the the “boundary problem” of m†, we propose a Lipschitz constrained least
squares estimator for (m0, θ0), defined as








ML := C ∩ {m : R→ R|m is uniformly Lipschitz with Lipschitz constant L}.
As in Sections 1.2.1 and 1.2.2.1, we can compute (m̌, θ̌) by first computing the “profiled”
loss and then by minimizing it over Θ, i.e.,

















For each θ ∈ Θ, mθ,ML is the solution of a quadratic program with linear constraints
and can be computed easily. Even though the function θ 7→ 1n
∑n
i=1(yi−mθ,ML(θ>xi))2
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is not convex the algorithm implemented in simest performs well in finding the optima
for moderately large dimensions (d ≈ 100).
If the true link function m0 is uniformly Lipschitz with Lipschitz constant L0 and
L ≥ L0 we show that m̌ and θ̌ are consistent estimators of m0 and θ0, respectively, i.e.,
‖m̌ ◦ θ̌ −m0 ◦ θ0‖ = Op(n−2/5), |θ̌ − θ0| = Op(n−2/5),
‖m̌ ◦ θ0 −m0 ◦ θ0‖ = Op(n−2/5);
see Theorems 25–27. Note that both the prediction error for (1.2) and estimation error
of m̌ are of the optimal order ([Stone, 1980]) for convex function estimation. Moreover
(under additional smoothness assumptions on m0) we show that the right derivative of
m̌ converges to the derivative of m0, i.e.,
‖m̌′ ◦ θ̌ −m′0 ◦ θ̌‖ = Op(n−2/15);
see Theorem 28.








where Hθ0 and Ĩθ0,m0 are the same as in Sections 1.2.1 and 1.2.2.1.
Observe that (1.6), (1.7), and (1.8) suggest that, asymptotically, convexity of m0
does not help us in estimating θ0. However, this should not discourage the use of con-
vexity/concavity constraints in single index models for the following two reasons. First,
the efficiency bounds are asymptotic in nature and they might not quantify the finite
sample performance of the estimators. Secondly, shape constraints can be very useful
as they may provide improved finite sample performance and interpretability of m̂ or m̌
(and θ̂ or θ̌), especially when the “signal-to-noise” ratio is low; see Figure 1.3 for such
an illustration.




































































































Figure 1.3: Plot of estimators of m0 proposed in Sections 1.2.1, 1.2.2.1, and 1.2.2.2.
Here we have 100 i.i.d. samples from Y = − log(θ>0 X) + N(0, .52), where X ∼
Uniform[2, 10]3 and θ0 = (0.58, 0.58, 0.58). The estimates for θ0: in Section 1.2.1 (just un-
der smoothness) is (0.86, 0.44, 0.25), in Section 1.2.2.1 (under smoothness and convexity)





Estimation of a Two-component
Mixture Model with Applications
to Multiple Testing1
We consider a two-component mixture model with one known component. We develop
methods for estimating the mixing proportion and the unknown distribution nonpara-
metrically, given i.i.d. data from the mixture model, using ideas from shape restricted
function estimation. We establish the consistency of our estimators. We find the rate of
convergence and asymptotic limit of the estimator for the mixing proportion. Completely
automated distribution-free honest finite sample lower confidence bounds are developed for
the mixing proportion. Connection to the problem of multiple testing is discussed. The
identifiability of the model, and the estimation of the density of the unknown distribution
are also addressed. We compare the proposed estimators, which are easily implementable,
with some of the existing procedures through simulation studies and analyse two data sets,
one arising from an application in astronomy and the other from a microarray experi-
ment.
Keywords: Cramér-von Mises statistic, cross-validation, functional delta method, iden-
tifiability, local false discovery rate, lower confidence bound, microarray experiment,
1Joint work with Bodhisattva Sen.
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projection operator, shape restricted function estimation.
2.1 Introduction
Consider a mixture model with two components, i.e.,
F (x) = αFs(x) + (1− α)Fb(x), (2.1)
where the cumulative distribution function (CDF) Fb is known, but the mixing propor-
tion α ∈ [0, 1] and the CDF Fs ( 6= Fb) are unknown. Given a random sample from F ,
we wish to (nonparametrically) estimate Fs and the parameter α.
This model appears in many contexts. In multiple testing problems (microarray anal-
ysis, neuroimaging) the p-values, obtained from the numerous (independent) hypotheses
tests, are uniformly distributed on [0,1], under H0, while their distribution associated
with H1 is unknown; see e.g., [Efron, 2010] and [Robin et al., 2007]. Translated to the
setting of (2.1), Fb is the uniform distribution and the goal is to estimate the proportion
of false null hypotheses α and the distribution of the p-values under the alternative.
In addition, a reliable estimator of α is important when we want to assess or control
multiple error rates, such as the false discovery rate of [Benjamini and Hochberg, 1995].
In contamination problems, the distribution Fb, for which reasonable assumptions
can be made, may be contaminated by an arbitrary distribution Fs, yielding a sample
drawn from F as in (2.1); see e.g., [McLachlan and Peel, 2000]. For example, in astron-
omy, such situations arise quite often: when observing some variable(s) of interest (e.g.,
metallicity, radial velocity) of stars in a distant galaxy, foreground stars from the Milky
Way, in the field of view, contaminate the sample; the galaxy (“signal”) stars can be
difficult to distinguish from the foreground stars as we can only observe the stereographic
projections and not the three dimensional position of the stars (see [Walker et al., 2009]).
Known physical models for the foreground stars help us constrain Fb, and the focus is on
estimating the distribution of the variable for the signal stars, i.e., Fs. We discuss such
an application in more detail in Section 2.9.2. Such problems also arise in High Energy
physics where often the signature of new physics is evidence of a significant-looking peak
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at some position on top of a rather smooth background distribution; see e.g., [Lyons,
2008].
Most of the previous work on this problem assume some constraint on the form of
the unknown distribution Fs, e.g., it is commonly assumed that the distributions belong
to certain parametric models, which lead to techniques based on maximum likelihood
(see e.g., [Cohen, 1967] and [Lindsay, 1983]), minimum chi-square (see e.g., [Day, 1969]),
method of moments (see e.g., [Lindsay and Basak, 1993]), and moment generating func-
tions (see e.g., [Quandt and Ramsey, 1978]). [Bordes et al., 2006] assume that both the
components belong to an unknown symmetric location-shift family. [Jin, 2008] and [Cai
and Jin, 2010] use empirical characteristic functions to estimate Fs under a semipara-
metric normal mixture model. In multiple testing, this problem has been addressed by
various authors and different estimators and confidence bounds for α have been pro-
posed in the literature under certain assumptions on Fs and its density, see e.g., [Storey,
2002], [Genovese and Wasserman, 2004], [Meinshausen and Rice, 2006], [Meinshausen
and Bühlmann, 2005], [Celisse and Robin, 2010] and [Langaas et al., 2005]. For the sake
of brevity, we do not discuss the above references here but come back to this application
in Section 2.7.
In this paper we provide a methodology to estimate α and Fs (nonparametrically),
without assuming any constraint on the form of Fs. The main contributions of our paper
can be summarised in the following.
• We investigate the identifiability of (2.1) in complete generality.
• When F is a continuous CDF, we develop an honest finite sample lower confidence
bound for the mixing proportion α. We believe that this is the first attempt
to construct a distribution-free lower confidence bound for α that is also tuning
parameter-free.
• Two different estimators of α are proposed and studied. We derive the rate of
convergence and asymptotic limit for one of the proposed estimators.
• A nonparametric estimator of Fs using ideas from shape restricted function estima-
tion is proposed and its consistency is proved. Further, if Fs has a non-increasing
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density fs, we can also consistently estimate fs.
The paper is organised as follows. In Section 2.2 we address the identifiability of
the model given in (2.1). In Section 2.3 we propose an estimator of α and investigate
its theoretical properties, including its consistency, rate of convergence and asymptotic
limit. In Section 2.4 we develop a completely automated distribution-free honest finite
sample lower confidence bound for α. As the performance of the estimator proposed
in Section 2.3 depends on the choice of a tuning parameter, in Section 2.5 we study a
tuning parameter-free heuristic estimator of α. We discuss the estimation of Fs and its
density fs in Section 2.6. Connection to the multiple testing problem is developed in
Section 2.7. In Section 2.8 we compare the finite sample performance of our procedures,
including a plug-in and cross-validated choice of the tuning parameter for the estimator
proposed in Section 2.3, with other methods available in the literature through simulation
studies, and provide a clear recommendation to the practitioner. Two real data examples,
one arising in astronomy and the other from a microarray experiment, are analysed in
Section 2.9. Appendix 2.14 gives the proofs of the results in the paper.
2.2 The model and identifiability
2.2.1 When α is known
Suppose that we observe an i.i.d. sample X1, X2, . . . , Xn from F as in (2.1). If α ∈ (0, 1]
were known, a naive estimator of Fs would be
F̂αs,n =
Fn − (1− α)Fb
α
, (2.2)
where Fn is the empirical CDF of the observed sample, i.e., Fn(x) =
∑n
i=1 1{Xi ≤ x}/n.
Although this estimator is consistent, it does not satisfy the basic requirements of a
CDF: F̂αs,n need not be non-decreasing or lie between 0 and 1. This naive estimator
can be improved by imposing the known shape constraint of monotonicity. This can be
accomplished by minimising∫





{W (Xi)− F̂αs,n(Xi)}2 (2.3)
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over all CDFs W . Let F̌αs,n be a CDF that minimises (2.3). The above optimisation
problem is the same as minimising ‖θ −V‖2 over θ = (θ1, . . . , θn) ∈ Θinc where
Θinc = {θ ∈ Rn : 0 ≤ θ1 ≤ θ2 ≤ . . . ≤ θn ≤ 1},
V = (V1, V2, . . . , Vn), Vi := F̂
α
s,n(X(i)), i = 1, 2, . . . , n, X(i) being the i-th order statistic of
the sample, and ‖·‖ denotes the usual Euclidean norm in Rn. The estimator θ̂ is uniquely
defined by the projection theorem (see e.g., Proposition 2.2.1 on page 88 of [Bertsekas,
2003]); it is the Euclidean projection of V on the closed convex set Θinc ⊂ Rn. θ̂ is
related to F̌αs,n via F̌
α
s,n(X(i)) = θ̂i, and can be easily computed using the pool-adjacent-
violators algorithm (PAVA); see Section 1.2 of [Robertson et al., 1988]. Thus, F̌αs,n is
uniquely defined at the data points Xi, for all i = 1, . . . , n, and can be defined on the
entire real line by extending it to a piece-wise constant right continuous function with
possible jumps only at the data points. The following result, derived easily from Chapter
1 of [Robertson et al., 1988], characterises F̌αs,n.
Lemma 1. Let F̃αs,n be the isotonic regression (see e.g., page 4 of [Robertson et al.,
1988]) of the set of points {F̂αs,n(X(i))}ni=1. Then F̃αs,n is characterised as the right-hand





restriction of F̃αs,n to [0, 1], i.e., F̌
α
s,n = min{max{F̃αs,n, 0}, 1}, minimises (2.3) over all
CDFs.
Isotonic regression and the PAVA are very well studied in the statistical literature
with many text-book length treatments; see e.g., [Robertson et al., 1988] and [Barlow et
al., 1972]. If skillfully implemented, PAVA has a computational complexity of O(n) (see
[Grotzinger and Witzgall, 1984]).
2.2.2 Identifiability of Fs
When α is unknown, the problem is considerably harder; in fact, it is non-identifiable.
If (2.1) holds for some Fb and α then the mixture model can be re-written as









+ (1− α− γ)Fb,
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for 0 ≤ γ ≤ 1 − α, and the term (αFs + γFb)/(α+ γ) can be thought of as the non-
parametric component. A trivial solution occurs when we take α + γ = 1, in which
case (2.3) is minimised when W = Fn. Hence, α is not uniquely defined. To handle the
identifiability issue, we redefine the mixing proportion as
α0 := inf {γ ∈ (0, 1] : [F − (1− γ)Fb]/γ is a CDF} . (2.4)
Intuitively, this definition makes sure that the “signal” distribution Fs does not include
any contribution from the known “background” Fb.
In this paper we consider the estimation of α0 as defined in (2.4). Identifiability
of mixture models has been discussed in many papers, but generally with parametric
assumptions on the model. [Genovese and Wasserman, 2004] discuss identifiability when
Fb is the uniform distribution and F has a density. [Hunter et al., 2007] and [Bordes
et al., 2006] discuss identifiability for location shift mixtures of symmetric distributions.
Most authors try to find conditions for the identifiability of their model, while we go a
step further and quantify the non-identifiability by calculating α0 and investigating the
difference between α and α0. In fact, most of our results are valid even when (2.1) is
non-identifiable.
Suppose that we start with a fixed Fs, Fb and α satisfying (2.1). As seen from
the above discussion we can only hope to estimate α0, which, from its definition in
(2.4), is smaller than α, i.e., α0 ≤ α. A natural question that arises now is: under
what condition(s) can we guarantee that the problem is identifiable, i.e., α0 = α? The
following lemma gives the connection between α and α0.
Lemma 2. Let F be as in (2.1) and α0 as defined in (2.4). Then
α0 = α− sup {0 ≤ ε ≤ 1 : αFs − εFb is a sub-CDF} , (2.5)
where sub-CDF is a non-decreasing right-continuous function taking values between 0
and 1. In particular, α0 < α if and only if there exists ε ∈ (0, 1) such that αFs − εFb is
a sub-CDF. Furthermore, α0 = 0 if and only if F = Fb.
In the following we separately identify α0 for any distribution, be it continuous or
discrete or a mixture of the two, with a series of lemmas proved in Appendix 2.11. By
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an application of the Lebesgue decomposition theorem in conjunction with the Jordan
decomposition theorem (see page 142, Chapter V, Section 3a∗ of [Feller, 1971]), we have
that any CDF G can be uniquely represented as a weighted sum of a piecewise constant
CDF G(d), an absolutely continuous CDF G(a), and a continuous but singular CDF G(s),
i.e., G = η1G
(a) + η2G
(d) + η3G
(s), where ηi ≥ 0, for i = 1, 2, 3, and η1 + η2 + η3 = 1.
However, from a practical point of view, we can assume η3 = 0, since singular functions
almost never occur in practice; see e.g., [Parzen, 1960]. Hence, we may assume
G = ηG(a) + (1− η)G(d), (2.6)
where (1 − η) is the sum total of all the point masses of G. Let d(G) denote the set
of all jump discontinuities of G, i.e., d(G) = {x ∈ R : G(x) − G(x−) > 0}. Let us
define JG : d(G)→ [0, 1] to be a function defined only on the jump points of G such that
JG(x) = G(x)−G(x−) for all x ∈ d(G). The following result addresses the identifiability
issue when both Fs and Fb are discrete CDFs.
Lemma 3. Let Fs and Fb be discrete CDFs. If d(Fb) 6⊂ d(Fs), then α0 = α, i.e., (2.1) is




. Thus, α0 = α
if and only if infx∈d(Fb) JFs(x)/JFb(x) = 0.
Next, let us assume that both Fs and Fb are absolutely continuous CDFs.
Lemma 4. Suppose that Fs and Fb are absolutely continuous, i.e., they have densities
fs and fb, respectively. Then
α0 = α
{




where, for any function g, ess inf g = sup{a ∈ R : m({x : g(x) < a}) = 0}, m being the
Lebesgue measure. As a consequence, α0 < α if and only if there exists c > 0 such that
fs ≥ cfb, almost everywhere w.r.t. m.
The above lemma states that if there does not exist any c > 0 for which fs(x) ≥
cfb(x), for almost every x, then α0 = α and we can estimate the mixing proportion
correctly. Note that, in particular, if the support of Fs is strictly contained in that of
Fb, then the problem is identifiable and we can estimate α.
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In Appendix 2.11 we apply the above two lemmas to two discrete (Poisson and bino-
mial) distributions and two absolutely continuous (exponential and normal) distributions
to obtain the exact relationship between α and α0. In the following lemma, proved in
greater generality in Appendix 2.11, we give conditions under which a general CDF F ,
that can be represented as in (2.6), is identifiable.
Lemma 5. Suppose that F = κF (a) + (1 − κ)F (d), where F (a) is an absolutely contin-
uous CDF and F (d) is a piecewise constant CDF, for some κ ∈ (0, 1). Then (2.1) is
identifiable, if either F (a) or F (d) are identifiable.
2.3 Estimation
2.3.1 Estimation of the mixing proportion α0
In this section we consider the estimation of α0 as defined in (2.5). For the rest of the
paper, unless otherwise noted, we assume
X1, X2, . . . , Xn is an i.i.d. sample from F as in (2.1).
Recall the definitions of F̂ γs,n and F̌
γ
s,n, for γ ∈ (0, 1]; see (2.2) and (2.3). When
γ = 1, we have F̂ γs,n = Fn = F̌ γs,n as F̂ γs,n (for γ = 1) is a CDF. Whereas, when γ is much
smaller than α0 the regularisation of F̂
γ





different. We would like to compare the naive and isotonised estimators F̂ γs,n and F̌
γ
s,n,
respectively, and choose the smallest γ for which their distance is still small. This leads
to the following estimator of α0:
α̂cn0 = inf
{





where cn is a sequence of constants and dn stands for the L2(Fn) distance, i.e., if g, h :
R→ R are two functions, then d2n(g, h) =
∫
{g(x)− h(x)}2 dFn(x). It is easy to see that
dn(Fn, γF̌ γs,n + (1− γ)Fb) = γdn(F̂ γs,n, F̌ γs,n).











s,n) = dn(Fn, Fb). (2.8)
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This convention is followed in the rest of the paper.
The choice of cn is important, and in the following sections we address this issue in
detail. We derive conditions on cn that lead to consistent estimators of α0. We will also
show that particular (distribution-free) choices of cn will lead to honest lower confidence
bounds for α0.
Next, we prove a result which implies that, in the multiple testing problem, estimators
of α0 do not depend on whether we use p-values or z-values to perform our analysis. Let
Ψ : R→ R be a known continuous non-decreasing function. We define Ψ−1(y) := inf{t ∈
R : y ≤ Ψ(t)}, and Yi := Ψ−1(Xi). It is easy to see that Y1, Y2, . . . , Yn is an i.i.d. sample
from G := αFs ◦ Ψ + (1 − α)Fb ◦ Ψ. Suppose now that we work with Y1, Y2, . . . , Yn,
instead of X1, X2, . . . , Xn, and want to estimate α. We can define α
Y
0 as in (2.4) but
with {G,Fb◦Ψ} instead of {F, Fb}. The following result shows that α0 and its estimators
proposed in this paper are invariant under such monotonic transformations.
Theorem 1. Let Gn be the empirical CDF of Y1, Y2, . . . , Yn. Also, let Ĝs,n and Ǧγs,n
be as defined in (2.2) and (2.3), respectively, but with {Gn, Fb ◦ Ψ} instead of {Fn, Fb}.










s,n) for all γ ∈ (0, 1].
2.3.2 Consistency of α̂cn0












 0, γ − α0 ≥ 0,> 0, γ − α0 < 0. (2.9)










The following result shows that for a broad range of choices of cn, our estimation
procedure is consistent.
Theorem 2. If cn = o(
√
n) and cn →∞, then α̂cn0
P→ α0.
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A proper choice of cn is important and crucial for the performance of α̂
cn
0 . We sug-
gest doing cross-validation to find the optimal tuning parameter cn. In Section 2.8.2.1
we detail this approach and illustrate its good finite sample performance through sim-
ulation examples; see Tables 2.2-2.5, Section 2.8.2.4, and Appendix 2.12. However,
cross-validation can be computationally expensive. Another useful choice for cn is to
take cn = 0.1 log log n. After extensive simulations, we observe that cn = 0.1 log log n has
good finite sample performance for estimating α0; see Section 2.8 and Appendix 2.12 for
more details.
2.3.3 Rate of convergence and asymptotic limit
We first discuss the case α0 = 0. In this situation, under minimal assumptions, we show
that as the sample size grows, α̂cn0 exactly equals α0 with probability converging to 1.
Lemma 8. When α0 = 0, if cn →∞ as n→∞, then P (α̂cn0 = 0)→ 1.
For the rest of this section we assume that α0 > 0. The following theorem gives the
rate of convergence of α̂cn0 .
Theorem 3. Let rn :=
√
n/cn. If cn →∞ and cn = o(n1/4) as n →∞, then rn(α̂cn0 −
α0) = OP (1).
The proof of the above result is involved and we give the details in Appendix 2.14.9.
Remark 1. [Genovese and Wasserman, 2004] show that the estimators of α0 pro-
posed by [Hengartner and Stark, 1995] and [Swanepoel, 1999] have convergence rates
of (n/ log n)1/3 and n2/5/(log n)δ, for δ > 0, respectively. Morover, both results require
smoothness assumptions on F – [Hengartner and Stark, 1995] require F to be concave
with a density that is Lipschitz of order 1, while [Swanepoel, 1999] requires even stronger
smoothness conditions on the density. [Nguyen and Matias, 2013] prove that when the
density of Fα0s vanishes at a set of points of measure zero and satisfies certain regularity
assumptions, then any
√
n-consistent estimator of α0 will not have finite variance in the
limit (if such an estimator exists).
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We can take rn =
√
n/cn arbitrarily close to
√
n by choosing cn that increases to
infinity very slowly. If we take cn = log log n, we get an estimator that has a rate of
convergence
√
n/ log logn. In fact, as the next result shows, rn(α̂
cn
0 − α0) converges to
a degenerate limit. In Section 2.8.2, we analyse the effect of cn on the finite sample
performance of α̂cn0 for estimating α0 through simulations and advocate a proper choice
of the tuning parameter cn.





where c < 0 is a constant that depends on α0, F and Fb.
2.4 Lower confidence bound for α0
The asymptotic limit of the estimator α̂cn0 discussed in Section 2.3 depends on unknown
parameters (e.g., α0, F ) in a complicated fashion and is of little practical use. Our goal
in this sub-section is to construct a finite sample (honest) lower confidence bound α̂L
with the property
P (α0 ≥ α̂L) ≥ 1− β, (2.10)
for a specified confidence level (1− β) (0 < β < 1), that is valid for any n and is tuning
parameter free. Such a lower bound would allow one to assert, with a specified level of
confidence, that the proportion of “signal” is at least α̂L.
It can also be used to test the hypothesis that there is no “signal” at level β by
rejecting when α̂L > 0. The problem of no “signal’ is known as the homogeneity prob-
lem in the statistical literature. It is easy to show that α0 = 0 if and only if F = Fb.
Thus, the hypothesis of no “signal” or homogeneity can be addressed by testing whether
α0 = 0 or not. There has been a considerable amount of work on the homogeneity prob-
lem, but most of the papers make parametric model assumptions. [Lindsay, 1995] is an
authoritative monograph on the homogeneity problem but the components are assumed
to be from a known exponential family. [Walther, 2001] and [Walther, 2002] discuss the
homogeneity problem under the assumption that the densities are log-concave. [Donoho
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and Jin, 2004] and [Cai and Jin, 2010] discuss the problem of detecting sparse het-
erogeneous mixtures under parametric settings using the ‘higher criticism’ statistic; see
Appendix 2.13 for more details.
It will be seen that our approach will lead to an exact lower confidence bound when
α0 = 0, i.e., P (α̂L = 0) = 1− β. The methods of [Genovese and Wasserman, 2004] and
[Meinshausen and Rice, 2006] usually yield conservative lower bounds.
Theorem 5. Let Hn be the CDF of
√
ndn(Fn, F ). Let α̂L be defined as in (2.7) with
cn = H
−1
n (1 − β). Then (2.10) holds. Furthermore if α0 = 0, then P (α̂L = 0) = 1 − β,
i.e., it is an exact lower bound.
The proof of the above theorem can be found in Appendix 2.14.13. Note that Hn is
distribution-free (i.e., it does not depend on Fs and Fb) when F is a continuous CDF and
can be readily approximated by Monte Carlo simulations using a sample of uniforms. For
moderately large n (e.g., n ≥ 500) the distribution Hn can be very well approximated
by that of the Cramér-von Mises statistic, defined as
√
nd(Fn, F ) :=
√∫
n{Fn(x)− F (x)}2dF (x).
Letting Gn be the CDF of
√
nd(Fn, F ), we have the following result.
Theorem 6. supx∈R |Hn(x)−Gn(x)| → 0 as n→∞.
Hence in practice, for moderately large n, we can take cn to be the (1−β)-quantile of
Gn or its asymptotic limit, which are readily available (e.g., see [Anderson and Darling,
1952]). When F is a continuous CDF, the asymptotic 95% quantile of Gn is 0.6792, and
is used in our data analysis. Note that






s,n) ≥ H−1n (1− β)).
The following theorem gives the explicit asymptotic limit of P (α0 ≥ α̂L) but it is not
useful for practical purposes as it involves the unknown Fα0s and F .







d→ U, where U is a random
variable whose distribution depends only on α0, F, and Fb.
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The proof of the above theorem and the explicit from of U can be found in Ap-
pendix 2.14. The proof of Theorem 6 and a detailed discussion on the performance of
the lower confidence bound for detecting heterogeneity in the moderately sparse signal
regime considered in [Donoho and Jin, 2004] can be found in Appendix 2.13.
2.5 A heuristic estimator of α0
In simulations, we observe that the finite sample performance of (2.7) is affected by the
choice of cn (for an extensive simulation study on this see Section 2.8.2). This motivates
us to propose a method to estimate α0 that is completely automated and has good finite
sample performance. We start with a lemma that describes the shape of our criterion






















we see that for γ ≥ α0, the second term in the right hand side is a CDF. Thus, for
γ ≥ α0, F̂ γs,n is very close to a CDF as Fn − F = OP (n−1/2), and hence F̌ γs,n should
also be close to F̂ γs,n. Whereas, for γ < α0, F̂
γ










s,n) should have a slowly decreasing segment to the right of α0 and
a steeply non-increasing segment to the left of α0. Fig. 2.1 shows two typical such plots




s,n), where the left panel corresponds to a mixture of N(2, 1)
with N(0, 1) (setting I) and in the right panel we have a mixture of Beta(1,10) and
Uniform(0, 1) (setting II). We will use these two settings to illustrate our methodology
in the rest of this section and also in Section 2.8.1.
Using the above heuristics, we can see that the “elbow” of the function should provide
a good estimate of α0; it is the point that has the maximum curvature, i.e., the point
where the second derivative is maximal. We denote this estimator by α̃0. Notice that
both the estimators α̃0 and α̂
cn




s,n), as a function of γ, albeit
they look at two different aspects of the function.
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γ


















s,n) (in solid blue) overlaid with its (scaled) second deriva-
tive (in dashed red) for α0 = 0.1 and n = 5000. Left panel: setting I; right panel: setting
II.










s,n) as γ varies between 0 and 1. In most cases, plots similar to
Fig. 2.1 would immediately convey to the practitioner the most appropriate choice of α̃0.
In some cases though, there can be multiple peaks in the second derivative, in which case
some discretion on the part of the practitioner might be required. It must be noted that
the idea of finding the point where the second derivative is large to detect an “elbow”
or “knee” of a function is not uncommon; see e.g., [Salvador and Chan, 2004]. However,
in Section 2.8.2.4 and Appendix 2.12, we show some simulation examples where α̃0 fails





2.6 Estimation of the distribution function and its density
2.6.1 Estimation of Fs
Let us assume for the rest of this section that (2.1) is identifiable, i.e., α = α0, and α0 > 0.
Thus Fα0s = Fs. Once we have a consistent estimator α̌n (which may or may not be α̂
cn
0
as discussed in the previous sections) of α0, a natural nonparametric estimator of Fs is
F̌ α̌ns,n , defined as the minimiser of (2.3). In the following theorem we show that, indeed,
F̌ α̌ns,n is uniformly consistent for estimating Fs. We also derive the rate of convergence of
F̌ α̌ns,n .
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Theorem 8. Suppose that α̌n
P→ α0. Then, as n → ∞, supx∈R |F̌ α̌ns,n(x) − Fs(x)|
P→ 0.
Furthermore, if qn(α̌n − α0) = OP (1), where qn = o(
√
n), then supx∈R qn|F̌ α̌ns,n(x) −










for a function Q : R→ R and a constant c > 0 depending only on α0, F , and Fb.





P→ 0 as n→∞. Left
panel of Fig. 2.2 shows our estimator F̌ α̌ns,n along with the true Fs for the same data set
used in the right panel of Fig. 2.1.























Figure 2.2: Left panel: Plots of F̌ α̃0s,n (in dashed red), F
†
s,n (in solid blue) and Fs (in
dotted black) for setting II; right panel: plots of f †s,n (in dashed red) and fs (in solid
blue) for setting II.
2.6.2 Estimating the density of Fs
Suppose now that Fs has a density fs. Obtaining nonparametric estimators of fs can be
difficult as it requires smoothing and usually involves the choice of tuning parameter(s)
(e.g., smoothing bandwidths), and especially so in our set-up.
In this sub-section we describe a tuning parameter free approach to estimating fs,
under the additional assumption that fs is non-increasing. The assumption that fs is
non-increasing, i.e., Fs is concave on its support, is natural in many situations (see
Section 2.7 for an application in the multiple testing problem) and has been investigated
by several authors, including [Grenander, 1956], [Langaas et al., 2005] and [Genovese
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and Wasserman, 2004]. Without loss of generality, we assume that fs is non-increasing
on [0,∞).
For a bounded function g : [0,∞) → R, let us represent the least concave majorant
(LCM) of g by LCM [g]. Thus, LCM [g] is the smallest concave function that lies above
g. Define F †s,n := LCM [F̌ α̌ns,n ]. Note that F
†
s,n is a valid CDF. We can now estimate fs by
f †s,n, where f
†
s,n is the piece-wise constant function obtained by taking the left derivative




s,n are consistent estimators
of their population versions.











Computing F †s,n and f
†
s,n are straightforward, an application of the PAVA gives both
the estimators; see e.g., Chapter 1 of [Robertson et al., 1988]. In Fig. 2.2 the left panel
shows the LCM F †s,n whereas the right panel shows its derivative f
†
s,n along with the true
density fs for the same data set used in the right panel of Fig. 2.1.
2.7 Multiple testing problem
The problem of estimating the proportion of false null hypotheses α0 is of interest in
situations where a large number of hypothesis tests are performed. Recently, various
such situations have arisen in applications. One major motivation is in estimating the
proportion of genes that are differentially expressed in deoxyribonucleic acid (DNA)
microarray experiments. However, estimating the proportion of true null hypotheses is
also of interest, for example, in functional magnetic resonance imaging (see [Turkheimer
et al., 2001]) and source detection in astrophysics (see [Miller et al., 2001]).
Suppose that we wish to test n null hypotheses H01, H02, . . . ,H0n on the basis of a
data set X. Let Hi denote the (unobservable) binary variable that is 0 if H0i is true,
and 1 otherwise, i = 1, . . . , n. We want a decision rule D that will produce a decision
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of “null” or “non-null” for each of the n cases. In their seminal work, [Benjamini and
Hochberg, 1995] argued that an important quantity to control is the false discovery rate
(FDR) and proposed a procedure with the property FDR ≤ β(1 − α0), where β is the
user-defined level of the FDR procedure. When α0 is significantly bigger than 0 an
estimate of α0 can be used to yield a procedure with FDR approximately equal to β and
thus will result in an increased power. This is essentially the idea of the adapted control
of FDR (see [Benjamini and Hochberg, 2000]). See [Storey, 2002], [Black, 2004], [Langaas
et al., 2005], [Benjamini et al., 2006], and [Donoho and Jin, 2004] for a discussion on the
importance of efficient estimation of α0 and some proposed estimators.
Our method can be directly used to yield an estimator of α0 that does not require the
specification of any tuning parameter, as discussed in Section 2.5. We can also obtain a
completely nonparametric estimator of Fs, the distribution of the p-values arising from
the alternative hypotheses. Suppose that Fb has a density fb and Fs has a density fs.
To keep the following discussion more general, we allow fb to be any known density,
although in most multiple testing applications we will take fb to be Uniform(0, 1). The
local false discovery rate (LFDR) is defined as the function l : (0, 1)→ [0,∞), where




and f(x) = α0fs(x) + (1− α0)fb(x) is the density of the observed p-values. The estima-
tion of the LFDR l is important because it gives the probability that a particular null
hypothesis is true given the observed p-value for the test. The LFDR method can help us
get easily interpretable thresholding methods for reporting the “interesting” cases (e.g.,
l(x) ≤ 0.20). Obtaining good estimates of l can be tricky as it involves the estimation
of an unknown density, usually requiring smoothing techniques; see Section 5 of [Efron,
2010] for a discussion on estimation and interpretation of l. From the discussion in Sec-
tion 2.6.1, under the additional assumption that fs is non-increasing, we have a natural





s,n(x) + (1− α̌n)fb(x)
, for x ∈ (0, 1).
The assumption that fs is non-increasing, i.e., Fs is concave, is quite natural – when the
alternative hypothesis is true the p-value is generally small – and has been investigated
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Table 2.1: Coverage probabilities of nominal 95% lower confidence bounds for the three
methods when n = 1000 and n = 5000.
n = 1000 n = 5000


















0 0.95 0.98 0.93 0.95 0.98 0.93 0.95 0.97 0.93 0.95 0.97 0.93
0.01 0.97 0.98 0.99 0.97 0.97 0.99 0.98 0.98 0.99 0.98 0.98 0.99
0.03 0.98 0.98 0.99 0.98 0.98 0.99 0.98 0.98 0.99 0.98 0.98 0.99
0.05 0.98 0.98 0.99 0.98 0.98 0.99 0.99 0.99 0.99 0.98 0.98 0.99
0.10 0.99 0.99 1.00 0.99 0.98 0.99 0.99 0.99 1.00 0.99 0.98 0.99
by several authors, including [Genovese and Wasserman, 2004] and [Langaas et al., 2005].
2.8 Simulation
To investigate the finite sample performance of the estimators developed in this paper,
we carry out several simulation experiments. We also compare the performance of these
estimators with existing methods. The R language ([R Development Core Team, 2008])
codes used to implement our procedures are available at http://stat.columbia.edu/
~rohit/Code/NPMixModelCode.pdf.
2.8.1 Lower bounds for α0
Although there has been some work on estimation of α0 in the multiple testing set-
ting, [Meinshausen and Rice, 2006] and [Genovese and Wasserman, 2004] are the only
papers we found that discuss methodology for constructing lower confidence bounds
for α0. These procedures are connected and the methods in [Meinshausen and Rice,
2006] are extensions of those proposed in [Genovese and Wasserman, 2004]. The lower
bounds proposed in both the papers approximately satisfy (2.10) and have the form
supt∈(0,1)(Fn(t)− t−ηn,βδ(t))/(1− t), where ηn,β is a bounding sequence for the bounding
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function δ(t) at level β; see [Meinshausen and Rice, 2006]. [Genovese and Wasserman,
2004] use a constant bounding function, δ(t) = 1, with ηn,β =
√
log(2/β)/2n, whereas
[Meinshausen and Rice, 2006] suggest a class of bounding functions but observe that the
standard deviation-proportional bounding function δ(t) =
√
t(1− t) has optimal proper-
ties among a large class of possible bounding functions. We use this bounding function
and a bounding sequence suggested by the authors. We denote the lower bound pro-
posed in [Meinshausen and Rice, 2006] by α̂MRL , the bound in [Genovese and Wasserman,
2004] by α̂GWL , and the lower bound discussed in Section 2.4 by α̂L. To be able to use
the methods of [Meinshausen and Rice, 2006] and [Genovese and Wasserman, 2004] in
setting I, introduced in Section 2.5, we transform the data such that Fb is Uniform(0, 1);
see Section 2.3.1 for the details.
We take α ∈ {0, 0.01, 0.03, 0.05, 0.10} and compare the performance of the three lower
bounds in the two different simulation settings discussed in Section 2.5. For each setting
we take the sample size n to be 1000 and 5000. We present the estimated coverage
probabilities, obtained by averaging over 5000 independent replications, of the lower
bounds for both settings in Table 2.1. We can immediately see from the table that the
bounds are usually quite conservative. However, it is worth pointing out that when
α0 = 0, our method has exact coverage, as discussed in Section 2.4. Also, the fact that
our procedure is simple, easy to implement, and completely automated, makes it very
attractive.
2.8.2 Estimation of α0
In this sub-section, we illustrate and compare the performance of different estimators
of α0 under two sampling scenarios. In scenario A, we proceed as in [Langaas et al.,
2005]. Let Xj = (X1j , X2j , . . . , Xnj), for j = 1, . . . , J , and assume that each Xj ∼
N(µn×1,Σn×n) and that X1,X2, . . . ,XJ are independent. We test H0i : µi = 0 versus
H1i : µi 6= 0 for each i = 1, 2, . . . , n. We set µi to zero for the true null hypotheses,
whereas for the false null hypotheses, we draw µi from a symmetric bi-triangular density
with parameters a = log2(1.2) = 0.263 and b = log2(4) = 2; see page 568 of [Langaas
et al., 2005] for the details. Let xij denote a realisation of Xij and α be the proportion
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of false null hypotheses. Let x̄i =
∑J




j=1(xij − x̄i)2/(J − 1). To
test H0i versus H1i, we calculate a two-sided p-value based on a one-sample t-test, with
pi = 2P (TJ−1 ≥ |x̄i/
√
s2i /J |), where TJ−1 is a t-distributed random variable with J − 1
degrees of freedom.
In scenario B, we generate n+L independent random variables w1, w2, . . . , wn+L from




j=i wj for i = 1, 2, . . . , n. The dependence structure of the
zi’s is determined by L. For example, L = 0 corresponds to the case where the zi’s are
i.i.d. standard normal. Let Xi = zi+mi, for i = 1, 2, . . . , n, where mi = 0 under the null,
and under the alternative, |mi| is randomly generated from Uniform(m∗,m∗ + 1) and
sgn(mi), the sign of mi, is randomly generated from {−1, 1} with equal probabilities.
Here m∗ is a suitable constant that describes the simulation setting. Let 1 − α be the
proportion of true null hypotheses. Scenario B is inspired by the numerical studies in
[Cai and Jin, 2010] and [Jin, 2008].
Figure 2.3: Plots of the means of different estimators of α0, computed over 500 indepen-
dent replications, as the sample size increases from 3000 to 2× 105; left panel: scenario
A with Σ = In×n; right panel: scenario B with L = 0 and m
∗ = 1. The horizontal line
(in dotted blue) indicates the value of α0.
We use α̂S,B0 to denote the estimator proposed by [Storey, 2002] when bootstrapping is
used to choose the required tuning parameter, and denote by α̂S,λ0 the estimator when the
value of the tuning parameter is fixed at λ. [Langaas et al., 2005] proposed an estimator
that is tuning parameter free but crucially uses the known shape constraint of a convex
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and non-increasing fs; we denote it by α̂
L
0 . We evaluate α̂
L
0 using the convest function
in the R library limma. We also use the estimator proposed in [Meinshausen and Rice,
2006] for two bounding functions: δ(t) =
√
t(1− t) and δ(t) = 1. For its implementation,
we must choose a sequence {βn} going to zero as n → ∞. [Meinshausen and Rice,
2006] did not specify any particular choice of {βn} but required the sequence satisfy
some conditions. We choose βn = 0.05/
√
n and denote the estimators by α̂MR0 when
δ(t) =
√
t(1− t) and by α̂GW0 when δ(t) = 1 (see [Genovese and Wasserman, 2004]).
We also compare our results with α̂E0 , the estimator proposed in [Efron, 2007] using the
central matching method, computed using the locfdr function in the R library locfdr.
[Jin, 2008] and [Cai and Jin, 2010] propose estimators when the model is a mixture of
Gaussian distributions; we denote the estimator proposed in Section 2.2 of [Jin, 2008]
by α̂J0 and in Section 3.1 of [Cai and Jin, 2010] by α̂
CJ
0 . Some of the competing methods
require Fb to be of a specific form (e.g., standard normal) in which case we transform
the observed data suitably.
The estimator α̂cn0 depends on the choice of cn and in the following we investigate a
proper choice of cn. We take α0 = 0.1 and evaluate the performance of α̂
τ×log logn
0 for
different values of τ , as n increases, for scenarios A and B. The choice cn = τ × log logn,
for different values of τ , is suggested after extensive simulations. We also include α̃0,
α̂GW0 , α̂
MR
0 , and α̂
J
0 in the comparison. For scenario A, we fix the sample size n at 5000
and Σ = In×n. For scenario B, we fix n = 5 × 104, L = 0, and m∗ = 1. In Fig. 2.3, we
illustrate the effect of cn on estimation of α0 as n varies from 3000 to 10
5. Recall that α̃0
denotes the estimator proposed in Section 2.5. For both scenarios, the sample mean of
the estimators of α0 proposed in this paper converge to the true α0, as the sample size
grows. The methods developed in this paper perform favorably in comparison to α̂GW0 ,
α̂MR0 , and α̂
J
0 . Since, the choice of cn dictates the finite sample performance of α̂
cn
0 , we
propose cross-validation to find an appropriate value of the tuning parameter.
2.8.2.1 Cross-validation
In this sub-section, we use c instead of cn to simplify the notation. In the following
we briefly describe our cross-validation procedure. For a K-fold cross validation, we
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Table 2.2: Means×10 and RMSEs×100 (in parentheses) of estimators discussed in Sec-




















0.10 0.13 0.15 0.13 0.00 0.01 0.09 0.14 0.05 0.16 0.36
(1.00) (1.79) (0.83) (1.00) (0.88) (1.41) (1.50) (5.32) (1.20) (3.70)
0.30 0.30 0.35 0.27 0.02 0.12 0.29 0.29 0.15 0.35 0.36
(1.02) (1.87) (1.01) (2.80) (1.84) (1.41) (1.83) (5.46) (1.26) (3.96)
0.50 0.48 0.51 0.46 0.18 0.26 0.47 0.49 0.26 0.55 0.35
(1.09) (1.9) (1.12) (3.29) (2.46) (1.49) (1.91) (5.73) (1.34) (3.80)
1.00 0.93 0.97 0.93 0.62 0.65 0.95 0.96 0.51 1.02 0.33
(1.35) (1.86) (1.32) (3.88) (3.57) (1.51) (1.94) (7.16) (1.36) (3.73)
Table 2.3: Means×10 and RMSEs×100 (in parentheses) of estimators discussed in




















0.07 0.03 0.04 0.08 0.00 0.00 0.04 0.11 0.19 0.03 0.06
(0.44) (0.67) (0.28) (0.66) (0.66) (0.65) (0.96) (2.96) (0.38) (0.77)
0.20 0.14 0.18 0.16 0.00 0.01 0.08 0.28 0.55 0.07 0.05
(0.73) (0.79) (0.62) (1.98) (1.89) (2.25) (1.33) (4.41) (1.26) (1.28)
0.33 0.25 0.31 0.28 0.02 0.04 0.12 0.48 0.92 0.12 0.05
(0.89) (0.85) (0.95) (3.15) (2.91) (3.83) (1.77) (6.48) (2.14) (1.90)
0.66 0.55 0.62 0.58 0.12 0.14 0.23 0.95 1.83 0.23 0.05
(1.21) (1.00) (1.48) (5.38) (5.25) (7.73) (3.04) (11.98) (4.34) (3.84)
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randomly partition the data into K sets, say D1, . . . ,DK . Let Fkn be the empirical CDF
of the data in Dk. Let α̂c0,−k be the estimator defined in (2.7) using all data except those
in Dk and tuning parameter c. Further, let F̌
α̂c0,−k,−k
s,n be the estimator of Fs as defined
in Lemma 1 using α̂c0,−k and all data except those in Dk. Define the cross-validated
estimator of c as





(Fkn − F̂ k)2dFkn, (2.11)
where F̂ k := α̂c0,−kF̌
α̂c0,−k,−k
s + (1 − α̂c0,−k)Fb. In all simulations in this paper, we use
K = 10 and denote this estimator by α̂CV0 ; see Section 7.10 of [Hastie et al., 2009]
for a more detailed study of cross-validation and a justification for K = 10. Fig. 2.4
illustrates the superior performance of α̂CV0 across different simulation settings; also see
Sections 2.8.2.2 and 2.8.2.4, and Appendix 2.12
2.8.2.2 Performance under independence
In this sub-section, we take α ∈ {0.01, 0.03, 0.05, 0.10} and compare the performance
of the different estimators under the independence setting of scenarios A and B. In
Tables 2.2 and 2.3, we give the mean and root mean squared error (RMSE) of the
estimators over 5000 independent replications. For scenario A, we fix the sample size n
at 5000 and Σ = In×n. For scenario B, we fix n = 5 × 104, L = 0, and m∗ = 1. By an
application of Lemma 4, it is easy to see that in scenario A, the model is identifiable (i.e.,





0 , and α̂
0.1kn
0 for kn = log log n are comparable. However, the RMSEs of α̃0 and




0 , and α̂
L
0 . For scenario B, the sample means of α̃0,
α̂CV0 , and α̂
0.1kn





comparable to the estimators proposed in this paper, as α̂J0 and α̂
CJ
0 estimate α, while
α̃0, α̂
CV
0 , and α̂
cn
0 estimate α0. Note that α̂
L
0 fails to estimate α0 because the underlying
assumption inherent in their estimation procedure, that fs be non-increasing, does not
hold. In scenario A, α̂S,0.50 has the best performance among the different values of λ,









0 perform poorly in both scenarios for all values of α0.
CHAPTER 2. ESTIMATION OF A TWO-COMPONENT MIXTURE MODEL 40
Table 2.4: Means×10 and RMSEs×100 (in parentheses) of estimators discussed in Sec-
tion 2.8.2 for scenario A with Σ as described in Section 2.8.2.3, J = 10, n = 5000, and




















0.10 0.46 0.42 0.33 0.07 0.06 0.28 0.22 0.07 0.32 0.37
(5.15) (4.23) (3.84) (1.72) (1.27) (4.11) (3.03) (10.61) (4.37) (3.91)
0.30 0.52 0.53 0.41 0.14 0.17 0.65 0.34 0.15 0.49 0.39
(3.80) (3.64) (3.59) (2.72) (1.90) (6.58) (3.25) (10.35) (4.30) (4.31)
0.50 0.66 0.76 0.54 0.26 0.31 0.54 0.49 0.25 0.66 0.37
(3.52) (5.43) (3.85) (3.56) (2.50) (2.61) (3.60) (10.45) (4.31) (4.03)
1.00 1.06 1.13 0.97 0.68 0.69 1.15 0.97 0.53 1.11 0.36
(3.09) (3.92) (4.00) (4.15) (3.54) (6.01) (3.61) (10.55) (4.13) (3.99)
2.8.2.3 Performance under dependence
The simulation settings of this sub-section are designed to investigate the effect of de-
pendence on the performance of the estimators. For scenario A, we use the setting of
[Langaas et al., 2005]. We take Σ to be a block diagonal matrix with block size 100.
Within blocks, the diagonal elements (i.e., variances) are set to 1 and the off-diagonal
elements (within-block correlations) are set to ρ = 0.5. Outside of the blocks, all entries
are set to 0. Tables 2.4 and 2.5 show that in both scenarios, none of the methods per-
form well for small values of α0. However, in scenario A, the performances of α̂
0.1kn
0 , α̃0,
and αJ0 are comparable, for larger values of α0. In scenario B, α̂
0.1kn
0 performs well for







α̂CJ0 , and α̂
E
0 perform poorly in both scenarios for all values of α0.
2.8.2.4 Comparing the performance of α̂cn0 , α̂
CV
0 , and α̃0
Although the heuristic estimator α̃0 performs quite well in most of the simulation settings
considered, there exists scenarios where α̃0 can fail to consistently estimate α0. To
illustrate this we consider four different CDFs Fs and fix Fb to be the uniform distribution
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Table 2.5: Means×10 and RMSEs×100 (in parentheses) of estimators discussed in Sec-




















0.07 0.29 0.38 0.17 0.04 0.05 0.26 0.20 0.21 0.13 0.22
(2.92) (3.70) (1.62) (1.02) (1.36) (3.71) (2.80) (9.87) (1.75) (2.22)
0.20 0.30 0.42 0.18 0.04 0.04 0.16 0.33 0.55 0.13 0.19
(1.84) (2.88) (1.25) (1.75) (1.71) (2.24) (3.25) (10.35) (1.42) (2.27)
0.33 0.38 0.52 0.20 0.06 0.06 0.17 0.50 0.93 0.16 0.18
(1.54) (2.74) (1.89) (2.83) (2.73) (3.51) (3.71) (11.52) (2.03) (2.59)
0.67 0.63 0.77 0.31 0.14 0.15 0.24 0.95 1.82 0.25 0.16
(1.53) (2.25) (4.32) (5.26) (5.13) (7.60) (4.54) (15.13) (4.23) (4.08)
on (0, 1) (see the top left plot of Fig. 2.4) and compare the performance of α̂CV0 , α̃0, α̂
0.1kn
0
with the best performing competing estimators (in each setting).




s,n), as a function of
γ, when Fs has a multi-modal density (see the middle row of Fig. 2.4). Observe that
α̂CV0 and α̂
0.1kn
0 perform favorably compared to all competing estimators and in the two
scenarios where α̃0 fails to consistently estimate α0, all our competing estimators also
fail.
The first two toy examples have been carefully constructed to demonstrate situations
where the point of maximum curvature (α̃0) is different from the “elbow” of the function;
see the top right plot of Fig. 2.4 (also see Appendix 2.12 for further such examples).
2.8.2.5 Our recommendation
In this paper we study two estimators for α0. For α̂
cn
0 , a proper choice of cn is important
for good finite sample performance. We suggest using cross-validation to find the optimal
tuning parameter cn. However, cross-validation can be computationally expensive. An
attractive alternative in this situation is to use α̃0, which is easy to implement and has
very good finite sample performance in most scenarios, especially with large sample sizes.
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Figure 2.4: Top row left panel: density functions for different choices of Fs; top row




s,n) (in blue), the scaled second derivative (in red), α̂CV0
(in black), and α̂0.1kn0 (in brown) for 5 independent samples of size 5000 corresponding
to “Dist 1”; the blue star denotes α0. The bottom two rows show the means of different
competing estimators of α0, computed over 500 independent samples for Dist 1-4 (left-
right, top-bottom) as sample size increases from 3000 to 2×105; in each figure the dotted
black line denotes the true α0.




s,n) can be useful in checking the
validity of α̃0 as an estimator of the “elbow”, and thus for α0.
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Figure 2.5: Plots for the prostate data: (a) Histogram of the p-values. The horizontal





(in solid blue) overlaid with its (scaled) second derivative (in dashed red). The vertical
line (in dotted black) indicates the point of maximum curvature α̃0 = 0.088. (c) F̌
α̃0
s,n
(in dotted red) and F †s,n (in solid blue); (d) f
†
s,n; (e) estimated LFDR l̂ for p-values less
than 0.05.
2.9 Real data analysis
2.9.1 Prostate data
Genetic expression levels for n = 6033 genes were obtained for m = 102 men, m1 = 50
normal control subjects and m2 = 52 prostate cancer patients. Without going into
the biology involved, the principal goal of the study was to discover a small number of
“interesting” genes, that is, genes whose expression levels differ between the cancer and
control patients. Such genes, once identified, might be further investigated for a causal
link to prostate cancer development. The prostate data is a 6033 × 102 matrix X having
entries xij = expression level for gene i on patient j, i = 1, 2, . . . , n, and j = 1, 2, . . . ,m,
with j = 1, 2, . . . , 50, for the normal controls, and j = 51, 52, . . . , 102, for the cancer
patients. Let x̄i(1) and x̄i(2) be the averages of xij for the normal controls and for the
cancer patients, respectively, for gene i. The two-sample t-statistic for testing significance
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Table 2.6: Estimates of α0 for the two real data sets.

















Prostate 0.08 0.10 0.09 0.04 0.01 0.19 0.10 0.02 0.11 0.02
Carina 0.36 0.35 0.36 0.31 0.30 0.45 0.61 1.00 0.38 NA
of gene i is ti = {x̄i(1) − x̄i(2)}/si, where si is an estimate of the standard error of
x̄i(1)− x̄i(2), i.e., s2i = (1/50 + 1/52)[
∑50
j=1{xij − x̄i(1)}2 +
∑102
j=51{xij − x̄i(2)}2]/100.
We work with the p-values obtained from the 6033 two-sided t-tests instead of the “t-
values” as then the distribution under the alternative will have a non-increasing density
which we can estimate using the method developed in Section 2.6.1. Note that in our
analysis we ignore the dependence of the p-values, which is only a moderately risky
assumption for the prostate data; see Chapters 2 and 8 of [Efron, 2010] for further
analysis and justification. Fig. 2.5 show the plots of various quantities of interest, found
using the methodology developed in Section 2.6.1 and Section 2.7, for the prostate data
example. The 95% lower confidence bound α̂L for this data is found to be 0.05. In
Table 2.6, we display estimates of α0 based on the methods considered in this paper for
the prostate data and the Carina data (described below).
2.9.2 Carina data – an application in astronomy
In this sub-section we analyse the radial velocity (RV) distribution of stars in Carina,
a dwarf spheroidal (dSph) galaxy. The dSph galaxies are low luminosity galaxies that
are companions of the Milky Way. The data have been obtained by Magellan and
MMT telescopes (see [Walker et al., 2007]) and consist of radial (line of sight) velocity
measurements of n = 1266 stars from Carina, contaminated with Milky Way stars in
the field of view. We would like to understand the distribution of the RV of stars in
Carina. For the contaminating stars from the Milky Way in the field of view we assume
a non-Gaussian velocity distribution Fb that is known from the Besancon Milky Way
model ([Robin et al., 2003]), calculated along the line of sight to Carina.
The 95% lower confidence bound for α0 is found to be 0.323. The right panel of
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s,n) (in solid blue)
overlaid with its (scaled) second derivative (in dashed red); middle panel: density of
the RV distribution of the contaminating stars overlaid with the (scaled) kernel density
estimator of the observed sample; right panel: F̌ α̃0s,n (in dashed red) overlaid with its
closest Gaussian distribution (in solid blue).
Fig. 2.6 shows the estimate of Fs and the closest (in terms of minimising the L2(F̌
α̃0
s,n)
distance) fitting Gaussian distribution. Astronomers usually assume the distribution of
the RVs for these dSph galaxies to be Gaussian. Indeed we see that the estimated Fs is
close to a normal distribution (with mean 222.9 and standard deviation 7.51), although
a formal test of this hypothesis is beyond the scope of the present paper. The estimate
due to [Cai and Jin, 2010], α̂CJ0 , is greater than one, while Efron’s method (see [Efron,
2007]), implemented using the “locfdr” package in R, fails to estimate α0.
2.10 Concluding remarks
In this paper we develop procedures for estimating the mixing proportion and the un-
known distribution in a two component mixture model using ideas from shape restricted
function estimation. We discuss the identifiability of the model and introduce an iden-
tifiable parameter α0, under minimal assumptions on the model. We propose an honest
finite sample lower confidence bound of α0 that is distribution-free. Two point estima-
tors of α0, α̂
cn
0 and α̃0, are studied. We prove that α̂
cn
0 is a consistent estimator of α0
and show that the rate of convergence of α̂cn0 can be arbitrarily close to
√
n, for proper




s,n), as a function of
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γ, whose plot provides useful insights about the nature of the problem and performance
of the estimators.
We observe that the estimators of α0 proposed in this paper have superior finite
sample performance than most competing methods. In contrast to most previous work on
this topic the results discussed in this paper hold true even when (2.1) is not identifiable.
Under the assumption that (2.1) is identifiable, we can find an estimator of Fs which is
uniformly consistent. Furthermore, if Fs is known to have a non-increasing density fs
we can find a consistent estimator of fs. All these estimators are tuning parameter free
and easily implementable.
We conclude this section by outlining some possible future research directions. Con-
struction of two-sided confidence intervals for α0 remains a hard problem as the asymp-
totic distribution of α̂cn0 depends on the unknown F . We are currently developing esti-
mators of α0 when we do not exactly know Fb but only have an estimator of Fb (e.g.,
we observe a second i.i.d. sample from Fb). Investigating consistent alternative ways




s,n), as an estimator of α̃0, is an
interesting future research direction. As we have observed in the astronomy application,
formal goodness-of-fit tests for Fs are important – they can guide the practitioner to
use appropriate parametric models for further analysis – but are presently unknown.
The p-values in the prostate data example, considered in Section 2.9.1, can have slight
dependence. Therefore, investigating the performance and properties of the methods
introduced in this paper under appropriate dependence assumptions on X1, . . . , Xn is
another important direction for future research.
2.11 Identifiability of Fs
In this section we continue the discussion on the identifiability of Fs. First, we give some
remarks to illustrate Lemmas 3 and 4.
Remark 2. We consider mixtures of Poisson and binomial distributions to illustrate
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By an application of Lemma 3, we have if λs < λb then α0 = α; otherwise α0 =
α(1− exp(λb − λs)).













, ps < pb.
Remark 3. If Fs is N(µs, σ
2
s) and Fb ( 6= Fs) is N(µb, σ2b ) then it can be easily shown
that the problem is identifiable if and only if σs ≤ σb. When σs > σb, the model is
not identifiable, an application of Lemma 4 gives α0 = α
[






. Thus, α0 increases to α as |µs − µb| tends to infinity. It should be noted that
the problem is actually identifiable if we restrict ourselves to the parametric family of a
two-component Gaussian mixture model.
Remark 4. Now consider a mixture of exponential random variables, i.e., Fs is E(as, σs)
and Fb ( 6= Fs) is E(ab, σb), where E(a, σ) is the distribution that has the density (1/σ) exp(−(x−
a)/σ)1(a,∞)(x). In this case, the problem is identifiable if as > ab, as this implies the
support of Fs is a proper subset of the support of Fb. But when as ≤ ab, the problem is
identifiable if and only if σs ≤ σb.
Remark 5. It is also worth pointing out that even in cases where the problem is not
identifiable the difference between the true mixing proportion α and the estimand α0 may
be very small. Consider the hypothesis test H0 : θ = 0 versus H1 : θ 6= 0 for the model










where m is the sample size. Here fθ(1) = e
−mθ2/2 > 0, so the model is not identifiable.
As Fb is uniform, it can be easily verified that α0 = α − α infp fθ(p). However, as the
value of fθ decreases exponentially with m, in many practical situations, where m is not
too small, the difference between α and α0 will be negligible.
In the following lemma, we try to find the relationship between α and α0 when F is
a general CDF.
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Lemma 10. Suppose that
F = κF (a) + (1− κ)F (d), (2.12)
where F (a) is an absolutely continuous CDF and F (d) is a piecewise constant CDF, for
some κ ∈ (0, 1). Then
α0 = α−min
{
ακs − α(a)0 κ
κb
,








0 are defined as in (2.4), but with {F (a), F
(a)




spectively (instead of {F, Fb}). Similarly, κs and κb are defined as in (2.12), but for Fs
and Fb, respectively.
Proof. From the definition of κs and κb, we have Fs = κsF
(a)
s + (1 − κs)F (d)s , and
Fb = κbF
(a)
b + (1− κb)F
(d)
b . Thus from (2.1), we get
F = ακsF
(a)
s + (1− α)κbF
(a)
b + α(1− κs)F
(d)
s + (1− α)(1− κs)F
(d)
b .
Now using the definition of κ, we see that κ = ακs + (1−α)κb, 1−κ = α(1−κs) + (1−
α)(1− κb). If we write
F (a) = α(a)F (a)s + (1− α(a))F
(a)
b ,
it can easily seen that α(a) = ακsκ ; and similarly, α





0 as in Lemmas 3 and 4, respectively. Note that
sup {0 ≤ ε ≤ 1 : αFs − εFb is a sub-CDF}
= sup
{
0 ≤ ε ≤ 1 : α(κsF (a)s + (1− κs)F (d)s )− ε(κbF
(a)
b + (1− κb)F
(d)




0 ≤ ε ≤ 1 : both ακsF (a)s − εκbF
(a)
b , α(1− κs)F
(d)








0 ≤ ε ≤ 1 : ακsF (a)s − εκbF
(a)





0 ≤ ε ≤ 1 : α(1− κs)F (d)s − ε(1− κb)F
(d)































(ακs − α(a)0 κ)
κb
,




where JG and d(JG) are defined before Lemma 3 and we use the notion that
0
0 = 1.
Hence, by (2.5) the result follows.
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Lemma 5 is now a corollary of this result.
2.12 Performance comparison of α̂cn0 , α̂
CV
0 , and α̃0
In Figs. 7 and 8 we present further simulation experiments to investigate the finite sample
performance of α̂cn0 , α̂
CV
0 , and α̃0 across different simulation scenarios. In each setting
we also include the performance of the best performing competing estimators discussed
in Section 2.8.2.
2.13 Detection of sparse heterogeneous mixtures
In this section we draw a connection between the lower confidence bound developed in
Section 2.4 and the Higher Criticism method of [Donoho and Jin, 2004] for detection of
sparse heterogeneous mixtures. The detection of heterogeneity in sparse models arises in
many applications, e.g., detection of a disease outbreak (see [Kulldorff et al., 2005]) or
early detection of bioweapons use (see [Donoho and Jin, 2004]). Generally, in large scale
multiple testing problems, when the non-null effect is sparse it is important to detect
the existence of non-null effects (see [Cai et al., 2007]).
[Donoho and Jin, 2004] consider n i.i.d. data from one of the two possible situations:
H0 : Xi ∼ Fb, 1 ≤ i ≤ n,
H
(n)
1 : Xi ∼ F
n := αnFn,s + (1− αn)Fb, 1 ≤ i ≤ n,
where αn ∼ n−λ and Fn,s is such that d(Fn,s, Fb) is bounded away from 0. In [Donoho
and Jin, 2004] the main focus is on testing H0, i.e., αn = 0. We can test this hypothesis
by rejecting H0 when α̂L > 0. The following lemma shows that indeed this yields a valid
testing procedure for λ < 1/2.
Theorem 10. If αn ∼ n−λ, for λ < 1/2, then PH0(Reject H0) = β and PH(n)1
(α̂L >
0)→ 1 as n→∞.





Figure 2.7: Plots comparing the performance of α̂cn0 , α̂
CV
0 , and α̃0; (a) density func-




(Fkn − F̂ k)2dFkn
(see (2.11)), as a function of c, computed over 500 independent samples of size 50000
corresponding to Dist 1-4; (c)-(f) gives the means of different competing estimators of
α0, computed over 500 independent samples for Dist 1-4 respectively (in each figure the
horizontal dotted black line denotes the true α0).





Figure 2.8: Plots comparing the performance of α̂cn0 , α̂
CV
0 , and α̃0; (a) density func-




(Fkn − F̂ k)2dFkn
(see (2.11)), as a function of c, computed over 500 independent samples of size 50000
corresponding to Dist 1-4; (c)-(f) gives the means of different competing estimators of
α0, computed over 500 independent samples for Dist 1-4 respectively (in each figure the
horizontal dotted black line denotes the true α0).
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Proof. Note that {α̂L > 0} is equivalent to {cn ≤
√
ndn(Fn, Fb)} which shows that
cn ≤
√





ndn(Fn, Fn) + αn
√
ndn(Fn,s, Fb),
where cn is chosen as in Theorem 5. It is easy to see that
√
ndn(Fn, Fn) is OP (1) and
αn
√
ndn(Fn,s, Fb) → ∞, for λ < 1/2, which shows that PH(n)1
(α̂L > 0) → 1. It can be
easily seen that PH0(α̂L > 0) = PH0(Reject H0) = β.
2.14 Proofs of remaining theorems and lemmas
2.14.1 Proof of Lemma 2
From the definition of α0, we have
α0 = inf {0 ≤ γ ≤ α : [F − (1− γ)Fb]/γ is a valid CDF}
= inf {0 ≤ γ ≤ α : [αFs + (1− α)Fb − (1− γ)Fb]/γ is a valid CDF}
= inf {0 ≤ γ ≤ α : [αFs − (α− γ)Fb]/γ is a valid CDF}
= α− sup {0 ≤ ε ≤ α : αFs − εFb is a sub-CDF}
= α− sup {0 ≤ ε ≤ 1 : αFs − εFb is a sub-CDF} ,
where the final equality follows from the fact that if ε > α, then αFs − εFb will not be a
sub-CDF.
To show that α0 = 0 if and only if F = Fb let us define δ = α− ε. Note that α0 = 0,
if and only if
sup {0 ≤ ε ≤ 1 : αFs − εFb is a sub-CDF} = α
⇔ inf {0 ≤ δ ≤ 1 : α(Fs − Fb) + δFb is a sub-CDF} = 0.
However, it is easy to see that the last equality is true if and only if Fs − Fb ≡ 0.
2.14.2 Proof of Lemma 3
When d(Fb) 6⊂ d(Fs), there exists a x ∈ d(Fb)−d(Fs), i.e., there exists a x which satisfies
Fb(x) − Fb(x−) > 0 and Fs(x) − Fs(x−) = 0. Then for all ε > 0, Fs(x−) − εFb(x−) >
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Fs(x)− εFb(x). This shows that Fs− εFb cannot be a sub-CDF, and hence by Lemma 2
the model is identifiable. Now let us assume that d(Fb) ⊂ d(Fs).
{0 ≤ ε ≤ 1 : αFs − εFb is a sub-CDF} = {0 ≤ ε ≤ 1 : αJFs(x)− εJFb(x) ≥ 0, ∀x ∈ d(JFb)}
=
{
















Therefore, using (2.5), we get the desired result.
2.14.3 Proof of Lemma 4
From (2.5), we have
α0 = α− sup {0 ≤ ε ≤ 1 : αFs − εFb is a sub-CDF}
= α− sup {0 ≤ ε ≤ 1 : αfs(x)− εfb(x) ≥ 0 almost every x}
= α− sup
{
0 ≤ ε ≤ 1 : αfs
fb








2.14.4 Proof of Theorem 1
Without loss of generality, we can assume that Fb is the uniform distribution on (0, 1)
and, for clarity, in the following we write U instead of Fb. Let us define
A :=
{
γ ∈ (0, 1] : F − (1− γ)U
γ





γ ∈ (0, 1] : G− (1− γ)U ◦Ψ
γ
is a valid CDF
}
.
Since α0 = inf A, and α
Y
0 = inf A
Y for the first part of the theorem it is enough to show
that A = AY . Let us first show that AY ⊂ A. Suppose η ∈ AY . We first show that
(F − (1− η)U)/η is a non-decreasing function. For all t1 ≤ t2, we have that
G(t1)− (1− η)U(Ψ(t1))
η
≤ G(t2)− (1− η)U(Ψ(t2))
η
.
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since y1 ≤ y2 ⇒ Ψ−1(y1) ≤ Ψ−1(y2). However, as Ψ is continuous, Ψ(Ψ−1(y)) = y and
G(Ψ−1(y)) = αFs(y) + (1− α)U(y) = F (y). Hence, we have
F (y1)− (1− η)U(y1)
η
≤ F (y2)− (1− η)U(y2)
η
.
As F and U are CDFs, it is easy to see that limx→−∞ (F (x)− (1− η)U(x))/η = 0,
limx→∞ (F (x)− (1− η)U(x))/η = 1 and (F − (1− η)U)/η is a right continuous func-
tion. Hence, for η ∈ AY , (F − (1− η)U)/η is a CDF and thus, η ∈ A. We can similarly












{W (Xi)− F̂ γs,n(Xi)}2,



























































{W (Xi)− F̂ γs,n(Xi)}2,
where W (x) := B(Ψ−1(x)). W is a valid CDF as Ψ−1 is non-decreasing.
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2.14.5 Proof of Lemma 6





s ) = dn(F,Fn).
Also note that F γs is a valid CDF for γ ≥ α0. As F̌ γs,n is defined as the function that





s,n) ≤ γdn(F̂ γs,n, F γs ) = dn(F,Fn).
To prove the second part of the lemma, notice that for γ ≥ α0 the result follows from
above and the fact that dn(F,Fn)
a.s.→ 0 as n→∞.
For γ < α0, F
γ
s is not a valid CDF, by the definition of α0. Note that as n → ∞,
F̂ γs,n
a.s.→ F γs point-wise. So, for large enough n, F̂ γs,n is not a valid CDF, whereas F̌ γs,n is




s,n) converges to something positive.
2.14.6 Proof of Lemma 7
Assume that γ1 ≤ γ2 and γ1, γ2 ∈ An. If γ3 = ηγ1 + (1− η)γ2, for 0 ≤ η ≤ 1, it is easy
to observe from (2.2) that
η(γ1F̂
γ1
s,n) + (1− η)(γ2F̂ γ2s,n) = γ3F̂ γ3s,n.
Note that [η(γ1F̌
γ1
s,n) + (1 − η)(γ2F̌ γ2s,n)]/γ3 is a valid CDF, and thus from the definition









s,n) + (1− η)(γ2F̌ γ2s,n)]/γ3
)
= dn










































Thus γ3 ∈ An.
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2.14.7 Proof of Theorem 2
We need to show that P (|α̂cn0 − α0| > ε)→ 0 for any ε > 0. Let us first show that
P (α̂cn0 − α0 < −ε)→ 0.
The statement is obviously true if α0 ≤ ε. So let us assume that α0 > ε. Suppose
α̂cn0 −α0 < −ε, i.e., α̂
cn
0 < α0− ε. Then by the definition of α̂
cn
0 and the convexity of An,

























This completes the proof of the first part of the claim.
Now suppose that α̂cn0 − α0 > ε. Then,











ndn(Fn, F ) ≥ cn.
The first implication follows from the definition of α̂cn0 , while the second implication is
true by Lemma 6. The right-hand side of the last inequality is (asymptotically similar
to) the Cramér–von Mises statistic for which the asymptotic distribution is well-known
and thus if cn →∞ the result follows.
2.14.8 Proof of Lemma 8
As α0 = 0,
P (α̂cn0 = 0) = 1− P (α̂
cn
0 > 0) = 1− P (
√
ndn(Fn, F ) > cn)→ 1,
since
√
ndn(Fn, F ) = OP (1) by Theorem 6.
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2.14.9 Proof of Theorem 3
As the proof of this result is slightly involved we break it into a number of lemmas (whose
proofs are provided later in this sub-section) and give the main arguments below.
We need to show that given any ε > 0, we can find an M > 0 and n0 ∈ N (depending
on ε) for which supn>n0 P (rn|α̂
cn
0 − α0| > M) ≤ ε.
Lemma 11. If cn → ∞, then for any M > 0, supn>n0 P (rn(α̂
cn
0 − α0) > M) < ε, for
large enough n0 ∈ N.
Finding an rn such that P (rn(α̂
cn
0 − α0) < −M) < ε for large enough n is more
complicated. We start with some notation. Let F be the class of all CDFs and H be the
Hilbert space L2(F ) := {f : R → R|
∫
f2dF < ∞}. For a closed convex subset K of H
and h ∈ H, we define the projection of h onto K as
Π(h|K) := arg min
f∈K
d(f, h), (2.15)
where d stands for the L2(F ) distance, i.e., if g, h ∈ H, then d2(g, h) =
∫
(g− h)2dF. We
define the tangent cone of F at f0 ∈ F , as
TF (f0) := {λ(f − f0) : λ ≥ 0, f ∈ F}. (2.16)
For any H ∈ F and γ > 0, let us define
Ĥγ :=
H − (1− γ)Fb
γ
, Ȟγn := arg min
G∈F
γdn(Ĥ
γ , G), and H̄γn := arg min
G∈F
γd(Ĥγ , G).
For H = Fn and γ = α0 we define the three quantities above and call them F̂α0s,n, F̌α0s,n,
and F̄α0s,n respectively. Note that
P (rn(α̂
cn






s,n) < cn), (2.17)





s,n)−d(F̂ γns,n, F̄ γns,n) and d(F̂ γns,n, F̄ γns,n). The following two lemmas (proved
in Sections 2.14.9.2 and 2.14.9.3 respectivley) give the asymptotic behavior of the two
terms. The proof of Lemma 13 uses the functional delta method (cf. Theorem 20.8 of
[Van der Vaart, 1998a]) for the projection operator; see Theorem 1 of [Fils-Villetard et
al., 2008].
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Lemma 12. If
√



























V := (Fα0s − Fb)−Π (Fα0s − Fb|TF (Fα0s )) 6= 0
and
Fα0s :=
F − (1− α0)Fb
α0
. (2.18)
Using (2.17), and the notation introduced in the above two lemmas we see that
P (rn(α̂
cn























V 2dF (by Lemma 13). The
result now follows from (2.19), by taking a large enough M.




0 − α0) > M) ≤ P (α̂
cn


















ndn(Fn, F ) > cn
)
→ 0,
as cn →∞, since
√
ndn(Fn, F ) = OP (1). Therefore, the result holds for sufficiently large
n.
2.14.9.2 Proof of Lemma 12









s,n)− nγ2nd2(F̂ γns,n, F̄ γns,n)
P→ 0,
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since U2n ≤ |Wn|. Note that
F̌ γns,n = arg min
G∈F
dn(Fn, γnG+ (1− γn)Fb),
F̄ γns,n = arg min
G∈F
d(Fn, γnG+ (1− γn)Fb).
For each positive integer n and c > 0, we introduce the following classes of functions:
Gc(n) =
{√
















n|Fn(t)− F (t)| = ‖Fn − F‖.
From the definition of the minimisers F̌ γns,n and F̄
γn
s,n, we see that
γ2n |d2n(F̂ γns,n, F̌ γns,n)− d2(F̂ γns,n, F̄ γns,n)| ≤ max
{
|(d2n − d2)(Fn, γnF̌ γns,n + (1− γn)Fb)| ,






n − d2)(Fn, γnF̌ γns,n + (1− γn)Fb)] =
√
n(Pn − P )[gn] = νn(gn),
where gn :=
√
n{Fn − γnF̌ γns,n − (1 − γn)Fb}2, Pn denotes the empirical measure of the
data, and νn :=
√
n(Pn − P ) denotes the usual empirical process. Similarly,
nγ2n [(d
2
n − d2)(Fn, γnF̄ γns,n + (1− γn)Fb)] =
√
n(Pn − P )[hn] = νn(hn),
where hn :=
√
n{Fn − γnF̄ γns,n − (1 − γn)Fb}2. Thus, combining (2.20), (2.21) and the
above two displays, we get, for any δ > 0,
P (|Wn| > δ) ≤ P (|νn(gn)| > δ) + P (|νn(hn)| > δ) .
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The first term in the right hand side of (2.22) can be bounded above as
P (|νn(gn)| > δ) = P (|νn(gn)| > δ, gn ∈ Gc(n)) + P (|νn(gn)| > δ, gn /∈ Gc(n))




















+ P (gn /∈ Gc(n)),








‖Fα0s − Fb‖2 is an envelope for Gc(n) and J[ ] is a
constant. Note that to derive the last inequality, we have used the maximal inequality
in Corollary (4.3) of [Pollard, 1989]; the class Gc(n) is “manageable” in the sense of
[Pollard, 1989] (as a consequence of equation (2.5) of [Van de Geer, 2000a]).
To see that Gc,n is an envelope for Gc(n), observe that for any G ∈ F ,
G− (1− γn)Fb = G− F +
M
rn

















As the two bounds are monotone, from the properties of isotonic estimators (see e.g.,




‖Fα0s − Fb‖ −
‖G− F‖
γn










‖Fα0s −Fb‖−‖G−F‖ ≤ γnǦγns −γnFα0s −
M
rn
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Thus, for
√
n(G− (1− γn)Fb − γnǦγns )2 ∈ Gc(n),
(G− (1− γn)Fb − γnǦγns )2 =
[




s − γnFα0s −
M
rn
(Fb − Fα0s )
)]2




s − γnFα0s −
M
rn
(Fb − Fα0s )
)2





‖Fα0s − Fb‖+ ‖G− F‖
)2




≤ 6c2 + 16M
2
r2n




where the second inequality follows from (2.24). From the definition of gn and D
2
n, we







‖Fα0s − Fb‖2, for all t ∈ R. As Dn = OP (1), for any
given ε > 0, there exists c > 0 (depending on ε) such that
P (gn /∈ Gc(n)) = P
(




= P (Dn ≥ c) ≤ ε,
for all sufficiently large n.








Fb‖2}2 and P (gn /∈ Gc(n)) less than ε for large enough n and c(> 0), using the fact that
√
n/r2n → 0 and (2.25). Thus, P (|νn(gn)| > δ) ≤ 2ε by (2.23).
A similar analysis can be done for the second term of (2.22). The result now follows.













(F̄ γns,n − Fα0s ).















n(Fn − F )/cn is oP (1),
√




(F̂ γns,n − Fα0s )
P→ Fα0s − Fb in H. (2.26)
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By applying the functional delta method (see Theorem 20.8 of [Van der Vaart, 1998a])




(F̄ γns,n − Fα0s )
P→ Π (Fα0s − Fb|TF (Fα0s )) in H. (2.27)




(F̂ γns,n − F̄ γns,n)
P→ (Fα0s − Fb)−Π (Fα0s − Fb|TF (Fα0s )) in H. (2.28)
The result now follows by applying the continuous mapping theorem to (2.28). We prove
V 6= 0 by contradiction. Suppose that V = 0, i.e., (Fα0s − Fb) ∈ TF (Fα0s ). Therefore,
for some distribution function G and η > 0, we have V = (η + 1)Fα0s − Fb − ηG, by the
definition of TF (F
α0
s ). By the discussion leading to (2.5), it can be easily seen that ηG
is a sub-CDF, while (η + 1)Fα0s − Fb is not (as that would contradict (2.5)). Therefore,
V 6= 0 and thus
∫
V 2dF > 0.
2.14.10 Proof of Theorem 4








V = (Fs − Fb)−Π(Fs − Fb|TF (Fs)),
and Π and TF (·) are defined in (2.15) and (2.16), respectively.
Let x > 0. Obviously,
P (rn(α̂
cn
0 − α0) ≤ x) = 1− P (rn(α̂
cn
0 − α0) > x).
By Lemma 11, we have that P (rn(α̂
cn
0 −α0) > x)→ 0 if cn →∞. Now let x ≤ 0. In this






s,n) ≤ cn), where






s,n − Fα0s )
P→ −x(Fα0s − Fb), in H, (2.29)
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since
√
n(Fn−F )/cn is oP (1); see the proof of Lemma 13 (Section 2.14.9.3) for the details.
By applying the functional delta method (cf. Theorem 20.8 of [Van der Vaart, 1998a])






s,n − Fα0s )
d→ Π (−x(Fα0s − Fb)|TF (Fα0s )) in H. (2.30)






s,n − F̄ γns,n)→ −x(Fα0s − Fb)−Π (−x(Fα0s − Fb)|TF (Fα0s )) in H.












Hence, by Lemma 12,
P (rn(α̂
cn
0 − α0) ≤ x)→

1, if x > 0,






2.14.11 Proof of Theorem 5
Letting cn = H
−1
n (1− β), we have














s ) ≤ cn
)
= Hn(cn) = 1− β,




s ) = dn(Fn, F ). Note that, when α0 = 0,
F = Fb, and using (2.8) we get
P (α0 ≥ α̂L) = P
(√




n dn(Fn, F ) ≤ cn
)
= 1− β.
2.14.12 Proof of Theorem 6
It is enough to show that supx |Hn(x)−G(x)| → 0, where G is the limiting distribution of
the Cramér-von Mises statistic, a continuous distribution. As supx |Gn(x)−G(x)| → 0,
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We now prove (2.31). Observe that
n(d2n − d2)(Fn, F ) =
√
n(Pn − P )[ĝn] = νn(ĝn),
where ĝn =
√
n(Fn − F )2, Pn denotes the empirical measure of the data, and νn :=
√
n(Pn − P ) denotes the usual empirical process. We will show that νn(ĝn)
P→ 0, which
will prove (2.32).
For each positive integer n, we introduce the following class of functions
Gc(n) =
{√
n(H − F )2 : H ∈ F and sup
t∈R









From the definition of ĝn and D
2
n, we have ĝn(t) ≤ 1√nD
2
n, for all t ∈ R. As Dn = OP (1),
for any given ε > 0, there exists c > 0 (depending on ε) such that




|ĝn(t)| ≥ c2) = P (D2n ≥ c2) ≤ ε, (2.33)
for all sufficiently large n. Therefore, for any δ > 0, using the same sequence of steps as
in (2.23),
P (|νn(ĝn)| > δ) ≤ J[ ]
E[G2c(n)]
δ




is an envelope for Gc(n) and J[ ] is a constant. Note that to derive
the last inequality we have used the maximal inequality in Corollary (4.3) of Pollard
(1989); the class Gc(n) is “manageable” in the sense of [Pollard, 1989] (as a consequence
of equation (2.5) of [Van de Geer, 2000a]).
Therefore, for any given δ > 0 and ε > 0, for large enough n and c > 0 we can
make both J[ ]c
4/(δn) and P (ĝn /∈ Gc(n)) less than ε, using (2.33) and (2.34), and thus,
P (|νn(ĝn)| > δ) ≤ 2ε. The result now follows.
2.14.13 Proof of Theorem 7
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where GF is the F -Brownian bridge.
By the same line of arguments as in the proof of Lemma 12 (see Section 2.14.9.2),


















s,n − Fα0s )
d→ GF .
By applying the functional delta method for the projection operator, in conjunction with




s,n − Fα0s )
d→ Π(GF |TF (Fα0s )) in H,
where Π, TF (·), and Fα0s are defined in (2.15), (2.16), and (2.18), respectively. Hence,








The result now follows.
2.14.14 Proof of Lemma 9





s,n) ≤ γ2dn(F̂ γ2s,n, (γ1/γ2)F̌ γ1s,n + (1− γ1/γ2)Fb)
= dn(γ1F̂
γ1
s,n + (γ2 − γ1)Fb, γ1F̌ γ1s,n + (γ2 − γ1)Fb)
≤ γ1dn(F̂ γ1s,n, F̌ γ1s,n),









is convex, let 0 < γ1 < γ2 < 1 and γ3 = ηγ1 + (1− η)γ2, for 0 ≤ η ≤ 1. Then, by (2.13)
we have the desired result.
2.14.15 Proof of Theorem 8
The constant c and the function Q defined in the statement of the theorem can be
explicitly expressed as
c = d(Q,Π (Q|TF (Fs))),
and











n/cn, V = (Fs − Fb)−Π(Fs − Fb|TF (Fs)),
and Π and TF (·) are defined in (2.15) and (2.16), respectively.








(Fn − F )(x)
α̌n
,




















where D′n = supx∈R |Fn(x)− F (x)|. As both the upper and lower bounds are monotone,




































as n→∞, using the fact α̌n
P→ α0 ∈ (0, 1). Furthermore, if qn(α̌n−α0) = OP (1), where
qn/
√













Hence by an application of functional delta method for the projection operator, in
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2.14.16 Proof of Theorem 9
Let εn := supx∈R |F̌ α̌ns,n(x)− Fs(x)|. Then the function Fs + εn is concave on [0,∞) and
majorises F̌ α̌ns,n . Hence, for all x ∈ [0,∞), F̌ α̌ns,n(x) ≤ F
†
s,n(x) ≤ Fs(x) + εn, as F †s,n is the
LCM of F̌ α̌ns,n . Thus,




|F †s,n(x)− Fs(x)| ≤ εn.
By Theorem 8, as εn
P→ 0, we must also have (9).
The second part of the result follows immediately from the lemma is page 330 of





Efficient Estimation in Single
Index Models using Smoothing
splines
We consider estimation and inference in a single index regression model with an un-
known but smooth link function. In contrast to standard kernel based methods, we use
smoothing splines to estimate the smooth link function. We develop a method to compute
the penalized least squares estimators (PLSEs) of the parametric and the nonparametric
components given i.i.d. data. We prove the consistency and find the rates of convergence
of the proposed estimators. We establish n−1/2-rate of convergence and the asymptotic
efficiency of the parametric component under mild assumptions.
Keywords: interpolation inequality, least favorable submodel, penalized least squares.
3.1 Introduction
Consider a regression model where one observes i.i.d. copies of the predictor X ∈ Rd and
the response Y ∈ R and is interested in estimating the regression function E(Y |X = ·).
In nonparametric regression E(Y |X = ·) is generally assumed to satisfy some smoothness
assumptions (e.g., twice continuously differentiable), but no assumptions are made on
the form of dependence on X. While nonparametric models offer flexibility in modeling,
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the price for this flexibility can be high for two main reasons: the estimation precision
decreases rapidly as d increases (“curse of dimensionality”; see [Stone, 1980]) and the
estimator can be hard to interpret when d > 1.
A natural restriction of the nonparametric model that avoids the curse of dimension-
ality while still retaining flexibility in the functional form of E(Y |X = ·) is the single
index model. In single index models, one assumes the existence of θ0 ∈ Rd such that
E(Y |X) = E(Y |X>θ0), almost every (a.e.)X,
where X>θ0 is called the index; the widely used generalized linear models (GLMs) are
special cases. This dimension reduction gives single index models considerable advan-
tages in applications when d > 1 compared to the general nonparametric regression
models; see [Horowitz, 2009] and [Carroll et al., 1997] for a discussion. The aggregation
of dimension by the index enables us to estimate the conditional mean function at a
much faster rate than in a general nonparametric model. Since [Powell et al., 1989],
single index models have become increasingly popular in many scientific fields including
biostatistics, economics, finance, and environmental science and have been deployed in
a variety of settings; see [Li and Racine, 2007].
Formally, in this paper, we consider the model
Y = m0(θ
>
0 X) + ε, E(ε|X) = 0, a.e.X, (3.1)
where m0 : R → R is called the link function, θ0 ∈ Rd is the index parameter, and ε
is the unobserved mean zero error (with finite variance). We assume that both m0 and
θ0 are unknown and are the parameters of interest. For identifiability of the model we
assume that the first coordinate of θ0 is non-zero and
θ0 ∈ Θ := {η0 ∈ Rd : |η0| = 1 and η0,1 ≥ 0} ⊂ Sd−1, (3.2)
where η0,1 is the first coordinate of η0, | · | denotes the Euclidean norm, and Sd−1 is the
Euclidean unit sphere in Rd; see [Carroll et al., 1997] and [Cui et al., 2011] for a similar
assumption.
Most of the existing techniques for estimation in single index models can be broadly
classified into two groups, namely, M-estimation and “direct” estimation. M-estimation
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involves a nonparametric regression estimator of m0, e.g., kernel estimator ([Ichimura,
1993]), regression splines ([Antoniadis et al., 2004]), and penalized splines ([Yu and
Ruppert, 2002]), and a minimization of a valid criterion function with respect to the
index parameter to obtain an estimator of θ0. The so-called direct estimation methods
include average derivative estimators (see e.g., [Stoker, 1986], [Powell et al., 1989], and
[Hristache et al., 2001]), methods based on the conditional variance of Y (see [Xia et
al., 2002] and [Xia, 2006]), and dimension reduction techniques, such as sliced inverse
regression (see [Li and Duan, 1989] and [Li, 1991]) and partial least squares (see [Zhou
and He, 2008]); [Cui et al., 2011] propose a kernel-based fixed point iterative scheme to
compute an efficient estimator of θ0. In these methods one tries to directly estimate θ0
without estimating m0, e.g., in [Hristache et al., 2001] the authors use the estimate of
the derivative of the local linear approximation to E(Y |X = ·) and not the estimate of
m0 to estimate θ0.
In this paper we propose an M-estimation technique based on smoothing splines to
simultaneously estimate the link function m0 and the index parameter θ0. When θ0 is
fixed, (3.1) reduces to a one-dimensional function estimation problem and smoothing
splines offer a fast and easy-to-implement nonparametric estimator of the link function
— m0 is generally estimated by minimizing a penalized least squares criterion with a
(natural) smoothness penalty of integrated squared second derivative; see [Wahba, 1990]
and [Green and Silverman, 1994]. However, in the case of single index models, the
problem is considerably harder as both the link function and the index parameter are
unknown and intertwined (unlike in partial linear regression model; see [Härdle and
Liang, 2007]).
In other words, given i.i.d. data {(yi, xi)}1≤i≤n from model (3.1), we propose mini-










|m′′(t)|2dt (λ 6= 0) (3.3)
over θ ∈ Θ and all differentiable functions m with absolutely continuous derivative.
Here λ is known as the smoothing parameter — high values of |λ| lead to smoother
estimators. To the best of our knowledge, this is the first work that uses smoothing
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splines in the single index paradigm, under (only) smoothness constraints. We show that
the penalized least squares loss leads to a minimizer (m̂, θ̂). We study the asymptotic
properties, i.e., consistency, rates of convergence, of the estimator (m̂, θ̂) under data
dependent choices of the tuning parameter λ. We show that under sub-Gaussian errors,
θ̂ is a
√
n-consistent estimator of θ0 and, further, under homoscedastic errors θ̂ achieves
the optimal semiparametric efficiency bound in the sense of [Bickel et al., 1993].
[Ichimura, 1993] developed a semiparametric least squares estimator of θ0 using kernel
estimates of the link function. However, the choice of tuning parameters (e.g., the
bandwidth for estimation of the link function) make this procedure difficult to implement
(see [Härdle et al., 1993] and [Delecroix et al., 2006]) and its numerical instability is well
documented; see e.g., [Yu and Ruppert, 2002]. To address these issues [Yu and Ruppert,
2002] used a penalized spline to estimate m0. However, in their proposed procedure the
practitioner is required to choose the (fixed) number and placement of knots for every θ
for fitting a spline to the nonparametric component. Moreover, to prove the consistency
of their proposed estimators they assumed that m0 is spline and has a fixed (known)
number of knots. They note that for consistency of a spline-based estimator (when m0
is not a spline) one should let the number of knots increase with sample size; see page
1044, Section 3 of [Yu and Ruppert, 2002]. [Antoniadis et al., 2004] proposed a Bayesian
approach for estimation in the single index models using B-splines. However, as in the
estimator proposed in [Yu and Ruppert, 2002], the estimator in [Antoniadis et al., 2004]
requires a choice of knots for every θ.
All this motivates the use of smoothing splines for estimation in the smooth single
index model. Smoothing splines avoid the choice of number of knots and their place-
ment — the number of knots increase to infinity with sample size. Further, smoothness
assumptions for m0 in this paper are weaker than those considered in the literature.
We assume that the link function has an absolutely continuous derivative as opposed to
the assumed (almost) three times differentiability of m0, see e.g., [Powell et al., 1989],
[Ichimura, 1993], and [Cui et al., 2011]. Our treatment of the finite dimensional param-
eter is also novel. In contrast to the existing approaches where the first coordinate of θ
is assumed to be 1, we study the model under the assumption that θ ∈ Sd−1. When the
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first coordinate is assumed to be 1, the parameter space is unbounded and consistent
estimation of θ0 requires further assumptions, see e.g., [Li and Patilea, 2015]. [Cui et al.,
2011] point out that the assumption θ ∈ Sd−1 makes the parameter space irregular and
the construction of paths on the sphere is hard. In this paper we construct local paths
on the sphere to study the semiparametric efficiency of the finite dimensional parameter.
The theory developed in this paper allows for the tuning parameter λ in (3.3) to
be data dependent. Thus data-driven procedures such as cross-validation can be used
to choose an optimal λ. As opposed to average derivative methods discussed eariler
(see [Powell et al., 1989] and [Hristache et al., 2001]), the optimization problem in (3.3)
involves only 1-dimensional nonparametric function estimation.
Our exposition is organized as follows. In Section 3.2 we introduce some notation,
formally define our estimators and study its existence. We state and discuss our as-
sumptions in Section 3.3 and prove consistency (see Theorem 13) and provide the rates
of convergence (see Theorems 12 and 14) for our estimators. We show that the estimator
for θ0 is asymptotically normal (properly scaled) and is semiparametrically efficient; see
Theorem 15 in Section 3.4. The Sections 3.6–3.8 contain proofs of the results.
3.2 Preliminaries
Suppose that {(yi, xi)}1≤i≤n is an i.i.d. sample from model (3.1). We start with some
notation. Let χ ⊂ Rd denote the support of X and D be the set of possible index values,
i.e.,
D := {θ>x : x ∈ χ, θ ∈ Θ}.
We denote the class of all real-valued functions with absolutely continuous first derivative
on D by S, i.e.,
S := {m : D → R|m′ is absolutely continuous}.
We use P to denote the probability of an event, E for the expectation of a random
quantity, and PX denotes the marginal distribution of X. For g : χ→ R, define
‖g‖2 :=
∫
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Let Pθ,m denote the joint distribution of (Y,X) when X ∼ PX and Y := m(θ>X) + ε.
In particular, Pθ0,m0 denotes the joint distribution of (Y,X) when X ∼ PX and (Y,X)




Moreover, for I1 ⊂ I, we define ‖m‖I1 := supu∈I1 |m(u)|. For any set I ∈ R, (I) denotes
the diameter of the set I. For any a ∈ Rd and r > 0, Ba(r) denotes the Euclidean ball
of radius r centered at a. The notation a . b is used to express that a is less than b
up to a positive constant multiple. For any function f : χ → Rr, r ≥ 1, let {fi}1≤i≤r
denote the each of the components, i.e., f(x) = (f1(x), . . . , fr(x)), r ≥ 1 and fi : χ→ R.
We define ‖f‖2,Pθ0,m0 :=
√∑r
i=1 ‖fi‖2 and ‖f‖2,∞ :=
√∑r
i=1 ‖fi‖2∞. For any class G of
real-valued functions, let G ◦Θ denote the set of linear index functions
(g ◦ θ)(x) := g(θ>x), for all x ∈ χ,
where (g, θ) ∈ G ×Θ. For any function f : D ⊂ R → R with absolutely continuous first





We assume that for the true link function m0, J(m0) < ∞ (see assumption (A1) in
Section 3.3). We now state two simple results for functions in the class S. The following
two lemmas, proved in Section 3.6, will be useful in the remainder of the paper.
Lemma 14. Let m ∈ {g ∈ S : J(g) <∞}. Then |m′(s)−m′(s0)| ≤ J(m)|s− s0|1/2 for
every s, s0 ∈ D.
Lemma 15. For any set A ∈ Rp p ≥ 1, let (A) denote the diameter of the set A. Let
m ∈ {g ∈ S : J(g) <∞ and ‖m‖∞ ≤M}, where M is a finite constant. Then
‖m′‖∞ ≤ 2M/(D) + (1 + J(m))(D)1/2.
Moreover if (D) <∞, then
‖m′‖∞ ≤ C(1 + J(m)),
where C is a finite constant depending only on M and (D).
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In this paper we study the following penalized least square estimator (PLSE):
(m̂, θ̂) := arg min
(m,θ)∈S×Θ
Ln(m, θ;λ). (3.5)
Here we suppress the dependence of (m̂, θ̂) on λ, for notational convenience. The follow-
ing theorem (proved in Section 3.6.3) proves the existence of (m̂, θ̂) for every λ 6= 0.
Theorem 11. θ̂ ∈ Θ and m̂ ∈ S, where θ̂ and m̂ are defined in (3.5). Moreover, m̂ is a
natural cubic spline with knots at {θ̂>xi}1≤i≤n.
We now outline the identification of the composite population parameter m0 ◦ θ0.
Define Q(m, θ) := E[Y −m(θ>X)]2. The following argument shows that (m0, θ0) is the
minimizer of Q and is well-separated (with respect to the L2(PX)-norm) from other
elements in S × Θ. Choose arbitrarily small δ > 0, and pick any (m, θ) ∈ S × Θ such
that ‖m ◦ θ −m0 ◦ θ0‖2 > δ2. Then
Q(m, θ) = E[Y −m0(θ>0 X)]2 + E[m0(θ>0 X)−m(θ>X)]2,
since E(ε|X) = 0. Thus, we have
inf
‖m◦θ−m0◦θ0‖2>δ2
Q(m, θ)−Q(m0, θ0) > δ2.
Note that identification of m0 ◦θ0 does not guarantee that both m0 and θ0 are separately
identifiable. [Ichimura, 1993] (also see [Horowitz, 1998]) finds sufficient conditions on the
distribution/domain of X under which θ0 and m0 can be separately identified when m0
is a non-constant differentiable function:
(A0) For some integer d1 ∈ (0, d], let (X1, . . . , Xd1) have continuous marginal distri-
butions and Xd1+1, . . . , Xd−1, and Xd) be discrete random variables. Further-
more, assume that for each θ ∈ Θ there exist an open interval I and constants
c0, c1, . . . , cd−d1 ∈ Rd−d1 such that
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θ>x : x ∈ χ and (xd1+1, . . . xd) = cl
}
.
3.3 Asymptotic analysis of the PLSE
We now list the assumptions under which we will establish consistency and find the rates
of convergence of our estimators. Note that we will study (m̂, θ̂) for a certain (possibly
data-driven) choice of λ satisfying two rate conditions; see assumption (A4) below.
(A1) The unknown link function m0 is bounded by some constant M1 on D and satisfies
J(m0) <∞.
(A2) χ, the support of X, is a compact subset of Rd and we assume that supx∈χ |x| ≤ T.
(A3) The error ε in model (3.1) is assumed to be uniformly sub-Gaussian, i.e., there





≤ K22 a.e. P.
As stated in (3.1), we also assume that E(ε|X) = 0 a.e. P.
(A4) The smoothing parameter λ can be chosen to be a random variable. For the rest
of the paper, we denote it by λ̂n. Assume that λ̂n satisfies the rate condition:
λ̂−1n = Op(n
2/5) and λ̂n = op(n
−1/4). (3.6)
(A5) Define
D0 := {x>θ0 : x ∈ χ}.
We assume that D0 is the closure of its interior.





is a nonsingular matrix.
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The assumptions deserve comments. In (A1) our assumption on m0 is quite minimal
— we essentially require m0 to have an absolutely continuous derivative. Most works
assume m0 to be three times differentiable; see e.g., [Powell et al., 1989] and [Newey and
Stoker, 1993]. (A2) assumes that the support of the covariates is bounded. As the class
of functions S is not uniformly bounded, we need assumption (A3) to provide control
over the tail behavior of ε; see Chapter 8 of [van de Geer, 2000b] for a discussion on this.
Observe that (A3) allows for heteroscedastic errors. Assumption (A4) allows our tuning
parameter to be data dependent, as opposed to a sequence of constants. This allows for
data driven choices of λ̂n, such as cross-validation. We will show that for any choice of λ̂n
satisfying (3.6), θ̂ will be an asymptotically “efficient” estimator of θ0. We use empirical
process methods (e.g., see [van der Vaart, 1998b]) to prove the consistency and to find
the rates of convergence of m̂ and θ̂. A sufficient condition for (A5) is that at least one
of the coordinates of X is a continuous random variable and the corresponding index
coefficient is non-zero. Assumptions (A6) and (A7) are mild distributional assumptions
on the design. Assumption (A6) guarantees that the predictors are not supported on a
lower dimensional affine space. Note that (A7) fails if m0 is a constant function; however
a single index model is not identifiable if m0 is constant (see (A0)).
In Theorem 12 we show that (m̂, θ̂) is a consistent estimator of (m0, θ0) and m̂ ◦ θ̂
converges to m0 ◦ θ0 at rate λ̂n (with respect to the L2(PX)-norm).
Theorem 12. Under assumptions (A0)–(A6), the PLSE satisfies J(m̂) = Op(1),
‖m̂‖∞ = Op(1), and ‖m̂ ◦ θ̂ −m0 ◦ θ0‖ = Op(λ̂n).
Next we prove the consistency of m̂ and θ̂. We prove that m̂ is consistent under the






Theorem 13. Under assumptions (A0)–(A5), θ̂
P→ θ0, ‖m̂−m0‖SD0
P→ 0, and ‖m̂′‖∞ =
Op(1).
The above result shows that not only is m̂ consistent but it’s derivative m̂′ also
converges uniformly to m′0.
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The following theorem provides an upper bound on the rates of convergence of θ̂ and
m̂ separately. The following bounds will help us compute the asymptotic distribution of
θ̂ in Section 3.4.
Theorem 14. Under (A0)–(A7) and the assumption that the conditional distribution
of X given θ>0 X is non-degenerate, m̂ and θ̂ satisfy
|θ̂ − θ0| = Op(λ̂n) and ‖m̂ ◦ θ0 −m0 ◦ θ0‖ = Op(λ̂n).
Proofs of Theorems 12, 13, and 14 are given in Sections 3.7.1, 3.7.3, and 3.7.4, respec-
tively.
3.4 Semiparametric inference
In this section we show that θ̂ is asymptotically normal and a semiparametrically efficient
estimator of θ0 under homoscedastic errors. Before going into the derivation of the limit
law of θ̂, we need to introduce some further notation and some regularity assumptions.
For every θ ∈ Θ, let us define Dθ := {θ>x : x ∈ χ}.
(B1) Assume that there exist r > 0 such that for all θ ∈ Sd−1 ∩Bθ0(r) we have




For every θ ∈ Θ, define hθ : D → Rd,
hθ(u) := E[X|θ>X = u]. (3.7)
(B2) Assume that hθ(·) is twice continuously differentiable except possibly at a finite
number of points, and for every θ1 and θ2 in Θ,
‖hθ1 − hθ2‖∞ < M̄ |θ1 − θ2|,
where M̄ is a fixed finite constant.
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Let Pε,X and pε,X denote the joint distribution and the joint density (with respect to
some dominating measure µ on R × χ) of (ε,X), respectively. Let pε|X(e, x) and pX
denote the corresponding conditional probability density of ε given X and the marginal
density of X, respectively. We define σ : χ→ R such that σ2(x) := E(ε2|X = x).
(B3) Assume that pε|X(e, x) is differentiable with respect to e, ‖σ2(·)‖∞ < ∞ and
‖1/σ2(·)‖∞ <∞.
The assumptions (B1)-(B3) deserve comments. Assumption (B1) guarantees that the
true index set ({θ>0 x : x ∈ χ}) does not lie on the boundary of D. The function hθ plays
a crucial role in the construction of “least favorable” paths (see Section 3.4.2.2). For the
functions in the path to be in S, we need the smoothness assumptions on hθ. (B3) gives
lower and upper bound on the variance of ε as we are using a non-weighted least squares
method to estimate parameters in a (possibly) heteroscedastic model.
In the sequel we will use standard empirical process theory notation. For any function




Note that Pθ,mf can be a random variable if θ (or m) is random. Moreover, for any
















As a first step in showing that θ̂ is an efficient estimator, in the following we find the
efficiency bound for the model (3.1). We represent the space of the finite dimensional
parameter by Θ. Note that Θ is a closed subset of Rd and the interior of Θ in Rd is
the null set. For any a ∈ Rd, let a−1 denote the last d − 1 coordinates of a. Another
common reparameterization is to write θ = (1, θ−1), where θ−1 ∈ Rd−1. However in
this alternative parameterization, the finite dimensional parameter space is no longer
bounded. As most estimators for θ are minimizers/solutions of some criterion function,
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further assumptions on the estimator of θ0 are needed to make sure that the estima-
tor does not diverge; see e.g., [Li and Patilea, 2015]. [Cui et al., 2011] considers the
reparameterization θ = (1 − |θ−1|, θ−1), where |θ−1| < 1. Under this parameterization
the parameter space is bounded; however, calculations of the parametric score becomes
unnecessarily tedious. In this paper we consider a local parameterization to construct
paths on Θ. The local parameterization maps Rd−1 onto Θ and gives a simple form for
the parametric scores. First we define some notation: for every real matrix G ∈ Rm×n,
we define ‖G‖2 := maxx∈Sn−1 |Gx|. This is sometimes called the operator or matrix 2-
norm; see e.g., page 281 of [Meyer, 2001]. The following lemma proved1 in Section 3.8.1
shows that the “local parameterization matrix” as function of θ is Lipschitz with respect
to the operator norm.
Lemma 16. There exists a set of matrices {Hθ ∈ Rd×(d−1) : θ ∈ Θ} satisfying the
following properties:
(a) ξ 7→ Hθξ are bijections from Rd−1 to the hyperplanes {x ∈ Rd : θ>x = 0}.
(b) The columns of Hθ form an orthonormal basis for {x ∈ Rd : θ>x = 0}.
(c) ‖Hθ −Hθ0‖2 ≤ |θ − θ0|.
(d) For all distinct η, β ∈ Θ \ θ0, such that |η − θ0| ≤ 1/2 and |β − θ0| ≤ 1/2




|η − θ0|+ |β − θ0|
. (3.8)
Note that for each θ ∈ Θ, H>θ is the Moore-Penrose pseudo-inverse of Hθ, e.g.,
H>θ Hθ = Id−1 where Id−1 is the identity matrix of order d− 1; see Section 5.2 of [Patra
et al., 2015] for a similar construction.
Every η ∈ Rd−1 defines a path in Θ. For any η ∈ Rd−1 and θ ∈ Θ, we define
s 7→ ζs(θ, η), for s ∈ R and |s| ≤ |η|−1, as
ζs(θ, η) :=
√
1− s2|η|2 θ + sHθη. (3.9)
1Our proof is constructive.
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Note that θ>Hθ = 0 and |Hθη| = |η| for all η ∈ Rd−1. When |s| ≤ 1/|η| we have
ζs(θ, η) ∈ Sd−1. For every fixed s ∈ R, as η varies in Bd−10 (|s|−1), ζs(θ, η) takes all values
in the set {β ∈ Sd−1 : θ>β > 0} and sHθη is the orthogonal projection of ζs(θ, η) onto
the hyperplane {x ∈ Rd : θ>x = 0}.
We now attempt to calculate the efficient score for
Y = m(θ>X) + ε (3.10)
for some (θ,m) ∈ (Θ,S) under assumption (B3). The log-likelihood of the model is









Remark 6. Note that under (3.10), we have ε = Y − m(θ>X). For every function
b(e, x) : R×χ→ R in L2(Pε,X) there exists an “equivalent” function b̃(y, x) : R×χ→ R
in L2(Pθ,m) defined as b̃(y, x) := b(y −m(θ>x), x) ∈ L2(Pθ,m). In this section, we use
the function arguments (e, x) (L2(Pε,X)) and (y, x) (L2(Pθ,m)) interchangeably.
For η ∈ Sd−2, consider the path defined in s 7→ ζs(θ, η). Note that this is a valid















We now define a parametric submodel for the unknown nonparametric components:
ms,a(t) = m(t) + sa(t),
pε|X;s,b(e, x) = pε|X(e, x)(1 + sb(e, x)),
pX;s,q(x) = pX(x)(1 + sq(x)),
where s ∈ R, b : R × χ → R is a bounded function such that E(b(ε,X)|X) = 0 and
E(εb(ε,X)|X) = 0, a ∈ S such that J(a) <∞ and q : χ→ R is a bounded function such
that E(q(X)) = 0. Consider the following parametric submodel of (3.1),
s 7→ (ζs(θ, η), ms,a, pε|X;s,b, pX;s,q(x)) (3.11)
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where η ∈ Sd−2. Differentiating the log-likelihood of the submodel in (3.11) with respect









)a(θ>x) + b(y −m(θ>x), x) + q(x).
It is now easy to see that the nuisance tangent space, denoted by Λ, of the model is
Λ := lin
{








)a(θ>x) + b(e, x) + q(x), where
a ∈ S, J(a) <∞, b : R× χ→ R and q : χ→ R are bounded functions,
E(εb(ε,X)|X) = 0, E(b(ε,X)|X) = 0, and E(q(X)) = 0
}
,
where for any set A ⊂ L2(Pθ,m), linA denotes the closure in L2(Pθ,m) of the linear span
of functions in A; see [Newey, 1990] for a review of the construction of the nonparametric
tangent set as a closure of scores of parametric submodels of the nuisance parameter. By
Theorem A.1 of [Györfi et al., 2002], we have that the class of infinitely often differentiable
functions on D is dense in L2(m), where m denotes the Lebesgue measure on D. Thus
we have that
lin{a ∈ S : J(a) <∞} = {a : D → R| a ∈ L2(m)},
lin{q : χ→ R| q is a bounded function and E(q(X) = 0} = {q ∈ L2(PX)|E(q(X)) = 0},
and
lin{b : R× χ→ R| b is a bounded function, E(εb(ε,X)|X) = E(b(ε,X)|X) = 0}
= {b ∈ L2(Pε,X)|E(εb(ε,X)|X) = E(b(ε,X)|X) = 0}.
Thus, it is easy to see that under assumptions (A0)–(A7) and (B1)–(B3), the nuisance
tangent space of (3.1) is
Λ =
{








)a(θ>x) + b(e, x) + q(x), where
a ∈ L2(m), b ∈ L2(Pε,X), q ∈ L2(PX),E(εb(ε,X)|X) = 0,
E(b(ε,X)|X) = 0, and E(q(X)) = 0
}
,
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see Theorem 4.1 in [Newey and Stoker, 1993] and Proposition 1 of [Ma and Zhu, 2013a]
for a similar nuisance tangent space. Observe that the efficient score is the L2(Pε,X) pro-
jection of Sθ,m(y, x) onto Λ
⊥, where Λ⊥ is the orthogonal complement of Λ in L2(Pε,X).
[Newey and Stoker, 1993] and [Ma and Zhu, 2013a] show that
Λ⊥ =
{







for some g : χ→ R
}
.













where for any f ∈ L2(Pε,X), Π(f |Λ⊥) denotes the L2(Pε,X) projection of f onto the
space Λ⊥. Π(Sθ,m|Λ⊥) is sometimes denoted by Seffθ,m . It is important to note that
the optimal estimating equation depends on σ2(·). Since in the semiparametric model
σ2(·) is left unspecified, it is unknown. Without additional assumptions, nonparametric
estimators of σ2(·) have a slow rate of convergence to σ2(·), especially if d is large. Thus
if we substitute σ̂(x) in the efficient score equation, the solution of the modified score
equation would lead to poor finite sample performance; see [Tsiatis, 2006].
To focus our presentation on the main concepts, we will assume that σ2(·) ≡ σ2.









>x) is defined in (3.7). Asymptotic normality and efficiency of θ̂ would follow













and class of functions formed by the efficient score indexed by (θ,m) in a “neighborhood”
of (θ0,m0) satisfies some technical conditions. We formalize this in Theorem 15 below.
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3.4.2 Efficiency of θ̂












If Vθ0,m0 := Pθ0,m0(
˜̀















). If we further assume that σ2(·) ≡ σ2 and if the








Remark 7. Note that even if E(ε2|X) 6≡ σ2, θ̂ is a consistent and asymptotically normal
estimator of θ. When the constant variance assumption provides a good approximation
to the truth, estimators similar to θ̂ have been known to have high relative efficiency with
respect to the optimal semiparametric efficiency bound; see Page 94 of [Tsiatis, 2006]
for a discussion. When σ2(x) = V 2(θ>0 x) for some unknown real-valued function V , we
can define a weighted PLSE estimator as












where ŵ(x) is a consistent estimator of V −2(θ>0 x). Theorem 15 can be generalized to
show that θ̃ is an efficient estimator of θ0.
Remark 8. The asymptotic variance of
√
n(θ̂ − θ0) is the same as that obtained in
Section 2.4 of [Härdle et al., 1993]. However, [Härdle et al., 1993] require stronger
smoothness assumptions on the link function.
3.4.2.1 Proof of Theorem 15
Now we give a sketch of the proof of (3.14). Some of the steps are proved in the following
sections.
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Step 1 In Theorem 16 we will show that (m̂, θ̂) satisfy the efficient score equation approx-
imately, i.e.,
√
nPn ˜̀̂θ,m̂ = op(1). (3.16)




θ,m̂ = 0. (3.17)
Step 3 We prove
Gn(˜̀̂θ,m̂ − ˜̀θ0,m0) = op(1) (3.18)




θ,m̂ = Gn ˜̀θ0,m0 + op(1). (3.19)








θ0(θ̂ − θ0) + op(
√
n|θ̂ − θ0|). (3.20)









nH>θ0(θ̂ − θ0) = V
−1
θ0,m0
Gn ˜̀θ0,m0 + op(1)
d→ V −1θ0,m0N(0, Ĩθ0,m0).
(3.21)
The proof of the theorem will be complete if we can show that
√
n(θ̂ − θ0) = Hθ0
√
nH>θ0(θ̂ − θ0) + op(1).
Let η̂ be the unique vector in Rd−1 that satisfies the following equation:
θ̂ =
√
1− |η̂|2 θ0 +Hθ0 η̂. (3.22)
As H>θ0θ0 = 0 and H
>
θ0
Hθ0 = Id−1, pre-multiplying both sides of the previous equation
by H>θ0 we get
η̂ = H>θ0(θ̂ − θ0). (3.23)
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Substituting the above expression of η̂ in (3.22) and subtracting θ0 from both sides of
(3.22) we get
θ̂ − θ0 =
[√






By (3.21) we have that
√
nH>θ0(θ̂−θ0) = Op(1). Moreover, note that
√
1− x2−1 = O(x2),
as x→ 0. Combining the above facts, we get
√










nH>θ0(θ̂ − θ0) +Op(n
−1/2).
A proof of (3.20) can be found in the proof of Theorem 6.20 of [van der Vaart, 2002].
However, for the sake of completeness we give a proof of (3.20) in Section 3.8.3.
Now we prove (3.15). Assume that σ2(·) ≡ σ2. Observe that, by (3.12) and (3.13),
we have























3.4.2.2 “Least favorable” path for m
We will now show that Step 1 holds, i.e., (m̂, θ̂) satisfies (3.16). Recall the definition
(3.9). For any (θ,m) ∈ Θ× {m ∈ S|J(m) <∞}, let t 7→ (ζt(θ, η), ξt(·; θ, η,m)) denote a
path in Θ× {m ∈ S|J(m) <∞} that goes through (θ,m), i.e., (ζ0(θ, η), ξ0(·; θ, η,m)) =
(θ,m). Recall that (θ̂, m̂) minimizes Ln(m, θ, λ̂n). Hence, for every η ∈ Sd−2, the function
t 7→ Ln(ξt(·; θ̂, η, m̂), ζt(θ̂, η), λ̂n) is minimized at t = 0. In particular, if the above
function is differentiable in a neighborhood of 0, then
∂
∂t
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y − ξt(ζt(θ̂, η)>x; θ̂, η, m̂)
)2∣∣∣∣
t=0
= η> ˜̀̂θ,m̂(y, x),
∂
∂t





for all η ∈ Sd−2, then we get (3.16) as λ̂2n = op(n−1/2) (see assumption (A4)).
Observe that θ̂ is a consistent estimator of θ. As we are concerned with the path
t 7→ Ln(ξt(·; θ̂, η, m̂), ζt(θ̂, η), λ̂n), we will try to construct a path for any (θ,m) ∈ {Θ ∩
Bθ0(r)} × {m ∈ S|J(m) <∞} that satisfies the above requirements. For any set A ⊂ R
and any ν > 0 let us define Aν := ∪a∈ABa(ν). Fix ν > 0. By assumption (B1), for
every θ ∈ Θ∩Bθ0(r), η ∈ Sd−2, and t ∈ R sufficiently close to zero, there exists a strictly
increasing function φθ,η,t : D
ν → R with
φθ,η,t(u) = u, u ∈ Dθ
φθ,η,t(u+ (θ − ζt(θ, η))>hθ(u)) = u, u ∈ ∂D,
(3.26)
where hθ(u) and ζt(θ, η) are defined in (3.7) and (3.9), respectively. Furthermore, we




Note that φθ,η,t(D) = D. Moreover, φθ,η,t cannot be the identity function for t 6= 0 if
(θ − ζt(θ, η))>hθ(u) 6= 0 for u ∈ ∂D. Now, we can define the following path through m:
ξt(u; θ, η,m) := m ◦ φθ,η,t(u+ (θ −
√
1− t2|η|2 θ − tHθη)>hθ(u)).
The function φθ,η,t helps us control the partial derivative in the second equation of (3.25).
In the following theorem (proved in Section 3.8.2) we show that (ζt(θ̂, η), ξt(·; θ̂, η, m̂))
is a path through (θ̂, m̂) and satisfies (3.24) and (3.25). Here η is the “direction” for
ζt(θ, η) and (η, hθ(u)) defines the “direction” for the path ξt(·; θ, η,m).
Theorem 16. Under assumptions (A0),(A1), (A4), and (B1)–(B2), (ζt(θ̂, η), ξt(·; θ̂, η, m̂))
is a valid parametric submodel, i.e., (ζt(θ̂, η), ξt(·; θ̂, η, m̂)) ∈ Θ × {m ∈ S|J(m) < ∞}
for all t in some neighborhood of 0. Moreover (ζt(θ̂, η), ξt(·; θ̂, η, m̂)) satisfies (3.25) and
Ln(ξt(·; θ̂, η, m̂), ζt(θ̂, η), λ̂n), as function of t, is differentiable at 0 and
√
nPn ˜̀̂θ,m̂ = op(1).
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3.4.2.3 Asymptotic equicontinuity of ˜̀θ,m at (θ0,m0)
For notational convenience we define
K1(x; θ) := H
>
θ (x− hθ(θ>x)).
With the above notation, from (3.13) we have
˜̀
θ,m(y, x) = (y −m(θ>x))m′(θ>x)K1(x; θ).
Theorem 17. Under assumptions (A0)–(A7) and (B1)–(B3), we have Gn(˜̀̂θ,m̂ −
˜̀
θ0,m0) = op(1).






































The proof of Theorem 17 will be complete if we can show that both the terms in
(3.27) converge to 0 in probability. We begin with some definitions. Let an be a sequence
of real numbers such that an →∞ as n→∞ and an‖m̂−m0‖SD0 = op(1). We can always


























(m, θ) : θ ∈ Θ ∩Bθ0(1/2) and m ∈ Cm∗M1,M2,M3
}
.
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Let us consider the first term of (3.27). Fix δ > 0. For every fixed M1,M2, and M3,
P
(∣∣Gn[(m0 ◦ θ0 − m̂ ◦ θ̂)m̂′ ◦ θ̂K1(·; θ̂)]∣∣ > δ)
≤ P
(∣∣Gn[(m0 ◦ θ0 − m̂circθ̂)m̂′ ◦ θ̂K1(·; θ̂)]∣∣ > δ, (m̂, θ̂) ∈ CM1,M2,M3(n))
+ P
(






∣∣Gn[(m0 ◦ θ0 −m ◦ θ)m′ ◦ θK1(·; θ)]∣∣ > δ)
+ P
(




Recall that θ̂ and m̂ are consistent estimators of θ0 and m0 with respect to the Euclidean
and Sobolev norms, respectively, and ‖m̂′‖∞ is Op(1) (see Theorem 13). Furthermore,
we have that both ‖m̂‖∞ and J(m̂) are Op(1) (see Theorem 12) and λ̂−1/2n |θ̂−θ0| = op(1)




(m̂, θ̂) /∈ CM1,M2,M3(n)
)
≤ ε,
for all sufficiently large n. Hence, it is enough to show that for the above choice of





∣∣Gn[(m0 ◦ θ0 −m ◦ θ)m′ ◦ θK1(·; θ)]∣∣ > δ) ≤ ε
for sufficiently large n. The following lemma (proved in Section 3.8.5) shows this.
Lemma 17. Fix M1,M2,M3, and δ > 0. For n ∈ N, let us define
DM1,M2,M3(n) :=
{





m′ ◦ θ(m0 ◦ θ0 −m ◦ θ)K1(·; θ) : (m, θ) ∈ C∗M1,M2,M3
}
.
DM1,M2,M3(n) is a Donsker class and
sup
f∈DM1,M2,M3 (n)
‖f‖2,∞ ≤ 2TM2(a−1n + TM2λ̂1/2n ) =: DM1,M2,M3(n). (3.29)
Moreover, J[ ](γ,DM1,M2,M3(n), ‖ · ‖2,Pθ0,m0 ) . γ
1/2, where for any class of functions
F , J[ ] is the entropy integral (see e.g., Page 270, [van der Vaart, 1998b]) defined as




logN[ ](t,F , ‖ · ‖2,Pθ0,m0 )dt.






|Gnf | > δ
)
→ 0 as n→∞.
The following lemma (proved in Section 3.8.6) shows that the second term on the
right hand side of (3.27) converges to zero in probability.
Lemma 18. Let us define Uθ,m : χ→ Rd−1, Uθ,m(x) := m′(θ>x)K1(x; θ). Fix M1,M2,M3,












: (m, θ) ∈ C∗M1,M2,M3
}
.






‖f‖2,∞ ≤ 2T 3/2M3λ̂1/4n +2Ta−1n +M2(2T+M̄)λ̂1/2n
]
=: WM1,M2,M3(n).
Moreover, J[ ](γ,WM1,M2,M3(n), ‖ · ‖2,Pθ0,m0 ) . γ
1/2. Hence, as n→∞, we have
P
(∣∣∣Gn[ε(Uθ̂,m̂ − Uθ0,m0)]∣∣∣ > δ)→ 0. (3.30)
3.5 Simulation Study
To investigate the finite sample performance of the estimator developed in this chapter,
we carry out several simulation experiments. We also compare the finite sample perfor-
mance of the proposed estimator with the estimators proposed in [Cui et al., 2011] and
[Hristache et al., 2001]. The code to evaluate the estimates proposed in [Hristache et al.,
2001] can be found in the R package EDR. Moreover, [Cui et al., 2011] kindly provided
us with the R codes to implement their procedure. The codes used to implement our
procedure are available in the simest package in R; see [Kuchibhotla and Patra, 2016].
In the following, we consider three different data generating mechanisms. It is easy to
see that the estimator proposed in this chapter has the best overall performance.
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3.5.1 A simple model
We start with a simple model. Assume that (X1, X2) ∈ R2, X1 ∼ Uniform(−2, 2),
X2 ∼ Uniform(0, 1), ε ∼ N(0, .52), and
Y = (X>θ0)
2 + ε, where θ0 = [1,−1]/
√
2. (3.31)
Observe that for this example, H>θ0 = [1, 1]/
√
2 (see Section 3.8.1) and the analytic












∣∣∣(θ>0 X)2[H>θ0V ar(X|θ>0 X)Hθ0]∣∣∣ .
Using the above expression, we calculated the asymptotic variance of
√
n(θ̂1−θ0,1) to be
0.3277. Figure 3.1 shows the box plots of estimator proposed in this paper and compares
its performance with the estimators proposed in [Cui et al., 2011] and [Hristache et al.,
2001]. We also include the box plot of a sample from the true asymptotic distribution
of θ̂ for comparison.







Figure 3.1: Box plots of bias estimates of θ0,1 (from 500 replications) along with the
true asymptotic distribution of the
√
n(θ̂1 − θ0,1) (properly scaled) when we have 500
i.i.d. samples from (3.31).
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3.5.2 Dependent Covariates
We now consider a simulation scenario, where covariates are not independent and the
predictor variable X ∈ R6 contains discrete components. More precisely, (X1, . . . , X6)
is generated according to the following law: X1 ∼ Uniform[−1, 1], X2 ∼ Uniform[−1, 1],
X3 := 0.2X1 + 0.2(X2 + 2)
2 + 0.2Z1, X4 := 0.1 + 0.1(X1 +X2) + 0.3(X1 + 1.5)
2 + 0.2Z2,
X5 ∼ Ber(exp(X1)/{1 + exp(X1)}), and X6 ∼ Ber(exp(X2)/{1 + exp(X2)}). Here Z1
and Z2 are two Uniform[−1, 1] random variables independent of X1 and X2. Finally, we
assume that
Y = sin(2X>θ0) + 2 exp(X
>θ0) + ε,
where θ0 is (1.3,−1.3, 1,−0.5,−0.5,−0.5)/
√
5.13. In the following, we consider three
different scenarios based on the error distribution:
(2.1) ε ∼ N(0, 1) (Homoscedastic, Gaussian Error)
(2.2) ε ∼ N
(


























Figure 3.2: Box plots (over 500 replications) of L1 error of estimates of θ0 (
∑6
i=1 |θ̂i −
θ0,i|) based on 200 observations from models (2.1), (2.2), and (2.3) in the left, the
middle, and the right panel, respectively.
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Observe that in all the three scenarios the proposed estimator has improved performance
compared to the competitors; see Figure 3.2. Scenarios (2.1) and (2.2) are similar to
simulation scenarios in [Ma and Zhu, 2013b] and [Li and Patilea, 2015].
3.5.3 High Dimensional Covariates
This setup in this simulation setting is similar to one considered in Example 4 of [Cui
et al., 2011]; see Section 3.2 of [Cui et al., 2011]. We consider d-variate covariates
for d = 10, 50, 100. For each d, we assume that X ∼ Uniform[0, 2]d, ε ∼ N(0, 0.22),
θ0 = (2, 1,0d−2)
>/
√
5, and have 500 observations from the following model:
Y = sin(aX>θ0) + ε, where a = π/2, 3π/4, and 3π/2. (3.32)
In Table 3.1, we show the finite sample performance of the estimators developed in this
chapter. Here a higher value of a represents a more oscillating function. Observe that
proposed estimator performs relatively well, whereas both EFM and EDR perform poorly
in certain scenarios, e.g., EFM when a = 3π/2 and d = 10 and EDR when a = π/2 and
d = 100.
Table 3.1: Median error (and interquartile range)
∑d
i=1 |θ̂i − θ0,i| (500 replications) for
n = 400 from (3.32).
d
a = π/2 a = 3π/4 a = 3π/2
GCV EFM EDR GCV EFM EDR GCV EFM EDR
10 0.127 0.121 0.135 0.085 0.081 0.092 0.047 2.251 0.069
(0.034) (0.030) (0.033) (0.025) (0.020) (0.023) (0.019) (1.734) (0.018)
50 0.735 0.700 0.896 0.501 0.477 0.613 6.510 6.672 6.562
(0.109) (0.092) (0.113) (0.082) (0.061) (0.074) (0.368) (0.372) (0.284)
100 1.829 1.630 3.163 1.307 1.122 1.812 9.020 9.218 8.994
(0.327) (0.182) (1.010) (0.272) (0.112) (0.299) (0.313) (0.280) (0.287)
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3.6 Proof of results in Section 3.2
3.6.1 Proof of Lemma 14





∣∣∣∣ ≤ ∣∣∣∣∫ s
s0
∣∣m′′(t)∣∣2dt∣∣∣∣1/2 |s− s0|1/2 ≤ J(m)|s− s0|1/2,
for every s, s0 ∈ D.
3.6.2 Proof of Lemma 15
Fix s0 ∈ D. Integrating the inequality
−J(m)|t− s0|1/2 ≤ m′(t)−m′(s0) ≤ J(m)|t− s0|1/2
with respect to t, we get
|m(s)−m(s0)−m′(s0)(s− s0)| ≤ J(m)(D)3/2,
where (D) is the diameter of D. Since ‖m‖∞ ≤M , we get that
|m′(s0)(s− s0)| ≤ 2M + J(m)(D)3/2.
If we choose s such that |s− s0| = (D)/2, then we have
‖m′‖∞ ≤ 2M/(D) + (1 + J(m))(D)1/2.
The rest of the lemma follows by choosing C = 2M/(D) + (D)1/2.
3.6.3 Proof of Theorem 11




where Ln is defined in (3.4). For any fixed vector θ ∈ Θ, define tθi := θ>xi, for i =
1, . . . , n. Then we have
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and the minimization can be equivalently written as infθ∈Θ infm∈S Ln(m, θ, λ). Let us
define
T (θ) := inf
m∈S
Ln(m, θ, λ) and mθ := arg min
m∈S
Ln(m, θ, λ). (3.33)
Theorem 2.4 of [Green and Silverman, 1994] proves that the infimum in (3.33) is attained
for every θ ∈ Θ and the unique minimizer mθ is a natural cubic spline with knots at
{tθi }ni=1. Furthermore [Green and Silverman, 1994] note that (see Section 2.3.4), mθ does
not depend on D beyond the condition that {tθi }1≤i≤n ∈ D. Moreover, m′′θ is zero outside
(tθ(1), t
θ
(n)), where for k = 1, . . . , n, t
θ
(k) denotes the k-th smallest value in {t
θ
i }ni=1.
For every θ ∈ Θ, mθ is determined by points in a bounded set, namely DR :=
[−tmax, tmax], where tmax a finite constant such that supθ∈Θ maxi≤n |θ>xi| < tmax. Note
that such a constant always exists as Θ ⊂ Sd−1. Define
SR := {m : DR → R|m′ is absolutely continuous},
and for all m ∈ SR, define JR(m) :=
∫
DR
|m′′(t)|2dt. For every m ∈ SR and θ ∈ Θ, we
define















LRn (m, θ, λ), and mRθ := arg min
m∈SR
LRn (m, θ, λ).
[Green and Silverman, 1994] observe that (see Section 2.3.4), mθ is the linear extrapola-
tion of mRθ to D. Moreover, as mθ is a linear function outside DR, we have∫
DR
∣∣(mRθ )′′(t)∣∣2 dt = ∫
D




Ln(m, θ;λ) = inf
θ∈Θ





As Θ is a compact set, the existence of the minimizer θ 7→ TR(θ) will be established
if we can show that TR(θ) is a continuous function on Θ; see the Weierstrass extreme
value theorem. We now prove that θ 7→ TR(θ) is a continuous function. Notice that
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i /n < ∞. Hence there is a finite constant
K (depending only on {yi}ni=1) such that for all θ ∈ Θ,
Qn(m
R
θ , θ) + λ
2J2R(m
R
θ ) ≤ K. (3.34)
We will use the above bound to show that there exists a finite L (depending only on λ









for i = 1, . . . , n. If tθ(1) = t
θ




i=1 yi/n which implies
that ‖mRθ ‖∞ is bounded and JR(mRθ ) = 0. Now let us assume tθ(1) < t
θ
(n). By Lemma
15, for any s ∈ R such that |s| ≤ tmax, we have∣∣∣(mRθ )′(s)− (mRθ )′(tθ(1))∣∣∣ ≤ JR(mRθ )√tmax.
Integrating the above display with respect to s, we get∣∣∣mRθ (s)−mRθ (tθ(1))− (mRθ )′(tθ(1))(s− tθ(1))∣∣∣ ≤ JR(mRθ )(tmax)3/2. (3.36)
Taking s = tθ(n) in the previous display, we have |(m
R
θ )
′(tθ(1))| ≤ C, where the constant C




|mRθ (s)| ≤ C1,
where the constant C1 depends only on K,λ, and {(yi, xi)}ni=1. Thus, there exists a finite
L (depending only on λ and {(yi, xi)}ni=1) such that ‖mRθ ‖∞ ≤ L and JR(mRθ ) ≤ L. Note










We will now show that the class of functions
{Qn(m, ·) : Θ→ R|m ∈ SR, ‖m‖∞ ≤ L, and JR(m) ≤ L}




|Qn(m, θ)−Qn(m, η)| ≤ ε.

































In view of Lemma 15, for i = 1, . . . , n we have
|m(θ>xi)−m(η>xi)| ≤ ‖m′‖∞|x>i (θ − η)| ≤ C2(1 + JR(m))|θ − η|, (3.38)
where C2 is a constant that depends only on L and max1≤i≤n |xi|. For every m ∈ {m ∈
SR : ‖m‖∞ ≤ L and JR(m) ≤ L}, (3.37) and (3.38) imply that
sup
m∈{m∈SR:‖m‖∞≤L and JR(m)≤L}
|Qn(m, θ)−Qn(m, η)| ≤ C3|θ − η|,
where the constant C3 depends only on L and max1≤i≤n |xi|. Observe that for every
θ ∈ Θ, mRθ ∈ {m ∈ SR : ‖m‖∞ ≤ L and JR(m) ≤ L}. Fix δ = ε/C3, then uniform
equicontinuity of {θ 7→ Qn(m, θ) : m ∈ SR, ‖m‖∞ ≤ L, and JR(m) ≤ L} implies that,
for all |η − θ| ≤ δ, we have
Qn(m
R
η , θ)− ε ≤ Qn(mRη , η) and Qn(mRθ , η) ≤ Qn(mRθ , θ) + ε. (3.39)
Recall that for every β ∈ Θ and m ∈ {m ∈ SR : JR(m) < ∞}, we have LRn (mRβ , β, λ) ≤
LRn (m,β, λ). Thus, from (3.39), we have
Qn(m
R
η , θ)− ε ≤ Qn(mRη , η) ⇔ LRn (mRη , θ;λ)− ε ≤ LRn (mRη , η;λ)





θ , η) ≤ Qn(mRθ , θ) + ε ⇔ LRn (mRθ , η;λ) ≤ LRn (mRθ , θ;λ) + ε
⇒ LRn (mRη , η;λ) ≤ LRn (mRθ , θ;λ) + ε ⇒ TR(η) ≤ TR(θ) + ε.
(3.41)
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Combining (3.40) and (3.41), we have that TR(θ) − ε ≤ TR(η) ≤ TR(θ) + ε, for all
|η− θ| ≤ δ. Thus, it follows that θ 7→ TR(θ) is uniformly continuous and TR(θ) attains a
minimum on the compact set Θ (Sd−1 is compact and Θ is closed subset of Sd−1). Thus
θ̂ = arg min
θ∈Θ
TR(θ) = arg min
θ∈Θ
T (θ)
is well defined. Moreover by Theorem 2.4 of [Green and Silverman, 1994] we have that
mR
θ̂
is a unique natural cubic spline with knots at {tθ̂i }ni=1 and
m̂ = mθ̂,




3.7 Proofs of results in Section 3.3
3.7.1 Proof of Theorem 12




Qn(m̂, θ̂) + λ̂
2
nJ
2(m̂) ≤ Qn(m0, θ0) + λ̂2nJ2(m0). (3.42)
Observe that by definition of Qn(m, θ), we have that (3.42) implies












>xi)−m0(θ>0 xi)) + λ̂2nJ2(m0)
To find rate the of convergence of ‖m̂◦ θ̂−m0 ◦ θ0‖n we will try to find upper bounds for∑n
i=1 εi(m̂(θ̂
>xi)−m0(θ>0 xi)) in terms of ‖m̂◦ θ̂−m0 ◦θ0‖n (modulus of continuity); see
Section 1 of [van de Geer, 1990] for a similar proof technique. To be able to find such a
bound, we first study the behavior of m̂ ◦ θ̂.






















‖m̂ ◦ θ̂ −m0 ◦ θ0‖n − ‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n.
(3.43)
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i = O(1) almost surely. On the other hand, since (m̂, θ̂)




Qn(m0, θ0)−Qn(m̂, θ̂) ≥ λ̂2n(J2(m̂)− J2(m0)) ≥ −λ̂2nJ2(m0) ≥ op(1), (3.44)
as λ̂n = op(1). Combining (3.43) and (3.44), we have
‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n ≤ ‖m̂ ◦ θ̂ −m0 ◦ θ0‖nOp(1) + op(1).
Thus we have ‖m̂◦ θ̂−m0◦θ0‖n = Op(1). We also have ‖m̂◦ θ̂‖n = Op(1) as ‖m0◦θ0‖∞ <
∞.
We will now use the Sobolev embedding theorem to get a bound on ‖m̂‖∞ in terms
of J(m̂).
Lemma 19. (Sobolev embedding theorem, Page 85, [Oden and Reddy, 2012]) Let m :
I → R (I ⊂ R is an interval) be a function such that J(m) <∞. We can write
m(t) = m1(t) +m2(t),
with m1(t) = β1 + β2t and ‖m2‖∞ ≤ J(m)(I).
Thus, by the above lemma, we can find m̂1 and m̂2 such that
m̂(t) = m̂1 + m̂2,
where m̂1 = β̂1 + β̂2t, and ‖m̂2‖∞ ≤ J(m̂)(D). Then
‖m̂1 ◦ θ̂‖n
1 + J(m0) + J(m̂)
≤ ‖m̂ ◦ θ̂‖n
1 + J(m0) + J(m̂)
+
‖m̂2 ◦ θ̂‖n
1 + J(m0) + J(m̂)
≤ ‖m̂ ◦ θ̂‖n
1 + J(m0) + J(m̂)
+
‖m̂2‖∞















where ϕθ(x) := (1, θ
>x)>. Furthermore, we denote the smallest eigenvalues of An(θ)
and A(θ) by ϑn(θ) and ϑ(θ) respectively. Since Θ is a bounded subset of Rd, by the
Glivenko-Cantelli Theorem, we have
sup
θ∈Θ
|ϑn(θ)− ϑ(θ)| = op(1).
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Let ϑ0 := minθ∈Θ ϑ(θ). By assumption (A6) and (3.2), we have det(A(θ)) = θ
>Var(X)θ
and infθ∈Θ det(A(θ)) > 0. It follows that ϑ0 > 0 and
‖m̂1 ◦ θ̂‖2n = (β̂1, β̂2)An(θ)(β̂1, β̂2)>












≥ op(β̂21 + β̂22) + ϑ0(β̂21 + β̂22)
≥ op(β̂21 + β̂22) + ϑ0 max(β̂1, β̂2)2
Thus by (3.45) we have
max(β̂1, β̂2)
1 + J(m0) + J(m̂)
= Op(1). (3.46)
Moreover, since D is a bounded set, by (3.46) we have ‖m̂1‖∞/(1 + J(m0) + J(m̂)) =
Op(1). Combining this with Lemma 19, we get
‖m̂‖∞
1 + J(m0) + J(m̂)
≤ ‖m̂1‖∞
1 + J(m0) + J(m̂)
+
‖m̂2‖∞
1 + J(m0) + J(m̂)
= Op(1). (3.47)
Now define the class of functions
BC :=
{
m ◦ θ −m0 ◦ θ0
1 + J(m0) + J(m)
: m ∈ S, θ ∈ Θ, and ‖m‖∞




Observe that by (3.47), we can find a Cε such that
P
(
m̂ ◦ θ̂ −m0 ◦ θ0
1 + J(m0) + J(m)
∈ BCε
)
≥ 1− ε, ∀n. (3.48)
The following lemma in [van de Geer, 2000b] gives a upper bound for
∑n
i=1 εig(xi),
in terms of entropy of the class of functions g.
Lemma 20. (Lemma 8.4, [van de Geer, 2000b]) Suppose G be a class of functions. If
logN[ ](δ,G, ‖ · ‖∞) ≤ Aδ−α, supg∈G ‖g‖n ≤ R, and ε satisfies assumption (A3), for
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In Lemma 21 (proved in Section 3.7.2) we find the bracketing number for the class
of functions BC .
Lemma 21. For every fixed positive M1,M2, and C, we have
logN (δ,BC , ‖ · ‖∞) . δ−1/2.





‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n (1 + J(m0) + J(m̂))1/4
= Op(n
−1/2). (3.49)
Together, (3.44) and (3.49) imply
λ̂2n(J
2(m̂)− J2(m0))






(yi −m0(θ>0 xi))(m̂(θ̂>xi)−m0(θ>0 xi))− ‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n
≤ ‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n (1 + J(m0) + J(m̂))1/4Op(n−1/2)− ‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n.
(3.50)
We will now consider two cases.
Case 1: Suppose J(m̂) > 1 + J(m0). By (3.50), we have
‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n + λ̂2nJ2(m̂) ≤ ‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n J(m̂)1/4Op(n−1/2) + λ̂2nJ2(m0).
Moreover note that we can find constants C1 and C2 such that either
‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n J(m̂)1/4n−1/2 ≤ C1λ̂2nJ2(m0) (3.51)
or
λ̂2nJ
2(m0) < C2‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n J(m̂)1/4Op(n−1/2) (3.52)
hold with high probability as n→∞. Observe that when (3.51) holds we have
‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n + λ̂2nJ2(m̂) ≤ Op(1)λ̂2nJ2(m0). (3.53)
Now it is easy to see that, (3.53) implies that ‖m̂ ◦ θ̂ −m0 ◦ θ0‖n = Op(λ̂n)J(m0) and
J(m̂) = Op(1)J(m0). On the other hand when (3.52) holds, we have
‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n + λ̂2nJ2(m̂) ≤ ‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n J(m̂)1/4Op(n−1/2). (3.54)
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We can bound the first term on the left hand side of (3.54) as






A similar bound on the second term on the left hand side of (3.54) gives:
λ̂2nJ

















Combining (3.55) and (3.56), we have
‖m̂ ◦ θ̂ −m0 ◦ θ0‖n = Op(n−1/2)λ̂−1/4n .
However, by assumption (A3), we have that λ̂−1n = Op(n
2/5). Hence the conclusion
follows.
Case 2: When J(m̂) ≤ 1 + J(m0), (3.50) implies,
‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n ≤ ‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n (1 + J(m0))1/4Op(n−1/2) + λ̂2nJ2(m0).
Therefore, it follows that either
‖m̂ ◦ θ̂ −m0 ◦ θ0‖n ≤ (1 + J(m0))1/5Op(n−2/5) = Op(λ̂n)
or
‖m̂ ◦ θ̂ −m0 ◦ θ0‖n ≤ Op(1)λ̂nJ(m0) = Op(λ̂n)J(m0).
Thus we have that J(m̂) = Op(1), ‖m̂ ◦ θ̂−m0 ◦ θ0‖n = Op(λ̂n), and, by (3.47), ‖m̂‖∞ =
Op(1). To find the rates of convergence of ‖m̂ ◦ θ̂−m0 ◦ θ0‖, we use the following lemma.
Lemma 22. (Lemma 5.16, [van de Geer, 2000b]) Suppose G is a class of uniformly
bounded functions and for some 0 < ν < 2,
sup
δ>0
δν logN[ ](δ,G, ‖ · ‖∞) <∞.
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Our proof of Theorem 12 is along the lines of the proofs of Lemma 3.1 in [Mammen
and van de Geer, 1997] and Theorem 10.2 in [van de Geer, 2000b].
3.7.2 Proof of Lemma 21
To prove this lemma, we use the following entropy bound from [van de Geer, 2000b]. We
will also use the following result in the proofs of Lemmas 17 and 18 in Sections 3.8.5 and
3.8.6, respectively.
Lemma 23. (Theorem 2.4, [van de Geer, 2000b]) Let F be a class of functions f : I → R
(for I a compact interval in R) such that for some M1,M2 < ∞, ‖f‖∞ ≤ M1, the first





≤ M2. Then there
exists a constant C depending on I such that,





, for all ε > 0.
The above lemma says that the class of functions
GM1,M2 := {m ∈ S : ‖m‖∞ ≤M1, and J(m) ≤M2}





−1/2) balls with radius δ in the sup-norm, i.e.,






For all θ1, θ2 ∈ Θ, we have that |θ1 − θ2| ≤ 2. Thus by Lemma 4.1 of [Pollard, 1990], we
have
N(ε,Θ, | · |) . ε−d+1.
Now define the class of functions
HM1,M2 := {m(θ>x) : θ ∈ Θ, m ∈ S, ‖m‖∞ ≤M1, and J(m) ≤M2}.
We will show that
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Note that, with respect to ‖ · ‖∞-norm covering number and bracketing number are the
same and we can choose an ε-net from within the function class. Thus ‖ · ‖∞ brackets
can be chosen from the function class.
Consider an ε/[2(1+M2)T ]-net of Θ, {θ1, θ2, . . . , θp}, χ ⊂ B0(T ) ⊂ Rd, the Euclidean
ball of radius T around the origin. Choose an ε/2-net for GM1,M2 , {m1,m2, . . . ,mq}. We
can, without loss of generality, assume that mi ∈ GM1,M2 . Thus by Lemma 15, we have
‖m′i‖∞ . 1 +M2.
Now we will show that the set of functions {mi ◦ θj}1≤i≤q,1≤j≤p forms an ε-net for
HM1,M2 with respect to ‖ · ‖∞-norm. For any given m ◦ θ ∈ HM1,M2 , we can get mi and
θj such that ‖m−mi‖∞ < ε/2 and |θ − θj | < ε/2(1 +M2)T. Then
|m(θ>x)−mi(θ>j x)|
≤ |m(θ>x)−m(θ>j x)|+ |m(θ>j x)−mi(θ>j x)|







Hence, the bracketing entropy number in the ‖ · ‖∞-norm for the required set is bounded
above by a multiple of (M/ε)1/2 +log(C2T (1+M2)ε
−d+1) for a suitable constant C > 0,
which is further bounded by a multiple of (M/ε)1/2, where M = M1 + M2. Thus we
have (3.57).
Now we will use (3.57) to prove Lemma 21. Let us define,
FC :=
{
f(θ>x) : f =
m
1 + J(m0) + J(m)
, θ ∈ Θ, m ∈ S, and ‖m‖∞
1 + J(m0) + J(m)
≤ C
}
Since FC ⊂ HC,1, we can choose δ/2 brackets [g1,1, g1,2], . . . , [gq,1, gq,2] over FC such




h : h =
m0
1 + J(m0) + J(m)
and m ∈ S
}
.
Observe that F∗ ⊂ GC2,1, where C2 = ‖m0‖∞/J(m0). Thus we can choose δ/2 brackets
[l1,1, l1,2], . . . , [lr,1, lr,2] over F∗ such that for every h ∈ FC there exists a j such that
lj,1(θ
>
0 x) ≤ h(θ>0 x) ≤ lj,2(θ>0 x). Thus we have,
gi,1(x)− lj,2(θ>0 x) ≤
m(θ>x)




1 + J(m0) + J(m)
≤ gi,2(x)− lj,1(θ>0 x),
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where i depends on (m, θ) and j on m.
Brackets of the form [gi,1(x) − lj,2(θ>0 x), gi,2(x) − lj,1(θ>0 x)] for i ∈ {1, . . . q} and
j ∈ {1, . . . r} cover the required space. Hence, the bracketing entropy
logN (δ,BC , ‖ · ‖∞) ≤
(C + 1)
1







where C2 = ‖m0‖∞/J(m0).
3.7.3 Proof of Theorem 13
The following lemma, proved in the Section 3.7, is crucial to the proof of Theorem 13.
Lemma 24. For every fixed M , the set of functions m ∈ S with J(m) ≤ M and
‖m‖∞ ≤M is precompact relative to ‖ · ‖SD.
Proof. By Lemma 14 the class of functions m′ is uniformly Lipschitz of order 1/2. Thus
any sequence of functions m′k is equicontinuous. By Lemma 15, m
′ is uniformly bounded
as soon as J(m) is uniformly bounded. Applying the Arzela-Ascoli theorem, we see
that every sequence mk with J(mk) = O(1) has a subsequence {kl} such that both mkl
and m′kl converge uniformly on D. By Lemma 15 and the mean value theorem, we
get that m is uniformly bounded. Thus applying the Arzela-Ascoli theorem, we get a
subsequence {klj} of {kl} for which functions converge uniformly. Since these functions
converge uniformly on a compact set, by applying the dominated convergence theorem,
we see that there exists a subsequence such that functions and derivatives converge.
Furthermore, the derivative of the limit equals the limit of the derivative.
Suppose that ‖mk ◦ θk − m0 ◦ θ0‖ → 0 and J(mk) = O(1). By Lemma 24, every
subsequence of (mk, θk) has a further subsequence (mkl , θkl) such that θkl → θ and
‖mkl −m‖SD → 0 for some θ and m. Then ‖mk ◦ θk −m ◦ θ‖ → 0 by continuity of the
map (m, θ) 7→ m ◦ θ. Thus ‖m ◦ θ −m0 ◦ θ0‖ = 0, and hence by assumption (A0), we
get θ = θ0 and m = m0 on the support D0. The assumption that D0 is the closure of
its interior implies that m′ and m′0 agree on D0. Since the convergence in Lemma 24 is
uniform, we get that ‖m −m0‖D0 = 0. Combining this with Theorem 12, we get that
θ̂
P→ θ0 and ‖m̂−m0‖SD0
P→ 0.
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Let a be a point in D0 and s ∈ D. By Lemma 14, we have that |m̂′(s) − m̂′(a)| ≤
J(m̂)|s−a|1/2 = Op(1). Moreover, we have that |m̂′(a)−m′0(a)| = op(1). Thus ‖m̂′‖∞ =
Op(1).
3.7.4 Proof of Theorem 14
We first state and prove a lemma that we will use to prove this theorem.
Lemma 25. Suppose m ∈ S, J(m) <∞, and θ ∈ Θ. Then
PX
∣∣m(θ>X)−m(θ>0 X)−m′0(θ>0 X)X>(θ − θ0)∣∣2
. |θ − θ0|3J2(m) + |θ − θ0|2PX
∣∣(m−m0)′(θ>0 X)∣∣2.
Proof.
m(θ>x)−m(θ>0 x)−m′0(θ>0 x)x>(θ − θ0) = m′(ξ>x)x>(θ − θ0)−m′0(θ>0 x)x>(θ − θ0)
= {m′(ξ>x)−m′0(θ>0 x)}x>(θ − θ0),
where ξ>x lies between θ>x and θ>0 x. Since χ is bounded (see (A2)), by an application
of the Cauchy-Schwarz inequality, we have∣∣m(θ>x)−m(θ>0 X)−m′0(θ>0 x)x>(θ − θ0)∣∣2 . |θ − θ0|2∣∣m′(ξ>x)−m′0(θ>x)∣∣2
. |θ − θ0|2
∣∣m′(ξ>x)−m′(θ>0 x)∣∣2
+ |θ − θ0|2
∣∣m′(θ>0 x)−m′0(θ>0 x)∣∣2.
By Lemma 14, we have
|m′(ξ>x)−m′(θ>0 x)| ≤ J(m)|ξ>x− θ>0 x|1/2 ≤ J(m)|θ>x− θ>0 x|1/2
. J(m)|θ − θ0|1/2.
Thus we have∣∣m(θ>x)−m0(θ>0 x)−m′0(θ>0 x)x>(θ − θ0)∣∣2
.
∣∣m′(θ>0 x)−m′0(θ>0 x)∣∣2|θ − θ0|2 + J2(m)|θ − θ0|3,
and hence
PX
∣∣m(θ>X)−m(θ>0 X)−m′0(θ>X)X>(θ − θ0)∣∣2
. |θ − θ0|3J2(m) + |θ − θ0|2PX
∣∣(m−m0)′(θ>0 X)∣∣2.
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Let us define A(x) := m̂(θ̂>x) −m0(θ>0 x) and B(x) := m′0(θ>0 x)x>(θ̂ − θ0) + (m̂ −
m0)(θ
>
0 x). Observe that
A(x)−B(x) = m̂(θ̂>x)−m′0(θ>0 x)x>(θ̂ − θ0)− m̂(θ>0 x).
Recall that |θ̂−θ0|
P→ 0, PX
∣∣(m̂−m0)′(θ>0 X)∣∣2 P→ 0 and J(m̂) = Op(1). Thus by Lemma
25, we have that





PX |B(X)|2 − PX |A(X)−B(X)|2 ≥
1
2
PX |B(X)|2 − op(1)|θ̂ − θ0|2.
However by Theorem 12, we have that PX |A(X)|2 = Op(λ̂2n). Thus we have
PX







>(θ̂ − θ0) and g2(x) := (m̂−m0)(θ>0 x) (3.58)
and note that by assumption (A7) there exists a λ1 > 0 such that
PXg
2
1 = (θ̂−θ0)>PX [XX>|m′0(θ>0 X)|2](θ̂−θ0) ≥ λ1(θ̂−θ0)>(θ̂−θ0) = λ1|θ̂−θ0|2. (3.59)







∣∣m′0(θ>0 X)X>(θ̂ − θ0) + (m̂−m0)(θ>0 X)∣∣2. (3.60)
The following theorem gives a sufficient condition for (3.60) to hold.
Lemma 26. (Lemma 5.7 of [Murphy et al., 1999]) Let g1 and g2 be measurable functions
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The following arguments show that g1 and g2 (defined in (3.58)) satisfy the condition










∣∣m′0(θ>0 X)g(θ>0 X)E(X>(θ̂ − θ0)|θ>0 X)∣∣2
≤ PX
[




































Strict inequality in the above sequence of inequalities holds under the assumption that
the conditional distribution of X given θ>0 X is non-degenerate.
3.8 Proofs of results in Section 3.4
3.8.1 Proof of Lemma 16





θ0 − θθ>0 θ
|θ0 − θθ>0 θ|
(3.61)
Observe that θ>θp = 0 and θp ∈ span{θ0, θ}, where for a1, . . . , ak ∈ Rd, span{a1, . . . , ak}
denotes the linear span of a1, . . . , ak. Consider the following symmetric matrices in Rd×d:
T dθ := Id − 2θdθ>d and T
p
θ := Id − 2θpθ
>
p . (3.62)
Note that for every x ∈ Rd, x 7→ T dθ x and x 7→ T
p
θ x define the reflections about the
hyperplanes through 0 which are orthogonal to θd and θp, respectively. More generally,
for any a ∈ Sd−1, Ta := Id − 2aa> is known as the Householder transformation or
elementary reflector matrix; see Page 324 of [Meyer, 2001]. It is easy to see that Ta is
an orthogonal matrix for every a ∈ Sd−1 and det(Ta) = −1. As |θ0| = |θ| = 1, we have
1 = θ>d θd =
1
|θ − θ0|2
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Thus
T dθ θ0 = θ0 − 2θdθ>d θ0 = θ0 − θd|θ0 − θ| = θ
and as θ>p θ = 0, we have T
p
θ θ = θ. Now, let {e1, . . . , ed} be an orthonormal basis of R
d
such that e1 = θ0. Define




θHθ0 , ∀θ 6= θ0. (3.63)
As T pθ T
d
θ is an orthogonal matrix, it is easy to see that Hθ0 and Hθ satisfy conditions
(a) and (b).
Now we will prove that ‖Hθ −Hθ0‖2 ≤ |θ0 − θ|. Observe that






















We will now show that ‖T pθ T
d
θ − Id‖2 = |θ − θ0|. The following argument shows that
T pθ T
d
θ is essentially a rotation operator on span{θ, θ0} that fixes span{θ, θ0}⊥. Fix θ ∈ Θ.
Observe that for any orthogonal matrix Q, we have
‖T pθ T
d









We will try to compute the right hand side of the above display by using a convenient
choice of Q. Consider any orthogonal matrix Q such that θ and θp are the first two
columns of Q. Such a Q exists as θ ⊥ θp and |θ| = |θp| = 1. By (3.62) and the fact that
θd ∈ span{θ, θp}, we have
Q>T pθ T
d












where Aθ ∈ R2×2. As Q>T pθ T
d
θQ is an orthogonal matrix and det(Q
>T pθ T
d
θQ) = 1, Aθ is
an orthogonal matrix and det(Aθ) = 1, i.e., Aθ is a rotation matrix for R2. Note that






















∣∣∣∣∣∣ = supy∈S1 |Aθy − y|.
However, as Aθ is a rotation matrix and in two dimension rotation is completely
determined by a angle of rotation, we have that
sup
y∈S1
|Aθy − y| = |Aθz − z| (3.67)






0 := (z01 , z
0
2 , 0, . . . , 0)
> ∈ Sd−1. By (3.66), we have
|Aθz0 − z0| = |Q>T pθ T
d
θQx
0 −Q>Qx0| = |Q>(θ − θ0)| = |θ − θ0|, (3.68)
here the second equality is true due the following observation: as Qx0 = z01θ+ z
0
2θp = θ0
and T pθ T
d





0 = θ. The last equality in the above display is true
as Q is an orthogonal matrix. Thus combining (3.64), (3.66), (3.67), and (3.68), we have
‖T pθ T
d
θ − Id‖2 = |θ − θ0|.
Before proving (d), we show that for x ∈ Rd−1, |Hθx| = |x| and for y ∈ Rd, |H>θ y| ≤
|y|. Recall that T pθ T
d
θ is an orthogonal matrix. For x ∈ Rd−1 observe that |Hθx| =
|Hθ0x| = |
∑d−1
i=1 xiei+1|, where e1, . . . , ed is defined in (3.63). As e1, . . . , ed form an








θ is an or-
thogonal matrix. Thus to prove |H>θ y| ≤ |y|, it is enough to show that |H>θ0y| ≤ |y|.
















e1, . . . , ed form an orthonormal set, we have e
>












Now we verify that {Hθ, θ ∈ Θ} defined in (3.63) satisfies condition (d) of Lemma 16.
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Let η, β ∈ Θ \ θ0 such that |η − θ0| < 1/2, |β − θ0| < 1/2. Note that











∣∣H>θ0[T dη T pη − T dβT pβ ]x∣∣
≤ sup
x∈Sd−1
∣∣(T dη T pη − T dβT pβ )x∣∣
≤ sup
x∈Sd−1
∣∣(T dη T pη − T dη T pβ )x∣∣+ sup
x∈Sd−1
∣∣(T dη T pβ − T dβT pβ )x∣∣
= sup
x∈Sd−1
∣∣T dη (T pη − T pβ )x∣∣+ sup
x∈Sd−1
∣∣(T dη − T dβ )T pβx∣∣
= sup
x∈Sd−1
∣∣(T pη − T pβ )x∣∣+ sup
x∈Sd−1
∣∣(T dη − T dβ )x∣∣




η − T dβ‖2, (3.69)
here the first inequality is true as |H>θ0x| ≤ |x| for all x ∈ R
d and the penultimate equality
is true as both T dη and T
p
β are orthogonal matrices in R
d×d. We will next show that
‖T dη − T dβ‖2 ≤ 4|ηd − βd| and ‖T pη − T
p
β‖2 ≤ 4|ηp − βp|, (3.70)
where ηp, ηd, βp, and βd are defined as in (3.61). Observe that
‖T dη − T dβ‖2 = 2‖βdβ>d − ηdη>d ‖2
≤ 2‖βdβ>d − βdη>d ‖2 + 2‖βdη>d − ηdη>d ‖2
= 2‖βd(β>d − η>d )‖2 + 2‖(βd − ηd)η>d ‖2
= 2 sup
x∈Sd−1





|(β>d − η>d )x|+ 2|βd − ηd|
= 4|βd − ηd|.
A similar calculation will show the second equality in (3.70). The proof of (3.8) will be
complete if we can show that
|ηd − βd| ≤ 2
|η − β|
|η − θ0|+ |β − θ0|




|η − θ0|+ |β − θ0|
. (3.71)
Observe that by properties of projection onto the unit sphere (see Lemma 3.1 of [Kalaj
et al., 2016]), we have
|ηd − βd| =
∣∣∣∣ η − θ0|η − θ0| − β − θ0|β − θ0|
∣∣∣∣ ≤ 2|η − β||η − θ0|+ |β − θ0| .
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and
|ηp − βp| =
∣∣∣∣ θ0 − ηθ>0 η|θ0 − ηθ>0 η| − θ0 − βθ
>
0 β




0 η − βθ>0 β|
|θ0 − ηθ>0 η|+ |θ0 − βθ>0 β|
.
(3.72)
We now try to simplify (3.72). First note that |η − θ0| ≤ 1/2 implies that 1 + θ>0 η ≥
15/8. Now observe that













For the numerator of (3.72), we have
|ηθ>0 η − βθ>0 β| ≤ |ηθ>0 η − ηθ>0 β|+ |ηθ>0 β − βθ>0 β| ≤ 2|η − β|.
Combining the above two displays we havepa
|ηp − βp| ≤
4|η − β|√
15
16(|η − θ0|+ |β − θ0|)
≤ 16|η − β|/
√
15
|η − θ0|+ |β − θ0|
.
Combining (3.69), (3.70), and (3.71), we have that




|η − θ0|+ |β − θ0|
3.8.2 Proof of Theorem 16
We will first show that ξt(u; θ, η,m) is a valid submodel. Note that φθ,η,0(u + (θ −
θ)>hθ(u)) = u, ∀u ∈ D. Hence,
ξθ(θ
>x; θ, η,m) = m ◦ φθ,η,0(θ>x) = m(θ>x).
Now we will prove that J2(ξt(·; θ, η,m)) <∞. Let us define
ψt,θ,η(u) := φθ,η,t(u+ (θ − ζt(θ, η))>hθ(u)),
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then ξt(u; θ, η,m) = m ◦ ψt,θ,η(u) Observe that
J2(ξt(·; θ, η,m)) =
∫
D




















∂uψt,θ,η(u). Thus, we have that J
2(ξt(·; θ, η,m)) < ∞ whenever
J(m) < ∞ and t in a small neighborhood of θ (as ψt,θ,η(·) is a strictly increasing func-
tion). Next we evaluate ∂ξt(ζt(θ, η)
>x; θ, η,m)/∂t to help with the calculation of the











>x+ (θ − ζt(θ, η))>hθ(ζt(θ, η)>x)
)
= m′ ◦ φθ,η,t
(
ζt(θ, η)
>x+ (θ − ζt(θ, η))>hθ(ζt(θ, η)>x)
)[
φ̇θ,η,t(ζt(θ, η)
>x+ (θ − ζt(θ, η))>hθ(ζt(θ, η)>x)) + φ′θ,η,t(ζt(θ, η)>





+ (θ − ζt(θ, η))>h′θ(ζt(θ, η)>x)x− hθ(ζt(θ, η)>x)
]]
,
where φ̇t,θ(u) = ∂φθ,η,t(u)/∂t. We will now show that the score function of the submodel
{t, ξt(g, θ)} is ˜̀θ,m(y, x). Using the facts that φ′θ,η,t(u) = 1 and φ̇θ,η,t(u) = 0 for all u ∈ D
(follows from the definition (3.26)) and ∂ζt(θ, η)/∂t = −2t/
√
1− t2|η|2 θ +Hθη, we get
∂
∂t
(y − ξt(ζt(θ, η)>x; θ, η,m))2
∣∣∣∣
t=0






= − (y − g(θ>x))g′(θ>x)η>H>θ (x− hθ(θ>x))
Observe that (m̂, θ̂) minimizes the penalized loss function in (3.5) and ξ0(ζ0(θ̂, η)
>x; θ̂, η, m̂) =
m̂(θ̂>x), where ζt(θ̂, η) =
√













ξt(u; θ̂, η, m̂)
∣∣∣2du (3.73)
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on a some small neighborhood of 0 (depends on η) is minimized at t = 0. Moreover,










This we have that the function in (3.73) is differentiable at t = 0. Conclude that, for all
η ∈ Rd−1 we have








In the view of assumption (A4), we have (3.16).
3.8.3 Proof of (3.20) in Theorem 15
To prove (3.20), we will need some auxiliary results on the asymptotic behavior of ˜̀̂θ,m̂.
We summarize them in the following lemma.
Lemma 27. Under assumptions (A1)–(A6) and (B2)–(B3), the PLSE satisfies
Pθ0,m0 | ˜̀̂θ,m̂ − ˜̀θ0,m0 |




2 = Op(1). (3.75)
Proof. We start with some notation. Let P
Y |X
θ,m denote the conditional distribution of Y










θ,m , and EX(f) :=
∫
fdPX . (3.76)




















where σ2(x) = E(ε2|X = x). In the following, we use Eθ,m and Pθ,m interchangeably.
CHAPTER 3. ESTIMATION IN SMOOTH SINGLE INDEX MODELS 115












∣∣(Y − m̂(θ̂>X))m̂′(θ̂>X)K1(X; θ̂)
− (Y −m0(θ>0 X))m0′(θ>0 X)K1(X; θ0)
∣∣2
= Pθ0,m0
∣∣{(Y −m0(θ>0 X)) + (m0(θ>0 X)− m̂(θ̂>X))}m̂′(θ̂>X)K1(X; θ̂)
− (Y −m0(θ>0 X))m0′(θ>0 X)K1(X; θ0)
∣∣2
= Pθ0,m0
∣∣(Y −m0(θ>0 X)){m̂′(θ̂>X)K1(X; θ̂)−m0′(θ>0 X)K1(X; θ0)}
+ (m0(θ
>
0 X)− m̂(θ̂>X))m̂′(θ̂>X)K1(X; θ̂)
∣∣2
= Pθ0,m0 [(Y −m0(θ>0 X))2
∣∣m̂′(θ̂>X)K1(X; θ̂)−m0′(θ>0 X)K1(X; θ0)∣∣2]
+ Pθ0,m0
∣∣(m0(θ>0 X)− m̂(θ̂>X))m̂′(θ̂>X)K1(X; θ̂)∣∣2,
= PX
[
σ2(X)|m̂′(θ̂>X)K1(X; θ̂)−m0′(θ>0 X)K1(X; θ0)|2
]
+ Pθ0,m0
∣∣(m0(θ>0 X)− m̂(θ̂>X))m̂′(θ̂>X)K1(X; θ̂)∣∣2,
≤ ‖σ2(·)‖∞PX
[
|m̂′(θ̂>X)K1(X; θ̂)−m0′(θ>0 X)K1(X; θ0)|2
]
+ Pθ0,m0
∣∣(m0(θ>0 X)− m̂(θ̂>X))m̂′(θ̂>X)K1(X; θ̂)∣∣2,
= ‖σ2(·)‖∞I + II













|(m0(θ>0 X)− m̂(θ̂>X))m̂′(θ̂>X)K1(X; θ̂)|2
]
.
Recall that for all a ∈ Rd, we have |H>θ a| ≤ |a|; see proof of Lemma 16. We will now
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show that I = op(1). Observe that
I ≤ 2PX










[∣∣∣H>θ0((m̂′(θ̂>X)−m0′(θ>0 X))X + (m0′ hθ0)(θ>0 X)− (m̂′ hθ̂)(θ̂>X))∣∣∣2]
+ [4CT (1 + J(m̂))]2|θ̂ − θ0|2
≤ PX
[∣∣∣(m̂′(θ̂>X)−m0′(θ>0 X))X + (m0′ hθ0)(θ>0 X)− (m̂′ hθ̂)(θ̂>X)∣∣∣2],
+ [4CT (1 + J(m̂))]2|θ̂ − θ0|2,
where the second inequality follows from (c) of Lemma 16. Let us define
III := 2PX
∣∣(m0′ hθ0)(θ>0 X)− (m̂′ hθ̂)(θ̂>X)∣∣2.
Using Lemma 14 and the fact that supx∈χ |x| ≤ T (see (A2)), we have
I ≤ 2T 2PX |m̂′(θ̂>X)−m0′(θ0>X)|2 + III + op(1)





+ 4T 2‖m̂′ −m0′‖2D0 + III + op(1)
≤ 4T 2J2(m̂)T |θ̂ − θ0|+ 4T 2‖m̂′ −m0′‖2D0 + III + op(1).
Recall that both |θ̂ − θ0| and ‖m̂′ − m0′‖D0 are op(1); see Theorem 13. Thus we will
have I = op(1), if we can show that III = op(1). First observe that by Theorem 13 and
assumption (B2), we have that PX
∣∣hθ0(θ>0 X) − hθ̂(θ̂>X)∣∣2 P→ 0. Hence we can bound
III from above:
III = 2PX
∣∣(m0′hθ0)(θ>0 X)−m0′(θ0>X)hθ̂(θ̂>X) +m0′(θ0>X)hθ̂(θ̂>X)− (m̂′hθ̂)(θ̂>X)∣∣2
≤ 4PX
∣∣(m0′ hθ0)(θ>0 X)−m0′(θ0>X) hθ̂(θ̂>X)∣∣2 + 4PX ∣∣m0′(θ0>X)hθ̂(θ̂>X)− (m̂′hθ̂)(θ̂>X)∣∣2
≤ 4‖m0′‖2∞PX







PX |(m0′ − m̂′)(θ>0 X)
∣∣2 + PX |m̂′(θ>0 X)− m̂′(θ̂>X)|2]
≤ 4‖m0′‖2∞PX
∣∣hθ0(θ>0 X)− hθ̂(θ̂>X)∣∣2 + 8‖hθ̂∥∥22,∞[‖m0′ − m̂′‖2D0 + J2(m̂)T 2|θ̂ − θ0|2].
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As each of the terms in the last inequality of the above display are op(1), we have that
III = op(1). The proof of (3.74) will be complete, if we can show that II = op(1). First
note that for all x ∈ χ,
|K1(x; θ)| ≤ |H>θ (x− hθ(θ>x))| ≤ |x− hθ(θ>x)| ≤ 2T . (3.77)
By Theorem 12 and assumption (A4), we have
II = PX
[
|(m0(θ>0 X)− m̂(θ̂>X))m̂′(θ̂>X)K1(X; θ̂)|2
]
≤ 4T 2‖m̂′‖2∞PX |(m0(θ>0 X)− m̂(θ̂>X))|2
P→ 0.
All these facts combined prove that Pθ0,m0 | ˜̀̂θ,m̂ − ˜̀θ0,m0 |
2 = op(1).





∣∣(Y − m̂(θ̂>X))m̂′(θ̂>X)K1(X; θ̂)∣∣2
= Pθ̂,m0
∣∣(Y −m0(θ̂>X) +m0(θ̂>X)− m̂(θ̂>X))m̂′(θ̂>X)K1(X; θ̂)∣∣2
≤ 4T 2‖m̂′‖2∞Pθ̂,m0 [(Y −m0(θ̂
>X) +m0(θ̂
>X)− m̂(θ̂>X))]2





PX |σ2(X)|+ PX |m0(θ̂>X)− m̂(θ̂>X)|2
]
= Op(1),




Now we prove (3.20). For θ ∈ Θ andm ∈ S, define pθ,m(y, x) := pε|X(y−m(θ>x), x)pX(x)
to be the joint density of (Y,X) with respect to the dominating measure µ, where




By definition of η̂ (see (3.22)), we have that ζη̂,θ0 = θ̂. As η̂ = op(1) (see Theorem 14











dµ = op(|η̂|2) = op(|θ̂ − θ0|2). (3.78)
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[ ˜̀̂θ,m̂ − ˜̀θ0,m0 ]S
>




















































Observe that IV,V, and VI are elements of Rd. In the following, we show that IV,V,
and VI are op(
√
n|θ̂ − θ0|). Using the Cauchy-Schwarz inequality and the fact that
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(a+ b)2 ≤ 2(a2 + b2), we have

















|2 + Pθ0,m0 | ˜̀̂θ,m̂ − ˜̀θ0,m0 |
2 + Pθ0,m0 |˜̀θ0,m0 |2
]
op(|η̂|2)
= op(n|θ̂ − θ0|2),
where the equality is due to Lemma 27, (3.78), and the fact that ˜̀θ0,m0 ∈ L2(Pθ0,m0)
(see (A1), (A2), and Lemma 15).
Now we will show that |VI| = op(|
√
n(θ − θ0)|). For a matrix A ∈ Rd×d, let ‖A‖F
denote the Frobenius norm of A. Then we have





Let f = (f1, . . . , fd) and g = (g1, . . . , gd) be two functions that map a separable metric
space < to Rd. If ν is a finite measure on < such that |f | and |g| are L2(ν), then by the







































Thus from Lemma 27, (3.79), and the fact that Sθ0,m0 ∈ L2(Pθ0,m0), we have∣∣VI∣∣2 ≤ |√nη̂|2 ∫ | ˜̀̂θ,m̂ − ˜̀θ0,m0 |2pθ0,m0dµ∫ |Sθ0,m0 |2pθ0,m0dµ
= |
√
nη̂|2Pθ0,m0 | ˜̀̂θ,m̂ − ˜̀θ0,m0 |





To prove that |V|2 is op(|
√








We split the integral on the right hand side of the above display into two parts depending
on whether |Sθ0,m0 | > mn or |Sθ0,m0 | ≤ mn and apply the Cauchy-Schwarz inequality.
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≤ 2m2nPθ0,m0 | ˜̀̂θ,m̂|
2
[
































Since Pθ0,m0 |Sθ0,m0 |2 = Op(1), it is easy to see that we can find a sequence {mn} such
that both (3.82) and (3.83) are op(1). Thus by (3.81), we have |V|2 = op(|
√
n(θ̂− θ0)|2),
which completes the proof.
3.8.4 Unbiasedness of ˜̀̂θ,m̂
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for all θ ∈ Θ and m ∈ {g ∈ S : J(g) <∞}.
































3.8.5 Proof of Lemma 17
Before proceeding to prove Lemma 17, we find the entropy of the class of matrices
{Hθ : θ ∈ Θ}, where Hθ satisfies conditions of Lemma 16.
Lemma 28. We can construct a cover {η1, . . . , ηNε} of Θ∩Bθ0(1/2) such that Nε . ε−2d
and for every θ ∈ Θ
⋂
Bθ0(1/2), there exists an i ≤ Nε such that
|θ − ηi| ≤ ε and ‖H>θ −H>ηi‖2 ≤ ε. (3.84)
Proof. To find the entropy with respect to the matrix 2-norm, we construct a ε-cover for
the set {H>θ : θ ∈ Θ}. By Lemma 4.1 of [Pollard, 1990], we have that
N(ε2/(8 + 64/
√
15),Θ ∩Bθ0(1/2) \Bθ0(ε/2), | · |) . ε−2d.
Let {θi}1≤i≤Nε for Nε . ε−2d form a cover of Θ ∩Bθ0(1/2) \Bθ0(ε/2). We can without
loss of generality assume that |θi − θ0| ≥ ε/2 for all 1 ≤ i ≤ Nε. We claim that H>θ0 ∪
{H>θi}1≤i≤Nε forms a ε-cover for {H
>
θ : θ ∈ Θ}. It is enough to show that for every
η ∈ Θ, we can find i∗ ∈ {0, 1, . . . , Nε} such that ‖H>η −H>θi∗‖2 ≤ ε. If η ∈ Bθ0(ε/2) then
choose i∗ = 0. By condition (c) of Lemma 16, we have ‖H>η −H>θ0‖2 ≤ |η − θ0| ≤ ε. If
η /∈ Bθ0(ε/2) then choose i∗ such that |η − θi∗ | ≤ ε2/(8 + 64/
√
15). Thus by condition
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(d) of Lemma 16, we have
‖H>η −H>θi∗‖2 ≤ (8 + 64/
√
15)
|η − θi∗ |
|η − θ0|+ |θi∗ − θ0|








Now we will show that DM1,M2,M3(n) is an envelope of DM1,M2,M3(n). For every









‖m0 −m‖D0 + ‖m′‖∞|θ − θ0|
)
M22T
≤ 2TM2(a−1n + ‖m′‖∞|θ − θ0|T )
≤ 2TM2(a−1n + TM2λ̂1/2n ) = DM1,M2,M3(n),
where the first and second inequality follow from the facts that supx∈χ |x| ≤ T and
‖K1(·; θ)‖2,∞ ≤ 2T , see (A2) and (3.77). Next we prove that there exists finite c
depending only on M1,M2, and M3, such that









We first find covers for Cm∗M1,M2,M3 , {f
′ : f ∈ Cm∗M1,M2,M3
}
, and Θ∩Bθ0(1/2) and use them
to construct a cover for D∗M1,M2,M3 . By Lemma 23 (for k = 1 and 2, respectively), we
have





f ′ : f ∈ Cm∗M1,M2,M3
}
, ‖ · ‖∞) ≤ exp(c/ε),
where c is a constant depending only on M1,M2, and M3. Let us denote the functions
in the ε-cover of Cm∗M1,M2,M3 by r1, . . . , rq and the functions in the ε-cover of {f
′ : f ∈
Cm∗M1,M2,M3
}
by l1, . . . , lt. By Lemma 28, we have that there exists θ1, . . . , θs for s . ε−4d
such that {θi}1≤i≤s form an ε2-cover of Θ∩Bθ0(1/2) and satisfies (3.84) (satisfies (3.84)).
Fix (m, θ) ∈ CM1,M2,M3(n). Without loss of generality assume that the function nearest
to m in the ε-cover of Cm∗M1,M2,M3 is r1, the function nearest to m
′ in the ε-cover of
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{f ′ : f ∈ Cm∗M1,M2,M3
}
is l1, and the vector nearest to θ in the ε
2-cover of Θ ∩Bθ0(1/2) is
θ1, i.e.,
‖m− r1‖∞ ≤ ε, ‖m′ − l1‖∞ ≤ ε, ‖H>θ1 −H
>
θ ‖2 ≤ ε2 and |θ1 − θ| ≤ ε2. (3.86)












∣∣m0(θ>0 x)−m(θ>x)∣∣∣∣m′(θ>x)K1(x; θ)− l1(θ>1 x)K1(x; θ1)∣∣
+
∣∣m(θ>x)− r1(θ>1 x)∣∣∣∣l1(θ>1 x)K1(x; θ1)∣∣




∣∣m0(θ>0 x)−m(θ>x)∣∣m′(θ>x)K1(x; θ)− l1(θ>1 x)K1(x; θ1)∣∣
B :=
∣∣m(θ>x)− r1(θ>1 x)∣∣∣∣l1(θ>1 x)K1(x; θ1)∣∣.
We next find an upper bound for A. First, by Lemma 16 and assumption (B2), we have∣∣K1(x; θ)−K1(x; θ1)∣∣
=
∣∣H>θ (x− hθ(θ>x))−H>θ1(x− hθ(θ>x)) +H>θ1(x− hθ(θ>x))−H>θ1(x− hθ1(θ>1 x))∣∣
≤
∣∣(H>θ −H>θ1)(x− hθ(θ>x))∣∣+ ∣∣H>θ1[(x− hθ(θ>x))− (x− hθ1(θ>1 x))]∣∣
≤ ‖H>θ −H>θ1‖22T +
∣∣hθ(θ>x)− hθ1(θ>1 x)∣∣
≤ Tε2 + (M̄ + ‖h′θ0‖∞‖)|θ − θ1| . ε
2.
(3.88)
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Now observe that
A ≤ 2M2
∣∣m′(θ>x)K1(x; θ)− l1(θ>1 x)K1(x; θ1)∣∣
≤
∣∣m′(θ>x)K1(x; θ)− l1(θ>x)K1(x; θ)∣∣+ ∣∣l1(θ>x)K1(x; θ)− l1(θ>1 x)K1(x; θ)∣∣
+
∣∣l1(θ>1 x)K1(x; θ)− l1(θ>1 x)K1(x; θ1)∣∣
≤ |K1(x; θ)|










|θ − θ1|1/2T 1/2) +M2(2T + M̄)ε2
≤ 2T (ε+M3|θ − θ1|1/2T 1/2) + (2T + M̄)M2ε2
. ε,
(3.89)
where the penultimate inequality follows from (3.86) and the last inequality follows from
(A2), (3.88), and Lemma 14. To find an upper bound for B, observe that
B =
∣∣m(θ>x)− r1(θ>1 x)∣∣∣∣l1(θ>1 x)K1(x; θ1)∣∣
≤
[∣∣m(θ>x)− r1(θ>x)∣∣+ ∣∣r1(θ>x)− r1(θ>1 x)∣∣]∣∣l1(θ>1 x)K1(x; θ1)∣∣
≤
[




Combining (3.87), (3.89), and (3.90) we get that {(m0(θ>0 x)−ri(θ>k x))l′j(θ>k x)K1(x; θk)}i,j,k
for 1 ≤ i ≤ q, 1 ≤ j ≤ t, and 1 ≤ k ≤ m form an (constant multiple of) ε-cover (with re-




N(ε,D∗M1,M2,M3 , ‖ · ‖2,∞) and
DM1,M2,M3(n) ⊂ D∗M1,M2,M3 ,




‖2,Pθ0,m0 ) and J[ ](γ,D
∗
M1,M2,M3
(n), ‖ · ‖2,Pθ0,m0 ) . cγ
1/2. Observe that f ∈ DM1,M2,M3(n)
is a maps χ to Rd−1. For any f ∈ DM1,M2,M3(n), let f1, . . . , fd−1 denote each of the real
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We can bound each term in the summation of (3.91) using the maximal inequality in





















→ 0, as n→∞. (3.92)
In the last inequality, we have used (3.29) and the fact that D2M1,M2,M3(n) is non-random.
The lemma follows by combining (3.92) and (3.91).
3.8.6 Proof of Lemma 18
We will first show that, for every (m, θ) ∈ CM1,M2,M3(n) and x ∈ χ, we have∣∣∣ε[Uθ,m(x)− Uθ0,m0(x)]∣∣∣ ≤ |ε|WM1,M2,M3(n).
Observe that for every (m, θ) ∈ CM1,M2,M3(n) and x ∈ χ, we have
|Uθ,m(x)− Uθ0,m0(x)|
≤ |m′(θ>x)K1(x; θ)−m′(θ>0 x)K1(x; θ)|+ |m′(θ>0 x)K1(x; θ)−m′0(θ>0 x)K1(x; θ0)|
≤ |m′(θ>x)K1(x; θ)−m′(θ>0 x)K1(x; θ)|+ |m′(θ>0 x)K1(x; θ)−m′0(θ>0 x)K1(x; θ)|
+ |m′0(θ>0 x)K1(x; θ)−m′0(θ>0 x)K1(x; θ0)|
≤ |m′(θ>x)−m′(θ>0 x)||K1(x; θ)|+ |m′(θ>0 x)−m′0(θ>0 x)||K1(x; θ)|
+ |m′0(θ>0 x)||K1(x; θ)−K1(x; θ0)|
≤ J(m)|θ − θ0|1/2T 1/2|K1(x; θ)|+ ‖m−m0‖SD0 |K1(x; θ)|+ ‖m
′







n +M2(2T + M̄ + ‖h′θ0‖∞)
]
λ̂1/2n = WM1,M2,M3(n),
where for the third term in the penultimate inequality we have used (c) of Lemma 16
and (B2).
Next, we will prove that there exists finite c depending only on M1,M2, and M3 such
CHAPTER 3. ESTIMATION IN SMOOTH SINGLE INDEX MODELS 126
that
N[ ](ε,WM1,M2,M3(n), ‖ · ‖2,Pθ0,m0 ) ≤ c exp(c/ε)ε
−2(d−1).
As in proof of Lemma 17, we first find covers for the class of functions {f ′ : f ∈
Cm∗M1,M2,M3
}
and the set Θ∩Bθ0(1/2) and use them to construct a cover for W∗M1,M2,M3 .
By Lemma 23 and Lemma 4.1 of [Pollard, 1990], we have
N(ε,
{
f ′ : f ∈ Cm∗M1,M2,M3
}
, ‖ · ‖∞) ≤ exp(c/ε),
where c is a constant depending only on d,M1,M2, and M3. We denote the functions
in the ε-cover of {f ′ : f ∈ Cm∗M1,M2,M3
}
by l1, . . . , lt. By Lemma 28, we have that there
exists θ1, . . . , θs for s . ε−4d such that {θi}1≤i≤s form an ε2-cover of Θ ∩ Bθ0(1/2)
and satisfies (3.84) (with ε2 instead of ε). Fix (m, θ) ∈ CM1,M2,M3(n). Without loss of
generality assume that the function nearest to m′ in the ε-cover of {f ′ : f ∈ Cm∗M1,M2,M3
}
is l1 and the vector nearest to θ in the ε
2-cover of Θ ∩Bθ0(1/2) is θ1, i.e.,
‖m′ − l1‖∞ ≤ ε, |θ1 − θ| ≤ ε2, and ‖H>θ −H>θ1‖2 ≤ ε
2.
Let us define r1, . . . , rt to be anti-derivatives of l1, . . . , lt, i.e., l1 = r
′
1, . . . lt = r
′
t. Then
for every x ∈ χ, observe that
|Uθ,m(x)− Uθ1,r1(x)|
≤ |Uθ,m(x)− Uθ,r1(x)|+ |Uθ,r1(x)− Uθ1,r1(x)|
≤ |m′(θ>x)K1(x; θ)− r′1(θ>x)K1(x; θ)|+ |r′1(θ>x)K1(x; θ)− r′1(θ>1 x)K1(x; θ1)|
≤ |m′(θ>x)− r′1(θ>x)||K1(x; θ)|+ |r′1(θ>x)K1(x; θ)− r′1(θ>1 x)K1(x; θ)|
+ |r′1(θ>1 x)K1(x; θ)− r′1(θ>1 x)K1(x; θ1)|
≤ ε|K1(x; θ)|+ |r′1(θ>x)− r′1(θ>1 x)||K1(x; θ)|+ ‖r′1‖∞|K1(x; θ)−K1(x; θ1)|
≤ ε‖K1(·; θ)‖2,∞ + J(r1)|θ − θ1|1/2T 1/2‖K1(·; θ)‖2,∞ +M1(2T + M̄)|θ − θ1| . ε.
Here the last inequality follows from (A2), (3.88), and Lemma 14. Thus, {Uθi,rj −
Uθ0,m0}1≤i≤t,1≤j≤m form an (constant multiple of) ε-cover (with respect to ‖·‖2,∞ norm)
of W∗M1,M2,M3 . Moreover, as N[ ](ε,W
∗
M1,M2,M3
, ‖ · ‖2,Pθ0,m0 ) . N(ε,W
∗
M1,M2,M3
, ‖ · ‖2,∞)
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and WM1,M2,M3(n) ⊂ W∗M1,M2,M3 , for every n ∈ N, we have
N[ ](ε,WM1,M2,M3(n), ‖ · ‖2,Pθ0,m0 ) . N[ ](ε,W
∗
M1,M2,M3 , ‖ · ‖2,Pθ0,m0 ) . c exp(c/ε)ε
−4d.
If [~1, ~2] is a bracket for Uθ,m−Uθ0,m0 , then [~1ε+−~2ε−, ~2ε+−~1ε−] is a bracket (here
the ordering is coordinate-wise) for ε(Uθ,m − Uθ0,m0). Therefore, we have
N[ ]
(
ε‖σ(·)‖∞, {εf : f ∈ WM1,M2,M3(n)}, ‖ · ‖2,Pθ0,m0
)
≤ c exp(c/ε)ε−2(d−1). (3.93)
Now we prove (3.30). As in (3.28), we have
P(





∣∣Gn[ε(Uθ,m(X)− Uθ0,m0(X))]∣∣ > δ)+ P((θ̂, m̂) /∈ CM1,M2,M3(n))
By discussion similar to those after Theorem 17, we only need to show that for every





|Gnεf | > δ
)
→ 0,
as n→ 0. Note that by (3.93), we have
J[ ]
(




































Efficient Estimation in Convex
Single Index Models1
We consider estimation and inference in a single index regression model with an un-
known convex link function. We propose two estimators for the unknown link function:
(1) a shape-constrained smoothing spline estimator and (2) a Lipschitz constrained least
squares estimator. Moreover, both these procedures lead to estimators for the unknown
finite dimensional parameter. We develop methods to compute both the penalized least
squares estimator (PLSE) and the Lipschitz constrained least squares estimator (LLSE)
of the parametric and the nonparametric components given i.i.d. data. We prove the
consistency and find the rates of convergence for both the PLSE and the LLSE. For both
the PLSE and the LLSE, we establish n−1/2-rate of convergence and semiparametric effi-
ciency of the parametric component under mild assumptions. We develop the R package
simest to compute the proposed estimators. Our proposed algorithm works even when n
is modest and d is large (e.g., n = 500, and d = 100).
Keywords: Approximately least favorable sub-provided models, interpolation inequal-
ity, penalized least squares, shape restricted function estimation.
1Joint work with Arun Kumar Kuchibhotla and Bodhisattva Sen.
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4.1 Introduction
In this chapter we consider the model
Y = m0(θ
>
0 X) + ε, E(ε|X) = 0, almost every (a.e.)X, (4.1)
where m0 : R→ R is called the link function, θ0 ∈ Rd is the index parameter, and ε is the
unobserved error. We assume that both m0 and θ0 are unknown and are the parameters
of interest. Further, we assume that m0 is convex. This assumption is motivated by
the fact that in a wide range of applications in various fields the link function is known
to be convex or concave. For example, in microeconomics, production functions are
often supposed to be concave and component-wise nondecreasing; concavity indicates
decreasing marginal returns. Also utility functions are often assumed to be concave
(decreasing marginal utility); see [Li and Racine, 2007].
Shape constrained inference has a long history in the statistical literature dating
back to the seminal papers [Hildreth, 1954], [Brunk, 1955], and [Grenander, 1956]. In
the case of convex univariate regression the properties of the least squares estimator are
well-studied; see [Hildreth, 1954; Hanson and Pledger, 1976; Groeneboom et al., 2001;
Dümbgen et al., 2004], and [Guntuboyina and Sen, 2013] for consistency, local and global
rates of convergence, and computational aspects of the least squares estimator.
A drawback of the convex shape constrained least squares estimator is that it is
piecewise linear. Quite often in practice a smooth estimator is preferred. A natural
way to obtain smooth convex estimator is by penalizing the least squares loss with a
penalty on the roughness of the convex function through the integrated squared second
derivative. For univariate convex regression [Elfving and Andersson, 1988] provide a
characterization of the constrained penalized least squares estimator while [Mammen
and Thomas-Agnan, 1999] provide their rates of convergence.
Despite large interest in shape-restricted single index models, estimation and infer-
ence is not very well-studied. The earliest reference we could find was the work [Murphy
et al., 1999], where the authors consider a constrained penalized likelihood in a current
status regression model with a monotone link function. During the preparation of this
chapter we became aware of [Chen and Samworth, 2014] and [Groeneboom and Hen-
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drickx, 2016]. [Groeneboom and Hendrickx, 2016] provide a
√
n-consistent estimator
of the index vector in the current status model under monotonicity constraint on the
link function. [Chen and Samworth, 2014] consider maximum likelihood estimation in
a generalized additive index model (slightly more general model than (4.1)) and prove
consistency of the proposed estimators. However, rates of convergence or asymptotic
distributions of the estimators are not studied.
In this chapter we propose a constrained penalized least squares estimator (PLSE)
and a Lipschitz constrained least squares estimator (LLSE); see Section 4.3. As in
Chapter 3, for identifiability of the model (4.1) we assume that the first coordinate of θ0
is non-zero and
θ0 ∈ Θ := {η0 ∈ Rd : |η0| = 1 and η0,1 ≥ 0} ⊂ Sd−1, (4.2)
where η0,1 is the first coordinate of η0, | · | denotes the Euclidean norm, and Sd−1 is the
Euclidean unit sphere in Rd; see [Carroll et al., 1997] and [Cui et al., 2011] for a similar
assumption.
Our exposition is organized as follows: in Section 4.2, we introduce the model and
define some notation. In Section 4.3, we propose two estimators for (m0, θ0). In Sections
4.4.1 and 4.4.2, we state our assumptions, prove consistency, and give rates of convergence
of the PLSE and LLSE, respectively. In Section 4.5, we use these rates to prove efficiency
and asymptotic normality of the PLSE and the LLSE of the index vector. We discuss
an algorithm to calculate our estimators in Section 4.6. In Section 4.7, we provide a
finite sample simulation study and compare performance with existing methods in the
literature. Sections 4.8–4.12 contain proofs omitted from the main text.
4.2 Preliminaries
In what follows, we assume that we have independent and identically distributed (i.i.d.) data
{(xi, yi)}1≤i≤n from (4.1). We start with some notation. Let χ ⊂ Rd denote the support
of X, define
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Let C denote the class of real-valued convex functions on D, S denote the class of
functions from D to R that have an absolutely continuous first derivative, and LL denote
the class of uniformly Lipschitz functions from D to R with Lipschitz bound L. Now,
define
R := S ∩ C and ML := LL ∩ C.





For any m ∈ ML, let m′ denote the nondecreasing right derivative of real-valued the
convex function m. As m is an uniformly Lipschitz function with Lipschitz constant
L, we can assume that |m′(t)| ≤ L,∀t ∈ D. We use P to denote the probability of an
event, E to denote expectation of a random quantity, and PX to denote the marginal
distribution of X. For g : χ→ R, define
‖g‖2 :=
∫






Let Pθ,m denote the joint distribution of (Y,X) when X ∼ PX and Y := m(θ>X) + ε,
where ε is defined in (4.1). In particular, Pθ0,m0 denotes the joint distribution of (Y,X)
when X ∼ PX and (Y,X) satisfies (4.1). For any set I ⊂ Rp (p ≥ 1) and any function
g : I → R, we define ‖g‖∞ := supu∈I |g(u)|. Moreover, for I1 ( I, we define ‖g‖I1 :=






where I ⊂ R. The notation a . b is used to express that a is less than b up to a
constant multiple. For any function f : χ → Rr, r ≥ 1, let {fi}1≤i≤r denote each of the
components, i.e., f(x) = (f1(x), . . . , fr(x)) and fi : χ → R. We define ‖f‖2,Pθ0,m0 :=√∑r
i=1 ‖fi‖2 and ‖f‖2,∞ :=
√∑r
i=1 ‖fi‖2∞.
For any class G of functions on the real line, G ◦ Θ denotes the set of linear index
functions
(g ◦ θ)(x) := g(θ>x), for all x ∈ χ,
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with (g, θ) ∈ G×Θ. We use standard empirical process theory notation. For any function




Note that Pθ,mf can be a random variable if θ (or m) is random. Moreover, for any















The following two lemmas, proved in Section 4.8, will be useful in the remainder of
the chapter.
Lemma 29. Let m ∈ {g ∈ R : J(g) <∞}. Then |m′(s)−m′(s0)| ≤ J(m)|s− s0|1/2 for
every s, s0 ∈ D.
Lemma 30. For any set A ∈ Rk (k ≥ 1), let (A) denote the diameter of the set A.
Let m ∈ {g ∈ R : J(g) <∞ and ‖g‖∞ ≤M}, where M is a finite constant. Then
‖m′‖∞ ≤ C(1 + J(m)),
where C is a finite constant depending only on M and (D).
The following lemma (proved in Section 4.8.3) proves the identification of the com-
posite population parameter m0 ◦ θ0.
Lemma 31. Define Q(m, θ) := E[Y −m(θ>X)]2. Then
inf
{(m,θ): m◦θ∈L2(PX) and ‖m◦θ−m0◦θ0‖>δ}
Q(m, θ)−Q(m0, θ0) > δ2. (4.3)
Remark 9. (4.3) tells us that one can hope to consistently estimate (m0, θ0) by mini-
mizing Qn(m, θ), the sample version of Q(m, θ).
Note that identification of m0 ◦ θ0 does not guarantee that both m0 and θ0 are sepa-
rately identifiable. [Ichimura, 1993] (also see [Horowitz, 1998]) finds sufficient conditions
on the distribution/domain of X under which θ0 and m0 can be separately identified
when m0 is a non-constant almost everywhere differentiable function:
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(A0) For some integer d1 ∈ (0, d], let (X1, . . . , Xd1) have continuous marginal distri-
bution and Xd1+1, . . . , Xd−1, and Xd are discrete random variables. Further-
more, assume that for each θ ∈ Θ, there exists an open interval I and vectors
c0, c1, . . . , cd−d1 ∈ Rd−d1 such that









As seen in Section 4.2, the least squares is a reasonable loss function to consider, i.e.,
(m0, θ0) minimize the population version of the square error loss. A natural estimator




n) := arg min
(m,θ)∈C×Θ
Qn(m, θ). (4.4)
The above minimizer is well-defined and can be computed easily using a quadratic pro-
gram (with linear constraints). However it is difficult to study the estimator theoreti-
cally. The difficulty can be attributed to the inconsistency of m†n at the “boundary” of
its domain; it is well-known that shape constrained estimates can be inconsistent at the
boundary; see [Woodroofe and Sun, 1993]. In single index models the inconsistency of
m†n at the boundary affects the estimation of θ0 as θ0 and m0 are intertwined (as opposed
to a partially linear model).
In what follows, we propose two variants of (4.4) and study their asymptotic prop-
erties. The first estimator is obtained by forcing the minimizer to be a smooth function
through a penalization; see Section 4.3.1. The second estimator is obtained by constrain-
ing the set over which we minimize the loss function. Instead of minimizing Qn(m, θ)
over the class of all convex functions, we minimize the square error loss over the class of
uniformly Lipschitz convex function; see Section 4.3.2.
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4.3.1 Penalized least squares estimator (PLSE)
With the goal of making the estimator of m smooth, we propose the following penalized
loss,
Ln(m, θ;λ) := Qn(m, θ) + λ2
∫
D
J2(m), (λ 6= 0).
The PLSE can now be defined as
(m̂n, θ̂n) := arg min
(m,θ)∈R×Θ
Ln(m, θ;λ). (4.5)
For notational convenience, we suppress the dependence of (m̂n, θ̂n) on λ. The following
theorem, proved in Section 4.9, shows that the joint minimizer is well-defined and m̂n is
a cubic spline.
Theorem 19. (m̂n, θ̂n) ∈ R×Θ. Moreover, m̂ is a natural cubic spline.
In Sections 4.4.1 and 4.5.2, we study the asymptotic properties of the above estimator.
4.3.2 Lipschitz constrained least squares estimator (LLSE)
Another way to modify (4.4) is to minimize Qn(·, ·) over ML × Θ instead of C × Θ for
some fixed L. We call such an estimator the LLSE. It is defined as
(m̌n, θ̌n) = arg min
(m,θ)∈ML×Θ
Qn(m, θ). (4.6)
The uniform Lipschitz restriction modifies the estimator of m at the boundary of D. As
we will show in Section 4.4.2, as long as our class ML contains the truth, (m̌n, θ̌n) are
reasonable estimators of the truth. As in the case of PLSE, we suppress the dependence
of (m̌n, θ̌n) on the control parameter L. The following theorem, proved in Section 4.9,
shows the existence of the minimizer in (4.6).
Theorem 20. (m̌n, θ̌n) ∈ML ×Θ. Moreover, m̌ is a piecewise linear convex function.
In Sections 4.4.2 and 4.5.3, we study the asymptotic properties of the above estimator.
Remark 10. For every fixed θ, m(∈ R) 7→ Ln(m, θ;λ) has a unique minimizer; see
Section 2 of [Elfving and Andersson, 1988] and Section 4 of [Utreras, 1985] for algorithms
for finding the minimizer of this (constrained) penalized loss function.
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For every fixed θ, m(∈ML) 7→ Qn(m, θ) has a unique minimizer. The minimization
over class of uniformly Lipschitz function is a quadratic program with linear constraints
and can be computed easily. In Section 4.6 we discuss algorithms to compute (m†n, θ
†
n),
(m̂n, θ̂n), and (m̌n, θ̌n).
4.4 Asymptotic analysis
In Sections 4.4.1 and 4.4.2, we study the asymptotic behavior of the estimators proposed
in Sections 4.3.1 and 4.3.2, respectively. When there is no scope for confusion, for the
rest of the chapter, we use (m†, θ†), (m̂, θ̂), and (m̌, θ̌) to denote (m†n, θ
†
n), (m̂n, θ̂n), and
(m̌n, θ̌n), respectively. We will now list the assumptions under which we prove the con-
sistency and study the rates of convergence of the estimators proposed in Sections 4.3.1
and 4.3.2.
(A1) The support of X, χ, is a compact subset of Rd and we assume that supx∈χ |x| ≤ T.
(A2) The error variable ε in model (4.1) is assumed to be a uniformly sub-Gaussian





≤ K22 a.e. X.
As stated in (4.1), we also assume that E(ε|X) = 0 a.e (P).
(A3) E[XX>{m′0(θ>0 X)}2] is a nonsingular matrix.
(A4) Var(X) is a positive definite matrix.
Define
D0 := {x>θ0 : x ∈ χ}, Dθ := {θ>x : x ∈ χ}.
(A5) There exists a r > 0, such that for every θ ∈ {η ∈ Θ : |η − θ0| ≤ r} the density of
θ>X with respect to the Lebesgue measure is bounded away from zero and infinity
on Dθ. Furthermore, we assume that for every θ ∈ {η ∈ Θ : |η−θ0| ≤ r} , Dθ ( D,
where D := ∪|θ−θ0|≤rDθ.
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The assumptions deserve comments. Assumption (A1) is the standard bounded support
assumption used in the empirical process theory. As the classes of functionsML and R
are not uniformly bounded, we need assumption (A2) to provide control over the tail
behavior of ε; see Chapter 8 of [van de Geer, 2000b] for a discussion on this. Observe that
(A2) allows for heteroscedastic errors. Assumption (A3) is similar to that in [Murphy
et al., 1999] and helps us obtain the rates of convergence of estimators of m0 and θ0
separately from the rate of convergence of the estimators of m0 ◦ θ0. We use empirical
process methods (e.g., see [van der Vaart, 1998b]) methods to prove the consistency
and to find the rates of convergence of the proposed estimators. The “size” of function
classes with respect to the ‖ · ‖n norm and the configuration of {xi}1≤i≤n play a crucial
role in our analysis. Assumption (A4) helps us guarantee that the data points are well
behaved. Assumption (A5) guarantees that the true index set (i.e., {θ>0 x : x ∈ χ}) does
not lie on the boundary of D. Assumption (A5) is needed to find rates of convergence
of derivative of the estimators of m0.
4.4.1 Asymptotic analysis of the PLSE
In this section we give results on the asymptotic properties of (m̂, θ̂). Note that we
will study (m̂, θ̂) for a certain (possibly data-driven) choice of λ satisfying some rate
conditions; see assumption (S2) below. First, we need some smoothness assumption on
m0. We assume:
(S1) The unknown convex link function m0 is bounded by some constant M0 on D, has
an absolutely continuous first derivative, and satisfies J(m0) <∞.
(S2) The smoothing parameter λ can be chosen to be a random variable. For the rest
of the chapter, we denote it by λ̂n. Assume that λ̂n satisfies the rate conditions:
λ̂−1n = Op(n
2/5) and λ̂n = op(n
−1/4). (4.7)
Our assumption (S1) on m0 is quite minimal — we essentially require m0 to have an
absolutely continuous derivative. Assumption (S2) allows our tuning parameter to be
data dependent, as opposed to a sequence of constants. This allows for data driven
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choice of λ̂n, such as those obtained from cross-validation. We will show that any choice
of λ̂n satisfying (4.7) will result in an asymptotically “efficient” estimator of θ0. Now in
a sequence of theorems (proved in Section 4.10), we study the asymptotic properties of
(m̂, θ̂). First up is the consistency and rate of convergence of m̂ ◦ θ̂.
Theorem 21. Under assumptions (A0)-(A4) and (S1)-(S2), the PLSE satisfies
J(m̂) = Op(1), ‖m̂‖∞ = Op(1), and ‖m̂ ◦ θ̂ −m0 ◦ θ0‖ = Op(λ̂n).
Next, we prove the consistency of m̂ and θ̂. We prove that m̂ is consistent under the
Sobolev norm.
Theorem 22. Under assumptions (A0)-(A4) and (S1)-(S2),
θ̂
P→ θ0, ‖m̂−m0‖SD0
P→ 0, and ‖m̂′‖∞ = Op(1).
We now provide an upper bound on the rates of convergence of θ̂ and m̂.
Theorem 23. Under assumptions (A0)-(A4) and (S1)-(S2), and the assumption that
the conditional distribution of X given θ>0 X is nondegenerate, m̂ and θ̂ satisfy
|θ̂ − θ0| = Op(λ̂n) and ‖m̂ ◦ θ0 −m0 ◦ θ0‖ = Op(λ̂n).
Next we provide an upper bound on the rate of convergence of the derivative of m̂.
These upper bounds will be useful for computing the asymptotic distribution of θ̂ in
Section 4.5.2.
Theorem 24. Under the assumptions of Theorem 23 and (A5), we have
‖m̂′ ◦ θ0 −m′0 ◦ θ0‖ = Op(λ̂1/2n ).
4.4.2 Asymptotic analysis of LLSE
In this subsection we present the results for the LLSE. The following assumption on m0
is needed for m̌ to be a consistent estimator of m0.
(L1) The unknown convex link function m0 is bounded by some constant M0(≥ 1) on
D and is uniformly Lipschitz with Lipschitz constant L0.
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Now, as in Section 4.4.1, we give a sequence of theorems (proved in Section 4.11) char-
acterizing the asymptotic properties of (m̌, θ̌). Theorem 25 below proves the consistency
and provides an upper bound on the rate of convergence of m̌ ◦ θ̌ to m0 ◦ θ0 under the
‖ · ‖ norm.
Theorem 25. Let us assume that (A1)-(A4) and (L1) hold. If L ≥ L0, then the
constrained LSE satisfies
‖m̌ ◦ θ̌ −m0 ◦ θ0‖ = Op(n−2/5).
The next theorem proves the consistency of both θ̌ and m̌.
Theorem 26. Under assumptions of Theorem 25, we have
|θ̌ − θ0| = op(1), ‖m̌−m0‖D0 = op(1), and ‖m̌′ −m′0‖C = op(1)
for any compact subset C in the interior of D0.
Now, we will find upper bounds on the rate of convergence of θ̌ and m̌.
Theorem 27. Under assumptions of Theorem 25, the constrained LSE satisfies
|θ̌ − θ0| = Op(n−2/5) and ‖m̌ ◦ θ0 −m0 ◦ θ0‖ = Op(n−2/5).
Under additional smoothness assumption on m0, we show that the right derivative
of m̌ converges to m′0.
Theorem 28. Let us assume that conditions for Theorem 25 and (A5) hold. If m0 is
twice continuously differentiable on D0, then we have that
‖m̌′ ◦ θ0 −m′0 ◦ θ0‖ = Op(n−2/15) and
∫
D0




‖m̌′ ◦ θ −m′0 ◦ θ‖ = Op(n−2/15).
In particular,
‖m̌′ ◦ θ̌ −m′0 ◦ θ̌‖ = Op(n−2/15). (4.9)
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4.5 Semiparametric inference
In Sections 4.5.2 and 4.5.3, we show that both θ̂ and θ̌ are asymptotically normal and
semiparametrically efficient estimators of θ0 under homoscedastic errors, respectively.
Before going into the derivation of the limit law of the proposed estimators of θ0, we
need to introduce some further notation and regularity assumptions.
(B1) Assume that m0 is three times differntiable and that m
′′′
0 is bounded on D. Fur-
thermore, let m0 be strictly convex on D, i.e., for all s ∈ D we have m′′0(s) > δ > 0
for some fixed δ.
For every θ ∈ Θ, define hθ : D → Rd,
hθ(u) := E[X|θ>X = u]. (4.10)
(B2) Assume that for every θ ∈ Θ, u 7→ hθ(u) is twice continuously differentiable, except
possibly at a finite number of points, and for every θ1 and θ2 in Θ,
‖hθ1 − hθ2‖∞ < M̄ |θ1 − θ2|, (4.11)
where M̄ is a fixed finite constant.
Let Pε,X and pε,X denote the joint distribution and the joint density (with respect to
some dominating measure µ on R × χ) of (ε,X), respectively. Let pε|X(e, x) and pX
denote the corresponding conditional probability density of ε given X and the marginal
density of X, respectively. We define σ : χ→ R such that σ2(x) := E(ε2|X = x).
(B3) Assume that pε|X(e, x) is differentiable with respect to e, ‖σ2(·)‖∞ < ∞ and
‖1/σ2(·)‖∞ <∞.
The assumptions (B1)–(B3) deserve comments. The function hθ plays a crucial role
in the construction of “least favorable” paths; see Section 4.5.2.1. For the functions in
the path to be in R orML, we need the smoothness assumptions (B2) on hθ. We need
the lower and upper bound on the variance as we are using a non-weighted least squares
method to estimates parameters in a (possibly) heteroscedastic model.
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4.5.1 Efficient score
As in Chapter 3, the parameter space Θ is a closed subset of Rd and the interior of Θ
in Rd is the null set. Thus to compute the score for the model, we construct a path on
the sphere; see Section 3.4.1 for a discussion. We use Rd−1 to parametrize the paths for
model (4.1) on the sphere. For each η ∈ Rd−1, s ∈ R, and |s| ≤ |η|−1, define
ζs(θ, η) :=
√
1− s2|η|2 θ + sHθη, (4.12)
where Hθ is defined in Lemma 16; see discussion following Lemma 16 for further details.
In Sections 4.5.1.1 and 4.5.1.2 we attempt to calculate the efficient score for model:
Y = m(θ>X) + ε, (4.13)
where ε is defined in (4.1) and satisfies (B3), when m ∈ R and m ∈ML, respectively.
4.5.1.1 Efficient score when (m, θ) ∈ R×Θ
The log-likelihood of the model is









For any η ∈ Sd−2, consider the path defined as s 7→ ζs(θ, η). Note that this is a valid

















Remark 11. Note that under (3.10), we have ε = Y − m(θ>X). For every function
b(e, x) : R×χ→ R in L2(Pε,X) there exists an “equivalent” function b̃(y, x) : R×χ→ R
in L2(Pθ,m) defined as b̃(y, x) := b(y −m(θ>x), x) ∈ L2(Pθ,m). In this section, we use
the function arguments (e, x) (L2(Pε,X)) and (y, x) (L2(Pθ,m)) interchangeably.
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We now define a parametric submodel for the unknown nonparametric components
ms,a(t) = m(t) + sa(t),
pε|X;s,b(e, x) = pε|X(e, x)(1 + sb(e, x)),
pX;s,q(x) = pX(x)(1 + sq(x)),
(4.15)
where s ∈ R, b : R × χ → R is a bounded function such that E(b(ε,X)|X) = 0 and
E(εb(ε,X)|X) = 0, a ∈ S such that J(a) < ∞ and ms,a ∈ R for small enough s ∈ R
and q : χ → R is a bounded function such that E(q(X)) = 0. Consider the following
parametric submodel of (4.13),
s 7→ (ζs(θ, η), ms,a, pε|X;s,b, pX;s,q(x)) (4.16)
where η ∈ Sd−2. Differentiating the log-likelihood of the submodel in (4.16) with respect









)a(θ>x) + b(y −m(θ>x), x) + q(x).
It is now easy to see that the nuisance tangent space, denoted by ΛS , of the model is
ΛS := lin
{








)a(θ>x) + b(e, x) + q(x),
where a ∈ S, J(a) <∞ and ms,a ∈ R for small enough s,
b : R× χ→ R and q : χ→ R are bounded functions,E(εb(ε,X)|X) = 0,
E(b(ε,X)|X) = 0, and E(q(X)) = 0
}
,
where for any set A ∈ L2(Pθ,m), linA denotes the closure in L2(Pθ,m) of the linear span
of functions in A; see [Newey, 1990] for a review of the construction of the nonparametric
tangent set as a closure of scores of parametric submodels of the nuisance parameter.
Now observe that
lin{a ∈ S : J(a) <∞ and ms,a ∈ R for small enough s} ⊆ lin{a ∈ S : J(a) <∞}
and
lin{q : χ→ R| q is a bounded function and E(q(X) = 0} = {q : χ→ R| q ∈ L2(PX)}.
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However, by Theorem A.1 of [Györfi et al., 2002], we have that the class of infinitely
often differentiable functions of bounded support is dense in L2(m), where m denotes
the Lebesgue measure on D. Thus we have that
lin{a ∈ S : J(a) <∞} = {a : D → R| a ∈ L2(m)}
and lin{b : R × χ → R| b is a bounded function, E(εb(ε,X)|X) = E(b(ε,X)|X) = 0} =
{b ∈ L2(Pε,X) : E(εb(ε,X)|X) = E(b(ε,X)|X) = 0}. Thus, it is easy to see that under
assumptions (A0)–(A4), (S1), and (B1)–(B3), the nuisance tangent space of (4.1) is
ΛS ⊆
{








)a(θ>x) + b(e, x) + q(x), (4.17)
where a ∈ L2(m), b ∈ L2(Pε,X), q ∈ L2(PX),E(εb(ε,X)|X) = 0,
E(b(ε,X)|X) = 0, and E(q(X)) = 0
}
=: Λ0.
Observe that the efficient score is the L2(Pθ,m) projection of Sθ,m(y, x) onto Λ
⊥
S , where
Λ⊥S is the orthogonal complement of ΛS in L
2(Pθ,m). [Newey and Stoker, 1993] and [Ma
and Zhu, 2013a] show that
Λ⊥0 =
{







for some g : χ→ R
}
⊆ Λ⊥S
Using calculations similar to those in Proposition 1 of [Ma and Zhu, 2013a], it can
be shown that










where for any f : R × χ → R such that f ∈ L2(Pθ,m), Π(f |Λ⊥0 ) denotes the L2(Pθ,m)
projection of f onto the space Λ⊥0 .
To compute the efficient score, we need to evaluate Π(Sθ,m(y, x)|Λ⊥S ), which is hard
due to the complicated nature of the set of parametric submodels of m. Note that the
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In Section 4.5.2 we show that ISθ,m is the efficient information for the model (4.1),
when (m, θ) ∈ R×Θ. Moreover, we construct a path whose score at (m0, θ0) is “approx-
imately” (see Section 4.5.2 for a technical definition) equal to Π(Sθ0,m0(y, x)|Λ⊥0 ).
It is important to note that the optimal estimating equation depends on σ2(x). Since
in the semiparametric model σ2(·) is left unspecified, it is unknown. Without additional
assumptions, estimators of σ2(·) have slow rate of convergence to σ2(·), especially if
d is large. Thus if we substitute σ̂(·) in the efficient score equation, the solution of
the modified score equation would lead to poor finite sample performance; see [Tsiatis,
2006].
To focus our presentation on the main concepts, we will assume that σ2(·) ≡ σ2.
Under this assumption, we have









>x) is defined in (4.10). Asymptotic normality and efficiency of θ̂ would follow













and class of functions formed by the efficient score indexed by (θ,m) in a “neighborhood”
of (θ0,m0) satisfies some technical conditions. We formalize these in Section 4.5.2.
4.5.1.2 Efficient score when (m, θ) ∈ML ×Θ
In Remark 12 below we show that (4.13) is differentiable in quadratic mean in θ, when
m ∈ML. Thus the parametric score in this model satisfies (4.14), where m′ denotes the
right derivative of m; see Section 4.2. Moreover, using parametric submodel as in (4.15)
and (4.16) and calculations similar to those in Section 4.5.1.1, it can be shown that the
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nuisance tangent space, denoted by ΛL, of the model is
ΛL := lin
{








)a(θ>x) + b(e, x) + q(x),
where a ∈ L2(m),ms,a ∈ML for small enough s, b : R× χ→ R
and q : χ→ R are bounded functions,E(εb(ε,X)|X) = 0,
E(b(ε,X)|X) = 0, and E(q(X)) = 0
}
.











and Sθ,m(Y,X) and Λ0 are defined as in (4.14) and (4.17), respectively.
Remark 12. If the errors are Gaussian random variables then in the following, we
show that the model is quadratic mean differentiable in θ. The proof of quadratic mean
differentiability for any error distribution satisfying assumption (B3) follows similarly.
Under Gaussian error, the density of (Y,X) is







Note that fθ,m(y, x) is differentiable (with respect to θ) a.e. (y, x). Define










where f ′θ,m(y, x) denotes the derivative with respect to θ. [Hájek, 1972] proves that the
family of distributions is quadratic mean diffrentiable (q.m.d) at θ0 if
Ii,j(θ) :=
∫
ηi(y, x, θ,m)ηj(y, x, θ,m)dPX(x)dy
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is finite and continuous at θ0. In the following we prove that Ii,j(θ) is finite and contin-

























As both m(·) and E[XiXj |θ>X = ·] are bounded functions, we have that Ii,j(θ) is finite
and continuous at θ0. Thus, the model is differentiable in quadratic mean in θ.
Remark 13. Assumptions (A0)-(A4) and (S1) (or (L1)) do not guarantee the exis-
tence of a least favorable submodel for the model in (4.1), which can be the case when the
estimators lie on the “boundary” of the parameter set. [van der Vaart, 2002] introduced
the notion of approximately least favorable subprovided model to get around this difficulty.
Under the additional assumptions (B1)-(B3), we find the approximately least favorable
subprovided model and show that Π(Sθ0,m0(x, y)|Λ⊥0 ) is the efficient score at (θ0,m0); see
Section 4.5.2.1. However, the score corresponding to the approximately least favorable
subprovided model does not satisfy the conditions required in [van der Vaart, 2002] for
asymptotic normality and efficiency of the finite dimensional parameter in semiparamet-
ric models. Thus, we find a well-behaved approximation to the score such that (θ̂, m̂) is
an approximate zero of the corresponding estimating equation.
4.5.2 Efficiency of the PLSE
Theorem 29. Assume (X,Y ) satisfies (4.1) and assumptions (A0)–(A4), (B1)–(B2),
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where Iθ0,m0 := Pθ0,m0(`θ0,m0`
>
θ0,m0
). If we further assume that σ2(·) ≡ σ2 and if the








Proof. We now give a sketch of the proof. Some of the steps are proved in the following
sections.
Step 1 In Theorem 30 we find approximately least favorable subprovided models (see Defi-
nition 9.7 of [van der Vaart, 2002]) with score









where k : D → Rd is defined as




We prove that there exists a constant M∗ <∞ such that
sup
u∈D
(|k(u)|+ |k′(u)|) ≤M∗. (4.21)
Moreover, (θ̂, m̂) satisfies the score equation approximately, i.e.,
√
nPnSθ̂,m̂ = op(1). (4.22)
Furthermore, define ψθ,m : χ× R→ Rd−1 as
ψθ,m(x, y) := (y −m(θ>x))H>θ [m′(θ>x)x− hθ0(θ>x)m′0(θ>x)]. (4.23)
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Step 2 In Theorem 31 we show that ψθ̂,m̂ is an empirical approximation of the score Sθ̂,m̂,
i.e.,
√
nPn(Sθ̂,m̂ − ψθ̂,m̂) = op(1).
Thus in view of (4.22) we have that θ̂ is an approximate zero of the function
θ 7→ Pnψθ,m̂, i.e.,
√
nPnψθ̂,m̂ = op(1). (4.24)
Step 3 In Theorem 32 we show that ψθ̂,m̂ is approximately unbiased in the sense of [van der
Vaart, 2002], i.e.,
√
nPθ̂,m0ψθ̂,m̂ = op(1). (4.25)
Step 4 We prove
Gn(ψθ̂,m̂ − ψθ0,m0) = op(1) (4.26)
in Theorem 33. Furthermore, as ψθ0,m0 = `θ0,m0 , we have
Pθ0,m0 [ψθ0,m0 ] = 0.
Thus, by (4.24) and (4.25), we have that (4.26) is equivalent to
√
n(Pθ̂,m0 − Pθ0,m0)ψθ̂,m̂ = Gn`θ0,m0 + op(1). (4.27)
Step 5 To complete the proof, it is now enough to show that
√




θ0(θ̂ − θ0) + op(
√
n|θ̂ − θ0|). (4.28)













d→ V −1θ0,m0N(0, Iθ0,m0).
The proof of the theorem will be complete if we can show that
√
n(θ̂ − θ0) = Hθ0
√
nH>θ0(θ̂ − θ0) + op(1),
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the proof of which can be found in Section 3.4.2.1. The proof of Step 5 can be found in
proof of Theorem 6.20 of [van der Vaart, 2002]; also see Section 3.8.3.
4.5.2.1 An approximately least favorable subprovided path
We now construct a path whose score for any (θ,m) ∈ Θ× {g ∈ R| J(g) <∞} is Sθ,m.
Recall (4.12). For any (θ,m) ∈ Θ×{g ∈ R| J(g) <∞}, let t 7→ (ζt(θ, η), ξt(·; θ, η,m)) de-
note a path in Θ×{m ∈ R| J(m) <∞} that through (θ,m), i.e., (ζ0(θ, η), ξ0(·; θ, η,m)) =
(θ,m). Recall that (θ̂, m̂) minimizes Ln(m, θ, λ̂n). Hence, for every η ∈ Sd−2, the func-
tion t 7→ Ln(ξt(·; θ̂, η, m̂), ζt(θ̂, η), λ̂n) is minimized at t = 0. In particular, if the above
function is differentiable in a neighborhood of 0, then
∂
∂t




















for all η ∈ Sd−2, then we get (4.22) as λ̂2n = op(n−1/2); see assumption (S2).
In the following we construct a path for (4.13) that satisfies the above requirements.
For any set A ∈ R and any ν > 0, let us define Aν := ∪a∈ABa(ν). Fix ν > 0. By
assumption (A5), for every θ ∈ Θ, η ∈ Sd−2, and t ∈ R sufficiently close to zero, there
exists a strictly increasing function φθ,η,t : D
ν → R with
φθ,η,t(u) = u, u ∈ Dθ,
φθ,η,t(u+ (θ − ζt(θ, η))>k(u)) = u, u ∈ ∂D,
(4.31)
where k(u) and ζt(θ, η) are defined in (4.20) and (4.12), respectively. Furthermore, we




Note that φθ,η,t(D) = D. Moreover, u 7→ φθ,η,t(u) cannot be the identity function for
t 6= 0 if (θ − ζt(θ, η))>hθ(u) 6= 0 for u ∈ ∂D. Let us now define
kt(u; θ, η,m) := m′ ◦ φθ,η,t(u+ (θ − ζt(θ, η))>k(u)).
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Now, we can define the submodel
ξt(u; θ, η,m) :=
∫ u
s0
kt(y; θ, η,m)dy (4.32)





where hθ0 is defined in (4.10), k is defined in (4.20), and s0 ∈
⋂
θ∈{η∈Θ: |η−θ0|≤r}Dθ with r
defined in (A5). The function φθ,η,t helps us control the partial derivative in the second
equation of (4.30). In the following theorem, proved in Section 4.12.1, we show that
(ζt(θ̂, η), ξt(·; θ̂, η, m̂)) is a path through (θ̂, m̂) and satisfies (4.29) and (4.30). Here η is
the “direction” for ζt(θ, η) and (η, hθ(u)) defines the “direction” for the path ξt(·; θ, η,m).
Theorem 30. [Step 1] Under the assumptions of Theorem 29, (ζt(θ̂, η), ξt(·; θ̂, η, m̂))
is a valid parametric submodel, i.e., (ζt(θ̂, η), ξt(·; θ̂, η, m̂)) ∈ Θ× {g ∈ R|J(g) <∞} for
all t in some neighborhood of 0 and Sθ0,m0 = `θ0,m0. Moreover, (ζt(θ̂, η), ξt(·; θ̂, η, m̂))
satisfies (4.30), Ln(ξt(·; θ̂, η, m̂), ζt(θ̂, η), λ̂n) as function of t is differentiable at 0, and
Sθ̂,m̂ satisfies (4.22) and there exists M
∗ <∞ which satisfies (4.21).
4.5.2.2 A well behaved approximation
We observe that Sθ,m (the score for the approximately least favorable submodel) does
not satisfy the conditions required by [van der Vaart, 2002]. In this section we introduce
ψθ,m, a well behaved “approximation” of Sθ,m. ψθ,m is not a score of the (4.13) for any
particular path. However, ψθ,m is well-behaved in the sense that: (1) ψθ̂,m̂ belongs to a
Donsker class of functions (see (4.26)), (2) ψθ0,m0 = `θ0,m0 , (3) ψθ̂,m̂ converges to ψθ0,m0
in the L2(Pθ0,m0) norm (see Lemma (57)). The following theorem proves that Sθ̂,m̂ and
ψθ̂,m̂ are “approximately” the same.
Theorem 31. [Step 2] Under model (4.1) and assumptions (A0)–(A4), (B1)–(B3),
and (S1), we have
√
nPn(Sθ̂,m̂ − ψθ̂,m̂) = op(1). (4.33)
We break the proof of this theorem into a number of lemmas proved in Section 4.12.
In the following lemma, proved in Section 4.12.2, we find an upper bound for the left
hand side of (4.33).
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Lemma 32. Under model (4.1), we have
|
√
nPn(Sθ̂,m̂ − ψθ̂,m̂)| ≤ |Gn
[
(m0 ◦ θ0 − m̂ ◦ θ0)Uθ̂,m̂
]
|










∣∣Pθ0,m0[(m0 ◦ θ0 − m̂ ◦ θ0)Uθ̂,m̂]∣∣, (4.34)














Note that the proof of Theorem 31 will be complete if we show that each of the
terms on the right hand side of (4.34) converges to 0 in probability. We begin with some
definitions. Let an be a sequence of real numbers such that an → ∞ as n → ∞ and
an‖m̂−m0‖SDθ0 = op(1). Note that we can always find such a sequence an, as by Theorem
































Uθ,m : (θ,m) ∈ C∗M1,M2,M3
}
,
WM1,M2,M3(n) := {Uθ,m : (θ,m) ∈ CM1,M2,M3(n)} .
(4.36)
As a first step in proving that each term on the right hand side of (4.34) converges to
0, we try to understand the classes of functions WM1,M2,M3(n) and W∗M1,M2,M3 . In the
following lemma, proved later in Section 4.12.3, we find the bracketing numbers and
2The notations with ∗ denote the classes that do not depend on n while the ones with n denote
shrinking neighborhoods around the truth.
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envelope functions for the classes. This lemma will be used in some of the remaining
proofs.
Lemma 33. Fix M1,M2,M3, and δ > 0. Then WM1,M2,M3(n) is a Donsker class and
sup
(θ,m)∈CM1,M2,M3 (n)












where M∗ is defined in (4.21). Moreover, for some c depending only on d,M1,M2, and
M3, we have the following upper bound on the bracketing entropy of WM1,M2,M3(n):
N[ ](ε,WM1,M2,M3(n), ‖ · ‖2,Pθ0,m0 ) ≤ N[ ](ε,W
∗
M1,M2,M3 , ‖ · ‖2,Pθ0,m0 ) ≤ c exp(c/ε)ε
−4d;
see Section 2.1.1 of [van der Vaart and Wellner, 1996] for a definition of N[ ](·, ·, ·).
The study of limiting behaviors of the first three terms on the right hand side of
(4.34) are similar. For every fixed M1,M2, and M3 the first term in the right hand side













[m0 ◦ θ0 − m̂ ◦ θ0]Uθ̂,m̂
)


















(θ̂, m̂) /∈ CM1,M2,M3(n)
)
.
By Theorem 22 we have that θ̂ and m̂ are consistent in the Euclidean and Sobolev norms,
respectively and ‖m̂′‖∞ is Op(1). Furthermore, by Theorem 21, we have that both ‖m̂‖∞
and J(m̂) are Op(1) and by Theorem 23 we have λ̂
−1/2
n |θ̂ − θ0| = op(1). Thus, it is easy
to see that, for any ε > 0, there exists M1,M2, and M3, (depending on ε) such that
P((θ̂, m̂) /∈ CM1,M2,M3(n)) ≤ ε,
for all sufficiently large n. Hence, it is enough to show that for the above choice of
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for sufficiently large n. We prove this in Lemma 34.
Lemma 34. Fix M1,M2,M3, and δ > 0. For n ∈ N, let us define
D∗M1,M2,M3 :=
{
[m0 ◦ θ0 −m ◦ θ0]Uθ,m : (θ,m) ∈ C∗M1,M2,M3
}
,
DM1,M2,M3(n) := {[m0 ◦ θ0 −m ◦ θ0]Uθ,m : (θ,m) ∈ CM1,M2,M3(n)} .
Then DM1,M2,M3(n) is a Donsker class and
sup
f∈DM1,M2,M3 (n)
‖f‖2,∞ ≤ DM1,M2,M3(n) := 2M1WM1,M2,M3(n). (4.38)
Moreover, J[ ](γ,DM1,M2,M3(n), ‖ · ‖2,Pθ0,m0 ) . γ
1/2, where for any class of functions F ,
J[ ] (the entropy integral) is defined as




logN[ ](t,F , ‖ · ‖2,Pθ0,m0 )dt,





|Gnf | > δ
)
= o(1).
The following two lemmas, proved in Sections 4.12.5 and 4.12.6, complete the proof
of Theorem 31 and show that the last four terms on right side of (4.34) converge to zero
in probability.
Lemma 35. Fix M1,M2,M3, and δ > 0. For n ∈ N, let us define
AM1,M2,M3(n) := {[m ◦ θ0 −m ◦ θ]Uθ,m : (θ,m) ∈ CM1,M2,M3(n)} ,
A∗M1,M2,M3 :=
{
[m ◦ θ0 −m ◦ θ]Uθ,m : (θ,m) ∈ C∗M1,M2,M3
}
.
Then AM1,M2,M3(n) is Donsker class and supf∈AM1,M2,M3 (n) ‖f‖2,∞ ≤ DM1,M2,M3(n).
Moreover,
J[ ](γ,AM1,M2,M3(n), ‖ · ‖2,Pθ0,m0 ) . γ
1/2.
Hence, as n→∞, we have
P
(
|Gn[(m̂ ◦ θ0 − m̂ ◦ θ̂)Uθ̂,m̂]| > δ
)
= op(1).
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∣∣Pθ0,m0[(m0 ◦ θ0 − m̂ ◦ θ0)Uθ̂,m̂]∣∣ = op(1)
√
n
∣∣Pθ0,m0 [(m̂ ◦ θ0 − m̂ ◦ θ̂)Uθ̂,m̂]∣∣ = op(1)
(4.39)
Now that we have shown that (θ̂, m̂) is an approximate zero of (θ,m) 7→ Pnψθ,m and
ψθ0,m0 = `θ0,m0 , asymptotic normality and efficiency of θ̂ now follows from the theory
developed in Section 6.6 of [van der Vaart, 2002]. In the next theorem, we prove that
ψθ̂,m̂ satisfies the “no-bias” (see equation 6.6 of [van der Vaart, 2002]) condition.
Theorem 32. [Step 3] Under assumptions (A0)–(A4) and (B2),
√
nPθ̂,m0ψθ̂,m̂ = op(1),
In Lemma 57, stated and proved in Section 4.12.8, we prove that ψθ̂,m̂ is a consistent
estimator of ψθ0,m0 under L2(Pθ0,m0) norm. The following theorem completes the proof
of Theorem 29.
Theorem 33. [Step 4] Under (A0)–(A4) and (B2), we have
Gn(ψθ̂,m̂ − ψθ0,m0) = op(1). (4.40)
The proof of the above theorem is similar to that of Theorem 31. We first find an
upper bound for the left side of (4.40) and then show that each of the terms converge to
zero; see Lemmas 59 and 58 in Section 4.12.9.
4.5.3 Efficiency of the LLSE
In this section we show that θ̌ is an asymptotically normal efficient estimator of θ0. The
following theorem is similar to Theorem 29.
Theorem 34. Assume (X,Y ) satisfies (4.1) and assumptions (A0)–(A4), (B1)–(B2),
and (S1) hold. Let `θ,m, Vθ0,m0 , and Iθ0,m0 be as defined in Theorem 29. If Vθ0,m0 is a
CHAPTER 4. ESTIMATION IN CONVEX SINGLE INDEX MODELS 154










If we further assume that σ2(X) ≡ σ2 and if the efficient information matrix (Iθ0,m0) is







In a series of results, we prove Theorem 34 by showing that (θ̌, m̌) satisfy the condi-
tions in Step 1–Step 5 of Theorem 29. The following theorem (proved in Section 4.13.1)
shows that submodel defined in (4.32) is an approximately least favorable subprovided
submodel for the model (4.1).
Theorem 35. [Step 1] Under assumptions of Theorem 34, (ζt(θ̌, η), ξt(·; θ̌, η, m̌)) is
a valid parametric submodel, i.e., (ζt(θ̌, η), ξt(·; θ̌, η, m̌)) ∈ Θ ×ML for all t in some
neighborhood of 0 and Sθ0,m0 = `θ0,m0; see (4.19) for definition of Sθ0,m0. Moreover, we











Qn(ξt(·; θ̌, η, m̌), ζt(θ̌, η), λ̌n) = PnSθ̌,m̌ = 0.
4.5.3.1 A well behaved approximation
As in Section 4.5.2.2, the following theorem (proved in a series of results) shows that the
Sθ̌,m̌ is empirically well approximated by ψθ̌,m̌; see (4.23) for definition of ψθ̌,m̌.
Theorem 36. [Step 2] Under assumptions of Theorem 34, we have
√
nPn(Sθ̌,m̌ − ψθ̌,m̌) = op(1).
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The proof of Theorem 36 is very similar to the proof of 31. As definitions of Sθ,m
and ψθ,m have not changed, Lemma 32 clearly holds with (θ̌, m̌) instead of (θ̂, m̂). Note
that the proof of Theorem 31 will be complete if we show that each of the terms on the
right hand side of (4.34) converges to 0 in probability. We begin with some definitions.
Let bn be a sequence of real numbers such that bn → ∞ as n → ∞, bn = o(n1/2), and
bn‖m̌−m0‖D0 = op(1). Note that we can always find such a sequence bn, as by Theorem
26 we have ‖m̂−m0‖SD0 = op(1). For all n ∈ N, define
Cm∗M1 :=
{





























Uθ,m : (θ,m) ∈ C∗M1
}
,
WM1(n) := {Uθ,m : (θ,m) ∈ CM1(n)} .
As a first step in proving that each term on the right hand side of (4.34) converges to 0
we try to understand the classes of functionsWM1(n) andW∗M1 . In the following lemma,
proved in Section 4.13.2, we find the bracketing numbers and envelope functions for the
classes. This will be used to prove the results that follow.
Lemma 37. Fix M1, and δ > 0. Then WM1(n) is a Donsker class and there exists a
V ∗ <∞ such that supf∈W∗M1 ‖f‖2,∞ ≤ V
∗. Moreover, for some c depending only on M1,
we have
N[ ](ε,WM1(n), ‖ · ‖2,Pθ0,m0 ) ≤ N[ ](ε,W
∗











2‖k′‖2∞ + L2‖k′‖2∞T 2 and k is defined in (4.20).
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The study of limiting behaviors of the first three terms on the right hand side of
(4.34) are similar. For every fixed M1 the first term in the right hand side of (4.34) can
be bounded from above as
P
(






















χ 7→ Rd−1 is defined in (4.35). By Theorem 26 we have that θ̌ and m̌
are consistent in the Euclidean and supremum norms, respectively. Furthermore, by




op(1), respectively. Thus, it is easy to see that, for any ε > 0, there exists M1 (depending
on ε) such that
P((θ̌, m̌) /∈ CM1(n)) ≤ ε, for all sufficiently large n.





|Gn([m0 ◦ θ0 −m ◦ θ0]Uθ,m)| > δ
)
≤ ε
for sufficiently large n. We prove this in Lemma 38.
Lemma 38. Fix M1, and δ > 0. For n ∈ N, let us define
D∗M1 :=
{
[m0 ◦ θ0 −m ◦ θ0]Uθ,m : (θ,m) ∈ C∗M1
}
,
DM1(n) := {[m0 ◦ θ0 −m ◦ θ0]Uθ,m : (θ,m) ∈ CM1(n)} .













|Gnf | > δ
)
→ 0, n→∞.
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The following two lemmas, proved in the Sections 4.13.4 and 4.13.5, complete the
proof of Theorem 36.
Lemma 39. Fix M1, and δ > 0. For n ∈ N, let us define
AM1(n) := {[m ◦ θ0 −m ◦ θ]Uθ,m : (θ,m) ∈ CM1(n)} ,
A∗M1 :=
{
[m ◦ θ0 −m ◦ θ]Uθ,m : (θ,m) ∈ C∗M1
}
.
Then AM1(n) is Donsker class and DM1n−1/10 is an envelope function. Moreover,
J[ ](γ,AM1(n), ‖ · ‖2,Pθ0,m0 ) . γ
1/2.
Moreover, as n→∞, we have
P
(
|Gn[(m̌ ◦ θ0 − m̌ ◦ θ̌)Uθ̌,m̌| > δ
)
→ 0.






∣∣Pθ0,m0[(m0 ◦ θ0 − m̌ ◦ θ0)Uθ̌,m̌]∣∣ = op(1)
√
n
∣∣Pθ0,m0 [(m̌ ◦ θ0 − m̌ ◦ θ̌)Uθ̌,m̌]∣∣ = op(1)
(4.43)
Now that we have shown that (θ̌, m̌) is an approximate zero of Pnψθ,m and ψθ0,m0 =
`θ0,m0 , asymptotic normality and efficiency of θ̌ now follows from the theory developed
in Section 6.6 of [van der Vaart, 2002]. In the next theorem, we prove that ψθ̌,m̌ satisfies
the “no-bias” (see equation 6.6 of [van der Vaart, 2002]) condition.
Theorem 37. [Step 3] Under assumptions of Theorem 34,
√
nPθ̌,m0ψθ̌,m̌ = op(1),
In Lemma 61 stated and proved in Appendix 4.12.8, we prove that ψθ̌,m̌ is a consistent
estimator of ψθ0,m0 under L2(Pθ0,m0) norm. The following theorem completes the proof
of Theorem 34.
Theorem 38. [Step 4] Under (A0)-(A4) and (B2), we have
Gn(ψθ̌,m̌ − ψθ0,m0) = op(1). (4.44)
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The proof of the above theorem is similar to that of Theorem 36. We first find an
upper bound for the left side of (4.44) and then show that each of the terms converge to
zero; see Lemmas 62 and 63 in Section 4.13.8.
4.6 Computational algorithms
In this section we describe algorithms for computing the estimators proposed in (4.4),
(4.5), and (4.6). As mentioned in Remark 10, in each of the three cases given a θ
the minimization of the desired loss function is a convex optimization problem; see
Sections 4.6.1.1 and 4.6.1.2 for more details. With the above observation in mind, we
propose the following general alternating algorithm to compute the estimators. The
algorithms discussed here are implemented in the R package simest; see [Kuchibhotla
and Patra, 2016].
We now introduce some notation to set up a general framework for all the three
estimators proposed in Section 4.3. Let (m, θ) 7→ C(m, θ) denote some nonnegative
criterion function, e.g., C(m, θ) can be Ln(m, θ;λ) or Qn(m, θ). And suppose, we are
interested in finding the minimizer of C(m, θ) over (m, θ) ∈ A × Θ, e.g., in our case A
can be R, ML or C. For every θ ∈ Θ, let us define
mθ,A := arg min
m∈A
C(m, θ).
Here, we have assumed that for every θ ∈ Θ, m 7→ C(m, θ) has a unique minimizer in A
and mθ,A exists. The alternating descent algorithm can be described as follows:
1. Start with a initial estimate of θ, say, θ(0).
2. At iteration k, compute m(k) := mθ(k),A.
3. Find a point θ(k+1) ∈ Θ such that
C(m(k), θ(k+1)) ≤ C(m(k), θ(k)).
In particular, one can take θ(k+1) as a minimizer of C(m(k), θ).
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4. Repeat steps 2 and 3 until convergence.
Note that, our assumptions on C does not imply that θ 7→ C(mθ,A, θ) is a convex
function. In fact in our examples the “profiled” criterion function θ 7→ C(mθ,A, θ) is not
necessarily convex. Thus the algorithm discussed above is not guaranteed to converge
to the global minimizer. However, the algorithm guarantees that the criterion value is
nonincreasing, i.e., C(m(k+1), θ(k+1)) ≤ C(m(k), θ(k)). In Section 4.6.1.1, we discuss an
algorithm to compute mθ,R when C(m, θ) = Ln(m, θ;λ). In Section 4.6.1.2, we discuss
algorithms to compute mθ,ML and mθ,C when C(m, θ) = Qn(m, θ).
4.6.1 Strategy for function estimation: Step 2
In the following subsections we describe the algorithms to compute mθ,R, mθ,ML and
mθ,C . Before proceeding further, we use the following notation. Fix an arbitrary θ ∈ Θ.
Let (t1, t2, · · · , tn) represent the vector (θ>x1, · · · , θ>xn) with sorted values so that t1 <
t2 < · · · < tn; in Remark 14 we discuss a solution for the scenarios with ties. Without
loss of generality let y := (y1, y2, . . . , yn) represent the vector of responses corresponding
to ti.
4.6.1.1 Penalized convex least squares





(yi −m(ti))2 + λ2
∫
{m′′(t)}2dt.
In the following we use m to denote the function t 7→ m(t) as well as the the vector
(m(t1), . . . ,m(tn)) interchangeably. Consider the objective function
(y −m)>Q(y −m) + λ2
∫
{m′′(t)}2dt,
to be minimized over R and Q is any positive definite matrix. In most cases Q is a n×n
identity matrix; see Remark 14 for other possible scenarios. Theorem 1 of [Elfving and
Andersson, 1988] gives the characterization of the minimizer over R. They show that
m̂ := arg minm∈R(y −m)>Q(y −m) + λ2
∫
{m′′(t)}2dt, will satisfy
m̂′′(t) = max{α̂>M(t), 0} and m̂ = y − λ2Q−1K>α̂.
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ti+2−ti+1 if ti+1 ≤ x < ti+2,
and α̂ is a solution of the following equation:
[T (α) + λ2KQ−1K>]α = Ky, (4.45)
where K is a (n− 2)× n banded matrix containing second order divided differences
Ki,i =
1
(ti+1 − ti)(ti+2 − ti)
, Ki,i+1 = −
1




(ti+2 − ti)(ti+2 − ti+1)
.




We use the initial value of α as αi = (ti+2 − ti)/4 based on the empirical evidence
suggested by [Elfving and Andersson, 1988] and use Equation (4.45) repeatedly until
convergence. This algorithm was shown to have quadratic convergence in [Dontchev et
al., 2003].
Remark 14. The matrices involved in the algorithm have entries depending on frac-
tions such as 1/(ti+1 − ti). Thus if there are ties in {ti}1≤i≤n, then the matrix K is
incomputable. Such fractions can make the matrices ill-conditioned (for the purposes
of numerical calculations) if ti+1 − ti is very small. Thus to avoid ill-conditioning of
matrices, in practice one might have to do pre-bin the data which leads to a diagonal
matrix Q with different diagonal entries. One common method of pre-binning the data is
to take means of all points for which the first coordinates are close. To be more precise,
if we choose a tolerance of η = 10−6 and suppose 0 < t2 − t1 < t3 − t1 < η, then we take
the mean of (t1, y1), (t2, y2), (t3, y3) as the first entry in the sample and put Q1,1 = 3 and
the total number of data points is now n− 2.
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4.6.1.2 Convex Lipschitz least squares
When C(m, θ) = Qn(m, θ), we consider the problem of minimizing
∑n
i=1{yi−m(ti)}2 over
m ∈ C or m ∈ML. As in Section 4.6.1.1, consider the general problem of minimizing
(y −m)Q(y −m) = |Q1/2(y −m)|2,
for some positive definite matrix Q. Here Q1/2 denotes the square root of the matrix Q
which can be obtained by Cholesky factorization. Observe that any minimizer can only
be uniquely determined at the points ti and so we define the optimum to be a piecewise
linear interpolation between {ti}1≤i≤n. Letm denote the vector (m(t1),m(t2), . . . ,m(tn))





≤ · · · ≤ mn −mn−1
tn − tn−1
. (4.46)
The Lipschitz constraint along with convexity can be imposed by adding the constraints,






In particular, the minimization problem at hand can be represented as
minimize |Q1/2(m− y)|2 subject to Am ≥ b, (4.48)
for A and b written so as to represent (4.46) and/or (4.47). Define z := Q1/2(m− y), so
that m = Q−1/2z + y. Using this, we have Am ≥ b if and only if AQ−1/2z ≥ b − Ay.
Thus, (4.48) is equivalent to
minimize |z|2 subject to Gz ≥ h, (4.49)
where G := AQ−1/2 and h := b−Ay. An equivalent problem is to
minimize |Eu− `|, over u  0, where E :=
G>
h>
 and ` := [0, . . . , 0, 1]> ∈ Rn+1.
(4.50)
Here  represents coordinate-wise inequality. A proof of this equivalence can be found in
pages 165-167 of [Lawson and Hanson, 1974]; see [Lawson and Hanson, 1974] and [Chen
and Plemmons, 2010] for algorithms to solve (4.49) and (4.50).
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If û denotes the solution of (4.50), then the solution of (4.49) is given as follows.
Define r := Eû − `, then ẑ (the minimizer of 4.49) is ẑ := (−r1/rn+1, . . . ,−rn/rn+1)>.
Hence the solution to (4.48) is then given by ŷ = Q−1/2ẑ + y.
4.6.2 Algorithm for computing θ(k+1)
In this subsection we describe the algorithm to find the minimizer of C(m(k), θ) over
θ ∈ Θ. Recall that Θ is defined to be the “positive” half of the unit sphere, so that θ
belongs to a d − 1 dimensional manifold in Rd. Treating this problem as minimization
over a manifold, one can apply a gradient descent algorithm by moving along a geodesic
as done in a similar context in Section 3.3 of [Samworth and Yuan, 2012]. But it is
computationally expensive to move along a geodesic and so, we follow the approach of
[Wen and Yin, 2013] wherein we move along a retraction with the guarantee of descent.
To explain the approach of [Wen and Yin, 2013], let the objective function be denoted
by f(θ); in our case f(θ) = C(m(k), θ). Let α be a point (initial guess for θ) on the sphere
with positive first coordinate and define
g := ∇f(α) ∈ Rd and A := gα> − αg>,
where ∇ denotes the gradient. In the following we use g to denote both the function and
the We are trying to find a choice of τ such that f(θ(τ)) is as much smaller than f(α)
as possible; step 3 of the algorithm described in Section 4.6. Thus the next iteration is



















see Lemma 3 of [Wen and Yin, 2013]. This implies that τ 7→ f(θ(τ)) is a nonincreasing
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see Lemma 4 of [Wen and Yin, 2013]. Recall that for every η ∈ Θ, η1 (the first coordinate
of η) is nonnegative. For θ(τ) to lie in Θ, τ has to satisfy the following inequality
τ2
4





+ 1 ≥ 0, (4.51)
where g1 and α1 represent the first coordinates of the vectors g and α.
This implies that a valid choice of τ must lie between the zeros of the quadratic







(α>g − g1/α1)2 + |g|2 − (α>g)2
|g|2 − (α>g)2
.
Note that this interval always contains zero. Now we can perform a simple line search
for τ 7→ f(θ(τ)) when τ in the above mentioned interval to find the value θ for the next
iteration in step 3 of the main algorithm.
4.7 Simulation Study
In this section we illustrate the finite sample performance of the estimators defined
in (3.5), (4.4), (4.5), and (4.6). We also compare their performance with the EFM
estimator (estimating function method; see [Cui et al., 2011]) and the EDR estimator
(see [Hristache et al., 2001]). We use SmoothGCV to denote the estimator proposed
in Section 3.2 where the tuning parameter is chosen by generalized cross-validation;
[Wahba, 1990]. For the convex constrained estimators, we use CvxLSE to denote the
convex LSE estimator proposed in (4.4), CvxPen to denote the PLSE proposed in (4.5),
and CvxLip to denote the LLSE proposed in (4.6). In the following, to compute CvxPen
we have used λ̂n = 0.01n
1/5. In what follows, we will use (m̃, θ̃) to denote a generic
estimator that will help us describe the quantities in the plots and tables; e.g., we will
use ‖m̃ ◦ θ̃ −m0 ◦ θ0‖n = [ 1n
∑n
i=1(m̃(θ̃
>xi) −m0(θ>0 xi))2]1/2 to denote the root mean
squared prediction error of the estimation procedure for all the estimators considered
in the simulation study. From the simulation study it is easy to conclude estimators
proposed here have superior performance in all sampling scenarios considered.











Figure 4.1: Function estimates for the model Y = (θ>0 X)
2 + N(0, 1), where θ0 =
15/
√
5, X ∼ Uniform[−1, 1]5, and n = 100.
4.7.1 A simple model
We start with a simple illustrative example. We observe 100 i.i.d. observations from the
following homoscedastic model:
Y = (θ>0 X)
2 +N(0, 1), where θ0 = 15/
√
5 and X ∼ Uniform[−1, 1]5.
In Figure 4.1, we have a scatter plot of {(θ>0 xi, yi)}1≤i≤100 overlaid with prediction curves
{(θ̃>xi, m̃(θ̃>xi)}1≤i≤100 for the estimators proposed in Chapters 3 and 4. Table 4.1 dis-
plays all the estimates of θ0 considered in the simulation study. To compute the function
estimation error for EFM and EDR approaches we used cross validated smoothing splines
to estimate the link function using their estimates for θ0.
4.7.2 Example 2: Increasing dimension
To illustrate the behavior/performance of the estimators as d grows, we consider the
following single-index model:
Y = (θ>0 X)
2 +N(0, .22), where θ0 = (2, 1,0d−2)
>/
√
5 and X ∈ Rd ∼ Uniform[−1, 5]d.
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Table 4.1: Estimates of θ0, “Theta Error”:=
∑5
i=1 |θ̃i − θ0,i|, “Func Error”:= ‖m̃ ◦ θ0 −
m0 ◦ θ0‖n, and “Pred Error”:= ‖m̃ ◦ θ̃ −m0 ◦ θ0‖n for the data used in Figure 4.1.
θ1 θ2 θ3 θ4 θ5 Theta Error Func Error Pred Error
Truth 0.45 0.45 0.45 0.45 0.45 — — —
SmoothGCV 0.38 0.49 0.41 0.50 0.45 0.21 0.10 0.10
CvxPen 0.36 0.50 0.42 0.47 0.47 0.21 0.12 0.13
CvxLip 0.35 0.50 0.43 0.48 0.46 0.21 0.13 0.15
CvxLSE 0.36 0.50 0.43 0.45 0.48 0.20 0.18 0.15
EFM 0.35 0.49 0.41 0.49 0.47 0.24 0.10 0.11
EDR 0.30 0.48 0.46 0.43 0.53 0.29 0.12 0.15
In each replication we observe 200 samples from the model. It is easy to see that the
performance of the all the estimators worsen as dimension increases from 10 to 100 and
EDR has the worst overall performance; see Figure 4.2. However when d = 100, the
convex constrained estimators have significantly better performance. This simulation
scenario is similar to the one considered in Example 3 of Section 3.2 in [Cui et al., 2011].
4.7.3 Example 3: Piecewise linear function and dependent covariates
Chapters 3 and 4 study the asymptotic properties of the estimators when the true link
function is smooth. To understand the performance of the estimators when the truth is
convex but not smooth, we consider the following model:
Y = |θ>0 X|+N(0, .12), (4.52)
where X ∈ R6 is generated according to the following law: X1 ∼ Uniform[−1, 1], X2 ∼
Uniform[−1, 1], X3 := 0.2X1 +0.2(X2 +2)2 +0.2Z1, X4 := 0.1+0.1(X1 +X2)+0.3(X1 +
1.5)2+0.2Z2, X5 ∼ Ber(exp(X1)/{1+exp(X1)}), and X6 ∼ Ber(exp(X2)/{1+exp(X2)}).
Here Z1 and Z2 are two Uniform[−1, 1] random variables independent of X1 and X2 and
θ0 is (1.3,−1.3, 1,−0.5,−0.5,−0.5)/
√
5.13. The distribution of the covariates is similar
to the one considered in Section V.2 of [Li and Patilea, 2015]. Observe that as the truth is
not smooth, the convex constrained least squares estimators (CvxLip and CvxLSE) have


























































































Figure 4.2: Boxplots of
∑d
i=1 |θ̂i−θ0,i|/d (over 500 replications) based on 200 observations
from Example 2 in Section 4.7.2 for dimensions 10, 25, 50, and 100, shown in the top-left,
the top-right, the bottom-left, and the bottom-right panels, respectively. The bottom-
right panel doesn’t include EDR as the R-package EDR does not allow for d = 100.
improved performance compared to the (smoothness) penalized least squares estimators
(CvxPen and SmoothGCV). Also observe that both EFM and EDR fail to estimate the true
parameter θ0.
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Figure 4.3: Box plots of
∑6
i=1 |θ̃i − θ0,i| for the model (4.52) Here d = 6, n = 200 and
we have 500 replications.
4.8 Proof of results in Section 4.2
4.8.1 Proof of Lemma 29





∣∣∣∣ ≤ ∣∣∣∣∫ s
s0
∣∣m′′(t)∣∣2dt∣∣∣∣1/2 |s− s0|1/2 ≤ J(m)|s− s0|1/2,
for every s, s0 ∈ D.
4.8.2 Proof of Lemma 30
Integrating the inequality
|m′(t)−m′(s0)| ≤ J(m)|t− s0|1/2
with respect to s, we get
|m(s)−m(s0)−m′(s0)(s− s0)| ≤ J(m)(D)3/2,
where (D) is the diameter of D, which will be finite since D is a compact subset of R.
Since ‖m‖∞ ≤M , we get that |m′(s0)| (by choosing s appropriately) and hence ‖m′‖∞
is bounded by a multiple of 1 + J(m) as s0 is an arbitrary point in D.
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4.8.3 Proof of Lemma 31
In the following we show that (m0, θ0) is the minimizer of Q and is well-separated, with
respect to the L2(PX) norm, from {(m, θ) : m ◦ θ ∈ L2(PX)}. Choose arbitrarily small
δ > 0, and pick any (m, θ) ∈ {(m, θ) : m◦θ ∈ L2(PX)} such that ‖m◦θ−m0◦θ0‖2 > δ2.
Then
Q(m, θ) = E[Y −m0(θ>0 X)]2 + E[m0(θ>0 X)−m(θ>X)]2,
since E(ε|X) = 0. Thus we have that Q(m, θ) > Q(m0, θ0) + δ2.
4.9 Proof of results in Section 4.3
4.9.1 Proof or Theorem 19
The proof closely follows the proof of existence provided in [Murphy et al., 1999]. The
























Define for each θ, Tθ := {p = (p1, p2, . . . , pn) : (x>1 θ, p1), (x>2 θ, p2), . . . , (x>n θ, pn) form a
convex data/sequence}. Here by convex data we mean that the slopes are nondecreasing
with respect to the increasing x-coordinates, i.e, if x>1 θ < x
>
2 θ < · · · < x>n θ, then
p2 − p1
x>2 θ − x>1 θ
≤ p3 − p2
x>3 θ − x>2 θ
≤ · · · ≤ pn − pn−1
x>n θ − x>n−1θ
.
This sequence of inequalities can be written in a matrix form as Cp ≥ 0, where C(n−2)×n
is a three-banded upper triangular matrix. Hence, Tθ is a closed convex subset of Rn.











HereMθ,p = {m ∈ R : m(ti) = pi for 1 ≤ i ≤ n}, with {ti} sequence being the sequence
formed by ordering {θ>xi}. Observe that Qn(m, θ) is constant on Mθ,p. Hence the
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∣∣m′′(t) ≥ 0 and m(ti) = pi} . (4.54)
The restrictions on the function values of m can be expressed in terms of the second
derivative of the function m using Peano’s theorem (see Chapter IX of [Davis, 1963]) as∫
D
m′′(t)M(t)dt = Kp,
where M(t) = (M1(t),M2(t), . . . ,Mn−2(t))
> and Mi is a normalized B-spline supported
on [ti, ti+2] such that
∫
DMi(t)dt = 0.5 and Kp is the vector of the second order divided
differences of {(ti, pi)}1≤i≤n; see Section 4.6.1.1 for details. Using this, we can get a


















The right side of above display is a minimum norm problem on a closed convex set
which will have a unique minimum if that set is non-empty. For it to be non-empty, we
require the existence of at least one convex interpolant which is implied by Theorem 2.2
of [Carnicer and Dahmen, 1994]. Hence infimum in (4.54) is attained for some function
in Mθ,p. Let mθ,p be the minimizer.
Observe that for any p and p′ in Tθ, we have that νmθ,p+(1−ν)mθ,p′ ∈Mθ,νp+(1−ν)p′ .
As the semi-norm m 7→ J(m) is convex, we have
J(mθ,νp1+(1−ν)p′) ≤ J(νmθ,p + (1− ν)mθ,p′) ≤ νJ(mθ,p) + (1− ν)J(mθ,p′).
We conclude that p 7→ J(mθ,p) is a convex function. Moreover, p 7→ Qn(mθ,p, θ) is convex
and continuous in p and Qn(mθ,p, θ) + λJ(mθ,p)→∞ as ‖p‖2 →∞. Hence the infimum
with respect to p ∈ Tθ is also attained. It follows that the infimum on the right side of
T (θ) = inf
m∈R




is attained. Let mθ denote the minimizer.
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Next we show that supθ∈Θ T (θ) <∞. Observe that for every θ ∈ Θ,






where 0 denote the constant function that takes the value 0 everywhere. Thus supθ∈Θ T (θ) ≤
K, which implies
Qn(mθ, θ) + λ
∫
D




implying that there must exist a finite constant L such that
T (θ) = inf
m∈R∩{m:J(m)≤L}




Next we show that the set of functions {θ 7→ Qn(m, θ) : m ∈ R, J(m) ≤ L} is equicon-
tinuous. Let θ, θ1 ∈ Θ such that |θ − θ1| ≤ δ for some ≤ 1, then




























. (1 + J(m))|θ − θ1|+ [(1 + J(m))|θ − θ1|]2 . δ,
where the penultimate inequality follows from :
|m(θ>x)−m(θ>1 x)| ≤ ‖m′‖∞|x>(θ − θ1)| . (1 + J(m))|θ − θ1|,
see Lemma 30. Hence θ 7→ T (θ) is a continuous function (see Lemma 1 of [Jennrich,
1969]) and attains the minimum on the compact set Θ. Hence the existence of a mini-
mizer of the penalized least squares is established.
4.9.2 Proofs of Theorem 20
We consider the estimator
(m̌n, θ̌n) = arg min
(m,θ)∈ML×Θ
Qn(m, θ).
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Fix θ ∈ Θ. Observe that m ∈ ML 7→ Qn(m, θ) is a coercive continuous convex function
on a convex domain. Thus for every θ ∈ Θ the minimizer of m ∈ML 7→ Qn(m, θ) exists.
Let us define
mθ := arg min
m∈ML
Qn(m, θ) and T (θ) := Qn(mθ, θ).
Observe that θ̌n := arg minθ∈Θ T (θ). As Θ is a compact set, the existence of the minimizer
θ 7→ T (θ) will be established if we can show that T (θ) is a continuous function on Θ; see
the Weierstrass extreme value theorem. We will next prove that θ 7→ T (θ) is a continuous
function.









































i . Since mθ is uniformly Lipschitz on a
bounded set D, we have that ‖mθ‖∞ ≤ Cn uniformly in θ.
To complete the proof, we show that θ 7→ T (θ) is a continuous function. It is enough
to prove that the class of functions





is equicontinuous. Observe that for θ, θ1 ∈ Θ, we have





































]1/2) |θ − θ1|.
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4.10 Proofs of results in Section 4.4.1
4.10.1 Proof of Theorem 21




Qn(m̂, θ̂) + λ̂
2
nJ
2(m̂) ≤ Qn(m0, θ0) + λ̂2nJ2(m0). (4.55)
Observe that by definition of Qn(m, θ), we have that (4.55) implies












>xi)−m0(θ>0 xi)) + λ̂2nJ2(m0)
To find rate the of convergence of ‖m̂◦ θ̂−m0 ◦ θ0‖n we will try to find upper bounds for∑n
i=1 εi(m̂(θ̂
>xi)−m0(θ>0 xi)) in terms of ‖m̂◦ θ̂−m0 ◦θ0‖n (modulus of continuity); see
Section 1 of [van de Geer, 1990] for a similar proof technique. To be able to find such a
bound, we first study the behavior of m̂ ◦ θ̂.






















‖m̂ ◦ θ̂ −m0 ◦ θ0‖n − ‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n.
(4.56)




i = O(1) almost surely. On the other hand, since (m̂, θ̂)




Qn(m0, θ0)−Qn(m̂, θ̂) ≥ λ̂2n(J2(m̂)− J2(m0)) ≥ −λ̂2nJ2(m0) ≥ op(1), (4.57)
as λ̂n = op(1). Combining (4.56) and (4.57), we have
‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n ≤ ‖m̂ ◦ θ̂ −m0 ◦ θ0‖nOp(1) + op(1).
Thus we have ‖m̂◦ θ̂−m0◦θ0‖n = Op(1). We also have ‖m̂◦ θ̂‖n = Op(1) as ‖m0◦θ0‖∞ <
∞.
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By the Sobolev embedding theorem (see 19), we can find m̂1 and m̂2 such that
m̂(t) = m̂1 + m̂2,
where m̂1 = β̂1 + β̂2t, and ‖m̂2‖∞ ≤ J(m̂)(D). Then
‖m̂1 ◦ θ̂‖n
1 + J(m0) + J(m̂)
≤ ‖m̂ ◦ θ̂‖n
1 + J(m0) + J(m̂)
+
‖m̂2 ◦ θ̂‖n
1 + J(m0) + J(m̂)
≤ ‖m̂ ◦ θ̂‖n
1 + J(m0) + J(m̂)
+
‖m̂2‖∞















where ϕθ(x) := (1, θ
>x)>. Furthermore, we denote the smallest eigenvalues of An(θ)
and A(θ) by ϑn(θ) and ϑ(θ) respectively. Since Θ is a bounded subset of Rd, by the
Glivenko-Cantelli Theorem, we have
sup
θ∈Θ
|ϑn(θ)− ϑ(θ)| = op(1).
Let ϑ0 := minθ∈Θ ϑ(θ). By assumption (A4) and (4.2), we have det(A(θ)) = θ
>Var(X)θ
and infθ∈Θ det(A(θ)) > 0. It follows that ϑ0 > 0 and
‖m̂1 ◦ θ̂‖2n = (β̂1, β̂2)An(θ)(β̂1, β̂2)>












≥ op(β̂21 + β̂22) + ϑ0(β̂21 + β̂22)
≥ op(β̂21 + β̂22) + ϑ0 max(β̂1, β̂2)2
Thus by (4.58) we have
max(β̂1, β̂2)
1 + J(m0) + J(m̂)
= Op(1). (4.59)
Moreover, since D is a bounded set, by (4.59) we have ‖m̂1‖∞/(1 + J(m0) + J(m̂)) =
Op(1). Combining this with Lemma 19, we get
‖m̂‖∞
1 + J(m0) + J(m̂)
≤ ‖m̂1‖∞
1 + J(m0) + J(m̂)
+
‖m̂2‖∞
1 + J(m0) + J(m̂)
= Op(1). (4.60)
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Now define the class of functions
BC :=
{
m ◦ θ −m0 ◦ θ0
1 + J(m0) + J(m)
: m ∈ R, θ ∈ Θ, and ‖m‖∞




Observe that by (4.60), we can find a Cε such that
P
(
m̂ ◦ θ̂ −m0 ◦ θ0
1 + J(m0) + J(m)
∈ BCε
)
≥ 1− ε, ∀n. (4.61)
Lemma 8.4 of [van de Geer, 2000b] gives a upper bound for
∑n
i=1 εig(xi), in terms of
entropy of the class of functions g. In Lemma 41 we find the bracketing number for the
class of functions BC .
Lemma 41. For every fixed positive M1,M2, and C, we have
logN (δ,BC , ‖ · ‖∞) . δ−1/2.
Remark 15. The proof of Lemma 41 follows from the proof of Lemma 21.





‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n (1 + J(m0) + J(m̂))1/4
= Op(n
−1/2). (4.62)
Together, (4.57) and (4.62) imply
λ̂2n(J
2(m̂)− J2(m0))






(yi −m0(θ>0 xi))(m̂(θ̂>xi)−m0(θ>0 xi))− ‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n
≤ ‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n (1 + J(m0) + J(m̂))1/4Op(n−1/2)− ‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n.
(4.63)
We will now consider two cases.
Case 1: Suppose J(m̂) > 1 + J(m0). By (4.63), we have
‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n + λ̂2nJ2(m̂) ≤ ‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n J(m̂)1/4Op(n−1/2) + λ̂2nJ2(m0).
Moreover note that we can find constants C1 and C2 such that either
‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n J(m̂)1/4n−1/2 ≤ C1λ̂2nJ2(m0) (4.64)
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or
λ̂2nJ
2(m0) < C2‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n J(m̂)1/4Op(n−1/2) (4.65)
hold with high probability as n→∞. Observe that when (4.64) holds we have
‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n + λ̂2nJ2(m̂) ≤ Op(1)λ̂2nJ2(m0). (4.66)
Now it is easy to see that, (4.66) implies that ‖m̂ ◦ θ̂ −m0 ◦ θ0‖n = Op(λ̂n)J(m0) and
J(m̂) = Op(1)J(m0). On the other hand when (4.65) holds, we have
‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n + λ̂2nJ2(m̂) ≤ ‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n J(m̂)1/4Op(n−1/2). (4.67)
We can bound the first term on the left hand side of (4.67) as






A similar bound on the second term on the left hand side of (4.67) gives:
λ̂2nJ

















Combining (4.68) and (4.69), we have
‖m̂ ◦ θ̂ −m0 ◦ θ0‖n = Op(n−1/2)λ̂−1/4n .
However, by assumption (S2), we have that λ̂−1n = Op(n
2/5). Hence the conclusion
follows.
Case 2: When J(m̂) ≤ 1 + J(m0), (4.63) implies,
‖m̂ ◦ θ̂ −m0 ◦ θ0‖2n ≤ ‖m̂ ◦ θ̂ −m0 ◦ θ0‖3/4n (1 + J(m0))1/4Op(n−1/2) + λ̂2nJ2(m0).
Therefore, it follows that either
‖m̂ ◦ θ̂ −m0 ◦ θ0‖n ≤ (1 + J(m0))1/5Op(n−2/5) = Op(λ̂n)
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or
‖m̂ ◦ θ̂ −m0 ◦ θ0‖n ≤ Op(1)λ̂nJ(m0) = Op(λ̂n)J(m0).
Thus we have that J(m̂) = Op(1), ‖m̂ ◦ θ̂−m0 ◦ θ0‖n = Op(λ̂n), and, by (4.60), ‖m̂‖∞ =
Op(1). The rates of convergence of ‖m̂ ◦ θ̂−m0 ◦ θ0‖ follows from Lemma 5.16 of [van de
Geer, 2000b] (see Lemma 22).
Our proof of Theorem 21 is along the lines of the proofs of Lemma 3.1 in [Mammen
and van de Geer, 1997] and Theorem 10.2 in [van de Geer, 2000b].
4.10.2 Proof of Theorem 22
We first state and prove a lemma crucial to the proof of Theorem 22.
Lemma 42. For every fixed M , the set of convex functions m : D → R with J(m) ≤M
and ‖m‖∞ ≤M is precompact relative to ‖ · ‖SD.
Proof. By Lemma 29 the class of functions m′ is uniformly Lipschitz of order 1/2. Thus
any sequence of functions m′k is equicontinuous. By Lemma 30, m
′ is uniformly bounded
as soon as J(m) is uniformly bounded. Applying the Arzela-Ascoli theorem, we see
that every sequence mk with J(mk) = O(1) has a subsequence {kl} such that both mkl
and m′kl converge uniformly on D. By Lemma 30 and the mean value theorem, we
get that m is uniformly bounded. Thus applying the Arzela-Ascoli theorem, we get a
subsequence {klj} of {kl} for which functions converge uniformly. Since these functions
converge uniformly on compact set, by applying the dominated convergence theorem, we
see that there exists a subsequence of mk such that functions and derivatives converge.
Furthermore, the derivative of the limit equals the limit of the derivative.
Now, we will prove Theorem 22. Suppose that ‖mk ◦ θk−m0 ◦ θ0‖ → 0 and J(mk) =
O(1). By Lemma 42, every subsequence of (mk, θk) has a further subsequence such that
θk → θ and ‖mk−m‖SD → 0 for some θ and m. Then ‖mk ◦θk−m◦θ‖ → 0 by continuity
of the map (m, θ) 7→ m ◦ θ. Thus ‖m ◦ θ−m0 ◦ θ0‖ = 0, and hence by assumption (A0),
we get θ = θ0 and m = m0 on the support D0. Under the assumption that D0 is closure
of its interior, this implies that m′ and m′0 agree on D0. Since the convergence in Lemma
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42 is uniform, we get that ‖m −m0‖D0 → 0. Combining this with theorem 21, we get
that θ̂
P→ θ0 and ‖m̂−m0‖SD0
P→ 0.
Let, a be a point in D0. By Lemma 29, we have that |m̂′(s)−m̂′(a)| ≤ J(m̂)|s−a|1/2 =
Op(1). Moreover, we have that |m̂′(a)−m′0(a)| = op(1). Thus ‖m̂′‖∞ = Op(1).
4.10.3 Proof of Theorem 23
We first state and prove a lemma that we will use to prove this theorem.
Lemma 43. Suppose m ∈M1, J(m) ∈ ∞, and θ ∈ Θ. Then
P
[
m(θ>X)−m(θ>0 X) − m′0(θ>0 X)X>(θ − θ0)
]2
. |θ − θ0|3J2(m) + |θ − θ0|2P[(m−m0)′(θ>0 X)]2.
Proof.
m(θ>x)−m(θ>0 x)−m′0(θ>0 x)x>(θ − θ0) = m′(ξ>x)x>(θ − θ0)−m′0(θ>0 x)x>(θ − θ0)
= {m′(ξ>x)−m′0(θ>0 x)}x>(θ − θ0),
where ξ>x lies between θ>x and θ>0 x. Since χ is bounded, by an application of the
Cauchy-Schwarz inequality, we have{
m(θ>x)−m(θ>0 X) − m′0(θ>0 x)x>(θ − θ0)
}2
. |θ − θ0|2{m′(ξ>x)−m′0(θ>x)}2
. |θ − θ0|2{m′(ξ>x)−m′(θ>0 x)}2
+ |θ − θ0|2{m′(θ>0 x)−m′0(θ>0 x)}2.
By Lemma 29, we have
|m′(ξ>x)−m′(θ>0 x)| ≤ J(m)|ξ>x− θ>0 x|1/2 ≤ J(m)|θ>x− θ>0 x|1/2
. J(m)|θ − θ0|1/2.
Thus, we have{
m(θ>x)−m0(θ>0 x) − m′0(θ>0 x)x>(θ − θ0)
}2
. {m′(θ>0 x)−m′0(θ>0 x)}2|θ − θ0|2 + J2(m)|θ − θ0|3,




m(θ>X)−m(θ>0 X) − m′0(θ>X)X>(θ − θ0)
}2
. |θ − θ0|3J2(m) + |θ − θ0|2P{(m−m0)′(θ>0 X)}2.
Now observe that, since |θ̂ − θ0|
P→ 0, P{(m̂−m0)′(θ>0 X)}2











>(θ̂ − θ0) + (m̂−m0)(θ>0 X)
]2
− op(1)|θ̂ − θ0|2.
(4.70)
Note that P is the expectation with respect to X and not with respect to m̂ and θ̂.
If we can now show that the expectation on the right side of (4.70) is bounded below by
a multiple of |θ̂− θ0|+P(m̂−m0)′(θ>X), then we get the rates of convergence of m̂ and
m̂ given in Theorem 23. For proving this, we use the following lemma.
Lemma 44. (Lemma 5.7 of [Murphy et al., 1999]) Let g1 and g2 be measurable functions
such that (Pg1g2)2 ≤ cPg21Pg22 for a constant c < 1. Then
P(g1 + g2)2 ≥ (1−
√
c)(Pg21 + Pg22).





>(θ̂− θ0) and g2(θ>0 X) = (m̂−m0)(θ>0 X), in Lemma 44 we
have
P[m′0(θ>0 X)g2(θ>0 X)X>(θ̂ − θ0)]2
= Pm′0(θ>0 X)g(θ>0 X)E(X>(θ̂ − θ0)|θ>0 X)2
≤ P
[










E[{m′0(θ>0 X)X>(θ̂ − θ0)}2|θ>0 X)]
]
Pg22(θ>0 X)
= P[m′0(θ>0 X)X>(θ̂ − θ0)]2Pg22(θ>0 X)
= Pg21Pg22.
Strict inequality in the above sequence of inequalities holds under the assumption that
the conditional distribution of X given θ>0 X is nondegenerate. Thus, the assumption of
Lemma 44 hold, for some c < 1. Hence P(g1 + g2)2 & Pg21 + Pg22.
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Now notice that, with l̂n = θ̂ − θ0,
Pg21 = l̂>n P[XX>{m′0(θ>0 X)}2]l̂n ≥ λ1 l̂n l̂n = λ1|θ̂ − θ0|2.
All these facts combined prove Theorem 23.
4.10.4 Proof of Theorem 24
We use the following interpolation inequality in [Agmon, 2010] to prove this theorem.
Lemma 45. (Corollary 3.1, [Agmon, 2010]) Let f : R→ R is continuously differentiable
function on (a, b) and suppose we can write f ′(x) = f ′(η) +
∫ x
η f
′′(s)ds for all a < η ≤
x < b. Furthermore, let g : R→ R be a continuous density function and is bounded away
from 0, i.e., g(s) > δ > 0 for all x ∈ (a, b). If 0 < ε ≤ 1, then∫ b
a











where γ depends only on δ, a, b, and maxs∈(a,b) g(s).
Take g to be the density of θ>0 X with respect to Lebesgue measure. By assumption
(A5), we have that g is continuous and bounded away from zero on the bounded set
Dθ0 := {t = θ>0 x : x ∈ χ}. Furthermore, let f = m̂−m0. By assumption (S1), we have
that m0 has an absolutely continuous first derivative. It can also be seen that m̂, has an
absolutely continuous derivative; see Section 2 of [Elfving and Andersson, 1988]. Thus
an easy application of the Lemma 45, we have that
‖m̂′ ◦ θ0 −m′0 ◦ θ0‖2 ≤ γ
[
ε‖m̂′′ ◦ θ0 −m′′0 ◦ θ0‖2 + ε−1‖m̂ ◦ θ0 −m0 ◦ θ0‖2
]
.
By Theorem 22, we have that J(m̂) = Op(1). Because g is bounded away from
both zero and infinity, we have that
∫
Dθ0





J(m0). Fixing ε = λ̂n, by Theorem 22, we have
‖m̂′ ◦ θ0 −m′0 ◦ θ0‖2 ≤ γ
[
λ̂n(J
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4.11 Proofs of results in Section 4.4.2
4.11.1 Proof of Theorem 25
To find the rate of convergence of m̌ ◦ θ̌, we use the following modification of Theorem
3.2.5 of [van der Vaart, 1996]. In the following to avoid measurability difficulties, we use
P∗ and E∗, outer probability and outer measure.
Lemma 46. Let Mn be stochastic processes indexed by a semimetric set Υ and M : Υ→
R a deterministic function, such that for every η ∈ Υ
M(η)−M(η0) . −d2(η, η0), (4.71)
where d(·, η0) : Υ→ R+. Let η̂n := argmaxη∈Υ Mn(η). For each ε > 0, suppose that the
following hold:
1. There exists Υε, a subset of Υ, containing η0 in its interior that satisfies
P∗(η̂n /∈ Υε) ≤ ε, ∀n. (4.72)





|(Mn −M)(η)− (Mn −M)(η0)|
∣∣∣∣∣∣∣ ≤ Cεφn(δ), (4.73)
for a constant Cε > 0 and functions φn (not depending on ε) such that δ 7→
φn(δ)/δ
α is decreasing in δ for some constant α < 2 (not depending on n).
Then rnd(η̂n, η0) = O
∗




n for every n.
Remark 16. The proof of Lemma 46 is similar to the proof given in Page 290 of [van der
Vaart, 1996]. The only difference is that in the “peeling” argument the “shells” are now
















+ P∗(η̂ /∈ Υε).
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We will now obtain the desired rate of convergence in Theorem 25 by verifying con-
ditions of Lemma 46. For the LLSE, Υ =ML ×Θ, η = (m, θ), η0 = (m0, θ0), and







The stochastic processes Mn and function M are defined as





(yi −m(θ>xi))2 and M(m, θ) := −E(Y −m(θ>X))2. (4.74)
For any (m1, θ1) and (m2, θ2) in ML ×Θ, we define
d((m1, θ1), (m2, θ2)) := ‖m1 ◦ θ1 −m2 ◦ θ2‖. (4.75)
We first show that M defined in (4.74) satisfies (4.71). Observe that E(Y |X) = m0(θ>0 X).
Thus
M(m, θ)−M(m0, θ0)
= E[(Y −m0(θ>0 X))2 − (Y −m(θ>X))2]
= − 2E
[







= − d2((m, θ), (m0, θ0)).
Next for every ε > 0, we find Υε such that (4.72) is satisfied. The following result (proved
in Section 4.11.2) gives the form of Υε.
Lemma 47. Under assumption (A2), we have that ‖m̌n‖∞ = Op(1). Moreover, for
every ε > 0, there exists a finite Mε such that
P(m̌n /∈MMε,L) ≤ ε, ∀n,
where for any M > 0, we define
MM,L := {m ∈ML : ‖m‖∞ ≤M}. (4.76)
We can now define Υε :=MMε,L ×Θ. By Lemma 47, we have
P
(
(m̌n, θ̌n) /∈ Υε
)
≤ ε, ∀n.
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To find the rate of convergence of m̌ ◦ θ̌, we need to find a function φn(δ) that satisfies
(4.73). Recall that ε = Y −m0(θ>0 X). By definition of Mn and M, we have
√
n|(Mn −M)(m, θ)− (Mn −M)(m0, θ0)|
=
∣∣∣Gn[− 2(Y −m0(θ>0 X))(m0(θ>0 X)−m(θ>X)) + (m0(θ>0 X)−m(θ>X))2]∣∣∣
≤
∣∣∣Gn[2ε(m(θ>X)−m0(θ>0 X))]∣∣∣+ ∣∣∣Gn[(m(θ>X)−m0(θ>0 X))2]∣∣∣ . (4.77)
Now, we find the upper bound φn(δ) by obtaining upper bounds for both the terms in
(4.77). Define two classes of functions
HMε,L(δ) := {m ◦ θ −m0 ◦ θ0 : (m, θ) ∈ Υε and d((m, θ), (m0, θ0)) ≤ δ}
HMε,L(δ) := {f2 : f ∈ HMε,L(δ)},
(4.78)





n|(Mn −M)(m, θ)− (Mn −M)(m0, θ0)|,
≤ E∗ sup
f∈HMε,L(δ)




In the following two lemmas (proved in Section 4.11.3) we show that both the terms in
the above display are bounded by constant multiples (depending only on L, ε,D,Mε and
M0) of δ
3/4 +n−1/2δ1/2. The following lemma (proved in Section 4.11.3.1) shows this for
the first term of (4.79).
Lemma 48. For every ε > 0, we have
logN[ ](ν, {f : f ∈ HMε,L(δ)}, L2(Pθ0,m0)) ≤ C∗1ν−1/2 and sup
f∈HMε,L(δ)
‖f‖∞ ≤Mε +M0,
where HMε,L(δ) is defined in (4.78), C∗1 is a constant that depends only on Mε, L,D, T,M0, d,
and the distribution of ε. Furthermore
E∗ sup
f∈HMε,L(δ)







where Cε,1 is a constant depending only on C
∗
1 ,Mε,M0, d, and the distribution of ε.
The following lemma (proved in Section 4.11.3.2) establishes a similar result for the
second term of (4.79).
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Lemma 49. For every ε > 0,
sup
f∈HMε,L (δ)
‖f‖∞ ≤ 4(Mε +M0)2 and sup
f∈HMε,L (δ)
‖f‖ ≤ 2(Mε +M0)δ.
Furthermore,















where Cε,2 is a constant that depends only on Mε, L,D, T,M0, and d.










Thus, by Lemma 46, we have n2/5‖m̌n ◦ θ̌n −m0 ◦ θ0‖ = O∗p(1).
4.11.2 Proof of Lemma 47
By the definition of (m̌n, θ̌n), we have
n∑
i=1








(yi − m̌n(θ̌>n xi))2 ≤
n∑
i=1
(yi − m̌n(θ̌>n xi) + κ)2.




(yi − m̌n(θ̌>xi)) + nκ2 ≥ 0, for all κ⇒
n∑
i=1
(yi − m̌n(θ̌>n xi)) = 0. (4.82)
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where M0 is the upper bound on m0; see (L1). The third inequality in the above
display is true because m̌n is L Lipschitz. As ε is uniformly sub-gaussian, we have that
|
∑n
j=1 εj/n| = Op(1). Thus for every ε > 0, there exists a finite cε (depending only
on the distribution of ε and ε) such that P(|
∑n
j=1 εj/n| ≥ cε) ≤ ε, for all n. Define
Mε := L(A) +M0 + cε. The lemma follows as we have
P(‖m̌n‖∞ > Mε) ≤ ε, ∀n.
4.11.3 Proofs of Lemmas 48 and 49
To prove Lemmas 48 and 49, we need the following entropy result.
Lemma 50. Let
HM,L := {m ◦ θ −m0 ◦ θ0 : m ∈MM,L, θ ∈ Θ},
where MM,L is defined in (4.76). Then there exists positive constants c and ν0, such
that, for every M,L > 0 and ν ≤ ν0(M + L(D))
logN[ ](ν,HM,L, ‖ · ‖∞) = logN[ ](ν, {m ◦ θ : (m, θ) ∈MM,L ×Θ}, ‖ · ‖∞) ≤ K ′ν−1/2,
where K ′ is a constant depending only on M,L, T,D, and d.
Proof. To prove this lemma, we use the covering number for the class of uniformly
bounded and uniformly Lipschitz convex functions obtained in [Guntuboyina and Sen,
2013].
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Lemma 51 (Theorem 3.2, [Guntuboyina and Sen, 2013]). Let F denote the class of real-
valued convex functions defined on [a, b]d that are uniformly bounded in absolute value
by B0 and uniformly Lipschitz with constant L. Then there exists positive constants c
and ν0, depending only on the dimension d, such that for every B0, L > 0 and b > a, we
have
logN(ν,F , ‖ · ‖∞) ≤ c
(
B0 + L(b− a)
ν
)d/2
for every ν ≤ ν0(B0 + L(b− a)).
By Lemma 51 and Lemma 4.1 of [Pollard, 1990] for ν ∈ (0, 1), we have






logN(ν,Θ, | · |) ≤ −c log(ν),
where c is a constant that depends only on d.
Recall that supx∈χ |x| ≤ T ; see (A1). Let {θ1, θ2, . . . , θp} be a ν/(2LT )-cover (with
respect to the Euclidean norm) of Θ and {m1,m2, . . . ,mq} be a ν/2-cover (with respect
to the ‖ · ‖∞-norm) for MM,L. In the following we will show that the set of functions
{mi ◦ θj −m0 ◦ θ0}1≤i≤q,1≤j≤p form a ν-cover for HM,L with respect to the ‖ · ‖∞-norm.
For any given m◦ θ−m0 ◦ θ0 ∈ HM,L, we can get mi and θj such that ‖m−mi‖∞ ≤ ν/2
and |θ − θj | ≤ ν/(2LT ). Therefore, for any x ∈ χ
|m(θ>x)−mi(θ>j x)| ≤ |m(θ>x)−m(θ>j x)|+ |m(θ>j x)−mi(θ>j x)|








logN(ν,HM,L, ‖ · ‖∞) ≤ c
[






The result now follows as the covering number is equal to the bracketing number for the
sup-norm.
4.11.3.1 Proof of Lemma 48
Suppose F is a class of real valued functions defined on χ. We first present a result
that gives a maximal inequality for the class of functions {εf : f ∈ F} in terms of the
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bracketing entropy of F , with respect the L2(Pθ0,m0) norm.
Lemma 52. Suppose F is a class of functions (defined on χ) such that
sup
f∈F
‖f‖∞ ≤ Φ, sup
f∈F
‖f‖ ≤ κ, and logN[ ](ν,F , ‖ · ‖) ≤ ∆ν−α,





∗ν, εF , ‖ · ‖B) ≤ ∆ν−α,












ε2 exp(2Φ|ε|)|X = x
])1/2
, and εF := {εf : f ∈ F}. Furthermore f ∈ F ,











Proof. We will use the ‖ · ‖–bracket for F to form a ‖ · ‖B–bracket for F . Fix f ∈ F .
Observe that there exist f1, f2 : χ→ [−Φ,Φ], such that
‖f2 − f1‖ ≤ ν and f1(x) ≤ f(x) ≤ f2(x), ∀x ∈ χ. (4.84)
Define ε+ := max{ε, 0} and ε− := max{0,−ε}. Multiplying ε+ and ε− to the second
inequality in (4.84), we have
f1(x)ε
+ ≤ f(x)ε+ ≤ f2(x)ε+ and − f2(x)ε− ≤ −f(x)ε− ≤ −f1(x)ε−,
respectively. Combining the above inequalities, we have
f1(x)ε
+ − f2(x)ε− ≤ f(x)ε ≤ f2(x)ε+ − f1(x)ε−.
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Moreover,
























≤ (K∗)2 ‖f2 − f1‖2 ≤ (K∗ν)2 ,
where K∗ is as given in the statement of the lemma.
Thus if (f1, f2) is a ν-bracket (with respect to ‖ · ‖-norm) for f, then (f1ε+ −
f2ε
−, f2ε
+ − f2ε−) is a K∗ν-bracket for εf (with respect to ‖ · ‖B-norm). Therefore,
we have
logN[ ](K
∗ν, εF , ‖ · ‖B) ≤ logN[ ](ν,F , ‖ · ‖) ≤ ∆ν−α.
To prove (4.83), we use the following Lemma.
Lemma 53 (Lemma 3.4.3 of [van der Vaart, 1996]). Let G be a class of measurable
functions such that supg∈G ‖g‖B ≤ ρ. Then
E∗ sup
g∈G
|Gng| . J[ ](ρ,G, ‖ · ‖B)
(
1 +





























≤ (K∗)2 ‖f‖2 ≤ (K∗κ)2 .
Thus, for the class εF , we can apply Lemma 53 with ρ = K∗κ. By definition
J[ ](K




∆ν−α dν = ∆1/2K∗κ1−α/2/(1− α/2).
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Th proof of Lemma 48 will now be completed by a simple application of Lemma 52
with F = HMε,L(δ). By definition (4.78), we have
sup
f∈HMε,L(δ)
‖f‖∞ < Mε +M0 and sup
f∈HMε,L(δ)
‖f‖ < δ.
As HMε,L(δ) ⊂ HMε,L, by Lemma 50, we have
logN[ ](ν,HMε,L(δ), ‖ · ‖∞) ≤ logN[ ](ν,HMε,L, ‖ · ‖∞) ≤ K ′ν−1/2.
Thus
logN[ ](ν,HMε,L(δ), ‖ · ‖) ≤ C∗1ν−1/2,
where C∗1 =
√
2K ′. By applying Lemma 52 (see (4.83)) with
Φ = Mε +M0, κ = δ, ∆ = C
∗











where Cε,1 is constant depending only on K
′,Mε,M0, L, d, and T.
4.11.3.2 Proof of Lemma 49
We proceed as in the proof of Lemma 48. For any function f ∈ HMε,L , there exist
functions f1, f2 : χ → [−Mε − M0,M0 + Mε] such that f1(x) ≤ f(x) ≤ f2(x) and
0 ≤ f2(x)− f1(x) ≤ ν for each x ∈ χ. Observe that for any two real numbers x ≤ y, we
have x+ ≤ y+ and y− ≤ x−. Thus, we have
f+1 ≤ f
+ ≤ f+2 and f
−
2 ≤ f
− ≤ f−1 .
The above inequalities lead to a bracket for f2. Observe that
f+1 + f
−
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2 − (f+1 + f
−
2 )















= (f2 − f1)(|f2|+ |f1|)
≤ 2(Mε +M0)(f2 − f1) ≤ 2(Mε +M0)ν.
Thus, if [f1, f2] is a ν-bracket (with respect to the ‖ · ‖∞-norm) for f then [(f+1 +
f−2 )
2, (f−1 + f
+
2 )
2] is a (2Mε + 2M0)ν-bracket (with respect to the ‖ · ‖∞-norm) for f2.
Therefore, we have
logN[ ](ν,HMε,L(δ), ‖ · ‖∞) ≤ logN[ ](ν/(2Mε + 2M0),HMε,L, ‖ · ‖∞) ≤ C∗2ν−1/2.
Thus













To complete the proof we use the following Lemma.
Lemma 54 (Lemma 3.4.2 of [van der Vaart, 1996]). Let G be class of measurable func-
tions such that Pg2 < ρ2 and ‖g‖∞ ≤M for every g in G. Then
E∗ sup
g∈G
|Gng| . J[ ](ρ,G, ‖ · ‖)
(
1 +







Note that for every function f ∈ HMε,L(δ), we have 0 ≤ f(x) ≤ 4(Mε + M0)
2 for all
x ∈ χ. Furthermore, we have
Ef2 ≤ ‖f‖∞Ef ≤ 4(Mε +M0)2δ2.
Observe that













Thus by Lemma 54, we have
E∗ sup
f∈HMε,L(δ)
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4.11.4 Proof of Theorem 26
By Ascoli-Arzelà theorem, the sequence {m̌n} has a uniformly converging subsequence if
{m̌n} belongs to a class of closed, bounded, and equicontinuous functions. In the proof
of Theorem 25, we showed that ‖m̌n‖∞ = Op(1). Moreover, as m̌n ∈ CL the conditions
of Ascoli-Arzelà theorem are satisfied and every subsequence {m̌nk} has a further sub-
sequence {m̌nkl} such that ‖m̌nkl − m1‖D0 → 0, for some function m1. Furthermore,
as |θ̌n| ≤ 1, we have that every subsequence {θ̌nk} has a further subsequence {θ̌nkl}
such that |θ̌nkl − θ1| → 0, for some θ1 in Θ. Now, observe that continuity and almost
everywhere differentiability of the link functions imply that ‖m1 ◦ θ1 −m0 ◦ θ0‖ = 0 is
equivalent to m1 ≡ m0 and θ1 = θ0.Thus we have that ‖m̌n −m0‖D0 = op(1). Now the
final result follows by an application of the following lemma and a standard subsequence
argument.
Lemma 55 (Lemma 3.10, [Seijo and Sen, 2011]). Let C be an open convex subset of
Rd and f a convex functions which is continuous and differentiable on C. Consider a
sequence of convex functions {fn} which are finite on C such that fn → f pointwise on




|ξ −∇f(x)| → 0,
where ∂fn(x) represents the subdifferential set of fn at x.
4.11.5 Proof of Theorem 27
We first state and prove a intermediary lemma.
Lemma 56. Let m0 and θ0 satisfy the assumption (A1), (A5), and (L1). Let {θn} ∈ Θ
and {mn} ∈ CL be two non-random sequences such that
|θn − θ0| → 0, ‖mn −m0‖D0 → 0, and ‖m′n −m′0‖C → 0 (4.86)
for any compact subset C of the interior of D0. Then
PX
∣∣mn(θ>nX)−m0(θ>0 X)− {m′0(θ>0 X)X>(θn − θ0) + (mn −m0)(θ>0 X)}∣∣2 = o(|θn − θ0|2).
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Proof. For any convex function f ∈ CL, denote the right derivative of f by f ′. Note that












n x)−mn(θ>0 x)−m′0(θ>0 x)x>(θn − θ0).





m′n(t)dt−m′0(θ>0 x)x>(θn − θ0)
∣∣∣∣∣
2























∣∣∣(m′n −m′0)(θ>0 x)x>(θn − θ0)∣∣∣2 . (4.87)
We will now find an upper bound for the first term on the right hand side of the above
display. Observe that m′n is an increasing function. When x
>θn 6= x>θ0, we have
m′n(θ
>





≤ m′n(θ>n x) ∨m′n(θ>0 x).
Thus for all x ∈ χ, we have∣∣∣∣∣
∫ θ>0 x
θ>n x
m′n(t)dt−m′n(θ>0 x)x>(θn − θ0)
∣∣∣∣∣ ≤ |m′n(θ>n x)−m′n(θ>0 x)||x>(θn − θ0)|. (4.88)
Note that if x>θn = x
>θ0, then both sides of (4.88) are 0. Combine (4.87) and (4.88), to
conclude that
PX
∣∣mn(θ>nX)−mn(θ>0 X)−m′0(θ>0 X)X>(θn − θ0)∣∣2 (4.89)
≤ 2PX
∣∣∣(m′n(θ>nX)−m′n(θ>0 X))X>(θn − θ0)∣∣∣2 + 2PX ∣∣∣(m′n −m′0)(θ>0 X)X>(θn − θ0)∣∣∣2 .
As χ is bounded, the two terms on the right hand side of (4.89) can be bounded as
PX
∣∣∣(m′n(θ>nX)−m′n(θ>0 X))X>(θn − θ0)∣∣∣2 ≤T 2|θn − θ0|2PX ∣∣∣m′n(θ>nX)−m′n(θ>0 X)∣∣∣2 ,
PX
∣∣∣(m′n −m′0)(θ>0 X)x>(θn − θ0)∣∣∣2 ≤T 2|θn − θ0|2PX ∣∣∣(m′n −m′0)(θ>0 X)∣∣∣2 .
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We will now show that both PX
∣∣m′n(θ>nX)−m′n(θ>0 X)∣∣2 and PX ∣∣(m′n −m′0)(θ>0 X)∣∣2
converge to 0 as n→∞. First observe that
PX
∣∣∣m′n(θ>nX)−m′n(θ>0 X)∣∣∣2 . PX ∣∣∣m′n(θ>nX)−m′0(θ>nX)∣∣∣2 + PX ∣∣∣m′0(θ>nX)−m′0(θ>0 X)∣∣∣2
+ PX
∣∣∣m′0(θ>0 X)−m′n(θ>0 X)∣∣∣2 . (4.90)
Recall that m′0 is a continuous and bounded function; see assumption (S1). Bounded
convergence theorem now implies that PX
∣∣m′0(θ>nX)−m′0(θ>0 X)∣∣2 → 0, as |θn−θ0| → 0.
Now consider the first term on the right hand side of (4.90). As θ>0 X has a density, for any
ε > 0, we can define a compact subset Cε in the interior of D0 such that P(θ>0 X /∈ Cε) <





|m′n(t)−m0(t)|+ 2LP (θ>nX /∈ Cε) ≤ ε,
as n→∞. Similarly, we can see that
PX
∣∣∣m′0(θ>0 X)−m′n(θ>0 X)∣∣∣2 ≤ sup
t∈Cε
|m′n(t)−m0(t)|+ 2LP (θ>0 X /∈ Cε) ≤ ε,
as n→∞. Combining the results, we have shown that for every ε > 0
PX
∣∣mn(θ>nX)−m(θ>0 X)−m′0(θ>0 X)X>(θn − θ0)∣∣2 ≤ T 2|θn − θ0|2ε,
for all sufficiently large n. Thus the result follows.
We will now use the above lemma to prove Theorem 23. Let us define, An(x) :=
m̌n(θ̌
>
n x)−m0(θ>0 x) and Bn(x) := m′0(θ>0 x)x>(θ̌n− θ0) + (m̌n−m0)(θ>0 x). Observe that
An(x)−Bn(x) = m̌n(θ̌>n x)−m′0(θ>0 x)x>(θ̌n − θ0)− m̌n(θ>0 x).
= m̌n(θ
>
n x)−m0(θ>0 x)− {m′0(θ>0 x)x>(θn − θ0) + (m̌n −m0)(θ>0 x)}.




PX |An(X)−Bn(X)|2 = op(1). (4.91)
It is equivalent to show that for every subsequence {Dnk}, there exists a further subse-
quence {Dnkl} that converges to 0 almost surely; see Theorem 2.3.2 of [Durrett, 2010].
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We showed in Theorem 26, that {m̌n, θ̌n} satisfies (4.86) in probability. Thus by another
application of Theorem 2.3.2 of [Durrett, 2010], we have that {m̌nk , θ̌nk} has a further
subsequence {m̌nkl , θ̌nkl} that satisfies (4.86) almost surely. Thus by Lemma 43, we have
Dnkl
a.s.→ 0. Thus Dn = op(1).
We will now use (4.91) to find the rate of convergence of {m̌n, θ̌n}. We first find an





PX |Bn(X)|2 − PX |An(X)−Bn(X)|2 ≥
1
2
PX |Bn(X)|2 − op(|θ̌n − θ0|2).
Note that, by Theorem 25, we have that PX |An(X)|2 = Op(n−4/5). Thus we have
PX







>(θ̌n − θ0) and g2(x) := (m̌n −m0)(θ>0 x)
and note that by assumption (A3) there exists a λ1 > 0 such that
PXg
2
1 = (θ̌n − θ0)>PX [XX>|m′0(θ>0 X)|2](θ̌n − θ0) ≥ λ1|θ̌n − θ0|2. (4.92)







∣∣m′0(θ>0 X)X>(θ̌n − θ0) + (m̌n −m0)(θ>0 X)∣∣2. (4.93)
Lemma 44 gives a sufficient condition for (4.93). We now show that g1 and g2 satisfy
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∣∣m′0(θ>0 X)g(θ>0 X)E(X>(θ̂ − θ0)|θ>0 X)∣∣2
≤ PX
[




































Strict inequality in the above sequence of inequalities holds under the assumption that
the conditional distribution of X given θ>0 X is nondegenerate.
4.11.6 Proof of Theorem 28
We first show (4.8). Let δn be a sequence of positive numbers decreasing to 0. Let
a, b ∈ R such that D0 = [a, b]. Define Cn := [a + 2δn, b − 2δn]. In this sub-section, let
K and K ′ denote the minimum and the maximum of the density fθ>0 X
(t) over t ∈ D0.




≤ m̌′(t−) ≤ m̌′(t+) ≤ m̌(t+ δn)− m̌(t)
δn
,
for all t ∈ Cn, where m̌′(t+) and m̌′(t−) denote the right and left derivatives of m̌ at t,
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≤ m̌′(t+)−m′0(t) + κδn,
where x′tn lies between t− δn and t and κ ≥ ‖m
′′
0‖D0 . Combining the above two results,
we have
∆−n (t)− κδn ≤ m̌′(t+)−m′0(t) ≤ ∆+n (t) + κδn







By (4.94) and (4.95), we have∫
t∈Cn
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−4/5) + 8K ′L2δn.
Now choose δn = n
−4/15. With this choice of δn, we have∫
t∈D0
{m̌′(t+)−m′0(t)}2fθ>0 X(t)dt ≤ 2κ
2n−8/15+Op(n
−4/15)+4K ′L2n−4/15 = Op(n
−4/15).

















Now choose δn = n
−4/15. With this choice of δn, we have∫
t∈D0
{m̌′(t+)−m′0(t)}2dt ≤ 2κ2n−8/15 +Op(n−4/15) + 4K ′L2n−4/15 = Op(n−4/15).
Now to prove (4.9), define Dn := Dθ̌n = [an, bn], for some an, bn. As |θ̌n − θ0| =
Op(n
−2/5), we have that both |an− a| and |bn− b| are Op(n−2/5). Thus |an− a| = op(δn)
and due to assumption (A4), the proof of (4.9) follows similarly to that of (4.8).
4.12 Proofs of results in Section 4.5.2
4.12.1 Proof of Theorem 30
We will first show that ξt(u; θ, η,m) is a valid submodel. Let us define
ψt,θ,η(u) := φθ,η,t(u+ (θ − ζt(θ, η))>k(u)). (4.96)
Note that to prove that ξt(u; θ, η,m) is a convex function it is enough to show that
kt(·; θ, η,m) is an increasing function. Recall that k is a Lipschitz function on Dr. Thus
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u 7→ u + (θ − ζt(θ, η))>k(u) is a strictly increasing function for t in neighborhood of
zero. As φθ,η,t(·) is a strictly increasing function for t sufficiently close to zero. It now
follows that u 7→ ψt,θ,η(u) is a nondecreasing function for all t ∈ Rd such that |t − θ| is
sufficiently close to zero. Finally, recall that m′ is an increasing function and
kt(u; θ, η,m) = m′ ◦ ψt,θ,η(u).
Thus we have that kt(·; θ, η,m) is an increasing function for t ∈ Rd such that |t − θ| is
small enough.
Next we show that ξt(u; θ, η,m) = m(u) when t = θ. By definition we have
ξt(s













m′ ◦ ψ0,θ,η(y)dy +m(s0) =
∫ θ>x
s0
m′(y)dy +m(s0) = m(θ
>x).
Now we show that J2(ξt(·; θ, η,m)) <∞. Observe that
J2(ξt(·; θ, η,m)) =
∫
D























t,θ,η(u). Thus, we have that
J2(ξt(θ,m)) <∞ whenever J(m) <∞.
Next we compute ∂kt(u; θ, η,m)/∂t and ∂ξt(ζt(θ, η)>x; θ, η,m)/∂t to help with the
calculation of the score function for the submodel {ζt(θ, η), ξt(·; θ, η,m)}. Observe that
∂
∂t
kt(u; θ, η,m) =
∂
∂t
m′ ◦ φθ,η,t(u+ (θ − ζt(θ, η))>k(u))
= m′′ ◦ ◦φθ,η,t(u+ (θ − ζt(θ, η))>k(u))
[
φ̇θ,η,t(u+ (θ − ζt(θ, η))>k(u))
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where φ̇θ,η,t(u) := ∂φθ,η,t(u)/∂t and φ
′











































m′′ ◦ ◦φθ,η,t(u+ (θ − ζt(θ, η))>k(u))
[
φ̇θ,η,t(u+ (θ − ζt(θ, η))>k(u))







The interchange of derivative and the integral is possible by assumptions (S1), (B1),
and (B2). Using the fact that φ′θ,η,t(u) = 1 and φ̇θ,η,t(u) = 0 for all u ∈ Dθ (follows
from the definition (4.31)) and ∂ζt(θ, η)/∂t = −2t/
√
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is minimized at t = θ̂ for every η ∈ Sd−2. Observe that (4.97) and the fact that
J2(ξt(θ,m)) is differentiable imply that the above function is differentiable in t on a






























Hence, by assumptions (S1), (B1), and (B2), we can find M∗ such that ‖k‖SD ≤ M∗.







Finally, (4.98) and (S2) imply PnSθ̂,m̂ = op(n
−1/2).
4.12.2 Proof of Lemma 32
From the definitions of Sθ,m and ψθ,m, we have





−m′0(s0)hθ0(s0) + (m′0 hθ0)(θ>x)
]
.
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Observe that∫ θ>x
s0


























>x)− (m′0 hθ0)(s0). (4.100)


































By substituting (4.101) and (4.102) in (4.100), we have that
√
nPn(Sθ̂,m̂ − ψθ̂,m̂) =
√
nPn[(Y − m̂(θ̂>X))Uθ̂,m̂(X)].






























∣∣Pθ0,m0 [(m0 − m̂)(θ0>X)Uθ̂,m̂(X)]∣∣.
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4.12.3 Proof of Lemma 33
We will first show that
N(ε,W∗M1,M2,M3 , ‖ · ‖∞) ≤ c exp(c/ε)ε
−4d, (4.103)
where c depends only on M1,M2, and M3. By Lemma 23, we have
N(ε,
{
f ′ : f ∈ Cm∗M1,M2,M3
}
, ‖ · ‖∞) < exp(c/ε),
where c is a constant depending only on M1,M2, and M3. Let us denote the functions in
the ε-cover by l1, . . . , lt. By Lemma 28, we have that there exists θ1, . . . , θs for s . ε−4d
such that {θi}1≤i≤s form an ε2-cover of Θ∩Bθ0(1/2) and satisfies (3.84) (with ε2 instead
of ε). Fix (θ,m) ∈ C∗M1,M2,M3 , without loss of generality assume that the function nearest
to m′ in the ε-cover is l1 and the vector nearest to θ in the ε
2 cover of Θ ∩ Bθ0(1/2) is
θ1, i.e.,
‖m′ − l1‖∞ ≤ ε, ‖H>θ −H>θ1‖ ≤ ε
2, and |θ − θ1| ≤ ε2.
We define r1 to be the anti-derivative of l1 i.e., l1 = r
′











Recall that Uθ,m = H
>
θ Vθ,m Now for every x ∈ χ observe that
∣∣Uθ,m(x)− Uθ1,r1(x)∣∣
≤





∣∣∣+ ∣∣∣H>θ (m′ − r′1)(θ>x)k(θ>x)∣∣∣
+ 4M∗M2(T + 1)
√
d− 1ε2 +











∣∣∣(r′1 −m′0)(θ>x)k(θ>x)− (r′1 −m′0)(θ>1 x)k(θ>x)∣∣∣+ 2M2M∗T |θ − θ1|.
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Furthermore, note that∣∣∣(r′1 −m′0)(θ>x) k(θ>x)− (r′1 −m′0)(θ>1 x)k(θ>1 x)∣∣∣
≤
∣∣∣(r′1 −m′0)(θ>x)k(θ>x)− (r′1 −m′0)(θ>1 x)k(θ>x)∣∣∣
+
∣∣∣(r′1 −m′0)(θ>1 x)[k(θ>x)− k(θ>1 x)]∣∣∣
≤M∗
∣∣∣(r′1 −m′0)(θ>x)− (r′1 −m′0)(θ>1 x)∣∣∣+ 2M2M∗T |θ − θ1|
≤ 2M3M∗T |θ − θ1|1/2 + 2M2M∗T |θ − θ1|,
where the last inequality in the previous display follows from Lemma 29. Combining the
above two displays, we have
∣∣Uθ,m(x)− Uθ1,r1(x)∣∣ ≤M∗‖m′ − r′1‖∞(4T + 1) + 4M∗M2(T + 1)√d− 1ε2
+ 2M3M
∗T |θ − θ1|1/2 + 2M2M∗T |θ − θ1|+ 2M2M∗T |θ − θ1|.
Thus, {Uθi,lj} form an (constant multiple of) ε-cover (with respect to ‖ · ‖2,∞ norm)
of W∗M1,M2,M3 , and we have (4.103). Moreover, as N[ ](ε,W
∗
M1,M2,M3
, ‖ · ‖2,Pθ0,m0 ) .
N(ε,W∗M1,M2,M3 , ‖ · ‖∞) and
WM1,M2,M3(n) ⊂ W∗M1,M2,M3 ,




‖2,Pθ0,m0 ). Now we find an envelope function for WM1,M2,M3(n). Recall that |H
>
θ x| ≤ |x|
for all x ∈ Rd. For every (η, f) ∈ CM1,M2,M3(n) and x ∈ χ, observe that





∣∣∣ ∫ θ>0 x
s0
[m′(u)−m′0(u)]k′(u)du










T‖m−m0‖SDθ0 + 2M2T |θ − θ0|+ 2M3
√





Thus, WM1,M2,M3(n) satisfies (4.37).
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4.12.4 Proof of Lemma 34




(m0 −m)(θ0>·) : m ∈ Cm∗M1,M2,M3
}
, ‖ · ‖∞) = N(ε, Cm∗M1,M2,M3 , ‖ · ‖∞) < exp(c/
√
ε),
where the inequality follows from Lemma 23 and c is a constant depending only on
M1,M2, and M3. By Lemma 9.25 of [Kosorok, 2008] (for entropy of product of uniformly
bounded function classes), and Lemma 33, we have that








Since, N(ε,DM1,M2,M3(n), ‖·‖2,∞) ≤ N(ε,D∗M1,M2,M3 , ‖·‖2,∞) andN[ ](ε,DM1,M2,M3(n), ‖·
‖2,Pθ0,m0 ) . N(ε,D
∗
M1,M2,M3
, ‖ · ‖2,∞), we have J[ ](γ,DM1,M2,M3(n), ‖ · ‖2,Pθ0,m0 ) . cγ
1/2.
Using arguments similar to (3.91) and (3.92) and the maximal inequality in Corollary




























→ 0, as n→∞,
where we have used (4.38) and the fact that D2M1,M2,M3(n) is non-random in the last
inequality.
4.12.5 Proof of Lemma 35
First, note that for every (θ,m) ∈ CM1,M2,M3(n), we have∣∣(m(θ0>x)−m(θ>x))Uθ,m(x)∣∣ ≤ 2M1∣∣Uθ,m(x)∣∣ ≤ DM1,M2,M3(n).
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Observe that the proof of Lemma 35 will be complete (by arguments similar to the
proof of Lemma 34) if we can show that








where the constant c depends only on M1,M2,M3, and d.
However, arguments similar to the proof of Lemma 21 will show that
N(ε,
{
m ◦ θ0 −m ◦ θ : (θ,m) ∈ C∗M1,M2,M3
}
, ‖ · ‖∞) < c exp(c/
√
ε)ε−d,
for some constant c depending only on d,M1,M2 and M3. Thus by Lemma 9.25 of
[Kosorok, 2008] and Lemma 33, we have (4.104).
4.12.6 Proof of Lemma 36



















nPnεf | > δ
)





|Gnεf | > δ
)
+ P((θ̂, m̂) /∈ CM1,M2,M3(n)),
where the last equality is due to assumption (A2). Now it is enough to show that for





|Gnεf | > δ
)
→ 0,
as n→ 0. By Lemma 33, we have
N[ ](ε,WM1,M2,M3(n), ‖ · ‖2,Pθ0,m0 ) ≤ c exp(c/ε)ε
−4d.
Fix (θ,m) ∈ CM1,M2,M3(n). If [~1, ~2] is a bracket (coordinate wise) for Uθ,m, then [~1ε+−
~2ε−, ~2ε+ − ~1ε−] is a bracket for εUθ,m. Therefore, we have
N[ ]
(
ε, {εf : f ∈ WM1,M2,M3(n)}, ‖ · ‖2,Pθ0,m0
)
≤ c exp(c/ε)ε−4d.
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Moreover, for every (θ,m) ∈ CM1,M2,M3(n) and x ∈ χ, we have
|εUθ,m(x)| ≤ |ε|WM1,M2,M3(n).
It follows that
J[ ](γ,WM1,M2,M3(n), ‖ · ‖2,Pθ0,m0 ) . γ
1
2 .
Thus using arguments similar to (3.91) and (3.92) and the maximal inequality in Corol-
























→ 0 as n→∞.





where the first inequality is an application of the CauchySchwarz inequality and the
second inequality is due to Theorem 23. Similarly, using Theorems 23, 22, and the mean
value theorem we have
∣∣Pθ0,m0 [(m̂(θ0>X)− m̂(θ̂>X))Uθ̂,m̂(X)]∣∣ ≤√Pθ0,m0 [m̂(θ0>X)− m̂(θ̂>X)]2Pθ0,m0∣∣Uθ̂,m̂(X)∣∣2
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Now we find an upper bound for Pθ0,m0 |Uθ̂,m̂(X)|
2. Note that
Pθ0,m0





































where M∗ is defined in (4.21). Since |θ̂− θ0| = op(1), by assumption (A5), we have that
the density of θ̂>X w.r.t to the Lebesgue measure is bounded away from zero. Thus,∫
Dθ̂
{m̂′(u)−m′0(u)}2du . ‖m̂′ ◦ θ̂ −m′0 ◦ θ̂‖2 = Op(λ̂n).
The theorem now follows, as∣∣Pθ0,m0 [(m0 − m̂)(θ0>X)Uθ̂,m̂(X)]∣∣ = Op(λ̂3/2n ) = Op(n−3/5),∣∣Pθ0,m0 [(m̂(θ0>X)− m̂(θ̂>X))Uθ̂,m̂(X)]∣∣ = Op(λ̂3/2n ) = Op(n−3/5).
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Now we will show that each of the terms in (4.108) are op(n
−1/2). By assumption (A1)
and the Cauchy-Schwarz inequality, for the first term in (4.108) we have











. ‖m0 ◦ θ̂ − m̂ ◦ θ̂‖ ‖m̂′ ◦ θ̂ −m′0 ◦ θ̂‖. (4.109)
We can bound the two terms on the right side above display as follows. For the first
term, note that by Theorems 21, 22, and 23, we have
‖m0 ◦ θ̂ − m̂ ◦ θ̂‖ ≤ ‖m0 ◦ θ0 −m0 ◦ θ̂‖+ ‖m̂ ◦ θ̂ −m0 ◦ θ0‖
≤ T‖m′0‖∞|θ0 − θ̂|+ ‖m̂ ◦ θ̂ −m0 ◦ θ0‖
= Op(λ̂n).
(4.110)
For the second term in (4.109), observe that by Lemma 29 and Theorems 23 and 24, we
have
‖m̂′ ◦ θ̂ −m′0 ◦ θ̂‖
≤ ‖m̂′ ◦ θ̂ − m̂′ ◦ θ0‖+ ‖m̂′ ◦ θ0 −m′0 ◦ θ0‖+ ‖m′0 ◦ θ0 −m′0 ◦ θ̂‖
≤ J(m̂)|θ̂ − θ0|
1

















= ‖m′0‖∞‖m0 ◦ θ̂ − m̂ ◦ θ̂‖ ‖hθ̂ ◦ θ̂ − hθ0 ◦ θ̂‖2,Pθ0,m0
≤ ‖m′0‖∞Op(λ̂n)M̄ |θ̂ − θ0| = Op(λ̂2n),
(4.111)
where M̄ is defined in (4.11). The last inequality in the above display follows from
assumption (B2) and (4.110). The theorem now follows by combining these results.
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4.12.8 Consistency of ψθ̂,m̂
Lemma 57. If the conditions in Theorem 29 hold, then
Pθ0,m0 |ψθ̂,m̂ − ψθ0,m0 |
2 = op(1), (4.112)
Pθ̂,m0 |ψθ̂,m̂|
2 = Op(1). (4.113)
Proof. We first prove (4.112). By assumption (B2), we have






m̂′(θ̂>X)X − (m′0 hθ0)(θ̂>X)
]




0 X)X − (m′0 hθ0)(θ>0 X)
]∣∣∣2
= Pθ0,m0





0 X)X − (m′0 hθ0)(θ>0 X)
]∣∣∣2
= Pθ0,m0
∣∣∣[m0(θ>0 X)− m̂(θ̂>X)]H>θ̂ [m̂′(θ̂>X)X − (m′0 hθ0)(θ̂>X)]∣∣∣2
+ Pθ0,m0
∣∣∣∣ε[H>θ̂ [m̂′(θ̂>X)X − (m′0 hθ0)(θ̂>X)]−H>θ0[m′0(θ>0 X)X − (m′0 hθ0)(θ>0 X)]]
∣∣∣∣2
≤ Pθ0,m0
∣∣∣[m0(θ>0 X)− m̂(θ̂>X)][m̂′(θ̂>X)X − (m′0 hθ0)(θ̂>X)]∣∣∣2
+ Pθ0,m0
∣∣∣∣εH>θ̂ [m̂′(θ̂>X)X − (m′0 hθ0)(θ̂>X)−m′0(θ>0 X)X + (m′0 hθ0)(θ>0 X)]
∣∣∣∣2
+ Pθ0,m0
∣∣∣∣ε[H>θ̂ −H>θ0][m′0(θ>0 X)X − (m′0 hθ0)(θ>0 X)]
∣∣∣∣2
≤ Pθ0,m0
∣∣∣[m0(θ>0 X)− m̂(θ̂>X)][m̂′(θ̂>X)X − (m′0 hθ0)(θ̂>X)]∣∣∣2
+ ‖σ2(·)‖∞Pθ0,m0










∣∣∣(m′0 hθ0)(θ>0 X)− (m′0 hθ0)(θ̂>X)∣∣∣2 + 4M21T 2|θ̂ − θ0|2‖σ2(·)‖∞
= I + 2‖σ2(·)‖∞ II + 2‖σ2(·)‖∞ III + 4M21T 2‖σ2(·)‖∞|θ̂ − θ0|2. (4.114)
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We will now show that each of the first three terms in the above display are op(1). For
the second term, observe that
II ≤ T 2Pθ0,m0
∣∣∣m̂′(θ̂>X)−m′0(θ>0 X)∣∣∣2
≤ Pθ0,m0
∣∣(m̂′(θ̂>X)− m̂′(θ>0 X))∣∣2 + Pθ0,m0∣∣(m̂′(θ>0 X)−m′0(θ>0 X))∣∣2
≤ J2(m̂)T |θ̂ − θ0|+ ‖m̂′ ◦ θ0 −m′0 ◦ θ0‖2
= op(1).
Here the last inequality follows from Lemma 29 and the last equality is due to Theorems
23 and 24. For I, recall that by Theorem 21, we have ‖m0 ◦ θ0 − m̂ ◦ θ̂‖
P→ 0. Thus,
I = Pθ0,m0
∣∣(m0(θ>0 X)− m̂(θ̂>X))(m̂′(θ̂>X)X − (m′0 hθ0)(θ̂>X))∣∣2
≤ ‖m0 ◦ θ0 − m̂ ◦ θ̂‖2(M2T + L‖hθ0‖2,∞)2 = op(1).
Finally, we have
III = Pθ0,m0
∣∣∣(m′0 hθ0)(θ>0 X)− (m′0 hθ0)(θ̂>X)∣∣∣2
≤ Pθ0,m0
[
‖m′′0 hθ0 +m′0 h′θ0‖2,∞|(θ0 − θ̂)
>X|
]2
≤ ‖m′′0 hθ0 +m′0 h′θ0‖
2
2,∞T
2|θ0 − θ̂|2 = op(1).
All these facts combined show that Pθ0,m0 |ψθ̂,m̂−ψθ0,m0 |





∣∣∣(Y − m̂(θ̂>X))2[m̂′(θ̂>X)X −m′0(θ̂>X)hθ0(θ̂>X)]∣∣∣2
= Pθ̂,m0
∣∣∣[(m0(θ̂>X)− m̂(θ̂>X)) + ε] [m̂′(θ̂>X)X − (m′0 hθ0)(θ̂>X)]∣∣∣2
= Pθ̂,m0
∣∣∣[(m0(θ̂>X)− m̂(θ̂>X))] [m̂′(θ̂>X)X − (m′0 hθ0)(θ̂>X)]∣∣∣2
+ Pθ̂,m0
∣∣m̂′(θ̂>X)X − (m′0 hθ0)(θ̂>X)∣∣2
≤ (‖m0‖2∞ + ‖m̂‖2∞)Pθ̂,m0
∣∣m̂′(θ̂>X)X − (m′0 hθ0)(θ̂>X)∣∣2
+ Pθ̂,m0 |m̂
′(θ̂>X)X − (m′0 hθ0)(θ̂>X)|2
≤ (‖m0‖2∞ + ‖m̂‖2∞ + 1)Pθ̂,m0 |m̂
′(θ̂>X)X − (m′0 hθ0)(θ̂>X)|2.
(4.115)
The result now follows.
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4.12.9 Proof of Theorem 33
Recall the definition (4.23). Under model (4.1),
ψθ̂,m̂ − ψθ0,m0 = [ε+m0(θ
>


























0 x)− m̂(θ̂>x)][m̂′(θ̂>x)x− (m′0 hθ0)(θ̂>x)]
]
. (4.116)



















0 x)−m(θ>x)][m′(θ>x)x− (m′0 hθ0)(θ>x)],
(4.117)
and the classes of such functions
ΞM1,M2,M3(n) =
{





υθ,m : (θ,m) ∈ CM1,M2,M3(n)
}
.
Observe that, for every fixed M1,M2, and M3, we have
P(|Gn(ψθ̂,m̂ − ψθ0,m0)| > δ)





































(θ̂, m̂) /∈ CM1,M2,M3(n)
)
. (4.118)
By the discussion following Lemma 32, it is easy to see that to prove Theorem 33 we
only need to show that the first two terms in (4.118) are o(1). We prove this in Lemmas
58 and 59.
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τθ,m : (θ,m) ∈ C∗M1,M2,M3
}
.
We will prove that
N(ε,Ξ∗M1,M2,M3 , ‖ · ‖2,∞) ≤ c exp(c/ε)ε
−4d, (4.119)




m′ : (·,m) ∈ C∗M1,M2,M3
}
, ‖ · ‖∞) ≤ exp(c/ε),
where c is a constant depending only on M1,M2, and M3. Let us denote the functions in
the ε-cover of
{
m′ : (·,m) ∈ C∗M1,M2,M3
}
by l1, . . . , lt. By Lemma 28, we have that there
exists θ1, . . . , θs for s . ε−4d such that {θi}1≤i≤s form an ε2-cover of Θ ∩ Bθ0(1/2) and
satisfies (3.84) (with ε2 instead of ε). Fix (θ,m) ∈ C∗M1,M2,M3 . Without loss of generality
assume that the function nearest to m′ in the ε-cover is l1 and the vector nearest to θ in
the ε2-cover of Θ ∩Bθ0(1/2) is θ1 i.e.,
‖m′ − l1‖∞ ≤ ε, ‖H>θ −H>θ1‖ ≤ ε
2, and |θ − θ1| ≤ ε2. (4.120)
We define r1 to be the anti-derivative of l1 i.e., l1 = r
′
1. Moreover, let us define
%θ,m(x) := [m
′(θ>x)−m′0(θ0>x)]x+ [(m′0 hθ0)(θ0>x)− (m′0 hθ0)(θ>x)].
Note that to prove (4.119), it is enough to show that ‖τθ,m − τθ1,r1‖2,∞ ≤ c1ε, where c1
is a constant. For every x ∈ χ observe that
|τθ,m(x)− τθ1,r1(x)|
≤ |H>θ %θ,m(x)−H>θ1%θ1,r1(x)|+
∣∣(H>θ −H>θ1)[m′0(θ>0 x)x− (m′0hθ0)(θ>0 x)]∣∣




∣∣m′0(θ>0 x)x− (m′0hθ0)(θ>0 x)∣∣
≤ ε2|%θ,m(x)|+ |%θ,m(x)− %θ1,r1(x)|+ 2M2Tε2
≤ ε24M2T + |%θ,m(x)− %θ1,r1(x)|+ 2M2Tε2, (4.121)
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where the last two inequalities follow from properties of Hθ (Lemma 16), (4.120), and
definition of C∗M1,M2,M3 (see (4.36)). Furthermore, we have
|%θ,m(x)− %θ1,r1(x)|
≤ |(m′(θ>x)− r′1(θ1>x))x|+ |((m′0 hθ0)(θ1>x)− (m′0 hθ0)(θ>x))|
≤ |(m′(θ>x)−m′(θ1>x))x|+ |(m′(θ1>x)− r′1(θ1>x))x|
+ |(m′0(θ1>x)−m′0(θ>x))hθ0(θ1>x)|+ |m′0(θ>x)(hθ0(θ1>x)− hθ0(θ>x))|
≤M3T 2|θ − θ1|1/2 + ‖m− r1‖∞T + ‖hθ0‖∞M3|θ − θ1|1/2 +M2‖h′θ0‖∞|θ − θ1|T
. ε
(4.122)
Thus combining (4.121) and (4.122), we have ‖τθ,m − τθ1,r1‖2,∞ ≤ c1ε.
However, bracketing entropy for the ‖ · ‖2,Pθ0,m0 -norm is bounded above by a the
covering entropy for the uniform norm for a class of function. Thus, we have
N[ ](ε,Ξ
∗
M1,M2,M3 , ‖ · ‖2,Pθ0,m0 ) ≤ c exp(c/ε)ε
−4d . c exp(c/ε).
If [~1, ~2] is a bracket for τθ,m, then [~1ε+ − ~2ε−, ~2ε+ − ~1ε−] is a bracket (coordinate
wise) for ετθ,m. Therefore, we have
N[ ]
(
ε, {εf : f ∈ Ξ∗M1,M2,M3}, ‖ · ‖2,Pθ0,m0
)
. c exp(c/ε).









+ |θ − θ0||m′0(θ>x)x− (m′0hθ0)(θ>x)|
≤ J(m)|θ>x− θ0>x|1/2|x|+ ‖m′ −m′0‖SDθ0 |x|
+ |hθ0(θ0>x)|J(m0)|θ0>x− θ>x|1/2
+ |m′0(θ>x)| |hθ0(θ0>x)− hθ0(θ>x)|+ |θ − θ0|2M2T
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Hence,




Thus using arguments similar to (3.91) and (3.92) and the maximal inequality in Corol-





































→ 0 as n→∞.










Proof. The proof of this lemma is similar to the proofs of Lemmas 34 and 35. Fix
(θ,m) ∈ CM1,M2,M3(n). We first find an envelope of ΥM1,M2,M3(n). Recall that for every
x ∈ χ and θ ∈ Θ, we have |H>θ x| ≤ |x|. Thus for every x ∈ χ,
|υθ,m(x)| ≤ |m0(θ>0 x)−m(θ0>x)| · |m′(θ>x)x−m′0(θ>x)hθ0(θ>x)|
+ |m(θ>0 x)−m(θ>x)| · |m′(θ>x)x−m′0(θ>x)hθ0(θ>x)|
≤ ‖m0 −m‖SDθ0 |m
′(θ>x)x−m′0(θ>x)hθ0(θ>x)|















where C is a constant depending only on T,M1,M2, and M3. Let us now define
Υ∗M1,M2,M3 :=
{
υθ,m : (θ,m) ∈ C∗M1,M2,M3
}
.
Thus using arguments similar to (3.91) and (3.92) and the maximal inequality in Lemma
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,Υ∗M1,M2,M3 , ‖ · ‖2,∞
)
,
where C is a constant depending only on M1,M2, and M3. Here, the last inequality is
true because ΥM1,M2,M3(n) ⊂ Υ∗M1,M2,M3 . Thus, to prove the theorem is it enough to
show that, J[ ](γ,Υ
∗
M1,M2,M3
, ‖ · ‖2,∞) ≤ γ1/2, for all γ > 0, which is implied by
N[ ](ε,Υ
∗









where c is a constant depending only on d,M1,M2, and M3. In the following, we show
(4.123). Observe that by an argument similar to the proof of Lemma 21, we have
N(ε, {m0 ◦ θ0 −m ◦ θ : (θ,m) ∈ C∗M1,M2,M3}, ‖ · ‖∞) . exp(c/ε)ε
−d.
For simplicity of notation let us define
Vθ,m(x) := m
′(θ>x)x− (m′0 hθ0)(θ>x).
Observe that by definition of υθ,m (see (4.117)) and Lemma 9.25 of [Kosorok, 2008] (for
the entropy of product of classes of uniformly bounded functions) to prove (4.123), it is
enough to show that




We will prove (4.124) by constructing a cover for {H>θ Vθ,m : (θ,m) ∈ C∗M1,M2,M3}. By
Lemma 23, we have
N(ε,
{
m′ : (·,m) ∈ C∗M1,M2,M3
}
, ‖ · ‖∞) ≤ exp(c/ε),
where c is a constant depending only on M1,M2, and M3. Let us denote the functions in
the ε-cover and their anti-derivatives by l1, . . . , lt and r1, . . . , rt, i.e., li = r
′
i for 1 ≤ i ≤ t.
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By Lemma 28, we have that there exists θ1, . . . , θs for s . ε−4d such that {θi}1≤i≤s form
an ε2-cover of Θ∩Bθ0(1/2) and satisfies (3.84) (with ε2 instead of ε). We now show that
{HθiVθi,rj}1≤i≤s,1≤j≤t forms a ‖ · ‖2,∞ cover for {H>θ Vθ,m(x) : (θ,m) ∈ C∗M1,M2,M3}.
Fix (θ,m) ∈ C∗M1,M2,M3 , without loss of generality assume that the function nearest
to m′ in the ε-cover is l1 and the vector nearest to θ in the ε
2 cover of Θ ∩ Bθ0(1/2) is
θ1, i.e.,
‖m′ − l1‖∞ ≤ ε, ‖H>θ −H>θ1‖ ≤ ε
2, and |θ − θ1| ≤ ε2.
Observe that











∣∣m′(θ>x)x− (m′0 hθ0)(θ>x)− r′1(θ>1 x)x+ (m′0 hθ0)(θ>1 x)∣∣
≤ T
∣∣m′(θ>x)− r′1(θ>1 x)∣∣+ ∣∣(m′0 hθ0)(θ>x)− (m′0 hθ0)(θ>1 x)∣∣
≤ T
∣∣m′(θ>x)−m′(θ>1 x)∣∣+ T ∣∣m′(θ>1 x)− r′1(θ>1 x)∣∣
+
∣∣(m′0 hθ0)(θ>x)− (m′0 hθ0)(θ>1 x)∣∣
≤ TM3
∣∣θ>x− θ>1 x∣∣1/2 + Tε
+
∣∣(m′0 hθ0)(θ>x)− (m′0 hθ0)(θ>1 x)∣∣ . ε. (4.126)
Thus combining (4.125),(4.126), and the fact that |Vθ,m(x)| ≤ 2TM2, we have
‖H>θ Vθ,m −H>θ1Vθ1,r1‖2,∞ ≤ ε.
4.13 Proof of Results in Section 4.5.3
4.13.1 Proof of Theorem 35
Note that ξt(θ,m) is a uniformly Lipschitz convex function for t ∈ Rd−1 such that |t− θ|
sufficiently close to zero, as both m′ and ψ are nondecreasing functions. Since |m′|∞ is
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We next evaluate the first term on the right hand side of the above display. But first,













φθ,t(y) := ψθ,t(y + (θ − t)k(y)),
φ′θ,t(y) = ψ
′




= ψ̇θ,t(y + (θ − t)k(y))− k(y)ψ′θ,t(y + (θ − t)k(y)),
∂φ′θ,t(y)
∂t




(y + (θ − t)k(y))− k(y)ψ′′θ,t(y + (θ − t)k(y))
]
,





>x+ (θ − t)k(t>x)),
+ ψ′θ,t(t
>x+ (θ − t)k(t>x))(x2 − k(t>x) + (θ − t)k′(t>x)x2).
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m′ ◦ ψθ,t(y + (θ − t)k(y))dy
}∣∣∣∣
t=θ
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Next, we show that Sθ0,m0 = `θ0,m0 . By definition, it is enough to show that,
m′0(θ
>






0 x)(x2 − hθ0(θ>0 x))















































As the score of the sub-model is the efficient score at the truth, we have that ζt(θ,m) is
an approximately least favorable subprovided model.
4.13.2 Proof of Lemma 37


















≤ 2LM∗|θ>x− s0|+ 2M∗L ≤ 4LM∗T + 2M∗L := V ∗.
Now we will try to find the entropy of WM1(n). As the definition of Uθ,m involves m′ to
find entropy of the class of functions W∗M1 , we need the entropy of
H∗ := {f : χ→ R| f(x) = g(θ>x), θ ∈ Θ and
g : D → R is an increasing function and ‖g‖∞ ≤ S}.
The following lemma does this.
Lemma 60. logN[ ](ε,H∗, L2(Pθ0,m0)) . ε−1.
Proof. Observe that by Lemma 4.1 of [Pollard, 1990] we can get θ1, θ2, . . . , θNη1 , with
Nη1 . η
−d
1 such that for every θ ∈ Θ, there exists a j satisfying |θ − θj | ≤ η1/T and
|θ>x− θ>j x| ≤ |θ − θj | · |x| ≤ η1 ∀x ∈ χ.
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Thus for every θ ∈ Θ, we can find a j such that θ>j x− η1 ≤ θ>x ≤ θ>j x+ η1, ∀x ∈ χ. For
simplicity, define t
(1)
j (x) = θ
>
j x− η1 and t
(2)
j (x) = θ
>
j x+ η1. Let us define
G∗ := {g| g : D → R is a uniformly bounded increasing function and ‖g‖∞ ≤ S}.
Recall that m denotes the Lebesgue measure on D. By Theorem 2.7.5 of [van der
Vaart and Wellner, 1996], we have that N[ ](η2,G∗, L2(m)) . exp(η−12 ), i.e., there exists
[`1, u1], . . ., [`Mη2 , uMη2 ] with `i ≤ ui,
∫
D |ui(t)− `i(t)|
2dt ≤ η22 and Mη2 . exp(η
−1
2 ) such
that for every g ∈ G∗, we can find a k ≤ Mη2 such that `k ≤ g ≤ uk. Without loss of
generality we can assume that both `i, ui are increasing and bounded for all 1 ≤ i ≤Mη2 .
Fix any function g ∈ G∗ and θ ∈ Θ. Let |θj − θ| ≤ η1 and [`k, uk] is the η2-bracket
for g, then for every x ∈ χ,
`k(θ
>
j x− η1) ≤ `(θ>x) ≤ g(θ>x) ≤ uk(θ>x) ≤ uk(θ>j x+ η1),
where the outer inequalities follows from the fact that both `k and uk are increasing
functions. Proof of Lemma 60 will be complete if we can show that
{[`k ◦ t
(1)
j , uk ◦ t
(2)
j ] : 1 ≤ j ≤ Nη1 , 1 ≤ k ≤Mη2},
form a L2(Pθ0,m0) bracket for H∗. To complete the proof, we now choose η1 and η2 such




j − `k ◦ t
(1)
j ‖ ≤ ‖uk ◦ t
(2)
j − `k ◦ t
(2)
j ‖+ ‖`k ◦ t
(2)
j − `k ◦ t
(1)
j ‖. (4.128)
Assuming that the density (with respect to the Lebesgue measure) of X>θ is uniformly
bounded above (by C), we get that
‖uk ◦ t
(2)





[uk(r)− `k(r)]2 dPj(r) ≤ C
∫
[uk(r)− `k(r)]2 dr ≤ Cη22.
For the second term in (4.128), we first approximate the lower bracket `k by an increasing
step (piecewise constant) function. Such an approximation is possible since the set of
all simple functions is dense in L2(Pθ0,m0); see Lemma 4.2.1 of [Bogachev, 2007]. Since
`k is bounded (by S say), we can get an increasing step function A : D → [−S, S], such
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that
∫
{`k(r) − A(r)}2dr ≤ η22. Let v1 > · · · > vAd denote an points of discontinuity of
A. Then for every r ∈ D, we can write
A(r) = −S +
Ad∑
i=1




Using triangle inequality, we get that
‖`k ◦ t
(2)
j − `k ◦ t
(1)
j ‖ ≤ ‖`k ◦ t
(2)
j −A ◦ t
(2)
j ‖+ ‖A ◦ t
(2)
j −A ◦ t
(1)
j ‖+ ‖A ◦ t
(1)










where C is the (uniform) upper bound on the density of X>θj . Now observe that































Therefore, we get that
‖uk ◦ t
(2)
j − `k ◦ t
(1)







by taking η2 = ε/(6
√
C) and η1 = ε
2/(32CS2). Hence the bracketing entropy of H∗
satisfies





− 2d log(ε)− d log(32CS2) . ε−1,
for sufficiently small ε.
We will now use Lemma 60 to prove Lemma 37. Fix (θ,m) ∈ CM1(n). By definition
we have that both H>θ k and H
>
θ k
′ are coordinate-wise bounded functions; see (4.20)
and H>θ k(u) + M
∗1  0 and H>θ k′(u) + M∗1  0 (where 1 is the vector of all 1’s
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We will find ciη-brackets (with respect to ‖ · ‖2,Pθ0,m0 ) for U
(i)
θ,m, i = 1, 2, and 3 sepa-
rately and combine them to get a cη-bracket (with respect to L2(Pθ0,m0)) bracket for
Uθ,m, where c, c1, c2, and c3 are constants depending only on S, T, d,M
∗, L and L0. By
Lemma 60 there exists a N ′η ≤ exp(η−1) such that {(`k, uk)}1≤k≤N ′η form a η-bracket
(with respect to L2(Pθ0,m0) norm) for {m′(θ>x) : (θ,m) ∈ C∗M1}, i.e., for all x ∈ χ
`k(x) ≤ m′(θ>x) ≤ uk(x), (4.129)
and ‖uk − `k‖ ≤ Cη for some constant C. Similarly by Lemma 28, we can find a
θ1, θ2, . . . , θNη withNη ≤ Cη−2d for some constant C such that for every θ ∈ Θ∩Bθ0(1/2),
there exists a θj such that
|θ − θj | ≤ η/T, ‖Hθ −Hθj‖2 ≤ η/T, and |θ
>x− θ>j x| ≤ η, ∀x ∈ χ.
We first find a ‖ ·‖2,Pθ0,m0 bracket for U
(3)
θ,m using Lemma 9.25 of [Kosorok, 2008]. For
this application, we need to find bracketing entropy for the class of functions,
{H>θ k(θ>·) : (θ,m) ∈ CM1(n)}, and {m′0(θ>·)−m′(θ>·) : (θ,m) ∈ CM1(n)}.
As m′0 is an increasing function bounded by L0 (see (L1)), we have that
m′0(θ
>
j x− η1) ≤ m′0(θ>x) ≤ m′0(θ>j x+ η1).
Thus by (4.129), we have
m′0(θ
>






j x+ η1)− `k(x).
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The length of the above bracket is given by
‖m′0(θ>j ·+η1)− `k −m′0(θ>j · −η1) + uk‖2,Pθ0,m0
≤
[
Pθ0,m0 |m′0(θ>j X + η1)−m′0(θ>j X − η1)|2
]1/2
+ ‖uk − `k‖
≤ 2‖m′′0‖∞η + η = (2‖m′′0‖∞ + 1)η.
Thus
N[ ](η, {m′0(θ>·)−m′(θ>·) : (θ,m) ∈ CM1(n)}, ‖ · ‖) . exp(η−1)η−2d (4.130)




(θ,m) ∈ CM1(n)} observe that
|H>θ k(θ>x)−H>θjk(θ
>





≤ η‖k‖2,∞/T + ‖k′‖2,∞η ≤ 2ηM∗.
This leads to the brackets
H>θjk(θ
>
j x)− 2ηM∗1  H>θ k(θ>x)  H>θjk(θ
>
j x) + 2ηM
∗1,
with ‖ · ‖2,Pθ0,m0 -length 4ηM
∗√d− 1. Thus
N[ ](η, {H>θ k(θ>·) : (θ,m) ∈ CM1(n)}, ‖ · ‖2,Pθ0,m0 ) . exp(η
−1)η−2d (4.131)
Thus by Lemma 9.25 of [Kosorok, 2008], (4.130) and (4.131), we have that






θ,m, we take s0 to be the minimum point of the set {θ
>x :
θ ∈ Θ ∩ Bθ0(1/2), x ∈ χ}. By Theorem 2.7.5 of [van der Vaart and Wellner, 1996], we
have
logN[ ](η, {m′ : m ∈ Cm∗M1}, L2(m)) . η
−1.
Let [mL,mU ] be the η-bracket of m
′, i.e, mL(u) ≤ m′(u) ≤ mU (u) for all u and∫
D |mU (t)−mL(t)|
2dt ≤ η2. As θj satisfies |θ − θj | ≤ η/T , by Lemma 16 we have
|H>θ k′(u)−H>θjk
′(u)| ≤ |k′(u)|η/T ≤M∗η/T.
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This implies
H>θjk
′(u) +M∗1 (1− η/T )  H>θ k′(u) +M∗1  H>θjk
′(u) +M∗1 (1 + η/T ) .
The ‖ · ‖2,Pθ0,m0 -length of this bracket is given by 2M
∗η/T . Since H>θ k
′(u) + M∗1  0
for all θ, u, we can take the brackets to be
{H>θjk
′(u)+M∗(1−η/T )1}∨0  H>θ k′(u)+M∗1  {H>θjk
′(u)+M∗(1+η/T )1}∧(2M∗).
From the brackets [mL,mU ] of m
′, we get that
mL(u)−m′0(u) ≤ m′(u)−m′0(u) ≤ mU (u)−m′0(u).
Combining the above two displays and the fact that θ>x > s0, we see that for every
x ∈ χ and θ ∈ Θ ∩Bθ0(1/2),∫ θ>x
s0
[mL(u)−m′0(u)]({H>θjk







′(u) +M∗(1 + η/T )1} ∧ (2M∗))du.
(4.132)
These bounding functions are not brackets since they depend on θ (in the limits of the
integral). Since mL,mU ,m
′ are all bounded by L, we get that∫ θ>x
θ>j x
|mU (u)−m′0(u)|({H>θjk
′(u)+M∗(1+η/T )1}∧(2M∗))du  4M∗L|θ>x−θ>j x|1  4M∗Lη1,
(coordinate-wise) and similarly,∫ θ>x
θ>j x
|mL(u)−m′0(u)|({H>θjk
′(u) +M∗(1− η/T )1} ∨ 0)du  4M∗Lη1.




















′(u) +M∗(1 + η/T )1} ∧ (2M∗))du+ 4M∗Lη1.
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′(u) +M∗(1 + η/T )1} ∧ (2M∗1))− ({H>θjk




















′(u) +M∗(1 + η/T )1)− (H>θjk



















d− 1(12M∗Lη + 2M∗η).




U ] is a (12M
∗L+2M∗)
√
d− 1η-bracket for U (1)θ,m with respect
to the ‖ · ‖2,Pθ0,m0 norm.
























The ‖ · ‖2,Pθ0,m0 -length of this bracket is
‖M (2)U −M
(2)





















θ,m, the bracketing number is bounded by a constant multiple
of exp(η−1)η−2d. Hence we have (4.41).
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∥∥∥(m′ −m′0)(θ>·)∥∥∥2 = ‖k′‖22,∞n−1/5.
(4.134)
Combining (4.133) and (4.134), we have
sup
(θ,m)∈CM1 (n)
∥∥Uθ,m∥∥22,Pθ0,m0 ≤ 2‖k′‖22,∞n−1/5 + L2‖k′‖22,∞T 2n−1/5 = K2Ln−1/5.
4.13.3 Proof of Lemma 38
For every (θ,m) ∈ CM1(n), note that∥∥(m0 ◦ θ0 −m ◦ θ0)Uθ,m∥∥22,Pθ0,m0 ≤ 4M21∥∥Uθ,m∥∥22,Pθ0,m0 ≤ 4M21K2Ln−1/5 = D2M1n−1/5.
Furthermore, note that D∗M1 is a class of uniformly bounded functions, i.e.,∣∣(m0 −m)(θ0>x)Uθ,m(x)∣∣ ≤ 2M1∣∣Uθ,m(x)∣∣ ≤ 2M1V ∗.
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and by Lemma 51 there exists a constant c depending only on M1 and L such that
N(ε,
{
(m0 ◦ θ0 −m ◦ θ0 : m ∈ Cm∗M1
}
, ‖ · ‖∞) = N(ε, Cm∗M1 , ‖ · ‖∞) ≤ c exp(c/
√
ε).
By Lemma 37 and Lemma 9.25 of [Kosorok, 2008] (for bracketing entropy of product
of uniformly bounded function classes), we have
N[ ](ε,DM1(n), ‖ · ‖2,Pθ0,m0 ) ≤ N[ ](ε,D
∗











J[ ](γ,DM1(n), ‖ · ‖2,Pθ0,m0 ) . γ
1
2 .
Using arguments similar to (3.91) and the maximal inequality in Lemma 3.4.2 of [van der


































→ 0, as n→∞.
4.13.4 Proof of Lemma 39
For every (θ,m) ∈ CM1(n), note that∥∥[m ◦ θ0 −m ◦ θ]Uθ,m∥∥22,Pθ0,m0 ≤ 4M21∥∥Uθ,m∥∥22,Pθ0,m0 ≤ 4M21KLn−1/5 = D2M1n−1/5.
By Lemmas 50 and 51, we have
N[ ](ε, {m ◦ θ0 −m ◦ θ|(θ,m) ∈ CM1(n)}, ‖ · ‖∞) . exp(1/
√
ε).
By Lemma 37 and Lemma 9.25 of [Kosorok, 2008] (for bracketing entropy of product of
uniformly bounded function classes), we have
N[ ](ε,AM1(n), ‖ · ‖2,Pθ0,m0 ) ≤ N[ ](ε,A
∗











J[ ](γ,AM1(n), ‖ · ‖) . γ
1
2 .
The rest of the proof is similar to the proof of Lemma 38.
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4.13.5 Proof of Lemma 40



















nPnεf | > δ
)





|Gnεf | > δ
)
+ P((θ̌, m̌) /∈ CM1(n)),
where the last equality is due to assumption (A2). Now it is enough to show that for





|Gnεf | > δ
)
= o(1). (4.135)
We will prove (4.135) by applying Lemma 52 with F = WM1(n). Observe that by
Lemma 37, we have
logN[ ](ε,WM1(n), ‖·‖2,Pθ0,m0 ) . ε
−1, sup
f∈W∗M1






Now using arguments similar to (3.91), we can apply Lemma 52 with
Φ = V ∗, κ = KLn























→ 0, as n→∞.
We now verify the second and third equations in (4.43). The proof is similar to the
proof of Lemma 36. Observe that by (4.105), (4.106), and (4.107) (with (m̌, θ̌) instead
of (m̂, θ̂)), we have∣∣Pθ0,m0 [(m0 − m̌)(θ0>X)Uθ̌,m̌(X)]∣∣ = Op(n−2/5) [Pθ0,m0∣∣Uθ̌,m̌(X)∣∣2]1/2 ,∣∣Pθ0,m0 [(m̌(θ0>X)− m̌(θ̌>X))Uθ̌,m̌(X)]∣∣ = Op(n−2/5) [Pθ0,m0∣∣Uθ̌,m̌(X)∣∣2]1/2 .(4.136)
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and
Pθ0,m0








Finally by (4.9) of Theorem 28, we have that∫
Dθ̌
{m̌′(u)−m′0(u)}2du . ‖m̌′ ◦ θ̌ −m′0 ◦ θ̌‖2 = Op(n−4/15).
The required result now follows by combining (4.136) and (4.137).
4.13.6 Proof of Theorem 37
Proof of this theorem follows along the lines of the proof of Theorem 32. By calculations
similar to (4.108), (4.109), and (4.111) (with (m̂, θ̂) replaced by (m̌, θ̌)), we have that
|Pθ̌,m0ψθ̌,m̌| . ‖m0 ◦ θ̌ − m̌ ◦ θ̌‖ ‖m̌
′ ◦ θ̌ −m′0 ◦ θ̌‖ (4.138)
+ ‖m′0‖∞‖m0 ◦ θ̌ − m̌ ◦ θ̌‖ ‖hθ̌ ◦ θ̌ − hθ0 ◦ θ̌‖2,Pθ0,m0 .
By Theorem 28, we have ‖m̌′ ◦ θ̌−m′0 ◦ θ̌‖ = Op(n−2/15). Furthermore, by Theorems 25
and 27 and assumption (B2), we have
‖m0 ◦ θ̌ − m̌ ◦ θ̌‖ ≤ ‖m̌ ◦ θ̌ −m0 ◦ θ0‖+ ‖m0 ◦ θ0 −m0 ◦ θ̌‖
≤ ‖m̌ ◦ θ̌ −m0 ◦ θ0‖+ L0T 2|θ0 − θ̌|
= Op(n
−2/5)
and ‖hθ̌ ◦ θ̌ − hθ0 ◦ θ̌‖2,Pθ0,m0 ≤ M̄ |θ̌ − θ0|. Thus the first term on the right hand side of
(4.138) is Op(n
−8/15) and the second term on the right hand side of (4.138) is Op(n
−4/5).
Thus |Pθ̌,m0ψθ̌,m̌| = op(n
−1/2).
4.13.7 Consistency of ψθ̌,m̌
Lemma 61. If the conditions in Theorem 34 hold, then
Pθ0,m0 |ψθ̌,m̌ − ψθ0,m0 |
2 = op(1), (4.139)
Pθ̌,m0 |ψθ̌,m̌|
2 = Op(1). (4.140)
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Proof. Observe that the proof of (4.140) is identical to the proof of (4.113) (with (θ̂, m̂)
replaced by (θ̌, m̌)); see (4.115).
We now prove (4.139). By assumption (B2) and calculations similar to (4.114), we
have
Pθ0,m0 |ψθ̌,m̌ − ψθ0,m0 |
2 ≤ I + 2‖σ2(·)‖∞ II + 2‖σ2(·)‖∞ III + 4M21T 2‖σ2(·)‖∞|θ̌ − θ0|2,
where
I = Pθ0,m0




∣∣∣(m′0 hθ0)(θ>0 X)− (m′0 hθ0)(θ̌>X)∣∣∣2
It is enough to show that I, II, and III are op(1). By Theorems 27 and 28, we have
II ≤ T 2Pθ0,m0
∣∣∣m̌′(θ̌>X)−m′0(θ>0 X)∣∣∣2
≤ T 2Pθ0,m0
∣∣m̌′(θ̌>X)−m′0(θ̌>X)∣∣2 + T 2Pθ0,m0∣∣m′0(θ̌>X)−m′0(θ>0 X)∣∣2 = op(1).
For I, observe that
|m̌′(θ̌>x)x−m′0(θ̌>x)hθ0(θ̌>x)| ≤ |m̌′(θ̌>x)x|+ |m′0(θ̌>x)hθ0(θ̌>x)| ≤ LT + L‖hθ0‖2,∞.
Moreover, by Theorem 25, we have ‖m̌ ◦ θ̌ −m0 ◦ θ0‖
P→ 0. Thus,
I = Pθ0,m0
∣∣(m0(θ>0 X)− m̌(θ̌>X))(m̌′(θ̌>X)X − (m′0 hθ0)(θ̌>X))∣∣2
≤ (LT + L‖hθ0‖2,∞)‖m0 ◦ θ0 − m̌ ◦ θ̌‖2 = op(1).
Finally, we have
III = Pθ0,m0
∣∣∣(m′0 hθ0)(θ>0 X)− (m′0 hθ0)(θ̌>X)∣∣∣2
≤ Pθ0,m0
[
‖m′′0 hθ0 +m′0 h′θ0‖2,∞|(θ0 − θ̌)
>X|
]2
≤ ‖m′′0 hθ0 +m′0 h′θ0‖
2
2,∞T
2|θ0 − θ̌|2 = op(1).
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4.13.8 Proof of Theorem 38
Observe that (4.116) and definition (4.117) imply that
ψθ̌,m̌ − ψθ0,m0 = ετθ̌,m̌ + υθ̌,m̌.
Thus, for every fixed M1, we have
P(|Gn(ψθ̌,m̌ − ψθ0,m0)| > δ)





































(θ̌, m̌) /∈ CM1(n)
)
. (4.141)
Recall that by Theorems 25–28, we have P
(
(θ̌, m̌) /∈ CM1(n)
)
= o(1). Thus the proof
of Theorem 38 will be complete if we show that the first two terms in (4.141) are o(1).
Lemmas 62 and 63 do this.




























∣∣(θ,m) ∈ CM1(n)} and Ξ∗M1 := {τθ,m∣∣(θ,m) ∈ C∗M1}.
We will prove that
N(ε,Ξ∗M1 , ‖ · ‖∞) ≤ c exp(c/ε)ε
−10d, (4.142)
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Recall that by Lemma 60, we have
N[ ](ε, {m′(θ>·)|(θ,m) ∈ C∗M1}, ‖ · ‖) . exp(1/ε). (4.143)
Moreover, by Lemma 28, we can find a θ1, θ2, . . . , θNε with Nε . ε
−2d such that for every
θ ∈ Θ ∩Bθ0(1/2), there exists a θj such that
|θ − θj | ≤ ε/T, ‖Hθ −Hθj‖2 ≤ ε/T, and |θ
>x− θ>j x| ≤ ε, ∀x ∈ χ.
Observe that for all x ∈ χ, we have H>θjx− ε  H
>
θ x  H>θjx+ ε. Thus
N[ ](ε, {f : χ→ Rd|f(x) = H>θ x, ∀x ∈ χ, θ ∈ Θ ∩Bθ0(1/2)}, ‖ · ‖2,∞) . ε−2d (4.144)
Similarly as |m′0(θ>x)−m′0(θ>j x)| ≤ L0ε, we have





≤ |H>θ hθ0(θ>x)−H>θ hθ0(θ>j x)|+ |H>θ hθ0(θ>j x)−H>θjhθ0(θ
>
j x)|
≤ |hθ0(θ>x)− hθ0(θ>j x)|+ ‖H>θ −H>θj‖2‖hθ0‖2,∞
≤ ‖h′θ0‖2,∞|θ − θj |T + ‖H
>
θ −H>θj‖2‖hθ0‖2,∞ ≤ ε(‖h
′




0 x)| ≤ ‖hθ0(θ>0 x)‖2,∞ε/T.
Thus we have
N[ ](ε, {f : χ→ Rd|f(x) = H>θ hθ0(θ>x), θ ∈ Θ ∩Bθ0(1/2)}, ‖ · ‖2,∞) . ε−2d,(4.146)
N[ ](ε, {f : χ→ Rd|f(x) = H>θ hθ0(θ>0 x), θ ∈ Θ ∩Bθ0(1/2)}, ‖ · ‖2,∞) . ε−2d.(4.147)
Thus by applying Lemma 9.25 of [Kosorok, 2008] to sums and product of classes of
functions in (4.143),(4.144), (4.145), (4.146), and (4.147) we have (4.142).
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Now, we find an upper bound for supf∈ΞM1 (n)
‖f‖2,∞. For every (θ,m) ∈ CM1(n) and








+ |θ − θ0||m′0(θ>x)x− (m′0hθ0)(θ>x)|




+ |θ − θ0||m′0(θ>x)x− (m′0hθ0)(θ>x)|
≤ |θ − θ0|LT 2 + n−1/5T + T 2‖m′′0‖∞T |θ − θ0|+ L0‖h′θ0‖2,∞T |θ − θ0|+ |θ − θ0|L0T.
≤ C11n−1/10,
where C11 is constant depending only on L,L0, T,m0, and hθ0 . Using arguments similar
to (3.91) and Lemma 52 with Φ = κ = C11n















. n−1/20 + n−4/10 = o(1).













0 x)−m(θ>x)][m′(θ>x)H>θ x−m′0(θ>x) H>θ hθ0(θ>x)].
We will first show that
J[ ](ν, {υθ,m : (θ,m) ∈ CM1(n)}, ‖ · ‖2,Pθ0,m0 ) . ν
1/2 (4.148)
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By Lemmas 50 and 60 and (4.144), (4.145), and (4.146), we have
N[ ](ε, {m0(θ>0 ·)−m(θ>·)|(θ,m) ∈ C∗M1}, ‖ · ‖∞) . exp(1/
√
ε),
N[ ](ε, {m′(θ>·)|(θ,m) ∈ C∗M1}, ‖ · ‖) . exp(1/ε),
N[ ](ε, {f : χ→ Rd|f(x) = H>θ x, ∀x ∈ χ, θ ∈ Θ ∩Bθ0(1/2)}, ‖ · ‖2,∞) . ε−2d
N[ ](ε, {m′0 ◦ θ : θ ∈ Θ ∩Bθ0(1/2)}, ‖ · ‖) . ε−2d
N[ ](ε, {f : χ→ Rd|f(x) = H>θ hθ0(θ>x), θ ∈ Θ ∩Bθ0(1/2)}, ‖ · ‖2,∞) . ε−2d.
(4.149)
Thus by applying Lemma 9.25 of [Kosorok, 2008] to sums and product of classes of
functions in (4.149), we have









Now (4.148) follows from the definition of J[ ] by observing that
J[ ](ν, {υθ,m : (θ,m) ∈ CM1(n)}, ‖ · ‖2,Pθ0,m0 ) ≤ J[ ](ν, {υθ,m : (θ,m) ∈ C
∗
M1}, ‖ · ‖2,Pθ0,m0 ).
Now we will find sup(θ,m)∈CM1 (n)
‖υθ,m‖2,∞. For every x ∈ χ observe that,
|υθ,m(x)| ≤ |m0(θ>0 x)−m(θ0>x)| · |m′(θ>x)x−m′0(θ>x)hθ0(θ>x)|
+ |m(θ>0 x)−m(θ>x)| · |m′(θ>x)x−m′0(θ>x)hθ0(θ>x)|
≤ ‖m0 −m‖Dθ0 |m
′(θ>x)x−m′0(θ>x)hθ0(θ>x)|
+ L|θ>0 x− θ>x||m′(θ>x)x−m′0(θ>x)hθ0(θ>x)|
≤ b−1n 2LT + 2T 2L2M2|θ − θ0
≤ C[b−1n + n−1/10],





‖υθ,m‖2,∞ ≤ C2[b−1n + n−1/10].
Using arguments similar to (3.91) and Lemma 3.4.2 of [van der Vaart and Wellner,
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