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Получены эффективно проверяемые достаточные условия устойчивости 
скалярного дифференциально - разностного уравнения  на основе загруб-
ления его параметров.  
 
Устойчивость системы линейных дифференциально-разностных уравнений 
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где x  - n-мерный вектор; m10 A...,,A,A  - постоянные )nn(   - матрицы, 
m1 ,...,  - положительные величины, называемые запаздываниями, ха-
рактеризуется принадлежностью открытой левой полуплоскости всех 
нулей характеристического квазиполинома 
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Квазиполиномы с таким расположением нулей называются устойчи-
выми. Алгебраические критерии устойчивости квазиполиномов известны 
[1-3]. Однако, необходимые и достаточные условия устойчивости в терми-
нах коэффициентов и запаздываний, аналогичные критерию Рауса-Гурвица 
для полиномов, пока не получены. Вследствие этого, актуальной является 
задача поиска простых достаточных коэффициентных условий устойчиво-
сти квазиполиномов. В настоящей статье рассматривается случай одного 
уравнения, характеристический квазиполином которого записывается в виде 
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где m10 а,...,а,а – некоторые константы. 
Положим 


m
1j
jak  (считаем 0a
m
1j
j 

), 


m
1j
ja
k
1
L , 
 к.ф.-м.н. Д.В. Дмитришин, д.т.н. В.М. Вартанян, к.ф.-м.н. Г.М. Вартанян, 2001 
138                                                                                Системи обробки інформації, випуск 3(13), 2001 
  139 
},...,max{ m1  .  Случай 0a
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  рассмотрим позже. Введем семей-
ство квазиполиномов 
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,    1,0 BV  - прос-
транство функций ограниченной вариации на [0,1]. Интегралы понима-
ются в смысле Лебега – Стилтьеса. Очевидно, что квазиполином (1) со-
держится в семействе (2). 
Получим необходимые и достаточные условия устойчивости всех 
квазиполиномов семейства (2), которые, очевидно, будут достаточными 
для устойчивости квазиполинома (1). 
Представим семейство квазиполиномов (2) в виде 
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где k/aC 0 , и применим к этому семейству принцип исключения нуля 
[4]. Получим следующее утверждение. 
Лемма 1. Все квазиполиномы семейства (2) устойчивы в том и 
только  в том случае, когда выполнены следующие условия: 
1) квазиполином 
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не содержит точки 
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Анализ устойчивости квазиполинома (3) показывает, что, во - первых, 
условие 0ka0   — необходимо для устойчивости квазиполиномов се-
мейства (2), во - вторых, существует критическое значение запаздывания 0, 
характеризующееся тем, что при ),0[ 0  квазиполиномы семейства (2) 
устойчивы, а при 0  в этом семействе обязательно имеются неустойчи-
вые квазиполиномы. При этом из условия 1) леммы следует, что  
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Для нахождения 0 изучим множество )( . Уравнения границ это-
го множества найдены в [5] (рис.1). 
Рис. 1. Область )( : а) при ],0[  ;   б) при ]2,[   
 
Для ],0[   границу )(  можно представить как объединение  
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Введем функцию 
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по всем g()G, удовлетворяющим равенству C1)(dg)e1(Re
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Для записи функции F() в аналитической форме достаточно ограни-
читься рассмотрением кривых 321 ,, lll  при 0C1   и 654 ,, lll  при 
0C1  . Пусть 1C  . Найдем значения параметров 321 t,t,t , при ко-
торых кривые 321 ,, lll  пересекаются с лучом {z Re z = 1+ C, Im z  0}.  
При этом  считаем, что LC  . В противном случае,  множество )(  не 
имеет общих точек с лучом. 
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Полагая 0t  , найдем правую границу изменения  : 
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Правую границу изменения аргумента определим из условия пере-
сечения окружности     222 LzIm1zRe   и луча 
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Выпишем окончательный вид функции )(F   при )L,1(C  : 
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где величины 3210 ,,,   определяются формулами (6), (7), (8). 
Если )1,L(C  , то рассматривая кривые 654 ,, lll  и проводя ана-
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Выписывая явный вид неравенства (10), приходим к утверждению. 
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Неравенства (11), (12) позволяют сформулировать достаточные 
условия устойчивости уравнения 
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Теорема. Пусть 
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Замечание 1. Неравенство (14) является достаточным для устойчи-
вости уравнения (13), как в случае 


m
1j
j 0a , так и в случае 


m
1j
j 0a . 
Замечание 2. При  m = 1 неравенство (14) является также и необхо-
димым для устойчивости уравнения (13). 
Таким образом, в настоящей статье предложен новый метод получе-
ния достаточных условий устойчивости простейших квазиполиномов. 
Этот метод основан на замене исходного квазиполинома некоторым 
возмущенным, для которого проще найти необходимые и достаточные 
условия робастной устойчивости. Эти условия оказываются достаточ-
ными для устойчивости исходного квазиполинома. 
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