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1
Abstract
In this paper, we focus on susceptible-infected-susceptible dynamics on metapopulation
networks, where nodes represent subpopulations, and where agents diffuse and interact.
Recent studies suggest that heterogeneous network structure between elements plays an
important role in determining the threshold of infection rate at the onset of epidemics, a
fundamental quantity governing the epidemic dynamics. We consider the general case in
which the infection rate at each node depends on its population size, as shown in recent
empirical observations. We first prove that a sufficient condition for the endemic threshold
(i.e., its upper bound), previously derived based on a mean-field approximation of network
structure, also holds true for arbitrary networks. We also derive an improved condition
showing that networks with the rich-club property (i.e., high connectivity between nodes
with a large number of links) are more prone to disease spreading. The dependency of
infection rate on population size introduces a considerable difference between this up-
per bound and estimates based on mean-field approximations, even when degree–degree
correlations are considered. We verify the theoretical results with numerical simulations.
Keywords: Infectious diseases; Complex networks; Epidemiology
2
1 Introduction
Spreading of infectious diseases is one of the major threats to human society and understanding
their dynamics is crucial to control them. When modeling the dynamics of infectious diseases
in large-scale populations, it is often useful to adopt a metapopulation approach [1–3]. The
detailed, most of the time unknown, network of contacts between individuals is then replaced
by a coarse-grained network, where nodes represent regions in which individuals interact, e.g.,
cities, and where links correspond to flows of individuals between the nodes. The computa-
tional and mathematical analysis of metapopulation models aims at identifying how network
topology and model parameters affect the global epidemics. In a majority of realistic scenarios,
nodes of metapopulation networks tend to exhibit a strong heterogeneity in their size and their
degree. For instance, in the case of network of cities, it is well known that the size of cities is
distributed according to a power-law [4, 5], and that their total flow is well approximated by
their size [6]. Recent research has mainly focused on the impact of the degree distribution on
epidemic spreading [3, 7–11], but the effect of their size distribution remains, to our knowledge,
poorly known.
Directly related to this problem, the dependency of the contact rate between individuals
on the size of population is a central theme in mathematical epidemiology [12]. To date,
most studies have used terms that are either population-dependent, where the contact rate
varies linearly with population size, or population-independent, where the rate is constant.
In the literature, directly transmitted diseases such as measles, and foot and mouth disease,
tend to be described by population-dependent models [13, 14], whereas sexually transmitted
diseases such as HIV are usually considered population-independent [15]. More importantly,
studies have shown that models parameterized with different transmission terms can predict
very different quantitative and qualitative infection dynamics [16]. These observations suggest
an intermediate scenario, where the scaling of contact rate on population size takes the general
form Nγ with 0 ≤ γ ≤ 1. In this direction, empirical measures on rodents have shown that
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the standard modeling parameters, γ = 0 and γ = 1 can be significantly rejected, and that
the observed scaling exponent lies between these two extremes [12]. In a different context, in
the urban sciences, where the size of cities is known to play a fundamental role for collective
social behaviors [17], recent research based on mobile phone data has also shown that the total
number of contacts grows super-linearly with city population size [18]. Taken together, these
findings motivate the study of metapopulation models with general contact rates, and a better
understanding of the impact of city size distribution on epidemic spreading.
2 Model
2.1 Definition of the reaction–diffusion process
We consider a metapopulation network (we simply call it the network hereafter), composed of
N nodes with np particles on it. Particles move between nodes through the links and nodes
serve as substrate of interaction between particles.
In this paper, we assume that particles interact with each other according to so-called
susceptible-infected-susceptible (SIS) dynamics [1], in line with the preceding works [3, 7–11, 19–
21]. In the SIS dynamics, a particle takes either of two states, i.e., susceptible (S) and infected
(I), and the infection and recovery processes are described as follows:{
S + I→ I + I with rate βi,
I→ S with rate µ.
(1)
Here we assume that the infection rate βi is different for every node i (1 ≤ i ≤ N). Aside from
the reactions, particles perform diffusion between nodes with diffusion coefficient DS and DI for
susceptible and infected particles, respectively. In general, SIS dynamics has an absorbing state
corresponding to the the disease-free equilibrium where there is no infected particle. The SIS
dynamics exhibits a phase transition at a threshold value βc such that in the case of β > βc the
endemic equilibrium emerges and there is a finite fraction of infected particles at the stationary
state [22]. The estimation of βc for arbitrary metapopulation networks is the main concern of
the present study.
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We assume that interaction between particles within a node and diffusion of particles be-
tween nodes occur simultaneously [7], instead of the two-step process of reaction and diffusion
investigated in [3]. In the continuous time limit, the average behavior of the dynamics can be
described by the deterministic reaction-diffusion equation on an arbitrary network [19] as
∂tρS,i = µρI,i −
βi
ρi
ρS,iρI,i −DS
∑
j
LijρS,j , (2)
∂tρI,i = −µρI,i +
βi
ρi
ρS,iρI,i −DI
∑
j
LijρI,j , (3)
where ρS,i and ρI,i represent the number of susceptible and infected particles at node i, respec-
tively. The total number of particles at node i, denoted by ρi, is equal to ρS,i + ρI,i. Matrix L
denotes the random-walk Laplacian whose elements are given by
Lij =
{
1 (i = j),
−Aij/kj (i 6= j),
(4)
where Aij is the element of adjacency matrix A and equal to unity if nodes i and j are adjacent
and equal to zero otherwise. Degree ki of node i represents the number of links connected to
the node. In this paper, we assume that the network is connected (i.e., consists of a single
connected component) via undirected and unweighted links and is simple. In other words, A is
a symmetric matrix, with diagonal elements Aii = 0 (1 ≤ i ≤ N). It should be noted that the
total number of particles is conserved throughout the process. The average number of particles
on a node is denoted by ρ ≡ np/N .
The infection rate at node i is set to depend on ρi as a power-law scaling given by βi ≡ βρ
γ
i
with γ ≥ 0. This scaling, motivated by recent empirical findings [12, 18] described in the
introduction, was also considered in Refs. [11, 16, 23]. A special case γ = 0 corresponds to
the density-dependent SIS dynamics [3] and γ = 1 the so-called mass interaction which was
considered in Refs. [3, 19]. Instead of considering a binary setting where γ ∼ 1 for nodes with
a small population and γ ∼ 0 for nodes with a large population [21], we assume the same γ for
all nodes such that infection rate continuously increases with population size.
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2.2 Heterogeneous mean-field approximation
In this section, we briefly describe the known results about the dynamics under the hetero-
geneous mean-field (HMF) approximation [7, 10]. Under the HMF approximation, the nodes
with the same degree are assumed to behave in the same way on average. To be more precise,
equations (2) and (3) are reduced to
∂tρS,k = µρI,k − βρk
γ−1ρS,kρI,k −DSρS,k +DSk
∑
k′
P (k′|k)
1
k′
ρS,k′, (5)
∂tρI,k = −µρI,k + βρk
γ−1ρS,kρI,k −DIρI,k +DIk
∑
k′
P (k′|k)
1
k′
ρI,k′. (6)
In uncorrelated networks, P (k′|k) = k′P (k′)/〈k〉 holds true (where 〈k〉 is the average degree of
the network) and the equations are simplified as
∂tρS,k = µρI,k − βρk
γ−1ρS,kρI,k −DS
(
ρS,k −
k
〈k〉
ρS
)
, (7)
∂tρI,k = −µρI,k + βρk
γ−1ρS,kρI,k −DI
(
ρI,k −
k
〈k〉
ρI
)
, (8)
where ρS ≡
∑
k P (k)ρS,k and ρI ≡
∑
k P (k)ρI,k.
We are interested in the condition of parameters for realizing the endemic equilibrium in the
long-term limit (i.e., t→∞ and ∂tρS,k, ∂tρI,k → 0). In this limit, if DS, DI > 0, ρk converges to
the stationary distribution ρ∗k regardless of the other parameters. Equations (7) and (8) have
a fixed point (ρ∗S,k, ρ
∗
I,k) = (kρ/〈k〉, 0) which corresponds to the disease-free equilibrium. The
endemic equilibrium arises when the disease-free equilibrium is unstable. The linear stability
of the disease-free equilibrium is determined by the Jacobian matrix at the fixed point:
JHMF =
(
J
(1)
HMF J
(3)
HMF
O J
(2)
HMF
)
, (9)
where J
(i)
HMF (i = 1, 2, 3) are kmax × kmax matrices and O is the kmax × kmax zero matrix, where
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kmax is the maximum ki in the network. The elements of J
(1)
HMF and J
(2)
HMF are given by(
J
(1)
HMF
)
kk′
= −DS
(
δk,k′ +
k
〈k〉
P (k′)
)
, (10)
(
J
(2)
HMF
)
kk′
=
(
−µ+ β
(
k
〈k〉
ρ
)γ
−DI
)
δk,k′ +DI
k
〈k〉
P (k′), (11)
where δkk′ denotes the Kronecker delta.
The disease-free equilibrium becomes unstable when the real part of the largest eigenvalue
of JHMF is positive. As we see in Eq. (9), the eigenvalues of JHMF are given by the union of
the eigenvalues of J
(1)
HMF and J
(2)
HMF. From Eq. (10), J
(1)
HMF consists of the sum of identity matrix
and a rank-1 matrix whose eigenvalues are zero (with degeneracy factor kmax − 1) and unity.
Therefore, the eigenvalues of J
(1)
HMF are equal to −DS and −2DS and negative regardless of
parameter values. Then, the largest eigenvalue of JHMF is given by the largest eigenvalue of
J
(2)
HMF. The largest eigenvalue of J
(2)
HMF satisfies
max
1≤k≤kmax
(
−µ + β
(
k
〈k〉
ρ
)γ
−DI
)
≤ λmax(J
(2)
HMF) ≤ max
1≤k≤kmax
(
−µ+ β
(
k
〈k〉
ρ
)γ)
. (12)
Therefore, the sufficient condition of β for positive λmax(J
(2)
HMF) is given by
β > (µ+DI)
(
kmax
〈k〉
ρ
)−γ
. (13)
and an upper bound of the endemic threshold βc is derived as
βHMF ≡ (µ+DI)
(
kmax
〈k〉
ρ
)−γ
(14)
This upper bound of endemic threshold is trivially determined by the most susceptible node,
that is the most populated one where the infection rate is maximum in our setting. Although
we only reviewed the analysis for uncorrelated networks, the same upper bound is also proven
for correlated random networks, i.e., P (k′|k) 6= k′P (k′)/〈k〉 (see Theorem 4.3 in Ref. [11]).
In closing this section, it is worth to mention the relationship with the endemic threshold
derived in the previous studies. When we set γ = 1 and DI = 1 for the two-step reaction-
diffusion modeling [3] and DI → ∞ for the simultaneous reaction-diffusion modeling [19] (the
7
same as one we adopt in this paper), the endemic threshold βc is exactly derived as
βc =
〈k〉2
〈k2〉
µ
ρ
. (15)
This functional form of βc implies that the heterogeneity in P (k) plays a crucial role in de-
termining the critical point, as one observes in the percolation processes [24, 25] and epidemic
processes on contact networks (i.e., networks between individuals) [26, 27]. The two studies
reporting this βc [3, 19] have an assumption in common on deriving Eq. (15); the diffusion of
infected particles are very fast and thus ρI,i = ki/〈k〉ρI holds true. Under this assumption, the
endemic threshold βc for any value of γ is given by Eq. (15). If this assumption does not hold
true, the exact βc is no longer tractable and its upper bound is obtained as described above.
3 Results
3.1 Endemic threshold for arbitrary networks
3.1.1 Proof of βHMF for general case
We first prove that the upper bound βHMF (given by Eq. (14)) also holds true for arbitrary
networks (see Eq. (26)). The following results are essentially in parallel with previous studies [7,
9–11, 19, 21]. The most important difference with these studies is that they assume a HMF
approximation, except for Ref. [19], whereas we derive our results directly from the adjacency
matrix of the network, thereby considering arbitrary networks free from this approximation.
As we saw in the derivation with the HMF approximation (see Sec. 2.2), we consider the
stability of the disease-free equilibrium (ρ∗S,i, ρ
∗
I,i) = (ki/〈k〉ρ, 0) (1 ≤ i ≤ N) of the original
reaction-diffusion equations (given by Eqs. (2) and (3) with βi ≡ βρ
γ
i ). The linear stability of
the disease-free equilibrium is determined by the Jacobian matrix at the equilibrium:
J =
(
J (1) J (3)
O J (2)
)
(16)
All matrices J (1), J (2), J (3), and O are with size N ×N . Matrix O is zero matrix. The element
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of J (1) and J (2) is given by
J
(1)
ij = −DSLij , (17)
J
(2)
ij =
(
β
(
ki
〈k〉
ρ
)γ
− µ
)
δij −DILij . (18)
Because the eigenvalues of L are in 0 ≤ λ(L) ≤ 2 [28], the eigenvalues of J (1) are in −2DS ≤
λ(J (1)) ≤ 0 and negative regardless of parameter values. Therefore, to derive the condition for
the endemic equilibrium, we investigate the largest eigenvalue of J (2), denoted by λmax(J
(2)),
in the following.
Before moving to general cases, we note two special cases in which we can exactly derive
βc. As the first case, when γ = 0, the element of J
(2) is equal to
J
(2)
ij = (β − µ) δij −DILij . (19)
Therefore, λmax(J
(2)) is given by (β − µ) and it leads to βc = µ. As the second case, when the
network is regular and ki = k (1 ≤ i ≤ N), the element of J
(2) is equal to
J
(2)
ij = (βρ
γ − µ) δij −DILij . (20)
Therefore, λmax(J
(2)) is given by (βργ −µ) and it leads to βc = µρ
−γ. It is worthy to note that
the endemic threshold βc is independent of diffusion rate DI for these two cases.
Now we consider general cases with γ 6= 0 on a non-regular network. For the convenience
for calculation, we symmetrize J (2) via the following similarity transformation [19]:
Jˆ (2) ≡ diag
(
1√
k1
,
1√
k2
, . . . ,
1√
kN
)
J (2)diag
(√
k1,
√
k2, . . . ,
√
kN
)
, (21)
where diag(a1, a2, . . . , aN) represents a diagonal matrix whose (i, i)-element is equal to ai. El-
ement of Jˆ (2) is given by
Jˆ
(2)
ij =
(
β
(
ki
〈k〉
ρ
)γ
− µ−DI
)
δij +DI
Aij√
kikj
. (22)
When the largest eigenvalue of Jˆ (2), denoted by λmax(Jˆ
(2)), is positive, the disease-free
equilibrium is unstable and the endemic equilibrium arises. As we did for the case with HMF
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approximation (see Sec. 2.2), we estimate a lower bound of λmax(Jˆ
(2)) (that leads to an upper
bound of βc). By using the Rayleigh quotient, λmax(Jˆ
(2)) is given by
λmax(Jˆ
(2)) = max
|x|=1
x⊤Jˆ (2)x
x⊤x
. (23)
We show that the upper bound for HMF approximation can be easily recovered as follows.
Let us set x = (0, 0, . . . , 1, . . . , 0)⊤ in which only the i-th element of x is equal to unity and the
rest equal to zero. With this x,
x⊤Jˆ (2)x = β
(
ki
〈k〉
ρ
)γ
− µ−DI. (24)
Therefore,
λmax(Jˆ
(2)) ≥ max
1≤i≤N
β
(
ki
〈k〉
ρ
)γ
− µ−DI, (25)
and we obtain the sufficient condition of β as
β > (µ+DI)
(
kmax
〈k〉
ρ
)−γ
= βHMF. (26)
Notice that this sufficient condition for the endemic state is equivalent to that for HMF ap-
proximation given by Eq. (14) [7, 9–11].
3.1.2 Improved upper bound and the rich-club phenomenon
In this section, we show an improved upper bound of βc and argue its relationship with the
so-called rich-club phenomenon observed in real networks. Our idea of improvement stems from
the observation that the upper bound given by Eq. (26) is achieved via approximation of the
principal eigenvector of Jˆ (2) with a vector of zeros except for the element corresponding to a
single node with kmax. We relax the criterion about node degree and approximate the principal
eigenvector with a normalized vector whose element increases with ki of the corresponding
nodes. Let us set x such that
xi =


0 (ki < kc),√
ki
Kc
(ki ≥ kc),
(27)
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where the free parameter kc takes an integer value in [1, kmax] and Kc ≡
∑
j:kj≥kc
kj is a
normalization constant. With this choice of x,
x⊤Jˆ (2)x =
∑
i:ki≥kc
β
(
ki
〈k〉
ρ
)γ
ki
Kc
− µ−DI
(
1−
2Ec
Kc
)
, (28)
≥ β
(
kc
〈k〉
ρ
)γ
− µ−DI
(
1−
2Ec
Kc
)
, (29)
where Ec is the total number of links between nodes with ki ≥ kc. Therefore,
λmax(Jˆ
(2)) = max
|x|=1
x⊤Jˆ (2)x
x⊤x
≥ max
kc
[
β
(
kc
〈k〉
ρ
)γ
+DI
2Ec
Kc
]
− (µ+DI) . (30)
A sufficient condition for the endemic equilibrium is that there exists kc which satisfies
β
(
kc
〈k〉
ρ
)γ
−
(
1−
2Ec
Kc
)
DI − µ > 0. (31)
In terms of β, this is equivalent to
β > β ≡ min
kc
{[
µ+
(
1−
2Ec
Kc
)
DI
](
kc
〈k〉
ρ
)−γ}
. (32)
This sufficient condition always improves the previous one (given by Eq. (26)) in the following
sense. Let us focus on the right hand side of Eq. (32) with kc = kmax. If there is no link between
the nodes with ki = kmax, then Ec = 0 and we recover Eq. (26). Otherwise, if Ec > 0, the r.h.s.
of Eq. (32) is smaller than the r.h.s. of Eq. (26) and we obtain a smaller upper bound. We
denote the right hand side of Eq. (32) by β, as an improved upper bound of endemic threshold
to be compared with βHMF.
The expression on the right hand side of Eq. (32) is closely related to so-called rich-club
phenomenon of networks [29, 30], characterized with a high connectivity between nodes with
large degree, and to the presence of a k-core [31], as we discuss further below. Formally, the
rich-club phenomenon is defined by focusing on [29, 30]
φ(k) ≡
2E>k
N>k(N>k − 1)
, (33)
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where N>k is the number of nodes with degree larger than k and E>k is the total number of
links between these nodes. The value of φ(k) for the original network is usually compared to
φrand(k) of a network generated by randomly rewiring links while preserving degree of each
node. If φ(k) > φrand(k) for large values of of k, the network is said to exhibit the rich-club
phenomenon [30]. The factor 2Ec/Kc which appears in Eq. (32) is similar to φ(k) and we
expect that β would estimate βc better especially when the network has the rich-club structure
(see Sec. 3.2.4 for a real network example). It should be noted that our derivation of Eq. (32)
results from the stability analysis of the dynamical process while φ(k) is purely based on network
structure. The sufficient condition β depends on the rate of contacts inside high degree nodes,
as previously, but also on the structure of the network, via the existence of links between
these high-degree nodes. The extent to which β improves βHMF depends on the underlying
network. It is also important to stress that structure becomes more and more important as DI
is increased, and the disease rapidly mixes in the population.
It is worth noting the relationship between our upper bound β given by Eq. (32) and another
upper bound recently derived based on a mean-field approximation taking into account the
correlation of degrees between adjacent nodes [11],
β > βMFC ≡ min
ki
{
[µ+ (1− P (ki|ki))DI]
(
ki
〈k〉
ρ
)−γ}
, (34)
where the subscript MFC stands for mean-field approximation with correlated structure. If
P (kc|kc) = 2Ec/Kc holds true for the kc minimizing both Eqs. (32) and (34), βMFC is equivalent
to β. The accuracy of each upper bound is expected to vary depending on the structural
correlations present in the network. It should be noted that the derivation of βMFC [11] assumes
a mean-field approximation of the dynamical process, where nodes with the same ki value behave
in the same manner (as we saw in Eqs. (5) and (6) in Sec. 2.2). In contrast, our derivation
of β is directly derived from Eq.(3) and is free from such an approximation. It should also
be noted that βMFC does not take into account, by definition, structural correlations beyond
those of the degrees between adjacent nodes, and that βMFC is determined by point correlation
12
P (ki|ki). The upper bound β is also affected by degree correlations, but it depends on the global
structure of the network, as the rich-club phenomenon, because correlations are considered in a
range of ki. We will compare the accuracy of β and βMFC in the next section for both synthetic
and empirical networks.
3.2 Numerical results
In this section, we investigate the accuracy of the upper bounds of βc (that we obtained and
reviewed in Sec. 3.1) by comparing them with numerical simulations of the epidemic dynamics.
For the sake of simplicity, we assume DS = DI and fix (µ, ρ) = (1, 100). We focus on three
parameters (β, γ,DI) and calculate f
∗
I ≡
∑
i ρ
∗
I,i/np, which is the fraction of infected particles at
the steady state, for different parameter values. For all numerical simulations, we set the initial
condition to (ρS,i, ρI,i) = (ki/〈k〉ρ, 0) (1 ≤ i ≤ N) except for the initially infected node j which
is chosen at random and assigned with ρI,j = 4 and ρj = kj/〈k〉ρ. Even above the endemic
threshold, the SIS dynamics can hit the absorbing state, i.e., the disease-free equilibrium with
non-zero probability, due to stochastic fluctuations. To circumvent this issue and compute the
stationary state, we adapt the so-called quasi-stationary simulation method [32–34] in which,
every time the system reaches the absorbing state, the configuration of the nodes’ states is
replaced with one chosen randomly from the history. We also implement the simulation as it is
done for migration processes [35], by not distinguishing particles and keeping only (ρS,i, ρI,i) for
each node. The time evolution is simulated as a set of transitions of the Markov chain in which
a state corresponds to a configuration {(ρS,1, ρI,1) , . . . , (ρS,N , ρI,N)} [35]. For each combination
of parameters’ values, we calculate f ∗I as follows. We run the epidemic process from t = 0 to
t = T ≡ 1000/DI, which is 1000 times longer than the characteristic time scale of particles’
migration. In this period, ρi converges to its stationary distribution. Then we take average of
fI(t) ≡
∑
i ρI,i(t)/np over T/2 ≤ t ≤ T and regard this average as the stationary value f
∗
I .
This section consists of the following four parts. In Sec. 3.2.1, we consider the cases of
a random regular graph with k = 4 and a square lattice in order to confirm that regular
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networks exhibit the same behavior, independently of their internal organization. In Sec. 3.2.2,
we consider the case of the wheel graph in order to show that the sufficient condition holds true
for a network whose structure differs from that of random graphs. In Sec. 3.2.3, we consider
the case of random bimodal graphs with degree correlations, where ki takes either of two values
and where the degree correlation is given by P (ki|kj), in order to systematically investigate the
accuracy of the upper bounds in the presence of correlations. Finally, in Sec. 3.2.4, we consider
the case of the US airports network, and show that the endemic threshold for a real-world
rich-club network is closer to β than to βHMF and βMFC.
3.2.1 Random regular graph and square lattice
We generate an instance of the random regular graph with degree k = 4 with the use of
configuration model [36, 37]. We also use the square lattice with periodic boundary condition
in both directions, i.e., the lattice on the surface of a torus. We set N = 1024 for both networks.
In Fig. 1, the fraction of infected particles at the stationary state, i.e., f ∗I , is plotted with color
maps as a function of focal parameters (β, γ,DI). Figures 1(a) and 1(b) show the results on
the (β, γ)-plane. Although we observe deviation in the f ∗I values due to the fluctuation of
stochastic simulations, the theoretical prediction of βc = µρ
−γ (drawn as the dotted line) fits
well with the simulation results. Figures 1(c) and 1(d) show the results on the (β,DI)-plane.
The simulation results indicate that the onset of the endemic state does not depend on DI,
which is consistent with the theoretical prediction βc = µρ
−γ. In those figures, the regular
random graph and square lattice are quantitatively indistinguishable, despite the fact that the
former is appropriate for a mean-field approximation and the latter not.
3.2.2 Wheel graph
The wheel graph with N nodes consists of a cycle with N −1 nodes and a single hub connected
to the rest of the nodes. Nodes on the cycle have degree 3 and the node at the center has
degree N − 1. The average degree of the N -wheel graph is equal to 〈k〉 = 4(N − 1)/N . For
the wheel graph, β = βHMF = βMFC holds true and are equal to (µ +DI) ((N − 1)/〈k〉ρ)
−γ if
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N ≫ 1. In Fig. 2(a), f ∗I is plotted on the (β, γ)-plane with DI = 1. The upper bound is shown
as the dashed line and is very accurate except for 0 ≤ γ . 0.2. In Fig. 2(b), f ∗I is plotted on the
(β,DI)-plane with γ = 0.5. The upper bound is shown as the dashed line again but is not tight
when 0.6 . D < 1. As a summary, the sufficient conditions given by Eqs. (26), (32), and (34)
provide accurate description of the epidemic threshold even for a network where a mean-field
assumption is not expected to hold.
3.2.3 Random bimodal graphs with degree correlation
In the previous sections, we have focused on random graphs with no correlation and on more
regular graphs. However, real-world networks are neither purely random nor deterministic
but often exhibit structural correlations. A typical example of structural correlation is the
correlation of the degrees between adjacent node pairs, so-called degree assortativity [38, 39]. If
two adjacent nodes tend to have similar degree values, the network is called assortative. If the
nodes with a large degree tend to be connected to the nodes with a small degree, the network
is instead called disassortative. Empirical observations suggest that similar types of networks
are characterized by similar levels of assortativity [37]. The degree assortativity is quantified
by the degree assortativity coefficient r which is defined as the Pearson correlation coefficient
of the degrees of adjacent nodes [38, 39] and has values in the range −1 ≤ r ≤ 1. A positive
(negative) r value represents an assortative (disassortative) network. Determining the influence
of degree assortativity on the accuracy of the upper bounds βHMF, β, and βMFC is the main
purpose of this section.
In order to tune the assortativity present in the networks, we generate instances of random
bimodal graph with degree correlations as follows. In the random bimodal graph, a node has
its degree equal to either of two values denoted by k1 and k2 (k1 > k2), with probability a and
1−a, respectively. The degree assortativity coefficient is determined by the parameter P (k1|k2)
which is the probability of a random link to have a node with degree k1 as an end under the
condition that the other end has k2 [40], and equal to r = 1 − (ak1 + (1 − a)k2)P (k1|k2)/ak1
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(see Appendix A for the derivation). We also calculate the expecting values of β and βMFC as
(see Appendix B for the derivations),
β = min
[(
µ+ (1− r)
(1− a)k2
〈k〉
DI
)(
k1
〈k〉
ρ
)−γ
, µ
(
k2
〈k〉
ρ
)−γ]
, (35)
βMFC = min
[(
µ+ (1− r)
(1− a)k2
〈k〉
DI
)(
k1
〈k〉
ρ
)−γ
,
(
µ+ (1− r)
ak1
〈k〉
DI
)(
k2
〈k〉
ρ
)−γ]
. (36)
Because (1− r)ak1DI/〈k〉 ≥ 0, β ≤ βMFC holds true regardless of parameter settings. In other
words, β is eqivalent to or better than βMFC as an upper bound of βc for the random bimodal
graph.
In Fig. 3, f ∗I is plotted as a function of β for random bimodal graphs with disassortative,
neutral, and assortative degree correlations. We consider two values of γ, γ = 0.1 and 0.5. For
γ = 0.1, that is when the dependency of infection rate on population size is weak, β provides a
more accurate estimation of the endemic threshold than βMFC for the disassortative and neutral
cases (Figs. 3(a) and 3(b)). For the assortative case, β is less accurate than, but comparable with
βMFC (Fig. 3(c)). In all three cases, βHMF gives the poorest performance. When γ = 0.5 and
the dependency of infection rate on population size is strong, β gives less accurate estimation
than βMFC for all the three cases (Figs. 3(d), 3(e), and 3(b)) and the difference between the
two upper bounds increases with r. The accuracy of the two upper bounds increases with r,
while βHMF remains the same regardless of the value of r. The increase in accuracy of βMFC
with r is expected because P (k1|k1) and P (k2|k2) become larger when r increases.
The theoretical results predict that β < βMFC for γ = 0.1 and r ∈ {−0.6, 0} and that
β = βMFC for (γ, r) = (0.1, 0.6) and γ = 0.5 (see Fig. B1 in Appendix B). The small discrepancy
between the theoretical predictions and the numerical results shown in Fig. 3 is probably due to
the assumption behind the theory, as we assumed that the network is a typical instance of the
random bimodal graph with a sufficiently large N . In contrast, in the numerical simulations,
we calculate β and βMFC for a single realization with N = 1000. Moreover, fluctuations in
the node degree arise due to formation of self-loops and multiple links between a pair of nodes
16
when generating the graph. Because β uses the exact value of degrees as the threshold, it is
affected by such fluctuations. This observation suggests that β theoretically provides a robust
estimate in a broad variety of degree correlations, while its accuracy may be sensitive to the
fluctuations due to randomness in network generation.
3.2.4 US airports network
In this section, we show simulation results on the US airports network [41, 42], a well-known
example of rich-club network [30]. The system is a directed network in which nodes correspond
to airports in the US and directed links between nodes represent directed flights between two
airports in 2010 [41]. We discard the direction of all the links and regard it as an undirected
network. We focus on its largest connected component with N = 1572 nodes and E = 28235
links. The degree assortativity coefficient r of the focal network is equal to −0.1134. The rich-
club structure fosters the assortative mixing in the network, but it does not always lead to a
positive r value of the whole network because the rich-club phenomenon pays attention only to
the nodes with large k values. In this sense, the relationship between the degree correlation and
rich-club phenomenon is not trivial. With numerical simulations, we examine to what extent
β improves βHMF and βMFC in this empirical network relevant to real-world epidemics.
In Fig. 4(a), we first evaluate the dependence of the r.h.s. of (32) and (34) on k for γ = 0.1.
The minimum value of each curve corresponds to β and βMFC, respectively. Because βHMF
is independent of k, it is plotted as a horizontal line. While the r.h.s. of Eq. (32) follows a
U-shape curve and takes its minimum at k = 17, the r.h.s. of Eq. (34) monotonically decreases
with k and takes its minimum at k = kmax = 314, and its minimum value is equal to βHMF.
Therefore, one finds βMFC = βHMF for the US airports network when γ = 0.1.
In Fig. 4(b), f ∗I is plotted as a function of infection rate β with γ = 0.1. The results of
numerical simulations indicate βc ∼ 0.56. The vertical arrows point the three upper bounds
β, βHMF, and βMFC, with βHMF and βMFC overlapping, as we saw in Fig. 4(a). It is clear that
βHMF (equal to 0.967) is far from the value βc measured in the simulations, whereas β (equal to
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0.729) drastically improves the estimation. These results support our main claim that rich-club
networks have a smaller upper bound for βc than non rich-club networks with the same degree
sequence.
The difference between the upper bounds is then studied for values of γ in the range (0, 1],
as an exact expression of βc can be derived for γ = 0, and that the three upper bounds are
invalid for this value (see Sec. 3.1.1). In Fig. 4(c), we plot the values of βc estimated from
the simulations and the three upper bounds are plotted as a function of γ. We observe that
βMFC is very close to βHMF over the whole the range of γ for this network. For 0 < γ . 0.2,
β is more accurate than βHMF and βMFC and closer to the simulation results, while the three
upper bounds are equivalent for large values of γ (see the inset of Fig. 4(c)). Interestingly,
real-world data tend to present small values of γ [12, 18], in the regime where β improves most
the accuracy of the estimate.
4 Discussion
In the present study, we have investigated the SIS epidemic dynamics on arbitrary metapopu-
lation networks where the infection rate at each node depends on its population size. We have
proved that the upper bound of endemic threshold βc, previously obtained on the basis of an
heterogeneous mean-field approximation, holds true even for arbitrary networks, regardless of
this approximation. For an arbitrary network, the upper bound is achieved by assuming that a
single node with the largest degree determines the onset of the endemic state. In addition, we
have derived an improved upper bound for the endemic threshold, which decreases when the
network possesses more links between large degree nodes. This structural property is directly
related to the so-called rich-club phenomenon, observed in a variety of real-world networks. We
have verified the resulting upper bounds with numerical simulations on network models, and
on an empirical network, the US airports network, exhibiting the rich-club phenomenon and
relevant to epidemic spreading.
Our finding that rich-club networks favor epidemic spreading is reminiscent of recent results
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showing connections between endemic threshold and k-core structure for SIS dynamics on
quenched contact networks (i.e., networks between individuals) [43]. A k-core in a network is
defined by the subgraph remaining after repeatedly removing nodes with degree smaller than
k while recalculating nodes’ degree on every node removal [31]. By definition, a k-core with a
large k represents a highly-connected subgroup of nodes with large degrees. It was shown with
numerical simulations [43] that nodes in the k-core sustain infection, a mechanism related to
the finding that these nodes are influential initial spreaders for susceptible-infected-recovered
(SIR) epidemic dynamics [1] on contact networks [44]. It should be noted that, prior to these
physical studies, the impact of coreness in epidemic process was established in public health
studies (e.g., [45–47]). Although we considered metapopulation networks instead of contact
networks, our finding suggests that a similar mechanism might occur in our case, as a highly-
connected subgroup of nodes with large degrees sustains infection and favors onset of an endemic
state.
This work opens interesting research questions related to epidemic dynamics on metapopu-
lations networks. First, the upper bound β is essentially obtained by estimating the principal
eigenvector of the Jacobian matrix of the disease-free equilibrium, by using local network struc-
ture only (namely, node degree ki). As we have shown in the US airports network, this upper
bound improves results obtained in the mean-field approach, but there is still room for improve-
ment in order to predict the actual βc measured in numerical simulations. Further improvement
could be found by taking into account higher-order structural properties, such as community
structure [48]. Second, in this paper, we have focused on the endemic threshold solely, but other
quantities describe other properties of the dynamical process, often crucial from a theoretical
point of view but also in practical public health. An important example is the fraction of in-
fected particles at the stationary state, which requires nonlinear analytical approaches because
the nonlinear terms associated with ρS,iρI,i are not negligible and the linearization of the system
fails in this regime.
19
Acknowledgments
The authors thank to Naoki Masuda and Petter Holme for valuable discussions. This work was
partly supported by Bilateral Joint Research Projects between JSPS, Japan, and F.R.S.–FNRS,
Belgium. R.L. acknowledges support from FNRS, EU-FP7 project ‘Optimizr’, IAP DYSCO
and ARC ‘Mining and Optimization of Big Data Models’. The data of the US airports network
is downloaded from the Koblenz Network Collection, http://konect.uni-koblenz.de/.
Appendix A: Degree assortativity coefficient r for the ran-
dom bimodal graph
From Eq. (51) in Ref. [49], we can rewrite the degree assortativity coefficient r as
r = 1−
〈k〉〈k3〉 − 〈k〉
∑
k k
2knn(k)P (k)
〈k〉〈k3〉 − 〈k2〉2
, (A1)
where knn(k) is the average degree of the nearest neighbor nodes associated with a node with
degree k,
knn(k) =
∑
k′
k′P (k′|k). (A2)
We suppose that a node in the random bimodal graph has degree k1 and k2 with probability
p(k1) = a and p(k2) = 1− a, respectively (k1 ≥ k2). The degree correlation is governed by the
conditional probability p(k1|k2) that is the probability with which a random link is connected
to a node with k1 under the condition that the other end node has k2. For the random bimodal
graph, we derive:
〈kn〉 = akn1 + (1− a)k
n
2 (n = 1, 2, 3, · · · ), (A3)
knn(k) =
{
k1
{
1− (1−a)k2P (k1|k2)
ak1
}
+ k2
(1−a)k2P (k1|k2)
ak1
(k = k1),
k1P (k1|k2) + k2 (1− P (k1|k2)) (k = k2).
(A4)
When we substitute them into Eq. (A1) and simplify the equation, we obtain
r = 1−
(ak1 + (1− a)k2)P (k1|k2)
ak1
. (A5)
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Appendix B: Analytical expression of β and βMFC for the
random bimodal graph
For the random bimodal graph, β (Eq. (32)) is equal to the smaller one in the two terms, i.e,
either of the cases with kc = k1 and kc = k2. We obtain Ec for kc = k1 and kc = k2 as
Ec =
{
MP (k1, k1) =M
k1P (k1|k1)
〈k〉
P (k1) =
aNk1
2
{
1− (1−a)k2P (k1|k2)
ak1
}
(kc = k1),
M (kc = k2),
(B1)
whereM is the total number of links and we use identity M = 〈k〉N/2. In addition, Kc is given
by
Kc =
{
Nk1p(k1) = aNk1 (kc = k1),
2M (kc = k2).
(B2)
By combining Eqs. (B1) and (B2), we derive
1−
2Ec
Kc
=
{
(1−a)k2P (k1|k2)
ak1
= (1− r) (1−a)k2
〈k〉
(kc = k1),
0 (kc = k2).
(B3)
To derive the equation for the case with kc = k1, we use
P (k1|k2) = (1− r)
ak1
〈k〉
, (B4)
which is obtained by transforming Eq. (A5). Finally, we derive
β = min
[(
µ+ (1− r)
(1− a)k2
〈k〉
DI
)(
k1
〈k〉
ρ
)−γ
, µ
(
k2
〈k〉
ρ
)−γ]
. (B5)
As a reference, βMFC (Eq. (34)) for the random bimodal graph is derived as
βMFC = min
[(
µ+ (1− r)
(1− a)k2
〈k〉
DI
)(
k1
〈k〉
ρ
)−γ
,
(
µ+ (1− r)
ak1
〈k〉
DI
)(
k2
〈k〉
ρ
)−γ]
, (B6)
where we use
P (k1|k1) = 1− P (k2|k1) = 1−
(1− a)k2P (k1|k2)
ak1
, (B7)
P (k2|k2) = 1− P (k1|k2), (B8)
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and Eq. (B4). In Fig. B1, β and βMFC are plotted as a function of degree assortativity coefficient
r while the parameters are set to the values we used in Sec. 3.2.3. For γ = 0.1 and −1 ≤ r . 0.5,
β < βMFC holds. Otherwise, the two upper bounds are equivalent under these parameter
settings.
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Figure 1: Results of numerical simulations on (a),(c) the random regular graph with k = 4
and on (b),(d) the square lattice, both with N = 1024. Fraction of infected particles at the
stationary state, denoted by f ∗I , are plotted as color maps on (a),(b) (β, γ)-plane and on (c),(d)
(β,DI)-plane. We set DI = 1 for (a),(c), and γ = 0.5 for (b),(d). The dotted lines represent
the theoretical prediction of βc = µρ
−γ.
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Figure 2: Results of numerical simulations on the wheel graph with N = 100. Fraction of
infected particles at the stationary state, denoted by f ∗I , are plotted as color maps on (a)
(β, γ)-plane and on (b) (β,DI)-plane. We set DI = 1 for (a) and γ = 0.5 for (b). Dotted lines
represent the upper bound of βc given by β = (µ+DI)((N − 1)/〈k〉ρ)
−γ.
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Figure 3: Results of numerical simulations on the random bimodal graph with degree correlation
with (N, k1, k2, a) = (1000, 16, 2, 1/7). Fraction of infected particle at the stationary state,
denoted by f ∗I , are plotted as a function of β for (a),(b),(c) γ = 0.1 and (d),(e),(f) γ = 0.5. We
set the degree assortativity coefficient r to (a),(d) −0.6, (b),(e) 0, and (c),(f) 0.6. The vertical
arrows indicate the three upper bounds: The solid ones are β, the dotted ones βMFC, and the
dashed ones βHMF.
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Figure 4: Results of numerical simulations on the US airports network. (a) Factor on the
right hand side of Eq. (32) which is given by (µ+ (1− 2Ec/Kc)DI) (kcρ/〈k〉)
−γ as a func-
tion of kc (filled circles), and the factor on the right hand side of Eq. (34) which is given by
(µ+ (1− P (ki|ki))DI) (kiρ/〈k〉)
−γ as a function of ki (open squares). The solid horizontal line
indicates βHMF = (µ + DI)(kmaxρ/〈k〉)
−γ. (b) Fraction of infected particles at the stationary
state, denoted by f ∗I , as a function of infection rate β (open circles). The solid, dashed, and
dotted arrows point three upper bounds β, βHMF, and βMFC, respectively. We set DI = 1 and
γ = 0.1 for (a),(b). (c) Dependency of the endemic threshold on γ. The open circles indicate
β above which f ∗I > 1/ρ holds true for the simulations. Inset: the ratio of β to βHMF shown in
the main panel.
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Figure B1: Upper bounds β (Eq. (B5), solid) and βMFC (Eq. (B6), dashed) as a function of
degree assortativity coefficient r for the random bimodal graph. We set (a) γ = 0.1 and (b)
γ = 0.5. Other parameters are fixed to (k1, k2, a, ρ,DI) = (16, 2, 100, 1), the same values as we
used for the numerical simulations described in Sec. 3.2.3.
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