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1. Introduction 
 
A generalized two component Pólya urn, whose individual integer populations BA,  
evolve stochastically in discrete time, may be defined by, 
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for a given exponent   and initial condition ),(),( baBA  . For the choice 1  this 
is simply the standard Pólya urn process [1, 2], which arises naturally in the physical, 
life and social sciences in areas such as evolutionary theory, epidemiology and 
computer informatics [3, 4]. For the choice 1  one has instead the Friedman urn 
process [5, 6] which appears in the analysis of competition and conflict [7, 8]. Given 
this ubiquity, the generalization through (1) suggests itself and similar constructs arise 
in the context of clinical trials [9], neuronal development [10], the organization of 
growing networks exhibiting preferential attachment [11-13] and the emergence of 
macrostructure in economics [14, 15]. If we think of (1) as a model of competing 
population growth, then inherent in the model for 0  is the idea of growth 
reinforcement, a tendency colloquially referred to as ‘the rich get richer’.  
 
The main topic of focus in this paper is to study the opposite tendency, namely 
the likelihood that, given an initial population imbalance, the smaller population 
eventually becomes the larger, or is the larger after a certain time. The issue of ‘role-
reversal’ of population sizes (and related to it the issue of the time to first achieve 
equality) is of interest in many of the aforementioned areas of application [16]. This 
fluctuation-driven phenomenon has been studied for the standard Pólya urn process 
using conventional combinatorial techniques [17]. The corresponding analysis when 
1  requires a different approach.  
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One can represent the process evolving under (1) as a directed random walk or 
lattice path on a two-dimensional lattice whose axes correspond to the populations A  
and B ; see figure 1. Starting from a point ),( ba , where without loss of generality we 
assume ba   throughout the paper, the question of role-reversal is then equivalent to 
studying if or when a given path crosses the line AB  . We characterize this (using 
the terminology of [17]) by calculating the first passage probability ),( baGn  that a 
path of the process reaches the line AB   for the first time precisely at the point 
),( nn , and the related exit probability ),(),( baGbaE j
n
ajn  , which is defined as the 
probability that a given path reaches the line AB   no later than the point ),( nn . The 
survival probability ),(1),( baEbaE nn   provides a measure of persistence with 
respect to the time-like parameter n ; in addition, following appropriate manipulation 
the exit probability yields the role-reversal probability )( ABPS   that after a given 
number of steps S  the population that was initially the smaller is now the larger. For 
a general overview of first passage processes and persistence see [18, 19].  
 
It is known that the standard Pólya urn process )1(   is transient, which means 
that a given path as described above is not guaranteed to cross the line AB   (in 
other words, if we consider the population difference variable BA  evolving as 
a function of the number of steps S  then there is a non-zero probability that   will 
not reach zero as S ). On the other hand, the isotropic random walk )0(   is 
recurrent, which means that a given path is guaranteed to eventually cross the line 
AB   (the term ‘isotropic’ is appropriate in the sense that, with each step,   
increases or decreases with equal probability 2
1  when 0 ). Thus the behaviour 
changes qualitatively at some critical value 10   and the critical case turns out to 
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be 2
1  (which itself is marginally recurrent). The analysis of the quantities 
),( baGn  and ),( baEn  illustrates this transition in behaviour at 2
1  in a new and 
interesting way.  
 
The long-time asymptotic dynamics under (1) has been studied previously using 
special embedding techniques (which we later adapt to our present purpose) and it is 
already known that as the number of steps or the elapsed time S  the following 
occurs almost surely [10, 20-22]:  
 
1. If 2
1 , both populations tend to infinity but, in doing so, alternate as to 
which is the largest arbitrarily many times; 
2. If 12
1  , both populations tend to infinity but beyond a certain (realization 
specific) time one is always larger than the other; 
3. If 1 , one of the populations tends to infinity whilst the other remains finite. 
 
The three distinct regimes, in order, are referred to as almost balanced, eventual 
leadership and monopoly. Such marked changes in behaviour (akin to phase 
transitions) occurring at 1  as well as at 2
1  demonstrate the richness of the 
model. The standard Pólya urn )1(   exhibits marked sensitivity to initial 
conditions and large realization-to-realization fluctuations, a key property being that 
the ratio BA /  approaches a well-defined limiting value but one which is realization 
specific [3, 4]. The results here extend to general   what is known as regards the 
dependency on initial conditions as well as the system state at a given finite time.  
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The representation of the process in terms of the time evolution of the population 
difference variable   highlights a close connection between the dynamics under (1) 
and a model of history-dependent (long-range correlated) random walks which finds 
application in characterizing financial data, coarse grained DNA strings and even 
written texts [23, 24]. Characteristically these walks exhibit super-diffusive behaviour 
when a parameter exceeds a certain value (corresponding to 
2
1  in the present 
case). The link with the Pólya and Friedman urn processes was pointed out in [25]; 
the present work provides fresh insights.  
 
The paper is structured as follows. In Section 2, an embedding procedure is 
introduced based on continuous-time birth processes. This is used in Section 3 to 
calculate exact results for any   for various quantities, in particular the exit 
probability ),( baEn  and the first passage probability ),( baGn . The underlying 
mathematical structure of the transition at 2
1  is made transparent using an 
approximation scheme based on the asymptotic normality of the underlying birth 
processes. Comparison is also made with the results of simulations, with excellent 
agreement. By setting 1  certain known results for the standard Pólya urn process 
are re-derived, but in a quite different form. Finally, in Section 4, the results are 
discussed and avenues for further work are identified.  
 
2. Dynamical embedding 
 
As discussed above, a given realisation or lattice path of the process starts from the 
point ),( ba  and, after a fixed number of steps S  (the elapsed time), ends at the point 
),( BA  which lies on the line SbaBA   (see figure 1). The calculation of the 
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various quantities of interest involves summing over a defined set of paths, but 
conventional combinatorial arguments cannot be used (except for the special cases 
0  and 1 ) since for general   paths between two given points do not 
necessarily have the same probabilistic weight (e.g. compare the weights of the two 
paths between the points ),( ba  and )1,1(  ba  for ba  ). This is a significant 
complicating factor which requires a different approach to the problem.  
 
To this end, we adapt the embedding techniques used in [10, 20-22] which draw 
on the theory of branching processes [26]. The basic idea was seemingly first 
described in [27], then developed further in [28, 29] and has been reviewed in [30, 
31]. Let )(tX  be a birth process [26, 32] on the non-negative integers j  with state-
dependent transition rates j , and suppose aX )0( . Let )(tY  be an independent 
version of the same process with bY )0( , and consider the probability that )(tX  
makes the jump from a  to 1a  before )(tY  makes the jump from b  to 1b . Using 
elementary properties of birth processes (see Appendix A) we have, 
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and correspondingly )/())1,(),Pr((  abbbaba  . With reference to (1) we 
see that this generates the correct transition probabilities for the first step of the 
process. Since birth processes are memoryless, it follows that if we track the time 
evolution of )(tX  and )(tY  then the time-ordered sequence in which the jumps occur 
corresponds uniquely to a lattice path and has the same probabilistic weight; see 
figure 2. One can therefore sum over defined sets of lattice paths by integrating over 
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all possible realisations of )(tX  and )(tY  consistent with the given boundary 
conditions. The elegant feature is that the independence of )(tX  and )(tY  makes this 
a relatively straightforward task. All one requires are two quantities for )(tX  (and the 
corresponding quantities for )(tY ), namely the probability );,( tkaP  of being in state 
k  at time t  and the closely related probability density function );,( Tkap  for the first 
passage time T  to reach state k . These are derived in Appendix A.  
 
3. Calculations 
 
3.1 The exit probability 
 
One can use these ideas to calculate the first passage probability ),( baGn  and the exit 
probability ),(),( baGbaE j
n
ajn  , as defined in the Introduction. It turns out that it is 
actually easiest to calculate ),( baEn  directly without first having to calculate 
),( baGn ; the latter then follows naturally since ),(),(),( 1 baEbaEbaG nnn  . Let us 
consider paths on the lattice where the lines 1 nA  and 1 nB  are taken to be 
absorbing. This is a purely technical device and when required we will take the limit 
n . Let us consider in particular all the paths which start at ),( ba  where ba   
and end on the absorbing line 1 nB  rather than the absorbing line 1 nA . Each 
such path must necessarily reach the line AB   for the first time at some point ),( kk  
where nka  ; see figure 1. By symmetry, for each such path there is also a 
reflected path from this point onwards, of equal probabilistic weight, which ends on 
the line 1 nA  rather than the line 1 nB . Therefore, by summing over all the 
paths which end on the line 1 nB  one captures precisely half the probabilistic 
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weight of all the paths that reach the line AB   no later than the point ),( nn . The 
latter, of course, is ),( baEn , the quantity we seek, and thus to calculate it one simply 
has to integrate over realisations for which at the time the process )(tY  makes the 
transition to state 1n  the process )(tX  is not in state 1n , and multiply by a factor 
of two; 
 
  .);1,(1);1,(2),(
0
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Using (A4) and (A6) in Appendix A one obtains after carrying out the integral and 
simplifying using the partial fraction identity (A8), 
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This result is exact. One can check that ),( baEn  satisfies, based on an elementary 
decomposition, the recurrence equation;
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with 1),( aaEn  for an  . This admits an obvious interpretation. The exact 
expression for ),( baEn  for the special case where 0  is given in Section 3.4. 
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One can derive another integral representation for the exit probability. Consider 
all realisations for which, at the time the process )(tX  makes the transition to the 
absorbing state 1n , the process )(tY  is already in the absorbing state 1n . All 
such realisations have the property that at the earlier time the process )(tY  reached 
state 1n , )(tX  was not in state 1n ; see figure 2. This observation in conjunction 
with earlier arguments leads to, 
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where the last step uses the relationship given below (A6) in Appendix A. This result 
plays an important role below. By setting ab  , integrating by parts and exploiting 
the normalisation of );1,( Tnap   one has a quick check that 1),( aaEn .  
 
In figure 3, a comparison is made between ),( baEn  based on numerical 
simulations using the local rules (1) and the exact result (4), in this instance plotted as 
a function of n  for various values of  . The agreement is excellent. The results 
given in the Introduction imply that 1),( baEn  as n  for 2
1  whilst 
),( baEn  saturates to a value 1),(  baE  for 2
1 . One cannot easily infer this from 
(4) but we can justify it using a scheme for making asymptotically accurate 
approximations based on the integral representation (6).  
 
 11 
The key idea is that the first passage time T  for the birth process )(tX  to reach 
state 1n  starting from state a  is asymptotically normal. Let us write quite 
generally, 
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where )1,( na
 
and )1,(2 na  are the mean and the variance of T  respectively 
(see Appendix A); 
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We note for future reference that  )1,(2 na  as n  when 
2
1 . The 
function );1,( Tna  , which describes the deviation from normality, is bounded in 
the strict sense that (see Appendix B),  
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where C   is a constant of order unity. One can now employ (7) in conjunction with 
(6) to derive accurate approximations for the exit probability in various limits. First 
we extend the lower limit of both integrals in (6) to  , which introduces no error 
since the probability density is zero for 0T . After carrying out the ‘leading order’ 
double integral one obtains, 
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where )(z  with 0z  is simply the cumulative distribution function of the standard 
normal distribution (which in turn may be written in terms of the error function); 
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and use has been made of the integral identity, 
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The ‘correction’ term ),( baEn  in (10) contains the contributions to (6) arising 
from integrals involving the functions );1,( Tna   and );1,( Tnb  . Elementary 
manipulations show that 0),( aaEn ; more generally, using the definition in (9) 
one has the bound )1,(2)1,(2),(  nbRnaRbaEn . When 2
1  it follows 
from (8, 9) that )1,( naR  and )1,( nbR  must tend to zero as n  for any fixed 
ba,  and so 0),( baEn  as n . Moreover, since the argument of the first term 
in (10) tends to zero from below as n , this rigorously proves that 1),( baEn  
as n  for 2
1 . When 2
1  the situation is different since one cannot deduce 
from (8, 9) that )1,( naR  and )1,( nbR  tend to zero as n  for fixed ba, ; 
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indeed they are strictly positive in the limit. However, if in addition we let ba,  
in such a way that an  and bn  also, then once again one may show 
using (8, 9) that )1,( naR  and )1,( nbR  must tend to zero and so 0),( baEn . 
Under these conditions the first term in (10) provides a progressively more accurate 
estimate for ),( baEn  for any value of  . Numerically this term is found to provide an 
excellent approximation to ),( baEn  if a  and b  are close, even if a  and b  are 
relatively small.  
 
We can refine this argument and expand upon what is meant by ‘close’ by 
defining the scaling variables N ,   and   such that, 
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and then considering the behaviour of ),( baEn  in the limit N  with 0  and 
1  fixed but otherwise arbitrary. Rearranging (13) one sees that ][
2
1 NNa  , 
][
2
1 NNb   and Nn 
2
1 ; thus these primary variables tend to infinity in such a 
way that 0),( baEn  for any value of  . It follows that, 
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and this is exact in the sense that the correction terms vanish as N  for all  . 
The result   )(2),( 1)1(   NObaE 
  derived in Appendix C for the case n , 
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1  supports the argument that, for fixed   and  , (14) provides a progressively 
better approximation the larger the value of baN  . Written explicitly in terms of 
the primary variables (now assumed to be finite but large) one therefore has the 
asymptotically precise estimate  ),(2),(ˆ babaE nn   where 
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This is consistent with the fact that 1),(  baE  if 2
1  whilst 1),(  baE  if 2
1 . 
Thus 2
1  marks a point of transition and we have an explicit estimate when 2
1  
for the limiting value ]12[2),(ˆ  baE . This generalizes the result given 
above for 1  and is more accurate the smaller the value of   (which then provides 
a measure of a  and b  being close). At the critical point 2
1  itself one can infer 
from (15) in a limiting sense;  
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which tends to zero (albeit slowly) as n . This is also consistent with the fact 
that the critical case 2
1  is marginally recurrent, i.e. 1),(
)(
2
1


 baE

. One can use 
(15, 16) to accurately describe the crossover behaviour over a broad parameter range.  
 
3.2 The survival probability  
 
The survival probability ),(1),( baEbaE nn   is the probability that a given 
path which starts at ),( ba  does not reach the line AB   by the point ),( nn , i.e. role-
reversal does not occur within the first banS  2  steps. In the case where 2
1  
we have 1),( baEn  as n  so the survival probability vanishes and from the 
way in which it vanishes one can define a persistence exponent p . Using (15, 16) 
one may infer when 
2
1  that )(),( )2/1(  nObaEn  as n , so that   2
1
p . 
This reproduces and extends the known result when 0  that 
2
1p  for an 
isotropic random walk [18, 19]. More specifically as n  for values of a  and b  
which are sufficiently large and close, 
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In figure 4 the relevant data from figure 3 is re-plotted and comparison is made with 
the asymptotic estimates provided by (17). The agreement for large n  is seen to be 
good, even for the marginal case 
2
1 . 
 
Interestingly, essentially the same results are found for the survival probability of 
a particular form of history-dependent random walk [23, 24]. To understand why this 
is the case, and building on the observations made in [25], consider again the random 
walk associated with the population difference variable BA  as a function of the 
number of steps S . One can write  2
1
2
1 )( baSA  and  2
1
2
1 )( baSB , 
whereupon, as long as )(So  as S , based on (1) one has for the transition 
probabilities at a given step after a large number of steps, 
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This is, in essence, the model studied in [23, 24]. The structure of (18) implies long-
range correlations whose strength is controlled by the parameter  . The analysis 
presented in [23, 24] shows (based on a corresponding continuous-time Fokker-
Planck equation) that the dynamics under (18) become super-diffusive when 
2
1 ; 
more precisely, the standard deviation of the process )( 2/1SOS   when 2
1  and 
)(  SOS   when 12
1  . In the current context this corresponds to the change 
from recurrent to transient behaviour evident in the exit probability ),( baEn . 
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3.3 The role-reversal probability 
 
There are situations where one is directly interested in the probability )( ABPS   that 
after S  steps role-reversal has occurred. There is a simple but important relationship 
between )( ABPS   and ),( baEn  which may be derived as follows. Suppose 
baS   is odd and consider the line 12  nBA  which will be reached in S  
steps where 12  banS ; see figure 1. Of all the lattice paths which contribute to 
),( baEn , i.e. that reach the line AB   at some point ),( kk  where nk  , precisely 
half (carrying half the probabilistic weight by symmetry) will subsequently intersect 
the line 12  nBA  at points where AB   (see figure 1). It follows immediately 
that ),()(
2
1 baEABP nS   where  )(2
1 baSn   and the results in Section 3.2 
may therefore be translated into a different context. This is a key result. In particular, 
in the limit S  we have that ),()(
2
1 baEABP   . This latter result was given 
in [33] for the standard Pólya urn, i.e. for 1  only; the result here is of much 
greater generality. We note in particular that 
2
1)(  ABP  if 2
1  and so in this 
regime the long-time behaviour is insensitive to the initial condition. 
 
If baS   is even rather than odd the situation is slightly more complicated. By 
now considering the line nBA 2  which will be reached in S  steps where 
banS  2  one can show that )(),()(
2
1
2
1 ABPbaEABP SnS   where 
)(
2
1 baSn  . The correction term )(
2
1 ABPS   arises due to the fact that the point 
),( nn  lies on the line nBA 2  when baS   is even. Although we do not have 
an explicit expression for )( ABPS  , it is clear it becomes ever smaller as S  
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and vanishes in the limit. Since )( ABPS   is zero if baS   is odd, for 
completeness one can write quite generally )(),()(
2
1
2
1 ABPbaEABP SnS   
where  )(2
1 baSn   and this holds for all baS  .  
 
3.4 The first passage probability 
 
Turning attention to the first passage probability ),( baGn  itself, this can be obtained 
from (4) using the fact that ),(),(),( 1 baEbaEbaG nnn  ;  
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This satisfies 0),( aaGn  for all an   with 1),( aaGa . In general, the rate of 
decay as n  is of most interest and based on the analysis that led to (15, 16) one 
finds for values of a  and b  which are sufficiently large and close, 
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with amplitudes, 
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In figure 5 we compare the results for ),( baGn  based on simulations with the results 
derived from the estimates given by (20, 21). The agreement for large n  is very good, 
even for the critical case 
2
1  when the convergence is slowest since the rate of 
decay of ),( baGn  is slowest. One can see based on (20) that, although role-reversal 
will happen with probability one for 2
1 , the expected number of steps or time for 
this to happen is infinite if 2
1
2
1   , and only becomes finite if 
2
1 . Such an 
insight is beyond that which can be deduced from the long-time asymptotic dynamics 
(as discussed in the Introduction) alone. 
 
3.5 Special cases 
 
For the special case 0  there is a simple combinatorial derivation invoking the 
reflection principle [32] and adapting the approach taken in Appendix C. One obtains,  
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The expression for the limiting exit probability as n  coincides with a particular 
hypergeometric function with its primary argument set equal to unity. Using Gauss’ 
hypergeometric theorem and other algebraic manipulations it may then be confirmed 
that 1),(
)0(  baE

, irrespective of the starting point. The behaviour as n  
deduced from (23) using Stirling’s approximation agrees precisely with (20).  
 
From (4) and (19) we obtain for the case 1 , which corresponds to the standard 
Pólya urn model,  
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These expressions are quite different in appearance from the expressions given in 
Appendix C which follow from conventional combinatorial arguments [17], but they 
may be shown to be equivalent numerically. It would be an interesting challenge to 
establish the equivalence by direct algebraic manipulation, but we do not pursue that 
here. Likewise one can derive the same quantities for the case 1 , which 
corresponds to the Friedman urn model for which there is no simple combinatorial 
derivation;  
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Calculating the first passage properties of the Friedman urn was posed as a challenge 
in [17], where it was conjectured that these would be much more analogous to the 
isotropic random walk than the standard Pólya urn. The wider analysis above 
encapsulated in (15) and (20) shows that this is indeed the case. 
 
4. Discussion 
 
In this paper we have considered the first passage properties of a generalized two-
component Pólya urn process, deriving exact results for the exit probability (4) and 
the related first passage probability (19). These results are not especially intuitive in 
isolation and their computation requires high numerical precision when the arguments 
are large. However, the integral representation (6) provides the basis for a powerful 
scheme for making asymptotically accurate approximations which capture the 
richness of the model both qualitatively and quantitatively. This complements 
previous analyses and also offers new insights into the behavioural change which 
occurs at the defined parameter value 
2
1 .  
 
From the perspective of population growth the parameter   provides a measure 
of the extent to which the elements of the populations are equally ‘participative’ in 
determining their subsequent evolution. Related ideas may be found in recent studies 
of ‘cumulative advantage’ in growing networks [16]. A very simple model of physical 
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aggregation in d-dimensions illustrates the concept and its subtlety. Imagine randomly 
arriving particles adhere to one of two spherical clusters, and suppose the probability 
of adhering is simply determined by relative volume. Then (1) applies with 1 ; this 
is the standard Pólya urn. If, on the other hand, the probability of adhering is 
determined by relative surface area, then (1) applies with 11  d . One might ask 
in this latter case whether, given an initial size imbalance, role-reversal is guaranteed 
to occur, i.e. that the two clusters are guaranteed to become equal in volume at some 
point in time if one waits long enough. The results here demonstrate that in three 
dimensions the answer is no )(
3
2 , whilst in two dimensions the answer is yes, but 
only just (
2
1 , the marginal case). The results also quantify the behaviour in several 
important respects.  
 
Various extensions of the work presented suggest themselves. One idea, given the 
generality of the embedding approach, would be to replace the ‘urn function’ x  in 
(1) with another function )(x . It is worth noting that the method of derivation is 
general enough to show that (4) and (19) remain valid for any non-degenerate set of 
variables )}({ k  under the universal replacement )(kk   . One could also define 
more general urn functions )(x  and )(y  which would allow for different treatment 
of each of the two populations. This may be directly applicable to the models 
discussed in [16]. From the perspective of history-dependent random walks, having 
noted the connection with the previous work discussed in [23, 24], it would be 
interesting to explore this link in more detail and perhaps also relate the present work 
to other types of random walks with memory [34-37]. Another possible avenue to 
explore is the recent study of random walks with extreme value memory discussed in 
 23 
[38]. Finally, we note a strong parallel with ideas emerging from studies of other 
generalised Pólya urn processes based on a scaling analysis of the correlation function 
relating the first and last step [39].  
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Appendix A. Birth processes 
 
Let )(tX  be a birth process on the non-negative integers j  with state-dependent 
transition rates 
j  and initial condition aX )0( , and suppose there is an absorbing 
state at 1 nj  where an  . The probability );,( tkaP  of being in state ak   at 
time t  satisfies the master equation,  
 
);,();1,(
);;,();1,()1();,(
tnaPktnaP
dt
d
nktkaPktkaPktkaP
dt
d




 (A1) 
 
with taetaaP
);,( . Let );,(
~
skaP  be the Laplace transform of );,( tkaP . From (A1) 
one obtains a recursion in the variable k  which may be iterated to give, 
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The inversion is an elementary exercise in residue calculus and one obtains from the 
first result in (A2) for nk  ,  
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For the absorbing state 1 nj  the inversion of the second result in (A2) gives, 
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One observes that 1);1,(  tnaP  as t , since every realisation of )(tX  will 
eventually be absorbed.  
 
The probability density function );,( Tkap  for the first passage time T  to reach 
state ak   is simply the transition rate from state 1k  multiplied by the probability 
of being in state 1k  at time T . In other words, );1,()1();,( TkaPkTkap   . 
Using (A2) and (A3) one obtains for 1 nk ,  
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Since 1)0;,(~ skap  it follows that 1);,(
0


dTTkap , as must be the case 
because all states are eventually accessed. Further, since the state 1 nk  is 
absorbing one must have  
t
dTTnaptnaP
0
);1,();1,( . To derive the mean 
),( ka
 
and variance ),(2 ka  of T  one simply has to note that the time jT  spent in 
state j  has density function j
Tj
j ejTjjp

  ),1,( , mean value 
  jj  and 
variance  22  jj . Given that the first passage time j
k
aj TT
1
 , it follows 
immediately that, 
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By retaking the Laplace transform of (A6) and equating it to (A5) one obtains a 
partial fraction identity which is true for all s ; 
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By setting 0s  one can show in conjunction with (A4) that 0)0;1,(  tnaP , as 
must be the case given the initial condition. Also, by taking the limit s  one can 
show from (A6) that 0)0;,( Tkap  for 1 ak .  
 
Appendix B. Asymptotic normality 
 
Under fairly general limiting conditions where ak,  in such a way that 
ak  as well, the first passage time T  to reach state k  starting from state a  is 
asymptotically normal in the sense that,  
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where )1,0(N  denotes standard normal distribution (zero mean, unit variance) whose 
cumulative distribution function )(z  is given by, 
 
.
2
1
)( 2/
2



z
x dxez

      (B2) 
 
The proof follows from the central limit theorem for independent but non-identically 
distributed random variables; these variables are the mean-shifted state times jjT  , 
where )(),( 1 jj
k
aj TkaT  

 . Application of the Berry-Esseen theorem [32] 
implies that the cumulative distribution ),,( zkaF  of the variable Z  satisfies,  
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for some constant C  (which is less than unity). The expectation ][E
3
jjT   may be 
calculated explicitly using results from Appendix A; 
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Under the stated limiting conditions ak,  with ak  the right hand side of 
(B3) tends to zero for all  , which establishes (B1). 
 
Alternatively, the characteristic function );,(  kaz  of the variable Z  may be 
obtained from the Laplace transform (A5) after a change of variables; 
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which after taking logarithms may be written as, 
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In the stated limit one may expand the logarithm on the right hand side of (B6) to 
derive,  
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and this also establishes (B1) since 2/
2e  is the characteristic function of the standard 
normal distribution density 2/
2
1
2ze

 [32].  
 
Appendix C. The standard Pólya urn 
 
When 1  the probabilistic weight of each contributing path based on (1) between 
start point ),( ba  and end point ),( BA  is the same. The end-point probability 
),()1( BAPS
  that, after a fixed number of steps S  a path finishes at the point ),( BA , 
where baBAS  , is then given by, 
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Using (C1) and by invoking the reflection principle, the first passage probability that a 
path reaches the line AB   for the first time at the point ),( nn  is [17],  
 
.
)!12()!()!()!1()!1(
)!1()!12()!1)((
),(
2
),(
2
)1(
2
)1(






 

nbnanba
nbanbaba
nnP
ban
ba
baG bann

  (C2) 
 
 29 
From this one can write down an expression for the exit probability that a path of the 
process reaches the line AB   no later than the point ),( nn  using the defining 
relation ),(),( baGbaE j
n
ajn  ; 
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As shown in [17], using Gauss’ hypergeometric theorem and other algebraic 
manipulations one may derive from (C3) various non-trivial results regarding the 
limiting probability ),()1( baE 
 . Here we note another way to obtain the same results. 
 
The probability ),()1( BAPS
  given by (C1) may be analysed using Stirling’s 
approximation to derive as S  with )(SOA   and )(SOB  , 
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This two-parameter beta distribution is a well-known result [3, 4]. From it one can 
calculate the probability that role-reversal has occurred )()1( ABPS 
  by summing 
over points for which )(2
1 baSA  . By exploiting the general relationship 
),()(
2
1 baEABP    derived in the main text one has [33],  
 
.)1(
)!1()!1(
)!1(2
)(2),(
2/1
0
11)1()1(




 


 dxxx
ba
ba
ABPbaE ba  (C5) 
 30 
 
From (C5) one can confirm that 1),(
)1(  aaE

, as well as quickly derive results for 
particular cases such as aaE  
1)1( 2)1,( , aaaE   2)2()2,(
)1(  etc. More 
importantly, one may show that 1),()1(  baE
  for all ba  . This means that a given 
path is not guaranteed to reach the line AB  , in other words, the process is transient.  
 
The asymptotic behaviour of ),()1( baE 
  when a  and b  are large can be derived 
from (C5). Define the scaling variables N  and   such that, 
 
ba
ba
baN


 ,       (C6) 
 
and consider the behaviour of ),(
)1( baE 

 in the limit N  with 0  fixed. 
Noting that ][
2
1 NNa   and ][
2
1 NNb   one may show by expanding the 
integrand of (C5) around the upper limit, together with the use of Stirling’s 
approximation, that, 
 
  .12
12
1),(
0
2/)1( 2

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



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




 



N
O
N
OdxebaE x




    (C7) 
 
The leading term of (C7) was proposed in [17] on the basis of heuristic arguments; the 
derivation here is mathematically precise and the error term is tight [7].  
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Figure 1. Illustrating a realization (directed lattice path) of the process. The path 
shown starts at )1,2(),( ba  and ends after 8S  steps at )6,5(),( BA  on the line 
11 baSBA . The path first reaches the line AB   at )4,4( .  
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Figure 2. Illustrating the two independent birth processes )(tX  (solid line) and )(tY  
(dashed line) and an example of an ordered sequence of jumps ),,,,( YXYX   
corresponding to the lattice path shown in figure 1. The first passage time T  for the 
process )(tY  to reach state 6k  is indicated. 
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Figure 3. Comparison of the exact exit probability (triangles) with the results derived 
from simulations (solid lines) as a function of n  for various values of  . The initial 
condition is )15,20(),( ba  in each case.  
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Figure 4. Comparison of the survival probability ),(1),( baEbaE nn   as a function 
of n  for various values of 
2
1  (solid lines) with the n  asymptotes given by 
(17) (dotted lines). The initial condition is )15,20(),( ba  in each case. 
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Figure 5. Comparison of the theoretical n  asymptotes for the first passage 
probability given by (20) (dotted lines) with the results derived from simulations 
(solid lines) as a function of n  for various values of  . The data for 
2
1  have been 
displaced vertically by a factor of 10 for clarity. The initial condition is 
)15,20(),( ba  in each case.  
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