Abstract. The asymptotic convergence behavior of cyclic versions of the nonsymmetric Jacobi algorithm for the computation of the Schur form of a general complex matrix is investigated. Similar to the symmetric case, the nonsymmetric Jacobi algorithm proceeds by applying a sequence of rotations that annihilate a pivot element in the strict lower triangular part of the matrix until convergence to the Schur form of the matrix is achieved.
1. Introduction. Jacobi's method [21] for the diagonalization of a symmetric matrix A = (a ij ) ∈ R n×n is a famous, successful, and easy to implement algorithm for the computation of eigenvalues of symmetric matrices. No wonder that this algorithm has been generalized or adapted to many other classes of matrices, see, among other references, [1, 3, 5, 9, 11, 12, 13, 15, 16, 29, 34] . In this paper, we will focus on a particular cyclic Jacobi-like algorithm for the computation of the Schur form of a complex matrix. The basic idea of the algorithm is a direct adaption of Jacobi's method to the nonsymmetric case which has been proposed 1955 by Greenstadt [13] and has later been taken up and modified by various authors [4, 10, 14, 19, 24, 32] . Given a matrix M = (m ij ) ∈ C n×n , the algorithm selects in each step a pivot element m kl , k < l in the strict lower triangular part. Then a similarity transformation with a rotation U = (u ij ) ∈ C n×n is applied to M that annihilates the entry m kl of M :         Here, U coincides with the identity except for the elements u kk = u ll = cos x, and u kl = −e −iα sin x, u lk = e iα sin x for some x, α ∈ R. Generically, there are two choices for the transformation matrix U and throughout this paper, we will always choose the transformation matrix that is closest to the identity. This corresponds to choosing always the rotation matrix with the smaller rotation angle, a fact that is crucial for the proof of asymptotic quadratic convergence of Jacobi's algorithm for symmetric matrices. Concerning global convergence, this strategy need not be the best. Actually, convergence can be accelerated by sorting the diagonal entries of the occurring 2 × 2 submatrices, a technique that sometimes requires the application of the rotation corresponding to the larger angle. In this paper, however, we focus on the asymptotic convergence behavior and, therefore, we restrict ourselves to the use of rotations corresponding to the smaller angle.
Cyclic version of Jacobi's algorithm use a fixed sequence of pivot elements to be annihilated in that order. If every element in the strict lower triangular part is annihilated at least once, then the sequence of corresponding Jacobi steps on the matrix is called a sweep, and it is repeated until convergence has been achieved.
In contrast to Jacobi's original algorithm, its generalization to general complex matrices has not yet become a well-known and widely-used algorithm, probably mainly for the following two reasons. First, neither global nor local convergence proofs of the method could be given so far, although convergence has been observed in numerical experiments. (In [19] , Huang proved convergence of the method for the case n = 3, but the case n > 3 remains an open problem.) Secondly, the algorithm converges slowly and is expensive. A flop count reveals that three sweeps of the cyclic nonsymmetric Jacobi method are approximately as expensive as a full run of the QR algorithm as implemented in Matlab. Moreover, the average number of sweeps needed for convergence for a 70 × 70 matrix is already as high as 30, making the method ten times more expensive then the QR algorithm in that case. Since the average number of sweeps needed for convergence even increases with increasing dimension of the matrix, the algorithm seemed to be out of competition.
However, in recent years there has been renewed interest in nonsymmetric Jacobi methods, because they can easily be adapted to the solution of structured eigenvalue problems, e.g., of Hamiltonian eigenvalue problems [1] , for generalized Hermitian eigenvalue problems [27] , for palindromic eigenvalue problems [18, 25] , and for doubly structured eigenvalue problems [11] . For those eigenvalue problems, a satisfactory generalization of the QR algorithm is not available due to the lack of a corresponding reduction to a structured version of the Hessenberg form in finitely many steps. (This phenomenon is known as "Van Loan's curse" [6] ). Thus, the competition for other algorithms is open again. In fact, a variant of the nonsymmetric Jacobi method designed for the solution of the generalized palindromic eigenvalue problem (i.e., the eigenvalue problem λAx = A T x) has been successfully used in [25] as an ingredient for a structure-preserving eigensolver, where it was applied to the solution of small (i.e., of size O(10)) eigenvalue problems with eigenvalues close to the unit circle.
On the other hand, the nonsymmetric Jacobi method converges fast for matrices that are already close to triangular form, and thus, it has the potential to become a useful tool for the solution of parameter-depending eigenvalue problems. Indeed, assume that A(ω) is a matrix-valued function that depends continuously on the parameter ω. Once the eigenvalue problem has solved for a specific value of ω, say ω 0 , then the transformation that reduces A(ω 0 ) to Schur form will transform matrices A(ω) to a form that is close to being triangular whenever ω is sufficiently close to ω 0 . It may then be useful to apply a nonsymmetric Jacobi method to A(ω) to obtain the Schur form within one or two sweeps. Finally, it was shown in [7] that Jacobi's algorithm for symmetric matrices is more accurate than the QR algorithm if the right stopping criterion is used. Extending this theory to nonsymmetric Jacobi methods may produce a highly accurate algorithm. In this paper, however, we restrict ourselves to the investigation of the asymptotic convergence behavior of the method.
The remainder of the paper is organized as follows. In the following section, we will explain why the convergence theory for nonsymmetric Jacobi algorithms is challenging and different from the theory for the symmetric case. In Section 3, we prove asymptotic quadratic convergence of the cyclic nonsymmetric Jacobi algorithm if socalled northeast directed sweeps are used. In Section 4, we investigate generalizations of the algorithm to the solution of the Hamiltonian eigenvalue problem. In particular, we explain why the Jacobi-like algorithm proposed in [1] does not show asymptotic quadratic convergence and we show how convergence can be accelerated. Finally, we illustrate the theoretical results by the results of numerical experiments in Section 5.
Why convergence of nonsymmetric Jacobi algorithms is not obvious.
It is well known that Jacobi's classical algorithm as well as many cyclic versions are asymptotically quadratically convergent, see, e.g., [16, 17, 31, 35] . The same is also known for several generalizations; see [20] for a general proof of local quadratic convergence of Jacobi-type methods. However, these results are usually based on the minimization of a particular smooth function in each Jacobi step. For the standard eigenvalue problem with a Hermitian matrix M = (m ij ) ∈ C n×n this smooth function is the quantity
that is sometimes called off-norm. In contrast to the Hermitian case, the quantity off(M ) need not decrease in a single step of the nonsymmetric Jacobi algorithm. This effect can be explained heuristically with the help of the following sketch:
If the pivot element is chosen such that, currently, the 2 × 2 subproblem indicated by • is under investigation, then a very large entry in, e.g., the position marked with • may lead to a temporary increase in off(M ), because the element in the ⋄-position will be linearly combined with the element in the •-position. It is this effect which makes the convergence analysis of nonsymmetric Jacobi methods so delicate. Indeed, the general results of [20] cannot be applied here, because off(M ) is not minimized in each step. At this stage, the reader might stop and ask the question if it would not be advisable to modify the algorithm in such a way that off(M ) decreases monotonically. Indeed, such generalizations have already been considered. For example, Stewart [32] proposed to only use pivot elements from the first subdiagonal. Indeed, this avoid the effect explained in the previous paragraph and it was shown that off(M ) then decreases monotonically. But unfortunately, it turned out that the Jacobi algorithm obtained in this way is characterized by extreme slow convergence: it appears to be almost stagnant. On the other hand, one may also consider variants of nonsymmetric Jacobi algorithm that again allow pivot elements from the whole strict lower triangular part of the matrix, but that minimize off(M ) in each step rather than annihilating the pivot element. This, however, would require the solution of a minimization problem in each step and one would have to take into account "global information", i.e., the knowledge of all elements in the strict lower triangular part of the matrix would be necessary. In contrast, the transformation annihilating the pivot element can be easily computed from considering the corresponding 2 × 2 problem only, thus, only taking into account "local information". Consequently, a single Jacobi step of the modified method would be much more expensive than a single Jacobi step of a cyclic nonsymmetric Jacobi method. Thus, although off(M ) does not decrease monotonically in each step, cyclic methods seem to be the cheapest and most reliable variants of nonsymmetric Jacobi algorithms for the general complex eigenvalue problem.
But the non-monotone behavior of the quantity off(M ) is not the only point in which the general case differs from the symmetric case. The asymptotic convergence behavior of a cyclic Jacobi method may be completely different for symmetric matrices on the one hand and general complex matrices on the other hand. As an example let us consider the cyclic Jacobi method using top-to-bottom column-by-column sweeps given by the sequence of indices (2, 1), (3, 1) , . . . , (n, 1), (3, 2) , . . . , (n, 2), . . . , (n, n − 1) (2.2) versus the the one using bottom-to-top column-by-column sweeps given by
Both methods appear to be asymptotically quadratically convergent in the symmetric case, while the nonsymmetric case shows quadratic convergence for the "bottom-totop" variant, but linear convergence for the "top-to-bottom" variant. (See Section 5 for numerical experiments on this topic.) Again this effect can be explained heuristically with the help of a sketch:
Assume that the matrix under consideration is already close to triangular form so that the algorithm may have reached the expected phase of quadratic convergence. If the pivot element is chosen in such a way that the corresponding 2 × 2 subproblem under consideration is the one displayed by the symbol •, then the elements marked by ⋄ are the ones that have already been annihilated once in the current sweep. If the top-to-bottom column-by-column sweep is used, then the current Jacobi step linearly combines those elements with possibly large elements from the strict upper triangular part from the matrix marked with the symbol •. On the other hand, if the bottom-totop column-by-column sweep is used, then the current Jacobi step linearly combines the ⋄-elements with elements from the strict lower triangular part, marked by the symbol △, that are expected to be sufficiently small. Thus, the increase of modulus of elements that have already been annihilated once may be much higher when topto-bottom column-by-column are used and that is exactly what can be observed in practice. In the symmetric case, however, this observation does not apply, because in this case also the elements in the strict upper triangular part are expected to be sufficiently small.
A proof of asymptotic quadratic convergence.
Wilkinson's proof [35] of asymptotic quadratic convergence of the classical symmetric Jacobi method makes extensive use of the fact that the offnorm off(M ) decreases monotonically over the steps of the algorithm. As pointed out in Section 2, this is no longer true for the nonsymmetric Jacobi method. Thus, we will have to investigate in detail the possible changes in the moduli of the entries in the strict lower triangular part of the matrix in a single Jacobi step. Let us introduce the following notation. Starting with the matrix M ∈ C n×n , let us denote by M ν = (m (ν) ij ) the matrix that we have obtained after performing ν Jacobi steps. (In particular, we have M 0 = M .) Moreover, we denote
i.e., ̺ ν is the smallest distance between two diagonal elements of the matrix M ν , η ν is the modulus of the largest element in modulus of M ν , and ε ν is the modulus of the largest element in modulus of the strict lower triangular part of M ν . In the following, let ν be fixed and assume we have
Suppose that the (k, l)-element of M ν is the pivot element of the current ((ν + 1)st) step of the algorithm. We then compute the unitary matrix
and that is closest to the identity matrix among all matrices satisfying (3.5). To obtain an estimate for the modulus of sin x, we will use the following lemma that is a special case of Theorem V.2.1 in [33] .
Then there exists a unique eigenvector v of A satisfying v = 1 p and |p| < 2 ε |a − b| .
Using this lemma and taking into account (3.4), it is clear that the parameter x in Q satisfies | sin x| < 2ε ν /̺ ν . If the transformation induced by Q is applied to M ν then it only acts on elements in the kth and lth rows and columns of M ν . For the elements that have been altered in M ν+1 , we obtain that
for i, j = 1, . . . , n. Using these identities and Using | cos x| ≤ 1 and | sin x| < 2ε ν /̺ ν , we obtain that |m (ν+1) ij | ≤ w ij , where w ij is given in the following table:
In this table, we can see the effect that has been heuristically explained in Section 2.
If we are in the stage that ε ν ≪ η ν , i.e., our matrix under consideration is already close to triangular form, then the modulus of entries in the strict lower triangular part in positions (i, j) with j < l or k < i may have increased by 2ε 2 ν /̺ ν only, while the modulus of entries in positions (i, j) with l ≤ j and i ≤ k may have increased by 2η ν ε ν /̺ ν ≫ 2ε 2 ν /̺ ν . Thus, the sweep should start from the lower left corner of the lower triangular part and then proceed to the "northeast" in order to guarantee that entries that have been eliminated once are increased by at most 2ε , and S = (i 1 , j 1 ), (i 2 , j 2 ) . . . , (i N , j N ) be a finite sequence (i.e., an N -tuple) of pairs (i ν , j ν ) ∈ {1, 2, . . . , n} × {1, 2, . . . , n}, where
for all ν, µ ∈ {1, . . . , N }. A sweep of the nonsymmetric Jacobi algorithm that picks the pivot elements in the order given by a northeast directed sweep sequence is called a northeast directed sweep. Particular example of northeast directed sweep sequences are given by the sequence (2.3) that induces a bottom-to-top column-by-column sweep or by the sequence
We continue by analyzing how the values of ε ν , η ν , and ̺ ν have changed after one Jacobi step (regardless what kind of sweep is used). Since ε ν ≤ η ν , we obtain from the discussion above that
We could also produce a bound for η ν+1 , but for our purpose it is sufficient to note that η µ is bounded by M F for any µ ∈ N ∪ {0}. It remains to investigate how ̺ ν has changed. Therefore, we have to investigate in particular the changes on the diagonal of M ν . Clearly, we have
Thus, we obtain m
kk + ∆ k , where
It follows that |m
. . , n, and thus
Using the above, we will now show that the cyclic nonsymmetric Jacobi method using northeast directed sweeps is quadratically convergent if the matrix under consideration is sufficiently close to triangular form.
ij ) denote the matrix that is obtained from M after performing ν Jacobi steps of the cyclic nonsymmetric Jacobi method using northeast directed sweeps. Let δ 0 resp. δ µ be the largest modulus of an element in the strict lower triangular part of M = M 0 resp. of the matrix that is obtained from M after having completed µ sweeps, i.e.,
Moreover, set N := n(n − 1)/2 and
If ̺ > 0 and if δ 0 is sufficiently small such that
then for all µ ∈ N ∪ {0}, we have that
i.e., the cyclic nonsymmetric Jacobi method using northeast directed sweep converges quadratically over the number of sweeps.
Proof. Let η ν , ε ν , and ̺ ν be defined as in (3.1)-(3.3). Then we have
From (3.7) and (3.8) we obtain that ε ν (and ̺ ν , respectively) may increase (or decrease, respectively) in each Jacobi step. We first show by induction that this increase (decrease, respectively) remains under control, i.e., that for µ ∈ N ∪ {0} and p = 0, . . . , N , we have that
'(µ, p) = (0, 0)': There is nothing to prove. '(µ, p) ⇒ (µ, p + 1)': Let p ≤ N . By the induction hypothesis for (µ, p) and (µ, 0), we have that
using (3.10) and
Now assume p < N . Then we obtain using (3.7), (3.8), (3.14), and (3.15) and the induction hypothesis that
'(µ, p) ⇒ (µ+1, 0)': For obtaining a bound for ε (µ+1)N , let us note that during the (µ+1)st sweep each entry (i, j) in the strict lower triangular part of the current pencil is set to zero at one step. Afterwards, during the remainder of the sweep, it is affected k < N times in the steps, say, µN + ℓ 1 , . . . , µN + ℓ k , where k and ℓ 1 , . . . , ℓ k depend on i, j. Since a northeast directed sweep is used, we obtain from Table (3.6) that the modulus of the (i, j)-element of the matrix M ((µ+1)N ) obtained after completing the (µ + 1)st sweep is bounded by
because k ≤ N and ε µN +p ≤ δ/2 µ+1 and ̺ µN +p ≥ ̺ for p = 0, . . . , N . Since the right hand side of (3.16) is independent of the indices i and j, we then obtain
This concludes the proof of (3.12) and (3.13). Now observe that (3.13) implies that
Using this inequality instead of (3.14), we obtain analogously to (3.17) that
which concludes the proof. Theorem 3.3 guarantees asymptotic quadratic convergence in terms of the largest modulus ε ν of subdiagonal entries. Since the so-called offnorm
we also obtain asymptotic quadratic convergence in terms of the offnorm. 4. Hamiltonian Jacobi methods. As pointed out in the introduction, the nonsymmetric Jacobi method may not be competitive in comparison to the highly efficient QR algorithm. However, this changes if one is interested in structure preserving algorithms for the solution of structured eigenvalue problems. As an example, we consider the Hamiltonian eigenvalue problem. A matrix H ∈ C 2n×2n is called Hamiltonian if
H
T J + JH = 0, where J = J 2n = 0 I n −I n 0 or, equivalently, if
In some sources, also matrices H ∈ C 2n×2n satisfying H * J + JH = 0 are called Hamiltonian. For the sake of clear distinction, we refer to such matrices as complex conjugate Hamiltonian matrices, while we call matrices satisfying (4.1) complex transpose Hamiltonian matrices. The real and complex conjugate Hamiltonian eigenvalue problems have been extensively studied in the literature, see, e.g., [22, 28] an the references therein. Also, the complex transpose Hamiltonian eigenvalue problem has attracted some attention in recent years due to its relation to the so-called palindromic eigenvalue problem that arises in an application in the vibration analysis of rail tracks, see [18, 26, 25] .
The solution of the Hamiltonian eigenvalue problem is in general tackled by computing condensed forms under unitary symplectic similarity transformations, i.e., transformations of the form H → U −1 HU , where U ∈ F 2n×2n is unitary and symplectic, i.e., it satisfies U ⋆ JU = J, where ⋆ = T in the real Hamiltonian and complex transpose Hamiltonian case and ⋆ = * in the complex conjugate Hamiltonian case. It is easy to check that unitary symplectic similarity transformations preserve the Hamiltonian structure, i.e., if H is Hamiltonian then so is U −1 HU . The condensed form one is aiming at is the the Hamiltonian Schur form. A Hamiltonian matrix H is said to be in Hamiltonian Schur form if
where ⋆ = T or ⋆ = * , respectively. This form can always be achieved for complex transpose Hamiltonian matrices. For complex conjugate Hamiltonian matrices, it can be achieved if there are no eigenvalues on the imaginary axis [23] .
What makes the Hamiltonian eigenvalue problem challenging is the fact that although a Hamiltonian QR algorithm, i.e., a structure preserving version of the QR algorithm has been developed [2] , a preliminary structure-preserving reduction to a Hessenberg-like form is missing -a phenomenon that is known in the literature as "Van Loan's curse" [6, 30] . Thus, the Hamiltonian QR algorithm is in general not efficient, because it is of complexity O(n 4 ), and so, the competition is open for other kinds of structure-preserving algorithms.
In [3] and [1] Jacobi-like algorithms for Hamiltonian matrices have been proposed. Both algorithms are based on the solution of 4 × 4 subproblems in each Jacobi step. Byers [3] follows the idea of Stewart [32] of using only a selected set of pivot elements which results in an extreme slow convergence behavior. Therefore, we omit a detailed discussion of the first algorithm and focus on the algorithm proposed in [1] as well as on a direct generalization of the nonsymmetric Jacobi method to Hamiltonian matrices which results in a Hamiltonian Jacobi method that is based on the solution of 2 × 2 subproblems in each step.
We restrict our attention to complex transpose Hamiltonian matrices. (A generalization of the discussion to the case of complex conjugate Hamiltonian matrices is possible, but more involved, because one has to take into account the fact that some of the subproblems may not be solvable. This is due to the fact that the reduction to Hamiltonian Schur form is not always possible in the complex conjugate Hamiltonian case if there are eigenvalues on the imaginary axis.) Our transformation matrices are supposed to be unitary and symplectic, so they must have the form [1] . (The discussion there involves complex conjugate Hamiltonian matrices only, but the generalization to the complex transpose Hamiltonian case is straightforward.) Among all possible transformation matrices, we once again choose the one that is closest to the identity in order to enable asymptotic quadratic convergence. A sweep of the Hamiltonian Jacobi algorithm as proposed in [1] is then given by the following sequence of indices, where the quadrupel of indices (i, j, k, l) refers to the 4 × 4 subproblem consisting of the rows and columns i, j, k, l:
(1, 2, n +1, n + 2), (1, 3, n +1, n + 3), . . . , (1, n, n +1, 2n) (4.3) (2, 3, n + 2, n + 3), (2, 4, n + 2, n + 4), . . . , (n−1, n, 2n−1, 2n)
Indeed, one easily checks that each pivot element is eliminated at least once during the sweep. On the other hand, the elements in the (j, n + j) positions are annihilated n − 1 times in each sweep, a fact that cannot be avoided when Hamiltonian 4 × 4 subproblems are considered. In the following, we will refer to the cyclic Hamiltonian Jacobi algorithm as proposed in [1] as Hamiltonian 4-Jacobi when sweeps based on the sequence of indices (4.3) are used. As an example, we display such a sweep for an
Next we consider a Jacobi-like algorithm for Hamiltonian matrices that is based on the solution of 2 × 2 subproblems. (This algorithm is related to the algorithm JIGH2 in [27] that was designed for the solution of the generalized Hermitian eigenvalue problem.) In this algorithm, we have to distinguish between pivot elements that are on the diagonal of C in (4.1) and those that are not. Indeed, if we select a pivot element h n+k,k from the diagonal of C, then there is a corresponding Hamiltonian 2 × 2 subproblem that contains this element as indicated in the following sketch. 
This 2×2 subproblem can be solved as in the nonsymmetric Jacobi method for general complex matrices by choosing x, α ∈ R such that
annihilates the pivot element h n+k,k and is the matrix that is closest to the identity among all matrices that do so. If the matrix U is then obtained from the 2n × 2n identity matrix by substituting u kk = u n+k,n+k = u 1 , and u k,n+k = −u 2 , u n+k,k = u 2 , we find that U is not only unitary, but also symplectic and thus, the transformation with U will preserve the Hamiltonian structure of H. The situation is different when the pivot element is not on the diagonal of C as then there is no Hamiltonian 2 × 2 subproblem that contains the given pivot element. To be specific, let h kℓ be a pivot element satisfying ℓ < k ≤ n or n + ℓ < k ≤ 2n, i.e., the pivot element is in the strict lower triangular part of either the block A or the block C in (4.1). As in the previous we then compute the matrix
iα sin x cos x (4.4) that triangularizes the 2 × 2 submatrixĤ consisting of the elements h ℓℓ , h ℓk , h kℓ , and h kk , and that is closest to the identity among all matrices of the form (4.4) that do so. Note that Q is not only unitary, but also symplectic. However, when embedding Q into an 2n×2n matrix U by setting U to be the identity matrix except for the elements u ℓℓ = u 1 , u ℓk = −u 2 , u kℓ = u 2 , u kk = u 1 , then the resulting matrix U is unitary, but not symplectic, so we have to set u n+ℓ,n+ℓ = u 1 , u n+ℓ,p = −u 2 , u p,n+ℓ = u 2 , and u p,p = u 1 , where p = n + k if k ≤ n and p = k − n if n + ℓ < k ≤ 2n to make it unitary and symplectic. Let us investigate this in detail. Denote A = (a ij ), C = (c ij ), D = (d ij ), where the submatrices A, C, D are given as in (4.1), and consider first the case k ≤ n, i.e., we haveĤ = a ℓℓ a ℓk a kℓ a kk and thus, the pivot element is from the strict lower triangular part of A. The situation is depicted in the following sketch, where the pivot element is displayed with the symbol • and the subproblemĤ is marked with the symbols • and
Due to the special structure of U , we find that a second 2 × 2 subproblem given by
is solved as well. This subproblem is depicted in the sketch above by the symbols + and ⋄, where the symbol ⋄ display the element that will be annihilated by the transformation with U . Indeed, H will be transformed as
We have a similar situation for the case n + ℓ < k ≤ 2n, i.e., when the pivot element is from the strict lower triangular part of C. Again, besideŝ
a second subproblem H is solved when the transformation with U is applied. Here, we have
Then, H will be transformed as
where we used that Q is both unitary and symplectic, i.e., Q = J
The situation is depicted in the sketch below, whereĤ is displayed by the symbols • and • and H is displayed by the symbols ⋄ and +.
(Again, • and ⋄ stand for the elements that are annihilated by the transformation with U .) It becomes clear from this discussion that it is sufficient to annihilate all elements in the strict lower triangular parts of A and C during one sweep. But how should a sweep be organized? The answer follows by noting that the Hamiltonian matrix H as in (4.2) is in Hamiltonian Schur form if and only if the matrix
is in Schur form. Here, F n denotes the flip matrix, i.e., the matrix with ones on the southeast northwest diagonal and zeros elsewhere. (It is straightforward to check that a matrix L is lower triangular if and only if F n LF n is upper triangular.) If we then carry out a Hamiltonian sweep given by the sequence of indices , 1), (n+2, 1) , . . . , (2n, 1), (n, 1), (n−1, 1), . . . , (2, 1), (n+2, 2), (n+3, 2), . . . , (2n, n)), then given the fact that most of the times two elements are annihilated during a single Jacobi step, we find that the elements are annihilated in the order ((n+1, 1), (n+2, 1), (n+1, 2), (n+3, 1), (n+1, 3) , . . . , (2n, 1), (n+1, n) (n, 1), (n+1, 2n), (n−1, 1), (n+1, 2n−1), . . . , (2, 1), (n+1, n+2), (n+2, 2), (n+3, 2), (n+2, 3) , . . . , (2n, n)).
It is then straightforward to check that this corresponds to a northeast directed sweep on the matrix FHF, and thus, the Hamiltonian Jacobi algorithm for H using a Hamiltonian sweep corresponds to the nonsymmetric Jacobi algorithm for FHF using a special northeast directed sweep. Therefore, by Theorem 3. 
The Hamiltonian Jacobi algorithm based on the solution of 2 × 2 subproblems will be referred to as Hamiltonian 2-Jacobi if Hamiltonian sweeps are used. Let us return to the Hamiltonian 4-Jacobi. Surprisingly, only linear asymptotic convergence of the method can be observed as we will see in Section 5. This behavior can be explained by looking at the order in which the pivot elements are annihilated. One easily finds that, for example, the pivot element in the (2, 1)-position is annihilated in the step preceding the annihilation of the element in the (3, 1)-position. Thus, the sweep given by the sequence of indices (4.3) does not correspond to a northeast directed sweep on the matrix FHF. In order to ensure this, we have to modify the sequence of indices as (1, 2, n+1, n+2), (1, 3, n+1, n+3) , . . . , (1, n−1, n+1, 2n−1), (1, n, n+1, 2n),
(1, n−1, n+1, 2n−1), . . . , (1, 3, n+1, n+3), (1, 2, n+1, n+2), (4.6) (2, 3, n+2, n+3), . . . , (2, n, n+2, 2n) , . . . , (2, 3, n+2, n+3) , . . . , (n−1, n, 2n−1, 2n)
Here, the majority of pivot elements is annihilated at least twice during a sweep, but the order in which the pivot elements are annihilated the last time during a sweep is now ((n+1, 1), (n+2, 1) , . . . , (2n, 1), (n, 1), (n−1, 1), . . . , (2, 1), (n+2, 2), (n+3, 2), . . . , (2n, n)), which corresponds to a northeast directed sweep on the matrix FHF. We refer to the Hamiltonian Jacobi method based on the solution of 4 × 4 subproblems using sweeps given by the sequence of indices (4.6) as improved Hamiltonian 4-Jacobi. By the discussion above, we now expect asymptotic quadratic convergence of the method and this is what can be observed in experiments, see Section 5.
Concerning the computational effort, one can roughly say that one sweep of the improved Hamiltonian 4-Jacobi is approximately twice as expensive as the Hamiltonian 4-Jacobi. On the other hand, one sweep of the Hamiltonian 2-Jacobi needs approximately 80% of the number of flops (floating point operations) of one sweep of the Hamiltonian 4-Jacobi (and thus about 40% of the number of flops of one sweep of the improved Hamiltonian 4-Jacobi).
Numerical experiments.
We implemented the cyclic nonsymmetric Jacobi algorithm in Matlab Version 7 and run it on a PC with a Pentium III processor (800 MHz). As a stopping criterion we used maxoff(A) := max i>j |a ij | < 10eps.
First, the nonsymmetric Jacobi method was run for 100 random complex matrices (generated with the Matlab command randn) of size n×n, where n = 10, 20, . . . , 150, after normalization to spectral norm equal to one, see Figure 5 .1. The solid line in Figure 5 .1 displays the average number of sweeps needed for convergence for random complex matrices while the dashed line displays the corresponding number for Hermitian matrices. Thus, the method runs much faster for Hermitian matrices than for general complex matrices, an effect that had already been observed by Eberlein [10] . The dotted lines display the maximal and minimal number of sweeps that were needed for convergence for random complex matrices. E.g., for n = 100 the algorithm needed between 21 and 30 sweeps. The distribution of the number of sweeps for the tests on 100 × 100 matrices is shown in Figure 5 .2. In both cases, the algorithm starts with a phase of "sorting elements" that is characterized by almost stagnation. As expected, it can be observed that maxoff(A) does not decrease monotonically over the number of sweeps. The phase of almost stagnation is followed by the phase of convergence. As predicted by the theory, the convergence rate becomes asymptotically quadratic in the case of bottom-to-top sweeps. However, the convergence rate appears to be only linear in the case of top-to-bottom sweeps. The situation is completely different, when the algorithm is applied to a Hermitian matrix. Figure 5 .4 shows the typical convergence behavior of the nonsymmetric Jacobi algorithm for a 50 × 50 Hermitian matrix. There is hardly any difference in the convergence behavior of the algorithm when using bottom-to-top sweeps compared to using top-to-bottom sweeps and both methods show asymptotic quadratic convergence. A second test has been run for 100 matrices close to Schur form. For this, 100 random complex n × n matrices have been generated and normalized to norm one.
Then, the Schur form has been computed by using the Matlab function schur and a random perturbation of norm 1/100 has been added. Then the nonsymmetric Jacobi algorithm has been run on the perturbed Schur form. The results are displayed in Figure 5 .5. Once again, the solid line displays the average number of sweeps that were needed for convergence, while the dotted lines display the maximal and minimal number of needed sweeps. Even for matrices of size 150 × 150, the algorithm only needs about five sweeps for convergence, because the entries in the strict lower triangular part of the matrices are of magnitude of order 1/100 compared to the entries in the upper triangular part and thus, the hypothesis of Theorem 3.3 is very likely to be satisfied so that we may have a quadratic rate of convergence right from the beginning. .6 displays the typical convergence behavior of the nonsymmetric Jacobi algorithm for a matrix of size 50 × 50 that is close to Schur form. While the algorithm almost immediately enters the phase of quadratic convergence when using bottomto-top sweeps, the convergence rate appears once again to be only linear when using top-to-bottom sweeps. Next, we tested the performance of the Hamiltonian Jacobi algorithms described in Section 4 for 100 random Hamiltonian matrices normalized to spectral norm equal to one for the sizes 2n = 10, 20, . . . , 100. Figure 5 .8 displays the typical convergence behavior of the Hamiltonian Jacobi methods. As expected, the Hamiltonian 2-Jacobi and the improved Hamiltonian 4-Jacobi show asymptotic quadratic convergence. On the other hand, the asymptotic convergence rate of the Hamiltonian 4-Jacobi appears to be only linear which ex-plains the large average number of sweeps that is needed for convergence. Although the improved Hamiltonian 4-Jacobi method needs the least number of sweeps for convergence in general, the Hamiltonian 2-Jacobi turns out to be the most efficient version of the Hamiltonian Jacobi methods due to the fact that the cost of one sweep of the Hamiltonian 2-Jacobi is only about 40% of the cost of one sweep of the improved Hamiltonian 4-Jacobi..
Conclusions.
We have revisited the nonsymmetric Jacobi algorithm for the computation of the Schur form of a general complex matrix. In particular, asymptotic quadratic convergence of the cyclic version of the method can be proved if northeast directed sweeps are used. Other sweeps, in turn, seem to lead to a linear convergence rate only. Based on this convergence theory, we were able to explain why the convergence behavior of the Hamiltonian Jacobi algorithm proposed in [1] is less satisfactory than expected and what can be done to overcome this inconvenience.
Still, there are many aspects that have not yet been investigated. First of all, a proof of global convergence is still missing. Then, the convergence behavior of the algorithm is not yet optimal, because the initial phase of almost stagnation is very long and the phase of quadratic convergence is entered rather late. Therefore, preconditioning methods should be introduced and investigated in order to improve the convergence, for example, like it has been done for a Jacobi algorithm for computing the singular value decomposition, see [8] . Another important issue is parallelization. Since the solution of 2 × 2 subproblems only requires local information, it is possible to implement parallel version of Jacobi-like algorithms, like it has already been considered in [10] . However, the discussion in Section 2 shows that further investigation is necessary as a naive parallel implementation of the algorithm may lead to a loss of the property of asymptotic quadratic convergence.
