In previous work, the authors have presented a new adaptive approach to image compression using a neural network-based scheme. It is based on a mixture of principal components model for data representation. The classifier used in the adaptation is a linear subspace classifier, which is applied to the problem of segmentation in this paper. An important property of this classifier is its insensitivity to the norm of the input vectors. As a result, regions in an image that differ only in variations in illumination are classified the same. When trained on an image, the networks extracted perceptually important features in an entirely selforganizing manner. The topological ordering of the classes resulted in like classes being close together in a manner analogous to the ordering of directionally sensitive columns in the visual cortex. The classification of similar features is consistent across an image quite different to the one used in training. In addition, the segmentation is shown to be independent of variations in illumination.
Introduction
In classical pattern recognition techniques, there are two general phases in the analysis of data [6, 7] . First, features are extracted from the data. Typically, a number of attributes are measured and then some transformation is used to decorrelate and extract only significant features, thereby reducing the dimensionality of the original data space. For example in edge detection, the local pixel values may be transformed by a set of gradient operators to produce a number of directional gradient images. However, in many applications, this step resembles more an art than a science since, despite extensive analysis, the appropriate transformation may not be readily apparent. In the second stage, an analysis of the data is performed to partition the feature space into classes of data. In the case of edge detection, a threshold is typically applied to the gradient images based on some predetermined minimum gradient magnitude. Generally, the partitions tend to be based on a distance metric with respect to some representation of the classes. For example, in many clustering techniques, the classes are represented by the mean of the class data, and the metric is the Euclidean distance in the feature space. The class partitions form bounded regions in the feature space, and the form of the decision surfaces between the regions is determined by the metric used.
Recently, the authors have developed some new neural network-based approaches to image compression [2, 5, 4] . They are block transform coding methods that adapt to the various regions within an image. A useful and significant by-product of these methods is the class assignment for each input block generated by the adaptation classifier. The class assignments are determined by a subspace classifier. In subspace pattern recognition, both the feature extraction and class representation phases are combined [17] . The basis vectors of the class define both the class by the subspace they define, and the features of the data. The classifier defines unbounded regions due to the insensitivity of the classifier to the vector norm of the data. The classification of data is based not on some form of Euclidean distance, but on the efficiency with which a subspace can represent the data as measured by the norm of the projected data.
The classifier used to effect the adaptation may also be used to effect segmentation. Therefore, these techniques may be applied to the pattern recognition problem of segmenting an image into a number of distinct regions. This paper explores the use of these networks for image segmentation, building on work previously presented in [5] and [3] . It presents a novel framework which places vector quantization, linear transformation, and the authors' previous work on adaptive transform coding and segmentation within a single spectrum of representations. It also details the combination of the various training algorithms into a single algorithm which uses the network growing approach to effect a topological ordering of the classes for a network of arbitrary dimension. Further, the paper presents new results comparing the effect of two different network configurations and illustrating the illumination independence characteristic of the new approach on real world data.
A Spectrum of Representations
Two of the main representations used in image coding are principal components analysis (PCA) and vector quanti-zation (VQ) [16] . Both these representations, in effect, are the two limits of a potential spectrum of representations. Vector quantization is a zero-dimensional, non-linear representation of an N -dimensional data set while principal components is a full N -dimensional, linear representation of the same. A new approach is proposed which combines advantages of these two limiting cases.
Principal Components
The principal components representation uses up to the full N principal components to represent N -dimensional data. This is the basis for the optimal Karhunen-Loève transform (KLT). The representation is complete, i.e., if all N components are used, the data are represented exactly. Therefore, the representation is an N -dimensional volume and so is continuous since all possible input vectors may be represented. An N -dimensional data vector x is represented by N coefficients, denoted by the vector y that is defined by y = Wx
where W is a unitary N × N matrix whose ith row is the ith principal component. On reconstruction
These relationships hold true for other orthonormal basis functions such as the discrete cosine transform (DCT) [18] . Because PCA uses all the components, it is a very powerful technique due to its complete and continuous representation. The representation is also a linear mapping of the data. This characteristic affords a high degree of mathematical tractability in the analysis and design of the approach. However, the limitations of linear techniques for image processing and signal processing in general are well known [10] . Further, the human visual system, which can outperform any artificial vision system in all but the most trivial tasks, gains much of its power through the many nonlinear stages of processing and representation.
Vector Quantization
At the other extreme, VQ is a purely discrete representation of the data. Unlike PCA that uses up to the full N principal components, VQ uses only one of a number of Voronoi centres (codewords) for each input vector. For a set of K codewords, {w 1 , w 2 , . . . , w K }, an input vector x is represented by the kth codeword such that the reconstructed vector,x, iŝ
Each of the centres or codewords represents a single point in the N -dimensional input space. It is therefore a zerodimensional representation of the data since the representation of any input vector is a single point in the original data space. Contrast this with the basis vector representation of linear transforms. As such, the representation under vector quantization is a highly nonlinear function of the input vector.
A Mixture of Principal Components
Between these two extremes lies the mixture of principal components (MPC). Like VQ, this approach partitions the data set into a number of non-overlapping regions. However, each region is represented not by a zero-dimensional point but by an M -dimensional linear subspace. Therefore, the data are represented by one-dimensional lines, two-dimensional planes, etc., depending on the dimension, M , of the subspace. Like PCA, each subspace is a continuous representation with only M orthogonal components where 0 < M < N . Each input vector is assigned to the most appropriate partition and then represented by the M basis vectors of that region. This representation can be expressed as
where W i is an M ×N matrix whose rows are the M principal components of the partition C i . The reconstructed vector,x, is calculated aŝ
The MPC approach combines the features of both PCA and VQ representations. Within a class, an input vector is represented as a continuous, linear combination of the M basis vectors of the subspace in a manner analogous to the PCA representation. But, because of the partitioning of the data into a discrete number of regions or classes, the MPC effects a nonlinear mapping of the data in a manner analogous to VQ. VQ, the input space is partitioned, in this example into 10 regions. Each region is represented by a Voronoi centre. Under MPC, the space is also partitioned, in this case into four regions. Within each region, the data are represented by a single basis vector. For higher-dimensional input spaces, the number of basis vectors may be two or more, forming planes, hyperplanes or other higher-dimensional subspaces within the input data space.
Subspace Pattern Recognition
The problem remains of how to represent the classes and assign data vectors appropriately. In many classical pattern recognition techniques, classes are represented by prototypical feature vectors and class membership is determined by some transformed Euclidean distance between an input vector and the prototypes [6, 7] . For example, with the K-means and LBG vector quantization algorithms, the classes are represented by their means and the vectorto-class distance is the Euclidean distance between the class mean and an input vector. The class boundaries form closed regions within the input space.
Such class representations are not suitable for use with the MPC model. If two input vectors were to differ only by a scalar multiple and one of the vectors was adequately represented by one set of basis vectors, then the same set of bases would also adequately represent the other vector. It would be appropriate, then, that the two vectors belonging to the same class be represented by the same set of basis vectors. However, under a Euclidean distancebased classifier, the difference in vector norm between the two vectors would mean that they may belong to different classes. Therefore, a classification scheme that is independent of the vector norm of the data is required for the MPC representation. The linear subspace classifier has this property.
In subspace pattern recognition, classes are represented as linear subspaces within the original data space and the basis vectors that define the subspace implicitly define the features of the data set [17] . The classification of data is based on the efficiency by which the subspace can represent the data as measured by the norm of the projected data. Each input vector is classified according to the subspace classifier [5] 
or equivalently
As pointed out in [5] , maximising the norm of the projection is equivalent to minimising the mean squared error. While the issue of invariance is not new, e.g., [8] , the unification of the principal components and VQ representations through MPC forming a spectrum of representations is a novel contribution. For example, this framework also incorporates the method of prenormalising the input vectors and then using Euclidean distance, another approach which also results in a norm-independent classifier. This method is simply a special case of MPC using a one-dimensional subspace. In this case, the codeword is in essence a single basis vector. Further, the class for which the Euclidean distance between the class basis vector (the unit-norm codeword) and the input direction vector (the normalised input vector) is minimised is also the class for which the norm of the projection of the input vector is maximised. The MPC generalises this approach by allowing for multiple dimensions in the projection.
For this work, the more general representation of a subspace which allows for an offset from the origin was not used. Instead, it is assumed that all subspaces go through the origin. Images are a record of the luminance values detected by a sensor which are formed by the product of the illumination falling on a scene and the reflectance of the objects in the scene [20] . The luminance of an object in an image will vary linearly with the amount of illumination falling upon it. The subspaces which fit this model of image formation must therefore include the origin.
Other researchers have independently proposed methods which are also similar to the MPC approach. Kambhatla and Leen use a similar approach for non-linear dimension reduction [12, 11] . Domaszewicz and Vaishampayan [1] in their classified transform coder, and Kohonen etal. [13] in their adaptive-subspace self-organizing map have also proposed essentially the same approach.
Training

Topological Ordering
In some applications, it may be advantageous to have some similarity between "neighbouring" classes. Kohonen [14] introduced the concept of classes ordered in a "topological map" of features. In such a map, each class has associated with it a neighbourhood of similar classes. For example, in a one-dimensional (linear) topology class C i would be adjacent to classes C i−1 and C i+1 . Numerous examples exist in the neurosciences where sensor features are ordered in the brain such that locations for similar features are located spatially close to one another [14] .
For an artificial network to have such a similarity, the training algorithm must account for the neighbourhood of the features being learned. In many standard clustering algorithms such as K-means, each input vector x is classified and only the "winning" class is modified during each iteration. In Kohonen's self-organizing feature map (SOFM), the vector x is used to update not only the winning class, but also its neighbouring classes. Initially, the neighbourhood may quite large during training, e.g., half the number of classes or more. As the training progresses, the size of the neighbourhood shrinks until, eventually, it only includes the one class. However [15, 21, 9] . This results in significant computational savings. Initially the network consists of a small number of classes. Once the network has converged for a given stage, the number of classes is doubled by inserting new modules between the existing ones. The new weights are initialised to the mean of the neighbouring weights and the new network is retrained.
The complete training algorithm is as follows: 1. Set the initial number of classes and initialise the first set of weights W i to some random values. 2. Get next input data vector x and calculate the coefficient
for each class weight W i . 3. Classify the input vector according to the subspace classifier of equation 7 4. Update the neighbours of the winning class C k according to the rule:
where α is a learning rate parameter such that 0 < α < 1, LT[·] is the lower triangular operator which sets all elements above the diagonal to zero, and N (C k ) is the set of classes that are in the neighbourhood of the winning class C k . 5. If the network has not converged, go to step 2. 6. If the number of classes K is less than the desired number, double the network by inserting new classes between the existing ones, initialise the new weights to the mean of their neighbours, then go to step 2. Equation 9 is the Generalised Hebbian Algorithm (GHA) learning rule which has been shown to extract the first M principal component [19] . Figure 5 shows the magnetic resonance image (MRI) used for training. The image consists of 256 × 256 pixels with the dynamic range of 8 bits or 256 gray levels. During training, the two networks were presented randomly chosen blocks of 8 × 8 pixels from the training image.
Training Data
Based on previous experience with the above networks, it was noted that the the weights for the first coefficient of the two-component network and the weights of the onecomponent network tended to converge to values near the d.c. vector [5, 4] . This is a result of the high correlation among neighbouring pixels in most images. Because of this, these weights were initialised to d.c. with a small amount of random variation added. The second coefficient weights of the two-component network were initialised to the zero vector with, again, a small amount of random variation added. Through this incorporation of prior knowledge, the training time was reduced and the chance of finding a good solution increased. The networks start out with an adequate solution, and the training, in effect, fine tunes the networks through an adaptive process. However, in other investigations, when the networks were initialised to completely random values, the networks did consistently converge to useful solutions, albeit at a cost of more training time.
Two sets of networks were trained for this investigation using the above training algorithm. The first set had 2 components per class (M = 2) and the second had a single component (M = 1). A simple one-dimensional topology was used in this investigation. At the ends of the topology, wrap-around was used so that classes C 0 and C K−1 were considered adjacent. The initial network size for both configurations was chosen to be 4 classes. The network growing method was used until networks of K = 32 classes were trained. The training was terminated at 32 classes since the improvement in the resulting segmentation maps from 16 class to 32 classes was negligible. Figure 6 shows the second component basis blocks for the two-component network. The class number progresses left to right, top to bottom with the top left class being arbitrarily chosen as class 1. The basis images were colourcoded to match the class assignments shown in subsequent segmentation maps of test images. Similarly, figure  7 shows the basis blocks for the one-component network. the network growing approach used to train the networks produces a topologically ordered map of features. As discussed in [5] , there are parallels between the organization of this feature map and the regular progression in the orientation sensitivity of the columns in the visual cortex. No a priori conditions were imposed as to what features were important in the image yet the networks show a preference for edges and lines features which are of perceptual significance.
Results
Network Basis Vectors
The distribution of features in the networks corresponds to the relative distribution of the same features in the training image. Vertical and diagonal features are well represented as they are quite prevalent in the training image. In the one-component network, the number of relatively flat features in the network corresponds to the relative predominance of slowly varying regions in the image. Again, the extraction of these perceptually important features was accomplished in an entirely self-organizing manner.
A comparison of the set of of basis vectors for the two networks yields some important differences between the two-component and one-component representations. In the two-dimensional case, first basis vector was approximately the d.c. vector for every class. The second basis vectors had no d.c. component and varied from class to class. In the one-component network, the basis vectors varied but they all contained a strong d.c. component. The difference in location of the d.c. component in the two networks leads to two very different results.
Two-Component Segmentation
The two-component network was used to segment the Lenna test image of figure 8. The segmentation was performed by taking the surrounding 8 × 8 block for each pixel in the image, classifying the block, and replacing the central pixel by the resulting class value. Since the class topology was circular, the class value of each pixel in the resulting segmentation map was represented by a colour value. The colour of a class C k in the segmentation map is the hue at an angle of k/K × 360
• on a colour circle, where K is the total number of classes (K=32). The intensities were weighted by the magnitude of the second coefficient for each block. Figure 9 shows the resulting class map; the same colour coding was used in figure 6 .
Despite the fact that the network was trained on a very different image, the network has identified perceptually important features in the image. The figure clearly shows the preference of the segmentor for edge and line features. In most areas of the image, it is acting as either an edge or line detector. The edges around the hat, face, and mir- ror are dramatically shown. The continuity of the colour transitions shows the high degree of similarity between neighbouring classes. Since the class indices were coded as a spectrum of colours, similar colours indicate similar classes. For example, starting at the image-right side of the hat and going around the top and down to the imageleft, the colours progress from green to yellow, orange, to red at the top of the hat, to violet, to blue, and finally back to green at the left side. Throughout the image, too, features with the same orientations are consistently segmented with the same class. For example, the horizontal features around the top of the hat are mapped to the same class as the horizontal features of the lips.
The class assignment of a feature with a particular orientation is independent of whether it has a positive going direction or negative going direction. For example, horizontal edges are labeled red whether the gradient is up or down. Recall that the d.c. gain of the second basis vector of each class is approximately zero. Since the representation of an input vector by a subspace and hence its classification is independent of the sign of the coefficients, multiplying the basis vectors by -1 does not change the classification. Therefore, changing the gradient direction of an edge by 180
• does not affect its classification. 
One-Component Segmentation
The segmentation map of the Lenna image for the onecomponent network is shown in figure 10 . As before, the class assignments were colour-coded using the 32 colours from a continuous colour circle which were used in figure 7. Since this network does not have a second non-d.c. coefficient, the intensity of the segmentation map was not weighted.
The figure clearly shows that the network has captured the essential information required to represent an image since the details in the original image are readily identifiable in the segmentation map. The features in the image are classified in a consistent manner with areas of slowly varying intensity similarly labeled, and the various edges in the image are labeled according to their orientation. Comparing this figure with the colour-coded feature map of figure 7, one can see that the classification of features in the image correspond to those in the feature map. As previously mentioned, one of the differences between the sets of features for the two networks is the presence of almost pure d.c. features in the one-component network. The relatively smooth areas such as the background and shoulder are classified as such. In the two-component segmentation map, such flat regions are arbitrarily classified, but this variation is not visible in the segmentation map due to the intensity weighting by the second coefficient.
A further difference between the two segmentation maps is evident around edges of the same orientation but with opposite gradients. The difference is well illustrated when comparing the class assignments around the lips. In the one-component segmentation map, the top lip is green, corresponding to a horizontal edge with a upwards gradient and the bottom lip is violet, corresponding to a horizontal edge with a downwards gradient. In contrast, the two-component segmentation map shows both lips classified the same; both are simply horizontal features. This difference, again, is due to the presence in the former and the absence in the latter of a d.c. component in the basis vectors which effectively define the classes.
Illumination Variations
To test the performance of the segmentation under different illumination conditions, the two-component network was used to segment the images shown in figures 11 and 12. Both images are 400 × 400 pixels in size with 256 levels of gray. One image was captured with the scene being brightly illuminated while the other was captured after the lights were turned off. The respective segmentation maps are shown in figures 13 and 14. Because of the difference in dynamic range between the two input images, the intensity weighting of the segmentation map by the magnitude of the second coefficient was normalised for consistency. The hue as the indicator of class assignment, however, was not modified. As these two segmentation maps show, a substantial change in illumination has very little effect on the assignment of the features in a image to the various classes. The one-component network was also used to segment the two images shown in figures 11 and 12. The resulting segmentation maps are shown in figures 15 and 16 respectively. As was the case for the two-component network, these segmentation maps for the two images are virtually indistinguishable from each other. However, the random class assignments in the very dark regions for both images show how the segmentor can fail when the illumination is so low that there is very little signal in the image. For most regions in the poorly lit image, though, there is still sufficient signal upon which to make an appropriate clas- 
Discussion and Conclusions
The use of MPC networks as segmentors yields some interesting results. The networks were shown to extract features from the test image in a completely self-organizing fashion. No a priori assumptions were imposed as to the importance of any type of feature, yet the features extracted by the networks, namely, flat regions, edges, and lines, are all of perceptual importance.
The classification of similar features was consistent across an image and this consistency of classification was valid for an image significantly different from the training image. The topological ordering of the classes during training resulted in like-classes being close together in a manner analogous to the ordering of directionally sensitive columns in the visual cortex. The segmentation was also shown to be independent of variations in illumination. Considering that the human visual system has such a characteristic, these results are significant. Further, by examining this independence in the context of the multiplicative image formation model, it can be shown that these segmentors are effectively operating directly on the underlying physical properties of the scene as opposed to indirectly on the luminance values of the image which may be corrupted by noise in the illumination component. Segmentors based on distance measures such as Euclidean distance do not share this property.
While the above characteristics are valid for both of the networks evaluated herein, there are some significant differences between them. These differences stem from how the two networks incorporate the d.c. information in their basis vectors. For the two-component network, it was found that the the first components were approximately d.c. for all the classes, while the second components, which then effectively defined the classes, had no d.c. As a result, features which differed by a negative sign in the don-d.c. components, for example, positiveand negative-going edges of the same orientation, were assigned the same class. In addition, slowly varying regions were arbitrarily classified. The second network, on the other hand, used only one component per class so that each of those components contained a significant amount of d.c. In this case, features such as edges with opposite directions were assigned different classes. Further, flat or slowly varying regions were well represented in the set of features and therefore were distinctly classified.
