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1 Introduction
Let PM be the projective space of dimension M over Spec Z, and X an irreducible
arithmetic sub variety. A point θ ∈ X (C) is called generic, if the algebraic closure
of {θ} over Z is all of X . Part III of this series of papers ([Ma3]) established a lower
bound for the approximability of generic points θ by algebraic points or sub varieties
in terms of the dimension of X , which by [Ma5] is best possible except for a subset
of points of measure zero. More specifically, if the height and degree of an effective
cycle on X are defined via O(1) and O(1), and the algebraic distance of an effective
cycle to θ is defined with respect to µ = c1(O(1)). (See [Ma1], Section4)
1
1.1 Theorem Let X be an irreducible quasi projective arithmetic variety of relative
dimension t over Spec Ok, and L¯ an ample positive metrized line bundle on some
projective compactification of X . There is a number b > 0 such that for every
a >> 0, and every generic θ ∈ X(Cσ) there is an infinite subset M ⊂ N such that
for each D ∈M there is an irreducible subscheme αD of codimension t fulfilling
degαD ≤ Dt, h(αD) ≤ aDt, log |αD, θ| ≤ −baDt+1.
Proof [Ma3], Theorem 1.2, Corollary 1.3.
It is the objective of this paper to reverse this conclusion, i. e. the approximability of
a generic point by algebraic subvarieties will imply a lower bound on the dimension
of X , and hence give criteria of algebraic independence of complex numbers in terms
of the approximability of corresponding points on arithmetic varieties.
For the rest of the paper, if not specified otherwise, ∂1, . . . , ∂t will be derivations of
k(X) whose restrictions to the tangent space of X at θ are linearily independent.
For a multi index I = (i1, . . . , it) ∈ Nt, denote by |I| its norm i1 + · · ·+ it and by
∂I the differential operator ∂i11 · · ·∂itt . Further, for a global section f ∈ Γ(X,O(D))
denote |f |L2(PM ) = (
∫
P
M |f |2µM)1/2.
1.2 Theorem Let X be an irreducible subvariety of relative dimension t in PM ,
and θ = [(θ0, . . . , θm)] ∈ X(Cσ) a generic point. One may assume θ0 6= 0, and then
t = trdegk(θ1/θ0, . . . , θM/θ0). Let further, Dk, Sk be series of natural numbers, Hk, Vk
series of positive real numbers such that Sk ≤ Dk, the series Dk/Sk, Hk/Sk, Vk/Sk
are non- decreasing, and
lim sup
k→∞
SskVk
Dsk(Dk +Hk)
=∞.
Additionally assume that for each sufficiently big k ∈ N, there is a set of global
sections Fk of O(D) such for each f ∈ Fk,
deg f ≤ Dk, log |f |L2(P>M) ≤ Hk, sup|I|≤Sk log |∂I(f/g⊗D)(θ)| ≤ −Vk.
and that there is no point x ∈ PM(C) such that fx = 0 for every f ∈ Fk, and
log |x, θ| ≤ Vk−1
Sk−1
. Then t is at least s+ 1.
The criterion entails the Philippon criterion if one takes Sk = 0 for all k. An alter-
native proof to the one given here was already given in [LR] (Theorem 2.1). Under
an additional assumption, this new proof furthermore also entails a characterisation
of the point θ in terms of its approximability.
This criterion has a difficiency because it is usually used in cases in which the series
(Dk, Hk, Sk, Vk) fulfill certain regularity conditions (see below), and in this case there
verifyably are points θ on any variety X that fulfill the conclusion of Theorem 1.2
without fulfilling its premiss.
2
1.3 Definition A function f : N → N (R) is said to be of uniform polynomial
growth, if the limes
nf = lim
k→∞
k(f(k + 1)− f(k))
f(k)
exists.
1.4 Lemma
1. The set of functions of uniform polynomial growth is closed under composi-
tions, sums, products, differences and quotients with
nf◦g = nfng, nf+g = max(nf , ng), nfg = nf+ng, n1/f = −nf , n−f = nf .
If f is unbounded, f−1 is defined via
f−1(n) = inf{k|f(k) ≥ n},
and f is of uniform polynomial growth with nf 6= 0, then f−1 is of uniform
polynomial growth with nf−1 = 1/nf .
2. If f, g are of uniform polynomial growth, and f(k) ≥ g(k) for every sufficiently
big k, then nf ≥ ng.
3. A function f is of uniform polynomial growth, if and only if there is an nf ∈ R
such that for every ǫ > 0, there is a k0 ∈ N such that
knf−ǫ < f(k) < knf+ǫ
for every k ≥ k0.
4. If f is of uniform polynomial growth, and n is any natural number, then for
sufficiently big k,
f(k + n) ≤ 2f(k).
1.5 Definition Let (Dk, Sk, Hk, Vk) be a quadrupel of sequences of natural and pos-
itive real numbers with Sk ≤ Dk/3. The quadrupel is said to be of regular polynomial
growth if Dk/Sk and Hk/Sk are monotonously increasing and unbounded, and the
functions f(k) = Dk/Sk and g(k) = Hk/Dk are of uniform polynomial growth with
nf > 0, and g(k) ≥ c > 0 for sufficiently big k.
3
1.6 Proposition In the situation of Theorem 1.2, if additionally (Dk, Sk, Hk, Vk)
is of regular polynomial growth, and trdegk(θ) = s + 1, then θ is an S-point in the
sense of Mahler classification
Proof [Ma5]
1.7 Theorem Let X be a subvariety of relative dimension t of PM , and θ ∈ X (C)
a generic point. Further, Dk, Hk, Sk, Vk a quadrupel of sequences of natural and
positive real numbers that is of regular polynomial growth, and fulfills
lim
k→∞
SskVk
Dsk(Dk +Hk)
=∞.
Assume that for every sufficiently big k, there is a set Fk ⊂ Γ(PM , O(D)), such
that for every irreducible subvariety Y ⊂ X that has sufficiently small distance to θ,
there is an f ∈ Fk, and an I with |I| ≤ Sk/3 such that the restriction of ∂If to Y
is nonzero, and
log |fk| ≤ Hk, sup
|I|≤Sk
log |∂I(f/g⊗D(θ)| ≤ −Vk.
Then, t ≥ s+ 1.
Remark: The conditions in Theorem 1.7 are fulfilled e. g. if for every sufficiently
big k there are t global sections f1, . . . , ft of L⊗Dk with
log |fi| ≤ Hk, DSk(divfi, θ) ≤ −Vk, i = 1, . . . , t,
and numbers I1, . . . , It with Ii ≤ Sk such that the divisors of the sections
∂I1f1, . . . , ∂
Itft intersect properly. Another important case, where the conditions
of the Theorem are fulfilled, will be when the global sections with small algebraic
distance are obtained by having high order of vanishing at a certain point, and
behave well with respect to differentiation.
2 Prerequisites
2.1 Lemma Let X be a regular projective arithmetic variety, L¯ a metrized line
bundle on X , and f a global section of L⊗D. Then, for every effective cycle Z on
X such that the intersection of Z with divf is proper,
h(divf.Z) = Dh(X ) +
∫
Z
log |f |c1(L¯)m,
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where m is the dimension of Z. In particular, if Z is an effective cycle of pure
codimension in projective space, and f ∈ Γ(Pt, O(D)), then
h(divf) = Dh(Z) +
∫
Z
log |f |µm,
with µ = c1(L¯).
Proof [BGS], Proposition 3.2.1.(iv).
2.2 Lemma Let X ,Y be regular projective arithmetic varieties, and f : X → Y a
morphism. Then for every metrized line bundle L¯ on Y, and every cycle Z in X ,
such that dim f(Z) = dimZ,
hf∗L¯(Z) = hL(f∗Z).
Proof [BGS], Proposition 3.2.1.(iii).
2.3 Lemma For m < n let Pm ⊂ Pn the projective subspace corresponding to a
choice of m + 1 homogeneous coordinates, and Pn−m−1 ⊂ Pn the subspace corre-
sponding the remaining n−m coordinates. With π the map
π : Pn \Pm → Pn−m−1, [v + w] 7→ [v], [v] ∈ Pm, [w] ∈ Pn−m−1,
and any cycle Z in Pn, such that Z does not meet Pm,
h(π∗(Z)) ≤ h(Z).
Proof [BGS], (3.3.7).
2.4 Lemma For every f ∈ Γ(Pt
C
, O(D)),
log |f |∞ − D
2
t∑
m=1
1
m
≤
∫
P
t
C
log |f |µt ≤ log |f |L2 ≤ log |f |∞.
Proof [BGS], (1.4.10).
2.5 Lemma Let f ∈ Γ(Pt, O(D)), g ∈ Γ(Pt, O(D′)). Then,
log |f |L2 + log |g|L2 − c2(logD + logD′) ≤ log |fg|L2 ≤
log |f |L2 + log |g|L2 + c1(D +D′) + log
(
D +D′ + t
t
)
.
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Proof [Ma2], Lemma 3.2.
For p ≤ t, Z ∈ Zpeff(Pt), and θ a point not contained in the support of Z in [Ma1]
the algebraic distance D(Z, θ), is defined. Recall also the definition of the derivated
algebraic distance of a point θ to an effective X cycle in Pt, whose support does
not contain θ in [Ma4]: Let I = (11, . . . , i2t) ∈ N2t denote a multi index, |I| =
i1 + · · · + i2n its norm, and ∂I the differential operator ∂i1/∂x1∂i2/∂yi · · ·∂i2t/∂yt,
and let ϕ : At(C) → Pt(C) be the affine chart with ϕ(0) = θ. The derivated
algebraic distance DS(Z, θ) of order S ∈ N is defined as
DS(θ,X) := sup|I|≤S log |∂I expD(θ,X)|.
If ψ is another affine chart centered at θ, the derivated algebraic distance with
respect to ψ differs from that with respect to ϕ only by a constant depending on ψ
and ϕ times S log degX . See [Ma4].
There are the following Propositions for the derivated algebraic distance.
2.6 Proposition For s,D ∈ N, and f ∈ Γ(Pt, O(D)) let F be the polynomial of
degree at most D in t variables that corresponds to f with respect to affine coordinates
of Pt centered at θ. Then, with some positive constant c only depending on t,
DS(divf, θ) = sup
s≤S|J |=s
log
∣∣∣∣
(
∂s
(∂z1)j1 · · · (∂zt)jtF
)
(0)
∣∣∣∣− log |f |+O((S+D) log(SD)).
Proof [Ma4], Theorem 1.3.
2.7 Corollary
In the situation of the Lemma,
DS(divf, θ) ≤ sup
|J |≤S
log
∣∣(∂JF )(0)∣∣+ c(S +D) log(SD).
Proof Follows from the estimate
log |f | ≥ −cD
for global sections f of O(D) with a fixed positive constant c.
We will need two special cases of the derivative metric Be´zout Theorem, proved in
[Ma4], namely
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2.8 Theorem Let X ,Y be properly intersecting effective cycles in projective space
P
t
Z
, and S, S¯ natural numbers with S ≤ degX/3, S¯ ≤ deg Y/3. There is a positive
constant d only depending on t, and a function f from the set of natural numbers
less or equal degX + deg Y to the set of pairs of natural nubers less or equal degX
and deg Y respectively, such that pr1 ◦ f and pr2 ◦ f are surjective, and for every
θ ∈ Pt(C) not contained in the support of X.Y .
1. For a given k0 ≤ degZ0+degZ1, and any k ≤ degZ0+degZ1 greater or equal
k0, and (ν¯0, ν¯1) = f(k),
2(ν¯0 − ν0)(ν¯1 − ν1) log |Z0 + Z1, θ|+ 2DS(Z0.Z1, θ) + 2D(Z0, Z1) ≤
(ν¯0 − ν0)D3ν1(Z1, θ) + (ν¯1 − ν1)D3ν0(Z0, θ)+
O((degZ0 degZ1 + S) log(S degZ0 degZ1)).
2.
2D(X, Y ) + 2DSS¯(X.Y, θ) ≤
max(S¯D3S(X, θ), SD3S¯(Y, θ)) + d(degX deg Y ) log(degX deg Y ),
and
2D(X, Y ) + 2D(X.Y, θ) ≤
max(S¯D(X, θ), D3S¯(Y, θ)) + d(degX deg Y ) log(degX deg Y ).
Proof [Ma4], Theorem 1.9, Corollary 1.11.
2.9 Corollary
1. For S0, d0 ≤ degZ0/3, S1 ≤ Z1/3, and S = S0S1, there is a K ≤ d0S1 such
that
K log |Z0 + Z1, θ|+ 2DS(Z0.Z1, θ) + 2D(Z0, Z1) ≤
max(S1D
9S0(Z0, θ), d0D
9S1(Z1, θ)+
O((degZ0 degZ1 + S) log(S degZ0 degZ1)).
2. For S0 ≤ degZ0/3, S1 ≤ degZ1/3, and |Z0, θ| ≤ |Z1, θ|,
2DS1(Z0, Z1) + 2D(Z0, Z1) ≤
D3S1(Z1, θ) +O((degZ0 degZ1 + S) log(S degZ0 degZ1)).
Proof The proof is similar to the one of [Ma4], Corollary 1.11.
Similar to [Ma3], Proposition 2.4.1, on can also deduce
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2.10 Theorem Let Y be an irreducible effective cycle of codimension p in projective
space, f ∈ Γ(Pt, O(D))
Z
a global section whose restriction to Y is nonzero, and
f¯ ∈ Γ(Pt, O(D))
R
a global section that is orthogonal to IY(D) the elements of degree
D in the vanishing ideal of Y such that fY = f¯Y . Then for natural numbers S ≤
deg Y/3, S¯ ≤ D/3 such that for every θ ∈ Pt(C) not contained in divf.Y ,
2DSS¯(Y.divf, θ) ≤
max(S¯DS(divf¯ , θ), SDS¯(Y, θ)) + deg Y log |f⊥Y |+Dh(Y) + dD deg Y log(D deg Y ),
and
D(Y.divf, θ) ≤ max(S¯D(divf¯ , θ), DS¯(Y, θ)) + dD deg Y log(dD log Y ).
Let H : N → R be function of uniform polynomial growth such that H(D)/D ≥
a > 0 with a sufficiently big constant a, hence by Lemma 1.4.4, nH ≥ 0.
For X an effective cycle in Pt define the H/D-size of X as
tH
D
(X ) = H
D
degX + h(X ).
2.11 Proposition There are constants c, b, b¯ > 0, n ∈ N only depending on t such
that for every generic θ ∈ Pt(C) and every function H : N → R as above, there
is an infinite set M ⊂ N such that for every D ∈ N, there is an irreducible zero
dimensional subvariety αnD of P
t
Z
, a locally complete intersection X of codimension
s ≤ t − 1 at αD and global sections f ∈ Γ(Pt, O(D))Z, f¯ ∈ Γ(Pt, O(D))R such
that f⊥αnD = f¯
⊥
αnD
6= 0, and with Xmin the irreducible component of X with minimal
H/D-size,
degX ≤ Ds, h(X ) ≤ HDs−1,
log |f¯⊥αnD | ≤ H, log |〈f |θ〉| ≤ −btHD (Xmin)D
t+1−s,
deg αnD ≤ (nD)t, h(αnD) ≤ (nH)(nD)t−1, D(αnD, θ) ≤ −b¯tH
D
(αnD)D,
log |αnD, θ| ≤ −b¯tH
D
(αnD)D, tH
D
(αnD) ≥ ctH
D
(Xmin)Dt−s.
Proof [Ma3], Corollary 4.21. One has to be cautious to adjust the constants.
Another important tool for the proofs is the Liouville inequality.
2.12 Proposition: Liouville inequality Let f ∈ Γ(Pt, O(D)), and α an al-
gebraic point such that fα 6= 0. There is a constant d, only depending on t such
that
D(divf, α) ≥ Dh(α)− degα log |f | − dD degα.
8
For the relation of this Proposition to the classical formulation of the Liouville
inequality, compare [Ma6].
Proof Since by [Ma1], Theorem 2.2.2, h(divf) ≤ log |f | + Dσt, this is a special
case of the equality
D(divf, α) = h(divf.α)− degαh(divf)− deg fh(α) + σt deg f deg α
from [Ma1], Scholie 4.3, together with the estimate D(divf, α) ≤ d′ degα deg f from
[BGS], Proposition 5.1.
3 Derivatives
3.1 Polynomials modelling derivatives of rational functions
With X an arithmetic sub variety of relative dimension t in PM
Z
, and g a global
section of O(1) whose restriction to X is nonzero, let θ ∈ X(Cσ) be a generic point,
and ∂1, . . . , partialt derivatives of X as in the introduction.
3.1 Lemma With the above notations, and f a global section of L⊗D,
sup
|I|≤S
log
∣∣∣∣∂I fg⊗D (θ)
∣∣∣∣ = DS(divf, θ) + log |f |L2(PM ) +O((S +D) logSD),
for every S ≤ D.
Proof Let Uθ be a neighbourhood of θ, and ϕ : U → Uθ an affine chart of Uθ.
Further, ∂˜1, . . . ∂˜t the canonical derivatives on U . Then,
(ϕ−1)∗∂ = h∂˜
with a (t× t)-matrix of rational functions h. Hence,
sup
|I|≤S
log
∣∣∣∣∂I fg⊗D (θ)
∣∣∣∣ = sup
|I|≤S
log
∣∣∣∂˜I(ϕ∗f)(0)∣∣∣+O((S +D) logSD),
and the Lemma follows from [Ma4], Theorem 1.3.
3.2 Corollary If g¯ is another global section of L, and ∂¯1, . . . , ∂¯t another set of
derivations of k(X) whose restrictions to TθX are linearily independent, then
sup
|I|≤S
log
∣∣∣∣∂I fg⊗D (θ)
∣∣∣∣ = sup
|I|≤S
log
∣∣∣∣∂¯I fg¯⊗D (θ)
∣∣∣∣+O((S +D) logSD).
9
Because of this Corollary to the derivatives of a global section it doesn’t matter
which derivatives ∂1, . . . , ∂t in k(X) one choses. In the proofs of the main Theorem
we will chose them according to the definition in the next Theorem.
Let X ⊂ PM
Z
be an irreducible subvariety of relative dimension t, and Pt ⊂ PM a
subspace defined over SpecZ such (Pt)⊥ does not meet X . Then, with
π : PM \ (Pt)⊥ → Pt,
the restriction πX of π to X is a proper map from X to Pt. Denote by x0, . . . , xM
the homogeneous coordinates of PM ordered such that x0, . . . , xt are homogeneous
coordinates of Pt. There is the canonical map k(x1, . . . , xM) ∼= k(PM)→ k(X), and
if x¯i, i = 1, . . . , t denotes the image of xi under this map, the function field k(X) is
a finite extension of k(x¯1, . . . , x¯t).
We denote by ∂/∂xµ the usual derivations of k(x1, . . . , xM) ∼= k(x1/x0, . . . , xM/x0),
and do not distinguish between a polynomial f(x1, . . . , xM), its image
f(x1/x0, . . . , xM/x0) in k(P
M), and its image f(x¯1, . . . , x¯M) in k(X). The following
Theorem is a generalization of [RW], Proposition ?? to higher dimensions.
3.3 Theorem With the above notations, let ∂t, . . . , ∂t be the derivations of k(X)
defined by
∂lxl = 1, and ∂lxi = 0 for i ∈ {1, . . . , t} \ {l}.
Let further I = (i1, . . . , it) ∈ Nt be a multi index of degree S = i1 + · · · + it, and
∂I = ∂i11 · · ·∂itt .
There is a homogeneous polynomial P = P (x0, . . . xM ) with
degP ≤ (M − t) degX, log |P |L2(PM ) ≤ c degX + h(X ),
with c a constant only depending on M and t, such that for every multi index I of
degree S, and every homogeneous polynomial f ,
∂If =
fI
P 2S−1
.
where fI is a homogeneous polynomial with
deg fI ≤ deg f + (2S − 1)(M − t) degX,
log |fI |L2(PM ) ≤
log |f |+ log deg f + (2S − 1)(M − t)(h(X ) + c degX + log degX) + log(2S!).
Proof Let πX be the restriction of π to X . For any µ = t+1, . . . ,M , the projection
of X to the space with homogeneous coordinates x0, . . . , xt, xµ is a hyper surface of
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degree at most degX . Let Pµ be the corresponding homogeneous polynomial in
x0, . . . , xt, xµ. Then deg Pµ ≤ degX , and by Lemma 2.1, 2.3 and 2.4,
log |Pµ| ≤
∫
P
M
µM + c degX ≤ h(π∗X ) + c degX ≤ h(X ) + c degX. (1)
Let further
A0 :=
M∏
µ=t+1
∂Pµ
∂xµ
,
and
Alµ := −∂Pµ
∂xl
(
∂Pµ
∂xµ
)−1
∈ k(X), (2)
for l = 1, . . . , t, and µ = t + 1, . . . ,M . We have
degA0 ≤ (M − t)(degX − 1),
and using Lemma 2.5, and (1),
log |A0| ≤ (M − t)(h(X ) + c degX + log degX).
Also, A0Alµ is a polynomial with
deg(A0Akµ) ≤ (M − t)(degX − 1),
log |A0Akµ| ≤ (M − t)(h(X ) + c degX + log degX).
Since Pµ(x1, . . . , xt, xµ) = 0 on X , we get
0 = ∂lPµ =
∂Pµ
∂xl
+
∂Pµ
∂xµ
∂lxµ,
hence,
∂lxµ = −∂Pµ
∂xl
(
∂Pµ
∂xµ
)−1
= Alµ,
and
fl = A0
∂f
∂xl
+
M∑
µ=t+1
A0Alµ
∂f
∂xµ
is a polynomial with
deg fl ≤ max(degA0, deg(A0Alµ)) + deg f − 1 ≤ (M − t) degX + deg f,
log |fl| ≤ log deg f + log |f |+ (M − t)(h(X ) + c degX + log degX) + log 2, (3)
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and
∂lf =
fl
A0
. (4)
Put P = A0. Then deg P ≤ (M − t)(degX − 1), and the estimate on the norm of
P immediately follows from (1), and Lemma 2.5.
Assume now the Theorem proved for I of degree S. That is, for any I with |I| = S,
∂If =
fI
P S
,
for some polynomial fI with norm and degree fulfilling the estimates from the The-
orem. Then, with I¯ = I + (0, . . . , 0, 1, 0, . . . , 0),
∂ I¯f = ∂l∂
If = ∂l
fI
P 2S−1
=
(∂lfI)P
2S−1 − fI(2S − 1)P 2S−2∂lP
P 4S−2
=
P 2∂lfI − (2S − 1)fIP∂lP
P 2S+1
.
By (3), (4) and induction hypothesis P 2∂lfI , and (S − 1)PfI∂lP are polynomials
with
deg(P 2∂lfI) ≤ degP + deg fI ≤ 2(M − t) degX + (2S − 1)(M − t) degX
+ deg f
= (2S + 1)(M − t) degX + deg f,
and
deg(fIP∂lP ) ≤ 2(M − t) degX + (2S − 1)(M − t) degX + deg f
= (2S + 1)(M − t) degX + deg f.
Likewise, the norms of P 2∂lFI , and (S − 1)PfI∂lP by (3); (4) and induction hy-
pothesis fulfill the inequalities
log |P 2∂lfI | ≤ (2S + 1)(M − t)(h(X ) + c degX + log degX) + log(2S)!
+ log |f |+ log deg f
≤ 2(S + 1)(M − t)(h(X ) + c degX + log degX) + 2S log 2S2
+ log |f |+ log deg f,
and
log |(2S − 1)fIP∂kP | ≤ log(2S − 1) + (2S − 1)(M − t)×
(h(X ) + c degX + log degX)
+ log |f |+ log deg f + log(2S)!.
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Hence, with fI¯ = P
2∂lfI − (2S − 1)fIP∂lP , we have ∂ I¯f = fI¯/P 2S+1, and
deg fI¯ ≤ (S + 1)(M − t) degX + deg f,
log |fI¯ | ≤ (2S + 1)(M − t)(h(X ) + c degX + log degX) + log(2S + 2)!,
and the claim follows for S + 1.
3.4 Corollary With the notations of the Theorem, for every θ in X (C), such that
f(θ) 6= 0 and P (θ) 6= 0), there is a constant c only depending on θ, and X such that
DS(divf, θ) = sup
|I|≤S
log |fI(θ)|+O((S +D) log(SD)).
Moreover, for every T ≤ S,
DS(divf, θ) = sup
|I|≤S−T
sup
|J |≤T
log |(∂JfI)(θ)|.
Proof Since log |P (θ)2S−1| = c(2S − 1), for some constant c, with g = xD0 , the
claim follows from the Theorem, together with Lemma 3.1.
3.2 Local Be´zout Theorem
In this subsection k is a field of characteristic zero and X a scheme of dimension t
over Spec k. For y a point in X denote by Y = {y} its Zariski closure.
3.5 Definition
1. Let y be a point in X with with dim Y = t−p . For Z an irreducible subvariety
of codimension p − 1, f ∈ k(Z) and my ⊂ OX,y the maximal ideal in the
localization of OX at y, define the order of vanishing vy(f) of f at Y as
vy(f) := max{n ∈ N|f ∈ mny}.
2. For X an irreducible subscheme of PMk , and P(W ) ⊂ Pt = Projk[x0, . . . , xM ]
a projective subspace of codimension q, let w be the corresponding point in PM
and Y an irreducible subvariety of codimension p with p ≤ q, define vw(Y ) as
vw(Y ) := min
P(F ){multiplicity of P(W ) in P(F ).Y },
where P(F ) runs over all subspaces P(F ) ⊂ PM of codimension q − p that
intersect Y properly and contain P(W ). Define vw : Z(P
t) → Z by linear
extension.
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3. For X = PM , w ∈ PM a point corresponding to a subspace P(W ) ⊂ PM , and
ZZ1 − Z2 a cycle of pure codimension p in PM define the order of vanishing
of Z at w as the difference of the orders of vanishing as defined in part 1 of
the chow forms fZ1 , fZ2 of Z1, Z2 at the subvariety
P(Wˇ )i = Pˇ
M × · · · × PˇM ×P(Wˇ )× PˇM × · · · × PˇM ,
where PˇM is the space dual to PM , and P(Wˇ ) the space dual to P(W ). Since
the chow divisor is invariant under permutation of the factors in (Pˇt)M+1−p,
this number does not depend on the choice of i ∈ {1, . . . ,M + 1− p}.
3.6 Lemma
1. For yw the point corresponding to a subspace P(W ) ⊂ PM of codimension q,
and Z a subvariety of codimension q − 11 in Pt the definitions in 1 and 2
coincide.
2. The Definitions 2 and 3 coincide.
3.7 Fact
1. If w is a point corresponding to a subspace, X an effective cycle in PM , then
P(W ) ⊂ supp X, if and only if vw(X) ≥ 1.
2. If y is a closed point of PM , and X an effective cycle of pure codimension M ,
the multiplicity of y in X equals vy(X).
3. Let q ≥ p, and P(W ),P(F ) be subspaces of codimension q, and p respectively.
If w is the point corresponding to P(W ), then
vw(P(F )) = 1⇔ P(W ) ⊂ P(F ), and vw(P(F )) = 0⇔ P(W ) 6⊂ P(F ).
4. Let P(W ) ⊂ P(F ) ⊂ PM be subspaces, and Y an effective cycle intersecting
P(F ) properly. If v
P(F )
w (Y ) is defined as the order of vanishing of P(F ).Y at
P(W ) inside P(F ), then
vP(F )w (Y ) ≥ vw(Y ).
5. Let X be an effective cycle of pure codimension p in Pt, and y a closed point.
Then for every subspace P(F ) ⊂ Pt, of codimension t − p containing y, and
intersecting Y properly,
vy(X) ≤ vy(P(F ).X),
and there exists a subspace P(F ) with these properties such that
vy(X) = vy(P(F ).X).
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3.8 Proposition Let X be an irreducible subvariety of dimension t of PM , and
w a closed point in X. Further, f, g ∈ Γ(PM , O(D)) with fy 6= 0. If for a natural
number S and every multi index I with |I| ≤ S the equality (∂If)(y) = 0 holds, then
the order of vanishing vy(Z) of Z = X.divf at y is at least S.
Proof By Fact 3.7, there is a subspace P(F ) ⊂ PM be of codimension t− 1 con-
taining y and properly intersecting Z such that vy(Z) = vy(P(F ).Z). Since gy 6= 0,
the multiplicity of y in P(F ).X.divf equals the multiplicity of y in P(F ).X.div(f/g),
that is
vy(Z) = vy(P(F ).Z) = vy(P(F ).X.div(f/g)).
Further, if f¯ , g¯ are the restrictions of f, g to one-dimensional subvariety P(F ) ∩X ,
then
vy(P(F ).X.div(f/g)) ≥ vy(div(f¯ /g¯)).
If ∂ is a derivation of P(F )∩X whose restriction to y ∈ P(F )∩X is nonzero, then
∂ is a linear combination with coefficients in k(X) of ∂1, . . . , ∂t, hence ∂
s(f¯/g¯) = 0
for every s ≤ S, which means that (f¯ /g¯) is contained in the Sth power mS
P(F )∩X,y of
the maximal ideal m
P(F )∩X,y ⊂ OP(F )∩X,y, that is vy(f¯ /g¯) ≥ S. Together with the
above equalities and estimates this implies the claim.
Two effective cycles Y, Z of projective space are said to intersect properly at a point
x ∈ PM if for every irreducible component U of the intersection of the supports of
Y and Z that contains x the equality codimW = codimY + codimZ holds.
3.9 Local Be´zout Theorem For x a closed point in PM and two cycles Y, Z of
P
M , intersecting properly at x,
vx(Y.Z) ≥ vx(Y )vx(Z).
3.10 Remark By Fact 3.7, the Theorem holds in case Y is a projective subspace
P(F ) ⊂ Pt.
3.11 Lemma Let Y, Z be properly intersecting irreducible varieties of codimension
p, q of PM , and X#Y their join. For a closed point x in Pm there are subpaces
P(F ),P(F ′) of codimensions t − p, t − q containing x such that the intersections
P(F ).Y and P(F ′).Z are proper, and
v(x,x)(Y#Z) = v(x,x)(Y#Z.P(F )#P(F
′)).
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3.12 Lemma A point y#z in P2M+1 intersects P(∆) if and only if y = z. Further,
(y#y).P(∆) = (y, y).
Proof Let u ∈ kt+1, v ∈ kt+1 be vectors representing y, z, i. e. [u] = y, [v] = z. The
join y#z ⊂ P2t+1 consists of the points [(au, bv)], a, b ∈ k. If [(au, bv)] ∈ P(∆), then
there is a vector w ∈ kt+1 such that (au, bv) = (w,w). Hence, au = w = bv, that is
y = [u] = [v] = z, and [(w,w)] = (y, y).
3.13 Lemma Let x be a closed point in projective space, Y, Z properly intersecting
effective cycles in PM , and Y#Z their join in P2M+1.
1.
v(x,x)(Y#Z) ≥ vx(Y )vx(Z).
2.
v(x,x)(δ∗(Y.Z)) = vx(Y.Z),
where δ : PM ×PM → P(∆) is the diagonal embedding.
Proof 1. By Fact 3.7.4, there are subspaces P(F ),P(F ′) ⊂ Pt such that vx(Y ) =
vx(P(F ).Y ), vx(Z) = vx(P(F
′).Z). Since P(F ).Y =
∑
y nyy is zero dimensional,
by Lemma 3.7, vx(P(F ).Y ) = nx similarly, with P(F
′).Z =
∑
zmzz, the equality
vx(P(F
′).Z) = mx holds. Since (Y#Z).(P(F )#P(F
′)) =
∑
y,z nynzy#z, and x#x
contains (x, x), it follows from the previous Lemma that
v(x,x)(Y#Z) = v(x,x)(Y#Z).(P(F )#P(F
′)) ≥ nxmx = vx(Y )vx(Z).
2. Since the diagonal embedding is an isomorphism, this follows from the previous
Lemma.
Proof of Theorem 3.9 By the previous Lemma, part one,
v(x,x)(Y#Z) ≥ vx(Y )vx(Z).
Further, by Remark 3.10,
v(x,x)(Y#Z) ≤ v(x,x)(P(∆).(Y#Z)) = v(x,x)(δ∗(Y.Z)),
which by part 2 of the previous Lemma equals vx(Y.Z).
3.14 Definition Let Y be an effective cycle in PM
Z
, and Y its base extenseion to
Spec Q. For a real number H the weighted order of vanishing of Y at a point x in
P
M
k is defined as vx(Y )/tH(Y).
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3.15 Lemma For every effective cycle Y, and every closed point x ∈ PM , there is
an irreducible component Y¯ of Y such that
vx(Y¯ )
tH(Y¯)
≥ vx(Y )
tH(Y) .
Proof Follows from the fact that both vx and tH are linear functions on Z(P
t),
and elementary arithmetic.
3.16 Proposition Let X ⊂ PM be an irreducible subvariety of dimension t, and
α a closed point in X. Further, Y a subvariety of codimension p in X containing
α, and fi ∈ Γ(PM , O(Di)), i = 1, . . . t − p global sections such that for every i =
0, . . . , t−p there is an effective cycle Zi of pure codimension i+p such that Z0 = Y ,
the intersection of Zi with divfi+1 is proper, and Zi+1 +Xi = divfi+1.Zi, where Xi
is an effective cycle whose support does not contain α. Further, assume that for
every i = 1, . . . , t− p there is a number Si ∈ N such that ∂Ifi is zero on α for every
i = 1, . . . , t− p, I with |I| ≤ Si, and ∂I a derivation of the functions field of X as
above. Then,
vα(Zt−p) ≥ S1 · · ·St−p.
Proof By fact 3.7.1, vα(Y ) ≥ 1, and by Proposition 3.8, the vanishing order of fi
at α is at least Si. Hence, by the local Be´zout Theorem,
vα(Zi+1) = vα(Zi+1 +Xi) = vα(divfi+1.Zi) = vα((X.divfi+1).Zi) ≥
vα(X)vα(divfi+1)vα(Zi) ≥ 1Si+1vα(Zi),
and the Proposition follows by complete induction.
3.3 Weighted derivative algebraic distance
In analogy to the weighted algebraic distance defined in [Ma3], define the weighted
derivated algebraic distance
3.17 Definition Let X be an effective cycle in Pt. The a-size of X is defined to
be the number
ta(X ) := a degX + h(X ).
For S ∈ N define the weighted derivated algebraic distance of X to θ as
ϕSa (θ,X ) :=
D3S(θ,X)
ta(X ) .
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3.18 Lemma Let X be an effective cycle in Pt, and S a natural number. Then,
there is an irreducible component Y of X and an SY ∈ N with SY /ta(Y) ≥ S/ta(X )
such that
2ϕSYa (θ,Y) ≤ ϕSa (θ,X ) +O
(
log degX
a
)
.
We call Y the irreducible component with minimal derivated algebraic distance rel-
ative to S.
Proof Let Y ,Z be effective cycles of codimension p in Pt, and S ∈ N. By
[Ma4], Theorem 5.1, there are subspaces P(F ),P(F ′) of codimension t − p such
that with y1, . . . ydeg Y the points in the intersection of P(F ) with Y counted with
multiplicity, and likewise z1, . . . , zdegZ for P(F
′) and Z for all natural numbers
S1 ≤ deg Y/3, S2 ≤ degZ/3,
DS1(Y, θ) ≤
deg Y∑
i=S1+1
log |yi, θ|+O((S1 + deg Y ) log(S1 deg Y )),
DS2(Z, θ) ≤
degZ∑
i=s2+1
log |zi, θ|+O((S2 + degZ) log(S2 degZ)).
For given S choose S1, S2 ∈ N such that S1 + S2 = S, and
log |yi, θ| ≤ log |zj, θ| for i ≤ S1, j ≥ S2,
log |zj, θ| ≤ log |yi, θ| for j ≤ S2, i ≥ S1. (5)
Then,
deg Y∑
i=S1+1
log |yi, θ|+
degZ∑
j=S2+1
log |zj , θ| ≤ inf
P(F )
∑
z∈supp(P(F ).(X+Z)
nz log |z, θ| ≤
1
2
D3S(θ,X + Y ) +O(deg(X + Y ) log(deg(X + Y ))),
again by [Ma4], Theorem 5.1. Consequently,∑deg Y
i=S1+1
log |yi, θ|+
∑degZ
j=S2+1
log |zj, θ|
ta(X + Y) ≤
1
2
D3S(θ, Y + Z)
ta(Y + Z) +O
(
log(deg(Y + Z))
a
)
.
Let r ∈ R be such that S1+r
ta(X )
= S
ta(X+Y)
, and s = signr[|r|]. Then, |s| ≤ min(S −
S1, S − S2), and by (5),∑deg Y
i=S1+1
log |yi, θ|+
∑degZ
j=S2+1
log |zj, θ|
ta(Y + Z) ≥
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∑deg Y
i=S1+s+1
log |yi, θ|+
∑degZ
j=S2−s+1
log |zj , θ|
ta(Y) + ta(Z) .
By elementary arithmetic, this is greater or equal
min
(∑deg Y
i=S1+s+1
log |yi, θ|
ta(Y) ,
∑degZ
j=S2−s+1
log |zj , θ|
ta(Z)
)
.
Further
S1 + r
ta(X ) =
S2 − r
ta(Y) =
S
ta(X + Y) .
By complete induction it follows, that for any effective cycle X with decomposition
into irreducible parts
X =
n∑
k=1
X1,
we have numbers Sk with Sk/ta(Xk) = S/ta(X ) + ǫ, and
mink=1,...n
(∑degXk
i=Sk+1
| log xik, θ|
ta(Xk)
)
≤ D
3S(θ,X)
2ta(X ) +O((log degX)/a).
The Lemma follows by once more using [Ma4], Theorem 5.1.
3.19 Lemma Let Y ∈ Zeff(PM) an effective cycle, and θ ∈ PM(C) a point not
contained in the support of Y. Then, for any m,n, S ∈ N.
DnS(θ,mnY ) ≤ mDnS(θ, Y ).
Proof Since
exp(D(θ,mnY )) = (exp(D(θ,X)))mn ,
this follows by elmentary differentiation techniques.
4 Projection to a projective sub space
4.1 Proposition Let X ⊂ PM
C
be a subvariety of dimension t, further θ ∈ X(C),
and Y an effective cycle in X whose support does not contain θ. Let ϕ : AM(C)→
P
M(C) be an affine chart centered at θ such that ϕ(At×{0} = P(TθX) the tangent
space of X at θ. Denote by I a multi index, and by ∂I the corresponding differential.
Further let Nt be the set of multi indizes I = (11, . . . , i2M) with i2t+1 = · · · = i2M = 0.
Then, for S ≤ deg Y/3,
sup
I∈Nt,|I|≤S
log
∣∣(∂I(ϕ∗ expD(Y, θ))∣∣ ≤ DS(θ, Y ).
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DS(θ, Y ) ≤ sup
I∈Nt,|I|≤S
log
∣∣(∂I(ϕ∗ expD(Y, θ))∣∣+O(deg Y log deg Y ).
Proof The first claim is trivial. For the second claim, let Uθ be a neighbourhood of
θ in X such that the orthogonal projection π of Uθ to TθX is bijective, and for every
x ∈ Uθ, the inequality |x, θ| ≤ 2|πx, θ| holds. With p the codimension of Y in X , by
[Ma4], Theorem 1.4, there is a subspace P(F ) ⊂ PM of codimension t− p such that
P(F ) contains θ, intersects Y properly, and with P(F ).Y =
∑deg Y
i=1 yi, numbered in
such a way that |y1, θ| ≤ · · · ≤ |ydeg Y , θ| the derivated algebraic distance of θ to Y
may be estimated as
DS(θ, Y ) ≤ sup
|I|≤S
log |∂I
deg Y∏
i=1
|yi, θ||+O(S log deg Y ),
log |∂I
deg Y∏
i=1
|yi, θ|| ≤ DS(θ, Y ) +O(deg Y ).
Let r be the radius of Uθ, and k ≤ deg Y a number such that |yk, θ| ≤ r ≤ |yk+1, θ|.
Then, with ci(z) = |πyi, θ|/|yi, θ|,
log |(∂Iϕ∗ci(z))(0)| ≤ c|I|, log |(∂I1/ci(z))(0)| ≤ c|I|,
with c a fixed constant. Hence, for every I, with |I| ≤ S,
log sup
|I|≤S
|∂I
deg Y∏
i=1
|yi, θ|| ≤ log sup
|I|≤S
|∂I
deg Y∏
i=1
|πyi, θ||+ cS ≤
log
∑
I∈Nt,|I|≤S
∂I
∏
i=1
|πyi, θ||+ cS ≤ log sup
I∈Nt,|I|≤S
|∂I(ϕ∗ expD(Y, θ))|,
proving the second claim.
4.2 Lemma There are positive constants c¯, c˜ only depending on M and t, and a
subspace PM−t−1 ⊂ PM defined over Z that does not meet X , and fulfills
h(PM−t−1) ≤ c˜ log degX and log |PM−t−1, X| ≥ −c¯− log degX.
For Pt the orthogonal complement of PM−t−1 in PM , the restriction of the map
π : PM \PM−t−1, [v + w] 7→ [v], [v] ∈ Pt, [w] ∈ PM−t−1
to X is a flat, finite proper map πX : X → Pt, and
h(Pt) ≤ c log degX,
with c a constant only depending on M and t.
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Proof By [Ma4], Corollary 5.4, there is a subspace P(W ) ⊂ PM
C
with
log |P(W ), X| ≥ −c1 − log degX,
with some positive constant c1 only depending on M , and t. For V ⊂ CM+1 a
subspace, denote by S(V ) the set of vectors of length 1 in V , and by pr⊥V the
orthogonal projection to the orthogonal complement of V . On the Grassmannian
GM,t, we have
|V,W | = sup
v∈S(V )
|pr⊥W |,
and for V a primitive submodule of Zt+1,
h(V ) = log vol(V ) + σp.
Let W be the space from above, q = M − t = dimW , and a = 2ec1q(t + 1) degX .
One can recursively find vectors
v1, . . . , vq ∈ CM+1,
such that with Vi = 〈vi, . . . , vi〉,
vi ∈ pr⊥Vi−1(ZM+1), |vi| ≤ (M + 1)2(M+1)/qat+1, |pr⊥W (vi)| ≤
√
t+ 1
1
a
.
Indeed, assume that w1, . . . , wt+1 is an orthonormal basis ofW
⊥, and v1, . . . , vi have
been found. Since, log volVi ≥ 1, then log vol(ZM+1/Vi)) ≤ 1. Let Q be the Cuboid
in Rt+1 that has lengths 2(M+1)/(t+1)aq/(t+1) parallel to W , and lengths 1/a paralell
to W⊥. Then,
vol(Q) = 2M+1at+1(1/a)t+1 = 2M+1 ≥ 2M+1vol(ZM+1/Vi).
By the Theorem of Minkovksi, Q thus contains a non zero vector vi+1, and vi+1
fulfills
|vi+1|2 ≤ q(2(M+1)/(t+1)aq/(t+1))2 + (t+ 1)(1/a)2 ≤ (M + 1)2(M+1)/(t+1)a2q/(t+1),
and
|pr⊥W (vi+1)|2 ≤ (t + 1)
(
1
a
)2
.
Since v1, . . . , vq is an orthonormal basis of V = Vq, for any v ∈ S(V ) we have
v =
∑q
i=1 aivi with
∑q
i=1 |ai|2 = 1, hence
|pr⊥W (v)| ≤
q∑
i=1
ai|pr⊥W (vi)| ≤ q
√
t+ 1
1
a
=
q(t + 1)
2ec1q(t+ 1) degX
=
e−c1
2 degX
.
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Hence,
log |V,W | = log sup
v∈S(V )
|pr⊥W (v)| ≤ −c1 − log 2− log degX.
Since log |W,X ≥ −c1 − log degX , we get log |V,X| ≥ −c1 − log degX − log 2 =
−c¯− log degX with a suitable c¯.
Finally, since |vi| ≤ (M + 1)2(M+1)/qat+1 for i = 1, . . . q, we get
h(P(V )) = log vol(V ) + σq
q∑
i=1
log |vi|+ σq ≤
log
(
q(M + 1)2(M+1)/(t+1))(2ec1q(t+ 1) degX)q/(t+1)
)
+ σq ≤ c˜ log degX,
with a suitable c˜ > 0. If M = ZM+1∩V , and M⊥ = Zt+1∩V ⊥, by [Be], Proposition
1.(ii),
volM⊥volM ≤ (degX)c˜/ exp(σq).
Hence, with Pt = P(M⊥),
h(Pt) = log volM⊥ + σt ≤ c˜ log degX + σt − σq ≤ c log degX.
4.3 Proposition Let Y ∈ Zpeff(X ) be a cycle, θ ∈ X(C) a generic point, and
P
t,PM−t−1, π, πX as in Lemma 4.2
1. If the set of complex valued points Yi of an irreducible component Yi of Y has
sufficiently small distance to θ, then dim π(Yi) = dimYi.
2. For x, y ∈ X(C) in a sufficiently small neighbourhood of θ,
|x, y| ≤ c|πXx, πXy|,
where c is constant depending on θ. and for x, y ∈ PM \P(F⊥),
log |πx, πy| ≤ |x, y| − log |x,PM−t−1| − log |y,PM−t−1|.
3. If Y is irreducible, dim πY = dimY , then
deg πX(Y ) = deg Y, h(πX(Y)) ≤ h(Y).
4. If Y is irreducible, dim πY = dim Y , θ is not contained in the support of Y ,
and S ≤ deg Y/3, then
2(DP
t
)S(πθ, πX(Y )) ≤ D3S(θ, Y ) +O(deg Y log deg Y ),
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Proof 1. Let TθX be the tangent space of X at θ which may be identified with the
projective space P(Vθ) corresponding to a subspace Vθ of C
M+1. Since θ is a generic
point of X , the restriction of π to P(Vθ) is bijective, hence comes from a bijective
linear map
ϕ : Vθ → Ct+1.
Because the metrics on P(Vθ) and P
t just correspond to different inner products on
Vθ and C
t, there is positive constant c such that
1
c
|πx, πy| ≤ |x, y| ≤ c|πx, πy|
for every x, y ∈ P(Vθ). Further, for a sufficiently small neighbourhood Uθ of θ the
orthogonal projection pr from Uθ to TθX = P(Vθ) is bijective, and
|prx, pry| ≤ |x, y| ≤ 2|prx, pry|
for every x, y in Uθ implying the first claim.
Let u, v ∈ Ct+1 be vectors representing πx and πy. There are vectors w1, w2 ∈ CM−t
such that u¯ = u + w1, v¯ = v + w2 represent the points x, y. We may assume
that |u¯| = |v¯| = 1. Then, in the Fubini-Study metric, since u, w ∈ Ct+1, and
w1, w2 ∈ CM−t = (Ct−1)⊥,
|x,PM−t−1|2 ≤ |x, [w1]|2 = sin2(u, w1) = |u|2, |y,PM−t−1| ≤ |y, [w2]|2 = |v|2.
Without loss of generality, we may assume 〈u|v〉 ≤ 0, and |u| ≤ |v|, hence |w2| ≤
|w1|. If |w2| = 0, then x = πx, y = πy, and there is nothing to prove. If |w2| > 0,
set λ = |w2|/|w1| ≤ 1, and define the point y˜ ∈ PM by y = [v + λw1].
Then,
|x, y|2 = 1− (〈u|v〉+ 〈w1|w2〉)2 ≥ 1− (〈u|v〉+ |w1||w2|)2 =
1− (〈u|v〉+ λ〈w1|w1〉)2 = |x, y˜|2.
Further,
|u|2|v|2|πx| |πy|2 = |u|2|v|2(1− 〈u|v〉2) ≤
|u|2 + |v|2 − |u|2|v|2 − 2〈u|v〉|w1||w2| − 〈u|v〉2 =
1−(1−|u|2)(1−|v|2)−〈u|v〉2−2〈u|v〉|w1||w2| = 1−〈u|v〉2−2〈u|v〉λ|w1|2−λ2|w1|4 =
1− 〈u|v〉+ 〈w1|λw2〉2 = |x, y˜|,
which, together with the above, implies
|x,PM−t−1|2|y,PM−t−1|2|πx|πy|2 ≤ |x, y|.
2. Since θ is a generic point, the base extension π
C
to X
C
is injective in some
neighbourhood of θ. This immediately implies the claim.
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3. The first claim is obvious. The second claim is [BGS], (3.3.7).
4. Let p be the dimension of Y . Since |PM−t−1, X| ≥ −c¯ − log degX , by [Ma4],
Propositions 5.4, and Corollary 5.5, there is a space P(F ) ⊂ PM of codimension
t− p that contains PM−t−1 as well as θ, hence intersects Y properly, such that
(DP(F ))S(θ, Y.P(F )) ≤ DS(θ, Y ) +O(deg Y log deg Y ),
hence, if P(F ).Y =
∑degY
i=1 yi where the yi are ordered in such a way that |y1, θ| ≤
· · · ≤ |ydeg Y , θ|, [Ma4], Proposition 4.7 implies
2
deg Y∑
i=S+1
log |yi, θ| ≤ D3S(θ, Y ) + O(deg Y log deg Y ).
Let σ ∈ Σdeg Y be a permutation such that |πyσ1, πθ| ≤ · · · ≤ |πyσ deg Y , θ|. By part
Proposition 4.5, |πyi, πθ| ≤ |yi, θ|+ c log deg Y . Hence,
2
deg Y∑
i=S+1
log |πyσi, πθ| ≤ 2
deg Y∑
i=S+1
log |yσi, θ|+ c(deg Y − S) log deg Y ≤
2
deg Y∑
i=S+1
log |yi, θ|+ c(deg Y − S) log deg Y ≤ D3S(θ, Y ) +O(deg Y log deg Y ).
Further, since P(F ) ∩ Pt is a subspace of dimension p in Pt containing πθ and
intersecting πY properly, [Ma4], Proposition 5.1 implies
(DP
t
)S(πθ, πY ) ≤
deg Y∑
i=S+1
log |πyσi, πθ|+O(deg Y log deg Y ),
hence
2(DP
t
)S(πθ, πY ) ≤ D3S(θ, Y ) +O(deg Y log deg Y ),
as was to be proved.
4.4 Lemma Let Y ∈ Zpeff(PM) be an effective cycle that intersects X properly,
and θ ∈ X(C) a point not contained in the support of Y . Then,
1.
deg(X.Y ) = degX deg Y,
h(Y) ≤ deg h(Y) + deg Y h(X ) + c degX deg Y.
2. For any S ≤ deg Y ,
2DS(θ, Y.X) ≤ D(3S)(θ, Y ) +O(degX deg Y log(degX deg Y )).
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Proof 1. is just the algebraic and arithmetic Be´zout Theorem. Since θ ∈ X(C),
2. is Theorem 2.9.2 applied to the varieties X, Y .
4.5 Proposition In the situation of Lemma 4.2, let Y ∈ Zpeff(Pt). Then, X
intersects π∗(Y) properly, and Y∗ := π∗X (Y) = π∗(Y).X . Further,
1.
deg Y ∗ = degX deg Y,
h(Y∗) ≤ degX(h(Y) + c˜ deg Y log degX) + deg Y h(X ) + c degX deg Y,
and for every irreducible component Y¯∗ of Y∗ sufficiently close to θ,
deg Y¯ ∗ ≥ deg Y, h(Y¯∗ ≥ h(Y).
2. If further θ ∈ Pt(C) is not contained in the support of Y , and θ¯ ∈ X (C) is a
point with πX θ¯ = θ, then for S ≤ deg Y ,
DS(θ¯, Y ∗) ≤ 1
4
D9S(θ, Y ) + degXh(Y∗) + deg Y ∗h(X ) + d degX deg Y ∗.
3. If f ∈ Γ(Pt, O(D)), let f ∗π∗f . Then,
log |f ∗|L2(PM ) = |f |L2(Pt) + cD,
|divf ∗, θ| ≤ c|divf, πθ| ≤ c|divf ∗, θ|+ cc2 degX.
sup
|I|≤S
log |(∂If ∗)(θ)| ≤ sup
|I|≤S
log |(∂If)(θ¯)|.
Proof
1. Since deg π∗Y = deg Y , the first claim follows from π∗X (Y) = π∗(Y).X and the
previous Lemma.
Let x1, . . . , xM−t ∈ Γ(PM , O(1)) such that Pt = divx1. . . . .divxM−t. Then, by
Lemma 2.1,
M−t∑
i=1
∫
divx1.....divxi−1
log |xi|µM−i = h(Pt)− h(PM),
and Y = π∗(Y).divx1. . . . .divxM−t. Hence, there are numbers a1, . . . , aM−t ∈ R such
that
∑M−t
i=1 ai = h(P
t) − h(PM), and log |xi| − ai is a normalized Green form for
divx1. . . . .divxi in divx1. . . . .divxi−1. The equality Y = π∗(Y).divx1, . . . .divxM−t
together with Lemma 2.1 and [BGS], Proposition 5.1 implies
h(Y)− h(π∗(Y)) =
M−t∑
i=1
∫
π∗(Y ).divx1.....divxi−1
log |xi|µm−p−i
=
M−t∑
i=1
∫
π∗(Y ).divx1.....divxi−1
(log |xi| − ai)µM−p−j + deg Y
M−t∑
i=1
ai
= −c deg Y + deg Y (h(Pt)− h(PM),
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with c a positive constant depending only on t,M , and p. Thus,
h(π∗(Y)) = h(Y) + c deg Y − deg Y (h(PM)− h(Pt)) ≤
h(Y) + c deg Y + c1 deg Y log degX.
Since π∗X (Y) = π∗(Y).X , the previous Lemma implies
h(π∗X (Y)) ≤ degXh(π∗(Y)) + deg Y h(X ) + c2 degX deg Y ≤
degX(h(Y) + c1 deg Y log degX) + deg Y h(X ) + c3 degX deg Y,
proving the second claim.
If Y¯∗ is an irreducible component of Y∗ sufficiently close to θ, then because of the
irreduciblity, (πX)∗Y¯∗ = Y , hence by Proposition 4.3.2, deg Y¯ ∗ ≤ deg Y, h(Y¯∗) ≤
h(Y).
2. Let Uθ be a sufficiently small neighbourhood of θ in X(C).
By [Ma4], Theorem 1.4, there is a subspace P(F ) ⊂ Pt of dimension p such that
with P(F ).Y =
∑deg Y
i=1 yi, ordered such that |y1, θ| ≤ · · · ≤ |ydegY , θ|,
2
deg Y∑
S+1
log |yi, θ| ≤ D3S(θ, Y ) +O((S + deg Y ) log deg Y ),
for every S ≤ deg Y/3. Denote by l ≤ deg Y the number such that yi ∈ πXUθ for
i ≤ l, and yi /∈ πUθ for i > l. Then, log |yi, θ| ≥ −c2 for every i > l with c2 > 0 inde-
pendent of Y . Further, let P(F ∗) ⊂ PM be the projective subspace of codimension
p that Contains P(F ) as well as PM−t−1. Then the restriction of πX to Uθ maps
P(F ∗) ∩ supp(π∗(Y )) injectively to P(F ∩ suppY ), and since |θ¯,PM−t| ≥ c degX ,
for every y∗ in P(F ∗)∩ π∗(Y ), we have log |y∗, θ¯| ≤ log |π(y∗), θ|+ c1 log degX , and
consequently if P(F ∗).π∗(Y ) =
∑deg Y
i=1 y
∗
i ordered in the usual way,
DS(π∗Y, θ) ≤
deg Y∑
i=S+1
log |y∗i , θ|+O(S log deg Y )
≤
l∑
i=S+1
log |y∗i , θ|+O(S log deg Y )
≤
l∑
i=S+1
log |yi, θ|+ c1 deg Y log degX +O(S log deg Y )
≤
deg Y∑
i=S+1
log |yi, θ|+ (c2 + c1) deg Y log degX +O(S log deg Y ).
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Hence,
DS(π∗(Y ), θ¯) ≤ 1
2
D3S(Y, θ) + (c2 + c1) deg Y log degX +O(S log deg Y ).
3. The first claim follows by integration over the fibres of π, and the second claim
from Proposition 4.5.1.
With ϕ : At → Pt the canonical affine chart centered at θ, and ψ the local inverse
of πX at θ¯ with image in U:θ, the map ψ ◦ϕ is an affine chart of X around θ. Thus,
for an f ∈ Γ(Pt, O(D)),
(ψ ◦ ϕ)∗ ◦ π∗f = ϕ∗f,
from which the claim about derivatives follows.
The inequality |divf ∗, θ| ≤ |divf, πθ| ≤ |divf ∗, θ|+ c degX follows from part 1.
5 Proof of second criterion
This section establishes a proof of Theorem 1.2. For a given a > 1, if Hk ≤ aDk, one
can replace Hk by H¯k = aDk. Then, since H¯k+Dk ≤ (a+1)Dk ≤ (a+1)(Dk+Hk),
still
lim sup
k→∞
SskVk
Dsk(Dk + H¯k)
=∞,
hence we may from now on assume that Hk ≥ aDk. For similar reasons, one may
assume Sk ≤ 3Dk for all k. Similarly, by replacing the series (Dk, Hk, Sk, Vk) by
(5Dk, 5Hk, Sk, Vk), and each f ∈ Fk by f 5, one may assume that
sup
|I|≤Sk−1
| log |∂If || ≤ −5Vk
for each k sufficiently big and f ∈ Fk.
5.1 Definition Given the series (Dk, Hk, Sk, Vk), and a t ≤ s − 1, an irreducible
subvariety Y of X of codimension p ≤ t is called sufficiently approximating of order
k and multiplicity SY ∈ N with respect to θ ∈ X (C), if the estimates
tHk/Dk(Y) ≤
SY
Spk
4pDp−1k Hk, (6)
and
ϕ
SY /9
p
Hk/Dk
(θ,Y) ≤ − 4SY Vk
14p−1tHk
Dk
(Y)Sk (7)
hold.
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5.2 Lemma Given the series (Dk, Hk, Sk, Vk), let C >> 0 and t ≤ s− 1. Because
of
lim sup
k→∞
SskVk
DsK(Dk +Hk)
=∞
for every k0 ∈ N there is a k ≥ k0 such that
SskVk
Dsk(Dk +Hk)
≥ C, (8)
and assume l ≤ k.
1. Let Y be an irreducible subvariety of codimension p in X , and SY ∈ N a
number such that (6) holds. Let further f ∈ Fl be such that divf intersects Y
properly, and assume
DSY (Sl−1)/9
p+1
(divf.Y, θ) ≤ −4SlSY Vk
14p−1Sk
.
Then, if either k = l or |divf, θ| ≤ |Y, θ|, there exists an irreducible component
Y¯ of divf.Y and a number SY¯ such that SY¯ /ta(Y¯) ≥ SY /ta(divf.Y), and Y¯ is
sufficiently approximating of order k and multiplicity SY¯ with respect to θ.
2. Let Y be an irreducible subvariety of codimension p in X that is sufficiently
approximating of order k and multiplicity SY with respcet to θ, and f ∈ Fk a
global section whose restriction to Y is nonzero. Then, there exists an irre-
ducible component Y¯ of divf.Y, and a number SY¯ ∈ N such that SY¯ /ta(Y¯) ≥
SY /ta(divf.Y), and Y¯ is sufficiently approximating of order k and multiplicity
SY¯ with respect to θ.
Proof 1. Since
ϕ
SY (Sl−1)/9
p+1
Hk/Dk
(θ, divf.Y) ≤ − 4SlSY Vk
14p−1tHk/Dk(divf.Y)Sk
,
Lemma 3.18 implies that there is an irreducible component Y¯ of divf.Y , and a
number SY¯ such that,
ϕ
SY¯
Hk/Dk
(Y¯, θ) ≤ ϕSY (Sl−1)Hk/Dk (f.Y , θ)+O(log(Dk deg Y )) ≤ −
4 · SlSY Vk
4 · 14p−1tHk/Dk(divf.Y)Sk
,
and by shrinking SY¯ if necessary,
2
SY Sl
tHk/Dk(divf.Y)
≥ SY¯ /tHk/Dk(Y¯) ≥
SY Sl
tHk/Dk(divf.Y)
. (9)
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Thereby,
ϕ
SY¯
Hk/Dk
(Y¯ , θ) ≤ − 4SY¯ Vk
14ptHk/Dk(Y)Sk
. (10)
Further, by the algebraic and arithmetic Be´zout Theorems, the inequality Dl < Hk,
and the fact that Y fulfills (6),
tHk/Dk(divf.Y) ≤ Dlh(Y) +Hl deg Y +
(
Hk
Dk
+ c
)
Dl deg Y
≤ 2DltHk/Dk(Y) + 2Hl
Dk
Hk
tHk/Dk(Y)
≤ 2SY
Spk
4pDlD
p−1
k Hk +
2SY
Spk
Dk
Hk
4pHlD
p−1
k Hk.
Hence, by the right hand side inequality of (9),
SY¯
tHk/Dk(Y¯)
≥ SlS
p
k
2 · 4pDlDp−1k Hk + 2 · 4pDpkHl
≥ S
p+1
k
4p+1DpkHk
,
the last inequality, because l ≤ k and both Dk/Sk and Hk/Dk are non-decreasing.
Thereby,
tHk/Dk(Y) ≤
SY¯
Sp+1k
4p+1DpkHk,
that is Y¯ is sufficiently approximating of order k and multiplicity SY¯ with respect
to θ.
2. For k = l, since divf intersects Y properly, by the derivative metric Be´zout
Theorem (2.8),
2DSY (Sk−1)/9
p+1
(divf.Y, θ) ≤ max(SkDSY /9p(Y, θ), SYD(Sk−1)/9p(divf, θ))
+ 2Hk deg Y + 2Dkh(Y) + 2dDk deg Y
+ c(Dk deg Y ) log(Dk deg Y )
≤ max(SkDSY /9p(Y, θ), SYD(Sk−1)/9p(divf, θ))
+ 7DktHk/Dk(Y) log(Dk deg Y ).
Further, by (7), and Proposition 2.6,
SkD
SY /9
p
(Y, θ) ≤ −4SY Vk
14p−1
,
SYD
(Sk−1)/9
p
(divf, θ) ≤ −5SY Vk + cDk logDk ≤ −4SY Vk,
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and by (6) and (8), since p ≤ t ≤ s− 1,
7DktHk/Dk(Y) log(Dk deg Y ) ≤ 7 · 4p
SY
Spk
DpkHk log(Dk deg Y )
≤ 7 · 4pSY VK/C log(Dk deg Y ) ≤ SY Vk
14p−1
,
for C sufficiently big. Hence,
2DSY (Sk−1)/9
p+1
(divf.Y, θ) ≤ − 4SY Vk
2 · 14p−1 = −
4 · SY SkVk
2 · 14pSk ,
that is
ϕ
SY (Sk−1)/9
p+1
Hk
Dk
(divf.Y , θ) ≤ − 4SkSY Vk
2 · 14pSktHk
Dk
(divf.Y).
Thereby the premisses of part 1 are fulfilled with l = k, and part one implies the
claim.
If l < k, and |divf, θ| ≤ |Y, θ|, the claim follows similarly, this time using Corollary
2.9.2.
Proof of Theorem 1.2 Assume t ≤ s+ 1, let k0 ∈ N be any number, and
R = inf{log |divf, θ| |f ∈ Γ(Pt, O(Dk0)), log |f | ≤ Hk0 , f 6= 0}.
Let further C be an arbitrarily big constant, and k > k0 such that
SskVk
Dsk(Dk +Hk)
≥ C, (11)
and
St−1k Vk
Dt−1k (Dk +Hk)
≥ CR.
Let Y ⊂ X be a subvariety of maximal codimension that is sufficiently approximating
of order k and some multiplicity SY . Then Y is contained in the support of divf
for every f ∈ Fk, since otherwise, by Lemma 5.2.2, there would be a subvariety
Y¯ of codimension p + 1 fulfilling the same conditions, thereby contradicting the
maximality of the codimension of Y . Since the derivated algebraic distance of the
zero cycle is defined as 0, we have p ≤ t.
Let now
l = max{k¯ ≤ k|∃f ∈ Fk¯−1 : Y 6⊂ supp(divf)},
Then, Y is contained in the support of divf for every f ∈ Fl, hence
log |Y, θ| > −Vl−1/(Sl−1), (12)
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and for every f ∈ Fl, by [Ma1], Theorem 2.2.1 and (6), and (7),
log |divf, θ| ≤ log |Y, θ| ≤ ϕHk/Dk(Y, θ) + c ≤ ϕSY /9
p
Hk/Dk
(Y, θ) ≤
− 4SY Vk
14p−1tHk/Dk(Y)Sk
≤ − 4SY VkS
p−1
k
14p−1SkSYD
p−1
k
Hk ≤ − 4VkS
t−1
k
14p−1D−tk (Dk +Hk)
St−pk0
Dt−pk0
< −R,
the last inequality holding if the constant C is chosen sufficiently big. The inequal-
ities log |dif, θ| < −R for every f ∈ Fl imply l > k0.
Let D = [Sl−1SY Vk/(14
p−1Vl−1)]. If deg Y ≤ D/3, then, again by [Ma1], Theorem
2.2.1,
log |Y, θ| ≤ −SY Vk
3 · 14p−1D ≤ −Vl−1/3Sl−1
in contradiction with (12). If deg Y ≥ D, let g ∈ Fl−1 be such that Y 6⊂ supp(divg).
If |divg, θ| ≤ |Y, θ|, Lemma 5.2.1 would contradict the minimality of the dimension
of Y . Hence, |Y, θ| ≤ |divg, θ|.
Using Corollary 2.9 for Z0 = Y, Z1 = divg, d0 = D,S0 = SY , S1 = Sl−1, one gets a
K ≤ DSl−1 such that
K log |Y, θ|+ 2DSY (Sl−1−1)/9p+1(Y. deg g, θ) ≤
max(D DSl−1−1(divg, θ), Sl−1D
SY (Y, θ)+
2Hl−1 deg Y + 2Dl−1h(Y) + 2dDl−1 deg Y.
Since DSl−1−1(divg, θ) ≤ −5Vl−1, DSY (Y, θ) ≤ −4SY Vk/14p−1Sk, and by assumption
Hl−1/Sl−1 ≤ Hk/Sk, and Dl−1/Sl−1 ≤ Dk/Sk, the above is less or equal
max(−5Sl−1SY Vk/(2 · 14p−1),−Sl−1SY Vk/(14p−1))+
Hk
Sl−1
Sk
deg Y +Dk
Sl−1
Sk
h(Y) + dDkSl−1
Sk
deg Y.
Further, by (6)
2Dk
Sl−1
Sk
h(Y) ≤ 2DkSl−1
Sk
tHk
Dk
(Y) ≤ 2DkSl−1
Sk
4pSYD
p−1
k (Dk +Hk)
Spk
= 2Sl−1SY
4pDpk(Dk +Hk)
Sp+1k
≤ 2 · 4pSl−1SY Vk
C
.
The last inequality because of p ≤ t. Similarly,
2Hk
Sl−1
Sk
deg Y ≤ 2 · 4pSl−1SY Vk
C
, dDk
Sl−1
Sk
deg Y ≤ 2 · 4pSl−1SY Vk
C
.
Hence,
K log |divg + Y, θ|+ 2D9SY Sl−1/9(Y. deg g, θ) ≤
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−5Sl−1SY Vk/(2 · 14p−1) + 6Sl−1SY Vk/C ≤ −Sl−1SY Vk/(2 · 14p−1),
for C sufficiently large.
Since Y was chosen of maximal codimension, Lemma 5.2.1 implies
DSY Sl−1/9(Y.divg, θ) ≥ −Sl−1SY Vk/(4 · 14p−1). Consequently,
K log |divg + Y, θ| ≤ −Sl−1SY Vk/(4 · 14p−1),
and thereby
log |Y, θ| ≤ −Sl−1SY Vk/(4K · 14p−1).
Since K ≤ Sl−1D, this is less or equal
−SY Vk/(4D14p−1) ≤ −Vl−1/(4Sl−1),
again contradicting (12). Since the assumtions t − 1 ≤ s leads to a contradiction,
we have t− 1 > s.
6 Proof of second criterion
To prove Theorem 1.7, let θ be a point in projective space PM , assume its alge-
braic closure X over Spec Z has relative dimension t, and let (Dk, Sk, Hk, Vk) be a
quadrupel of series fulfilling the assumptions of the Theorem. Let further F,G be
the functions F (k) = Dk/Sk, G(k) = Hk/Dk. Since F,G are of uniform polynomial
growth, by Lemma 1.4, there is a k0 such that for every k ≥ k0,
1
2
Dk+1/Sk+1 ≤ Dk/Sk ≤ Dk+1/Sk+1, 1
2
Hk+1/Sk+1 ≤ Hk/Sk ≤ Hk+1/Sk+1. (13)
By Lemma 1.4, the function H(D) = G ◦ F−1(D) is of uniform polynomial growth
with nH ≥ 0. Multiplying H(D) by a positive constant, if necessary, one can assure
that H(D) ≥ aD with an arbitrary number a ≥ 1. By Proposition 2.11, there are
numbers b1, 1 > c0 > 0, n1 ∈ N and an infinite subset M ⊂ N such that for each
D ∈ M there is an irreducible variety βnD of codimension t in Pt and a locally
complete intersection Z at αnD of codimension r ≤ t− 1, such that
deg βn1D ≤ (n1D)t, h(βn1D) ≤ H(n1D)(n1D)t−1, D(βn1D, θ) ≤ −b1tH(βn1D)D,
tH/D(βn1D) ≥ c0tH/D(Zmin)Dt−r, (14)
where Zmin is the irreducible component of Z with minimal HD -size. Let πX → Pt
be the projection from section 4, and αD ⊂ X an irreducible component of π∗XαD,
further Y an irreducible component of π∗XZmin containing αD. By (14), Proposition
4.5.1, and Proposition 4.3, there are constants b, 1 > c > 0, n ∈ N such that
degαnD ≤ (nD)t, h(αnD) ≤ H(nD)(nD)t−1, D(αnD, θ) ≤ −btH(αnD)D,
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tH/D(αnD) ≥ ctH/D(Y)Dt−r. (15)
With a big constant c3 put
c1 =
c
9M(h(X ) + c3 degX) .
Since limk→∞
VkS
s
k
Ds
k
(Dk+Hk)
=∞, there is a k1 ≥ k0 such that
VkS
s
k
Dsk(Dk +Hk)
> 40Mh(X + c3 degX)(d+ 1)(2n max(1/c1, (10 + d)/b))t.
for every k ≥ k1, where d is the constant from Proposition 2.12. Since M is infinite,
(13) implies that there is a D ∈M and a k ≥ k1 such that(
min(c1, b/(10 + d))
2
)
D ≤ Dk
Sk
< (min(c1, b/(10 + d)))D. (16)
Applying the function H = G ◦ F−1 to both sides, and using that it is eventually
non-decreasing, gives(
min(c1, b/(10 + d))
2
)
H ≤ Hk
Sk
< (min(c1, b/(10 + d)))H, (17)
with H = H(D). Adding both inequalities implies(
min(c1, b/(10 + d))
2
)
(H +D) ≤ Hk +Dk
Sk
< min(c1, b/(10 + d))(H +D) ≤
2min(c1, b/(10 + d))H. (18)
For a given global section h ∈ Γ(PM , O(1)) with hθ 6= 0, identify an f ∈ Fk with
f/hDk ∈ Q(X).
6.1 Lemma There is an f ∈ Fk such that for some I with |I| ≤ 2Sk/3 the restric-
tion of ∂If to αnD is nonzero.
Proof Assume the opposite, and inductively construe a chain of subvarieties
Y1 ⊃ · · · ⊃ Yt−r = αnD,
such that
tH
D
(Yi)
vαnD(Yi)
≤ ci−1Di−1tH
D
(Y), i = 1, . . . t− r,
tH
D
(Yi)
vαnD(Yi)
≤ ci−1Di−1tH
D
(Y), i = 2, . . . t− r,
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in the following way: Since αnD is contained in Y , by fact 3.7, we have vαnD(Y ) ≥ 1,
thus can choose Y1 = Y . Assume Yi is given, and fulfills the above estimate. Since
αnD is contained in Yi, by [Ma1], Theorem 2.2.2,
log |Yj, θ| ≤ log |αnD, θ| ≤ D(αnD, θ)
tH
D
(αnD)
+O(1) ≤ −bD +O(1). (19)
Thus, for k sufficiently large, the assumption in the Theorem asserts that there is
an fi ∈ Fk and a multi index Ii with |Ii| ≤ Sk/3 such that the restriction of ∂Iifi
to Yi is nonzero, and by Theorem 3.3, there are polynomials P, fIi with P |X 6= 0,
thereby P (θ) 6= 0, and by (19) also P (αnD) 6= 0, fulfilling
deg fIi ≤ deg fi + (2S − 1)(M − t) degX ≤ 2M degXDk,
log |fIi| ≤ log |fi|+ log deg fi
+ (2S − 1)(M − t)(h(X ) + c4 degX + log degX) + log(2S!)
≤ (2M(h(X ) + c3 degX)(Hk +Dk) ≤ 3M(h(X ) + c3 degX)Hk,
and
∂Iif =
fIi
P 2|Ii|−1
,
and thereby
∂JfIi(αnD) = ∂
J(∂IifP 2|Ii|−1)(αnD) = 0
for every J with |J | ≤ Sk/3. Hence, by Proposition 3.16 vαnD(divfIi) ≥ Sk/3, and
by the local Be´zout Theorem,
vαnD(Yi.divfIi) ≥
Sk
3
vαnD(Yi).
Further, by the algebraic Be´zout Theorem,
deg(Yi.divfIi) ≤ 2M degXDk deg Yi,
h(Yi.divfIi) ≤
2M degXDkh(Yi) + 3M(h(X ) + c3 degX)Hk deg Yi + 2cM degXDk deg Yi ≤
2M degXDkh(Yi) + 4M(h(X ) + c3 degX)Hk deg Yi.
Hence,
tH
D
(Yi.divfIi) ≤
2
H
D
M degXDk deg Yi + 2M degXDkh(Yi) + 4M(h(X ) + c3 degX)Hk deg Yi ≤
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2M degXDktH
D
(Yi) + 4M(h(X ) + c3 degX)Hk
H
D tH
D
(Yi).
Together with the above estimate on the order of vanishing of Yi.divfIi at αnD, this
gives
tH
D
(Yi.divfIi)
vαnD(Yi.divfIi)
≤ 3
Sk
(
2M degXDk + 4M(h(X ) + c3 degX)Hk
H
D
) tH
D
(Yi)
vαnD(Yi)
,
which by (16), and (17) is less or equal
(
min(c1, b)
2
)
D (2M degX + 4M(h(X ) + c3 degX))
tH
D
(Yi)
vαnD(Yi)
<
(
min(c1, b)
2
)
D (3M degX + 5M(h(X ) + c3 degX))
tH
D
(Yi)
vαnD(Yi)
≤
cD
tH
D
(Yi)
vαnD(Yi)
.
By Lemma 3.15, there is an irreducible component Yi+1 of YidivfIi such that
tH
D
(Yi+1)
vαnd(Yi+1)
≤
tH
D
(Yi.divfIi)
vαnd(Yi.divfIi)
,
which by the above is less than
cD
tH
D
(Yi)
vαnD(Yi)
,
which by induction hypothesis is less or equal
ciDitH
D
(Y).
proving the claim for i+ 1. For i = t− r, the claim gives
tH
D
(αnD) =
tH
D
(αnD)
vαnD(αnD)
< ct−rDt−rtH
D
(Y),
contradicting the lower estimate on tH
D
(αnD) in (15)
Proof of Theorem 1.7, continuation Let g = ∂If with |I| ≤ 2Sk/3 be as in
the Lemma. By Theorem 3.3, there are polynomials P, gI such that with c3 chosen
sufficiently big,
g =
gI
P 2|I|−1
, deg gI ≤ 2M degXDk,
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log |gI | ≤ 3M(h(X ) + c3 degX)Hk,
and by Corollary 3.4,
sup
|J |≤Sk/3
log |〈∂IgI |θ〉| ≤ −Vk/2.
Theorem 3.3 also implies P |X 6= 0, and thereby P (θ) 6= 0, which by (19) implies
P (αnD) 6= 0.
Hence, by Theorem 2.8.2, and Corollary 3.4,
D(αnD, divgI) ≤ max
(
Sk
3
D(αnD, θ),−Vk/2
)
≤ max
(
−bSk
3
DtHD(αnD),−Vk/2
)
.
Further, by Liouvilles Theorem 2.12,
D(αnD, divgI) ≥ −2M degXDkh(αnD)− degαnD3M(h(X ) + c3 degX)Hk
−2dM degXDk degαnD
≥ −2M degXDktH
D
(αnD)− 3M(h(X ) + c3 degX)HkD
H
tH
D
(αnD)
−2dM degXDkD
H
tH
D
(αnD)
≥ −
(
2(d+ 1)M degXDk + 3M(h(X ) + c3 degX)HkD
H
)
×
tH
D
(αnD).
The two inequalities together give
−
(
2(d+ 1)M degXDk + 3M(h(X ) + c3 degX)HkD
H
)
tH
D
(αnD) ≤
max
(
−bSk
3
DtH
D
(αnD),−Vk/2
)
.
If −(2M(d + 1) degXDk + 3M(h(X ) + c3 degX)HkDH )tHD(αnD) were less or equal
−b(Sk/3)DtH
D
(αnD), if c3 is chosen sufficiently big, this would contradict the second
inequality of (18). Hence,
−
(
2(d+ 1)M degXDk + 3M(h(X ) + c3 degX)HkD
H
)
tHD(αnD) ≤ −Vk/2. (20)
By the upper estimates on degαnD, and h(αnD),(
2(d+ 1)M degXDk + 3M(h(X ) + c3 degX)HkD
H
)
tHD(αnD) ≤
36
2(2M degX(d+ 1)Dk + 3M(h(X + c3 degX)HkD
H
)2HntDt−1,
which by (16) and (17) is less or equal
8M degX(d+ 1)(2n)tmax(1/c1, (10 + d)/b))
tHkD
t
k
Stk
+
12M(h(X + c3 degX)(2n)tmax(1/c1, (10 + d)/b))tHkD
t
k
Stk
≤
18Mh(X + c3 degX)(d+ 1)(2nt)max(1/c1, (10 + d)/b))tHkD
t
k
Stk
,
for c3 sufficiently big. Together with (20), this implies
VkS
t
k
DtkHk
≤ 40Mh(X + c3 degX)(d+ 1)(2n max(1/c1, (10 + d)/b))t.
Since k was chosen such that
VkS
s
k
Dsk(Sk +Hk)
> 40M(h(X ) + c3 degX)(d+ 1)(2n max(1/c1, (10 + d)/b))t,
and Sk/Dk < 1, we get t ≥ s+ 1.
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