1 In the authorship verification problem, we are given examples of the writing of a single author and are asked to determine if given long texts were or were not written by this author. We present a new learning-based method for adducing the "depth of difference" between two example sets and offer evidence that this method solves the authorship verification problem with very high accuracy. The underlying idea is to test the rate of degradation of the accuracy of learned models as the best features are iteratively dropped from the learning process.
Introduction
In the authorship attribution problem, we are given examples of the writing of a number of authors and are asked to determine which of them authored given anonymous texts (Mosteller & Wallace 1964 , Holmes 1998 . If it can be assumed for each test document that one of the specified authors is indeed the actual author, the problem fits the standard paradigm of a text categorization problem (Sebastiani 2002 ).
In the authorship verification problem, we are given examples of the writing of a single author and are asked to determine if given texts were or were not written by this author. As a categorization problem, verification is significantly more difficult than attribution and little, if any, work has been performed on it in the learning community. If, for example, all we wished to do is to determine if a text was written by Shakespeare or Marlowe, it would be sufficient to use their respective known writings, to construct a model distinguishing them, and to test the unknown text against the model. If, on the other hand, we need to determine if a text was written by Shakespeare or not, it is very difficult -if not impossible -to assemble an exhaustive, or even representative, sample of not-Shakespeare. The situation in which we suspect that a given author may have written some text but do not have an exhaustive list of alternative candidates is a common one. The problem is complicated by the fact that a single author may consciously vary his or her style from text to text for many reasons or may unconsciously drift stylistically over time. Thus researchers must learn to somehow distinguish between relatively shallow differences that reflect conscious or unconscious changes in an author's style and deeper differences that reflect styles of different authors.
----- Verification is thus essentially a one-class problem. A fair amount of work has been done on one-class problems, especially using support vector machines (Manevitz & Yousef 2001 , Scholkopf et al 2001 , Tax 2001 . There are, however, two important points that must be noted. First, in authorship verification we do not actually lack for negative examples. The world is replete with texts that were, for example, not written by Shakespeare. However, these negative examples are not representative of the entire class. Thus, for example, the fact that a particular text may be deemed more similar to the known works of Shakespeare than to those of some given set of other authors does not by any means constitute solid evidence that the text was authored by Shakespeare rather than by some other author not considered at all. We will consider how to make proper limited use of whatever partial negative information is available for the authorship verification problem.
A second distinction between authorship verification and some one-class problems is that if the text we wish to attribute is long -and in this paper we will consider only long texts -then we can chunk the text so that we effectively have multiple examples which are known to be either all written by the author or all not written by the author. Thus, a better way to think about authorship verification is that we are given two example sets and are asked whether these sets were generated by a single generating process (author) or by two different processes.
The central novelty of this paper is a new method for adducing the depth of difference between two example sets, a method that may have far-reaching consequences for determining the reliability of classification models. The underlying idea is to test the rate of degradation of the accuracy of learned models as the best features are iteratively dropped from the learning process.
We will show that this method provides an extremely robust solution to the authorship verification problem that is independent of language, period and genre. This solution has already been used to settle at least one outstanding literary problem.
Authorship Attribution with Two Candidates
Since our methods will build upon the standard methods for handling authorship attribution between two candidate authors, let us begin by briefly reviewing those standard methods.
We begin by choosing a feature set consisting of the kinds of features that might be used consistently by a single author over a variety of writings. Typically, these features might include frequencies of function words (Mosteller and Wallace 1964) , syntactic structures (Baayen et al 1996 , Stamatatos et al 2001 , parts-ofspeech n-grams (Koppel et al 2002) , complexity and richness measures (such as sentence length, word length, type/token ratio) (Yule 1938 , Tweedie and Baayen 1998 , de Vel et al 2002 or syntactic and orthographic idiosyncrasies (Koppel and Schler 2003) . Note that these feature types contrast sharply with the content words commonly used in text categorization by topic.
Having constructed the appropriate feature vectors, we continue, precisely as in topic-based text categorization, by using a learning algorithm to construct a distinguishing model. Although many learning methods have been applied to the problem, including multivariate analysis, decision trees and neural nets, a good number of studies have shown that linear separators work well for text categorization (Yang 1999) . Linear methods that have been used for text categorization include Naïve Bayes (Mosteller and Wallace 1964, Peng et al 2004) , which for the two-class case is a linear separator, Winnow and Exponential Gradient (Lewis et al 1996 , Dagan et al 1997 , Koppel et al 2002 and linear support vector machines (Joachims 1999 , de Vel et al 2002 , Diederich et al 2003 .
Finally, the effectiveness of the methods used is assessed using k-fold cross-validation or bootstrapping.
This general framework has been used to convincingly solve a number of real world authorship attribution problems (e.g. Mosteller & Wallace 1964 , Matthews & Merriam 1993 , Holmes et al 2001 , Binongo 2003 .
Authorship Verification: Naïve Approaches
Is there some way to leverage these methods to solve the verification problem in which we are asked if some mystery book was written by author A without being offered a closed set of alternatives? One possibility that suggests itself is to concoct a mishmash of works by other authors and to learn a model for A vs. not-A. This approach is problematic, though not entirely useless, and we will come back to it later. For now, let us first try to handle the problem with no negative examples at all. One approach that sounds at first blush as if it might work is this: let's chunk the known works of A and the mystery work X to generate some sufficiently large set of examples of each. Now we can learn A vs. X and assess the extent of the difference between A and X using cross-validation. If it is easy to distinguish between them, i.e. if we obtain high accuracy in crossvalidation, then presumably we could conclude that A and X are by different authors.
This method does not work well at all. To understand why, let's consider a real-world example. We are given known works by three 19 th century American novelists, Herman Melville, James Fenimore Cooper and Nathaniel Hawthorne. For each of the three authors, we are asked if that author was or was not also the author of The House of Seven Gables (henceforth: Gables). Using the method just described and using a feature set consisting of the 250 most frequently used words in A and X (details below), we find that we can distinguish Gables from the works of each author with crossvalidation accuracy of above 98%. If we were to conclude, therefore, that none of these authors wrote Gables, we would be wrong: Hawthorne wrote it.
A New Approach: Unmasking
If we look closely at the models that successfully distinguish Gables from Hawthorne's other work (in this case, The Scarlet Letter), we find that a small number of features are doing all the work of distinguishing between them. These features include he (more frequent in The Scarlet Letter) and she (more frequent in Gables). The situation in which an author will use a small number of features in a consistently different way between works is typical. These differences might result from thematic differences between the works, from differences in genre or purpose, from chronological stylistic drift, or from deliberate attempts by the author to mask his or her identity (as we shall see below).
This problem can be overcome using a new technique we call "unmasking". The intuitive idea of unmasking is to iteratively remove those features that are most useful for distinguishing between A and X and to gauge the speed with which cross-validation accuracy degrades as more features are removed. Our main hypothesis is that if A and X are by the same author, then whatever differences there are between them will be reflected in only a relatively small number of features, despite possible differences in theme, genre and the like.
In Figure 1 , we show the result of unmasking when comparing Gables to known works of Melville, Cooper and Hawthorne. This graph illustrates our hypothesis: when comparing Gables to works by other authors the degradation as we remove distinguishing features from consideration is slow and smooth but when comparing it to another work by Hawthorne, the degradation is sudden and dramatic. This illustrates that once a small number of distinguishing markers are removed, the two works by Hawthorne become increasingly hard to distinguish from each other. In the following section, we will show how the suddenness of the degradation can be quantified in a fashion optimal for this task and we will see that the phenomenon illustrated in the Gables example holds very generally. The curve well below the others is that of Hawthorne, the actual author.
Experimental Results

Corpus
We consider a collection of twenty-one 19 th century English books written by ten different authors and spanning a variety of genres. We chose all electronically available books by these authors that were sufficiently large (above 500K) and that presented no special formatting challenges. The full list is shown in Table 1 . Our objective is to run 209 independent authorship verification experiments representing all possible author/book pairs (21 books × 10 authors but excluding the pair Emily Bronte/Wuthering Heights which can't be tested since it is the author's only work).
For the sake of all the experiments that follow, we chunk each book into approximately equal sections of at least 500 words without breaking up paragraphs. For each author A and each book X, let A X consists of all the works by A in the corpus unless X is in fact written by A, in which case A X consists of all works by A except X. Our objective is to assign to each pair <A X ,X> the value same-author if X is by A and the value different-author otherwise. 
Baseline: One-class SVM
In order to establish a baseline, for each author A in the corpus and each book X, we use a one-class SVM (Chang & Lin 2001) on the 250 most frequent words in A X to build a model for A X . (Although, as discussed above, many more interesting feature sets are possible, we use this feature set here for simplicity and universal applicability.) We then test each book X against the model of each A X . We assign the pair <A X ,X> the value same-author if more than half the chunks of X are assigned to A X. This method performs very poorly. Of the 20 pairs that should have been assigned the value same-author, only 6 are correctly categorized, while 46 of the 189 pairs that should be assigned the value different-author are incorrectly classified. These results hold using an RBF kernel; using other kernels or using a threshold other than half (the number of chunks assigned to the class) only degrades results.
Unmasking Applied
Now let us introduce the details of our new method based on our observations above regarding iterative elimination of features. We choose as an initial feature set the 250 words with highest average frequency in A X and X (that is, the average of the frequency in A X and the frequency in X, giving equal weight to A X and X).
Using an SVM with linear kernel we run the following unmasking scheme:
1. Determine the accuracy results of a ten-fold cross-validation experiment for A X against X.
2. For the model obtained in each fold, eliminate the 3 most strongly-weighted positive features and the 3 most strongly-weighted negative features.
3. Go to step 1.
In this way, we construct degradation curves, as in Figure 2 , for each pair <A X ,X>. 
Meta-learning: Identifying Same-Author Curves
We wish now to quantify the difference between sameauthor curves and different-author curves. To do so, we first represent each curve as a numerical vector in terms of its essential features. These features include, for i = 0,…,9:
• accuracy after i elimination rounds
• accuracy difference between round i and i+1
• accuracy difference between round i and i+2
• i th highest accuracy drop in one iteration
• i th highest accuracy drop in two iterations
We sort these vectors into two subsets: those in which A X and X are the by same author and those in which A X and X are by different authors. We then apply a metalearning scheme in which we use learners to determine what role to assign to various features of the curves.
Technically speaking, we have 189 distinct differentauthor curves but only 13 distinct same-author curves, since for authors with exactly two works in our corpus, the comparison of A X with X is identical for each of the two books. To illustrate the ease with which sameauthor curves can be distinguished from differentauthor curves, we note that for all 13 distinct sameauthor curves, it holds that:
• accuracy after 6 elimination rounds is lower than 89% and • the second highest accuracy drop in two iterations is greater than 16%.
These two conditions hold for only 5 of the 189 different-author curves.
Accuracy Results: Leave-one-book-out Tests
In order to honestly assess the accuracy of the method, we use the following cross-validation methodology. For each book B in our corpus, we run a trial in which B is completely eliminated from consideration. We use unmasking to construct curves for all author/book pairs <A X ,X> (where B does not appear in A X and is not X) and then we use a linear SVM to meta-learn to distinguish same-author curves from different-author curves. Then, for each author A in the corpus, we use unmasking to construct a curve for the pair <A B ,B> and use the meta-learned model to determine if the curve is a same-author curve or a different-author curve. Using this testing protocol, we obtain the following results: All but one of the twenty same-author pairs are correctly classified. The single exception is Pygmalion by George Bernard Shaw. In addition, 181 of 189 different-author pairs were correctly classified. Among the exceptions were the attributions of The Professor by Charlotte Bronte to each of her sisters. Thus, we obtain overall accuracy of 95.7% with errors almost identically distributed between false positives and false negatives. Still we can exploit this method to possibly eliminate some false positives from the unmasking phase. Our elimination method works as follows. For each author A, choose other authors of the same type -let's call them A 1 ,…,A n -and allow them to collectively represent the class not-A. In our corpus, we consider four types as indicated in Table 1 . We learn a model for A against not-A and we learn models for each A i against not-A i . Assuming that k-fold cross-validation results for each of these models are satisfactory, we test all the examples in X against each one of these models. Let A(X) be the percentage of examples of X classed as A rather than not A; define A i (X) analogously. Then if A(X) is not greater than A i (X) for all i, conclude that A is not the author of X. Otherwise conclude nothing.
Extension: Using Negative Examples
We use this elimination method to augment unmasking. For those cases where unmasking concludes that A authored X, we allow the elimination method to overrule it if the elimination method indicates that A was not the author of X. The elimination method is not used at all for cases where unmasking concludes that A did not author X.
In our experiment, using the elimination method in this way resulted in the introduction of a single new misclassification: Thoreau was incorrectly concluded not to have written A Week on Concord. At the same time, all of the pairs previously misclassified as sameauthor were corrected. Overall, then, the augmented method classed all 189 different-author pairs and 19 of 21 same-author pairs correctly.
In Figure 3 , we summarize the entire algorithm including both unmasking and (optional) elimination. Note that although we introduced the elimination method after the unmasking method in our exposition, for purposes of the pseudo-code it is more natural to present the elimination method as a filter prior to the unmasking method.
Given: anonymous book X, works of suspect author A
Step There is ample historical reason to believe that he in fact authored the manuscript but did not wish to take credit for it for personal reasons.
For the sake of comparison, we also have four more collections of responsa written by four other authors working in the same area during the same period. While these far from exhaust the range of possible authors, they collectively constitute a reasonable starting point. There is no reason to believe that any of these authors wrote TL.
In any event, the elimination method handily eliminates all candidates but Ben Ish Chai. We now wish to use unmasking to check if Ben Ish Chai is indeed the author. Unmasking is particularly pertinent here, since Ben Ish Chai did not wish to be identified as the author and there is evidence that he may have deliberately altered his style to disguise his authorship. In Figure 4 , we show the results of unmasking for TL against Ben Ish Chai as well as, for comparison, each of the other four candidate authors. The curve for Ben Ish Chai is the one far below those of the others. Applying the formula learned above confirms what is suggested visually by the figure: Ben Ish Chai was indeed the author of TL. It is particularly interesting to note that the curves obtained in this experiment on Hebrew-Aramaic legal letters are quite similar to those obtained on 19 th century English literature.
Conclusions
The essentials of two-class text categorization are fairly well understood. We have shown in this paper that by using ensembles of text-categorization results as raw material for meta-level analysis, we are able to solve a more difficult and sophisticated problem such as authorship verification. Even when we completely ignore negative examples and thus treat authorship verification as a true one-class classification problem, our methods obtain extremely high accuracy on out-ofsample author/book pairs. When we use just a bit of non-representative negative data, classification is even better.
Nothing in our method is tied to any particular language, period or genre and some anecdotal evidence suggests that similar results can be obtained as these parameters are varied. More experiments are required to confirm this hypothesis.
The unmasking method suggested here might find more general application beyond the particular case of authorship verification considered here. Unmasking should work generally as a measure of the true "depth of difference" between two example sets.
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