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1 Introduction
Optimization methods have a significant impact on all spheres of human
society. It is difficult to list all recent activities where optimization meth-
ods are used to solve practical problems. In many problems of economics,
engineering, programming optimization methods are helpful. Optimization
methods came up with computer engineering in the twentieth century. That
is when the active development of the modern theory of optimization began.
The pioneer is L. Kantorovich [1, 2], who considered linear programming
problems in engineering and economics. In the 50s-60s, cutting edge works
were done by G. Rubinstein, E. Ventsel, N. Vorobyov, D. Yudin, E. Golstein,
N. Shor, B. Polyak. Yu. Ermoliev, L. Pontryagin, etc. In those years, re-
searchers proposed the following methods: Pontryagin’s maximum principle,
projection gradient method, cutting plane method, penalty method, New-
ton’s method for constrained optimization, subgradient method, the center
of gravity method, etc. In 70th, A. Nemirovskii and D. Yudin have a signif-
icant impact on optimization development with work [3]. In this work, they
used the oracle concept (black box), which for any input point returns, for
example, function and gradient value. A. Nemirovski and D. Yudin obtained
lower bounds for convergence rates for some general optimization problems
classes (convex optimization problems, optimization problems with Lipchitz
continuous functions, smooth strongly convex optimization problems, etc.).
We should note that optimization methods that achieve corresponding lower
bounds are proposed later for some classes of problems. In particular, Yu.
Nesterov developed the fast gradient method [4], which has the convergence
rate inversely proportional to the root of the accuracy of the solution by
function in the class of functions with Lipchitz continuous gradient. This
convergence rate is optimal in the sense of black-box oracle calls. The same
result was obtained for smooth strongly convex functions.
It means that for many classes of optimization problems, optimal meth-
ods were developed; however, the progress did not stop. In practice, opti-
mization tasks have some structure that allows developing new algorithms
for every problem with faster convergence rates. Let us note some popu-
lar examples from structural optimization. Composite optimization solves
optimization problems that can be represented as a sum of smooth and non-
smooth functions. Despite the fact that the sum is a nonsmooth function,
with some additional assumptions about the nonsmooth part, we can de-
velop methods that have convergence rates as in smooth optimization tasks
[5]. Similarly, using the structure of optimization tasks, we can propose algo-
rithms with more optimistic convergence rates for the following optimization
problems: functions with Holder continuous gradients [6], superposition of
functions (min-max problems) [7, 8], transportation problems [9, 10, 11],
clustering by electorial model [12], etc.
We should note another development direction in structural optimiza-
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tion theory that connected with different requirements about an oracle. In
general, an oracle is a black-box framework that makes calculations. The
complexity of optimization methods is estimated by the number of calls of
an oracle. In classical optimization theory [3, 13] oracles for some query point
return a function value (zero-order oracle), gradient / subgradient (first-order
oracle), hessian (second-order oracle), etc. In particular, for a smooth convex
function f with L–Lipchits gradient it is known that there is exist an oracle
[13] such that for some query point y returns a pair (f(y),∇f(y)) and the
following inequality holds:
0 ≤ f(x)− (f(y) + 〈∇f(y), x− y〉) ≤ L
2
‖x− y‖2 ∀x ∈ Q, (1)
where Q is a convex closed set on which a function f is defined. We have the
left inequality from the convexity of a function f and the right inequality
we have from L–Lipchits gradient assumption. Using this oracle, we can
obtain the optimal convergence rate for this class of optimization problems.
In detail, after N calls of the oracle, the guaranteed convergence rate is equal
to O
(
LR2
N2
)
[4, 13], where a constant R is a distance between a method’s
starting point and the closest optimal point. In practice and theory, inequal-
ities (1) do not always hold. Even for smooth optimization problems with
Lipchits gradients, we can not get precise values of function and gradient
due to calculation errors or the fact, that we obtain these values using some
auxiliary problem. For these examples, inequalities (1) do not hold. Indeed,
we can show that (1) holds only for some unique pair (f(y),∇f(y)). In [14]
authors introduced (δ, L)–oracle that for some query point y returns a pair
(fδ(y),∇fδ(y)) such that
0 ≤ f(x)− (fδ(y) + 〈∇fδ(y), x− y〉) ≤ L
2
‖x− y‖2 + δ ∀x ∈ Q. (2)
Unlike (1), a pair (fδ(y),∇fδ(y)) is not unique and, in general, is not equal
to (f(y),∇f(y)). The proposed oracle allows us to generalize the classical
gradient and fast gradient type methods to a wider class of tasks. From
[14], the guaranteed convergence rate for the fast gradient method is equal
to O
(
LR2
N2
+Nδ
)
and for the gradient method is equal to O
(
LR2
N
+ δ
)
us-
ing (δ, L)–oracle. We should note, that obtained convergence rates do not
require smoothness of optimization problems. We can obtain (δ, L)–oracle
for the following optimization problems [14]: functions with Holder contin-
uous subgradient, functions obtained by smoothing techniques [15, 16, 17],
Moreau-Yosida regularization [18], and composite optimization [5]. Note
that there is another concept of inexact oracle [19] that is a particular case
of (δ, L)–oracle [14].
A valuable property of optimization methods is to effectively resolve a
dual solution from a primal solution (or vice versa) [20, 21, 22, 23], which is
3
called primal–duality. This property is advantageous in transportation prob-
lems [9, 10, 11], machine learning problems (ex. SVM), etc. Another useful
property of optimization methods is to be robust to cases when instead of a
gradient oracle returns a stochastic gradient, random, unbiased vector w.r.t.
a real gradient. Stochastic optimization methods are trendy because they
allow reducing the calculation cost of a descent direction. It is impossible for
some optimization problems [24, 25] to calculate a gradient in a reasonable
amount of time, even at one point. Therefore, in this thesis, we focus on the
extension of our results to primal–duality and stochasticity.
Object and goals of the dissertation: unification of previously pro-
posed gradient-type methods into one method using a special concept of
inexact model. Develop a series of methods that can solve generalized op-
timization problem statements and use its structure with the aid of the
proposed concept of inexact model. Moreover, prove corresponding rates of
convergence, when possible, in an optimal way for some classes of optimiza-
tion problems.
The obtained results:
1. We propose concepts of inexact model for gradient-type methods.
2. We developed the adaptive gradient and fast gradient methods for
optimizations tasks that support the concept of inexact model ((δ, L,
‖‖)–model).
3. We developed the gradient method for optimization tasks with relative
smoothness that support the concept of inexact model ((δ, L,
V )–model).
4. We developed the primal–dual adaptive gradient and fast gradient
methods for optimizations tasks that support the concept of inexact
model ((δ, L, ‖‖)–model).
5. We developed the stochastic gradient and fast gradient methods for
stochastic optimizations tasks that support the concept of inexact
model ((δ1, δ2, L, ‖‖)–model).
6. We propose the heuristic (without theoretical guarantees) adaptive
stochastic fast gradient method that is based on the adaptive fast gra-
dient method and the stochastic fast gradient method.
Author’s contribution includes the development of optimization meth-
ods for oracles that return an inexact model of a function, proving conver-
gence rates of corresponding methods, and constructing of inexact models
for problems from structural optimization. The heuristic adaptive algorithm
is proposed for stochastic optimization problems.
Novelties: we developed the adaptive gradient and fast gradient meth-
ods for oracles that return an inexact model of a function. Further, we
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constructed the gradient method for problems with relative smoothness, the
primal–dual adaptive gradient and fast gradient methods, and the stochastic
nonadaptive gradient methods that support an inexact model of a function.
We attempted to enrich the stochastic nonadaptive fast gradient method
with adaptivity. However, we were only able to develop the heuristic adap-
tive fast gradient method that showed high performance in practice.
As a result of the work of this thesis, 8 papers were published:
First-tier publications:
1. Gasnikov A., Tyurin A. (2019) Fast gradient descent for convex minimi-
zation problems with an oracle producing a (δ, L)-model of function at
the requested point. Computational Mathematics and Mathematical
Physics, 59, 7, 1085–1097, Scopus Q2 (main co-author; the author of
this thesis formulated and proved convergence rate theorems for the
gradient and fast gradient methods (Theorem 1 and 2), presented a
description of examples (Section 4)).
2. Stonyakin F., Dvinskikh D., Dvurechensky P., Kroshnin A., Kuznetsova
O., Agafonov A., Gasnikov A., Tyurin A., Uribe С., Pasechnyuk D.,
Artamonov S. (2019) Gradient methods for problems with inexact
model of the objective. Lecture Notes in Computer Science, 11548, 97–
114, Scopus Q2 (the author of this thesis prepared the text of section 2
and proved the convergence rate theorem for the gradient method for
optimization problems with relative smoothness (Theorem 1)).
3. Ogaltsov A., Tyurin A. (2020) A heuristic adaptive fast gradient method
in stochastic optimization problems. Computational Mathematics and
Mathematical Physics, 60, 7, 1108–1115, Scopus Q2 (main co-author;
the author of this thesis proposed the heuristic adaptive fast gradient
method for stochastic optimization problems (Algorithm 2), did an
analysis and justification).
4. Dvurechensky P., Gasnikov A., Omelchenko A., Tyurin A. A stable
alternative to Sinkhorn’s algorithm for regularized optimal transport.
Lecture Notes in Computer Science, 12095, 406–423, Scopus Q2 (the
author of this thesis helped with the development of Algorithm 1 and
the proof of Theorem 1).
5. Dvinskikh D., Omelchenko A., Gasnikov A., Tyurin A. Accelerated
gradient sliding for minimizing the sum of functions. Doklady Mathe-
matics, 101, 3, Scopus Q2 (in press), (the author of this thesis helped
with the text of this paper and the proofs of intermediate results).
Second-tier publications:
1. Tyurin A. (2020) Primal-dual fast gradient method with a model.
Computer Research and Modeling, 12, 2, 263–274, Scopus Q3.
2. Dvinskikh D., Tyurin A., Gasnikov A., Omelchenko S. (2020) Acceler-
ated and nonaccelerated stochastic gradient descent with model con-
ception. Mathematical Notes, 108, 4, Scopus Q3 (in press), (main co-
author; the author of this thesis developed the fast gradient method
for stochastic optimization tasks, provided description of examples).
3. Anikin A., Gasnikov A., Dvurechensky P., Tyurin A., Chernov A.
(2017) Dual approaches to the minimization of strongly convex func-
tionals with a simple structure under affine constraints. Computational
Mathematics and Mathematical Physics, 57, 8, 1262–1276, Scopus Q3.
(the author of this thesis helped in writing of remarks).
Reports at conferences and seminars:
1. 8th Moscow International Conference on Operations Research, Russia,
Moscow. (17.10.2016 - 22.10.2016). Dual fast gradient method for
entropy–linear programming problems.
2. 59th MIPT Scientific Conference, Russia, Dolgoprudny. (21.11.2016
- 26.11.2016). Adaptive fast gradient method for convex min–max
problems.
3. Workshop “Three oracles”, Russia, Skolkovo. (28.12.2016). On several
extensions of similar triangles method.
4. Scientific conference "Modeling the Co-evolution of Nature and Soci-
ety: problems and experience" devoted to the 100-th anniversary of N.
N. Moiseev, Russia, Moscow. (7.11.2017 - 10.11.2017). Adaptive sim-
ilar triangles method and its application in calculation of regularized
optimal transport.
5. 60th MIPT Scientific Conference, Russia, Dolgoprudny. (20.11.2017 -
25.11.2017). The mirror triangle method with a generalized inexact
oracle.
6. The 23rd International Symposium on Mathematical Programming,
France, Bordeaux. (1.7.2018 - 6.7.2018). Universal Nesterov’s gradient
method in general model conception.
7. 62th MIPT Scientific Conference, Russia, Dolgoprudny. (18.11.2019 -
23.11.2019). Primal–dual fast gradient method with a model.
The reported study was funded by RFBR, project number 19-31-90062
and project number 18-31-20005 mol-a-ved.
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2 Convex optimization problem
Let us describe the mathematical formulation of a convex optimization prob-
lem [13]. Given an objective function f(x) : Q −→ R, a set Q is a subset of
finite–dimensional linear vector space Rn, and a norm ‖·‖ in Rn. Conjugate
norm we define as
‖λ‖∗ = max
‖ν‖≤1,ν∈Rn
〈λ, ν〉 ∀λ ∈ Rn.
Let us define prox–function and Bregman divergence [26], [27] (p. 327):
Definition 1. d(x) : Q → R is a prox–function if d(x) is continuously
differentiable on int Q and a function d(x) is 1-strongly convex w.r.t. a
norm ‖‖ on int Q.
Definition 2. A function
V [y](x) = d(x)− d(y)− 〈∇d(y), x − y〉
is called Bregman divergence, where d(x) is a prox–function.1
The introduction of Bregman divergence allows us to obtain more general
results for convergence rates. The classical example of Bregman divergence
is the function V [y](x) = 12 ‖x− y‖22.
Further, we assume that
1. A set Q ⊆ Rn is a convex and closed set.
2. A function f(x) is continuous and convex on Q.
3. A function f(x) is lower bounded on Q and attains its minimum at
some point from Q (not necessarily unique).
We consider the following optimization problem:
f(x)→ min
x∈Q
. (3)
A point x∗ is a solution of the optimization problem if inequality f(x∗) ≤
f(x) holds for all x ∈ Q. Also, we call a point xε as ε–solution if f(xε) −
f(x∗) ≤ ε for all x ∈ Q. The main task of numerical convex optimization is
to find ε–solution.
1In paper [28], V [y](x) is denoted as V (x, y).
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2.1 The concept of inexact solution
Now we define the concept of inexact solution (see [27]) that we use in our
methods.
Definition 3. Given an optimization problem
ψ(x) → min
x∈Q
,
where ψ(x) is a convex function, then we denote Argminδ˜x∈Q ψ(x) by a set
of x˜ such that
∃h ∈ ∂ψ(x˜), 〈h, x− x˜〉 ≥ −δ˜ ∀x ∈ Q,
where ∂ψ(x˜) is a subderivative of a function ψ at a point x˜. Any point from
Argminδ˜x∈Q ψ(x) we denote as argmin
δ˜
x∈Q ψ(x).
This definition is stringent compared to the definition of δ–solution by
function (see [28]). For instance, both definitions are equivalent when δ˜ = 0.
However, in some more general cases, we can derive solutions in terms of
Definition 3 from δ–solution by function (see [29, 28]).
3 Contents
In this section, we describe results and conclusions in more detail.
3.1 Inexact model of a function
In [14], the authors proposed (δ, L)–oracle and corresponding methods that
allow solving a vast number of optimization problems. Let us introduce
concepts of inexact model ((δ, L)–model) of a function that generalizes (δ, L)–
oracle.
Definition 4. Given a convex function ψδ(x, y) w.r.t. x on a set Q such
that ψδ(x, x) = 0 for all x ∈ Q. The function ψδ(x, y) is (δ, L, ‖‖)–model of a
function f at a point y w.r.t. ‖·‖ with value fδ(y) if for all x ∈ Q inequalities
0 ≤ f(x)− (fδ(y) + ψδ(x, y)) ≤ L
2
‖x− y‖2 + δ (4)
hold for some values L, δ ≥ 0.2
From the view of an oracle concept, we can assume that for a query point
y, the oracle returns a pair (fδ(y), ψδ(x, y)). Also, we can provide a more
general definition by using so–called relative smoothness [31, 32, 33]:
2In papers [28, 30], (δ, L, ‖‖)–model is defined as (δ, L)–model.
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Definition 5. Given a convex function ψδ(x, y) w.r.t. x on a set Q such
that ψδ(x, x) = 0 for all x ∈ Q. The function ψδ(x, y) is (δ, L, ‖‖)–model of
a function f at a point y w.r.t. Bregman divergence V with value fδ(y) if
for all x ∈ Q inequalities
0 ≤ f(x)− (fδ(y) + ψδ(x, y)) ≤ LV [y](x) + δ (5)
hold for some values L, δ ≥ 0.3
We can obtain Definition 4 from Definition 5 if we take Bregman di-
vergence V [y](x) = 12 ‖x− y‖2. The oracle that produces (δ, L, ‖‖)–model
from Definition 4 is more universal than (δ, L)–oracle (see (2)). Indeed, it is
enough to take ψδ(x, y) = 〈∇fδ(y), x− y〉.
In [34], we propose a more general definition than Definition 4 by the
introduction of additional noise, namely:
Definition 6. Given a convex function ψδ(x, y) w.r.t. x on a set Q such
that ψδ(x, x) = 0 for all x ∈ Q. The function ψδ(x, y) is (δ1, δ2, L, ‖‖)–model
of a function f at a point y w.r.t. ‖·‖ if for all x ∈ Q inequalities
−δ1(x, y) ≤ f(x)− (f(y) + ψδ(x, y)) ≤ L
2
‖x− y‖2 + δ2 (6)
hold for some values L ≥ 0, δ2, and δ1(x, y).
We can show, that (δ, L, ‖‖)–model is (δ, δ, L, ‖‖)–model with δ1(x, y) = δ
and δ2 = δ. This concept is helpful in stochastic optimization problems. (see
Section 3.8).
3.2 Examples of inexact models of a function
Let us provide some examples of inexact models for different optimization
tasks.
1. Smooth convex optimization with Lipchitz continuous gradient
Let us assume that a function f(x) is a smooth convex function with
L-Lipchitz gradient w.r.t. a norm ‖·‖, then
0 ≤ f(x)− f(y)− 〈∇f(y), x− y〉 ≤ L
2
‖x− y‖2 ∀x, y ∈ Q. (7)
Thus, we have that ψδk(x, y) = 〈∇f(y), x − y〉 is (δ, L, ‖‖)–model of
the function f , fδk(y) = f(y), and δk = 0 for all k ≥ 0.
3In paper [33] (δ,L, V )–model is defined as (δ, L)–model.
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2. Convex optimization with Holder continuous subgradients
Let us assume that a function f is a convex function with Holder
continuous subgradients: exists ν ∈ [0, 1] such that
‖∇f(x)−∇f(y)‖∗ ≤ Lν ‖x− y‖ν ∀x, y ∈ Q.
Then (see [6])
0 ≤ f(x)− f(y)− 〈∇f(y), x− y〉 ≤ L(δ)
2
‖x− y‖2 + δ ∀x, y ∈ Q,
where
L(δ) = Lν
[
Lν
2δ
1− ν
1 + ν
]1−ν
1+ν
and δ > 0 is a controlling parameter. Hence, ψδk(x, y) = 〈∇f(y), x−y〉
is (δ, L(δ), ‖‖)–model of the function f .
3. Composite optimization
Let us consider the composite optimization problem [35]:
f(x) := g(x) + h(x) → min
x∈Q
,
where g(x) is a smooth convex function with L–Lipchitz continuous
gradients w.r.t. a ‖‖ and h(x) is a convex function (not necessarily
smooth). For the optimization problem, we have that
0 ≤ f(x)− f(y)− 〈∇g(y), x − y〉 − h(x) + h(y) ≤ L
2
‖x− y‖2
∀x, y ∈ Q.
Hence, a function ψδk(x, y) = 〈∇g(y), x−y〉+h(x)−h(y) is (δ, L(δ), ‖‖)–
model of the function f , fδk(y) = f(y), and δk = 0 for all k ≥ 0.
Note that in papers [28, 33], we give more examples, including the condi-
tional gradient method (Frank–Wolfe) [27], superposition of functions [7, 8],
min–min problem [11], saddle point problem [11]. There is an example of
(δ, L, V )–model [33] for optimization problem which arises in an electoral
model for clustering [12].
3.3 Gradient method
In [28], the following results were obtained using the concept of inexact model
of a function. Consider the adaptive gradient method for the optimization
problem (3). In Algorithm 1 we assume that we have a starting point x0,
a local approximation L0 of Lipchitz parameter of a function gradient at a
10
point x0. Also, as the input of the algorithm, we feed sequences {δk}k≥0
and {δ˜k}k≥0. We assume that on every step k, the method has access to
(δk, L¯k+1, ‖‖)–model. In general, a constant L¯k+1 can vary from iteration
to iteration; we only consider that (δk, L¯k+1, ‖‖)–model exists. We do not
use the constant L¯k+1 in Algorithm 1 explicitly; furthermore , our method
adapts to this constant. The sequence {δ˜k}k≥0 represents inexact solutions
from Definition 3, which may be zero, constant, or vary from iteration to
iteration in different problems.
Algorithm 1 Adaptive gradient method with (δ, L, ‖‖)–model
1: Input: Starting point x0, sequences {δk}k≥0, {δ˜k}k≥0 and L0 > 0.
2: L1 :=
L0
2 .
3: for k ≥ 0 do
4: Find a minimal integer ik ≥ 0 such that
fδk(xk+1) ≤ fδk(xk) + ψδk(xk+1, xk) +
Lk+1
2
‖xk − xk+1‖22 + δk, (8)
where Lk+1 = 2
ik−1Lk, Ak+1 := Ak +
1
Lk+1
.
φk+1(x) :=
1
Lk+1
ψδk(x, xk) + V [xk](x), xk+1 := argmin
x∈Q
δ˜kφk+1(x).
5: end for
In [28], the following convergence rate is derived for Algorithm 1.
Theorem 1 ([28]). Let V [x0](x∗) ≤ R2, where x0 is a starting point, x∗ is
the closest point to x0 in terms of Bregman divergence, a function f is a con-
vex function, for δk and xk from Algorithm 1 we can always find a constant
L¯k+1 > 0 such that (δk, L¯k+1, ‖‖)–model ψδk(·, xk) exists at a point xk, and
x¯N =
1
AN
∑N−1
k=0 αk+1xk+1. For Algorithm 1, the following convergence rate
holds:
f(x¯N )− f(x∗) ≤ R
2
AN
+
1
AN
N−1∑
k=0
δ˜k +
2
AN
N−1∑
k=0
αk+1δk.
If we additionally assume that on every step k, inexact model (δk, L, ‖‖)–
model exists with a fixed parameter L (in other words, L¯k ≤ L for all k ≥ 0),
then
f(x¯N )− f(x∗) ≤ 2LR
2
N
+
2L
N
N−1∑
k=0
δ˜k +
2
AN
N−1∑
k=0
αk+1δk. (9)
There are three terms in (9) from Theorem 1: convergence rate, accumu-
lated error from auxiliary problems, and accumulated error from the inexact
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model of a function. For the simplicity of the analysis, let us suppose that
δ˜k = δ˜ and δk = δ for all k ≥ 0, then from (9), we can get a more convenient
convergence rate estimate:
f(x¯N )− f(x∗) ≤ 2LR
2
N
+ 2Lδ˜ + δ. (10)
From the last inequality, we can conclude that the derived convergence rate
corresponds to the convergence rate of the nonaccelerated gradient method
[13], while errors δ˜ and δ do not accumulate with the number of algorithm
iterations. In Section 3.4, we consider the accelerated version of the proposed
algorithm, which has a different nature of the convergence rate with respect
to δ˜ and δ.
Note that we use brute–force search from 0 to infinity in order to find an
integer ik in Algorithm 1. However, the assumption about the existence of
(δk, Lk+1, ‖‖)–model at a point xk ensures that this process is finite. More-
over, we can show that in “average” an integer ik for which (8) is satisfied
is equal 1 (see [6], p. 7–8). Therefore, in “average”, ψδk(·, xk) is requested 2
times in every iteration of Algorithm 1.
3.4 Fast gradient method
Let us consider the accelerated version of the algorithm from Section 3.3. In
[28], we propose Algorithm 2 and prove the corresponding Theorem 2.
Theorem 2 ([28]). Let V [x0](x∗) ≤ R2, where x0 is a starting point, x∗
is the closest point to x0 in terms of Bregman divergence, a function f is a
convex function and for δk and yk+1 from Algorithm 2 we can always find
a constant L¯k+1 > 0 such that (δk, L¯k+1, ‖‖)–model ψδk(·, yk+1) exists at a
point yk+1. For Algorithm 2, the following convergence rate holds:
f(xN )− f(x∗) ≤ R
2
AN
+
∑N−1
k=0 δ˜k
AN
+
2
∑N−1
k=0 δkAk+1
AN
.
If we additionally assume that on every step k, inexact model (δk, L, ‖‖)–
model exists with a fixed parameter L (in other words, L¯k ≤ L for all k ≥ 0),
then
f(xN )− f(x∗) ≤ 8LR
2
(N + 1)2
+
8L
∑N−1
k=0 δ˜k
(N + 1)2
+
2
∑N−1
k=0 δkAk+1
AN
. (11)
As in Section 3.3, we assume that δ˜k = δ˜ and δk = δ for all k ≥ 0, then
from the inequality (11), we have:
f(xN )− f(x∗) ≤ 8LR
2
(N + 1)2
+
8Lδ˜
N + 1
+Nδ.
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Algorithm 2 Adaptive fast gradient method with (δ, L, ‖‖)–model
1: Input: Starting point x0, sequences {δk}k≥0, {δ˜k}k≥0 and L0 > 0.
2: y0 := x0, u0 := x0, L1 :=
L0
2 , α0 := 0, A0 := α0.
3: for k ≥ 0 do
4: Find a minimal integer ik ≥ 0 such that
fδk(xk+1) ≤ fδk(yk+1) + ψδk(xk+1, yk+1) +
Lk+1
2
‖xk+1 − yk+1‖2 + δk,
where Lk+1 = 2
ik−1Lk, αk+1 it the largest root of Ak + αk+1 =
Lk+1α
2
k+1, Ak+1 := Ak + αk+1.
yk+1 :=
αk+1uk +Akxk
Ak+1
,
φk+1(x) = V [uk](x) + αk+1ψδk(x, yk+1),
uk+1 := argmin
x∈Q
δ˜kφk+1(x),
xk+1 :=
αk+1uk+1 +Akxk
Ak+1
.
5: end for
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Comparing the last inequality with (10) we can conclude that Algorithm 2
has the convergence rate of the fast gradient method, while an error δ linearly
accumulates with the number of the algorithm iterations. In particular,
the impact of an error δ˜ decreases. If we compare methods w.r.t. δ˜, then
Algorithm 2 is more effective than Algorithm 1. While the conclusion w.r.t.
an error δ is not so unequivocal and depends on an error δ. More details
reader can find in the paper [14].
Similarly, as in Section 3.3, we can conclude, that in “average” an integer
ik is equal to 1 [6].
3.5 Gradient method with relative smoothness
Let us consider a simplified version of the algorithm from Section 3.3. The
following method works with functions supported by an oracle from Defi-
nition 5 with relative smoothness. The optimization method from Section
3.3 (Algorithm 1) is not applicable to numerous optimization problems (see
[32]). Further, we consider Algorithm 3 and corresponding Theorem 3.
In this section, we relax the assumption about a prox–function d and
replace 1–strong convexity condition with the only convexity of a function
d. This allows us to apply Theorem 3 in more general cases.
Algorithm 3 Gradient method with (δ, L, V )–model
1: Input: Starting point x0, L > 0 and δ, δ˜ > 0.
2: for k ≥ 0 do
3:
φk+1(x) := ψδ(x, xk) + LV [xk](x), xk+1 := argmin
x∈Q
δ˜φk+1(x). (12)
4: end for
Theorem 3 ([33]). Let V [x0](x∗) ≤ R2, where x0 is a starting point, is the
closest point to x0 in terms of Bregman divergence, a function f is a convex
function, (δ, L, V )–model ψδ(·, xk) exists for a function f on a set Q, and
x¯N =
1
N
∑N−1
k=0 xk+1. For Algorithm 3, the following convergence rate holds:
f(x¯N )− f(x∗) ≤ LR
2
N
+ δ˜ + δ.
It would be natural to develop the fast gradient descent with relative
smoothness by analogy with Section 3.4. However, in general, for optimiza-
tion problems supported by relative smoothness, convergences rate of nonac-
celerated methods can not be improved up to a constant factor (see [36]).
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3.6 Primal–dual adaptive gradient method
In this section, we consider the primal–dual gradient method. The main
goal of primal–dual type methods is to find ε–solution of both the primal
problem (3) and the corresponding dual problem. Let us introduce additional
assumption on a set Q. Consider the following setup for a set Q:
Q = {x | x ∈ Q˜, fi(x) ≤ 0 ∀i ∈ [1,m]}, (13)
where for all i a function fi(x) : Q˜→ R is a convex function, and a set Q˜ is
a convex and closed set. Let us define a vector-valued function F :
F (x) = [f1(x), . . . , fm(x)]
T .
Thus, we rewrite (3) as
f(x)→ min
x∈Q˜, F (x)≤0
. (14)
Let us construct the Lagrange dual problem. Using a definition
g(z) = max
x∈Q˜
[−f(x)− 〈z, F (x)〉]. (15)
we obtain the dual problem for the primal problem (14):
g(z) → min
z∈Rm
+
. (16)
From now on, consider the strong duality assumption [21] (p. 226).
The feature to restore a solution of a dual problem is proven to be very
useful in various optimization tasks for which it is faster to find an optimal
point in a primal problem than in a dual problem. For instance, this property
is used in transportation tasks [9, 10, 11].
Definition 7. Let a point x∗ be a solution of a primal optimization problem
p(x) → min
x∈Q˜, G(x)≤0
. (17)
A point z∗ is a solution of a dual optimization problem
h(z) → min
z∈Rm+
,
for (17), where z are dual variable w.r.t. constraints G(x) ≤ 0. We define
operator argdual that depends on functions p and G and returns points x∗
and z∗:
(x∗, z∗) := argdual
x∈Q˜
(p(x), G(x)).
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Algorithm 4 Primal–dual adaptive gradient method with (δ, L, ‖‖)–model
1: Input: Starting point x0, L0 > 0, and sequence {δk}k≥0.
2: A0 := 0
3: for k ≥ 0 do
4: Find a minimal integer ik ≥ 0 such that
fδk(xk+1) ≤ fδk(xk) + ψδk(xk+1, xk) +
Lk+1
2
‖xk+1 − xk‖2 + δk,
where Lk+1 := 2
ik−1Lk, Ak+1 := Ak +
1
Lk+1
.
φk+1(x) := ψδk(x, xk) + Lk+1V [xk](x),
(xk+1, zk+1) := argdual
x∈Q˜
(φk+1(x), F (x)). (18)
5: end for
In [30], we propose Algorithm 4 and corresponding Theorem 4.
Theorem 4 ([30]). Let x¯N =
1
AN
∑N−1
k=0
xk+1
Lk+1
, z¯N =
1
AN
∑N−1
k=0
zk+1
Lk+1
, V [x0](
x(z¯N )) ≤ R2, x0 is a starting point, x(z¯N ) is the maximum point in (15) with
z = z¯N , a function f is a convex function, and for δk and xk from Algorithm
4 we can always find a constant L¯k+1 > 0 such that (δk, L¯k+1, ‖‖)–model
ψδk(·, xk) exists at a point xk. For Algorithm 4, the following convergence
rate holds:
f(x¯N ) + g(z¯N ) ≤ R
2
AN
+
1
AN
N−1∑
k=0
2δk
Lk+1
.
The theorem fully agrees with results from Theorem 1, taking into ac-
count new assumptions about a set Q and condition, that δ˜k = 0 for all
k ≥ 0. However, in Theorem 4, the convergence rate is proved for a duality
gap f(x¯N) + g(z¯N ).
There are different approaches to restore a dual ε–solution while ε–
solution of a primal task is calculating. In a series of our papers [20, 37], dual
variables are recovering with the Lagrange function of optimization problem
(16) as a method works. With this approach, conditions in the optimization
problem are violated. In an alternative approach [23], dual variables are re-
covering using an auxiliary problem (see, for example, (18)); however, worser
duality gap bounds can be obtained. Indeed, we have V [x0](x(z¯N )) instead
of V [x0](x∗). Methods from this and the next section inherit the idea from
[23].
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3.7 Primal–dual adaptive fast gradient method
In this section, we consider the accelerated version of the algorithm from
Section 3.6. Let us study the same assumption on a set Q as in Section 3.6.
In [30], we propose Algorithm 5 and prove the corresponding Theorem 5.
Algorithm 5 Primal–dual adaptive fast gradient method with (δ, L, ‖‖)–
model
1: Input: Starting point x0, sequence {δk}k≥0 and L0 > 0.
2: y0 := x0, u0 := x0, L1 :=
L0
2 , α0 := 0, A0 := α0.
3: for k ≥ 0 do
4: Find a minimal integer ik ≥ 0 such that
fδk(xk+1) ≤ fδk(yk+1) + ψδk(xk+1, yk+1) +
Lk+1
2
‖xk+1 − yk+1‖2 + δk,
where Lk+1 = 2
ik−1Lk, αk+1 is the largest root of Ak + αk+1 =
Lk+1α
2
k+1, Ak+1 := Ak + αk+1.
yk+1 :=
αk+1uk +Akxk
Ak+1
,
φk+1(x) := ψδk(x, yk+1) + Lk+1V [uk](x),
(xk+1, zk+1) := argdual
x∈Q˜
(φk+1(x), F (x)).
xk+1 :=
αk+1uk+1 +Akxk
Ak+1
.
5: end for
Theorem 5 ([30]). Let z¯N =
1
AN
∑N−1
k=0 αk+1zk+1, V [x0](x(z¯N )) ≤ R2, x0 is
a starting point, x(z¯N ) is the maximum point in (15) with z = z¯N , a function
f is a convex function, and for δk and yk+1 from Algorithm 5 we can always
find a constant L¯k+1 > 0 such that (δk, L¯k+1, ‖‖)–model ψδk(·, yk+1) exists
at a point yk+1. For Algorithm 5, the following convergence rate holds:
f(xN ) + g(z¯N ) ≤ R
2
AN
+
2
AN
N−1∑
k=0
Ak+1δk.
With the assumption (13) about a set Q, the derived convergence rate
fully agrees with the convergence rate from Theorem 2 if we consider, that
δ˜k = 0 for all k ≥ 0.
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3.8 Stochastic fast gradient method
Let us consider (δ1, δ2, L, ‖‖)–model from Definition 6 that generalizes (δ, L,
‖‖)–model of a function. Similarly to Section 3.3 and 3.4, in paper [34], we
provide convergence rates for methods that work with (δ1, δ2, L, ‖‖)–model.
One of the most important consequences is that this concept is surprisingly
well–suited for stochastic optimization problems [38, 39]. In Algorithm 6,
we provide the fast gradient method with (δ1, δ2, L, ‖‖2)–model.
Algorithm 6 Fast gradient method with (δ1, δ2, L, ‖‖2)–model
1: Input: Starting point x0 and L > 0.
2: y0 := x0, u0 := x0, α0 := 0, A0 := α0.
3: for k ≥ 0 do
4: Constant αk+1 is the largest root of Ak + αk+1 = Lα
2
k+1, Ak+1 :=
Ak + αk+1.
yk+1 :=
αk+1uk +Akxk
Ak+1
,
φk+1(x) =
1
2
‖x− uk‖22 + αk+1ψδk(x, yk+1),
uk+1 := argmin
x∈Q
φk+1(x),
xk+1 :=
αk+1uk+1 +Akxk
Ak+1
.
5: end for
Now, we formulate the convergence rate theorem for (δ1, δ2, L, ‖‖)–model.
Theorem 6 ([34]). Let 12 ‖x∗ − x0‖22 ≤ R2, where x0 is a starting point,
x∗ is the closest point to x0 in terms of euclidean distance, a function f is
a convex function, (δk1 , δ
k
2 , L, ‖‖2)–model ψδk(·, yk+1) exists at a point yk+1
from Algorithm 6. For Algorithm 6, the following convergence rate holds:
f(xN )− f(x∗) ≤ 4LR
2
N2
+
1
AN
N−1∑
k=0
Akδ
k
1 (xk, yk+1)
+
1
AN
N−1∑
k=0
αk+1δ
k
1 (x∗, yk+1) +
1
AN
N−1∑
k=0
Ak+1δ
k
2 .
(19)
If we additionally assume that {δk1}N−1k=0 and {δk2}N−1k=0 are random se-
quences with assumptions:
Assumption 1. Given two sequences δk1 (y, x) and δ
k
2 (k ≥ 0). Assume that
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E[
δk1 (y, x)|δk−11,2 , δk−21,2 , ...
]
= 0, (conditionally unbiased)
δk1 (y, x) has
(
δˆ1
)2
–subgaussion conditional variance,
√
δk2 has δˆ2–subgaussion
conditional second moment.
Assumption 2. Given two sequences δk1 (x, y) and δ
k
2 (k ≥ 0). The random
variable δk1 (x, y) has
(
δˆk1 (x− y)
)2
–subgaussion conditional moment (δˆk1 (·) is
a non–random function of one variable) such that
1. δˆk1 (αz) ≤ αδˆk1 (z) for all α ≥ 0 and z ∈ B(0, R).
2. δˆ1 < +∞, where δˆ1 ≥ supz∈B(0,R) δˆk1 (z).
With high probability 4
f(xN )− f(x∗) = O˜
(
LR2
N2
+
δˆ1√
N
+Nδˆ2
)
.
Moreover,
E[f(xN )]− f(x∗) = O
(
LR2
N2
+Nδˆ2
)
.
The stochastic optimization problem is an important case that can be
described by (δ1, δ2, L, ‖‖)–model. Let us consider the following optimization
task:
f(x) = E[f(x, ξ)] → min
x∈Q
, (20)
where a set Q is a convex and closed set, ξ is a random variable, the expected
value E[f(x, ξ)] is well–defined and finite for all x ∈ Q, a function f is a con-
vex function with L–Lipschitz continuous gradient, ∇f(y, ξ) has subgaussian
distribution with subgaussian variance σ2. For optimization tasks (20), we
can take ψδ(x, y) = 〈∇f(y, ξ), x − y〉, and we can show (see. [34]) that for
sequences {δ1k}N−1k=0 and {δ2k}N−1k=0 , the following bounds hold: δˆ1 = O(σR)
and δˆ2 = O(σ
2/L). The optimal convergence rate can be obtained for the
task (20) with the help of a mini–batch technique (see [34]).
Note that the same reasoning can be applied to composite and min–max
optimization tasks.
3.9 Heuristic adaptive stochastic fast gradient method
In [40], we propose the heuristic adaptive stochastic fast gradient method
based on the adaptive fast gradient method (Algorithm 2) and the nonadap-
tive stochastic gradient method [34] (Algorithm 6). For now, it is an open
4it means that with probability ≥ 1− γ, and O˜(·) means the same as O(·); however, a
constant factor depends on ln (1/γ).
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question, if it is possible to add adaptivity to the stochastic fast gradient
method in order to preserve convergence rate estimates. Various attempts
were made in [41, 42, 43, 44, 45, 46]. A more detailed analysis reader can
find in [40]. Let us define a mini–batch of gradients as
∇˜mk+1f(y) = 1
mk+1
mk+1∑
j=1
∇f(y; ξj),
and mini–batch of functions values as
fmk+1(y) =
1
mk+1
mk+1∑
j=1
f(y; ξj),
where ξj are random variables (j = 1, ...,mk+1), ∇f(y; ξj) and f(y; ξj) are
unbiased estimates of ∇f(y) and f(y), and mk+1 is the number of elements
in the mini–batch. In Algorithm 7, we present the heuristic method (see [40])
that works with stochastic gradients and stochastic function values. In [34],
using an inexact model from Definition 6, we have the theorem that shows
the convergence rate estimate for the nonadaptive version of Algorithm 7.
Note that in paper [40], we have the approbation of our algorithm with
the help of experiments. Using practical machine learning tasks MNIST [47]
and CIFAR [48], we show that our algorithm convergence faster than popular
optimization methods Adam [49] and AdaGrad [50] with logistic regression
loss function and linear, neural network, and convolutional neural network
backbones.
4 Conclusion
This thesis is based on published papers [28, 33, 30, 34, 40, 37, 20, 51].
In papers [28, 33, 30, 40], we developed optimization methods that ex-
ploit the concepts of inexact model. Also, we demonstrate various examples
of optimization tasks supported by suitable inexact models. In addition
to standard tasks from structural optimization like smooth optimization,
composite optimization, optimization with Holder continuous subgradients,
the proposed concepts of inexact model can describe transportation tasks
[28, 11], optimization problem which arises in an electoral model for cluster-
ing [33, 12], etc.
Papers [40, 37, 20, 51] are milestones from the view of the development
of the concept of inexact model. Moreover, they motivate further research.
Let us list the main results that are obtained in this thesis and submitted
for defense.
1. Various concepts of inexact model are developed for gradient-type
methods. As shown in the thesis, these concepts can represent a sig-
nificant number of modern optimization problems.
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Algorithm 7 Heuristic adaptive stochastic fast gradient method
1: Input: Starting point x0, constants ǫ > 0, L0 > 0 and σ
2
0 > 0.
2: y0 := x0, u0 := x0, L1 :=
L0
2 , α0 := 0, A0 := α0.
3: for k ≥ 0 do
4: Find a minimal integer ik ≥ 0 such that
fmk+1(xk+1) ≤ fmk+1(yk+1) + 〈∇˜mk+1f(yk+1), xk+1 − yk+1〉+
+
Lk+1
2
‖xk+1 − yk+1‖2 + ǫ
Lk+1αk+1
,
where Lk+1 = 2
ik−1Lk, α˜k+1 it the largest root of Ak+αk+1 = Lkα
2
k+1,
αk+1 it the largest root of Ak+αk+1 = Lk+1α
2
k+1, Ak+1 := Ak+αk+1,
mk+1 :=
⌈
3σ20 α˜k+1
ǫ
⌉
. If ik = 0, then generate i.i.d. ξj (j = 1, ...,mk+1).
yk+1 :=
αk+1uk +Akxk
Ak+1
,
φk+1(x) :=
1
2
‖x− uk‖22 + αk+1
(
fmk+1(yk+1) + 〈∇˜mk+1f(yk+1), x− yk+1〉
)
,
uk+1 := argmin
x∈Q
φk+1(x),
xk+1 :=
αk+1uk+1 +Akxk
Ak+1
.
5: end for
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2. Different gradient methods are proposed which support concepts of
inexact model. For methods from sections 3.3–3.8, we proved corre-
sponding convergence rate theorems and performed analysis.
3. The heuristic adaptive stochastic fast gradient method is developed
and justified.
4. Theoretical analysis of primal-dual methods for problems with strongly
convex functionals with a simple structure under affine constraints,
problems that calculate regularized optimal transport, and problems
with the concept of inexact model is carried out.
It is worthwhile to say that some ideas and several examples of optimiza-
tion problems that are well-described by the concept of inexact model are
not listed:
1. In further research, we are planning to develop methods that work with
strongly convex functions [29].
2. In [51], we consider the practical optimization task with an objective
function that has the form of a sum of smooth strongly convex functions
with a smooth regularizer. In this paper, we propose an approach that
allows us to derive the optimal bound for the case when the composite
part of an objective function is not proximal–friendly.5. In further
research, we are planning to generalize this result with the concept of
inexact model.
3. We are planning to combine the concept of inexact model with coordi-
nate descent methods [52, 53]. As in general stochastic optimization,
coordinate descent methods admit efficient optimization steps by cal-
culating a descent direction via a subset of coordinates.
4. In the end of Section 3.6, we mention the described in [20, 37] approach
of recovering of dual variables. It would be useful to generalize methods
from [20, 37] using the concept of inexact model.
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