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ABSTRACT
LOWER BOUNDS FOR GENERALIZED REGULATORS
James D. Sundstrom
Ted Chinburg
In 1999, Friedman and Skoruppa demonstrated a method to derive lower bounds for the
relative regulator of an extension L/K of number fields. The relative regulator is defined
using the subgroup EL/K of relative units of L/K. It appears in the theta series ΘEL/K
associated to EL/K , so an inequality relating ΘEL/K and Θ
′
EL/K
provides an inequality for
Reg(L/K). This same technique can be applied to other subgroups E of the units of a
number field L. In this thesis, we consider the case E = EL/K1 ∩EL/K2 , where K1 and K2
are real quadratic fields; the corresponding regulator grows exponentially in [L : Q].
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Chapter 1
Introduction
This thesis demonstrates how a technique of Friedman and Skoruppa [8] can be generalized.
Before proceeding to the generalization, we first review their paper. Friedman and Skoruppa
proved lower bounds for the relative regulator Reg(L/K) associated to an extension L/K
of number fields. The relative regulator was defined by Bergé and Martinet [3], [4], [5] as
follows.
Given a number field K, let OK denote the algebraic integers of K, with unit group
O∗K and roots of unity µK ⊆ O∗K . Let AK be the set of archimedean places of K; for each
v ∈ AK , let
ev =

1 if v is real
2 if v is complex.
Let r1(K) and r2(K) be, respectively, the number of real and complex places of K.
Given an extension of number fields L/K, let EL/K denote the group of relative units
of L/K, i.e.,
EL/K = {ε ∈ O∗L | NL/K(ε) ∈ µK}.
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Note that EL/K has rank r = rL/K := |AL| − |AK |. Let ε1, . . . , εr be fundamental relative
units (free generators for EL/K modulo torsion). For each w ∈ AK , fix some w̃ ∈ AL lying
above w. Let A′L denote the remaining places of L after each w̃ is removed from AL. Then
the relative regulator of L/K is defined by
Reg(L/K) =
∣∣∣∣∣det(ev log|εj |v) v∈A′L
1≤j≤r
∣∣∣∣∣ .
Costa and Friedman [6] proved that
Reg(L/K) =
1
[O∗K : µK NL/K(O∗L)]
Reg(L)
Reg(K)
≤ Reg(L)
Reg(K)
.
Hence a lower bound for Reg(L/K) is also a lower bound for Reg(L)/Reg(K). Furthermore,
Reg(L/Q) = Reg(L); of course, this was already clear from the definition of Reg(L/Q).
Thus a lower bound for relative regulators includes a lower bound for the classical regulator
as a special case.
To any subgroup E of O∗L, we can associate a theta series ΘE . Let Etor = E∩µL denote
the torsion subgroup of E. Let ER = E ⊗ R, and fix a Haar measure µ on ER, so that
µ(ER/E) is the volume of any fundamental domain for the action of E on ER.
There is an embedding of ER into RAL+ given by
x =
∑
j
εj ⊗ ξj 7→ (xv)v∈AL , xv =
∏
j
|εj |
ξj
v . (1.1)
For a ∈ L and x ∈ ER, set
‖ax‖2 =
∑
v∈AL
ev|a|2vx2v.
For any fractional ideal a of L and any t > 0, define
ΘE(t; a) =
µ(ER/E)
|Etor|
+
∑
a∈a/E
a6=0
∫
ER
exp
(
−cat‖ax‖2
)
dµ(x), (1.2)
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where the sum is taken over a complete set of representatives for the non-zero E-orbits in
a,
ca = π
(√
|disc(L)|NL/Q(a)
)−2/[L:Q]
.
Friedman and Skoruppa give a proof that ΘE is well-defined: it is independent of the
choice of representatives a, and the sum is absolutely convergent. They also observe that
t[L:Q]/2ΘE(t; a) is an increasing function (Prop. 2.1). Differentiating, it follows that
ΘE(t; a) +
2
[L : Q]
tΘ′E(t; a) ≥ 0. (1.3)
Since the definition of ΘE involves µ(ER/E) as a constant term, this inequality can be
understood as a lower bound for µ(ER/E). In particular, if we take E = EL/K , then it is
fairly natural to normalize µ by µ(ER/E) = Reg(L/K). Thus, by estimating the integrals
in the definition of ΘE , we will obtain the desired lower bound for Reg(L/K).
As a first step to understanding these integrals, Friedman and Skoruppa use the Mellin
transform to prove the following (Prop. 3.1).
Proposition 1.1. With notation as above (including E = EL/K),
∫
ER
exp(−t‖ax‖2) dµ(x) = A
∏
w∈AK
fw(aw + log t),
where A = 2−rL/Kπ−r2(L)/2,
fw(y) =
1
2πi
∫ c+i∞
c−i∞
e−sew[L:K]yΓ(s)pw+qwΓ(s+ 12)
qw ds,
aw =
2
[L : K]
log|NL/K(a)|w.
Here c is any positive number, and pw and qw are respectively the number of real and complex
places of L extending w ∈ AK .
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This proposition puts the integrals into a more tractable form; instead of estimating the
original integrals, it suffices to understand fw. More precisely, setting y = log t, inequality
(1.3) becomes
Reg(L/K)
#µL
≥ A
∑
a∈a/EL/K
a6=0
−1− 2[L : Q] ∑
w∈AK
f ′w
fw
(aw + y)
 ∏
w∈AK
fw(aw + y), (1.4)
so we need to estimate fw and f
′
w/fw. This is accomplished by the saddle-point method.
The saddle point method is summarized below, in a somewhat simplified form. See de
Bruijn [7] for more details. The method applies to a contour integral of the form
∫
C
ef(z) dz.
We shift the contour C so that it passes through the saddle point σ, the point where
f ′(σ) = 0. The idea then is that we can replace f with its degree-2 Taylor approximation
at σ, so that the integral is approximated by an integral of the form
∫ ∞
−∞
ea−bt
2
dt,
which we know how to evaluate. Furthermore, if we want to understand
∫
C
enf(z) dz as n→∞,
then this approximation gets better as n gets larger, so that we get an excellent description
of the asymptotic behavior of the integral.
Once we have estimates for fw and f
′
w/fw, we can plug them into inequality (1.4) and
we are essentially done. Since inequality (1.4) holds for any y ∈ R, it remains only to choose
a y which gives a good bound. However, our estimates for fw and f
′
w/fw depend on pw and
qw. We would prefer to have lower bounds for Reg(L/K) that do not require such detailed
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information about the places of L. Hence we make some effort to transform the bounds in
terms of the pw and qw into bounds depending only on [L : K] and r1(L).
In short, Friedman and Skoruppa’s method consists of four main steps:
1. Use the Mellin transform to replace the ΘE integrals with complex integrals.
2. Use the saddle-point method to estimate the complex integrals.
3. Replace these estimates with estimates that do not depend on the pw and qw.
4. Plug these estimates into inequality (1.3) to get lower bounds for the regulator.
In this thesis, we apply these methods to a generalized regulator for a number field L
containing two real quadratic fields K1 and K2. Specifically, we consider the regulator
associated to E = EL/K1 ∩ EL/K2 . Chapter 2 defines this regulator. Chapter 3 computes
the necessary inverse Mellin transform; we find that we need to study a triple integral.
Chapters 4-5 carry out step 2. Chapter 4 summarizes some results in single-variable calculus
which will be needed; many of these results are quite similar (or identical) to results from
Friedman and Skoruppa’s original paper. Then Chapter 5 applies these results to study
the relevant triple integrals. Step 3 is done in Chapters 6 and 7. Once again, Chapter 6
provides some simple results, which are applied in Chapter 7. Finally, Chapter 8 completes
the argument, proving that the generalized regulator RegK1,K2(L) grows exponentially in
[L : K].
There is a mistake in Friedman and Skoruppa’s proof of their Lemma 5.6. Fortunately,
Lemma 5.6 is used only to prove Lemma 5.8. Appendix A gives a correct proof of Lemma
5.8, so their main results are all correct.
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Chapter 2
The Generalized Regulator
LetK1 andK2 be distinct real quadratic fields, and L a number field containingK := K1K2.
Let m = [L : K] = [L : Q]/4. Let AK1 = {w1, w2} and AK2 = {w3, w4} be the sets
of archimedean places of K1 and K2. Let AK = {w13, w14, w23, w24} denote the set of
archimedean places of K, labeled so that wij extends wi ∈ AK1 and wj ∈ AK2 . Note that
for any i ∈ {1, 2} and j ∈ {3, 4},
∑
v∈AL
v|wi
ev =
∑
v∈AL
v|wj
ev = 2m,
∑
v∈AL
v|wij
ev = m. (2.1)
For any w ∈ AK1K2 , let pw and qw denote respectively the number of real and complex
places of L extending w, so that pw + 2qw = m. Let Ei denote the relative units of L/Ki,
and define E = E1 ∩ E2. Let Etor denote the torsion subgroup of E.
We define a generalized regulator RegK1,K2(L) as follows. Let ε1, . . . , εr (r = |AL| − 3)
be free generators of E/Etor. Let ÃK be a set containing any three places of K, and select
one place of L above each place in ÃK . Let A′L denote AL with these three places removed.
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Define
RegK1,K2(L) =
∣∣∣∣∣det(ev log|εj |v) v∈A′L
1≤j≤r
∣∣∣∣∣ .
Lemma 2.1. RegK1,K2(L) is well-defined, i.e., it is independent of the choice of the εj and
of A′L.
Proof. Define λ : O∗L → RAL by
λ(ε) = (ev log|ε|v)v∈AL .
Define x1 ∈ RAL by
(x1)v =

ev if v | w1,
0 otherwise.
Define similarly x2 with respect to w2 and x3 with respect to w3. Let M denote the matrix
with columns x1,x2,x3, λ(ε1), . . . , λ(εr). Note that |det(M)| is the covolume of the lattice
generated by x1, x2, x3, and λ(O∗L), so it is independent of our choice of the εj . Row
operations show that
|det(M)| = |det(M ′)|RegK1,K2(L),
where M ′ is the 3× 3 matrix defined by
M ′ =
 ∑
v|wi and v|wj
ev

1≤i≤3
1≤j≤3
.
(The precise row operations to be used depend on ÃK , but the result is the same.) Since
|det(M ′)| = 4m3, this proves that RegK1,K2(L) =
1
4m3
|det(M)|, so RegK1,K2(L) is well-
defined.
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Chapter 3
Theta series
Let E ⊂ O∗L be as in the previous chapter. Let G = R
AL
+ and let H = R
AK1∪{w3}
+ . Let µG
denote the natural Haar measure on G, namely
dµG(g) =
∏
v∈AL
dgv
gv
.
Define µH similarly. Let µ be the Haar measure on ER, normalized so that
µ(ER/E) = RegK1,K2(L).
Define δ : G→ H by δ(g) = (hw)w∈AK1∪{w3}, where
hw =
∏
v|w
gevv .
Using the embedding ER → G from (1.1), we get an exact sequence 1→ ER → G→ H → 1.
Let σ : H → G be a section of δ. (We will choose a particular section σ below.) Define
an isomorphism φ : ER ×H → G by φ(x, h) = xσ(h).
Lemma 3.1. 2r2(L)µG ◦ φ = µ× µH .
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Proof. Since µG ◦φ is a Haar measure on ER×H, we know that cµG ◦φ = µ×µH for some
constant c. Consider ER, G, H, and R+ as real vector spaces. Choose any v13, v23, v14 ∈ AL
such that vij extends wi and wj . Define g13, g23, g14 ∈ G by
(gij)v =

exp(1/ev) if v = vij ,
1 otherwise.
Then δ(g13), δ(g23), δ(g14) is a basis for H, so we can define the section σ : H → G by
δ(gij) 7→ gij .
As before, let ε1, . . . , εr be a Z-basis for E/Etor. Then the xj = εj ⊗ 1 form an R-basis
of ER. Extend this to a basis for G by adjoining the three vectors gij . It follows that
cµG([x1, . . . , xr, g13, g23, g14]) = µ([x1, . . . , xr]) · µH([δ(g13), δ(g23), δ(g14)]),
where [. . .] denotes convex hull. We have µ([x1, . . . , xr]) = RegK1,K2(L) by the normaliza-
tion of µ. The convex hull of the δ(gij) is the “unit cube,” so it has volume 1. It is easily
seen that µG([x1, . . . , xr, g13, g23, g14]) = 2
−r2(L) RegK1,K2(L). Hence c = 2
r2(L).
For a fractional ideal a of L and t > 0, recall the theta series ΘE(t; a) defined in (1.2).
We will use the Mellin transform to study this function. First, we define some notation.
For any z ∈ C with Re(z) > 0 and any κ ∈ [0, 1], set
ακ(z) = κ log Γ(z) + (1− κ) log Γ(z + 12).
For i ∈ {1, 2} and j ∈ {3, 4}, let
kij =
1
m(pwij + qwij ). (3.1)
Given s = (s1, s2, s3) ∈ C3, define
s13 = s1 + s3, s23 = s2 + s3, s14 = s1, s24 = s2.
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Let R denote the region
R = {s ∈ C3 | all Re(sij) > 0}.
For a given ~κ = (κ13, κ14, κ23, κ24), we define a function α~κ : R → C by
α~κ(s) =
∑
i∈{1,2}
j∈{3,4}
ακij (sij). (3.2)
Let α denote α~k, where
~k = (k13, k14, k23, k24) as in (3.1).
For g ∈ G, set
‖g‖2 =
∑
v∈AL
evg
2
v
and
Ψ(g) =
∫
ER
exp(−‖gx‖2) dµ(x).
We want to evaluate Ψ(g); since Ψ(g) depends only on g modulo ER, it suffices to consider
ψ = Ψ ◦ σ. Now we compute the Mellin transform of ψ:
(Mψ)(s) = (Mψ)(s1, s2, s3) =
∫
H
Ψ(σ(h))hs dµH(h)
=
∫
H
(∫
ER
exp(−‖xσ(h)‖2) dµ(x)
)
hsdµH(h)
=
∫
ER×H
exp(−‖φ(x, h)‖2)δ(φ(x, h))s (dµ× dµH)(x, h)
= 2r2(L)
∫
G
exp(−‖g‖2)δ(g)s dµG(g).
Next observe that
δ(g)s =
∏
v|w1
gevv
s1∏
v|w2
gevv
s2∏
v|w3
gevv
s3 = ∏
i∈{1,2}
j∈{3,4}
∏
v|wij
g
evsij
v .
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It follows that
(Mψ)(s) = 2r2(L)
∫
G
exp(−‖g‖2)
∏
i∈{1,2}
j∈{3,4}
∏
v|wij
g
evsij
v dµG(g)
= 2r2(L)
∏
i∈{1,2}
j∈{3,4}
∏
v|wij
∫
G
e−evg
2
vg
evsij
v
dgv
gv
= 2r2(L)−|AL|
∏
i∈{1,2}
j∈{3,4}
Γ
(sij
2
)pwij (
2−sijΓ(sij)
)qwij
= 2−|AL|π−r2(L)/2
∏
i∈{1,2}
j∈{3,4}
Γ
(sij
2
)pwij+qwij
Γ
(
sij + 1
2
)qwij
= 2−|AL|π−r2(L)/2 exp(mα(12s)),
where we have used the identity 2−sΓ(s) = (2
√
π)−1Γ( s2)Γ(
s+1
2 ).
Setting h = δ(g) and taking an inverse Mellin transform,
Ψ(g) = ψ(h)
=
2−|AL|π−r2(L)/2
(2πi)3
∫ c+i∞
c−i∞
∫ c+i∞
c−i∞
∫ c+i∞
c−i∞
h−s1w1 h
−s2
w2 h
−s3
w3 exp(mα(
1
2s)) ds1 ds2 ds3
=
23−|AL|π−r2(L)/2
(2πi)3
∫ c+i∞
c−i∞
∫ c+i∞
c−i∞
∫ c+i∞
c−i∞
h−2s1w1 h
−2s2
w2 h
−2s3
w3 exp(mα(s)) ds1 ds2 ds3.
Given a ∈ L∗ and t > 0, define g ∈ G by gv =
√
t|a|v. Then for any x ∈ ER, t‖ax‖2 = ‖gx‖2,
so
Ψ(g) =
∫
ER
exp
(
−t‖ax‖2
)
dµ(x)
is the integral that appears in ΘE . For w ∈ AKi ,
hw =
∏
v|w
gevv =
∏
v|w
tev/2|a|evv = tm|NL/Ki(a)|w.
Let A = 23−|AL|π−r2(L)/2 and let aw =
1
m log|NL/Ki(a)|w. For any y ∈ R, define
gy,a(s) = −2(aw1 + y)s1 − 2(aw2 + y)s2 − 2(aw3 + y)s3 + α(s)
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and
f(y, a) =
1
(2πi)3
∫ c+i∞
c−i∞
∫ c+i∞
c−i∞
∫ c+i∞
c−i∞
exp(mgy,a(s)) ds1 ds2 ds3.
The preceding work shows that Ψ(g) = Af(log t, a). Hence
ΘE(t; a) =
µ(ER/E)
|Etor|
+A
∑
a∈a/E
a6=0
f(log(cat), a).
Inequality (1.3) says that ΘE(t; a) +
1
2m tΘ
′
E(t; a) ≥ 0. Plugging in the above formula, and
choosing t so that y = log(cat), this proves that for any y ∈ R,
µ(ER/E)
|Etor|
≥ A
∑
a∈a/E
a6=0
(
−1− 1
2m
f ′
f
(y, a)
)
f(y, a). (3.3)
Next we want to choose y such that −f
′
f (y, a) ≥ 2m for all a. Then we can drop terms
for a 6= 1 to conclude that
µ(ER/E)
|Etor|
≥ A
(
−1− 1
2m
f ′
f
(y, 1)
)
f(y, 1). (3.4)
This is done by the saddle-point method. In order to apply the saddle-point method,
we first need to know that there is a saddle point. That is, we would like to find a point
(s1, s2, s3) where
∂gy,a
∂s1
=
∂gy,a
∂s2
=
∂gy,a
∂s3
= 0.
This means we need to solve
aw1 + y =
1
2α
′
k13(s1 + s3) +
1
2α
′
k14(s1),
aw2 + y =
1
2α
′
k23(s2 + s3) +
1
2α
′
k24(s2),
aw3 + y =
1
2α
′
k13(s1 + s3) +
1
2α
′
k23(s2 + s3).
Note that for any k ∈ (0, 1], α′k : (0,∞)→ R is strictly increasing and surjective.
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Lemma 3.2. This system has a unique solution in R∩ R3.
Proof. The given system of equations is equivalent to
1
2α
′
k24(s2) = aw1 + aw2 − aw3 + y −
1
2α
′
k14(s1), (3.5)
1
2α
′
k23(s2 + s3) = aw3 − aw1 +
1
2α
′
k14(s1), (3.6)
1
2α
′
k13(s1 + s3) = aw1 + y −
1
2α
′
k14(s1). (3.7)
Note that equation (3.5) determines s2 > 0 as a strictly decreasing function of s1 > 0,
and equation (3.6) determines s2 + s3 > 0 as a strictly increasing function of s1 > 0.
Therefore these two equations determine s3 as a strictly increasing function of s1. Under
this correspondence, s3 →∞ as s1 →∞. On the other hand, equation (3.7) determines s3
as a strictly decreasing function of s1. Under this correspondence, s3 →∞ as s1 → 0. Now
we have two functions s1 7→ s3, and the solutions of the system correspond to choices of s1
at which these functions are equal. It follows from what we have said that there is exactly
one solution.
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Chapter 4
Single-variable calculus
Before proceeding to the triple-integral estimates we need, we record some single-variable
lemmas which will be useful. Throughout this chapter, we assume 12 ≤ κ ≤ 1, m > 0,
and σ > 0 (sometimes adding an additional assumption on m where helpful). Recall the
formula [1], 6.4.10: for n ≥ 1 and Re(s) > 0,
Ψ(n)(s)
n!
= (−1)n+1
∞∑
k=0
1
(s+ k)n+1
, Ψ =
Γ′
Γ
. (4.1)
Lemma 4.1. If mκ ≥ 4, then√
σ2α′′κ(σ)
1.25mκ[σ]/2
<
√
2 and
σ2α′′κ(σ)
1.25mκ[σ]/2
< 2.
If mκ ≥ 30, then √
σ2α′′κ(σ)
(7372)
mκ[σ]/2
<
√
2.
Proof. The first inequality is given in the proof of Friedman and Skoruppa’s Lemma 5.5;
as the other inequalities are proven in the same way, the proof is repeated here. Note that
σ2α′′κ(σ) ≤ σ2Ψ′(σ) < 1 + σ,
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where the last inequality follows from estimating the sum (4.1) by an integral. Thus we
need to show that
√
1 + σ/1.25mκ[σ]/2 <
√
2. We see that
√
1 + σ/1.25mκ[σ]/2 is maximized
as σ → 1−, because 1.252 >
√
3/2.
Lemma 4.2. Let ε be 0 or 1. Suppose u > 0 and mκ > 2. Then∫ ∞
uσ
|tεemα(σ+it)| dt ≤ e
mα(σ)σ1+εuε−1(1 + u2)
(mκ− 2)(1 + u24 )mκ[σ]/2(1 + u2)mκ/2
,
where [σ] denotes the greatest integer less than or equal to σ.
Proof. This is Friedman and Skoruppa’s Lemma 5.3.
Lemma 4.3. Let D be given with 0 < D ≤ m1/3
√
κ and assume that mκ > 2. Define
δ = D/(m1/3
√
α′′κ(σ)). Then∫
|t|>δ
|emακ(σ+it)| dt ≤
√
2πemακ(σ)√
mα′′κ(σ)
(
23/2σ
√
mα′′κ(σ)√
π(mκ− 2)1.25mκ[σ]/22mκ/2
+
23/2 exp(−m1/3D2/4)
√
πm1/6D
)
,
∫
|t|>δ
e−mt
2α′′κ(σ)/2 dt ≤ 2e
−m1/3D2/2
m2/3D
√
α′′κ(σ)
.
where [σ] denotes the greatest integer less than or equal to σ.
Proof. These inequalities can be found in Friedman and Skoruppa (see their proof of Lemma
5.4).
Lemma 4.4. Suppose mκ > 2. Then for any 0 < D < m1/3
√
κ,∫ ∞
−∞
|emακ(σ+it)| dt <
√
2πemακ(σ)√
mα′′κ(σ)
(
1+
23/2σ
√
mα′′κ(σ)√
π(mκ− 2)1.25mκ[σ]/22mκ/2
+
23/2 exp(−m1/3D2/4)
√
πm1/6D
+
eD
4/(4m1/3κ) − 1
D4/(4m1/3κ)
3
4mκ
)
,
where [σ] again denotes the greatest integer less than or equal to σ. If m ≥ 1000, then∫ ∞
−∞
|emακ(σ+it)| dt <
√
2πemακ(σ)√
mα′′κ(σ)
· 1.00205.
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Proof. The first claim essentially comes from Lemma 5.4 of Friedman and Skoruppa, which
estimates ∫ ∞
−∞
em(ακ(σ+it)−iyt) dt
for y = α′κ(σ). However, that lemma has two extra terms which are not needed here.
Friedman and Skoruppa bound the integral over |t| ≥ δ := D/(m1/3
√
α′′κ(σ)) by replacing
em(ακ(σ+it)−iyt) with |emακ(σ+it)|, so that part of the argument works in this case without
any change. That is,
∫
|t|≥δ
|emακ(σ+it)| dt ≤
√
2πemακ(σ)√
mα′′κ(σ)
(
23/2σ
√
mα′′κ(σ)√
π(mκ− 2)1.25mκ[σ]/22mκ/2
+
23/2 exp(−m1/3D2/4)
√
πm1/6D
)
.
Next, we have
∫ δ
−δ
|emακ(σ+it)−mακ(σ)| dt =
∫ δ
−δ
e−
1
2
mα′′κ(σ)t
2
dt+
∫ δ
−δ
(|emακ(σ+it)−mακ(σ)| − e−
1
2
mα′′κ(σ)t
2
) dt
<
√
2π√
mα′′κ(σ)
+
∫ δ
−δ
(|emακ(σ+it)−mακ(σ)| − e−
1
2
mα′′κ(σ)t
2
) dt.
Note that
|emακ(σ+it)−emακ(σ) | − e−
1
2
mα′′κ(σ)t
2
= (emRe(ρ(t)) − 1)e−
1
2
mα′′κ(σ)t
2
,
where ρ(t) = ακ(σ + it)− iyt+ 12α
′′
κ(σ)t
2. Therefore we can bound the last integral in the
same way that Friedman and Skoruppa bounded the integral of (emρ(t) − 1)e−
1
2
mα′′κ(σ)t
2
,
except that we do not get a term coming from Im(ρ). We conclude that
∫ δ
−δ
(|emακ(σ+it)−mακ(σ)| − e−
1
2
mα′′κ(σ)t
2
) dt <
√
2π√
mα′′κ(σ)
eD
4/(4m1/3κ) − 1
D4/(4m1/3κ)
3
4mκ
.
Now suppose m ≥ 1000. Then
23/2σ
√
mα′′κ(σ)√
π(mκ− 2)1.25mκ[σ]/22mκ/2
=
4
mκ3/2
√
π
√
mκ/2
2mκ/2
mκ
mκ− 2
√
σ2α′′κ(σ)
1.25mκ[σ]/2
<
10−76
m
; (4.2)
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bounds for the first three terms are obvious, and the last term is addressed by Lemma 4.1.
Thus∫ ∞
−∞
|emακ(σ+it)| dt <
√
2πemακ(σ)√
mα′′κ(σ)
(
1+
10−76
m
+
23/2 exp(−m1/3D2/4)
√
πm1/6D
+
eD
4/(2m1/3) − 1
D4/(2m1/3)
3
2m
)
.
Set D = 1.76. The quantity in parentheses is decreasing in m for m > 0, so the claimed
bound follows by plugging in m = 1000.
Lemma 4.5. Suppose m ≥ 1000. Let 0 < D ≤ m1/3
√
κ be given, and again set δ =
D/(m1/3
√
α′′κ(σ)). Then∫
|t|>δ
|emακ(σ+it)| dt <
√
2πemακ(σ)√
mα′′κ(σ)
1
m
·
(
10−76 +
23/2m5/6 exp(−m1/3D2/4)√
πD
)
.
Proof. This is immediate from Lemma 4.3 and inequality (4.2).
Lemma 4.6. Let C > 0 be given. Then∫ ∞
−∞
e−Ct
2
dt =
√
πC−1/2,
∫ ∞
0
e−Ct
2
t dt =
1
2
C−1,
∫ ∞
0
e−Ct
2
t3 dt =
1
2
C−2.
Proof. Make the substitution u = Ct2. For any n ≥ 0, we have∫ ∞
0
e−Ct
2
tn dt =
∫ ∞
0
e−u(u/C)(n+1)/2
du
2u
=
1
2
Γ(n+12 )C
−(n+1)/2.
Lemma 4.7. Let any σ > 0 and 0 ≤ κ ≤ 1 be given. Define ρ = ρκ,σ : R→ C by
ρ(t) = ακ(σ + it)− ακ(σ)− iα′κ(σ)t+ 12α
′′
κ(σ)t
2;
i.e., ρ is the error in the degree-2 Taylor approximation to ακ(σ+ it). Then for any t ∈ R,
|Im(ρ(t))| ≤ −α
(3)
κ (σ)
3!
|t|3, |Re(ρ(t))| ≤ α
(4)
κ (σ)
4!
t4. (4.3)
If |t| ≤ σ, then
0 ≤ Re(ρ(t)) ≤ α
′′
κ(σ)
4
t2; (4.4)
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if |t| ≤ σ
3
√
2
, then
0 ≤ Re(ρ(t)) ≤ α
′′
κ(σ)
72
t2.
Furthermore, Im(ακ(σ + it)) is odd and Re(ακ(σ + it)) is even as a function of t. Thus
Im(ρ(t)) is an odd function and Re(ρ(t)) is an even function.
Proof. The odd/even statement is proven by Friedman and Skoruppa, as well as the fact
that Re(ρ(t)) ≥ 0 for |t| ≤ σ. See the proof of their Lemma 5.1.
From (4.1), we know that |α(3)κ (σ + it)| and |α(4)κ (σ + it)| (considered as functions of t)
are both maximized at t = 0, with α
(3)
κ (σ) < 0 and α
(4)
κ (σ) > 0. Now apply the Taylor
remainder theorem to Im(ακ(σ + it)): since
d3
dt3
Im(ακ(σ + it)) = −i Im(α(3)κ (σ + it)),
we see that for any t ∈ R, there exists θt between 0 and t such that
|Im(ακ(σ + it))| =
∣∣∣∣∣−i Im(α(3)κ (σ + iθt))3! t3
∣∣∣∣∣ ≤ −α(3)κ (σ)3! |t|3.
This proves (4.3) for the imaginary part; the proof for the real part is identical.
For any σ > 0, (4.1) shows that
σ2Ψ(3)(σ)
4!
=
1
4
∞∑
k=0
σ2
(σ + k)4
<
1
4
∞∑
k=0
1
(σ + k)2
=
Ψ′(σ)
4
.
It follows that σ2α
(4)
κ (σ)/4! < α′′κ(σ)/4. Thus for |t| ≤ σ,
|Re(ρ(t))| ≤ α
(4)
κ (σ)
4!
t4 ≤ σ
2α
(4)
κ (σ)
4!
t2 ≤ α
′′
κ(σ)
4
t2.
The same argument works for |t| ≤ σ
3
√
2
.
Lemma 4.8. Let R > 0 be given. Then for any 0 ≤ u ≤ R and any v ∈ R, we have
|Re(eu+iv − 1)| ≤ ue
R − 1
R
+
v2
2
.
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Proof. This is inequality (5.11) from Friedman and Skoruppa.
Lemma 4.9. For m ≥ 1000,
∫
|t|> σ
3
√
2
|temακ(σ+it)| dt < 0.0002557σe
mακ(σ)
m3/2
√
α′′κ(σ)
.
Proof. By Lemma 4.2,
∫ ∞
σ
3
√
2
|temακ(σ+it)| dt ≤ 2 ·
19
18σ
2emακ(σ)
(mκ− 2)(7372)mκ[σ]/2(
19
18)
mκ/2
=
19
9(κ− 2m)
·
√
m
(1918)
mκ/2
·
√
σ2α′′κ(σ)
(7372)
mκ[σ]/2
· σe
mακ(σ)
m3/2
√
α′′κ(σ)
.
We have
√
m/(19/18)mκ/2 ≤
√
m/(19/18)m/4 ≤
√
1000/(19/18)1000/4 < 0.0000853. Com-
bining this with Lemma 4.1, we conclude that
∫ ∞
σ
3
√
2
|temακ(σ+it)| dt < 19
9(12 −
2
1000)
· 0.0000853 ·
√
2 · σe
mακ(σ)
m3/2
√
α′′κ(σ)
<
0.0002557σemακ(σ)
m3/2
√
α′′κ(σ)
.
Lemma 4.10. For m ≥ 1000,
∫
|t|> σ
3
√
2
|emακ(σ+it)| dt < 0.00003429e
mακ(σ)
m
√
α′′κ(σ)
.
Proof. The argument is the same as the proof of Lemma 4.9; by Lemma 4.2,
e−mακ(σ)
∫ ∞
σ
3
√
2
|emακ(σ+it)| dt ≤ 2 ·
19
√
2
6 σ
(mκ− 2)(7372)mκ[σ]/2(
19
18)
mκ/2
=
19
√
2
3(κ− 2m)
· 1
(1918)
mκ/2
·
√
σ2α′′κ(σ)
(7372)
mκ[σ]/2
· 1
m
√
α′′κ(σ)
<
19
√
2
3(12 −
2
1000)
· 1
(1918)
1000/4
·
√
2 · 1
m
√
α′′κ(σ)
<
0.00003429
m
√
α′′κ(σ)
.
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Lemma 4.11. For any m > 0,
∫ σ
3
√
2
− σ
3
√
2
|temακ(σ+it)| dt <
72
35e
mακ(σ)
mα′′κ(σ)
.
Proof. Lemma 4.7 shows that, for |t| ≤ σ/(3
√
2),
|emακ(σ+it)| ≤ emακ(σ)−mα′′κ(σ)t2/2+mα′′κ(σ)t2/72 = emακ(σ)−(35/72)mα′′κ(σ)t2 .
Hence
∫ σ
3
√
2
− σ
3
√
2
|temακ(σ+it)| dt < 2
∫ ∞
0
temακ(σ)−(35/72)mα
′′
κ(σ)t
2
dt =
72
35e
mακ(σ)
mα′′κ(σ)
.
Lemma 4.12. For any σ > 0, α′′1/2(σ/
√
2) > α′′1(σ) = Ψ
′(σ).
Proof. The duplication formula for Ψ ([1], 6.3.8) says that
α′1/2(σ) =
1
2Ψ(σ) +
1
2Ψ(σ +
1
2) = Ψ(2σ)− log 2.
Differentiating, α′′1/2(σ) = 2Ψ
′(2σ). Thus we want to prove that 2Ψ′(
√
2σ) > Ψ′(σ). Esti-
mating the sum (4.1) by integrals, we find that
1
σ2
+
1
(σ + 1)
< Ψ′(σ) <
1
σ2
+
1
(σ + 1)2
+
1
σ + 1
.
Hence
2Ψ′(
√
2σ)−Ψ′(σ) > 2
(
1
2σ2
+
1
(
√
2σ + 1)
)
−
(
1
σ2
+
1
(σ + 1)2
+
1
σ + 1
)
=
(2−
√
2)σ2 + (3− 2
√
2)σ
(σ + 1)2(
√
2σ + 1)
> 0.
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Chapter 5
Estimation of f and f ′/f
Let m > 0 be given. (We will primarily be interested in m ≥ 1000, but we will note which
lemmas hold for all m > 0 and which require m ≥ 1000.) Let 12 ≤ kij ≤ 1 be given for
i ∈ {1, 2} and j ∈ {3, 4}, and let α = α~k as in (3.2). Also let ~y = (y1, y2, y3) ∈ R
3 be given.
For s = (s1, s2, s3) ∈ R, define
g(s) = −~y · s+ α(s)
and
G(s) = exp(mg(s)).
For a given a ∈ L∗ and y ∈ R, if we take ~y = (2(aw1 + y), 2(aw2 + y), 2(aw3 + y)), then
g = gy,a. Let ~σ = (σ1, σ2, σ3) be the unique point in R∩ R3 at which
∂g
∂s1
=
∂g
∂s2
=
∂g
∂s3
= 0;
~σ exists by Lemma 3.2. Recall that we are interested in
f =
1
(2πi)3
∫ σ1+i∞
σ1−i∞
∫ σ2+i∞
σ2−i∞
∫ σ3+i∞
σ3−i∞
G(s) ds3 ds2 ds1 =
1
(2π)3
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
G(~σ+it~ ) dt3 dt2 dt1.
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To simplify notation, define Aij = α
′′
kij
(σij) and Πij = A13A23A14A24/Aij . Let Amin =
min(Aij), and let Πmax = max(Πij) = A13A23A14A24/Amin. (Without loss of generality,
we will assume that A23 = Amin and A24 ≤ A13 wherever this helps.1) Define P =
Π13 +Π23 +Π14 +Π24; i.e., P = P3(A13, A14, A23, A24), where P3 is the degree-3 elementary
symmetric polynomial.
Define
H(t~ ) := exp
(
m
(
g(~σ)−
∑
i∈{1,2}
j∈{3,4}
Aijt
2
ij/2
))
= G(~σ) exp
(
−m
∑
i∈{1,2}
j∈{3,4}
Aijt
2
ij/2
)
.
The idea is that H(t~ ) is a good approximation to G(~σ + it~ ); we obtain H(t~ ) from G(s) =
exp(mg(s)) by replacing each αkij (sij) in g(s) = −~y · s +
∑
αkij (sij) with its degree-two
Taylor approximation (as a function of tij). The fact that ~σ is a critical point ensures that
the linear terms cancel. The main term in our estimate for f comes from integrating H:
Lemma 5.1. We have
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
H(t~ ) dt3 dt2 dt1 =
(2π)3/2G(~σ)
m3/2
√
P
.
Proof. It is well-known (see, e.g., [7], page 71) that if A = (aij) is an n×n positive-definite
symmetric matrix, then
∫
T∈Rn
exp(−12
∑
aijTiTj) dT = (2π)
n/2 det(A)−1/2.
1Note that the only relation among t13, t14, t23, and t24 is t13 + t24 = t14 + t23. Since this is symmetric,
we are free to choose any Aij as Amin. After choosing A23 = Amin, we are still free to swap A13 and A24 if
necessary.
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In this case,
det(A) = m3 det

A13 +A14 0 A13
0 A23 +A24 A23
A13 A23 A13 +A23
 = m
3P.
As a simple consequence of this lemma, we can evaluate some other integrals which will
be useful later:
Lemma 5.2. Let any i ∈ {1, 2} and j ∈ {3, 4}be given. Then
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
H(t~ )t4ij dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
3
m2A2ij
and ∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
H(t~ )t6ij dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
15
m3A3ij
.
Proof. First observe that
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
H(t~ )t2ij dt3 dt2 dt1 = −
2
m
∂
∂Aij
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
H(t~ ) dt3 dt2 dt1
= − 2
m
∂
∂Aij
(2π)3/2G(~σ)
m3/2
√
P
=
(2π)3/2G(~σ)
m5/2P 3/2
∂P
∂Aij
.
Note that ∂P/∂Aij does not depend on Aij ; for example, ∂P/∂A13 = A14A23 + A14A24 +
A23A24. Hence
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
H(t~ )t4ij dt3 dt2 dt1 = −
2
m
∂
∂Aij
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
H(t~ )t2ij dt3 dt2 dt1
= − 2
m
∂
∂Aij
(
(2π)3/2G(~σ)
m5/2P 3/2
∂P
∂Aij
)
= 3
(2π)3/2G(~σ)
m7/2P 5/2
(
∂P
∂Aij
)2
,
23
so the first claim will follow once we check that
∂P/∂Aij
P
<
1
Aij
. (5.1)
This is obvious; for example,
A13
∂P
∂A13
= A13A14A23 +A13A14A24 +A13A23A24 < P.
The second claim is proven identically:
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
H(t~ )t6ij dt3 dt2 dt1 = −
2
m
∂
∂Aij
(
3
(2π)3/2G(~σ)
m7/2P 5/2
(
∂P
∂Aij
)2)
= 15
(2π)3/2G(~σ)
m9/2P 7/2
(
∂P
∂Aij
)3
<
(2π)3/2G(~σ)
m3/2
√
P
15
m3A3ij
.
As in Lemma 4.5, choose D such that 0 < D ≤ 10001/3/
√
2. (This ensures D ≤
m1/3
√
kij for all i, j when m ≥ 1000.) Define
δij =
D
m1/3
√
Aij
.
Let ∆ ⊆ R3 denote the set
{(t1, t2, t3) ∈ R3 | |t14| ≤ δ14, |t24| ≤ δ24, |t13| ≤ δ13}.
Recall that we want to prove that the integrals of G and H have the same asymptotic
behavior. We will do so by showing that H is a good approximation to G inside of ∆, and
that the contributions to the integrals outside of ∆ are (asymptotically) negligible.
Lemma 5.3. Suppose m ≥ 1000. Then
∫∫∫
R3\∆
|G(~σ+it~ )| dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
Π23
1
m
·3.013
(
10−76 +
23/2m5/6 exp(−m1/3D2/4)√
πD
)
.
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Proof. Recall that
|Γ(σ + it)| ≤ Γ(σ) for any σ > 0 and t ∈ R. (5.2)
Hence for any s ∈ R with Re(s23) = σ23, we have
|G(s)| ≤ emαk23 (σ23)|exp(m(−~y · s+ αk13(s13) + αk14(s14) + αk24(s24)))|. (5.3)
We can bound the triple integral of the right-hand side by splitting it into three single
integrals. (We will use this strategy several more times in this chapter.) In order to do
so, we will need to change variables from (t1, t2, t3) to (t14, t24, t13), so that the right-hand
side of (5.3) becomes a product of three single-variable functions. The change-of-variable
matrix 
1 0 0
0 1 0
1 0 1

has determinant 1, so the substitution does not introduce a Jacobian factor. Using Lemmas
4.4 and 4.5 to bound the resulting single integrals, we find that
∫
|t14|>δ14
∫ ∞
−∞
∫ ∞
−∞
|G(~σ + it~ )| dt3 dt2 dt1
<
(2π)3/2G(~σ)
m3/2
√
Π23
1
m
· 1.002052
(
10−76 +
23/2m5/6 exp(−m1/3D2/4)√
πD
)
.
We get the same bound for
∫∞
−∞
∫
|t24|>δ24
∫∞
−∞ and for
∫∞
−∞
∫∞
−∞
∫
|t13|>δ13 . Note that 3 ·
1.002052 < 3.013.
Lemma 5.4. We have
∫∫∫
R3\∆
H(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
Π23
1
m
· 3
√
2
π
m5/6e−m
1/3D2/2
D
.
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Proof. Arguing as in the proof of Lemma 5.3, Lemmas 4.3 and 4.6 show that
∫
|t14|>δ14
∫ ∞
−∞
∫ ∞
−∞
H(t~ ) dt3 dt2 dt1 ≤ G(~σ)
(
2e−m
1/3D2/2
m2/3D
√
A14
)√
2π
mA24
√
2π
mA13
=
(2π)3/2G(~σ)
m3/2
√
Π23
1
m
·
√
2
π
m5/6e−m
1/3D2/2
D
.
We get the same bound for
∫∞
−∞
∫
|t24|>δ24
∫∞
−∞ and for
∫∞
−∞
∫∞
−∞
∫
|t13|>δ13 . The result follows.
Define ρ13(t) as in Lemma 4.7, i.e.,
ρ13(t) = αk13(σ13 + it)− αk13(σ13)− iα′k13(σ13)t+
1
2α
′′
k13(σ13)t
2;
define ρ23, ρ14, and ρ24 similarly. Then define
ρ(t~ ) =
∑
i∈{1,2}
j∈{3,4}
ρij(tij),
so that
G(~σ + it~ )−H(t~ ) = H(t~ )(emρ(~t) − 1).
Lemma 5.5. For any t~ ∈ R3,
|Im(ρ(t~ ))| ≤
√
2
3
∑
i∈{1,2}
j∈{3,4}
A
3/2
ij |tij |
3, (5.4)
|Re(ρ(t~ ))| ≤ 1
2
∑
i∈{1,2}
j∈{3,4}
A2ijt
4
ij . (5.5)
Furthermore, if t~ ∈ ∆ and A23 = Amin, then |Re(ρ(t~ ))| ≤ 42D4m−4/3.
Proof. By Lemma 4.7,
|Im(ρ(t~ ))| ≤ −1
6
∑
i∈{1,2}
j∈{3,4}
α
(3)
kij
(σij)|tij |3,
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|Re(ρ(t~ ))| ≤ 1
24
∑
i∈{1,2}
j∈{3,4}
α
(4)
kij
(σij)t
4
ij .
Friedman and Skoruppa proved (Lemma 5.2) that for any integer n ≥ 2, any 0 < κ ≤ 1,
and any σ > 0,
|α(n)κ (σ)|
(α′′κ(σ))
n/2
≤ (n− 1)!
κ
n
2−1
;
thus the previous inequalities and kij ≥ 12 imply inequalities (5.4) and (5.5).
When t~ ∈ ∆,
A213t
4
13 ≤ A213δ413 = A213
(
D
m1/3
√
A13
)4
=
D4
m4/3
,
and similarly for A214t
4
14 and A
2
24t
4
24. By Jensen’s inequality, we know that for any n ≥ 1
and any x, y, z ∈ R,
|x+ y + z|n ≤ 3n−1(|x|n + |y|n + |z|n).
In particular,
t423 = (t13 − t14 + t24)4 ≤ 27(t413 + t414 + t424).
For A23 = Amin and t~ ∈ ∆, it follows that
A223t
4
23 ≤ 27[A213t413 +A214t414 +A224t424] ≤ 81D4m−4/3.
Then inequality (5.5) says that |Re(ρ(t~ ))| ≤ 42D4m−4/3.
It follows from Lemma 4.7 that Re(ρ) is an even function and Im(ρ) is an odd function,
in the sense that
Re(ρ(t1, t2, t3)) = Re(ρ(−t1,−t2,−t3)).
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Thus H(t~ ) Im(emρ(~t) − 1) = H(t~ )emRe(ρ(~t)) sin(m Im(ρ(t~ ))) is odd, so∫∫∫
∆
(G(~σ + it~ )−H(t~ )) dt3 dt2 dt1 =
∫∫∫
∆
H(t~ )(emρ(
~t) − 1) dt3 dt2 dt1
=
∫∫∫
∆
H(t~ ) Re(emρ(
~t) − 1) dt3 dt2 dt1.
Now we use this fact to bound the integral.
Lemma 5.6. Assume A23 = Amin. Then∣∣∣∣∫∫∫
∆
(G(~σ + it~ )−H(t~ )) dt3 dt2 dt1
∣∣∣∣ < (2π)3/2G(~σ)m3/2√P 1m
(
6
eR − 1
R
+
80
3
)
,
where R = 42D4m−1/3.
Proof. By Lemmas 5.5 and 4.8,∣∣∣∣∫∫∫
∆
(G(~σ + it~ )−H(t~ )) dt3 dt2 dt1
∣∣∣∣ = ∫∫∫
∆
H(t~ ) Re(emρ(
~t) − 1) dt3 dt2 dt1
≤
∫∫∫
∆
H(t~ )
(
u(t~ )
eR − 1
R
+
v(t~ )2
2
)
dt3 dt2 dt1,
where
u(t~ ) =
1
2
m(A213t
4
13 +A
2
23t
4
23 +A
2
14t
4
14 +A
2
24t
4
24),
v(t~ ) =
√
2
3
m(A
3/2
13 |t13|
3 +A
3/2
23 |t23|
3 +A
3/2
14 |t14|
3 +A
3/2
24 |t24|
3).
It follows from Lemma 5.2 that∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
H(t~ )u(t~ )
eR − 1
R
dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
· 6
m
eR − 1
R
.
By Jensen’s inequality,
v(t~ )2
2
≤ 4
9
m2(A313t
6
13 +A
3
14t
6
14 +A
3
23t
6
23 +A
3
24t
6
24).
Hence Lemma 5.2 shows that∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
H(t~ )
v(t~ )2
2
dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
· 80/3
m
.
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Lemma 5.7. Suppose m ≥ 1000. Then
f =
1
(2π)3
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
G(~σ + it~ ) dt3 dt2 dt1 =
G(~σ)
(2π)3/2m3/2
√
P
(1 + ϕ),
where
|ϕ| < 378.1
m
.
Proof. Without loss of generality, assume A23 = Amin. We split up the integral as∫∫∫
G =
∫∫∫
H +
∫∫∫
R3\∆
G−
∫∫∫
R3\∆
H +
∫∫∫
∆
(G−H).
Then Lemma 5.1 gives the main term in the estimate, and Lemmas 5.3, 5.4, and 5.6 provide
the error terms. We get
m|ϕ| <
√
P
Π23
(
3.013
(
10−76 +
23/2m5/6 exp(−m1/3D2/4)√
πD
)
+ 3
√
2
π
m5/6e−m
1/3D2/2
D
)
+
6
e42D
4m−1/3 − 1
42D4m−1/3
+
80
3
.
Since P/Π23 = P/Πmax ≤ 4, we have
m|ϕ| < 2
(
3.013
(
10−76 +
23/2m5/6 exp(−m1/3D2/4)√
πD
)
+ 3
√
2
π
m5/6e−m
1/3D2/2
D
)
+
6
e42D
4m−1/3 − 1
42D4m−1/3
+
80
3
, (5.6)
Set D = 1.01; note that D < 10001/3/
√
2, so this choice is valid. A simple derivative check
shows that the right-hand side of (5.6) is decreasing for m ≥ 1000. Plugging in m = 1000
yields |ϕ| < 378.1/m.
Next we need to estimate f ′/f , where f ′ = ∂f/∂y is given by
f ′ =
1
(2π)3
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
−2m(s1 + s2 + s3)G(s) dt3 dt2 dt1
= −2m(σ1 + σ2 + σ3)f −
2im
(2π)3
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
(t1 + t2 + t3)G(~σ + it~ ) dt3 dt2 dt1.
29
We want to show that
− 1
2m
f ′
f
→ (σ1 + σ2 + σ3) as m→∞,
so we need to find an upper bound for the error term
− 1
2m
f ′
f
− (σ1 + σ2 + σ3) =
i
(2π)3f
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
(t1 + t2 + t3)G(~σ + it~ ) dt3 dt2 dt1. (5.7)
Before attempting to bound the integral, we will need a few more lemmas.
Lemma 5.8. Let i0, i1 ∈ {1, 2} and j0, j1 ∈ {3, 4} be given such that Ai0j0 ≤ Ai1j1. Then
σi0j0 > σi1j1/
√
2.
Proof. Recall that α′′κ(σ) is increasing in κ and decreasing in σ. We have
α′′1/2(σi0j0) ≤ Ai0j0 ≤ Ai1j1 ≤ α
′′
1(σi1j1) < α
′′
1/2(σi1j1/
√
2),
where we have used Lemma 4.12 for the last inequality. It follows that σi0j0 > σi1j1/
√
2, as
claimed.
Corollary 5.9. For any i ∈ {1, 2} and j ∈ {3, 4},
σij
σ1 + σ2 + σ3
< 1.
If A23 ≤ A14, then
σ14
σ1 + σ2 + σ3
< 2−
√
2.
Similarly, if A24 ≤ A13, then
σ13
σ1 + σ2 + σ3
< 2−
√
2.
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Proof. The first claim follows from σ1 + σ2 + σ3 = σ13 + σ24 = σ14 + σ23. The last two
claims are proven identically; we prove the first:
σ14
σ1 + σ2 + σ3
=
σ14
σ23 + σ14
=
1
σ23
σ14
+ 1
<
1
1√
2
+ 1
= 2−
√
2.
Corollary 5.10. Assume A23 ≤ A14 and A24 ≤ A13. Then for any i ∈ {1, 2} and j ∈
{3, 4},
1√
Aij
<

(2
√
2− 2)(σ1 + σ2 + σ3) if i = 1,
√
2(σ1 + σ2 + σ3) if i = 2.
Proof. It follows from (4.1) that for any σ > 0 and any 12 ≤ κ ≤ 1, σ
2α′′κ(σ) ≥ κσ2Ψ′(σ) > κ.
Thus
1√
Aij
1
σ1 + σ2 + σ3
=
1√
σ2ijα
′′
kij
(σij)
σij
σ1 + σ2 + σ3
<
1√
kij
σij
σ1 + σ2 + σ3
≤
√
2
σij
σ1 + σ2 + σ3
.
Now use the previous lemma.
Define
Σ = {t~ ∈ R3 | |t13| ≤ σ133√2 , |t14| ≤
σ14
3
√
2
, |t24| ≤ σ243√2}.
We will split the integral (5.7) into an integral over Σ and an integral over R3 \ Σ.
Lemma 5.11. Assume that A23 = Amin and A24 ≤ A13. Then, for m ≥ 1000,∣∣∣∣∣
∫∫∫
R3\Σ
(t1 + t2 + t3)G(~σ + it~ ) dt3 dt2 dt1
∣∣∣∣∣ < (2π)3/2G(~σ)m3/2√P (σ1 + σ2 + σ3) · 0.0008m .
Proof. Note that t1 + t2 + t3 = t13 + t24, so we consider separately the integrals
∫∫∫
R3\Σ
t13G(~σ + it~ ) dt3 dt2 dt1 and
∫∫∫
R3\Σ
t24G(~σ + it~ ) dt3 dt2 dt1,
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starting with the t13 integral. As in the proof of Lemma 5.3, we can bound this integral by
splitting it into a product of three single integrals. By Lemmas 4.9 and 4.4, the integral
over the region |t13| > σ133√2 is bounded above by
em(αk23 (σ23)−~y·~σ)
0.0002557σ13e
mαk13 (σ13)
m3/2
√
A13
1.00205
√
2πemαk24 (σ24)√
mA24
1.00205
√
2πemαk14 (σ14)√
mA14
,
which gives an upper bound of
0.002σ13G(~σ)
m5/2
√
A13A24A14
.
Similarly, Lemmas 4.11, 4.10, and 4.4 show that the integral over the region |t13| ≤ σ133√2 ,
|t24| > σ243√2 is bounded above by
em(αk23 (σ23)−~y·~σ)
72
35e
mαk13(σ13)
mA13
0.00003429emαk24 (σ24)
m
√
A24
1.00205
√
2πemαk14 (σ14)√
mA14
,
which gives an upper bound of
0.0002G(~σ)
m5/2
√
A213A24A14
.
Therefore∣∣∣∣∣
∫∫∫
R3\Σ
t13G(~σ + it~ ) dt3 dt2 dt1
∣∣∣∣∣ < G(~σ)m5/2√A13A24A14
(
0.002σ13 +
0.0004√
A13
)
. (5.8)
Corollary 5.9 says that
0.002σ13 < 0.002(2−
√
2)(σ1 + σ2 + σ3) < 0.002(σ1 + σ2 + σ3).
Corollary 5.10 shows that
0.0004√
A13
< 0.0004(2
√
2− 2)(σ1 + σ2 + σ3) < 0.0004(σ1 + σ2 + σ3).
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Since A23 = Amin, we have A13A24A14 = Πmax ≥ P/4. Thus∣∣∣∣∣
∫∫∫
R3\Σ
t13G(~σ + it~ ) dt3 dt2 dt1
∣∣∣∣∣ < (0.002 + 0.0004)G(~σ)(σ1 + σ2 + σ3)m5/2√A13A24A14
≤ G(~σ)(σ1 + σ2 + σ3)
m3/2
√
P
· 0.0048
m
<
(2π)3/2G(~σ)(σ1 + σ2 + σ3)
m3/2
√
P
· 0.0004
m
.
Now we use the same method to bound the t24 integral. The argument used to prove
(5.8) works equally well in this case; that is,∣∣∣∣∣
∫∫∫
R3\Σ
t24G(~σ + it~ ) dt3 dt2 dt1
∣∣∣∣∣ < G(~σ)m5/2√A13A24A14
(
0.002σ24 +
0.0004√
A24
)
.
Corollaries 5.9 and 5.10 show that
0.002σ24 < 0.002(σ1 + σ2 + σ3),
0.0004√
A24
< 0.0004
√
2(σ1 + σ2 + σ3) < 0.0006(σ1 + σ2 + σ3).
Since (2π)−3/2 · 2(0.002 + 0.0006) < 0.0004, this proves that∣∣∣∣∣
∫∫∫
R3\Σ
t24G(~σ + it~ ) dt3 dt2 dt1
∣∣∣∣∣ < (2π)3/2G(~σ)(σ1 + σ2 + σ3)m3/2√P · 0.0004m .
It remains to consider the integral over Σ. The following lemma describes the behavior
of the integrand for t~ ∈ Σ.
Lemma 5.12. Assume A23 = Amin. Let t~ ∈ Σ be given. Then
|Re(ρ23(t23))| ≤
α′′k23(σ23)
4
t223,
and for (i, j) 6= (2, 3), we have
|Re(ρij(tij))| ≤
α′′kij (σij)
72
t2ij .
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Proof. It follows from Lemma 5.8 that |t23| < σ23:
|t23| = |t13 + t24 − t14| ≤ |t13|+ |t24|+ |t14| ≤
1
3
(
σ13√
2
+
σ24√
2
+
σ14√
2
)
< σ23.
Now use Lemma 4.7.
Recall that Re(ρ) is an even function and Im(ρ) is an odd function, so
∫∫∫
Σ
(t1 + t2 + t3)G(~σ + it~ ) dt3 dt2 dt1
=
∫∫∫
Σ
(t1 + t2 + t3)H(t~ )e
mρ(~t) dt3 dt2 dt1
=
∫∫∫
Σ
(t1 + t2 + t3)H(t~ )e
mRe(ρ)[cos(m(Im(ρ))) + i sin(m Im(ρ))] dt3 dt2 dt1
= i
∫∫∫
Σ
(t1 + t2 + t3)H(t~ )e
mRe(ρ) sin(m Im(ρ)) dt3 dt2 dt1. (5.9)
By Lemma 5.5,
|sin(m Im(ρ(t~ )))| ≤ |m Im(ρ(t~ ))| ≤
√
2
3
m
∑
i∈{1,2}
j∈{3,4}
A
3/2
ij |tij |
3
Lemma 5.12 shows that for t~ ∈ Σ,
|Re(ρ(t~ ))| ≤ 1
72
(A13t
2
13 +A14t
2
14 +A24t
2
24) +
1
4
A14t
2
14.
Hence H(t~ )emRe(ρ) ≤ H̃(t~ ), where we define
H̃(t~ ) = G(~σ) exp
(
−m
(
35
72A13t
2
13 +
35
72A14t
2
14 +
35
72A24t
2
24 +
1
4A23t
2
23
))
.
Plugging these inequalities into (5.9), we find that∣∣∣∣∣
∫∫∫
Σ
(t1 + t2 + t3)G(~σ + it~ ) dt3 dt2 dt1
∣∣∣∣∣ ≤ (5.10)
√
2
3
m
∫∫∫
Σ
|t1 + t2 + t3|(A3/213 |t13|
3 +A
3/2
23 |t23|
3 +A
3/2
14 |t14|
3 +A
3/2
24 |t24|
3)H̃(t~ ) dt3 dt2 dt1.
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Note that H̃(t~ ) is obtained from H(t~ ) by replacing A23 with
1
2A23 and the other Aij ’s with
35
36Aij , so our previous lemmas about H also apply to H̃. In particular, P is replaced by
P̃ := P3(
35
36A13,
35
36A14,
35
36A24,
1
2A23).
We will need to know how P̃ compares to P .
Lemma 5.13. Assume A23 = Amin. Then P̃ > 0.5841P .
Proof. The assumption that A23 = Amin ensures that Π23 = A13A14A24 ≥ P/4. Thus
P̃ = 12
(
35
36
)2
(Π13 + Π14 + Π24) +
(
35
36
)3
Π23
= 12
(
35
36
)2
P +
((
35
36
)3 − 12 (3536)2)Π23
≥
(
1
2
(
35
36
)2
+ 14
((
35
36
)3 − 12 (3536)2))P > 0.5841P.
Now we can bound the relevant integrals.
Lemma 5.14. Assume A23 = Amin and A24 ≤ A13. Then
A
3/2
23
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t423H̃(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
22.206
m2
,
A
−1/2
14 A
2
23
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t423H̃(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
13.008
m2
,
A
3/2
13
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t413H̃(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
3.441
m2
,
A
3/2
24
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t424H̃(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
5.874
m2
,
A
−1/2
13 A
2
24
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t424H̃(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
3.441
m2
.
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Proof. We prove the first claim; the rest are proven similarly. Lemma 5.2 shows that
A
3/2
23
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t423H̃(t~ ) dt3 dt2 dt1 < A
3/2
23
(2π)3/2G(~σ)
m3/2
√
P̃
· 3
m2(12A23)
2
< A
3/2
23
(2π)3/2G(~σ)
m3/2
√
P
· 3 · 2
2/
√
0.5841
m2A223
<
(2π)3/2G(~σ)
m3/2
√
P
· 15.7014
m2
√
A23
.
Now Corollary 5.10 shows that
A
3/2
23
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t423H̃(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
15.7014
√
2
m2
.
Note that 15.7014
√
2 < 22.206.
Lemma 5.15. We have
A
1/2
14 A23
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t214t
2
23H̃(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
6.690
m2
,
A
1/2
13 A24
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t213t
2
24H̃(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
3.441
m2
.
Proof. Recall from the proof of Lemma 5.2 that∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t223H(t~ ) dt3 dt2 dt1 =
(2π)3/2G(~σ)
m5/2P 3/2
∂P
∂A23
.
It follows that∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t214t
2
23H(t~ ) dt3 dt2 dt1
= − 2
m
∂
∂A14
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t223H(t~ ) dt3 dt2 dt1
= − 2
m
∂
∂A14
(
(2π)3/2G(~σ)
m5/2P 3/2
∂P
∂A23
)
= 3
(2π)3/2G(~σ)
m7/2P 5/2
∂P
∂A14
∂P
∂A23
− 2
m
(2π)3/2G(~σ)
m5/2P 3/2
(A13 +A24)
< 3
(2π)3/2G(~σ)
m7/2P 5/2
∂P
∂A14
∂P
∂A23
.
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Now inequality (5.1) shows that
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t214t
2
23H(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
· 3
m2A14A23
.
We conclude that
A
1/2
14 A23
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
t214t
2
23H̃(t~ ) dt3 dt2 dt1 < A
1/2
14 A23
(2π)3/2G(~σ)
m3/2
√
P̃
· 3
m2(3536A14)(
1
2A23)
<
(2π)3/2G(~σ)
m3/2
√
P
· 8.075
m2
√
A23
,
because 3 · 3635 · 2/
√
0.5841 < 8.075. Corollary 5.10 completes the proof of the first claim,
because 8.075(2
√
2− 2) < 6.690. The second claim is proven identically.
Lemma 5.16. If A23 = Amin, then
A
3/2
23
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
|t14t323|H̃(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
9.849
m2
.
If furthermore A24 ≤ A13, then
A
3/2
24
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
|t13t324|H̃(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
3.441
m2
.
Proof. The claims follow from the previous two lemmas; by AM-GM,
A
3/2
23 |t14t
3
23| ≤
1
2
(A
1/2
14 A23t
2
14t
2
23 +A
−1/2
14 A
2
23t
4
23).
Lemma 5.17. Assume A23 = Amin. Then
A
3/2
14
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
|t24t314|H̃(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
3.975
m2
,
A
3/2
13
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
|t24t313|H̃(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
3.975
m2
,
A
3/2
14
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
|t13t314|H̃(t~ ) dt3 dt2 dt1 <
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
2.329
m2
.
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Proof. We prove the first claim; the rest are proven similarly. Note that
A
3/2
14
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
|t24t314|H̃(t~ ) dt3 dt2 dt1
≤ A3/214 G(~σ)
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
|t24t314| exp(−35m72 (A13t
2
13 +A14t
2
14 +A24t
2
24)) dt3 dt2 dt1
= A
3/2
14 G(~σ)
∫ ∞
−∞
|t24|e−
35m
72 A24t
2
24 dt24
∫ ∞
−∞
|t314|e
−35m72 A14t
2
14 dt14
∫ ∞
−∞
e−
35m
72 A13t
2
13 dt13.
We can use Lemma 4.6 to evaluate these integrals:
∫ ∞
−∞
|t24| exp(−35m72 A24t
2
24) dt24 = 2
∫ ∞
0
t24 exp(−35m72 A24t
2
24) dt24 =
72/35
mA24
,
∫ ∞
−∞
|t314| exp(−35m72 A14t
2
14) dt14 = 2
∫ ∞
0
t314 exp(−35m72 A14t
2
14) dt14 =
(72/35)2
m2A214
,
∫ ∞
−∞
exp(−35m72 A13t
2
13) dt13 =
√
72π/35√
mA13
.
Thus
A
3/2
14
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
|t24t314|H̃(t~ ) dt3 dt2 dt1 ≤
22.131G(~σ)
m3.5
√
A24A14A13
1√
A24
.
Using A24A14A13 ≥ P/4 and Corollary 5.10,
A
3/2
14
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
|t24t314|H̃(t~ ) dt3 dt2 dt1 <
G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
62.596
m2
<
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3) ·
3.975
m2
.
The second claim is proven identically. The third claim is proven similarly, except that
Corollary 5.10 contributes a factor of (2
√
2 − 2) instead of
√
2. Note that 3.975(2
√
2 −
2)/
√
2 < 2.329.
Now we can estimate f ′/f using inequality (5.10). Since t1+t2+t3 = t13+t24 = t14+t23,
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we have
|t1 + t2 + t3|(A3/213 |t13|
3 +A
3/2
23 |t23|
3 +A
3/2
14 |t14|
3 +A
3/2
24 |t24|
3) ≤
A
3/2
13 (t
4
13 + |t24t313|) +A
3/2
23 (|t14t
3
23|+ t423) +A
3/2
14 (|t13t
3
14|+ |t24t314|) +A
3/2
24 (|t13t
3
24|+ t424).
Now we can split the integral in (5.10) into eight separate integrals, which we bound using
Lemmas 5.14, 5.16, and 5.17 (still assuming that A23 = Amin and A24 ≤ A13):∣∣∣∣∣
∫∫∫
Σ
(t1 + t2+t3)G(~σ + it~ ) dt3 dt2 dt1
∣∣∣∣∣
/(
(2π)3/2G(~σ)
m3/2
√
P
(σ1 + σ2 + σ3)
)
<
1
m
√
2
3
(3.441 + 3.975 + 9.849 + 22.206 + 2.329 + 3.975 + 3.441 + 5.874)
<
25.9697
m
.
Combining this with Lemma 5.11, we conclude that, for m ≥ 1000,∣∣∣∣∣
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
(t1 + t2 + t3)G(~σ + it~ ) dt3 dt2 dt1
∣∣∣∣∣ < (2π)3/2G(~σ)m3/2√P (σ1 + σ2 + σ3) · 25.971m .
Now equation (5.7) and Lemma 5.7 show that, for m ≥ 1000,
1
σ1 + σ2 + σ3
∣∣∣∣− 12m f ′f − (σ1 + σ2 + σ3)
∣∣∣∣
=
1
σ1 + σ2 + σ3
∣∣∣∣ 1(2π)3f
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
(t1 + t2 + t3)G(~σ + it~ ) dt3 dt2 dt1
∣∣∣∣
≤ 1
|f |
G(~σ)
(2π)3/2m3/2
√
P
· 25.971
m
≤ 1
1− 378.1m
· 25.971
m
.
This proves the following lemma:
Lemma 5.18. For m ≥ 1000,
− 1
2m
f ′
f
= (σ1 + σ2 + σ3) (1 + β) ,
where |β| < 25.971m−378.1 .
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Chapter 6
Properties of Ψ
In this section, we prove some properties of the digamma function Ψ which will be needed
when we study the saddle point ~σ in the next section.
Lemma 6.1. For any t > 0, we have the following inequalities:1
t
et − 1
− 1 + t
2
≥ 0,
t
et − 1
− 1 + t
2
− t
2
12
≤ 0,
t
et − 1
− 1 + t
2
− t
2
12
+
t4
720
≥ 0.
Proof. Since t/(et − 1)− 1 + t/2 vanishes when t = 0, the first inequality follows from the
fact that
d
dt
(
t
et − 1
− 1 + t
2
)
=
sinh(t)− t
2 cosh(t)− 2
> 0 for t > 0.
1These inequalities are all special cases of the conjecture that t/(et − 1) is enveloped by its Taylor series
for t > 0.
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To prove the second inequality, we consider instead t2/(et−1)− t+ t2/2− t3/12. Again,
we need only check that its derivative is nonpositive:
d
dt
(
t2
et − 1
− t+ t
2
2
− t
3
12
)
= −
(
t
et − 1
− 1 + t
2
)2
≤ 0.
The first two inequalities say that
t2
12
≥ t
et − 1
− 1 + t
2
≥ 0 for all t > 0.
It follows that
d
dt
(
t2
et − 1
− t+ t
2
2
− t
3
12
+
t5
720
)
=
(
t2
12
)2
−
(
t
et − 1
− 1 + t
2
)2
≥ 0 for all t > 0,
which proves the last inequality.
Recall the asymptotic series [1], 6.3.18, 6.4.12-14:
Ψ(x) ∼ log x− 1
2x
− 1
12x2
+
1
120x4
− 1
252x6
+ · · · ,
Ψ′(x) ∼ 1
x
+
1
2x2
+
1
6x3
− 1
30x5
+
1
42x7
− · · · ,
Ψ′′(x) ∼ − 1
x2
− 1
x3
− 1
2x4
+
1
6x6
− 1
6x8
+ · · · ,
Ψ(3)(x) ∼ 2
x3
+
3
x4
+
2
x5
− 1
x7
+
4
3x9
− · · · .
As these series are directly related to the Taylor series for t/(et − 1), the previous lemma
lets us turn these series into inequalities.
Lemma 6.2. For any x > 0,
log x− 1
2x
− 1
12x2
< Ψ(x) < log x− 1
2x
− 1
12x2
+
1
120x4
,
1
x
+
1
2x2
+
1
6x3
− 1
30x5
< Ψ′(x) <
1
x
+
1
2x2
+
1
6x3
,
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Ψ′′(x) < − 1
x2
− 1
x3
− 1
2x4
+
1
6x6
,
Ψ(3)(x) <
2
x3
+
3
x4
+
2
x5
.
Proof. Recall ([2], p. 18) that
Ψ(x) = log x− 1
2x
−
∫ ∞
0
(
1
et − 1
− 1
t
+
1
2
)
e−tx dt.
Differentiating, we get similar expressions for the derivatives of Ψ. We illustrate one proof;
the rest are all analogous:
Ψ(x) = log x− 1
2x
−
∫ ∞
0
(
1
et − 1
− 1
t
+
1
2
)
e−tx dt
= log x− 1
2x
− 1
12x2
−
∫ ∞
0
(
1
et − 1
− 1
t
+
1
2
− t
12
)
e−tx dt
> log x− 1
2x
− 1
12x2
.
Recall ([1], 6.3.5) that Ψ(x) = − 1x + Ψ(x + 1); taking derivatives, we get recurrence
formulas for the derivatives of Ψ as well. Combining these formulas with the previous
lemma, we obtain bounds for Ψ and its derivatives: for any x > 0,
Ψ(x) < −1
x
+ log(x+ 1)− 1
2(x+ 1)
− 1
12(x+ 1)2
+
1
120(x+ 1)4
, (6.1)
Ψ(x+ 12) > −
1
x+ 12
+ log(x+ 32)−
1
2(x+ 32)
− 1
12(x+ 32)
2
, (6.2)
0 < Ψ′(x) <
1
x2
+
1
x+ 1
+
1
2(x+ 1)2
+
1
6(x+ 1)3
, (6.3)
Ψ′(x+ 12) >
1
(x+ 12)
2
+
1
x+ 32
+
1
2(x+ 32)
2
+
1
6(x+ 32)
3
− 1
30(x+ 32)
5
, (6.4)
Ψ′′(x) < − 2
x3
− 1
(x+ 1)2
− 1
(x+ 1)3
− 1
2(x+ 1)4
+
1
6(x+ 1)6
< 0, (6.5)
0 < Ψ(3)(x) <
6
x4
+
2
(x+ 1)3
+
3
(x+ 1)4
+
2
(x+ 1)5
. (6.6)
42
Lemma 6.3. For any x > 0,
Ψ(x+12)−Ψ(x) > −
1
x+ 12
− 1
2(x+ 32)
− 1
12(x+ 32)
2
+
1
x
+
1
x+ 1
− 1
24(x+ 1)2
− 1
120(x+ 1)4
> 0.
Proof. Note that λ(t) := log(1 + t) − t + 12 t
2 ≥ 0 for all t ≥ 0; this follows from λ(0) = 0
and λ′(t) = t2/(t+ 1) ≥ 0 for all t ≥ 0. Therefore
log(x+ 32)− log(x+ 1) = log
(
1 +
1
2(x+ 1)
)
≥ 1
2(x+ 1)
− 1
8(x+ 1)2
.
Now the first inequality follows immediately from inequalities (6.1) and (6.2). To prove the
second inequality, combine terms; we get a rational function with positive coefficients.
Lemma 6.4. For any x > 0,
3
2
Ψ′′(x)2 < Ψ′(x)Ψ(3)(x).
Proof. Let ζ denote the Hurwitz zeta function. Recall from equation (4.1) that
Ψ(n)(x) = (−1)n+1n!ζ(n+ 1, x).
Thus the inequality is equivalent to ζ(3, x)2 < ζ(2, x)ζ(4, x), which follows from strict
log-convexity of n 7→ ζ(n, x).
Lemma 6.5. For a given x > 0, the function κ 7→ |α(3)κ (x)|/α′′κ(x) is increasing for κ ∈
[0, 1].
Proof. Observe that
d
dκ
|α(3)κ (x)|
α′′κ(x)
=
d
dκ
−α(3)κ (x)
α′′κ(x)
=
α′′κ(x)(Ψ
′′(x+ 12)−Ψ
′′(x)) + (Ψ′(x)−Ψ′(x+ 12))α
(3)
κ (x)
α′′κ(x)
2
=
Ψ′(x)Ψ′′(x+ 12)−Ψ
′(x+ 12)Ψ
′′(x)
α′′κ(x)
2
,
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so we want to prove that Ψ′(x)Ψ′′(x+ 12)−Ψ
′(x+ 12)Ψ
′′(x) > 0. We do so by showing that
Ψ′′/Ψ′ is an increasing function: by Lemma 6.4,
d
dx
Ψ′′(x)
Ψ′(x)
=
Ψ′(x)Ψ(3)(x)−Ψ′′(x)2
Ψ′(x)2
> 0.
Lemma 6.6. For any x > 0 and any κ ∈ [12 , 1],
|α(3)κ (x)|
α′′κ(x)
>
Ψ′(x)−Ψ′(x+ 12)
Ψ(x+ 12)−Ψ(x)
.
Proof. Thanks to Lemma 6.5, we may assume κ = 12 . Recall the duplication formula for
Ψ, which says that α′1/2(x) = Ψ(2x)− log 2. Thus we want to show that
2|Ψ′′(2x)|
Ψ′(2x)
−
Ψ′(x)−Ψ′(x+ 12)
Ψ(x+ 12)−Ψ(x)
> 0
for x > 0. By Lemma 6.3 and inequalities (6.3), (6.4), and (6.5), this function is bounded
below by a rational function with positive coefficients.
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Chapter 7
Properties of the Saddle Point
Now we are prepared to consider the saddle point ~σ = (σ1, σ2, σ3). If i ∈ {1, 2}, let i′ denote
the other element of {1, 2}; define j′ similarly for j ∈ {3, 4}. Thus
σij + σi′j′ = σ1 + σ2 + σ3 for any i ∈ {1, 2} and j ∈ {3, 4}.
Recall from Lemma 3.2 that, for a nonzero a ∈ OL and y ∈ R, the corresponding saddle
point is the unique ~σ ∈ R3 with all σij > 0 which satisfies
aw1 + y =
1
2α
′
k13(σ13) +
1
2α
′
k14(σ14) (7.1)
aw2 + y =
1
2α
′
k23(σ23) +
1
2α
′
k24(σ24) (7.2)
aw3 + y =
1
2α
′
k13(σ13) +
1
2α
′
k23(σ23). (7.3)
In order for our estimates to be useful, we need to choose a y which gives a good lower
bound on σ1 + σ2 + σ3, independent of a and ~k.
Lemma 7.1. Let y0 ∈ R be given. For any y ≥ y0, ~k ∈ [12 , 1]
4, and a ∈ L, the corresponding
45
saddle point ~σ satisfies
σ1 + σ2 + σ3 ≥ 2(α′1/2)
−1(y0).
In particular, if y ≥ −1.18, then σ1 + σ2 + σ3 ≥ 1.0572.
Proof. Using the fact that a is an algebraic integer, we add equations (7.1) and (7.2) to
obtain
2y ≤ aw1 + aw2 + 2y =
1
2
4∑
j=3
(
α′k1j (σ1j) + α
′
k2j
(σ2j′)
)
.
Thus we can choose j ∈ {3, 4} such that
2y ≤ α′k1j (σ1j) + α
′
k2j
(σ2j′) ≤ α′1/2(σ1j) + α
′
1/2(σ2j′).
Since α′1/2 is a concave function, it follows that y ≤ α
′
1/2((σ1j + σ2j′)/2). Thus
σ1 + σ2 + σ3 = σ1j + σ2j′ ≥ 2(α′1/2)
−1(y) ≥ 2(α′1/2)
−1(y0).
Recall that, once we choose y such that −f
′
f (y, a) ≥ 2m for all a, we can ignore all
terms in inequality (3.3) except for the a = 1 term. It remains to understand the saddle
point corresponding to a = 1. When a = 1, equations (7.1)-(7.3) say that the saddle point
~σ satisfies
2y = α′k13(σ13) + α
′
k14(σ14) = α
′
k23(σ23) + α
′
k24(σ24) = α
′
k13(σ13) + α
′
k23(σ23),
or equivalently,
α′k24(σ24) + α
′
k14(σ14) = 2y, (7.4)
α′k13(σ13)− α
′
k24(σ24) = 0, (7.5)
α′k14(σ14)− α
′
k23(σ23) = 0. (7.6)
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Now we regard a = 1 and y ∈ R as fixed, and consider properties of σij as a function of
~k, defined by equations (7.4), (7.5), and (7.6). For any ~k ∈ [0, 1]4 and any sij > 0, define
P~k(s13, s14, s23, s24) = P3(α
′′
k13(s13), α
′′
k14(s14), α
′′
k23(s23), α
′′
k24(s24)),
where P3 is the degree-3 elementary symmetric polynomial in four variables. Then we wish
to find an upper bound for
P = P (~k) = P~k(σ13(
~k), σ14(~k), σ23(~k), σ24(~k)),
for ~k ∈ [12 , 1]
4. I claim that P (~k) is maximized when ~k = (12 ,
1
2 ,
1
2 ,
1
2). Essentially, we will
prove this by showing that ∂P/∂kij < 0. To simplify notation, define
Aij = α
′′
kij
(σij) > 0,
A
(3)
ij = α
(3)
kij
(σij) < 0,
∆ij = Ψ(σij +
1
2)−Ψ(σij) > 0,
∆′ij = Ψ
′(σij)−Ψ′(σij + 12) > 0.
Note that ∆ij = −∂α′kij (σij)/∂kij if we take the derivative with σij fixed (not a function of
kij).
Finally, let Q denote the degree-2 elementary symmetric polynomial in 3 variables. For
i ∈ {1, 2} and j ∈ {3, 4}, define
Qij = Q(Aij′ , Ai′j , Ai′j′);
e.g., Q13 = A14A23 +A14A24 +A23A24.
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Lemma 7.2. For any i ∈ {1, 2} and j ∈ {3, 4},
∂σij
∂kij
=
∆ij
P
Qij,
∂σij′
∂kij
=
∆ij
P
Ai′1Ai′2,
∂σi′j
∂kij
=
∆ij
P
A1j′A2j′,
∂σi′j′
∂kij
= −∆ij
P
Aij′Ai′j.
Proof. Applying the implicit function theorem to equations (7.4)-(7.6),
∂σ1/∂k13
∂σ2/∂k13
∂σ3/∂k13
 = −

A14 A24 0
A13 −A24 A13
A14 −A23 −A23

−1
0
−∆13
0

=
1
P

(A13 +A24)A23 A23A24 A13A24
A13(A14 +A23) −A14A23 −A13A14
A14A24 −A13A23 A14(A23 +A24) −A24(A13 +A14)


0
∆13
0

=
∆13
P

A23A24
−A14A23
A14(A23 +A24)
 .
This proves the lemma for derivatives with respect to k13; the rest follow by symmetry.
Lemma 7.3. For any i, j ∈ {1, 2},
∂P
∂kij
=
∆ij
P
(
∆′ij
∆ij
PQij − |A(3)ij′ |Ai′1Ai′2Qij′ − |A
(3)
i′j |A1j′A2j′Qi′j − |A
(3)
ij |Q
2
ij + |A
(3)
i′j′ |Aij′Ai′jQi′j′
)
.
Proof. By symmetry, it suffices to prove the case (i, j) = (1, 4). Lemma 7.2 shows that
∂
∂k14
A13A14A23 =
(
∆14
P
A
(3)
13 A23A24
)
A14A23 +A13
(
∆14
P
A
(3)
14 Q14 + ∆
′
14
)
A23 +
A13A14
(
−∆14
P
A
(3)
23 A13A24
)
,
∂
∂k14
A13A14A24 =
(
∆14
P
A
(3)
13 A23A24
)
A14A24 +A13
(
∆14
P
A
(3)
14 Q14 + ∆
′
14
)
A24 +
A13A14
(
∆14
P
A
(3)
24 A13A23
)
,
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∂
∂k14
A13A23A24 =
(
∆14
P
A
(3)
13 A23A24
)
A23A24 +A13
(
−∆14
P
A
(3)
23 A13A24
)
A24 +
A13A23
(
∆14
P
A
(3)
24 A13A23
)
,
∂
∂k14
A14A23A24 =
(
∆14
P
A
(3)
14 Q14 + ∆
′
14
)
A23A24 +A14
(
−∆14
P
A
(3)
23 A13A24
)
A24 +
A14A23
(
∆14
P
A
(3)
24 A13A23
)
.
Summing these equalities and simplifying yields the desired result.
We now have formulas for ∂P/∂kij . If we could prove that these derivatives are always
negative, that would complete the proof that P is maximized when ~k = (12 ,
1
2 ,
1
2 ,
1
2). But
we are not able to prove that, so we proceed in two steps. First, the next lemma narrows
down the possibilities for where the maximum could occur. Then it is feasible to check by
brute force that the necessary derivatives are negative.
Lemma 7.4. Then there exist κ1, κ2 ∈ [12 , 1] such that
max
~k∈[ 1
2
,1]4
P (~k) = P (κ1,
1
2 ,
1
2 , κ2) = P (
1
2 , κ1, κ2,
1
2).
Proof. First observe that P (κ1,
1
2 ,
1
2 , κ2) = P (
1
2 , κ1, κ2,
1
2) is automatic, by symmetry. Now
we prove that if P is maximized at ~k, then ~k has the form (κ1,
1
2 ,
1
2 , κ2) or (
1
2 , κ1, κ2,
1
2).
This is immediate from the following claim: for every ~k ∈ [12 , 1]
4,
∂P
∂k13
,
∂P
∂k24
< 0 or
∂P
∂k14
,
∂P
∂k23
< 0. (7.7)
Lemma 6.6 says that ∆′14/∆14 < |A
(3)
14 |/A14. Thus
−|A(3)14 |Q
2
14 +
∆′14
∆14
PQ14 < |A(3)14 |Q14
(
P
A14
−Q14
)
= |A(3)14 |Q14
A13A23A24
A14
.
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Plugging this into the previous lemma,
∂P
∂k14
<
∆14
P
(
−|A(3)13 |A23A24Q13 − |A
(3)
24 |A13A23Q24 + |A
(3)
14 |Q14
A13A23A24
A14
+ |A(3)23 |A13A24Q23
)
.
Consequently,
P
∆14A213A14A
2
23A
2
24
∂P
∂k14
< −|A
(3)
13 |
A213
Q13
A14A23A24
− |A
(3)
24 |
A224
Q24
A13A14A23
+
|A(3)14 |
A214
Q14
A13A23A24
+
|A(3)23 |
A214
Q23
A13A14A24
.
Hence ∂P/∂k14 is negative if
|A(3)13 |
A213
Q13
A14A23A24
+
|A(3)24 |
A224
Q24
A13A14A23
≥ |A
(3)
14 |
A214
Q14
A13A23A24
+
|A(3)23 |
A214
Q23
A13A14A24
.
Similarly, ∂P/∂k23 is negative if this inequality holds; ∂P/∂k13 and ∂P/∂k24 are negative
if this inequality holds in the reverse direction. This proves claim (7.7).
Now we need only check that ∂P/∂k13 and ∂P/∂k24 are negative when ~k lies in the
square
S = [12 , 1]× {
1
2} × {
1
2} × [
1
2 , 1].
By symmetry, it suffices to check ∂P/∂k13 < 0. If ~k lies in a subset of S of the form
S′ = [kmin13 , k
max
13 ]× {12} × {
1
2} × [k
min
24 , k
max
24 ],
we want to find an upper bound for ∂P/∂k13 as a function of k
min
13 , k
max
13 , k
min
24 , and k
max
24 .
Then we partition the interval [12 , 1] into N equal subintervals of length
1
2N , thereby par-
titioning S into N2 equal subsquares. By choosing N sufficiently large, we will see that
∂P/∂k13 < 0.
In order to bound ∂P/∂k13 on S
′, we will need upper/lower bounds for the σij .
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Lemma 7.5. Let y ∈ R be fixed. Let 12 ≤ k
min
13 ≤ kmax13 ≤ 1 and 12 ≤ k
min
24 ≤ kmax24 ≤ 1 be
given. Define
σmin13 = σ13(k
min
13 ,
1
2 ,
1
2 , k
max
24 ), σ
max
13 = σ13(k
max
13 ,
1
2 ,
1
2 , k
min
24 ),
σmin24 = σ24(k
max
13 ,
1
2 ,
1
2 , k
min
24 ), σ
max
24 = σ24(k
min
13 ,
1
2 ,
1
2 , k
max
24 ),
Suppose k13 ∈ [kmin13 , kmax13 ] and k24 ∈ [kmin24 , kmax24 ], and let ~k = (k13, 12 ,
1
2 , k24). Then
σmin13 ≤ σ13(~k) ≤ σmax13 ,
σmin24 ≤ σ24(~k) ≤ σmax24 ,
σ14(~k) = σ23(~k) =
σ13(~k) + σ24(~k)
2
.
Proof. The inequalities are immediate from Lemma 7.2: ∂σ13/∂k13 and ∂σ24/∂k24 are
positive, while ∂σ13/∂k24 and ∂σ24/∂k13 are negative. Also, σ14 = σ23 follows from
α′1/2(σ14) = α
′
1/2(σ23), and then the last claim follows from σ13 + σ24 = σ14 + σ23.
The lemma implies that, for ~k ∈ S′ as above,
A13(~k) ≤ α′′kmax13 (σ
min
13 ).
(Recall that α′′κ(x) is strictly decreasing as a function of x, and strictly increasing as a
function of κ.) Similarly, the Aij , the |A(3)ij |, the ∆ij , and the ∆′ij are clearly all monotone
in the σij and kij , so this technique gives us upper/lower bounds for every term in Lemma
7.3.
Lemma 7.6. Suppose y = −1.18 and ~k ∈ [12 , 1]
4. Then
P (~k) ≤ P (12 ,
1
2 ,
1
2 ,
1
2) < 111.78.
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Proof. Use the upper bound described in the previous paragraph, partitioning S into 302
subsquares.
For ~k ∈ [0, 1]4, recall that the function α~k is defined by
α~k(s1, s2, s3) = αk13(s1 + s3) + αk23(s2 + s3) + αk14(s1) + αk24(s2).
Define
g(~k) = α~k(~σ(
~k))− 2y(σ1(~k) + σ2(~k) + σ3(~k))
= α~k(~σ(
~k))− ~y · ~σ(~k),
where ~y = (2y, 2y, 2y).
Lemma 7.7. The function g is concave on [0, 1]4.
Proof. First observe that
∂g
∂k13
= (log Γ(σ13)− log Γ(σ13 + 12)) +
 ∑
i∈{1,2}
j∈{3,4}
α′kij (σij)
∂σij
∂k13
− 2y∂(σ1 + σ2 + σ3)∂k13 .
Recall that σ13 + σ24 = σ1 + σ2 + σ3 = σ23 + σ14. Along with equations (7.4)-(7.6), this
yields
∑
i∈{1,2}
j∈{3,4}
α′kij (σij)
∂σij
∂k13
= α′k13(σ13)
∂σ13
∂k13
+ α′k24(σ24)
∂σ24
∂k13
+ α′k14(σ14)
∂σ14
∂k13
+ α′k23(σ23)
∂σ23
∂k13
= α′k13(σ13)
∂σ13
∂k13
+ α′k13(σ13)
∂σ24
∂k13
+ α′k14(σ14)
∂σ14
∂k13
+ α′k14(σ14)
∂σ23
∂k13
= [α′k13(σ13) + α
′
k14(σ14)]
∂(σ1 + σ2 + σ3)
∂k13
= 2y
∂(σ1 + σ2 + σ3)
∂k13
.
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Thus we have ∂g/∂k13 = log Γ(σ13)− log Γ(σ13 + 12). Identical arguments show that
∂g
∂kij
= log Γ(σij)− log Γ(σij + 12)
for all i ∈ {1, 2} and j ∈ {3, 4}. It follows that, for any i0, i1 ∈ {1, 2} and j0, j1 ∈ {3, 4},
∂
∂ki1j1
∂g
∂ki0j0
= −∆i0j0
∂σi0j0
∂ki1j1
.
Recall that ∆i0j0 > 0. Hence, to prove that g is convex, we must prove that the matrix
M =

∂σ13
∂k13
∂σ13
∂k14
∂σ13
∂k23
∂σ13
∂k24
∂σ14
∂k13
∂σ14
∂k14
∂σ14
∂k23
∂σ14
∂k24
∂σ23
∂k13
∂σ23
∂k14
∂σ23
∂k23
∂σ23
∂k24
∂σ24
∂k13
∂σ24
∂k14
∂σ24
∂k23
∂σ24
∂k24

is positive semidefinite. We do so by checking that the principal minors of M are nonneg-
ative. Since σ13 + σ24 = σ14 + σ23, we have det(M) = 0. Lemma 7.2 shows that the 1× 1
principal minors are all positive.
Now we consider the 2× 2 principal minors. By symmetry, it suffices to consider
det
 ∂σ13∂k13 ∂σ13∂k14
∂σ14
∂k13
∂σ14
∂k14
 and det
 ∂σ13∂k13 ∂σ13∂k24
∂σ24
∂k13
∂σ24
∂k24
 .
By Lemma 7.2, the first is
∆13∆14
P 2
[(A14A23 +A14A24 +A23A24)(A13A24 +A13A23 +A23A24)− (A23A24)2] > 0,
and the second is
∆13∆24
P 2
[(A14A23 +A14A24 +A23A24)(A14A23 +A13A23 +A13A14)− (−A14A23)2] > 0.
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It remains to consider the 3× 3 principal minors; by symmetry, we need only consider
the leading 3× 3 minor. Thus, we need to check that
det

A14A23 +A14A24 +A23A24 A23A24 A14A24
A23A24 A13A24 +A13A23 +A23A24 −A13A24
A14A24 −A13A24 A13A14 +A13A24 +A14A24

is positive. This is trivial: expand the determinant, and all the negative terms will be
canceled by positive terms.
Lemma 7.8. Let y = −1.18. Then the minimum value of g(~k) for ~k ∈ [12 , 1]
4 occurs when
~k = (12 ,
1
2 ,
1
2 ,
1
2).
Proof. By concavity of g, it suffices to check the vertices of [12 , 1]
4. By symmetry, we need
only consider
g(12 ,
1
2 ,
1
2 ,
1
2) ≈ 3.49963,
g(1, 12 ,
1
2 ,
1
2) ≈ 3.72,
g(1, 1, 12 ,
1
2) ≈ 3.92,
g(1, 12 ,
1
2 , 1) ≈ 3.97,
g(1, 1, 1, 12) ≈ 4.15,
g(1, 1, 1, 1) ≈ 4.35.
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Chapter 8
Conclusion
Lemmas 5.18 and 7.1 show that, whenever m ≥ 1000 and y ≥ −1.18, we have − 12m
f ′
f (y, a) >
1. Hence inequality (3.4) holds:
RegK1,K2(L)
#µL
≥ 23−|AL|π−r2(L)/2
(
−1− 1
2m
f ′
f
(y, 1)
)
f(y, 1).
We also have, in the notation of the previous section,
f(y, 1) ≥ exp(mg(
~k))
(2π)3/2m3/2
√
P (~k)
(
1− 378.1
m
)
,
− 1
2m
f ′
f
(y, 1) ≥ (σ1 + σ2 + σ3)
(
1− 25.971
m− 378.1
)
.
Thus Lemmas 7.1, 7.6, and 7.8 show that, for m ≥ 1000,
f(−1.18, 1) > e
3.49962m
(2π)3/2m3/2
√
111.78
(
1− 378.1
m
)
> (1.866× 10−8)e3.4995m,
−1− 1
2m
f ′
f
(−1.18, 1) ≥ −1 + 1.0572
(
1− 25.971
m− 378.1
)
> 0.0287.
Hence for m ≥ 1000,
RegK1,K2(L)
#µL
> (4.28× 10−9)e3.4995m2−|AL|π−r2(L)/2.
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Note that |AL|+ r2(L) = [L : Q] = 4m. Thus,
2−|AL|π−r2(L)/2 = 2−4m+r2(L)π−r2(L)/2 ≥ 16−m,
as 2−4m+r2π−r2/2 is minimized (as a function of r2) when r2 = 0. We conclude that, for
[L : K] ≥ 1000,
RegK1,K2(L)
#µL
≥ (4.28× 10−9)e3.4995m16−m > (4.28× 10−9) · 2.0686m.
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Appendix A
Proof of Lemma 5.8
Friedman and Skoruppa made an error in the proof of their Lemma 5.6, while bounding
J1 :=
∣∣∣∣∫ σ
−σ
te−mα
′′(σ)t2/2+mρ dt
∣∣∣∣ .
(See their paper for the notation.) They claim that
J1 ≤
√
2π
2m3/2α′′(σ)
|α(3)(σ)|
(α′′(σ))3/2
≤
√
2π
√
κm3/2α′′(σ)
. (A.1)
However, the first inequality is incorrect. In fact, they found the asymptotic behavior of
J1, not a bound for J1:
J1 ∼
√
2π
2m3/2α′′(σ)
|α(3)(σ)|
(α′′(σ))3/2
as m→∞.
Lemma 5.6 is used only to prove Lemma 5.7, which is used only to prove Lemma 5.8. As
such, we do not attempt to prove Lemmas 5.6 or 5.7 here, only Lemma 5.8. Furthermore,
we prove it only in the cases which are needed for their paper, namely κ ∈ [12 , 1], σ > 0,
and integers m ≥ 40. We proceed in three steps:
• Prove Lemma 5.6 (and thus Lemma 5.8) for κ ∈ [12 , 1], σ ≥ 0.65, and m ≥ 40.
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• Prove Lemma 5.8 for κ ∈ [12 , 1], σ > 0, and m ≥ 140.
• It remains only to consider κ ∈ [12 , 1], σ ∈ (0, 0.65], and m ∈ Z ∩ [40, 139]. A brute-
force computer search can check that Lemma 5.8 holds in this region.
A.1 Proof for σ ≥ 0.65
We prove that Friedman and Skoruppa’s bound for J1 in the proof of their Lemma 5.6 is
valid for σ ≥ 0.65, for all m ≥ 40 and all κ ∈ [12 , 1]. We start by collecting some lemmas.
Lemma A.1. For any 0 ≤ t ≤ σ,
0 ≤ Re(ρ(t)) ≤ t4α
(4)(σ)
4!
,
0 ≤ Im(ρ(t)) ≤ −t3α
(3)(σ)
3!
= t3
|α(3)(σ)|
3!
.
Furthermore, Re(ρ(t)) is an even function and Im(ρ(t)) is an odd function.
Proof. See Friedman and Skoruppa’s Lemma 5.1.
Lemma A.2. Let an integer n ≥ 2 be given. The function
|Ψ(n−1)(s)|
Ψ′(s)n/2
is strictly decreasing for s > 0.
Proof. Recall that Ψ(k)(s) = (−1)k+1k!ζ(k + 1, s), where ζ is the Hurwitz zeta function.
Thus we need to show that ζ(n, s)/ζ(2, s)n/2 is a decreasing function. We have
d
ds
ζ(n, s)
ζ(2, s)n/2
= −nζ(n+ 1, s)ζ(2, s)− ζ(n, s)ζ(3, s)
ζ(2, s)
n
2 +1
< 0,
where the inequality follows from log-convexity of k 7→ ζ(k, s).
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Lemma A.3. Let σ0 > 0 and an integer n ≥ 2 be given. Define
E =
|Ψ(n−1)(σ0)|
(n− 1)!Ψ′(σ0)n/2
.
Then for all σ ≥ σ0,
|α(n)(σ)|
α′′(σ)n/2
≤ (n− 1)!E
κ
n
2−1
.
Proof. Set
t =
1− κ
κ
≥ 0, A = Ψ′(σ), B = Ψ′(σ + 12),
C =
|Ψ(n−1)(σ)|
(n− 1)!
, D =
|Ψ(n−1)(σ + 12)|
(n− 1)!
.
The lemma is equivalent to the positivity of
f(t) := (A+ tB)n/2E − C − tD.
We shall prove that f(t) ≥ 0 by showing f(0) ≥ 0, f ′(0) ≥ 0, and f ′′(t) ≥ 0 for all t ≥ 0.
Lemma A.2 implies that
E ≥ |Ψ
(n−1)(s)|/(n− 1)!
Ψ′(s)n/2
for all s ≥ σ0.
Taking s = σ shows that A
n
2E ≥ C. Taking s = σ + 12 shows that B
n
2E ≥ D.
We have f(0) = An/2E −C ≥ 0. Next observe that A > B because Ψ′ is decreasing, so
f ′(0) = n2A
n
2−1BE −D ≥ A
n
2−1BE −D > B
n
2E −D ≥ 0.
Finally, f ′′(t) = n2
(
n
2 − 1
)
(A+ tB)
n
2−2B2E ≥ 0.
Corollary A.4. For all σ ≥ 0.65,
|α(3)(σ)|
α′′(σ)3/2
<
1.39154√
κ
and
α(4)(σ)
α′′(σ)2
<
3.3975
κ
.
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Proof. Note that
|Ψ(2)(0.65)|
Ψ′(0.65)3/2
< 1.39154,
Ψ(3)(0.65)
Ψ′(0.65)2
< 3.3975.
Lemma A.5. Let s0 ∈ (0, 0.65] be given. Then the function f(s) = s2Ψ(3)(s)/Ψ′(s) is
maximized for s ∈ [s0,∞) at s = s0.
Proof. We can replace f with g(s) = s2ζ(4, s)/ζ(2, s). We prove the claim in two steps:
• The function g is decreasing on the interval (0, 0.85]. [We could also prove the claim
simply by showing that g is decreasing on (0,∞).]
• If s ≥ 0.85, then g(s) < g(s0). We prove this by finding a decreasing function h with
h(0.85) < g(0.65) and g(s) < h(s) for all s. Hence g(s) < h(s) ≤ h(0.85) < g(0.65) ≤
g(s0) for all s ≥ 0.85.
We want to show that
g′(s) =
2sζ(4, s)ζ(2, s)− 4s2ζ(5, s)ζ(2, s) + 2s2ζ(4, s)ζ(3, s)
ζ(2, s)2
is negative for s ∈ (0, 0.85]. We estimate the zeta functions by integrals:
1
s2
+
1
(s+ 1)2
+
1
s+ 2
< ζ(2, s) <
1
s2
+
1
(s+ 1)2
+
1
s+ 1
,
ζ(3, s) <
1
s3
+
1
(s+ 1)3
+
1
2(s+ 1)2
,
ζ(4, s) <
1
s4
+
1
(s+ 1)4
+
1
3(s+ 1)3
,
1
s5
+
1
(s+ 1)5
+
1
4(s+ 2)4
< ζ(5, s).
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Plugging in these estimates, we find that 2sζ(4, s)ζ(2, s)−4s2ζ(5, s)ζ(2, s)+2s2ζ(4, s)ζ(3, s)
is bounded above by a rational function, which is easily checked to be negative on the
interval (0, 0.85]. Thus g′ < 0 on (0, 0.85].
Again using the above estimates for the zeta function, we have
g(s) < s2
1
s4
+ 1
(s+1)4
+ 1
3(s+1)3
1
s2
+ 1
(s+1)2
+ 1s+2
=: h(s).
Note that
h′(s) = −3s
9 + 17s8 + 52s7 + 154s6 + 361s5 + 535s4 + 455s3 + 207s2 + 36s
3(s+ 1)3(s4 + 4s3 + 7s2 + 5s+ 2)2
< 0
and that h(0.85) < g(0.65), so h has the claimed properties.
Lemma A.6. Let σ0 ∈ (0, 0.65] be given. For all σ ≥ σ0,
σ2α(4)(σ) ≤ σ
2
0Ψ
(3)(σ0)
Ψ′(σ0)
α′′(σ).
Proof. Lemma A.5 says that
σ2Ψ(3)(σ) ≤ σ
2
0Ψ
(3)(σ0)
Ψ′(σ0)
Ψ′(σ),
σ2Ψ(3)(σ + 12) < (σ +
1
2)
2Ψ(3)(σ + 12) ≤
σ20Ψ
(3)(σ0)
Ψ′(σ0)
Ψ′(σ + 12),
and combining these inequalities yields the lemma.
Corollary A.7. For all σ > 0, σ2α(4)(σ) ≤ 6α′′(σ). For all σ ≥ 0.65, σ2α(4)(σ) <
4.58111α′′(σ).
Proof. Note that σ2Ψ(3)(σ)/Ψ′(σ)→ 6 as σ → 0. Also, 0.652Ψ(3)(0.65)/Ψ′(0.65) < 4.58111.
62
Now we are prepared to bound J1. Recall that, by Lemma A.1,
J1
2
=
∣∣∣∣∫ σ
0
te−mα
′′(σ)t2/2+Re(ρ(t)) sin(m Im(ρ(t))) dt
∣∣∣∣
≤ m |α
(3)(σ)|
3!
∫ σ
0
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt.
Lemma A.8. Suppose 0 < L < U and σ ≥ 0.65. Let
βU =
(
1
2
− 3.3975U
480
)
.
Then
∫ √ U
mα′′(σ)√
L
mα′′(σ)
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt ≤ 1
(mα′′(σ))5/2
1
2β
5/2
U
∫ βUU
βUL
s3/2e−s ds.
Proof. By Corollary A.4, for any 0 ≤ t ≤
√
U/(mα′′(σ)),
α(4)(σ)t2
24
≤ U
mα′′(σ)
α(4)(σ)
24
≤ 3.3975U
24mκ
α′′(σ) ≤ 3.3975U
480
α′′(σ).
It follows that
−mα′′(σ)t2/2 +mα(4)(σ)t4/24 ≤ −
(
1
2
− 3.3975U
480
)
mα′′(σ)t2 = −βUmα′′(σ)t2.
Thus, making the substitution s = βUmα
′′(σ)t2,
∫ √ U
mα′′(σ)√
L
mα′′(σ)
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt ≤
∫ √ U
mα′′(σ)√
L
mα′′(σ)
t4e−βUmα
′′(σ)t2 dt
=
1
(mα′′(σ))5/2
1
2β
5/2
U
∫ βUU
βUL
s3/2e−s ds.
Lemma A.9. Let L ≥ 0 be given, and suppose σ ≥ 0.65. Then
∫ σ√
L
mα′′(σ)
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt ≤ 1
(mα′′(σ))5/2
· 1
2 · 0.3095/2
∫ ∞
0.309L
s3/2e−s ds.
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Proof. By Corollary A.7, for any 0 ≤ t ≤ σ,
α(4)(σ)t2
24
≤ σ
2α(4)(σ)
24
≤ 4.58111α
′′(σ)
24
.
It follows that
−mα′′(σ)t2/2 +mα(4)(σ)t4/24 ≤ −
(
1
2
− 4.58111
24
)
mα′′(σ)t2 ≤ −0.309mα′′(σ)t2.
The rest of the argument is identical to the previous proof, with 0.309 replacing βU .
Let T =
√
26/(mα′′(σ)). Now we estimate J1 by considering separately the integral
over [0, T ] and the integral over [T, σ]. We use Lemma A.8 for the first integral, splitting
[0, T ] into 100 separate intervals:
∫ T
0
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt =
100∑
k=1
∫ √ .26k
mα′′(σ)√
.26(k−1)
mα′′(σ)
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt
≤ 1
(mα′′(σ))5/2
100∑
k=1
1
2β
5/2
.26k
∫ .26kβ.26k
.26(k−1)β.26k
s3/2e−s ds
<
5.318
(mα′′(σ))5/2
.
We use Lemma A.9 for the second integral:
∫ σ
T
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt ≤ 1
(mα′′(σ))5/2
· 1
2 · 0.3095/2
∫ ∞
0.309·26
s3/2e−s ds
<
0.0834
(mα′′(σ))5/2
.
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Combining these bounds and applying Corollary A.4, we conclude that
J1
2
< m
|α(3)(σ)|
3!
5.4014
(mα′′(σ))5/2
<
5.4014 · 1.39154/3!
√
κm3/2α′′(σ)
<
1.253
√
κm3/2α′′(σ)
<
√
2π/2
√
κm3/2α′′(σ)
,
which is the desired inequality.
A.2 Proof for m ≥ 140
Now we prove the inequality for all κ ∈ [12 , 1], σ > 0, and m ≥ 140. We follow Friedman
and Skoruppa’s proof closely, giving stronger versions of Lemmas 5.5 and 5.7 to compensate
for the weaker, corrected Lemma 5.6. This involves few new ideas; mostly we just plug in
m = 140 where they plugged in m = 40.
Lemma 5.5
First, we give an improved version of Lemma 5.5 for m ≥ 140.
Lemma A.10. If m ≥ 140, then
Fκ(y,m) =
emα(σ)−myσ√
2πmα′′(σ)
(
1 +
γ
m
)
|γ| < 5.23.
Proof. We have
2
3
2σ
√
mα′′(σ)
√
π(mκ− 2)1.25mκ[σ]/22mκ/2
=
4
mκ3/2
√
π
√
mκ/2
2mκ/2
mκ
mκ− 2
√
σ2α′′(σ)
1.25mκ[σ]/2
<
10−8
m
.
65
Also, if we define q(m) as in the proof of Lemma 5.5, then maxm≥140 q(m) = q(140) < 5.224.
It follows that |γ| ≤ 5.224 + 10−8 < 5.23.
Lemma 5.6
We will need a version of Lemma 5.6 that is valid for m ≥ 140. Since the estimate for J2
in the paper is fine, we need only estimate J1. First, some lemmas:
Lemma A.11. For any σ > 0,
σ2α(4)(σ) < 6α′′(σ).
Proof. Clearly it suffices to check that σ2Ψ(3)(σ) < 6Ψ′(σ). Recall that
Ψ(k)(σ) = (−1)k+1k!ζ(k + 1, σ),
where ζ is the Hurwitz zeta function. Estimating the zeta functions by integrals, we obtain
the inequalities
ζ(4, σ) <
1
σ4
+
1
(σ + 1)4
+
1
3(σ + 1)3
,
ζ(2, σ) >
1
σ2
+
1
(σ + 1)2
+
1
σ + 2
.
It follows that, for any σ > 0,
σ2Ψ(3)(σ)
Ψ′(σ)
=
6σ2ζ(4, σ)
ζ(2, σ)
< 6
1
σ2
+ σ
2
(σ+1)4
+ σ
2
3(σ+1)3
1
σ2
+ 1
(σ+1)2
+ 1σ+2
< 6.
Now we are prepared to bound J1. Recall that, using Lemma 5.1,
J1
2
=
∣∣∣∣∫ σ
0
te−mα
′′(σ)t2/2+mRe(ρ(t)) sin(m Im(ρ(t))) dt
∣∣∣∣
≤ m |α
(3)(σ)|
3!
∫ σ
0
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt.
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Lemma A.12. Suppose 0 < L < U < 140. Let
βU =
1
2
− U
280
.
If m ≥ 140, then∫ √ U
mα′′(σ)√
L
mα′′(σ)
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt ≤ 1
(mα′′(σ))5/2
1
2β
5/2
U
∫ βUU
βUL
s3/2e−s ds.
Proof. By Lemma 5.2, for any 0 ≤ t ≤
√
U/(mα′′(σ)),
α(4)(σ)t2
24
≤ U
mα′′(σ)
α(4)(σ)
24
≤ 6U
24mκ
α′′(σ) ≤ U
280
α′′(σ).
It follows that
−mα′′(σ)t2/2 +mα(4)(σ)t4/24 ≤ −
(
1
2
− U
280
)
mα′′(σ)t2 = −βUmα′′(σ)t2.
Thus, making the substitution s = βUmα
′′(σ)t2,∫ √ U
mα′′(σ)√
L
mα′′(σ)
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt ≤
∫ √ U
mα′′(σ)√
L
mα′′(σ)
t4e−βUmα
′′(σ)t2 dt
=
1
(mα′′(σ))5/2
1
2β
5/2
U
∫ βUU
βUL
s3/2e−s ds.
Lemma A.13. Let L ≥ 0 be given. For any m > 0,∫ σ√
L
mα′′(σ)
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt ≤ 16
(mα′′(σ))5/2
∫ ∞
L/4
s3/2e−s ds.
Proof. By Lemma A.11, for any 0 ≤ t ≤ σ,
α(4)(σ)t2
24
≤ σ
2α(4)(σ)
24
≤ α
′′(σ)
4
.
It follows that
−mα′′(σ)t2/2 +mα(4)(σ)t4/24 ≤ −
(
1
2
− 1
4
)
mα′′(σ)t2 = −1
4
mα′′(σ)t2.
The rest of the argument is identical to the previous proof, with 1/4 replacing βU .
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Let T =
√
50/(mα′′(σ)). Now we estimate J1 by considering separately the integral
over [0, T ] and the integral over [T, σ]. We use Lemma A.12 for the first integral, splitting
[0, T ] into 200 separate intervals:
∫ T
0
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt =
200∑
k=1
∫ √ k/4
mα′′(σ)√
(k−1)/4
mα′′(σ)
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt
≤ 1
(mα′′(σ))5/2
200∑
k=1
1
2β
5/2
k/4
∫ 1
4kβk/4
1
4 (k−1)βk/4
s3/2e−s ds
<
4.353
(mα′′(σ))5/2
.
We use Lemma A.13 for the second integral:
∫ σ
T
t4e−mα
′′(σ)t2/2+mα(4)(σ)t4/24 dt ≤ 16
(mα′′(σ))5/2
∫ ∞
50/4
s3/2e−s ds
<
0.003
(mα′′(σ))5/2
.
Combining these bounds and applying Lemma 5.2, we conclude that
J1
2
< m
|α(3)(σ)|
3!
4.36
(mα′′(σ))5/2
<
4.36 · 2/3!
√
κm3/2α′′(σ)
<
1.455
√
κm3/2α′′(σ)
.
Combining this with the existing bound for J2 gives us our new version of Lemma 5.6:
Lemma A.14. Suppose m ≥ 140. Then∣∣∣∣∫ ∞
−∞
tem(α(σ+it)−iyt) dt
∣∣∣∣ ≤ 4emα(σ)σ2(mκ− 2)1.25mκ[σ]/22mκ/2 + 2.91emα(σ)√κm3/2α′′(σ) .
Lemma 5.7
Our new version of Lemma 5.6 translates directly into a new version of Lemma 5.7:
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Lemma A.15. Assume m ≥ 140. Then∣∣∣∣∫ ∞
−∞
tem(α(σ+it)−iyt) dt
∣∣∣∣ ≤ 2.322σm
√
2πemα(σ)√
mα′′(σ)
.
Proof. Lemma A.14 says that∣∣∣∣∫ ∞
−∞
tem(α(σ+it)−iyt) dt
∣∣∣∣ ≤ σ√2πemα(σ)√mα′′(σ)
 232σ√mα′′(σ)√
π(mκ− 2)1.25mκ[σ]/22mκ/2
+
2.91/
√
2π
m
√
κσ2α′′(σ)
 .
We saw in the proof of Lemma A.10 that
2
3
2σ
√
mα′′(σ)
√
π(mκ− 2)1.25mκ[σ]/22mκ/2
≤ 10
−8
m
.
We know that σ2α′′(σ) > κ, so
2.91/
√
2π
m
√
κσ2α′′(σ)
<
2.91/
√
2π
mκ
<
5.82/
√
2π
m
<
2.3219
m
.
Lemma 5.8
Lemma A.16. For y ∈ R, κ ∈ [12 , 1], and m ≥ 140, with σ = σκ(y),
− 1
m
∂Fκ/∂y
Fκ
(y,m) = σκ(y)
(
1 +
β
m
)
, |β| = |β(y,m, κ)| < 2.42.
Proof. The proof is identical to the original proof, with our Lemmas A.10 and A.15 replacing
the original Lemmas 5.5 and 5.7. Only the last line of the proof changes:∣∣∣∣∣ i
∫ +∞
−∞ te
m(α(σ+it)−iyt) dt
2πemyσFκ(y,m)
∣∣∣∣∣ < σ2.322m 11− 5.23m ≤ σ2.322m 11− 5.23140 < σ2.42m .
A.3 Proof for remaining cases
In the remaining cases, as in the proof for m ≥ 140 above, we give stronger versions of
Lemmas 5.5 and 5.7 to compensate for the weaker Lemma 5.6. As we have already seen
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how Lemmas 5.5 and 5.7 can be strengthened by restricting to particular cases, the only
remaining problem is how to prove a correct version of Lemma 5.6 that is not too much
weaker than the original version. We use a computer to bound J1 by brute force, by splitting
the integral up over several small intervals and estimating each one separately.
To simplify notation, define
ρ̃(t) = α(σ + it)− α(σ)− iyt = −1
2
α′′(σ)t2 + ρ(t).
Let 0 < mmin ≤ mmax, 0 ≤ κmin ≤ κmax ≤ 1, 0 ≤ σmin ≤ σmax ≤ 0.65, and 0 < U0 ≤
mminσ
2
minα
′′
κmin
(σmin) be given.
1 We would like to find an upper bound for the integral2
∫ √ U0
mα′′(σ)
0
te−mRe(ρ̃) sin(m Im(ρ)) dt, (A.2)
where mmin ≤ m ≤ mmax, κmin ≤ κ ≤ κmax, and σmin ≤ σ ≤ σmax.
Note that mσ2α′′κ(σ) is increasing as a function of κ, σ, and m; this follows from the
formula
σ2α′′κ(σ) = κ
∞∑
j=0
(
σ
σ + j
)2
+ (1− κ)
∞∑
j=0
(
σ
σ + 12 + j
)2
.
Hence the assumption on U0 ensures that√
U0
mα′′(σ)
≤ σ. (A.3)
1The assumption σmax ≤ 0.65 is not necessary, and is made only to simplify the proofs. It makes sense
to permit σmin = 0, even though α(0) is not defined, because every function which we evaluate at σmin in
the following argument will approach a limit as σ → 0+.
2More precisely, we would like to find an upper bound for the absolute value of the integral. The methods
described below could be adapted in the obvious way to provide a lower bound for the integral, and therefore
bound the absolute value. In practice, it’s fairly clear that these integrals are always positive – at least in
the cases that we care about – so we will not bother with the lower bounds here.
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Once we have a bound for (A.2), we can combine it with an easy upper bound for∣∣∣∣∣
∫ σ√
U0
mα′′(σ)
te−mRe(ρ̃) sin(m Im(ρ)) dt
∣∣∣∣∣
to obtain an upper bound for ∫ σ
0
te−mRe(ρ̃) sin(m Im(ρ)) dt.
Algorithm
We split the interval [0,
√
U0/(mα′′(σ))] into a number of subintervals of the form[√
L
mα′′(σ)
,
√
U
mα′′(σ)
]
,
and bound the integral over each subinterval separately. For each subinterval, we find an
inequality of the form∫ √ U
mα′′(σ)√
L
mα′′(σ)
te−mRe(ρ̃) sin(m Im(ρ)) dt ≤
CL,U
mα′′(σ)
, (A.4)
Adding the inequalities for each subinterval, we get an inequality∫ √ U0
mα′′(σ)
0
te−mRe(ρ̃) sin(m Im(ρ)) dt ≤ C
mα′′(σ)
.
The first step in determining CL,U is to obtain upper and lower bounds for m Im(ρ).
The proof of Friedman and Skoruppa’s Lemma 5.1 shows that m Im(ρ) is given by the
alternating series
m Im(ρ) = m
∞∑
j=1
(−1)j+1 |α
(2j+1)(σ)|
(2j + 1)!
t2j+1,
and that the absolute values of the summands converge monotonically to zero.3 Therefore
we can obtain upper or lower bounds for m Im(ρ) by truncating the series, e.g.,
m Im(ρ) ≤ m |α
(3)(σ)|
3!
t3 −m |α
(5)(σ)|
5!
t5 +m
|α(7)(σ)|
7!
t7.
3This is why inequality A.3 was necessary.
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Of course, we need bounds in terms of the given constants L, U , mmin, mmax, etc. It is
clear how to eliminate t and m: to continue the above example,
m Im(ρ) ≤ |α
(3)(σ)|
α′′(σ)3/2
U3/2
3!m1/2
− |α
(5)(σ)|
α′′(σ)5/2
L5/2
5!m3/2
+
|α(7)(σ)|
α′′(σ)7/2
U7/2
7!m5/2
≤ |α
(3)(σ)|
α′′(σ)3/2
U3/2
3!m
1/2
min
− |α
(5)(σ)|
α′′(σ)5/2
L5/2
5!m
3/2
max
+
|α(7)(σ)|
α′′(σ)7/2
U7/2
7!m
5/2
min
.
To handle the terms involving σ, we use the following lemma:
Lemma A.17. Let 0 ≤ σmin ≤ σmax ≤ 0.65 and 0 ≤ κmin ≤ κmax ≤ 1 be given. Let n ≥ 3
be an integer. If σ ∈ [σmin, σmax] and κ ∈ [κmin, κmax], then(
κmin
κmax
)n
2−1 |α(n)κmin(σmax)|
α′′κmin(σmax)
n/2
≤ |α
(n)
κ (σ)|
α′′κ(σ)
n/2
≤
(
κmax
κmin
)n
2−1 |α(n)κmax(σmin)|
α′′κmax(σmin)
n/2
.
Proof. This is immediate from Lemmas A.20 and A.21 in the next section.
Using the lemma to replace each |α(n)κ (σ)|/α′′κ(σ)n/2 with an upper or lower bound, we
get constant bounds θ1 ≤ m Im(ρ) ≤ θ2 as desired. We can use the exact same argument
to find bounds η1 ≤ −mRe(ρ̃) ≤ η2.
Define
S = max
θ1≤θ≤θ2
sin(θ).
We consider two cases separately:
• If S ≥ 0, then
∫ √ U
mα′′(σ)√
L
mα′′(σ)
te−mRe(ρ̃) sin(m Im(ρ)) dt ≤ Seη2
∫ √ U
mα′′(σ)√
L
mα′′(σ)
t dt =
Seη2(U − L)/2
mα′′(σ)
.
• If S < 0, then
∫ √ U
mα′′(σ)√
L
mα′′(σ)
te−mRe(ρ̃) sin(m Im(ρ)) dt ≤ Seη1
∫ √ U
mα′′(σ)√
L
mα′′(σ)
t dt =
Seη1(U − L)/2
mα′′(σ)
.
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In either case, we have an inequality of the form (A.4), as claimed.
It remains only to bound the integral over [
√
U0/(mα′′(σ)), σ]. The estimate relies on
the following bound, which will be proven in the last section.
Lemma A.18. Assume4 σmin ≤ 0.65. For all |t| ≤ σ, we have
−mRe(ρ̃(t)) ≤ −mβα′′(σ)t2,
where
β =
1
2
− σ
2
minΨ
(3)(σmin)
24Ψ′(σmin)
.
Define V0 = mmaxσ
2
maxα
′′
κmax(σmax). Recall that mσ
2α′′κ(σ) is strictly increasing as a
function of m, κ, and σ, so
σ ≤
√
mmaxσ2maxα
′′
κmax(σmax)
mα′′(σ)
=
√
V0
mα′′(σ)
.
Hence ∣∣∣∣∣
∫ σ√
U0
mα′′(σ)
te−mRe(ρ̃) sin(m Im(ρ)) dt
∣∣∣∣∣ ≤
∫ √ V0
mα′′(σ)√
U0
mα′′(σ)
te−mβα
′′(σ)t2 dt
=
.5(e−βU0 − e−βV0)
√
mκ/β
√
κm3/2α′′(σ)
≤
.5(e−βU0 − e−βV0)√mmaxκmax/β√
κm3/2α′′(σ)
.
Proof of Lemma A.17
Let ζ denote the Hurwitz zeta function.
Lemma A.19. For any integer n ≥ 3 and any σ ∈ (0, 0.65],
ζ(n+ 1, σ)ζ(2, σ + 12) + ζ(n+ 1, σ +
1
2)ζ(2, σ)− ζ(n, σ)ζ(3, σ +
1
2)− ζ(n, σ +
1
2)ζ(3, σ) > 0.
4Again, this assumption is unnecessary.
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Proof. Estimating the zeta functions by integrals, we obtain the following bounds:
ζ(n+ 1, σ) >
1
σn+1
+
1
(σ + 1)n+1
,
ζ(2, σ + 12) >
1(
σ + 12
)2 + 1(
σ + 32
)2 + 1(
σ + 52
)2 ,
ζ(n+ 1, σ + 12) >
1(
σ + 12
)n+1 + 1(
σ + 32
)n+1 ,
ζ(2, σ) >
1
σ2
+
1
(σ + 1)2
,
ζ(n, σ) <
1
σn
+
1
(n− 1)σn−1
,
ζ(3, σ + 12) <
1(
σ + 12
)3 + 1(
σ + 32
)3 + 1
2
(
σ + 32
)2
ζ(n, σ + 12) <
1(
σ + 12
)n + 1(
σ + 32
)n + 1
(n− 1)
(
x+ 32
)n−1 ,
ζ(3, σ) <
1
σ3
+
1
(σ + 1)3
+
1
2(σ + 1)2
.
Combining these bounds, we obtain a lower bound for the target function. When n = 3,
the bound is
p(σ)
σ4(σ + 1)4(2σ + 1)4(2σ + 3)4(5 + 2σ)2
,
where
p(σ) = −512σ14 − 10240σ13 − 80640σ12 − 354048σ11 −
995520σ10 − 1914176σ9 − 2571008σ8 − 2348240σ7 − 1255858σ6 −
35300σ5 + 591167σ4 + 558684σ3 + 275655σ2 + 75852σ + 9324.
We can see that this is positive for 0 ≤ σ ≤ 0.65. [Proof: By Descartes’ rule of signs, p(σ)
changes sign only once for σ > 0, and p(0), p(0.65) > 0.] This proves the claim when n = 3.
We can prove the claim similarly when n = 4, 5, 6, 7, 8.
Now assume n ≥ 9. In this case, we will use the bounds
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ζ(n+ 1, σ) > 1
σn+1
, ζ(2, σ + 12) >
1(
σ+
1
2
)2 ,
ζ(n+ 1, σ + 12) >
1(
σ+
1
2
)n+1 , ζ(2, σ) > 1σ2 ,
ζ(n, σ) < 1σn +
1
(n−1)σn−1 ≤
1
σn +
1
8σn−1 , ζ(3, σ +
1
2) <
1(
σ+
1
2
)3 + 1
2
(
σ+
1
2
)2 ,
ζ(n, σ + 12) <
1(
σ+
1
2
)n + 1
8
(
σ+
1
2
)n−1 , ζ(3, σ) < 1σ3 + 12σ2 .
We obtain a lower bound of(
1 + 12σ
)n−2
(32− 16σ − 42σ2 − 4σ3)− (34 + 25σ + 44σ2 + 4σ3)
64σ3(σ + 12)
n+1
. (A.5)
For σ ∈ (0, 0.65] and n ≥ 9, we have
(
1 +
1
2σ
)n−2
≥
(
1 +
1
2 · 0.65
)7
> 54.
Note that 32 − 16σ − 42σ2 − 4σ3 > 0 for 0 ≤ σ ≤ 0.65; thus the numerator in (A.5) is
bounded below by
54(32− 16σ − 42σ2 − 4σ3)− (34 + 25σ + 44σ2 + 4σ3) = 1694− 889σ − 2312σ2 − 220σ3.
We can check that 1694− 889σ− 2312σ2− 220σ3 > 0 for 0 ≤ σ ≤ 0.65. This completes the
proof.
Lemma A.20. For any n ≥ 3 and κ ∈ [0, 1], the function
|α(n)κ (σ)|
α′′κ(σ)
n/2
is decreasing for σ ∈ (0, 0.65].
Proof. We have
d
dσ
|α(n)κ (σ)|
α′′κ(σ)
n/2
=
d
dσ
(−1)n α
(n)
κ (σ)
α′′κ(σ)
n/2
= (−1)n
α
(n+1)
κ (σ)α′′κ(σ)− n2α
(n)
κ (σ)α
(3)
κ (σ)
α′′κ(σ)
n
,
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so we need to show that
(−1)n[α(n+1)κ (σ)α′′κ(σ)− n2α
(n)
κ (σ)α
(3)
κ (σ))] ≤ 0.
Plugging in the definition of ακ and using the formula Ψ
(k)(s) = (−1)k+1k!ζ(k + 1, s), this
becomes
−[κζ(n+ 1, σ) + (1− κ)ζ(n+ 1, σ + 12)][κζ(2, σ) + (1− κ)ζ(2, σ +
1
2)] +
[κζ(n, σ) + (1− κ)ζ(n, σ + 12)][κζ(3, σ) + (1− κ)ζ(3, σ +
1
2)] ≤ 0.
The left-hand side is the sum of the following three expressions:
κ2[−ζ(n+ 1, σ)ζ(2, σ) + ζ(n, σ)ζ(3, σ)],
(1− κ)2[−ζ(n+ 1, σ + 12)ζ(2, σ +
1
2) + ζ(n, σ +
1
2)ζ(3, σ +
1
2)],
−κ(1−κ)[ζ(n+1, σ)ζ(2, σ+ 12)+ζ(n+1, σ+
1
2)ζ(2, σ)−ζ(n, σ)ζ(3, σ+
1
2)−ζ(n, σ+
1
2)ζ(3, σ)].
I claim that all three are non-positive. For the first two, this follows from log-convexity of
k 7→ ζ(k, σ); the third claim is Lemma A.19.
Lemma A.21. Let 0 < σ ≤ 0.65 and n ≥ 3 be given. Then
κ
n
2−1
|α(n)κ (σ)|
α′′κ(σ)
n/2
.
is increasing for κ ∈ [0, 1].
Proof. Set
t =
1− κ
κ
≥ 0, A = Ψ′(σ), B = Ψ′(σ + 12),
C = |Ψ(n−1)(σ)|, D = |Ψ(n−1)(σ + 12)|.
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With this notation, we want to show that
C + tD
(A+ tB)n/2
is decreasing as a function of t for all t ≥ 0. We have
d
dt
C + tD
(A+ tB)n/2
=
AD − n2BC − (
n
2 − 1)BDt
(A+ tB)
n
2 +1
.
Clearly −(n2 − 1)BDt ≤ 0, so we need only check that AD −
n
2BC < 0. Rewriting A, B,
C, and D in terms of ζ, we want to show that
ζ(2, σ)ζ(n, σ + 12)−
n
2
ζ(2, σ + 12)ζ(n, σ) < 0.
We have
ζ(2, σ)ζ(n, σ + 12)−
n
2
ζ(2, σ + 12)ζ(n, σ)
<
(
1
σ2
+
1
σ
)(
1
(σ + 12)
n
+
1
(n− 1)(σ + 12)n−1
)
− n
2
1
(σ + 12)
2
· 1
σn
=
1
(σ + 12)
n+2
[(
1
σ2
+
1
σ
)
(σ + 12)
2
(
1 +
σ + 12
n− 1
)
− n
2
(
1 +
1
2σ
)n]
.
The quantity in brackets is decreasing as a function of n, so it suffices to check the case
n = 3. When n = 3, this quantity is
(2σ + 1)2(2σ3 + 7σ2 − σ − 3)
16σ3
.
We can see that this is negative when 0 ≤ σ ≤ 0.65.
Proof of Lemma A.18
Lemma A.22. Let σmin ∈ (0, 0.65] be given. For all σ ≥ σmin,
σ2α(4)(σ) ≤ σ
2
minΨ
(3)(σmin)
Ψ′(σmin)
α′′(σ).
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Proof. Lemma A.5 says that
σ2Ψ(3)(σ) ≤ σ
2
minΨ
(3)(σmin)
Ψ′(σmin)
Ψ′(σ),
σ2Ψ(3)(σ + 12) < (σ +
1
2)
2Ψ(3)(σ + 12) ≤
σ2minΨ
(3)(σmin)
Ψ′(σmin)
Ψ′(σ + 12),
and combining these inequalities yields the lemma.
Lemma A.18 is an immediate consequence:
Re(ρ̃(t)) ≤ −1
2
α′′(σ)t2 +
1
24
α(4)(σ)t4
=
(
−1
2
+
1
24
α(4)(σ)
α′′(σ)
t2
)
α′′(σ)t2
≤
(
−1
2
+
1
24
σ2α(4)(σ)
α′′(σ)
)
α′′(σ)t2
≤
(
−1
2
+
σ2minΨ
(3)(σmin)
24Ψ′(σmin)
)
α′′(σ)t2.
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23–50. Birkhäuser Boston, Boston, MA, 1990.
79
[6] Antone Costa and Eduardo Friedman. Ratios of regulators in totally real extensions of
number fields. J. Number Theory, 37(3):288–297, 1991.
[7] N. G. de Bruijn. Asymptotic methods in analysis. Bibliotheca Mathematica. Vol. 4.
North-Holland Publishing Co., Amsterdam; P. Noordhoff Ltd., Groningen; Interscience
Publishers Inc., New York, 1958.
[8] Eduardo Friedman and Nils-Peter Skoruppa. Relative regulators of number fields. In-
vent. Math., 135(1):115–144, 1999.
80
