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Hedging in Lévy models and
the time step equivalent of jumps
Aleš Cˇerný∗ Stephan Denkl† Jan Kallsen‡
Abstract
We consider option hedging in a model where the underlying follows an exponential
Lévy process. We derive approximations to the variance-optimal and to some subopti-
mal strategies as well as to their mean squared hedging errors. The results are obtained
by considering the Lévy model as a perturbation of the Black-Scholes model. The ap-
proximations depend on the first four moments of logarithmic stock returns in the Lévy
model and option price sensitivities (greeks) in the limiting Black-Scholes model. We
illustrate numerically that our formulas work well for a variety of Lévy models sug-
gested in the literature. From a theoretical point of view, it turns out that jumps have a
similar effect on hedging errors as discrete-time hedging in the Black-Scholes model.
Keywords: hedging errors, quadratic hedging, Lévy processes, second-order ap-
proximation
MSC subject classification (2010): 91G20, 60G51, 90C59
1 Introduction
A basic problem in Mathematical Finance is how the issuer of an option can hedge the re-
sulting exposure by trading in the underlying. In complete markets, the risk can be offset
completely by purchasing the replicating portfolio. In incomplete markets, however, addi-
tional criteria are necessary to determine reasonable hedging strategies. A popular approach
studied intensively in the literature is variance-optimal hedging. Here, the idea is to mini-
mize themean squared hedging error, i.e., the second moment of the difference between the
option’s payoff and the terminal wealth of the hedging portfolio. Comprehensive overviews
on the topic can be found in [47, 54]. For more recent publications, the reader is referred to
[15] and the references therein.
As a model for stock price changes, we consider exponential Lévy processes, which
have been widely studied both in the theoretical and empirical literature, cf., e.g., [21, 49,
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6, 41, 40, 48, 13] and the monographs [51, 16]. In the context of variance-optimal hedging,
[33] and [14] compute semi-explicit representations of the optimal strategy and the corre-
sponding hedging error by means of Fourier/Laplace transform methods. In addition, [14]
calculates the error of the locally optimal hedge. The related study [19] derives formulas
for the mean squared hedging error of alternative suboptimal strategies such as the Black-
Scholes hedge, which is still prevalent in practice.
These results are exact and yield numerically tractable expressions in integral form.
However, they are hard to interpret and do not allow to identify the key factors that con-
tribute to the hedging error when deviating from the Black-Scholes model. In addition, they
do not reveal how sensitively the hedging error and strategies depend on the choice of a
particular parametric Lévy model.
In this study we therefore strive for reasonable first- resp. second-order approximations,
which shed more light on the structure and dominating factors of hedging strategies and
the corresponding hedging errors. It turns out that to first resp. second order, the Lévy
process enters the solution only through its first four moments. Moreover, both strategies
and hedging errors involve Black-Scholes sensitivities of the option. Depending on the
payoff, the approximations are either in closed form or easy to implement numerically. In
particular they bypass the need to fit return data to a specific parametric Lévy model. A
numerical study shown in Section 5 indicates that our formulas work well for a variety of
Lévy models suggested in the empirical literature. From a theoretical point of view, the
approximations highlight that jumps have a similar effect on hedging errors as discrete-time
hedging in a Black-Scholes environment, cf. Remark 3.10.
In order to derive these approximations, we interpret the Lévy model at hand as a per-
turbed Black-Scholes model, and we compute second-order corrections that account for the
perturbation. Perturbation approaches in Mathematical Finance have been considered in
different contexts:
No arbitrage option pricing. The literature on approximate option pricing is quite vast.
E.g., [60] expand prices in the Black-Scholes model with respect to volatility. [23, 24, 1, 26,
25, 36] consider expansions of option prices when the rate of mean reversion in a bivariate
stochastic volatility diffusion model is fast, [26, 1, 2] derive an expansion with respect to
volatility of volatility, and [3] provide a power series expansion of the price with respect to
correlation. [30, 8, 9, 46] consider local volatility models and derive approximate pricing
formulas essentially by a Taylor expansion of the local volatility function.
Portfolio optimization and utility indifference pricing and hedging. When considering
optimal portfolio choice and consumption under transaction costs, the solution cannot be
obtained explicitly even in simple models. It is typically stated in terms of quasi-variational
inequalities resp. free boundary value problems [20, 17, 55, 44]. To shed more light on
the structure of the problem, expansions with respect to the size of transactions costs were
considered e.g. by [37, 35, 4]. Since utility indifference option prices and hedges in the
sense of [32] are typically hard to obtain even for simple models and utility functions, first-
order approximations with respect to the number of sold claims were derived as a way out
[42, 38, 39]. [59, 5] are early studies of expansions of utility indifference prices and hedges
with respect to small proportional transactions costs.
Hedging errors. Here, the literature seems to be limited to the effect of discrete-time
hedging. An early contribution is [58], which studies the mean squared hedging error of
the discretely implemented delta strategy in the Black-Scholes model, deriving a first-order
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approximation to the error with respect to the hedging interval. [61] generalizes this re-
sult to Markovian diffusion models, for which [11] consider also convergence in law of the
renormalized hedging error as random variable. Extensions to irregular payoffs and more
general diffusion models are to be found [31, 29, 57]. [28, 27] study how the rate of conver-
gence of the squared discretization error can be improved by using non-equidistant hedging
intervals. For underlying models with jumps, [56] examine the rate of convergence of the
discretization error of general strategies in Lévy-Ito¯ models. [12] study the expected squared
discretization error of variance-optimal and delta hedges in exponential Lévy models.
Our setup differs from most of the perturbation approaches above in the sense that we
do not perturb a natural parameter as e.g. time step, number of claims, transaction costs,
correlation, volatility of volatility, etc. In our situation it may not be immediately obvious in
what sense an arbitrary Lévy process is to be interpreted as a one-parametric perturbation of
Brownian motion. The key idea is to link the Lévy process and the Brownian motion by an
appropriately chosen curve in the set of processes, parametrized by an additional artificial
parameter. The only related approach in the literature that we are aware of is taken in the
series of papers [8, 9, 10].
This article is organized as follows. In Section 2 we introduce our mathematical setup.
In particular, we specify the relevant hedging strategies, and we present the perturbation
approach that leads to our approximate formulas. These are stated and discussed in Section 3.
For the sake of a clear exposition, all proofs are deferred to Section 4. Subsequently, we
illustrate our results for various parametric Lévy models. Section 6 concludes.
2 Mathematical setup
For background and terminology on Lévy processes, we refer to [50]. By I we denote the
identity process, i.e., It = t for t ∈ R+.
2.1 Market model
We consider a market consisting of two traded assets, a bond and a non-dividend paying
stock. The price process B of the bond is given by
Bt = e
rt , t ∈ R+,
for a deterministic interest rate r≥ 0. In what follows, we will always work with discounted
quantities, using B as numéraire. The discounted price process S of the stock is given by
St = S0e
Xt , t ∈ R+, (2.1)
for a deterministic initial stock price S0 > 0 and a real-valued Lévy process X with X0 = 0,
defined on the filtered probability space (Ω,F ,(Ft)t∈R+,P). The filtration is assumed to
be generated by X .
In order to carry out our analysis, we impose the following assumption on the driving
Lévy process X .
Assumption 2.1. We assume that
3
1. E
(
e2X1
)
< ∞,
2. E (|X1|n)< ∞ for n ∈ {1, . . . ,5}, and
3. Var(X1)> 0.
Given that we study second moments of hedging errors (cf. Section 2.3 below) and their
approximation in terms of moments of X , Requirements 1 and 2 are indispensable. The third
assumption excludes the degenerate case that S is deterministic.
2.2 Option payoff function
For the rest of the paper, we consider a fixed European contingent claim with discounted
payoff f (ST ) with maturity T > 0 and (discounted) payoff function f : R+ → R, which
shall satisfy the following
Assumption 2.2. We assume that the payoff function f : R+ → R of the contingent claim
under consideration is in C∞(R+,R) and that there exists R ∈ R\{0} with 2R ∈ intD such
that all derivatives of the mapping x 7→ f (ex)e−Rx are integrable, where
D := {y ∈ C : E (exp(Re(y)X1))< ∞} .
Depending on the Lévy process X , less regularity of f is needed for the proofs to work.
However, for ease and clarity of exposition, we do not consider the most general statements
here.
2.3 Hedges and hedging errors
To reduce the risk arising from selling the option with payoff f (ST ), we assume that the
seller trades dynamically in the stock using a self-financing strategy.
Definition 2.3. A pair (c,ϑ) with c ∈ R and a predictable S-integrable process ϑ is called
hedge. We refer to c as the initial capital and to ϑ as the trading strategy of the hedge.
The discounted wealth process of a hedge (c,ϑ) is
(
c+
∫ t
0 ϑsdSs
)
t∈[0,T ]. We measure
the performance of a hedge by its mean squared hedging error.
Definition 2.4. The mean squared hedging error of a hedge (c,ϑ) relative to price process
S is defined by
ε2(c,ϑ ,S) := E
((
f (ST )− c−
∫ T
0
ϑt dSt
)2)
.
2.3.1 Variance-optimal hedge
In incomplete market models such as the one in Section 2.1, there is in general no perfect
hedge that leads to a vanishing mean squared hedging error. In this situation, it is natural to
look for the hedge (v,ϕ) ∈ R×Θ with minimal mean squared hedging error, where Θ is an
appropriate set of admissible trading strategies. This approach is called variance-optimal
4
hedging and was studied intensely in the literature, cf., e.g., [47, 54, 15] and the references
therein. In the present context of exponential Lévy models, the set of admissible strategies
is given by
Θ =
{
ϑ predictable process : E
(∫ T
0
ϑ2t S
2
t−dt
)
< ∞
}
,
[53, 33]. The variance-optimal hedge (v,ϕ) is determined in [33]. The variance-optimal
trading strategy satisfies the feedback equation
ϕt = ξ (t,St−)+
Λ
St−
(
H(t,St−)− v−
∫ t−
0
ϕsdSs
)
, t ∈ [0,T ], (2.2)
with deterministic functions ξ ,H : [0,T ]×R+ → R and a constant Λ > 0, which are to be
found in Theorem 4.4 below. The variance-optimal initial capital v is given by v= H(0,S0).
Function H is sometimes referred to as mean value function. By (2.2), we can express the
value of the variance-optimal trading strategy at time t ∈ [0,T ] as a function of the state
variables t,St−,
∫ t−
0 ϕsdSs, i.e.,
ϕt = ϕ
(
t,St−,
∫ t−
0
ϕs dSs
)
, t ∈ [0,T ],
where, by slight abuse of notation, the letter ϕ is used to denote also the function defined as
ϕ(t,s,g) := ξ (t,s)+
Λ
s
(H(t,s)− v−g) , t ∈ [0,T ], s ∈ R+, g ∈ R.
The third state variable
∫ t−
0 ϕs dSs represents the past financial gains of the investor from
strategy ϕ . For fixed t ∈ [0,T ], s ∈ R+ and g ∈ R, we refer to ϕ(t,s,g) as the variance-
optimal hedge ratio in (t,s,g).
2.3.2 Pure hedge
For reasonable model parameters, Λ is small and hence the contribution of the feedback
term is typically modest, and it vanishes completely if S is a martingale. Therefore, it makes
sense to consider also the simpler pure hedge (v,ξ ) defined as
ξt = ξ (t,St−), t ∈ [0,T ],
involving the variance-optimal initial capital v and the function ξ from (2.2). For fixed
t ∈ [0,T ] and s ∈R+, we call ξ (t,s) the pure hedge ratio in (t,s). In the present Lévy setup,
the trading strategy ξ coincides with the so-called locally risk-minimizing hedge in the sense
of [52].
2.3.3 Black-Scholes hedge
Due to its relevance in practice, we also consider the Black-Scholes hedge applied to the
Lévy model of Section 2.1. To this end, consider a standard Brownian motion W on a
filtered probability space (Ω,F ,(F t)t∈R+,P), where the filtration shall be generated byW .
Furthermore, consider the discounted stock price process S given by
St = S0e
µt+σW t , t ∈ R+, (2.3)
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whose parameters
µ := E
(
log
S1
S0
)
and σ :=
√
Var
(
log
S1
S0
)
(2.4)
are chosen such that the first two moments of X t := log
(
St
S0
)
coincide with those of the loga-
rithmic return process X from (2.1). At time t ∈ [0,T ], the unique arbitrage-free discounted
price of the contingent claim with maturity T and discounted payoff f (ST ) in this model is
given by C(t,St), where the functionC : [0,T ]×R+ →R+ is given by
C(t,s) = EQ
(
f (ST )
∣∣St = s) , t ∈ [0,T ], s ∈ R+. (2.5)
Here, Q denotes the unique probability measure Q∼ P such that S is a Q-martingale. More-
over, the functionC is continuously differentiable with respect to the second variable s and
C(0,S0)+
∫ T
0
∂
∂ s
C(u,Su)dSu = f (ST ).
Hence, (C(0,S0), ∂∂ sC(I,S)) is a perfect hedge for f (ST ) in the Black-Scholes model with
discounted underlying process S. In the context of our Lévy model of Section 2.1, we use
the initial capital C(0,S0) and the function ∂∂ sC to define a hedge (c,ψ), which is given by
c=C(0,S0),
ψt = ψ(t,St−) (2.6)
with ψ(t,s) := ∂∂ sC(t,s). This hedge could e.g. be used by an investor who wrongly believes
to trade in a Black-Scholes environment (2.3). We refer to it as the Black-Scholes hedge ap-
plied to S and to ψ(t,s) as the Black-Scholes hedge ratio (t,s)∈ [0,T ]×R+. The numerical
illustration of [19] indicates that (c,ψ) is a reasonable proxy to the variance-optimal hedge
for f (ST ) and exponential Lévy process S.
Remark 2.5. If the Lévy process under consideration is Brownian motion with drift, then
variance-optimal, pure and Black-Scholes hedge coincide, i.e.,
(v,ϕ) = (v,ξ ) = (c,ψ).
Moreover, the mean squared hedging error of all three hedges vanishes. Finally, the mean
value function coincides with the Black-Scholes pricing function in this case, i.e., H(t,s) =
C(t,s).
2.4 Lévy model as perturbed Black-Scholes model
2.4.1 Outline of the approach
Our goal is to derive simple and explicit approximate formulas for the initial capital, the
hedge ratio and the mean squared hedging error of the hedges from Section 2.3. To this end,
we interpret the stock price model S from Section 2.1 as a perturbed Black-Scholes model,
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and we compute second-order corrections that account for the perturbation. It is quite com-
mon in the Mathematical Finance literature to consider complex situations as perturbations
of a simple Black-Scholes environment. Typically, the deviation from Black-Scholes is
quantified in terms of a natural and usually “small” parameter λ ∈ R. Let us mention only
three examples:
1. Option pricing and hedging in the Black-Scholes model with proportional transaction
costs of size λ > 0 (cf. [59, 5]),
2. Hedging in the Black-Scholes model at discrete points in time with distance λ > 0 (cf.
[58, 61, 11, 29]),
3. Option pricing in stochastic volatility diffusion models, where the volatility has mean
reversion speed 1/λ > 0 (cf. [23, 24, 26, 25]).
Suppose that we are interested in a certain quantity q(λ ) of the perturbed Black-Scholes
model (e.g., the indifference price and hedge under transaction costs of size λ > 0, the mean
squared hedging error of discrete delta hedging at time steps λ > 0, or the option price under
stochastic volatility with mean reversion speed 1/λ > 0). If λ is sufficiently small, we will
typically expect the first- or at least the second-order approximation
q(λ )≈ q(0)+q′(0)λ (2.7)
resp.
q(λ )≈ q(0)+q′(0)λ + 1
2
q′′(0)λ 2 (2.8)
to provide a reasonable approximation. Here, q(0) is the respective quantity in the Black-
Scholes model itself, which is typically known explicitly. Under sufficient regularity, the
approximations to q(λ ) are good if λ is small.
In our setup, however, there is no natural small parameter that captures the deviation
of the stock price process S from geometric Brownian motion, and the approach (2.7) resp.
(2.8) does not seem to make sense. As a way out, we introduce an artificial parameter
λ ∈ [0,1], where
• λ = 1 corresponds to the original stock price model (2.1) of interest,
• λ = 0 corresponds to a Black-Scholes model whose first two moments match those of
the driving Lévy process in the model of interest, (2.1, 2.3),
• λ ∈ (0,1) corresponds to an interpolation between the two cases above, which will be
specified below in Section 2.4.2.
Put differently, we connect the Lévy model of interest with the Black-Scholes setup via a
curve in the space of Lévy processes, parametrized by λ ∈ [0,1]. Let now q(λ ) denote
the quantity of interest in the model corresponding to parameter value λ ∈ [0,1], e.g., the
hedging error of the variance-optimal hedge for the option with payoff function f . We then
suggest to use (2.8) as an approximation for our Lévy model of interest, i.e. for λ = 1, which
means
q(1)≈ q(0)+q′(0)+ 1
2
q′′(0). (2.9)
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Both the specific form and the quality of this approximation (2.8) depend on the choice of
the curve that connects geometric Brownian motion with S from (2.1). In order to provide
reasonable results, this curve should satisfy two properties.
1. For the quantity q(λ ) of interest (e.g., the hedging error of the variance-optimal
hedge), the derivatives q′(0), q′′(0) need to exist and should be computable as ex-
plicitly as possible. (If the first-order approximation (2.7) is used, this should hold at
least for q′(0).)
2. On the interval [0,1], function λ 7→ q(λ ) should be quadratic (resp. linear if (2.7) is
used) in good approximation for practically relevant cases.
Since explicit and reasonably tight error bounds are typically hard to come by, we will
assess the precision of our approximation by a collection of numerical comparisons.
2.4.2 Curve to Brownian motion
Let us now specify the curve in the space of Lévy models which connects geometric Brow-
nian motion with the stock price process (2.1) under consideration. We define processes Xλ
via
Xλt :=
(
1− 1
λ
)
µt+λX t
λ2
for λ ∈ (0,1] and t ∈ R+ (2.10)
with X from Section 2.1 and µ , σ as in (2.11). Observe that Xλ is again a Lévy process for
all λ ∈ (0,1], which satisfies
E
(
Xλt
)
= tµ and Var
(
Xλt
)
= tσ2 for all λ ∈ (0,1] and all t ∈ R+. (2.11)
Equation (2.10) does not make sense for λ = 0, but we obtain Brownian motion in the limit:
Lemma 2.6. For λ → 0, the family of Lévy processes (Xλ )λ∈(0,1] converges in law with
respect to the Skorokhod topology (cf. [34, VI.1] for more details) to a Brownian motion
with drift µ and volatility σ , i.e.,
Xλ
D−→ µI+σW as λ → 0,
where I denotes the identity process and W is a standard Brownian motion.
We denote the limiting process by X0, i.e.,
X0t := µt+σWt , t ∈ R+. (2.12)
The family of Lévy processes Xλ , λ ∈ [0,1], gives rise to a family of discounted stock
price processes Sλ , λ ∈ [0,1], namely
Sλt := S0e
Xλt for λ ∈ [0,1] and t ∈ R+,
where S0 > 0 denotes the initial stock price in (2.1). Note that the process S0 coincides in
law with the Black-Scholes stock price S introduced in Section 2.3.3.
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2.5 Quantities to approximate
Our goal is to provide approximations to
1. the mean value function H(t,s), and in particular
2. the initial capital v= H(0,S0) of the variance-optimal hedge from Section 2.3.1,
3. the pure hedge ratio ξ (t,s) from Section 2.3.2,
4. the variance-optimal hedge ratio ϕ(t,s,g) from Section 2.3.1,
5. the mean squared hedging error ε2(v,ξ ,S) of the pure hedge,
6. the mean squared hedging error ε2(v,ϕ,S) of the variance-optimal hedge,
7. the mean squared hedging error ε2(c,ψ,S) of the Black-Scholes hedge from Sec-
tion 2.3.3.
In order to employ the approach outlined in Section 2.4.1, we have to make sure that all
the above quantities are well defined.
Lemma 2.7. The quantities listed above are well defined in the model Sλ for any λ ∈ [0,1].
Put differently, Assumptions 2.1 and 2.2 continue to hold and the objects from Section 2.3
are well defined if we replace S by Sλ .
Let us specify the notion of second-order approximation in our context.
Definition 2.8. Let Q denote one of the quantities listed above in the Lévy model (2.1) of
interest. Moreover, let q(λ ), λ ∈ [0,1], denote the corresponding quantity with respect to
Sλ , and assume that λ 7→ q(λ ) is twice continuously differentiable on [0,1]. We call
A (Q) := A0 (Q)+A1 (Q)+
1
2
A2 (Q)
with
A0 (Q) := q(0), A1 (Q) := q
′(0), A2 (Q) := q′′(0)
second-order approximation to Q.
3 Approximations to hedges and hedging errors
In this section, we provide the approximations in the sense of Definition 2.8 to the quantities
listed in Section 2.5. They involve two main ingredients: moments of the logarithmic return
process X = log(S) and option sensitivities in the limiting Black-Scholes model S0.
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3.1 Components of the approximations
3.1.1 Moments of the Lévy process
For the first four moments of the logarithmic return process X in (2.1) we obtain
E (Xt) = µt, Var(Xt) = σ
2t,
Skew(Xt) = Skew(X1)
1√
t
, ExKurt(Xt) = ExKurt(X1)
1
t
.
Here, Skew(Y ) and ExKurt(Y ) denote skewness and excess kurtosis of a random variable Y ,
i.e.,
Skew(Y ) :=
E
(
(Y −E (Y ))3)√
Var(Y )
3 and ExKurt(Y ) :=
E
(
(Y −E (Y ))4)√
Var(Y )
4 −3
if E
(
Y 4
)
< ∞. Due to the scaling property in time, we refer to µ , σ , Skew(X1) and
ExKurt(X1) as drift, volatility, skewness rate and excess kurtosis rate of the logarithmic
return process X .
3.1.2 Cash greeks in the Black-Scholes model
Applying the reasoning of Section 2.3.3 to the discounted stock price process S0, we see that
the unique arbitrage-free discounted price at time t ∈ [0,T ] of the option with discounted pay-
off f (S0T ) in the model S
0 is given byC(t,S0t ) with functionC : [0,T ]×R+ →R from (2.5).
Lemma 3.1. The functionC : [0,T ]×R+ →R, (t,s) 7→C(t,s), from (2.5) is infinitely differ-
entiable with respect to the second variable s.
For n ∈ N the quantity ∂ n∂ snC(t,S0t ) represents the n-th order sensitivity of the option
price with respect to changes in the stock price at time t ∈ [0,T ]. Such sensitivities are
often referred to as greeks. Here we consider so-called cash greeks, where the sensitivity is
multiplied by the corresponding power of the stock price.
Definition 3.2. For n ∈ N, set
Dn(t,s) := s
n ∂
n
∂ sn
C(t,s), t ∈ [0,T ], s ∈ R+,
with functionC : [0,T ]×R+ → R, (t,s) 7→C(t,s) from (2.5).
3.2 Approximations to hedging strategies
We begin with the approximation to the variance-optimal initial capital.
Theorem 3.3 (Initial capital). 1. The second-order approximation in the sense of Defini-
tion 2.8 to the mean-value function appearing in (2.2) is
A (H(t,s)) = A0 (H(t,s))+A1 (H(t,s))+
1
2
A2 (H(t,s))
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with
A0 (H(t,s)) =C(t,s),
A1 (H(t,s)) = Skew(X1)σ
3(T − t)
3
∑
k=2
akDk(t,s),
A2 (H(t,s)) = Skew(X1)
2σ4(T − t)
(
b2D2(t,s)+σ
2(T − t)
6
∑
k=2
ckDk(t,s)
)
+ExKurt(X1)σ
4(T − t)
4
∑
k=2
dkDk(t,s),
where C denotes the Black-Scholes pricing function from (2.5), Dk are cash greeks as in
Definition 3.2, and
a2 =
1
2
− 1
2
m, a3 =
1
6
, b2 = m− 16 ,
c2 =
1
2
− 1
3
m+
1
2
m2, c3 =
13
6
−3m+m2, c4 = 74 −
3
2
m+
1
4
m2,
c5 =
5
12
− 1
6
m, c6 =
1
36
, d2 =
7
12
− 3
2
m,
d3 =
1
2
− 1
3
m, d4 =
1
12
, m=
µ + 12σ
2
σ2
.
2. The second-order approximation of the initial capital v of both variance-optimal and
pure hedge is given by
A (v) = A (H(0,S0)) .
We proceed with the approximation to the pure hedge ratio.
Theorem 3.4 (Pure hedge). For the second-order approximation
A (ξ (t,s)) = A0 (ξ (t,s))+A1 (ξ (t,s))+
1
2
A2 (ξ (t,s))
in the sense of Definition 2.8 to the pure hedge ratio for the option with payoff f (ST ), we
have
A0 (ξ (t,s)) = ψ(t,s),
A1 (ξ (t,s)) = Skew(X1)σ
1
s
(
a2D2(t,s)+σ
2(T − t)
4
∑
k=2
bkDk(t,s)
)
,
A2 (ξ (t,s)) = Skew(X1)
2σ2
1
s
(
c2D2(t,s)+σ
2(T − t)
5
∑
k=2
dkDk(t,s)
)
+Skew(X1)
2σ6(T − t)21
s
7
∑
k=2
ekDk(t,s)
+ExKurt(X1)σ
21
s
(
3
∑
k=2
fkDk(t,s)+σ
2(T − t)
5
∑
k=2
gkDk(t,s)
)
,
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where ψ(t,s) denotes the Black-Scholes hedge ratio from (2.6), Dk are the cash greeks from
Definition 3.2, and
a2 =
1
2
, b2 = 1−m, b3 = 1− 12m,
b4 =
1
6
, c2 =−1, d2 = 23+m,
d3 =
17
6
−m, d4 = 32 −
1
2
m, d5 =
1
6
,
e2 = 1−2m+m2, e3 = 7−10m+ 72m
2, e4 =
55
6
−9m+2m2,
e5 =
23
6
− 7
3
m+
1
4
m2, e6 =
7
12
− 1
6
m, e7 =
1
36
,
f2 =
3
2
, f3 =
1
3
, g2 =
7
6
−3m,
g3 =
25
12
− 5
2
m, g4 =
5
6
− 1
3
m, g5 =
1
12
,
m=
µ + 12σ
2
σ2
.
To formulate the approximation to the variance-optimal hedge ratio, we need an auxiliary
result on the approximation to the mean-variance ratio Λ from Section 2.3.1.
Lemma 3.5 (Mean-variance ratio). The second-order approximation to the quantity Λ from
Section 2.3.1 is given by
A (Λ) = A0 (Λ)+A1 (Λ)+
1
2
A2 (Λ) ,
where
A0 (Λ) =
µ + 12σ
2
σ2
,
A1 (Λ) = Skew(X1)σ
(
1
6
−A0 (Λ)
)
,
A2 (Λ) = Skew(X1)
2σ2
(
2A0 (Λ)− 13
)
+
1
6
ExKurt(X1)σ
2
(
1
2
−7A0 (Λ)
)
.
The approximation to the variance-optimal hedge ratio is a combination of the previously
obtained approximations. To this end, we write
ϕ(t,s,g) = ξ (t,s)+χ(t,s,g)
with
χ(t,s,g) :=
Λ
s
(H(t,s)− v−g) , t ∈ [0,T ], s ∈ R+, g ∈ R,
where v denotes the variance-optimal initial capital, cf. Section 2.3.1.
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Theorem 3.6 (Variance-optimal hedge). The second-order approximation to the variance-
optimal hedge ratio ϕ(t,s,g) is of the form
A (ϕ(t,s,g)) = A (ξ (t,s))+A (χ(t,s,g)) ,
where
A (χ(t,s,g)) = A0 (χ(t,s,g))+A1 (χ(t,s,g))+
1
2
A2 (χ(t,s,g))
with
A0 (χ(t,s,g)) =
A0 (Λ)
s
(C(t,s)−C(0,S0)−g) ,
A1 (χ(t,s,g)) =
A1 (Λ)
s
(C(t,s)−C(0,S0)−g)+ A0 (Λ)
s
(A1 (H(t,s))−A1 (v)) ,
A2 (χ(t,s,g)) =
A2 (Λ)
s
(C(t,s)−C(0,S0)−g)+2A1 (Λ)
s
(A1 (H(t,s))−A1 (v))
+
A0 (Λ)
s
(A2 (H(t,s))−A2 (v)) .
Here, the approximations to ξ (t,s),Λ and H(t,s) are to be found in Theorem 3.4, Lemma 3.5
and Theorem 3.3. C(t,s) denotes the Black-Scholes pricing function from (2.5) for the option
under consideration.
Observe that in the above approximations the zeroth order term is always given by the
respective quantity in the limiting Black-Scholes model S0. By Remark 2.5, all three hedges
under consideration coincide in the Black-Scholes case. Hence, the zeroth order approxima-
tions of initial capital and hedge ratio are given by the Black-Scholes price resp. the Black-
Scholes hedge ratio. The second-order approximations from Theorems 3.3, 3.4 and 3.6 thus
provide model-robust corrections of the Black-Scholes initial capital and the Black-Scholes
hedging strategy. Our numerical study in Section 5 (cf. Tables 1 and 2) shows that these
corrections are excellent for a wide range of market models and payoffs.
3.3 Approximations to hedging errors
Theorem 3.7 (Variance-optimal hedging error). The second-order approximation to the
mean squared hedging error of the variance-optimal hedge (v,ϕ) is given by
A
(
ε2(v,ϕ,S)
)
=
1
2
A2
(
ε2(v,ϕ,S)
)
=
1
4
σ4
(
ExKurt(X1)−Skew(X1)2
)
E
(∫ T
0
e
− (µ+
1
2σ
2)2
σ2
(T−t)
D2(t,S
0
t )
2dt
)
with D2(t,s) as in Definition 3.2.
Theorem 3.8 (Hedging error of pure hedge). The second-order approximation to the mean
squared hedging error of the pure hedge (v,ξ ) is given by
A
(
ε2(v,ξ ,S)
)
=
1
2
A2
(
ε2(v,ξ ,S)
)
=
1
4
σ4
(
ExKurt(X1)−Skew(X1)2
)
E
(∫ T
0
D2(t,S
0
t )
2dt
)
with D2(t,s) as in Definition 3.2.
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Remark 3.9. Note that the second-order approximations to both hedging errors differ only
by the exponential dampening factor exp
(−(µ + 12σ2)2σ−2(T − t)), which appears due to
the feedback term of the variance-optimal trading strategy. However, its influence is typ-
ically negligible because E
(
D2(t,S
0
t )
2
)
is small far from maturity and dominant close to
maturity. If the limiting Black-Scholes stock price process S0 is a martingale, we have
µ + 12σ
2 = 0, which implies that both approximations coincide.
Remark 3.10. [11] study mean squared hedging errors in complete diffusion models when
the replicating trading strategy of a European option is implemented discretely at time points
spaced by ∆t. Applied to the Black-Scholes model S0, their findings yield that the mean
squared hedging error ε2(c,ψ∆,S0) of the Black-Scholes hedge (c,ψ∆) implemented dis-
cretely, i.e,
ψ∆t = ψ⌊ t∆t ⌋∆t , t ∈ [0,T ],
is given by
ε2(c,ψ∆,S0) =
1
2
σ4∆tE
(∫ T
0
D2(t,S
0
t )
2dt
)
+o(∆t) as ∆t → 0.
Comparison with Theorem 3.8 suggests that, to the leading order, the risk of the pure hedge
applied continuously in the Lévy model S coincides with the risk from discrete delta hedging
in the Black-Scholes model S0 with time step
∆t =
1
2
(
ExKurt(X1)−Skew(X1)2
)
,
which might therefore be called the time step equivalent of jumps. E.g., taking Skew(X1) =
0.1√
250
and ExKurt(X1) = 10250 as in our the numerical examples in Section 5, we have
1
2
(
ExKurt(X1)−Skew(X1)2
)
≈ 5
250
.
Intuitively speaking, hedging continuously in the presence of jumps of the asset price ap-
proximately amounts to the same risk as weekly rebalanced delta hedging in a Black-Scholes
market.
The approximation to the hedging error of the Black-Scholes hedge applied to S, given
by the next theorem, is a bit more involved.
Theorem 3.11 (Hedging error of the Black-Scholes hedge). The second-order approxima-
tion to the mean squared hedging error of the Black-Scholes hedge (c,ψ) applied to S, as
defined in Section 2.3.3, is given by
A
(
ε2(c,ψ,S)
)
=
1
2
A2
(
ε2(c,ψ,S)
)
= A
(
ε2(v,ξ ,S)
)
+
1
36
Skew(X1)
2σ6A(0,S0)
2
+Skew(X1)
2
E
(∫ T
0
(
1
2
σ2D2(t,S
0
t )+
1
6
σ4B(t,S0t )
)2
dt
)
,
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where
A(t,s) :=
(T − t)(D3(t,s)+3D2(t,s)) if µ +
1
2σ
2 = 0,
A˜(t,se(µ+
1
2σ
2)(T−t))−A˜(t,s)
µ+ 12σ
2 if µ +
1
2σ
2 6= 0, (3.13)
B(t,s) :=
(T − t)(D4(t,s)+6D3(t,s)+6D2(t,s)) if µ +
1
2σ
2 = 0,
B˜(t,se(µ+
1
2σ
2)(T−t))−B˜(t,s)
µ+ 12σ
2 if µ +
1
2σ
2 6= 0, (3.14)
for
A˜(t,s) := D2(t,s)+D1(t,s)−D0(t,s),
B˜(t,s) := D3(t,s)+3D2(t,s).
Here, Dk(t,s) is as in Definition 3.2, and the approximation A
(
ε2(v,ξ ,S)
)
to the mean
squared hedging error of the pure hedge is provided by Theorem 3.8.
Remark 3.12. 1. Theorems 3.8, 3.7 and 3.11 show that in general
A
(
ε2(v,ϕ,S)
)≤ A (ε2(v,ξ ,S))≤ A (ε2(c,ψ,S)) ,
i.e., to the leading order the error of the pure hedge is bigger than that of the variance-
optimal hedge but smaller than that of the Black-Scholes hedge. However, if the law of
Xt is not skewed, then the leading order errors of pure and Black-Scholes hedge coincide.
As our numerical study in Section 5 shows, the difference between these two approxi-
mations is even in the case of non-zero skewness typically negligible since Skew(X1)
2
is comparatively small. If, in addition to vanishing skewness, the limiting discounted
Black-Scholes stock price process S0 is a martingale, the approximations to the hedging
errors of variance-optimal, pure and Black-Scholes hedge coincide, cf. Remark 3.9.
2. The functions A(t,s) and B(t,s) in (3.13) and (3.14) are pointwise continuous in µ + 12σ
2
at µ + 12σ
2 = 0.
Remark 3.13. Lemma 4.2 below provides an integral representation of cash greeks in the
Black-Scholes model via the Laplace transform approach. This permits efficient evaluation
of the products of cash greeks in Theorems 3.7–3.11 by numerical integration.
4 Proofs
In this section, we present the proofs of the assertions from Sections 2 and 3.
4.1 Outline
The derivations of the approximations to initial capital, hedging ratios and hedging errors all
follow the same pattern: For the respective object, we dispose of a deterministic represen-
tation in terms of an integral representation of the payoff function f (stated in Section 4.2).
Formally, the quantity of interest q(λ ) relative to Sλ can be written as
q(λ ) =
∫
h(λ ,z)dz.
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To obtain the second-order approximation to q(1) in the sense of Definition 2.8, we will
perform three steps:
1. Assure that h(λ ,z) is twice partially differentiable with respect to λ and that integra-
tion with respect to z and differentiation with respect to λ can be interchanged.
2. Compute h(0,z), ∂∂λ h(0,z) and
∂ 2
∂λ 2
h(0,z).
3. Express the integrals over the terms in Step 2 in terms of moments of X and cash
greeks of the limiting Black-Scholes model S0.
4.2 Integral representation of the payoff function
Lemma 4.1. There exist R ∈ R\{0} with 2R ∈ intD and a function p : (R+ iR)→ C such
that the payoff function f admits the representation
f (s) =
∫
R+iR
sz p(z)dz. (4.15)
Moreover, x 7→ |R+ ix|n |p(R+ ix)| is integrable for all n ∈ N.
PROOF. By Assumption 2.2, there exists R ∈ R\{0} with 2R ∈ intD such that all deriva-
tives of l(x) := f (ex)e−Rx are integrable on R. Arguing repeatedly as in the proofs of [18,
Theorem 3.3.1(f,g)] yields that y 7→ ynFl(y) is integrable for all n ∈ N, where
Fh(y) :=
∫ ∞
−∞
h(x)e−ixydx
denotes the Fourier transform of a continuous, integrable function h : R→ R in y ∈ R. Set-
ting p˜(R+ iy) := Fl(y), we have by the Fourier inversion Theorem (cf. [18, Theorem 3.4.4])
for all x ∈ R
f (ex) = eRxl(x) =
1
2pi
∫ ∞
−∞
Fl(y)e(R+iy)xdy=
1
2pii
∫
R+iR
p˜(z)ezx dz.
Setting p(R+ iy) := 12pii p˜(R+ iy) and s= e
x yields (4.15). Moreover, we have for all n ∈ N
|R+ iy|n |p(R+ iy)| ≤ 2
n
2pi
max{|R|n , |y|n}|Fl(y)| .
Hence, the assertion follows from the integrability of y 7→ ynFl(y), which is stated above.
From now on, we fix R as in Lemma 4.1.
4.3 Integral representation of cash greeks in the Black-Scholes model
From the integral representation (4.15) of the payoff function, we readily obtain an integral
representation for cash greeks in the Black-Scholes model S0.
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Lemma 4.2. Dn(t,s) in Definition 3.2 can be written as
Dn(t,s) =
∫
R+iR
(
n−1
∏
i=0
(z− i)
)
sze
1
2σ
2z(z−1)(T−t) p(z)dz
for any n ∈ N, t ∈ [0,T ) and s ∈ R+.
PROOF OF LEMMAS 3.1 AND 4.2. By [45, Lemma 5.1.2], we have S0= exp
(−12σ2I+σB)
for a Q-standard Brownian motion B, where Q denotes the unique equivalent martingale
measure. Recall that the functionC : [0,T ]×R+ → R+ from (2.5) satisfies
C(t,s) = EQ
(
f (S0T )
∣∣S0t = s) .
Inserting for f its integral representation from Lemma 4.1 and applying Fubini’s Theorem
yields that
C(t,s) =
∫
R+iR
sze
1
2σ
2z(z−1)(T−t) p(z)dz.
Here, we used also the independence of the increments of B and the fact that
EQ
(
ez(−
1
2σ
2(T−t)+σ(BT−Bt))
)
= e
1
2σ
2z(z−1)(T−t) for z ∈ C.
The application of Fubini’s Theorem is justified by Lemma 4.7 below. By the same lemma,
we have for arbitrary n ∈ N that
∫
R+iR
∂ n
∂ sn
(
sze
1
2σ
2z(z−1)(T−t)
)
p(z)dz=
∫
R+iR
(
n−1
∏
i=0
(z− i)
)
sz−ne
1
2σ
2z(z−1)(T−t) p(z)dz
is well defined for s > 0 and t ∈ [0,T ). (Iterated) application of [22, Satz 5.7] yields that
we can interchange differentiation with respect to s and integration with respect to z, which
shows Lemma 3.1 and Lemma 4.2.
4.4 Exact representations of hedges and hedging errors
By making use of representation (4.15), [33] derive representations of variance-optimal and
pure hedge and of the associated mean squared hedging errors. Their formulas are expressed
in terms of the integral representation of the payoff function as in Lemma 4.1 and the cumu-
lant generating function of the driving Lévy process.
Definition 4.3. For λ ∈ [0,1], the cumulant generating function of Xλ is the unique contin-
uous function κλ :Dλ → C such that
E
(
ezX
λ
t
)
= etκ
λ (z)
for all t ∈ R+ and all z ∈ Dλ :=
{
y ∈ C : E
(
eRe(y)X
λ
1
)
< ∞
}
.
For existence and uniqueness of the cumulant generating function cf. [50, Lemma 7.6].
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Theorem 4.4 ([33]). 1. Let λ ∈ [0,1]. For the stock price process Sλ and the contingent
claim with payoff f (SλT ), the variance-optimal initial capital v
λ and the variance-optimal
trading strategy ϕλ are given by
vλ = Hλ (0,S0) (4.16)
and
ϕλt = ϕ
λ (t,Sλt−,G
λ
t−), t ∈ [0,T ],
for the function ϕλ : [0,T ]×R+×R→R given by
ϕλ (t,s,g) := ξ λ (t,s)+
Λλ
s
(Hλ (t,s)− v−g). (4.17)
Here, the functions Hλ ,ξ λ : [0,T ]×R+ → R, the process Gλ and the constant Λλ are
defined by
κ¯λ (y,z) := κλ (y+ z)−κλ (y)−κλ (z),
γλ (z) :=
κ¯λ (z,1)
κ¯λ (1,1)
,
ηλ (z) := κλ (z)−κλ (1)γλ (z), (4.18)
Λλ :=
κλ (1)
κ¯λ (1,1)
,
Hλ (t,s) :=
∫
R+iR
szeη
λ (z)(T−t) p(z)dz, (4.19)
ξ λ (t,s) :=
∫
R+iR
sz−1γλ (z)eη
λ (z)(T−t) p(z)dz, (4.20)
Gλt :=
∫ t
0
ϕλs dS
λ
s .
2. The corresponding mean squared hedging error of the variance-optimal hedge
ε2(vλ ,ϕλ ,Sλ ) = E
((
f (SλT )− v−
∫ T
0
ϕλt dS
λ
t
)2)
is given by
ε2(vλ ,ϕλ ,Sλ ) =
∫
R+iR
∫
R+iR
∫ T
0
Jλ1 (t,y,z) p(y)p(z)dtdydz,
where
ρλj (y,z) := η
λ (y)+ηλ (z)− j κ
λ (1)2
κ¯λ (1,1)
, j ∈ {0,1}, (4.21)
β λ (y,z) := κ¯λ (y,z)− κ¯
λ (y,1)κ¯λ(z,1)
κ¯λ (1,1)
,
Jλj (t,y,z) := S
y+z
0 β
λ (y,z)eκ
λ (y+z)t+ρλj (y,z)(T−t), j ∈ {0,1}. (4.22)
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3. The mean squared hedging error
ε2(vλ ,ξ λ ,Sλ ) = E
((
f (SλT )− vλ −
∫ T
0
ξ λt dS
λ
t
)2)
of the pure hedge (i.e., the hedge using the initial capital vλ from (4.16) and the trading
strategy ξ λt = ξ
λ (t,Sλt−) from (4.20)) is given by
ε2(vλ ,ξ λ ,Sλ ) =
∫
R+iR
∫
R+iR
∫ T
0
Jλ0 (t,y,z) p(y)p(z)dtdydz
with the function Jλ0 as in (4.22).
PROOF. By construction, it is obvious that Assumptions 2.1 and 2.2 hold as well for Xλ .
With the integral representation of f by Lemma 4.1 at hand we can apply [33, Theorems 3.1
and 3.2], which shows Assertions 1 and 2. Assertion 3 follows along the same lines. Note
that we can choose the same parameter R for all λ ∈ [0,1] because D= D1 ⊂ Dλ .
Remark 4.5. Theorem 4.4 holds under the much milder assumption that x 7→ |p(R+ ix)| is
integrable on R (cf. [33, Section 2]).
Following the approach of [33], [19] study the error of suboptimal strategies in expo-
nential Lévy models. The next theorem restates their main result in a special case, which is
sufficient for our purposes.
Theorem 4.6 ([19]). Let λ ∈ [0,1]. For the stock price process Sλ , consider the initial
capital dλ ∈ R and the trading strategy
ϑ λt = ϑ
λ (t,Sλt−), t ∈ [0,T ],
with the function ϑ λ : [0,T ]×R+ → R given by
ϑ λ (t,s) :=
∫
R+iR
sz−1ze
1
2ν
2z(z−1)(T−t) p(z)dz (4.23)
for ν > 0. The resulting mean squared hedging error
ε2(dλ ,ϑ λ ,Sλ ) = E
((
f (SλT )−dλ −
∫ T
0
ϑ λt dS
λ
t
)2)
is given by
ε2(dλ ,ϑ λ ,Sλ ) = (wλ −dλ )2+
∫
R+iR
∫
R+iR
∫ T
0
Jλ2 (t,y,z) p(y)p(z)dtdydz, (4.24)
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where
αλ (z, t) :=
(
1−κλ (1)
∫ T
t
zeκ
λ (z)(s−T )e
1
2ν
2z(z−1)(T−s) ds
)
eκ
λ (z)(T−t), (4.25)
wλ :=
∫
R+iR
Sz0α
λ (z,0) p(z)dz, (4.26)
hλ (t,y,z) := κ¯λ (y,z)αλ (y, t)αλ(z, t)− κ¯λ(y,1)αλ (y, t)ze 12ν2z(z−1)(T−t)
− κ¯λ (z,1)αλ (z, t)ye 12ν2y(y−1)(T−t)
+ κ¯λ (1,1)yze(
1
2ν
2(z(z−1)+y(y−1))(T−t), (4.27)
Jλ2 (t,y,z) := S
y+z
0 e
κλ (y+z)thλ (t,y,z). (4.28)
PROOF. As noted above, Assumptions 2.1 and 2.2 hold as well for Xλ by construction. With
the integral representation of f by Lemma 4.1 at hand, we obtain that ϑ λ is a ∆-strategy in
the sense of [19, Definition 3.1]. The assertion then follows from Theorem 4.2 of the same
paper. As noted in the proof of Theorem 4.4, we can choose the same parameter R for all
λ ∈ [0,1].
The above representations for the quantities of interest enable us to give the
PROOF OF LEMMA 2.7. By Theorem 4.4, the quantities 1–5 as well as 7 and 8 from Sec-
tion 2.5 are obviously well defined in the model Sλ , λ ∈ [0,1]. From its definition and
Lemma 4.1, we obtain that the Black-Scholes trading strategy applied to Sλ (denoted by
ψλ ) admits the representation
ψλt =
∫
R+iR
(
Sλt−
)z−1
ze
1
2σ
2z(z−1)(T−t) p(z)dz, t ∈ [0,T ].
The resulting mean squared hedging error is stated in Theorem 4.6.
4.5 Technicalities
Lemma 4.7. For n ∈ N, m ∈ {0,1,2} and t ∈ [0,T ), the mappings
z 7→
∣∣∣zne 12σ2z(z−1)(T−t)∣∣∣ and z 7→ ∫ T
0
∣∣∣zme 12σ2z(z−1)(T−s)∣∣∣ ds
are bounded on R+ iR.
PROOF. Observe that
Re
(
1
2
σ2z(z−1)
)
=
1
2
σ2
(
R2−R− Im(z)2
)
=
1
2
σ2(2R2−R)− 1
2
σ2 |z|2
for z ∈ R+ iR. The first assertion then follows from the fact that the mapping x 7→ xne−ax2 ,
a> 0, is bounded on R+ for all n ∈ N. The second assertion follows by simple integration.
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Proposition 4.9 below will be the building block for the forthcoming computations; it
states the derivatives of κλ (z) with respect to λ . To obtain these, we work with κλ (z)
in terms of its characteristic (or Lévy-Khintchine) triplet, cf. [50, Theorem 8.1] for more
details.
Lemma 4.8. Let (b,c,K) denote the characteristic triplet of the Lévy process X with respect
to the truncation function x 7→ 1[−1,1](x). Then the mapping
(ξ ,z) 7→
∫ ∣∣∣xneξ zx∣∣∣ K(dx)
is bounded on [0,1]× ({0,R,2R}+ iR) for n ∈ {2, . . . ,5}.
PROOF. Let ξ ∈ [0,1] and z ∈ {0,R,2R}+ iR. In the case R≥ 0 we have ξRe(z)≥ 0, and
hence ∫ ∣∣∣xneξ zx∣∣∣ K(dx)≤ ∫
{x<0}
|x|n K(dx)+
∫
{x≥0}
xne2RxK(dx). (4.29)
The first integral on the right-hand side is finite by Assumption 2.1, [50, Theorem 25.3] and
because K is a Lévy measure, which integrates x 7→ x2 in a neighborhood of 0. To handle
the second integral, choose ε > 0 such that 2R+ε ∈D, which is possible because 2R∈ intD
by Assumption 2.2. Since the exponential function grows faster than any polynomial, there
exists Aε > 0 such that xne2Rx ≤ e(2R+ε)x for all x≥ Aε . Hence, we have∫
{x≥0}
xne2RxK(dx)≤
∫
{0≤x<Aε∨1}
xne2RxK(dx)+
∫
{x≥Aε∨1}
e(2R+ε)xK(dx).
The first integral on the right-hand side is finite since K is a Lévy measure, and the second
one is finite by [50, Theorem 25.3] since 2R+ ε ∈ D. Altogether, we have shown that both
integrals in (4.29) are finite, which proves the assertion for R≥ 0. The case R< 0 is treated
along the same lines.
Proposition 4.9. For the family of cumulant generating functions κλ (z) of Xλ , λ ∈ [0,1],
understood as a mapping κ : [0,1]× ({0,R,2R}+ iR)→ C, we have the following: κ is
twice partially differentiable with respect to λ , and κ , ∂∂λ κ ,
∂ 2
∂λ 2
κ are continuous. More
specifically,
κ0(z) = µz+
1
2
σ2z2,
∂
∂λ
κ0(z) =
1
6
E
(
(X1−µ)3
)
z3,
∂ 2
∂λ 2
κ0(z) =
1
12
(
E
(
(X1−µ)4
)−3σ4)z4.
We have the estimates∣∣∣∣ ∂ n∂λ nκλ (z)
∣∣∣∣≤ c1(1+ |z|3+n) for all (λ ,z) ∈ [0,1]× ({0,R,2R}+ iR) , n ∈ {0,1,2},
where c1 > 0 is some constant that does not depend on λ , z, n.
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PROOF. Form the definition of Xλ in (2.10), it follows directly that its cumulant generating
function κλ is given in terms of κ1 by
κλ (z) =
(
1− 1
λ
)
µz+
1
λ 2
κ1(λ z), λ ∈ [0,1], z ∈ {0,R,2R}+ iR⊂ D.
For X0 as defined in (2.12), it is immediate that κ0(z) = µz+ 12σ
2z2 for z ∈ {0,R,2R}+ iR.
Denote by (b,c,K) the characteristic triplet of X = X1 with respect to the truncation function
x 7→ 1[−1,1](x). By [50, Theorem 27.17], we have that
κ1(z) = bz+
1
2
cz2+
∫ (
ezx−1− zx1[−1,1](x)
)
K(dx), z ∈ {0,R,2R}+ iR.
Moreover,
E (X1) = µ = b+
∫
x1[−1,1]C(x)K(dx) (4.30)
by [50, Example 25.12]. Combining these two representations, we obtain that
κλ (z) = µz+
1
2
cz2+
∫
1
λ 2
(
eλ zx−1−λ zx
)
K(dx), λ ∈ [0,1], z ∈ {0,R,2R}+ iR.
Making use of the Taylor expansion with integral remainder term
eλ zx = 1+λ zx+
1
2
(λ zx)2+
1
2
(λ zx)3
∫ 1
0
esλ zx(1− s)2 ds,
we deduce that
κλ (z) = µz+
1
2
z2
(
c+
∫
x2K(dx)
)
+
1
2
z3
∫ ∫ 1
0
λx3esλ zx(1− s)2 dsK(dx) (4.31)
for λ ∈ [0,1], z∈ {0,R,2R}+ iR. Observe that this representation holds also for λ = 0 since
by [50, Example 25.12]
Var (X1) = σ
2 = c+
∫
x2K(dx). (4.32)
The integrand in (4.31) is obviously twice partially differentiable with respect to λ . Lemma 4.8
and (iterated) application of [22, Satz 5.7] yield that integration and differentiation can be
interchanged. Straightforward calculations yield
∂
∂λ
κλ (z) =
1
2
z3
∫ ∫ 1
0
x3esλ zx(1− s)2(1+λ zxs) dsK(dx),
∂ 2
∂λ 2
κλ (z) =
1
2
z4
∫ ∫ 1
0
x4esλ zxs(1− s)2(2+λ zxs) dsK(dx)
for λ ∈ [0,1],z ∈ {0,R,2R}+ iR. The continuity of κ , ∂∂λ κ and ∂
2
∂λ 2
κ as well as their poly-
nomial growth in z follow now from the above representations by Lemma 4.8 and dominated
convergence. Evaluating ∂∂λ κ
λ and ∂
2
∂λ 2
κλ in λ = 0 yields
∂
∂λ
κ0(z) =
1
6
z3
∫
x3K(dx) and
∂ 2
∂λ 2
κ0(z) =
1
12
z4
∫
x4K(dx)
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for z ∈ {0,R,2R}+ iR. [50, Example 25.12] derives (4.30) and (4.32) based on the relation
between moments of a random variable and derivatives of its characteristic function, cf., e.g.,
[50, Proposition 2.5(ix)]. Applying the same reasoning to the higher moments of X1 yields
after straightforward calculations∫
x3K(dx) = E
(
(X1−µ)3
)
and
∫
x4K(dx) = E
(
(X1−µ)4
)−3σ4.
The existence of the moments is given by Assumption 2.1, which completes the proof.
The previous result allows us to give the proof of Lemma 2.6 on the convergence of Xλ
to Brownian motion as λ → 0.
PROOF OF LEMMA 2.6. Proposition 4.9 yields directly that
lim
λ→0
eκ
λ (iu) = eµiu−
1
2σ
2u2 for all u ∈ R.
By Lévy’s continuity theorem (cf., e.g., [50, Proposition 2.5(vii)]) the univariate marginals
of Xλ converge to the univariate marginals of µI+σB as λ → 0, where B denotes standard
Brownian motion. By [34, VII.3.6], this implies convergence of the whole process, which
completes the proof.
Lemma 4.10. 1. The mapping
(λ ,z) 7→
∣∣∣eκλ (z)∣∣∣= eRe(κλ (z))
is bounded on [0,1]× ({R,2R}+ iR).
2. The mapping
(λ ,z) 7→
∣∣∣eηλ (z)∣∣∣= eRe(ηλ (z))
is bounded on [0,1]× (R+ iR).
PROOF. 1. For all λ ∈ [0,1] and all z ∈ {R,2R}+ iR we have
eRe(κ
λ (z)) =
∣∣∣eκλ (z)∣∣∣= ∣∣∣E (ezXλ1 )∣∣∣≤ E (∣∣∣ezXλ1 ∣∣∣)= E (eRe(z)Xλ1 )= eκλ (Re(z)) (4.33)
by Jensen’s inequality. By Proposition 4.9, (λ ,r) 7→ κλ (r) is bounded as continuous
mapping on the compact set [0,1]×{R,2R}. Since Re(z) ∈ {R,2R}, the first assertion
follows.
2. By [33, Lemma 3.4], we have the inequality
∣∣∣γλ (z)∣∣∣2 =
∣∣∣κλ (z+1)−κλ (z)−κλ (1)∣∣∣2
κ¯λ (1,1)2
≤ κ¯λ (1,1)
(
κλ (2Re(z))−2Re
(
κλ (z)
))
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for all λ ∈ [0,1] and all z ∈ R+ iR. Hence,∣∣∣κλ (1)γλ (z)∣∣∣2 ≤ κλ (1)2κ¯λ (1,1)κλ (2R)−2κλ (1)2κ¯λ (1,1)Re(κλ (z))
≤ (cλ )2+ 1
4
Re
(
κλ (z)
)2
≤
(
cλ +
1
2
∣∣∣Re(κλ (z))∣∣∣)2 ,
where
cλ :=
√∣∣κλ (1)2κ¯λ (1,1)κλ (2R)∣∣+4(2κλ (1)2κ¯λ (1,1))2, λ ∈ [0,1].
This yields
Re
(
ηλ (z)
)
= Re
(
κλ (z)
)
−Re
(
κλ (1)γλ (z)
)
≤ Re
(
κλ (z)
)
+
∣∣∣κλ (1)γλ (z)∣∣∣
≤ Re
(
κλ (z)
)
+
1
2
∣∣∣Re(κλ (z))∣∣∣+ cλ
≤ 3
2
∣∣∣κλ (R)∣∣∣+ cλ
because Re
(
κλ (z)
)
≤ κλ (R) by (4.33). Proposition 4.9 yields that λ 7→ cλ and λ 7→
κλ (R) are bounded as continuous mappings on [0,1], which completes the proof.
Lemma 4.11. There exists c2 > 0 such that κ¯λ (1,1)> c2 for all λ ∈ [0,1].
PROOF. By Assumption 2.1 and (2.11), Var
(
Xλ1
)
= Var(X1)> 0 for all λ ∈ [0,1]. Hence,
Var
(
eX
λ
1
)
= E
(
e2X
λ
1
)
−E
(
eX
λ
1
)2
= eκ
λ (2)− e2κλ (1) > 0 for all λ ∈ [0,1],
which implies κλ (2)− 2κλ (1) = κ¯λ (1,1) > 0 for all λ ∈ [0,1]. Since λ 7→ κ¯λ (1,1) is
continuous by Proposition 4.9, it attains its minimum on [0,1], which shows the assertion.
4.6 Proofs of the main theorems
PROOF OF THEOREM 3.3. By Theorem 4.4, we have vλ = Hλ (0,S0), λ ∈ [0,1], for the
function
Hλ (t,s) =
∫
R+iR
szeη
λ (z)(T−t) p(z)dz, t ∈ [0,T ], s ∈ R+,
from (4.19). For the remainder of the proof, we fix t ∈ [0,T ] and s ∈ R+. From (4.18) and
Proposition 4.9 we obtain
η0(z) =
1
2
σ2z(z−1), z ∈ R+ iR. (4.34)
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Lemma 4.2 then yields H0(t,s) =C(t,s) with C(t,s) from (2.5). To prove the assertion, we
show that λ 7→ Hλ (t,s) is twice continuously differentiable on [0,1], and we will identify
the derivatives in λ = 0. For fixed z ∈ R+ iR, elementary calculus and Proposition 4.9
yield that λ 7→ eηλ (z)(T−t) is twice continuously differentiable on [0,1]. It follows from
Lemma 4.10(2), Proposition 4.9, Lemma 4.11 and Lemma 4.1 that there exists a majorant
m : (R+ iR)→ R+ such that∣∣∣∣sz ∂ n∂λ n eηλ (z)(T−t)
∣∣∣∣≤ sRm(z) for all λ ∈ [0,1], z ∈ R+ iR, n ∈ {1,2},
and ∫ ∞
−∞
sRm(R+ ix) |p(R+ ix)| dx< ∞.
By (iterated) application of [22, Satz 5.7] and dominated convergence, λ 7→Hλ (t,s) is hence
twice continuously differentiable on [0,1], and
∂ n
∂λ n
Hλ (t,s) =
∫
R+iR
sz
∂ n
∂λ n
eη
λ (z)(T−t) p(z)dz for all λ ∈ [0,1], n ∈ {1,2}. (4.35)
For shorter notation, set
qn(z) :=
n−1
∏
k=0
(z− k), z ∈ C, n ∈ N. (4.36)
Using the derivatives of κλ (z) from Proposition 4.9, we obtain after lengthy but straightfor-
ward calculations that
∂
∂λ
eη
λ (z)(T−t)
∣∣∣∣
λ=0
= Skew(X1)σ
3(T − t)eη0(z)(T−t)
3
∑
k=2
akqk(z),
∂ 2
∂λ 2
eη
λ (z)(T−t)
∣∣∣∣
λ=0
= Skew(X1)
2σ4(T − t)eη0(z)(T−t)
(
b2q2(z)+σ
2(T − t)
6
∑
k=2
ckqk(z)
)
+ExKurt(X1)σ
4(T − t)eη0(z)(T−t)
4
∑
k=2
dkqk(z)
with constants a2,a3, . . . ,d4 as in Theorem 3.3. In view of (4.34) and (4.35), the assertion
follows now from the integral representation of cash greeks given in Lemma 4.2.
PROOF OF THEOREM 3.4. Fix t ∈ [0,T ] and s ∈ R+. By definition in (4.20), we have
ξ λ (t,s) =
∫
R+iR
sz−1γλ (z)eη
λ (z)(T−t) p(z)dz.
From Proposition 4.9, we obtain that γ0(z) = z, and hence ξ 0(t,s) = 1
s
D1(t,s) = ψ(t,s)
by (4.34) and Lemma 4.2. From now on, one proceeds as in the proof of Theorem 3.4;
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differentiability of the integrand and existence of the majorant follow from the same lemmas.
We restrict ourselves to giving the result of the essential calculation:
∂
∂λ
γλ (z)eη
λ (z)(T−t)
∣∣∣∣
λ=0
= Skew(X1)σe
η0(z)(T−t)
(
a2q2(z)+σ
2(T − t)
4
∑
k=2
bkqk(z)
)
,
∂ 2
∂λ 2
γλ (z)eη
λ (z)(T−t)
∣∣∣∣
λ=0
= Skew(X1)
2σ2eη
0(z)(T−t)
(
c2q2(z)+σ
2(T − t)
5
∑
k=2
dkqk(z)
)
+Skew(X1)
2σ6(T − t)2eη0(z)(T−t)
7
∑
k=2
ekqk(z)
+ExKurt(X1)σ
2eη
0(z)(T−t)
3
∑
k=2
fkqk(z)
+ExKurt(X1)σ
4(T − t)eη0(z)(T−t)
5
∑
k=2
gkqk(z)
for constants a2, . . . ,g5 as in Theorem 3.4. The assertion follows now from Lemma 4.2.
PROOF OF LEMMA 3.5. The assertion follows directly by elementary calculus, using the
derivatives of κλ (z) in λ = 0 stated in Proposition 4.9.
PROOF OF THEOREM 3.6. For fixed t ∈ [0,T ], s ∈R+ and g ∈R+, the assertion follows di-
rectly from the approximations to ξ (t,s), Λ, H(t,s) and v given in Theorem 3.4, Lemma 3.5
and Theorem 3.3.
PROOF OF THEOREMS 3.7 AND 3.8. For shorter notation, let ε20 (λ ) := ε
2(vλ ,ξ λ ,Sλ ) and
ε21 (λ ) := ε
2(vλ ,ϕλ ,Sλ ), λ ∈ [0,1], be the mean squared hedging errors of pure and variance-
optimal hedge in the model Sλ . In order to prove the assertion, we will show that λ 7→ ε2j (λ ),
j ∈ {0,1}, is twice continuously differentiable on [0,1], and we will identify the derivatives
in λ = 0. To this end, we use the deterministic representation of ε2j (λ ) by Theorem 4.4.
Inserting κ0 from Proposition 4.9 immediately yields that ε20 (0) = ε
2
1 (0) = 0. For fixed
(t,y,z) ∈ [0,T ]× (R+ iR)× (R+ iR), the mapping λ 7→ Jλj (t,y,z) with Jλ from (4.22)
is twice continuously differentiable on [0,1] by Proposition 4.9 and elementary differen-
tial calculus. Moreover, by Proposition 4.9, Lemmas 4.1, 4.10 and 4.11 ∂∂λ J
λ
j (t,y,z) and
∂ 2
∂λ 2
Jλj (t,y,z) admit a majorant m : [0,T ]× (R+ iR)× (R+ iR)→R+, more precisely,∣∣∣∣ ∂ n∂λ n Jλj (t,y,z)
∣∣∣∣≤ m(t,y,z) for all λ ∈ [0,1], t ∈ [0,T ], y,z ∈ R+ iR, n ∈ {1,2}
such that ∫ ∞
−∞
∫ ∞
−∞
∫ T
0
m(t,R+ iu,R+ iv) |p(R+ iu)| |p(R+ iv)| dt dudv< ∞.
Hence, by (iterated) application of [22, Satz 5.7] and dominated convergence, λ 7→ ε2j (λ ) is
twice continuously differentiable on [0,1] and
∂ n
∂λ n
ε2j (λ ) =
∫
R+iR
∫
R+iR
∫ T
0
∂ n
∂λ n
Jλj (t,y,z) p(y)p(z)dtdydz for all λ ∈ [0,1], n ∈ {1,2}.
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By lengthy but straightforward calculations, we obtain from Proposition 4.9 that we have
∂
∂λ J
λ
j (t,y,z)
∣∣∣
λ=0
= 0, j ∈ {0,1}, and
∂ 2
∂λ 2
Jλj (t,y,z)
∣∣∣
λ=0
=
1
2
σ4
(
ExKurt(X1)−Skew(X1)2
)
e
− j (µ+
1
2σ
2)
2
σ2
(T−t)
×Sy+z0 eκ
0(y+z)teη
0(y)(T−t)eη
0(z)(T−t)y(y−1)z(z−1).
In order to interpret the integral over this derivative in the desired way, we use Fubini’s
Theorem (whose application is justified by Lemmas 4.1 and 4.10) and Lemma 4.2 in order
to obtain∫ ∫ ∫ T
0
S
y+z
0 e
κ0(y+z)te(η
0(y)+η0(z))(T−t)y(y−1)z(z−1) p(y)p(z)dtdydz
=
∫ T
0
∫ ∫
E
(
(S0t )
y+z
)
e(η
0(y)+η0(z))(T−t)y(y−1)z(z−1) p(y)p(z)dydzdt
= E
∫ T
0
(S0t )2∫ (S0t )y−2eη0(y)(T−t)y(y−1) p(y)dy
2 dt

= E
(∫ T
0
D2(t,S
0
t )
2dt
)
,
which completes the proof.
PROOF OF THEOREM 3.11. By definition in Section 2.3.3 and by Lemma 4.2, the Black-
Scholes hedge (cλ ,ψλ ) applied to Sλ admits the integral representation
cλ =
∫
R+iR
Sz0e
1
2σ
2z(z−1)T p(z)dz,
ψλt =
∫
R+iR
Sz−1t− ze
1
2σ
2z(z−1)(T−t)p(z)dz, t ∈ [0,T ].
Hence, Theorem 4.6 can be applied with ν = σ and dλ = cλ . Thus, we obtain a deter-
ministic integral representation of the hedging error ε2(cλ ,ψλ ,Sλ ) for λ ∈ [0,1]. Observe
that ε2(c0,ψ0,S0) = 0. The reasoning to show the assertion is now analogous to the proof
of Theorems 3.7 and 3.8. The existence of the necessary majorants and differentiability of
λ 7→ ε2(cλ ,ψλ ,Sλ ) on [0,1] follow from the same lemmas. Tedious but straightforward
calculations based on Proposition 4.9 yield ∂∂λ J
λ
2 (t,y,z)
∣∣∣
λ=0
= 0 and
∂ 2
∂λ 2
Jλ2 (t,y,z)
∣∣∣
λ=0
= S
y+z
0 e
κ0(y+z)te(η
0(y)+η0(z))(T−t)
×
(
1
2
σ4ExKurt(X1)y(y−1)z(z−1)+ 118σ
8Skew(X1)
2
b(y, t)b(z, t)
+
1
6
σ6Skew(X1)
2 (y(y−1)b(z, t)+ z(z−1)b(y, t))
)
(4.37)
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for Jλ2 from (4.28) in the case (d
λ ,ϑ λ ) = (cλ ,ψλ ) and with
c(z) :=
(
µ +
1
2
σ2
)
z and b(z, t) := (z4− z2)
∫ T
t
ec(z)(s−t), z ∈ R+ iR, t ∈ [0,T ].
In the case µ + 12σ
2 = 0, we have b(z, t) = (T − t)(q4(z) + 6q3(z) + 6q2(z)) with qn(z)
as defined in (4.36). The expected time integral in the assertion is obtained as in the
proof of Theorems 3.7 and 3.8. In the case µ + 12σ
2 6= 0, we have b(z, t) = (q3(z) +
3q2(z))(exp(c(z)(T − t))−1)
(
µ + 12σ
2
)−1
. To see how to handle the additional term exp(c(z)(T−
t)), let us exemplarily consider the relevant part of the second summand in (4.37)∫ ∫ ∫ T
0
S
y+z
0 e
κ0(y+z)te(η
0(y)+η0(z))(T−t)b(y, t)b(z, t) p(y)p(z)dtdydz
= E
∫ T
0
(∫ (
S0t
)z
eη
0(z)(T−t) ec(z)(T−t)−1
µ + 12σ
2
(q3(z)+3q2(z)) p(z)dz
)2
dt
 ,
where we used that Sy+z0 e
κ0(y+z)t = E
(
(S0t )
y+z
)
and Fubini’s Theorem, whose application is
justified by Lemmas 4.1 and 4.10. By Lemma 4.2, we obtain that∫ (
S0t
)z
eη
0(z)(T−t) ec(z)(T−t)−1
µ + 12σ
2
(q3(z)+3q2(z)) p(z)dz
=
∫
eη
0(z)(T−t)
(
S0t e
(µ+ 12σ
2)(T−t)
)z−(S0t )z
µ + 12σ
2
(q3(z)+3q2(z)) p(z)dz
=
D3(t,S
0
t e
(µ+ 12σ
2)(T−t))+3D2(t,S0t e(µ+
1
2σ
2)(T−t))−D3(t,S0t )−3D2(t,S0t )
µ + 12σ
2
.
Differentiability and the interpretation of the derivatives in λ = 0 of the mapping λ 7→(
wλ −dλ
)
are treated completely analogously to the proof of Theorem 3.3. Summing up
all calculations, we obtain
ε2(cλ ,ψλ ,Sλ )
∣∣∣
λ=0
=
∂
∂λ
ε(cλ ,ψλ ,Sλ )
∣∣∣∣
λ=0
= 0
and
∂ 2
∂λ 2
ε(cλ ,ψλ ,Sλ )
∣∣∣∣
λ=0
=
1
18
Skew(X1)
2σ6A(0,S0)
2
+
1
2
ExKurt(X1)σ
4E
(∫ T
0
D2(t,S
0
t )
2dt
)
+
1
18
Skew(X1)
2σ8E
(∫ T
0
B(t,S0t )
2dt
)
+
1
3
Skew(X1)
2σ6E
(∫ T
0
B(t,S0t )D2(t,S
0
t )dt
)
with the mappings A, B : [0,T ]×R+ → R as defined in (3.13), (3.14). Reordering and
comparison with Theorem 3.8 completes the proof.
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5 Numerical comparison
In this section, we examine the accuracy of the approximations from Section 3 by numerical
examples. To this end, we compare exact and approximate initial capital, initial hedge ratio
and root mean squared hedging error of the variance-optimal hedge. Moreover, we compare
the exact and approximate root mean squared hedging error of the Black-Scholes hedge. We
perform our study for European call options in three different parametric Lévy models.
5.1 Market models
As parametric market models for the discounted stock, we consider Merton’s jump-diffusion
(JD) model with normal jumps [43], the normal inverse Gaussian (NIG) model [7] and the
variance gamma (VG) model [41] for various parameter choices.
As initial stock price, we always set S0 = 100. Moreover, we fix the parameters of all
models such that
µ = E (log(X1)) =−0.08,
σ2 = Var(log(X1)) = 0.4
2,
Skew(log(X1)) =
0.1√
250
.
The excess kurtosis rate ExKurt(log(X1)) is chosen as 2/250, 5/250, 10/250, respectively.
All these choices are well within the range of empirically plausible values, cf., e.g., [13,
Table 4]. Note that skewness rate and excess kurtosis rate are reported such that one directly
recovers the values on a daily basis, assuming 250 trading days per year. Moreover, our
choice is such that µ + 12σ
2 = 0, i.e. the stock has the risk-free rate of return. Hence, the
mean squared hedging error of variance-optimal and pure hedge coincide in this situation,
cf. Remark 3.9.
NIG and VG are models with four parameters, and so the specification of the first four
moments of logarithmic returns leaves no degree of freedom. The JD model, however, has
five parameters. In order to eliminate the additional degree of freedom, the parameters are
chosen such that the volatility arising from the jump component explains 70% of the overall
volatility of logarithmic returns.
In order to calculate the exact values of the quantities of interest, we use the formulas
from Section 4.4 and perform standard numerical quadrature.
5.2 Option payoff function
We consider European calls with strike K = 95, 100 or 105, respectively, and maturity T =
1/12, 1/4 or 1/2, measured in years. The corresponding payoff function f (s) = (s−K)+
allows for an integral representation as in (4.15), given by
f (s) =
1
2pii
∫ R+i∞
R−i∞
sz
K1−z
z(z−1) dz
for arbitrary R> 1, cf. [33, Lemma 4.1]. Strictly speaking, the kinked payoff function of the
European call does not meet the smoothness requirement of Assumption 2.2. Nevertheless,
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the approximate formulas from Section 3 are well defined in this situation, as one easily
shows by use of Lemma 4.7. Hence, we can and will use them in our numerical comparison.
5.3 Hedges and hedging errors
In any of the above cases, we compute the initial capital v, the initial hedge ratio ϕ(0,S0,v)
and the square root
√
ε2(v,ϕ,S) of the mean squared hedging error of the variance-optimal
hedge. These are compared to the respective approximations from Theorems 3.3, 3.6 and 3.7.
Moreover, we report the corresponding Black-Scholes price c = C(0,S0) and the initial
Black-Scholes hedge ratio ψ(0,S0). Finally, we compute the square root
√
ε(c,ψ,S) of
the exact mean squared hedging error of the Black-Scholes hedge and compare it to the
approximation from Theorem 3.11.
5.4 Discussion of the numerical results
Table 1 shows the exact and approximate variance-optimal initial capital as well as the Black-
Scholes price for different models and payoffs. Table 2 reports the exact and approximate
variance-optimal hedge ratio for t = 0 as well as the initial Black-Scholes hedge ratio. For
both quantities, the exact values mostly coincide across models, and the approximation is
precise up to the last digit. For high excess kurtosis and short maturity, the performance
of the approximations is slightly worse, but also the improvement compared to the mere
Black-Scholes value becomes more pronounced.
Table 3 shows exact and approximate values for the square root of the mean squared
hedging error of the variance-optimal hedge. In brackets we report the exact resp. approxi-
mate square root of the mean squared hedging error of the Black-Scholes hedge. We observe
that the difference between the approximations to both strategies seems negligible for prac-
tical purposes. Moreover, the approximations tend to slightly overestimate the exact values.
The performance becomes worse for shorter time to maturity and higher excess kurtosis. In
the case of the variance-optimal hedge, e.g. for K = 100 and ExKurt(X1) = 2/250, the rela-
tive deviation of the approximate value from the average exact value over all models amounts
to 6.7% for T = 1/12 and to 2.4% for T = 1/2. For K = 100 and ExKurt(X1) = 10/250, the
relative deviation accounts for 18% in the case T = 1/12 and for 6.0% in the case T = 1/2.
As already pointed out in [19], we finally see from the respective hedging errors that the
mere Black-Scholes hedge is a satisfying proxy to the variance-optimal hedge.
As mentioned above, the approximations to variance-optimal and pure hedge from The-
orems 3.7 and 3.8 coincide in our study since we choose µ + 12σ
2 = 0. However, numerical
experiments that are not shown here indicate that, for typical parameter choices, the dif-
ference between these two approximations is negligible (in the magnitude of less than 1%)
also if µ + 12σ
2 6= 0. Hence, for practical purposes the most simple of our formulas – the
one from Theorem 3.8 – should be used to approximately quantify the error of either pure,
variance-optimal or Black-Scholes hedge.
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ExKurt(X1) K
T = 112 T =
1
4 T =
1
2
JD NIG VG BS Approx JD NIG VG BS Approx JD NIG VG BS Approx
95 7.406 7.406 7.406 7.424 7.406 10.511 10.511 10.511 10.520 10.511 13.641 13.641 13.641 13.644 13.641
2
250 100 4.589 4.589 4.589 4.604 4.589 7.961 7.961 7.961 7.966 7.961 11.247 11.247 11.247 11.246 11.247
105 2.631 2.631 2.631 2.634 2.631 5.907 5.907 5.907 5.906 5.907 9.202 9.202 9.202 9.197 9.202
95 7.385 7.386 7.385 7.424 7.384 10.496 10.496 10.496 10.520 10.496 13.631 13.631 13.631 13.644 13.631
5
250 100 4.562 4.564 4.562 4.604 4.562 7.946 7.946 7.946 7.966 7.946 11.237 11.237 11.237 11.246 11.237
105 2.614 2.614 2.614 2.634 2.613 5.894 5.895 5.894 5.906 5.894 9.194 9.194 9.194 9.197 9.194
95 7.351 7.355 7.351 7.424 7.348 10.472 10.473 10.472 10.520 10.472 13.614 13.615 13.614 13.644 13.614
10
250 100 4.520 4.524 4.518 4.604 4.517 7.922 7.923 7.922 7.966 7.921 11.221 11.222 11.221 11.246 11.221
105 2.586 2.588 2.586 2.634 2.583 5.874 5.875 5.874 5.906 5.874 9.180 9.180 9.180 9.197 9.180
Table 1: Exact and approximate variance-optimal initial capital and Black-Scholes price for µ = −0.08, σ = 0.4, Skew(X1) = 0.1√250 and
varying excess kurtosis Exkurt(X1), strike K and maturity T
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ExKurt(X1) K
T = 112 T =
1
4 T =
1
2
JD NIG VG BS Approx JD NIG VG BS Approx JD NIG VG BS Approx
95 0.696 0.696 0.696 0.692 0.696 0.642 0.642 0.642 0.639 0.642 0.628 0.628 0.628 0.627 0.628
2
250 100 0.528 0.528 0.528 0.523 0.528 0.543 0.543 0.543 0.540 0.543 0.558 0.558 0.558 0.556 0.558
105 0.363 0.363 0.363 0.358 0.363 0.446 0.446 0.446 0.443 0.446 0.490 0.490 0.490 0.488 0.490
95 0.697 0.697 0.697 0.692 0.697 0.643 0.643 0.643 0.639 0.643 0.629 0.629 0.629 0.627 0.629
5
250 100 0.530 0.530 0.530 0.523 0.530 0.544 0.544 0.544 0.540 0.544 0.559 0.559 0.559 0.556 0.559
105 0.367 0.367 0.367 0.358 0.367 0.447 0.447 0.447 0.443 0.448 0.491 0.491 0.491 0.488 0.491
95 0.699 0.699 0.699 0.692 0.699 0.645 0.645 0.645 0.639 0.645 0.631 0.631 0.631 0.627 0.631
10
250 100 0.534 0.534 0.534 0.523 0.535 0.546 0.546 0.546 0.540 0.547 0.561 0.561 0.561 0.556 0.561
105 0.373 0.372 0.373 0.358 0.373 0.450 0.450 0.450 0.443 0.450 0.493 0.493 0.493 0.488 0.493
Table 2: Exact and approximate initial variance-optimal hedge ratio ϕ(0,S0,v) as well as initial Black-Scholes hedge ratio ψ(0,S0) for
µ =−0.08, σ = 0.4, Skew(X1) = 0.1√250 and varying excess kurtosis Exkurt(X1), strike K and maturity T
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ExKurt(X1) K
T = 112 T =
1
4 T =
1
2
JD NIG VG Approx JD NIG VG Approx JD NIG VG Approx
2
250
95
0.756 0.746 0.760 0.808 0.812 0.807 0.814 0.841 0.827 0.824 0.829 0.847
(0.764) (0.753) (0.768) (0.810) (0.817) (0.811) (0.819) (0.843) (0.830) (0.827) (0.832) (0.849)
100
0.837 0.828 0.840 0.891 0.859 0.855 0.861 0.889 0.865 0.864 0.868 0.887
(0.846) (0.836) (0.851) (0.893) (0.865) (0.860) (0.867) (0.892) (0.869) (0.867) (0.870) (0.889)
105
0.818 0.813 0.821 0.871 0.871 0.869 0.874 0.902 0.886 0.885 0.889 0.908
(0.829) (0.823) (0.833) (0.873) (0.878) (0.874) (0.880) (0.905) (0.890) (0.889) (0.892) (0.910)
5
250
95
1.145 1.121 1.153 1.280 1.256 1.243 1.260 1.332 1.289 1.282 1.292 1.341
(1.162) (1.138) (1.173) (1.281) (1.269) (1.255) (1.274) (1.333) (1.299) (1.291) (1.301) (1.343)
100
1.270 1.246 1.279 1.411 1.330 1.319 1.334 1.408 1.350 1.344 1.352 1.404
(1.290) (1.266) (1.303) (1.413) (1.345) (1.332) (1.350) (1.410) (1.361) (1.353) (1.363) (1.405)
105
1.243 1.227 1.249 1.379 1.350 1.341 1.354 1.429 1.383 1.378 1.385 1.438
(1.267) (1.250) (1.277) (1.380) (1.366) (1.356) (1.371) (1.430) (1.395) (1.388) (1.397) (1.439)
10
250
95
1.530 1.492 1.553 1.811 1.730 1.703 1.738 1.884 1.792 1.776 1.797 1.898
(1.560) (1.522) (1.591) (1.812) (1.754) (1.726) (1.767) (1.885) (1.812) (1.794) (1.819) (1.899)
100
1.701 1.660 1.728 1.997 1.834 1.808 1.842 1.993 1.878 1.863 1.883 1.986
(1.738) (1.698) (1.775) (1.998) (1.862) (1.835) (1.874) (1.994) (1.900) (1.883) (1.906) (1.987)
105
1.675 1.644 1.689 1.951 1.863 1.842 1.870 2.022 1.924 1.912 1.929 2.034
(1.720) (1.688) (1.743) (1.952) (1.894) (1.872) (1.905) (2.023) (1.948) (1.934) (1.955) (2.035)
Table 3: Exact and approximate square root of mean squared hedging error of the variance-optimal hedge for µ = −0.08, σ = 0.4,
Skew(X1) = 0.1√250 and varying excess kurtosis Exkurt(X1), strike K and maturity T ; the values in brackets denote the exact and approximate
mean squared hedging error of the Black-Scholes hedge with volatility parameter σ = 0.4
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6 Conclusion
We provide second-order approximations to the variance-optimal and pure hedge as well to
the mean squared hedging errors of these two strategies and the Black-Scholes hedge when
the discounted stock price follows a Lévy process and the payoff is smooth. The approxima-
tions are obtained by considering the Lévy model of interest as a perturbed Black-Scholes
model. More specifically, our approach relies on connecting the Lévy model under con-
sideration with the approximating Black-Scholes model by a curve in the set of stochastic
processes. The choice of this curve may be considered as part of the modelling as it typi-
cally affects the structure and possibly even the existence of an approximation. We leave a
thorough discussion of this aspect and a comparative study to future research. It any case the
curve needs to be chosen such that it leads to computable expressions that are numerically
sufficiently accurate in practically relevant cases.
Qualitatively, our results show that the deviation of hedges and hedging errors from
Black-Scholes is essentially determined by the third and fourth moment of logarithmic re-
turns in the Lévy model and by Black-Scholes sensitivities (cash greeks) of the option. The
fine structure of the Lévy process is less relevant. The option contributes to the hedging
error primarily through its Black-Scholes gamma.
Quantitatively, for models from the literature and reasonable parameter values, numeri-
cal tests indicate that the accuracy of our approximations is excellent for initial capital and
hedge ratios and reasonable for their hedging errors. Moreover, our tests suggest that the
Black-Scholes strategy is a very good proxy to the variance-optimal one, and its hedging
error due to the jumps of the Lévy process is essentially determined by the excess kurtosis
of logarithmic stock returns. By comparison with results on discrete-time hedging, one may
say that the risk of the Black-Scholes hedge in the presence of jumps is the same as if the
Black-Scholes delta is implemented discretely in a Black-Scholes market at time steps
∆t =
1
2
(
ExKurt(log-returns)− (Skew(log-returns))2
)
.
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