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1. INTRODUCTION 
We shall be concerned here with the differential equations 
2 + a(t)f(x, .?->a + b(f) g(x, i) + c(t) h(x) = p(t) (1.1) 
and 
jl’+ a(t)f(x, x>a + b(t) g(x, i) + c(t) h(x) = p(t, x, x, 2) (1.2) 
in which a, b, c, p, f, g and h are continuous functions depending only on the 
arguments shown and f,, g, and h’(x) exist and are continuous for all x and 
y. Equations (1.1) and (1.2) have been the object of a good bit of research 
over the past several years (cf. [2-IO]). Many of these authors considered 
the boundedness of solutions of (1.1) and (1.2) in the case a(t) = b(t) = 
c(t) = 1, assuming one of the following conditions on p(t) and p(t, x, y, z): 
t 
/J I 
p(s) ds < M < co for all t 2 0, (1.3) 
0 
I PM < M < al for all t > 0, (1.4) 
and 
(1.5) 
for all t > 0 and (x, y, z) E R3, where E > 0 is suffkiently small. 
Many of these results are summarized in [ 111. 
In this paper, Theorem 3.1 gives necessary and sufficient conditions for 
uniform ultimate boundedness of solutions of (1.1) together with their 
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derivatives of the first and second order. In Theorem 3.1, we assume the 
following condition on p(t): 
(1.6) 
Note that (1.6) includes any case of (1.3) and (1.4). 
In Theorem 3.2, we shall give sufficient conditions for uniform ultimate 
boundedness of solutions of (1.2) together with their derivatives of the first 
and second order under the assumption that 
IP~~~~~~~~~l~~,~~~+~~l~I+l~l+l~I~ (1.7) 
for t>O and Ixl+l~~l+lzI>K (K>O), where s~p~.+~~:+~pi(s)ds<+a~ 
and E > 0 is sufficiently small. 
Note that (1.7) generalizes (1.5). 
2. DEFINITION AND LEMMA 
The definition is stated for the system 
i = F(t, x), (2.1) 
where F(t, x) is continuous from [0, co) x R” to R”. We denote the solution 
of (2.1) through (to, x,,) by x(t, to, x0). 
DEFINITION 2.1. The solutions of (2.1) are uniformly ultimately bounded 
for bound B, if there exists a B > 0 and if corresponding to any a > 0, there 
exists a r(a) > 0 such that llxOll < a implies that 
llx(t, to, xo)ll < B for all to > 0 and 12 to + T(a). 
We now give a lemma which will play an important role in the proof of 
our main results. 
LEMMA 2.1. Suppose that there exists a Liapunov function V(t,x), 
continuously difJ‘erentiable on 0 < t < co, llxll> K, where K can be large, 
which satisfies the following conditions : 
(i) a(j\xjl) < V(t, x) < b(\lxlj), where a(r), b(r) are continuous and 
a(r)-+ 00 as r+ co, 
(ii) Vc2.& x) = : inn+ + ( V(t + h, x + hF(t, x)) - V(t, x)) 
Q + - n,(t)) v(t, x) + n,(t) t/y<tT-s;i, 
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where c > 0 is a constant and &(t) > 0 (i = 1,2) are continuous functions 
satisfying 
lim sup -!- 
I 
t+c 
L,(s) ds < c, (2.2) 
(t,u)-(m,m) u f 
and 
I 
tt1 
sup AZ(s) ds < fco. 
t>o t
Then the solutions of (2.1) are uniformly ultimately bounded. 
Lemma 2.1 would be especially convenient to study the boundedness of 
the non-autonomous differential equations. 
We shall sketch the proof of Lemma 2.1. 
Let E > 0 be chosen such that c/4 > E and 
lim sup 
1 s 
~ A,(r)dz<c-4&. 
(t,s-t)-(m,m) s - t 5 t 
Then for some positive constant M, we have 
ew 
I 
-c(s - t) + ‘A,(t) d7 < Me-““-” 
I I 
for s > t > 0. 
t 
We consider the function U(t, x) defined by 
m  
e*” exp 
I 
-c(s-t)+jtSA,(~)d~/ ds]“‘. 
Then it is easy to show that for all t > 0 and llxll > K, we have 
and 
q,.,, ,< --EU(t, x) + J 
z 
z MO 
(2.4) 
Thus we have 
qtv x(t)) < J 
F b(llxo/l) e-C(r-to) + JgeeEt jiefSA2(s) ds 
for t > f. > 0, where x(t) (x(to) = x0) is any solution of (2.1). 
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Using the left-hand side of (2.4), we find that the solutions of (2.1) are 
uniformly ultimately bounded. 
3. ASSUMPTIONS AND THEOREMS 
We state some assumptions on the functions that appeared in (1.1) and 
(1.2). 
Assumptions : 
(I) a(t), b(t) and c(t) are continuously differentiable and p(t) is 
continuous on [0, co). p(t, x, y, z) is continuous on [0, oo) x R’. 
(II) fi f,, g, g, are continuous for all (x, y) E R* and h(x) is 
continuously differentiable for all x E R ‘. 
(III) O<a,<a(t)<A, O<b,<b(t)<B, O<c,<c(t)<C for 
t E [O, co). 
(IV) 0 <J<h(x)/x (XfO). 
(V) 0 <f, <f(x, y) <f for all (x, Y) and 0 < go < g(x, Y)/Y < if for 
all y # 0 and x. 
(VI) Y~,(x,Y) < 0, g,(x, y) < 0 for all (x,Y> E R*. 
(VII) for all x E R’. 
(VIII) P2/4co A(.?-.A) + : (E- g0) 1 < 4 
I 
where p, and ,u, are arbitrarily fixed constants satisfying 
Ch, 
- <PI < ao.63, O<Pu,< 
aobof, go - Ch 
bo go 4fo ’ 
(IX) ,J;~,“m”,a, +j-ff+c (b’(s>l + b’+(s) + Ic’(s)ll ds < Y, 
where y is a small positive constant whose magnitude depends only on the 
constants that appeared in (III)-(VIII) and b’+(t) = max(b’(t), 0). 
(X) wt (e-‘j-;e’p(s)ds / < +a. 
(XI) I~(t,x,~,z)l~p~(t>+~(IxI+Iyl+I~I) for t>O and 1x1-t 
I y 1 + IzI > K, where E and K are positive constants and pi(t) is a non- 
negative function. 
(XII) wi f+‘p,(s) ds < $03. 
I 
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The following results will be established: 
THEOREM 3.1. Suppose that assumptions (I) through (IX) hold. Then 
the solutions x(t) of (1.1) and their derivatives i(t) and i(t) are uniformly 
ultimately bounded if and only if (X) hold. 
THEOREM 3.2. Suppose that the assumptions (It(IX), (XI) and (XII) 
hold. Then there exists a constant e0 = QA, a,,, B, b,, C, cO, 6, x fO, g, g,, 
h,) > 0 such that if E < Ed then the solutions x(t) of (1.2) and their 
derivatives i(t) and Z(t) are uniformly ultimately bounded. 
Remark. It should be pointed out that in the special case where 
a(t)f(x, y) = a, b(t) g(x, y) = by and c(t) h(x) = cx in (1.1) and (1.2) (so that 
all the assumptions (I), (II), (IV), (V), (VI), (VIII) and (IX) are 
automatically fulfilled), the assumptions (III) and (VII) reduce to 
a > 0, b > 0, c > 0, ab-c>O 
which is the Routh-Harwitz criterion for the global asymptotic stability of 
the zero solution of the equation 
4. PROOF OF THEOREMS 
Proof of Theorem 3.1. 
At first we prove the necessity of (X). Note that if 4(t) is a continuous 
bounded function then 
I 
t 
sup e-’ es l#(s)l ds < +oo. 
t>0 0 
Let x(t) be a solution of (1.1) such that (x(t), i(t), i(t)) are uniformly 
ultimately bounded. Then by the integration by parts we have 
le-‘lie?(s)ds / 
f 
t 
e’s(s) f (x(s), i(s)) Z(s) ds 
0 
+ e-’ 
I 
’ eSg(x(s), i(s)) ds + e-’ 
5 
1 
e’c(s) h(x(s)) ds 
0 0 
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< Ist(t)l + e-‘l.?(O)1 + e-l j’e’ IZ(s)l ds 
0 
+Afi-’ ’ 
I I 
t es I Z(s)1 ds + Bge-’ es I i(s)1 ds 
0 0 
+ CeC’ 
I 
’ es I h(x(s))l ds. 
0 
Hence we obtain 
Next we prove the sufficiency. Equation (1.1) is equivalent to the following 
system of differential equations : 
i = y, 
j = z + P(f), 
i = - a(t) j-(x, Y)Z - b(t) g(x, y) - c(t) h(x) 
+ WN 1 - d~)f(X9Y)l~ 
where P(r) = e-‘It e’p(s) ds. 
Consider a Liapunov function defined as follows. 
where V,, V, and V, are defined by 
2 v, = 2~144 I’ 43 & + W) MY + W) j-’ g(x, rl) drl 
0 0 
+ &a(t) 
1 
yf(x, rl)v dv + %, YZ + zz, 
0 
2v, =iu,W) gox’ + WO.tN) j-’ W) & + ~2(W~ Y* 
0 
- ~2 Y’ + WI j-’ & v> & + z* + 2~240 foxy 
0 
+ 2p,xz + 2a(t) f. yz + 2c(t) h(x)y, 
2 v, = 2a2W fo 1’ f(x, rlh dv - a*(f) f; Y*, 
0 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
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and ,~i > 0, ,uu, > 0 are two arbitrarily fixed constants such that 
2 <Pl < aof O<P*< @Jofo go - Chl 0 0 Afo ’ 
6>$ 
0 ! 
A(?-f,)+$-go) 
We shall show the following properties of P’: 
k,(x2 + y2 + z’) < qt, x, y, z) < k,(x2 + y* + z’) 
for all t > 0 and (x, y, z) E R3, and 
V(4. I) < - k3(X2 + Y2 + z’) + kJ(l a’(t)1 + b’,(t) + I c’(t)l) 
x (x2 + y* + z’) + k, p(t)1 (x’ + y* + z*)“* 
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(4.6) 
(4.7) 
along any solution (x(t), y(t), z(t)) of (4.1), where k,-k, are certain positive 
constants. 
At first we verify (4.6). 
From the inequality Ch,/b, go < ,~i < aof in assumption (VIII), there 
exists a positive number 6, such that ~,b,g,(l - 6,) > Ch, and 
aofo(l - So) > ,~i. Thus we have 
> ~0P1c0~* 2 
/ 
h, x 
I 
Ch, 2 
+ bog,- 
Pl(1 - 60) 
+plaoho -* y* + a,z*. 
0 
540 TADAYUKI HARA 
Denoting 
I 
~oPu,co~2 Ch, 
2 
2k, = min bog,- 
PI 
h, ’ Pu,(l - 60) 
+wofo-~- 6 
I 
0 3 
we have V,(t, x, y, z) > &(x2 + y2 + z’). 
It is easy to find a positive number k, such that 
V,(t, x, y, z) G k,(x2 + y2 + z’). 
Thus we obtain 
k,(x2 + y2 + z’) < V(t, x, y, z) < k,(x2 + y* + z’). 
As before we have 
2v2 =~21 gob@) -iuzl x2 + [/42x + 40.6~ +z12 
+ h, 44 v’%(t) 44 + Y ’ a(t) I h, vx I 
We find easily that 
[gob(r)-pu,l > 0, 
lc 2 x h(r) d< - ; h2(x) 0 I I = $5 h(t){h, - h’(r)} d< > 0, I 0 
I 
b(r)&, r> h,c(t) --- ~2 
fl 4t>fo 
Then we have a positive number k, such that 
o < V2(t, x, y, z) < k,(x2 + JJ’ + ~‘1. 
We can see that 
and 
0 G 2V,Q, x,y, 2) U2fo(S-.fo)y2. 
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Therefore there exist positive numbers k, and k, such that 
k,(x* + y2 + z’) < V(t, x, y, z) < k,(x* + y* + z’). (4.6) 
Next we prove inequality (4.7). Along any solution (x(t), y(t), z(f)) of 
(4.1), we have 
@,,.I, = - w(t, x, Y, z> + w, -6 YY z) 
+ [cl*{ 1 + 4fui -f(XtY))P + MOfo + PI -Pu,)Y 
+ k4wo - YCGY)) + 2 +iu,P 
+ WI g(x, Y> + 2cO) &)I W>> 
where 
+ {iu Ic’(4 + (a’(0 c(t) + 40 c’ W)fo I 
x \’ h(t) a’< + W(t) @)Y + 2b’@) 
‘0 
x j“ g(x, v) dr + ~1 a’(f) j”h~ r)r drl 
‘0 0 
+ ;p*b’(t) &)x2 f Pu,~‘(qh-v + a’(t)foyz 
and 
W=pu,c(t)xh(x) + (@>f(X,Y) -PJZ2 + 4KmY) -fob2 
+ [{Pu,W go - c(t) h’(x)1 
+ ~~(~>~(~)fogo--c(~)~‘(x)-~u,~(~)f,~l~* 
+ u(t) b(t)& +) ( -go y2+p1b(t) +L, ) ( 1 Y2 
+ pzb(t) i y - go) XY + P24wP9 v> -Ad x.2 
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+iu,W) 
+ u(t) b(t)f, q - go) y2. 
By the assumptions 
>c,s+ 1 A(f-h)++go) I > 0, 
@,bogo - Ch,) > ‘hhlbgugo -Ch,=O, 
0 0 
(q,b,f,go - Ch, -,w%) > aobofogo - Chl- 
aobofogo - Ck 
Af . Af, = 0 
0 
and (a,.& -cl,) > 0. 
Therefore there exists a positive number k, such that 
W > 2k,(x2 + y2 + z’) for all (x,y,z) ER3. 
Using assumptions (III)-(VIII), we can find positive numbers k, and k, 
such that 
ri (3,,) < - 24(x2 +y* + z’) + k,(lu’(t)l + b’+(t) + Ic’(t)l)(x2 +.Y’ + z’) 
+ k, II’(t)1 (x2 + y* + z~)~‘~. 
Inequality (4.6) shows that 
P (4.1) < -$ V+;(~u’(t)~ + b’+(t) + Ic’(t)l)V+ - k5 I WI v+. 
2 1 \/isT 
Assume that 
t+L‘ 
lim sup L 
(t,vMm,m) ZJ 1 f
{I u’(s)/ + b’+(s) + I c’(s)/} ds < g. 
2 4 
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Note that assumption (X) implies sup,,, Iit1 IP( ds < +co. Now 
Lemma 2.1 is used to prove that the solutions (x(t), y(t), z(t)) of (4.1) are 
uniformly ultimately bounded. 
Therefore the solution x(t) of (1.1) and its derivatives i(t) and Z(t) are 
uniformly ultimately bounded, because P(t) is bounded. This completes the 
proof of Theorem 3.1. 
Proof of Theorem 3.2. 
Equation (1.2) is equivalent to the following system of differential 
equations : 
i = y, 
j = z, (4.8) 
2 = -4t)S(x, Y>Z - b(t) g(x, Y) - c(t) h(x) + ~(6 X,Y, z). 
Consider the Liapunov function V(t, x, y, z) defined by (4.2)-(4.5). Then 
inequality (4.6) holds for all t > 0 and (x, y, z) E R”. 
Along any solution (x(t), y(t), z(f)) of (4.8), we have 
P(4.8, = - wt, x3 Y, z> + w, -5 Y, z) 
+~C12X+CUI+~(~)f,)Y+2zlp(~,x,Y,z), 
where W and U are the functions that appeared in the proof of Theorem 3.1. 
In the same way, we can find positive numbers k,, k,, k, such that 
v(d.8) ,< - 2k,(x* + yz + z’) 
+ k&‘(t>l + b’+(t) + Ic’(t)l)(x* fy2 + z’) 
+ k,j I p(t, x, y, z)l (x2 + y2 + z*)“~ 
for t > 0 and (x, y, z) E R”. 
Assumption (XI) shows that 
and 
IP~~~~~Y~~~l~~,~~~+~~I~I+lYl+l~l~ 
<p,(t) + &x2 +y* +z2) for t 2 0 
Then we have 
vcz,.8) < - X,(x’ + y2 + z’) 
+ k@‘(t)1 + 6; (0 + I c’(t>l>(x2 + y2 + z*) 
-t k6p,(t)(x2 + y2 + z’)“’ + fik,c(x* + y2 + 2’). 
for t>O and Ixl+Iyl+IzI>K. 
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Let E be chosen to satisfy E < k,/\/Z k,. 
Using inequality (4.6), we have 
3 (4.8) <-; v + 2 (~a’(t>~ + b:(t) + Ic’(t)l)V+ --PI(f) \Tv 
2 1 & 
for t>O and ~xl+/yl+/z/>K. 
Assume that 
lim sup L [‘+I’ (Id( + b’+(s) + lc’(s)l} ds < g. 
l1.1’)4U~,~) u -, 2 f 
Now Lemma 2.1 is used to complete the proof of Theorem 3.2. 
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