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Abstract
We give a complete classification of the traveling waves of the following quadratic Szegő
equation :
i∂tu = 2JΠ(|u|2) + J¯u2, u(0, ·) = u0,
and we show that they are given by two families of rational functions, one of which is
generated by a stable ground state. We prove that the other branch is orbitally unstable.
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1 Introduction
This paper is devoted to the continuation of the study of the following Hamiltonian PDE :
i∂tu = 2JΠ(|u|2) + J¯u2, (1)
where u : Rt × Tx → C, the factor J = J(u) :=
∫
T
|u|2u ∈ C, and Π is the Szegő projector onto
nonnegative frequencies :
Π
(
+∞∑
k=−∞
uke
ikx
)
=
∑
k≥0
uke
ikx.
The framework of such an evolution equation was first explored by Gérard and Grellier in their
work on the so-called cubic Szegő equation :
i∂tu = Π(|u|2u). (2)
In a vast series of papers [6, 7, 8, 9], these authors have shown that equation (2) enjoys very rich
dynamical properties, which can be summarized in two words : “integrability” and “turbulence”.
Such a discovery paves the way for the study of a various range of other non-dispersive equations,
among which the conformal flow on S3 [3, 4] or the cubic lowest Landau level (LLL) equation [5].
In this spirit, our aim would be to understand the behavior of solutions of equation (1), which
shares some features with (2) but is far less understood by now.
Let us underline some basic facts about (1). To stick to the notations of [9], we denote by
L2+(T) = Π(L
2(T)) the Hardy space on the disc (or simply L2+), and if G is a subspace of L
2(T),
G+ will designate the intersection G ∩ L2+. It is well-known that elements of L2+ can either be
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considered as Fourier series with only nonnegative modes, or as holomorphic functions u(z) on
the open unit disc D = {z ∈ C | |z| < 1} satisfying
sup
r→1−
1
2π
∫ 2π
0
|u(reiθ)|2dθ < +∞.
The usual scalar product on L2 can be restricted to L2+, with the convention that for u, v ∈ L2+,
we have (u|v) = ∫
T
uv¯ (with respect to the normalized Lebesgue measure dθ/2π). Through the
standard symplectic form on L2+ given by ω(u, v) := Im(u|v), we can see (1) as the Hamiltonian
flow associated to the functional
E(u) :=
1
2
|J |2 = 1
2
∣∣∣∣∫
T
|u|2u
∣∣∣∣2 .
Since the energy E is conserved along flow lines, the modulus of J remains constant, so (1)
can be regarded as a quadratic system, and we call it therefore the quadratic Szegő equation.
The invariance of E under phase rotation (u → e−iθu) and phase translation (u → u(ze−iα))
yields two other (formal) conservation laws : the mass Q(u) :=
∫
T
|u|2 and the momentum
M(u) := (−i∂xu|u).
In [14], several properties of (1) were enlightened, relying on the crucial fact that (1) ad-
mits a Lax pair. Firstly, as in the case of the cubic Szegő equation [10], equation (1) admits a
well-defined flow on BMO+(T), where BMO(T) stands for the space of functions with boun-
ded mean oscillation introduced by John and Nirenberg. This flow propagates every additional
regularity, in the sense that if the initial datum also belongs to Hs+(T) for some s > 0, then
the corresponding solution will stay in Hs+ for all time. We thus recover a flow on the natural
energy space H1/2+ where E, Q and M are all well-defined. Secondly, we showed the existence of
finite-dimensional submanifolds of L2+ consisting of rational functions of z which are stable by the
flow of (1), and where weak turbulence phenomena can occur, in contrast with what happens for
the cubic Szegő equation (2). More precisely, we have proved that there is an invariant manifold
of homographies starting of which the solutions of (1) in C∞+ (T) are bounded in the H1/2 norm,
but grow exponentially fast in the Hs topology for any s > 1/2.
The purpose of the present work is to investigate another typical feature of integrable systems :
we intend to give a complete classification of all traveling waves that are solutions of equation
(1) in H1/2+ , and to discuss their stability. Recall that a traveling wave is a solution v(t, z) of the
Cauchy problem associated to (1) for which there exists ω, c ∈ R such that
v(t, z) = e−iωtv0(ze−ict), ∀t ∈ R, ∀z ∈ D, (3)
where v0 = v(0, ·) is the initial state. We refer to ω as the pulsation, and to c as the velocity.
Hereafter, we only look for such solutions with c 6= 0 or ω 6= 0, for the set of steady solutions
(ω = c = 0) coincides with the subset {J(v) = 0} of H1/2+ which seems hard to characterize (see
Appendix A for a discussion about that point).
Theorem 1 (Classification of traveling waves). The initial state v0(z) ∈ H1/2+ gives rise to a
traveling wave solution of (1) with (ω, c) 6= (0, 0) if and only if it is a constant, or if there exists
λ, p ∈ C with 0 < |p| < 1 and an integer N ≥ 1 such that one of the following holds :
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(i)
v0(z) =
λ
1− pzN ,
in which case
ω = |λ|4 3− |p|
2
(1− |p|2)3 and c =
|λ|4
N
1
(1− |p|2)2 ;
(ii)
v0(z) = −λ1 + |p|
2
1− |p|2 +
λ
1− pzN ,
in which case
ω = |λ|4|p|4 (1 + 5|p|
2)(3 + 5|p|2)
(1− |p|2)4 and c = −
|λ|4
N
|p|4 3 + 5|p|
2
(1− |p|2)3 .
Remark 1. Traveling waves with c = 0 and ω 6= 0 are called standing waves. In particular,
Theorem 1 asserts that there are no standing waves for (1) inH1/2+ apart from constants. However,
if we remove the condition on the regularity of v0 and only ask that v0 ∈ BMO+, then we will
prove that v0 is a standing wave if and only if
v0 = λ · Π(1B),
where λ ∈ C and B is any Borel subset of T.
Here again, the situation appears to be very different from the one described in [6, Theorem
1.4] for the cubic Szegő equation. Indeed equation (2) admits many stationary waves in H1/2+
that are given by Blaschke products (see the end of Section 3 for a precise definition). Moreover,
it also admits a wider variety of traveling waves, whereas those of Theorem 1 all deduce from
one another by an invariance argument (see Proposition 3.5).
The proof of Theorem 1 mainly consists in translating (3) into an algebraic relation between
operators thanks to the Lax pair. The key of the proof consists in describing the spectrum of
a perturbation of the operator D = 1i ∂x by a bounded Toeplitz operator over L
2
+. It is worth
noticing that this kind of operators precisely arises in the study of the Lax pair associated to the
Benjamin-Ono equation (see e.g. [15]). See also the pioneering work of Amick and Toland on the
solitary waves for the Benjamin-Ono equation [1, 2], also dealing with a non-local operator such
as Π.
In the present paper, we would also like to address the question of the nonlinear stability of
the traveling wave solutions. Relatively to some norm ‖ · ‖X , we will say that v0 is X-orbitally
stable if for any ε > 0, there exists η > 0 such that if ‖u0 − v0‖X ≤ η, then, for all t ∈ R,
inf
(θ,α)∈T2
‖u(t)− e−iθv0(ze−iα)‖X ≤ ε,
where t 7→ u(t) refers to the solution of (1) starting from u0 at time t = 0.
Classically, we have a global Gagliardo-Nirenberg inequality on H1/2+ :
3
Proposition 1.1. For any u ∈ H1/2+ ,
E(u) ≤ 1
2
Q(u)2(Q(u) +M(u)). (4)
Equality in (4) holds if and only if u(z) = λ1−pz for some λ, p ∈ C with |p| < 1.
This enables us to prove the following stability result :
Corollary 1.2 (Stability of the ground states). For λ, p ∈ C with |p| < 1, the traveling wave
z 7→ λ1−pz is H
1/2
+ -orbitally stable.
Apart from this family of ground states, we are also going to study the stability of the second
branch of the traveling waves of Theorem 1. Using the Lax pair, we know (see Corollary 2.2)
that the set of functions of the form
z 7→ b+ cz
1− pz , b, c, p ∈ C, c 6= 0, c− bp 6= 0, |p| < 1,
is left invariant by the flow of (1), and on this set (which is called V(3)), (1) reduces to a system
of coupled ODEs on b, c and p, which have been made explicit in [14] and is recalled in Appendix
B. Designing an appropriate perturbation of the “translated ground states” inside V(3), and
studying the leading order of the new equations of motion, will yield the following result, which
also makes use of the invariance argument mentioned above :
Proposition 1.3. For λ, p ∈ C with |p| < 1, for N ∈ N, the traveling waves z 7→ −λ1+|p|21−|p|2+ λ1−pzN
are not H1/2+ -orbitally stable.
The question of the stability of traveling waves of the form λ
1−pzN , with N ≥ 2, is left open.
In the case of the cubic Szegő equation, a negative answer is given in [7] for all traveling waves of
degree greater than 2, but the proof heavily relies on the use of action-angle coordinates which
are still missing in our case.
Remark 2 (A remark on the traveling waves on R). As equation (1) can be posed on R as well,
the same question of finding traveling waves holds. Adapting rigourously the argument of O.
Pocovnicu [11] leads to the same result as for the cubic Szegő equation on the line : the only
solitons are given by the profiles
v0(z) =
α
z − p, ∀z ∈ {ζ ∈ C | Im ζ > 0},
where α, p ∈ C \ {0} with Im p < 0. Moreover, these solitons are orbitally stable. This remark
strengthens an observation that was already made in [14] : the cubic and quadratic Szegő equation
look very similar on the line, unlike what happens on the torus. That is why it would be also
very interesting to study the stability of the above solitons under a perturbation of the quadratic
Szegő equation itself, as was done in [12] for a perturbation of the cubic Szegő equation by a
Toeplitz potential.
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This paper is organized as follows. In Section 2, we give the definition of the operators arising
in the study of equation (1) and recall some results about them. In Section 3, we give the proof
of the classification theorem. Section 4 is devoted to the questions about the stability of the
traveling waves that are exhibited in Theorem 1.
The author is most grateful to Pr. Patrick Gérard for suggesting the study of this problem,
and for most valuable comments and remarks during this work.
2 Notations and preliminaries
2.1 Hankel and Toeplitz operators
In this paragraph, we recall some notations, the Lax pair result from [14], and some of its
consequences.
For u ∈ BMO+(T), we denote the Hankel operator of symbol u by Hu : h 7→ Π(uh¯). This
defines a bounded C-antilinear operator on L2+. Since ∀h1, h2 ∈ L2+, we have (Hu(h1)|h2) =
(Hu(h2)|h1), we see that H2u is C-linear, positive and self-adjoint. Similarly, for b ∈ L∞(T), the
Toeplitz operator of symbol b is given by Tb : h 7→ Π(bh). We also have Tb ∈ L(L2+), but Tb is
C-linear. The adjoint of Tb is (Tb)∗ = Tb¯. A fundamental example of a Toeplitz operator is the
shift on the right, which we call S := Teix . Combining these definitions, we can define the shifted
Hankel operator of symbol u ∈ BMO+ : for h ∈ L2+, we set
Ku(h) := S
∗Hu(h) = HuS(h) = HS∗u(h).
Now we can state the algebraic identities associated to the Lax pair for (1).
Theorem 2. Let u ∈ Hs+ for some s > 1/2. Set X(u) := 2Π(|u|2) + u2. Then we have
KX(u) = AuKu +KuAu
HX(u) = AuHu +HuAu − (u|·)u,
where Au := Tu + Tu¯ is a bounded self-adjoint operator on L2+.
Proof. The proof simply follows from the arguments of [14], but we recall it for the convenience
of the reader. Taking h ∈ L2+, we see that
Π(Π(|u|2)h¯) = Π(|u|2h¯) = Π(uΠ(uh)) = Π(u¯Π(uh¯)),
and on the other hand, decomposing Π(u2h¯) = Π(uΠ(uh¯)) + Π(u(I −Π)(uh¯)), we observe that
(I −Π)(uh¯) = Π(u¯h)− (u|h),
so Π(u2h¯) = TuHu(h) +HuTu¯(h)− (u|h)u. Now, writing HX(u)(h) = 2JΠ(Π(|u|2)h¯) + J¯Π(u2h¯)
leads to the second identity.
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Besides, for h ∈ L2+,
(S∗Au −AuS∗)h = Π(z¯Π((u+ u¯)h) − (u+ u¯)Π(z¯h))
= Π(z¯uh)−Π(uΠ(z¯h)) −Π(z¯(I −Π)(u¯h))
= (h|1)S∗u,
because z¯h = Π(z¯h) + z¯(h|1), and z¯(I −Π)(u¯h) ⊥ L2+. Then
KX(u)(h) = S
∗HX(u)(h) = AuKu(h) +KuAu(h)− (u|h)S∗u+ [S∗, Au]Hu(h)
= AuKu(h) +KuAu(h),
since (Hu(h)|1) = (Hu(1)|h) = (u|h).
A consequence of this theorem is the existence of finite-dimensional submanifolds of the
energy space, of arbitrary complex dimension, which are stable by the flow of (1), as it is also
true for the cubic Szegő equation (see [7]).
Definition. Let N ∈ N. We denote by V(2N) the set of functions u ∈ H1/2+ (T) such that
rkHu = rkKu = N , and by V(2N +1) the set of those such that rkHu = N +1 and rkKu = N .
It is easy to see that
⋃
d≥0 V(d) is simply the set of symbols u such that Hu (and Ku) is a
finite-rank operator. From a theorem by Kronecker, the V(d)’s can be described explicitely :
Proposition 2.1 ([6, 8]). Let d ∈ N. A function u(z) ∈ H1/2+ belongs to V(d) if and only if
u(z) =
A(z)
B(z)
, ∀z ∈ D,
where A and B are two polynomials such that A ∧B = 1, B(0) = 1, B has no root in D, and in
addition
• degA ≤ N − 1 and degB = N if d = 2N ;
• degA = N and degB ≤ N if d = 2N + 1.
In particular, each V(d) is composed of rational, hence smooth functions. Now we can state
the announced consequence of Theorem 2 :
Corollary 2.2. For each d ∈ N, V(d) is preserved by the flow of (1).
Proof. From [14] we already know that V(2N)∪V(2N +1) is preserved by the flow of (1). Thus
it suffices to show that V(2N) is stable. Let u0 ∈ V(2N) and t 7→ u(t) be the corresponding
solution. Since u0 belongs to C∞+ (T), so does u(t) for all time t ∈ R, so we can apply Theorem
2 and compute, for a given h ∈ L2+,
i
d
dt
Hu(h) = H2JΠ(|u|2)+J¯u2(h) = AJ¯uHu(h) +HuAJ¯u(h) − J¯(u|h)u,
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or in other words, using the C-antilinearity of Hu, and the fact that (u|h) = (Hu(h)|1),
d
dt
Hu =
(
−iAJ¯u +
i
2
J¯(·|1)u
)
Hu +Hu
(
iAJ¯u −
i
2
J(·|u)1
)
.
We give a name to the operator on the left, say Yu := −iAJ¯u + i2 J¯(·|1)u, and note that since
AJ¯u is self-adjoint, we have in fact
d
dt
Hu = YuHu +HuY
∗
u . (5)
This identity is close to a Lax pair, but Y ∗u 6= −Yu. It is still enough to deduce the stability
of V(2N). Indeed, let V (t) be the (global) solution to the following linear Cauchy problem on
L(L2+) : {
V ′(t) = −Y ∗u(t)V (t),
V (0) = I.
Since V ∈ GL(L2+) at time t = 0, this remains true for all time. Besides, compute
d
dt
(V ∗HuV ) = (−V ∗Yu)HuV + V ∗
(
d
dt
Hu
)
V + V ∗Hu(−Y ∗u V ) = 0
by (5), hence V ∗(t)Hu(t)V (t) = Hu0 for all t ∈ R. In particular, RanHu(t) = (V ∗(t))−1 RanHu0 ,
so both spaces have the same dimension. This proves that ∀t ∈ R, u(t) ∈ V(2N).
Remark 3. As a weaker version of a Lax pair, an identity such as (5) also holds for H2u. It can be
interpreted saying that H2u remains equivalent to H
2
u0 as a quadratic form, whereas K
2
u remains
equivalent to K2u0 as an operator on L
2
+ (see [14]).
2.2 The spectral theory of Ku
For the sake of completeness, we recall below some properties of Ku which will be useful in
the course of the proof of Theorem 1. For a more general picture, we refer to [9, Section 3].
Let u ∈ H1/2+ . Then H2u, K2u are positive compact self-adjoint operators [6] which satisfy the
relation H2u = K
2
u + (·|u)u. For ρ, σ ≥ 0, we denote by
Eu(ρ) := ker(H
2
u − ρ2I), Fu(σ) := ker(K2u − σ2I).
Proposition 2.3 ([9]). Let s > 0 such that {0}  Eu(s)∪Fu(s). Then one of the following holds
true :
(i) dimEu(s) = 1 + dimFu(s), u 6⊥ Eu(s) and Fu(s) = Eu(s) ∩ u⊥ (s is H-dominant) ;
(ii) dimFu(s) = 1 + dimEu(s), u 6⊥ Fu(s) and Eu(s) = Fu(s) ∩ u⊥ (s is K-dominant).
7
Denote by ΣKu the set of K-dominant eigenvalues of K
2
u (plus 0). For σ ∈ ΣKu , let uσ be the
projection of u onto Fu(σ). By the above proposition, we have uσ 6= 0 for σ > 0, and
u =
∑
σ∈ΣKu
uσ. (6)
We will also need a simple lemma :
Lemma 2.4. Let σ ∈ ΣKu \ {0}. Then Eu(σ) ⊆ Fu(σ) ∩ 1⊥.
Proof. Suppose h ∈ Eu(σ). Then Hu(h) ∈ Eu(σ), so Hu(h) ⊥ u by the preceding proposition.
Thus 0 = (Hu(h)|u) = (1|H2u(h)) = σ2(h|1).
3 Proof of the main theorem
As usual, we derive from (3) an equation on v0 : indeed, if v satisfies both (1) and (3), then
i∂tv = ωv + cDv,
and J(v) = e−iωtJ0, where we set J0 := J(v0) = (H3v0(1)|1). As usual, D := −i∂x = z∂z. Note
that J0 6= 0, since we assume that u is not a steady solution. Thus, we find an equation for the
initial data v0 :
ωv0 + cDv0 = 2J
0Π(|v0|2) + J0v20 . (7)
Our goal is thus to solve this differential equation. We begin with the necessary conditions and
assume that there exists v0 ∈ H1/2+ such that (7) holds.
3.1 The case of standing waves
Let us first examine the case when c = 0. To simplify our analysis, we write v0 = ωJ
0
|J0|2u so
that equation (7) translates into
u = 2Π(|u|2) + u2. (8)
In order to use Theorem 2, we first need to show that the operator Au can be properly defined.
Observe that since |u|2 takes real values, we have
|u|2 = Π(|u|2) + Π(|u|2)−Q = Re(u(1− u))−Q.
Writing |u|2 + Re(u2) = |u|2 + (Re u)2 − (Imu)2 = 2(Re u)2, we infer that Reu = r± almost
everywhere on T, where r± stands for the roots of the polynomial 2X2 −X +Q. In particular,
Reu ∈ L∞(T), which proves that Au = Tu+Tu¯ = 2TRe u defines a self-adjoint bounded operator
on L2+.
The Lax pair of Theorem 2 then applies, and yields that
Ku = AuKu +KuAu.
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This shows that Au and K2u commute. Now suppose that K
2
u is not zero. As K
2
u is a compact
operator (it is even trace class), there exists V ⊆ L2+ an eigenspace of K2u of finite dimension
d ≥ 1. Au stabilizes V , and Au|V is self-adjoint. By the theory of Hermitian operators in finite
dimension, Au|V then admits a non-zero eigenvector, i.e. there exists ϕ ∈ L2+ \ {0} and λ ∈ R
such that Auϕ = λϕ. Hence
2Π(ϕRe u) = λϕ,
which means that (2Re u − λ)ϕ ⊥ L2+. Multiplying by ϕ¯ yields that (2Re u − λ)|ϕ|2 only has
negative Fourier modes, but as this last function takes real values, we must have (2Re u−λ)|ϕ|2 ≡
0, or equivalently 2Re u ≡ λ on {ϕ 6= 0}. However, a classical result on the Hardy space L2+
(see [13, Theorem 17.18]) ensures that since ϕ is not identically zero, {ϕ = 0} has zero measure
in T. So 2Re u ≡ λ almost everywhere. Let us write u = λ2 + iψ with ψ a real function. As
ψ = 1i (u− λ2 ) ∈ L2+, which means that ψ is constant, and so is u. This contradicts the assumption
that K2u 6= 0. Hence K2u = 0, and Ku = 0 (because kerKu = kerK2u), and finally S∗u = 0, which
means that u (therefore v0) is constant.
Conversely, the set of constant functions corresponds to the manifold V(1) = {u ∈ H1/2+ |
Ku = 0} which is preserved by the flow. On this manifold, (1) becomes the following ODE :
if ′ = 3|f |4f . Its solutions satisfy |f |2 = cst, and so turn out to be standing waves.
Remark 4. However, it appears from the previous analysis that equation (8) admits many non-
trivial solutions on BMO+(T), and we can also classify them. Indeed, pick some real number
0 < r− < 16 , and set r+ :=
1
2 − r−. Define
θ :=
r−
r+ − r− =
2r−
1− 4r− ∈ (0, 1),
and let B+ ⊆ T be any Borel set of measure θ. Let B− := T \ B+. Lastly, set f : T → R, with
f = r+1B+ + r−1B− , and introduce
u(z) :=
1
2π
∫ 2π
0
eix + z
eix − z f(e
ix)dx, ∀z ∈ D.
With these definitions, we notice that f ∈ L2(T), and thanks to the Poisson kernel, we see
that Re u equals r+ (resp. r−) on B+ (resp. B−). It also appears that u is holomorphic on D,
and expanding (1 − ze−ix)−1 as a power series, it can be checked that u = 2Π(f) − (f |1), so
u ∈ Π(L∞) = BMO+(T).
As above, we have 2(Re u)2 − Re u+ 2r−r+ = 0, which implies that
|u|2 = Re(u(1− u))− 2r−r+.
Applying the Szegő projector, we get Π(|u|2) = 12u(1−u)+ 12(1|u)(1−(1|u))−2r−r+. Furthermore,
(u|1) = (f |1) = r+θ + r−(1− θ)r− = 2r−, so we compute
1
2
(1|u)(1 − (1|u)) − 2r−r+ = r−(1− 2r− − 2r+) = 0.
This proves that u solves (8). Note that we have
u =
1
1 + 2θ
·Π(1B+).
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3.2 The general case
Traveling waves are rational functions. From now on, we assume that c 6= 0. Observe
that from (7), it implies that v0 ∈ C∞+ (T). If we make the ansatz v0 = cJ
0
|J0|2u, then equation (7)
reduces to the following equation on the profile u :
̟u+Du = 2Π(|u|2) + u2, (9)
where we have set ̟ := ω/c.
Writing KDu = DKu + KuD + Ku and HDu = DHu + HuD, the Lax pair identities from
Theorem 2 read
(̟ + 1)Ku = (Au −D)Ku +Ku(Au −D), (10)
̟Hu = (Au −D)Hu +Hu(Au −D)− (u|·)u. (11)
Now, since D is a selfadjoint operator with compact resolvent and Au is a selfadjoint bounded
operator,D−Au is also a selfadjoint operator with compact resolvent, so we can find an eigenbasis
{εj}j∈N of L2+ and real eigenvalues λj going to +∞, such that (D − Au)εj = λjεj , ∀j ∈ N.
Plugging this into (10), we find
(−̟ − 1− λj)Ku(εj) = (D −Au)Ku(εj),
so −̟−1−λj is also an eigenvalue of D−Au, unless Ku(εj) = 0. Since ((D−Au)h|h) ≥ −M‖h‖2
for some M > 0, we deduce that Ku(εj) = 0 for j large enough, hence Ku has finite rank. This
proves that u is a rational function by Proposition 2.1.
We are now going to deduce further informations on u thanks to equation (9) itself. Indeed
expand u(z) as a linear combination of
zk, 0 ≤ k ≤ m0, and 1
(1− pℓz)k , 1 ≤ k ≤ mℓ,
where P = {pℓ | 1 ≤ ℓ ≤ N} is some finite set of points of D \ {0}, and the mℓ’s are nonnegative
integers. Now Π(|u|2) = Hu(u) ∈ ImHu, so it is a combination of the same fractions (see [6,
appendix 4] for a complete description of ImHv when v is a rational function). As D = z∂z , Du
is a linear combination of zk, 0 ≤ k ≤ m0, and of (1− pℓz)−k, 1 ≤ k ≤ mℓ+1, pℓ ∈ P. However,
the u2 term in (9) generates terms like z2m0 and (1−pℓz)−2mℓ , and they cannot be compensated
by other terms unless m0 = 0, and mℓ = 1 for all ℓ. In other words, u must have simple poles,
and we write
u = β +
N∑
ℓ=1
αℓ
1− pℓz ,
for some β, α1, . . . , αN ∈ C.
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Let us compute
Π(|u|2) =
N∑
ℓ=1
(
β¯ +
N∑
κ=1
αℓακ
1− pℓpκ
)
1
1− pℓz
+ |β|2 +
N∑
ℓ=1
αℓβ,
u2 =
N∑
ℓ=1
α2ℓ
(1− pℓz)2
+
N∑
ℓ=1
2βαℓ +∑
κ 6=ℓ
2pℓ
αℓακ
pℓ − pκ
 1
1− pℓz
+ β2,
Du =
N∑
ℓ=1
αℓ
(1− pℓz)2
−
N∑
ℓ=1
αℓ
1− pℓz
.
Considering the multiples of 1(1−pℓz)2 which only appear when computing Du and u
2, we get that
αℓ = 1, for all 1 ≤ ℓ ≤ N (assuming without loss of generality that αℓ 6= 0).
Reduction to the case u ∈ V(2N). From the above formulae on u, Π(|u|2) and u2, we also
get an equation on β which reads
̟β = 2|β|2 + 2Nβ + β2.
This equation only has two solutions : either β = 0 or, dividing by β, 2β¯ + β = ̟ − 2N . This
shows that β = ̟ − 2N − 2Re(β) ∈ R, so we must have
β =
1
3
(̟ − 2N). (12)
Now, introduce u˜ = u− β. Then
2Π(|u˜|2) + u˜2 = 2Π(|u|2) + 2|β|2 − 2βΠ(u¯)− 2β¯u+ u2 − 2uβ + β2
= 2Π(|u|2) + u2 − 4βu+ 3β2 − 2β(1|u)
= (̟ − 4β)u+Du+ β2 − 2βN
= (̟ − 4β)u˜+Du˜.
Consequently, up to a modification of ̟, it suffices to treat the case β = 0, so from now on,
we consider that u belongs to V(2N) and is of the form
u =
N∑
ℓ=1
1
1− pℓz
. (13)
In particular, we have
(u|1) = N. (14)
To conclude, it suffices to describe the possible choices of P = {pℓ}. Note that the pℓ’s solve
the following system of equations :
̟ − 1
2
=
N∑
κ=1
1
1− pℓpκ
+
N∑
κ=1
κ 6=ℓ
pℓ
pℓ − pκ
, ∀ℓ = 1, . . . , N. (15)
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Spectral analysis of Au −D. To solve the above system, we are going to perform a spectral
analysis of the operator Au −D, taking advantage from its relation with the self-adjoint finite-
rank operator K2u, in the spirit of [6, Section 9]. Denote by Σ the (finite) set of the K-dominant
eigenvalues of K2u. In this whole section, we fix σ ∈ Σ. To simplify the notations, we set F :=
Fu(σ) and E := Eu(σ) (see paragraph 2.2). Since 0 /∈ Σ now that u ∈ V(2N), both F and E
are finite-dimensional subspaces of RanHu = RanKu. We also define uσ to be the (non-zero)
orthogonal projection of u onto F . Our goal is to prove the following statement :
Proposition 3.1. We have
(Au −D)uσ = ̟ + nσ
2
uσ,
where nσ := dimF .
Proof. The proof of this proposition decomposes into several steps.
First step. uσ is an eigenvector of Au −D.
From (10), we see that (Au−D)K2u = K2u(Au−D). This shows that (Au−D)(F ) ⊆ F . Now,
as E = F ∩ u⊥, then by (11), ̟Hu = (Au −D)Hu +Hu(Au −D) on E.
If h ∈ E, then Hu(h) ∈ E, so we apply this identity to Hu(h). We get
σ2̟h = σ2(Au −D)(h) +Hu(Au −D)Hu(h)
= σ2(Au −D)(h) +Hu(−Hu(Au −D) +̟Hu)(h),
so H2u(Au−D)(h) = σ2(Au−D)(h), which proves that Au−D also leaves E invariant. As Au−D
is self-adjoint, it thus preserves F ∩ E⊥ = Cuσ, which means that there exists λ ∈ R such that
(Au −D)uσ = λuσ.
Second step. 2λ−̟ is a positive integer.
Assume by contradiction that it is not true. Then by (10), Kuuσ satisfies (Au −D)Kuuσ =
(̟+1−λ)Kuuσ. As ̟+1−λ 6= λ by assumption, we find that Kuuσ ⊥ uσ, and since Kuuσ ∈ F ,
Kuuσ ⊥ u, hence Kuuσ ∈ E. Applying identity (11), we get
(Au −D)HuKuuσ = (λ− 1)HuKuuσ.
Note that HuKuuσ 6= 0, for Ku (resp. Hu) is one-to-one on F (resp. E).
As HuKuuσ ∈ E and also in F , we can restart this argument, and prove by induction that
(Au −D)(HuKu)juσ = (λ− j)(HuKu)juσ, ∀j ∈ N.
This of course cannot happen, otherwise Au−D would have infinitely many distinct eigenvalues
on F which is a finite dimensional subspace of L2+.
From now on, we write λ = 12 (̟ + n). It remains to show that n = dimF .
Third step. The action of S∗ on E.
Our purpose now is to prove that if e ∈ E \ {0} satisfies (Au−D)e = µe, then S∗e ∈ F \ {0}
and satisfies (Au −D)S∗e = (µ+ 1)S∗e.
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We thus have to compute the commutator [Au −D,S∗]. Since for h ∈ L2+,
[D,S](h) = z∂z(zh) − z2∂zh = zh = S(h),
we get [S∗,D] = ([D,S])∗ = S∗. Besides, we know from the proof of Theorem 2 that S∗Au −
AuS
∗ = (·|1)S∗u. But E ⊆ 1⊥ by Lemma 2.4. This proves that Au and S∗ commute on E.
Finally, taking e ∈ E as above, we get
(Au −D)S∗e = S∗(Au −D)e+ [Au −D,S∗]e = µS∗e+ [S∗,D]e = (µ+ 1)S∗e.
To see that S∗e ∈ F \ {0}, it suffices to notice that σ2S∗e = S∗H2ue = KuHue, and to conclude
thanks to the injectivity of Hu and Ku as in the second step.
Fourth step. The eigenvalue λ of Au −D|F is simple.
Otherwise, there would be an eigenvector e ∈ F associated to λ such that e ⊥ uσ. This would
mean that e ∈ E, so by the previous point, S∗e would be an eigenvector of Au−D|F associated to
λ+1, hence orthogonal to uσ. Therefore, for all j ≥ 0, (S∗)je would be a (non-zero) eigenvector
of Au −D|F associated to λ+ j, and this contradicts the fact that dimF <∞.
Similarly, Au−D|F has no eigenvalue µ > λ, otherwise, iterating the third step, µ+ j would
be an eigenvalue of Au −D|F for all j ∈ N.
Now we are able to finish the proof. Let µ be the smallest eigenvalue of Au − D on F and
e˜ a corresponding eigenvector. Then ν := λ − µ should be a nonnegative integer, or then the
(S∗)j e˜, j ≥ 0, would give rise to an infinite sequence of orthogonal eigenvectors. We also have
(S∗)ν e˜ ∈ Cuσ, thanks to the previous remark. Moreover, since S∗ is injective on E (recall that
E ⊆ 1⊥), all the eigenvalues µ, µ+1, . . . , µ+ ν− 1 are simple as well on F . Thus dimF = ν+1.
It is now straightforward to see that ν = n− 1, with n = 2λ−̟ as above. On the one hand,
Ku(uσ) is an eigenvector of Au −D|F associated to ̟ + 1 − λ, which means that ν = λ− µ ≥
λ−(̟+1−λ) = n−1 by minimality of µ. On the other hand, Ku(e˜) is an eigenvector associated
to ̟+1−µ, so ν = λ−µ ≥ (̟+1−µ)−µ = ̟+1− 2(λ− ν) by maximality of λ, and hence
n− 1 ≥ ν. This establishes the yielded formula :
(Au −D)uσ = ̟ + dimF
2
uσ,
in addition to the fact that̟+1−λ = 12(̟+2−dimF ) is the smallest eigenvalue of Au−D|F .
We point out a by-product of the last part of the proof :
Corollary 3.2. There exists a complex number ζσ ∈ C \ {0} such that we have
Ku(uσ) = ζσz
nσ−1uσ, (16)
where nσ = dimF as above.
Proof. Indeed, with the terminology of the proof above, Ku(uσ) is non-zero and colinear to e˜.
So (S∗)nσ−1Ku(uσ) = ζσuσ for some ζσ 6= 0. Now if j < nσ − 1, then (S∗)jKu(uσ) ∈ E, and
on E, we have SS∗ = I − (·|1)1 = I. Therefore, Snσ−1(S∗)nσ−1Ku(uσ) = Ku(uσ), and (16) is
proved.
We summarize the results of this paragraph on Figure 1.
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. . .
µ µ+ 1 µ+ 2 λ− 2 λ− 1 λ Sp((Au −D)|F )
e˜ uσ
Ku
Hu
S∗
Figure 1 – The action of Hu, Ku and S∗ on F .
K2u has at most one positive eigenvalue. Combining the informations of Proposition 3.1
on each K-dominant eigenspace of K2u, we claim that Ku cannot have more than one singular
value. Let Σ = {σm | 1 ≤ m ≤ |Σ|} be the set of the K-dominant eigenvalues of K2u, and
nm = dim(Fu(σm)) for each m. As above, we introduce the orthogonal projection of u onto the
eigenspace Fu(σm) and call it um. The norm ‖ · ‖ without further precision denotes the L2 norm,
and Q refers to ‖u‖2.
We first prove a simple but crucial lemma.
Lemma 3.3. We have, for each 1 ≤ m ≤ |Σ|,
(̟ + nm − 2N) · (um|1) = 2‖um‖2. (17)
In particular, (um|1) is a positive real number.
Proof. We know that um is a non-zero eigenvector of the operator Au−D. Let λ be the associated
eigenvalue. Since (Au −D)1 = Π(u+ u¯), and by (14), Π(u¯) = (1|u) = N , we can compute
λ(um|1) = ((Au −D)um|1) = (um|(Au −D)1) = ‖um‖2 +N(um|1),
so that (um|1)(λ −N) = ‖um‖2. But by Proposition 3.1, we have λ = 12(̟ + nm), which gives
formula (17).
As ‖um‖2 > 0, it remains to show that ̟+nm− 2N is a positive number. Taking the scalar
product of equation (9) with 1 leads to the following identity :
̟N = 2Q+N2. (18)
However, the Cauchy-Schwarz inequality yields N2 = |(u|1)|2 ≤ Q, so ̟N ≥ 3N2, which means
that ̟ ≥ 3N . A fortiori ̟+nm−2N ≥ ̟−2N > 0, and the proof of the lemma is complete.
We are now able to prove our claim :
Lemma 3.4. Necessarily, Σ is a singleton {σ}, and dimFu(σ) = N .
14
Proof. We are going to sum identity (17) overm. This gives, using (6) and the fact that um ⊥ um′
for m 6= m′,
(̟ − 2N) · (u|1) +
|Σ|∑
m=1
nm(um|1) = 2‖u‖2.
As we know from (18) that 2Q = ̟N −N2 = (̟ −N) · (u|1), we get
|Σ|∑
m=1
nm(um|1) = N · (u|1) = N
|Σ|∑
m=1
(um|1),
or equivalently
|Σ|∑
m=1
(N − nm) · (um|1) = 0. (19)
But
∑
m nm ≤ rkK2u = N , so nm ≤ N . Together with the preceding lemma, this shows that
the sum in (19) only involves nonnegative terms. Each of them must then be zero, i.e. we must
have nm = N for all 1 ≤ m ≤ |Σ|. Hence N ≥
∑
m nm = N |Σ|, so finally |Σ| = 1.
Determination of u. Because of (6), Lemma 3.4 implies that u is an eigenvector of K2u, i.e.
K2u(u) = σ
2u for some σ > 0. Hence H2u(u) = (σ
2 +Q)u, so u is also an eigenvector of H2u. Now,
coming back to Proposition 3.1, this means that uσ = u, and dimF = N , hence
(Au −D)u = ̟ +N
2
u.
However, (Au −D)u = Π(|u|2) + u2 −Du = ̟u−Π(|u|2), by equation (9). Therefore,
Hu(u) = ̟u− (Au −D)u = ̟ −N
2
u.
On the other hand, by Corollary 3.2, we also have, for some ζ 6= 0,
Ku(u) = ζz
N−1u.
Combining the two informations, we can write ζzN−1u = Ku(u) = S∗Hu(u) = ̟−N2 S
∗u.
Applying S again, we get the existence of some α 6= 0 such that SS∗u = αzNu. Besides,
SS∗u = u− (u|1) = u−N . This finishes to prove that
u(z) =
N
1− αzN .
In other words, going back to formula (13), this shows that P in (15) has to be the set of the
Nth roots of some complex number α such that |α| < 1.
Remark 5. In terms of the inverse spectral transform of [9, Section 5], we have proved that Hu
has one dominant singular value of multiplicity 1, and that Ku has one dominant singular value
σ of multiplicity N . Corollary 3.2 says that the angle associated to σ is eiψzN−1 for some ψ ∈ T.
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The reverse statement. Now that we have found what form a traveling wave should have a
priori, we need to show that functions of this form are traveling waves for (1) indeed. From a
straightforward computation based on (15), we can easily find the traveling waves of V(2) and
V(3) : the function u(z) = 11−pz , for |p| < 1, satisfies
̟u+Du = 2Π(|u|2) + u2, with ̟ ∈ R,
and no other function of V(2) does. Besides, ̟ = 3−|p|2
1−|p|2 because of (15). Then, if λ ∈ C, set
v := λu. We have
J(v) = |λ|2λJ(u) = |λ|
2λ
(1− |p|2)2 ,
which leads to
2J(v)Π(|v|2) + J(v)v2 = |λ|
4λ
(1− |p|2)2 (2Π(|u|
2) + u2) =
|λ|4(3− |p|2)
(1− |p|2)3 v +
|λ|4
(1− |p|2)2Dv.
Thus v gives rise to a traveling wave solution of (1) with
ω = |λ|4 3− |p|
2
(1− |p|2)3 , c = |λ|
4 1
(1− |p|2)2 .
Similarly, in V(3), the only solution of ̟u+Du = 2Π(|u|2) + u2 has the form u = β + 11−pz ,
and by (12) and (15), we must have ̟ − 4β =
3− |p|2
1− |p|2 ,
̟ − 3β = 2,
or equivalently β = −1+|p|2
1−|p|2 and ̟ = −
1+5|p|2
1−|p|2 . Then v := λu for λ ∈ C is such that
J(v) = |λ|2λJ(u) = −|λ|
2λ · |p|4(3 + 5|p|2)
(1− |p|2)3 ,
as show the formulae of Appendix B for instance. As above, we finally get that v is the initial
state of a traveling wave with
ω = |λ|4 |p|
4(3 + 5|p|2)(1 + 5|p|2)
(1− |p|2)4 , c = −|λ|
4 |p|4(3 + 5|p|2)
(1− |p|2)3 .
The general case of V(2N) and V(2N +1) relies on an invariance argument discovered in [16]
in the case of the cubic Szegő equation, and which also applies here.
Definition. An inner function is a function f ∈ L2+ such that for almost every x ∈ T,
|f(eix)| = 1.
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Among such functions, some are rational functions : they are called Blaschke products, and are
of the form
z 7→
L∏
ℓ=1
z − pℓ
1− pℓz , pℓ ∈ D, ∀1 ≤ ℓ ≤ L.
The invariance result is the following :
Proposition 3.5 (Invariance by composition with an inner function). Let f ∈ L2+ be an inner
function, and t 7→ u(t, z) a solution of (1) starting from u(0, z) = u0(z) ∈ BMO+(T). Then
t 7→ u(t, zf(z))
is the solution of (1) in BMO+ starting from initial data u0(zf(z)).
Let us first show how this proposition allows us to conclude. Assume v(t, z) is a traveling
wave with v(0, z) = v0(z). Equation (3) is equivalent to
v̂(t)(k) = v̂0(k)e
−i(ω+c·k)t, ∀k ∈ Z,
where ·̂ is the Fourier transform. Now, if N ≥ 1 and f(z) = zN−1, the invariance proposition
states that v(t, zN ) is the solution starting from v0(zN ). Writing w(t, z) := v(t, zN ), we get
ŵ(t)(k) = v̂0(k)e
−i(ω+ c
N
·k)t, ∀k ∈ Z s.t. N |k.
Thus, the set of traveling waves for equation (1) is stable by composition with zN . Moreover, the
pulsation does not change and the velocity is divided by N . This ends the proof of Theorem 1.
To prove Proposition 3.5, we introduce an operator on L2(T). If f is an inner function, we
set
Tf :
{
L2(T) −→ L2(T)∑+∞
k=−∞ uke
ikx 7−→ ∑+∞k=−∞ uk[eixf(eix)]k.
The operator Tf satisfies some useful algebraic properties that we sum up in the next lemma.
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Lemma 3.6. (i) Tf is an isometry of L2(T).
(ii) Tf ◦ Π = Π ◦ Tf .
(iii) Tf induces a ∗-endomorphism of the C∗-algebra L∞(T).
Proof. For k ∈ Z, let us introduce efk(x) = eikxf(eix)k for x ∈ T. To see that Tf is an isometry,
it suffices to notice that {efk}k∈Z is a orthonormal family of L2. If p ≥ q, we have
(efp |efq ) =
1
2π
∫ π
−π
efp(x)e
f
q (x)dx =
1
2π
∫ π
−π
ei(p−q)xf(eix)p−qdx = δpq,
for f has nonnegative frequencies only. Hence, for any u =
∑+∞
k=−∞ uke
ikx ∈ L2(T), ‖Tfu‖2L2 =∑+∞
k=−∞ |uk|2 = ‖u‖2L2 . As Tf is linear, this proves (i).
Property (ii) comes from the fact that Π(efk) = e
f
k if k ≥ 0, and 0 otherwise.
Finally, if v ∈ L∞, then v can be identified to a function v˜ such that v = v˜ almost everywhere
and |v˜(x)| ≤ ‖v‖L∞ for all x ∈ T. Now, if x ∈ T, Tfv(eix) = Tf v˜(eix) = v˜(eiy), where y ∈ T
is such that eiy = eixf(eix). This proves that |Tf v˜(eix)| ≤ ‖v‖L∞ , so the restiction of Tf to L∞
gives rise to a continuous endomorphism of L∞.
As we obviously have Tf1 = 1, it remains to show that Tf (uv) = (Tfu)(Tfv) and Tf u¯ =
Tfu whenever u, v ∈ L∞. But this is immediate once we have interpreted Tf as a composition
operator.
Remark 6. The converse of Lemma 3.6 is true : any operator G : L2(T) → L2(T) that satisfies
properties (i)–(iii) is of the form Tf , where f ∈ L2+ is an inner function. It suffices to set
f(eix) := e−ixG(eix) for x ∈ T.
Proof of Proposition 3.5. Firstly, we note that since u0 = Π(b) for some b ∈ L∞(T), then Tfu0 =
TfΠ(b) = Π(Tfb) ∈ BMO+. Indeed, Tfb ∈ L∞ by the previous lemma.
If u is the solution starting from u0, then we get
i∂t(Tfu) = Tf (i∂tu)
= 2J(u)TfΠ(|u|2) + J(u)Tf (u2)
= 2J(u)Π(|Tfu|2) + J(u)(Tfu)2.
Furthermore, J(u) = (u2|u) = (Tf (u2)|Tfu) = J(Tfu), because of property (i) of Lemma 3.6. So
Tfu solves equation (1) in BMO+, and Tf (u)(t = 0) = Tfu0.
Remark 7. The mapping Tf also preserves the class of the standing waves in BMO+, for if Reu
only takes two different values on T, then so does Re(Tfu).
18
4 Stability and instability of the traveling waves
Hereafter we consider the problem of the stability of the solutions that Theorem 1 classifies.
4.1 The ground state
We begin with the “ground state”, and show its stability via the functional inequality (4) as
in [4, 6].
Proof of Proposition 1.1. Let u ∈ H1/2+ , and write u(z) =
∑
k≥0 ukz
k. Then by Parserval’s theo-
rem and twice the Cauchy-Schwarz inequality,
E(u) =
1
2
|J(u)|2 = 1
2
∣∣∣∣∣∣
∑
k,ℓ≥0
ukuℓuk+ℓ
∣∣∣∣∣∣
2
≤ 1
2
∑
k≥0
|uk|2
∑
k≥0
∣∣∣∣∣∣
∑
ℓ≥0
uℓuk+ℓ
∣∣∣∣∣∣
2
≤ 1
2
Q(u) ·
∑
ℓ≥0
|uℓ|2
∑
k,ℓ≥0
|uk+ℓ|2

=
1
2
Q(u)2
∑
m≥0
(1 +m)|um|2
 = 1
2
Q(u)2(Q(u) +M(u)).
If in addition 2E = Q2(Q +M), then the case of equality in Cauchy-Schwarz allows us to say
that necessarily, ∀k ≥ 0, there exists γk ∈ C such that
uℓ = γkuℓ+k, ∀ℓ ≥ 0.
In particular, uℓ = γ1uℓ+1, so {uℓ} must be a geometric sequence. There exists λ, p ∈ C such
that
uℓ = λp
ℓ, ∀ℓ ≥ 0.
As
∑
ℓ |uℓ|2 <∞, we further have |p| < 1. Hence u(z) = λ1−pz . Conversely, if {uℓ} is a geometric
sequence, both inequalities in the previous computation become equalities.
Now it is standard to prove the H1/2-stability of the traveling waves z 7→ λ1−pz (which are
even stationary waves in the case when p = 0).
Proof of Corollary 1.2. Let λ, p ∈ C with |p| < 1, and v0(z) = λ1−pz . Simple computations show
that
Q(v0) =
|λ|2
1− |p|2 , M(v0) =
|λ|2|p|2
(1− |p|2)2 , E(v0) =
1
2
|λ|6
(1− |p|2)4 .
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Then by Proposition 1.1, it appears that
{e−iθv0(ze−iα) | (θ, α) ∈ T2} = {u ∈ H1/2+ | Q(u) = Q(v0), M(u) = M(v0), E(u) = E(v0)}.
In the sequel, we denote by T this two- (or maybe one-) dimensional torus, and we show that it
is stable in the energy space.
Suppose that it is not. Then there exists a sequence {un0} of initial data in H1/2+ such that
d(un0 ,T )→ 0 (where the distance is taken in H1/2+ ), and a sequence of times {tn} such that the
solution un(t) of (1) starting from un0 at time t = 0 satisfies
d(un(tn),T ) ≥ ε0 > 0, (20)
for some ε0 > 0.
Because of the conservation laws, we know that {un(tn)} is bounded inH1/2+ . Up to extracting
a subsequence, there is an element f of the energy space such that un(tn) ⇀ f . By Rellich’s
theorem, we know that un(tn)→ f strongly in any Lp, p <∞, so
Q(v0) = lim
n→∞Q(u
n
0 ) = limn→∞Q(u
n(tn)) = Q(f),
E(v0) = lim
n→∞E(u
n
0 ) = limn→∞E(u
n(tn)) = E(f).
By the weak convergence, we also have M(f) ≤ lim infn→∞M(un(tn)) = lim infn→∞M(un0 ) =
M(v0). Hence
E(f) ≤ 1
2
Q(f)2(Q(f) +M(f)) ≤ 1
2
Q(v0)
2(Q(v0) +M(v0)) = E(v0) = E(f),
so all the inequalities are in fact equalities. Thus M(f) =M(v0), so un(tn)→ f strongly in H1/2
and f ∈ T . This is a contradiction with (20).
4.2 The second branch
Now it remains to consider the case of the second branch of the traveling waves in Theorem
1. We first focus on the simplest one, of degree 1 in z, namely
z 7→ −λ1 + |p|
2
1− |p|2 +
λ
1− pz = −λ
2|p|2
1− |p|2 +
λpz
1− pz ,
where λ, p ∈ C \ {0}, and |p| < 1. Observe that thanks to time rescaling, and to the invariance
of equation (1) under phase rotation and phase translation, it is enough to study the stability of
the following traveling waves :
vr : z ∈ D 7−→ − 2r
1− r +
z
√
r
1− z√r , r ∈ (0, 1).
Lemma 4.1. Let 0 < r < 1 be fixed. Then vr is not H
1/2
+ -orbitally stable.
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Before starting the proof of this lemma, let us recall how equation (1) looks like on V(3). The
exact formulae can be found in Appendix B. Let u be a solution of (1) of the form
u(z) = b+
cz
1− pz , ∀z ∈ D,
with b, c, p ∈ C, c 6= 0, c − bp 6= 0, |p| < 1. Then Q, M and J can be computed explicitely in
terms of b, c, p :
Q = |b|2 + |c|
2
1− |p|2 ,
M =
|c|2
(1− |p|2)2 ,
J = |b|2b+ 2b|c|
2
1− |p|2 +
|c|2cp¯
(1− |p|2)2 .
Since |c| = √M · (1− |p|2) and |b|2 = Q− |c|√M , we can rewrite J in a simpler way as
J = (Q+ |c|
√
M )b+Mcp¯.
Introduce the doubled energy E := 2E = |J |2. From the expression of J , we find
E = (Q+ |c|
√
M )2(Q− |c|
√
M) +M |c|2(M − |c|
√
M ) + 2M(Q+ |c|
√
M )Re(bc¯p).
Writing for simplicity x := |c|√M , and defining ψ by ψ = arg(bc¯p) whenever bp 6= 0, and ψ = 0
when b = 0 or p = 0, we get
E = (Q+ x)2(Q− x) + x2(M − x) + 2x(Q+ x)
√
(Q− x)(M − x) · cosψ. (21)
As far as the evolution of x is concerned, recall that
i
dc
dt
= 2bcJ¯ + 2b¯cJ +
2Jp|c|2
1− |p|2
=
[
4Re(b¯J) + 2M
|p|2|c|2
1− |p|2
]
c+ 2|c|2(Q+ |c|
√
M)
bp
1− |p|2 ,
hence
d|c|
dt
=
1
|c| Re
(
c¯
dc
dt
)
= 2|c|(Q + |c|
√
M)
Im(bc¯p)
1− |p|2 ,
or equivalently,
dx
dt
= 2x(Q+ x)
√
(Q− x)(M − x) · sinψ.
Using (21), and writing (sinψ)2 = 1− (cosψ)2, we can finally express the evolution of x in terms
of conservation laws only :(
dx
dt
)2
= 4x2(Q+ x)2(Q− x)(M − x)− [(Q+ x)2(Q− x) + x2(M − x)− E]2 . (22)
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Proof of Lemma 4.1. Thanks to the above formulae, we can easily compute
Qr := Q(vr) =
r
(1− r)2 (3r + 1), Mr := M(vr) =
r
(1− r)2 ,
Jr := J(vr) = − r
2
(1− r)3 (5r + 3), Er = |Jr|
2 =
r4
(1− r)6 (5r + 3)
2.
Besides, since vr gives rise to traveling wave solution, |c| (hence x) will be constant, so ∀t ∈ R,
x(t) = xr :=
√
r
√
M = r1−r . For the same reason, ψ(t) = ψr := π. Equation (22) then gives
0 = 4x2r(Qr + xr)
2(Qr − xr)(Mr − xr)−
[
(Qr + xr)
2(Qr − xr) + x2r(Mr − xr)− Er
]2
. (23)
Now we are going to perturb equation (22) around xr and Er without changing Qr nor Mr.
Let γ > 0 be a small enough parameter (in a sense that we will further make clear), and set
uγ0(z) = −eiγ
2r
1− r +
z
√
r
1− z√r , ∀z ∈ D.
We have ‖uγ0 − vr‖H1/2 = 2r1−r |1− eiγ | = Or(γ), where the notation Or means that the constant
in the O only depends on r. In addition, Q(uγ0) = Qr, M(uγ0) = Mr. Computing E(uγ0) thanks
to (21), we see that only the angle ψ is modified at time 0, and changes from π to π + γ. If γ
is sufficiently small, we have cos(π + γ) > −1, and thus we can write E(uγ0) = Er + δE , where
δE > 0 and δE = Or(γ).
Denote by u (with an implicit dependence on γ) the solution of (1) starting from uγ0 . Write
x = |c|√M as above, and decompose x = xr+y, where y is initially zero, and is meant to remain
small. Equation (22) yields(
dy
dt
)2
= 4(xr + y)
2(Qr + xr + y)
2(Qr − xr − y)(Mr − xr − y)
− [(Qr + xr + y)2(Qr − xr − y) + (xr + y)2(Mr − xr − y)− Er − δE]2 .
We must develop this expression. The leading order term vanishes because of (23). Handling the
δE-terms with care, we can write(
dy
dt
)2
= δE · [−2Er + 2(Qr + xr)2(Qr − xr) + 2x2r(Mr − xr) +Or(y)− δE]
+ y ·
[
d
dy
F (y)|y=0
]
+Or(y2),
where
F (y) = 4(xr+y)
2(Qr + xr + y)
2(Qr − xr − y)(Mr − xr − y)
+ 2Er ·
[
(Qr + xr + y)
2(Qr − xr − y) + (xr + y)2(Mr − xr − y)
]
− [(Qr + xr + y)2(Qr − xr − y) + (xr + y)2(Mr − xr − y)]2 .
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Here, the important point is that all the O do not depend on γ nor on δE . After a tedious
calculation, we get(
dy
dt
)2
= δE ·
[
16r4(1 + r)
(1− r)5 +Or(y)− δE
]
+
[
−64r
7(1 + r)2
(1− r)9 +Or(y)
]
· y. (24)
Now, assume that vr is H1/2-orbitally stable. Take ε > 0 to be adjusted, and the correspon-
ding η > 0. Choose γ∗ > 0 small so that ∀γ ∈ (0, γ∗), we have ‖uγ0 − vr‖H1/2 ≤ η, and consider
u the corresponding solution. With the above notations for u, observe that for any (θ, α) ∈ T2,
and t ∈ R,
‖u(t, z) − e−iθvr(ze−iα)‖H1/2 ≥
∣∣∣(u(t, z) − e−iθvr(ze−iα)∣∣∣z)∣∣∣
= |c(t)− e−i(θ+α)√r|
≥ ∣∣|c(t)| − √r∣∣ = 1√
Mr
|y(t)|
so ∀t ∈ R,
|y(t)| ≤
√
Mr · inf
(θ,α)∈T2
‖u(t)− e−iθvr(ze−iα)‖H1/2 ≤
√
Mr · ε
because of the stability. Going back to (24), taking ε small enough (in a way that only depends
on r), and shrinking γ∗ if needed to lessen δE , we get
16r4(1 + r)
(1− r)5 +Or(y)− δE ≥ ar,
−64r
7(1 + r)2
(1− r)9 +Or(y) ≤ −br,
for all times t ∈ R, where ar, br > 0 are some constants only depending on r.
At time t = 0, we have y = 0, so(
dy
dt
|t=0
)2
≥ arδE > 0.
We suppose that dy/dt < 0 at time t = 0 (it suffices to argue on negative times if the converse
is true). Then y < 0 in some maximal time interval (0, T ). Thus (24) yields(
dy
dt
)2
≥ arδE + br|y| ≥ arδE on (0, T ),
and since y is C∞, we have
dy
dt
< −
√
arδE on (0, T ).
This yields T = +∞ and ∀t ∈ R+, y(t) ≤ −t
√
arδE , which cannot happen. This ends the proof
of the instability of vr.
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Let us now prove the instability of the traveling waves of higher degree.
Proof of Proposition 1.3. In Lemma 4.1, we have proved the existence of some ε0 > 0, and
constructed initial data uγ0 arbitrary close to vr in H
1/2
+ , such that the corresponding solution
u satisfies ‖u(T, z) − e−iθvr(ze−iα)‖H1/2 ≥ ε0 > 0 for some T ∈ R, and all (θ, α) ∈ T2. If now
N ≥ 2, Proposition 3.5 precisely states that the solution of (1) starting from uγ0(zN ) is u(t, zN ).
On the one hand, we have
‖uγ0(zN )− vr(zN )‖H1/2 = ‖uγ0(z)− vr(z)‖H1/2 ≪ 1,
since uγ0 only differs from vr by its constant term. On the other hand, for all (θ, α) ∈ T2,
‖u(T, zN )− e−iθvr
(
(ze−iα)N
) ‖H1/2 ≥ ‖u(T, z) − e−iθvr(ze−iNα)‖H1/2 ≥ ε0,
where we used the elementary fact that for any w ∈ H1/2+ ,
‖w(zN )‖2H1/2 =
∑
k≥0
(1 + kN)|wˆ(k)|2 ≥
∑
k≥0
(1 + k)|wˆ(k)|2 = ‖w‖2H1/2 .
This concludes our proof.
Appendices
A About equilibrium points
The purpose of this section is to discuss the case of the steady solutions of (1). Notice first
that if for some u ∈ H1/2+ , 2JΠ(|u|2) + J¯u2 = 0, then taking the scalar product with u, we
find 3|J |2 = 0, hence E = 0. Hence all steady solutions are issued from null-energy functions.
Describing the set of steady solutions, say, in H1/2+ amounts to giving a characterization of the
set {J = 0}.
As an illustration of how tough this may be, we are now going to give an explicit description
of the subset of the steady solutions that are also in V(3) thanks to the inverse transform of
Gérard and Grellier [9].
Proposition A.1. The subset of V(3) consisting in steady solutions of (1), called V0(3), is a
submanifold of real codimension 2 given by
V0(3) =
λeia
−2√33 sin θ + (1+2 cos 2θ)
2
3
√
9+2 cos 2θ−2 cos 4θze
ib
1− 4(2+cos 2θ) sin θ√
3
√
9+2 cos 2θ−2 cos 4θ ze
ib
 ∣∣∣∣∣∣ λ ∈ R, a, b ∈ T, θ ∈ [0, π3 )
 .
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Proof. Let us fix u a function of V(3) such that J(u) = 0. We suppose that u is not identically
zero, and rescale it so that Q(u) = 1. Denote by σ2 the unique non-zero eigenvalue of K2u. We
have σ2 = TrK2u = M . Moreover, it is an elementary fact (see [7]) that eigenvalues of H
2
u and
K2u are interlaced. As rkH
2
u = 2, we denote by ρ
2
1, ρ
2
2 its eigenvalues, in such a way that
ρ21 ≥ σ2 ≥ ρ22 ≥ 0. (25)
In addition, we have ρ21 + ρ
2
2 = TrH
2
u = Q+M , hence
ρ21 − σ2 + ρ22 = Q = 1. (26)
The case when ρ1 = ρ2 can be treated first, because it corresponds to a Blaschke product of
degree 1. In that case, u should be of the form
u(z) = eia
z − p¯
1− pz , ∀z ∈ D,
for some p ∈ D and a ∈ T. However, for such a function, J(u) = ∫
T
|u|2u = (u|1) = −eiap¯.
Therefore, p = 0 and u(z) = eiaz. From now on, we assume that ρ1 > ρ2 in (25).
Let us now briefly recall some notations. We denote by Eu(ρj) the eigenspace ofH2u associated
to the eigenvalue ρ2j , j ∈ {1, 2}, and we define uj to be the orthogonal projection of u onto Eu(ρj).
Since u = Hu(1) ∈ RanHu = RanH2u, we have u = u1+u2 with u1 ⊥ u2. We can also characterize
the action of Hu on uj, noting that dimEu(ρ2j ) = 1 : there exists ϕ1, ϕ2 ∈ T such that{
Hu(u1) = ρ1e
iϕ1u1,
Hu(u2) = ρ2e
iϕ2u2.
Last of all, it is possible to compute the L2 norm of the uj ’s in terms of ρ21, σ
2, ρ22 (see e.g. [16]) :
‖u1‖2 = ρ21
ρ21 − σ2
ρ21 − ρ22
, ‖u2‖2 = ρ22
σ2 − ρ22
ρ21 − ρ22
.
Using the decomposition u = u1 + u2, we get
0 = J(u) = (u|Hu(u)) = ρ1e−iϕ1‖u1‖2 + ρ2e−iϕ2‖u2‖2.
Up to a rotation of u, we can assume that ϕ1 = 0. As ‖u2‖2 6= 0, eiϕ2 must then be real, so
necessarily, ϕ2 = π. Now using the expression of ‖u1‖2, ‖u2‖2, and multiplying by ρ21 − ρ22, we
get
ρ31(ρ
2
1 − σ2)− ρ32(σ2 − ρ22) = 0.
By (26), ρ21 − σ2 = 1− ρ22 and σ2 − ρ22 = ρ21 − 1. Hence ρ31 + ρ32 = ρ21ρ22(ρ1 + ρ2), or rather
ρ21 − ρ1ρ2 + ρ22 = ρ21ρ22.
This equation means that x := 1ρ1 and y :=
1
ρ2
belong to the ellipse of equation x2−xy+ y2 = 1.
A standard reduction procedure indicates that all the points of this ellipse can be written as
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(x, y) = 2√
3
(cos(θ + π6 ), cos(θ − π6 )), for some θ ∈ R. However, we must have y > x and x, y > 0,
which imposes θ ∈ (0, π3 ).
The matrix involved in the inverse spectral formula reads
C (z) :=

ρ1 − σeiψz
ρ21 − σ2
1
ρ1
ρ2 + σe
iψz
σ2 − ρ22
− 1
ρ2
 , z ∈ D.
A translation in z enables to reduce ourselves to the case when the angle associated to σ2/2,
called ψ, is zero. Then we can reconstruct
u(z) =
〈
C (z)−1
(
1
1
)
,
(
1
1
)〉
C2
= 1−ρ1ρ2ρ1−ρ2 −
z
σ(ρ1−ρ2)2
1−ρ1ρ2 + (1 + ρ1ρ2)(ρ1 − ρ2)z
,
and σ =
√
ρ21 + ρ
2
2 − 1, which leads to the claim, by means of a few trigonometric identities.
Example. The function
u(z) = −
√
3
3
+
4
3
√
11
z
1− 5√
33
z
corresponds to an equilibrium point of (1).
B Formulae for solutions in V(3)
We summarize below some useful formulae from [14, Section 4] for solutions of (1) of the
form
u(z) = b+
cz
1− pz , ∀z ∈ D,
where b, c, p ∈ C, and |p| < 1.
We have
Q = |b|2 + |c|
2
1− |p|2 ,
M =
|c|2
(1− |p|2)2 ,
J = |b|2b+ 2b|c|
2
1− |p|2 +
|c|2cp¯
(1− |p|2)2 .
As far as the evolution of u is concerned, (1) translates into
ip˙ = cJ¯ ,
ic˙ = 2bcJ¯ + 2b¯cJ +
2Jp|c|2
1− |p|2 ,
ib˙ = b2J¯ + 2|b|2J + 2J |c|
2
1− |p|2 .
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