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Let k be a commutative ring with 1, R an associative k-algebra without 1, and n 
a positive integer. It is shown that the following conditions are equivalent: (a)R 
can be embedded as a k-algebra in the ring of strictly upper triangular n X n 
matrices over an associative k-algebra A. (b) R has such an embedding with A 
further assumed commutative. (c)R can be embedded as a k-algebra in a graded 
associative k-algebra C whose only nonzero components are C, ,..., C,_ I. The proof 
that the other conditions imply (b) is essentially a demonstration that a certain kind 
of k-linear category always has a faithful functor into a commutative k-algebra. 
Subsequent papers in this series determine sufficient conditions for (a)-(c) above to 
hold, in terms of nilpotence of R. under various hypotheses 
1. FORMULATION OF THE PROBLEM 
Throughout this note, k will be a commutative associative ring with 1. 
However, k-algebras will not be assumed to have 1. 
If A is a k-algebra and n a positive integer, T,(A) will denote the k-algebra 
of strictly upper triangular n x n matrices over A, i.e., matrices a such that 
aij#O*i<j. 
Our main result is 
THEOREM 1. Let R be an associative algebra (without 1) over the 
commutative ring k, and n a positive integer. Then the following conditions 
(where “embeddable” means as a k-algebra) are equivalent: 
(a) R is embeddable in T,,(A) for some associative k-algebra A. 
(b) R is embeddable in T,,(B) for some commutative associative k- 
algebra B. 
(c) R is embeddable in a Z-graded associative k-algebra C, such that 
all homogeneous components of C except C, ,..., C, _, are zero. 
This work was inspired by Lance Small’s remark, “You know-1 don’t 
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know of any nilpotent ring that isn’t embeddable in matrices over a 
commutative ring.” Subsequent papers [2, 31 will relate the above conditions 
to nilpotence, vindicating Small’s observation-and refuting his guess 
[ 1, p. 3811 that not every nilpotent algebra would be so embeddable. (As a 
mnemonic convenience, the bibliographies of the four parts of this series are 
numbered so that items [2], [3], and [4] of the bibliography of this part are 
parts 2, 3 and 4 of the series; items [ 11, [3], and [4] of the bibliography of 
part 2 are parts 1, 3, and 4 of the series, etc.) The main results of the first 
three papers of this series were announced in [9]. For references to some 
related work of A. Z. Anan’in and I. V. L’vov, see (2.4) below, and 
[2, (5.5)1. 
We begin the proof with the easy implications (b) =P (a) o (c). (b) + (a) 
is trivial. To see (a) s (c), we grade T,,(A), taking for its ith homogeneous 
component the set of all elements with support in the ith diagonal above the 
main diagonal. To see (C)=X (a), embed C in T,(C) by taking c, + ... + 
c “-1 E C (ci E Ci) to the matrix with ci repeated all down the ith diagonal 
above the main diagonal (i = l,..., n - 1). 
To help us prove the unexpected implication, (a) * (b), let us introduce a 
fourth condition: 
(d) R is embeddable in a “generalized” upper triangular matrix 
algebra: 
0 D(1,2) ... D(l,n) 
T,(D) = p p 
i 
... D(2, n) 
(j 0 . . . : i 
7 
(j 
where D is a system of k-modules D(i, j) (i < j) given with k-bilinear 
multiplication maps D(h, i) X D(i, j)+ D(h,j) (h < i < j), associative on all 
3-fold product-sets D( g, h) X D(h, i) X D(i, j) (g < h < i < j), and where 
multiplication in the constructed k-algebra T,(D) is defined formally like 
ordinary matrix multiplication, but using the multiplication operations on 
these D(i, j). 
It is easy to see that the implication (a) * (c) “factors through” (d). 
Hence (a), (c) and (d) are all equivalent. The proof will be completed by 
showing that a system of modules D(i, j) as above can always be embedded 
in a common commutative k-algebra B, so as to respect multiplication; this 
yields the needed implication (d) =r (b). In this form the result seems more 
plausible: the product of elements from two D(i, j)‘s is prescribed in at most 
one order, so there is no evident obstruction to making the product in the 
opposite order the same. 
We remark that the advantage of formulation (d) over (a) or (c) for the 
purpose of proving (b) is really psychological and notational. Since the 
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modules D(i,j) are thought of as distinct, they can all have distinct images 
in B, and we can build up B starting with their direct sum. If we were 
working with (a) or (c), we would have to introduce a family of (;) copies of 
A, or n - i copies of each Ci. 
Condition (d) also suggests a category-theoretic formulation of our result, 
which we will give later as Theorem 2. 
2. MOTIVATION FOR THE CONSTRUCTION OF B FROM D 
Given a system D as in condition (d) above, there will of course exist a 
universal example of a commutative k-algebra B with a system of k-linear 
maps D(i, j) + B respecting multiplication. To prove (d) =+- (b) it would 
sufftce to prove that these maps are all embeddings. 
Unfortunately, the structure of this universal B is difftcult to study. 
Indeed, when II = 2, and we have only one module D(l, 2) and no 
multiplication-maps, the universal B is the symmetric algebra k[D(l, 2)] (we 
make B unital for familiarity’s sake only) which is easy to present, but 
difficult to describe well. For higher n the multiplication maps among the 
D(i, j) introduce much greater complications. 
But clearly when n = 2 we don’t need the full symmetric algebra. We 
could get our embedding using its truncation, k @ D(l, 2), taking 
D( 1,2)* = 0. For general n can we similarly cut the Gordian knot of the 
structure of the universal B by imposing relations making enough products 
D(i, j) D(i’, j’) zero? We cannot simply kill all products except those we 
want to specify, namely, the D(i, j) D(j, k). For instance, if x E D( 1,2), z E 
D(3,4), we cannot in general set xz = 0, because for y E D(2, 3) 
commutativity ields (xz) y = xyz, a predetermined element of D( 1,4) which 
may be nonzero. But products like this, of elements x E D(i, j) and z E 
D(i’, j’) such that (to use a convenient description) the real intervals [i, j) 
and [i’, j’) are disjoint, cause us no problems anyway. The difficulties in 
studying the structure of the universal B arise in dealing with products like 
xyy’ where x E D(l, 2) y E D(2, 3), y’ E D(2,4). So let us impose relations 
making all products D(i, j) D(i’, j’) zero if the real intervals [i, j) and [i’, j’) 
overlap; such products will not, in fact, be involved in expressions for 
elements of any of the modules D(i”,j”). We shall find that the resulting 
ring B consists, as a k-module, of the direct sum of all tensor products 
such that 
D(il,j,) 0 ... OW,,.i,) (2.1) 
i, < j, < .a- < i, < j,. (2.2) 
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(Here tensor products are over k. For r = 0, we understand (2.1) to mean the 
base ring, k.) The multiplication operation on a pair of such modules 
will be zero if any two of the intervals [i,,, jP) and [ii, j;) overlap. To 
describe it in the remaining case, we “interdigitate” these tensor-factors to 
get them into an ascending chain, D(i;,j;),..., D(ir+,, jF+,) with i[ < jr < 
i; < -.a < i;+, < j:‘,,, then apply the multiplication operations of D in those 
cases where ji = ii+, to get a map into a new product, D(if, jf) @ a-. @ 
D(i,*, j,*) whose factors have been “welded together” so that now if < 
jf < . . . < i: < j:. For example, the product of an element x @ y @ z E 
D(l, 2) @ D(4,5) @ D(6, 7) with w E D(2,4) will be (xwy) @ z E D(l, 5) @ 
D(697). 
That this multiplication is well-defined and associative will follow from 
the associativity of the given system D. Once it is well defined, it is clear that 
it is commutative, by the nature of the “interdigitation” process which 
forgets the original order of terms, and that the resulting ring B contains 
embedded images of the D(i, j) with the correct multiplication on pairs 
D(h, i) X D(i, j). 
Many readers may be satisfied that this informal description makes clear 
the existence of a ring with the required properties. For them, the proof of 
(d) => (b) and hence of Theorem 1 can be considered complete. But a 
thorough and detailed formalization of this description, and verification of 
the commutative and associative laws, would be very tedious. We shall 
instead give, in the next section, a construction of the same ring using the 
method of [6, Section 61 (the “Diamond Lemma” for presentations of rings 
by generating sub(bi)modul with which familiarity will be assumed. In 
Section 4 I sketch another approach, in which B is realized as a ring of 
commuting endomorphisms of a k-module. 
Note (2.4). The related paper [8] has come to my attention. There I. V. 
L’vov independently introduces the construction just sketched for essentially 
the same purpose, though not in as general a context. L’vov establishes the 
associativity of this ring by yet another route: He describes explicitly the 
natural surjective map from the tensor algebra on @ D(i, j) (in his notation, 
on V= @ Vij) to B (in his notation, C) and sketches a verification that this 
map is a homomorphism, whence associativity of the image algebra follows. 
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3. A NORMAL FORM PROOF 
In this section, we will present our k-algebra B as a homomorphic image 
of the (noncommutative) tensor algebra 
F = k(@ D(i, j)), 
by means of a reduction system in the sense of [6, Section 61. (The 
hypothesis there calls for a generating family of bimodules over a not 
necessarily commutative base ring k. However, modules over a commutative 
ring may be considered bimodules by using the same multiplication on each 
side-and a k-ring generated by such bimodules will clearly be a k-algebra.) 
Note that our tensor algebra F is the direct sum of all tensor product 
modules (2. I), whether or not satisfying (2.2). For each pair D(i, j), D(i’, j’) 
(i < j; i’ < j’) let us introduce at most one reduction acting on D(i, j) 0 
D(i’, j’) c F, namely, 
if i > i’, we introduce as a reduction the map D(i, j) 0 
D(i’, j’) -+ D(i’, j’) @ D(i, j) taking x @ y to y 0 x; (3.1) 
while, assuming in the remaining cases that i < i’, 
if j > i’ (so that the intervals [i, j) and [i’, j’) overlap) we 
introduce as a reduction the zero map, D(i, j) 0 D(i’, j’) -+ (O), (3.2) 
if j = i’, we introduce the map D(i, j) @ D(i’, j’) -+ D(i, j’) 
given by the multiplication of D, taking x @ y to xy, (3.3) 
ifj < i’, we introduce no reduction-map. (3.4) 
Note that any application of these reductions takes tensor product 
modules (2.1) not satisfying (2.2) either into shorter tensor products 
(possibly into the sum of the empty family of these, in case (3.2)), or into 
tensor products of the same length r, but for which the sequence (i, ,..., i,) has 
lower “misordering index,” defined as in [6, p. 186, bottom]. It follows 
(cf. ibid.) that our reduction system is compatible with an appropriate 
semigroup ordering of the free semigroup on our family of modules, defined 
in terms of these length and misordering index functions, and therefore 
always terminates. 
‘The tensor products (2.1) irreducible under this system are those that 
satisfy (2.2). Hence by [6, Theorem 6.1, p. 1961, if all ambiguities of the 
reduction system (3.1~(3.3) are resolvable the k-algebra B presented by this 
system will have as a k-module the structure of the direct sum of the latter 
family of tensor products. 
There are 9 types of ambiguously reducible products 
D(i, j) @ D(i’, j’) @ D(i”, j”), (3.5) 
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and for some of these the verification of resolvability further divides ‘into 
subcases! However, most of these verifications can be eliminated in a single 
stroke. Let us grade k(@ D(i, j)) by the additive group of Z-valued 
functions on the interval [ 1, n) generated by the characteristic functions 
~[i, i + 1) of the intervals [i, i + l), by taking each D(i, j) to be homogeneous 
of degree ,y[i, j). Note that our reductions (3.1~(3.3) are all homogeneous 
under this grading. Now all the irreducible summands (2.1~(2.2) can be 
seen to have degrees given by functions that are {0, 1 }-valued. Hence if a 
product (3.5) has a degree which is not (0, l)-valued, i.e., if two of its factors 
show “overlap,” then any final system of reductions applied to this product 
must take it to zero. So all ambiguities involving such products with overlap 
are trivially resolvable, and we need only consider (3.5) in the cases where 
[i, j), [i’, j’), and [i”, j”) are disjoint. Here the only possible reductions are 
(3.1) and (3.3), and there are four cases. 
First suppose (3.1) is applicable to both D(i, j) @ D(i’, j’) and D(i’, j’) @ 
D(i”, j”). Then the three intervals stand in reversed order. Given x 0 y @ z 
in (3.5), the two initial reductions are to y @ x 0 z and to x 0 z @ y; in 
either case, two more applications of (3.1) are then possible, bringing the 
elements to the common form z 0 y 0 x, and thus resolving the ambiguity. 
(Reductions using (3.3) may be possible at the final or intermediate stages, 
but we ignore these.) 
Second, suppose (3.1) is applicable to D(i, j) 0 D(i’, j’), and (3.3) to 
D(i’, j’) @ D(i”, j”). In this case, since the intervals [i’, j’) and [i”, j”) are 
contiguous, and [i, j) does not overlap either of them, but does satisfy i > i’, 
it must lie to the right of both of them. We find that for x @ y @ z in the 
original tensor product, either of the two available reductions can be 
followed by further reductions that bring it to the value yz @ x, resolving this 
ambiguity; the situation where (3.1) is applicable to the last pair and (3.3) to 
the first pair works the same way. 
Finally, if (3.3) is applicable to both the initial and final pairs of factors of 
(3.5), then either reduction can be followed by a second application of (3.3), 
giving terms (xy)z and x(yz) in D(i, j”). These are equal by the associativity 
assumption on D. 
Hence B has the asserted normal form. To see that B is commutative, 
consider two generators, x E D(i, j), y E D(i’, j’). If i # i’, then x and y 
commute by an application of (3.1). If i = i’, then (3.2) makes the products 
xy and yx zero, hence equal. 
From the normal form we see that each D(i, j) embeds in B, and from 
(3.3) that the multiplication of D is preserved in B. Hence T,(D) as defined 
in condition (d) embeds in T,(B). This yields the implication (d) * (b) and 
completes the proof of Theorem 1. 
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4. B AS AN ALGEBRA OF MODULE-ENDOMORPHISMS (SKETCH) 
It was noted in [6, Section 11.21 that one can sometimes prove a normal 
form result without high-powered machinery like that of that paper by 
constructing a representation of the desired object on some structure-and (a 
trick going back to van der Waerden) that one can often take, for that 
structure, the desired description of the normal form itself! We shall sketch 
briefly below how to do this in the present case, leaving details to the 
interested reader. 
Let M be the k-module direct sum of all the tensor product modules 
described by (2.1~(2.2). The idea is to map each D(i, j) into the k-algebra 
of endomorphisms of M, show that all these maps are one-to-one, and that 
their images commute in the endomorphism ring. The algebra B that they 
generate will then have the desired properties. 
Of course, the description that one gives of the action of D(i, j) on M is 
precisely that suggested by the discussion of Section 2. However, it is easier 
to state exactly in this case because there is only one factor D(i, j) to be 
“interdigitated” in (2.1). The description must still be divided into several 
cases: If [i, j) overlaps any [i,, j,), then D(i, j) is defined to act as the zero 
map on (2.1). If not, we need four separate statements, depending on whether 
the right and left end of [i, j) coincide with the left and/or right ends of any 
of the [i,, jP). The reader can supply the precise statement in each of these 
four cases. 
The verification that the actions of the various D(i, j)‘s commute involves 
still more cases. (A few of these can be disposed of using the “grading” trick 
of the preceding section.) Interestingly, the associativity of the multiplication 
of D comes into some of the commutativity verifications. Associativity need 
not be proved for B, since a ring of endomorphisms i always associative. 
The difficulty in giving this proof in detail is intermediate between the 
quite messy task of giving a full verification that the operations described in 
Section 2 make B an associative commutative ring and the relatively easy 
considerations of Section 3. 
5. SOME OBSERVATIONS 
It may be puzzling that one can get as good a result on representations by 
matrices over commutative associative k-algebras as for representations by 
matrices over arbitrary associative k-algebras. One way to resolve this 
“paradox” is to observe that we have not made the strongest possible 
statement in the general associative case-in Theorem 1, condition (a) can 
be strengthened to say that R can be represented by n x n upper triangular 
matrices which are constant along diagonals paralleling the main diagonal, 
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but condition (b) admits no such strengthening-certainly R cannot be so 
represented unless it is itself commutative. 
Note that the ring B constructed above has a great many zero-divisors. 
This may look like an artifact of the way we “cut the Gordian knot” 
(Section 2), but in fact, one cannot generally avoid zero-divisors, and even 
nilpotents in triangular matrix representations. 
To see this, let S be any associative unital k-algebra, and let us adjoin a 
central indeterminate t, impose the relation t3 = 0, and look at the nilpotent 
subalgebra 
R = St + St’. 
This clearly satisfies condition (c) with n = 3, Ci = St’ (i = 1, 2). Let us first 
consider representations of the form (a); i.e., let A be an associative k- 
algebra and consider homomorphisms h: R -+ T,(A). For x E S, we write 
so that GL, /I are k-module homomorphisms S + A. Now note that R ’ = St2 
(since S is unital), hence h will take St2 into (T,(A))‘, which consists of 
matrices with all but the corner entry zero. Hence we can also set 
. (5.2) 
Multiplying two equations of the form (5.1), we easily get 
4x1 P(Y) = Y@Y> (x, y E S). (5.3) 
Note that if h is to be one-to-one, then by (5.2) y must be one-to-one, 
hence taking y = 1 and x = 1, respectively, in (5.3), we see that GL and p must 
each be one-to-one: 
If h is one-to-one, each of a, p, y is also one-to-one. (5.4) 
But if S has zero-divisors xy = 0, then by (5.3) a(x)/?(y) = y(xy) = 0, 
hence 
If h is one-to-one and S has zero-divisors, then A has zero- 
divisors. (5.5) 
Let us record another immediate consequence of (5.3): 
a(v) P(z) = a(x) P(Yz) (x, Y, z E S). (5.6) 
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Now suppose the associative algebra A is also commutative, and let US 
rename it B in conformity with the notation of Theorem 1. We claim that B 
can be forced to have nilpotents, even if S does not have zero-divisors. 
Specifically, 
Let Z denote the commutator ideal of S. Then y(Z) y(S) = {O) 
in B; in particular, y(Z)* = (0). Hence if S is noncommutative 
and h is one-to-one, B has nilpotent elements. (5.7) 
Indeed, using (5.6) and the commutativity of B we see that for U, v, w, x E S, 
a@vwx>P(l)P(l) = 4uv)P(l>P(wx> 
= a(U) NV> P(wx) 
= aw> P(v) P(x) 
= a(uwvx) /3( 1) p( 1). 
so 
a(u[v, wlx)P(l)P(l) = 0, 
WP(l)P(l) = 101. 
Multiplying by a(S), and combining a(S)P(l) as y(S) and a(Z)P( 1) as y(Z), 
we get the asserted equation y(Z) y(S) = (O}. 
We remark that it is not the presence of zero-divisors or noncom- 
mutativity in R that forces the zero-divisors and nilpotents of (5.5), (5.7). 
For if we start with a commutative integral domain B, and take R = T,(B), 
then this R can certainly be embedded in T, of an integral domain, though it 
is noncommutative and has zero-divisors. It is the more subtle effects that 
noncommutativity or zero-divisors in S have on the relations holding in R = 
St + St* that are at work. (For some related considerations cf. [7, 
Lemma 15.11, noting that a “bilinear system” in the sense of [7] is 
equivalent o a system D with n = 3.) 
6. ~-LINEAR CATEGORIES 
Recall that for k a commutative ring with 1, a k-linear category means a 
category C in which each horn-set C(X, Y) is given a structure of k-module, 
such that the composition maps C(X, Y) x C(Y, Z) + C(X, Z) are k-bilinear. 
In particular, each C(X, X) will be a unital associative k-algebra. We see that 
from a system D of modules D(i, j) (i < j) and multiplication-maps as in (d) 
above, we can get a k-linear category D with object-set {l,..., n}, by adding 
the definitions D(i, i) = k, D(j, i) = (0) (i < j), and conversely, this category 
GRADED EMBEDDINGS, 1: TRIANGULAR 23 
D determines the original system of modules and bilinear maps. In this spirit, 
the proof of Theorem 1 can be applied to k-linear categories to show 
THEOREM 2. Let k be a commutative ring and D a small k-linear 
category, with a partial ordering on Oh(D) such that D(X, Y) # {0} =S X & Y, 
and such that all the k-algebras D(X, X) are isomorphic to k. Then there 
exists a faithful k-linear jiunctor from D into a commutative associative k- 
algebra B, regarded as a l-object k-linear category. 
Proof: Let us strengthen the partial ordering on Oh(D) to a total 
ordering in an arbitrary manner; our hypothesis will clearly be preserved. 
Let B be the k-algebra generated over k by an image of @,,, D(X, Y), with 
relations given by a reduction system of the form (3.1~(3.3). Then the 
normal form argument of Section 3 goes over exactly. (Where, to simplify 
some arguments, we graded by a group of characteristic functions on the real 
interval [ 1, n), we can just as well use functions on the ordered set Oh(D); I 
referred to real intervals only for visual vividness.) The functor D + B is 
given by taking each D(X, Y) (X < Y) to the corresponding submodule 
entering into the construction of B, each D(Y, X) to zero, and each 
D(X,X)zk to kcB. 1 
One may ask, in general, which small k-linear categories E can be mapped 
faithfully into commutative k-algebras. Some easily verified necessary 
conditions are: 
For ai & D(X, Y), 6, E D(Y, X) (i = l,..., n), a E k, 2 a,b, = 
al.*Cbiai=al,; (6-l) 
For ai E D(X, Y), b E D(Y, Y), ci E D(Y, Z), C aici = 0 3 
C ai bci = 0; (6.2) 
For all X, Y, Z, the k-module map D(X, Y) -+ D(X, Y) Ok 
D(Z, Z) taking a E D(X, Y) to a @ 1, is one-to-one. (6.3) 
(Either of (6. l), (6.2) implies that all the algebras D(Z, Z) are commutative.) 
I don’t know whether (6.1~(6.3) are sufficient o get a faithful functor. A 
question related to (6.3) is 
If k is a commutative ring, M a k-module, and R,, R, 
commutative k-algebras with 1, such that the natural maps 
M + M ok R i (i = 1,2) are embeddings, is the map M -+ M Ok 
R I ok R, an embedding? (6.4) 
If not, then (6.3) must be strengthened to refer to maps D(X, Y) + 
D(X, Y)C&D(Z~,ZhOk... ok D(Z,, Z,). This difficulty can be put aside 
by restricting attention to the case where k is a field and all D(Z, Z) are 
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nonzero, then (6.3) is automatically true, and the question is: Do (6.1) and 
(6.2) imply embeddability? 
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