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Abstract
In this paper, we construct the utility-based optimal hedging strategy for a European-type option in the
Almgren-Chriss model with temporary price impact. The main mathematical challenge of this work stems
from the degeneracy of the second order terms and the quadratic growth of the first order terms in the asso-
ciated HJB equation, which makes it difficult to establish sufficient regularity of the value function needed
to construct the optimal strategy in a feedback form. By combining the analytic and probabilistic tools for
describing the value function and the optimal strategy, we establish the feedback representation of the latter.
We use this representation to derive an explicit asymptotic expansion of the utility indifference price of the
option, which allows us to quantify the price impact in options’ market via the price impact coefficient in the
underlying market.
1 Introduction
This paper is concerned with the problem of hedging and pricing of contingent claims in a model with price
impact. More specifically, we restrict our analysis to European-type claims and assume the Almgren-Chriss
model (see [1]) with linear temporary impact for the underlying asset. We also assume that the preferences
of the agent (performing the hedging or pricing of the option) are given by an exponential utility. Then, the
optimal hedging strategy is determined by maximizing the expected exponential utility of the terminal wealth
generated by the dynamic trading in the underlying plus the payoff of the option. A natural notion of option
price, in this setting, is the utility indifference price (see Definition 2), which can be computed via the value
function of the aforementioned maximization problem.
The problem of hedging of contingent claims in the Almgren-Chriss model (and in its extensions with non-
linear price impact) has been studied before. Much of the existing literature is concerned with the problems or
replication and super-replication of contingent claims: see, e.g., [2, 14, 29, 9], and the references therein. How-
ever, the optimal (super-)replication strategies are only constructed in the models with permanent impact – i.e.
without temporary one – and the exact replication strategies typically do not exist in the presence of temporary
impact. An optimal hedging strategy is constructed in [27, 3, 4, 19, 20], but for an agent maximizing a linear-
quadratic objective. The latter objective suffers from several shortfalls: in particular, it penalizes the hedger
for making profits and may produce static arbitrages in the options’ prices. Our setting is close to the one of
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[23], which poses the hedging problem as the maximization of expected exponential utility. However, [23] does
not provide a complete well-posedness theory for the associated Hamilton-Jacobi-Bellman (HJB) equation (the
validity of comparison principle is left open), and, more importantly, it does not provide a rigorous character-
ization of the optimal hedging strategy. The reason for the latter, as well as for the lack of characterization of
the optimal super-replicating strategies in [9] and in other models including temporary impact, is that the asso-
ciated HJB equation (or its stochastic analogue) is degenerate and has a quadratic nonlinearity in the gradient.
This makes it difficult to establish the desired regularity of its solution, needed to construct the optimal strategy
in feedback form (and the well-posedness of the associated forward-backward systems is not even clear). The
main contribution of this paper is in providing an explicit and computationally tractable characterization of the
optimal hedging strategy in feedback form. The latter is achieved by combining the analysis of the associated
HJB equation, the direct properties of the stochastic optimization problem (in particular, its strong convexity),
and the representation of the optimal control via a Backward Stochastic Differential equation (BSDE), in order
to establish the so-called “endogenous boundedness”: i.e., the optimal control is bounded by a constant, even
though no a priori constraints on its values are imposed in the optimization problem. The latter result is sum-
marized in Theorem 1, and it allows us to complete the description of optimal control in the feedback form and
obtain Theorem 2.
Another contribution of the present paper is in the analysis of utility indifference price of an option. In
particular, we provide a computationally tractable description of this price via the HJB equation for the value
function and, more importantly, develop rigorously the asymptotic expansion of this price in the regime where
the price impact in the underlying market is small (see Theorem 3). To understand the value of this result,
assume that the underlying market is sufficiently liquid, so that that price impact coefficient in this market,
denoted η, can be measured. The option’s market, on the other hand, is less liquid, and the trading occurs via
a market maker, who buys from, or sells to, a client a certain number of shares of the option and hedges her
position by trading in the underlying market. Then, the market maker plays the role of the aforementioned
agent, and it is natural to assume that she will trade the option’s shares at her utility indifference price (see the
next paragraph for a justification of this assumption). Recall that the indifference price of the option depends
on η, as the latter affects the hedging costs. In addition, the indifference price depends on the current number
of option’s shares held by the marker maker, due to the nonlinearity of the utility function. By buying or selling
options, the client changes the market maker’s inventory, affecting the indifference price and, thus, generating
price impact in the option’s market. The expansion provided in this paper allows one to compute the price
impact coefficient in the option’s market (which is hard to measure directly, due to the lack of liquidity and/or
transparency) in terms of the price impact coefficient η in the underlying market (which is easier to measure
directly), assuming the latter is small – this connection is given explicitly by equation (69). Unlike the existing
literature [32, 31, 18, 6, 24, 12, 22, 8], where the authors obtain expansions for the value function of the
optimal hedging problem, to obtain the small impact expansion of the indifference price we need to expand a
partial derivative of the value function. As the existing methods are not sufficient to obtain such an expansion,
we employ a more direct approach that relies on the properties of the optimal control and on the stochastic
representations of the derivatives of the value function, established in the preceding part of the paper.
To justify the interpretation of indifference price as the option price quoted by the market makers, we
refer the reader to [17]. The latter is an online appendix to the present paper, which shows that the marginal
utility indifference price is indeed an equilibrium price in a game with competing market makers, who trade
dynamically in options (with a client) and hedge their positions by trading in the underlying.
The rest of the paper is organized as follows. In Section 2, we solve the problem of optimal hedging of a
static position in the option. This is done in several steps. First, we consider an approximation of the target
stochastic control problem with the problems in which the state process contains additional noise and the con-
trols are bounded. The latter features allow us to avoid the degeneracy and quadratic growth mentioned above
and to characterize the solution of the approximating problem via the HJB equation. Then, using the martingale
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optimality principle, we derive a Forward-Backward Stochastic Differential Equation (FBSDE) for the optimal
control of the approximating problem. Using the direct analysis of the original and the approximating control
problems, we establish certain a priori estimates, which, along with the BSDE methods, allow us to obtain, in
Theorem 1, an upper bound on the absolute value of the optimal control that is uniform over the approximation
parameters. Using the boundedness of the optimal control, we establish its feedback representation in Theorem
2, and the representation for indifference price follows easily from this result. In Section 3, we establish the
asymptotic expansion of the indifference price (Theorem 3), using the representations for the optimal control
and for the derivatives of the value function established in Section 2.
2 Optimal hedging strategy and the indifference price
Let (Ω,F , (Ft)t∈[0,T ],P) be a filtered probability space where (Ft)t∈[0,T ] is the augmentation of the filtration
generated by the Brownian motions W = (Wt)t∈[0,T ] and B = (Bt)t∈[0,T ], where B is only used for ap-
proximation purposes and is independent of W . Consider a (relatively) liquid financial market consisting of an
adapted asset (stock) price process and a constant riskless asset. In addition to the liquid market, we consider a
European-type contingent claim with maturity T , written on the underlying liquid asset, and study the optimal
investment problem of an individual agent with a static position in this option. The agent trades dynamically
in the underlying creating linear temporary impact. More precisely, we assume that the liquid asset follows the
Almgren-Chriss model with temporary price impact:
Sv = s+
∫ v
t
σdWr, piv = pi +
∫ v
t
νudu, (1)
Xv = x−
∫ v
t
(ηνr + Sr)νrdr = x− η
∫ v
t
ν2rdr −
∫ v
t
Srdpir, (2)
where pi represents the inventory process, S is the unaffected price of one unit of the asset, X is the cash
position of the agent, and ν is the rate with which the agent chooses to purchase the asset. The constant η > 0
represents the linear temporary price impact of the agent on the underlying asset. We denote the payoff of
the contingent claim by H(ST ), with a function H : R → R. The goal of this section is to find a tractable
representation for the marginal utility indifference price of this option as well as for the value function and the
optimal exponential-utility-based hedging strategy of this option.
As the HJB equation of a Merton problem in the Almgren-Chriss model is degenerate and has quadratic
nonlinearity in the gradient (see the introduction), it is convenient to regularize the problem by adding an
independent noise to the state processes and a cap on the admissible controls (this regularization will ultimately
be removed). Thus, within this section, we re-define the state processes (pi, S,X) as follows. For any initial
condition pi, s, x ∈ R, any 0 ≤ t ≤ v < T , and any δ,  ≥ 0, we consider
Sv = s+
∫ v
t
σdWr, (3)
piv = pi +
∫ v
t
(νudu+ δdBu), (4)
Xv = x− η
∫ v
t
ν2rdr −
∫ v
t
Srdpir = x− η
∫ v
t
ν2rdr −
∫ v
t
Sr(νrdr + δdBr), (5)
where B and W are two independent Brownian motions, and ν ∈ A(t, T ) is the set of R-valued stochastic
processes that are progressively measurable w.r.t. F tr := σ{Wr −Wt,1{δ>0}(Br − Bt) : r ∈ [t, T ]} and are
such that |ν| ≤ 1/ and E
[∫ T
t
ν2rdr
]
<∞ (the latter, clearly, is only needed when  = 0).
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The agent aims to maximize the expected utility of her terminal wealth:
Vˆ δ,(t, s, pi, x,Q) := sup
ν∈A(t,T )
E
[
− exp
(
−γ
(
XT + piTST − l pi
2
T
2
+QH(ST )
))]
, (6)
with the dynamics of the state processes given by (3)–(5). We are mainly interested in the case δ =  = 0,
which turns the model (4)–(5) into (1)–(2) and lifts the artificial bound on the controls in (6). The case of
δ,  > 0 is included for technical reasons, as a way of regularizing the problem.
Denote
P (t, s) = Et,s[H(ST )].
We make the following assumption onH , which holds throughout this section, even if not referenced explicitly.
Assumption 1. H is globally Lipschitz-continuous.
Note that the above assumption implies that P (t, s) ∈ C1,3([0, T ) × R) ∩ C([0, T ] × R), that ∂sP is
absolutely bounded on [0, T ]×R, and that P (t, ·) is linearly bounded, uniformly over t ∈ [0, T ]. Using P , we
can write the terminal wealth generated by a strategy ν as
XT + piTST − l pi
2
T
2
+QH(ST ) = x+ pis+QP (t, s) +
∫ T
t
(pir +Q∂sP (r, Sr))dSr − η
∫ T
t
ν2rdr −
l
2
pi2T .
Using the above, it is easy to see that, for any (t, s, pi, x,Q) ∈ [0, T ]× R4, we have
E
[
− exp
(
−γ
(
XT + piTST − l pi
2
T
2
+QH(ST )
))]
= −e−γ(x+pis+QP (t,s))J(t, s, pi,Q; ν),
where
Jδ(t, s, pi,Q; ν) := E
[
eΨ
δ(t,pi,ν)+QΓ(t,s)
]
, (7)
Γ(t, s) := −γ (P (T, ST )− P (t, s)) = −γ
∫ T
t
∂sP (r, Sr)dSr,
Ψδ(t, pi, ν) := γη
∫ T
t
ν2rdr +
γl
2
(
pi +
∫ T
t
(νrdr + δdBr)
)2
− γ
∫ T
t
(
pi +
∫ r
t
(νldl + δdBl)
)
dSr.
Note that Γ and Ψδ are in fact random and depend on the paths of the two Brownian motions on [t, T ]. The
above yields
Vˆ δ,(t, s, pi, x,Q) = −e−γ(x+pis+QP (t,s))Uδ,(t, s, pi,Q), (8)
where
U δ,(t, s, pi,Q) := inf
ν∈A(t,T )
Jδ(t, s, pi,Q; ν) = inf
ν∈A(t,T )
E
[
eΨ
δ(t,pi,ν)+QΓ(t,s)
]
. (9)
Note that Γ does not depend on ν, and, due to Assumption 1, Γ(t, s) is linearly bounded in s, uniformly over t.
For convenience, we also introduce
uδ,(t, s, pi,Q) := logUδ,(t, s, pi,Q) = log
(
inf
ν∈A(t,T )
E
[
eΨ
δ(t,pi,ν)+QΓ(t,s)
])
. (10)
As shown below, due to the presence of expectation of the exponential of a square of Brownian motion, we
only prove the finiteness of Jδ , U , u, and Vˆ , for δ ≥ 0 small enough.
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2.1 PDE representation of the value function
The following proposition provides the value of u and, in turn, of Vˆ , for the case with no price impact (η = 0),
no extra noise (δ = 0), and no constraints ( = 0). Its proof follows easily from the fact that the payoff H(ST )
can be replicated perfectly when η = 0 and that the replication strategy can be approximated by the absolutely
continuous ones, so that the associated objective values of the agent converge.
Lemma 1. If η = δ =  = 0, then, for all t < T , (s, pi,Q) ∈ R3, we have u0,0(t, s, pi,Q) = 0 and
u0,0(T, s, pi,Q) = lγpi
2
2 .
Remark 1. Let us comment on the discontinuity of the value function in the case η = δ =  = 0 and l > 0. In
the absence of price impact, the agent’s optimal strategy is to insure (at least along an approximating sequence)
that pit ≈ −Q∂sP (t, St) for t < T and that piT = 0. This is possible if the agent starts at time t < T , as
it costs her nothing to adjust her position in the underlying at an arbitrarily high rate. If the agent starts at
t = T , there is simply no time left to trade, which yields u0,0(T, s, pi,Q) = lγpi
2
2 . The next proposition shows
that, in the presence of price impact (i.e., with η > 0), the discontinuity in the value function disappears, in
particular, because the agent can no longer liquidate her position in the underlying right before time T at no
cost.
Next, we return to the case η > 0 and general δ,  ≥ 0. It is easy to see that the HJB equation for the value
function (6) (derived heuristically) is:
∂tVˆ
δ, +
σ2
2
∂ssVˆ
δ, +
δ2
2
∂pipiVˆ
δ, − δ2s∂pixVˆ δ, + δ
2
2
s2∂xxVˆ
δ, + sup
|ν|≤1/
[ν∂piVˆ
δ, − ν(s+ ην)∂xVˆ δ,] = 0,
(11)
Vˆ δ,(T, s, pi, x) = − exp
(
−γ
(
x+ pis− l pi
2
2
+QH(s)
))
. (12)
We denote its Hamiltonian by
H(p) := inf
|ν|≤ 1
{γην2 + pν}, p ∈ R. (13)
Note that, for  = 0,
H0(p) = − 1
4ηγ
p2. (14)
Proposition 1. Let Assumption 1 hold and consider arbitrary T, σ, γ, η > 0 and Q ∈ R. Then, there exist
constants γ, γ, δ, C > 0 (depending only on (T, σ, γ, η,Q)), such that, for all (t, s, s′, pi) ∈ [0, T ] × R3, all
δ ∈ [0, δ], and all  ≥ 0, we have
γpi2 ≤ uδ,(t, s, pi,Q) ≤ γ
(
pi2
2
+ 1
)
, (15)
and
|uδ,(t, s, pi,Q)− uδ,(t, s′, pi,Q)| ≤ C|s− s′|. (16)
Moreover, for all δ ∈ [0, δ] and  ≥ 0, uδ,(·, ·, ·, Q) is a (continuous on [0, T ]× R2) viscosity solution of
0 = ∂tu
δ, +
σ2
2
∂ssu
δ, +
δ2
2
∂pipiu
δ, +H(∂piu
δ,) +
δ2
2
(∂piu
δ,)2 +
σ2
2
(
∂su
δ, − γ(pi +Q∂sP (t, s))
)2
,
uδ,(T, s, pi,Q) =
lγ
2
pi2. (17)
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In addition, if δ = 0, the viscosity solution of (17) is unique in the class of functions satisfying (15)-(16); and
if δ > 0, then uδ,(·, ·, ·, Q) ∈ C1,2([0, T )× R2) ∩ C([0, T ]× R2).
Proof:
We drop the dependence of the functions on Q, δ, and , unless it is necessary. By the Cauchy-Schwarz and
Jensen inequalities we have that
u(t, pi) := inf
ν∈A0(t,T )
γη
∫ T
t
E[ν2r ]dr +
γl
2
(
pi +
∫ T
t
E[νr]dr
)2
≤ inf
ν∈A(t,T )
E
γη ∫ T
t
ν2rdr +
γl
2
(
pi +
∫ T
t
(νrdr + δdBr)
)2
≤ u(t, s, pi) ≤ 1
2
log
(
E
[
e2QΓ(t,s)
])
+
1
2
inf
ν∈A(t,T )
logE
[
e2Ψ(t,pi,ν)
]
:=
1
2
log
(
E
[
e2QΓ(t,s)
])
+
1
2
u(t, pi).
It is a standard exercise to verify that
u(t, pi) := γ
t
pi2
2
,
with γ
t
being the solution to the Riccati equation
γ′
t
2
+H0(γt) = 0, γT = γl.
Indeed, the latter can be deduced from the fact that the proposed u is a classical solution to the associated HJB
equation
−∂tu−H0(∂piu) = 0.
Note that γ· is bounded from below on [0, T ]. Next, we deduce by a standard computation that
u ≤ logE
[
e2Ψ(t,pi,0)
]
≤ γ
(
pi2
2
+ 1
)
,
for some constant γ > 0 and for all δ ∈ [0, δ], where δ is chosen so that
E
[
exp
(
γ(l/2 + T )δ sup
t∈[0,T ]
B2t
)]
<∞.
In addition, extracting an exponential martingale and using the boundedness of ∂sP , we can estimate
(log [E exp(2QΓ(t, s))]) /2 from above by a constant C. Thus, we have proved (15).
To show the Lipschitz-continuity of u in s, we first observe that
s→ QΓ(t, s) = −γQ (P (T, s+ σ(WT −Wt))− P (t, s))
is Lipschitz-continuous. Thus,
u(t, s′, pi,Q) = log
(
inf
ν
E
[
eΨ(t,pi,ν)+QΓ(t,s
′)
])
≤ log
(
inf
ν
E
[
eL|Q||s−s
′|+Ψ(t,pi,ν)+QΓ(t,s)
])
= u(t, s, pi) + L|Q||s− s′|,
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with some constant L > 0 which only depends on P and γ. Interchanging s and s′, we obtain the Lipschitz-
continuity of u, stated in (16).
It remains to show that u solves (17). To this end, we apply [10, Corollary 5.6], which states that the
lower- and upper-semicontinuous envelopes of Vˆ (defined in (8)) are, respectively, viscosity super- and sub-
solutions to the associated HJB equation (11)–(12). Note that the assumption of Lipschitz-continuity of the
coefficients of the controlled state process, stated at the beginning of Section 5 of [10], is not satisfied herein,
as the drift of X in (5) is a quadratic function of ν. Nevertheless, the Lipschitz property of the coefficients
is only used in [10, Section 5] to verify a part of [10, Assumption A]. For the reader’s convenience, we state
[10, Assumption A], adapted to the present setting, in Appendix A. Due to the very simple form of equations
(4)–(5), this assumption is easily verified without using the Lipschitz property of the coefficients. Multiplying
Vˆ by an exponential and taking a logarithmic transformation (to pass from Vˆ to u via (8)–(10)), we conclude
that the lower- and upper-semicontinuous envelopes of u are, respectively, viscosity super- and sub-solutions
to (17).
First, we analyze the case δ > 0. Using the dominated convergence, it is easy to show that, for any
sufficiently small δ > 0, Jδ(t, s, pi,Q; ν) is continuous in (t, s, pi), uniformly over |ν| ≤ 1/. This implies the
continuity of U in (t, s, pi) and, in turn, the continuity of Vˆ in (t, s, pi, x). The latter yields (via [10, Proposition
5.4]) the strong dynamic programming principle for Vˆ (i.e., ‘V ∗’ and ‘φ’ can be replaced by ‘V ’ in equations
(3.1) and (3.2) of [10]), which reads as follows: for any stopping time τ with values in [t, T ], we have
Vˆ (t, s, pi, x) = sup
ν∈A(t,T )
E Vˆ (τ, Sτ , piντ , Xντ ). (18)
Next, we change the variables introducing v := e−R1(T−t)Vˆ and use (11) to derive the PDE for v. We restrict
the domain of the latter equation to (0, T ) × [−R2, R2]3 and equip it with the condition v = e−R1(T−t)Vˆ on
the boundary of this domain (note that it is consistent with the terminal condition (12) due to continuity of Vˆ ).
For sufficiently large R1, the resulting boundary-value problem for v falls within the scope of Theorem 3 in
Section 6.4 of [26], which yields the existence of its classical solution. Undoing the change of variables and
applying the standard verification argument (for which we use (18)), we conclude that eR1(T−t)v coincides
with the value function Vˆ . Multiplying by the appropriate exponential and taking logarithmic transformation
(see (10)–(8)), we conclude that u solves (17) on (0, T )× [−R2, R2]2 (which suffices, as R2 > 0 is arbitrary).
For the aforementioned verification, we use (18), as well as the fact that the feedback optimal control is given
by
νt =
(−∂piu(t, St, piνt )
2γη
)
∨ (−1/) ∧ (1/),
and that the associated SDE for piν has a solution.
For the case δ = 0, we recall that the lower- and upper-semicontinuous envelopes of Vˆ are, respectively,
viscosity super- and sub-solutions to (11)–(12). Changing the variables, we deduce that the lower- and upper-
semicontinuous envelopes of u are, respectively, viscosity super- and sub-solutions to (17). Thus, it suffices to
prove a comparison principle for (17). To this end, we fix C > 0 and without loss of generality we establish
the comparison principle in the class of functions satisfying (15) and (16) for this given constant. This part of
the proof is based on the results of [28]. Denote, for (p,X, Y ) ∈ R3,
C˜ := 2C + γ|Q| sup
t,s
|∂sP (t, s)|,
G(t, s, pi, p,X, Y ) =
σ2
2
sup
|β|≤C˜
{
− p(−2β + 2γpi)
− (β2 + 2βγQ∂sP (t, s)− 2γpiγQ∂sP (t, s)− γ2pi2)+X + Y δ2
σ2
}
.
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Note that, if |p| ≤ 2C, we have that
G(t, s, pi, p,X) =
σ2
2
(p− γ(pi +Q∂sP (t, s)))2 + σ2X
2
+ δ2
Y
2
.
Note that we want to characterize u as a viscosity solution of (17), and to verify this property one needs to
replace the derivatives of u with the elements of sub- and super-jets. It is clear that, if u is C-Lipschitz-
continuous in s, then its sub- and super-jets in s are absolutely bounded by C. Thus, thanks to (16) and the
Definition of G, any viscosity sub- or super-solution to (17), satisfying (15)–(16), is, respectively, a sub- or
super-solution to the following PDE:
0 = ∂tu+H(∂piu) +
δ2
2
|∂piu|2 +G(t, s, pi, ∂su, ∂ssu, ∂pipiu) (19)
u(T, s, pi) =
γl
2
pi2.
Next, we consider δ = 0. Then, the above PDE satisfies all the assumptions of [28, Theorem 2.1]1, hence,
the comparison principe holds for this equation, which, in turn, yields the comparison principle for (17) (in the
desired class).
Finally, we consider  = 0. Then, in view of the explicit formula forH0 (see (14)), equation (19) transforms
into
0 = ∂tu+
(
− 1
4ηγ
+
δ2
2
)
|∂piu|2 +G(t, s, pi, ∂su, ∂ssu, ∂pipiu)
=: ∂tu+ H˜0(∂piu) +G(t, s, pi, ∂su, ∂ssu, ∂pipiu),
where
H˜0(p) := inf
ν∈R
{
γη
1− 2δ2γη ν
2 + pν
}
,
and, by possibly decreasing δ, we ensure that 1− 2δ2γη > 0. The above PDE, again, falls within the setting of
[28, Theorem 2.1], which yields the desired comparison principle for (17).
The following corollary shows that u0,0 is a limit of uδ, as δ,  ↓ 0.
Corollary 1. For any sequences δn ↓ 0 and n ↓ 0, uδn,n converges to u0,0 locally uniformly.
Proof:
Recall the definition of H in (13) and notice that, for any p ∈ R,
H(p) = inf
|ν|≤ 1
{γην2 + pν} → H0(p),
as  ↓ 0. Thus, the generator of (17) is continuous in δ,  ≥ 0, and the stability of viscosity solutions (cf. [5])
yields that lim inf(s′,pi′,n)→(s,pi,∞) uδn,n(s′, pi′) and lim sup(s′,pi′,n)→(s,pi,∞) u
δn,n(s′, pi′) are, respectively,
viscosity super- and sub-solutions to (17) with δ =  = 0 (note that (15) implies that these candidate super-
and sub-solutions are well defined). As the comparison principle holds for the latter equation (see the proof of
Proposition 1), we obtain the statement of the corollary.
1The assumptions of [28, Theorem 2.1] include continuity of G at t ↑ T , which may not hold herein. However, a careful examination
of the proof of [28, Theorem 2.1] reveals that this assumptions is not needed and only the continuity on [0, T ) is used in the proof.
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2.2 Existence, uniqueness, and stability of the optimal control
We begin with the existence and uniqueness of the optimal control.
Lemma 2. There exists δ > 0, such that, for any (t, s, pi,Q) ∈ [0, T ]×R3, any δ ∈ [0, δ], and any  > 0, there
exists an optimizer ν∗,t,s,pi,Q,δ, of (9).
Remark 2. The main contribution of this lemma is for δ = 0, since for δ > 0 we can easily obtain a feedback
control from the maximizer of the Hamiltonian.
Proof:
Fix (t, s, pi,Q, δ, ) ∈ [0, T ) × R3 × [0, δ¯] × (0, 1) and thanks to the finiteness of the value (15), pick an
optimizing sequence {νn}n inA(t, T ). On the probability space [t, T ]×Ω with measure 1T−tLebesgue×P, the
family of random variables (r, ω) 7→ νnr are uniformly bounded. Thus, we can use the the Komlos’ lemma in
[7, Lemma 2.1] and in [16, Theorem A1.1] to obtain that there exist ν∗,n in the convex envelop of {νk : k ≥ n}
and a process ν∗(defined for almost all t) so that {ν∗,n} converges 1T−tLebesgue×P-a.s. and in L1 to ν∗. The
almost sure converges implies that ν∗ ∈ A(t, T ) and the L1 convergence and the uniform boundedness imply
that {ν∗,n} converges to ν∗ in Lp. Note also that for all p ≥ 1, we can take δ¯ > 0 small enough so that
sup
ν,ν′∈A(t,T )
E
[
ep|Ψ
δ(t,pi,ν)−Ψδ(t,pi,ν′)|
]
<∞.
Additionally, due to the Lipschitz-continuity of H , E[epQΓ(t,s)] < ∞. Thus, the boundedness of the controls
and the dominated convergence theorem easily yield that the mapping
ν ∈ A(t, T ) 7→ Jδ(t, s, pi,Q; ν)
is continuous in L2([t, T ]×Ω). Finally, the convexity of ν ∈ A(t, T ) 7→ Jδ(t, s, pi,Q; ν) and the fact that νn
(and therefore ν∗,n) is an optimizing sequence yields that ν∗ is an optimizer of (9).
Lemma 3. For any δ ≥ 0, there exist locally bounded functions C1 and C2 mapping, respectively, (t, s, pi) ∈
[0, T ] × R2 and (t, s, pi, ) ∈ [0, T ] × R2 × (0,∞) into (0,∞), such that, for a.e. ω, the mapping A(t, T ) 3
ν 7→ eΨδ(t,pi,ν) is ι-strong convex in the topology of L2[t, T ], where
ι := e−C1δ
2 supr∈[t,T ](BT−Br)2−C2 supr∈[t,T ] |WT−Wr|+γσδ
∫ T
t
(Br−Bt)dWr/C2.
Proof:
A direct computation of the second order Frechet derivative ∂ννΨδ of ν 7→ Ψδ(t, pi, ν) yields
∂ννΨ
δ(t, pi, ν)(ν′, ν′) = 2ηγ
∫ T
t
(ν′r)
2dr + γl
(∫ T
t
ν′rdr
)2
.
Therefore,
∂νν
(
eΨ
δ(t,pi,ν)
)
(ν′, ν′) ≥ eΨδ(t,pi,ν)
2ηγ ∫ T
t
(ν′r)
2dr + γl
(∫ T
t
ν′rdr
)2
≥ 2ηγeΨδ(t,pi,ν)
∫ T
t
(ν′r)
2dr.
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The following lower bound completes the proof:
inf
ν∈A(t,T )
2ηγeΨ
δ(t,pi,ν) ≥ 2ηγ exp
(
−γη
2
− γl
2
(|pi|+ T − t

+ δ(BT −Bt))2 − γσ|pi||WT −Wt|
−γσ

∫ T
t
|WT −Wr|dr + γσδ
∫ T
t
(Br −Bt)dWr
)
.
Corollary 2. There exists δ > 0, such that, for any δ ∈ [0, δ],  > 0, and (t, s, pi,Q) ∈ [0, T ] × R3, the
optimizer ν∗,t,s,pi,Q,δ, of (9) is unique.
Proof:
Consider the mapping A(t, T ) 3 ν 7→ Jδ(t, s, pi,Q; ν) ∈ R, which is well defined for sufficiently small
δ > 0. Using Lemma 3 and the strict positivity of ι exp(QΓ(t, s)) (with ι defined in Lemma 3), it is easy to
deduce the strict convexity of the above mapping. The latter implies uniqueness of the optimizer.
Throughout the remainder of this section, we denote by ν∗,t,s,pi,Q,δ, the optimizer of (10).
The following proposition establishes the stability of the optimal control w.r.t. the initial condition (s, pi,Q).
Proposition 2. There exists δ > 0, s.t., for any fixed t ∈ [0, T ] and  > 0, there exist locally Lipchitz
functions C1,t,δ, and C2,t,δ,, with C2,t,δ,(s, s, pi, pi,Q,Q) = 0, such that for all s, s
′, pi, pi′, Q,Q′ ∈ R6 and
all δ ∈ [0, δ],∫ T
t
E
∣∣∣ν∗,t,s,pi,Q,δ,r − ν∗,t,s′,pi′,Q′,δ,r ∣∣∣2 dr ≤C1,t,δ,(s, s′, pi, pi′, Q,Q′)|Uδ,(t, s, pi,Q)− Uδ,(t, s′, pi′, Q′)|
+ C2,t,δ,(s, s
′, pi, pi′, Q,Q′)(|Uδ,(t, s′, pi′, Q′)|+ 1). (20)
In particular
R3 3 (s, pi,Q) 7→ ν∗,t,s,pi,Q,δ, ∈ L2([t, T ]× Ω)
is continuous for δ ∈ [0, δ].
Proof:
We fix (t, δ, ) and drop the dependence on these variables when not needed. First, we notice that there
exists a constant L > 0, s.t.
eL|Q−Q
′|+L(|Q|+|Q′|)|s−s′|U(s, pi,Q) ≥ E
[
eΨ(pi,ν
∗,s,pi,Q)+Q′Γ(s′)
]
≥ E
[
eΨ(pi
′,ν∗,s,pi,Q)+Q′Γ(s′)
]
− E
[
|eΨ(pi,ν∗,s,pi,Q) − eΨ(pi′,ν∗,s,pi,Q)|eQ′Γ(s′)
]
≥ E
[
eΨ(pi
′,ν∗,s
′,pi′,Q′ )+Q′Γ(s′)
]
+ E
[
∂ν
(
eΨ(pi
′,ν∗,s
′,pi′,Q′ )+Q′Γ(s′)
)
(ν∗,s,pi,Q − ν∗,s′,pi′,Q′)
]
+ E
[
ι
∫ T
t
(ν∗,s,pi,Qr − ν∗,s
′,pi′,Q′
r )
2dr
]
− E
[
|eΨ(pi,ν∗,s,pi,Q) − eΨ(pi′,ν∗,s,pi,Q)|eQ′Γ(s′)
]
,
where ι is defined in Lemma 3 and the last inequality in the above relies on the ι-convexity of the mapping
ν 7→ eΨ(t,pi,ν). Due to the optimality of ν∗,s′,pi′,Q′ and the admissibility of ν∗,s,pi,Q, for the problem with initial
condition (s′, pi′, Q′), we have
E
[
∂ν
(
eΨ(pi
′,ν∗,s
′,pi′,Q′ )+Q′Γ(s′)
)
(ν∗,s,pi,Q − ν∗,s′,pi′,Q′)
]
≥ 0. (21)
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Therefore, recalling the definition of U in (9), we obtain
eL|Q−Q
′|+L(|Q|+|Q′|)|s−s′|U(s, pi,Q)− U(s′, pi′, Q′) + sup
ν∈A(t,T )
E
[
|eΨ(pi,ν) − eΨ(pi′,ν)|eQ′Γ(s′)
]
≥ E
[
ι
∫ T
t
(ν∗,s,pi,Qr − ν∗,s
′,pi′,Q′
r )
2dr
]
.
The Cauchy-Schwartz inequality yields
sup
ν∈A(t,T )
E
[
|eΨ(pi,ν) − eΨ(pi′,ν)|eQ′Γ(s′)
]
≤ sup
ν∈A(t,T )
(
Ee2Ψ(pi
′,ν)+2Q′Γ(s′)
)1/2 (
E|eχδ,|pi−pi′| − 1|2
)1/2
≤ eC1()(1+(pi′)2+(s′)2+(Q′)2)
(
E|eχδ,|pi−pi′| − 1|2
)1/2
,
with χδ, := γl(|pi| + |pi′| + C2() + 2δ|BT − Bt|)/2 + γσ|WT −Wt| > 0, which has finite exponential
moments. It is easy to see that there exists a sufficiently small δ > 0, s.t. E(1/ι) <∞ for all δ ∈ [0, δ]. Thus,
using the reverse Holder’s inequality and the above estimates, we obtain
E(1/ι)
(
eL|Q−Q
′|+L(|Q|+|Q′|)|s−s′|U(s, pi,Q)− U(s′, pi′, Q′)
+eC1()(1+(pi
′)2+(s′)2+(Q′)2)
(
E|eχδ,|pi−pi′| − 1|2
)1/2)
≥ E‖ν∗,s,pi,Q − ν∗,s′,pi′,Q′)‖2L2 ,
and we easily identify C1,t,δ, and C2,t,δ, whose regularity is a direct consequence of the existence of (finite)
exponential moments of χδ,. The continuity of R3 3 (s, pi,Q) 7→ ν∗,t,s,pi,Q,δ, ∈ L2([t, T ] × Ω) is now a
consequence of the continuity of U .
Throughout the remainder of this section, we fix δ > 0 for which the conclusions of Propositions 1 and 2,
Lemma 2, and Corollary 2, hold.
2.3 Sensitivities of the value function
Our next goal is to analyze the regularity of the partial derivatives of U δ,, and hence uδ,, w.r.t. (s, pi,Q). We
begin with Jδ . For any δ ∈ [0, δ],  > 0, and ν ∈ A(t, T ), we use Fubini’s theorem to deduce:
∂sJ
δ(t, s, pi,Q; ν) = QE
[
∂sΓ(t, s)e
Ψδ(t,pi,ν)+QΓ(t,s)
]
= γQE
[
(∂sP (T, s+ σ(WT −Wt))− ∂sP (t, s)) eΨδ(t,pi,ν)+QΓ(t,s)
]
, (22)
∂piJ
δ(t, s, pi,Q; ν) = E
[
∂piΨ
δ(t, pi, ν)eΨ
δ(t,pi,ν)+QΓ(t,s)
]
= E
[(
γl(pi +
∫ T
t
νrdr + δ(BT −Bt))− γ(ST − s)
)
eΨ
δ(t,pi,ν)+QΓ(t,s)
]
, (23)
∂QJ
δ(t, s, pi,Q; ν) = E
[
Γ(t, s)eΨ
δ(t,pi,ν)+QΓ(t,s)
]
. (24)
We recall the definition of equidifferentiability given in [30].
Definition 1. For any  ≥ 0 and t ∈ [0, T ), we call the family of functions {f(·, ν) : R → R}, for all
ν ∈ ×A(t, T ), equidifferentiable at x ∈ R if, as x′ → x, the limit of (f(x, ν) − f(x′, ν))/(x − x′) exists
uniformly in ν ∈ A(t, T ). The family is equidifferentiable on a set if it is equidifferentiable at any point of the
set.
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Lemma 4. For any δ ∈ [0, δ], any  > 0, and any t ∈ [0, T ], the family{
(∂sJ
δ(t, ·; ν), ∂piJδ(t, ·; ν), ∂QJδ(t, ·; ν)) : ν ∈ A(t, T )
}
is uniformly bounded and equidifferentiable in each of its variables (s, pi,Q) ∈ R3. In addition, for any
(t, s0, pi0, Q0) ∈ [0, T ]× R3, any δ ∈ [0, δ], and any  > 0, the mapping
(s, pi,Q) 7→ (∂sJδ(t, s0, pi0, Q0; ν∗,t,s,pi,Q,δ,), ∂piJδ(t, s0, pi0, Q0; ν∗,t,s,pi,Q,δ,), ∂QJδ(t, s0, pi0, Q0; ν∗,t,s,pi,Q,δ,))
is continuous.
Proof:
The uniform boundedness of (∂sJδ, ∂piJδ, ∂QJδ) follows by direct estimates. Formally differentiating the
expressions for (∂sJδ, ∂piJδ, ∂QJδ), we represent all partial derivatives of these terms as expectations of the
quantities of the form
χα,β(t, s, pi,Q)e
Ψδ(t,pi,ν)+QΓ(t,s) for α, β = s, pi,Q,
for some random weights χα,β . Using the boundedness of ν ∈ A(t, T ), the fact that δ is small enough,
and Fubini’s theorem, we verify these formal derivations and show that the second order derivatives can be
bounded locally uniformly in (s, pi,Q, ν). Using the dominated convergence, we also deduce that the second
order derivatives are continuous in (s, pi,Q, ν). This implies the equidifferentiability of (∂sJδ, ∂piJδ, ∂QJδ).
Finally, the continuity of (∂sJδ, ∂piJδ, ∂QJδ) in ν and Proposition 2 imply the second statement of the lemma.
The above lemma and the general version of the Envelop Theorem given in [30] allow us to establish the
existence and representation of the partial derivatives of U δ,.
Proposition 3. For any δ ∈ [0, δ], any  > 0, and any t ∈ [0, T ], Uδ,(t, s, pi,Q) is continuously differentiable
in (s, pi,Q) ∈ R3, with
∂sU
δ,(t, s, pi,Q) = QE
[
∂sΓ(t, s)e
Ψδ(t,pi,ν∗,t,s,pi,Q,δ,)+QΓ(t,s)
]
, (25)
∂piU
δ,(t, s, pi,Q) = E
[
∂piΨ
δ(t, pi, ν∗,t,s,pi,Q,δ,)eΨ
δ(t,pi,ν∗,t,s,pi,Q,δ,)+QΓ(t,s)
]
, (26)
∂QU
δ,(t, s, pi,Q) = E
[
Γ(t, s)eΨ
δ(t,pi,ν∗,t,s,pi,Q,δ,)+QΓ(t,s)
]
. (27)
The above partial derivatives are continuous in (t, s, pi,Q) ∈ [0, T )× R3. Moreover, they are locally Ho¨lder-
continuous in (s, pi,Q), locally uniformly over t ∈ [0, T ) and δ ∈ [0, δ˜], with some δ˜ ∈ (0, δ]. For ∂piUδ, and
∂QU
δ,, the latter two statements hold with the interval [0, T ) replaced by [0, T ].
Proof:
Lemma 4 and [30, Theorem 3] imply the existence of partial derivatives of U δ, w.r.t. s, pi, and Q, and the
representations (25)–(27). Due to the fact that  > 0, the boundedness of the controls and an application of
dominated convergence theorem shows that these partial derivatives are jointly continuous in (s, pi,Q). Hence,
Uδ, is continuously differentiable w.r.t. (s, pi,Q).
Using (20) and the differentiability of U δ,, we conclude that the mapping
R3 3 (s, pi,Q) 7→ ν∗,t,s,pi,Q,δ, ∈ L2([t, T ]× Ω)
is locally 1/2-Ho¨lder-continuous, uniformly over small enough δ ≥ 0. The latter observation, the explicit form
of Ψ, Γ, ∂piΨ, ∂sΓ (see (22)–(24)), and the Cauchy-Schwartz inequality, imply the desired Ho¨lder-continuity
12
of the partial derivatives. It is easy to see that the Ho¨lder exponents and the associated coefficients are uniform
over t ∈ [0, T − ε] and δ ∈ [0, δ˜], with some fixed δ˜ ∈ (0, δ] and for arbitrary ε ∈ (0, T ). Since, for
α = s, pi,Q, the function ∂αUδ,(t, ·, ·, ·) is continuous uniformly over t ∈ [0, T − ε] and, for any (s, pi,Q),
the function Uδ,(·, s, pi,Q) is continuous on [0, T − ε], it is a standard exercise to check (by contradiction)
that ∂αU δ, is jointly continuous on [0, T − ε] × R3, for any ε ∈ (0, T ). It remains to notice that the only
reason we excluded t = T in the preceding arguments is the possible discontinuity of ∂sΓ at t = T−. Since
this term does not appear in ∂αU δ, for α = pi,Q, we conclude that the latter derivatives are continuous in
(t, s, pi,Q) ∈ [0, T ]× R3 and Ho¨lder-continuous in (s, pi,Q) uniformly over t ∈ [0, T ] and δ ∈ [0, δ˜].
Remark 3. Due to the presence of the exponent ‘2’ in the left hand side of (20), at this stage, we cannot
establish additional regularity of the derivatives of U (such as the existence of the second order derivatives).
Nevertheless, further regularity is shown in Corollary 3.
2.4 Feedback representation of the optimal control
In this subsection, we first derive a FBSDE for the optimal control assuming δ,  > 0, and use this equation
to establish a uniform absolute bound on the optimal control. Then, taking limits as δ,  → 0, we obtain
an Ordinary Differential Equation (ODE) for the optimal inventory in the underlying, with δ =  = 0. We
suppress the dependence on Q in many quantities appearing in this subsection, as Q remains constant.
Before proceeding, we comment briefly on the measurability issues. Thanks to Proposition 3, for δ ∈ [0, δ]
and  > 0, uδ, is continuous in (t, s, pi) and continuously differentiable in (s, pi). Hence, ∂suδ, and ∂piuδ,
are Borel measurable in (t, s, pi). The progressive measurability of (r, ω) 7→ ν∗,t,s,pi,δ,r implies the progressive
measurability of the optimal inventory in the underlying,
(r, ω) 7→ pi∗,t,s,pi,δ,r := pi +
∫ r
t
(ν∗,t,s,pi,δ,l dl + δdBl).
Thus, we conclude that (r, ω) 7→ ∂αuδ,
(
r, St,sr , pi
∗,t,s,pi,δ,
r
)
, forα = s, pi, are progressively measurable, which
allows us to define the relevant quantities below. Finally, the continuity of the mapping (s, pi) 7→ ν∗,t,s,pi,δ, ∈
A(t, T ) implies the progressive measurability of (r, ω, s, pi) 7→ ν∗,t,s,pi,δ,r .
We begin with the (one-sided) martingale optimality principle for Uδ,.
Lemma 5. For any δ ∈ [0, δ], any  > 0, and any (t, s, pi) ∈ [0, T ]×R2, the process (M t,s,pi,δ,l )l∈[t,T ], defined
by
M t,s,pi,δ,l := U
δ,(l, St,sl , pi
∗,t,s,pi,δ,
l ) exp
(∫ l
t
γη(ν∗,t,s,pi,δ,r )
2dr
−σγ
∫ l
t
(pi∗,t,s,pi,δ,r +Q∂sP (r, S
t,s
r ))dWr
)
, (28)
is a martingale with the terminal value
M t,s,pi,δ,T = e
Ψδ(t,pi,ν∗,t,s,pi,δ,)+QΓ(t,s). (29)
Proof:
Throughout this proof, we fix δ ∈ [0, δ] and  > 0, and drop these superscripts. Due to (9), we have
U(T, St,sT , pi
∗,t,s,pi
T ) = exp((pi
∗,t,s,pi
T )
2γl/2). Then, the fact that M t,s,pi satisfies the desired terminal condition
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follows directly from the definitions of Ψ and Γ (preceding (9)). It remains to show the martingale property.
To this end, we claim that the optimal control is consistent (i.e. satisfies the flow property): for any t ≤ l ≤ T ,
a.s.
ν∗,t,s,pir = ν
∗,l,St,sl ,pi∗,t,s,pil
r , a.e. r ∈ [l, T ]. (30)
To prove this claim, we use the tower property and obtain, for any (t, s, pi) ∈ [0, T ] × R2, ν ∈ A(t, T ), and
with the associated (S, pi) = (St,s, pit,s,pi),
EeΨ(t,pi,ν)+QΓ(t,s) = E
[
exp
(∫ l
t
γην2rdr − σγ
∫ l
t
(pir +Q∂sP (r, Sr))dWr
)
E
(
eΨ(l,pil,ν)+QΓ(l,Sl) | F tl
)]
= E
[
exp
(∫ l
t
γην2rdr − σγ
∫ l
t
(pir +Q∂sP (r, Sr))dWr
)
×
E
(
e
Ψ
(
l,pi′,ν(z[t,l]⊗(W−Wl,B−Bl)[l,T ])[l,T ]
)
+QΓ(l,s′)
)
s′=Sl, pi′=pil, z=(W−Wt,B−Bt)
]
≥ E
[
exp
(∫ l
t
γην2rdr − σγ
∫ l
t
(pir +Q∂sP (r, Sr))dWr
)
×
E
(
e
Ψ
(
l,pi′,ν(z[t,l])⊗ν∗,l,s
′,pi′
[l,T ]
)
+QΓ(l,s′)
)
s′=Sl, pi′=pil, z=ν
]
= EeΨ
(
t,pi,ν[t,l]⊗ν∗,l,Sl,pil[l,T ]
)
+QΓ(t,s)
,
where ’⊗’ denotes the concatenation of paths, and we view the admissible controls as functions of Brownian
increments on the associated time intervals. The inequality between the left and the right hand sides of the
above display implies that the objective of the optimization problem (9) will not increase if we modify ν∗,t,s,pi
on [l, T ] to be equal to the right hand side of (30). Then, due to uniqueness of the optimal control with the
initial condition (s, pi) at time t, (30) must hold.
The martingale property follows easily from (30): for t ≤ l ≤ T ,
E
(
M t,s,piT | F tl
)
= E
(
exp
(
Ψ(t, pi, ν∗,t,s,pi[l,T ] ) +QΓ(t, s)
)
| F tl
)
= exp
(∫ l
t
γη(ν∗,t,s,pir )
2dr − σγ
∫ l
t
(pi∗,t,s,pir +Q∂sP (r, S
t,s
r ))dWr
)
· E (exp (Ψ(l, pi∗,t,s,pil , ν∗,t,s,pi) +QΓ(l, St,sl )) | F tl )
= exp
(∫ l
t
γη(ν∗,t,s,pir )
2dr − σγ
∫ l
t
(pi∗,t,s,pir +Q∂sP (r, S
t,s
r ))dWr
)
· E
(
exp
(
Ψ(l, pi∗,t,s,pil , ν
∗,l,Sl,pi∗,t,s,pil ,δ,) +QΓ(l, St,sl )
)
| F tl
)
= exp
(∫ l
t
γη(ν∗,t,s,pir )
2dr − σγ
∫ l
t
(pi∗,t,s,pir +Q∂sP (r, S
t,s
r ))dWr
)
Uδ,(l, St,sl , pi
∗,t,s,pi
l ) = M
t,s,pi
l .
In order to derive an FBSDE representation for the optimal control it is convenient to work under a different
probability measure. To construct such a measure, we will use the martingale M t,s,pi,δ,. However, in order to
apply Girsanov’s theorem, it is convenient to use an alternative representation of this martingale via
Zδ,(t, s, pi) := σ(∂suδ,(t, s, pi)− γ(pi +Q∂sP (t, s))), (31)
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provided in the following lemma.
Lemma 6. For any δ ∈ (0, δ], any  > 0, and any (t, s, pi) ∈ [0, T ] × R2, the continuous modification of the
martingale (M t,s,pi,δ,l )l∈[t,T ] is given by
M t,s,pi,δ,l = U
δ,(t, s, pi) exp
(∫ l
t
Zδ,
(
r, St,sr , pi
∗,t,s,pi,δ,
r
)
dWr + δ∂piu
δ,(r, St,sr , pi
∗,t,s,pi,δ,
r )dBr
−1
2
∫ l
t
(Zδ,
(
r, St,sr , pi
∗,t,s,pi,δ,
r
)
)2 + δ2(∂piu
δ,(r, St,sr , pi
∗,t,s,pi,δ,
r ))
2dr
)
.
Proof:
As a martingale on a Brownian filtration, M t,s,pi,δ, has a continuous modification. Since it is also positive,
it must have the representation
M t,s,pi,δ,l = U
δ,(t, s, pi) exp
(∫ l
t
φWr dWr + φ
B
r dBr −
1
2
∫ l
t
(φWr )
2 + (φBr )
2dr
)
,
for some φW and φB that are almost surely square integrable in time. Applying Itoˆ’s formula to the above
representation of M t,s,pi,δ,l (viewed as a process in l ∈ [t, T ]) and to the right hand side of (28), and equating
the martingale terms, we obtain:
φWr = σ
(
∂su
δ,(r, Sr, pi
δ,
r )− γ(piδ,r +Q∂sP (r, Sr))
)
= Zδ,
(
r, Sr, pi
δ,
r
)
and φBr = δ∂piu
δ,(r, Sr, pi
δ,
r ).
To justify the application of Itoˆ’s formula to uδ,, we recall that the latter is C1,2 for δ > 0.
Using the martingales defined in Lemma 5, for any (t, s, pi) ∈ [0, T ] × R2 and δ ∈ [0, δ],  > 0, we
introduce the probability measure Qt,s,pi,δ, on F t:
dQt,s,pi,δ,
dP
:=
M t,s,pi,δ,T
U δ,(t, s, pi)
, (32)
so that
W˜ t,s,pi,δ,l := Wl −Wt −
∫ l
t
Zδ,
(
r, St,sr , pi
∗,t,s,pi,δ,
r
)
dr and (33)
B˜t,s,pi,δ,l := Bl −Bt −
∫ l
t
δ∂piu
δ,(r, St,sr , pi
∗,t,s,pi,δ,
r )dr (34)
are independent standard Brownian motions on [t, T ] under Qt,s,pi,δ,. For convenience, we will often drop
some (or all) of the superscript (t, s, pi, δ, ) in the notation for Q, B˜, and W˜ , when it causes no confusion.
We now derive a FBSDE characterization of the optimal control under Q, for δ,  > 0. For notational
convenience, we introduce the truncation function
φ(x) =
(
−1 ∧ (x)) ∨ (−−1), x ∈ R.
Note that φ is an odd function.
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Proposition 4. Let us fix an arbitrary initial point (t0, s0, pi0) ∈ [0, T ] × R2, and constants δ ∈ (0, δ] and
 > 0. Then, the associated optimal control has a continuous modification satisfying
ν∗,t0,s0,pi0,δ,t = −φ(Y 1t /(2ηγ)), Y 1t := ∂piuδ,(t, St0,s0t , Y 2t ), Y 2t := pi∗,t0,s0,pi0,δ,t , (35)
and (Y 1, Y 2) solve the following FBSDE on [t0, T ]:
Y 1t =γlY
2
T −
∫ T
t
(
γlδ2Y 1r + γσZδ,(r, St0,s0r , Y 2r )
)
dr −
∫ T
t
Z˜Wr dW˜r −
∫ T
t
Z˜Br dB˜r, (36)
Y 2t =pi0 +
∫ t
t0
(−φ(Y 1r /(2ηγ)) + δ2Y 1r ) dr + δ(B˜t − B˜t0). (37)
Remark 4. It is important to note that we are not using BSDE tools to claim the existence of a solution for the
above system. A solution exists by the existence of the optimizer.
Proof:
For convenience, we drop the dependence on (δ, ) and denote
(S0, pi0) := (St0,s0 , pi∗,t0,s0,pi0).
The representations (35) and (37) follow from the fact that uδ, ∈ C1,2 and from the existence of an optimal
control in a feedback form (see Proposition 1 and its proof).
It remains to prove that (36) holds. Note that the latter BSDE is equivalent to the statement that
∂piu(t, S
0
t , pi
0
t )−
∫ t
t0
γlδ2
(
∂piu(r, S
0
r , pi
0
r) + γσZ(r, S0r , pi0r)
)
dr
is a Qt0,s0,pi0 -martingale, with the terminal condition
γlpi0T −
∫ T
t0
(
γlδ2∂piu(r, S
0
r , pi
0
r) + γσZ(r, S0r , pi0r)
)
dr.
The terminal condition holds due to the fact that ∂piu(t, s, pi)→ γlpi = ∂piu(T, s, pi), as t→ T (cf. Proposition
3). To prove the martingale property, we notice that the representation (28) and the consistency property (30)
imply, for all t0 ≤ t ≤ t1 ≤ T ,
M
t,S0t ,pi
0
t
T = M
t,S0t ,pi
0
t
t1
M
t1,S
t,S0t
t1
,pi
∗,t,S0t ,pi0t
t1
T
U
(
t1, S
t,S0t
t1 , pi
∗,t,S0t ,pi0t
t1
) . (38)
Due to (26), we have
∂piU(t, S
0
t , pi
0
t ) = E
[
M
t,S0t ,pi
0
t
T
(
γl
(
pi0t +
∫ T
t
ν
∗,t,S0t ,pi0t ,δ,
r dr + δ(BT −Bt)
)
− γσ(WT −Wt)
)
|F t0t
]
.
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Then, splitting the integration domain into [t, t1] and [t1, T ], and using (38), the standard properties of condi-
tional expectation, and the consistency property (30), we obtain:
∂piU(t, S
0
t , pi
0
t ) = E
M t,S0t ,pi0tt1 M t1,S
t,S0t
t1
,pi
∗,t,S0t ,pi0t
t1
T
U
(
t1, S
t,S0t
t1 , pi
∗,t,S0t ,pi0t
t1
) (γlpi∗,t1,St,S0tt1 ,pi∗,t,S0t ,pi0tt1T − γσ(WT −Wt1)
)
|F t0t

− E
[
M
t,S0t ,pi
0
t
t1
∫ t1
t
γlδ2∂piu
(
r, S
t,S0t
r , pi
∗,t,S0t ,pi0t
r
)
+ γσZ
(
r, S
t,S0t
r , pi
∗,t,S0t ,pi0t
r
)
dr|F t0t
]
= E
M t,S0t ,pi0tt1
∂piU
(
t1, S
t,S0t
t1 , pi
∗,t,S0t ,pi0t
t1
)
U
(
t1, S
t,S0t
t1 , pi
∗,t,S0t ,pi0t
t1
) − ∫ t1
t
γlδ2∂piu(r, S
0
r , pi
0
r) + γσZδ,(r, S0r , pi0r)dr
 |F t0t
 .
Next, we notice that (38) implies
M
t,S0t ,pi
0
t
t1 = U
(
t0, S
0
t , pi
0
t
)M t0,s0,pi0t1
M t0,s0,pi0t
.
Collecting the above, we obtain
∂piu(t, S
0
t , pi
0
t ) = EQ
t0,s0,pi0
[
∂piu
(
t1, S
t,S0t
t1 , pi
∗,t,S0t ,pi0t
t1
)
|F t0t
]
− EQt0,s0,pi0t
[∫ t1
t
(
γlδ2∂piu(r, S
0
r , pi
0
r) + γσZδ,(r, S0r , pi0r)dr
) |F t0t ] ,
which yields the desired martingale property.
Remark 5. It is easy to deduce from (38) and from the measurability properties discussed at the beginning of
this subsection, that, for any F t0T -measurable random variable ξ and any r ∈ [t0, T ],
EQ
t0,s0,pi0,δ, [
ξ|F t0r
]
= EQ
r,s,pi,δ, [
ξ|F t0r
] ∣∣
(s,pi)=
(
S
t0,s0
r ,pi
∗,t0,s0,pi0,δ,
r
). (39)
Next, we use the FBSDE representation in Proposition 4 to estimate the optimal control uniformly in , δ.
To ease the notation, we introduce
gδ,r := σ(∂su
δ,(r, Sr, pi
δ,
r )− γQ∂sP (r, Sr)),
which is bounded, uniformly over (ω, t0, s0, pi0, δ, ), due to Assumption 1 and the Lipschitz-continuity of uδ,
in s. Then, (36) can be written as
Y 1t =γlY
2
T +
∫ T
t
(
γ2σ2Y 2r − γlδ2Y 1r − γσgδ,r
)
dr −
∫ T
t
Z˜Wr dW˜r −
∫ T
t
Z˜Br dB˜r. (40)
Theorem 1. There exist constants δ0, C > 0, such that∣∣∣∂piuδ,(t, St0,s0t , pi∗,t0,s0,pi0,δ,t )∣∣∣ ≤ C (1 + |pi0|+ δ sup
t0≤r≤t
|Br −Bt0 |
)
, t ∈ [t0, T ], (41)
for all (t0, s0, pi0) ∈ [0, T ]× R2,  > 0, and δ ∈ (0, δ0].
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Proof:
For notational simplicity, we drop the dependence of the processes on δ, . By the classical BSDE estimates
applied to (40) we obtain:
EQ
[
sup
t0≤t≤T
|Y 1t |2 +
∫ T
t0
|Z˜Wt |2 + |Z˜Bt |2dt
]
≤ CEQ
[
(Y 2T )
2 +
∫ T
t0
(Y 2r )
2 + g2rdr
]
(42)
where, as a part of our standing convention, we have omitted the dependence of Q on (t0, s0, pi0, δ, ). Making
use of (37), we apply Ito’s formula to Y 1t Y
2
t to obtain
γl(Y 2T )
2 =Y 1t0pi0 +
∫ T
t0
(
−γ2σ2(Y 2r )2 + γlδ2Y 1r Y 2r − Y 1r φ
(
Y 1r
2ηγ
)
+ δ2(Y 1r )
2 + γσY 2r gr + δZ˜
B
r
)
dr
+
∫ T
t0
Y 2r Z˜
W
r dW˜r +
∫ T
t0
Y 1r δ + Y
2
r Z˜
B
r dB˜r.
Consider λ > 0, which is to be determined. Note also that there exists Cλ such that, for all a, b ∈ R, we have
ab ≤ λa2 + Cλb2. Then, there exists a constant Cγ,σ > 0, depending only on γ and σ, such that the above
equality and (42) imply that, for all  > 0 and all small enough δ > 0,
E
[
γl(Y 2T )
2 +
∫ T
t0
(
γ2σ2(Y 2r )
2 + Y 1r φ
(
Y 1r
2ηγ
))
dr
]
≤ Y 1t0pi0
+E
[∫ T
t0
(
δ2(Y 1r )
2 + γlδ2Y 1r Y
2
r + γσY
2
r gr + δZ˜
B
r
)
dr
]
≤ λ(Y 1t0)2 + Cλpi20 + E
[∫ T
t0
(
δ2(1 + γl/2)(Y 1r )
2 +
1
3
γ2σ2(Y 2r )
2 + Cγ,σg
2
r + δZ˜
B
r
)
dr
]
≤ Cλpi20 + δE
[∫ T
t0
Z˜Br dr
]
+E
[
(λC + δ(T − t0))(Y 2T )2 +
∫ T
t0
((
λC + δ(T − t0) + 1
3
γ2σ2
)
(Y 2r )
2 + (λC + δ(T − t0) + Cγ,σ)g2rdr
)]
≤ Cλpi20+δ(T−t0)+E
[
((λ+ δ)C + δ(T − t0))(Y 2T )2 +
∫ T
t0
(
(λ+ δ)C + δ(T − t0) + 1
3
γ2σ2
)
(Y 2r )
2dr
]
+E
[∫ T
t0
((λ+ δ)C + δ(T − t0) + Cγ,σ)g2rdr
]
.
We now choose small enough λ, δ0 > 0, so that for all δ ∈ (0, δ0] we have
((λ+ δ)C + δ(T − t0)) ≤ γl
2
and (λ+ δ)C + δ(T − t0) + 1
3
γ2σ2 ≤ 1
2
γ2σ2.
Then, the previous estimate implies that, for all  > 0 and δ ∈ (0, δ0],
E
[
γl(Y 2T )
2 +
∫ T
t0
(
γ2σ2(Y 2r )
2 + Y 1r φ
(
Y 1r
2ηγ
))
dr
]
≤ C1
(
pi20 + δ + E
[∫ T
t0
g2rdr
])
.
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As g is absolutely bounded, the above inequality implies
E
[
γl(Y 2T )
2 +
∫ T
t0
(
γ2σ2(Y 2r )
2 + Y 1r φ
(
Y 1r
2ηγ
))
dr
]
≤ C2
(
pi20 + 1
)
.
The above estimate and (42) yield
|Y 1t0 |2 ≤ C3(pi20 + 1) = C3((Y 2t0)2 + 1).
Repeating the procedure for arbitrary t ∈ [t0, T ] in place of t0 (and taking conditional, as opposed regular,
expectations), we obtain
|Y 1t |2 ≤ C3(pi2t + 1) = C3((Y 2t )2 + 1), t ∈ [t0, T ].
Bringing back the superscript (δ, ), we deduce from the above estimate that
φ(−Y 1t /(2ηγ)) + δ2Y 1t = Cδ,t Y 2t + C˜δ,t , t ∈ [t0, T ],
with some progressively measurable bounded processes Cδ, and C˜δ,, that are uniformly bounded for  > 0
and δ ∈ (0, δ0]. Using the above representation, we can write the solution to (37) as follows:
Y 2r = pi0e
∫ r
t0
Cδ,u du +
∫ r
t0
e
∫ r
s
Cδ,u du(C˜δ,s ds+ δdB˜s)
where the anticipating integral is to be understood as
∫ r
t0
e
∫ r
s
Cδ,u dudB˜s = e
∫ r
t0
Cδ,u du
∫ r
t0
e
− ∫ s
t0
Cδ,u dudB˜s.
Using the above, we can represent the solution to (40) as
Y 1t =e
−γlδ2(T−t)EQ
δ,
t
[
γl
(
pi0e
∫ T
t0
Cδ,u du +
∫ T
t0
e
∫ T
s
Cδ,u du(C˜δ,s ds+ δdB˜s)
)
+
∫ T
t
eγlδ
2(T−r)
(
γ2σ2
(
pi0e
∫ r
t0
Cδ,u du +
∫ r
t0
e
∫ r
s
Cδ,u du(C˜δ,s ds+ δdB˜s)
)
− γσgδ,r
)
dr
]
.
Then, the uniform boundedness of the processes Cδ,, C˜δ,, gδ,, the identity∫ r
t0
e
∫ r
s
Cδ,u dudB˜s = B˜r − e
∫ r
t0
Cδ,u duB˜t0 +
∫ r
t0
Cδ,s e
∫ r
s
Cδ,u duB˜sds,
and the fact that B˜ is a Brownian motion under Qδ,, yield
|Y 1t | ≤ Cˆ(1 + |pi0|+ δ sup
t0≤r≤t
|B˜r − B˜t0 |), t ∈ [t0, T ],
with a constant Cˆ independent of (t0, s0, pi0) ∈ [0, T ] × R2,  > 0, and δ ∈ (0, δ0]. Note that B˜r − B˜t0 =
Br −Bt0 − δ
∫ t
t0
Y 1r dr. Thus,
sup
t0≤r≤t
|Y 1r | ≤ Cˆ(1 + |pi0|+ δ sup
t0≤r≤t
|Br −Bt0 |+ δT sup
t0≤r≤t
|Y 1r |),
which yields the desired estimate.
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Next, we establish the monotonicity of the feedback optimal control function ∂piuδ,.
Lemma 7. For any (t, s) ∈ [0, T ] × R,  > 0, and δ ∈ (0, δ], the functions Uδ,(t, s, ·) and uδ,(t, s, ·) are
convex.
Proof:
We omit the dependence of the functions on , δ. The convexity of U is a direct consequence of the
convexity of a square function and an exponential. Indeed for any (λ, t, s, pi1, pi2) ∈ [0, 1] × [0, T ] × R3, and
any optimizing sequences (νi,k)i=1,2, k∈N for the problem (9) started at (t, s, pii), we have the inequality
U(t, s, λpi1 + (1− λ)pi2) ≤ J(t, s, λpi1 + (1− λ)pi2;λν1,k + (1− λ)ν2,k)
≤ λJ(t, s, pi1; ν1,k) + (1− λ)J(t, s, pi2; ν2,k).
Taking k to∞, this leads to the convexity of U in pi.
In order to prove the convexity of u we adapt the ideas in [21, Section 4]. First, we define the measure of
convexity
[0, T ]× R3 3 (t, s, pi1, pi2) 7→ C(t, s, pi1, pi2) = u(t, s, pi1) + u(t, s, pi2)− 2u
(
t, s,
pi1 + pi2
2
)
Due to continuity of u, it is convex in pi if and only if C(t, s, pi1, pi2) ≥ 0 for all (t, s, pi1, pi2) ∈ [0, T ] × R3.
Due to convexity of u at the final time, we have that
C(T, ·) ≥ 0.
Denoting p¯i = pi1+pi22 , we differentiate C and use the PDE (17), to obtain
LCC := ∂tC + σ
2
2
∂ssC +
δ2
2
(∂pi1pi1C + ∂pi1pi1C + 2∂pi2pi1C)
=
(
∂tu+
σ2
2
∂ssu+
δ2
2
∂pipiu
)
(pi1) +
(
∂tu+
σ2
2
∂ssu+
δ2
2
∂pipiu
)
(pi2)
−2
(
∂tu+
σ2
2
∂ssu+
δ2
2
∂pipiu
)
(p¯i) = −H(∂piu(pi1))−H(∂piu(pi2)) + 2H(∂piu(p¯i))
−δ
2
2
(
(∂piu(pi1))
2 + (∂piu(pi2))
2 − 2(∂piu(p¯i))2
)
−σ
2
2
(
(∂su(pi1)− γ(pi1 +Q∂sP ))2 + (∂su(pi2)− γ(pi2 +Q∂sP ))2 − 2 (∂su(p¯i)− γ(p¯i +Q∂sP ))2
)
.
As H is Lipschitz-continuous, we can define bounded continuous functions A
δ,
i , for i = 1, 2, such that
−H(∂piu(pii)) +H(∂piu(p¯i)) = (∂piu(pii)− ∂piu(p¯i))Aδ,i = Aδ,i ∂piiC.
Additionally, by direct computation, we have
(∂piu(pi1))
2 + (∂piu(pi2))
2 − 2(∂piu(p¯i))2 = (∂pi1C)2 + (∂pi2C)2 + 2∂piu(p¯i)(∂pi1C + ∂pi2C) and
(∂su(pi1)− γ(pi1 +Q∂sP ))2 + (∂su(pi2)− γ(pi2 +Q∂sP ))2 − 2 (∂su(p¯i)− γ(p¯i +Q∂sP ))2
= 2 (∂su(p¯i)− γ(p¯i +Q∂sP )) ∂sC
+
(
∂su(pi1)− ∂su(p¯i)− γ
2
(pi1 − pi2)
)2
+
(
∂su(pi2)− ∂su(p¯i)− γ
2
(pi2 − pi1)
)2
.
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Therefore,
LCC =Aδ,1 ∂pi1C +Aδ,2 ∂pi2C − σ2 (∂su(p¯i)− γ(p¯i +Q∂sP )) ∂sC
− δ
2
2
(
(∂pi1C)
2 + (∂pi2C)
2 + 2∂piu(p¯i)(∂pi1C + ∂pi2C)
)
− σ
2
2
((
∂su(pi1)− ∂su(p¯i)− γ
2
(pi1 − pi2)
)2
+
(
∂su(pi2)− ∂su(p¯i)− γ
2
(pi2 − pi1)
)2)
≤Aδ,1 ∂pi1C +Aδ,2 ∂pi2C − σ2
(
∂su
(
pi1 + pi2
2
)
− γ
(
pi1 + pi2
2
+Q∂sP
))
∂sC
− δ2∂piu
(
pi1 + pi2
2
)
(∂pi1C + ∂pi2C).
Thus, C is a supersolution, of at most quadratic growth, of a linear parabolic equation. Due to Theorem 1 and
the boundedness of ∂su, the coefficients of the generator of this linear PDE have at most linear growth, which
is sufficient to claim that C ≥ 0 (e.g., via the Feynman-Kac formula).
Recall that the main goal of this subsection is to establish a tractable representation and the key properties
of the optimal control for δ =  = 0, by taking limits as , δ ↓ 0.
Theorem 2. There exists an affine function 1/0 : R+ → (0,∞), such that the following statements hold.
• For any (t, s, pi) ∈ [0, T ]×R2 and any  ∈ [0, 0(|pi|)], the optimal control ν∗,t,s,pi,0, has a modification
that is a.s. continuous in time and absolutely bounded (a.s., uniformly in t) by 1/0(|pi|).
• For any t ∈ [0, T ] and any  ≥ 0, the mapping (s, pi) 7→ u0,(t, s, pi) is continuously differentiable,
∂su
0, is continuous on [0, T )×R2, and ∂piu0, is continuous and linearly bounded in pi on [0, T ]×R2.2
• For any (t, s, pi) ∈ [0, T ] × R2 and  ∈ [0, 0(|pi|)], the aforementioned modification of the optimal
control is given by
ν∗,t,s,pi,0,r = −
1
2ηγ
∂piu
0,
(
r, St,sr , pi
∗,t,s,pi,0,
r
)
, (43)
where pi∗,t,s,pi,0, is the a.s. unique solution to the ODE
dpi∗,t,s,pi,0,r = −
1
2ηγ
∂piu
0,
(
r, St,sr , pi
∗,t,s,pi,0,
r
)
dr, pi∗,t,s,pi,0,t = pi. (44)
• For any (t, s, pi) ∈ [0, T ]× R2 and any  ∈ (0, 0(|pi|)], we have, a.s.,
lim
δ↓0
sup
r∈[t,T ]
∣∣ν∗,t,s,pi,δ,r − ν∗,t,s,pi,0,r ∣∣ = 0 = lim
′↓0
∣∣∣ν∗,t,s,pi,0,′r − ν∗,t,s,pi,0,0r ∣∣∣ ,
where every optimal control is understood as its continuous modification.
Proof:
We fix (t0, s0, pi0) ∈ [0, T ]× R2, and, in most instances, drop the dependence on these variables.
2Note that the case  > 0 is covered by Proposition 3.
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First, we prove the statement of the theorem excluding the case  = 0. Consider  > 0, a sequence δn ↓ 0,
and the associated pi∗,δn,, satisfying (37):
dpi∗,δn,t =
[
−φ
(
∂piu
δn,
(
t, St, pi
∗,δn,
t
)
/(2ηγ)
)
+ δ2n∂piu
δn,
(
t, St, pi
∗,δn,
t
)]
dt+ δndB˜t. (45)
Due to Theorem 1, for a.e. random outcome, the drift in the above ODE is absolutely bounded by a constant
times 1 + |pi0|+ δn supt0≤r≤T |Br −Bt0 | (the same constant for all n). Additionally, thanks to (34) and (41),
δnB˜t = δn
(
Bt −
∫ t
t0
δn∂piu
δn,(r, St0,S0r , pi
∗,t0,s0,pi0,δn,
r )dr
)
a.s. converges to zero uniformly in t. Thus, the family of functions {t 7→ pi∗,δn,t }n is relatively compact in the
C-norm on [t0, T ] (for a fixed random outcome). Hence, up to a subsequence, we can assume that it converges
as n→∞. Next, we observe that Corollary 1 and the Ho¨lder-continuity of the partial derivatives of U δ,(t, ·),
which is uniform over small enough δ ≥ 0 (see Proposition 3), imply that, for any t ∈ [t0, T ], ∂piU δn,(t, ·)→
∂piU
0,(t, ·) locally uniformly, as n → ∞. The latter, in turn, implies that ∂piuδn,(t, ·) → ∂piu0,(t, ·) locally
uniformly. Then, using the dominated convergence, it is easy to see that the limit of {pi∗,δn,· }n (for a fixed
random outcome, along a subsequence), denoted pˆi, satisfies (45) with δn replaced by zero. Recall also that
|pˆi| is bounded by an affine function of |pi0| (independent of anything else, including the random outcome
and the choice of a subsequence), which we denote by 1/0. Hence, for  ∈ (0, 0(|pi0|)], φ can be replaced
by identity, and we conclude that pˆi satisfies (44). Proposition 3 and Lemma 7 imply that ∂piu0, is jointly
measurable and continuously increasing in pi (the latter property is only established for δ > 0, but it extends
trivially to δ = 0 by taking a limit, as above). Then, a combination of Caratheodory’s existence theorem
and [13, Theorem 3.1] implies that the solution to (44) is unique. Thus, the limits along all subsequences of
{pi∗,δn,}n must be the same, and we conclude that this sequence converges a.s., uniformly in t ∈ [t0, T ], to
pˆi, and that ν∗,δn, converges in the same way to
νˆt := −
1
2ηγ
∂piu
0, (t, St, pˆi

t ) .
It only remains to show that νˆ = ν∗,0,. The latter follows easily from the aforementioned convergence and
from the continuity of Jδ(t, s, pi,Q; ν) in (δ, ν), for uniformly bounded {ν} (see (7)).
Next, we consider the case  = 0. Recall that, for all  ∈ (0, 0(|pi0|)], we have ν∗,0, = ν∗,0,0(|pi0|), which
implies u0,(t, s, pi) = u0,0(|pi0|)(t, s, pi) for all  ∈ (0, 0(|pi0|)], t ∈ [t0, T ], s ∈ R, |pi| ≤ |pi0|. The first
consequence of this observation is the existence of
νˆ := lim
↓0
ν∗,0,, pˆi := lim
↓0
pi∗,0,,
and the absolute boundedness of both processes (a.s., uniformly in t). The second consequence is the existence
of
vˆ := lim
↓0
∂piu
0,, (46)
where the convergence holds uniformly on all compacts. Corollary 1 implies that
vˆ = ∂piu
0,0, νˆ = ν∗,0,0,
and the dominated convergence shows that the statement of the theorem holds for  = 0.
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Remark 6. For pi restricted to a compact, there is in fact no need to take the limit in (46) – it suffices to
consider small enough  > 0. Thus, an immediate corollary of Theorem 2 is the following: ∂αu0,0(t, s, pi) =
∂αu
0,(t, s, pi) for all  ∈ (0, 0(|pi|)] and α = s, pi.
Throughout the rest of the paper, we interpret the optimal control ν∗,t,s,pi,δ,, for δ,  > 0 and δ = 0,  ≥ 0,
as its continuous modification (appearing in Proposition 4 and in Theorem 2).
It is important to notice that Theorem 2 implies that the solution of the stochastic control problems (6) and
(9), with  = 0, is the same as their solution for  > 0, provided the latter is sufficiently small. This observation
allows us to extend some of the results established earlier in this section for  > 0 to the case  = 0. For
example, it is clear that the statement of Proposition 3 holds for  = 0. The following corollary extends the
statement of Proposition 1, showing that Vˆ δ, is a classical solution to the associated HJB equation, even for
δ =  = 0 (note that we could not prove this fact directly in Proposition 1, as this extension requires the
conclusion of Theorem 2).
Corollary 3. Denote by Vˆ (t, s, pi, x,Q) the value function of (6), with δ =  = 0. Then, Vˆ ∈ C1,2,1,∞,1([0, T )×
R4) ∩ C([0, T ]× R4), and it is a classical solution to (11)–(12):
∂tVˆ +
σ2
2
∂ssVˆ + sup
ν∈R
[ν∂piVˆ − ν(s+ ην)∂xVˆ ] = 0, (47)
Vˆ (T, s, pi, x,Q) = − exp
(
−γ
(
x+ pis− l pi
2
2
+QH(s)
))
. (48)
Proof:
It is shown in the proof of Proposition 1 that Vˆ is a continuous viscosity solution to (47)–(48). Let us show
that Vˆ is in fact a classical solution of this equation. We begin by noticing that the supremum in (47) is attained
at
ν =
1
2η
(
∂piVˆ
∂xVˆ
− s
)
,
and that
sup
ν∈R
[ν∂piVˆ − ν(s+ ην)∂xVˆ ] = 1
4η
(
∂piVˆ
∂xVˆ
− s
)2
∂xVˆ .
Next, we deduce from (8)–(9), (26), and (15), that(
|Vˆ |+ |∂xVˆ |+ |∂xVˆ |−1 + |∂xxVˆ |+ |∂pixVˆ |+ |∂piVˆ |
)
(t, s, pi, x,Q)| ≤ C1(Q)eC2(Q)(|x|+|pis|+pi2), (49)
with some locally bounded C1, C2 > 0. Treating the nonlinear part of (47) as a given source term, we no-
tice that the latter is measurable and absolutely bounded by the right hand side of (49), with possibly dif-
ferent constants. Then, for any fixed (pi, x,Q) ∈ R3, the Feynman-Kac formula yields a classical solution
V¯ (·, ·, pi0, x,Q) ∈ C1,2([0, T )× R) to the aforementioned modification of (47), satisfying
V¯ (t, s, pi, x,Q) = E
∫ T
t
 1
4η
(
∂piVˆ
∂xVˆ
− s− σWr−t
)2
∂xVˆ
 (r, s+ σWr−t, pi, x,Q)dr
+ Vˆ (T, s+ σWT−t, pi, x,Q)
]
. (50)
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Indeed, using the fact that ∂piVˆ , ∂xVˆ and Vˆ are continuous in all variables (recall that Proposition 3 has
been extended to the case  = 0) and the explicit form of the Gaussian transition density, along with the
growth estimate (49) and Fubini’s theorem, we can show that ∂tV¯ and ∂ssV¯ are well defined and continuous
in (t, s, pi, x,Q).
Next, we recall the value function Vˆ δ, of (8) for δ,  > 0. We fix an arbitrary pi0 ∈ R and choose
 = 0(|pi0|)/2, where 0 is defined in Theorem 2, so that the optimal control ν∗ of the unconstrained hedging
problem is absolutely bounded by 1/, for all initial underlying inventories in an open neighborhood of pi0, and
for all (t, s, x,Q) ∈ [0, T ]× R3. In particular,
sup
|ν|≤1/
[ν∂piVˆ
δ,−ν(s+ην)∂xVˆ δ,] = sup
ν∈R
[ν∂piVˆ
δ,−ν(s+ην)∂xVˆ δ,] = 1
4η
(
∂piVˆ
δ,
∂xVˆ δ,
− s
)2
∂xVˆ
δ,, (51)
for all sufficiently small δ > 0, all (t, s, x,Q) ∈ [0, T ]× R3, and over an open neighborhood of pi0.
Recall that, as shown in the proof of Proposition 1, Vˆ δ, is a classical solution to (47)–(48). In addition, it
is easy to see that, for sufficiently small δ > 0, (49) holds with Vˆ δ, in place of Vˆ . Then, the Feynman-Kac and
Itoˆ’s formulas imply the following representation (for sufficiently small δ > 0):
Vˆ δ,(t, s, pi0, x,Q) = E
(∫ T
t
(
δ2s∂pixVˆ
δ, +
δ2
2
s2∂xxVˆ
δ, (52)
+ sup
|ν|≤1/
[ν∂piVˆ
δ, − ν(s+ σWr−t + ην)∂xVˆ δ,]
)
(r, s+ σWr−t, pi0 + δBr−t, x,Q)dr
+ Vˆ (T, s+ σWT−t, pi0 + δBT−t, x,Q)
)
.
It follows from the proof of Theorem 2 that, for any t ∈ [0, T ), as δ ↓ 0,
(∂pixVˆ
δ,, ∂xxVˆ
δ,, ∂sVˆ
δ,, ∂piVˆ
δ,, ∂xVˆ
δ,, Vˆ δ,)(t, ·)→ (∂pixVˆ , ∂xxVˆ , ∂sVˆ , ∂piVˆ , ∂xVˆ , Vˆ )(t, ·), (53)
locally uniformly in (s, x,Q) and over an open neighborhood of pi0. The above convergence, the equations
(50), (52) and (51), and the dominated convergence theorem, yield
Vˆ δ,(t, s, pi0, x,Q)→ V¯ (t, s, pi0, x,Q),
as δ ↓ 0. Using (53) again, we conclude that Vˆ = V¯ . In particular, we conclude that ∂tVˆ and ∂ssVˆ are well
defined and continuous in (t, s, pi, x,Q). On the other hand, the extended Proposition 3 yields the continuity of
∂αVˆ , for α = x, s, pi,Q. Hence, Vˆ ∈ C1,2,1,1,1([0, T ] × R4). The infinite differentiability of Vˆ in x (and the
continuity of each derivative) follows easily from (8).
Our final goal in this subsection is to establish a convenient BSDE-type representation of the optimal control
for δ =  = 0, which will be used in Section 3. To this end, we recall the probability measureQt,s,pi,δ,, defined
in (32) for δ ∈ [0, δ¯] and  > 0. We define the probability measure Qt,s,pi,0,0 in the same way:
dQt,s,pi,0,0
dP
:= M t,s,pi,0,0T , (54)
M t,s,pi,0,0l := exp
(∫ l
t
Z0,0
(
r, St,sr , pi
∗,t,s,pi,0,0
r
)
dWr − 1
2
∫ l
t
(
Z0,0
(
r, St,sr , pi
∗,t,s,pi,0,0
r
))2
dr
)
, l ∈ [t, T ],
(55)
Z0,0(t, s, pi) = Z(t, s, pi) := σ(∂su0,0(t, s, pi)− γ(pi +Q∂sP (t, s))). (56)
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Indeed, estimate (16) and Theorem 2 imply that Z0,0
(
r, St,sr , pi
∗,t,s,pi,0,0
r
)
is absolutely bounded, uniformly
over r ∈ [t, T ], which, in particular, yields the martingale property of M t,s,pi,0,0. The following lemma shows
that the latter process is a limit of M t,s,pi,δ,, defined in (28) (recall also Lemma 6).
Lemma 8. For any (t, s, pi) ∈ [0, T ]× R2 and any r ∈ [t, T ], we have
(L2) lim
↓0
lim
δ↓0
M t,s,pi,δ,r = M
t,s,pi,0,0
r .
Proof:
First, we recall the representation in Lemma 6 and notice that Theorem 2 and estimates (16), (41) imply the
existence of a function δ0 : [1,∞)→ (0,∞) s.t.
sup
(δ,)∈((0,δ0(p)]×(0,0(|pi|)])∪{(0,0)}
E
(
M t,s,pi,δ,r
)p
<∞, ∀ p ≥ 1.
In addition, the last statement of Theorem 2, the estimates (16), (41), and the uniform boundedness of the
optimal control (as in the first statement of Theorem 2), yield
(L4) lim
↓0
lim
δ↓0
sup
r∈[t,T ]
|pi∗,t,s,pi,δ,r − pi∗,t,s,pi,0,0r | = 0 (57)
= lim
↓0
lim
δ↓0
sup
r∈[t,T−ε]
|∂αuδ,
(
r, St,sr , pi
∗,t,s,pi,δ,
r
)− ∂αu0,0 (r, St,sr , pi∗,t,s,pi,0,0r ) |,
for α = s, pi and for any ε ∈ (0, T − t). To estimate E (M t,s,pi,δ,r −M t,s,pi,0,0r )2 for r ∈ [t, T ), it suffices to
apply the inequality
|ex − ey| ≤ C|x− y|(ex + ey), x, y ∈ R
(which holds for a sufficiently large constant C > 0), along with the Cauchy-Schwartz inequality and Itoˆ’s
formula (applied to the fourth power of a Brownian integral, to compute its expectation). To cover the case
r = T , it suffices to notice that M t,s,pi,δ,· is L2-continuous at T uniformly over δ ∈ [0, δ1] and  ∈ [0, 1], with
sufficiently small δ1, 1 > 0.
Using the above constructions and Lemma 8, we can now derive the desired representation of the optimal
control for δ =  = 0 via a conditional expectation. To this end, we define
κ :=
√
σ2γ
2η
, m(t) := −κ+ 2κ
1− l−
√
2σ2γη
l+
√
2σ2γη
e−2κ(T−t)
(58)
=

κ coth
(
κ(T − t) + 12 ln
(
l+
√
2γσ2η
l−
√
2γσ2η
))
if l −
√
2γσ2η > 0,
κ tanh
(
κ(T − t) + 12 ln
(
l+
√
2γσ2η
−l+
√
2γσ2η
))
if l −
√
2γσ2η ≤ 0,
and note that m is the continuous (i.e. non-exploding) solution to the ODE
−m′(t) +m2(t) = κ2, t ∈ [0, T ], m(T ) = l
2η
.
In addition, we define the (Borel measurable) function R via
∂piu
0,0(t, s, pi) = 2γηm(t)pi + e
∫ t
0
m(r)drR(t, s, pi). (59)
Notice that, thanks to (43), the optimal control for δ =  = 0 can be expressed in a feedback form via R.
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Proposition 5. The function R is absolutely bounded on [0, T ]×R2. Moreover, for any (t0, s0, pi0) ∈ [0, T ]×
R2, the process Rt := R(t, St0,s0t , pi
∗,t0,s0,pi0,0,0
t ), for t ∈ [t0, T ], is continuous and satisfies:
Rt = −γσ2EQ
t0,s0,pi0,0,0
t
[∫ T
t
e−
∫ r
0
m(v)dv
(
∂su
0,0(r, St0,s0r , pi
∗,t0,s0,pi0,0,0
r )− γQ∂sP (r, St0,s0r )
)
dr
]
.
(60)
Proof:
First, we note that the right hand side of (60) is absolutely bounded by a constant. Taking t = t0, we deduce
the absolute boundedness of the function R. Thus, it only remains to establish (60).
Recall that, as follows from Proposition 4, for δ ∈ (0, δ] and  > 0, the process V δ,,
V δ,t := ∂piu
δ,(t, St0,s0t , pi
∗,t0,s0,pi0,δ,
t )−
∫ t
t0
γlδ2∂piu
δ,(r, St0,s0r , pi
∗,t0,s0,pi0,δ,
r )+γσZδ,(r, St0,s0r , pi∗,t0,s0,pi0,δ,r )dr,
is a Qt0,s0,pi0,δ,-martingale on [t0, T ]. Recalling the definition of Zδ, (see (31)) and using (57), we conclude
that, for any t ∈ [t0, T ), there exists
V 0,0t := (L
2) lim
↓0
lim
δ↓0
V δ,t = ∂piu
0,0(t, St0,s0t , pi
∗,t0,s0,pi0,0,0
t )−
∫ t
t0
γσZ0,0(r, St0,s0r , pi∗,t0,s0,pi0,0,0r )dr.
Using the above convergence and Lemma 8, it is easy to deduce that V 0,0 is a boundedQt0,s0,pi0,0,0-martingale
on [t0, T ) and, in particular, can be extended to [t0, T ]. Since the filtration is Brownian, there exists a continuous
modification of this martingale. Using (59), we obtain
Rt = e
− ∫ t
0
m(r)dr
(
V 0,0t − 2γηm(t)pi∗,t0,s0,pi0,0,0t +
∫ t
t0
γσZ0,0(r, St0,s0r , pi∗,t0,s0,pi0,0,0r )dr
)
.
Then, by straightforward computations, we have
dRt = e
− ∫ t
0
m(r)drdV 0,0t − e−
∫ t
0
m(r)drV 0,0t m(t)dt+ 2γηe
− ∫ t
0
m(r)drm2(t)pi∗,t0,s0,pi0,0,0t dt
= e−
∫ t
0
m(r)drdV 0,0t + e
− ∫ t
0
m(r)drγσ2
(
∂su
0,0(t, St0,s0t , pi
∗,t0,s0,pi0,0,0
t )− γQ∂sP (t, St0,s0t )
)
dt.
Recalling that V 0,0 is a bounded continuous martingale under Qt0,s0,pi0,0,0 and that
R(T, s, pi) = (∂piu
0,0(T, s, pi)− 2γηm(T )pi)e−
∫ T
0
m(r)dr = e−
∫ T
0
m(r)dr(γlpi − γlpi) = 0,
we conclude the proof.
Remark 7. The representation (60) is to be compared to [7, Theorem 3.1] where the authors study a linear-
quadratic optimization problem with price impact. Due to the local structure of the optimization objective, they
are able to explicitly find the optimal strategy of the investor which consists in following a convolution of the
future target position with an explicit kernel. In the exponential utility framework, considered herein, the prob-
lem is not linear-quadratic anymore. However, (60) indicates that the investor follows a similar convolution of
the target position −Q∂sPt shifted with ∂su. The presence of ∂su means that this equality does not provide an
explicit solution to the optimization problem. However, the representation (60) allows us to control the effect
of ∂su, and in Section 3 we show that the impact of ∂su can be controlled for small η, without decreasing the
objective value at the main order of accuracy.
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2.5 Utility indifference price
Recall the definition of utility indifference price (cf. [11] and references therein).
Definition 2. For any initial condition (s, pi, x,Q) ∈ R4 at time t ∈ [0, T ], and any purchase quantity of the
option ∆Q ∈ R, the number P ∗(t, s, pi, x,Q,∆Q) is the utility indifference price of ∆Q units of the option
with payoff H(ST ) if
Vˆ 0,0(t, s, pi, x,Q) = Vˆ 0,0(t, s, pi, x+ P ∗(t, s, pi, x,Q,∆Q), Q−∆Q),
where Vˆ is defined in (6).
Recall that the utility indifference price is a natural notion of price in the options’ markets. In particular,
since the objective in (6) is nondecreasing in the option’s payoff, the resulting utility indifference price is
monotone w.r.t. the payoff: i.e., if one payoff function dominates another one from above everywhere, the
price of the former is higher than the price of the latter. This, in turn, implies that the utility indifference price
is free of static arbitrage: i.e., the price per unit is always between the lower and the upper bounds of H .3
In view of (10) and (8), we have
P ∗(t, s, pi, x,Q,∆Q) = ∆QP (t, s)− 1
γ
(u0,0(t, s, pi,Q)− u0,0(t, s, pi,Q−∆Q)),
where we bring back the dependence on Q in related quantities. To reduce the number of variables, we can
assume that the option is traded in small quantity (at any fixed time). Then, we only need to study the marginal
utility indifference price (also known as Davis price, see [15], [25], and references therein), which is defined as
p∗(t, s, pi,Q) := lim
∆Q→0
P ∗(t, s, pi, x,Q,∆Q)
∆Q
= P (t, s)− 1
γ
∂Qu
0,0(t, s, pi,Q) = EQ
t,s,pi,Q,0,0
[H(ST )],
where the last equality follows from (27) (which is valid for  = 0 in view of the first statement of Theorem 2)
and the fact that
dQt,s,pi,Q,0,0
dP
=
eΨ
δ(t,pi,ν∗,t,s,pi,Q,0,0)+QΓ(t,s)
U0,0(t, s, pi,Q)
. (61)
The latter fact follows from (29), Lemma 8, and the last statement of Theorem 2. Thus, the equilibrium price
is the expectation under an equivalent probability measure, similar to the classical theory. We note that this
measure depends on the claim and on the current positions of the agent in both the option and the underlying.
Thanks to the definition of Qt,s,pi,Q,0,0, we also have
p∗(t, s, pi,Q) = EQ
t,s,pi,Q,0,0
[H(ST )] = P (t, s) (62)
+ σE
[
e
∫ T
t
Z0,0(r,St,sr ,pi∗,t,s,pi,Q,0,0r ,Q)dWr− 12
∫ T
t (Z
0,0(r,St,sr ,pi
∗,t,s,pi,Q,0,0
r ,Q))
2
dr
∫ T
t
∂sP (r, S
t,s
r )dWr
]
,
where Z0,0(t, s, pi,Q) = σ(∂su0,0(t, s, pi,Q)− γ(pi +Q∂sP (t, s))) is the function defined in (56).
3Note that the aforementioned monotonicity of the objective fails in the hedging problems with linear-quadratic objectives, causing
potential static arbitrages in the indifference prices produced by such models.
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3 Small impact expansion
In the previous section, we have established various theoretical properties of the (log-) value function u, the
optimal hedging strategy, and the marginal utility indifference price p∗, for an option with payoff QH(ST )
in the Almgren-Chriss model. We have also derived useful representations for these quantities, which, in
particular, allow for numerical approximations (see e.g. (17)). However, the explicit expressions, that would
provide additional insights into the behavior of u and p∗, are not available. In this section, we derive an explicit
expansion for p∗ assuming η → 0. Note that, for η = 0, the underlying market turns into the complete
Bachelier model, where the option can be hedged perfectly by the standard delta-hedging strategy, and the
marginal utility indifference price (as well as any reasonable notion of price) of the option is given by P (t, s).
Naturally, we would like to find the leading order of the difference between P (t, s) and p∗ as η → 0.
First, we make an additional modeling convention. Namely, we claim that it is important to rescale the
penalty coefficient for non-liquidation, l, appearing in (6). Indeed, this coefficient is meant to reflect the losses
associated with liquidating the remaining inventory in the underlying. The latter losses are due to the presence
of price impact in the underlying market, hence, they should vanish as η → 0. Thus, in this section we make
the following convention:
l = l¯η, (63)
for some l¯ ≥ 0. This convention implies that we should replace l by l¯η in the formulas established in the
previous section. In particular, since η is small, the function m defined in (58) satisfies, in the new notation:
m(t) = κ tanh
(
κ(T − t) + 1
2
ln
(
l¯
√
η +
√
2γσ2
−l¯√η +
√
2γσ2
))
,
and it solves
−m′(t) +m2(t) = κ2, m(T ) = l¯
2
,
with κ defined in (58). Note that η → 0 is equivalent to κ→∞.
For convenience, we often drop the superscript ‘(δ, )’, as we mostly consider δ =  = 0 in this section
(whenever this is not the case, the superscripts will appear). In addition, to simplify the derivations, we will
often omit the dependence on the initial condition (s, pi,Q), when it causes no confusion, and introduce
Pt := P (t, St), ∂sPt := ∂sP (t, St).
Before proceeding, we need to establish a BSDE representation for ∂su, which is similar to (59)–(60)
established for ∂piu. To obtain the desired representation, we need to make a stronger assumption on the
option’s payoff H .
Assumption 2. H ′ is globally Lipschitz-continuous.
Note that the above assumption implies that ∂ssP is absolutely bounded on [0, T ] × R (in addition to the
properties implied by Assumption 1).
Proposition 6. Let us fix an arbitrary initial condition (s0, pi0, Q) ∈ R3 at time t0 ∈ [0, T ] and drop the
superscript (t0, s0, pi0, Q). Then, under Assumptions 1 and 2, the following representation holds for ∂sut :=
∂su(t, St, pi
∗
t ):
∂sut = Qσ
2γ2 EQ
t,s,pi
t
[∫ T
t
e
∫ t
r
Qσ2γ∂ssPvdv∂ssPr(pi
∗
r +Q∂sPr)dr
]∣∣∣∣∣
(s,pi)=(St,pi∗t )
, t ∈ [t0, T ]. (64)
where Qt,s,pi is the probability defined in (54).
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Proof:
First, recalling (54) and noticing that for all  ≤ 0, with some deterministic 0 > 0, we have
pi∗,0,t = pi
∗,0,0
t , Z0,
(
t, St, pi
∗,0,
t
)
= Z0,0
(
t, St, pi
∗,0,0
t
)
,
for all t ∈ [t0, T ], we conclude that Remark 5 applies for  = 0. Then, using (25), (61), (39), and the fact that
W has a drift under Qt0,s0,pi0 , we obtain:
∂sut = −σγQEQ
t,s,pi
t
[∫ T
t
∂ssPrdWr
]∣∣∣∣∣
(s,pi)=(St,pi∗t )
= −σγQEQt0,s0,pi0t
[∫ T
t
∂ssPrdWr
]
= −σ2γQEQt0,s0,pi0t
[∫ T
t
∂ssPr(∂sur − γ(pi∗r +Q∂sPr))dr
]
.
Thus, ∂su satisfies
d(∂sut) = σ
2γQ∂ssPt(∂sut − γ(pi∗t +Q∂sPt))dt+ dM˜t, ∂suT = 0,
where M˜ is a Qt0,s0,pi0 martingale. We solve this BSDE for ∂su and apply Remark 5 once more to obtain (64).
The following Lemma constitutes the main technical result for computing the desired price expansion. Its
proof is postponed to Appendix B.
Lemma 9. Let α and β be adapted continuous and bounded processes (independent of η). Denote by u and
pi∗, respectively, the log-value function (10) and the associated optimal strategy, for an arbitrary (fixed) initial
condition (s, pi,Q) ∈ R3 at time t = 0. Define Γ by
dΓt = αt(∂sut − γ(pi∗t +Q∂sPt))dt+ βtdW˜t,
with arbitrary (fixed) Γ0 ∈ R, and with W˜t being a Q := Q0,s,pi-Brownian motion. Then, under Assumptions
1 and 2, as η → 0,
EQ
[∫ T
0
Γt(pi
∗
t +Q∂sPt)dt
]
=
1
κ
Γ0(pi +Q∂sP (0, s)) +
∫ T
0
1
κ
E [Qσ∂ssPrβr] dr
+Qγσ2
∫ T
0
EQ
[
(pi∗t +Q∂sPt)∂ssPt
∫ t
0
Γre
∫ r
t
Qσ2γ∂ssPvdvdr
]
dt+ o(
√
η). (65)
Remark 8. Although it is omitted in the above notation, Q also depends on η. In particular, in the second line
of (65), the quantities Q, (pi∗t +Q∂sPt), and Γr, all depend on η.
Lemma 9 is the main tool for the small impact asymptotic expansion derived in this section. It describes
the behavior of the functional
Γ 7→ EQ
[∫ T
0
(pi∗t +Q∂sPt)Γtdt
]
in the small η, or large κ, regime. Note that, in this regime, the function m is large and, thanks to (70), the pro-
cess (pi∗ + Q∂sP ), which is the optimally controlled deviation from the frictionless hedge Q∂sPt, is strongly
mean reverting around zero. The process (pi∗t +Q∂sPt)/η
1/4 is, in fact, the so called fast variable mentioned in
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[6, 31, 33]. However, unlike the latter papers, herein we do not use the viscosity solution methods to character-
ize the limiting behavior of (pi∗t +Q∂sPt). This is due to the fact that, in this work, we establish an expansion
for the marginal utility indifference price p∗, as opposed to the value function, and the PDE describing the
derivatives of u lacks the crucial non-degeneracy property in the state variable pi. Thus, herein, we develop a
novel methodology for deriving the desired expansion, which relies on the direct probabilistic analysis of the
associated optimal control problem, carried out in Section 2, and, in particular, on the representation (60) in
Proposition 5.
Theorem 3. Let Assumptions 1, 2 and convention (63) hold. Then, the marginal utility indifference price p∗
has the following representation for all (t, s, pi,Q) ∈ [0, T ]× R3, as η → 0:
p∗(t, s, pi,Q) =P (t, s)−Q
√
2ηγσ2
∫ T
t
Et,s
[
σ2(∂ssPr)
2
]
dr
−
√
2ηγσ2(pi +Q∂sP (t, s))∂sP (t, s) + o(
√
η). (66)
Proof:
Without loss of generality we prove the expansion at t = 0. We fix (S0, pi0, Q0) and drop these superscripts.
Due to (62), we have
p∗(t, s0, pi0, Q0) = P (0, S0) + σE
[
e
∫ T
0
Z(r,Sr,pi∗r )dWr− 12
∫ T
t
(Z)2(r,Sr,pi∗r )dr
∫ T
0
∂sPrdWr
]
= P (0, S0) + σ
2EQ
[∫ T
0
∂sPr(∂su(r, Sr, pi
∗
r )− γ(pi∗r +Q0∂sPr))dr
]
= P (0, S0)− σ2γEQ
[∫ T
0
Γ˜r(pi
∗
r +Q0∂sPr)dr
]
,
where
Γ˜r := ∂sPr −Q0σ2γ∂ssPr
∫ r
0
∂sPhe
∫ h
r
Q0σ
2γ∂ssPvdvdh,
and we have used (64) to obtain the last equality.
Recall that ∂sPr follows
d(∂sPt) = σ
2∂ssPt(∂sut − γ(pi∗t +Q∂sPt))dt+ σ∂ssPtdW˜t,
with a Q-Brownian motion W˜ . Applying Lemma 9 to Γt := ∂sPt, we obtain
EQ
[∫ T
0
∂sPt(pi
∗
t +Q0∂sPt)dt
]
=
1
κ
∂sP0(pi0 +Q0∂sP0) +
∫ T
0
1
κ
E
[
Q0(σ∂ssPr)
2
]
dr
+Q0γσ
2
∫ T
0
EQ
[
(pi∗t +Q0∂sPt)∂ssPt
∫ t
0
∂sPre
∫ r
t
Qσ2γ∂ssPvdvdr
]
dt+ o(κ−1). (67)
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Therefore,
EQ
[∫ T
0
Γ˜t(pi
∗
t +Q0∂sP (t, St))dt
]
= EQ
[∫ T
0
(
∂sPt −Q0γσ2∂ssPt
∫ t
0
∂sPre
∫ r
t
Qσ2γ∂ssPvdvdr
)
(pi∗t +Q0∂sPt)dt
]
=
1
κ
∂sP (0, S0)(pi0 +Q0∂sP (0, S0)) +
∫ T
0
1
κ
E
[
Q0(σ∂ssPr)
2
]
dr + o(κ−1).
Collecting the above and recalling (58) we complete the proof.
The asymptotic expansion of the marginal utility indifference price, given by the right hand side of (66),
has three components.
i) The frictionless, or fundamental, price P (t, s).
ii) A term of order
√
η, proportional to the expected cumulative (frictionless) Gamma of the option.
iii) Another term of order
√
η, which is proportional to the (frictionless) Delta of the option multiplied by
the deviation of the current position from the optimal frictionless one, (pi +Q∂sP (t, s)).
It is important to note that, along the optimal inventory path pi∗, the deviation (pi∗t + Q∂sP (t, St)) in
fact converges to zero as η → 0. Hence, if the agent acts optimally, the last term in the expansion (66) for
p∗(r, Sr, pi∗r , Q) becomes negligible compared to the second one. (This term is only relevant for the cases
where thel inventory level pi is far from the target frictionless value: e.g., at the initial moment when the agent
starts hedging.) Thus, along the optimal trajectory pi∗, we expect
p∗(t, s, pi,Q) ≈P (t, s)−Q
√
2ηγσ2
∫ T
t
Et,s
[
σ2(∂ssPr)
2
]
dr, (68)
as η → 0. As the right hand side of the above is an affine function of the option’s inventory Q, the above
representation implies that, in the leading order, the price impact in the option’s market is linear and permanent,
with the impact coefficient at time t being
√
2ηγσ2
∫ T
t
Et
[
σ2(∂ssPr)
2
]
dr ≥ 0. (69)
The representation (68) also reveals that the marginal indifference price (for small η) is decreasing in the
agent’s inventory Q. In particular, p∗ is expected to be below the frictionless price P if the agent is long the
option (i.e., Q > 0), and to be above the frictionless price if the agent is short the option (i.e., Q < 0). One
explanation of such relationship between p∗ andQ is that, in a price impact model, the hedging cost ofQ shares
of the option is expected to be convex in Q. Indeed, the cost of hedging ∆Q > 0 shares of the option (caused
by the price impact) will increase if the agent also needs to hedge the additional Q > 0 shares of the option, as
the latter hedging will push the underlying price further in the same direction as the hedging of the ∆Q shares,
at every trade. As a result, the higher is the agent’s inventory level Q, the less she is willing to buy the option
and the more she is willing to sell it.
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3.1 Appendix A
Denote by T[t,s] the set of all Ft-stopping times with values in [t, s].
[10, Assumption A]. For all (t, s, pi, x) ∈ [0, T ]× R3 and all ν ∈ A(t, T ), the following holds.
A1 (independence). The processes (St,s, piν,t,pi, Xν,t,s,x) are Ft-progressively measurable.
A2 (causality). For any ν˜ ∈ A(t, T ), τ ∈ T[t,T ], and A ∈ F tτ , we have: if ν = ν˜ on [t, τ ] and ν1A = ν˜1A
on (τ, T ], then
(St,s, piν,t,pi, Xν,t,s,x)1A = (S
t,s, piν˜,t,pi, X ν˜,t,s,x)1A.
A3 (stability under concatenation). For every ν˜ ∈ A(t, T ) and θ ∈ T[t,T ], we have:
ν1[t,θ] + ν˜1(θ,T ] ∈ A(t, T ).
A4 (consistency with deterministic initial data). For every θ ∈ T[t,T ], we have:
a. For P-a.e. ω ∈ Ω, there exists ν˜ω ∈ A(θ(ω), T ), s.t.
E
[
−e−γ(Xν,t,s,xT +piν,t,piT St,sT −l(piν,t,piT )2/2+QH(St,sT ))
∣∣∣ F tθ]
≤ −e−γ(Xν,t,s,xθ +piν,t,piθ St,sθ +QP (θ,St,sθ ))Jδ (θ, St,sθ , piν,t,piθ , Q; ν˜ω) .
b. For any s ∈ [t, T ], θ ∈ T[t,s], and ν˜ ∈ A(s, T ), denoting ν¯ := ν1[t,θ] + ν˜1(θ,T ], we have
E
[
−e−γ(X ν¯,t,s,xT +piν¯,t,piT St,sT −l(piν¯,t,piT )2/2+QH(St,sT ))
∣∣∣ F tθ]
= −e−γ(Xν,t,s,xθ +piν,t,piθ St,sθ +QP (θ,St,sθ ))Jδ (θ, St,sθ , piν,t,piθ , Q; ν˜) ,
for P-a.e. ω ∈ Ω.
4 Appendix B
Proof of Lemma 9. By direct computation we have
e−
∫ t
r
m(v)dv =
cosh (κ(T − t) + φ)
cosh (κ(T − r) + φ) .
Next, we denote
∆t := pi
∗
t +Q∂sPt,
φ :=
1
2
ln
(
l¯
√
η +
√
2γσ2
−l¯√η +
√
2γσ2
)
= l¯
√
η
2γσ2
+ o(η1/2),
Ar,s
κ
:=
∫ s
r
e−
∫ t
r
m(v)dvdt =
tanh (κ(T − r) + φ)
κ
− sinh (κ(T − s) + φ)
κ cosh (κ(T − r) + φ) ,
φt := m(t)− κAt,T = κ sinh (φ)
cosh (κ(T − t) + φ) ≤ κl¯
√
η
2γσ2
≤ l¯
2
,
A˜r,s
κ
:=
∫ s
r
e−
∫ s
t
m(v)dvdt.
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Noice that for all 0 ≤ r ≤ s ≤ T , 0 ≤ Ar,s ≤ 1, 0 ≤ A˜r,s ≤ 1, and for all 0 ≤ r < s ≤ T , we have:
Ar,s → 1 as η → 0. Then, the feedback representation of pi∗ in Theorem 2, representation (59), Proposition 5,
representation (56), and the fact that ∂sPt is a martingale under P, yield
d∆t =−m(t)∆tdt+ σ
2
2η
EQt
[∫ T
t
e−
∫ r
t
m(v)dv∂surdr
]
dt
−Qκ2EQt
[∫ T
t
e−
∫ r
t
m(v)dv(∂sPr − ∂sPt)dr
]
dt+Q∂sPt(m(t)− κAt,T )dt
+Qσ2∂ssPt(∂sut − γ∆t)dt+ σQ∂ssPtdW˜t.
Using the dynamics of ∂sPt and the definition of φt, we transform the above into
d∆t =−m(t)∆tdt+ σ
2
2η
EQt
[∫ T
t
e−
∫ r
t
m(v)dv∂surdr
]
dt
−Qκ2σ2EQt
[∫ T
t
e−
∫ r
t
m(v)dv
∫ r
t
∂ssPh(∂suh − γ∆h)dhdr
]
dt+Q∂sPtφtdt
+Qσ2∂ssPt(∂sut − γ∆t)dt+ σQ∂ssPtdW˜t. (70)
Therefore,
d(Γt∆t) =−m(t)Γt∆tdt+ σ
2
2η
Γt EQt
[∫ T
t
e−
∫ r
t
m(v)dv∂surdr
]
dt
−Qκ2Γt EQt
[∫ T
t
e−
∫ r
t
m(v)dv (∂sPr − ∂sPt) dr
]
dt+ ΓtQ∂sPtφtdt
+Qσ2Γt∂ssPt(∂sut − γ∆t)dt+QΓt∂ssPtdW˜t (71)
+ αt(∂sut − γ∆t)∆tdt+ ∆tβtdW˜t +Qσ∂ssPtβtdt.
Due to the boundedness assumption on α, β, P , and on the partial derivatives of P , as well as the boundedness
of the optimal control ν∗, the local martingales in the decomposition (71) of Γt∆t = Γt(pi∗t + Q∂sPt) are
martingales. This decomposition also shows that Γt∆t solves a random linear ODE (to derive this ODE, treat
the first term in the right hand side of (71) as a linear function of Γt∆t and the rest as exogenously given source
term), which we solve explicitly and integrate the solution over [0, T ] to obtain:
EQ
[∫ T
0
Γt∆tdt
]
=
A0,T
κ
Γ0∆0 +
∫ T
0
EQ
[
Ar,T
κ
QΓr∂sPrφr
]
dr (72)
+
∫ T
0
Ar,T
σ2
2κη
EQ
[
Γr
∫ T
r
e−
∫ h
r
m(v)dv∂suhdh
]
dr
−Qκ
∫ T
0
EQ
[
Ar,T
(
Γr
∫ T
r
e−
∫ h
r
m(v)dv (∂sPh − ∂sPr) dh
)]
dr
+Qσ2
∫ T
0
EQ
[∫ t
0
e−
∫ t
r
m(v)dvΓr∂ssPr(∂sur − γ∆r)dr
]
dt
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+∫ T
0
EQ
[∫ t
0
e−
∫ t
r
m(v)dvαr(∂sur − γ∆r)∆rdr
]
dt
+
∫ T
0
EQ
[∫ t
0
e−
∫ t
r
m(v)dvQσ∂ssPrβrdr
]
dt
=
A0,T
κ
Γ0∆0 +
∫ T
0
EQ
[
Ar,T
κ
QΓr∂sPrφr
]
dr
+
∫ T
0
Ar,T
κ
EQ [Qσ∂ssPrβr] dr +
∫ T
0
σ2
2κη
EQ
[
∂suh
∫ h
0
e−
∫ h
r
m(v)dvAr,TΓrdr
]
dh (73)
−Qσ2
∫ T
0
Ar,TEQ
[
∂ssPr(∂sur − γ∆r)
∫ r
0
e−
∫ r
t
m(v)dvΓtAt,T dt
]
dr
+Qσ2
∫ T
0
Ar,T
κ
EQ [Γr∂ssPr(∂sur − γ∆r)] dr +
∫ T
0
Ar,T
κ
EQ [αr(∂sur − γ∆r)∆r] dr,
where we (as before) used the fact that d∂sPt = σ∂ssPtdWt to represent the term ∂sPs − ∂sPr.
We denote
Γ¯t :=
κ
γ
∫ t
0
e−
∫ t
r
m(v)dvΓrAr,T dr,
Γ˜t := −Qσ2∂ssPtAt,T
∫ t
0
e−
∫ t
r
m(v)dvΓrAr,T dr +
At,T (αt∆t +Qσ
2Γt∂ssPt)
κ
,
and group the terms in the right hand side of (73) as follows:
EQ
[∫ T
0
Γt∆tdt
]
=
A0,T
κ
Γ0∆0 +
∫ T
0
EQ
[
Ar,T
κ
QΓr∂sPrφr
]
dr
+
∫ T
0
Ar,T
κ
EQ [Qσ∂ssPrβr] dr
+Qγσ2
∫ T
0
EQ
[
∆r∂ssPrAr,T
(∫ r
0
e−
∫ r
t
m(v)dvΓtAt,T dt− Γr
κ
)]
dr
− γ
κ
∫ T
0
EQ
[
Ar,Tαr∆
2
r
]
dr +
∫ T
0
EQ
[
(Γ¯t + Γ˜t)∂sut
]
dt
Due to (64), the last term in the right hand side of the above becomes
Qσ2γ2EQ
[∫ T
0
∂ssPr∆r
∫ r
0
e
∫ t
r
Qσ2γ∂ssPvdv(Γ¯t + Γ˜t)dtdr
]
.
We now denote Γˆt := γ
∫ t
0
Γ¯re
∫ r
t
Qσ2γ∂ssPvdvdr and Γˇt := γ
∫ t
0
Γ˜re
∫ r
t
Qσ2γ∂ssPvdvdr, so that
EQ
[∫ T
0
Γt∆tdt
]
=
A0,T
κ
Γ0∆0 +
∫ T
0
EQ
[
Ar,T
κ
QΓr∂sPrφr
]
dr
+
∫ T
0
Ar,T
κ
EQ [Qσ∂ssPrβr] dr +Qγσ2
∫ T
0
EQ
[
∆r∂ssPrΓˆr
]
dr
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+Qγσ2
∫ T
0
EQ
[
∆r∂ssPr
(
Γˇr +Ar,T
∫ r
0
e−
∫ r
t
m(v)dvΓtAt,T dt− Ar,TΓr
κ
)]
dr
−γ
κ
∫ T
0
EQ
[
Ar,Tαr∆
2
r
]
dr.
Lemma 10 (stated further in Appendix B) easily yields∫ T
0
EQ
[
∆4r
]
dr +
∫ T
0
EQ
[
∆2r
]
dr = o(1). (74)
We now use this result to show that
I1 :=
∫ T
0
EQ [Ar,TQΓr∂sPrφrdr] = o(1),
I2 :=
∫ T
0
Ar,TEQ [Qσ∂ssPrβr] dr =
∫ T
0
E [Qσ∂ssPrβr] dr + o(1),
I3 :=
∫ T
0
EQ
[
∆r∂ssPrΓˆr
]
dr
= EQ
[∫ T
0
∂ssPr∆r
∫ r
0
e
∫ h
r
Qσ2γ∂ssPvdvΓhdhdr
]
+ o(κ−1),
I4 :=
∫ T
0
EQ
[
∆r∂ssPr
(
Γˇr +Ar,T
∫ r
0
e−
∫ r
t
m(v)dvΓtAt,T dt− Ar,TΓr
κ
)]
dr = o(κ−1),
I5 :=
∫ T
0
EQ
[
Ar,Tαr∆
2
r
]
dr = o(1).
We treat each term separately. Recall that 0 ≤ Ar,T ≤ 1 and α and β are uniformly bounded. Note also that∫ T
0
φ2rdr = o(1). Direct estimates yield for I1 amd I5 to
|I1| ≤ CEQ
[∫ T
0
Γ2rdr
]1/2(∫ T
0
φ2rdr
)1/2
,
|I5| ≤ CEQ
[∫ T
0
∆2rdr
]
.
We also estimate Γˇ so follows∣∣∣∣Γˇr +Ar,T ∫ r
0
e−
∫ r
t
m(v)dvΓtAt,T dt− Ar,TΓr
κ
∣∣∣∣
≤ C
(
sup
t
(|Γ˜t|) + sup
t
(1 + |Γt|)
(∫ r
0
e−
∫ r
t
m(v)dvdt+
1 + |∆t|
κ
))
≤ C sup
t
(1 + |Γt|)
(
sup
s∈[0,T ]
∫ s
0
e−
∫ s
t
m(v)dvdt+
∫ r
0
e−
∫ r
t
m(v)dvdt+
1 + |∆t|
κ
)
≤ C supt(1 + |Γt|)(1 + |∆t|)
κ
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so that
|I4| ≤ CEQ
[∫ T
0
|∆r| (1 + |∆t|) supt(1 + |Γt|)
κ
dr
]
≤ C
κ
EQ
[∫ T
0
|∆2r|+ |∆4r|dr
]1/2
EQ
[
sup
t
|Γt|2
]1/2
.
Thus, (74) and the boundedness of the characteristics of Γ imply:
|I1|+ κ|I4|+ |I5| = o(1).
Next, we expand I3 and write it as follows:
I3 = κ
∫ T
0
EQ
[
∆r∂ssPr
∫ r
0
e
∫ h
r
Qσ2γ∂ssPvdv
∫ h
0
e−
∫ h
t
m(v)dvΓtAt,T dtdh
]
dr
= κ
∫ T
0
EQ
[
∆r∂ssPr
∫ r
0
e
∫ t
r
Qσ2γ∂ssPvdv
∫ r
t
e−
∫ h
t
m(v)dv+
∫ h
t
Qσ2γ∂ssPvdvdhΓtAt,T dt
]
dr
= EQ
[∫ T
0
∂ssPr∆r
∫ r
0
e
∫ t
r
Qσ2γ∂ssPvdvΓtAt,T dtdr
]
+ κEQ
[∫ T
0
∂ssPr∆r
∫ r
0
e
∫ t
r
Qσ2γ∂ssPvdvΓtAt,T(∫ r
t
e−
∫ h
t
m(v)dv+
∫ h
t
Qσ2γ∂ssPvdvdh− 1
κ
)
dtdr
]
.
Due to the uniform boundedness ofQσ2γ∂ssPv , there existsCt,s which is uniformly bounded over s, t ∈ [0, T ]
and such that
|e
∫ s
t
Qσ2γ∂ssPvdv − 1| = Cs,t|t− s|.
Thus, ∣∣∣∣∫ r
t
e−
∫ s
t
m(v)dve
∫ s
t
Qσ2γ∂ssPvdvds− 1
κ
∣∣∣∣ ≤ ∫ r
t
e−
∫ s
t
m(v)dvCs,t|t− s|ds+ 1−At,r
κ
≤ C
∫ r
t
cosh (κ(T − s) + φ)
cosh (κ(T − t) + φ) |t− s|ds+
1−At,r
κ
≤ C
∫ r
t
e−κ(s−t)|t− s|ds+ 1−At,r
κ
≤ C
∫ ∞
0
e−κuudu+
1−At,r
κ
≤ C
κ2
+
1−At,r
κ
.
We also have the following bound∫ r
0
1−As,rds =
∫ r
0
1− tanh (κ(T − s) + φ) + sinh (κ(T − r) + φ)
cosh (κ(T − s) + φ)ds
= r +
1
κ
ln
(
cosh (κ(T − r) + φ)
cosh (κT + φ)
)
+
1
κ
(arctan (sinh (κT + φ))− arctan (sinh (κ(T − r) + φ))) sinh (κ(T − r) + φ)
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=
1
κ
ln
(
eκr cosh (κ(T − r) + φ)
cosh (κT + φ)
)
+
1
κ
(
arctan
(
sinh (κT + φ)− sinh (κ(T − r) + φ)
1 + sinh (κT + φ) sinh (κ(T − r) + φ)
))
sinh (κ(T − r) + φ)
≤ 1
κ
ln
(
1 + e−κ(2T−2r)−2φ
1 + e−2κT−2φ
)
+
1
κ
sinh (κT + φ) sinh (κ(T − r) + φ)− sinh2 (κ(T − r) + φ)
1 + sinh (κT + φ) sinh (κ(T − r) + φ)
≤ ln(2)
κ
+
1
κ
. (75)
Given the definition of I3 and the inequality 1− As,r ≥ 1− As,T ≥ 0, for s ≤ r ≤ T , the above inequalities,
along with Cauchy inequality, yield:∣∣∣∣∣I3 − EQ
[∫ T
0
∂ssPr∆r
∫ r
0
e
∫ s
r
Qσ2γ∂ssPvdvΓsdsdr
]∣∣∣∣∣
≤ CEQ
[∫ T
0
|∂ssPr∆r| sup
t
|Γt|
∫ r
0
|1−At,r|dtdr
]
+ o(κ−1)
≤ C 1
κ
EQ
[∫ T
0
∆2rdr
]1/2
EQ
[
sup
t
|Γt|2
]1/2
+ o(κ−1) = o(κ−1)
where we have used one more time that EQ
[∫ T
0
∆2rdr
]
= o(1).
To finish the proof of the lemma it now suffices to prove that
I2 =
∫ T
0
E [Qσ∂ssPrβr] dr + o(1).
In view of (75), the above is a direct consequence of the convergence
EQ [X]→ E [X] , (76)
for all absolutely boundedX , and the dominated convergence theorem. Let us prove (76). Thanks to martingale
representation theorem, there exists a P-square integrable h such that
EQ [X]− E [X] = EQ
[∫ T
0
htdWt
]
= σEQ
[∫ T
0
ht∂su(t, St, pi
∗
t )dt
]
− γσEQ
[∫ T
0
ht∆tdt
]
= Qσ3γ2EQ
[∫ T
0
ht
∫ T
t
e
∫ t
r
Qσ2γ∂ssPvdv∂ssPr∆rdrdt
]
− γσEQ
[∫ T
0
ht∆tdt
]
= σγE
[∫ T
0
dQ
dP
∆r
(
Qσ2γ∂ssPr
∫ r
0
hte
∫ t
r
Qσ2γ∂ssPvdvdt− hr
)
dr
]
.
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Thus, using the generalized Ho¨lder inequality with 14 +
1
4 +
1
2 = 1, we have
∣∣EQ [X]− E [X]∣∣ ≤ C [EQ ∫ T
0
∆4rdr
]1/4 [
E
∫ T
0
(
dQ
dP
)3
dr
]1/4 [
E
∫ T
0
h2tdt
]1/2
.
Thanks to Lemma 10, to finish the proof of this lemma it now suffices to prove thatE
[∫ T
0
(
dQ
dP
)3
dr
]
is bounded
as η → 0. Thanks to (61), (
dQ
dP
)3
=
e3Ψ
δ(t,pi,ν∗,0,S0,pi0 )+3QΓ(0,S0)
U3(0, S0, pi0)
.
Thus,
E
[(
dQ
dP
)3]
≤ U˜(0, S0, pi0)
U3(0, S0, pi0)
where U˜ is defined as in (9) but with γ replaced by 3γ. This implies the desired convergence
∣∣EQ [X]− E [X]∣∣ ≤ CEQ [∫ T
0
∆4rdr
]1/4
→ 0 as η → 0.
Lemma 10. Under the assumptions of Lemma 9, we have:∫ T
0
EQ
[
∆4r
]
dr ≤ C∆
4
0
κ
+
C
κ1/2
,
for small enough η (i.e., large enough κ), with some constant C > 0 independent of η.
Proof:
Recall that ∆r = (pi∗r + Q∂sPr). Equation (70), viewed as a linear random ODE for ∆, implies that, for
0 ≤ t0 ≤ t1 ≤ T ,
∆t1 =∆t0e
− ∫ t1t0 mvdv +
∫ t1
t0
e−
∫ t1
t mvdv
σ2
2η
EQt
[∫ T
t
e−
∫ r
t
m(v)dv∂surdr
]
dt+
∫ t1
t0
e−
∫ t1
t mvdvQ∂sPtφtdt
−
∫ t1
t0
e−
∫ t1
t mvdvQκ2σ2EQt
[∫ T
t
e−
∫ r
t
m(v)dv
∫ r
t
∂ssPh(∂suh − γ∆h)dhdr
]
dt
+
∫ t1
t0
e−
∫ t1
t mvdvQσ2∂ssPt(∂sut − γ∆t)dt+
∫ t1
t0
e−
∫ t1
t mvdvσQ∂ssPtdW˜t. (77)
Plugging the above into (64), we obtain
∂sut0 = ∆t0Qσ
2γ2EQt0
[∫ T
t0
e
∫ t0
t1
Qσ2γ∂ssPvdv∂ssPt1e
− ∫ t1t0 mvdvdt1
]
+Qσ2γ2EQt0
[∫ T
t0
e
∫ t0
t1
Qσ2γ∂ssPvdv∂ssPt1
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∫ t1
t0
e−
∫ t1
t mvdv
σ2
2η
EQt
[∫ T
t
e−
∫ r
t
m(v)dv∂surdr
]
dtdt1
]
−Qσ2γ2EQt0
[∫ T
t0
e
∫ t0
t1
Qσ2γ∂ssPvdv∂ssPt1∫ t1
t0
e−
∫ t1
t mvdvQκ2σ2EQt
[∫ T
t
e−
∫ r
t
m(v)dv
∫ r
t
∂ssPh(∂suh − γ∆h)dhdr
]
dtdt1
]
+Qσ2γ2EQt0
[∫ T
t0
e
∫ t0
t1
Qσ2γ∂ssPvdv∂ssPt1
∫ t1
t0
e−
∫ t1
t mvdvQ∂sPtφtdtdt1
]
+Qσ2γ2EQt0
[∫ T
t0
e
∫ t0
t1
Qσ2γ∂ssPvdv∂ssPt1
∫ t1
t0
e−
∫ t1
t mvdvQσ2∂ssP (t, St)(∂sut − γ∆t)dtdt1
]
+Qσ2γ2EQt0
[∫ T
t0
e
∫ t0
t1
Qσ2γ∂ssPvdv∂ssPt1
∫ t1
t0
e−
∫ t1
t mvdvσQ∂ssPtdW˜tdt1
]
.
Recall the estimate
κ
∫ s
r
e−
∫ t
r
m(v)dvdt+ κ
∫ s
r
e−
∫ s
t
m(v)dvdt = Ar,s + A˜r,s ≤ C for 0 ≤ r ≤ T.
Thus,
|∂sut0 | ≤
C(1 + |∆t0 |)
κ
+ CκEQt0
[∫ T
t0
∫ r
t0
e−
∫ r
t
m(v)dvdt|∂sur|dr
]
+ CκEQt0
[∫ T
t0
∫ T
t
e−
∫ r
t
m(v)dv
∫ r
t
(|∂suh|+ γ|∆h|)dhdrdt
]
+
C
κ
EQt0
[∫ T
t0
(|∂sut|+ γ|∆t|)dt
]
+ CEQt0
[∫ T
t0
∣∣∣∣∫ t1
t0
e−
∫ t1
t mvdv∂ssPtdW˜t
∣∣∣∣ dt1
]
≤ C(1 + |∆t0 |)
κ
+ CEQt0
[∫ T
t0
|∂sur|dr
]
+
C
κ
EQt0
[∫ T
t0
γ|∆t|dt
]
+ CEQt0
[∫ T
t0
∣∣∣∣∫ t1
t0
e−
∫ t1
t mvdv∂ssPtdW˜t
∣∣∣∣ dt1
]
.
Thus, there exists a family of random variables (M t0), continuous in t0, satisfying EQt0M
t0 = 0, and such that
|∂sut0 | ≤
C(1 + |∆t0 |)
κ
+ C
∫ T
t0
|∂sur|dr + C
κ
∫ T
t0
|∆t|dt+ C
∫ T
t0
∣∣∣∣∫ t1
t0
e−
∫ t1
t mvdv∂ssPtdW˜t
∣∣∣∣ dt1 +M t0 .
Applying Gronwall’s lemma backwards in time on [0, T ], we deduce
|∂sut0 | ≤
(
C(1 + |∆t0 |)
κ
+
C
κ
∫ T
t0
|∆t|dt+ C
∫ T
t0
∣∣∣∣∫ t1
t0
e−
∫ t1
t mvdv∂ssPtdW˜t
∣∣∣∣ dt1 +M t0
)
+ C
∫ T
t0
(
C(1 + |∆r|)
κ
+
C
κ
∫ T
r
|∆t|dt+ C
∫ T
r
∣∣∣∣∫ t1
r
e−
∫ t1
t mvdv∂ssPtdW˜t
∣∣∣∣ dt1 +Mr
)
eC(T−r)dr.
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Taking expectation, we obtain
|∂sut0 | ≤
C(1 + |∆t0 |)
κ
+
C
κ
EQt0
[∫ T
t0
|∆t|dt
]
+ C
∫ T
t0
EQt0
∣∣∣∣∫ t1
t0
e−
∫ t1
t mvdv∂ssPtdW˜t
∣∣∣∣ dt1
+ C
∫ T
t0
∫ T
r
EQt0
∣∣∣∣∫ t1
r
e−
∫ t1
t mvdv∂ssPtdW˜t
∣∣∣∣ dt1dr.
Note that
EQt0
∣∣∣∣∫ t1
r
e−
∫ t1
t mvdv∂ssPtdW˜t
∣∣∣∣ ≤ C [∫ t1
r
e−2
∫ t1
t mvdvdt
]1/2
≤ C√
κ
.
We finally obtain
|∂sut0 | ≤
C(
√
κ+ |∆t0 |)
κ
+
C
κ
EQt0
[∫ T
t0
|∆t|dt
]
. (78)
Injecting (78) into (77) yields∫ T
t0
EQt0 |∆t1 |dt1 ≤C
√
κ+ |∆t0 |
κ
+ C
∫ T
t0
∫ T
t
e−
∫ r
t
m(v)dvEQt0 |∆r|drdt
≤ C
√
κ+ |∆t0 |
κ
+ C
∫ T
t0
EQt0 [|∆r|]
∫ r
t0
e−
∫ r
t
m(v)dvdtdr
≤ C
√
κ+ |∆t0 |
κ
+
C
κ
∫ T
t0
EQt0 |∆r|dr,
which implies that ∫ T
t0
EQt0 |∆t1 |dt1 ≤C
√
κ+ |∆t0 |
κ
.
Combined with (78) the above inequality yields
|∂sut0 | ≤
C(
√
κ+ |∆t0 |)
κ
. (79)
Next, we denote
A4r,s := 4κ
∫ s
r
e−4
∫ t
r
m(v)dvdt.
Similarly to Ar,s, for 0 ≤ r ≤ s, we have: A4r,s ≤ 1. Applying Itoˆ’s lemma to ∆4t and using (70), we derive
a linear random ODE for ∆4t , similar to (71). We solve it and integrate over [0, T ] to obtain (similar to the
derivation of (72)):∫ T
0
EQ
[
∆4r
]
dr = ∆40
A40,T
κ
+
∫ T
0
A4t,T
κ
EQ
[
σ2∆3t
2η
∫ T
t
e−
∫ r
t
m(v)dv∂surdr
]
dt
−
∫ T
0
κA4t,TEQ
[
∆3tQσ
2
∫ T
t
e−
∫ h
t
m(v)dv
∫ h
t
(∂sur − γ∆r)drdh
]
dt
40
+∫ T
0
A4t,T
κ
EQ
[
∆3tQ∂sPtφt
]
dt+
∫ T
0
A4t,T
κ
EQ
[
∆3tQσ
2∂ssPt(∂sut − γ∆t
]
dt
+
∫ T
0
A4t,T
κ
EQ
[
3
2
∆3tQ
2σ2(∂ssPt)
2
]
dt.
By Fubini’s theorem we have∫ T
t
e−
∫ h
t
m(v)dv
∫ h
t
(∂sur − γ∆r)drdh =
∫ T
t
e−
∫ r
t
m(v)dv(∂sur − γ∆r)
∫ T
r
e−
∫ h
r
m(v)dvdhdr
=
∫ T
t
e−
∫ r
t
m(v)dv(∂sur − γ∆r)Ar,T
κ
dr.
Collecting the last two equations above, using (79), the boundedness ofAr,T , and the definition of κ, we obtain:∫ T
0
EQ
[
∆4r
]
dr ≤C∆
4
0
κ
+
C√
κ
∫ T
0
EQ
[|∆t|3] dt+ C ∫ T
0
EQ
[
|∆t|3
∫ T
t
e−
∫ r
t
m(v)dv|∆r|dr
]
dt
+ C
∫ T
0
EQ
[
|∆t|3
∫ T
t
e−
∫ r
t
m(v)dv(|∂sur|+ γ|∆r|)dr
]
dt
+
C
κ
∫ T
0
EQ
[|∆t|3(1 + |∂sut|+ γ|∆t|] dt.
Using (79), Ho¨lder inequality, and Jensen’s inequality, we obtain:
∫ T
0
EQ
[
∆4r
]
dr ≤C∆
4
0
κ
+ C
[
EQ
∫ T
0
|∆t|4dt
]3/4 1√
κ
+
[
EQ
∫ T
0
∫ T
t
e−4
∫ r
t
m(v)dv|∆r|4drdt
]1/4
+
C
κ
[
EQ
∫ T
0
|∆t|4dt
]3/4
+
C
κ
∫ T
0
EQ
[|∆t|4] dt.
We combine the last term with the left hand side and apply Fubini’s theorem one more time to conclude
∫ T
0
EQ
[
∆4r
]
dr ≤C∆
4
0
κ
+ C
[
EQ
∫ T
0
|∆t|4dt
]3/4 1√
κ
+
1
κ1/4
[
EQ
∫ T
0
|∆r|4dr
]1/4 .
The above estimate, for κ large enough, yields the desired inequality.
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