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Abstract
We study two energy time series, the net nuclear energy generation in the U.S. and
customer electricity consumption data of a New England electric utility company.
The primary focus of the nuclear energy series is forecasting. We study adaptive
forecasting, subsetting the series, power transformation, and combination of forecasts.
The forecasting accuracy achieved is compared with a previous study done by the
Office of Statistical Standards (OSS). It is shown that applying these techniques
improves forecasting accuracy both in the root mean square error and absolute mean
error sense. We also estimate the impact of the Three Mile Island accident on net
nuclear energy generation in the U.S. using intervention analysis.
For the customer electricity consumption data, we concentrate on estimating the
savings effects of a residential energy conservation program. Net savings estimates
are obtained by comparing each treatment group with a corresponding control group.
Intervention analysis is used to estimate the savings achieved. We also distinguish
savings resulting from different phases of the program. Estimates obtained from
intervention analysis are compared with those obtained from a traditional method.
Relative merits of each method are discussed.
Thesis Supervisor: Greta M. Ljung
Title: Lecturer of Mathematics
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Chapter 1
Introduction
A time series is a sequence of observations ordered in time. The intrinsic nature of
a time series is that successive observations are dependent or correlated. Statistical
methods that rely on independent assumptions are, therefore, not applicable. Time
series analysis studies the stochastic mechanism of an observed series. We build
mathematical models for the data series to describe the correlation of data over time.
In the Box-Jenkins framework (Box and Jenkins, 1976), model building for time series
is divided into three stages, namely, model identification, parameter estimation and
model checking.
For a time series Yt, an Autoregressive Integrated Moving Average (ARIMA)
model takes the form
p(B)(1 - B)dYt = So + 0q(B)at (1.1)
where 0bp(B) = (1 - b1B - ... - QpBP) is the autoregressive (AR) operator, Oq(B) =
(1 - 1B - ...- OBq) is the moving average (MA) operator. B is the backshift
operator defined as BkYt = Ytk. If d = 0, 00 is related to the mean, ,I, of the process
by 0o = I(1 - *... - q!p). If d > 1, 0 is called the deterministic trend of the model
and is often omitted. Model (1.1) is referred to as an ARIMA model of order(p, d, q).
In the model identification stage, any trend or seasonality is first removed by
appropriate differencing. Then a tentative form of the ARIMA model for the series is
identified by examining the autocorrelation function and the partial autocorrelation
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function. Model parameters are then estimated by the method of maximum likelihood
or least square estimation. The last stage, model checking, tests the goodness-of-fit
and, if the fit is poor, suggests appropriate modifications. The whole process is then
repeated if necessary until we arrive at a satisfactory model.
The study of time series helps us to understand and describe its underlying gen-
erating mechanisms. This then helps us to forecast future values and to estimate
the impact of events or policy changes. Results from the analysis give us valuable
information when formulating future policies.
In this thesis, we study two energy time series, the net nuclear energy generation
in the United States from 1970 to 1994 and the customer electricity consumption data
from a New England electric utility company from 1989 to 1994. Both series have
strong seasonal structures. The nuclear energy series also shows an increasing trend
from 1970 to 1994. The primary focus on the nuclear energy series is forecasting. We
will also estimate the impact of the Three Mile Island accident in March 1979 using
intervention analysis. Intervention analysis will also be applied to customer electricity
consumption data to develop an estimate of the savings achieved from a residential
energy savings program.
1.1 The Nuclear Energy Series
1.1.1 Background
Twenty percent of the electricity used today in the United States is generated by
nuclear power plants. The level of net nuclear energy generation fluctuates over time
and has a clear seasonal structure. Net generation refers to the amount of energy
supplied by the power plants for outside use; this is equal to the total energy genera-
tion minus the amount used by the power plants themselves for generation. Accurate
forecasting of the net nuclear generation of electricity is important to the government
for formulating policies. Over the past few years, forecasting of net nuclear electricity
generation has been done by the Energy Information Administration (EIA). They
12
regularly publish one to seven quarters ahead forecasts of net nuclear generation of
electricity in the Short-Term Energy Outlook using the Short-Term Nuclear Annual
Power Production Simulation Model (SNAPPS).
SNAPPS is a relatively simple, straightforward accounting model that contains
no stochastic features. During each activity period, the nuclear reactor is either
generating power or is shut down for refueling or for a scheduled outrage. For each
power generation period, SNAPPS computes the monthly generation for individual
reactors using its central equation:
Generation = capacity x capacity factor x operating time
The model accounts for each nuclear reactor's generation over the projection period.
This is done by developing reactor activity schedules and by determining whether the
reactor is generating power or is in extended shutdown.
An independent expert review of the SNAPPS model recommended the use of
time series models for aggregate monthly and quarterly nuclear power generation to
act as a benchmark for comparing the forecasting accuracy of the SNAPPS model
and as a complement to SNAPPS. In response, the Office of Statistical Standards
(OSS) developed three time series models for the nuclear energy series: two models
for monthly data and one model for quarterly data. The OSS also combined the
forecasts from the SNAPPS model and the three time series models they developed
(see Kundra, 1994). The forecasting accuracy improved as a result of these efforts.
1.1.2 Forecasting
In this paper, most work on forecasting the nuclear energy series is an extension of
the work done by OSS. Our study aims to further improve the forecasting accuracy of
this nuclear energy series. We use historical monthly and quarterly power generation
data from 1970 to 1992. To access forecasting accuracy, forecasts are compared to the
historical value for the period from 1985 to 1992. Forecasting accuracy is measured
in terms of root mean square error and absolute mean error which are the most
commonly used criteria for measuring forecasting accuracy.
13
We study several techniques for improving forecasting accuracy. Adaptive fore-
casting, which adjusts parameter estimation criteria according to the length of fore-
casting horizons, will be discussed and applied to the three time series models devel-
oped by OSS in chapter 2. We will study both in-sample and out-of-sample forecasting
accuracy, measured by root mean square error and absolute mean error. These will
be compared with the forecasting accuracy achieved by OSS models. It will be shown
that adaptive forecasting generally results in better forecasting accuracy, especially
for longer lead times. The improvement for the nuclear energy series, however, is not
as large as that found in other applications of adaptive forecasting (see for example,
Tiao and Tsay, 1994).
The properties of the nuclear energy series will be examined more closely in chapter
3. We find that the series has different properties before and after the Three Mile
Island accident in March 1979. Our analysis concentrates on the post-accident period
from April 1979 to December 1994. The need for a power transformation will be
discussed. The question of how to estimate the transformation parameter will be
addressed. Forecasts will be made from the transformed data from the subseries in
the post-accident period. Forecasting accuracy of these forecasts will be compared
with that from the models developed by OSS. It will be shown that forecasts from
the subseries consistently outperforms the OSS models in terms of both root mean
square error and absolute mean error.
In combining forecasts from the SNAPPS model and those from time series models,
OSS used only the weighted sum method. In chapter 4, we will compare four ways
of combining forecasts, namely, weighted average, simple average, weighted sum and
weighted sum with a constant. The forecasting accuracy of these four methods will
be examined empirically. The results support the OSS finding that combination of
forecasts substantially improves forecasting accuracy. The improvement is especially
large in long-term forecasts. Although no single combination method consistently
outperforms the others, the method which combines forecasts as a weighted sum
with a constant added is generally found to work best. Taking a simple average of
alternative forecasts is also found to work surprisingly well.
14
1.1.3 Impact Estimate of the Three Mile Island Accident
Another area of concern in the nuclear energy series is the impact of the Three Mile
Island accident in March 1979. The Energy Information Administration (EIA) has
performed several statistical studies on this impact. Their studies show that the Three
Mile Island accident caused a drop in net nuclear electricity energy production; and
this effect has lasted over many years.
In chapter 5, we will study the impact of this accident by applying intervention
analysis to the time series. We will first show that the Three Mile Island accident
caused an immediate drop in net nuclear generation of energy and give numerical
estimates of the drop in both the original scale and the logarithm scale.
1.2 The Customer Electricity Consumption Se-
ries
1.2.1 Background
The purpose of studying customer electricity consumption data is to estimate the
savings achieved through the implementation of a residential energy savings program.
Under this program, customers with electrically heated homes are provided with
lighting, water heating and space-heating measures that maximize electricity savings.
Since its inception in 1989, more than 5,000 homes have been treated under this
program.
The program is targeted to high-use customers with an annual electricity con-
sumption of 14,000 kWh or more. All customers are eligible for phase I measures;
customers with greater savings potential are, in addition, eligible for phase II mea-
sures. Phase I treatments include lighting and hot water measures, a blower door
test, and an assessment of the energy savings potential of the home to determine if
it qualifies for phase II of the program. Phase II includes major cost-effective mea-
sures like air sealing, attic, wall and floor insulation and installing storm doors and
windows. Average cost for phase I measures is $80 and that for phase II is around
15
$700 to $1,000.
1.2.2 Estimation of Savings Effect
In chapter 6, we will study the electricity consumption data of four customer groups
which participated in both phase I and phase II of the conservation program. Inter-
vention analysis will be used to estimate program savings. For each treated customer
group, we have a corresponding control customer group. Customers in the control
group are chosen in such a way that the usage patterns are similar to the treatment
group in the pre-treatment period. Comparisons between the two groups is helpful in
preventing factors like an extremely cold winter from biasing the savings estimates.
Time series models will first be developed for the electricity consumption data of
different customer groups. We will then apply intervention analysis to estimate the
savings effects. When phase I and phase II measures were done in different years,
we will attempt to give separate savings estimates for phase I and phase II. These
savings estimates will be compared with those obtained by the standard practice of
estimating the savings using the differences in energy use during a pre-treatment year
and a post-treatment year. Relative merits of each method will be discussed.
16
Chapter 2
Adaptive Forecasting
2.1 Introduction
One important objective of time series analysis is to forecast future values of the series.
Forecasting provides the base for the operation of system control. Parameter esti-
mation plays an important part in model building and affects forecasting accuracy.
Traditionally, parameters are estimated using maximum likelihood or least square
methods. The same parameter values are then used for all forecasting horizons. In
ARIMA models, maximizing the likelihood function is equivalent to minimizing the
sum of the square of one-step-ahead forecast errors. Findley(1985) suggested that in
cases where forecasting is our ultimate aim, parameter estimation should be treated
more in the context of how the model is going to be used rather than as an end in
itself. Adaptive forecasting, suggested by Findley, estimates the model parameters
adaptively according to the length of forecasting horizons. The parameter values used
for -steps-ahead forecasts are estimated by minimizing the sum of squares of the 
steps ahead forecasting errors. Adaptive forecasting reduces the cost of using an in-
correct model. Tiao and Tsay (1994) studied the effectiveness of adaptive forecasting
on a long-memory time series and provided both theoretical results and empirical
comparisons to demonstrate the resulting improvement in forecasting accuracy. In a
follow-up discussion paper, Pefia (1994) further showed that adaptive estimation can
be used as a diagnostic tool for identifying problems with the model.
17
In this chapter, we will apply adaptive forecasting to the models built by OSS
for the nuclear energy series and investigate the improvement we can achieve both in
terms of in-sample and out-of-sample forecasting accuracy.
2.2 Adaptive Forecasting Applied to OSS Models
Kundra (1994) of the OSS built three ARIMA models for the levels of net nuclear
generation of energy. They are,
M1 : (1 - B)(1 - B12)Yt = (1 - 01B - 2B)( 12B2)at (2.1)
M2 : (1 - B)(1 - B12)log(Yt) = (1 - 0 1B - 02B 2)(1 - 012B12)at (2.2)
M3 : (1- B)(1 - B4)t-= (1 - 1B)(1- 04B 4 )at (2.3)
where Yt are the observed values, B is the backshift operator such that BkYt = Yt-k,
O's are parameters and the at's are independent, identically distributed error terms.
Models Ml and M2 are for monthly data whereas M3 is for quarterly data.
To illustrate the form of forecast errors, we rewrite the equation (2.1) as
Yt = Yt-1 + Yt-12 - Yt-13 + (1 - 91B - 02B2)(1 - 012B12)at (2.4)
Then, the minimum mean square error one-step-ahead forecast, Yt(1), and the asso-
ciate forecast error, t(1) = Yt+l - k(1), from time origin t, are given by
Yt(l) = Yt + Yt_- - Yt-12 + (-01 - 02B - 012B" + 01 12BT + o022B3)at
et(1) = at+l
Similarly, we can express the multi-steps ahead forecast errors as follows,
et(2) = at+2 + (1- 1)at+l
et(3) = at+3 + (1 - O1)at+2 + (1 - 1 - 02)at+l
6t(4) = at+4 + (1 - 01)at+3 + (1 - 1 - 02)at+2 + (1 - 01 - 02)at+l
18
and so on.
In adaptive forecasting, the parameters (l)'s used for -steps-ahead forecast are
estimated by minimizing
N-I
E t(l)2 (2.5)
t=l
where N is the total number of observations. Denote the optimal values of O's that
minimized '=1l et(1)2 by 0(l)'s. Adaptive forecasting means that we use O(l)'s for 1-
step-ahead forecasts whereas traditionally, a non-adaptive approach would use O(1)'s
for all forecasting horizons.
The at's in (2.1) and other models can be calculated recursively from
at = Yt - Yt-1 - Yt-1 2 + Yt-13 + Olat-1 + 02at-2 + 012at-12 - 01O12at-13 - 020 12 at_ 14
However, to start the computation, we need to know YO,..., Y-13 and a,..., a14,
which are not available from the observed series. Here, we adopt the method of
conditional least square, in which unknown pre-sample values are set equal to their
expected values. We are thus minimizing (2.5) conditional on this assumption. Given
the length of our series of more than ten years, the effect of this assumption on the
estimates of parameters is not pronounced.
2.3 Forecast Evaluation
To evaluate the performance of adaptive forecasting, forecasts for one to seven steps
ahead are made from the monthly models M1, M2 and quarterly model M3, starting
from January 1985 and ending December 1992 using adaptive methodology. Forecasts
are then compared with the historical values in this eight-year period from 1985 to
1992. Forecasts are also made with the traditional non-adaptive methodology and
compared with the historical values.
Using all data up to the end of 1992 in parameter estimation allows us to study the
in-sample forecasting accuracy of the method. A second computation is performed in
which only data up to the end of 1985 is used in parameter estimation. This allows
19
Table 2.1: Adaptive Parameter Estimation
End of 1992
of the OSS Models Using Data Up to the
Table 2.2: Adaptive Parameter Estimation of the OSS
to the End of 1985
Models Using Data only Up
us to study the out-of-sample forecasting accuracy.
Parameter estimates for the three models using the two computation methods
are shown in Table 2.1 and Table 2.2. It can be seen that, within each table, the
estimated values vary across different values of 1. In some cases, the estimated value
of 02 changes sign as changes.
Forecasting performance are compared according to the Root Mean Square Error
(RMSE) and Mean Absolute Error (MAE) given by
RMSE
MAE 1 n= -IFi-Ail
i=1
where Fi and Ai are the forecast and actual values for period i respectively, and n is
20
Steps Ahead M M2 M 3
1 81(1) 02(l) 012(l) 01() 02(l) 012(1) 01(l) 04(1)
1 0.20 0.29 0.62 0.20 0.14 0.62 0.39 0.67
2 0.06 0.46 0.58 0.27 0.19 0.55 0.49 0.77
3 0.34 0.34 0.61 1.10 -0.39 0.62 0.65 0.61
4 0.53 0.17 0.67 0.95 -0.31 0.58 0.70 0.44
5 0.50 0.11 0.74 0.61 -0.09 0.50 0.54 0.52
6 0.28 0.26 0.73 0.31 0.06 0.45 0.29 0.73
7 0.40 0.37 0.59 0.34 0.08 0.40 0.31 0.71
Steps Ahead M1 M2 M3
1 0o(l) 02(l) o12(l) (l) o2(l) 812(1) o1(l) 84(1)
1 0.17 0.31 0.75 0.25 0.14 0.62 0.31 0.72
2 0.20 0.32 0.73 0.28 0.18 0.55 0.27 0.79
3 0.50 0.13 0.73 1.10 -0.38 0.59 0.28 0.79
4 1.14 -0.39 0.78 0.90 -0.27 0.54 0.92 0.74
5 0.90 -0.25 0.78 1.00 -0.37 0.53 0.44 0.69
6 0.54 -0.03 0.75 0.30 0.07 0.42 0.29 0.72
7 0.28 0.12 0.72 0.33 0.08 0.38 0.16 0.71
21
n i=1
Table 2.3: RMSE and AME for In-Sample Forecast with Adaptive and
Forecasting Using the Monthly Models M1 and M2
Table 2.4: RMSE and AME for In-Sample Forecast
Forecasting Using the Quarterly Model M3
Non-adaptive
with Adaptive and Non-adaptive
the number of forecasts compared.
The RMSE and AME values for the in-sample comparison of adaptive and non-
adaptive forecasting for the OSS monthly models are shown in Table 2.3 and that
for the quarterly model are shown in Table 2.4. The corresponding results for the
out-of-sample comparison are shown in Table 2.5 and Table 2.6.
2.4 Conclusion
From the tables, it can be observed that adaptive forecasting generally results in
better forecasting accuracy, in terms of both RMSE and AME. Improvement is more
significant in in-sample forecasting accuracy. However, the improvement is generally
not large. In particular, the improvement is not as large as that found by Tiao and
21
Model M1 Model M2
Steps Ahead Non-adaptive Adaptive Non-adaptive Adaptive
RMSE AME RMSE AME RMSE AME RMSE AME
1 2.20 1.72 2.20 1.72 2.11 1.63 2.11 1.63
2 2.95 2.30 2.94 2.31 2.75 2.16 2.73 2.16
3 3.35 2.62 3.22 2.51 3.84 3.01 3.14 2.45
4 3.42 2.58 3.20 2.42 3.65 2.85 3.30 2.47
5 3.41 2.58 3.22 2.50 3.59 2.82 3.48 2.61
6 3.44 2.67 3.33 2.58 3.86 3.02 3.61 2.78
7 3.78 2.98 3.62 2.83 4.19 3.34 3.91 3.05
Non-adaptive Adaptive
Quarters Ahead RMSE AME RMSE AME
1 7.36 5.91 7.36 5.91
2 8.58 7.26 8.25 6.91
3 9.72 7.26 8.66 6.44
4 8.42 6.53 7.47 6.36
5 8.27 6.86 7.47 6.28
6 8.28 7.27 8.19 7.14
7 10.61 8.38 10.45 8.20
Table 2.5: RMSE and AME for Out-of-Sample Forecast with
adaptive Forecasting Using the Monthly Models M1 and M2
Adaptive and Non-
Table 2.6: RMSE and AME for Out-of-sample Forecast with Adaptive and Non-
adaptive Forecasting Using the Quarterly Model M3
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Model M1 Model M2
Steps Ahead Non-adaptive Adaptive Non-adaptive Adaptive
RMSE AME RMSE AME RMSE AME RMSE AME
1 2.33 1.85 2.33 1.85 2.11 1.64 2.11 1.64
2 3.23 2.52 3.15 2.45 2.73 2.15 2.72 2.15
3 3.68 2.85 3.29 2.52 3.11 3.05 3.17 2.42
4 3.62 3.14 4.14 2.77 3.58 2.81 3.28 2.46
5 3.41 2.84 3.68 2.61 3.46 3.23 4.19 2.60
6 3.35 2.68 3.43 2.60 3.90 3.07 3.61 2.77
7 3.79 2.97 3.79 2.95 3.90 3.14 3.68 3.03
Non-adaptive Adaptive
Quarters Ahead RMSE AME RMSE AME
1 7.48 5.98 7.48 5.98
2 8.63 7.28 8.62 7.20
3 10.50 7.63 10.10 7.51
4 8.66 6.81 8.63 6.70
5 8.78 7.29 8.18 6.95
6 8.28 7.27 8.26 7.26
7 10.61 8.83 10.99 8.40
Tsay (1994) for the customer price index for food.
It should also be noted that adaptive forecasting can be used more 'adaptively'
than we have described so far. For example, if we want to make a quarterly forecast
using monthly data, a traditional way to do it is to make forecasts for the months
falling in that quarter, and then add them up to give the quarterly forecast. In
adaptive forecasting, we estimate the parameters so that the square of the sum of
forecast errors in the months concerned is minimized. If we want to forecast one
quarter ahead, the parameters are estimated by minimizing
N-3
E (t(1) + et(2) + 6t(3))2 (2.6)
t=l
And if we want to forecast two quarters ahead, we minimize
N-6
E (t(4) + t(5) + at(6))2 (2.7)
t=l
and so on. This method allows us to use the monthly data more fully and to avoid
pooling the data too early. This may lead to improvement in forecasting accuracy.
In other cases, our parameter estimation criteria can be similarly adapted to the
forecasts we want to make.
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Chapter 3
Subseries Analysis and Data
Transformation
3.1 Introduction
Quarterly and monthly net nuclear power generation for the period 1970 to 1993
are shown in Figures 3-1 and 3-2 respectively. The plots show a drop in net energy
generation level following the Three Mile Island Nuclear Plant disaster in March 1979.
Studies conducted by the Energy Information Administration (EIA) have confirmed
that the level of net nuclear energy generation dropped significantly after the accident.
The impact of this accident will be further analyzed in chapter 5. As more than ten
years of post-accident data is available, we will neglect data before the accident for
purposes of future forecasting.
A further look at the data plots reveals another striking feature of the series: it
shows higher variation as net generation of electricity increases. Differencing alone is
not sufficient to make the series stationary. A transformation is thus necessary before
an adequate representation using the ARIMA model can be made. A commonly used
variance-stabilizing method takes logarithm of the original observed data, as in model
M2 of chapter 2. However, a more general transformation is the power transformation
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Figure 3-1: Quarterly Reading for Nuclear Net Energy Generation Level 1970-93
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Figure 3-2: Monthly Reading for Nuclear Net Energy Generation Level 1970-93
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method proposed by Box and Cox (1964). This transformation takes the form
Yt,(X) = lfor#O (3.1)
log(Yt), for A = 0
where {Yt} > 0 is an observed time series, A is the parameter of transformation and
log(.) denotes the natural logarithm. Note that the criteria Yt > 0 can be easily
satisfied by adding a positive constant to the whole series if necessary.
Box and Cox (1964) suggested estimating the value of A by maximizing a likeli-
hood function with respect to A and the model parameters. Their method, originally
proposed for regression type models, and extended by others to time series models,
requires prior identification of an ARIMA model. Guerrero (1993) suggested an alter-
native model-independent data-based method. This forms the base of our approach
in this paper.
3.2 Estimation of A
In the three models for the nuclear energy series we studied in chapter 2, no trans-
formation was applied to the data in models M1 and M3 . A natural logarithm was
applied to the data in the model M2, which corresponds to A = 0 in the Box-Cox
transformation in equation (3.1). The log-transformed quarterly and monthly data
for the post-accident period is shown in Figures 3-3 and 3-4 respectively. As can be
seen from the plot, the transformation with A = 0 is inadequate. Seasonal variation
still grows as the level of generation increases. A stronger power transformation, with
A negative, seems to be required.
To estimate the appropriate value of A, we follow the suggestion of Guerrero
(1993). The series is divided into H subseries of length R each. R is chosen to be the
length of seasonality (i.e. R = 4 for quarterly data and R = 12 for monthly data).
Homogeneity between subseries is maintained by neglecting some observations at the
27
AN
co
0)
I-
CD.
1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992
Figure 3-3: Log Transformed Quarterly Data for the Post-Accident Period
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Figure 3-4: Log Transformed Monthly Data for the Post-Accident Period
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Period Quarterly Data Monthly Data
Whole Series 0.41 0.33
Post-Accident -0.19 -0.25
Pre-Accident 0.67 0.38
Table 3.1: Estimated values of A for Different Parts of the Series
beginning or end of the series when necessary. We then calculate
Zh=~1 Z
R r=l
and
R
Sh= [f 1(Zhr h)]2R 1 r=1
where Zh,r is the rth observation of subseries h. A is then chosen such that
-h- - a for h = 1,..., H (3.2)
Zh
holds for some constant a > 0. Note that Zh and Sh are local estimates of the mean
and variance respectively of each subseries. The problem of stabilizing the variance
is then reduced to finding a A such that (3.2) holds for some a > 0.
Interpreting (3.2) in the form of a simple linear regression model,
log(Sh) = log(a) + (1 - )1log(Zh) + h for h = 1,..., H
where h's are random errors, we can estimate A with simple regression analysis.
Results of estimation are shown in Table 3.1. We also estimated A for the pre-
accident period and for the series as a whole. As suggested by the estimated A values,
the logarithm transformation was not adequate for the post-accident period and was
too strong for the pre-accident period and for the series as a whole. The difference
in A values between the pre-accident and post-accident periods confirms that these
two parts of the series have different properties and the pre-accident data dominates
when the series is considered as a whole. This may lead to misleading results if we
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Figure 3-5: Transformed Quarterly Data with A = -0.19 for the Post-Accident Period
make forecasts from a model built for the entire series. If the behavior of the series
did change after the accident, the properties of the series after the accident should
be what we are looking for in forecasting the future. For the purpose of forecasting
future energy generation levels, we neglect the pre-accident part of the series.
Plots of the post-accident quarterly and monthly data, transformed with A =
-0.19 and A = -0.25, respectively, are shown in Figures 3-5 and 3-6. As can be
visually appreciated, the seasonal pattern becomes more stable than the logarithm
transformation shown in Figures 3-3 and 3-4.
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Figure 3-6: Transformed Monthly Data with A = -0.25 for the Post-Accident Period
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Figure 3-7: Autocorrelation and Partial Autocorrelation of the Transformed Monthly
Series after Taking 1st and 12th differences
3.3 Subseries Analysis of the Post-Accident Pe-
riod
Let us now look at the monthly data, which provides more than 150 data points
in the post-accident period. The quarterly series will not be considered since less
post-accident data is available for this series. We will attempt to build an alternative
model for the post-accident period using the transformed monthly data. A glance at
Figure 3-6 reveals that the historical monthly data has a strong trend and seasonality.
Trend and seasonality are first removed by taking first and twelfth differences. Au-
tocorrelation and partial autocorrelation of the differenced series is shown in Figure
3-7. The results are similar to those obtained for the monthly series in chapter 2,
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Figure 3-8: Model Diagnostics after Fitting Our Alternative Model
suggesting a model of the form used by OSS, namely,
(1 - B)(1 - B12)Y() - (1 - 91B - 2B2 )(1 - 2B 2)at (3.3)
where Yt) now is the transformed series with A = -0.25. Model diagnostics after
fitting model (3.3) are shown in Figure 3-8. The graphs suggest some lack of fit,
possibly due to a change occurred around 1988. Nevertheless, model (3.3) provides a
better fit to the subseries than other alternative models we have tested.
The maximum likelihood estimates of 01, 02, and 012 are found to be 0.36, 0.33
and 0.71, respectively. The corresponding estimates for the OSS model M1 were 0.20,
0.29 and 0.62 respectively and those for the OSS model M2 were 0.20, 0.14 and 0.62
respectively.
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3.4 Bias Correction
Using model (3.3), we are able to make forecasts in the transformed scale. In the
transformed scale, the optimal forecasts are the expected values. Let Y()(1) be the
i-steps-ahead forecast from time origin t in the transformed scale, then the -steps-
ahead forecast from time origin t in the original scale is given by
= { (1 + AYt(A)(i))±, for A 0
exp(Yt( )(1)), for A = 0
This inverse transformation induces bias in our forecasts. Assuming normality, we
obtain an estimated median value in the original scale when applying the monotonic
inverse transformation (3.4). To obtain an estimate of the expected value in the
original scale, we need to correct this introduced bias. Guerrero (1993) showed that
in order to obtain an estimate of the expected value in the original scale, we have to
multiply the inverse transformed forecast by a bias-correction factor C, given by
C (0.5 + 0.5 ( + (-1)a2 for (3.5)
exp (2) for A =0
where ,u is the expectation of the optimal forecast in the transformed scale and ar2
is the variance of forecast error in the transformed scale. We will examine the effect
of this bias-correction factor on forecasting accuracy in the next section. The results
will show that while bias correction allows us to obtain an unbiased forecast of the
expected value, it does not improve forecasting accuracy in terms of RMSE and AME
significantly in this case.
3.5 Forecasting Performance and Conclusion
One-to-seven-months-ahead out-of-sample forecasts are made using our model for the
period January 1985 to December 1992. The Root Mean Square Error (RMSE) and
Absolute Mean Error (AME) as defined in section 2.3 for these forecasts are shown
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Table 3.2: RMSE and AME for Out-of-sample Forecast of Our Alternative Model,
Together with Bias-Correction Factor
in Table 3.2. They are the RMSE and AME after bias correction. Bias-correction
factors are also given. It can be seen that they are all close to one. Indeed, with regard
to RMSE and AME values, the forecast performance of our model does not improve
much with the introduction of the bias-correction factor. This is not too surprising
given that our data is relatively insensitive to transformation. Its correlation structure
does not change much as the value of A changes. Nevertheless, use of bias correction
allows us to obtain an estimate of the expected value in the original scale instead of
the median value. These results can be compared to the non-adaptive out-of-sample
forecast performance of models M1 and M2 given in Table 2.5.
As can be seen, forecasts from the transformed subseries consistently outperforms
the OSS monthly models. This shows that neglecting the pre-accident part of the
series and introducing a proper power transformation allows the ARIMA model to
better capture the post-accident characteristics of the series, leading to better fore-
casts. It is also worth noting that the growth of RMSE and AME values in our model
as increases is slower than in the case of other models.
36
Months Ahead ) cA RMSE AME
1 1.000227 2.13 1.70
2 1.000345 2.73 2.18
3 1.000399 2.99 2.31
4 1.000439 3.15 2.45
5 1.000483 3.33 2.61
6 1.000510 3.49 2.75
7 1.000536 3.66 2.86
Chapter 4
Combination of Forecasts
4.1 Introduction
Over the past ten years, there has been considerable literature on the study of com-
bination of forecasts. Clemen (1989) offered a comprehensive review and annotated
bibliography on the subject. The major finding is that substantial improvement can
be obtained in forecasting accuracy through the combination of multiple individual
forecasts; and a simple average of individual forecasts works surprisingly well in many
cases. Kundra (1994) of the OSS combined forecasts for the nuclear energy series from
the SNAPPS model and the time series models using the weighted average method.
His results show that combination of forecasts results in better forecasting accuracy.
In this chapter, we extend Kundra's work on combination of forecasts. We study four
different combination methods and examine the forecasting accuracy we can gain.
As we pointed out earlier, all statistical models are, at best, approximations.
Combining forecasts thus pools together aspects of information captured by different
models for prediction. This enables us to make better use of the information available.
Keeping this in mind, it is advisable to combine forecasts from models that differ
substantially from one another with respect to data analysis procedures. In this
nuclear energy series, for example, we combine forecasts from an accounting model
(SNAPPS) and that from a time series model.
The practice of combination of forecasts requires extra resources. At a minimum,
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we need to generate more than one set of forecasts and calculate weights for combining
forecasts. This extra work may be expensive. We want to know when such 'extra'
costs are justified. In particular, we would like to address the question: for the nuclear
energy series, is combination of forecasts more useful for long-term or for short-term
forecasting? Intuitively speaking, on one hand, combination is more useful for long-
range forecast as we have greater uncertainty. On the other hand, random errors are
more significant for short-term forecast. Research to date offers little conclusion in
this respect and we will investigate this issue empirically for the nuclear energy series.
Another question that needs to be addressed is how forecasts should be combined.
Many studies have been devoted to this area. In many cases, it was found that a sim-
ple average of various forecasts performed reasonably well or even better than more
complex combinations. Looking at linear combinations, Granger and Ramanathan
(1984) pointed out that conventional forecasting combination methods can be viewed
within a regression framework. They argued that the standard techniques are equiva-
lent to constrained ordinary least squares estimation in a regression model having the
actual value as the response variable and the individual forecasts as the explanatory
variables. Instead of constraining the combining weights to sum up to one and forcing
the regression through the origin, they suggested running unconstrained least squares
to obtain a better fit and hopefully improve forecasting accuracy. Their discussion
on linear combination of forecasts forms our basic approach here. We will examine
four different combination methods suggested by Granger and Ramanathan (1984),
namely, weighted average, simple average, weighted sum and weighted sum with a
constant. The method of weighted sum was used by Kundra (1994) in the OSS study.
4.2 Combination Methods
As we have quarterly forecasts from the SNAPPS model available, we will base our
combination on quarterly forecasts. We will try two sets of combinations, SNAPPS
+ forecasts from our transformed subseries in chapter 3(CN + Alt) and SNAPPS +
forecasts from Model M2 in chapter 2 (CN + M). Forecasts from our transformed
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subseries and those from model M2 are all generated from similar time series models,
we therefore do not see a significant potential benefit in combining them as discussed
in the last section.
Let Yi be the true level of energy generation for quarter i, CNi, Alti and Mi be
the forecast value for quarter i from the SNAPPS model, our alternative model and
model M2 respectively. Quarterly forecasts from our alternative model and model M2
are obtained by adding monthly forecasts in the corresponding months falling in that
quarter. For convenience, the equations below are written with respect to the case of
CN + M. However, similar ones hold for the case of CN + Alt.
For notation convenience, let us define
y T = (Y
CN1 M1
F =
CN. M
and I be a vector of 's of the suitable length. Four methods of combining forecasts,
as suggested by Granger and Ramanathan (1984), will be studied.
4.2.1 Method A: Weighted Average
Our first method combines forecasts as a weighted average, with the weights con-
strained to sum up to unity. In matrix form, we have
FA = Fa
with ITOa = 1 and a is chosen such that the sum of squared error (Y- Fa)T(Y- Fa) is
minimized. Using Lagrangian multiplier and letting AA be the Lagrangian multiplier,
we seek to minimize
(Y - Fa)T(Y - Fa) + 2AA(lTa - 1)
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First order conditions give
FT(Y- Fa) - AAl = O
& = (FTF)-FTy - AA(FTF)-1
Recall that 1Ta = 1, we have
lT(FTF)-lFTy- 1
lT(FTF)-11
The minimum sum of square obtained in this case is
EA = yTy _ yTF(FTF)-1FTY + A[iT(FTF)-ll] (4.1)
It is worth noting that the combined forecast remains unbiased if each of the
individual forecasts is unbiased.
In a more general form of combining n forecasts, fi,., , f, method A is compu-
tationally equivalent to regressing (y - f,) against (fi - f,), (f2 - f), ... , (fn-1- fn)
without a constant. The weight for fn is simply 1- (sum of weights of fi,..., fn-l).
4.2.2 Method B: Simple Average
The combined forecast FB in this case is defined as
F = F ) (4.2)
This is just a special case of method A, with aT = (2, 2). Evidently, we have
EB > EA
As previous research showed that simple average often performs surprisingly well,
inclusion of this method is mainly for comparison purposes. As in method A, the
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combined forecast will remain unbiased if each individual forecast is unbiased.
4.2.3 Method C: Weighted Sum
In the two methods described above, apart from being common practice, there is no
particular reason to require the weights to sum to one. In the weighted sum method,
we relax this restrictions and obtain the combined forecast by
Fc = F (4.3)
where we impose no restriction on ,/. ,3 is chosen to minimize the sum of square error,
(Y - F3)T(Y - FO). The first order condition gives
FT(Y- F) = 0
= (FTF)-1FT
This is simply a regression of Y against CN and M with no constant term. As shown
in Granger and Ramanathan (1984), the sum of squared error in this case, Ec, is
less than EA. One deficiency of this method is that, unless 1 T: = 1, the combined
forecast will not remain unbiased even if the individual forecasts are unbiased. Note
that this is the method used by OSS.
4.2.4 Method D: Weighted Sum with a Constant
Our last method of combining forecasts has no restriction on the weights, but a
constant term is added.
FD = yo + F7 (4.4)
The parameters are chosen to minimize
(Y - yol - Fy)T(Y - 01l - Fy)
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First order equations give
FT(Y - yol -F6) = 0
IT(Y - yol - F) = 0
which gives
d = /-,3o(FTF)-lFTI
(TY _ ITFa)
n
1T(y- F(FTF)-lFY) (45)
n- lTF(FTF)-1FT
The sum of squared error is then given by
ED = (Y- o - F) T(y _ ol - rF)
= (c - o(I - F(FTF)-1FT)I)T(6C - %( - F(FTF)-lFT)I)
- Ec- (lTAc) 2
n - TF(FTF)-1FTl
< Ec
where ec = Y - F is the forecast error in method C. The fact that ED < Ec can be
easily seen if we consider method C as a special case of method D with the constant
term set to zero. Also, in this case, the mean forecast error is
IT(y - FC) 1Ty 1TF A
n n n
by (4.5). Thus, apart from having a smaller sum of squared error, this method has
the added advantage of having an unbiased combined forecast even if the individual
forecasts are biased.
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4.3 Computational Results
We have one-to-five-quarters-ahead forecasts from the SNAPPS model from the first
quarter of 1985 through the fourth quarter of 1992 (except in the case of five-steps-
ahead-forecast, in which the SNAPPS forecast for the first quarter of 1992 is missing).
Quarterly forecasts from monthly model M2 and our alternative monthly model are
obtained by adding monthly forecasts in the corresponding months falling in that
quarter as discussed. Forecasting accuracy is again measured by Root Mean Square
Error (RMSE) and Absolute Mean Error (AME) as defined in section 2.3.
Two computations are performed. In the first computation, the whole sample is
used in estimating the weights, and forecasting accuracy of the in-sample forecast is
evaluated. For evaluation, we have 32, 31, 30, 29 and 27 quarters for 1-, 2-, 3-, 4-
and 5-quarters-ahead forecasts respectively. Results for CN + Alt and CN + M are
shown in Table 4.1 and Table 4.2 respectively.
In the second computation, only the first 20 quarters from 1985 to 1989 are used
in determining weights. RMSE and AME values for the out-of-sample forecasts for
the remaining quarters are then calculated. We have 12, 11, 10, 9 and 7 quarters
for evaluation of 1-, 2-, 3-, 4- and 5-quarters-ahead forecasts respectively. This is, of
course, a better evaluation procedure, but the short post-sample period means that
results may be misleading due to sampling error. Results of this part for CN + Alt
and CN + M are shown in Tables 4.3 and 4.4.
For comparison purposes, in-sample and out-of-sample RMSE and AME values
for the individual models are shown in Tables 4.5 and 4.6.
4.4 Conclusion
Comparing the RMSE and AME values for the combination models with those for the
individual models confirms the observation made by Kundra (1994) that combination
of forecasts results in substantial improvement in forecasting accuracy in the nuclear
energy series. As found in previous research (for example, Granger and Ramanathan,
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Table 4.1: In-Sample Results for Combination CN + Alt
44
Quarters Ahead RMSE AME Weights for
Constant CN Alt
Method A: Weighted Average
1 5.01 4.00 0.00 0.40 0.60
2 7.17 5.52 0.00 0.59 0.41
3 7.96 6.16 0.00 0.66 0.34
4 8.05 6.20 0.00 0.53 0.47
5 9.95 8.04 0.00 0.90 0.10
Method B: Simple Average
1 5.09 4.22 0.00 0.50 0.50
2 7.24 5.65 0.00 0.50 0.50
3 8.21 6.60 0.00 0.50 0.50
4 8.06 6.23 0.00 0.50 0.50
5 10.96 7.78 0.00 0.50 0.50
Method C: Weighted Sum
1 5.06 4.23 0.00 0.42 0.59
2 6.61 5.39 0.00 0.82 0.21
3 7.35 5.71 0.00 0.86 0.17
4 7.74 6.10 0.00 0.68 0.34
5 6.08 4.53 0.00 0.60 0.41
Method D: Weighted Sum with a Constant
1 4.99 4.04 1.49 0.40 0.59
2 6.48 5.26 -8.81 0.94 0.16
3 7.15 5.16 -13.85 1.04 0.10
4 11.72 10.06 -22.78 0.98 0.23
5 5.94 4.48 -15.03 0.79 0.34
Table 4.2: In-Sample Results for Combination CN + M
45
Quarters Ahead RMSE AME Weights for
Constant CN M
Method A: Weighted Average
1 6.75 5.51 0.00 0.66 0.34
2 7.77 6.13 0.00 0.71 0.29
3 7.46 5.95 0.00 0.59 0.41
4 6.50 4.70 0.00 0.43 0.57
5 5.81 4.62 0.00 0.50 0.50
Method B: Simple Average
1 6.90 5.66 0.00 0.50 0.50
2 8.06 6.47 0.00 0.50 0.50
3 7.55 5.92 0.00 0.50 0.50
4 6.58 4.69 0.00 0.50 0.50
5 5.81 4.63 0.00 0.50 0.50
Method C: Weighted Sum
1 6.71 5.52 0.00 0.68 0.32
2 6.82 5.55 0.00 1.09 -0.05
3 7.09 5.42 0.00 0.76 0.26
4 6.44 4.50 0.00 0.49 0.52
5 5.68 5.55 0.00 0.57 0.44
Method D: Weighted Sum with a Constant
1 6.70 5.51 2.01 0.66 0.33
2 6.53 5.23 -12.43 1.32 -0.18
3 6.99 5.15 -9.67 0.90 0.20
4 6.45 4.50 1.38 0.47 0.53
5 4.52 4.57 -14.98 0.76 0.38
Table 4.3: Out-of-Sample Results for Combination CN + Alt
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Quarters Ahead RMSE AME Weights for
Constant CN Alt
Method A: Weighted Average
1 3.96 2.86 0.00 0.38 0.62
2 8.53 6.42 0.00 0.89 0.11
3 11.27 10.00 0.00 0.99 0.01
4 7.58 6.05 0.00 0.61 0.39
5 6.80 4.88 0.00 0.90 0.10
Method B: Simple Average
1 3.98 3.09 0.00 0.50 0.50
2 5.59 4.17 0.00 0.50 0.50
3 6.55 5.43 0.00 0.50 0.50
4 7.00 6.13 0.00 0.50 0.50
5 6.74 5.02 0.00 0.50 0.50
Method C: Weighted Sum
1 3.96 2.86 0.00 0.38 0.62
2 7.91 6.05 0.00 1.04 -0.02
3 9.55 8.17 0.00 1.06 -0.04
4 6.77 5.65 0.00 0.69 0.33
5 6.92 5.30 0.00 0.64 0.37
Method D: Weighted Sum with a Constant
1 4.91 3.68 6.86 0.35 0.59
2 6.82 5.55 -11.03 1.17 -0.05
3 9.11 7.88 -6.34 1.12 -0.05
4 6.97 5.80 -28.82 1.01 0.25
5 6.87 5.51 -17.09 0.84 0.31
Table 4.4: Out-of-Sample Results for Combination CN + M
Table 4.5: In-Sample RMSE and AME for Individual Models
Table 4.6: Out-of-Sample RMSE and AME for Individual Models
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Quarters Ahead RMSE AME Weights for
Constant CN M
Method A:Weighted Average
1 5.49 3.96 0.00 0.75 0.25
2 11.00 8.98 0.00 1.13 -0.13
3 9.18 7.70 0.00 0.83 0.17
4 5.85 4.02 0.00 0.40 0.60
5 6.55 4.94 0.00 0.62 0.38
Method B:Simple Average
1 5.11 4.10 0.00 0.50 0.50
2 6.34 5.19 0.00 0.50 0.50
3 6.44 5.26 0.00 0.50 0.50
4 5.84 4.22 0.00 0.50 0.50
5 4.84 3.33 0.00 0.50 0.50
Method C: Weighted Sum
1 5.73 4.11 0.00 0.75 0.25
2 9.19 7.17 0.00 1.35 -0.32
3 8.14 6.68 0.00 0.88 0.13
4 5.85 4.19 0.00 0.45 0.56
5 6.13 4.44 0.00 0.66 0.35
Method D: Weighted Sum with a Constant
1 8.11 6.34 12.91 0.68 0.21
2 8.20 6.43 -11.13 1.51 -0.38
3 7.73 6.32 -4.47 0.93 0.12
4 6.23 4.68 -7.42 0.55 0.52
5 5.75 4.08 -17.32 0.85 0.30
SNAPPS Our Alternative Model Model M2
RMSE AME RMSE AME RMSE AME
1 7.42 5.81 6.22 4.54 8.99 7.38
2 8.29 6.30 9.41 7.73 10.57 8.63
3 9.06 7.09 10.50 8.08 11.52 9.30
4 10.75 8.36 9.20 7.05 11.48 8.65
5 9.99 8.06 10.87 7.62 11.09 8.25
SNAPPS Our Alternative Model Model M 2
RMSE AME RMSE AME RMSE AME
1 6.74 4.87 5.74 4.81 7.12 6.24
2 9.69 7.54 7.71 6.87 8.49 7.53
3 11.45 10.20 9.71 9.07 10.04 9.57
4 12.60 11.09 10.92 8.22 11.17 8.93
5 14.65 13.21 10.61 8.79 14.27 10.65
1984), the simple average combination works surprisingly well. The improvement is
especially significant for longer term forecasts.
Empirically, no single method is consistently superior to others. However, method
D, which combines forecasts as a weighted sum with a constant term added, works
best in most cases in terms of in-sample forecasting accuracy. Note that the constant
terms in all cases are significantly different from zero. This 'corrects' the forecasts
appropriately when the models being combined are both under-estimating or both
over-estimating the forecasts.
In terms of out-of-sample forecasting accuracy, the simple average method works
best in most cases for CN + M. For CN + Alt, different combination methods work
best in different cases.
It is also interesting to note that in methods C and D, weights for the two models
tend to sum up close to unity even though no such restriction has been imposed.
Also, in most cases of method A, the weights for the two models are close to (, ).
Lastly, we should point out that we have only examined different linear combina-
tion methods. There may be potential gains in forecasting accuracy if we look beyond
linear combinations. However, departure from linear combinations would result in loss
of simplicity.
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Chapter 5
Intervention Analysis of the Three
Mile Island Accident
5.1 Introduction
Several statistical studies conducted by the EIA showed that the Three Mile Island
accident in March 1979 caused a drop in the net nuclear energy generation level.
The sudden drop in level can be seen from the plots in Figures 3-1 and 3-2. In this
chapter, we will apply intervention analysis to the nuclear energy series to estimate
this accident impact. Estimation in both the original scale and the logarithm scale
will be presented.
5.2 Impact Estimation
As we have just mentioned, the Three Mile Island accident caused a drop in the
nuclear energy series that remained in effect thereafter. A step function is useful in
describing this impact. Let
O0 for t < March 1979
t for t > March 1979
1 for t > March 1979
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which serves as an indicator function for the effect of the accident. Although we know
exactly the time of the accident, it is not clear whether the drop was immediate or
gradual. Taking this into account, we model the impact in the form
1
St1 - B
where 0 < 6 < 1. 6 = 0 corresponds to the case of immediate effect. We exclude the
case where 6 = 1, which corresponds to an unbounded linear increase of the impact.
For the cases 0 < 6 < 1, the response is gradual.
5.2.1 Estimation in the Original Scale
From the OSS models in chapter 2, we see that the monthly data can be represented
by the time series model
(1 - B)(1 - B12)Yt = (1 - 0lB - 02B2)(1 - 01 2B12)at (5.1)
or, informally,
- (1 - 9OB - 02B2 )(1 - 012B1 2)
Yt(1 - B)(1 - B 12) at (5.2)
where Yt is the observed monthly nuclear energy production. The intervention model
is thus given by
Yt (1 - 1B - 02B2 )(1 - 012B12 )
Yt = (1 - B)(1 - B12 )(5.3)
where w can be interpreted as the initial impact of the accident. Initial estimate shows
that is not statistically significant. We thus drop the parameter a and consider the
following modified immediate effect model:
Yt = st + ( 2B)(1 - 012B(5.4)
(1The maximum likelihood estimation results-B)(1are giv n in Table 5.1.2)
The maximum likelihood estimation results are given in Table 5.1.
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Table 5.1: Maximum Likelihood Parameter Estimation for the Monthly Intervention
Model
Parameter Estimate St. Deviation
01 0.53 0.09
04 0.67 0.09
w -20.41 4.20
Table 5.2: Maximum Likelihood Parameter Estimation for the Quarterly Intervention
Model
The parameters are all statistically significant. The results imply that the Three
Mile Island accident induced an immediate and permanent drop on the monthly
nuclear energy production by 5.09 MWh, which corresponds to a drop of about 25 %.
We now repeat the same estimation using the quarterly data. From models in
chapter 2, we know that the quarterly data follows a time series model of the form
(1- B)(1 - B4)t-= (1- 01B)(1 - 04B4 )at (5.5)
The intervention model is thus given by
Yt = S t + (1 1B)(1-4B) at (5.6)1-6B (1-B)(1-B 4)
where St is as defined earlier and w and a bear the same interpretation as above. 
is again found to be statistically insignificant. We again go back to the immediate
effect model:
(1 - l1B)(1 - 4 B4 )
Yt wSt at(1-B)(1 a tB (5.7)
The maximum likelihood estimates are given in Table 5.2.
Again, the parameters are all statistically significant. The drop of 20.41 MWh
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Parameter Estimate St. Deviation
81 0.27 0.06
02 0.32 0.06
012 0.60 0.06
w -5.09 1.35
Table 5.3: Maximum Likelihood Estimates in the Logarithm Scale
corresponds to a percentage drop of about 20%. This percentage drop is close to that
obtained from the monthly estimation.
5.2.2 Estimation in the Logarithm Scale
We have discussed in chapter 3 that the use of Box-Cox transformation leads to a
more adequate representation of the nuclear energy series by the ARIMA models and
better forecasting accuracy. One may therefore question the need to apply such a
transformation in this impact analysis. However, since the correlation structure of
both the monthly and quarterly data remains the same with or without transfor-
mation, it seems that our impact estimate may not be very sensitive to the use of
transformation.
As a confirmation, we repeat the above estimation in the logarithm scale (see
OSS model M2 ). We will discuss later how to interpret the estimate in logarithm
scale. Knowing the correlation structure of our data and that the accident caused an
immediate impact on the series, we can write the intervention model for the monthly
data as
log(Y) = WSt + (1 - 01B - 02 B 2 )(1 - 012B1 2 )
(1- B)(1 - B12 )
and that for the quarterly data is given by
(1 - 1B)(1 - 04B 4)log(Yt) = wSt + (1 - B)(1 - B4 ) at (5.9)
The maximum likelihood estimates of the parameters are given in Table 5.3.
To interpret our estimate in the original scale, we need to apply a simple conven-
52
Monthly Model ] Quarterly Model
Parameter Estimate St. Deviation Parameter Estimate St. Deviation
01 0.39 0.06 01 0.31 0.10
02 0.17 0.06 04 0.59 0.09
012 0.69 0.05 - - -
w -0.26 0.07 w -0.34 0.07
tion. Consider, for example, the monthly model
log(Yt) = wt + (1 - 1B - 02B 2)(1 - 012B 2)at (5.10)(1 - B)(1 - B 12)
Taking exponential, we have
= exp(wSt)exp ((1 - 01B - 02B2)(1 - 012B1 2 ) ) (5.11)(1 - B)(1 - B12)
The second exponential term denotes a multiplicative shock form of an ARIMA model.
Now, prior to the accident, St = 0 and the model is
Yt = exp (1 - 81B - 82B 2)(1 - 0 12B1 2 ) (5.12)(1- B)(1- B 12)
After the accident, when St = 1, the model is
t = exp(w)exp ((1 - 01B - 02B 2)(1 - 012B12)at ) (5.13)(1 - B)(1- B 12)
Thinking of the pre- and post-accident equilibrium level of the time series, we see
that the ratio of post- to pre-accident equilibrium is e. Thus, e can be interpreted
as the ratio of the post-accident series level to the pre-accident series level. And the
percentage change in the expected value of the process associated with the accident
is
% change = (ew - 1)100
Thus, our estimates given in Table 5.3 correspond to a percentage drop of 23% and
29% for the quarterly data and monthly data respectively. These results are close to
the percentage estimates obtained in the previous section.
We may, of course, estimate the accident impact in a different transformed scale
using different values of A in the Box-Cox transformation given in equation (3.1).
However, the resulting estimates in the transformed scale lack a simple interpretation
in the original scale. Given the insensitivity of our impact estimate towards trans-
formation, the above two estimates in the original and logarithm scales give a fairly
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good picture of the accident impact.
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Chapter 6
Impact Analysis of a Residential
Energy Conservation Program
6.1 Introduction
We turn to impact analysis of a residential energy conservation program in this chap-
ter. The program was implemented by a New England electric utility company. It
aimed at encouraging customers with electrically heated homes to save energy through
the installation of cost-effective energy savings measures. Since its inception in 1989,
more than 5,000 homes have been treated under this program.
The program is open to electric heat customers who live in one- to four unit
buildings. The target market consists of high-use customers with an annual electricity
consumption of 14,000 kWh or more. However, the program is open to any customer
who requests service. All customers are eligible for phase I measures. Customers
with greater savings potential are, in addition, eligible for phase II measures. The
phase I treatment includes lighting and hot water measures, a blower door test, and
an assessment of the energy savings potential of the home to determine if it qualifies
for phase II of the program. Major cost-effective measures are installed in phase II,
including air sealing, attic, wall and floor insulation and storm doors and windows.
In this chapter, we present estimates of the energy savings by analyzing the energy
usage of customers before and after the treatment. We study four customer groups in
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Group Sample Size
1991/91 Treatment 296
1991/91 Control 2925
1992/92 Treatment 228
1992/92 Control 2780
1990/91 Treatment 546
1990/91 Control 3284
1991/92 Treatment 172
1991/92 Control 2729
Table 6.1: Sample Size of Different Customer Group
particular. The first two groups have both phase I and phase II measures completed
in the same year (the 1991/91 and 1992/92 groups). We will estimate the combined
effect of both phase I and II for these two groups of customers. The third and fourth
group have phase I and phase II measures installed in consecutive years (the 1990/91
and 1991/92 groups). We will estimate the phase I and phase II effects separately for
these two groups of customers.
The data set includes average monthly electricity consumption, in kWh, of cus-
tomers from January 1989 to December 1994. For each treated customer group, we
have a corresponding control group. Customers in the control group are chosen such
that the pre-treatment usage pattern is similar to that of the treatment group in the
pre-treatment years. Comparisons between the two groups are helpful in preventing
factors like an extremely cold winter from biasing our savings estimates. Sample size
for each customer group are given in Table 6.1.
We will present savings estimates for different groups using two different ap-
proaches to intervention analysis. Estimates obtained will be compared with those
obtained from the traditional method of simply using the difference between usage in
the pre-treatment year and the post-treatment year as the savings estimate. Relative
merits of each method will be discussed.
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Figure 6-1: Average
Control Group
Monthly kWh Consumption for the 1991/91 Treatment and
6.2 Estimation Using Intervention Analysis
6.2.1 Approach I: Modeling the Treatment and Control
Groups separately
Electricity consumption data for the 1991/91 treatment and control groups are shown
in Figure 6-1. Billing data for the other groups are shown in appendix A. To develop
a model for the billing data, seasonality in monthly consumption is first removed
by taking the twelfth difference. The autocorrelation and partial autocorrelation of
the billing data after taking twelfth difference are shown in appendix A. With the
exception of the 1990/91 group, the billing data for all groups is found to follow a
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time series model given by
(1 - B12 )Yt = (1 - 01B)at (6.1)
where Yt is the monthly energy use, B is the backshift operator and at's are white
noise. The billing data for the 1990/91 groups are found to follow a slightly different
time series model of the form
(1 - B12)Yt = (1 - 01B)(1 - 12B12)at (6.2)
Model diagnostics for all customer groups after fitting the respectively models are
shown in appendix A. It can be seen that there are no obvious inadequacies.
Following the methodology used in chapter 5, we will estimate the savings effect
by introducing an intervention variable. However, the intervention variable used here
will differ from the one used to study the impact of the Three Mile Island accident,
in the sense that the savings program did not occur all at once. Each time series
analyzed represents the average energy consumption for many customers and the
treatment of different customers took place at different time during the treatment
year. The proportion of customers treated in each month of the treatment year is
given in Table B.1 in appendix B.
To measure the program effect, we define an intervention variable, which equals
zero in the pre-treatment years, gradually increases to one during the treatment year
according to the proportion of customers treated in each month and equals one in the
post-treatment years. For the 1991/91 and 1992/92 groups, no attempt will be made
to separate the phase I and phase II savings for these groups. A single indicator
variable will be used. It will be taken to be the proportion of customers that has
phase II completed. Using (6.1), the intervention model for these groups will thus be
Yt = ot + (1- B1 2)a (6.3)(1 - B12)
For the 1991/92 group with phase I and phase II completed in 1991 and 1992 respec-
58
Group wo(s.e.) w (s.e.) 2 (s.e.) 91 (s.e.) 0 12 (s.e.)
1991 Treatment 48.87(71.98) - - -0.51(0.11) -
1991 Control 149.98(80.26) - - -0.51(0.11) -
1992 Treatment -117.62(99.59) - - -0.49(0.12) -
1992 Control 14.20(95.13) - - -0.54(0.11) -
1990/91 Treatment - -395.18(76.11) 168.13(72.68) -0.43(0.11) 0.41(0.13)
1990/91 Control - -313.56(77.64) 190.53(74.25) -0.45(0.11) 0.51(0.15)
1991/92 Treatment - 23.07(108.29) 33.52(101.35) -0.50(0.12) -
1991/92 Control - 131.63(109.00) 23.39(101.99) -0.53(0.11) -
Table 6.2: Maximum Likelihood Estimates for Intervention Models of Different
Groups
tively, the intervention model is
(1 - OiB)atYt = wlIlt + W212t + (1 - B 2) (6.4)
For the 1990/91 group following model (6.2), the model is
Yt = W1It + w242t + (1 - 1B)( - O 2B12)at (6.5)(1 - B1 2)
In (6.3) to (6.5), Iot, Ilt and I2t are the indicator variables. The parameter w0 in (6.3)
can be interpreted as the entire program savings (both phase I and phase II), whereas
w1 and w2 in (6.4) and (6.5) can be interpreted as the savings from phase I and phase
II respectively.
The maximum likelihood estimates of the parameters with corresponding standard
errors for the above models are shown in Table 6.2. The results can be used to
calculate the net savings for different groups by taking the difference between the
estimated savings of the treatment group and the control group. Annual net savings
is then given by 12 x monthly savings. Since we do not know the covariance between
the parameter estimates of the treatment and control group, it is difficult to estimate
the standard error of the net savings estimates from the results in Table 6.2. However,
standard errors can be estimated using an alternative approach to the estimation of
savings describe below. Numerical values will be given in Table 6.4 along with the
results from the alternative estimation method.
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Figure 6-2: Usage Difference between the 1991/91 Treatment and Control Groups
6.2.2 Approach II: Modeling the Usage Difference Between
the Treatment and Control Groups
An alternative way to estimate the net savings is to model the difference between the
monthly usage of the treatment group and the control group. Let Zt denotes this
monthly difference so that
zt = YtT _ y (6.6)
where YtT and Ytc are the monthly usage during month t for the treatment (T) and
control (C) group respectively. Graph of Zt for the 1991/91 group is shown in Figure
6-2. Corresponding graphs for the other groups are given in appendix A. As can be
seen, the difference in usage between the treatment and control group increases after
treatment. Seasonality of Zt is first removed by taking twelfth difference. Autocorre-
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lation function and partial autocorrelation function of different customer groups after
taking twelfth difference are shown in appendix A.
For the 1991/91 and 1992/92 customer groups, the monthly difference, Zt, is found
to follow a time series given by
(1 - 0iB)(1 - B12)Zt = at (6.7)
For the 1990/91 and 1991/92 groups, the corresponding model is given by
(1 - B - 2)(1 - B12) = at (6.8)
Model diagnostics for different customer groups after fitting the respective models are
shown in appendix A. There are no obvious inadequacies.
Adding a term to represent the program effect in (6.7), the intervention model for
the 1991/91 and 1992/92 groups becomes
at
Zt = WoIOt + (1 - qSB)(1 - B1 2) (6.9)
For the 1990/91 and 1991/92 groups, with phase I and phase II completed in consec-
utive years, the intervention model is given by
Zt = WlIlt + W212t + (1atB ) (6.10)(1 - k1B - 02B2)(I - B12)
w0 can be interpreted as the entire program savings (both phase I and phase II),
whereas wl and W2 can be interpreted as the savings from phase I and phase II
respectively. Since the consumption for the control group is incorporated by (6.6),
the parameters w will represent net savings. Maximum likelihood estimates with
standard errors for the above models for different groups are shown in Table 6.3.
It is interesting to note that phase II treatment of the 1990/91 group resulted in
negative savings according to our estimates. However, the total savings from both
phase I and phase II is still close to that of the other groups. From Table 6.3, annual
61
Group wo(s.e.) wl(s.e.) w2 (s.e.) (s.e.) 02(s.e.)
1991/91 Group -102.58 (28.67) - - 0.56 (0.11) -
1992/92 Group -142.35 (29.78) - - 0.65 (0.11) -
1990/91 Group - -133.19(27.13) 35.76(12.76) 0.97(0.12) -0.31(0.11)
1991/92 Group -70.14 (25.31) -18.31(14.72) 0.89(0.11) -0.27(0.09)
Table 6.3: Maximum Likelihood Estimates for Intervention Models of Different
Groups
net savings is given by (12 x net monthly savings). Its standard error is given by 12
times the standard error of net monthly savings. Results of net savings estimates will
be presented and discussed in Section 6.4.
6.3 Traditional Estimation Method
A traditional method to estimate the savings from programs of this kind simply takes
the difference between the total usage in the pre-treatment year and that in the post-
treatment year. Less data is required in this case and we ignore any partial savings
during the treatment year. Let Wt represents the monthly differences in energy use
between the pre-treatment and post-treatment periods, so that
Wt = Yt-12 (n+l)- Yt (6.11)
where n is the number of years between pre-treatment and post-treatment year. Tak-
ing t = 1,..., 12 to be the post-treatment year, the total change in energy use between
the pre-treatment and post-treatment year, d, for any given group, is
12
d= EW (6.12)
t=1
A point estimate of the net annual savings attributable to the program is then given
by
Net annual savings = dT - dc (6.13)
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where dT and dc represent the annual change in energy usage for the treatment (T)
and control (C) groups respectively.
In terms of Zt, the net annual savings is given by
12
Net annual savings = E Zt- 12 (n+l) - Zt
t=l
(6.14)
This expression is useful for deriving an expression for the variance of the estimates
obtained from the traditional estimation methods. If phase I and phase II treatments
were performed in the same year, we have
Net annual savings
12
- (Zt-24 - Zt)t=l
12
-(Zt- 2 4 - Zt- 12 ) + (Z- 12 - Zt)t=l
Setting Xt = Zt- Zt-1 2 , the above expression becomes
12
- (Xt + Xt-12)
t=1
From equation (6.7), we know that Xt follows an AR(1) model given by
(1 - 01B)Xt = at (6.18)
Let
Yo = var(Xt)
'k = cov(XtXt-k)
o.2
= Olk-1
Now consider
cov(Xt + Xt-12)(Xt-k + Xt-12-k)} = 2 k + 712+k + 712-k
63
(6.15)
(6.16)
(6.17)
Intervention Analysis Estimates Traditional Estimates
Approach I Approach II
Group Annual Net Savings Annual Net Savings(s.e.) Annual Net Savings(s.e.)
1991/91 Group 1213.32 1230 (344.04) 1434 (441.74)
1992/92 Group 1581.84 1708 (357.36) 1022 (502.97)
1990/91 Group 1248.24 1169 (359.78) 1150 (422.29)
1991/92 Group 1181.16 1061 (351.36) 1418 (579.30)
Table 6.4: Annual Net Savings Estimates Using Different Methods
Therefore, we have
Var (X + Xt- 12) = 12(2Zo + 212) + 2 (12 - k)(27k + 712-k + Y12+k)
t=l k=l
11
- 24(1 + 1 2)?0 + 2 (12 - k)(2~b~ + q12-k + b12+k)?°
k=l
Expression for the other case can be derived similarly.
6.4 Estimation Results and Conclusion
Total annual net savings estimates obtained by using intervention analysis and the
traditional method are given in Table 6.4. From the table, different methods give
similar net annual savings estimates for the four customer groups and it would be
safe to conclude that the savings program results in an average net annual savings of
about 1250 kWh.
From our estimates, most of the savings come from phase I of the savings program.
This is a bit surprising given that the cost of phase II measures were much higher
and were thus expected to result in higher savings. (Average cost for phase I is about
$80 per customer whereas average cost for phase II ranges from $700 to $1000 per
customer.) One reason may be that in our estimation, the program completion time
was taken to be the time when the last measure was installed. Some of the phase II
measures may have been installed in the same year as the phase I measures. As a
consequence, some of the savings resulting from phase II measures would have been
estimated as savings from phase I. This results in an over-estimate of phase I savings
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and an under-estimate of phase II savings. The low savings estimates for phase II
may also be partly due to the counter effect of the declining savings of phase I. As
more post-treatment data becomes available in the future, persistence of savings over
time should be an interesting issue to study.
Comparing intervention analysis with the traditional method, the use of interven-
tion analysis enables us to distinguish savings effects from phase I and phase II. Such
an analysis is difficult with the traditional method unless there is one or more year
of billing data between the two phases.
The traditional estimation method only uses one year of pre-treatment data and
one year of post-treatment data. Presumably, use of intervention analysis should give
us a more accurate estimation. Indeed. our results show that estimations from the
traditional method have larger standard error. Relative efficiency of the traditional
estimation method to the second approach of intervention analysis ranges from 0.50
to 0.72 with the intervention analysis method being more efficient.
To see how intervention analysis makes use of the data , let us assume for the
time being that the treatment was performed at a single point time T. Taking model
(6.3) as an example, we have
(1 -B)Yt = wit + ( B1)at (6.19)
where It = 1 for t > T and It = 0 for t < T. Now define
I - B12
r(B) = 1-B1 -OB
= 1 - rlB - r 2B2 - ...
_i l <i<l11
where ri =
where i-12(1 _ 012) i > 12
Also, let
et = ,r(B)Yt
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This gives
et = wr(B)It + at
If we have n observations, this can be written as
e
eT_ 1
eT
eT+1
en,
=-
0
0
1
1 -r
1 -7rl ... - ir'n-T
+
al
aT-l
aT
aT+1
an
The least squares estimator of w is
eT + (1 - Wrl)eT+ + (1 - r - 7r2)eT+2 + . .. + (1- - -...- 7rnT)en
1 + (1 - 7r1 )2 + (1 - r - 2)2 + . + (1 - 71 .. - -r,-T) 2
Using et = r(B)Yt, we can further express c in terms of Yt. The weights for Yt before
and after the intervention for the case 0 = -0.5 are shown in Figure 6-3. It can
be seen that the weights are symmetric about the treatment time T. Observations
6 months before and after T are given the heaviest weights. The weights die off 18
months before and after time T. So the intervention analysis method uses about one
and a half year of data before and after the treatment. The savings effect is taken to
be the difference between the weighted sum of the post-treatment 18 months usage
and that of the pre-treatment 18 months usage.
Comparing the two intervention analysis approaches, the second approach allows
us to estimate the standard error in the net savings estimation. Standard error is
difficult to estimate in the first approach due to a lack of knowledge of the covariance
between the estimates of the treatment and control group. The second approach also
requires less modeling.
66
43
2
+ 1
0
-
.a
-1
-2
-3
-4
-30 -20 -10 0 10 20 30
i
Figure 6-3: Weights for Yt for 0 = -0.5 in calculating J
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7.1 The Nuclear Energy Series
7.1.1 Forecasting
The main focus of the nuclear energy series study was forecasting. Accurate forecast-
ing of net nuclear energy generation is essential. It provides important information
to help formulate future policies related to energy use. The nuclear energy series
has been studied by the Energy Information Administration (EIA) and the Office
of Statistical Standards (OSS). EIA produces regular forecasts using an accounting
model called SNAPPS, and OSS complements it with the use of time series models.
Our study is an extension on the work of OSS. We applied adaptive forecasting to
the series, did subseries analysis, searched for a proper power transformation and
studied combination of forecasts. The study aims at improving forecasting accuracy
as measured by the root mean square error and absolute mean error.
Adaptive forecasting, when applied to the model developed by OSS was found to
improve forecasting accuracy in terms of both root mean square error and absolute
mean error. However, the improvement for the nuclear energy series was generally
not as large as the improvements found in other applications of adaptive forecasts
such as study of the customer price index for food by Tiao and Tsay (1994).
We also observed that the series has different properties before and after the Three
Mile Island accident. Because of the changing structure and because enough post-
accident data was available for modeling, we concentrated our analysis on the post-
accident period. The need for a variance stabilizing transformation was addressed. It
was argued that the logarithm transformation used by OSS was not strong enough to
stabilize the variance. The parameter A in the power transformation proposed by Box
and Cox (1964) was determined using a model independent procedure described by
Guerrero (1993). The appropriate value of the transformation parameter was found
to be A =- -0.19 and A = -0.25 for the quarterly and monthly data respectively.
Forecasts were made from the transformed post-accident subseries. The need for
a bias-correction after an inverse transformation of forecasts back to the original scale
was discussed. The use of bias correction factors enabled us to get an estimate of
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the expected mean value in the original scale. Bias-correction factors were found
to be close to 1 in our case and had little effect on forecasting accuracy. With or
without bias correction, forecasts from the transformed subseries were found to be
more accurate than those from the models developed by the OSS for the entire series.
The last technique we studied was combination of forecasts. Following Kundra
(1994), we combined forecasts from the SNAPPS model with forecasts from our trans-
formed subseries; and also forecasts from the SNAPPS model with those from one of
the OSS models. The combination of forecasts substantially improves the forecasting
accuracy when compared to the individual forecasts. Improvement was especially
significant for long-term forecasts.
For combining the forecasts, we compared four different linear combination meth-
ods suggested by Granger and Ramanathan (1984). These include weighted average,
simple average, weighted sum and weighted sum with a constant term. A derivation
showed that the method that a weighted sum with a constant term theoretically has
the smallest expected mean square error. In our study, no single method consistently
outperformed the others empirically. However, the weighted sum with constant term,
performed best in most cases. Our empirical results also supported the robustness of
the simple average method found in previous studies.
7.1.2 Impact Estimate of the Three Mile Island Accident
Studies done by EIA have shown that the Three Mile Island accident in March 1979
caused a drop in the net nuclear energy production in the United States. We applied
intervention analysis to the nuclear energy series to get a numerical estimate of the
accident impact. The estimation was made in both the original and the logarithm
scale. Both estimates showed that the accident caused a drop of about 25% in net
nuclear energy production.
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7.2 The Customer Electricity Consumption Se-
ries
Study of the electricity consumption data series was focused on estimating the savings
effect of a residential energy savings program. The program consisted of two parts,
referred to as phase I and phase II. We apply intervention analysis to estimate the
savings effect of each phase. Four customer groups were studied. The first two groups
had both phase I and phase II completed in a single year, 1991 or 1992. The other
two groups had phase I and phase II completed in consecutive years. For the first two
groups, we introduced a single indicator variable and estimated the combined savings
effects of phase I and phase II. For the third and fourth groups, we distinguished the
contribution from each individual phase.
Net savings estimates were obtained by comparing the treatment groups with
corresponding control groups. The control groups were chosen such that their pre-
treatment usage pattern was similar to that of the corresponding treatment groups.
The use of control groups prevents external factors such as weather fluctuations from
biasing our estimates.
The average annual net savings for different treatment groups ranged from 1022
kWh to 1708 kWh. Although the measures implemented in phase II were much more
expensive than those in phase I, our analysis showed that phase I measures resulted in
more substantial savings in all groups. Phase II measures took an extended period of
time to complete and only the completion dates were available. We suspect that some
of the savings resulting from phase II measures may have been wrongly counted into
our phase I savings. This may have led to an over-estimation of phase I savings and
an under-estimation of phase II savings. The problem of correctly assigning savings
to each phase deserves further attention.
Estimates made using intervention analysis were compared with those obtained
from a traditional method of simply using the difference between the pre-treatment
and the post-treatment year usages as the savings estimates. The two methods gave
similar estimates for all customer groups. However, the use of intervention analysis
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enabled us to separate the savings effect due to different phases. Intervention analysis
estimates also had a smaller standard deviation. We also showed how the two methods
differed in the way they used data in the impact estimation. It was shown that
intervention analysis used the data more extensively than the traditional method.
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Appendix A
Billing Data of Different
Customer Groups
This appendix shows plots of data used in chapter 6.
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Figure A-1: Average Monthly kWh Consumption for Different Groups
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Figure A-3: Autocorrelation and Partial Autocorrelation of the 1991/91 Control
Group After Taking Twelfth Difference
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Figure A-5: Autocorrelation and Partial Autocorrelation of the 1992/92 Control
Group After Taking Twelfth Difference
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Figure A-6: Autocorrelation and Partial Autocorrelation of the 1990/91 Treatment
Group After Taking Twelfth Difference
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Figure A-8: Autocorrelation and Partial Autocorrelation of the 1991/92 Treatment
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Figure A-9: Autocorrelation and Partial Autocorrelation of the 1991/92 Control
Group After Taking Twelfth Difference
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Figure A-10: Model Diagnostics for the 1991/91 Treatment Group
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Figure A-12: Model Diagnostics for the 1992/92 Treatment Group
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Figure A-13: Model Diagnostics for the 1992/92 Control Group
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Figure A-14: Model Diagnostics for the 1990/91 Treatment Group
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Figure A-15: Model Diagnostics for the 1990/91 Control Group
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Figure A-16: Model Diagnostics for the 1991/92 Treatment Group
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Figure A-17: Model Diagnostics for the 1991/92 Control Group
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Figure A-22: Autocorrelation and Partial Autocorrelation of the 1991/92 Group Net
Usage After Taking Twelfth Difference
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Figure A-23: Model Diagnostics for the 1991/91 Group
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Appendix B
Proportion of Customers Treated
During Different Months of the
Treatment Year
Month 1991/91 Group 1992/92 Group 1990/91 Group 1991/92 Group
Phase I Phase II Phase I Phase II Phase I Phase II Phase I Phase II
Jan 55 0 29 10 31 45 9 47
Feb 35 0 22 7 60 74 16 32
Mar 22 6 26 7 76 86 10 36
Apr 33 8 28 16 73 89 12 16
May 14 7 22 19 33 51 5 10
Jun 32 14 21 23 23 35 9 2
Jul 36 85 20 17 14 80 12 6
Aug 26 42 18 16 14 26 10 5
Sep 16 25 20 25 37 19 15 5
Oct 13 30 12 24 54 18 27 4
Nov 8 32 6 35 70 12 28 8
Dec 6 47 4 29 61 11 19 1
Total 296 296 228 228 546 546 172 172
Table B.1: Number of Customers Treated during Different Months of the Treatment
Year
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