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Abstract
In this work, we investigate several neu-
ral network architectures for fine-grained
entity type classification and make three
key contributions. Despite being a natural
comparison and addition, previous work
on attentive neural architectures have not
considered hand-crafted features and we
combine these with learnt features and es-
tablish that they complement each other.
Additionally, through quantitative analysis
we establish that the attention mechanism
learns to attend over syntactic heads and
the phrase containing the mention, both of
which are known to be strong hand-crafted
features for our task. We introduce param-
eter sharing between labels through a hi-
erarchical encoding method, that in low-
dimensional projections show clear clus-
ters for each type hierarchy. Lastly, de-
spite using the same evaluation dataset,
the literature frequently compare models
trained using different data. We demon-
strate that the choice of training data has a
drastic impact on performance, which de-
creases by as much as 9.85% loose mi-
cro F1 score for a previously proposed
method. Despite this discrepancy, our
best model achieves state-of-the-art results
with 75.36% loose micro F1 score on the
well-established FIGER (GOLD) dataset
and we report the best results for models
trained using publicly available data for
the OntoNotes dataset with 64.93% loose
micro F1 score.
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Figure 1: An illustration of the attentive en-
coder neural model predicting fine-grained seman-
tic types for the mention “New Zealand” in the ex-
pression “a match series against New Zealand is
held on Monday”.
1 Introduction
Entity type classification aims to label entity men-
tions in their context with their respective semantic
types. Information regarding entity type mentions
has proven to be valuable for several natural lan-
guage processing tasks; such as question answer-
ing (Lee et al., 2006), knowledge base popula-
tion (Carlson et al., 2010), and co-reference reso-
lution (Recasens et al., 2013). A natural extension
to traditional entity type classification has been to
divide the set of types – which may be too coarse-
grained for some applications (Sekine, 2008) –
into a larger set of fine-grained entity types (Lee
et al., 2006; Ling and Weld, 2012; Yosef et al.,
2012; Gillick et al., 2014; Del Corro et al., 2015);
for example person into actor, artist, etc.
Given the recent successes of attentive neural
∗This work was conducted during a research visit to Uni-
versity College London.
ar
X
iv
:1
60
6.
01
34
1v
2 
 [c
s.C
L]
  2
1 F
eb
 20
17
models for information extraction (Globerson et
al., 2016; Shimaoka et al., 2016; Yang et al.,
2016), we investigate several variants of an atten-
tive neural model for the task of fine-grained entity
classification (e.g. Figure 1). This model category
uses a neural attention mechanism – which can
be likened to a soft alignment – that enables the
model to focus on informative words and phrases.
We build upon this line of research and our contri-
butions are three-fold:
1. Despite being a natural comparison and ad-
dition, previous work on attentive neural ar-
chitectures do not consider hand-crafted fea-
tures. We combine learnt and hand-crafted
features and observe that they complement
each other. Additionally, we perform ex-
tensive analysis of the attention mechanism
of our model and establish that the atten-
tion mechanism learns to attend over syn-
tactic heads and the tokens prior to and af-
ter a mention, both which are known to be
highly relevant to successfully classifying a
mention.
2. We introduce label parameter sharing using
a hierarchical encoding that improves perfor-
mance on one of our datasets and the low-
dimensional projections of the embedded la-
bels form clear coherent clusters.
3. While research on fine-grained entity type
classification has settled on using two eval-
uation datasets, a wide variety of training
datasets have been used – the impact of which
has not been established. We demonstrate
that the choice of training data has a dras-
tic impact on performance, observing per-
formance decreases by as much as 9.85%
loose Micro F1 score for a previously pro-
posed method. However, even when compar-
ing to models trained using different datasets
we report state-of-the-art results of 75.36%
loose micro F1 score on the FIGER (GOLD)
dataset.
2 Related Work
Our work primarily draws upon two strains of re-
search, fine-grained entity classification and atten-
tion mechanisms for neural models. In this section
we introduce both of these research directions.
By expanding a set of coarse-grained types into
a set of 147 fine-grained types, Lee et al. (2006)
were the first to address the task of fine-grained
entity classification. Their end goal was to use the
resulting types in a question answering system and
they developed a conditional random field model
that they trained and evaluated on a manually an-
notated Korean dataset to detect and classify en-
tity mentions. Other early work include Sekine
(2008), that emphasised the need for having ac-
cess to a large set of entity types for several NLP
applications. The work primarily discussed de-
sign issues for fine-grained set of entity types and
served as a basis for much of the future work on
fine-grained entity classification.
The first work to use distant supervision (Mintz
et al., 2009) to induce a large – but noisy – train-
ing set and manually label a significantly smaller
dataset to evaluate their fine-grained entity classi-
fication system, was Ling and Weld (2012) who
introduced both a training and evaluation dataset
FIGER (GOLD). Arguing that fine-grained sets
of types must be organised in a very fine-grained
hierarchical taxonomy, Yosef et al. (2012) in-
troduced such a taxonomy covering 505 distinct
types. This new set of types lead to improve-
ments on FIGER (GOLD), and they also demon-
strated that the fine-grained labels could be used
as features to improve coarse-grained entity type
classification performance. More recently, con-
tinuing this very fine-grained strategy, Del Corro
et al. (2015) introduced the most fine-grained en-
tity type classification system to date, covering the
more than 16, 000 types contained in the WordNet
hierarchy.
While initial work largely assumed that mention
assignments could be done independently of the
mention context, Gillick et al. (2014) introduced
the concept of context-dependent fine-grained en-
tity type classification where the types of a men-
tion is constrained to what can be deduced from its
context and introduced a new OntoNotes-derived
manually annotated evaluation dataset. In addi-
tion, they addressed the problem of label noise in-
duced by distant supervision and proposed three
label cleaning heuristics. Building upon the noise
reduction aspects of this work, Ren et al. (2016)
introduced a method to reduce label noise even
further, leading to significant performance gains
on both the evaluation dataset of Ling and Weld
(2012) and Gillick et al. (2014).
Yogatama et al. (2015) proposed to map hand-
crafted features and labels to embeddings in or-
der to facilitate information sharing between both
related types and features. A pure feature learn-
ing approach was proposed by Dong et al. (2015).
They defined 22 types and used a two-part neural
classifier that used a recurrent neural network to
obtain a vector representation of each entity men-
tion and in its second part used a fixed-size win-
dow to capture the context of a mention. A re-
cent workshop paper (Shimaoka et al., 2016) intro-
duced an attentive neural model that unlike previ-
ous work obtained vector representations for each
mention context by composing it using a recurrent
neural network and employed an attention mecha-
nism to allow the model to focus on relevant ex-
pressions in the mention context. Although not
pointed in Shimaoka et al. (2016), the attention
mechanism used differs from previous work in that
it does not condition the attention. Rather, they
used global weights optimised to provide attention
for every fine-grained entity type classification de-
cision.
To the best of our knowledge, the first work
that utilised an attention architecture within the
context of NLP was Bahdanau et al. (2014), that
allowed a machine translation decoder to attend
over the source sentence. Doing so, they showed
that adding the attention mechanism significantly
improved their machine translation results as the
model was capable of learning to align the source
and target sentences. Moreover, in their qualitative
analysis, they concluded that the model can cor-
rectly align mutually related words and phrases.
For the set of neural models proposed by Hermann
et al. (2015), attention mechanisms are used to fo-
cus on the aspects of a document that help the
model answer a question, as well as providing a
way to qualitatively analyse the inference process.
Rockta¨schel et al. (2015) demonstrated that by ap-
plying an attention mechanism to a textual entail-
ment model, they could attain state-of-the-art re-
sults, as well as analyse how the entailing sentence
would align to the entailed sentence.
Our work differs from previous work on fine-
grained entity classification in that we use the
same publicly available training data when com-
paring models. We also believe that we are the first
to consider the direct combination of hand-crafted
features and an attentive neural model.
Feature Description Example
Head Syntactic head of the mention Obama
Non-head Non-head words of the mention Barack, H.
Cluster Brown cluster for the head token 1110, . . .
Characters Character trigrams for the mention head :ob, oba, . . .
Shape Word shape of the mention phrase Aa A. Aa
Role Dependency label on the mention head subj
Context Words before and after the mention B:who, A:first
Parent The head’s lexical parent picked
Topic The LDA topic of the document LDA:13
Table 1: Hand-crafted features, based on those
of Gillick et al. (2014), used by the sparse fea-
ture and hybrid model variants in our experiments.
The features are extracted for each entity mention
and the example mention used to extract the ex-
ample features in this table is “. . . who [Barack H.
Obama] first picked . . . ”.
3 Models
In this section we describe the neural model vari-
ants used in this paper as well as a strong feature-
based baseline from the literature. We pose
fine-grained entity classification as a multi-class,
multi-label classification problem. Given a men-
tion in a sentence, the classifier predicts the types
t ∈ {1, 0}K whereK is the size of the set of types.
Across all the models, we compute a probability
yk ∈ R for each of the K types using logistic re-
gression. Variations of the models stem from the
ways of computing the input to the logistic regres-
sion.
At inference time, we enforce the assumption
that at least one type is assigned to each mention
by first assigning the type with the largest proba-
bility. We then assign any additional types based
on the condition that their corresponding probabil-
ities must be greater than a threshold of 0.5, which
was determined by tuning it using development
data.
3.1 Sparse Feature Model
For each entity mention m, we create a binary fea-
ture indicator vector f(m) ∈ {0, 1}Df and feed
it to the logistic regression layer. The features
used are described in Table 1, which are compa-
rable to those used by Gillick et al. (2014) and
Yogatama et al. (2015). It is worth noting that
we aimed for this model to resemble the indepen-
dent classifier model in Gillick et al. (2014) so
that it constitutes as a meaningful well-established
baseline; however, there are two noteworthy dif-
ferences. Firstly, we use the more commonly used
clustering method of Brown et al. (1992), as op-
posed to Uszkoreit and Brants (2008), as Gillick
et al. (2014) did not make the data used for their
clusters publicly available. Secondly, we learned a
set of 15 topics from the OntoNotes dataset using
the LDA (Blei et al., 2003) implementation from
the popular gensim software package,1 in contrast
to Gillick et al. (2014) that used a supervised topic
model trained using an unspecified dataset. De-
spite these differences, we argue that our set of
features is comparable and enables a fair compar-
ison given that the original implementation and
some of the data used is not publicly available.
3.2 Neural Models
The neural models from Shimaoka et al. (2016)
processes embeddings of the words of the mention
and its context; and we adopt the same formalism
when introducing these models and our variants.
First, the mention representation vm ∈ RDm×1
and context representation vc ∈ RDc×1 are com-
puted separately. Then, the concatenation of these
representations is used to compute the prediction:
y =
1
1 + exp
(
−Wy
[
vm
vc
]) (1)
Where Wy ∈ RK×(Dm+Dc) is the weight ma-
trix.
Let the words in the mention be
m1,m2, ...,m|m|. Then the representation of
the mention is computed as follows:
vm =
1
|m|
|m|∑
i=1
u(mi) (2)
Where u is a mapping from a word to an em-
bedding. This relatively simple method for com-
posing the mention representation is motivated by
it being less prone to overfitting.
Next, we describe the three methods from Shi-
maoka et al. (2016) for computing the context rep-
resentations; namely, Averaging, LSTM, and At-
tentive Encoder.
3.2.1 Averaging Encoder
Similarly to the method of computing the mention
representation, the Averaging encoder computes
the averages of the words in the left and right con-
text. Formally, let l1, ..., lC and r1, ..., rC be the
words in the left and right contexts respectively,
where C is the window size. Then, for each se-
quence of words, we compute the average of the
1http://radimrehurek.com/gensim/
corresponding word embeddings. Those two vec-
tors are then concatenated to form the representa-
tion of the context vc.
3.2.2 LSTM Encoder
For the LSTM Encoder, the left and right contexts
are encoded by an LSTM (Hochreiter and Schmid-
huber, 1997). The high-level formulation of an
LSTM can be written as:
hi, si = lstm(ui, hi−1, si−1) (3)
Where ui ∈ RDm×1 is an input embedding,
hi−1 ∈ RDh×1 is the previous output, and si−1 ∈
RDh×1 is the previous cell state.
For the left context, the LSTM is applied to the
sequence l1, ..., lC from left to right and produces
the outputs
−→
hl1, ...,
−→
hlC . For the right context, the
sequence rC , ..., r1 is processed from right to left
to produce the outputs
←−
hr1, ...,
←−
hrC . The concatena-
tion of
−→
hlC and
←−
hr1 then serves as the context repre-
sentation vc.
3.2.3 Attentive Encoder
An attention mechanism aims to encourage the
model to focus on salient local information that
is relevant for the classification decision. The at-
tention mechanism variant used in this work is
defined as follows. First, bi-directional LSTMs
(Graves, 2012) are applied for both the right and
left context. We denote the output layers of the
bi-directional LSTMs as
−→
hl1,
←−
hl1, ...,
−→
hlC ,
←−
hlC and−→
hr1,
←−
hr1, ...,
−→
hrC ,
←−
hrC .
For each output layer, a scalar value a˜i ∈ R
is computed using a feed forward neural network
with the hidden layer ei ∈ RDa×1 and weight ma-
trices We ∈ RDa×2Dh and Wa ∈ R1×Da :
eli = tanh
(
We
[ −→
hli←−
hli
])
(4)
a˜li = exp(Wae
l
i) (5)
Next, the scalar values are normalised such that
they sum to 1:
ali =
a˜li∑C
i=1 a˜
l
i + a˜
r
i
(6)
These normalised scalar values ai ∈ R are
referred to as attentions. Finally, we compute
the sum of the output layers of the bidirectional
LSTMs, weighted by the attentions ai as the rep-
resentation of the context:
vc =
C∑
i=1
ali
[ −→
hli←−
hli
]
+ ari
[ −→
hri←−
hri
]
(7)
An illustration of the attentive encoder model
variant can be found in Figure 1.
3.3 Hybrid Models
To allow model variants to use both human back-
ground knowledge through hand-crafted features
as well as features learnt from data, we extended
the neural models to create new hybrid model
variants as follows. Let vf ∈ RDl×1 be a low-
dimensional projection of the sparse feature f(m):
vf =Wff(m) (8)
Where Wf ∈ RDl×Df is a projection matrix.
The hybrid model variants are then defined as fol-
lows:
y =
1
1 + exp
−Wy
 vmvc
vf
 (9)
These models can thus draw upon learnt fea-
tures through vm and vc as well as hand-crafted
features using vf when making classification deci-
sions. While existing work on fine-grained entity
type classification have used either sparse, man-
ually designed features or dense, automatically
learnt embedding vectors, our work is the first to
propose and evaluate a model using the combina-
tion of both features.
3.4 Hierarchical Label Encoding
Since the fine-grained types tend to form a for-
est of type hierarchies (e.g. musician is a sub-
type of artist, which in turn is a subtype of
person), we investigated whether the encoding
of each label could utilise this structure to enable
parameter sharing. Concretely, we compose the
weight matrix Wy for the logistic regression layer
as the product of a learnt weight matrix Vy and a
constant sparse binary matrix S:
W Ty = VyS (10)
We encode the type hierarchy formed by the
set of types in the binary matrix S as fol-
lows. Each type is mapped to a unique col-
umn in S, where membership at each level of
/person/artist/actor	
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Figure 2: Hierarchical label encoding illustration.
Work W2M W2M+D W2.6M GN1 GN2
Ling and Weld (2012) X
Gillick et al. (2014) ×
Yogatama et al. (2015) ×
Ren et al. (2016) X ×
Shimaoka et al. (2016) X
Table 2: Training datasets used and its avail-
ability. W2M and W2.6M are Wikipedia-based,
+D indicates denoising, and GN1/GN2 are two
company-internal Google News datasets. The
symbols Xand × indicates publicly available and
unavailable data.
its type hierarchy is marked by a 1. For exam-
ple, if we use the set of types defined by Gillick
et al. (2014), the column for /person could
be encoded as [1, 0, . . .], /person/artist as
[1, 1, 0, . . .], and /person/artist/actor as
[1, 1, 1, 0, . . .]. This encoding scheme is illustrated
in Figure 2.
This enables us to share parameters between
labels in the same hierarchy, potentially making
learning easier for infrequent types that can now
draw upon annotations of other types in the same
hierarchy.
4 Experiments
4.1 Datasets
Despite the research community having largely
settled on using the manually annotated datasets
FIGER (GOLD) (Ling and Weld, 2012) and
OntoNotes (Gillick et al., 2014) for evalua-
tion, there is still a remarkable difference in
the data used to train models (Table 2) that
are then evaluated on the same manually anno-
tated datasets. Also worth noting is that some
data is not even publicly available, making a
fair comparison between methods even more dif-
ficult. For evaluation, in our experiments we
use the two well-established manually annotated
datasets FIGER (GOLD) and OntoNotes, where
like Gillick et al. (2014), we discarded pronomi-
nal mentions, resulting in a total of 8, 963 men-
tions. For training, we use the automatically in-
duced publicly available datasets provided by Ren
et al. (2016). Ren et al. (2016) aimed to elimi-
nate label noise generated in the process of distant
supervision and we use the “raw” noisy data2 pro-
vided by them for training our models.
4.2 Pre-trained Word Embeddings
We use pre-trained word embeddings that were not
updated during training to help the model gener-
alise to words not appearing in the training set
(Rockta¨schel et al., 2015). For this purpose, we
used the freely available 300-dimensional cased
word embeddings trained on 840 billion tokens
from the Common Crawl supplied by Pennington
et al. (2014). For words not present in the pre-
trained word embeddings, we use the embedding
of the “unk” token.
4.3 Evaluation Criteria
We adopt the same criteria as Ling and Weld
(2012), that is, we evaluate the model performance
by strict accuracy, loose macro, and loose micro
scores.
4.4 Hyperparameter Settings
Values for the hyperparameters were obtained
from preliminary experiments by evaluating the
model performance on the development sets. Con-
cretely, all neural and hybrid models used the same
Dm = 300-dimensional word embeddings, the
hidden-size of the LSTM was set toDh = 100, the
hidden-layer size of the attention module was set
to Da = 100, and the size of the low-dimensional
projection of the sparse features was set to Dl =
50. We used Adam (Kingma and Ba, 2014) as our
optimisation method with a learning rate of 0.001,
a mini-batch size of 1, 000, and iterated over the
training data for five epochs. As a regularizer we
2 Although Ren et al. (2016) provided both “raw” data
and code to “denoise” the data, we were unable to replicate
the performance benefits reported in their work after running
their pipeline. We have contacted them regarding this as we
would be interested in comparing the benefit of their denois-
ing algorithm for each model, but at the time of writing we
have not yet received a response.
Model Acc. Macro Micro
Hand-crafted 51.33 71.91 68.78
Averaging 46.36 71.03 65.31
Averaging + Hand-crafted 52.58 72.33 70.04
LSTM 55.60 75.15 71.73
LSTM + Hand-crafted 57.02 76.98 73.94
Attentive 54.53 74.76 71.58
Attentive + Hand-crafted 59.68 78.97 75.36
FIGER (Ling and Weld, 2012) 52.30 69.90 69.30
FIGER (Ren et al., 2016) 47.4 69.2 65.5
Table 3: Performance on FIGER (GOLD) for
models using the same W2M training data.
Model Data Acc. Macro Micro
Attentive + Hand-crafted W2M 59.68 78.97 75.36
Attentive (Shimaoka et al., 2016) W2.6M 58.97 77.96 74.94
FIGER + PLE (Ren et al., 2016) W2M+D 59.9 76.3 74.9
HYENA + PLE (Ren et al., 2016) W2M+D 54.2 69.5 68.1
K-WASABIE (Yogatama et al., 2015) GN2 n/a n/a 72.25
Table 4: Performance on FIGER (GOLD) for
models using different training data.
used dropout (Hinton et al., 2012) with probabil-
ity 0.5 applied to the mention representation and
sparse feature representation. The context win-
dow size was set to C = 10 and if the length of
a context extends beyond the sentence length, we
used a padding symbol in-place of a word. After
training, we picked the best model on the develop-
ment set as our final model and report their perfor-
mance on the test sets. Our model implementation
was done in Python using the TensorFlow (Abadi
et al., 2015) machine learning library.
4.5 Results
When presenting our results, it should be noted
that we aim to make a clear separation between re-
sults from models trained using different datasets.
4.5.1 FIGER (GOLD)
We first analyse the results on FIGER (GOLD)
(Tables 3 and 4). The performance of the baseline
model that uses the sparse hand-crafted features
is relatively close to that of the FIGER system of
Ling and Weld (2012). This is consistent with the
fact that both systems use linear classifiers, similar
sets of features, and training data of the same size
and domain.
Looking at the results of neural models, we ob-
serve a consistent pattern that adding hand-crafted
features boost performance significantly, indicat-
ing that the learnt and hand-crafted features com-
Model Acc. Macro Micro
Hand-crafted 48.16 66.33 60.16
Averaging 46.17 65.26 58.25
Averaging + Hier 47.15 65.53 58.25
Averaging + Hand-crafted 51.57 70.61 64.24
Averaging + Hand-crafted + Hier 51.74 70.98 64.91
LSTM 49.20 66.72 60.52
LSTM + Hier 48.96 66.51 60.70
LSTM + Hand-crafted 48.58 68.54 62.89
LSTM + Hand-crafted + Hier 50.42 69.99 64.57
Attentive 50.32 67.95 61.65
Attentive + Hier 51.10 68.19 61.57
Attentive + Hand-crafted 49.54 69.04 63.55
Attentive + Hand-crafted + Hier 50.89 70.80 64.93
FIGER (Ren et al., 2016) 36.90 57.80 51.60
Table 5: Performance on OntoNotes for models
using the same W2M training data.
plement each other. The effects of adding the hier-
archical label encoding were inconsistent, some-
times increasing, sometimes decreasing perfor-
mance. We thus opted not to include them in the
results table due to space constraints and hypothe-
sise that given the size of the training data, param-
eter sharing may not yield any large performance
benefits. Among the neural models, we see that
the averaging encoder perform considerably worse
than the others. Both the LSTM and attentive en-
coder show strong results and the attentive encoder
with hand-crafted features achieves the best per-
formance among all the models we investigated.
When comparing our best model to previously
introduced models trained using different train-
ing data, we find that we achieve state-of-the-art
results both in terms of loose macro and micro
scores. The closest competitor, FIGER + PLE (Ren
et al., 2016), achieves higher accuracy at the ex-
pense of lower F1 scores, we suspect that this is
due to an accuracy focus in their label pruning
strategy. It is worth noting that we achieve state-
of-the-art results without the need for any noise re-
duction strategies. Also, even with 600,000 fewer
training examples, our variant with hand-crafted
features of the attentive model from Shimaoka et
al. (2016) outperforms its feature-learning variant.
In regards to the impact of the choice of training
set, we observe that the model introduced in Shi-
maoka et al. (2016) drops as much as 3.36 points
of loose micro score when using a smaller dataset.
Thus casting doubts upon the comparability of re-
sults of fine-grained entity classification models
using different training data.
Model Data Acc. Macro Micro
Averaging + Hand-crafted + Hier W2M 51.74 70.98 64.91
Attentive + Hand-crafted + Hier W2M 50.89 70.80 64.93
FIGER + PLE (Ren et al., 2016) W2M+D 57.2 71.5 66.1
HYENA + PLE (Ren et al., 2016) W2M+D 54.6 69.2 62.5
Hand-crafted (Gillick et al., 2014) GN1 n/a n/a 70.01
K-WASABIE (Yogatama et al., 2015) GN2 n/a n/a 72.98
Table 6: Performance on OntoNotes for models
using different training data.
4.5.2 OntoNotes
Secondly, we discuss the results on OntoNotes
(Tables 5, and 6). Again, we see consistent per-
formance improvements when the sparse hand-
crafted features are added to the neural models.
In the absence of hand-crafted features, the aver-
aging encoder suffer relatively poor performance
and the attentive encoder achieves the best per-
formance. However, when the hand-crafted fea-
tures are added, a significant improvement oc-
curs for the averaging encoder, making the per-
formance of the three neural models much alike.
We speculate that some of the hand-crafted fea-
tures such as the dependency role and parent word
of the head noun, provide crucial information for
the task that cannot be captured by the plain av-
eraging model, but can be learnt if an attention
mechanism is present. Another speculative reason
is that because the training dataset is noisy com-
pared to FIGER (GOLD) (since FIGER (GOLD)
uses anchors to detect entities whereas OntoNotes
uses an external tool), and the size of the dataset
is small, the robustness of the simpler averaging
model becomes clearer when combined with the
hand-crafted features.
Another interesting observation can be seen
for models with the hierarchical label encoding,
where it is clear that consistent performance in-
creases occur. This can be explained by the fact
that the type ontology used in OntoNotes is more
well-formed than its FIGER counterpart. While we
do not obtain state-of-the-art performance when
considering models using different training data,
we do note that in terms of F1-score we perform
within 1 point of the state of the art. This being
achieved despite having trained our models on dif-
ferent non-proprietary noisy data.
Once again we have an opportunity to study the
impact of the choice of training data by comparing
the results of the hand-crafted features of Gillick
et al. (2014) to our own comparable set of fea-
tures. What we find is that the performance drop
(a)	
(b)	
Figure 3: PCA projections of the label embed-
dings learnt from the OntoNotes dataset where
subtypes share the same color as their parent type.
Sub-figure (a) uses the non-hierarchical encoding,
while sub-figure (b) uses the hierarchical encod-
ing.
is very dramatic, 9.85 points of loose micro score.
Given that the training data for the previously in-
troduced model is not publicly available, we hesi-
tate to speculate as to exactly why this drop is so
dramatic, but similar observations have been made
for entity linking (Ling et al., 2015). This clearly
underlines how essential it is to compare models
on an equal footing using the same training data.
4.6 PCA visualisation of label embeddings
By visualising the learnt label embeddings (Fig-
ure 3) and comparing the non-hierarchical and hi-
erarchical label encodings, we can observe that the
hierarchical encoding forms clear distinct clusters.
4.7 Attention Analysis
While visualising the attention weights for specific
examples have become commonplace, it is still not
clear exactly what syntactic and semantic patterns
that are learnt by the attention mechanism. To
better understand this, we first qualitatively anal-
ysed a large set of attention visualisations and ob-
served that head words and the words contained
in the phrase forming the mention tended to re-
ceive the highest level of attention. In order to
quantify this notion, we calculated how frequently
the word strongest attended over for all mentions
of a specific type was the syntactic head or the
words before and after the mention in its phrase.
What we found through our analysis (Table 7) was
Type Parent Before After Frequent Words
/location 0.319 0.228 0.070 in, at, born
/organization 0.324 0.178 0.119 at, the, by
/art/film 0.207 0.429 0.021 film, films, in
/music 0.259 0.116 0.018 album, song, single
/award 0.583 0.292 0.083 won, a, received
/event 0.310 0.188 0.089 in, during, at
Table 7: Quantitative attention analysis.
that our attentive model without hand-crafted fea-
tures does indeed learn that head words and the
phrase surrounding the mention are highly indica-
tive of the mention type, without any explicit su-
pervision. Furthermore, we believe that this in
part might explain why the performance benefit of
adding hand-crafted features was smaller for the
attentive model compared to our other two neural
variants.
5 Conclusions and Future Work
In this paper, we investigated several model vari-
ants for the task of fine-grained entity type classifi-
cation. The experiments clearly demonstrated that
the choice of training data – which until now been
ignored for our task – has a significant impact on
performance. Our best model achieved state-of-
the-art results with 75.36% loose micro F1 score
on FIGER (GOLD) despite being compared to
models trained using larger datasets and we were
able to report the best results for any model trained
using publicly available data for OntoNotes with
64.93% loose micro F1 score. The analysis of
the behaviour of the attention mechanism demon-
strated that it can successfully learn to attend over
expressions that are important for the classifica-
tion of fine-grained types. It is our hope that our
observations can inspire further research into the
limitations of what linguistic phenomena attentive
models can learn and how they can be improved.
As future work, we see the re-implementation
of more methods from the literature as a desirable
target, so that they can be evaluated after utilis-
ing the same training data. Additionally, we would
like to explore alternative hierarchical label encod-
ings that may lead to more consistent performance
benefits.
To ease the reproducability of our work,
we make our code used for the experiments
available at https://github.com/
shimaokasonse/NFGEC.
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