This article introduces a novel adaptive competitive self-organizing (ACS) model, with applicability for real-time clustering and vector quantization. An important feature of this model is its dynamic structure and self-adjusting parameters that also offers a solution to the problem of parasitic limit points and consequently in more accurate label assignments. This unsupervised classifier is free of any external control mechanism. Its self-organizing (SO) dynamic is governed by the gradient descent (GD) theory in cooperation with a competition mechanism based on Lotka-Volterra competitive exclusion. The core algorithm of this classifier is based on developing an energy function, where its minima or equilibrium points correspond to the centroid of similar input patterns. Since this energy function is a form of Lyapunov function, it guarantees stabilization of the dynamical trajectories of labels in finite numbers of isolated equilibrium points. This energy function along with other control parameter functions, then, will be the base for the set of ordinary differential equations (ODEs) describing the overall dynamic of our system. Finally, the effectiveness of the proposed ACS model is demonstrated by implementing it on both real and artificial data sets as well as comparing with other well-known clustering methods. ACS method showed a better clustering performance in some categories and an overall comparable rendition.
Introduction
Nowadays, an increasing trend in the quantity of data requires data analyzing methods such as clustering. In general, it is hard to define a universal notion for clustering (Everitt, Landau, & Leese, 2001 ) since it has a wide variety of applications in different domains such as pattern recognition (machine learning) (Anzai, 2012) , data analysis (biology) (Marasigan, Dionisio, & Solano, 2015) , image processing (segmentation) (Banerjee et al., 2015) , and web application (Pang et al., 2015) . Clustering can be defined as the process of partitioning a set of data into a set of meaningful subclasses. Consequently, each cluster represents the most distinct characteristics of the data being grouped in it. Many clustering methods have already been developed in the literature, such as hierarchical (Carlsson, Me´moli, Ribeiro, & Segarra, 2016) , partitioning (Celebi, 2015) , model-based clustering, grid-based clustering, and soft computing (Rokach & Maimon, 2005) . Among them, the artificial neural network (ANN), as an intelligent system capable of clustering without any external control (unsupervised), is prominent. The impressive processing power of the ANNs has been demonstrated through solving various difficult computational problems. Competitive learning is the most significant machine learning approach to unsupervised learning in ANNs. The competitive learning concept in ANNs is inspired by the competition process taking place in natural systems when limited resources are available. Among unsupervised ANNs, self-organizing map (SOM) (Kaden et al., 2014; Kohonen, 2013) and adaptive resonance theory (ART) (Celebi, 2015; Grossberg, 2013) models are known as the most dominant ones with competitive learning feature. Many other models were developed based on the same competitive learning concept (Amorim, Delgado, & Ameneiro, 2007; Athinarayanan, Sayeh, & Wood, 2002; Lu & Ip, 2009; Meyer-Base & Thummler, 2008; Prı´ncipe & Miikkulainen, 2009; Silva & Zhao, 2012; Sutskever, Martens, Dahl, & Hinton, 2013) in parallel that found applications in different areas, such as data clustering, pattern recognition, image processing, and data visualization (Deboeck & Kohonen, 2013; Rego, Arau´jo, & de Lima Neto, 2010; Xu & Wunsch, 2005) .
As another branch of unsupervised ANN, dynamical systems with energy-based functions were established with the early work of John Hopfield (1982) . Generally, in optimization problems, an energy function is referred to the state of an ANN described by weights and assigned individual neuron values. The system's dynamical behavior can be described through physical parameters since systems in Hopfield ANNs are based on energy. The term ''energy'' is used due to the fact that the minimization of the function is desired in optimization models. Therefore, energy function definition implies more stability of the ANN system at lower energy, whereas higher energy values result in less stable state. The dynamic recurrence of the energy function results in a decrease in the network total energy, thus approaching to a minimum value and consequently classifying an object feature.
The proposed adaptive competitive SO, adaptive competitive self-organizing (ACS)-type ANN model is a dynamical system which integrates both the energy function concept and the competitive feature of the previously mentioned models. As all parameters defined in the net energy function change over time, the model discovers pattern, correlation, and categories of input pattern and subsequently forms stable clusters as the outputs of this unsupervised ANN.
The basic idea behind the ACS model is adapted from a related work designed an associative memory (Athinarayanan et al., 2002; Sayeh, Athinarayanan, & Zargham, 1994) which modeled an adaptive memory based on competitive learning to record/recall information in/from memory.
This model has many features in common with other well-known unsupervised ANN learning, SOM, and ART models, where some of the disadvantages of these two methods versus ACS classifier are the limited storage capacity and complex hardware implementation. Also, the ACS model could be used as vector quantization (VQ), driven from the model designed by Grossberg (Carpenter & Grossberg, 1988) and Kohonen (1982) . Basically, VQ is known as an unsupervised process to compress data by replacing the initial data with a finite set of quantizers (labels).
The key feature of ACS as unsupervised ANN is its SO feature, described only by sets of ordinary differential equations (ODEs), free from any external control, in contrast to conventional rule-based algorithms. All these properties make the ACS model suitable for real-time clustering and also robust for hardware implementation by analog electronic or optical components.
The ACS model is optimized by gradient descent (GD), which is not only the only optimization method but also the most convenient one. Some advantages of the GD method are as follows: simple stability analysis of the system, finding a set of parameters with ideal values that minimize the energy function, and the key feature of not directly dealing with conditional commands.
This article is organized as follows: The ACS model is described theoretically, in section 2. In addition, the dynamic structure of ACS model and its potential as a VQ application is addressed in this section. In section 3, the dynamics of vigilance parameter to control the size of clusters in two different formations are described. Section 4 presents a solution to the problem of parasitic limit points. Moreover, simulation results in section 5 show how accurate the proposed model is compared to other well-known methods in cluster generation, and finally, section 6 is the conclusion section.
Classifier model
The first step in developing unsupervised ACS classifier is to design an energy function, called V Àenergy function, which contains a finite set of local minima (equilibrium points) corresponding to centroids of similar input pattern sets. If different sets of similar input patterns in hands are well separated, their centroids might be assigned to global minima of V .
Initially, the surface of energy function in presence of no input pattern is flat. As newly input pattern U ip 2 R N is introduced on the surface of the energy function, a valley will be formed. In the beginning, maximum possible number of the labels, g, exist on the energy surface. Dynamic structure of ACS ANN causes the label vector, W ij 2 R N , which has the shortest Euclidean distance, min½d(U ip , W ij ), from the exposed input pattern, be adjusted the most in capturing the input pattern. Thus, the dynamic cluster formation occurs, as the closest W ij gradually moves toward the basin of attractor of U ip , till it reaches the center of the input pattern and forms a complete valley. At this point, the label becomes stable. The centroid of this valley therefore corresponds to an equilibrium point of V where the energy has minimum value. So the cluster is formed in an equilibrium point of the energy, and this will modify the overall surface of the energy.
Throughout this article, i = 1, . . . , N represents N dimensions in the feature space and p = f1, . . . , Pg and j = f1, . . . , Mg stand for the pth input pattern and jth label placed on the energy surface, respectively.
The input pattern vectors contain the feature values of the data, where each feature is represented in one dimension
The vector of each label in ACS model is initialized by randomly selecting from input pattern vectors
where M is the total number of the labels in the network. Note that each label vector has the same dimensionality as the input space. The initial form of energy function can be defined as follows
where parameter X jp is the activation function (or depth of valley) that helps cluster formation and is given as follows
X jp is defined to be a Lorentzian function that could be generalized to other activation functions, such as sigmoid function. The value of X j for j = 1, . . . , M varies between 0 and 1. Also, the operator jjÄjj represents the Euclidean norm on R N , and it could be generalized to any other norm definitions. As the value of norm decreases, X jp reaches to unity, and this indicates that U ip is labeled W ij .
The factor, l (vigilance parameter), is a critical parameter that controls the size of each cluster (equivalently, the radius of a valley). Statically, having an overly large vigilance leads to an overly small cluster and vice versa.
Dynamics of ACS classifier
The ACS classifier governs the dynamical clustering assignments by minimizing energy function V , using GD. By expanding GD, based on label trajectories, one gets the following
which asymptotically leads to a local minimum (or an equilibrium point) of V with W coincided in the center of a cluster having depth of X qp .
The energy function V as a continuously differentiable function in the state space is a form of Lyapunov function since it satisfies the following conditions:
, and as W ij ! ', V monotonically increases until it reaches its maximum value,
Thus, there exists at least one stable equilibrium point where all the trajectories started in the neighborhood of equilibrium point will asymptotically converge to an equilibrium point in V .
To show an equilibrium point of V is exactly located in the middle of a similar U p set, one can assume
Then, equation (3) can be rewritten as follows
, by inserting it in the preceding dynamical system, we get ∂W ij =∂t = 0, for all the i, j. Therefore, one could conclude that W j is one of the equilibrium points of V placed at a centroid of a similar set of U p .
In Figure 1 , a typical hardware implementation architecture of the proposed classifier is shown. It represents an implementation of the dynamical clustering procedure of input patterns. In a possible implementation, one could use an optical component such as Mach-Zehnder interferometer (MZI) in order to achieve subtraction or addition functionality. This can be done by modulating one of the two path lengths of light in MZI (Bahaa & Malvin, 1991) , or a combination of two MZIs with a non-linear crystal placed in one leg could generate a threshold function with adjustable threshold value (Bahaa & Malvin, 1991) (Lorentzian Function in the architecture). As another example, integration can be optically implemented utilizing an active resonator or a multiplier functionality can be achieved by the TOAD (terahertz optical symmetric de-multiplexer) method (Bahaa & Malvin, 1991) . Alternatively, this setup could also be implemented based on standard analog electrical components.
Competition mechanism (Winner-Takes-All)
The ACS model as a classifier should assign only one W j 2 R N to each cluster. This can be achieved through a mechanism known as Winner-Takes-All (WTA), one of the most commonly used competition mechanism. Thus, to avoid over-labeling the input sets, a competition term is added to equation (1) as follows
Constant b . 0 is called the competition coefficient and it measures the scale of the winner label (W j ) by directly affecting the growth of X j compared to other labels. Practically, the competition term allows an indirect interaction among all W j s in the ACS model. The adaption of label vectors within the neighborhood is based on their minimum distance to an input pattern. This means that a label with minimum distance from a set of similar input patterns is more likely to win and it is updated more than other labels that are farther away. Figure 2 demonstrates how the presence of WTA factor could handle possible problems of weight starvation situation (no label assigned to a cluster) or assigning multiple labels to one cluster, which both cause ambiguity for clustering application.
The competition mechanism could also impose a dilemma on the ACS model with regard to the loser labels. As the loser labels move away from the patterns in competition, due to their unboundedness in their open space À', +', a global instability of the ACS classifier could result. In practical situation, this instability is harmful due to very slow divergence of loser labels. A suggested solution may be to define a limitation function, such as W ij = f (W ij ), where f could be the logistic function. This causes the trajectory of the label to be limited by defining a bound on the space.
VQ properties of ACS model
ACS is studied mainly as a real-time classifier. However, it could also be employed as a VQ tool due to its SO properties. A similar known method in VQ is the Kohonen (2013) SOM method which when compared to the ACS method shows less limitations in preserving the topology of the data in the transformation of R N ! R M (where N . M). The VQ learning process of ACS method could be stated as follows: consider a data set of Y 2 R N that contains a series of input patterns from N-dimensional Euclidean space. This original set of data, Y, is subdivided into M subsets as
, implying M distinct clusters. Then, the ACS method as a VQ model will generate all clusters Y j s, in such a way that
Let us consider a set of labels, L = f1, . . . , Mg for all clusters living on the energy function. Now, if an 
Therefore, ACS VQ defines a procedure of mapping input patterns from an Ndimensional Euclidean space into the finite set of clusters labeled as Y j 2 R N . The following example is an illustration of VQ property of the ACS method simulated for 100 two-dimensional input patterns (N = 2, P = 100). The inputs are uniformly distributed on a half-kernel configuration marked with green squares and 15 labels (M = 15) for two different label initializations, inner and outer area of the half-kernel (Figure 3(a) and (b) ).
In both simulations, label trajectories as well as their final positions (marked with pink dots) are stabilized in equilibrium points of energy function V . As indicated, the final positions of labels are the same for both simulations regardless of their initial drop location. Hence, the probability density of inputs is uniformly quantized into 15 clusters. The associated values for l and g are 10 and 15 in both simulations, respectively.
Vigilance parameter
Assigning an optimal value to the vigilance parameter has a considerable influence on the learning speed and recognizing the number of categories. For instance, assigning l ' 0 creates only one single wide cluster (a basin of attraction) covering all the input patterns on the energy surface. In ACS classifier with real-time applicability, the main goal is to design a system that has a high degree of self-adjustment. In order to find the best value for vigilance parameter, we are going to adapt it dynamically. This self-adjustment dynamic will free the system from ongoing parameter retuning and allow different vigilance levels for different clusters. In the following sections, the dynamics of this control parameter as well as their effect on classification speed and misclassification rate are discussed.
Dynamics of vigilance parameter (l)
The ACS model heavily relies on the value of vigilance parameter to scale the cluster size. Also, a proper choice of l value effectively influences the convergence speed and cluster distinction accuracy, especially in heavily overlapped input patterns. However, there always exists a trade-off between the convergence speed and classification accuracy.
Essentially, a large l for all M clusters results in narrow valleys that will categorize more similar (short Euclidean distance) U s. This, in general, may not always lead to higher accuracy since one may miss some desired inputs as the radius of the cluster valley reduces. In addition, convergence time will increase that will drag the overall performance down. Similarly, small l values lead to broad category classes (lower accuracy due to the higher overlap between clusters), however, with a higher convergence speed toward system stabilization.
Therefore, due to these limitations, one needs to optimally tune the vigilance parameter. Here, we are going to use an adaptive algorithm for l in a way that each label has its own l j . The dynamic l, governed by the same GD method, allows the system to be adjusted based on the distribution of input patterns.
Using ∂l j =∂t = À ∂E=∂l j and replacing l with l j in equation (2), we have
Therefore, by incorporating dynamic vigilance parameter, when W j is far from the centroid of similar input patterns, l j would be assigned smaller values to speed up the convergence and as W j gets closer to U p s. The value of l j is increased dynamically, and ultimately the cluster size is driven by the vigilance parameter which is a sensitive learning parameter.
In order to improve the accuracy of the ACS classifier by having a custom cluster boundaries, one may minimize the overlap of vigilance regions of clusters by defining other types of cluster shapes. This is especially important in real-world data structures which have more complex forms of outliers that could be fit perfectly in a ring-shaped cluster. Here, elliptical valley opening is investigated, which can be achieved through modification of equation (2).
In general, dimensionality can be incorporated in the vigilance parameter, l ij . Therefore, l ij could be updated on each dimension for each W j and the modified Lorentzian function could be rewritten, which results in outliers in the form of horizontal or vertical ellipses in N-dimensional space, where K = N + 1, N represents dimensionality of the feature space. The added cross-terms in the denominator of X jp cause tilting of the formed ellipses around W , which sits at the center of the elliptical orbit
Note that, in general, the denominator of equation (6) is conic and potentially can be any of circle, ellipse, hyperbola, and parabola geometries. The two later geometries could not be utilized as a valley, so by adding a proper constraint, one can limit X jp to exclude them. To clarify the required constraint, let us consider the ACS system in space feature of R 2 , then
gives an ellipse, l 1j = l 2j , l 3j = 0 will be the ellipse special case, circle.
A new dynamical vigilance parameter to form elliptical outlier is formulated as follows
where
To see how this outlier-based modification could minimize misclassification rate of the ACS, refer section 5.
Freedom from parasitic limit points
X j (j = 1, 2, . . . , M) represents the activation function for the jth label in view of U p 2 R N . Normally, the maximum possible number of labels M total is known in the ACS model and may consist of established and unestablished labels. Established labels (M e ) are the winner weights in the competition for each input pattern U p . On the other hand, loser labels for each U p , which does not contribute in input pattern labeling, are the unestablished labels.
Therefore, W j 2 M e is a real attractor, while W j 2 fM total À M e g can be considered as a parasitic attractor in the feature space. In real-time applications, the convergence of a new input to one of the parasitic attractors is undesired and results in inaccurate clustering. However, a desired situation is to accommodate a new input pattern to one of the predefined classes of M e , which satisfies min½d(U p , W e ) condition. To minimize the effect of parasitic attractors versus the real ones, introducing an adaptive cluster depth will help in better classification instead of having a constant value for all valleys. It is desired that the basins of attraction for parasitic attractors becomes weaker and eventually disappears as t ! ', while depth of the real attractors maximizes (here, normalized to 1). This could be defined as a coefficient of depth parameter, Z j (j = 1, . . . , M), in the energy function. That is
where Z j 2 ½0, 1. The dynamic of this new added parameter, rE(Z j ), could also be interpreted in the WTA competition context. The indication of establishing a new cluster in the WTA competition for a winner label W j is lim t!' Z j (t) = 1, while for losers, lim
The dynamical depth equation derived by applying the GD method to the energy function and incorporating the competitive function is represented as follows
By adding the new parameter, Z j to Lyapunov energy function, the new equation for dynamical trajectory of weights will be
In addition, as a real-time application, ACS should have the ability to group a newly introduced data dynamically to the existing clusters. To accomplish this task, GD is applied on the original data points (U p ). One can also think of this input dynamic as a recall process in computer memory architecture (Sutskever et al., 2013) . That is when different sets of similar input patterns are labeled (recorded) on the surface of the energy function. Then, a new input, U p , could dynamically selforganize itself to a similar prototype cluster (recalled). This dynamic, unlike the other embedded dynamics (rW j , rX j ) in our ACS model, is not based on a competition mechanism and is expressed as follows
Also, one could take advantage of this equation to allocate original data to their own clusters (class separation) in an offline learning algorithm. However, the pre-essential step in this process is to assign labels to input patterns when all other dynamics have stabilized. In other words, when the locations of labels are determined, equation (12) can easily move inputs to the center point of each cluster.
Clustering simulation
To evaluate the performance of the ACS model in solving real-world data clustering problems, two wellknown data sets, Iris from UCI machine learning repository (Fisher, 1936) and Crab from Ripley (1996) , are considered. Both data sets have a good degree of overlapped data points. In addition, a comparison (only on label assignment accuracy) is made with another clustering algorithm, quantum clustering (QC) on the same data sets.
In general, the ACS model as an unsupervised ANN has no prior knowledge about class labels. However, in this section, for evaluation purposes, actual data classes are known.
Due to the high dimensions of the data, they are preprocessed in two steps of normalization and multidimensional scaling (MDS) techniques before feeding to the ACS model. MDS technique is known as one of the best and widely used method in preserving the existing structure of data in the mapping procedure of R N ) R M (M\N ). M and N are the reduced and initial dimensions of data structure, respectively (Cox & Cox, 2001; Hofmann & Buhmann, 1995) .
The Crab data set contains 200 data points each with five features (i = 5) describing the physical properties of a Crab which are categorized into four different types of Crabs (g = 4). Each class is differentiated based on sex, male/female, and shell color, orange/ blue. The other so-called Iris data, as a standard benchmark, contains 150 input patterns of fourdimensional real vectors (i = 4). This data set is known to have three classes (g = 3) of 50 samples each representing different species of Iris flowers, namely, setosa, versicolor, and virginica. Figure 4 visualizes the results of the ACS model implementation on the Crab and Iris data sets in two different, ring and ellipse, outliers in R 2 . Known class members (inputs) are clearly identified with different markers, and the randomly dropped W j 2 R 2 which are finally stabilized at centroid of each class are denoted by large black dots. The colored contour lines represent different equipotential lines of E, with minima, placing at the center of clusters.
To evaluate the label assignment accuracy, one needs to let the inputs dynamically get attracted by whichever class centers on the energy function surface. For this allocation, however, a prior trained ANN (energy function) with all discussed dynamics, W j , X j , l j , is required. Obviously, the shape of the generated energy function is slightly different for a ring or elliptical outliers. In other words, after labels are stabilized, rE(U p ), dynamic is activated for two cases of X jp shapes (equations (2) and (6)), yielding the class separation.
Classification results for both data sets are summarized as confusion matrices in Table 1 . In a confusion matrix, the percentage accuracy is assessed by comparing the predicted class (each row in the confusion matrix) (1) founded by ACS against the actual class (each column in the matrix). According to Table 1 , the generalized X j elliptical shape outperforms the traditional circular X j in all categories except one, thus showing an overall better performance ( Table 2 ). The performance is obtained in average over 20 different trials. At the initialization step of trials, W s are chosen randomly from the input patterns pool.
This result is comparable with the QC method. QC achieved an accuracy of 96.66% and 87.5% for the Iris and Crab data sets, respectively. The QC method, developed by Horn Gottlieb, 2001, 2002) , has opened a new branch of unsupervised dynamical algorithms based on physics. QC is essentially an extended approach of two other clustering methods: the scale space algorithm (Roberts, 1997) and support vector clustering (Ben-Hur, Horn, Siegelmann, & Vapnik, 2001) . In general, QC performs classification without any predefined criteria, except for a user-defined, free scale parameter s that could determine the actual number of clusters when a proper value is chosen. This parameter is equivalent to the vigilance parameter in our ACS algorithm. As another comparable report (Cheng, Sayeh, Zargham, & Cheng, 2011) , the Bayesian network accuracy was 95.53% on the Iris data. However, this network uses a supervised learning algorithm and so requires prior knowledge about the clusters. In addition, because of its time/implementation complexity, it could not be used in real-time applications.
Conclusion
This article presents an unsupervised model with applicability for real-time clustering and VQ problems. The main feature of this non-linear model is derived mainly via a set of ODEs, free of any external control parameters and predefined conditions. The adaptive SO properties of ACS model are established based on a combination of the GD technique and a competition dynamic (WTA mechanism). Adaptively, the value of the energy function parameters updates during the clustering/VQ process in order to converge to the stable steady states. The main time-varying characteristics of ACS model are as follows: the cluster size in real time is adjustable based on the density and distribution of data and also the basin of attraction is modifiable as a solution to the problem of the parasitic limit points in ANNs. Other advantages offered by the ACS dynamical system are the fast convergence of the system to the stable states (stored prototypes in memory) and hardware implementation by analog electronic or optical components.
The behavior of the ACS dynamic system in response to a newly introduced input pattern could be described as follows. If the new input pattern closely resembles an existing formed cluster, then that cluster is modified to accommodate the new input. However, if the new input pattern does not resemble any formed clusters, then a new cluster will be generated on the surface of the energy function.
The Lyapunov energy function is constructed using the sum of Lorentzian threshold functions centered at the middle of clusters. As a further investigation, the ACS model might result in even faster convergence if it is implemented with other threshold functions such as sigmoid or even optimized with other techniques such as momentum GD.
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