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Introduction
Matrix differential equations emerge frequently in a great variety of models in physics and engineering [3, 10, 21] . Apart from problems where the mathematical framework is cast in matrix form, they also appear when special techniques to solve scalar or vectorial problems are used. Examples of such situations are the embedding methods for the study of linear boundary value problems [23] , shooting methods for scalar or vectorial problems with boundary values conditions [19] , lines method for the numerical integration of partial differential equations [22] or homotopic methods to solve non-linear systems equations [5] .
The vectorization techniques to transform a matrix problem into a set of scalar equations has several drawbacks [13] . Firstly, the physical sense of the magnitudes is lost with vectorization techniques. Secondly, the computational cost increases. Moreover, these vectorization techniques interfere with the advantages of symbolic languages especially adapted to deal with matrix expressions.
In this work we will develop a method for the numerical integration of firstorder matrix differential linear equations given by 
Here, we assume Y a ; Y 2 C rq , A W OEa; b ! C rr , B W OEa; b ! C rq with A; B 2 C s .OEa; b/, s 1, which guarantees the existence of a unique and continuously differentiable solution Y.x/ of (1), see [11, p.99] .
Problem (1) is not only used in the mathematical modelling of many different technological applications [2] , but also permits to deal with nonlinear problems, such as Riccati equations [17, 15, 14] , after employing some linearization techniques. Numerical methods for the calculation of approximate solutions of problems of the type (1) by means of linear multi-step methods with constant steps have been studied in [16] . Although for these methods exist a priori errors bounds as function of the problem data, these error bounds will be given in terms of an exponential depending on the integration step h, and thus require in practice a very small value for h. Therefore, these methods will involve some interpolation techniques in order to obtain a continuous solution, [16] . Other methods, based on the developments of Magnus and Fer [4] , require the calculation of the matrix exponential at high computational cost. Another alternative method would be the so-called B-splines method, which combines linear multi-step methods and B-splines interpolation (see [9] and references therein).
In the scalar case, cubic splines were used in for the resolution of ordinary differential equations [18] , obtaining approximations that, among other advantages, were of class C 1 in the interval OEa; b, and easily to evaluate with an error of the order O.h 4 /. Recently, splines have also been used in the resolution of other scalar problems [1] . For example, Ref. [20] develops an implicit spline method by means of Hermite interpolation techniques to tackle vector problems.
The corresponding generalizations of the Loscalzo-Talbot method to the matrix framework have been carried out in Refs. [7, 8] . Unfortunately, as already detected by Loscalzo and Talbot in [18] , their scalar procedure is divergent when higher-order spline functions are used [18, p. 444-445] . Their numerical computations have explicitly shown that the system y 0 D y; y.0/ D 1; contains significant divergences for splines of order m > 3. However, our new method avoids these problems with divergences for splines S.x/ of order m, provided they are of differentiability class C 1 .
In this paper, we propose a method using higher-order matrix splines for the numerical approximation to the solution of (1). The present work extends all important advantages already obtained in [18] for the scalar case to the matrix framework. This paper is organized as follows. In section 2 we develop the proposed method including the study of the approximation error and formulate a constructive algorithm. Finally, in section 3 we conclude with some illustrative examples of the new method.
Along this work we will denote by C pq the set of rectangular p q complex matrices, and kAk denotes any induced norm of matrix A 2 C pq . Further, we will denote by P n OEx the set of matrix polynomials of degree n for the real variable x. If a matrix function g W OEa; b ! C rq is k-times differentiable, and its kth derivative is continuous in OEa; b, we will say that it is of class k 0. We will represent it as g 2 C k .OEa; b/. For the interval OEa; b R consider the partition
Given an integer m 0, we proceed to define the set of matrix splines of order m and class C n .OEa; b/ as
.x/ 2 P m OEx; i 2 f1; : : : ; ng ;
For m D 3; n D 2 these matrix splines are called matrix cubic splines [6] .
Description of the method
Let us consider the following first-order matrix problem
where the unknown matrix is Y. (1), which is continuously differentiable [11, p.99] .
The partition of the interval OEa; b shall be given by
where n is a positive integer with step size h D .b a/=n. For each subinterval OEa C kh; a C .k C 1/h we will construct a matrix spline S.x/ of order m 2 N with 1 m s, where s is the order of differentiability. Then, the solution for problem (2) can be approximated by the matrix spline S.x/ 2 C 1 .OEa; b/. In the first interval OEa; a C h, we define the matrix spline as
where˛0 2 R rq is a matrix parameter to be determined. It is straightforward to check 
where g 1 2 C s 1 .OEa; b/. Using (5), we now can evaluate Y 00 .a/ D g 1 .a; Y.a//. For the third derivative one continues in a similar manner: 
Note that it is fairly easy to create a table summarizing all such derivatives by using automatized programs on standard computer algebra systems. Substituting x D a in (7), one obtains Y .4/ .a/; : : : ; Y .m 1/ .a/. All matrix parameters of the spline which were to be determined are now known, except for˛0. To determine˛0, we suppose that (4) is a solution of problem (2) at x D a C h, which gives
Next, we obtain from (8) the matrix equation with only one unknown˛0:
Assuming uniqueness of the solution˛0 given by the matrix equation (9), the matrix spline introduced in Eq. (4) is then totally determined in the interval OEa; a C h. In the subsequent interval OEa C h; a C 2h, the matrix spline takes the form
The expressions Y 00 .a C h/; : : : ; Y .m 1/ .a C h/ are similar to the previous results, obtained after evaluating the respective derivatives of Y.x/ using S jOEa;aCh .a C h/ in (5)- (7). In more compact form, we may write
Note that matrix spline S.x/ defined by (4) and (10) is of differentiability class C 1 .OEa; a C 2h/, contrary to the splines introduced by Loscalzo and Talbot [18] , which were of class C m 1 .OEa; a C 2h/. In Ref. [7] , our approach to obtain the coefficients of the approximation Y .k/ .a C h/.x .a C h//, for k > 2 was based on the derivatives for each spline in the previous interval. Now our approach to obtain an estimate for theses coefficients consists in employing the functions defined in Eq. (12) . By construction, the spline (10) satisfies the differential equation (2) at x D a C h. All of its coefficients are determined with the exception of˛1 2 R rq . To obtain the value of˛1 we only require the spline (10) to be a unique solution of (2) at point x D a C 2h:
An expansion yields the matrix equation with the only unknown A 1 :
.
Let us assume again that the matrix equation (13) has only one solution˛1. This way the spline is totally determined in the interval OEa C h; a C 2h.
Iterating this process, we proceed to construct the matrix spline consecutively up to the last subinterval OEa C .n 1/h; b. For example, the general subinterval OEa C kh; a C .k C 1/h will contain the matrix spline
where
In a similar manner as before, one abbreviates
With this definition, the matrix spline
fulfills the differential equation (2) at point x D a C kh. Recall that Eq. (16) was necessary to obtain the spline coefficients Y .k/ by using the known derivatives of the solution of the previous spline. Now we assume that S jOEaCkh;aC.
Expanding this expression yields
Observe that the final result (17) relates directly to equations (9) and (13), when setting k D 0 and k D 1. Note also that solubility of equation (17) A.a C .k C 1/h/ is invertible, for k D 0; 1; : : : ; n 1. To see this, let us denote
where any induced norm applies. Then, one obtains
If we take h m=M , according to Lemma 2.3.3 in [12] , it follows that matrix I .h=m/A.a C .k C 1/h/ is invertible, and therefore equation (17) has a unique solution˛k, for each k D 0; 1; : : : ; n 1. In summary, we have proved the following theorem:
Theorem 2.1. For the first-order matrix differential equation (2), assume that A; B 2 C s .OEa; b/, s 1. Let h > 0 so that h m=M , where M is given by (18) and 0 < m s C 1. We also consider the partition (3) with step size h < m=L. Then, a matrix spline S.x/ of order m 2 N and differentiability class C 1 OEa; b exists for each subinterval OEa C kh; a C .k C 1/h, k D 0; 1; : : : ; n 1, following the method of construction detailed before.
It is important to observe that these splines have a local error of O.h m /. This is a consequence of an analysis similar to Loscalzo and Talbot's work [18] .
The approximate solution of (2) 
Examples
In this section, we test our MATLAB implementations for the proposed spline method with problems where the exact solution is known, using the same examples as in Ref. [7] . All tests have been carried out on an Intel Core 2 Duo T5600 with 2 GB main memory, using MATLAB version 7.9. For our programs we have developed symbolic as well as numerical algorithms. The symbolic algorithm uses the Symbolic Math Toolbox of MATLAB for computing the derivatives of matrices A and B and for solving the implicit equations (17) . In the numerical algorithm, the derivatives are provided by a function that calculates the derivatives of the matrices A and B for any value of x. The newly implemented algorithms based on our method have been compared with the results produced by the corresponding MATLAB functions solving ordinary differential equations (see Table 1 
This problem has the exact solution Y.x/ D e x x e x , so that we will be able to calculate the approximation error. Since max x2OE0;1
kA.x/k 3, we take m D 3 and choose h m=3. Conventional matrix cubic splines (m D 3), as introduced in Ref. [7] , produced the absolute errors listed in Table 2 (a). The values in the error column correspond to the maximum of the 2-norm for each subinterval. What happens if we increase the order of the splines using the same technique as in Ref. [7] ? For fourth-order splines (m D 4), we obtain the results given in Table 2 (b). If we further increase the order of the splines, the result is worsening, as shown in part (c) of Table 2 for spline order m D 5.
For the same problem, we now use the new algorithm proposed in this work with fourth-order splines (m D 4). The results, obtained with MATHEMATICA version 7.0, are shown in Table 3 together with their corresponding absolute errors. We also present the results for fifth-order splines (m D 5) in Table 4 . which has the exact solution
which asymptotically converges to
:
kA.x/k 6, we take M D 6 and choose h M=6. Using conventional matrix cubic splines [7] , we obtain the errors given in Table 7 (a). The absolute errors are calculated as in Example 3.1.
What happens if we increase the order of the splines using the same technique as in Ref. [7] ? For fourth-order splines, we obtain the result given in Table 7 (b). If we increase the order of the spline, the quality of the approximation gets worse, which is shown in Table 7 (c) for splines of order m D 5.
We now use the algorithm proposed in this work for the same problem using fourth-order splines. The results, obtained with MATHEMATICA 7, are shown in Table 8 (a) with absolute errors. Similarly, the results using fifth-order splines are shown in Table 8(b) . Figures 3 and 4 illustrate the approximation behavior for splines of fourth and fifth order for step sizes h D 0:01 and h D 0:001, respectively. In Figure 4 we observe that h D 0:001 yields an accuracy very close to machine precision. Table 9 presents the results of the proposed method in the interval OE0; 3 with step size h D 0:01 compared with the results produced by the MATLAB functions. The second column indicates the execution time in seconds and the third column the relative errors at x D 3. For the evaluation using MATLAB functions it was necessary to vectorize problem (21) . For x 3 all solvers and splines presented convergence problems. / by requiring only first-order derivatives-a significant advantage over existing approaches. Additionally, our method is well-suited for implementation on numerical and/or symbolical computer systems.
Conclusions
For an explicit demonstration of our proposed method and its advantages over existing conventional methods, we discussed two numerical test (the same examples as chosen in [7] ) with excellent results and considerable improvements compared to the different methods implemented in MATLAB. Our approach excels not only in speed but also in accuracy. One has to take into account that MATLAB's solvers strongly rely on adaptive algorithms, which still have to be included in the method we propose and will certainly lead to further performance boosts.
In future works, we hope to develop a complete analysis of the stability for B-splines following the scheme outlined in Ref. [9] . A closer focus on the behavior of stiff problems should also be interesting.
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