Research Overview
Today a lot of discussion is held about the positions and roles of AI research in Europe compared to the US and China. Whereas US companies focus on consumer driven applications like social media and search machines and China is predominant in state driven AI projects like face recognition, there seems to be a consensus that the business to business area and especially production is the strength of Europe and thus should be the major application field for European AI.
Production is strongly coupled with automation and the latest step in the industrial development of the past centuries is Industrie 4.0 as an output of the German high-tech strategy. In the past years many people considered Industrie 4.0 to be a technological challenge only. But it became apparent that the replacement of one technology with another does not lead to new business models nor cost reduction.
Instead of this, Industrie 4.0 must be discussed on a more abstract level. From the very beginning the use of AI methods was a part of the Industrie 4.0 idea. But AI does not mean more sophisticated automation. On the contrary, in some applications we have already reached a peak of automation level, since highly automated systems tend to be less resilient than systems with human workers. Not only Elon Musk made the observation that "humans are underrated" in a famous tweet when Tesla was struggling with setting up the Model 3 production [22] .
Other than to optimize automation processes asymptotically, Industrie 4.0 has to address completely other fields in production. Today most inefficiencies occur (and most money is lost) in the non-productive processes within production, i.e. the transport of data, broken data flows, duplicate entry of data, manual reprogramming of machines etc.
AI must be used to build intelligent machines in a very special way. We need autonomous machines in a way, that all information needed to operate the machine is included in it. As of today the interface of a machine to a higher level supervisory control mainly consists of binary switches and corresponding parameters. The use of the machine (i.e. the programming of the interface on the supervisory control side) needs a lot of internal knowledge about what bits to set at which step and what to expect as the answer from the machine. The introduction of field-bus communication has only replaced the former cables between machines -the communication concept itself usually is still the same as in early days of electro-mechanical systems.
Opposed to this, intelligent machines have to behave in a form of a multi-agent system. The intelligence of a multiagent system does not result from a sophisticated intelligence inside the single machine. The whole system consisting of autonomous machines will behave in an intelligent way although the single machine has a limited scope.
Many people still associate AI in production mainly with robotics as intelligent machines. But when looking into the details there are far more fields of application. Some of the main areas are among others:
• Robotics • 
AI from the Engineering Point of View
Historically, AI is seen as a computer science technology.
When it comes to production we meet the physical world with all its implications and challenges. For an engineer it is interesting to look at AI from a different angle. Humans always act in a closed loop-we collect input data from our environment, try to understand it, make decisions based on this understanding and act according to these decisions. When we compare this behavior to a technical control loop we find similarities such as sensors, state observers, controllers and actuators. Thus from an engineering point of view AI can be considered as closed loop control in a very generalized way.
This leads to a significant observation-in a physical environment AI incorporates through an application. Neural networks, decision trees, automated decision making systems, augmented and virtual reality and many other technologies which usually are considered to be AI are merely methods to achieve AI-or more specifically machines behaving in way we consider to appear intelligent.
The analogy to closed loop control provides some hints of the limitations for AI based systems. Properties like observability and controllability are well known in engineering. Observability describes the ability to reconstruct the internal behavior of a system purely on the observation of its outputs. On the other side, controllability is important for the ability to manipulate all parts of an existing system in a desired way just from the system inputs. AI in a closed loop can only be successful if a system has both properties. Even more important is the stability of a closed loop system, since it can be difficult to design a stable control loop even for simple systems. The proper design of an AI based feedback has completely different requirements for stability than conventional systems, thus requiring significant future research.
AI applications can be divided into three main areas: The "visible" ones related to manipulation tasks and robots, those related to the mere "hidden" tasks of production planning and inter-machine communication in cyberphysical production system and finally the field of human machine interaction and new user interfaces.
Cyber-Physical Production Systems
Since the introduction of the term Industrie 4.0 in 2011 [16] research has procured itself with the question how to achieve an adaptive, self-configuring and therefore flexible production. One of the key components to achieving that concept are cyber-physical production systems (CPPS) [13] . They make use of sensors and actuators to capture and influence the physical world and are interconnected via local networks or the internet. Since communication no longer has to be hierarchical, there are tendencies away from the classic automation pyramid towards a decentralized, partially self-organizing network [15] . Due to the often critical role of the units, fault tolerance and the ability to respond and adapt to a disruptive event is still a major research topic [7] .
Production systems are usually controlled by programmable logic controllers (PLC). Their programming languages had been derived from electrical circuitry and wiring [24] . Since the 1980s fieldbuses have been used to connect PLC based automation systems. Unlike to computer science, where the development converged into TCP/IP as the primary communication technology, automation stuck with a huge number of different and incompatible fieldbuses [33] . But one thing is common to theses fieldbuses: They merely replace discrete wiring with a single cable but do not change the connection principle. Whereas in computer science sophisticated protocols and client/server based communication has been state-of-the-art for a long time a fieldbus mainly emulates digital and analogue signals on both sides of the connection [8] .
One dependency can be considered as crucial: Automation of machines relies on deterministic real-time behavior [18, 34] . Variable runtimes of tasks and unpredictable communication delays are not acceptable. But real-time behavior must not be confused with high CPU power, as it is mainly related to the architecture of the operating system [35] . Well known desktop operating systems like Linux and Windows are not suitable for real-time control and dedicated real-time operating systems (RTOS) are required instead. This is one of the main paradigms for Edge computing in automation [9] .
When defined reaction times are needed, a deterministic transfer of simple signals is very robust and reliable. Everybody who has developed an embedded real-time software also knows about the problems in debugging a complex multitasking system. In contrast to this, the simplicity of PLC programming and the popular IEC61131-3 programming languages along with today's sophisticated engineering systems make real-time programming more accessible and easier to understand [14] .
Nonetheless we encounter a drawback of this structure when it comes to cyber-physical productions systems. Whenever the communication is based on simple binary signals the communication partners need an internal knowledge of each others behavior. A command is sent via setting a bit and the reply received by a different bit and flow control is mainly performed with simple state machines [31] . Usually several machines are combined to form a cluster of devices, a production cell. Often there are real-time dependencies between the devices, i.e. between a machine tool, a handling robot and a connecting PLC. Motions must be synchronized, switch times coordinated and many more conditions met [37] . We often find configurations without an explicit master functionality, merely the state control of the whole production cell is distributed among the individual machines.
The step towards smart production requires a new approach to the interfacing of production cells. It is necessary to encapsulate all functions of the cell so there is no need for real-time communication to the outside. All realtime dependencies shall be handled within the cell itself. The resulting entity can then be called a cyber-physical production module (CPPM) [27] . A necessary step is the definition of a master controller interfacing to the individual machines providing a service-oriented interface to the orchestration layer of the cyber-physical production system. The resulting system architecture shows a certain analogy to multi-agent system [19] .
For the broad acceptance of cyber-physical production systems a standardization of the architecture, the interfaces and the orchestration is crucial. A number of contributions in this edition show possible approaches for these interfaces and for the orchestration layer paving the path towards real smart production.
AI-Based Robotics
Similarly to the engineering perspective, white papers and road-maps for AI-based robotics identify smart production as one of its key target domains [2, 30] . Indeed, economic pressure, the desire to bring back production to high-wage countries, as well as supporting an aging work-force motivate intense research activities towards more intelligent robotic agents on the shop floor. Important research trends that currently experience massive research interest include cloud robotics, easy programming through imitation learning, accomplishing complex manufacturing tasks without the need for fixtures, digital twin representations of factories and manufacturing processes, adaptable manipulation solutions, object perception in unstructured environments, and machine learning to learn grasp poses, failure monitors, object recognition.
The current technological wave in AI is to a large extend driven by automated machine learning technologies, in particular deep learning. Given massive amounts of annotated training data, supervised machine learning techniques have been successfully applied to real-world perception tasks and even simple manipulation tasks such as bin picking and fetching a large variety of objects [6, 20, 28] . These technologies enable developers to implement high-performance perception and action capabilities with reasonable programming efforts.
Another way of easing the programming of robots is the increased application of imitation learning to assembly and other manipulation tasks. Imitation learning can be seen as a form of programming by demonstration [5] , where the learning system uses deeper models of actions, including intentions and structured motion models. [26] A more recent trend is to realize imitation learning methods through simulation-based virtual reality environments instead of being limited to vision-based observation data. This is a promising approach because by accessing the underlying data structures of the simulation engines one can often generate accurately annotated learning data that constitute ground truth and would otherwise be hard to obtain [12] .
Another important trend is knowledge-based robot programming [32] . This approach is in particular promoted by Gil Prat who states that: "Robots are already making large strides in their abilities, but as the generalizable knowledge representation problem is addressed, the growth of robot capabilities will begin in earnest, and it will likely be explosive." [25] For many years, the application of knowledgebased programming techniques have been hindered by knowledge representation techniques being too abstract. Recently, new techniques have been proposed that represent symbolic knowledge at geometric level which is necessary for properly parameterizing robot motions for accomplishing manipulation tasks and avoid undesired side effects [4] .
Another approach to make the programming of so many manipulation application feasible is to crowd source the programming tasks. A major barrier in current robot programming is that robots are typically programmed for an individual combination of tasks, robots, and environments. Currently, there is little re-use of code from one application to another one. To surpass this barrier, cloud robotics has proposed that developers provide code pieces and computation services in more general forms such that they can be reused by others. This approach was pioneered in the EU FP7 project RoboEarth [36] , and further pushed in Ken Goldberg's initiative for cloud robotics [17] . Today, we see that high-tech IT companies, including Amazon, Google, and Microsoft, are all proposing their own cloud platforms 123 . One of the main issues that slow down the realization of new production processes in the factory floor is the need for designing and creating fixtures that make the robots' manipulation actions reliable and fast. Removing the need for such fixtures requires to have better and more flexible hand-eye coordination, as well as higher single arm and dual-arm manipulation capabilities [1, 21] .
Another research direction is the development of manipulation robots that assist humans in their manipulation tasks. Such robots have particular high demands on their cognitive capabilities [3] . This is because they do not only have to plan and execute their own actions but rather understand what their human co-workers need in terms support. These robots are particularly important for manipulation tasks that are potentially hazardous or ergonomically unhealthy. As these robots share workspaces with human co-workers they need to guarantee the safety of the humans [10, 11] . Examples of particularly expressive and powerful cognitive capabilities for such robots that are currently under research include the learning of human preference models and simulation-based mechanisms for perceptive taking [23, 29] .
This special issue of KI presents several of the leading developments that will help push AI-based robotics along the path outlined by public road-maps and economic demand.
About the Special Issue
Cyber-physical systems and AI-based robots are increasingly important because a growing number of industrial applications has to flexibly change or at least customize its production relatively often. Hence, supporting frequent adaptations without significant additional investment costs has become a requirement. As a result, more intelligence is required in the actual production processes, be it human or artificial in nature. As there are plenty of decision making tasks that either humans or machines excel at, economically sound solutions typically require a combination of both.
Regarding cyber-physical systems, this special issue of Künstliche Intelligenz (KI) illustrates
• a framework to enable flexible production orchestration, • explainability of predictions in the industrial environment, and • a service-based architecture approach that encapsulates production steps into reusable services.
With regards to AI-based robots, this special issue of KI presents examples of leading-edge developments, including
• robots that autonomously perform fetch-and-place tasks to deliver goods in warehouses and on shop floors, • robot programming approaches using human demonstrations and background knowledge, • reasoning about Impedance control for manipulation actions with significant contacts, • knowledge representation and reasoning for robots that safely interact with humans in shared workspaces, and
• increasing the visual intelligence of robots such that they can perform manipulation actions on changing objects.
This special issue of KI presents challenges as well as solutions for smart production using AI technology. As such, it presents cyber-physical systems and AI-based robots not only as enabling technologies for factories that are more flexible and efficient, but also for assisting humans in production. Thus, AI technologies present opportunities to create workspaces for humans instead of demanding humans for workspaces. Furthermore, this issue illustrates that for a beneficial use of AI the necessary infrastructure must be provided. It also highlights the need for novel communication protocols and architectures, as well as production systems. 
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