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Abstract
The paper explains in a tutorial way some major research questions in the area of convolutional coding
theory from a perspective of systems theory. We show that those questions are related to some classical
control problems e.g. the quadratic regulator problem and the tracking problem. We also report on some
code constructions which were derived by techniques from systems theory
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Abstract 
The paper explains in a tutorial way some ma- 
jor research questions in the area of convolutional 
coding theory from a perspective of systems the- 
ory. We will show that those questions are re- 
lated to some classical control problems like e.g. 
the quadratic regulator problem and the tracking 
problem. We also report on some code construc- 
tions which were derived by techniques from sys- 
tems theory. 
1 Introduction 
This paper is tutorial and it is intended for an au- 
dience in systems theory with no or little knowl- 
edge in coding theory. The interested reader who 
wants to read more on the presented connection 
of coding theory with systems theory is referred 
to the PhD thesis of York [22]. Standard refer- 
ences on convolutional coding theory are [9, 181. 
Coding theory is concerned with the reliable trans- 
mission of information over a “noisy channel”. 
Typically one seeks an encoding device which en- 
codes a certain message word m into a code word 
c which is then transmitted. The design objective 
is an encoding map cp : A4 -+ C ,  m ++ c from the 
total set of message words M to the total set of 
code words C which enables one to efficiently and 
correctly decode a transmitted code word 2. 
If the total number of message words is finite one 
often identifies the message words M with a subset 
of the vector space p, where F is a finite field, and 
one uses as a encoding device an injective linear 
map 
cp:lFJc+Ipz, m++c. 
If G is a n x k matrix which represents the linear 
map cp one says G is an encoder and 
C = ( C E I P  13m€l? : c = G m }  
is a linear block code. 
Examples of linear block codes include the ASCII 
code which is a code over the binary field F = 
(0, l} and the set of ISBN numbers which consists 
of a 9-dimensional linear subspace of F”, where 
F = F11 is the Galois field of 11 elements. 
Since the late sixties it has been widely known that 
convolutional codes and linear systems which are 
defined over a finite field are essentially the same 
objects. Those connections were probably first 
worked out in the papers by Massey and Sain [14, - -  
151 and we will say more about this in Section 2. 
More recently there has been a new and increased 
interest in the connection of linear systems theory 
and convolutional coding theory and we refer to 
the recent articles 13, 5, 6, 11, 12, 19, 20, 22, 231. 
Since convolutional codes are easily implemented 
and have good error correcting properties, they are 
among the most widely used codes in data trans- 
mission. We refer to [9, Chapter 171 to underline 
this point. 
In practice it is often necessary to transmit a whole 
sequence of message words mo, ml ,  . . . , m N .  Intro- 
ducing the delay operator z we can express such a 
message sequence conveniently through the poly- 
nomial vector m ( z )  = Ci=Omjzi. In this way we 
can identify finite, but arbitrary long message se- 
quences with the polynomial vector m ( z )  E @ [.]. 
If G is an encoder of a linear block code then p 
extends to a module homomorphism 
N 
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2 Convolutional codes and the relation to 
linear systems 
In 1955 Elias [2] proposed to replace in the en- 
coding scheme (1) the encoding matrix G by a 
polynomial matrix G ( z )  introducing in this way 
the concept of a convolutional code. Formally we 
can define a convolutional code through: 
C={c E P [ z ]  I 3m(z )  E @[z]  : c(z) = G(z)m(z)} .  
From a mathematical point of view C represents 
simply a 4x3 submodule of P [ z ]  and every sub- 
module of P [ z ]  is of this form. 
We would like to remark that our definition im- 
poses that the code words have a finite support. 
This condition was also used in the work of Valcher 
and Fornasini [21] but it is slightly different from a 
definition used by Forney [4]. This difference will 
be however of little importance for all practical 
applications. 
If c is the largest degree of the IC x IC full size minors 
we will say that C has complexity c. Note that this 
definition does not depend on the particular choice 
of the encoder G(z). Based on the earlier remarks 
we can view linear block codes as convolutional 
codes of complexity zero. 
In the later sixties the coding theorist Massey and 
the systems theorist Sain explained in two im- 
portant papers [14, 151 the connection between 
systems theory and convolutional coding the- 
ory. They pointed out that convolutional codes 
are conveniently described through a "linear se- 
quential circuit" (LSC) and that every convolu- 
tional code has a so called feedforward realization. 
This realization can be obtained in the following 
way: Consider a polynomial, column proper en- 
coder matrix G(z)  and assume that the matrices 
A ,  B ,  C, D form a minimal state space realization 
of the strictly proper transfer function G(z- l ) ,  i.e. 
G(z-')  = C ( z l -  A)-'B + D. (2) 
Then the matrices A,  B,  C, D describe the linear 
sequential circuit 
xt+l  = Axt+Bmt, ct = Czt+Dmt, zo = 0. (3) 
Note that the transfer function G(z - l )  has McMil- 
Ian degree c, the complexity of the encoder G(z ) .  
If G ( z )  has complexity zero then (3) reduces to 
a time-independent linear constraint at each code 
block ct and this constraint is expressed through 
Yt = Dut. 
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Example 
code with 
the form: 
1, z2 + 1)t .  
2.1 ([20]) Let C be the convolutional 
generator matrix G(z) = (z2 + z + 
The linear sequential circuit has then 
In terms of matrices the dynamics is given 
through: 
Note that indeed the relation (2) holds. 
The first order representation (3) is very natural 
but for the purpose of constructing good convo- 
lutional codes this representation is not optimal. 
For this we would like to note that a matrix tu- 
ple A, B ,  C, D which realizes the transfer function 
G(2-I) is of a very special form. Indeed one can 
show e.g. that the matrix A has necessarily to be 
nilpotent. 
Besides the dynamical system (3) there is a second 
natural linear system related to the convolutional 
code C. This linear system can be obtained by 
duality as we explain in a moment. 
Identify an infinite sequence space WO, wl ,  w2, . . . 
of vectors in IP with the formal power series 
~ ( z )  = ci Wizi E F"[[z]] and consider the bilinear 
form 
As explained in detail in [19] the bilinear form (, ) 
induces a duality between submodules of IP [z] on 
one side and linear, left shift invariant and com- 
plete behaviors 23 c IP[[z]] on the other side. This 
duality is a special instance of a broad range of du- 
alities between modules and shift spaces as they 
were studied by Oberst [16]. 
In terms of the encoding matrix G ( z )  this dual- 
ity amounts to the following: Partition the n x k 
matrix G ( z )  into 
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where Q(z )  is a square matrix of size lc x lc. Cor- 
respondingly partition the code sequence c(z )  into 
ct:= [cl, t = 0 , 1 , 2  , . .#  
In the situation where degdet Q ( z )  = c,  the com- 
plexity of G(z), then there exists a controllable 
state space representation having the form 
~ t + 1  =  AX^ +But, gt = C Z ~  + D u ~ ,  zo = 0. (6) 
The associated transfer function C(zI-A)-lB+D 
is then equal to P(z)Q(z)- l  and every control- 
lable representation (6) describes a convolutional 
code. Moreover if (6) is an observable representa- 
tion then the associated polynomial encoder G(z) 
is right coprime and hence non-catasrophic. (See 
e.g. [18]). 
In the coding literature [9] an encoder of the form 
is referred to as a systematic encoder. In Exam- 
ple 2.1 one readily computes the realization of the 
transfer function ’3:’ as: 
Xttl = ( : ; ) xt + ( ; ) u t  (7) 
yt = 1 0 ).t + (1)ut. 
3 Code constructions and the free distance 
problem 
So far we described the connection between sys- 
tems theory and coding theory. In the rest of this 
paper we describe the design objectives and we 
report on some recent results. 
An obvious design objective for a convolutional 
code C is the possibility to correct a large number 
of errors which might occur during the transmis- 
sion. In order that this objective can be achieved 
it will be necessary that the codewords (ct}t>o are 
pairwise ‘far apart’. Of course there is theques- 
tion about a suitable metric. Unfortunately 1Fn is 
not an inner product space and hence there is no 
Euclidean metric available. 
In part because of this reason coding theorist typ- 
ically work with the Hamming distance and the 
Hamming weight. Formally those notions are de- 
fined in the following way. 
If a E IFPZ is any vector one defines the Hamming 
weight of a as the number of nonzero components 
of the n-vector a. We will denote the Hamming 
weight of a by Ham (a).  
If a,b  are two vectors in IP one defines the 
Hamming distance dist (a ,  b) through the formula 
dist (a ,  b) := Ham (a  - b) .  The Hamming distance 
satisfies all axioms of a metric similarly to the Eu- 
clidean metric [la - blI, a ,b  E Rn. 
If {ct}tlo = { (ii)}t20 is a particular code word 
we define its Hamming weight through: 
00 
Ham ({ct}t>o) := (Ham (u t )  + Ham ( ~ t ) )  a 
t=O 
Note that Ham ({ct}t>O) is by definition a positive 
integer. Finally if C ys a convolutional code then 
we define the free distance dfTee(C) of C through: 
min{Ham ({ct}t2o) I {Ct}t>O E e,  {Ct)t>o # 0) ’ 
The free distance problem asks for the construc- 
tion of a controllable and observable convolutional 
code which has maximal distance among all con- 
volutional codes with a certain fixed rate and a 
certain complexity. 
The reader certainly observes that the computa- 
tion of the free distance is formally related to the 
linear quadratic regulator problem and this was 
also observed in [20]. Different from the Euclidean 
norm IIctll, the Hamming weight Ham(ct) seems 
not to be induced by a positive definite bilinear 
form and hence standard techniques from systems 
theory cannot be readily applied. 
The free distance problem is a major design prob- 
lem. If we require that the complexity of the code 
is zero then the free distance problem asks for the 
construction of a matrix D such that the ( n - k )  x n  
‘parity check matrix’ 
has the property that any d - 1 columns of H are 
linearly independent. Indeed if this is the case any 
nonzero code-word will necessarily have weight at 
least d and the free distance of the associated code 
is therefore dfree  2 d. In the coding literature the 
free distance problem for convolutional codes of 
complexity zero is often referred to as the main 
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linear coding problem. See e.g. [8, 10, 131 for in- 
troductory material on linear block codes. Con- 
trary to the situation when the complexity is zero 
there are however very few algebraic constructions 
of convolutional codes. In Section 5 we show how 
to ‘lift’ one of the major constructions of linear 
block codes to the general situation of convolu- 
tional codes. 
4 The decoding problem, a discrete 
tracking problem 
On the side of the construction of codes with large 
free distance there is another important design ob- 
jective. Indeed it should be possible to efficiently 
decode a received signal and to correct in this way 
the errors which occurred during the transmission. 
This is called the decoding problem. 
Nowadays most convolutional codes are decoded 
using the so called Viterbi decoding algorithm. In 
order to explain this process we will assume that 
and the message word {i.t}t>O - = { (ii)}t20 has 
been received. The decoding problem then asks 
for the minimization of the error 
a certain code word {ct}t>o - = {GI,) was sent 
M 
W 
- (ut, &) + dist (yt, C t ) )  
If no transmission error did occur then {i.t}t>o is a 
valid trajectory and the error value in (8) iszero. 
If there was a transmission error the Viterbi de- 
coding algorithm solves equation (8) applying the 
principle of dynamic programming. If fewer than 
clfree errors did occur it is guaranteed that an er- 
ror can be detected and if fewer than - errors 
did occur it is guaranteed that the original mes- 
sage {ct}t>O - can be correctly decoded. 
The decoding problem as we described it above 
has two interesting systems theoretic interpreta- 
tions: First we can view the decoding problem as 
a ‘tracking problem’, where the decoder is sup- 
posed to track the incoming signal by the ‘nearest 
trajectory’. Secondly we can view the decoding 
problem as a ‘filtering problem’ where some noise 
has to be filtered out. There exists a large sys- 
tems literature both about tracking and filtering 
(deconvolution!) (see e.g. 171). The main difficulty 
lies again in the fact, that the underlying metric is 
not Euclidean but rather the Hamming metric. 
The decoding problem is in general a highly com- 
plex problem and the Viterbi algorithm becomes 
in general infeasible if the complexity of the con- 
volutional code is large. 
Major classes of block codes like e.g. Reed 
Solomon codes, BCH codes and algebraic geo- 
metric codes are a,ttractive since one has very 
efficient algebraic decoding algorithms available, 
which are in computational complexity superior 
over the Viterbi decoding algorithm. 
In the area of convolutional codes there are very 
few classes of codes who come with decoding algo- 
rithms which are less complex than the Viterbi 
decoding algorithm. One remarkable exception 
is a new class of codes called Turbo codes. This 
class of codes was introduced in 1993 by Berrou, 
Glavieux and Thitimajshima [l]. In this paper 
the authors describe an encoding device consist- 
ing of two convolutional codes concatenated by a 
large ‘interleaver’. The remarkable property is the 
fact that the encod.ing device performs near the 
channel capacity computed by Shannon and that 
the transmitted code words can be decoded with 
a simple iterative scheme. 
A closer systems theoretic examination reveals 
that Turbo codes are equivalent to convolutional 
codes having complexity proportional to the inter- 
leaver size. An interleaver size of 50,000 is typical. 
Turbo codes are currently under intense investiga- 
tion and the recent paper [17] lists 43 papers and 
reports on Turbo codes which all were published 
in the last 4 years. 
Despite this large eiRort it is our belief that a sys- 
tems theoretic invesitigation of Turbo codes would 
be a worthwhile task. Indeed the fundamental 
question mentioned in [17] if the original decod- 
ing scheme presented in [l] necessarily converges 
to the optimal solution seems to be unresolved. 
5 A n  algebraic code construction 
In this paragraph we describe a convolutional code 
construction as it has been derived in [19] using 
systems theoretic ideas. 
First we would like to review the classical Reed 
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Solomon construction for block codes. For this 
assume that q,  the number of field elements of F is 
larger than k .  Let Q be a primitive of IF and define 
1 ... 1 1 
ak 
Q k ( n - k - l )  1. a a2 ... a2 (U4 ... i i  an-k- l  ( U 2 ( n - k - l )  . . . D := 
A simple calculation shows that the ( n - k )  xn par- 
ity check matrix H := [&-k I -D] has the prop- 
erty that any n - k columns of H are linearly in- 
dependent. This means that the linear block code 
yt = Dut has (free) distance n - k + 1. This is 
the maximum possible distance for a rate k/n lin- 
ear block code. In the coding literature such a 
code is referred to as a Reed Solomon code. Reed 
Solomon codes are maximum distance separable 
(MDS) codes. We refer to [8, 10, 131 where the 
reader will find details. 
Our assumption that q 2 k is in general too 
restrictive although there are examples of block 
codes (like e.g. the international standard book 
numbers ISBN where q = 11 and k = 9) where this 
assumption does hold. If one wants to construct 
e.g. binary ( g  = 2) codes then one constructs first 
a block code over an extension field IFqm of Fq and 
by rewriting this extended code over the base field 
Fq one obtains a code which is often referred to as 
a BCH code. 
In the sequel we outline that the Reed Solomon 
construction generalizes to convolutional codes, 
whose complexity is c > 0. 
Theorem 5.1 Given a convolutional code C rep- 
resented through (6).  Let I be the (y + l)(n - k )  x 
(y + l)(n - k )  identity matrix and let ci = [E] . 
Then C ( Z )  = CO +clz+.  . . +c+r E C i f  and only i f  
the vector (y;,y;,. . . , y;,ui,u;,.. . ,U;) is in the 
kernel of the matrix 
t 
Note that the matrix appearing above takes the 
place of the usual sliding block matrix as it can be 
found in the coding theory literature (see e.g. [9]). 
Also note that the structure of this matrix is rather 
different from the sliding block form. By making 
particular choices of the matrices A, B,  C ,  and D 
in (9) we can now attempt to find convolutional 
codes with good distance properties. We propose 
the following; let c ,  n, k E Z+ with n > I C .  Choose 
a primitive a of the field IFq, where g 2 k(c2 + l), 
and define 
(YT 0 . . .  0 
A : =  ( 1 ::: 0 ) ,  
. . .  0 aCT 
c := 
a a2 ... aC 
CY2 a4 ... 
an-k-l  Q2(n-k-1)  . . . &-k- 1) 
Furthermore, let D be any (n - k )  x IC matrix over 
Fq. With this choice of matrices we have the fol- 
lowing: 
Theorem 5.2 ([lg]) The matrices A, B ,  C and D 
define an observable, rate k, complexity c convo- 
lutional code C with free distance 
We will call the value 6 = c + 1 the designed dis- 
tance of c. It is easy to see that in the above ma- 
trices the matrix pair ( A , B )  is controllable and 
the matrix pair (A,  C) is observable. The distance 
property of the code follows in part from the fact 
that our choice of parameters actually implies that 
the controllability matrix 
[B AB . . . ACZ-'B] , (10) 
is a Vandermond matrix. By examining (9), one 
can see that (10) being Vandermond implies the 
following: for all code words U(.) E C with y = 
deg(v(z)) < c2, we must have Ham(w(2)) > 6. 
For the case when deg(v(z)) 2 c2 we note that the 
observability of the pair ( A , C )  implies that the 
input and output of (6) has weight greater than 6. 
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In summary, the key steps for being able to con- 
struct codes with a designed distance 6 for sys- 
tems of the form (6) are that any choice of 6 - 1 
columns of (9) must be linearly independent. For 
the complete proof of Theorem 5.2 we refer the 
reader to [19]. 
As in the classical Reed Solomon construction we 
will have to impose the restrictive assumption that 
the number of field elements q is larger than k(c2 + 
1). If this assumption is not satisfied it is again 
possible to work over an extension field and to 
construct in this way ‘BCH convolutional codes’. 
Details of this construction can be found in [22]. 
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