Abstract. We introduce an analog of Bianchi groups for rational quaternion algebras and use it to construct analogs of the superpacking of the Apollonian circle packing.
Introduction:
While the history of the Apollonian gasket goes back at least to Leibniz, it is only relatively recently that there has been any significant progress in studying its number theoretic properties. In particular, there has been great interest in studying the bends of this packing; here the bend is defined as the reciprocal of the radius. It was apparently first observed by Soddy [Sod36] that if the bends of the initial four circles in the configuration-that is the cluster of mutually tangent circles-are integers, then the bends of all of the circles in the gasket are integers. It was conjectured in [GLM + 03] and [FS11] that all sufficiently large integers satisfying certain congruence restrictions appear as the bends of some circle in the Apollonian circle packing. Although this local-global conjecture remains open, it was shown by Bourgain and Kontorovich in [BK13] that the integers that appear as bends are density one in the subset of integers satisfying the required congruence restrictions.
We can formulate the precise statement of the local-global conjecture by realizing the Apollonian circle packing as the orbit of some initial cluster of circles under the action of a discrete, geometrically finite subgroup Γ of the hyperbolic isometry group Isom(H 3 )-indeed, the limit set of this group is the closure of the Apollonian gasket. Consequently, there has been been recent interest in studying analogs of the Apollonian gasket defined by the fact that they are limit sets of subgroups of Isom(H k ). To be precise, we make the following definition due to Kontorovich and Nakamura [KN] . Definition 1.1. Let P be a set of oriented n-spheres in R n+1 . We say that P is a packing if
(1) the interiors of n-spheres in P do not intersect, and (2) the union of n-spheres in P, together with their interiors, is dense in R n+1 .
Furthermore, we say that P is integral if the bends of all n-spheres in P are integers. Finally, we say that a packing P is crystallographic if there exists a discrete, geometrically finite, hyperbolic reflection subgroup Γ of Isom(H n+2 ) such that the limit set of Γ is the closure of P.
Although a full classification of integral crystallographic packings is still unknown, there are many examples in the literature for n = 1-see [GM10] , [Staar] , and [KN] . In particular, Kontorovich and Nakamura give a method for constructing an infinite family of integral crystallographic packings. In all these cases, there is a corresponding local-global conjecture, just as for the Apollonian circle packing. This conjecture is open for all such packings, but there are known density one results like the theorem of Bourgain and Kontorovich-see, for example, [FSZ17] .
For n = 2, there is the generalization of the Apollonian circle packing to spheres due to Soddy [Sod36] ; additionally, Dias [Dia14] and Nakamura [Nak14] independently constructed the orthoplicial sphere packing. However, further examples are presently few in number. Unlike the n = 1 case, the associated local-global conjecture has been proven for some known packings. Kontorovich proved it for the Soddy packing [Kon12] ; building off that paper, Dias [Dia14] and Nakamura [Nak14] proved it for the orthoplicial sphere packing.
In this paper, we present some results towards the construction of new integral crystallographic packings for n = 2. Specifically, we construct families of potential superpackings. We use the following definition of Kontorovich and Nakamura [KN] . Definition 1.2. Let P be an integral crystallographic packing. Let Γ be the largest reflection group in Isom(H n+2 ) that stabilizes P. The supergroup of P is the smallest subgroup of Isom(H n+2 ) containing Γ and all reflections through the spheres of P.
The superpacking of P is the image of P under the action of the supergroup.
The term "superpacking" comes from the work of Graham, Lagarias, Mallows, Wilks, and Yan [GLM + 05], who used it to describe the specific case of the Apollonian circle packing-in that setting, the supergroup is the group generated by the generators of the Apollonian group and their transposes.
In [Sta17] , Stange showed that the superpacking of the Apollonian circle packing is simply described as the orbit of R under the action of SL(2, Z[i]). In analogy, she also considered the orbit of R under the action of other Bianchi groups SL(2, O)-here O is the ring of integers of some imaginary quadratic field. In [Staar] , Stange then showed that if this orbit is a connected set, then it is the superpacking of an associated integral crystallographic packing.
This gives a general strategy by which to attempt constructing integral crystallographic packings-look at the orbit of some fixed n-sphere under the action of some arithmetic group, and if the resulting collection seems to satisfy the conditions for being a superpacking, search for an underlying integral crystallographic packing.
We now take a similar approach, using some recent results of the author regarding orders of quaternion algebras closed under orthogonal involutions [She16b] . Specifically, we consider the orbit of a fixed plane in R 3 under the action of a group SL ‡ (2, O), which is an analog of the Bianchi group with the ring of integers replaced by a maximal ‡-order O of a definite, rational quaternion algebra-see Sections 3 and 4 for definitions. If j is the normal vector to this plane, we denote this collection of spheres by S O,j . We seek to know under what conditions this collection of spheres
(1) has bends that are all integers after scaling by some fixed constant C > 0 (i.e. it is integral ), (2) has only tangential intersections (i.e. it is tangential ), (3) is dense in R 3 , and (4) is connected. However, due to various phenomena that do not occur in the n = 1 case (see Section 6 for examples), we prove a slightly weaker result. First, we replace the requirement that S O,j be connected with the stronger requirement that it be tangency-connected -that is, the graph with the spheres as vertices and edges corresponding to tangencies is connected. Secondly, we consider only a restricted set of maximal ‡-orders which we call symmetric Heegner orders (see Section 7 for definitions). With those restrictions, we are able to fully classify all sphere packings satisfying the desired conditions, as encapsulated below. . From left to right: super-packings for (m, n) = (2, 5), (m, n) = (3, 1), (m, n) = (3, 2), (m, n) = (7, 1). Theorem 1.1. Let H be a rational, definite quaternion algebra with symmetric Heegner order O. The sphere collection S O,j is integral, tangential, dense, and tangency-connected for only a finite number of isomorphism classes of H, O, given below.
Illustrations of all of these sphere packings is given in Figures 2 and 3 . The rest of this paper will be devoted to proving Theorem 1.1.
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Notation:
Throughout this paper, we use the following standard conventions. F a local or global field. o the ring of integers of F . H a quaternion algebra over F . x → x the standard involution on H. nrm(x) = xx the (reduced) norm map on H. tr(x) = x + x the (reduced) trace map on H. H 0 the trace 0 subspace of H.
Orthogonal Involutions and ‡-Orders:
We review some basic facts about orthogonal involutions and the results of [She16b] . Let ‡ an orthogonal involution on H-up to a change of basis, any such involution is of the form
It is easy to see that H is a direct product of the two subspaces H + and H − , where
A homomorphism of quaternion algebras with involution is an F -linear ring homomorphism
We denote the automorphism group of (H, ‡) by GO(H, ‡). One easily checks that Noether's theorem implies there is an isomorphism
where α ∈ H − and β ∈ H 0 ∩ H + \{0} such that αβ = −βα. An important invariant of the orthogonal involution ‡ is its discriminant
The discriminant uniquely determines the involution up to isomorphism-that is, given a quaternion algebra H and two orthogonal involutions ‡ 1 , ‡ 2 , then there is an isomorphism (H, ‡ 1 ) → (H, ‡ 2 ) if and only if disc( ‡ 1 ) = disc( ‡ 2 ). We shall be interested in considering orders inside the quaternion algebra H that behave nicely with respect to ‡. With this motivation, we make the following definition.
Definition 3.1. Let F be a local or global field. Let H be a quaternion algebra over F with involution ‡. A ‡-order is an order of H closed under ‡.
A maximal ‡-order is a ‡-order not properly contained inside any other order of H.
We shall need the fact that maximal ‡-orders are characterized by their discriminant. Defining a map
we can state this main condition as follows.
Theorem 3.1. Given a quaternion algebra H over a local or global field F , the maximal ‡-orders of H correspond to Eichler orders of the form O ∩ O ‡ with discriminant
The proof of this theorem follows from considering the localizations
Analog of the Bianchi Group:
Given a quaternion algebra H, we define the groups
These groups act on
which we recognize as the usual Möbius action. Indeed, if we take
then we find that P SL ‡ (2, H R ) is isomorphic to Möb(R 3 ), the Möbius group on R 3 , which is itself isomorphic to the group of orientation-preserving isometries of H 4 . On the other hand, if H = −m,−n Q is a definite, rational quaternion algebra with some involution ‡, then there is an embedding P SL ‡ (2, H) → Isom(H 4 ). Any discrete subring R ⊂ H R is necessarily an order of some rational quaternion algebra with involutionin order for the group
to be well-defined, however, we need R to be closed under the involution ‡. Letting R be a maximal ‡-order O, we consider the action of SL ‡ (2, O) on some plane in H + . To be precise, we fix some element j ∈ O ∩ H 0 ∩ H + with square-free norm, and consider the plane
Since j is the normal vector to S j , it also makes sense to writeŜ j for the sphere in H + ∪{∞} with orientation such that j points toward the interior ofŜ j .
We have a corresponding sphere packing, in analogy to the Schmidt arrangements studied in [Sta17] .
Definition 4.1. Let H be a rational, definite quaternion algebra with maximal ‡-order O. Let j be a square-free element of O ∩ H 0 ∩ H + . We define S O,j to be the orbit of S v under the action of SL ‡ (2, O). We shall use the notationŜ O,j to denote the union of the oriented spheres in S O,j and the same spheres with reversed orientation.
While we have defined S O,j as a subset of H + ∪ {∞}, there is an obvious embedding into R 3 that turns into a sphere packing. By abuse of notation, we will identify these two sets.
Inversive Coordinates:
We next explain how to determine the geometric data of γŜ j ∈ S O,j given γ ∈ SL ‡ (2, O). Specifically, we seek to understand the bend, co-bend, and bend-center.
Definition 5.1. Given an oriented sphereŜ in R 3 , we define its bend κ(S) to be 1/radius, taken to be positive if S is positively oriented, and negative otherwise. If S is a plane, κ(S) = 0.
The κ (S) is the bend of the image of S under the map z → −z −1 . If S is not a plane, the bend-center ξ(S) is the product of the bend κ(S) and the center of S. If S is a plane, ξ(S) is the unique unit normal vector to S, pointing in the direction of the interior of S.
It isn't hard to see that (1) κ(S)κ (S) = |ξ(S)| 2 − 1, and (2) κ(γŜ u ), κ (γŜ u ), ξ(γŜ u ) are continuous functions in γ. We shall show that they are in fact rational functions in the coefficients of γ. To prove this, we shall need to make use of Hermitian forms over quaternion algebras.
We recall that a Hermitian form over a quaternion algebra H is a bi-additive map
h for all x, y ∈ H n and h ∈ H, and (2) T (x, y) = T (y, x). Consider the set H Proof. Let x, y ∈ H, and
We have that
As we are interested solely in the j-th and ij-th component, we can freely subtract by any element of C-therefore, it shall suffice to consider the part outside of the braces. For convenience, we write:
so that:
Once again, we remove the piece in C, to see that:
which proves the lemma.
Consider the real quaternion algebra H R with involution
Let π 1 , π i R , π j R , π i R j R denote the projection maps taking an element of H R to its real, i-th, j-th, and ij-th component respectively.
Proof. First, note that it suffices to consider only oriented spheres S that are not planes, since κ, κ , ξ are continuous. Secondly, without loss of generality we can assume that S is positively oriented, since it is easy to see that
are the same sphere, but with opposite orientations, and if
which means that it suffices to prove the lemma for κ(S), ξ(S) where S is a positively oriented sphere that is not a plane. In this case, note that we can always choose some z ∈ C, λ ∈ R such that
This is because the first matrix sendsŜ j R to the unit sphere, the second scales it by a factor of λ 2 , and the last shifts the center to z. It is clear that
On the other hand, if we take
regardless of the choice of γ, it shall suffice to show that
We do this by defining Hermitian forms
One checks by inspection that
Since we have expressed both κ and ξ in terms of Hermitian forms, the formulas given are invariant under right multiplication by SL(2, C), and we are done.
Given a definite, rational quaternion algebra H with orthogonal involution ‡ and a non-zero element j ∈ H 0 ∩ H + , there exists another i ∈ H 0 ∩ H + such that ij = −ji, and therefore there is an embedding
With this in mind, we define π j : H → Q to be the projection map on the j-th coordinate. We also define the reduced bend, reduced co-bend, and reduced bend-center to be maps
Using the above embedding to produce an embedding
We define a quadratic form on
This induces a symmetric bilinear form
Lemma 5.3. Let H be a definite, rational quaternion algebra with orthogonal involution ‡ and maximal
The image of inv is contained inside the hypercone
we consider x i = inv(γ i ) and S i = γ iŜj . If S 1 intersects S 2 but S 1 = S 2 , and θ is the angle of intersection between them, then 
Proof. After embedding H inside H R and doing a change of coordinates, we see that inv really just describes inversive coordinates on the space of spheres in R 3 , which have the desired properties-see, for example, the proof in [Koc07] .
Sphere Intersections in S O,j :
We have shown that for a sphere packing S O,j , there exists a constant C = nrm(j) such that after rescaling by this constant the bends of all spheres in the packing are integers. We shall see later that showing S O,j is dense in R 3 is straightforward. Consequently, the remainder of this paper will be devoted to determining under what conditions we can conclude that S O,j is tangential and tangency-connected.
We begin with a few preliminary results. Given γ ∈ SL ‡ (2, O), we write
be a definite quaternion algebra, and O ⊂ H be a maximal ‡-order. Then intersection curves between spheres in S O,j are all Q-rational if and only if for every γ ∈ SL ‡ (2, O), the equation
has a rational solution.
Proof. Since elements of SL ‡ (2, O) act on H + as bi-rational maps, it suffices to prove the lemma in the case where one of the spheres is the planeŜ j . Furthermore, we can assume that the other sphere S is not a plane. To see this, choose a point z ∈ O ∩Ŝ j such that −z −1 / ∈ S. Then the transformation
With the above assumptions, we know by basic geometry that the intersection curve is the set of points a + bi such that
After a rational change of variables, this yields the curve
Since this is a conic section, it is rational if and only if it has at least one rational point.
Lemma 6.2. Let H = −m,−n Q be a definite quaternion algebra, and O ⊂ H be a maximal ‡-order. There exist two spheres in S O,j intersecting at an angle θ if and only if there exists γ ∈ SL ‡ (2, O) such that θ = arccos (ξ 3 (γ)) .
Proof. Since the action of SL ‡ (2, O) preserves angles, it suffices to consider the case where one of the spheres is the planeŜ j . Choose γ ∈ SL ‡ (2, O) such that the other sphere S = γŜ j . Letting θ be the angle between these two spheres; then from Lemma 5.3 we have
The claim follows.
which gives it an action by rotations on H + . Proof. If all intersections are tangential, then for any γ ∈ SL ‡ (2, O) such thatŜ j intersects γŜ j , we have that ξ 3 = ±1 by Lemma 6.2, and therefore
which is rational. If the action of O × does not preserveŜ j , then there is a rotation γ ∈ SL ‡ (2, O) about the origin such thatŜ j = γŜ j , and the intersection between these two planes in S O,j must be a line.
The converse of Lemma 6.3 is false. To see this, consider the quaternion algebra H = −5,−1 Q and the maximal ‡-order
It is easily checked that O × = j , and since j 2 = −1, it follows that it acts on H + by half-turns, which preserveŜ j . Furthermore, for any
we must haveξ
from which we conclude that ξ 3 (γ) ∈ Z. Therefore, we need only to check that
are rational to conclude that intersections in S j,O are rational. However, intersections in S j,O are not generally tangential. Indeed, one checks that
and ξ 3 (γ) = 0, which shows that the intersection curve is not a point. Furthermore, the statement that tangential intersections imply rational intersections is not vacuous-it is possible for the intersection curves of S j,O to be non-rational. For example, consider H = −7,−1 Q and the maximal ‡-order
One checks that
We will show later that for
all intersections are tangential. This shows that whether or not intersections are rational or tangential is not determined solely by the quaternion algebra or the choice of normal vector v, but depends crucially on the choice of maximal ‡-order O.
In contrast, for circle packings constructed as orbits of R under the action of a Bianchi group SL(2, O), Stange proved that all intersections are rational and furthermore are tangential if and only if the action of the unit group preserves R [Sta17] . Moreover, in that context, even if the unit group does not preserve R, it is nevertheless true that there exist two spheres that intersect at angle θ if and only if there exists a unit u ∈ O × such that
We have shown that the corresponding statement for maximal ‡-orders is false, but we might nevertheless conjecture that all angles of intersection must be rational multiples of π. This is also false-let H = −m,−n Q be a rational quaternion algebra, O be a maximal ‡-order, and z ∈ O ∩ H + . Then
and ξ 3 (γ) = 1 − 2π j (z) 2 n. So, for example, if we take H = −5,−5 Q and the order
Symmetric Heegner Orders:
In the general setting, it is unclear how to determine all sphere packings that have tangential intersections. Instead, we shall consider the special case where O ∩ Q(i) is a ring of integers with class number 1 and O is closed under another involution-that is, we make the following definition. 
We say that O is a symmetric Heegner order if O is a Heegner order and O = O * .
We shall show that for Heegner orders, the converse to Lemma 6.3 is true-for symmetric Heegner orders, it shall be further true that intersections in S O,j are always rational.
To start, we describe all symmetric Heegner orders. We shall need the following two technical lemmas.
Lemma 7.1. Let H be a rational quaternion algebra with involution ‡. Fix an element u ∈ H 0 ∩ H + with square-free integer norm. For all odd primes p, there is a unique maximal ‡-order in H p that contains u, unless p|nrm(u), p disc(H), and −disc( ‡) = Q × p 2 , in which case there are precisely two distinct maximal ‡-orders in H p that contain u.
Proof. There is always at least one maximal ‡-order containing u-it shall suffice to show that this order is unique. If p ramifies, then by [She16b] [Theorem 4.1] there is a unique maximal ‡-order. If p is unramified, then H p is isomorphic to M at(2, Q p ) with involution
for some square-free λ ∈ Z p . Define a bilinear form
where Λ denotes the dual lattice of Λ, defined by
and we write
By this correspondence, if b ‡ is anisotropic, there can be at most two maximal ‡-orders-one corresponding to the maximal lattice
and the other to the maximal lattice
Therefore, in both cases there is in fact exactly one maximal ‡-order. It remains to consider the case where b ‡ is isotropic-this occurs when −λ ∈ Q × p 2 . Since λ is only well-defined up to multiplication by squares, we can take λ = −1 without loss of generality.
To prove the lemma we must determine the number of maximal ‡-orders that contain a fixed element
where s, t ∈ Z p are coprime and not both zero. It is easy to check that M at(2, Z p ) is a maximal ‡-order, and by [She16b] [Theorem 8.1], there is only one isomorphism class of maximal ‡-orders in H p . Ergo, we need only to consider all maximal ‡-orders of the form
with a, b ∈ Z p coprime, and not both zero. Let r ≥ 0 be the integer such that
Depending on which one it is, we can decompose
Since conjugation by GL(2, Z p ) stabilizes M at(2, Z p ), it remains to determine for what elements
we have M −1 uM ∈ M at(2, Z p )-it is easy to check that different choices of r yield distinct maximal ‡-orders.
We see from this that if s − t, s + t ∈ Z × p , then r = 0, and there is just one maximal ‡. However, if one of them is in pZ × p , then we get two solutions, one with r = 0, and the other with r = 1, yielding two distinct maximal ‡-orders. This latter case happens precisely when p|nrm(u).
Then the maximal ‡-orders O containing i are as follows.
(−6, −6), (−2, 6), (2, 2), (6, −2)
(−6, −2), (−2, −6), (2, 6), (6, 2)
(−6, 1), (−2, −3), (2, 1), (6, −3)
(−3, −3), (−3, 1), (1, −3), (1, 1)
(−3, −2), (−3, 6), (1, −6), (1, 2)
(3, −6), (3, −2), (3, 2), (3, 6)
(−6, 2), (−2, −2), (2, −6), (6, 6)
(−6, −3), (−2, 1), (2, −3), (6, 1)
(−6, −1), (−2, −1), (2, −1), (6, −1)
(−6, 6), (−2, 2), (2, −2), (6, −6) (1, 1), (1, 2), (2, 1), (2, 2), (2, 3), (2, 6), (3, −6), (3, −2), (3, 2), (3, 6), (6, −3), (6, −2), (6, 2), (6, 3), corresponding to the first part of the table. If 2 is unramified, then H is isomorphic to M at(2, Q 2 ) with involution
for some square-free λ ∈ Z 2 . As before, we define a bilinear form 
In this case, b ‡ is anisotropic, and therefore there are at most two maximal ‡-orders, corresponding to maximal lattices
, and the question is if these two lattices are equivalent or not. If λ ≡ 1 mod 4, one can check that they are not. This happens precisely when (m, n) ≈(−1, −1), (−1, 3), (3, −1), (3, 3), (−6, 2), (−2, −2), (2, −6), (6, 6), and is represented by the second part of the table.
Otherwise, −λ ≡ 2 mod 4. In this case, we have
hence there is only one maximal ‡-order. This happens precisely when (m, n) ≈(−6, −3), (−6, −1), (−3, −6), (−3, 2), (−2, −1), (−2, 1), (−1, −6), (−1, −2), (−1, 2), (−1, 6), (1, −2), (1, 6), (2, −3), (2, −1), (6, −1), (6, 1), and is represented by the third part of the table. 
That these correspond to distinct isomorphism classes can be seen from the fact that
Note that O 1 ∩ H + does not contain any elements with norm in 2Z × 2 -from this, we conclude that if 2|m, only one isomorphism class of maximal ‡-orders has representatives containing i. On the other hand, if 2 m, then by inspection both isomorphism classes have maximal ‡-orders containing i.
Next, note that since j is one of two solutions to z 2 = −nrm(j) and iz = −zi in H + , the other being −j. However, isomorphism of maximal ‡-orders must respect both polynomial relations and whether or not the element is in H + or not. Therefore, any isomorphism of maximal ‡-orders that fixes i must either send j to j or j to −j. Since every other basis element can be written in terms of i and j, we see that in fact there can be at most two maximal ‡-orders in each isomorphism classes, related by the map
This gives all of the maximal ‡-orders listed in the table. 
if n/2 ≡ 3 mod 8
if n/2 ≡ −1 mod 8
if m|n and
where t is chosen such that n/m + t 2 ≡ 0 mod m.
Proof. There are three exceptional cases m = 1, 2, 7-in all other cases, m ≡ 3 mod 8. For m = 1 and m = 2, there are no odd primes dividing m, and therefore by Lemma 7.1 there is only one maximal ‡-order in H p for every odd prime p. Consequently, maximal ‡-orders in H are wholly determined by the orders specified in Lemma 7.2. For m = 7, we note that there is a unique maximal ‡-order in H 2 containing 1+i 2 -specifically,
Therefore, it suffices to determine the behavior over Q 7 . However, a computation with the Hilbert symbol shows that either 7 ramifies or −disc( ‡) = Q × 7 2 . Consequently, by Lemma 7.1, there is but one maximal ‡-order in H p for every prime p. We conclude that the maximal ‡-orders given in the table are the only ones possible.
Otherwise, we have that m is a prime congruent to 3 modulo 8. As before, there is a unique maximal ‡-order in H 2 containing In this case, there must exist two distinct maximal ‡-orders. Since n/m is not a square modulo m, −n/m is, which implies that there exists an integer t such that n/m + t 2 ≡ 0 mod m, and therefore the orders given in the table are well-defined. 
if m|n and n/m m = 1 .
Rationality of Intersections for Heegner Orders:
A nice consequence of Corollary 7.1 is that we can use it to put congruence restrictions on ξ 3 (γ) for γ ∈ SL ‡ (2, O) when O is a Heegner number-these are compiled in Figure 5 . The method to obtain these congruence restrictions comes from the following observation. Let
The map
if n/2 ≡ 1 mod 8
if n/2 ≡ 3 mod 8 is linear, so we can determine the image from the basis vectors alone.
Since we know what all the maximal ‡-orders of interest are, this reduces to a finite computation. It follows immediately that for almost all symmetric Heegner orders O, Proof. By the congruence restrictions given in Figure 5 , if
(1) m = 1, n > 3, (2) m = 2, n = 5, 7, 11, 13 or n > 14, or (3) m ≡ 3 mod 4, n = 1, m, then ξ 3 (γ) ∈ {±1} for all γ ∈ SL ‡ (2, O), and so all intersections are tangential. This leaves finitely many cases to check.
If ξ 3 (γ) = 0, then it is clear that
is rational. Therefore, we are only interested in cases where ξ 3 (γ) ∈ (−1, 1)\{0}. This immediately eliminates m = 1, n = 1, 2, as well as m ≡ 3 mod 4, n = 1, m. For m = 1, n = 3, the only possibility is that ξ 3 (γ) = ± 1 2 , and
is clearly rational. For m = 2, n = 1, 2, 3, 6, we must have ξ 3 (γ) = ± 1 2 , so we must determine if
has rational solutions. But X 2 + 2Y 2 is the norm form on Q( √ −2), and it clearly represents 3, so in fact it is enough to show that X 2 + 2Y 2 = n has rational solutions for n = 1, 2, 3, 6, which is an easy check.
In principle, we could use Lemma 8.1 and the congruence restrictions of Figure 5 to prove directly that the converse to Lemma 6.3 is true, by showing that for all symmetric Heegner orders admitting non-tangential intersections, the unit group does not preserveŜ j . However, we take a different approach that applies to all Heegner orders and give a precise description of the intersection structure of S O,j . This will have the additional benefit of giving a description of which sphere packings arising from symmetric Heegner orders are tangency-connected.
be a definite quaternion algebra with Heegner order O. Suppose S ∈ S O,j and ∞ ∈ S ∩Ŝ j . Then,
Proof. Choose γ ∈ SL ‡ (2, O) such that S = γŜ j . The point p = γ −1 (∞) must be a rational point ofŜ j . Since O ∩ Q(i) has class number 1, the action of SL (2, O ∩ Q(i)) is transitive on the rational points ofŜ j . Therefore, we can find an element γ ∈ SL ‡ (2, O ∩ Q(i)) such that γ (p) = ∞. We have
be a definite quaternion algebra with Heegner order O. Choose any sphere S ∈ S O,j and any rational point z ∈ S. There exist a, b, c, d
Furthermore, the spheres intersecting S at z are given by
Proof. We can assume without loss of generality that S =Ŝ j since we can always apply a transformation
has the desired properties. Furthermore, if S is a sphere intersectingŜ j at z, then γ −1 (S ) is a sphere intersectingŜ j at ∞. However, by Lemma 8.2 we must have
Conversely, it is easy to see that any sphere of the given form must intersectŜ j at z.
Theorem 8.1 directly implies the converse to Lemma 6.3, as promised.
Corollary 8.1. Let O be a Heegner order. If O × preservesŜ j and spheres in S O,j intersect rationally, then all intersections in S O,j are tangential.
Unit Groups of Symmetric Heegner Orders:
In this section, we finish determining the symmetric Heegner orders giving rise to packings S O,j with only tangential intersections by determining all symmetric Heegner orders with unit groups that do not preservê S j . We begin by determining the unit group for such orders. Proof. That the unit groups for m = 1, n ≤ 3, m = 2, n = 1, 2, 3, 6, m = 3, n ≤ 3 are generated by the given elements is an easy computational exercise. For the other cases, we use the fact that if O is an order of a rational quaternion algebra then O × is cyclic unless O has discriminant 2, 3 or 4. This is because elements in O × must have order divisible by 6, and therefore if O × is not cyclic, it contains an element j of order 4 and another element u such that ju = uj-therefore, after a change of variables we can assume that the quaternion algebra is either
, and the result follows. This immediately resolves all cases except those for which the unit group is trivial-namely, m = 2, n > 2 and m > 3 and m = 1, m. As there are finitely many possibilities for the lattice structure of O, we can determine for which ones the unit groups are trivial by computing the norm form. We show explicitly the case where m > 3 and m|n; the other cases are similar.
We are given that
hence an arbitrary element
Since m ≥ 7, we see that x = 0. Since n|m, it is furthermore true that z = 0, which in turn implies that y = 0. Consequently, the only solutions occur when w = ±1, which is to say that O × = {±1}.
As a corollary, we obtain the following desired result.
Theorem 9.1. Let H = −m,−n Q be a definite quaternion algebra with O be a symmetric Heegner order.
Then O × preservesŜ j unless m = 1, n = 1, 2, 3 or m = 2, n = 1, 2, 3, 6.
Proof. It is easily checked that for all pairs (m, n) not on the list, the unit group O × preservesŜ j -it suffices to check that the units u ∈ O × either lie in Q(i) or otherwise that
For the pairs (m, n) on the list, we note the examples given below show that O × does not preserveŜ j . Having determined the symmetric Heegner orders that admit only tangential intersections, we turn to the final requirement that the sphere packing is tangency-connected. To this end, we define E ‡ (2, O), the smallest group containing SL (2, O ∩ Q(i)) and the matrices
is an analog of the group E(2, O) generated by elementary matrices when SL(2, O) is a Bianchi group.
We also define the intersection graph of S O,j as the graph where the vertices are spheres in S O,j , and any two vertices are connected by an edge if and only if the spheres intersect. Proof. Note that given a sphere S ∈ S O,j , the element γ ∈ SL ‡ (2, O) such that S = γ(Ŝ j ) is well-defined up to multiplication on the right by an element of SL (2, O ∩ Q(i)). Therefore, by Theorem 8.1, we know that if two vertices S 1 , S 2 are connected by an edge and
then there is an element γ ∈ E ‡ (2, O) such that
Therefore, if two spheres S 1 = γ 1 (Ŝ j ), S 2 = γ 2 (Ŝ j ) are in the same connected component of the intersection graph, this implies that γ 1 , γ 2 are in the same coset of
, it is easy to see that γ is in the same connected component asŜ j , since all of the generators of E ‡ (2, O) sendŜ j to a sphere that intersectsŜ j . Ergo, we have a well-defined map
and this map is the desired bijection.
Thus, whether or not a sphere packing is tangency-connected is wholly determined by whether or not
We shall see that this depends on whether or not unit balls centered on points in O ∩ H + cover H + -we shall say that O covers R 3 by unit balls. If O covers R 3 by unit balls, we have a division lemma.
Lemma 10.1. Suppose O be a symmetric Heegner order that covers R 3 by unit balls. Let a, b ∈ O such that ba ∈ O ∩ H + and b = 0. Then there exists q, r ∈ O ∩ H + such that nrm(r) < nrm(b) and a = bq + r.
Proof. We have b −1 a ∈ H + and therefore we can find q ∈ O ∩ H + such that N b −1 a − q < 1. But this means that we can rearrange
to give a = bq + (a − bq)
where r = a − bq, and so nrm(r) < nrm(b).
Using this lemma, we define an analog of the Euclidean algorithm. 
. . .
where q l , r l ∈ O ∩ H + and q l is chosen such that nrm(b) > nrm(r 0 ) > nrm(r 1 ) > . . .. Then:
(1) r l = 0 for sufficiently large l.
(2) If k is the smallest value for which r k+1 = 0, then r k is a left gcd of a and b.
(3) as k + bt k = r k , and
Proof. The first part of the claim follows immediately from the fact that there are only finitely many integers between nrm(b) and 0.
For the second part, we first show that r k is a left divisor of a and b. We prove this inductively, by showing that r k divides r k for all k < k.
Note that since r k+1 = 0, we must have r k−1 = r k q k+1 and of course r k = r k , which proves the base cases. Now, assume that r k is a left divisor of r k−l and r k−l+1 ; we must show r k is a left divisor of r k−l−1 . This is immediate, since
Next, we show that if r is a left divisor of a and b, then r is a left divisor of r k . We also prove this inductively, by showing that r is a left divisor of r k for all k. The base cases of a and b is known by assumption, so it suffices to assume that r is a left divisor of r l−1 and r l−2 and to prove that it is a left divisor of r l . This is also immediate, since r l = r l−2 − r l−1 q l−1 r l = r r l−2 − r l−1 q l−1 .
To prove that as k + bt k = r k , we prove as l + bt l = r l for all l by induction. The base cases are easy to check
So, we assume that as l−1 + bt l−1 = r l−1 , and as l−2 + bt l−2 = r l−2 and show that claim holds for l. Indeed
Next, note that
Since .
we must have
for all l. It is an immediate consequence that
Much like the existence of the standard Euclidean algorithm implies that SL(2, Z) is generated by elementary matrices, the existence of this algorithm implies that SL
Lemma 10.3. If O is a symmetric Heegner order that covers R 3 by unit balls,
Proof. Choose any element
If b = 0, then it follows that γ ∈ E ‡ (2, O). So, assume b = 0, and consider ba. Since
and so ba ∈ O ∩ H + . We can therefore apply the algorithm described in Lemma 10.2. Since
we see that the gcd g of a, b must be a unit in O. Therefore
and since
for some z ∈ O ∩ H + , it suffices to show that this new matrix is in E ‡ (2, O). We can simplify this even further by noting that
so the problem is equivalent to showing that
But, since
for some z ∈ O ∩ H + , we are done.
Ghost Spheres:
We have shown a condition under which we can conclude that the sphere packing S O,j is tangencyconnected. To show when S O,j is tangency-disconnected, we make use of the concept of a "ghost sphere." Definition 11.1. Let O be a symmetric Heegner order. A ghost sphere is a sphere in R 3 that does not intersect any sphere in S O,j .
A weak ghost sphere is a sphere in R 3 that does not intersect any sphere in E ‡ (2, O)Ŝ j .
The term "ghost sphere" is borrowed from Stange's terminology for circle packings [Sta17] . The existence of a ghost sphere automatically proves that S O,j splits into infinitely many disconnected components. In contrast, the existence of a weak ghost sphere proves that S O,j splits into infinitely many tangency-disconnected components, but is not strong enough to prove topological disconnectedness.
This distinction, which does not appear in the circle packing case, is not vacuous. For instance, for the quaternion algebra H = −7,−7 Q with symmetric Heegner order
the sphere with center
and radius
is a weak ghost sphere, but is not a ghost sphere since it intersects
as illustrated in Figure 6 . However, since we only require tangency-connectedness rather than connectedness, we can still get the following result. m n 1 1, 2, 3, 6, 7, 10 2 1, 2, 3, 5, 6 3 1, 2 7 1 Theorem 11.1 should be seen an analog of the result of Cohn [Coh66] that if O is the ring of integers of an imaginary quadratic field, then either O is a Euclidean domain and E(2, O) = SL(2, O) or otherwise E(2, O) is an infinite index subgroup of SL(2, O). As a side note, this is a surprising result, since it is true that SL(2, O) = E(2, O) if O is the ring of integers of any algebraic number theory; the imaginary quadratic case seems to be special, and was given an elementary proof by Nica [Nic11] , with a small corrigendum made in [She16a] .
Proof of Theorem 11.1. The fundamental observation is that if O does not cover R 3 by unit balls, then there exists a well-defined sphere that is orthogonal to the unit spheres centered at 0 and the basis vectors of O ∩ H + . We can use inversive coordinates to determine the coordinates of this sphere-the resulting expression is well-defined if and only if O does not cover R 3 by unit balls. Additionally, we show that this sphere is always a weak ghost sphere; in many cases, it is in fact a ghost sphere.
We give the proof explicitly for the case that m ≡ 3 mod 8. While the specific congruence restrictions used in the proof vary depending on the lattice structure of O, the other cases are similar.
if m|n , so we consider the sphere G orthogonal to the unit spheres centered at 0, 1, . This fails to hold if and only if m = 3 and n = 1, 2. Define O to be the order
This is the same as O if m n, but a sub-order if m|n. In any case, note that E ‡ (2, O) = E ‡ (2, O ). We shall prove that G does not intersect any sphere in the orbit ofŜ j under the action of SL ‡ (2, O )-if O = O , this the same as saying that G is a ghost sphere, whereas if O O, we will still be able to conclude that G is a weak ghost sphere.
For any γ ∈ SL ‡ (2, O ), we have that ξ j (γ) ∈ nZ ⊕ nZi ⊕ (1 + 2nZ) j. which is to say that S does not intersect G, as desired.
The Classification Theorem:
We are finally ready to give a proof of Theorem 1.1.
Proof of Theorem 1.1. We shall write H = −m,−n Q . By Lemma 5.2, S O,j is integral for any choice of H and O.
By Lemma 6.3 and Corollary 8.1, all intersections are tangential if and only if all intersections are rational and the unit group O × preservesŜ j . But by Lemma 8.1 intersections are always rational, and so by Lemma 9.1 we know that S O,j is not tangential if and only if m = 1, n = 1, 2, 3 or m = 2, n = 1, 2, 3, 6.
By Theorems 10.1 and 11.1 we know that S O,j is tangency-connected if and only if (m, n) is one of the following. m n 1 1, 2, 3, 6, 7, 10 2 1, 2, 3, 5, 6 3 1, 2 7 1 .
Since we know that O covers R 3 by unit balls, we know that the extended Euclidean algorithm described in Lemma 10.2 applies-consequently, at any point in H + that can be written as b −1 a with a, b ∈ O, we can find a sphere in S O,j passing through that point. Such points are dense in R 3 , hence S O,j is dense in R 3 . Finally, using the explicit forms of O compiled in Corollary 7.1, we are done.
