We extend the Rayleigh-Ritz method to the eigen-problem of periodic matrix pairs. Assuming that the deviations of the desired periodic eigenvectors from the corresponding periodic subspaces tend to zero, we show that there exist periodic Ritz values that converge to the desired periodic eigenvalues unconditionally, yet the periodic Ritz vectors may fail to converge. To overcome this potential problem, we minimize residuals formed with periodic Ritz values to produce the refined periodic Ritz vectors, which converge under the same assumption. These results generalize the corresponding well-known ones for Rayleigh-Ritz approximations and their refinement for non-periodic eigen-problems. In addition, we consider a periodic Arnoldi process which is particularly efficient when coupled with the Rayleigh-Ritz method with refinement. The numerical results illustrate that the refinement procedure produces excellent approximations to the original periodic eigenvectors.
Introduction
Let E j , A j ∈ C n×n (j = 1, . . . , p), where E j+p = E j and A j+p = A j for all j. We denote the periodic matrix pairs of periodicity p by {(A j , E j )} p j=1 . In this paper, the indices j for all periodic coefficient matrices are chosen in {1, . . . , p} modulo 
the eigen-equations (1) and (2) 
In this paper, we consider only regular periodic matrix pairs for which det C  α 1 , . . . , α p β 1 , . . . , β p
and consequently all eigenvalues (π α , π β ) ̸ ≡ (0, 0). For regular periodic matrix pairs, at least one of the coefficients c k ̸ = 0 and there are exactly n eigenvalues for {(A j , E j )} p j=1 , counting multiplicities. The spectrum, or the set of all eigenvalue pairs,
is denoted by λ({(A j , E j )} p j=1 ). For the periodic matrix pairs {(A j , E j )} p j=1 , we have the periodic Schur decomposition of {(A j , E j )} p j=1 [1] [2] [3] . , which can be arranged in any order. We can also generalize the concept of deflating subspaces as follows [4, 3] . if
Theorem 1.1 (Periodic Schur Decomposition
. We list some further results and definitions from [3] .
(ii) An eigenvalue is said to be simple if it appears in a linear factor of the characteristic polynomial.
are periodic deflating subspaces of the regular matrix pairs {(A j , E j )} 
where A (j)
11 , E
11 ∈ C k×k , and both {(A 
are nilpotent Jordan canonical forms corresponding to the infinite eigenvalues.
Remarks.
(i) From [4] , the matrices A (ii) For different values of j, the Jordan canonical forms J (j) and N (j) in (9) and (10) may have different structures. Thus, an eigenvalue with a certain algebraic multiplicity may have different geometric multiplicities dependent on j.
The eigen-problem of the periodic matrix pairs {(A j , E j )} p j=1 reflects the behavior of the linear discrete-time periodic systems
with respect to solvability and stability [8] [9] [10] [11] [12] . There has been much recent interest in periodic systems. It arises in a large variety of applications, including queueing network [13, 14] , analysis of bifurcations and computation of multipliers [15, 16] , multirate sampled-data systems, chemical processes, periodic time-varying filters and networks and seasonal phenomena; see [8, 9] and the references therein for further information. Note that the periodic matrix eigen-problem is mathematically equivalent to the product matrix eigen-problem and the cyclic matrix eigen-problem [17, 18] . Recently, some reliable numerical algorithms have been designed for the computation of the periodic stable invariant subspaces [1, 19] . Perturbation analysis of eigenvalues and periodic deflating subspaces of periodic matrix pairs have been extensively studied in [20, 5, 4, 21] .
For the large product matrix eigen-problems and the periodic matrix eigen-problems with E j = I (j = 1, 2, . . . , p), Kressner [17] presents a periodic Arnoldi process that generates orthonormal bases of certain periodic Krylov subspaces. Based on it, he proposes a periodic Arnoldi method for the product matrix eigen-problem and develops a periodic Arnoldi algorithm and a periodic Krylov-Schur algorithm.
The Rayleigh-Ritz method is widely used for the computation of approximations to an eigen-space X of an ordinary large matrix eigen-problem Ax = λx, from an approximating subspaceX. The harmonic Rayleigh-Ritz method is an alternative for solving the interior eigen-problem (see, e.g., [22, Chapter 4] ). Furthermore, when one is concerned with eigenvalues and eigenvectors, one can compute certain refined (harmonic) Ritz vectors whose convergence is guaranteed [23] [24] [25] [26] [27] ; see also [22] .
The purpose of this paper is to generalize the concept of the Rayleigh-Ritz approximation for the periodic matrix pairs, leading to the periodic Rayleigh-Ritz approximation. We study the convergence of the periodic Ritz values and the corresponding periodic Ritz vectors and extend some of the results in [26, 27, 22] to the periodic Rayleigh-Ritz approximation. Similar to the ordinary eigen-problem case (when p = 1) in [26, 27, 22] , periodic Ritz vectors may fail to converge even if the corresponding periodic projection subspaces contain sufficiently accurate approximations to the desired periodic eigenvectors. It is thus necessary to refine the periodic Ritz vectors, as described in Section 5. We shall prove the convergence of the refined periodic Ritz vectors and propose an algorithm for their computation. All the convergence results are nontrivial generalizations of some of the known ones for Rayleigh-Ritz approximations and their refinement for the ordinary eigenvalue problem in [26, 27] ; see also [22] . As an important special case when the periodic Arnoldi process [17] is employed to generate the periodic orthonormal bases of the periodic Krylov subspaces, the refinement can be realized much more efficiently.
In the rest of the paper, ‖ · ‖ denotes both the Euclidean vector norm and the subordinate spectral matrix norm, unless otherwise stated. The conjugate of a complex number α is denoted byᾱ and the unit imaginary number is denoted by ι = √ −1.
The paper is organized as follows. We first consider the Rayleigh-Ritz procedure for the periodic eigen-problem (1) in Section 2. The convergence of the Ritz value pairs and their corresponding periodic Ritz vectors will be treated in Sections 3 and 4, respectively. In Section 5, we shall establish the convergence of the refined periodic Ritz vectors and propose a numerical method to compute them. In Section 6, we consider the special case when the periodic Krylov subspaces are generated by the periodic Arnoldi process. In Section 7, some numerical examples are given to illustrate the accuracy of the refined periodic Ritz vectors and the sharpness of their convergence bounds. The paper concludes with a brief summary in Section 8.
The periodic Rayleigh-Ritz approximation
As is known [17, 18] , the eigen-problem of the periodic matrices {A j } p j=1 is very closely related to the product matrix eigen-problem and the cyclic matrix eigen-problem. Recently, based on the periodic Arnoldi process, a periodic Arnoldi algorithm and its Krylov-Schur version have been developed for solving eigenvalue problems associated with products of large and sparse matrices [17] . One of the central problems in this method is how to extract approximations to the desired eigenvalues and periodic eigenvectors from the given periodic subspaces {X j } p j=1 . The algorithm is based on a variant of the Rayleigh-Ritz procedure applied to the eigen-problems (1) 
where V H j V j = I k and N j is upper triangular. Let, for all j,
Then (12) and (13) 
are minimal in the matrix 2-norm:
where ρ(·) denotes the spectral radius.
Remark. The residuals R j 's in (14) possess the following geometric meaning
We now describe the periodic Rayleigh-Ritz (pRR) procedure with respect to {U j } p j=1 to approximate an eigen-pair
and the corresponding periodic right eigenvectors {z j } p j=1 with ‖z j ‖ = 1, by using the periodic QZ algorithm with eigenvalue reordering techniques [1, 2] , such that 
Convergence of Ritz value pairs
Then it holds for all j that
assuming without loss of generality that all θ j are in the first quadrant. We now show that the spectrum of the periodic Rayleigh-Ritz matrix pairs
obtained by (iv) in the pRR approximation contains a Ritz value pair (π µ , π ν )
be the periodic Rayleigh-Ritz matrix pairs defined by (20) . Then for all j, there exist matrices E M j and E N j which satisfy
such that (π α , π β ) is an eigenvalue pair of the periodic matrix pairs {(
. 
From (18) and (20), it follows that
Letv j ≡ v j /‖v j ‖ (j = 1, 2, . . . , p). Dividing (25) by ‖v j−1 ‖, we obtain, for all j,
If we define the residuals
then (26), (19) and (23) 
It then follows from (27) and (28) that
with E M j and E N j satisfying (21) and (22) by construction.
Remark. 
we obtain, by ignoring higher order small terms,
From 
where the matrices L j and K j are (n − 1) × (n − 1) for j = 1, 2, . . . , p. The periodic eigenvalue pairs of the periodic matrix pairs {(L j , K j )} p j=1 are the periodic eigenvalue pairs of {(A j , E j )} p j=1 other than (π α , π β ). Also, (31) implies the spectral
and
For any approximate eigen-pair, we have the following residual bound for the approximate eigenvectors. 
Proof. Pre-multiplying (34) by Y H j , we get, with the help of (32) and (33),
This implies
Note that C is invertible in the neighborhood of (π α , π β ) 
In Corollary 3.2, we see that there is a Ritz value pair (π µ , π ν ) approaching the simple eigenvalue pair (π α , π β ) when sin θ j → 0 for all j. If, in addition, the p residual norms ‖τ j ‖ (j = 1, 2, . . . , p) defined in (34) approach zero, the periodic Ritz vectors {x j } ‖ is uniformly bounded when (π µ , π ν ) converges to the simple eigenvalue (π α , π β ).
When p = 1, it has been proved that the Ritz vector may fail to converge for a (nearly) multiple Ritz value (see, e.g. [26, 27] 
where the matrices D j and 
Let ϵ = max j=1,2,...,p sin θ j . Then for j = 1, 2, . . . , p, we have
j defined as in (23) and (24).
Proof. Let the periodic Ritz pair ((π µ , π ν ); {x j } p j=1 ) be an approximation to the periodic eigen-pair ((π α , π β ); {x j } p j=1 ). As in the proof of Theorem 3.1,
which is defined by (26) . It is seen from the proof of Theorem 3.1 that (23) and (24) .
Note that we can regard ((π α , π β ); {v j } p j=1 ) as an approximate periodic eigen-pair to the periodic eigen-pair ((π µ , π ν );
Since U j is orthonormal for j = 1, 2, . . . , p, we have from the definitions ofx j ,v j and θ j that
Note the triangle inequality
with the equality holding when the vectors x j ,x j and U j U H j x j are linearly dependent. Therefore, we get
, which proves (42). Furthermore, from (30) we get (43).
From Theorem 3.1, since the Ritz value pair (π µ , π ν ) approaches the eigenvalue pair (π α , π β ) as θ j → 0 for j = 1, 2, . . . , p, by the continuity argument we have
We see that a sufficient condition for the convergence of the periodic Ritz vectors
is uniformly bounded away from zero. This condition can be checked during the procedure. However, as we have argued
) can be arbitrarily small (and even be exactly zero) when (π µ , π ν ) is arbitrarily near other eigenvalue pairs (or is associated with a multiple eigenvalue pair) of {(M j , N j )} p j=1 . Consequently, while the periodic Ritz value pair converges unconditionally once θ j → 0 for j = 1, 2, . . . , p, its corresponding periodic Ritz vectors may fail to converge or may converge very slowly or irregularly.
Refinement of periodic Ritz vectors
As we have seen, the periodic Ritz vectors may fail to converge. Since the Ritz value pair is known to converge to the simple eigenvalue pair (π α , π β ) when sin θ j → 0 for all j, this suggests that we can deal with non-converging Ritz vectors by retaining the Ritz value pair while replacing the periodic Ritz vectors with a set of unit vectorsx j ∈X j = span(U j ) (j = 1, 2, . . . , p) with suitably small residuals. Thus, we constructx j (j = 1, 2, . . . , p) from j = 1, 2 . . . , p) .
We call the minimizer {x j } p j=1 , the refined periodic Ritz vectors.
The following theorem shows that the refined periodic Ritz vectors converge when sin θ j → 0 for all j.
have spectral representations (32) and (33), where 
Proof. Let x j = q j + q 
By (47), the residualsr j satisfŷ
Denote the ith column of the identity matrix by e i . Pre-multiplying (48) by the unitary matrixŶ
H and using (32) and (33), we have, for all j,
Using the identity cos θ = 1 − 2 sin 2 θ 2 and taking norm of (49), we obtain ‖r j ‖ ≤ η j for all j. By the minimization in (44),
we also have
The inequalities (45) then follow from Theorem 4.1 and (50).
Since (π µ , π ν ) converges to (π α , π β ) as θ j → 0 for j = 1, 2, . . . , p, we have
), which is a positive constant independent of the procedure, whenever (π α , π β ) is a simple eigenvalue pair of {(A j , E j )} p j=1 . So the refined periodic Ritz vectors {x j } p j=1 converge provided that ‖η‖, i.e., ρ j , j = 1, 2, . . . , p in (46), tends to zero.
Remarks. In order to ensure the convergence of ρ j , we should renormalize the complex ordered pairs {(α j , β j )} (iii) Again, let ϵ = max j=1,2,...,p sin θ j . Then using Taylor expansions and ignoring higher order terms, we have
We now propose a numerical procedure to compute the refined periodic Ritz vectors efficiently and reliably. From (44), the set of refined periodic Ritz vectors can be computed via the following constrained minimization problem
kp . Newton's method can be applied to the Lagrangian function of the constrained optimization problem (52), with the periodic Ritz vectors utilized as the feasible initial iterate. An approximate solution to (52) will be acceptable in the sense of Theorems 3.1, 4.1 and 5.1 if the associated residuals are reasonably small.
Remarks. (i)
For periodicity p = 1, the minimization problem (44) can be solved via the singular value decomposition (SVD). Indeed, as mentioned in [26, 27] , it is easily seen that the refined Ritz vectorx 1 = U 1ẑ1 , whereẑ 1 is the right singular vector of (µ 1 E 1 −ν 1 A 1 )U 1 corresponding to its smallest singular value. Unfortunately, the refined periodic Ritz vectors {x j } p j=1
with periodicity p ≥ 2 cannot be computed via (52) by any SVD-like algorithm since, instead of ‖[ẑ
the constraints ‖ẑ j ‖ = 1 (j = 1, 2, . . . , p) have to be satisfied simultaneously.
(ii) The Newton optimization of (52) is straightforward, but can be expensive since E j U j and A j U j−1 (j = 1, 2, . . . , p), though already available when forming the periodic Rayleigh-Ritz pairs {(M j , N j )} p j=1 , are n × k. However, it is possible to reduce the optimization problem to a much smaller one when the Rayleigh-Ritz method is applied to certain special periodic Krylov subspaces. In Section 6, we will consider a periodic Arnoldi process that generates periodic orthonormal bases of the periodic Krylov subspaces. Based on it, we propose the refined periodic Arnoldi method and show that Newton optimization is particularly efficient.
Refined periodic Ritz vectors from a periodic Arnoldi process
Recall the eigen-equations in (1):
Without loss of generality, E j can be assumed to be nonsingular, as a shift can always be applied to the periodic eigenvalue problem. To apply the Arnoldi process for matrix products [17] to our periodic matrix pairs, we may consider two different products
Similarly, denote by E the matrix constructed with α j = 1, β j = 0 (j = 1, 2, . . . ⊤ . From the equivalence of (1) and (2) to (4) and (5), respectively, we can see clearly that C (A, E; α, β) defines the periodic eigenvalue problem under consideration. An appropriate shift σ can be applied to C (A, E; α, β), producing an equivalent periodic eigenvalue problem defined by C (A, E − σ A; α, β). Obviously, an eigenvalue (π α , π β ) = ( ∏ p j=1 α j , ∏ p j=1 β j ) for C (A, E; α, β) is transformed to (π α ,π β ) = ∏ p j=1 α j , ∏ p j=1 (β j + σ α j )  for C (A, E − σ A; α, β), with identical eigenvectors and β j + σ α j ̸ = 0 for all j.
Utilizing P l , the Arnoldi process is applied to the equivalent eigenvalue equations after inverting E j :
resulting in the refinement of the corresponding periodic Ritz vectors as summarized in (52).
Alternatively with P r , we consider another set of equivalent eigenvalue equations:
where A j ≡ A j E −1 j−1 (j = 1, 2, . . . , p) and P r = ∏ 1 k=p A k .
With the k-step periodic Arnoldi process for {A j } p j=1 , we have 
Conclusions
In this paper, we first proposed the periodic Rayleigh-Ritz method for the eigen-problem of periodic matrix pairs and showed how to compute the periodic Ritz values and the periodic Ritz vectors. Then we established convergence theory of the Ritz values and the periodic Ritz vectors, revealing the possible non-convergence of the periodic Ritz vectors. To overcome this drawback, we introduced the refined periodic Ritz vectors, which, unlike ordinary periodic Ritz vectors, are guaranteed to converge whenever the angles between desired periodic vectors and the approximate periodic subspaces approach zero. These results generalized the corresponding ones of the standard Rayleigh-Ritz approximation and its refined version in [26, 27, 22] . Numerical examples demonstrated that the refined periodic Ritz vectors are excellent approximations to the desired periodic eigenvectors, and confirmed the sharpness of the upper bounds in (45) for the angles between the refined periodic Ritz vectors and the periodic eigenvectors. The computation of the refined Ritz vectors is especially efficient when coupled with the periodic Arnoldi process in Section 6.
