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Abstract
We investigate the asymptotic behaviour of a generalised sine kernel acting on a finite
size interval
[−q ; q ]. We determine its asymptotic resolvent as well as the first terms
in the asymptotic expansion of its Fredholm determinant. Further, we apply our results
to build the resolvent of truncated Wiener–Hopf operators generated by holomorphic
symbols. Finally, the leading asymptotics of the Fredholm determinant allows us to
establish the asymptotic estimates of certain oscillatory multidimensional coupled in-
tegrals that appear in the study of correlation functions of quantum integrable models.
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3
1 Introduction
The sine kernel
S (λ, µ) = sin
x
2 (λ − µ)
π (λ − µ) , (1.1)
is a very important object in mathematical physics. In particular, the Fredholm determinant of
the integral operator I − S acting on some interval J ⊂ R appears in random matrix theory [21].
In the bulk scaling limit, detJ [I − S ] stands for the probability [22] that a matrix belonging to
the Gaussian unitary ensemble has no eigenvalues in xJ. The kernel (1.1) also appears in the
theory of quantum integrable systems. In particular, the determinant detJ
[
I + γS ], γ being a
parameter, describes various zero–temperature correlation functions of the impenetrable Bose
gas [40, 33].
In all these interpretations of the sine kernel, one is interested in the large x behaviour of
its Fredholm determinant. The first attempt to analyze the x → +∞ asymptotics of detJ [I − S ]
goes back to Gaudin and Mehta [21, 22]. In 1973, Des Cloizeaux and Mehta [18] showed that
log det[−1 ;1 ] [I − S ] = − x
2
8 −
1
4
log x + O (1) , x → +∞ . (1.2)
Three years later, using Widom’s formula [44] for the asymptotics of Toeplitz determinants sup-
ported on an arc, Dyson [19] gave a heuristic derivation of the constant terms c0 and proposed a
recursive method to compute the subleading coefficients c1, c2, . . . in the asymptotic expansion:
log det[−1 ;1 ] [I − S ] = − x
2
8
− 1
4
log x + c0 +
c1
x
+
c2
x2
+ . . . . (1.3)
However, the forementioned results were heuristic. It was only in 1994 that Widom [45] man-
aged to prove rigorously the first term in the asymptotics (1.2):
d
dx log det[−1 ;1 ] [I − S ] = −
x
4
+ o (1) . (1.4)
One year later, this analysis was extended to the multiple interval case [46]. While Widom
studied the asymptotic behaviour of the Fredholm determinant by operator techniques, Deift,
Its and Zhou applied the Riemann–Hilbert problem (RHP) formulation for integrable integral
operators [30] to the sine kernel acting on a union of intervals ∪ℓJℓ and proved the existence of
the asymptotic expansion (1.3). However, their method did not allow them to obtain an estimate
for the constant c0, as they inferred the asymptotic expansion of log detJ [I − S ] from that of
Px = x
d
dx log det [I − S ] . (1.5)
The first proofs of Dyson’s heuristic formula for c0 appeared in the independent, and based on
completely different methods, works of Ehrhardt [20] and Krasovsky [38] and more recently in
[15].
We would like to point out that there is a very nice connection of the sine kernel to the
Painlevé V equation [33], as Px solves this equation. The link between Painlevé V and Px
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was also investigated in [13] in the framework of RHP. It was shown that one can deduce this
Painlevé equation directly from the RHP data.
This article is devoted to the study a generalisation of the sine kernel (1.1). This kernel, that
we will refer to as the generalised sine kernel (GSK), is of the form
V (λ, µ) = γ
√
F (λ) F (µ)
2iπ (λ − µ)
[
e+ (λ) e− (µ) − e− (λ) e+ (µ) ], (1.6)
where
e±(λ) = e±[ixp(λ)+g(λ)]/2. (1.7)
We will be more specific about the functions F, p and g later on.
Various particular cases of the kernel (1.6) already appeared in the literature. These par-
ticular kernels were mostly used for the description of correlation functions of matrix models
or quantum integrable models equivalent to free fermions (see e.g. [43, 41, 27, 28, 36, 9, 10,
29, 31, 8]). In the present paper we consider a rather general case, only based on the analytic
properties of the functions F, p and g. The GSK (1.6) plays a crucial role in the study of cor-
relation functions of (non free-fermion) quantum integrable systems [35]. It is also useful for
the asymptotic analysis of truncated Wiener–Hopf operators with Fischer–Hartwig singularities
[37].
We investigate here the large x asymptotic behaviour of the Fredholm determinant of the
GSK in the framework of RHP. Our work is a natural extension of an unpublished analysis by
Deift, Its and Zhou of the sine kernel I + γS by RHP. This kernel was also analysed by RHP in
[8].
This article is organized as follows. In Section 2, we announce the main results of the paper,
namely,
• the large x asymptotic behaviour of the Fredholm determinant of the integral operator
I + V , cf. (1.6);
• the asymptotic resolvent of some Wiener–Hopf operators connected to (1.6);
• the asymptotic behaviour of coupled multiple integrals involving a cycle of kernels V
(1.6) versus some holomorphic symmetric functions.
The proof of the asymptotic behaviour of log det[I + V] is given in the core of the paper
(Sections 3, 4, 5 and 6). More precisely, in Section 3, we recast the problem into a certain RHP.
In Section 4, we transform this initial RHP into a RHP that can easily be solved asymptotically.
This asymptotic solution is presented in Section 5 and used in Section 6 to obtain the leading
and the first subleading terms of log det[I + V] in the x → +∞ limit.
In Section 7, we apply these results to truncated Wiener–Hopf operators. We show how
one can use the asymptotic resolvent of the generalised sine kernel to construct asymptotic
resolvents of truncated Wiener–Hopf operators acting on [−x ; x ], with x large. This asymptotic
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resolvent is used to reproduce the low magnetic field behaviour of the so-called dressed charge
arising in the theory of quantum integrable models solvable by the Bethe ansatz [6].
Section 8 is devoted to the study of the asymptotic behaviour of some particular type of
coupled multiple integrals which can be obtained in terms of the GSK. This is in fact our main
motivation to study the GSK: indeed, from the knowledge of the asymptotic behaviour of this
type of multiple integrals one can obtain the asymptotic behaviour of quantum integrable models
correlation functions, as it is done in [35].
Finally, in Section 9, we consider the case of further modifications of the GSK, in particular
those useful for the correlation functions of the integrable Heisenberg spin chains [35].
Some properties of confluent hypergeometric functions and proofs of several lemmas are
gathered in the appendices.
2 Problem to solve and main results
2.1 generalised sine kernel: assumptions and notations
Let I + V be the integral operator with kernel (1.6) and acting on L2 ([−q ; q ]).
We assume that there exists some open relatively compact neighbourhood U of
[−q ; q ]
such that the functions p, F and g, as well as the parameter γ, satisfy the following properties:
• F and g are holomorphic on U, the closure of U;
• p is holomorphic and injective on U, p ([−q ; q ]) ⊂ R, and p stabilizes the upper half
plane H+ (resp. the lower half plane H−), i.e. p (U ∩H±) ⊂ H±;
• γ ∈ D0,r = {λ ∈ C : |λ| < r}, where r is such that |rF| < 1 and arg (1 + γF) ∈ ]−π ; π [ on
U.
We study the large x expansion of the Fredholm determinant of I + V under these assump-
tions. This will be done by asymptotically solving a certain matrix RHP. It will become clear
in the next section that the assumption p
([−q ; q ]) ⊂ R is tantamount to imposing the associ-
ated RHP to be of oscillatory nature. Moreover, the case p (U ∩H±) ⊂ H∓ is obtained by the
negation (γ, g (λ)) 7→ (−γ,−g (λ)).
Note that γ plays here the role of a regularisation parameter; in particular it should be
stressed that our method does not allow to reach the |γF| = 1 case corresponding to (1.3) which
requires a different analysis [20, 38, 15].
Before presenting the main result of this article, let us introduce some convenient notations.
First, we define two auxiliary functions used in the article:
ν (λ) = −1
2iπ
log (1 + γF (λ)) , (2.1)
κ(λ; q) ≡ κ(λ) = exp

q∫
−q
ν (λ) − ν (µ)
λ − µ dµ
 . (2.2)
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Note that κ is a function of the two parameters λ and q, although we will sometimes omit the
dependence on the second parameter.
Finally, we will use the following simplified notations for the values of the functions p and
ν and of their derivatives at the points ±q:
p± = p(λ)
λ=±q
, p′± = p
′(λ)
λ=±q
, etc. (2.3)
ν± = ν(λ)
λ=±q
, ν′± = ν
′(λ)
λ=±q
, etc. (2.4)
2.2 The main results
We now give the asymptotic behaviour of the Fredholm determinant in the x → +∞ limit:
Theorem 2.1. Let V be the GSK (1.6) with p, g, F and γ satisfying the assumptions of Sec-
tion 2.1. Then, in the x → +∞ limit, log det[I + V] behaves as
log det[I + V] = log det[I + V](0) + o(1), (2.5)
with
log det[I + V](0) = −ix
q∫
−q
ν(λ)p′(λ) dλ − (ν2+ + ν2−) log x −
q∫
−q
ν(λ)g′(λ) dλ
+ log
 G(1, ν+) G(1, ν−) κν+ (q; q)(
2qp′+
)ν2+ (2qp′−)ν2− κν− (−q; q)
 + 12
q∫
−q
dλ dµν
′(λ)ν(µ) − ν(λ)ν′(µ)
λ − µ , (2.6)
in which we have used the notations of Section 2.1. The Barnes G-function [3, 2] admits the
integral representation:
G (z + 1) = (2π) z2 exp
−z (z − 1)2 +
z∫
0
tψ (t) dt
 , ℜ(z) > −1, ψ(z) = Γ′(z)Γ(z) , (2.7)
and we denote G(1, z) ≡ G(1 + z)G(1 − z).
Using the perturbation theory for singular integral equations one can refine the theorem and
obtain sub-leading corrections. Although, in principle, nothing opposes to derive the next sub-
leading corrections, the computations become more and more involved. We have proved the
structure of the first corrections to the equation (2.6).
Proposition 2.1. Let V be the GSK (1.6) with the conditions of Section 2.1. The leading asymp-
totics log det [I + V](0) of log det [I + V] as defined in Theorem 2.1 has non-oscillating and os-
cillating corrections.
Let 0 < δ < q be such that the disks D±q,δ of radius δ centered at ±q fulfill D±q,δ ⊂ U. Let
ε = 2 sup∂Dq,δ∪∂D−q,δ
∣∣∣ℜ(ν)∣∣∣. Then the first non-oscillating corrections are of the form
N1
x
+ O
(
1
x2(1−ε)
)
, (2.8)
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with
N1 = i
∑
σ=±
ν2σ
p′σ
{
2σν′σ log x + σ
d
dq log uσ + p
′
σ
d
dq
(
νσ
p′σ
)
− ν−σ
q
}
. (2.9)
The first oscillating corrections are of the form
O1
x2
+ O
(
1
x3(1−ε)
)
. (2.10)
and the leading oscillating coefficient is given by
O1 =
ν−ν+
(2q)2 p′+ p′−
∑
σ=±1
(u+
u−
)σ
x2σ(ν++ν−) eiσx(p+−p−) , (2.11)
where we have introduced
u+ = e
g(q) Γ(1 − ν+)
Γ(1 + ν+)
{ (2qp′+)ν+
κ(q; q)
}2
, (2.12)
u− = eg(−q)
Γ(1 + ν−)
Γ(1 − ν−)
{(2qp′−)ν−κ(−q; q)}−2 . (2.13)
Remark 2.1. The GSK depends only on the combination ixp(λ)+g(λ) (see (1.7)). Therefore the
Fredholm determinant and its asymptotics can only depend on this combination. This observa-
tion allows us to obtain the complete asymptotic expansion depending on the function g(λ) from
the asymptotic expansion of the Fredholm determinant I+V corresponding to g = 0. Namely, it
is enough to replace in the obtained formulae p(λ) by p(λ)− i
x
g(λ) and then expand into negative
powers of x.
It is quite interesting to apply the latter proposition in order to obtain the first few terms of
the asymptotic expansion of det [I + V]. The reason why we draw the reader’s attention to these
asymptotics is because they present a very interesting structure: the leading oscillating terms in
the asymptotic expansion are just given by the sum of the leading asymptotics evaluated at ν
shifted by 1 or −1. This structure of the asymptotics seems to restore, at least partly, the original
periodicity ν→ ν + n, n ∈ Z, of the Fredholm determinant of I + V .
Corollary 2.1. Let I+V be the GSK as above, det [I + V](0) [ν] the leading asymptotics of its
Fredholm determinant just as in Theorem 2.1, N1 and O1 as in Proposition 2.1. Note that we
have emphasized the structure of det [I + V](0) [ν] as a functional of ν. Then the oscillating
corrections O1 can be reproduced from the non-oscillating part via the shift of ν by ±1:
det [I + V](0) [ν] O1
x2
= det [I + V](0) [ν + 1] + det [I + V](0) [ν − 1] . (2.14)
This structure of the first terms of the large x asymptotic expansion for det [I + V] leads us
to raise the following conjecture on the structure of the asymptotic series :
Conjecture 2.1. The asymptotic expansion of the Fredholm determinant det [I + V] of the GSK
restores the periodicity ν → ν + n, n ∈ Z, of the determinant. In particular, this asymp-
totic expansion contains all the Z-periodized terms with respect to ν of the leading asymptotics
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det [I + V](0) [ν]. Thus, all the oscillating terms can be deduced from the non-oscillating ones.
More precisely, let
A [ν] (x) ∼ det [I + V](0) [ν]
(
1 +
C1
(
log x
) [ν]
x
+ · · · + CM
(
log x
) [ν]
xM
+ . . .
)
(2.15)
stand for the formal asymptotic series corresponding to the non-oscillating part of the asymp-
totic series for log det [I + V]. There Ck (X) [ν] are polynomials of degree k in X whose coeffi-
cients are functionals in ν. Moreover each of the Ck’s has no oscillating exponents of the type
e±ixp± . Then the formal asymptotic series for det [I + V] is given by
det [I + V] ∼
∑
n∈Z
A [ν + n] (x) . (2.16)
This conjecture is supported by (2.14) and also by the results of [42] where several sub-
leading corrections to the asymptotics of the Fredholm determinant of the pure sine-kernel were
computed.
The first application of the asymptotic behaviour of the GSK we consider in this article con-
cerns the asymptotic inversion of truncated Wiener–Hopf operators. We will prove in Section 7
the following proposition:
Proposition 2.2. Let I+K be a truncated Wiener–Hopf operator on ]−x ; x [, acting on functions
g ∈ L2(R) as
[(I + K) .g] (t) = g (t) + x∫
−x
K
(
t − t′) g (t′) dt′ . (2.17)
The kernel K is defined by its Fourier transform F:
K (t) = F −1 [F] (t) , (2.18)
and we suppose that there exists δ > 0 such that
• F admits an analytic continuation to
{
z :
∣∣∣ℑ(z)∣∣∣ ≤ δ};
• ξ 7→ F (ξ ± iδ) ∈ L1 (R);
• the analytic continuation of 1 + F never vanishes for
∣∣∣ℑ(z)∣∣∣ ≤ δ.
Then the resolvent I − R of I + K fulfills
R (λ, µ) =
∫
R
dξ dη
4π2i
F(ξ)
{
α+(η)
α−(ξ) e
ix(ξ−η) − α+(ξ)
α−(η)e
−ix(ξ−η)
}
ei(µη−λξ)
ξ − η + O
(
e−2δx
)
, (2.19)
where α(λ) is given by
α (λ) = exp
− 12iπ
∫
R
log(1 + F(µ)) dµ
µ − λ
 . (2.20)
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Our main motivation to study the asymptotics of log det [I + V] comes from the theory of
one dimensional quantum integrable models. Indeed, the generating function of the zero tem-
perature two-point correlation functions (at distance x) of different quantum integrable models
[35] has a series expansion in terms of cycle integrals of the type
In [Fn] =
∮
Γ([−q ;q ])
dnz
(2iπ)n
q∫
−q
dnλ
(2iπ)n Fn
( {λ}
{z}
) n∏
j=1
eix(p(z j)−p(λ j))(
z j − λ j
) (
z j − λ j+1
) . (2.21)
Here the function Fn is holomorphic in some open neighbourhood of [−q ; q ]2n and symmetric
in the n variables {λ} (we set λn+1 ≡ λ1) and in the n variables {z}; Γ ([−q ; q ]) is a counter
clockwise closed contour around [−q ; q ] inside this neighbourhood.
In Section 8, using the above results for the GSK, we prove the following asymptotic ex-
pansion of In [Fn] in the x → +∞ limit :
Proposition 2.3. Let Fn and In [Fn] be as above. Then for x → +∞,
In [Fn] = 12iπ
q∫
−q
dλ {ixp′(λ) + ∂ǫ}Fn ( {λ}n{λ + ǫ}, {λ}n−1
)
ǫ=0
+
∑
σ=±
(bn − cn log (2qp′σx))Fn ( {σq}n{σq}n
)
+
n
(2π)2
∑
σ=±
n−1∑
p=1
q∫
−q
dλ
Fn
( {σq}n
{σq}n
)
− Fn
( {σq}p , {λ}n−p
{σq}p , {λ}n−p
)
p (n − p) (q − σλ)
+
n
2 (2π)2
n−1∑
p=1
q∫
−q
dλdµ
(n − p) (λ − µ)
{
∂ǫFn
( {λ + ǫ} , {λ}p−1 , {µ}n−p
{λ + ǫ} , {λ}p−1 , {µ}n−p
)
−∂ǫFn
( {µ + ǫ} , {µ}p−1 , {λ}n−p
{µ + ǫ} , {µ}p−1 , {λ}n−p
)}
ǫ=0
+ o (1) , (2.22)
with
cn =
(−1)n−1
(n − 1)!
∂nν20
∂γn
∣∣∣∣∣∣∣
γ=0
, bn =
(−1)n−1
(n − 1)!
∂n log G (1, ν0)
∂γn
∣∣∣∣∣
γ=0
, ν0 =
i
2π
log(1+ γ), (2.23)
and where {λ}n denotes the set formed by n copies of the same parameter λ.
Moreover, in Section 8 we will also describe the form of the sub-leading corrections to this
result.
2.3 Comparison with known results
There are several results in the literature concerning the asymptotic behaviour of the Fredholm
determinant det [I + γS ]. This determinant corresponds to the GSK with p = id, F = 1 and g =
10
0. It is clear that we reproduce the answer concerning the leading asymptotics of det [I + γS ]
analyzed in [7] and [4].
As observed in [33], x ddx log det
[
I + γS
]
satisfies the fifth Painlevé equation. The authors
of [33] used this property to obtain an asymptotic expansion of log det [I + γS ]. This fact was
also exploited by the authors of [42] in order to derive the first few terms in the sub-leading
asymptotics of the latter quantity. Their result reads
x
d
dx log det[I + γS ] = −4ixν0 − 2ν
2
0 − i
ν30
x
+ i
ν20
4x

(
Γ (−ν0)
Γ (ν0)
)2
(4x)4ν0 e4ix −
(
Γ (−ν0)
Γ (ν0)
)2
e−4ix
(4x)4ν0
 , (2.24)
with ν0 given in (2.23) and q = 2. It is straightforward to see that in such a limit N1 = iν30 and
O1 →
ν20
(2q)2
e2iqx (2qx)4ν0
(
Γ (−ν0)
Γ (ν0)
)2
+
e−2iqx
(2qx)4ν0
(
Γ (ν0)
Γ (−ν0)
)2 , (2.25)
which reproduces the oscillating terms (2.24) after setting q = 2 and taking the q derivative.
3 The initial Riemann–Hilbert problem
The GSK (1.6) belongs to a special algebra of integral operators, the so-called integrable integral
operators. This algebra was first singled out in [30] and then studied more thoroughly in [13].
It is well known that many properties of these integrable operators can be obtained from the
solution of a certain RHP.
In this section, we formulate our problem in terms of a RHP that we then asymptotically
solve.
3.1 Notations
An important property of completely integrable integral operators is that their resolvent still lies
in the same algebra. However, before presenting the formula for the resolvent we introduce
some quite useful vector notations. Namely, let
| ER (λ) 〉 = γ
√
F (λ)
2iπ
(
e+ (λ)
e− (λ)
)
, 〈 EL (λ) | =
√
F (λ)
(
−e− (λ) , e+ (λ)
)
, (3.1)
so that the kernel V has a simple expression in terms of | ER (λ) 〉 and 〈 EL (λ) |:
V (λ, µ) = 〈E
L (λ) | ER (µ)〉
λ − µ . (3.2)
Observe that
〈EL (λ) | ER (λ)〉 = 0, (3.3)
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and, hence, the kernel V is not singular at λ = µ .
Let | FR (λ) 〉 be the solution to the integral equation:
| FR (µ) 〉 +
q∫
−q
V (λ, µ) | FR (λ) 〉dλ = | ER (µ) 〉 , (3.4)
and 〈 FL (λ) | be the solution to the corresponding dual equation. It is convenient to write
| FR (λ) 〉 as well as its dual 〈 FL (λ) | in a form similar to | ER (λ) 〉 and 〈 EL (λ) |:
| FR (λ) 〉 = γ
√
F (λ)
2iπ
( f+ (λ)
f− (λ)
)
, 〈 FL (λ) | =
√
F (λ)
(
− f− (λ) , f+ (λ)
)
. (3.5)
Then the resolvent of the kernel V defined by I − R = (I + V)−1 reads:
R(λ, µ) = 〈F
L (λ) | FR (µ)〉
λ − µ =
γ
√
F(λ)F(µ)
2iπ (λ − µ)
[ f+(λ) f−(µ) − f+(µ) f−(λ)] . (3.6)
3.2 The Riemann–Hilbert problem associated to the GSK
Proposition 3.1. Let V be the GSK (1.6) understood as acting on L2 ([−q ; q ]), and such that
det [I + V] , 0. Then, there exists a 2 × 2 matrix χ (λ) such that
| FR (λ) 〉 = χ (λ) | ER (λ) 〉, 〈 FL (λ) | = 〈 EL (λ) |χ−1 (λ) . (3.7)
The matrix χ (λ) is the unique solution of the RHP:
• χ is analytic on C \ [−q ; q ] ;
• χ(λ) = O
(
1 1
1 1
)
log
∣∣∣λ2 − q2∣∣∣ for λ→ ±q;
• χ(λ) →
λ→∞
I2 =
(
1 0
0 1
)
;
• χ+ (λ) Gχ (λ) = χ− (λ) for λ ∈ ]−q ; q [ .
The jump matrix Gχ for this RHP reads
Gχ (λ) =
(
1 − γF (λ) γF (λ) e2+ (λ)
−γF (λ) e2− (λ) 1 + γF (λ)
)
= I + 2iπ| ER (λ) 〉〈 EL (λ) | . (3.8)
Finally, χ and its inverse can be expressed in terms of | FR (λ) 〉 and of its dual 〈 FL (λ) |:
χ(λ) = I2 −
q∫
−q
| FR(µ) 〉〈 EL(µ) |
µ − λ dµ, χ
−1(λ) = I2 +
q∫
−q
| ER(µ) 〉〈 FL(µ) |
µ − λ dµ. (3.9)
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Figure 1: Original contour for the RHP.
We emphasize that the big O symbol, O
(
1 1
1 1
)
, is to be understood entrywise. Moreover,
χ± (µ) stands for the non-tangential limit of χ (λ) when λ approaches a point µ belonging to the
jump curve from the left, resp. right, side of the contour (see Fig. 1).
Proof — The unicity of the solution to this RHP is proved along the same line as in [39]. The
proof of existence of the solution is based on the equivalence between RHP and singular integral
equations which, in the case of the above RHP, implies
χ (λ) = I2 +
q∫
−q
dµ
λ − µχ+ (µ) | E
R (µ) 〉〈 EL (µ) | , λ ∈ C \ [−q ; q ] . (3.10)
The solution to this equation can be expressed in terms of the resolvent kernel I − R of I + V
χ (λ) = I2 +
q∫
−q
dµ
λ − µ
{
| ER 〉. (I − R)
}
(µ) 〈 EL (µ) | . (3.11)
In its turn, the resolvent kernel exists as det [I + V] , 0. Moreover, the explicit construction
of the resolvent through a Fredholm series shows that (λ, µ) 7→ R (λ, µ) is analytic in U × U.
Hence, so is | FR (µ) 〉 =
[
| ER 〉. (I − R)
]
(µ). The estimate |χ| = O
(
log
∣∣∣λ2 − q2∣∣∣) , λ → ±q
follows from the integral representation (3.11) supplemented with the fact that both 〈 EL | and
| FR 〉 are smooth on [−q ; q ].
Applying (3.9) to |ER(λ)〉 and 〈EL(λ)| we obtain the equations (3.7). Hereby one can easily
check that due to the orthogonality condition (3.3) the transform (3.7) is continuous across
[−q, q]. 
It is also possible to express logarithmic derivatives of det [I + V] either in terms of the
resolvent R of I + V or in terms of χ. Indeed, we have the
Lemma 3.1. The derivative of log det [I + V] with respect to x is related to the following trace
involving the matrix χ
∂x log det [I + V] =
∮
Γ([−q ;q ])
dλ
4π
p(λ) tr
[
∂λχ (λ)σ3χ−1 (λ)
]
, (3.12)
with σ3 =
(
1 0
0 −1
)
and Γ ([−q ; q ]) defined as in (2.21), whereas its derivatives with respect to
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γ and q are expressed in terms of the resolvent as
∂γ log det [I + V] =
q∫
−q
dλ
γ
R (λ, λ) , ∂q log det [I + V] = R (q, q) + R (−q,−q) . (3.13)
Proof — The last two equations are easily proved by the multiple integral series expansion of
log det [I + V]. We shall only focus on the equation relating the x derivative of log det [I + V]
to χ. Clearly
∂x log det [I + V] =
q∫
−q
[∂xV. (I − R)] (λ, λ) dλ , (3.14)
with
∂xV (λ, µ) = −
∮
Γ([−q ;q ])
dz
4π
p (z)
(z − λ) (z − µ)〈 E
L (λ) |σ3| ER (µ) 〉. (3.15)
So that, using the representation (3.6) of the resolvent R in terms of 〈 FL | and | FR 〉 and the fact
that 〈 FL(µ) |σ3 | FR(λ) 〉 = tr
[
σ3| FR(λ) 〉〈 FL(µ) |
]
, we get
∂x log det [I + V] = −
∮
Γ([−q ;q ])
dz
4π
p (z)
q∫
−q
dλ 〈 E
L (λ) |σ3| ER (λ) 〉
(z − λ)2
+ tr

∮
Γ([−q ;q ])
dz
4π
p (z)
q∫
−q
dλdµ | FR (λ) 〉〈 EL (λ) |
×
(
1
λ − z −
1
λ − µ
)
σ3
| ER (µ) 〉〈 FL (µ) |
(µ − z)2
 . (3.16)
Using the integral expressions (3.9) for χ and χ−1, we obtain
∂x log det [I + V] = −
∮
Γ([−q ;q ])
dz
4π
p (z)
q∫
−q
dλ 〈 E
L (λ) |σ3| ER (λ) 〉
(z − λ)2
+ tr

∮
Γ([−q ;q ])
dz
4π
p(z)
q∫
−q
dµ (χ(µ) − χ(z))σ3 | E
R(µ) 〉〈 FL(µ) |
(µ − z)2

=
∮
Γ([−q ;q ])
dz
4π
p (z) tr
{
∂zχ (z)σ3χ−1 (z)
}
, (3.17)
where we used (3.7). 
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It is worth noticing that formula (3.12) is particularly effective when p is a rational function
as then the contour of integration can be deformed to the poles of p (including the pole at ∞).
The integrals can be then easily calculated. In particular, in the case p (λ) = λ, we have the
following result:
Corollary 3.1. Let χ1 be the first non-trivial coefficient of the expansion of χ around ∞, i.e.
χ (λ) = I2 +
χ1
λ
+ o
(
1
λ
)
. (3.18)
Then
∂x log det [I + V] |p=id= − i2tr {χ1σ3} . (3.19)
Proof — −tr (σ3χ1) is the residue of the pole at infinity of λ 7→ λ tr
{
∂λχ(λ)σ3χ−1(λ)
}
. 
In this way, we recover one of the formulae derived for the sine kernel [13], but also for
more general kernels as in [27, 28, 31]. We emphasize that (3.19) is valid not only for the sine
kernel as it was originally derived, but also for the generalised sine kernel with p = id.
4 Transformations of the original RHP
In this section we perform several transformations on the RHP for χ so as to implement Deift–
Zhou’s steepest descent method [14]. The first substitution maps the RHP for the matrix χ into
a RHP for a matrix Ξ whose jump matrix has 1 on its lower diagonal entry. This jump matrix is
then easily factorized into upper/lower triangular matrices. This factorization allows us to define
another RHP for an unknown matrix Υ whose jump matrices are already exponentially close to
identity uniformly away from the endpoints ±q. It remains to construct the parametrices at q
and −q. These parametrices enable us to define a matrix Π satisfying a RHP with jump matrices
uniformly I2 + o (1) when x → +∞.
4.1 The first step χ→ Ξ
Let
α (λ) = exp

q∫
−q
ν (µ)
µ − λ dµ
 = κ (λ)
(
λ − q
λ + q
)ν(λ)
. (4.1)
Then clearly, α (λ) solves the scalar RHP
α− (λ) = α+ (λ) (1 + γF (λ)), λ ∈ [−q ; q ] , α(λ) → 1 at λ → ∞ . (4.2)
The functions κ (λ) and ν (λ) were already introduced in (2.2) and (2.1). In the following, we
shall also use another representation for the function α(λ) :
α (λ) = κp(λ)
[ p(λ) − p+
p(λ) − p−
]ν(λ)
, (4.3)
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where κp is defined as
log κp(λ; q) ≡ log κp(λ) =
q∫
−q
(
ν (λ) p
′ (µ)
p (λ) − p (µ) −
ν (µ)
λ − µ
)
dµ . (4.4)
We specify that we chose the principal branch of the logarithm, i.e. arg ∈ ]−π ; π [. Due to our
assumptions on γ, F and p, Morera’s theorem implies that the functions ν, log κ and log κp are
holomorphic on U . Moreover we have |ℜ(ν (λ))| < 1/2, ∀λ ∈ U. Indeed
ν (λ) = i
2π
log |1 + γF (λ)| − 1
2π
arg (1 + γF (λ)) , (4.5)
and we have assumed that arg (1 + γF) ∈ ]−π ; π [.
We use the function α to transform the RHP for χ. Let us define the matrix Ξ (λ) according
to
Ξ (λ) = χ (λ)
(
α (λ) 0
0 α−1 (λ)
)
. (4.6)
This new matrix Ξ (λ) satisfies the following RHP:
• Ξ is analytic on C \ [−q ; q ];
• |Ξ(λ)| = O
(
1 1
1 1
) ∣∣∣λ2 − q2∣∣∣±σ3ℜ(ν±) log ∣∣∣λ2 − q2∣∣∣ for λ → ±q ;
• Ξ(λ) →
λ→∞
I2 ;
• Ξ+(λ) GΞ(λ) = Ξ−(λ) for λ ∈ [−q ; q ] .
Here the new jump matrix GΞ reads
GΞ (λ) =
(
1 + P(λ)Q(λ) P(λ)eixp(λ)
Q(λ)e−ixp(λ) 1
)
, (4.7)
and
P(λ) = γF(λ)
1 + γF(λ) α
−2
+ (λ) eg(λ) = −2ieiπν(λ)
sin πν(λ)
α2+ (λ)
eg(λ), (4.8)
Q(λ) = − γF(λ)
1 + γF(λ) α
2
−(λ) e−g(λ) = 2ieiπν(λ)
sin πν(λ)
eg(λ)
α2− (λ) . (4.9)
The solution of this RHP for Ξ exists as it can be constructed from χ. Moreover it is unique
as seen by arguments similar to those providing uniqueness of the solution to the RHP for χ.
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4.2 The second step Ξ→ Υ
As already mentioned, the jump matrix GΞ admits an explicit factorization into a product of
upper and lower triangular matrices:
GΞ = M+ M− . (4.10)
The matrices M± are given by
M+ (λ) =
(
1 P (λ) eixp(λ)
0 1
)
, M− (λ) =
(
1 0
Q (λ) e−ixp(λ) 1
)
, (4.11)
and can be continued to U ∩H+, resp. U ∩H−, where we recall that H± is the upper/lower half
plane and U is the domain of holomorphy of all the functions appearing in the RHP. Then we
draw two new contours Γ± in p (U) and define a new matrix Υ(λ) according to Fig. 2.
−q
b qb
Γ−
Γ+
Υ = Ξ
Υ = ΞM+
Υ = ΞM−1−
.
p−1
b b
p− p+
p (HI)
p (HII)
p (HIII)
HI
HII
HIII
Figure 2: Contours Γ+ and Γ− associated with the RHP for Υ.
As readily checked, Υ (λ) is continuous across ]−q ; q [ and thus holomorphic in the interior
of Γ+∪Γ−. We have thus removed the cut along [−q ; q ] and replaced it with cuts along Γ+∪Γ−.
The matrix Υ solves the following RHP:
• Υ is analytic in C \ Γ+ ∪ Γ− ;
• Υ(λ) = O
(
1 1
1 1
) (|λ ∓ q|±ℜ(ν±) |λ ∓ q|∓ℜ(ν±)
0 |λ ∓ q|∓ℜ(ν±)
)
log |λ ∓ q| , λ −→
λ∈HI
±q;
• Υ(λ) = O
(
1 1
1 1
) (|λ ∓ q|±ℜ(ν±) 0
|λ ∓ q|±ℜ(ν±) |λ ∓ q|∓ℜ(ν±)
)
log |λ ∓ q| , λ −→
λ∈HII
±q;
• Υ(λ) = O
(
1 1
1 1
)
|λ ∓ q|±σ3ℜ(ν±) log |λ ∓ q| , λ −→
λ∈HIII
±q;
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• Υ(λ) →
λ→∞
I2;
•
{
Υ+ (λ) M+ (λ) = Υ− (λ) for λ ∈ Γ+ ,
Υ+ (λ) M−1− (λ) = Υ− (λ) for λ ∈ Γ− ,
where the domains HI , HII , HIII are shown on the Figure 2.
Clearly, the solution of the RHP for Υ exists and is unique. Hence, the matrices Υ and χ are
in a one to one correspondence.
Note that, except in some vicinities of q and −q, the jump matrices M+ and M−1− for Υ are
exponentially close to the identity matrix. Therefore, to study the asymptotic solution of the
RHP, it is enough to study the local problems in the vicinities of q and −q.
4.3 Parametrix around −q
We first present the parametrix P on a small disk D−q,δ ⊂ U of radius δ and centered at −q, that
is an exact solution of the RHP:
• P is analytic on D−q,δ \ {Γ+ ∪ Γ−} ;
• P(λ) = O
(
1 1
1 1
) ( |λ + q|−ℜ(ν−) |λ + q|ℜ(ν−)
0 |λ + q|ℜ(ν−)
)
log |λ + q| , λ −→
λ∈HI
−q ;
• P(λ) = O
(
1 1
1 1
) ( |λ + q|−ℜ(ν−) 0
|λ + q|−ℜ(ν−) |λ + q|ℜ(ν−)
)
log |λ + q| , λ −→
λ∈HII
−q ;
• P(λ) = O
(
1 1
1 1
)
|λ + q|−σ3ℜ(ν−) log |λ + q| , λ −→
λ∈HIII
−q ;
• P(λ) = I2 + O
(
1
x1−ε
)
, uniformly for λ ∈ ∂D−q,δ,
•
{ P+ (λ) M+ (λ) = P− (λ) for λ ∈ Γ+ ∩ D−q,δ,
P+ (λ) M−1− (λ) = P− (λ) for λ ∈ Γ− ∩ D−q,δ.
Here ε = 2sup
∂D−q,δ
∣∣∣ℜ(ν)∣∣∣ < 1. The canonically oriented contour ∂D−q,δ is depicted in Fig. 3.
The RHP for P admits a class of solutions. Each element of this class is related to another
one through a left multiplication by a holomorphic matrix that is uniformly I2 + O
(
1/x1−ε
)
on
∂D−q,δ. In order to construct the solution P to this problem, we first focus on the simpler case
where the functions F, g and κp are constant. Then the solution to the RHP for Pconst can be
obtained by the differential equation method [26, 11, 12]. This leads to the solution
Pconst (λ) = Ψ (λ) L (λ)
[
ζ−q
]−νσ3
e
iπν
2 . (4.12)
Here ζ−q = x (p (λ) − p−), ν = i log (1 + γF) /2π,
Ψ (λ) =
 Ψ
(
−ν, 1;−iζ−q
)
ib12 Ψ
(
1 + ν, 1; iζ−q
)
−ib21 Ψ
(
1 − ν, 1;−iζ−q
)
Ψ
(
ν, 1; iζ−q
)  , (4.13)
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−qb
Γ+
Γ−
ℜ(λ)
ℑ(λ)
Figure 3: Contours in the RHP for P.
and finally
b12 (λ) = −i sin [πν]Γ
2 (1 + ν)
πκ2p
[
x (p+ − p (λ))]2ν eixp−+g, (4.14)
b21 (λ) = −i
πκ2p
[
x (p+ − p (λ))]2ν
sin [πν]Γ2 (ν) e
−ixp−−g . (4.15)
Ψ (a, c; z) denotes Tricomi confluent hypergeometric function (CHF) of the second kind (see
Appendix A). It solves the differential equation
zy′′ + (c − z) y′ − ay = 0 . (4.16)
Recall that Ψ has a cut along R−. Note that this choice for the cut of Ψ implies the use of the
principal branch of the logarithm: −π < arg (z) < π. The expression for the piecewise constant
matrix L depends on the region of the complex plane. Namely,
L (λ) =

I2 −π/2 < arg [p (λ) − p−] < π/2,(
1 0
0 e−2iπν
)
π/2 < arg
[
p (λ) − p−] < π,
(
e−2iπν 0
0 1
)
−π < arg [p (λ) − p−] < −π/2.
(4.17)
The reader can check using the monodromy properties of Tricomi CHF (A.4) and (A.5) that
the jump condition for constant functions F and g are satisfied by the matrix Pconst . Moreover
the asymptotic expansion for Ψ (a, c; z) at z → ∞ allows one to check that Pconst has the correct
behaviour at infinity. We remind that this parametrix also appeared recently in the work [32].
In order to extend this result to the case of arbitrary holomorphic functions F (λ), g (λ) and
κp (λ), it is enough to add the λ dependency in all places where these functions appear. One
ends up with the following solution to the RHP for P :
P (λ) = Ψ (λ) L (λ)
[
ζ−q
]−ν(λ)σ3
e
iπν(λ)
2 . (4.18)
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Here ζ−q = x (p (λ) − p−),
Ψ (λ) =
 Ψ
(
−ν (λ) , 1;−iζ−q
)
ib12(λ)Ψ
(
1 + ν (λ) , 1; iζ−q
)
−ib21(λ)Ψ
(
1 − ν (λ) , 1;−iζ−q
)
Ψ
(
ν (λ) , 1; iζ−q
)  , (4.19)
with
b12 (λ) = −i sin [πν (λ)]Γ
2 (1 + ν (λ))
πκ2p (λ)
[
x (p+ − p (λ))]2ν(λ) eg(λ)+ixp− = −iν (λ) u (λ; x) , (4.20)
b21 (λ) = −i
πκ2p (λ)
[
x (p+ − p (λ))]2ν(λ)
sin [πν (λ)]Γ2 (ν (λ)) e
−ixp−−g(λ) = −i ν (λ)
u (λ; x) , (4.21)
and finally
u (λ; x) = Γ (1 + ν (λ))
Γ (1 − ν (λ))
{
κp(λ) xν(λ) [p+ − p (λ)]ν(λ)}−2 eixp−+g(λ). (4.22)
In the above formulae we have explicitly stressed the dependence of the functions b12, b21
and ν on λ. Finally, the matrix L (λ) is given by (4.17) with ν replaced by the function ν (λ).
This construction originates from the observation that the replacements F 7→ F (λ), g 7→
g (λ) and κp 7→ κp (λ) preserve the jump conditions as the latter hold pointwise. Of course,
once the parametrix P is guessed it is not a problem to check directly that it solves the RHP
in question. The asymptotic behaviour is inferred from (A.6), whereas the jump conditions can
be verified thanks to (A.4) and (A.5). Furthermore, due to the definition of the matrix L, the
solution is continuous across the line arg [p (λ) − p−] = π and thus analytic in the whole domain{
λ ∈ C;ℜ [p (λ) − p−] < 0}.
4.4 Parametrix around q
The RHP for the parametrix P˜ around q reads
• P˜ is analytic on Dq,δ \ {Γ+ ∪ Γ−} ;
• P˜(λ) = O
(
1 1
1 1
) ( |λ − q|+ℜ(ν+) |λ − q|−ℜ(ν+)
0 |λ − q|−ℜ(ν+)
)
log |λ − q| , λ −→
λ∈HI
q ;
• P˜(λ) = O
(
1 1
1 1
) ( |λ − q|+ℜ(ν+) 0
|λ − q|+ℜ(ν+) |λ − q|−ℜ(ν+)
)
log |λ − q| , λ −→
λ∈HII
q ;
• P˜(λ) = O
(
1 1
1 1
)
|λ − q|σ3ℜ(ν+) log |λ − q| , λ −→
λ∈HIII
q ;
• P˜(λ) = I2 + O
(
1
x1−ε˜
)
uniformly for λ ∈ ∂Dq,δ;
•
{ P˜+ (λ) M+ (λ) = P˜− (λ) for λ ∈ Γ+ ∩ Dq,δ,
P˜+ (λ) M−1− (λ) = P˜− (λ) for λ ∈ Γ− ∩ Dq,δ.
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Γ+
Γ−
ℜ(λ)
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Figure 4: Contours in the RHP for P˜.
and ε˜ = 2 sup∂Dq,δ
∣∣∣ℜ(ν)∣∣∣ < 1 . The solution of the RHP for the parametrix P˜ around q can be
formally obtained from the one at −q through the transformation q → −q and ν → −ν on the
solution to the RHP for P. Indeed, the two RHP are identical modulo this negation.
Just as for the parametrix around −q, we focus on the solution
P˜ (λ) = Ψ˜ (λ) L˜ (λ) ζν(λ)σ3q e−
iπν(λ)
2 , (4.23)
where ζq = x
[
p (λ) − p+], and
Ψ˜ (λ) =
 Ψ
(
ν (λ) , 1;−iζq
)
i˜b12 (λ)Ψ
(
1 − ν (λ) , 1; iζq
)
−i˜b21 (λ)Ψ
(
1 + ν (λ) , 1;−iζq
)
Ψ
(
−ν (λ) , 1; iζq
)  . (4.24)
Here
˜b12(λ) = isin[πν(λ)]Γ
2(1 − ν(λ))
πκ2p(λ)
[x(p(λ) − p−)]2ν(λ)eg(λ)+ixp+ = iν(λ)u˜(λ; x),
˜b21(λ) = i
πκ2p(λ) e−g(λ)−ixp+
sin[πν(λ)]Γ2(−ν(λ)) [x(p(λ) − p−)]2ν(λ)
= i
ν(λ)
u˜(λ; x) ,
and
u˜ (λ; x) = Γ (1 − ν (λ))
Γ (1 + ν (λ))
 xν(λ)
[
p (λ) − p−]ν(λ)
κp(λ)

2
eixp++g(λ). (4.25)
Just as for the parametrix around −q, the matrix ˜L (λ) depends on the quadrant of the complex
plane:
˜L (λ) =

I2 −π/2 < arg
[
p (λ) − p+] < π/2,(
1 0
0 e2iπν(λ)
)
π/2 < arg
[
p (λ) − p+] < π,
(
e2iπν(λ) 0
0 1
)
−π < arg [p (λ) − p+] < −π/2.
(4.26)
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4.5 The last transformation Υ→ Π
Let
Π (λ) =

Υ(λ)P˜−1(λ) for λ ∈ Dq,δ,
Υ(λ)P−1(λ) for λ ∈ D−q,δ,
Υ(λ) for λ ∈ C \
{
Dq,δ ∪ D−q,δ
}
.
(4.27)
Introduce the curve C = {Γ+ ∪ Γ−}∩
{
Dq,δ ∪ D−q,δ
}
. ThenΠ is continuous across C \{q,−q}.
Since Π is holomorphic in a vicinity of C , we have that Π is holomorphic in Dq,δ ∪ D−q,δ \
{q,−q}. This, in turn, due to the estimates for P, P˜ and Υ around the points ±q, ensures that
the singularities at these points are of a removable type. Hence Π is holomorphic on the disks
Dq,δ ∪ D−q,δ. Finally, we see that Π satisfies the following RHP:
• Π is analytic in C \ ΣΠ (cf Fig. 5) ;
• Π (λ) = I2 + O (1/λ) for λ→ ∞;
•

Π+ (λ) M+ (λ) = Π− (λ) for λ ∈ Γ′+,
Π+ (λ) M−1− (λ) = Π− (λ) for λ ∈ Γ′−,
Π+ (λ)P (λ) = Π− (λ) for λ ∈ ∂D−q,δ,
Π+ (λ) P˜ (λ) = Π− (λ) for λ ∈ ∂Dq,δ.
The solution to the RHP for Π, exits and is unique as seen by standard arguments.
b−q b q
Γ′+
Γ′−
ΣΠ = Γ
′
− ∪ Γ′+ ∪ ∂D−q,δ ∪ ∂Dq,δ
Figure 5: Contour ΣΠ appearing in the RHP for Π.
The jump matrices for Π are uniformly exponentially close to I2 in x on Γ′− ∪ Γ′+ and uni-
formly I2 + O
(
xε−1
)
on ∂Dq,δ ∪ ∂D−q,δ, with ε = 2 sup∂Dq,δ∪ ∂D−q,δ
∣∣∣ℜ(ν)∣∣∣. As a consequence, I2
is the unique solution of the RHP, up to uniformly O
(
xε−1
)
corrections. In addition, using the
equivalence between singular integral equations and RHP, the asymptotic expansion of Π can
be obtained by a Neumann series. This will be done in the upcoming section.
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5 Asymptotic solution of the RHP
In this Section we asymptotically solve the above RHP for Π.
We derive an asymptotic expansion into negative powers of x for the jump matrices for Π,
and use it to prove the existence of an asymptotic series for Π. The corresponding asymptotic
series for χ follows readily. One can finally infer the asymptotic behaviour of the resolvent of
the GSK up to any order in 1/x.
5.1 Asymptotics of the jump matrices
Denote the jump matrices forΠ by I2+∆ (λ). Then the matrix ∆ (λ) has the asymptotic expansion
in the limit x → +∞:
∆ (λ) =
M∑
m=1
∆(m) (λ; x)
xm
+ o
(
x−M−1+ε
)
, (5.1)
with ε = 2 sup∂Dq,δ∪ ∂D−q,δ
∣∣∣ℜ(ν)∣∣∣.
The explicit form of the matrices ∆(n) (λ; x) depends on the position of λ in the contour
ΣΠ: they vanish to any order in 1/x on Γ′+ ∪ Γ′−, whereas the asymptotic expansion for ∆ on
∂Dq,δ ∪ D−q,δ follows promptly from the asymptotic expansion of Tricomi CHF (A.6). More
explicitly, for any n ∈ N∗,
∆(n) (λ; x) =

∆
(n)
(−) (λ; x)[
p (λ) − p−]n for λ ∈ ∂D−q,δ,
∆
(n)
(+) (λ; x)[
p (λ) − p+]n for λ ∈ ∂Dq,δ,
0 for λ ∈ Γ′+ ∪ Γ′−.
(5.2)
We have separated the jump matrices into their pole parts [p (λ) − p±]−n and regular parts ∆(n)(−)
and ∆(n)(+) , with
∆(n)(−) (λ; x) =
in
n!
 1 −
n u(λ; x)
ν(λ)
n
ν(λ)u(λ; x) 1

((−1)n (−ν(λ))2n 0
0 (ν(λ))2n
)
(5.3)
for λ ∈ ∂D−q,δ, and
∆(n)(+) (λ; x) =
in
n!
 1
n u˜(λ; x)
ν(λ)
− n
ν(λ)u˜(λ; x) 1

((−1)n (ν(λ))2n 0
0 (−ν(λ))2n
)
(5.4)
for λ ∈ ∂Dq,δ . Here we use the standard notation (ν)n = Γ (ν + n) /Γ (ν) and u (λ; x), resp.
u˜ (λ; x), have been defined in (4.22), resp. (4.25). Thus, the matrices ∆(n) depend on x, but their
entries are a O(xε).
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5.2 Asymptotic expansion for Π
Using the equivalence between RHP and singular integral equations we can express Π in terms
of its boundary value from the “+” side of the contour ΣΠ
Π (λ) = I2 + 12iπ
∫
ΣΠ
Π+(s)∆(s) ds
λ − s . (5.5)
In its turn Π+(λ) belongs to L2 (ΣΠ) and fulfills the linear singular integral equation of Cauchy
type
Π+(z) = I2 +C+ΣΠ [Π+∆] (z) . (5.6)
Recall that the Cauchy operator on L2 (ΣΠ) is defined as
C+ΣΠ[g](z) = limt→z+ CΣΠ[g](t) and CΣΠ[g](t) =
1
2iπ
∫
ΣΠ
g(s) ds
t − s , t < ΣΠ . (5.7)
The notation t → z+ stands for the non-tangential limit of t approaching z from the ” + ” side of
the contour ΣΠ. Recall that the Cauchy operator is bounded: i.e. there exists a constant c2 such
that, for any function g ∈ L2 (ΣΠ), one has
∥∥∥∥C+ΣΠ [g]∥∥∥∥ ≤ c2 ‖g‖, where ‖.‖ is the canonical L2 (ΣΠ)
norm.
The matrix Π+ can be asymptotically approximated by the following series:
Proposition 5.1. Let Π(k)+ be defined recursively according to
Π
(k)
+ =
k∑
p=1
C+ΣΠ
[
Π
(k−p)
+ ∆
(p)] with Π(0)+ = I2. (5.8)
Then, for any integer M > 0, there exists a constant C(M) > 0 such that∥∥∥∥∥∥∥∥Π+ −
M−1∑
p=0
x−p Π(p)+
∥∥∥∥∥∥∥∥ ≤ C(M)xM(1−ε) . (5.9)
Proof — Let us prove this statement by induction on M. For M = 1 we have that
‖Π+ − I2‖ =
∥∥∥C+ΣΠ [(Π+ − I2)∆] +C+ΣΠ [∆]∥∥∥ ≤ c2 ‖Π+ − I2‖ ‖∆‖ + c2 ‖∆‖ . (5.10)
Therefore, for x large,
‖Π+ − I2‖ ≤ c2 ‖∆‖1 − c2 ‖∆‖ ≤
C(1)
x1−ε
. (5.11)
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Let us now suppose that the result holds up to M. Then,∥∥∥∥∥∥∥Π+ −
M∑
k=0
x−k Π(k)
+
∥∥∥∥∥∥∥ =
∥∥∥∥∥∥∥∥C+ΣΠ
Π+∆ − M∑
k=1
x−k
k∑
p=1
Π(k−p)
+
∆(p)

∥∥∥∥∥∥∥∥
=
∥∥∥∥∥∥∥∥C+ΣΠ
Π+
∆ − M∑
k=1
x−k∆(k)
 + M∑
p=1
Π+ − M−p∑
k=0
Π(k)
+
x−k
∆(p) x−p

∥∥∥∥∥∥∥∥
≤ c2 ‖Π+‖C∆M x−M−1+ε +
M∑
p=1
c2
∥∥∥∆(p)∥∥∥ x−p C(M − p) x(p−M−1)(1−ε)
≤ C(M + 1)
x(M+1)(1−ε)
, (5.12)
for some constants C∆M and C(M + 1). We used the fact that all ∆(p) are in L2 (ΣΠ) and that
‖Π+‖ is bounded in virtue of (5.11). 
Let us now extend this result for points λ being uniformly away from the contour ΣΠ. Define
the matrices
Π(0)(z) = I2, Π(p)(z) =
p∑
k=1
CΣΠ
[
Π
(p−k)
+ ∆
(k)] (z), p > 0, (5.13)
Π(z; M) =
M∑
p=0
x−p Π(p)(z), (5.14)
which are analytic away from ΣΠ. Then we have the following result:
Proposition 5.2. Let K be any compact subset of C \ ΣΠ. Then, ∀k ∈ N, ∀M ∈ N⋆,∣∣∣∂kλΠ (λ) − ∂kλΠ(λ; M − 1)∣∣∣ ≤ k! C(M) lgth(ΣΠ)d(K,ΣΠ)k+1xM(1−ε) , λ ∈ K. (5.15)
Here |.| denotes the usual max norm |Π| ≡ maxi, j
∣∣∣Πi, j∣∣∣, d(., .) is any distance on C and lgth(ΣΠ)
is the length of the curve ΣΠ.
Proof — Let k ∈ N, M ∈ N⋆, then∣∣∣∣∣∣∣∣∂kλΠ(λ) −
M−1∑
p=0
x−p ∂kλΠ
(p)(λ)
∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣∣
k!
2iπ
∫
ΣΠ
ds
(λ − s)k+1
Π+(s)∆(s) −
M−1∑
p=1
x−p
p∑
l=1
Π
(p−l)
+ (s)∆(l)(s)

∣∣∣∣∣∣∣∣∣
≤ k! C(M) lgth(ΣΠ)
xM(1−ε) dk+1 (K,ΣΠ)
due to (5.9). 
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5.3 The functions f± to the leading order
We now perform the transformations from Π back to χ.
The solution to the RHP of Proposition 3.1 reads
χ(λ) = Π(λ) χ(0)(λ) . (5.16)
We call χ(0) the zeroth order solution (i.e. obtained for Π = I2). In the vicinities of the endpoints
of [−q ; q ], χ(0) is given as
χ(0)(λ) =
 P(λ) M−1+ (λ)α(λ)−σ3 , λ ∈ D−q,δ ∩
{0 < arg[p(λ) − p−] < π/2} ,
P˜(λ) M−1+ (λ)α(λ)−σ3 , λ ∈ Dq,δ ∩
{
π/2 < arg[p(λ) − p+] < π} .
Similarly, on [−q ; q ], and uniformly away from the endpoints,
χ(0)(λ) = M−1+ (λ)α+(λ)−σ3 , λ ∈
]−q + δ ; q − δ [ .
In the ℑ (λ) = 0+ limit and for ℜ (λ) ∈ [−q ; q ],
M−1+ α
−σ3
+
(
e+ (λ)
e− (λ)
)
= (α+e−)−σ3
(
e2iπν
1
)
, (5.17)
so that, for λ ∈ ]−q + δ ; q + δ [ , f (0)+ (λ)f (0)− (λ)
 = eiπν(λ) [α−1+ (λ) e+ (λ) eiπν(λ)]σ3 ( 11
)
, (5.18)
where we have explicitly written all the dependence on λ.
When λ ∈ [−q ;−q + δ ], we should multiply the latter expression by P. Using the decom-
position (A.7) of Humbert CHF into a sum of two Tricomi CHF we get f (0)+ (λ)f (0)− (λ)
 = e iπν2 ( e+(λ)
κp (λ) ζνq
)σ3  Γ (1 + ν)Φ
(
−ν, 1;−iζ−q
)
Γ (1 − ν)Φ
(
ν, 1; iζ−q
)  , (5.19)
with ζq = x
[
p+ − p (λ)] and ζ−q = x [p (λ) − p−].
Analogously, for λ ∈ [ q − δ ; q ], f (0)+ (λ)f (0)− (λ)
 = e iπν2 (e+(λ)ζν−q
κp (λ)
)σ3  Γ (1 − ν)Φ
(
ν, 1; iζq
)
Γ (1 + ν)Φ
(
−ν, 1;−iζq
)  . (5.20)
Note that the piecewise expressions for the functions f (0)± (λ) are in fact analytic in a vicinity
of their respective domain of validity, although they have been obtained by taking the limit of λ
approaching a point in
[−q ; q ] from the upper half plane. More precisely, the formula (5.19)
holds on D−q,δ, (5.20) on Dq,δ, and (5.18) on the connected component of the interior of Σπ
containing [ δ − q ; q − δ ]. This observation follows from (3.3), but of course it can be checked
by a direct computation based on the expression for the matrix χ in the lower half plane.
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5.4 Integral bounds for the resolvent
We now introduce a function R(0) (λ, µ) and show that it is a good approximation of the resolvent
in the sense that
tr
(
R − R(0)
)
= O
(
xε−1
)
. (5.21)
Such estimates are necessary for the integration of the γ-derivative of log det [I + V].
Definition 5.1. Let Πτ (λ) denote the solution of the RHP given in Subsection 4.5 whose jumps
are on circles of radius τ and on the corresponding curves Γ′+ and Γ′−.
We can then write the solution of the RHP for χ as χ (λ) = Πτχ(0)τ . There χ(0)τ do not depend
explicitly on τ. The radius τ only determines which patch we should use for the definition of
the matrix χ(0)τ . Moreover the whole combination Πτχ(0)τ does not depend on the radius τ at all.
Hence, we can represent the exact resolvent as
R (λ, µ) = 〈 EL (λ) |
[
χ
(0)
τ (λ)
]−1 Π−1τ (λ)Πτ (µ)
λ − µ χ
(0)
τ (µ) | ER (µ) 〉 . (5.22)
There, without altering the value of R (λ, µ), we can chose different values of τ depending on
the point we consider. This is quite useful as we can take one value of the radius τ in order to
have estimates around ±q and another one to perform estimates in the bulk [ δ − q ; q − δ ]. This
will become clearer during the proof of the proposition below.
Definition 5.2. Let us fix δ, q > δ > 0 and define what we call the diagonal zeroth order
resolvent
R(0) (λ, λ) = γF (λ)
2iπ
(
∂λ f (0)+ (λ) f (0)− (λ) − ∂λ f (0)− (λ) f (0)+ (λ)
)
, (5.23)
where the functions f (0)± (λ) are given by (5.18) for λ ∈
[
δ − q ; q − δ ], (5.19) for λ ∈ [−q ; δ − q [
and (5.20) for λ ∈ ] q − δ ; q ]. Similarly, | FR;(0) (λ) 〉 and 〈 FL;(0) (λ) | are defined in terms of the
same functions f (0)± .
We stress that the radius τ previously introduced to build the exact solution Πτ(λ)χ(0)τ (λ)
and δ appearing in the definition are, a priori, unrelated.
Proposition 5.3. Let R (λ, µ) be the exact resolvent of the generalised sine kernel. Then
tr
(
R − R(0)
)
= O
(
xε−1
)
, (5.24)
where the O is uniform in γ ∈ D0,r.
Proof — According to the preceding observations we have, for λ ∈ [−q ;−q + δ [ ∪ ] q − δ ; q ],
R (λ, λ) = R(0) (λ, λ) + 〈 FL;(0) (λ) |Π2δ (λ) ∂λΠ2δ (λ) | FR;(0) (λ) 〉, (5.25)
and
R (λ, λ) = R(0) (λ, λ) + 〈 FL;(0) (λ) |Πδ/2 (λ) ∂λΠδ/2 (λ) | FR;(0) (λ) 〉, (5.26)
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for λ ∈ [ δ − q ; q − δ ]. The advantage of using two different matrices Π for the corrections
of R (λ, λ) with respect to the zeroth order resolvent R(0) (λ, λ) is that the corrections are always
analytic on the whole domain where they are considered. One does not need to take into account
that Πδ (λ) has a jump across λ = ± (q − δ). This might be problematic as, for instance, the
integral of ∂λΠ (λ) on [−q ; δ − q ] might be ill-defined. Moreover the uniform estimates that
we have derived for the matrix Π (λ) only hold uniformly away from the jump contour. As we
will only integrate the terms containing Π2δ on
[−q ; δ − q [ ∪ ] q − δ ; q ], we will be in this
situation. The same holds for the terms involving Πδ/2. However, we would not be able to
use the uniform estimates (5.2) for ∂λΠδ when integrating it on [−q ; δ − q ], as we would not
always be uniformly away from the boundary of the jump contour for Πδ.
With this way of understanding the corrections we have
tr
(
R − R(0)
)
=
( δ−q∫
−q
+
q∫
q−δ
)
dλ 〈 FL;(0) (λ) |Π2δ (λ) ∂λΠ2δ (λ) | FR;(0) (λ) 〉
+
q−δ∫
δ−q
dλ 〈 FL;(0) (λ) |Πδ/2 (λ) ∂λΠδ/2 (λ) | FR;(0) (λ) 〉. (5.27)
Let us start by the bulk part of integral, i.e. the part on
[
δ − q ; q − δ ]. From the explicit
form for f (0)± on
[
δ − q ; q − δ ] given in (5.18) we see that these functions are uniformly O (1).
Moreover, the uniform estimates for the matrices Πδ/2 (λ) for λ uniformly away from the jump
contour guarantee that
〈 FL;(0) (λ) |Πδ/2 (λ) ∂λΠδ/2 (λ) | FR;(0) (λ) 〉 = O
(
xε−1
)
, (5.28)
the O
(
xε−1
)
being uniform in γ, at least for γ small enough.
The situation at the boundaries is a little more complex. We only consider the right boundary
as the other case is treated similarly. We still have that Π2δ (λ) = I2 + O
(
xε−1
)
and ∂λΠ2δ (λ) =
O
(
xε−1
)
uniformly on
[
q − δ ; q ]. However the functions f (0)± (λ) are no longer uniformly a
O (1) on this interval. We should thus estimate the following integral
∑
σ,σ′=±
q∫
q−δ
f (0)σ (λ) f (0)σ′ (λ) Gσ,σ′ (λ) dλ (5.29)
with Gσ,σ′ (λ) = O
(
xε−1
)
being related to the entries of Πδ/2 (λ) ∂λΠδ/2 (λ). The situation being
similar for all the possible choices of σ and σ′, we explain the mechanism for (σ,σ′) = (+,+).
The asymptotics of Humbert CHF guarantees that
Φ (a, 1;±it) = c±|t|a (1 + o (1)) t → +∞ (5.30)
for some computable constants c± depending on a. These constants are continuous with respect
to a belonging to an open neighbourhood of ν ([ q − δ ; q ]), and so is the o (1) term. Hence, there
exist an a independent constant C such that∣∣∣∣(1 + |t|)ℜ(a) Φ (a, 1;±it)∣∣∣∣ ≤ C . (5.31)
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Indeed the latter function is continuous on R and has a finite limit at ∞. Moreover the constant
C can be chosen in such a way that the estimate holds for a belonging to some small vicinity of
ν
([
q − δ ; q ]). Hence, by explicitly extracting the xε−1 factor coming from G+,+ (λ) we get that,
for some constant C′,∣∣∣∣ f (0)+ (λ) f (0)+ (λ) G+,+ (λ)∣∣∣∣ ≤ C′xε−1ϕx (p (λ) − p+) , (5.32)
with ϕx (t) = x2ℜ(ν(λ)) (1 + x |t|)−2ℜ(ν(λ)). The function ϕx (t) fulfills
|ϕx (p (λ) − p+)| ≤ ˜C |p (λ) − p+|−2ℜ(ν(λ)) (5.33)
as, for any α ∈ R, t 7→ tα/ (1 + tα) is bounded. The latter function is integrable on [ q − δ ; q ]
(we consider the case
∣∣∣ℜ (ν)∣∣∣ < 1/2). Thus the integrals in (5.29) do eventually yield O (xε−1)
contributions. 
One can prove, in a very similar way, the estimates for the Hilbert–Schmidt norm of the
resolvent. Namely,
Proposition 5.4. Under the assumptions of the previous proposition,∥∥∥R − R(0)∥∥∥2 = O (xε−1) (5.34)
with ‖.‖2 being the Hilbert–Schmidt norm.
5.5 Asymptotic expansion of the resolvent
We now prove that the asymptotic expansion for Π can be used to obtain an asymptotics expan-
sion for the diagonal of the resolvent R(λ, λ). We derive point-wise bounds for the latter as this
quantity appears in the q-derivative of the Fredholm determinant:
∂q log det [I + V] = R (q, q) + R (−q,−q) . (5.35)
We need to estimate the error when we replace the exact resolvent R by the approximate one
R(0). The magnitude for the error term follows from the following result:
Proposition 5.5. Let χ(0) be the solution of the RHP for χ up to the leading order in x, that is to
say the one obtained from Π = I2 and corresponding to the contour ΣΠ with disks D±q,δ having
radius δ. Define the leading vectors 〈 FL;(0) | and | FR;(0) 〉 as
〈 FL;(0) (λ) | = 〈 EL (λ) |χ(0)(λ)−1, | FR;(0) (λ) 〉 = χ(0)(λ) | ER (λ) 〉 , (5.36)
and the leading order of the resolvent by
R(0) (λ, µ) = 〈F
L;(0) (λ) | FR;(0) (µ) 〉
λ − µ . (5.37)
Then
R (λ, λ) = R(0) (λ, λ) +
k∑
p=1
R(p) (λ, λ)
xp
+ O
(
xε
x(k+1)(1−ε)
)
, (5.38)
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for λ uniformly away from ΣΠ and belonging to [−q ; q ]. Here,
R(0) (λ, λ) = −〈FL;(0) (λ) | ∂λFR;(0) (λ)〉, (5.39)
R(p) (λ, λ) = −〈 FL;(0) (λ) | ˆΠ(p)(λ) | FR;(0) (λ) 〉, p > 0, (5.40)
in which
Π−1 (λ; k) ∂λΠ (λ; k) =
k∑
p=1
ˆΠ(p)(λ) x−p + O
(
1
x(k+1)(1−ε)
)
. (5.41)
Proof — Clearly,
R(λ, µ) = 〈F
L;(0)(λ) | FR;(0)(µ)〉
λ − µ + 〈 F
L;(0)(λ) |Π
−1(λ)Π(µ) − I2
λ − µ | F
R;(0)(µ) 〉,
→
λ→µ
−〈FL;(0)(λ) | ∂λFR;(0)(λ)〉 − 〈 FL;(0)(λ) |Π−1(λ) ∂λΠ(λ)| FR;(0)(µ) 〉.
The corrections to the leading order for the resolvent are given here by the second term.
The inversion operator on M2 (C): u 7→ u−1 is continuously differentiable around the iden-
tity I2. Thus there exists an open neighbourhood W of the identity matrix I2 and a constant
C > 0 such that, ∀ A, B ∈ W , one has
∥∥∥A−1 − B−1∥∥∥ ≤ C ‖A − B‖. Here ‖.‖ denotes any matrix
norm. The matrices Π (λ) and Π (λ; k) belong to W for x sufficiently large, as they both go to I2
in the x → +∞ limit for λ uniformly away from ΣΠ, and we get, from Proposition 5.2,∥∥∥Π−1 (λ) ∂λΠ (λ) − Π−1 (λ; k) ∂λΠ (λ; k)∥∥∥
≤ C ‖Π (λ) − Π (λ; k)‖ ‖∂λΠ (λ)‖
+C (‖Π (λ)‖ + ‖Π (λ) − Π (λ; k)‖) ‖∂λΠ (λ) − ∂λΠ (λ; k)‖
≤ C˜ (k)
x(k+1)(1−ε)
,
for some constant C˜(k). Thus, uniformly away from ΣΠ and on the real axis, one has∣∣∣〈 FL;(0)(λ) |Π−1(λ) ∂λΠ(λ) − Π−1(λ; k) ∂λΠ(λ; k)| FR;(0)(λ) 〉∣∣∣ = O ( xε
x(k+1)(1−ε)
)
. (5.42)
In the last equality, we used the fact that f (0)± are at most of order O(xε) on the real axis, as
follows from their behaviour around ±q. 
6 Leading asymptotic behaviour of log det [I + V]
In this Section, we prove the result of Theorem 2.1; that is to say, we compute the leading
asymptotic behaviour det[I + V](0) of det[I + V] up to o(1) corrections in the x → +∞ limit.
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More precisely, we show that
log det [I + V](0) = 2
q∫
−q
dλ ν(λ) log′[e−(λ)] +
∑
σ=±
log
G(1, νσ) κσνσ (σq; q)(2qp′σx)ν2σ

+
1
2
q∫
−q
dλ dµ ν
′(λ) ν(µ) − ν(λ) ν′(µ)
λ − µ . (6.1)
This result will be obtained by two different methods based on the integration of equations
(3.13). The first one, which uses the derivative of the Fredholm determinant over γ, is based
on the uniformness of the asymptotic expansion for the resolvent for γ small enough. It is
worth mentioning that this way is technically quite involved. The second method deals with the
derivative of the Fredholm determinant over q. Although we have not been able to provide a full
rigorous proof for it, we would like to draw the reader’s attention to this method as it is much
more direct and simple.
6.1 The leading asymptotics from the γ-derivative method
Due to Proposition 5.3, the proof of the leading asymptotics of the Fredholm determinant from
the first equation (3.13),
∂γ log det [I + V] =
q∫
−q
dλ
γ
R (λ, λ) , (6.2)
only necessitates the use of R(0) (λ, λ) defined in (5.37). Recall that R(0) (λ, λ) has different
leading asymptotics in the bulk
]−q ; q [ and near the boundary. Let δ > 0 be sufficiently small.
Then
R(0)(λ, λ)
γ
=

R(0)q (λ, λ) λ ∈
[
q − δ ; q ] ,
R(0)bk (λ, λ) λ ∈
[−q + δ ; q − δ ] ,
R(0)−q (λ, λ) λ ∈
[−q ;−q + δ ] , (6.3)
where
R(0)bk (λ, λ) =
F(λ)
2iπ (1 + γF(λ))
2∂λ log e+(λ) − 2∂λ log
κp(λ) ( p+ − p(λ)p(λ) − p−
)ν(λ)
 ,
R(0)−q (λ, λ) = −νϕ
(
ν; x
[
p − p−]) {2ν′ log x − 2∂λ [ν log (p+ − p) − 2∂λ log κp]
+ ν′
[
ψ (1 + ν) + ψ (1 − ν)] + g′} + ixνp′τ (ν; x [p − p−]) + νν′ρ (ν; x [p − p−]) ,
R(0)q (λ, λ) = −νϕ
(
ν; x
[
p+ − p
]) {
2ν′ log x − 2∂λ
[
ν log (p − p−) − 2∂λ log κp
]
+ ∂λν
[
ψ (1 + ν) + ψ (1 − ν)] + g′} + ixνp′τ (ν; x [p+ − p]) − νν′ρ (ν; x [p+ − p]) .
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Here ψ(z) = ddz log Γ(z) and we have introduced the shorthand notations
ϕ (ν; t) = Φ (−ν, 1;−it)Φ (ν, 1; it) ,
ρ (ν; t) = (∂1Φ) (ν, 1; it)Φ (−ν, 1;−it) + (∂1Φ) (−ν, 1;−it)Φ (ν, 1; it) ,
τ (ν; t) = −Φ (−ν, 1;−it)Φ (ν, 1; it) + (∂zΦ) (−ν, 1;−it)Φ (ν, 1; it)
+ Φ (−ν, 1;−it) (∂zΦ) (ν, 1; it) .
Moreover, in order to lighten the above expressions and similar ones in the following, we omit
the explicit dependence on the argument λ of the different functions involved (like ν, p, and
their derivatives ν′, p′, etc.).
We can now split the integration contour into three parts
q∫
−q
R(0) (λ, λ) dλ
γ
=
−q+δ∫
−q
dλ
γ
R(0)−q (λ, λ) +
q−δ∫
−q+δ
dλ
γ
R(0)bk (λ, λ) +
q∫
q−δ
dλ
γ
R(0)q (λ, λ) . (6.4)
The bulk integral is carried out straightforwardly. The integrals over the vicinities of the end-
points are more involved. Consider, for instance, the integration over [−q ;−q + δ ].
Using the asymptotic series for Humbert CHF Φ (A.9) and the equations (A.10), (A.11) we
get that
ϕ (a; t) − eiπa ,
ρ (a; t) + e
iπa
Γ (1 − a) Γ (1 + a)
{
2 log t − ψ (1 − a) − ψ (1 + a) − 4ia
1 + t
}
,
τ (a; t) + eiπa
(
1 − 2ia
1 + t
)
,
are uniformly Riemann integrable on R+ in the sense of the definition of Lemma B.1 (See
Appendix B). Using the integration Lemma B.1 as well as the estimates for the integrals of τ
and ϕ (A.10), (A.11), we find
−q+δ∫
−q
R(0) (λ, λ) dλ = −
−q+δ∫
−q
dλ eiπν
Γ (ν)Γ (1 − ν)
{
2ν′ log x − 2∂λ [ν log (p+ − p)]
+ν′ (ψ (ν) + ψ (−ν)) + g′}
+
−q+δ∫
−q
dλ eiπνν′
Γ (ν)Γ (1 − ν)
{
2 log [x (p − p−)] − ψ (−ν) − ψ (ν) + 4iν1 + x (p − p−)
}
+ ix
−q+δ∫
−q
dλ p′ν
{
2iν
x (p − p−) + 1 − 1
}
+
ν−eiπν−
Γ (1 − ν−)Γ (ν−) {2 − ψ (ν−) − ψ (−ν−)} + o (1) . (6.5)
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Here the o (1) is with respect to the successive limits xδ → +∞ and δ → 0. The two terms
proportional to log x compensate each other. The remaining part of the first three lines of (6.5)
is an O (δ) and can thus be dropped. The integral in the last two lines of (6.5) is evaluated thanks
to the second integration Lemma B.2 (see Appendix B). We get,
−q+δ∫
−q
R(0) (λ, λ) dλ = −i
−q+δ∫
−q
eiπνp′
Γ (ν) Γ (1 − ν)dλ
+
eiπν−ν−
Γ (ν−) Γ (1 − ν−)
{−2 log [x (p (δ − q) − p−)] + 2 − ψ (ν−) − ψ (−ν−)} + o (1) . (6.6)
The integration over
[
q − δ ; q ] can be treated similarly. The result reads
q∫
q−δ
R(0) (λ, λ) dλ = −i
q∫
q−δ
eiπνp′
Γ (ν)Γ (1 − ν)
+
ν+e
iπν+
Γ (ν+)Γ (1 − ν+)
{−2 log [x (p+ − p (q − δ))] + [2 − ψ (ν+) − ψ (−ν+)]} + o (1) . (6.7)
So that,
q∫
−q
R(0) (λ, λ) dλ =
q∫
−q
γF
2iπ (1 + γF)
[
ixp′ + g′ − 2∂λ log κp
]
dλ
+
q−δ∫
δ−q
ν log
(
p+ − p
p − p−
)
∂λ
{
γF
1 + γF
}
dλ
iπ
−
[
γνF
iπ (1 + γF) log
(
p+ − p
p − p−
)]q−δ
δ−q
+
γν−F−
2iπ (1 + γF−)
{
2 log [x (p (δ − q) − p−)] − 2 + ψ (ν−) + ψ (−ν−)}
+
γν+F+
2iπ (1 + γF+)
{
2 log [x (p (q − δ) − p+)] − 2 + ψ (ν+) + ψ (−ν+)} + o (1) , (6.8)
where we used e
iπν
Γ (ν) Γ (1 − ν) = −
γF
2iπ (1 + γF) . Using the integral representation for the Barnes
G-function (2.7), it is not a problem to see that
q∫
−q
R(0) (λ, λ) dλ
γ
= ∂γ

q∫
−q
ν ∂λ log e− dλ + log
G (1, ν+) G (1, ν−)[
x (p+ − p−)]ν2++ν2−


+ 2
q∫
−q
∂γν ∂λ log κp dλ − 2
q∫
−q
[
∂λ∂γν
]
ν log
(
p+ − p
p − p−
)
dλ . (6.9)
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Now we should recast the last line as a derivative with respect to γ. We have
2
q∫
−q
[
∂γν∂λ log κp −
[
∂λ∂γν
]
ν log
(
p+ − p
p − p−
)]
dλ
= ∂γ log
 κν+ (q; q)κν− (−q; q)
(
p+ − p−
2qp′+
)2ν2+ ( p+ − p−
2qp′−
)2ν2−
+
∑
σ=±
[
σ∂γνσ log κ (σq; q) − σνσ∂γ log κ (σq; q)
]
− 2
q∫
−q
[
∂γ∂λν
] [
log κ + ν log
(
q − λ
q + λ
)]
dλ . (6.10)
It remains to apply the identity
∂γ
q∫
−q
ν′ (λ) ν (µ) − ν′ (µ) ν (λ)
2 (λ − µ) dλ dµ = −2
q∫
−q
[
∂γ∂λν
] [
log κ + ν log
(
q − λ
q + λ
)]
dλ
+
∑
σ=±
[
σ∂γνσ log κ (σq; q) − σνσ∂γ log κ (σq; q)
]
. (6.11)
Indeed, we have for the r.h.s. of (6.11)
RHS =
q∫
−q
(
ν+∂γν − ν ∂γν+
q − λ +
ν−∂γν − ν∂γν−
q + λ
)
dλ
+
q∫
−q
ν (µ) ∂γ∂λν (λ)
{
1
λ − µ + i0 +
1
λ − µ − i0
}
dλ dµ
=
1
2
q∫
−q
∑
σ=±
(
νσ∂γν + ν∂γνσ
) { 1
q − σλ + i0 +
1
q − σλ − i0
}
dλ
+
q∫
−q
ν (µ) ∂γν (λ)
{
1
(λ − µ + i0)2 +
1
(λ − µ − i0)2
}
dλ dµ . (6.12)
There we have regularized all the integrands and then performed an integration by parts. On the
other hand, one has for the l.h.s. of (6.11)
LHS =
q∫
−q
[
∂γν (µ) ∂λν (λ) + ν (µ) ∂γ∂λν (λ)
] { 1
λ − µ + i0 +
1
λ − µ − i0
}
dλ dµ . (6.13)
Taking the last integral by parts we arrive at (6.12).
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Thus, the l.h.s. of (6.8) is presented as a derivative with respect to γ. Since the asymptotic
expansion is uniform in γ we can integrate this result from 0 to γ. As log det [I + V] |γ=0= 0 we
get the desired result.
6.2 The leading asymptotics from the q-derivative method
The method we use here is based on the second equation in (3.13),
∂q log det [I + V] = R (q, q) + R (−q,−q) . (6.14)
For the purpose of this sub-section, we assume that
∣∣∣ℜ (ν (λ))∣∣∣ < 1/4. Indeed we are then able to
use the pointwise estimates for the resolvent established in Proposition 5.5. Such a restriction on∣∣∣ℜ (ν (λ))∣∣∣ could be relaxed by much more refined estimates. Recall that one has for λ uniformly
away from the boundary ΣΠ corresponding to disks of radius δ,∣∣∣R (λ, λ) − R(0) (λ, λ)∣∣∣ ≤ C (q)
x1−2ε
≤ C (q)
x1−2e
, with e = 2sup
U
∣∣∣ℜν∣∣∣ , (6.15)
so that the q anti-derivative of R (q, q) + R (−q,−q) − R(0) (q, q) − R(0) (−q,−q) will be a o (1) in
the x → +∞ limit.
Equation (6.3) allows us to determine the value of
R(0) (λ, λ) = −〈FL;(0) (λ) | ∂λFR;(0) (λ)〉
=
γF(λ)
2iπ
f (0)+ (λ) f (0)− (λ)
{
∂λ log f+ − ∂λ log f−} (6.16)
at both endpoints q and −q.
Consider, for instance, R(0) (−q,−q). We have, for λ ∈ D−q,δ,
R(0) (λ, λ) = −ν(λ)Φ
(
−ν, 1;−iζ−q
)
Φ
(
ν, 1; iζ−q
) {
2∂λ log e+(λ)
− 2∂λ[ log κp(λ) + ν(λ) log ζq] + ν′(λ)[ψ (1 + ν) + ψ (1 − ν) ]
− ix p′(λ)
 (∂zΦ)
(
ν, 1; iζ−q
)
Φ
(
ν, 1; iζ−q
) + (∂zΦ) (−ν, 1;−iζ−q)
Φ
(
−ν, 1;−iζ−q
) 
−ν′(λ)
 (∂1Φ)
(
ν, 1; iζ−q
)
Φ
(
ν, 1; iζ−q
) + (∂1Φ) (−ν, 1;−iζ−q)
Φ
(
−ν, 1;−iζ−q
) 
 , (6.17)
where, so as to lighten the formula, we have omitted the argument λ of ν(λ) when ν appears
as an argument of another function (here ψ or Φ). The symbol ∂z stands for the derivative of
a CHF with respect to its variable, whereas ∂1 stands for the derivative with respect to its first
argument. Recall also that ζ−q = x
[
p (λ) − p−] and ζq = x [p+ − p (λ)].
It is remarkable that the last two terms involving derivatives of CHF vanish in the λ → −q
limit. The resulting expression can be further simplified thanks to the identities:
log κp(λ) = log κ(λ) + ν(λ)
{
log
( q − λ
p+ − p(λ)
)
− log
(
λ + q
p(λ) − p−
)}
, (6.18)
ν(λ) ν′(λ) [ψ(1 + ν) + ψ(1 − ν)] = ∂λ log G(1, ν) + 2ν(λ) ν′(λ), (6.19)
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Thus, we obtain
R(0) (−q,−q) = −2ν−[∂λ log e+(λ)]
λ=−q
+ 2ν′−ν− log x
+ 2ν′−ν− log(2qp′−) −
ν2−
q
+ ν2−
p′′−
p′−
− 2ν−ν′− + 2ν−
[
∂λ log κ(λ)]
λ=−q
, (6.20)
where we have used the notations (2.3), (2.4).
The final aim is to integrate (6.14) over the variable q. One should keep in mind that the
function κ(λ) ≡ κ(λ; q) is actually a function of the two parameters λ and q. Therefore, one
should replace partial λ derivatives at λ = ±q by total q derivatives thanks to
d
dq
[log κ(−q; q)] = −∂λ log κ(λ; q)
λ=−q
+ ∂q log κ(λ; q)
λ=−q
. (6.21)
Then R(0) (−q,−q) is almost a total q derivative:
R(0) (−q,−q) = −2ν−[∂λ log e+(λ)]
λ=−q
+
d
dq log
 G (1, ν−)(
2qp′−x
)ν2−

− 2ν− ddq
[log κ (−q; q)] + ν− (ν+ − ν−)q . (6.22)
Similar calculations based on the expressions (5.20) for f (0)± around q lead to
R(0) (q, q) = −2ν+[∂λ log e+(λ)]
λ=q
+
d
dq log
 G (1, ν+)(
2qp′+x
)ν2+

+ 2ν+
d
dq
[
log κ (q; q)] − ν+ (ν+ − ν−)q . (6.23)
Hence, we have
∂q log det [I + V] = 2
∑
σ=±
νσ
[
∂λ log e−(λ)]
λ=σq
+
d
dq log
 G (1, ν+) G (1, ν−)(
2qp′−x
)ν2− (2qp′+x)ν2+

+ 2
∑
σ=±
σνσ
d log κ(σq; q)
dq −
(ν+ − ν−)2
q
+ o (1) . (6.24)
It remains to express the last line as a total q-derivative thanks to Lemma B.3. After an
integration with respect to q of (6.24) we arrive to
log det [I + V] = 2
q∫
−q
dλ ν(λ) log′[e−(λ)] + log
 G(1, ν+) G(1, ν−) κν+ (q; q)(
2qp′+x
)ν2+ (2qp′−x)ν2− κν−(−q; q)

+
1
2
q∫
−q
dλdµ ν
′(λ) ν(µ) − ν(λ) ν′(µ)
λ − µ + C + o(1) , (6.25)
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where C is a q-independent integration constant still to be determined.
One can give arguments that this constant should be also γ-independent. Indeed, the asymp-
totic expansion of the Fredholm determinant, being a functional of the holomorphic function
γF(λ) in U, can depend on this function either in the integral form with integration over [−q; q],
or through the values of γF and of its derivatives at the ends of the integration contour −q and
q. In both cases the result should depend on q. Hence, the q-independent constant C can not
depend on γF(λ) and, thus, it is γ-independent. We can then fix the constant C by setting γ = 0
in the asymptotic formula. This yields C = 0. A rigourous proof of this equality within this
q-derivative method is however still missing. Indeed, although the above statement (about the
functional form of the asymptotic expansion of the Fredholm determinant) is clear in the case
of one-dimensional oscillatory integrals without saddle point, its generalisation to the needed
series of multiple oscillatory integrals would require additional work.
6.3 The first corrections to the leading asymptotics of the Fredholm determinant
We close this section by deriving the sub-leading corrections from the x-derivative (3.19) of
log det [I + V]. This will constitute the proof of Proposition 2.1.
In order to prove the claim of the Proposition 2.1, one has to derive the first two sub-leading
corrections for the matrix Π. As one might expect the computations are, by far, simpler that
those necessary to fix the constant. We also would like to point out that one can obtain the
sub-leading asymptotic of det [I + V] by the q-derivative method. However, the computations
are quite involved, so we omit the presentation of this method.
We derive the first term in the 1/x expansion of log det [I + V] thanks to (3.12):
∂x log det [I + V] =
∮
Γ([−q ;q ])
dλ
4π
p(λ) tr
[
∂λχ (λ)σ3χ−1 (λ)
]
, (6.26)
where we chose the contour Γ ([−q ; q ]) to lie outside of the contour ΣΠ but still in the region
of holomorphy for p. There the solution for the RHP for χ has a simple form:
χ (λ) = Π (λ) α−σ3 (λ) . (6.27)
In order to derive the first correction to the leading asymptotics, it is enough to consider the first
two terms in the asymptotic expansion for Π(λ):
Π (λ) = I2 + Π
(1) (λ)
x
+
Π(2) (λ)
x2
+ O
(
x3(ε−1)
)
. (6.28)
There, as follows from (5.15), the O is uniform on the whole contour Γ ([−q ; q ]). Thus
∂x log det [I + V] = −
∮
Γ([−q ;q ])
dλ
2π
p (λ) ∂λα (λ)
α (λ) +
1
x
∮
Γ([−q ;q ])
dλ
4π
p (λ) tr
[
σ3 ∂λΠ
(1) (λ)
]
+
1
x2
∮
Γ([−q ;q ])
dλ
4π
p(λ) tr
{
σ3
[
∂λΠ
(2)(λ) − Π(1)(λ)∂λΠ(1)(λ)
]}
+ O
(
x3(ε−1)
)
. (6.29)
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The first term in this expansion will yield the leading correction. Indeed,
−
∮
Γ([−q ;q ])
dλ
2π
p (λ) ∂λα (λ)
α (λ) =
∮
Γ([−q ;q ])
dλ
2π
p′ (λ) logα (λ) = −i
q∫
−q
dλ p′ (λ) ν (λ) . (6.30)
Here we shrunk the contour to [−q ; q ] and used the jump condition for α.
In order to evaluate the higher order corrections in (6.29) we need to derive the expressions
for the matrices Π(1) = CΣΠ
[
∆(1)
]
and Π(2) = CΣΠ
[
Π
(1)
+ ∆
(1) + ∆(2)
]
outside of ΣΠ. An elementary
computation of residues yields:
∂λΠ
(1) (λ) = −
∆
(1)
(+) (q; x)
(λ − q)2 p′+
−
∆
(1)
(−) (−q; x)
(λ + q)2 p′−
, (6.31)
as well as
∂λΠ
(2) (λ) − Π(1) (λ) ∂λΠ(1) (λ)
= −
∑
σ=±
(
∂λ∆
(2)
(σ)
)
(σq; x) + ∆(1)(σ) (σq; x)
(
∂λ∆
(1)
(σ)
)
(σq; x)[(λ − σq) p′σ]2
+
∑
σ=±
2∆(2)(σ) (σq; x) +
[
∆
(1)
(σ) (σq; x)
]2
2 (p′σ)2
{
p′′σ
p′σ (λ − σq)2
− 2(λ − σq)3
}
+
[
∆
(1)
(+) (q; x) ,∆
(1)
(−) (−q; x)
]
2q p′+p′−(λ − q)(λ + q)
. (6.32)
Thus the 1/x term in (6.29) gives the coefficient of log x in (2.6). Indeed,∮
Γ([−q ;q ])
dλ
4π
p (λ) tr
[
σ3 ∂λΠ
(1) (λ)
]
=
1
2i
tr
[
σ3∆
(1)
(−) (−q; x) + σ3∆(1)(+) (q; x)
]
= −
(
ν2+ + ν
2
−
)
. (6.33)
We now focus on the last term in (6.29). It yields, after an x integration, the first correction
to (2.6). A straightforward computation leads to∮
Γ([−q ;q ])
dλ
2iπ
p (λ) tr
{
σ3
[
∂λΠ
(2) (λ) − Π(1) (λ) ∂λΠ(1) (λ)
]}
=
p+ − p−
4q2 p′−p′+
tr
{
σ3
[
∆
(1)
(+) (q; x) , ∆(1)(−) (−q; x)
]}
−
∑
σ=±
1
p′σ
tr
{
σ3
[(
∂λ∆
(2)
(σ)
)
(σq; x) + ∆(1)(σ) (σq; x)
(
∂λ∆
(1)
(σ)
)
(σq; x)
]}
. (6.34)
The first term corresponds to the oscillating correction:
tr
{
σ3
[
∆
(1)
(+) (q; x) , ∆
(1)
(−) (−q; x)
]}
= 2ν+ν−
{
u˜ (q; x)
u (−q; x) −
u (−q; x)
u˜ (q; x)
}
. (6.35)
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The last term gives the non-oscillating one:
tr
{
σ3
(
∂λ∆
(2)
(σ)
)
(σq; x)
}
= −2dν
3
σ
dq , (6.36)
and ∑
σ=±
1
p′σ
tr
{
σ3 ∆
(1)
(σ) (σq; x)
(
∂λ∆
(1)
(σ)
)
(σq; x)
}
=
2
p′+
ν2+∂λ
(log u˜ (λ; x))
λ=q
+
2
p′−
ν2−∂λ
(log u (λ; x))
λ=−q
=
∑
σ=±
2ν2σ
p′σ
{
2σν′σ log x + σ
d
dq log uσ +
p′σ
νσ
d
dq
(
ν2σ
p′σ
)
− ν−σ
p′−
}
, (6.37)
with
u+ = e
g(q) Γ(1 − ν+)
Γ(1 + ν+)
{ (2qp′+)ν+
κ(q; q)
}2
, (6.38)
u− = eg(−q)
Γ(1 + ν−)
Γ(1 − ν−)
{(2qp′−)ν−κ(−q; q)}−2 . (6.39)
Putting all this together we obtain
∂x log det [I + V] = −i
q∫
−q
dλ ν (λ) p′ (λ) − ν
2
+ + ν
2
−
x
− 2i log x − 1
x2
∑
σ=±
ν2σ
p′σ
dνσ
dq
− i
x2
∑
σ=±
ν2σ
p′σ
{
σ
d
dq
log uσ + p′σ
d
dq
(
νσ
p′σ
)
− ν−σ
q
}
+
i (p+ − p−) ν−ν+
(2q)2 p′+p′−x2
{
u+
u−
x2(ν++ν−)eix(p+−p−) − u−
u+
x−2(ν++ν−)eix(p−−p+)
}
+ O
(
eix(p+−p−)
x3(1−ε)
,
1
x3(1−ε)
)
. (6.40)
The first two terms reproduce the already known answer for the leading asymptotics. The re-
maining ones reproduce the first oscillating and non-oscillating corrections as given in Proposi-
tion 2.1. Note that for the oscillating terms, one only should integrate the exponent with respect
to x as all the other terms will give subdominant contributions.
7 Applications to truncated Wiener–Hopf operators
Truncated Wiener–Hopf operators appear in many domains of mathematical physics such as
scattering or diffusion processes. Moreover, many observables (dressed energy, momentum
or dressed charge) related to quantum integrable models are solutions of integral equations of
truncated Wiener–Hopf type (2.17).
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Let us recall that a truncated Wiener–Hopf operator can be interpreted as an integral operator
I + K on L2 (R) such that it acts on L2 (R) functions according to
(I + K) .ϕ (t) = ϕ (t) +
x∫
0
dt′K (t − t′)ϕ (t′) dt′. (7.1)
The kernel K is characterized in terms of its Fourier transform F:
K(t) = F −1 [F] (t) , with F −1[F](t) = 1
2π
∫
R
dξ F(ξ) e−itξ , ∀F ∈ L1(R). (7.2)
The study of truncated Wiener–Hopf operators is equivalent to a 2× 2 matrix RHP. Another
facet of this equivalence is the correspondence between a truncated Wiener–Hopf operator and
the GSK acting on R in which p = id and g = 0. Indeed, it is easy to see that
K.ϕ = F −1 ◦ V˜ ◦ F [ϕ] , (7.3)
where V˜ acts in L2 (R) with a kernel
V˜(ξ, η) = F (ξ) e
ix(ξ−η) − 1
2iπ (ξ − η) . (7.4)
The operator identity
I + K = F −1.
(
I + V˜
)
F , (7.5)
together with the facts that V˜ is trace-class and F ±1 are continuous, ensures the equality between
the Fredholm determinants:
det [I + K] = det
[
I + V˜
]
. (7.6)
The kernel V˜ is related to
V (ξ, η) =
√
F (ξ) F (η) sin (x (ξ − η) /2)
π (ξ − η) (7.7)
by a similarity transformation. Hence,
det [I + K]L2(0,x) = det [I + V]L2(R) . (7.8)
7.1 The Akhiezer–Kac formula
Our study of the generalised sine kernel allows us to recover the Akhiezer–Kac formula describ-
ing the large x behaviour of Fredholm determinants of truncated Wiener–Hopf operators:
Theorem 7.1 (Akhiezer–Kac [1, 34]). Let I+K be a truncated Wiener–Hopf operator as above
and such that
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• F is analytic in an open neighbourhood U of R ;
• F goes sufficiently fast to 0 at ±∞ ;
• 1 + F (ξ) does not vanish on U.
Then
log det [I + K] = x τ(0) + E[F] + o(1), with E[F] =
∞∫
0
t τ(t) τ(−t) dt, (7.9)
in which
τ(t) = 1
2π
∫
R
log(F(ξ) + 1) e−itξ dξ . (7.10)
Proof — The large x asymptotics of det [I + K] follows from (7.8) after taking the q → +∞
limit in the leading asymptotics for the corresponding generalised sine kernel (2.6). This limit
may seem a little heuristic as we did not specify any estimates in q for the small o terms with
respect to the leading asymptotics. However, the validity of such a limit may either be seen
by refining all the estimates obtained in the previous section or by considering the RHP for χ
(3.1) on the whole real line from the very beginning. We shall make the second approach more
explicit in the forthcoming subsection 7.2. Here we formally take the q → +∞ limit in the
leading asymptotics of Theorem 2.1.
One should notice that, in the asymptotic formula (2.6), all the terms evaluated at the end-
points vanish due to the fact that ν (±q) log q → 0 when q → +∞, which is a consequence of
the sufficiently fast decrease of F at infinity. Hence, the only constant contribution E[F] to the
asymptotics of log det [I + K] is given by the integral
E [F] = lim
q→+∞
1
2
q∫
−q
ν′ (λ) ν (µ) − ν (λ) ν′ (µ)
λ − µ dλ dµ . (7.11)
Let us recast the constant E [F] in a more standard form. We have
E [F] = − 1
8π2
∫
R
dξ dη log
′ (F(ξ) + 1) log (F(η) + 1) − log′ (F(η) + 1) log (F(ξ) + 1)
ξ − η
=
i
16π2
∫
R
dξ dη dx dy
{
1
ξ − η + i0 +
1
ξ − η − i0
}
τ(x)τ(y) (x − y) eixη+iyξ .
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Let H be the Heaviside function, then
E [F] = − 1
8π
∫
R
dη dx dy τ (x) τ (y) (x − y)
(
eiη(x+y)H (y) − eiη(x+y)H (−y)
)
= −1
4
+∞∫
0
dy τ(y) τ(−y) (−2y) + 1
4
0∫
−∞
dy τ(y) τ(−y) (−2y)
=
+∞∫
0
dy τ(y) τ(−y) y ,
which ends the proof of Theorem 7.1. 
It happens that this correspondence between truncated Wiener–Hopf operators and gener-
alised sine kernels can be pushed further so as to obtain the asymptotic behaviour of Fredholm
determinants of truncated Wiener–Hopf operators with symbols having Fischer–Hartwig type
discontinuities. Considering the GSK for finite q corresponds to the asymptotic behaviour of
a determinant whose symbol has two jumps. The case of symbols having general Fischer–
Hartwig type singularities is studied in [37, 16, 17]. The results for the case of Toeplitz, Han-
kel and Toeplitz + Hankel determinants with Fisher–Hartwig singularities appeared recently in
[16, 17].
7.2 The resolvent of truncated Wiener–Hopf operators
Proposition 7.1. Let I + K be a truncated Wiener–Hopf operator on ]−x ; x [ ,
[(I + K).g] (t) = g(t) + x∫
−x
K(t − t′) g(t′) dt′, with K(t) = F −1[F](t). (7.12)
Suppose that there exists δ > 0 such that
• F admits an analytic continuation to
{
z :
∣∣∣ℑ(z)∣∣∣ ≤ δ};
• ξ 7→ F (ξ ± iδ) ∈ L1 (R);
• the analytic continuation of 1 + F does not vanish on U.
Then the resolvent I − R of I + K fulfills
R(λ, µ) =
∫
R
dξdη
4iπ2
F(ξ)
{
α+(η)
α−(ξ) e
ix(ξ−η) − α+(ξ)
α−(η) e
−ix(ξ−η)
}
ei(µη−λξ)
ξ − η + O
(
e−2δx
)
, (7.13)
where
α(λ) = exp

∫
R
ν (µ)
µ − λdµ
 , and ν(λ) = i2π log (1 + F(λ)) . (7.14)
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Proof — The GSK associated to I + K through the transformation F −1 ◦ [I + V] ◦ F = I + K
acts on the whole real axis with the kernel
V (ξ, η) = F(ξ) e
i(ξ−η)x − ei(η−ξ)x
2iπ (ξ − η) . (7.15)
Just as for the leading asymptotics of log det [I + K] (see Section 7.2), one can obtain the
leading asymptotic of the resolvent of V just by taking formally the limit q → +∞ in all the
expressions derived in the first part of the article. Note that in this process all power law cor-
rections vanish: they are computed as contour integrals around ±q and, since F approaches 0
sufficiently fast at infinity, the residues at ±q vanish in the q → +∞ limit. However, in order to
justify this limit, one should also check that all the uniform estimates still hold for q → +∞.
An alternative way is to consider from the very beginning a RHP for χ on the whole real
axis R. This is actually much simpler, than the RHP on a finite interval. Then it is enough
to perform the first two transformations described in Section 4 so as to obtain jump matrices
that are already uniformly close to I2 up to exponentially small corrections in x. Moreover, the
jump matrices for this RHP are given by M+ and M−1− (4.11), so that they approach the identity
matrix at λ → ∞ just as fast as F goes to zero at infinity. As expected, there is no need for
parametrices, and the corrections are immediately exponentially decreasing with x. It means
that, up to uniformly exponentially small corrections, the resolvent RV of V is given by
R(0)V (ξ, η) =
F (ξ)
2iπ (ξ − η)
{
α+ (η)
α− (ξ) e
ix(ξ−η) − α+ (ξ)
α− (η)e
−ix(ξ−η)
}
, (7.16)
where as usual α (λ) is given by (7.14). Note that the integral in (7.14) is well defined in virtue
of the assumptions made on F.
We should now take the Fourier/inverse Fourier of RV in order to get R. To this end, we must
justify that the sub-leading corrections do admit a Fourier transform in two variables. Recall the
exact expression for the resolvent:
RV (λ, µ) = R(0)V (λ, µ) + 〈 FL;(0) (λ) |
Π−1 (λ)Π (µ) − I2
λ − µ | F
R;(0) (µ) 〉 . (7.17)
Here, the matrix Π is defined in terms of Π+ (λ), the limiting value of Π on ΣΠ when λ ap-
proaches a point of ΣΠ from the “+” side of the contour:
Π (λ) = I2 +
∫
Γ+
dz
λ − zΠ+ (z)
(
0 1
0 0
)
F (z)α−2+ (z)
1 + F (z) e
2ixz
+
∫
Γ−
dz
λ − zΠ+ (z)
(
0 0
1 0
)
F (z)α2− (z)
1 + F (z) e
2ixz . (7.18)
The L1 integrability of F as well as the asymptotic condition Π (λ) −→
λ→+∞
I2 guarantee that the
integrals are well defined. Thus one readily infers from (7.18) the asymptotics of Π on the real
axis:
Π (λ) = I2 + e
−2δxC
λ
+ O
(
e−2δx
λ2
)
, (7.19)
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where C is some constant matrix and where we have explicitly extracted the exponential decay
in x of the matrix C. Hence using the boundedness of f (0)± on the real axis we obtain that
RV (λ, µ) = R(0)V (λ, µ) + e−2δxC
F (λ)
λµ
+ o
(
e−2δxF (λ)
λµ
)
. (7.20)
Hence the corrections admit a Fourier transform in λ and an inverse Fourier transform in µ as
oscillatory integrals. Therefore, taking the Fourier transform does not change the nature of the
corrections. 
It is clear that, up to a similarity transformation, a Wiener–Hopf operator on [−a ; b ] has the
same generalised sine kernel as the same operator acting on [ 0 ; a + b ]. Therefore our method
works for any interval, of course up to a similarity transformation on the resolvent (7.16) of V .
We chose here to present this less standard form of Wiener–Hopf operators as it fits better the
forthcoming application.
We apply our asymptotic inversion formula for truncated Wiener–Hopf operators acting on
a symmetric interval [−x ; x ] to re-derive some formulas concerning the low magnetic field be-
haviour of the so-called dressed charge [6]. This function, traditionally denoted Z(λ), describes
the intrinsic magnetic moment of an elementary excitation above the ground state in the XXZ
spin-1/2 model. It satisfies the following integral equation:
Z(λ) +
x∫
−x
dµ K(λ − µ) Z(µ) = 1, with K(λ) = sin 2ζ
2π sinh(λ + iζ) sinh(λ − iζ) . (7.21)
K is often called the Lieb kernel and ζ ∈ ] 0 ; π [ is some real parameter describing the coupling
of the model. The large parameter x is a function of the external longitudinal magnetic field; it
goes to infinity when the magnetic field vanishes.
For the study of Z, one should distinguish two domains in the interval [−x ; x ]: the bulk, i.e.
the region |λ| ≪ x, and the boundaries λ ∼ ±x. While the asymptotic value of Z(λ) in the bulk
(|λ| ≪ x) is enough to describe the intrinsic magnetic moment of elementary excitations, the
value of Z at the boundaries (±x) determines the critical exponents of the two-point functions
of the model [23, 24, 25, 5]. As we will see, the bulk and the boundary behaviour of the dressed
charge differ fundamentally.
First, let us note that, setting directly x = +∞ in (7.21), one can solve explicitly the integral
equation for Z by taking the Fourier transform: one obtains in this case that Z(λ) is equal to a
constant value Z(λ) = π/ [2 (π − ζ)] on the whole real axis.
Let us now consider the limit x → ∞ in (7.21) in a more accurate way, namely, taking x
large but finite, and use the method described above. Let K̂ be the Fourier transform of K,
K̂ (ξ) ≡ F [K] (ξ) = sinh
[
ξ (ζ − π/2)]
sinh (ξζ/2) . (7.22)
44
Then in virtue of Proposition 7.1,
Z (λ) = 1 −
x∫
−x
R (λ, µ) dµ (7.23)
= 1 −
∫
R
dξ
2iπ
K̂ (ξ)
ξ
{
α+ (0)
α− (ξ) e
i(x−λ)ξ − α+ (ξ)
α− (0)e
−i(x+λ)ξ
}
. (7.24)
First let us study the bulk limit i.e. |λ| ≪ x. Using the jump equation satisfied by α±:[
1 + K̂(λ)]α+(λ) = α−(λ), we recast the integrand as
Z (λ) = 1 −
∫
R
dξ
2iπ
K̂ (ξ)[
1 + K̂ (ξ) ] (ξ − i0+)
{
α+ (0)
α+ (ξ) e
i(x−λ)ξ − α− (ξ)
α− (0)e
−i(x+λ)ξ
}
=
1
1 + K̂ (0)
−
∫
R
dξ
2iπ
 K̂(ξ + iζ/2)1 + K̂(ξ + iζ/2) α+(0)α+(ξ + iζ/2) e
(x−λ)(iξ−ζ/2)
ξ + ζ/2
− K̂(ξ − iζ/2)
1 + K̂(ξ − iζ/2)
α−(0)
α−(ξ − iζ/2)
e−(x+λ)(iξ+ζ/2)
ξ − ζ/2
 . (7.25)
Here we have separated the integral into two parts and then moved the contour to the upper/lower
half-plane. This gives a pole contribution from ξ = i0. The integral appearing in (7.25) is clearly
a O
(
e−(x−|λ|)ζ/2
)
. So that, in the bulk,
Z(λ) ∼ 1
1 + K̂ (0)
=
π
2 (π − ζ) , (7.26)
up to exponentially small corrections. As expected, we recover the value of Z obtained in the
case of an infinite interval. Note that the corrections become larger and larger as we approach
any of the endpoints ±x.
Let us now study the behaviour of the dressed charge at the boundaries. Since the kernel K
is even, so is Z. We can thus focus on a single boundary, say λ = x. We have,
Z(x) = 1 −
∫
R
dξ
2iπ (ξ − i0+)
K̂(ξ) α+(0)α−(ξ) − K̂(ξ)1 + K̂(ξ) α−(ξ)α−(0) e−2ixξ
 . (7.27)
As before, the integral of the second term gives an exponentially small contribution O
(
e−xζ
)
.
The integral of the first term is explicitly computable. Using once again the jump equation
satisfied by α±(ξ), we have,
Z(x) = 1 − α+(0)
∫
R
dξ
2iπ
α−1+ (ξ) − 1 + 1 − α−1− (ξ)
ξ − i0 + O
(
e−xζ
)
= 1 − α+(0)
∫
R
dξ
2iπ
α−1+ (ξ) − 1
ξ − i0 + O
(
e−xζ
)
= α+(0) + O
(
e−xζ
)
. (7.28)
45
We have computed the remaining integral by residues, since α−1± (ξ) − 1 = O
(
ξ−1
)
for ξ → ∞ in
the respective half plane of holomorphy.
For an even kernel like the Lieb one K̂(ξ) = K̂(−ξ), and then it follows from the integral
representation (7.14) of α that α+(ξ) = α−1− (−ξ). This means that 1+ K̂(0) = α−2+ (0). Hence, for
x large enough
Z(x) ∼
√
1
1 + K̂(0)
=
√
π
2 (π − ζ) , (7.29)
and the value of Z(λ) at the boundary is the square root of its value in the bulk up to exponentially
small corrections. In the limit x → +∞ this correspondence becomes exact.
8 Asymptotics of multiple integrals
We have already mentioned that the asymptotic expansion of the Fredholm determinant of the
GSK can be used for the asymptotic analysis of correlation functions of quantum integrable
models. For a relatively wide class of integrable systems, the correlation functions can be
presented as series of multiple integrals of a special type [35]. These series can be summed up
to Fredholm determinants for the models equivalent to free fermions. In the general case, such a
reduction to determinants is not known. However, the asymptotic behaviour of individual terms
of the series can be derived from the asymptotics of the Fredholm determinant of the GSK. In
the present section we consider this problem.
More precisely, our purpose is to derive the large x asymptotic behaviour of the following
type of integrals (cycle integrals):
In [Fn] =
∮
Γ([−q ;q ])
dnz
(2iπ)n
q∫
−q
dnλ
(2iπ)n Fn
( {λ}
{z}
) n∏
j=1
eix(p(z j)−p(λ j))(
z j − λ j
) (
z j − λ j+1
) . (8.1)
In this expression, Fn is a holomorphic function of 2n variables λ1, . . . , λn, z1, . . . , zn in Un×Wn,
in which U and W are open neighbourhoods of
[−q ; q ], and Γ ([−q ; q ]) denotes a closed
counter clock-wise contour in W surrounding [−q ; q ] with index 1. We moreover assume that
Fn is symmetric separately in the n variables λ1, . . . , λn and in the n variables z1, . . . , zn. Finally,
we agree upon λn+1 ≡ λ1.
8.1 Leading asymptotic behaviour of In [Fn]
Let us first suppose that the function Fn is of the special (factorized) type
F (ϕ,φ)n
( {λ}
{z}
)
=
n∏
i=1
[
ϕ(λi)φ(zi)] , (8.2)
where ϕ is a one-variable holomorphic function in U and φ is a one-variable holomorphic func-
tion in W , non-vanishing on W . For two such functions ϕ and φ we introduce the associated
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GSK V (ϕ,φ) given by (1.6) provided the identification F(λ) = ϕ(λ)φ(λ) and eg(z) = φ(z) is made.
Then, the integral (8.1) can be expressed in terms of log det [I + V (ϕ,φ)] as
In
[F (ϕ,φ)n ] = q∫
−q
dnλ
n∏
k=1
V (ϕ,φ)(λk, λk+1)
=
(−1)n−1
(n − 1)! ∂
n
γ log det
[
I + V (ϕ,φ)
]
γ=0
. (8.3)
In this specific case, it is straightforward to obtain the leading asymptotic behaviour of the
multiple integral (8.3) in the large x limit thanks to the results of the previous sections.
This remark leads us to the following definition:
Definition 8.1. Let U, W be two open neighbourhoods of [−q ; q ], and let H(U) (resp. H(W))
be the set of holomorphic functions on U (resp. on W). Let also
S˜U,Wn =
 p∑
ℓ=1
F (ϕℓ ,φℓ)n ; p ∈ N, (ϕℓ, φℓ) ∈ H(U) ×H(W) and φℓ [−q ;q ]
, 0
 , (8.4)
in which F (ϕ,φ)n denotes a pure factor function of 2n variables defined in terms of ϕ and φ as in
(8.2). We define the linear functional I(0)n on S˜U,Wn as
I(0)n
[F (ϕ,φ)n ] = (−1)n−1(n − 1)! ∂nγ log det [I + V (ϕ,φ)](0) γ=0 , (8.5)
and by imposing linearity on functions ∑p
ℓ=1 F
(ϕℓ ,φℓ)
n . Here V (ϕ,φ) denotes the generalised sine
kernel (1.6) with F(λ) = ϕ(λ)φ(λ) and eg(z) = φ(z), and log det [I +V (ϕ,φ)](0) denotes the leading
asymptotics of the Fredholm determinant log det [I + V (ϕ,φ)] as in Theorem 2.1.
It is easy, using the expression (2.6) of log det [I +V (ϕ,φ)](0), to obtain an explicit expression
for I(0)n
[F (ϕ,φ)n ]:
I(0)n
[F (ϕ,φ)n ] = q∫
−q
dλ
2iπ
ϕn(λ)φn−1(λ) (ixp′(λ)φ(λ) + φ′(λ))
+
∑
σ=±
(bn − cn log (2qp′σx) ) [ϕ(σq)φ(σq)]n
+
n
4π2
∑
σ=±
n−1∑
p=1
q∫
−q
dλ [ϕ(σq)φ(σq)]
n − [ϕ(σq)φ(σq)]p [ϕ(λ)φ(λ)]n−p
p (n − p) (q − σλ)
+
n
8π2
n−1∑
p=1
q∫
−q
dλ dµ
(n − p) (λ − µ)
{
∂λ[ϕ(λ)φ(λ)] [ϕ(λ)φ(λ)]p−1 [ϕ(µ)φ(µ)]n−p
− ∂µ[ϕ(µ)φ(µ)] [ϕ(µ)φ(µ)]p−1 [ϕ(λ)φ(λ)]n−p
}
, (8.6)
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where bn and cn are given by (2.23). The x → +∞ asymptotics of the Fredholm determinant are
uniform in γ to any fixed order n in ∂nγ. This means that
In[F (ϕ,φ)n ] = I(0)n [F (ϕ,φ)n ] + o (1) . (8.7)
In the next proposition we show that I(0)n can be extended into a linear functional on the space of
holomorphic functions Fn (not necessarily of the form F (ϕ,φ)n ) that are symmetric in n variables
λ1, . . . , λn and n variables z1, . . . , zn separately. This extension of I(0)n , as we prove below, is the
good way to evaluate cycle integrals (8.1) with such arbitrary symmetric functions Fn.
Proposition 8.1. Let U and W be open neighbourhoods of [−q ; q ], and let Symn(U,W) be the
set of holomorphic functions Fn on Un × Wn of 2n variables λ1, . . . , λn, z1, . . . , zn, symmetric
in the n variables λ1, . . . , λn and in the n variables z1, . . . , zn separately. Then I(0)n extends
to a continuous linear functional on Symn(U,W) endowed with the topology of the sup norm
convergence on compact sets.
Proof — I(0)n
[F (ϕ,φ)n ] contains at most first order derivatives of the functions ϕ and φ. Now recall
that, for any compacts K, P such that1 K ⊂
◦
P and P ⊂ U
∀ k ∈ N, ∃ ck such that ∀φ ∈ H (U) ,
∥∥∥φ(k)∥∥∥0;K ≤ ck ‖φ‖0;P , (8.8)
where ‖.‖0;K = supz∈K |.| is the sup norm with support on the compact K. In consequence, I(0)n is
continuous on S˜U,Wn . The latter is dense in SU,Wn , with
SU,Wn =

p∑
ℓ=1
F (ϕℓ ,φℓ)n ; p ∈ N, (ϕℓ, φℓ) ∈ H(U) ×H(W)
 . (8.9)
Hence I(0)n extends by density to a continuous linear functional on SU,Wn . Due to the density
Theorem C.1 (See Appendix C), we have that SU,Wn is dense in Symn(U,W). Therefore I(0)n
extends to a linear functional on Symn(U,W). 
Corollary 8.1. Let U and W be open neighbourhoods of [−q ; q ], and let Fn ∈ Symn(U,W).
1Here
◦
P is the interior of P
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Then,
I(0)n
[Fn] = 12iπ
q∫
−q
dλ {ixp′(λ) + ∂ǫ}Fn ( {λ}n{λ + ǫ}, {λ}n−1
)
ǫ=0
+
∑
σ=±
(bn − cn log (2qp′σx))Fn ( {σq}n{σq}n
)
+
n
(2π)2
∑
σ=±
n−1∑
p=1
q∫
−q
dλ
Fn
( {σq}n
{σq}n
)
− Fn
( {σq}p , {λ}n−p
{σq}p , {λ}n−p
)
p (n − p) (q − σλ)
+
n
2 (2π)2
n−1∑
p=1
q∫
−q
dλdµ
(n − p) (λ − µ)
{
∂ǫFn
( {λ + ǫ} , {λ}p−1 , {µ}n−p
{λ + ǫ} , {λ}p−1 , {µ}n−p
)
−∂ǫFn
( {µ + ǫ} , {µ}p−1 , {λ}n−p
{µ + ǫ} , {µ}p−1 , {λ}n−p
)}
ǫ=0
. (8.10)
There {λ}n denotes the set formed by n copies of the same parameter λ.
Proof — Apply Theorem C.1 to (8.6). 
Finally, we have the following large x asymptotic behaviour for integrals of the form (8.1)
(which seems hardly attainable through a direct analysis of the multiple integrals):
Theorem 8.1. Let U and W be open neighbourhoods of [−q ; q ], and let Fn ∈ Symn(U,W).
Then, when x → +∞, the integral In
[Fn] (8.1) behaves as
In[Fn] = I(0)n [Fn] + O ( logn x
x
)
, (8.11)
the explicit expression of I(0)n [Fn] being given in Corollary 8.1.
The whole difficulty of the proof is to show that the small o (1) in (2.5) is preserved by the
density procedure formulated in Theorem C.1. This is nontrivial since the series converging to
Fn may not converge absolutely. We need therefore, so as to prove this theorem, to study more
precisely the sub-leading corrections and to see how they pass through all the steps described
above. This will be done in the next subsection.
8.2 Study of sub-leading corrections
In this subsection, we study the behaviour of the sub-leading corrections to log det[I+V](0) when
the above procedure is applied. In particular, we will show that they indeed remain subleading,
which will prove Theorem 8.1. In fact we will prove an even more general result:
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Theorem 8.2. Let U and W be open neighbourhoods of [−q ; q ], and let Fn ∈ Symn(U,W).
For any positive integer M, there exists a continuous linear functional I(M)n such that
In[Fn] = I(M)n [Fn] + O ( logn x
xM+1
)
when x → +∞. (8.12)
The explicit expression for I(M)n can be obtained by some perturbative computations that
become more and more involved with the growth of M. We will nevertheless obtain the general
structure for I(M)n , showing that it can be decomposed in terms of non-oscillating and oscillating
contributions, with oscillating factors of the form eimx(p+−p−), m ∈ Z∗:
I(M)n
[Fn] = I(0)n [Fn] + M∑
N=1
1
xN
I(N; nosc)n [Fn] +
M∑
N=2
1
xN
I(N; osc)n [Fn] , (8.13)
= I(0)n
[Fn] + M∑
N=1
1
xN
I(N; nosc)n [Fn] +
∑
m∈Z∗
|m|≤M/2
eixm(p+−p−)
M∑
N=2|m|
1
xN
I(N; m)n [Fn] , (8.14)
I(N; nosc)n [Fn] (resp. I(N; osc)n [Fn]) being given in terms of the function Fn and of its derivatives
up to order N (resp. up to order N − 2) evaluated at ±q or integrated from −q to q.
8.2.1 General strategy
In the previous subsection, we have defined the functional I(0)n from the leading asymptotic
part log det[I + V](0) (2.6) of the GSK. More precisely, we have seen in Corollary 8.1 that
∂nγ log det [I + V](0) |γ=0 yields the functional (−1)n−1 (n − 1)! I(0)n [Fn] after the density proce-
dure, as explained in Proposition 8.1 and Theorem C.1, is applied. In order to estimate the
corrections to I(0)n
[Fn] for the large x behaviour of cycle integrals In[Fn] of length n (8.1), we
have to take into account the corrections log det [I + V]sub to log det[I + V](0),
log det [I + V] = log det [I + V](0) + log det [I + V]sub , (8.15)
and to analyze the effect of the density procedure on the n-th γ-derivative of the subleading part
∂nγ log det [I + V]sub |γ=0. We will show in particular that it preserves the small o(1) with respect
to the x → +∞ limit, i.e. that ∂nγ log det [I + V]sub |γ=0 can only generate o(1) corrections.
In the spirit of Definition 8.1, we therefore introduce the:
Definition 8.2. Let U, W be two open neighbourhoods of [−q ; q ]. We define the linear func-
tional Isubn on S˜U,Wn as
Isubn
[F (ϕ,φ)n ] = (−1)n−1(n − 1)! ∂nγ log det [I + V (ϕ,φ)]sub γ=0 , (8.16)
and by imposing linearity on functions ∑p
ℓ=1 F
(ϕℓ,φℓ)
n . Here, as in Definition 8.1, F (ϕ,φ)n denotes
a factorized function of 2n variables defined in terms of ϕ and φ as in (8.2), and V (ϕ,φ) denotes
the generalised sine kernel (1.6) with F(λ) = ϕ(λ)φ(λ) and eg(z) = φ(z).
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According to the scheme presented in the previous subsection, the next steps will be:
• to obtain a convenient representation for Isubn
[F (ϕ,φ)n ]: this means in particular to obtain
the form of n-th γ-derivatives of log det[I +V]sub in terms of the functions F and g, to set
g(z) = log φ(z) and F(z) = ϕ(z)φ(z), and to estimate this result in the large x limit;
• to apply the density procedure: one should first extend by density and continuity the
functional Isubn to the space SU,Wn ; then, for any holomorphic function Fn in 2n variables
λ1, . . . , λn, z1, . . . , zn, symmetric separately in the variables λ and in the variables z, one
has to consider a sequence (ϕk, φk) such that ∑Nk=1 F (ϕk,φk)n → Fn so as to be able to define
and characterize Isubn
[Fn] and to see how it behaves in the large x limit;
• to refine the procedure in order to get an asymptotic expansion of Isubn
[Fn].
8.2.2 γ-derivatives of log det[I + V]sub
As in Section 6.3, we will obtain the corrections to log det[I + V](0) through the x-derivative
path, starting from formula (3.12) that we recast as
∂x log det [I + V] = −i
q∫
−q
dλ p′(λ) ν (λ) +
∮
Γ([−q ;q ])
dλ
4π
p(λ) tr
{
[∂λΠ(λ)] σ3 Π−1(λ)
}
. (8.17)
Here, as in Section 6.3, we have chosen the counter clock-wise contour Γ ([−q ; q ]) to lie in
U and to encircle ΣΠ, which means that χ(λ) = Π(λ)α−σ3 (λ) on Γ ([−q ; q ]). Integrating this
equation with respect to x, we obtain
log det [I + V]sub =
x∫
+∞
dx′
∮
Γ([−q ;q ])
dλ
4π
p(λ)
{
tr
{
[∂λΠ (λ)] σ3 Π−1 (λ)
}
+
1
x′
∫
ΣΠ
tr
{
∆(1) (z; x′) σ3}
2iπ (λ − z)2 dz
}
. (8.18)
The convergence of this integral will be proved later on. We recall that the second term in
(8.17) produces also, when integrated over x, the log x term appearing in the definition (2.6)
of log det [I + V](0) (see (6.33)). We have therefore substracted the corresponding contribution
(second term of (8.18)) in the definition of log det [I + V]sub.
In order to obtain the n-th γ derivatives of this expression, we have to compute the γ-
derivatives of ∂λΠ(λ) and of Π−1(λ), which in their turn follow from those of the jump matrix
∆(λ).
• γ-derivatives of ∆
In order to determine the n-th γ-derivative at γ = 0 of the jump matrix ∆ (z), it is convenient
to express it in the following form:
∆(z) = κ−σ3 (z) ∆˜(z) κσ3 (z) . (8.19)
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Here, the matrix ∆˜(z) depends on γ only through the combination γF(z), whereas κ±σ3 (z) de-
pends on γ through the combination
∫ q
−q dµ
[
ν (z) − ν (µ)] /(z − µ).
It is easy to compute the multiple γ-derivative of ∆˜(z) at γ = 0. It is given as
∂nγ ∆˜(z)
γ=0
= Adeσ3 g(z)/2
[
∂nγ∆0(z)
]
γ=0
· Fn(z). (8.20)
In this expression, AdX[Y] stands for the usual adjoint action of the matrix X on the matrix Y ,
and ∆0 denotes the jump matrix ∆ at F ≡ 1 and g ≡ 0.
It remains to compute the γ-derivatives of κ±σ3 (z). They follow from the Faa-di-Bruno
formula:
∂nγ κ
±σ3 (z)
γ=0
=
n∑
p1,...,pn=0
Σn
s=1sps=n
n! (±σ3)Σns=1 ps
n∏
s=1
ps!
n∏
s=1
 (−1)s2iπs
q∫
−q
F s (z) − F s (µ)
z − µ dµ

ps
. (8.21)
Therefore, gathering these informations and applying Leibnitz’s rule, we obtain that
∂nγ ∆ (z)
γ=0
=
∑
p+p0+q=n
p0≥1
n∑
p1,...,pn=0
Σn
s=1sps=p
n∑
q1 ,...,qn=0
Σn
s=1 sqs=q
Cpn C
q
n−p p! q!
n∏
s=1
(ps)! (qs)!
× Adeσ3 g(z)/2
[
(−σ3)Σns=1 ps · ∂p0γ ∆0(z)
γ=0
· (σ3)Σns=1qs
]
× F p0(z)
n∏
s=1
 (−1)s2iπs
q∫
−q
F s(z) − F s(µ)
z − µ dµ

ps+qs
=
∑
p0+Σsps=n
p0≥1
δ
({pi})(z; x) F p0 (z)
n∏
s=1

q∫
−q
F s (z) − F s (µ)
z − µ dµ

ps
. (8.22)
Note that, in the first line, we have extended for convenience the sum over parameters ps and qs
up to n, since anyway, due to the constraint, ps ≤ p and ps = 0 if s > p (resp. qs ≤ q and qs = 0
if s > q).
In the last line, we have changed the order of summations and incorporated all the F inde-
pendent prefactors into the definition of the matrix δ({pi}) (z; x). More precisely,
δ
({pi}) (z; x) =
n∏
s=1
( (−1)s
2iπs
)ps ∑
p+q=n−p0
∑
Σn
s=1sqs=q
Cpn C
q
n−p p! q!
n∏
s=1
(qs)! (ps − qs)!
× Adeσ3 g(z)/2
[
(−σ3)Σns=1(ps−qs) · ∂p0γ ∆0(z)
γ=0
· (σ3)Σns=1qs
]
. (8.23)
From the properties of the jump matrix ∆0(z), it is easy to see that the diagonal entries of the
matrices δ({pi}) (z; x) are a O(x−1), whereas their off-diagonal ones are a O (logp0 x/x) uniformly
on the contours ΣΠ.
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• γ-derivatives of ∂λΠ
Let us recall the integral representation for ∂λΠ (λ), which is a direct consequence of (5.5),
∂λΠ (λ) = − 12iπ
∫
ΣΠ
dz
(λ − z)2Π+ (z)∆ (z) . (8.24)
Therefore, the γ-derivatives of ∂λΠ(λ) can be directly obtained from the ones of ∆(λ) and of
Π+(λ).
Recall that Π+(λ) satisfies the following integral equation on M2
(
L2 (ΣΠ)
)
:(
I −C∆ΣΠ
)
[Π+] = I2 , (8.25)
where the operator C∆
ΣΠ
is defined by
C∆ΣΠ [M] ≡ C+ΣΠ [M∆] , ∀M ∈ M2
(
L2 (ΣΠ)
)
. (8.26)
This matrix Cauchy operator is invertible, at least for x large enough. Indeed, using the conti-
nuity of the scalar Cauchy operator:
∃ c2 > 0 such that, ∀g ∈ L2 (ΣΠ) ,
∥∥∥C+ΣΠ [g]∥∥∥L2(ΣΠ) ≤ c2 ‖g‖L2(ΣΠ) , (8.27)
one gets that the operator norm
∣∣∣∣∥∥∥∥C∆ΣΠ∥∥∥∥∣∣∣∣ fulfills:∣∣∣∥∥∥C∆ΣΠ∥∥∥∣∣∣ ≤ c2 ‖∆‖M2(L2(ΣΠ)) −→x→+∞ 0. (8.28)
Moreover, C∆
ΣΠ
being a holomorphic function of γ we have that, for x large enough, (I −C∆
ΣΠ
) is
invertible and that its inverse is also a holomorphic function of γ. In particular, (8.25) implies
∂γΠ+ =
(
I −C∆ΣΠ
)−1 ◦ (∂γC∆ΣΠ)[Π+] . (8.29)
A straightforward induction shows that there exist some coefficients c({pi})r ∈ Z such that
∂nγΠ+ =
n∑
r=1
∑
Σri=1 pi=n
c
({pi})
r
(
I −C∆ΣΠ
)−1 ◦ (∂p1γ C∆ΣΠ)
◦
(
I −C∆ΣΠ
)−1 ◦ (∂p2γ C∆ΣΠ) ◦ · · · ◦ (I −C∆ΣΠ)−1 ◦ (∂prγ C∆ΣΠ) [Π+] . (8.30)
This expression simplifies at γ = 0 as ∆|γ=0 = 0 and Π+ |γ=0 = I2. Hence,
∂nγΠ+
γ=0
=
n∑
r=1
∑
Σri=1 pi=n
c
({pi})
r
(
∂
p1
γ C∆ΣΠ
)
◦
(
∂
p2
γ C∆ΣΠ
)
◦ · · · ◦
(
∂
pr
γ C∆ΣΠ
)
[I2] . (8.31)
We can slightly deform the different contours ΣΠ, so as to regularize the explicit integral rep-
resentation for the above chain of operators. Namely, recalling the construction of the jump
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contours for the matrices occurring in the different transformations applied to the RHP for χ,
we are able to write
∂nγΠ+
γ=0
=
n∑
r=1
∑
Σri=1 pi=n
c
({pi})
r
(
∂
p1
γ C∆
Σ
(1)
Π
)
◦
(
∂
p2
γ C∆
Σ
(2)
Π
)
◦ · · · ◦
(
∂
pr
γ C∆
Σ
(r)
Π
)
[I2] . (8.32)
There, the contours Σ(i)
Π
are such that the − side of Σ(i−1)
Π
is at small but non vanishing distance
from the + side of Σ(i)
Π
, with the exception of a finite number of points of intersection (cf.
Fig. 6). The matrix ∆ corresponding to the contour Σ(i)
Π
is equal to M±1± − I2 on Γ
′(i)
± , to P − I2
on ∂D−q,δi , and to P˜ − I2 on ∂Dq,δi . We emphasize that, already in (8.32), one can use the
integral representation for the Cauchy operators without turning to boundary values. Indeed,
the integrand appearing in (8.32) is already integrable on Σ×(r)
Π
≡ Σ(1)
Π
× · · · × Σ(r)
Π
.
b−q b q
Γ
′(i−1)
+
Γ
′(i−1)
−
Γ
′(i)
+
Γ
′(i)
−
δi−1
δi
Figure 6: Encased Contours Σ(i)
Π
(in the case p = id).
Finally, one infers from (8.32), from (8.22) and from the integral representation for ∂λΠ
(8.24) that, when λ ∈ Γ ([−q ; q ]), there exist some recursively computable coefficients c˜({pℓi})r
such that
∂nγ∂λΠ (λ)
γ=0
= −
n∑
r=1
∑
pℓ0≥1, pℓ1,...,pℓn≥0
Σr
ℓ=1 p¯ℓ=n
c˜
({pℓi})
r
∫
Σ
×(r)
Π
drz
(2iπ)r
δ
({pri}) (zr; x) . . . δ({p1i}) (z1; x)
(λ − z1)2
r∏
ℓ=2
(zℓ−1 − zℓ)
×
r∏
ℓ=1
F pℓ0 (zℓ)
n∏
m=1

q∫
−q
Fm (zℓ) − Fm (µ)
zℓ − µ

pℓm . (8.33)
In this expression, the integration is performed over the skeleton Σ×(r)
Π
= Σ
(1)
Π
× · · · × Σ(r)
Π
, and
the second summation is performed over integers pℓ j, 1 ≤ ℓ ≤ r, 1 ≤ j ≤ n, with 1 ≤ pℓ0 ≤ n
and 0 ≤ pℓ j ≤ n for j ≥ 1, and such that Σrℓ=1 p¯ℓ = n, in which we have introduced the notation
p¯ℓ = pℓ0 + Σnj=1 jpℓ j.
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• γ-derivatives of Π−1
All the above observations also hold for the inverse matrix Π−1 (λ). Indeed Π−1+ satisfies the
integral equation
Π−1+ (λ) = I2 + tC∇ΣΠ
[
Π−1+
]
, (8.34)
in which
tC∇ΣΠ [M] ≡ C+ΣΠ [∇M] , ∀M ∈ M2(L2(ΣΠ)) , (8.35)
and the matrix ∇ is defined2 by the equation I2 + ∇ = (I2 + ∆)−1. In other words, ∇ is the
adjugate of ∆ (we remind that we consider 2 × 2 matrices and that det [I + ∆] = 1). Hence, one
easily sees that, for n ≥ 1,
∂nγ
[
Π−1
]
(λ)
γ=0
=
n∑
t=1
∑
Σt
ℓ=1 p¯ℓ=n
pℓ0≥1
c˜
({pℓi})
t
∫
Σ
×(t)
Π
dtz
(2iπ)t
̺({p1i}) (z1; x) . . . ̺({pti}) (zt; x)
(λ − z1)
t∏
ℓ=2
(zℓ−1 − zℓ)
×
t∏
ℓ=1
F pℓ0 (zℓ)
n∏
m=1

q∫
−q
Fm (zℓ) − Fm (µ)
zℓ − µ

pℓm , (8.36)
where ̺({pℓi}) (z; x) is the adjugate matrix of δ({pℓi}) (z; x).
• γ-derivatives of log det [I + V]sub
From the expressions (8.18), (8.33) and (8.36), it is easy to see that there exist some combi-
natorial coefficients C({pℓi})r,t ∈ Z (with C({p1i})1,0 = −δp10 ,n) such that
∂nγ log det [I + V]sub
γ=0
=
∑
1≤r+t≤n
r≥1, t≥0
∑
pℓ0≥1, pℓ1,...,pℓr+t≥0
Σr+t
ℓ=1 p¯ℓ=n
C
({pℓi})
r,t
∮
Γ([−q ;q ])
dλ
4π
p(λ)
∫
Σ
×(r+t)
Π
dr+tz
(2iπ)r+t
×
x∫
+∞
dx′ tr({pℓ j})r,t ({z j}; x′)[g]
(λ − z1)2 (λ − zr+1)
r∏
ℓ=2
(zℓ−1 − zℓ)
r+t∏
ℓ=r+2
(zℓ−1 − zℓ)
×
r+t∏
ℓ=1
F pℓ0 (zℓ)
n∏
m=1

q∫
−q
Fm (zℓ) − Fm (µ)
zℓ − µ dµ

pℓm , (8.37)
2We stress that this matrix ∇ has nothing to do with the differential operator usually denoted by ∇.
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in which, in the terms t = 0, the empty product (λ − zr+1)∏r+tℓ=r+2 (zℓ−1 − zℓ) should be under-
stood as 1. In this expression, tr({pℓ j})r,t ({z j}; x′)[g] corresponds to the following trace:
tr
({p1 j})
1,0 (z; x′)[g] = tr
{
σ3 ∂
n
γ
[
∆0(z; x′) − 1
x′
∆
(1)
0 (z; x′)
]
γ=0
}
, (8.38)
tr
({pℓ j})
r,t ({z j}; x′)[g] = tr
{
δ
({pri})(zr; x′) . . . δ({p1i})(z1; x′) σ3
× ̺({pr+1i})(zr+1; x′) . . . ̺({pr+ti})(zr+t; x′)
}
if r + t > 1. (8.39)
In (8.38), ∆(1)0 (z; x′) corresponds to the first term in the asymptotic expansion (5.1) of ∆0(z).
Remark 8.1. We have gathered in the term r = 1, t = 0 the contribution of the second term in
(8.18), as well as the term that would correspond to the contribution of only one jump matrix ∆
in the first term of (8.18). Note that, in this term r = 1, t = 0, the only non-zero contribution
comes from the diagonal elements of ∆, hence from the sequence p10 = n, p1 j = 0 for j ≥ 1
(indeed we have C({p1i})1,0 = −δp10 ,n).
Remark 8.2. It is easy to see from these expressions that the integrals over x′ are convergent.
Indeed, it follows from the asymptotic expansion of the matrices ∆0 that
∂nγ
[
∆0(z; x) − 1
x
∆
(1)
0 (z; x)
]
γ=0
= O
(
logn x
x2
)
(8.40)
uniformly on the integration contour, so that an integration of the trace (8.38) is convergent. We
emphasize that the trace (8.39) is at least O ((log x)n/x2) uniformly on the integration contour:
indeed, each of the matrices δ({pℓ j}) or ̺({pℓ j}) is uniformly a O
((
log x
)pℓ0 /x); in addition, the
trace (8.39) involves a product of at least two such matrices since r + t ≥ 2. These estimates
guarantee that the integrals over x′ in (8.37) are well defined.
8.2.3 Application of the density procedure and proof of Theorem 8.1
In order to be able to apply the density procedure, we should express more explicitly the func-
tional dependence of ∂nγ log det
[
I + V (ϕ,φ)
]sub |γ=0 on F (ϕ,φ)n .
The F-dependence of ∂nγ log det
[
I+V
]sub |γ=0 has already been explicitly extracted in (8.37),
and all the g-dependence is contained in the traces tr({pℓ j})r,t ({z j}; x′)[g]. Using the structure of the
matrices δ({pℓi}) (z; x) and ρ({pℓi}) (z; x), one can be more precise concerning this g-dependence.
Indeed, it follows from (8.23) that there exist some coefficients D[{pℓ j},{ǫ j}]r, t
({
z j
}
; x
)
which are
piecewise smooth on the integration contour such that
tr
({pℓ j})
r,t ({z j}; x)[g] =
∑
ǫ1,...,ǫr+t∈{±1,0}
Σǫi=0
D[{pℓ j},{ǫ j}]r, t
({
z j
}
; x
)
exp
 r+t∑
ℓ=1
ǫℓ g (zℓ)
 . (8.41)
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Note that these coefficients D[{pℓ j},{ǫ j}]r, t
({
z j
}
; x
)
are at least O
((log x)n /x2) uniformly on the inte-
gration contour. Integrating these coefficients with respect to x, and defining
D˜[{pℓ j},{ǫ j}]r, t
({
z j
}
; x
)
= C
({pℓ j})
r,t
x∫
+∞
dx′D[{pℓ j},{ǫ j}]r, t
({
z j
}
; x′
)
, (8.42)
which are at least O
((
log x
)n
/x
)
uniformly on the integration contours Σ(i)
Π
, one gets
∂nγ log det [I + V]sub
γ=0
=
∑
1≤r+t≤n
r≥1, t≥0
∑
Σr+t
ℓ=1 p¯ℓ=n
pℓ0≥1
∮
Γ([−q ;q ])
dλ
4π
p(λ)
∫
Σ
×(r+t)
Π
dr+tz
(2iπ)r+t
×
∑
ǫ1,...,ǫr+t∈{±1,0}∑
ǫi=0
D˜[{pℓ j},{ǫ j}]r, t
({
z j
}
; x
)
(λ − z1)2 (λ − zr+1)
r∏
ℓ=2
(zℓ−1 − zℓ)
r+t∏
ℓ=r+2
(zℓ−1 − zℓ)
×
r+t∏
ℓ=1
F pℓ0 (zℓ) eǫℓg(zℓ)
n∏
m=1

q∫
−q
Fm (zℓ) − Fm (µ)
zℓ − µ dµ

pℓm . (8.43)
We stress that each e±g(zℓ) may only appear in combination with at least one F (zℓ) (as pℓ0 ≥ 1):
F (zℓ) e±g(zℓ). This guarantees that the functional above is continuous with respect to the sup
norm on the space of symmetric functions in n variables z and n variables λ.
Before applying the density procedure, let us introduce one more useful notation. Define
the finite difference operator ð(m)z (µ) by its action on pure product functions
ð
(m)
z (µ) · Fk(z) = Fk(z) − Fk−m(z) Fm(µ) . (8.44)
This action naturally extends to symmetric functions of n variables
ð
(m)
zℓ (µ) · Fn
[{
{zi} p¯i
}
i=1,...,r
]
= Fn
[{
{zi} p¯i
}
i=1,...,r
]
− Fn
[{
{zk} p¯k
}
k,ℓ , {µ}
m , {zℓ} p¯ℓ−m
]
. (8.45)
We remind here that p¯ℓ = pℓ0 + Σns=1spℓs, with
∑r+t
ℓ=1 p¯ℓ = n. We have moreover used the
notation {zℓ} p¯ℓ , which means that the variable zℓ is repeated p¯ℓ times, and
{
{zi} p¯i
}
i=1,...,r
, which
means that the variable z1 is repeated p¯1 times, z2 is repeated p¯2 times, . . . , zr is repeated
p¯r times. The purpose of introducing such finite difference operator is to recast products of
functions Fm (zℓ) − Fm (µ) appearing in (8.43) into a more compact form. Namely,
n∏
m=1

q∫
−q
Fm (zℓ) − Fm (µ)
zℓ − µ dµ

pℓm
=
n∏
m=1

q∫
−q
ð
(m)
zℓ (µ) · Fm (zℓ)
zℓ − µ dµ

pℓm
=
n∏
m=1
pℓm∏
j=1
q∫
−q
dµℓ,m, j
zℓ − µℓ,m, j

n∏
m=1
pℓm∏
j=1
ð
(m)
zℓ (µℓ,m, j)
 · F p¯ℓ−pℓ0 (zℓ) .
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Therefore, setting eg(z) = φ(z) and F(z) = ϕ(z)φ(z), we get
∂nγ log det
[
I + V (ϕ,φ)
]sub
γ=0
=
∑
1≤r+t≤n
r≥1, t≥0
∑
Σr+t
ℓ=1 p¯ℓ=n
pℓ0≥1
∮
Γ([−q ;q ])
dλ
4π
p(λ)
∫
Σ
×(r+t)
Π
dr+tz
(2iπ)r+t
×
∑
ǫ1,...,ǫr+t∈{±1,0}∑
ǫi=0
D˜[{pℓ j},{ǫ j}]r, t
({
z j
}
; x
)
(λ − z1)2 (λ − zr+1)
r∏
ℓ=2
(zℓ−1 − zℓ)
r+t∏
ℓ=r+2
(zℓ−1 − zℓ)
×
r+t∏
ℓ=1
n∏
m=1
pℓm∏
j=1

q∫
−q
dµℓ,m, j
zℓ − µℓ,m, j
ð
(m)
zℓ (µℓ,m, j)
 ·
r+t∏
ℓ=1
{
ϕ p¯ℓ (zℓ) φ p¯ℓ+ǫℓ(zℓ)
}
. (8.46)
It follows immediately from the density procedure formulated in Theorem C.1 that Isubn
can be extended into a linear functional on Symn(U,W). Its action on a holomorphic function
Fn ∈ Symn(U,W) is given as
Isubn [Fn] =
(−1)n−1
(n − 1)!
∑
1≤r+t≤n
r≥1, t≥0
∑
Σr+t
ℓ=1 p¯ℓ=n
pℓ0≥1
∮
Γ([−q ;q ])
dλ
4π
p(λ)
∫
Σ
×(r+t)
Π
dr+tz
(2iπ)r+t
×
∑
ǫ1,...,ǫr+t∈{±1,0}∑
ǫi=0
D˜[{pℓ j},{ǫ j}]r, t
({
z j
}
; x
)
(λ − z1)2 (λ − zr+1)
r∏
ℓ=2
(zℓ−1 − zℓ)
r+t∏
ℓ=r+2
(zℓ−1 − zℓ)
×
r+t∏
ℓ=1
n∏
m=1
pℓm∏
j=1

q∫
−q
dµℓ,m, j
zℓ − µℓ,m, j
ð
(m)
zℓ (µℓ,m, j)
 · Fn
( { {zℓ}p¯ℓ }1≤ℓ≤r+t{ {zℓ} p¯ℓ+ǫℓ }1≤ℓ≤r+t
)
. (8.47)
The sum appearing in (8.47) is finite, and since each integrand is a O (logn x/x), Isubn [Fn] is
itself a O
(
logn x/x
)
. Hence Theorem 8.1 follows directly, since
In [Fn] = I(0)n [Fn] + Isubn [Fn] . (8.48)
8.2.4 Asymptotic expansion of Isubn [Fn] and proof of Theorem 8.2
In order to prove the existence of an asymptotic series of for In [Fn], i.e. for Isubn [Fn], we should
be more precise on the structure of the coefficients D˜r,t, i.e. show that they themselves admit an
asymptotic expansion. Let us recall that these coefficients are obtained from the traces (8.41)
involving the matrices δ({pℓ j}) (zℓ; x) and ̺({pℓ j}) (zℓ; x). The latter being obtained from the jump
matrix ∆0.
Clearly, all terms corresponding to an integration on the contours Γ
′(i)
± yield exponentially
small corrections. Thus in what concerns the proof of an asymptotic expansion we can only
focus on integrations along the contours ∂D±q,δi . We decompose the relevant contour
[
∂Dq,δ ∪
∂D−q,δ
]×(r+t) into sums of elementary skeletons ∂D×(r+t)
σq,δ ≡ ∂Dσ1q,δ1 × · · · × ∂Dσr+tq,δr+t , where
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each σi takes values in {±1}:∫
Σ
(r+t)
Π
dr+tz
(2iπ)r+t =
∑
σi=±
∫
∂D(r+t)
σq,δ
dr+tz
(2iπ)r+t + O
(
x−∞
)
. (8.49)
The matrices δ({p j}) (z; x) (8.23) admit an asymptotic expansion into inverse powers of x on
∂Dq,δ∪∂D−q,δ. This fact follows from the asymptotic expansion of ∆0(z). The latter is obtained
by taking adequate a-derivatives at a = 0 or 1 of the asymptotics series (A.6) for Ψ (a, 1; z)
when z → ∞. This is licit as, for fixed M, the O(z−M−1) estimate in the asymptotic series (A.6)
is uniform with respect to a and since we perform a finite number of derivative with respect to
a. This asymptotic expansion takes the following form:
δ
({p j}) (z; x) =

M∑
k=1
Adeσ3 [ixp++g(z)]/2
[
δ
({p j},k)
+ (z; X+)
]
xk (p (z) − p+)k
+ O
(
logp0 x
xM+1
)
, z ∈ ∂Dq,δ ,
M∑
k=1
Adeσ3 [ixp−+g(z)]/2
[
δ
({p j},k)
− (z; X−)
]
xk (p (z) − p−)k
+ O
(
logp0 x
xM+1
)
, z ∈ ∂D−q,δ ,
(8.50)
the corrections being uniform on the contours. There the diagonal entries of the matrices
δ
({p j},k)
± (z; X±) are some constants (i.e. x and z independent), whereas the off-diagonal ones
are polynomials of degree p0 in the variable X± = log
[±x (p (z) − p∓)].
An exactly similar structure holds for ̺({p j}) (z; x) as it is adjunct to δ({p j}) (z; x). Hence,
on the skeleton ∂Dσq,δ = ∂Dσ1q,δ1 × · · · × ∂Dσr+tq,δr+t , the trace (8.41) can be expanded in the
following form:
tr
({pℓ j})
r,t ({z j}; x)[g] =
M+1∑
N=2
1
xN
N∑
k1,...,kr+t=1
Σki=N
∑
ǫ1,...,ǫr+t∈{±1,0}
Σǫi=0
Dr, t
[{pℓ j}, {ǫi}
{σi}, {ki}
] ({zi} ; log x)
×
exp
{
r+t∑
ℓ=1
ǫℓ
[
g (zℓ) + ixpσℓ
]}
r+t∏
ℓ=1
(
p (zℓ) − pσℓ
)kℓ + O
(
logn x
xM+2
)
. (8.51)
There we have explicitly factored out the dependence on the oscillating factor exp {ixΣℓǫℓpσℓ }.
In this expression, the coefficients Dr, t are piecewise smooth on the integration contour and are
polynomials of degree Σℓ |ǫℓ | pℓ0 in log x.
We set, for N ≥ 2,
x1−ND˜(0)r, t
[{pℓ j}, {ǫi}
{σi}, {ki}
] ({zi} ; log x) = C({pℓ j})r,t x∫
+∞
dx′
(x′)N Dr, t
[{pℓ j}, {ǫi}
{σi}, {ki}
] ({zi} ; log x′) (8.52)
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when ∑ ǫℓpσℓ = 0, and
eix
∑
pσℓ ǫℓ
M∑
k=N
x−k D˜(k)r, t
[{pℓ j}, {ǫi}
{σi}, {ki}
] ({zi} ; log x) + O ( logn xXM+1
)
= C
({pℓ j})
r,t
x∫
+∞
dx′
(x′)N Dr, t
[{pℓ j}, {ǫi}
{σi}, {ki}
] ({zi} ; log x) eix′ ∑ pσℓ ǫℓ (8.53)
otherwise. Note at this stage that, due to the constraint ∑ ǫi = 0, there exist some integer m , 0
such that eix
∑
pσℓ ǫℓ = eixm(p+−p−).
We then insert the result of integration into the expression for Isubn [Fn], rearrange the asymp-
totic expansion into decreasing powers of x and separate the oscillating and non-oscillating
parts. We obtain
Isubn [Fn] =
M∑
N=1
1
xN
I(N; nosc)n [Fn] +
M∑
N=2
1
xN
I(N; osc)n [Fn] + O
(
logn x
xM+1
)
, (8.54)
where
I(N; nosc)n [Fn] =
∑
r,t
{pℓ j},{ǫi}
∑
σ1,...,σr+t=±
Σǫℓ pσℓ=0
N+1∑
k1 ,...,kr+t=1
Σki=N+1
I
(0)
r, t
[{pℓ j}, {ǫi}
{σi}, {ki}
] (log x) [Fn] , (8.55)
I(N; osc)n [Fn] =
∑
r,t
{pℓ j},{ǫi}
∑
σ1,...,σr+t=±
Σǫℓpσℓ,0
N∑
s=2
s∑
k1,...,kr+t=1
Σki=s
e
ix
r+t∑
ℓ=1
ǫℓpσℓ
I
(s)
r, t
[{pℓ j}, {ǫi}
{σi}, {ki}
] (log x) [Fn] .
(8.56)
In these expressions,∑
r,t
{pℓ j},{ǫi}
≡
∑
1≤r+t≤n
r≥1, t≥0
∑
pℓ0,...,pℓn
pℓ0≥1, Σr+tℓ=1 p¯ℓ=n
∑
ǫ1,...,ǫr+t∈{±1,0}
Σǫi=0
(8.57)
and the functional Ir, t is given by
I
(s)
r, t
[{pℓ j}, {ǫi}
{σi}, {ki}
] (log x) [Fn] = (−1)n−1(n − 1)!
∮
Γ([−q ;q ])
dλ
4π
p(λ)
∫
∂D×(r+t)
σq,δ
dr+tz
(2iπ)r+t
×
D˜
(s)
r, t
[{pℓ j}, {ǫi}
{σi}, {ki}
] ({zi} ; log x)
(λ − z1)2 (λ − zr+1)
r∏
ℓ=2
(zℓ−1 − zℓ)
r+t∏
ℓ=r+2
(zℓ−1 − zℓ)
r+t∏
ℓ=1
1(
p(zℓ) − pσℓ
)kℓ
×
r+t∏
ℓ=1
n∏
m=1
pℓm∏
j=1

q∫
−q
dµℓ,m, j
zℓ − µℓ,m, j ð
(m)
zℓ (µℓ,m, j)
 · Fn
( { {zℓ}p¯ℓ }1≤ℓ≤r+t{ {zℓ} p¯ℓ+ǫℓ }1≤ℓ≤r+t
)
. (8.58)
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The coefficients D˜r, t being polynomials of degree
∑
ℓ |ǫℓ| pℓ0 in log x, this ends the proof of
Theorem 8.2 concerning the existence of the asymptotic expansion of cyclic integrals to any
order in 1/x.
As it is presented, the form of this asymptotic expansion may look quite involved. Note
however that the integrals over the contours ∂D×(r+t)
σq,δ in (8.58) can be computed; they are ex-
pressible in terms of partial derivatives of the function Fn at ±q (see Appendix D). It is proved
in Appendix D that the non-oscillating term I(N; nosc)n [Fn] of order N can be expressed in terms
of derivatives of Fn of total order not higher than N, whereas the order of such derivatives does
not exceed N −2 in the case of I(N; osc)n [Fn]. This property is useful in [35], when we sum up the
asymptotic behaviour of a whole class of cycle integrals of the form (8.1) to obtain the asymp-
totic behaviour of correlation functions. To perform this summation we use the knowledge of
the number of partial derivatives applied to Fn. We finally point out that the integral over λ
produces derivatives of the function p(λ) evaluated at ±q.
9 More general kernels
In the applications to quantum integrable models, one sometimes needs to use some modified
versions of the GSK.
Consider the operator I + Vθ acting on
[−q ; q ] with kernel
Vθ (λ, µ) =
√
F (λ) F (µ) θ′ (λ) θ′ (µ) e+ (λ) e− (µ) − e− (λ) e+ (µ)
2iπ [θ (λ) − θ (µ)] , (9.1)
where e± and F are defined as in (1.7). We assume in addition that θ is a biholomorphism of U
onto its image, that θ ([−q ; q ]) ⊂ R and θ (U ∩H±) ⊂ H±.
Then the asymptotic behaviour of log det[I + Vθ] when x → ∞ follows from Theorem 2.1.
More precisely, we have the following corollary:
Corollary 9.1. Let Vθ be as above. Then
log det [I + Vθ] = 2
q∫
−q
dλ ν(λ) log′[e−(λ)] +
∑
σ=±
log
G(1, νσ) θ′(σq)ν2σ Kσνσ(σq; q)[(
θ(q) − θ(−q)) p′σx]ν2σ

+
1
2
q∫
−q
dλ dµ ν
′(λ) θ′(µ) ν(µ) − ν(λ) θ′(λ) ν′(µ)
θ(λ) − θ(µ) + o (1) , (9.2)
where
ν(λ) = −1
2iπ
log (1 + γF(λ)) , K(λ; q) = exp

q∫
−q
ν(λ) − ν(µ)
θ(λ) − θ(µ) θ
′(µ) dµ
 , (9.3)
and, as before, p′± = [∂λp(λ)] |λ=±q, ν± = ν (±q).
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Proof — The change of variables θ (λ) = ξ maps the kernel Vθ on the one of the GSK
V(ξ, η) =
√
F ◦ θ−1(ξ) F ◦ θ−1(η) e+ ◦ θ
−1(ξ) e− ◦ θ−1(η) − e− ◦ θ−1(ξ) e+ ◦ θ−1(η)
2iπ (ξ − η) .
This kernel acts on
[
θ (−q) ; θ (q) ] which is, a priori, a non symmetric interval. However, it is
enough to apply the transformation λ 7→ λ− (θ (q) + θ (−q)) /2 so as to recover the symmetry of
the interval. Then, it remains to enforce the inverse transformations on the asymptotic formula
for the Fredholm determinant of V . 
Let us write explicitly the asymptotics (9.2) in the case of the kernel
Vsh(λ, µ) = γ
√
F(λ) F(µ) e+(λ) e−(µ) − e−(λ) e+(µ)
2iπ sinh(λ − µ) , e±(λ) = e
±[ixp(λ)+g(λ)]/2 ,
as it plays a crucial role in the analysis of the asymptotic behaviour of the two-point functions
in the massless phase of the XXZ Heisenberg chain [35]. In this case, equation (9.2) reads
log det [I + Vsh] = 2
q∫
−q
dλ ν(λ) log′[e−(λ)] + 12
q∫
−q
dλ dµ ν
′(λ) ν(µ) − ν(λ) ν′(µ)
tanh (λ − µ)
+
∑
σ=±
log G(1, νσ)[sinh(2q) p′σx]ν2σ + σνσ
q∫
−q
dλ νσ − ν(λ)
tanh (σq − λ)
 + o (1) . (9.4)
It is clear that the last equation can be used in order to obtain an analog of the asymptotic
expansion for multiple integrals of the type (8.1) where the rational functions z− λ are replaced
by the hyperbolic sinh(z − λ). Namely, let
Ishn [Fn] =
∮
Γ([−q ;q ])
dnz
(2iπ)n
q∫
−q
dnλ
(2iπ)n Fn
( {λ}
{z}
) n∏
j=1
eix(p(z j)−p(λ j))
sinh
(
z j − λ j
)
sinh
(
z j − λ j+1
) . (9.5)
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Then under the conditions of Corollary 8.1 one has the following asymptotic estimate
Ishn [Fn] =
1
2iπ
q∫
−q
dλ
{
ixp′(λ) + ∂ǫ}Fn ( {λ}n{λ + ǫ}, {λ}n−1
)
ǫ=0
+
∑
σ=±
(bn − cn log (sinh(2q)p′σx))Fn ( {σq}n{σq}n
)
+
n
(2π)2
∑
σ=±
n−1∑
p=1
q∫
−q
dλ
Fn
( {σq}n
{σq}n
)
− Fn
( {σq}p , {λ}n−p
{σq}p , {λ}n−p
)
p (n − p) tanh (q − σλ)
+
n
2 (2π)2
n−1∑
p=1
q∫
−q
dλdµ
(n − p) tanh (λ − µ)
{
∂ǫFn
( {λ + ǫ} , {λ}p−1 , {µ}n−p
{λ + ǫ} , {λ}p−1 , {µ}n−p
)
−∂ǫFn
( {µ + ǫ} , {µ}p−1 , {λ}n−p
{µ + ǫ} , {µ}p−1 , {λ}n−p
)}
ǫ=0
+ o(1) . (9.6)
Conclusion
We have obtained in this article the leading asymptotic expansion of the Fredholm determinant
of the GSK. As we have mentioned, our main motivation is to apply this result to the asymp-
totic analysis of the correlation functions of quantum integrable models, using in particular the
asymptotic study of multiple integrals performed in Section 8. This is done in [35].
Another development is to extend the above analysis so as to handle truncated Wiener–
Hopf operators with symbols having Fischer–Hartwig type discontinuities. The corresponding
results are published in [37]. The results for the case of Toeplitz, Hankel and Toeplitz + Hankel
determinants with Fisher-Hartwig singularities appeared recently in [16, 17].
Let us also point out some unsolved problems. One of them concerns the derivation of the
asymptotics of the Fredholm determinant of the GSK via the method based on its derivative
over endpoint q. It would be important to obtain a complete justification of this method, since
it is rather powerful and at the same time relatively simple.
Another problem is to prove the conjecture on the Z − ν periodicity for the asymptotic ex-
pansion of the Fredholm determinant. If this property does hold, then all oscillating corrections
can be obtained from the non-oscillating ones via a simple shift of ν by integer numbers. This
could lead to a much simpler way to compute sub-leading corrections for such determinants.
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A Some properties of confluent hypergeometric function
For generic parameters (a, c) the Tricomi confluent hypergeometric function Ψ (a, c; z) is one of
the solutions to the differential equation
zy′′ + (c − z) y′ − ay = 0 . (A.1)
It satisfies the properties:
• Differentiation:
Ψ′(a, c; z) = a
z
[
(a − c + 1)Ψ(a + 1, c; z) − Ψ(a, c; z)
]
=
1
z
[
(a − c + z)Ψ(a, c; z) − Ψ(a − 1, c; z)
]
. (A.2)
• Monodromy:
Ψ(a, 1; ze2miπ) = Ψ(a, 1; z)
(
1 − meiπa(ǫ+1) + meiπa(ǫ−1)
)
+
2πimeiπaǫ+z
Γ2(a) Ψ(1 − a, 1;−z), (A.3)
where ǫ = sgn
(ℑ(z)). In particular,
Ψ(a, 1; ze2iπ) = Ψ(a, 1; z)e−2iπa + 2πie
−iπa+z
Γ2(a) Ψ(1 − a, 1;−z), ℑ(z) < 0, (A.4)
Ψ(a, 1; ze−2iπ) = Ψ(a, 1; z)e2iπa − 2πie
iπa+z
Γ2(a) Ψ(1 − a, 1;−z), ℑ(z) > 0. (A.5)
• Asymptotic expansion:
Ψ(a, c; z) ∼
∞∑
n=0
(−1)n (a)n(a − c + 1)n
n! z
−a−n, z → ∞, −3π
2
< arg(z) < 3π
2
, (A.6)
with (a)n = Γ (a + n) /Γ (a).
We have the following recombination between the Tricomi CHF Ψ (a, c; z) and the Humbert
CHF Φ (a, c; z)
Φ (a, c; z) = Γ (c)
Γ (c − a)e
iǫaπΨ (a, c; z) + Γ (c)
Γ (a)e
iǫπ(a−c)+zΨ (c − a, c;−z) , (A.7)
where ǫ = sgn (ℑ(z)), and
Φ (a, c; z) =
∞∑
n=0
(a)n
(c)n
zn
n! . (A.8)
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Such a recombination formula allows to obtain the asymptotic expansion of the Humbert CHF:
Φ (a, c; z) = Γ (c)
Γ (c − a)
(
eiπǫ
z
)a M∑
n=0
(a)n (a − c + 1)n
n! (−z)n + O
(
|z|−a−M−1
)
+
Γ (c)
Γ (a) e
zza−c
N∑
n=0
(c − a)n (1 − a)n
n!zn + O
(∣∣∣ezza−1−c−N ∣∣∣) . (A.9)
One can estimate integrals involving a product of two CHF as below, either by using La-
place–type integral representations for the functions Φ (a, c; z) and Ψ (a, c; z) or applying the
method given in [37]. The latter uses Erdelyi’s representation of Laplace transforms of products
of CHF in terms of Lauricella function adjoint to some asymptotic expansion of Lauricella
function. In any case, the result reads:
+∞∫
0
dt
{
e−iπaϕ (a; t) − 1
}
= −2ia, (A.10)
+∞∫
0
dt
{
e−iπaτ (a; t) + 1 + 2ia
t + 1
}
= 2ia − a [ψ (a) + ψ (−a)] , (A.11)
and the Riemann integrability of the integrands is part of the conclusion. We remind the defini-
tion of the functions τ (a; t) and ϕ (a; t):
ϕ (ν; t) = Φ (−ν, 1;−it)Φ (ν, 1; it) , (A.12)
τ (ν; t) = −Φ (−ν, 1;−it)Φ (ν, 1; it) + (∂zΦ) (−ν, 1;−it)Φ (ν, 1; it)
+ Φ (−ν, 1;−it) (∂zΦ) (ν, 1; it) . (A.13)
B Three preparatory Lemmas
Here we prove three preparatory integration lemmas used in Section 6.
Lemma B.1. Let R (u, t) be a function of two variables defined on I × R+, where I is an open
interval of R containing 0. Suppose that the partial applications u → R (u, t) are C 1 (I) for all
but finitely many t’s and that t → R (u, t) is Riemann integrable uniformly in u, i.e.:
∀ρ > 0, ∀M > 0, ∀u0 ∈ I, ∃υ > 0 such that
u ∈ ]−υ + u0 ; υ + u0 [ ∩ I, k ∈ {0, 1} ⇒
∣∣∣∣∣∣∣∣
+∞∫
M
dt
[
∂k1R (u, t) − ∂k1R (u0, t)
]∣∣∣∣∣∣∣∣ ≤ ρ. (B.1)
Then for g ∈ C 1 (I)
δ∫
0
xg (t)R (t, xt) dt = g (0)
+∞∫
0
R (0, t) dt + o (1) (B.2)
where the small o (1) is with respect to the successive limit xδ → +∞ and δ→ 0.
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Proof — One has
δ∫
0
x
(
g (t)R (t, xt) − g (0)R (0, xt)) dt = δ∫
0
dy
xδ∫
xy
∂y
[
g (y)R (y, t)] dt . (B.3)
Consider a function
g : (y, a, b) 7→
b∫
a
dt∂y
[
g (y)R (y, t)] (B.4)
on the compact set [ 0 ; δ ] × R+ × R+. g is clearly continuous on the interior and the uni-
form Riemann-integrability of R (y, t) guarantees that it is continuous in an neighbourhood of
(∗,+∞, ∗), (∗, ∗,+∞) and (∗,+∞,+∞). Hence, |g| is bounded, say by B, as continuous function
on a compact set. Thus,∣∣∣∣∣∣∣∣∣
δ∫
0
dy
xδ∫
xy
∂y
[
g (y)R (y, t)] dt
∣∣∣∣∣∣∣∣∣ ≤ δB, (B.5)
which ends the proof of Lemma B.1. 
Lemma B.2. Let g ∈ C 1 (I) for some open interval I containing 0, then
δ∫
0
g (t) xdt
1 + xt
= g (0) log xδ + o (1) , (B.6)
where o (1) stands with respect to the successive limits xδ→ +∞ and δ → 0.
Proof — We have
δ∫
0
g (t) xdt
1 + xt
= g (0) log (xδ + 1) +
δ∫
0
dt
t∫
0
dyg
′ (y) x
1 + xt
(B.7)
= g (0) log δx + o (1) +
δ∫
0
dyg′ (y) log
(
xδ + 1
xy + 1
)
. (B.8)
But, ∣∣∣∣∣∣∣∣∣
δ∫
0
dyg′ (y) log
(
δ + 1/x
y + 1/x
)∣∣∣∣∣∣∣∣∣ ≤ sup[ 0 ;δ ]
∣∣∣g′∣∣∣ × (δ − log (δ + 1/x) /x) −→
δ→0
0 , (B.9)
which ends the proof of Lemma B.2. 
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Lemma B.3. Let κ be defined in terms of ν as in (2.2), and set
H(q) = 1
2
q∫
−q
dλdµν
′(λ) ν(µ) − ν′(µ) ν(λ)
λ − µ +
∑
ǫ=±
ǫνǫ log κ(ǫq; q). (B.10)
Then,
2ν+
d
dq
[
log κ (q; q)] − 2ν− ddq [log κ (−q; q)] − (ν+ − ν−)2q = dH (q)dq . (B.11)
Proof — Using (2.2), one can express the derivative of H (q) as
dH (q)
dq =
∑
ǫ=±
ν (ǫq)
q∫
−q
dµν
′ (ǫq) − ν′ (µ)
ǫq − µ +
∑
ǫ=±
ǫν (ǫq) ddq
[log κ (ǫq; q)] . (B.12)
Thus, proving (B.11) amounts to establishing the equality
∑
ǫ=±
ǫν (ǫq) ddq
[
log κ (ǫq; q)] − (ν+ − ν−)2
q
=
∑
ǫ=±
ν (ǫq)
q∫
−q
dµν
′ (ǫq) − ν′ (µ)
ǫq − µ . (B.13)
The latter follows from an integration by parts:∑
ǫ=±
ǫν (ǫq) ddq
[log κ (ǫq; q)]
=
∑
ǫ=±
ǫνǫ
ν′ǫ + ν+ − ν−2q + ǫ
q∫
−q
dµ
ν (µ) − νǫ − ν′ǫ (µ − ǫq)
(µ − ǫq)2

=
∑
ǫ=±
ǫνǫ
ν′ǫ + ν+ − ν−2q + ν−ǫ − νǫ + 2ǫqν
′
ǫ
−2ǫq + ǫ
q∫
−q
dµ
ν′ (µ) − ν′ǫ
µ − ǫq

=
(ν+ − ν−)2
q
+
∑
ǫ=±
νǫ
q∫
−q
dµ
ν′ (µ) − ν′ǫ
µ − ǫq .
This ends the proof. 
C The density Theorem
Theorem C.1. Let U, W be two open neighbourhoods of [−q ; q ], and let Fn ( {λ}{z}
)
be a
holomorphic function on Un × Wn, symmetric separately in the n variables λ and in the n
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variables z. Then, for any compact subsets K (resp. P) of U (resp.W) there exists a sequence(
ϕp, φp
)
p∈N in H (K) ×H (P) such that
Fn
( {λ}
{z}
)
=
+∞∑
p=0
n∏
i=1
ϕp (λi) φp (zi) uniformly on Kn × Pn . (C.1)
Proof — Let K and P be as above.
Let X = Kn × Pn/ ∼, where the relation ∼ is defined as follows: (λ, z) ∼ (λ′, z′) if there
exists a couple of permutations (σ, π) ∈ Gn × Gn such that (λσ, zπ) = (λ′, z′), where λσ stands
for (λσ(1), . . . , λσ(n)). Since Gn × Gn is a discrete group, its action on Kn × Pn is by definition
proper, i.e. ∀L ⊃ Kn × Pn{(σ, π) ∈ Gn ×Gn : Lσ,π ∩ L = ∅} is discrete. (C.2)
This ensures that X is a compact Hausdorff topological space. Moreover the space C (X,C) of
continuous functions on X is canonically identified with the space of continuous functions on
Kn × Pn that are symmetric in the first or the last n variables.
Define the subspace S of C (X,C) as the subset of functions F (ϕ,φ)n of the form
F (ϕ,φ)n
( {λ}
{z}
)
=
n∏
i=1
ϕ (λi)φ (zi) , (C.3)
where (ϕ, φ) ∈ H (K) ×H (P), and let S be the C∗-algebra generated by S . We have that S and
hence S separates points in X. Indeed, let (λ, z) and (µ, y) be any two representatives in Kn × Pn
of two distinct points in X. Thus
• there exists λi ∈ K such that exactly p of the n coordinates of the n-tuple λ are equal to
λi, whereas exactly q of the n coordinates of the n-tuple µ are equal to λi, with p , q;
• or there exists zi ∈ P such that exactly p of the n coordinates of the n-tuple z are equal to
zi, whereas exactly q of the n coordinates of the n-tuple y are equal to zi, with p , q.
The situation is similar in the case of the first n and last n variables, therefore we only treat the
first case. By Lagrange interpolation there exist a polynomial Q such that, for any coordinate
λk of λ and any coordinate µk of µ satisfying λk , λi and µk , λi,
Q (λk) = Q (µk) = 1 and Q (λi) = 2. (C.4)
The function
F (Q,1)n
( {λ}
{z}
)
=
n∏
p=1
Q
(
λp
)
∈ S (C.5)
separates the projections of (λ, z) and (µ, y) on X. Thus S is a C∗-subalgebra of C (X;C) that
separates points. It then follows by the Stone-Weierstrass theorem that S = C (X;C).
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Let Fn be holomorphic on Un × Wn and symmetric in the first and in the last n variables.
There exists compact sets Kǫ ⊂ U and Pǫ ⊂ W such that K ⊂
◦
Kǫ and P ⊂
◦
Pǫ . Here,
◦
Kǫ stands
for the interior of Kǫ . Thus the restriction of Fn to Knǫ × Pnǫ also belongs to C (Xǫ ;C), with
Xǫ = Knǫ × Pnǫ/ ∼, and therefore there exists
(
ϕ˜p, φ˜p
)
p∈N in C (Kǫ ;C) × C (Pǫ ;C) such that
Fn
( {λ}
{z}
)
=
+∞∑
p=0
n∏
i=1
ϕ˜p (λi) φ˜p (zi) uniformly on Knǫ × Pnǫ . (C.6)
In particular the sequence converges uniformly to Fn on (∂Kǫ)n × (∂Pǫ)n, the latter set being
compact. Therefore we have
N∑
p=0
∫
∂Kǫ
dnµ
(2iπ)n
∫
∂Pǫ
dny
(2iπ)n
n∏
i=1
ϕ˜p (µi) φ˜p (yi)
(µi − λi) (yi − zi) =
N∑
p=0
n∏
i=1
ϕp (λi)φ (zi)
−→
N→+∞
∫
∂Kǫ
dnµ
(2iπ)n
∫
∂Pǫ
dny
(2iπ)n
Fn ({µ} | {y})
n∏
i=1
(µi − λi) (yi − zi)
= Fn ({λ} | {z}) , (C.7)
uniformly in (λ, z) ∈ Kn × Pn. Moreover,
ϕp (λ) =
∫
∂Kǫ
dµ
2iπ
ϕ˜p (µ)
µ − λ and φp (z) =
∫
∂Pǫ
dy
2iπ
φ˜p (y)
y − z (C.8)
are holomorphic in K, resp. P. 
D Form of the sub-leading terms in Isubn
In this appendix, we focus on the general structure of the sub-leading asymptotics of cyclic
integrals. We show that the 1/xN term in the non-oscillating part can be obtained as an action
of at most N partial derivatives of the function Fn followed by an evaluation at ±q or by an
integration over [−q; q].
In principle, the contour integrals defining (8.58) can be computed to the end. However,
the result is quite intricate, and we do not need, for the further applications, the formula in its
whole generality. Indeed, we are interested in a particular sub-class of such integrals. More
precisely we shall focus on the sub-class that is susceptible to produce the highest possible
derivatives of the function Fn. Here, by highest derivative we mean the total degree of all the
partial derivatives that might act on the integrand. This subclass is identified in the upcoming
lemma.
Lemma D.1. Let r, t ∈ N with r + t ≥ 1 label negations σ1, . . . , σr+t ∈ {±}. Also introduce
sufficiently small numbers 0 < δ1 < · · · < δr+t < q as well as positive integers k1, . . . , kr+t.
Finally, let G ∈ H
(
Dσ1q,δ1 × · · · × Dσr+tq,δr+t
)
and
G({σi},{ki})r, t [G] =
∫
∂D×(r+t)
σq,δ
dr+tz
(2iπ)r+t
r∏
ℓ=2
1
zℓ−1 − zℓ
r+t∏
ℓ=r+2
1
zℓ−1 − zℓ
r+t∏
ℓ=1
1
(zℓ − σℓq)kℓ
G({z}) . (D.1)
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with ∂D×(r+t)
σq,δ ≡ ∂Dσ1q,δ1 × · · · × ∂Dσr+tq,δr+t .
Then, the integral G({σi},{ki})r, t [G] can be computed as some combinatorial sum involving
derivatives of G at the points σiq, the maximal order of such derivatives being equal to
r+t∑
i=1
ki − nr − nt + δr,0 + δt,0 − 2. (D.2)
Here nr, resp. nt, is the number of times the sequence (σ1, . . . , σr), resp. (σr+1, . . . , σr+t),
changes sign, and δr,0, δt,0 denote the usual Kronecker symbols.
Proof — Let us prove the claim by induction on r + t.
First, for r + t = 1, (D.2) is obviously satisfied. Indeed,
G(σ,k)1,0 [G] = G(σ,k)0,1 [G] =
1
(k − 1)!
(
∂k−1z G
)
(σq). (D.3)
Let us now assume that the result holds for any function G up to some value of r + t. We
will prove that it also holds for r + t + 1.
Note first that G({σi},{ki})r, t
[G] = G({σ˜i},{˜ki})t, r [ ˜G], in which ˜G, {σ˜i}, {˜ki} are obtained from G, {σi},
{ki} by a reordering of the variables. Hence, it is enough to prove the claim for Gr+1, t. We will
have to distinguish two cases, depending on whether r + 1 = 1 or r + 1 > 1.
In the case r + 1 = 1, it is easy to see that
G({σi},{ki})1, t [G] =
1
(k1 − 1)! G
(σ2,...,σt+1,k2,...,kt+1)
0, t
[
∂k1−1z1 G
(
σ1q, {zi}t+1i=2
)]
, (D.4)
which means that G({σi},{ki})1, t [G] can be expressed in terms of derivatives of G of maximal order(∑t+1
i=2 ki − 1 − nt + δt,0
)
+ (k1 − 1), hence the result.
Let us now consider the case r + 1 > 1. We have
G({σi},{ki})
r+1, t [G] =
1
(k1 − 1)!
∫
∂D×(r+t)
σq,δ
r+t+1∏
ℓ=2
dzℓ
2iπ
r+1∏
ℓ=3
1
zℓ−1 − zℓ
r+t+1∏
ℓ=r+3
1
zℓ−1 − zℓ
r+t+1∏
ℓ=2
1
(zℓ − σℓq)kℓ
× ∂k1−1z1
(
G({z})
z1 − z2
)
z1=σ1q
= −
∫
∂D×(r+t)
σq,δ
r+t+1∏
ℓ=2
dzℓ
2iπ
r+1∏
ℓ=3
1
zℓ−1 − zℓ
r+t+1∏
ℓ=r+3
1
zℓ−1 − zℓ
r+t+1∏
ℓ=2
1
(zℓ − σℓq)kℓ
×
k1−1∑
k=0
1
k!
1
(z2 − σ1q)k1−k
(
∂kz1G
) (
σ1q, {zi}r+t+1i=2
)
. (D.5)
At this point one should distinguish between the two possible cases: σ1σ2 = 1 or σ1σ2 = −1.
We first assume σ1σ2 = 1 (i.e. that there is no change of sign between σ1 and σ2), and set
ˆG+k
(
z2, . . . , zr+t+1
)
= ∂kz1G
(
z1, . . . , zr+t+1
) |z1=σ1q. Then
G({σi},{ki})
r+1, t [G] = −
k1−1∑
k=0
1
k! G
({σi}r+t+12 ,{k2+k1−k}∪{ki}r+t+13 )
r,t
[
ˆG+k
]
. (D.6)
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The latter can be expressed in terms of derivatives of G of maximal order k + (k2 + k1 − k +∑r+t+1
i=3 ki − nr − nt + δt,0 − 2
)
=
∑r+t+1
i=1 ki − 2 − nr+1 − nt + δt,0.
We now assume that σ1σ2 = −1. This leads to
G({σi},{ki})
r+1, t [G] = −
k1−1∑
k=0
1
k! G
({σi}r+t+12 ,{ki}r+t+12 )
r,t
[
ˆG−k
]
, (D.7)
where the function
ˆG−k
(
z2, . . . , zr+t+1
)
=
∂kz1G
(
z1, . . . , zr+t+1
) |z1=σ1q
(z2 + σ2q)k1−k
(D.8)
is holomorphic inside the integration contour ∂Dσ2q,δ2 × · · · × ∂Dσr+tq,δr+t . Once again, the result
will be expressed in terms of derivatives of G and the maximal order of these derivatives will be
k1 − 1 + ( ∑r+t+1i=2 ki − nr − nt + δt,0 − 2) = ∑r+t+1i=1 ki − nr+1 − nt + δt,0 − 2, which ends the proof
of Lemma D.1. 
Remark D.1. The integral can be explicitly computed using the recurrence formulas (D.6) and
(D.7). In particular, in the simplest case σ1 = · · · = σr and σr+1 = · · · = σr+t, we have
G({σi},{ki})r, t [G] = (−1)r+t−δr,0−δt,0
∑
u1,...,ur+t
uℓ ∈ Γℓ
r+t∏
ℓ=1
1
uℓ!
∂
ur+t
zr+t . . . ∂
u1
z1 G ({z})
zi=σiq
, (D.9)
in which the parameters uℓ are summed over sets Γℓ defined as
Γℓ =
{
0, . . . ,
ℓ∑
j=1
k j −
ℓ−1∑
j=1
u j − 1
}
, Γr+ℓ =
{
0, . . . ,
r+ℓ∑
j=r+1
k j −
r+ℓ−1∑
j=r+1
u j − 1
}
, (1 ≤ ℓ < r),
(D.10)
Γr =
{ r∑
j=1
k j −
r−1∑
j=1
u j − 1
}
, Γr+t =
{ r+t∑
j=r+1
k j −
r+t−1∑
j=r+1
u j − 1
}
. (D.11)
Corollary D.1. The subleading terms of order N in the asymptotic expansion (8.54) for the
cycle integral In[Fn] are obtained in terms of derivatives of the function Fn. More precisely,
the non-oscillating term I(N; nosc)n [Fn] involves derivatives of Fn of total order at most equal to
N, whereas the oscillating one I(N; osc)n [Fn] involves derivatives of Fn of total order at most equal
to N − 2.
Proof — In order to apply Lemma D.1 to the integral over ∂D×(r+t)
σq,δ in (8.58), let us set
G ({z}) =
D˜
(s)
r, t
[{pℓ j}, {ǫi}
{σi}, {ki}
] ({zi} ; log x)
(λ − z1)2 (λ − zr+1)
r+t∏
ℓ=1
(
zℓ − σℓq
p(zℓ) − pσℓ
)kℓ
×
r+t∏
ℓ=1
n∏
m=1
pℓm∏
j=1

q∫
−q
dµℓ,m, j
zℓ − µℓ,m, j ð
(m)
zℓ (µℓ,m, j)
 · Fn
( { {zℓ} p¯ℓ }1≤ℓ≤r+t{ {zℓ}p¯ℓ+ǫℓ }1≤ℓ≤r+t
)
. (D.12)
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The poles at z1 = λ and zr+1 = λ being outside of the skeleton ∂D×(r+t)σq,δ , this function is indeed
holomorphic in a vicinity of the polydisc D×(r+t)
σq,δ .
Applying the result of Lemma D.1 to this function and using the fact that ∑ ki = N + 1 in
(8.55), it follows immediately that the expression of I(N; nosc)n [Fn] cannot involve derivatives of
the function Fn of order higher than N. This maximal order of derivatives corresponds to t = 0
and ∀ i σi = σ with σ = ± in (8.55).
Similarly, as in (8.56) ∑ ki ≤ N, I(N; osc)n [Fn] cannot involve derivatives of Fn of order
higher than N − 1. Moreover, due to the constraints ∑ ǫℓ = 0 and ∑ ǫℓpσℓ , 0, it follows that
the variables σi have to take both values + and −, which means that either t ≥ 1 or nr ≥ 1 in
(D.2) (we recall that r ≥ 1). Hence I(N; osc)n [Fn] cannot involve derivatives of Fn of order higher
than N − 2. 
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