The modern industrial firm increasingly relies on software to support its competitive position. However, the uncertain and dynamic nature of today's global marketplace dictates that this software be continually evolved and adapted, to meet new business challenges. This ability -to rapidly update, improve, remove, replace, and reimagine the software applications that underpin a firm's competitive position -is at the heart of what has been called IT agility.
Introduction
Software is eating the world. With this dramatic headline, Mark Andreessen, the influential venture capitalist and co-founder of Netscape, began a 2011 Wall Street Journal article on the impact that software was having on the global economy (Andreessen, 2011 ).
Andreessen's argument was compelling. Software is not only increasingly embedded in products and services that are part of our daily lives; behind the scenes, it also plays a growing role in delivering the organizational capabilities needed to compete in a dynamic and uncertain world. Software-focused companies are creating massive amounts of wealth. But even traditional firms competing in the "physical world" now rely on software systems and services to power the critical operating capabilities needed to survive in a world of constant change.
As this process of digital transformation has accelerated across the economy, software systems within firms have become correspondingly more complex. Today, even a moderately sized business maintains information systems comprising hundreds of applications and databases, running on geographically distributed hardware platforms, and serving multiple clients. These systems must be reliable, efficient and secure enough to meet today's business challenges. Yet they must also be flexible and adaptable, capable of evolving to meet the new and emerging challenges that will undoubtedly arrive tomorrow. How should a firm design its portfolio of software applications to meet these potentially conflicting objectives?
Early academic work in this area focused on the first of these challenges: the design of an architecture optimized for a given set of business conditions and strategic choices. The resulting field of study, Enterprise Architecture (EA), yielded conceptual frameworks, processes and tools that helped to achieve alignment between a firm's business strategy and its IT system (Zachman, 1987; Weill, 2007) . More recently, a distinct stream of research has begun to explore how a firm's IT architecture can facilitate the development of new business capabilities (Orlikowski and Iacono, 2001; Sambamurthy, W. and Zmud, R. 2000) . Those theories emphasize the need for systems that facilitate agility, through the use of layered, modular technologies (Yoo et al, 2010; Tanriverdi et al, 2010; Tiwana et al, 2010) . Firms with modular architectures quickly reconfigure software resources to respond to new challenges, ensuring the continuous alignment of IT assets with changing business needs (Sambumurthy et al, 2003; Hanseth and Lyytinen, 2010) . The overarching goal for these firms is optionality, and not optimality.
The studies cited above, and a host of others, have made strong conceptual and theoretical contributions to our understanding of the role of IT architecture in the modern firm.
Unfortunately, robust empirical work exploring the link between IT architecture and agility has been rare and yields mixed results (Tiwana and Konsynski, 2010; Schmidt and Buxmann, 2011; Kim et al, 2011; Liu et al, 2013) . Several common challenges are observed in these studies.
First, they rarely measure architecture directly, but instead capture broad-based perceptions of architectural characteristics (e.g., the extent of loosely-coupling). Second, they tend to adopt the firm as unit of analysis, hence measures of IT function and architecture are assumed to be homogenous across the organization, ignoring the inherent heterogeneity in a portfolio of IT assets (e.g., the mix of legacy and new technologies). Finally, they lack a consistent definition of agility, and seldom consider the fact that this ability is likely to encompass multiple dimensions of performance, associated with different types and levels of IT change.
We address these gaps in the literature by exploring the relationship between software portfolio architecture and IT agility at the level of the individual applications in the portfolio. In particular, we draw from modular systems theory to develop and test a series of hypotheses about how different types of coupling impact three dimensions of agility: the ability to maintain, to retire and to commission new software applications. Our methods, which are based upon network analysis, allow us to measure the precise level of coupling for all applications in the portfolio. This contrasts with the broad perceptual measures often used in prior research.
We test our hypotheses with data from a large financial services firm. Our dataset comprises over 2,000 software applications and the dependencies between them. Critically, we capture data at two distinct points in time, four years apart. This approach allows us to identify changes in the portfolio, hence to develop measures of IT agility. We supplement this data with figures on the cost of maintenance for all applications in the portfolio at the start of this period. We find differences in the level of coupling for applications explain large variations in IT agility. Specifically, applications with high levels of coupling cost more to update, are less likely to be retired, and are less likely to be commissioned (i.e., added to the portfolio). We show that the coupling between different applications has more power in explaining agility than the coupling between different layers in the IT architecture (e.g., between applications and databases). Finally, we show the measure of coupling that best predicts agility captures whether applications are cyclically coupled (i.e., are part of a group of mutually interdependent applications). These results deepen our understanding of how to design effective software portfolio architectures as well as improve existing architectures in order to enhance their agility.
The paper is organized as follows. In section 2, we review the literature that motivates our work. In section 3, we develop our theory and derive a number of hypotheses. In section 4, we describe our methods, which make use of network analysis to measure the different types of coupling between software applications. In section 5, we describe our empirical setting and our data. In section 6, we provide the results of our statistical tests. In section 7, we discuss the implications of our findings for academia and the world of practice.
Literature Review

IT Architecture Research
Early studies of IT Architecture were motivated by critiques of Enterprise Architecture research which noted the overwhelming emphasis on processes and governance structures by which IT is managed, as opposed to features of the technology itself (Orlikowski and Iacono, 2001; Tilson et al, 2010) . Furthermore, the rapid rise of the Internet, World Wide Web and use of digital technologies had brought a need to revisit prior conceptions for the role of IT, to reflect the new dynamics of a digital age with its rapidly shifting competitive landscapes (Hansen and Lyytinen, 2010, Woodard et al, 2013) . As a consequence, IT Architecture research has tended to focus more sharply on the "IT Artifact", and in particular, features of architecture that facilitate the development of new capabilities (Sambamurthy and Zmud, 2000) .
Early work in the field focused on understanding desirable features of IT technologies, and in particular, the antecedents of a more flexible IT infrastructure. Duncan (1995) and Byrd and Turner (2000) defined several constructs that underpin such an infrastructure, emphasizing the need for systems with greater levels of compatibility, connectivity and modularity (i.e., loose coupling between applications, data and infrastructure). Subsequent work sought to deepen our understanding of how these concepts should be operationalized in firms competing in a dynamic, digitally-connected world. Sambamurthy and Zmud (2000) argued the organizing logic for IT architecture is the platform, encompassing a "flexible combination of resources, routines and structures" that facilitate agility by creating digital options and enhancing entrepreneurial alertness (Samburmathy at al, 2003) . Adomavicius et al. (2008) defined the concept of an IT "ecosystem," highlighting the roles played by products, applications, component technologies and infrastructure technologies. Finally, Yoo et al. (2010) described how pervasive digitization has given rise to a new "layered-modular" architecture, comprising devices, network technologies, services and content. Firms with layered, modular IT architectures can quickly reconfigure resources to respond to new challenges, creating a continuous stream of new capabilities (Tanriverdi et al, 2010; Tiwana et al, 2010 ). Yet layered, modular IT architectures are not easy to build, nor the norm in firms with complex infrastructures (Parker et al, 2016) .
Firms more often grapple with a mixture of systems of different vintages, designed using different frameworks, to meet the demands of different decision makers (Ross 2003) . Moving to a layered, modular architecture requires firms to embrace new frameworks for the role of IT, and new structures by which the technologies will work together (Ross and Westerman, 2004) .
Empirical Studies linking IT Architecture with IT agility
Empirical studies linking IT Architecture to agility have been scarce and limited in scope.
Most work to date has been case-based, or used firm-level survey measures of IT infrastructure to demonstrate correlation with performance (Salmela, 2015) . Schmidt and Buxmann (2011) showed that higher quality enterprise architecture planning processes are associated with more flexible IT infrastructures, as captured by the constructs of connectivity, compatibility and modularity. Kim et al (2011) showed measures of IT infrastructure flexibility, as captured by the constructs of compatibility, connectivity and modularity, are correlated with a firm's ability to change existing business processes. Conversely, Liu et al (2013) found IT infrastructure flexibility is not associated with agility, but contributes to performance only via its association with increased absorptive capacity (Cohen and Levinthal, 1990 ).
An important study in this stream of work is by Tiwana and Konsynski (2010) who characterized IT Architecture on two dimensions: loose coupling and standardization. They show that these measures are associated with an IT function that is perceived as agile, adaptive, flexible and responsive. While this work informs our knowledge of the features of IT architecture that contribute to IT agility however, we still lack insight on the precise mechanisms through which these effects are manifested. The first challenge relates to the fact that in this and other studies, architecture is not measured directly, but is captured by the perceptions of organizational participants. Yet prior studies have shown that perceptions can diverge significantly from the "real" (i.e., instantiated) architecture that a firm possesses. There is often "hidden structure" that can be revealed only via more granular analysis (Baldwin et al, 2014) .
The second challenge relates to the fact that in many studies, the firm is the unit of analysis; hence measures of IT function and architecture are assumed to be homogenous. But firms are not monolithic; they comprise differentiated organizational units, with different objectives and levels of flexibility (Lawrence and Lorsch, 1967) . Similarly, the components of a firm's IT architecture are diverse, play different roles, are connected in different ways, and vary in the cost of adaptation (Sambumurthy and Zmud, 2000; Yoo et al, 2010) .
The final challenge relates to the fact that prior studies lack a consistent definition of agility, and seldom consider that this ability encompasses multiple dimensions of performance. A firm's software applications must be maintained, improved, upgraded, ported to different platforms, decommissioned and/or replaced on a periodic basis. These activities place different demands on a firm's infrastructure, require different resources, and may be impacted differently by properties of the software portfolio.
This study aims to address the limitations described above. In particular, we examine the impact of a firm's software portfolio architecture at the level of the individual applications in the portfolio. Our approach captures the heterogeneity that exists across applications, and explores the impact of this heterogeneity on multiple dimensions of agility.
Theory Development
Modular Systems Theory
Architecture is defined as the scheme by which a system's functions are allocated to components and the way that these components interact (Ulrich, 1995; Whitney et al, 2004) .
Modularity is a concept that helps us to characterize different architectures (Sanchez and Mahoney, 1996; Schilling, 2000) . It refers to the way that a system is "decomposed" into parts or modules (Simon, 1962) . Although there are different definitions of modularity, authors agree on its fundamental features: the interdependence of decisions within modules, and the independence of decisions between modules (Mead and Conway, 1980; Baldwin and Clark, 2000) . The latter is referred to as "loose-coupling." Modular systems are loosely coupled in that changes to one module have little or no impact on others (MacCormack et al, 2012) . Modular systems theory is the name given to a body of theory that explores the design of systems and the costs and benefits that arise from modular designs (Sanchez and Mahoney, 1996; Schilling, 2000; Baldwin and Clark, 2000) . This theory has been broadly applied, to the study of biological systems, technical systems and organizational systems (Kauffman, 1993; Weick, 2001; Langlois 2002; Berente and Yoo, 2012) . A central tenet of the theory is that modular systems (i.e., systems with loosely-coupled modules or components) can be adapted with lower costs and with greater speed, given changes are isolated within modules. Conversely, in a system with tight coupling, adaptation is costly and takes longer, given the potential for changes to propagate between different parts of the system. Below, we develop theory about the different types of coupling that exist between applications in a firm's software portfolio architecture. We then define three distinct measures of IT agility that might be impacted by these different types of coupling.
Types of Coupling between Software Applications
The computer scientist David Parnas argued that, in technical systems, the most important form of linkage between components is a directed relationship he calls "depends on" or "uses" (Parnas, 1972) Modular systems theory predicts the more coupled a component is, the more costly and time consuming it will be to change (Simon, 1962; Sanchez and Mahoney, 1996) . However, the components of a system can be coupled in different ways (Baldwin and Clark, 2000) . They can be coupled directly or indirectly; and they can be coupled hierarchically or cyclically.
Furthermore, components that are hierarchically coupled may be located at the top or the bottom of the hierarchy (Clark, 1985) ; and components that are cyclically coupled may be members of a large or small cyclic group of components (Sosa et al, 2013) . For the purposes of theory development, we consider a single application (called "A") within a firm's IT architecture. The question we explore is how does the presence of coupling (or the lack thereof) affect the cost of change for this application? To answer this question, we consider four different patterns of coupling that can exist between applications in a software portfolio (see Figure 1 ). predicts that components with higher levels of direct coupling are more costly to change, given the need to consider the potential impact of changing the coupled component on the dependent components (Simon, 1962) . Hence we predict that component A would be more costly to change than a similar component with no coupling (e.g., as in Figure 1 .1). Support for such a relationship is found in empirical studies of software, in which the components are source files or classes, and dependencies denote relationships between them (Chidamber and Kemerer, 1994) . Component A is directly coupled to B but indirectly coupled to C and D. In this system, changes may propagate between components that are not directly connected, via a "chain" of dependencies.
While indirect coupling relationships are weaker than direct coupling relationships, they are not as visible to the system architect, hence more likely to produce unintended system behaviors. Indeed, empirical work has shown that changes to one component in an IT system can often create unexpected disruptions or defects in operation in distant parts of the system (Vakkuri, 2013; MacCormack and Sturtevant, 2016) . (Whitney, et al, 2004; Sosa et al, 2013) . In this system, A is coupled with B, B is coupled with C, and C is coupled with A. These components form a cyclic group -a group of components that are mutually interdependent. In contrast to figure 1.3, there is no "hierarchy" or natural ordering of these components, such that one can be developed (or changed) before the others. Rather, components in cyclic groups must often be developed (or changed) concurrently, to ensure that they work together effectively. When cyclic groups are large, this presents a significant challenge, increasing the cost of change for components (Baldwin et al, 2014) .
Types of Coupling between Software Applications and other Layers
Applications are the chief mechanism through which a firm's IT infrastructure supports the delivery of core business capabilities (Ramasubbu and Kemerer, 2015) . However, the portfolio of software applications represents only one layer in a firm's IT architecture. Other important layers exist, including databases, database hosts, application servers, and business groups that use the capabilities this infrastructure provides. In addition to coupling relationships between applications, a firm's agility may be impacted by coupling relationships between applications and these other layers. In this study, we consider the layers immediately above and below the application layer. In particular, business groups use applications and applications read from/write to databases (see Figure 2) . Modular systems theory suggests that applications with higher levels of coupling to these adjacent layers will be more costly and difficult to change. 
Measures of IT Agility in Technical Systems
Early work by Duncan (1995) and Byrd and Turner (2000) identified important constructs believed to underpin IT infrastructure flexibility, focusing on connectivity, compatibility and modularity. Many studies assume these constructs to be proxies for IT agility (i.e., measures of output) and seek to identify their antecedents (Schmidt and Buxmann, 2011; Joachim et al, 2013) . In contrast, other work considers these constructs to be features of an IT architecture (i.e., measures of input) and explores their impact on performance (Kim et al, 2011; Tiwana and Konsynski, 2010) . We share the view that constructs like modularity represent features of IT architecture, and are not direct proxies for IT agility. In our work therefore, we define explicit measures of IT agility, to test the assertion that architecture impacts this ability.
Our theory explores the impact of the coupling on individual applications; hence we define measures of IT agility at this level (i.e., and not for the firm as a whole). In particular, we focus on three types of change that applications experience, as a business evolves over time.
First, we measure the cost to maintain an application, encompassing changes to fix errors in operation, and incremental updates to its functionality. Maintenance involves the smallest degree of change to an application, hence requires the lowest amount of IT agility. Second, we capture the likelihood of an application being retired (i.e., decommissioned) over a 4-year period.
Retiring applications that are obsolete or no longer needed is a critical task in the modern firm, given a dynamic and changing marketplace (IBM, 2009 ). Indeed, a recent study of firm software portfolios by Aier et al (2009) found that > 40% of applications were retired over a 4-year period. This task involves not only the removal of functionality from the software portfolio, but also the removal of linkages between the application to be retired and those that remain. Hence retiring an application requires a higher degree of change (hence agility) than maintaining it.
For our third measure of agility, we capture the commissioning of new applications for the firm's portfolio. As firms replace obsolete technologies, build new capabilities, and enter new markets, adding new applications is a critical capability. This involves the development of new functionality, and the integration of this new functionality with existing applications and infrastructure. We argue that adding new applications represents the largest degree of change to a portfolio, requiring the highest level of IT agility. This is likely to be more difficult to the extent that new applications require high levels of coupling to other applications in the portfolio.
The Relationship between Application Coupling and IT Agility
We have identified different types of coupling that exist between the applications in a firm's software portfolio, and defined three measures of IT agility, which can be captured for these applications. Modular systems theory suggests that applications with higher levels of coupling will be more difficult and costly to change, hence measures of coupling will be negatively associated with these measures of IT agility. Hence we state our hypotheses below:
Hypothesis 1: Applications with higher levels of coupling will be more costly to maintain, on average, than applications with lower levels of coupling.
Hypothesis 2: Applications with higher levels of coupling will be less likely to be retired, on average, than applications with lower levels of coupling.
Hypothesis 3: New applications added to the portfolio will have lower levels of coupling, on average, than the applications in the portfolio at the start of the period.
We conduct empirical tests for the impact of all types of coupling defined above (i.e., direct, indirect, cyclical and between-layer coupling). We have no ex-ante predictions as to the relative strengths of these different types of coupling. Rather, we rely on our empirical tests to identify which of them have more explanatory power for each dimension of agility.
Research Methods
To develop measures of the coupling between applications, we use Design Structure
Matrices (DSMs) a popular network-based method for analyzing technical systems (Steward, 1981; Eppinger et al., 1994; MacCormack et al., 2006; Sosa et al., 2007) . A DSM highlights the structure of a system using a square matrix, in which rows and columns represent system elements, and dependencies between elements are captured in off-diagonal cells. DSMs capture the direction of dependencies between elements, and hence can discriminate between incoming and outgoing dependency relationships. Using a matrix to capture dependency relationships also facilitates the discovery of indirect and cyclical relationships between elements, which can be identified via well-known matrix operations. Baldwin et al. (2014) show that DSMs can be used to understand the "hidden structure" in software systems, by capturing the level of direct, indirect and cyclic coupling between source files, and classifying files into categories based upon the results. Lagerström et al. (2013) and show that this approach can be extended to study a firm's enterprise IT architecture, in which a large number of interdependent software applications have relationships with other types of components, such as business groups, schemas, servers, databases and infrastructure. In this paper, we build upon and extend this approach, by exploring how measures derived from the DSM of a firm's software portfolio architecture predict IT agility.
Measuring Direct Coupling in a DSM
A DSM is a way of representing a network. Rows and columns of the matrix denote nodes in the network; and off-diagonal entries indicate dependencies between nodes. In the analysis of software portfolio architecture, the rows, columns, and main diagonal elements of the DSM correspond to software applications. Linkages between applications are represented by off-diagonal entries in the DSM (set to one) and indicate that a coupling relationship exists between two applications. As a matter of convention, usage proceeds from row to column in our DSMs.
Hence reading down the column of an application reveals all applications that depend upon it, and reading across the row reveals all the applications it depends upon. As a matter of definition, all main diagonal elements are set to one (i.e., applications "depend upon" themselves).
The levels of "fan-in" and "fan-out" coupling for an application can be read directly from a DSM. Specifically, for the ith application in a portfolio, the level of direct fan-in coupling is found by summing entries in the ith column. The level of direct fan-out coupling is found by summing entries in the ith row. In general, these measures will be different, unless all the dependencies for a focal application are symmetric. If usage is symmetric (i.e., A uses B and B uses A), then off-diagonal entries in the DSM will be symmetric around the main diagonal.
Measuring Indirect Coupling in a DSM
Using a DSM, we can find the indirect dependencies between applications, which reflect the potential for changes to propagate in a system. To identify indirect relationships, we apply the procedure of transitive closure to the direct dependency DSM and set all positive entries equal to one. The result is the "visibility" matrix (Sharman and Yassine 2004; MacCormack et al., 2006) . The visibility matrix captures all indirect dependencies between applications. 1 In a similar fashion to the direct dependency DSM, the level of indirect fan-in and fan-out coupling for an application is captured in the row and column sums of the visibility matrix.
The density of the visibility matrix, called propagation cost, measures the level of indirect coupling for the software portfolio as a whole. Intuitively, the greater the density of this matrix, the more ways there are for changes to propagate across applications, and thus the higher the potential cost of change. Large differences in propagation cost are observed across software systems of similar size and function (Baldwin et al, 2014) . These differences are predicted, in part, by the way that development activities are organized (MacCormack et al, 2012) . However, empirical evidence also suggests that refactoring efforts aimed at making software more modular can lower propagation cost substantially (MacCormack et al., 2006; Akakine, 2009 ).
Measuring Cyclic Coupling in a DSM
The visibility matrix can be used to identify "cyclic groups" of applications, each of which is directly or indirectly connected to the others. Mathematically, members of a cyclic group all have the same levels of indirect fan-in and fan-out coupling, given they are all connected directly or indirectly to each other. Hence we can identify cyclic groups in a system by sorting applications by these measures and grouping components with matching values (Baldwin et al., 2014) . Prior work has shown the majority of software systems exhibit a "coreperiphery" structure, characterized by a single dominant cyclic group of components (the "Core") that is large relative to the system as a whole as well as to other cyclic groups (Baldwin et al, 2014) . The components in such systems can be classified into four categories according to the levels of indirect coupling they exhibit, as compared to members of this cyclic group. We apply the same classification process to the applications in a firm's software portfolio.
Core applications are members of the largest cyclic group, and have high levels of both fan-in and fan-out coupling. Shared applications have high levels of fan-in coupling (i.e., they are "used," directly or indirectly, by Core and other applications). Control applications have high levels of fan-out coupling, (i.e., they "use," directly or indirectly, Core and other applications).
Peripheral applications have low levels of both fan-in and fan-out coupling. In a software portfolio, Shared, Core and Control applications are called "Main Flow" applications. Peripheral applications, being only loosely coupled to other applications, lie outside this main flow.
Capturing Hierarchy in a DSM
When used as a planning tool in a design process, a DSM indicates a possible sequence of design tasks, i.e., which components to design before which others (Steward, 1981; Eppinger et al, 1994) . In general, it is desirable to place early design tasks at the top of a DSM, with later tasks below. That is, the first components to be designed should be those that other components depend upon. Reflecting this discussion, we place the most used applications (i.e., Shared applications) at the top of the DSM and the largest users of other applications (i.e., Control applications) at the bottom. The resulting DSM has a "lower diagonal form," with most dependencies below the diagonal, above diagonal entries indicating the presence of cyclic coupling (Sosa et al, 2013) . This reveals the hierarchy of relationships between applications. 2 In this example, we show a fifth category called "Isolates." These are components with no dependencies to any other components in the system. As such, they are not a part of the network graph. In prior work, these have been analyzed separately, or included in the Peripheral category, given that they have zero coupling with other components (MacCormack and Sturtevant, 2016).
Empirical Setting
We test our hypotheses using a unique dataset from the software portfolio of a large European bank. The data was gathered as part of an initiative to develop a better understanding of how linkages between software applications affect application performance. Each quarter, the bank asks application owners to enter information in a database. Data is collected for each application on the departments that use it, the operating systems that it supports, the databases that it uses, and the dependencies that it has with other applications. In order to test our hypotheses, we captured data on active software applications for two time periods: 2008 and 2012. We were also provided with data on application maintenance costs for 2008.
Sample Data for 2008
The 2008 software portfolio consists of 1,558 active applications. Of these, 1,247 contained reliable data on application dependencies. 3 Thus, our sample consists of 1,247 applications and 3,482 dependencies. Using the methods described earlier, we identified all direct and indirect coupling relationships between applications in the portfolio, and classified applications into the four indirect coupling categories. We find the 2008 software portfolio has a large Core of 447 applications (36% of the portfolio) which are mutually interdependent. 120 applications (10%) are classified as Shared (i.e., they are used, directly or indirectly, by many applications). 175 applications (14%) are classified as Control (i.e., they use many other applications, directly or indirectly). Finally, 505 applications (41%) are classified as Peripheral (i.e., they have low levels of indirect fan-in and fan-out coupling to other applications). Figure 4 shows the firm's software portfolio architecture in DSM form for 2008 and 2012. Table 1 shows a comparison of the firm's applications grouped by category, in 2008 and 2012. The total number of applications is similar, and the number in each category is also consistent. However, this analysis hides significant changes in the application portfolio, as discussed below. Table 2 shows the movement of software applications across the portfolio from 2008 to 2012. It includes active applications with missing data in 2008, for which data became available in 2012. 
Data on Maintenance Cost for Applications
Data on annual maintenance costs was available for 376 of the 1,247 applications for which we have data in 2008. For other applications, application owners either did not provide the cost data, did not possess the cost data, or could not identify the unique costs attributable to an application (e.g., because data were aggregated across multiple applications). The applications for which maintenance cost data is available are not randomly distributed, but are biased towards more important applications. Hence we must control for this bias in our tests.
We control for the non-random nature of missing maintenance cost data by rebalancing our sample for testing hypothesis one, to ensure it has the same characteristics as the population. Table 5 below describes our measures of IT agility, control measures that may impact measures of agility, and measures of both between-layer and between-application coupling.
Empirical Measures
Table 5: Measures used in the Study
Dependent Variables: Measures of IT Agility
Cost -The maintenance cost for an application, defined as the "cost that an application produces for maintaining it, i.e. fixing errors and making minor changes needed to keep the current state of requirement-fulfillment." (Mocker, 2009 ).
Retired -We capture whether an application was Retired (1) or Survived (0) between 2008 and 2012.
New -We capture data on new applications added to the portfolio between 2008 and 2012.
Control Variables
Age -measures the age of an application (the number of years since the first go-live date).
State -indicates if an application is in production (1) or still in development (0).
# OS -indicates the number of operating systems supported by an application; two or more (1) or one (0).
Vendor -indicates whether an application is from an external vendor (1) or was developed in-house (0).
Independent Variables: Coupling Between Applications and other Layers
# DBMS -number of database management systems application is linked to; one or more (1) or none (0).
# Users -indicates the number of business departments that use an application.
Independent Variables: Coupling Between Applications
Direct FI -measures the number of applications that directly depend upon the focal application (fan-in coupling)
Direct FO -measures the number of applications that a focal application directly depends upon (fan-out coupling).
Shared -indicates whether an application is in the Shared category based upon its level of indirect coupling (1) or not (0).
Core -indicates whether an application is in the Core category based upon its level of indirect coupling (1) or not (0).
Control -indicates whether an application is in the Control category based upon its level of indirect coupling (1) or not (0).
Peripheral -indicates whether an application is in the Peripheral category based upon its level of indirect coupling (1) or not (0).
Main Flow -indicates whether an application is in the Shared, Core or Control categories (1) or in the Peripheral category (0).
Descriptive statistics
In Table 6 , we provide descriptive statistics for the samples used to test hypotheses one and two. The samples are different for each test, given the need to rebalance the sample to reflect biases in the availability of maintenance cost data. (Note that the test for hypothesis three involves a comparison of the coupling characteristics for new applications in 2012 versus the set of all applications that exist in 2008 -the sample for the latter is the same as Hypothesis 2).
Correlation tables for these two samples are provided in the Appendices. and 2012 is 56%. This mirrors other empirical work in this area that demonstrates a high turnover in software portfolios (Aier et al, 2009 ). The average age of applications is 8.7 years.
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Age is also skewed; hence we use a log transformation for this variable in statistical tests.
Almost all applications are in production (98%) and support only one operating system (94%).
Vendor provided applications constitute 52% of the population and 45% of applications are linked to at least one database. Finally, there are 4.7 users (i.e., departments) on average per application. This variable is also skewed; hence we use a log transformation in statistical tests. Table 7 presents a series of models predicting the maintenance cost for each application, using control variables and the predictor variables described above. Note that we use a log transformation for the dependent variable given maintenance cost is skewed. Model 1 includes only control variables, all of which are significant. Older applications, applications in production, applications that support multiple operating systems, and applications developed in-house cost more to maintain. In total, these variables explain 8.5% of the variance in maintenance cost. In model 2, we add between-layer coupling variables, both of which are significant. Applications used by more business departments and connected to a database management system cost more to maintain. In total, these coupling variables increase the variation explained to 13.5%. Models 3-6 explore the predictive power of various measures of between-application coupling. Model 3 includes measures of direct fan-in and fan-out coupling.
Empirical Results
Hypothesis 1: The Relationship between Coupling and Maintenance Cost
We use a log transformation for these variables given they are skewed. Only one of the variables is significant. The R-squared for this model increases from 13.5% to 15.3%. 7 In model 4, we remove direct coupling variables, and instead include the main-flow variable -which indicates whether an application is in the Shared, Core, or Control category. This variable is significant, and increases the model R-squared from 13.5% to 17.7%, as compared to model 2.
In model 5, we split main-flow applications into its three component categories -Shared, Core and Control. All three are significant. However, the model fit does not improve over model 4, and the coefficients are not statistically different from each other. We cannot include measures of direct coupling in models 4 or 5, given the high correlations between direct and indirect coupling (see the Appendices). We note however, that measures of indirect coupling have a higher correlation with cost than measures of direct coupling, and a greater level of significance in our models. We conclude that indirect coupling measures have more power than direct coupling measures in explaining cost -our first dimension of IT agility.
In model 6, we use interaction terms to evaluate the impact of direct coupling measures within different indirect coupling categories. In particular, we interact main-flow and peripheral variables, with the level of direct coupling. For peripheral applications, we find the measure of direct fan-out coupling adds significant explanatory power to our model. In total, our final model explains 19.5% of the variation in cost. Control variables explain 8.5%, between-layer coupling variables explain 5%, and between-application coupling variables explain 6%.
Exploring the Impact of Indirect Coupling on Application Maintenance Cost
To explore the dynamics of how indirect coupling categories impact cost we further analyzed their relationship with the outcome. Table 8 presents data on the mean, standard deviation, and skewness of maintenance cost by category. (We present here the raw data, not the transformed data used in our statistical models). We observe that cyclically coupled Core applications have the highest cost, followed by Shared, Control, and then Peripheral applications.
Core applications also experience higher variations in cost than applications in other categories.
The implication is that cyclically coupled applications are harder to predict (and hence to budget for) with respect to maintenance cost and more likely to be outliers on this dimension of agility. In sum, the evidence we present suggests that hypothesis one is supported. Applications with higher coupling cost more to maintain. We find support for the predictive power of both between-layer coupling variables (i.e., the number of departments and database connections) as well as between-application coupling variables. We show that indirect coupling categories are better predictors of maintenance costs than measures of direct coupling. While our statistical models cannot differentiate between the impact of different types of indirect coupling (i.e., Shared, Core and Control), we show that cyclically coupled Core applications have the highest maintenance costs, and experience the highest variation in these costs. Table 9 presents a series of logistic regression models predicting the probability of an application being retired between 2008 and 2012. Model 1 includes only control variables, three of which are significant. Older applications and applications from vendors are more likely to be retired. Applications that support more operating systems are less likely to be retired. In total, these variables explain 24.1% more variation than the null model (i.e., a model with no predictors). 8 In model 2, we add between-layer coupling variables; one is strongly significant (p<0.1%), the other only marginally so (p<10%). Applications that make use of database management systems are less likely to be retired. Applications with more users may be less likely to be retired. In total, these variables increase the variation explained to 35.8%. Model 3 includes measures of direct coupling. (We use a log transformation for these variables as before.) Both variables are strongly significant, with the model showing an increase in the variation explained over the null model to 46.8%. In model 4, we remove direct coupling measures, and include the variable for main-flow applications. This variable is strongly significant, and increases the model fit to 50.0%.
Hypothesis 2: The Relationship between Coupling and Application Retirement
In model 5, we split main-flow applications into its three component categories -Shared, Core and Control. All three are significant. In addition, the model fit improves over model 4, and the coefficients on the variables are statistically different from each other. Specifically, Core applications are the least likely to be retired, and Control applications are the most likely to be retired (but still significantly less likely than Peripheral applications -the baseline). We cannot include measures of direct coupling in models 4 or 5, given the high correlations between direct and indirect coupling (see the Appendices). We note however, that measures of indirect coupling have a higher correlation with retirement than measures of direct coupling, and a greater level of significance in our models. We conclude that indirect coupling measures have more power than direct coupling measures in explaining retirement -the second dimension of IT agility.
In model 6, we use interaction terms to evaluate the impact of direct coupling measures within different indirect coupling categories. In particular, we interact main-flow and peripheral variables, with the level of direct coupling. For main-flow applications, we find the measure of direct fan-in coupling adds significant power to our model. For peripheral applications, we find the measure of direct fan-out coupling adds significant power to our model. In both cases, higher levels of coupling within a category are associated with a lower likelihood of being retired. In total, our final model explains 52.8% more of the variation in retirement than the null model.
Control variables explain 24.1% of the improvement in model fit, between-layer coupling variables explain 11.7% and between-application coupling variables explain 17%.
Exploring the Impact of Coupling on Application Retirement
To explore the dynamics of how indirect coupling categories impact retirement we further analyzed their relationship with the outcome. Table 10 Finally, we note the rate at which Shared and Control applications are retired over this time period is similar, at 44.2% and 49.7% respectively. In sum, the evidence we present suggests that hypothesis two is supported. Applications with higher coupling are less likely to be retired. We find support for the predictive power of both between-layer coupling variables (i.e., the number of departments and database connections) as well as between-application coupling variables. We show that indirect coupling categories are better predictors of retirement than measures of direct coupling. And our statistical models show that Core applications are much less likely to be retired than other categories. The descriptive analysis highlights this result, while showing the extremely high rate at which Peripheral applications are retired over the same period.
Hypothesis 3: The Relationship between Coupling and New Applications
Our third hypothesis asserts that new applications added to the software portfolio between 2008 and 2012 will have lower levels of coupling compared to the set of all applications in the portfolio at the start of the period. To test this assertion, we compare the distribution of applications by category for 2008, to that of new applications added to the portfolio thereafter.
All else being equal, one would predict that new applications should mirror the distribution of all 2008 applications, in terms of their coupling characteristics (the "null" hypothesis). If new applications were added in a way that mirrors the characteristics of all 2008 applications, we would expect 9.6% of the 423 new applications (i.e., 40 applications) to be Shared. The actual outcome is significantly below what is expected. The ratio of the actual to expected outcome is 0.34. This ratio reflects the degree to which the number of new applications either falls short of (<1) or exceeds (>1) the expected number in each category. 
Discussion
The distinctive contribution of this paper is in developing better theory about the relationship between a firm's software portfolio architecture and its level of IT agility.
Specifically, we find a strong link between the level of coupling of applications in the portfolio, and the degree to which these applications can be changed. Applications with higher levels of coupling are more costly to maintain, less likely to be retired and less likely to be commissioned.
A unique feature of our work is that it explores different types of coupling that impact applications, and hence can potentially affect IT agility. Specifically, we examine coupling relationships within the application layer, as well as between this layer and others in the IT architecture. With respect to the former, we find that indirect coupling relationships have a stronger association with IT agility than direct coupling relationships. With respect to the latter, we find that the number of users (i.e., business groups) for an application, and the number of databases to which it is connected, are also strong predictors of the cost and likelihood of change.
We note that the best models predicting maintenance costs and application retirement include measures of all types of coupling: direct, indirect, cyclic and between-layer coupling.
In order to highlight the power of the different measures of coupling, we conduct a decomposition of variance analysis for hypotheses one and two. Table 12 shows the amount of explained variance for each outcome that is attributable to control variables, between-layer coupling variables, and between-application coupling variables. We break the latter into three;
first showing the variation explained by direct coupling measures, next showing the variation explained by indirect coupling measures, and finally showing the variation explained by all measures combined (i.e., models which include interaction terms). Several observations are apparent from this analysis. First, while control variables explain a sizeable amount of the variance in our models, measures of coupling explain more.
Second, while both between-layer and between-application measures of coupling are significant, the latter have more power in predicting IT agility. This result reveals a paradox confronting IT managers as they direct efforts to enhance IT agility. While their focus is often on better structuring the relationship between applications and other layers in the IT architecture (e.g., databases and infrastructure), our results suggest their attention is better directed elsewhere. In particular, they must pay greater attention to the application portfolio itself, and specifically, the patterns of coupling that exist between the components of this portfolio.
Returning to the analysis of variance, we find measures of indirect coupling have more power than measures of direct coupling. This mirrors the results of similar studies looking at the impact of design decisions within software systems (MacCormack and Sturtevant, 2016) . Direct relationships between components are more easily visible to a system architect, hence can be explicitly managed. They may not be problematic if constrained to a small group of components. Indirect relationships however, bring the potential for changes to propagate from one component to another via chains of dependencies. These chains are not easily visible by 10 The baseline for this data is model 4 in Table 7 , which includes main-flow as the predictor variable. Breaking main-flow into its three constituent components, as is done in model 5, yielded a decrease in the variance explained. 11 The baseline for this data is model 5 in Table 9 , which includes the variables indirectly coupled, cyclically coupled and indirectly dependent as predictors. This model explains more variance than a model that just includes main-flow as a predictor.
inspection of an application's nearest neighbors. They represent "hidden structure" that can only be revealed by an analysis of indirect pathways in a system (Baldwin et al, 2014) .
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Of the different types of indirect coupling present in the portfolio, our work suggests that cyclically coupled Core applications present the toughest challenges to managers. These applications have the highest average cost, and the highest variation in cost. They are also less likely to be retired and less likely to be commissioned, suggesting it is both costly and difficult to perform these tasks. In the firm we studied, 35% of applications were cyclically coupled in 2008 and 2012, meaning 440 applications were mutually interdependent in both periods. Making changes to a set of Core applications of this size would be a complicated endeavor, given any change to a single application could potentially propagate to affect many others.
For the academy, our work contributes to the stream of research exploring the role of IT Architecture in a dynamic and digitally-connected world (Sambamurthy and Zmud, 2000; Samburmathy at al, 2003; Yoo et al., 2010; Tanriverdi et al, 2010; Tiwana et al, 2010) . In particular, we build upon and extend existing empirical contributions, which have examined the role of modularity and loose-coupling in IT systems (e.g., Tiwana and Konsynski, 2010; Kim et al, 2011) , by showing the precise mechanisms through which coupling impacts performance.
Our distinct contribution is to conceptualize and operationalize different forms of coupling that impact the evolution of a firm's IT systems, and to examine their association with multiple dimensions of IT agility. Importantly, we achieve these objectives using absolute measures of a firm's software portfolio architecture, in contrast to the perceptual measures used in prior studies. And we do this at a more granular level of analysis than is the norm in prior studies (i.e.,
we focus on individual software applications instead of a firm's entire infrastructure).
Our study has distinct implications for managers. First of all, our methodology provides a road map for measuring the real software portfolio architecture that a firm possesses, as opposed to the high level conceptual representations often found in documents depicting a firm's IT systems. The insights that this approach generates should prove useful in several ways, including i) helping to plan the allocation of resources to different applications, based upon predictions of the relative ease/difficulty of change; and ii) monitoring the evolution of the software portfolio over time, as new applications and/or dependencies are introduced. However, we also believe that the specific results we find in this study can help managers better direct their efforts to improve software portfolio architecture, and hence to enhance their digital agility.
In particular, we have shown that dependencies between applications are costly, while at the same time, they decrease a firm's ability to make changes to these applications. In developing new systems, managers must therefore closely monitor the creation of dependencies, to ensure that, i) they are necessary from the perspective of system performance, and ii) the patterns of indirect coupling they create are understood in terms of the potential to propagate.
Moreover, our results suggest that managers should limit the number of cyclically-coupled applications in a software portfolio, to achieve a "Core" that is as small as possible. Of course, there are limits to what can be achieved in this respect, given the well-understood trade-offs between a system's performance, and the degree to which its components are loosely-coupled (Ulrich, 1995) . We note however, that prior work exploring this phenomenon in software systems has found major differences in Core size, even for systems of similar size and function (MacCormack et al, 2012) . This implies that the designers of a firm's software portfolio have considerable freedom to "manage" the level of coupling that exists between applications.
For a potent example of the power of decoupling in a software portfolio, it is informative to look at Amazon. In 2001, the firm had a monolithic architecture, with many complex pieces of software combined in a single system. As CTO Werner Vogels noted, "It couldn't evolve anymore. The parts that needed to scale independently were tied into sharing resources with other unknown code paths. There was no isolation" (Vogels, 2006) . Subsequently, the firm undertook an extensive restructuring of the software portfolio, transforming it into a distributed, decentralized, Service Oriented Architecture. This facilitated a level of isolation that allowed the firm to build software components more rapidly and independently. By 2006, Vogels stated, this transformation had "become one of our main strategic advantages" (Vogels, 2006) .
Ironically however, in this era of big data, the lack of granular data may be the largest barrier to the systematic investigation of software portfolio architecture. In order to analyze architecture, organizations must capture rigorous data on the coupling between applications in the portfolio, and the way that this evolves over time. To use this data for improvement, they must also capture data on the cost of application change in a systematic fashion. In most organizations with which we have worked, this type of data does not exist. In some, like the firm we worked with, efforts have been made to collect this data manually. However, there are many challenges associated with this approach, including the lack of proper incentives to provide accurate and/or timely information. As a consequence, we believe it is likely that many firms do not understand their "real" software portfolio architecture. Instead, they place their faith in simplistic, idealized representations of IT architecture that likely obscure its most important characteristics, with respect to enhancing their digital agility.
Our work opens up the potential for further research to explore the relationship between software portfolio architecture and IT agility. For example, in this study, features of our dataset made it difficult to disentangle the effects of different categories of coupling on some of our measures of IT agility. However, in other settings, this will not always be true. We believe it important to study these mechanisms more deeply, to fully understand the relationships that different types of coupling have, with each other and with different types of change.
Specifically, given the heterogeneity across firms' IT systems, and the mix of new and legacy software that firms possess, we believe there is promise in longitudinal studies that examine these issues. If firms discover that they possess a software portfolio architecture with undesirable characteristics, is there evidence that effective remedial action can be taken?
Research that focuses on the impact of managerial interventions, like that taken by Amazon, would be invaluable, to assess whether the projected benefits from such actions can be realized in practice. And if not, what might be the mediating factors that determine the value released?
Finally, we note our study is subject to a number of limitations that must be considered when assessing the generalizability of results. In particular, while our unit of analysis is the software application, for which we have over 2,000 observations, the data used to test our propositions comes from a single firm. Additional work is needed to validate that our results hold for other firms and industries. We may find that different types of firm, or different managerial processes within firms, influence these results. Furthermore, studies across different organizations might reveal how measures of IT architecture impact firm-level performance. This topic is promising, given the prior literature that argues for a link between IT architecture and firm-level agility. Our hope is that this paper, and the methods that it describes, will allow us to answer such questions, with a rigorous approach that can be replicated across studies. 
