The convergence of Schwarz methods can be influenced by the geometry of the decomposition, and therefore also the optimized parameters in optimized Schwarz methods depend on the geometry. We present a first study of this influence, which reveals that in contrast to results in the literature so far, where only the interface length is taken into account, the diameter of the subdomains can play an important role as well. The new estimate also includes the influence of lateral boundary conditions.
Introduction
Schwarz domain decomposition methods are the oldest domain decomposition methods we know; they were invented by Herman Amandus Schwarz in 1869, see [10] , in order to prove rigorously the Dirichlet principle, which lies at the heart of Riemann's theory of analytic functions. For more historical background on continuous and discrete Schwarz methods, see the historical review paper [4] , and for the analysis of classical Schwarz methods, see the books [11, 9, 12] . More recently, optimized Schwarz methods have been developed, see the pioneering work in [6, 7, 1] , and [3] and references therein. These methods use more effective transmission conditions, which are based on approximations of the Dirichlet to Neumann map at the interfaces between subdomains. In order to get the best performance in a class of approximations, an optimization problem needs to be solved, such that the convergence factor of the associated method is minimized, which implies that the convergence rate is maximized. Since these optimized transmission conditions depend on the underlying PDE, the optimized parameters will also depend on the PDE, and usually a model problem with a decomposition into two half spaces is used, together with Fourier analysis, in order to determine a physically relevant convergence factor for a given problem, which is then minimized. Using asymptotic analysis when the mesh parameter gets small, often one can get explicit asymptotic formulas for the optimized
Figure 1: Geometry of the domain decomposition used parameters, which depend on the physical parameters in the underlying PDE, but because of the half space decomposition, the information of the geometry of the decomposition is lost. So far the only reintroduction of geometry is based on the estimation of a minimum relevant frequency, which introduces the length of the interface, see for example [3] . A related problem is that these estimates assume lateral Dirichlet conditions at the end of the interfaces, which is often not the case. Several numerical experiments in different contexts, for example the use of optimized Schwarz waveform relaxation methods [5] , or the heating of an apartment, simulated by a classical and optimized Schwarz method [8] , have shown that while the asymptotic scaling of the optimized parameters is indeed optimal, the constant in front can often be modified by a factor of order one to get still faster numerical convergence. The purpose of this short note is to analyze in detail a classical and optimized overlapping Schwarz method for a model problem on a bounded domain with specific geometric parameters, in order to study their influence on the optimized parameters and convergence rate of the underlying methods. For the non-overlapping case, see [2] .
The Model Problem
We propose to study the model problem of the Poisson equation
Here B will either be a Dirichlet boundary condition, B = I, or a Neumann boundary conditions, B = ∂ y . We decompose the domain Ω into two overlapping subdomains Figure 1 , and will study the corresponding Schwarz algorithm
where the transmission operators are either of Dirichlet type, B j = I, j = 1, 2, in order to obtain a classical Schwarz method, or of Robin type, B j = ∂ x ± p, j = 1, 2, p > 0, to obtain an optimized Schwarz method. In this simple geometric setting, the complete analysis of the algorithms using sine and cosine expansions is possible, and will reveal the influence of the geometry on the convergence of the algorithms.
Analysis of the Classical Schwarz Method
We expand the iterates u n j , j = 1, 2 of algorithm (2) into a sine or cosine series, depending on the Dirichlet or Neumann boundary condition on top and at the bottom,
This guarantees that the homogeneous top and bottom boundary conditions are satisfied. In order to study the convergence factor, it suffices by linearity to study the homogeneous version of (2), and we set from now on f := 0 in what follows. Inserting the expansions (3) into the equations (2) defining the algorithm, we obtain the equation
and thus the series coefficients for k = 1, 2, . . . are given bŷ
where we used the homogeneous Dirichlet conditions on the left and right. In the case of the cosine series, we also need to solve equation (4) for k = 0, which leads to the linear solutionŝ
The remaining constants A n j , j = 1, 2 in these iterates are determined by the transmission conditions in algorithm (2) , and in the case of the classical Schwarz method, they are Dirichlet conditions. Inserting the solution of subdomain Ω 2 , evaluated at x = L 2 , into the transmission condition of subdomain Ω 1 , we find for the constant at iteration step n + 1 on Ω 1 ,
Inserting the solution of subdomain Ω 1 , evaluated at x = − L 2 , into the transmission condition of subdomain Ω 2 , we find for the constant at iteration step n on Ω 2 ,
Combining the two, we obtain the convergence factor of the classical Schwarz method,
Denoting by ||u(·, ·)|| ∞,2 the infinity norm in x, and the spectral norm in y, we obtain:
The classical Schwarz method, (2) with B = I, converges geometrically for both Dirichlet and Neumann conditions on the top and at the bottom (see Figure 1) . The errors in the iteration satisfy for n even
When the overlap L goes to zero, we have
Proof Letting R cla := max k |ρ cla (k, a, b, L)|, we obtain 0 < R cla < 1, and using Parseval's Theorem, we have (+ corresponds to j = 1 and
Now using the maximum principle, we obtain
and thus the first result (8) follows by induction. In order to prove the second result (9), we note that the convergence factor in (7) is biggest for k = 0 in the case of Neumann conditions, and k = 1 for Dirichlet conditions. Hence it suffices to expand ρ cla (0, a, b, L) and ρ cla (1, a, b, L) for L small, to obtain (9) . Expanding the leading coefficent in the case of Dirichlet conditions in (9) for a small or b large, we get
which shows that the method with Dirichlet conditions converges faster than with Neumann conditions. We also see that large a slows down the convergence in both cases. The analysis in [3] , which was based on two half space problems and the estimate π b for the lowest frequency along the interface, gavẽ
We see that this analysis can not reflect the influence of the bounded domain in the x direction. It however corresponds to the case of Dirichlet conditions below and above when a goes to infinity, as one can see from (9) . For the particular domain where b = aπ, the old result also coincides with the new result for Neumann conditions below and above.
Analysis of the Optimized Schwarz Method
We now study the optimized Schwarz method, algorithm (2) with B j = ∂ x ± p, j = 1, 2, p > 0. The expansions for the subdomain solutions remain the same, up to equation (6), only once one uses the transmission conditions the situation changes. Inserting the solution of subdomain Ω 2 , evaluated at x = L 2 , into the transmission condition of subdomain Ω 1 , we find now for the constant at iteration step n + 1 on Ω 1 ,
Combining again both steps, we obtain the convergence factor of the optimized Schwarz method,
Proposition 4.1 The optimized Schwarz method, (2) with B = ∂ x ± p, p ≥ 0, converges geometrically for both Dirichlet and Neumann conditions on the top and at the bottom (see Figure 1) . The errors in the iteration satisfy for n even
Proof We first show that the convergence factor given in (10) is smaller than one in modulus for all p and k. This convergence factor is for both k > 0 and k = 0 of the form α − pβ γ + pδ , α, β, γ, δ > 0, with α < γ and β < δ. We then have, since also p ≥ 0,
Now the first inequality holds, since We can now apply Parseval's Theorem, and the maximum principle, as in the first part of the proof of Proposition 3.1, to conclude the proof.
Proposition 4.2
The optimal choice for the parameter p in the optimized Schwarz method, (2) with B = ∂ x ± p, is for small overlap L given by
and the corresponding convergence factors are
Proof We start by studying the case of Dirichlet conditions, k ≥ 1. We first note that ρ opt in (10) goes to zero as k goes to infinity, and for p = 0, the convergence factor ρ opt is non-negative for all k. Now the partial derivative of ρ opt with respect to p shows that ρ opt is decreasing when p increases, for all k.
Hence increasing p starting from zero decreases the maximum of the convergence factor. However, for any given k, we see from (10) that ρ opt remains non-negative for all p ∈ [0,p(k)], withp
In particular when p becomes bigger thanp(1), we have ρ opt (1, a, b, L, p) < 0, and for p large, we obtain
which shows that for L small, ρ opt (1, a, b, L, p) will approach −1. We now study the partial derivative of ρ opt with respect to k, and find that for L small, there is only one extremum, a maximum, at
The optimum choice p * for L small is therefore by continuity given by the equioscillation condition
Solving this equation for L small leads to the result stated in equation (12) for the Dirichlet case. The analysis for the Neumann case is similar, the only difference is that now the role of ρ opt (1, a, b, L, p * ) is played by ρ opt (0, a, b, L, p * ), and the equioscillation condition is ρ opt (0, a, b, L, p * ) + ρ opt (k(p * ), a, b, L, p * ) = 0, which leads, after solving for L small to the result stated in equation (12) for the Neumann case. The analysis in [3] , which was based on two half space problems and the estimate π b for the lowest frequency along the interface, gave for the optimized parameter
Again, we see that this analysis can not reflect the influence of the bounded domain in the x direction. This old result corresponds to the new analysis with Dirichlet conditions below and above, when a goes to infinity. But like in the case of the classical Schwarz method, for the particular domain where b = aπ, the old result obtained with an estimate based on Dirichlet conditions below and above coincides with the new result for Neumann conditions.
5 Conclusion
