We present a new method for the understandable description of local temporal relationships in multivariate data, called Time Series Knowledge Mining (TSKM). We define the Time Series Knowledge Representation (TSKR) as a new language for expressing temporal knowledge in time interval data. The patterns have a hierarchical structure, with levels corresponding to the temporal concepts duration, coincidence, and partial order. The patterns are very compact, but offer details for each element on demand. In comparison with related approaches, the TSKR is shown to have advantages in robustness, expressivity, and comprehensibility. The search for coincidence and partial order in interval data can be formulated as instances of the well known frequent itemset problem. Efficient algorithms for the discovery of the patterns are adapted accordingly. A novel form of search space pruning effectively reduces the size of the mining result to ease interpretation and speed up the algorithms. Human interaction is used during the mining to analyze and validate partial results as early as possible and guide further processing steps. The efficacy of the methods is demonstrated using two real life data sets. In an application to sports medicine the results were recognized as valid and useful by an expert of the field.
Introduction
Temporal data mining has recently received increasing attention, as many processes in business and science have interesting time changing aspects. Applications include the search for patterns in large time series databases (e.g. Palpanas et al. 2004a; Lin et al. 2004 ) and streaming time series (e.g. Palpanas et al. 2004b; Papadimitriou et al. 2005) . Symbolic interval time series are an important data format for discovering temporal knowledge that can be easily communicated to human analysts (Guimarães and Ultsch 1999; Kam and Fu 2000; Villafane et al. 2000; Höppner 2001 Höppner , 2003 Cohen 2001; Last et al. 2001; Mörchen et al. 2004; Bellazi et al. 2005; Papaterou et al. 2005; Winarko and Roddick 2007) . Numerical time series are often converted to symbolic interval time series by segmentation (Last et al. 2001; Höppner 2003) , discretization (Villafane et al. 2000; Mörchen et al. 2004; Bellazi et al. 2005) or clustering (Guimarães and Ultsch 1999; Mörchen et al. 2004 ) Alternatively, interval data can be obtained directly from other temporal data, e.g., video (Fern 2004) or association rules over time (Rainsford and Roddick 1999) . Patterns mined from symbolic interval data can provide explanation for the underlying temporal processes or anomalous behavior.
Unsupervised pattern discovery in interval time series has largely been performed based on Allen's interval relations (Allen 1983 ), e.g., Kam and Fu (2000) , Cohen (2001) , Höppner (2001) , Bellazi et al. (2005) , Papaterou et al. (2005) , and Winarko and Roddick (2007) . The relations were originally developed in the context of temporal reasoning where inference about past, present, and future supports applications in planning, understanding, and diagnosis. The input usually consists of exact but incomplete data and temporal constraints, often expressed by Allen's relations. Typical problems include determining the consistency of the data and answering queries about scenarios satisfying all constraints (e.g. Schwalb and Vila 1997) . But these problems do not occur in the data mining context: almost the complete interval data is given and meaningful and understandable patterns are searched (Höppner 2003) . One may have to cope with some missing data, but more importantly with possibly noisy and incorrect data.
We think that Allen's relations have severe disadvantages when used for pattern discovery from interval time series, in particular for noisy data and when interval boundaries can only be assumed to approximately describe the underlying temporal phenomena. The patterns are not robust, in the sense that small disturbances of interval boundaries lead to different patterns for similar situations. The representation is ambiguous since the same pattern can have quantitatively widely varying appearances. For all but very simple cases the patterns are not understandable because the textual descriptions are lengthy and unstructured whereas graphical representations do not abstract over the original data.
We propose the Time Series Knowledge Representation (TSKR), a new hierarchical language for the formulation of temporal knowledge based on interval times series that extends the Unification-based Temporal Grammar (UTG) (Ultsch 1996 (Ultsch , 2004 . The representation is formally defined and efficient algorithms for mining the patterns are described in detail. A novel pruning technique leads to a manageable amount of patterns while preserving a variety of general and frequent as well as specific and rare patterns.
The TSKR provides a conceptually different alternative to patterns using Allen's relations that are omnipresent in data mining. Both representations are thoroughly compared and many advantages of the TSKR in robustness, expressivity, and comprehensibility are pointed out. These practical aspects of using Allen's relations in data mining have been largely neglected in previous studies. Only Cohen (2001) , Höppner (2003) , and Bellazi et al.(2005) actually show some patterns from real life data while Kam and Fu (2000) , Papaterou et al. (2005) and Winarko and Roddick (2007) only discuss performance, completely ignoring whether the mined patterns are actually useful. We use two real life datasets to compare the quality of patterns expressed with TSKR and Allen's relations. In both cases the TSKR creates much fewer patterns that better explain the underlying temporal phenomena.
In Sect. 2 we discuss existing methods for mining interval time series. Our new knowledge representation is presented in Sect. 3. In Sect. 4 we compare the TSKR to a pattern language using Allen's relations w.r.t. expressivity, robustness, and interpretability. In Sect. 5 we show how important steps of mining TSKR patterns can be formulated as existing itemset and sequential pattern mining problems. Efficient algorithms are adapted accordingly. The experimental results in Sect. 6 show that the proposal works well in practice and demonstrate the problems of using Allen's relations for mining patterns based on interval data with approximate boundaries. We conclude with a discussion and a short summary in Sects. 7 and 8.
Related work and motivation
There are two qualitatively different approaches that can express many temporal concepts in interval data: patterns based on Allen's relations and rules expressed with the UTG. Other existing methods are not as powerful. In Villafane et al. (2000) only containments of intervals and in Last et al. (2001) only successive intervals are searched.
Allen's interval relations
The 13 interval relations of Allen (1983) are: before, meets, overlaps, starts, during, finishes, the corresponding inverses and equals. They can describe any relative positioning of two intervals. They are commonly used for the formulation of temporal rules involving two or more intervals (Kam and Fu 2000; Siskind 2001; Cohen 2001; Höppner 2003; Mooney and Roddick 2004; Roddick and Mooney 2005) .
Three methods use Allen's relations for unsupervised rule mining from symbolic interval data with variants of the Apriori algorithm. In Kam and Fu (2000) interval patterns are restricted to right concatenations of intervals to existing patterns, using one of Allen's relations to describe the relative positioning of the new interval to the interval of the complete pattern. The support is determined by counting the interval sequences from a set of sequences in which the pattern appears. In Cohen (2001) the patterns are restricted to composites of two already significant patterns or single intervals and support is determined by counting occurrences in sliding windows over a single interval sequence. Both approaches thus use at most k − 1 relations for k intervals. In contrast, the patterns of Höppner (2003) list all
pairwise relations of the intervals within a pattern. Support is determined based on the lifetime of a pattern within a sliding window. In Papaterou et al. (2005) the problem of mining patterns from interval data was rediscovered. The pattern format of Höppner (2003) is used with a subset of Allen's relations. The patterns are mined with a tree-based enumeration algorithm adapted from (Bayardo 1998) . In Winarko and Roddick (2007) the patterns of Höppner (2003) are mined with a modified sequential pattern algorithm (Lin and Lee 2002 ).
Allen's relations have severe disadvantages when used for pattern discovery from interval time series, as demonstrated with the following examples. A more detailed analysis is given in Sect. 4.
(1) Patterns from noisy interval data expressed with Allen's interval relations are not robust: Several of Allen's relations require the equality of two or more interval boundaries. Small disturbances in interval boundaries can create patterns where a very similar relationship between intervals is fragmented into different relations as defined by Allen's relations. Figure 1 shows several examples of almost equal intervals.
(2) Patterns expressed with Allen's interval relations are ambiguous: The same relation of Allen can quantitatively and intuitively represent very different situations. In Fig. 2 three very different versions of the overlaps relation are shown as an example. Even more ambiguous is the compact representation of patterns from Kam and Fu (2000) or Cohen (2001) , several different descriptions are valid for the exact same pattern (see Fig. 3 ). An extension of Allen's relations using the relative placement of the intervals' mid points (Roddick and Mooney 2005) can distinguish the different variants of overlaps. Many of the additional conditions require equality of time points, however, increasing fragmentation effects similar to Fig. 1 . (Grice 1989) suggested for the representation of knowledge discovery results to humans (Sripada et al. 2003) . For example, the maxim of manner is violated. Since the compact format is ambiguous, patterns need to be expressed with an unstructured list of pairwise relations of all intervals (Höppner 2003 ) that grows quickly with the number of intervals.
Unification-based Temporal Grammar
The UTG was proposed by Ultsch (1996 Ultsch ( , 2004 and realized in Guimarães and Ultsch (1997) and Guimarães (1998) . It is a hierarchical pattern language for temporal knowledge discovery. Each level of the hierarchy inhibits an increase in temporal abstraction. After preprocessing the data model is a multivariate symbolic interval time series. The central pattern elements are Events and Sequences shown in Fig. 4 for a 3-dimensional time series. Events combine several more or less simultaneous intervals, a robust version of Allen's equals. The number of intervals in an Event is restricted, however, to the dimensionality of the interval series. Sequences describe an ordering of several Events with immediately followed by or followed by after at most t time units. Allowing alternatives for the Events in Sequences leads to the final so-called Temporal Patterns. The UTG was applied in Guimarães and Ultsch (1999) to the analysis of sleeping disorders. Most steps of the discovery were performed manually based on visualizations and/or statistical summaries of the patterns of the previous levels. Algorithms for the discovery of slightly modified UTG patterns are described in Mörchen et al. (2004) .
The UTG Event patterns are more robust than Allen's relations, by matching interval boundaries with a threshold. In contrast, the distinction between two versions of followed by is sensitive to small disturbances of interval boundaries. The UTG cannot express all patterns that can be formulated with Allen because Events require all intervals to begin and end within a small time span, respectively. Consider the overlapping intervals in Fig. 2 . In Fig. 2(c) an Event would describe the almost simultaneous occurrence of A and B. For Fig. 2(a) , however, Fig. 4 Core patterns of the UTG: Events describe a group of almost simultaneously starting and ending intervals, Sequences describe an order of Events the threshold to match the interval boundaries would have to be unreasonably large to detect an Event pattern. The fixed number of intervals in an Event further limits the search space and applicability of the pattern language. The hierarchical structure of the UTG and the separation of temporal concepts over several mining steps, however, offer unique possibilities in relevance feedback during the knowledge discovery process and in the analysis of the results. The expert can zoom into the discovered patterns and guide the mining process by filtering out irrelevant or uninteresting information at lower levels (Ultsch 2004 ).
The TSKR is based on these core ideas inheriting the advantages while fixing the identified discrepancies. In Mörchen et al.(2004 Mörchen et al.( , 2006 we have introduced a modification of the UTG allowing Events to ignore trailing and leading parts of intervals, thus describing coincidence of intervals rather than synchronicity. We introduced a further significant extension of the pattern language (Mörchen 2006a,b,c) that will be described in detail below. We allow an arbitrary number of coinciding intervals and partial order of these coincidences. These extensions make the pattern space more complex and require the design of new mining algorithms.
Time Series Knowledge Representation
The TSKR is a hierarchical interval language describing the temporal concepts of duration, coincidence, and partial order in interval time series. Each pattern is constructed from the patterns of the previous level. The basic primitives are labeled time intervals called Tones representing duration. Simultaneously occurring Tones form a Chord, representing coincidence. Several Chords connected with a partial order form a Phrase.
In data mining the input data is usually measured at discrete time points of a certain resolution representing a sample of the generating time continuous process. Without loss of generality, we define the following patterns based on the natural numbering T of a set of uniformly spaced time points. Let be a set of unique symbols. 
Definition 5 A symbolic interval sequence is a finite set of symbolic time inter-
Definition 6 An itemset is a subset S = {σ 1 , . . . , σ n } ⊆ of all symbols.
Definition 7
An itemset time interval is a triple [S, s, e] with S ⊆ [s, e] ∈ I.
Definition 8 An itemset interval series is a finite set of non-overlapping itemset time intervals
At the core of our knowledge representation stand the patterns and the occurrences of patterns in the input data.
Definition 9
Let be a finite set of labels λ. Let l: → be the function assigning each symbol a label. Let be a set of characteristic functions φ X : I → {True, False}, where X is some arbitrary input data. A pattern (σ , λ, φ X ) is a semiotic triple (Ultsch 1996) composed of:
-σ ∈ , a unique symbol representing the pattern in higher levels constructs (syntax), -λ = l(σ ) ∈ , a label providing a textual description of the practical meaning of the pattern (pragmatic), -φ X ∈ , a characteristic function determining when the pattern occurs (semantic).
The semantic of φ and the data type of X will differ for the specific patterns defined below. We write φ for φ = True and ¬φ for φ = False.
Definition 10 An occurrence of a pattern is an interval [s, e] ∈ I with φ X ([s, e] The concept of semiotic triples is consistently used on all levels of the TSKR pattern hierarchy. It enables the pragmatic annotation of each pattern with labels to aid the later interpretation when used as parts of larger patterns. In this study we assume a set of Tone patterns given. A Tone pattern (σ , λ, φ) describes a property of the temporal process that is observed during time intervals. A value-based Tone obtained by discretizing a univariate time series v t ∈ R t ∈ T has a characteristic function of the form φ A ([s, e] ) ← v min < v i ≤ v max ∀i ∈= {s, . . . , e} ⊂ T where v min , v max ∈ R and could be labeled λ(σ ) = "temperature high". This textual label can be used to represent the semantics of this Tone as defined by φ A in more abstract patterns as defined below. Applying time series segmentation can produce Tones like increasing speed. See Mörchen (2006c) for the straight forward definition of the corresponding characteristic functions. Definition 11 A Chord pattern is a semiotic triple c = (σ , λ, φ T T ) with σ ∈ , λ ∈ , and a characteristic function φ T T ∈ indicating the simultaneous occur-
on a given time interval according to the interval sequence T with occurrences of the Tones T: Often, the support set will be restricted to intervals with a duration of at least δ, to exclude very short temporal phenomena that are not meaningful for the application under study. We will write sup δ (c) for short.
In Fig. 5 the occurrences of the Tones A, B, and C are shown in the top segment. In the middle segment all maximal Chords of size 2 and 3 are shown. All support sets consist of two intervals. The occurrence of a Chord pattern implies the occurrence of all sub-Chords on the same interval, e.g., AB, BC, and AC for ABC. In general larger Chords can be considered more interesting, because they are more specific. We use the concept of closedness to non-redundantly represent a set of Chords motivated by closed itemsets (Pasquier et al. 1999) . The definition of closedness considers a Chord as closed even if a larger Chord has only a slightly smaller support set. With Tone patterns mined from possibly inexact and erroneous time series this is a harsh restriction. We therefore introduce the relaxed concept of margin-closedness to prune patterns with very similar support.
Definition 14
A Chord c i is margin-closed w.r.t. a threshold α < 1 if there are no super-Chords that have almost the same support, i.e., ∀c j ⊃ c i ,
The third segment in Fig. 5 shows all margin-closed Chords (α = 0.1). The Chord BC is not closed, because whenever it is observed, so is the super-Chord ABC. The Chord AC is closed, but not margin-closed, because the support set of the super-Chord ABC is only slightly smaller.
Definition 15
A Phrase pattern is a semiotic triple p = (σ , λ, φ C,E C ) with σ ∈ , λ ∈ , and a characteristic function φ
A Phrase consisting of k Chords is called a k-Phrase, k is the size of the Phrase. We say the Phrase p i ⊃ p j is a super-Phrase of p j if p i describes the partial order of a superset of the Chords of p j and all common Chords have the same partial order.
The characteristic function for a Phrase consists of four necessary conditions. Equation (2) ensures that the intervals of all Chords are within the Phrase interval, while Eqs. (3) (4) prevent extra room before the first and after the last Chord, respectively. The occurrence of a Phrase is thus maximal by definition. A Phrase occurs on a particular interval but not on the sub-intervals. Equation (5) requires the Chords to be in the partial order specified by E. Note, that any two intervals that have an order relation in E are not allowed to overlap. This restriction makes sense, because Chords already describe the concept of coincidence. Allowing overlapping Chords within a Phrase in general would mean to repeatedly represent the same concept and can in fact be equally represented by a larger Chord on the interval where two Chords overlap. The bottom segment of 
Definition 18 A Phrase p i is margin-closed w.r.t. a threshold α < 1 if there are no super-Phrases that have almost the same support, i.e., ∀p j ⊃ p i ,
Analysis
Having introduced a new language for the description of interval patterns, we compare the TSKR to the patterns of Höppner (2003) listing all pairwise interval relations according to Allen. We show that the pattern language of the TSKR has a higher temporal expressivity, is more robust, and has advantages in interpretability.
Expressivity
In data mining the purpose of a pattern expressed in a knowledge representation language is to collectively describe many similar or possibly equal situations observed in the data. We say a pattern is more expressive than another, if it summarizes more similar, yet qualitatively different situations.
We first show that all patterns expressible with pairwise Allen's interval relations can also be expressed with the TSKR. That means that all occurrences of a single interval pattern described with the pattern format of Höppner (2003) can also be described by a single TSKR pattern. We write AB for a Chord with coinciding Tones A and B. We write AB → CD for the Phrase expressing the total order of the Chord AB followed by the Chord CD.
Let I = {(σ i , s i , e i )|i = 1, . . . , k} be all involved symbolic intervals with arbitrary pairwise relations according to Allen. Let B = {b j } = Note, that a TSKR patterns constructed in this way describes even more similar situations in the data than the original pattern using Allen's relations. In Fig On the other hand it is not always possible to find a single pattern defined with Allen's relations to describe all situations covered by a certain single TSKR pattern. In particular Phrases utilizing the concept of partial order to summarize similar situations as in Fig. 6 , cannot be expressed by a single pattern using all pairwise relations of Allen. Consider the Chords AB, ABC, BC, and AC as shown in Fig. 6 (a) at the bottom resulting from the Tone patterns A, B, C in the top rows. In Fig. 6 (b) the same Tone intervals result in the same Chords but with the middle two Chords exchanged. Both versions can be captured in a single Phrase (see Fig. 6 (c)) using the concept of partial order. The order relation of ABC and BC is simply not specified, both versions of the pattern match this description. The two similar instances cannot be captured with a single pattern using the pattern format of Höppner (2003) . Further, the instances of the TSKR pattern A → AB → B in Fig. 8(a) (b) cannot be described with a single pattern of Höppner (2003) because they have a different number of intervals.
Even if we restrict ourselves for the moment to TSKR patterns using only a total order among the Chords in a Phrase and exactly the same set of participating Tone intervals, constructing a pattern with pairwise Allen's relations that describes the same situations in the data is not always possible. For example the simple Phrase AB → C, i.e., Tones A and B occur simultaneously followed by an interval where the Tones C occurs, covers instances that correspond to very different relations of Allen. The relation between A and B could be overlaps, starts, during, finished, equals plus the corresponding inverses. The relation between A (or B) and C could be before, meets, or overlaps. See Fig. 9 for examples.
In summary, a single TSKR pattern can express many observations in the data where time intervals have a very similar relative positioning but different relations according to Allen. In contrast each pattern according to Allen can also be described with a single TSKR pattern. The TSKR achieves a higher level of abstraction over small disturbances in the data while offering clear temporal semantics with the concepts of coincidence and partial order.
Robustness
Symbolic interval series or sequences obtained from numeric time series inherit the noise present in the original data. The interval boundaries gained from preprocessing steps like discretization of values or segmentation are subject to noise in the measurements. Such time points should thus be considered approximate.
When using Allen's relations to formulate patterns such slight variations of interval boundaries can create fragmented patterns that describe the same intuitive relationship between intervals with different operators. An example for two almost equal intervals was given in Fig. 1 . In general any pattern using one of Allen's relations that requires equality of two interval boundaries can be destroyed by changing one boundary by one time unit only. In Fig. 10 we give more examples. If two intervals always appear consecutively but close in time, three different relations can be observed depending on the exact location of the first end point and the second start point (see Fig. 10(a) ). Intuitively, the relation between the two intervals common to all three examples could be called largely before or roughly meets. Similar examples are shown for a pattern where the first interval starts almost synchronously with the second but ends earlier (roughly starts, Fig. 10(b) ). The case of almost equal intervals is fragmented into nine different patterns of Allen's relations, the five relations shown in Fig. 10(c) and the corresponding inverses for the first four.
There are approaches to relax the strictness of Allen's relations by using a threshold to consider temporally close interval boundaries equal (Aiello et al. 2002) . This effectively merges the problematic patterns in each of the cases shown in Fig. 10 , but it has not been used in temporal pattern mining. Fragmented patterns are still possible if noise causes interval boundaries to be shifted around the threshold value. In contrast, the Chord and Phrase patterns of the TSKR are designed to be insensitive to small changes of the interval boundaries. The TSKR operator coincides is extremely robust. It only considers the intersection of all participating intervals, any interval can individually be stretched to infinity without changing the pattern at all. All three cases in Fig. 1 could be represented well with a Chord describing the coincidence of A and B. The leading and trailing intervals where only A or B is observed would not be considered of significant duration for appropriate choices of δ. The robustness of Phrases directly depend on the Chords.
When making intervals smaller, the TSKR patterns break down as soon as the smallest interval disappears-as is true for any pattern in either language. Other aspects of noisy data like missing intervals similarly affect both representations. This can be compensated by extending any of the representations with alternatives as done in the UTG and in Höppner (2003) .
Interpretability
Interpretability is hard to specify or measure. In Sripada et al. (2003) natural language descriptions of time series are generated and interpreted by experts. The authors suggest that the presentation should follow the Gricean maxims of quality, relevance, manner, and quantity. We describe the implications of the maxims in the context of interval patterns and judge how well the different pattern languages support this paradigm.
The maxim of quality states that only well supported facts and no false descriptions should be reported. The former is commonly achieved by reporting only the most frequent patterns. None of the pattern languages can be said to report false patterns. As described above, noisy interval data can lead to fragmented patterns expressed with Allen's relations, however, that might not be reported even if they are frequent.
The maxim of relevance requires, that only patterns relevant to the expert are listed. This is a rather application dependent requirement, still there are differences in how the pattern languages support this task. The hierarchical structure of the TSKR enables the user to view and filter lower level patterns before the next level constructs are searched. Mining Phrases from only the relevant Chords will be much faster, fewer and smaller Phrase patterns need to be analyzed in the next step. This form of pattern representation supports the human analysis according to the zoom, filter, and details on demand paradigm (Shneiderman 1996) . The patterns expressed with Allen's relations are commonly mined in a single step, resulting in a much larger set of patterns for manual analysis.
The maxim of manner suggests to be brief and orderly and to avoid obscurity and ambiguity. The TSKR patterns can be longer or shorter than the Allen patterns of Höppner (2003) . A pattern of Höppner (2003) with k intervals always consists of
pairwise relations. When counting each Chord and each consecutive order relation in a Phrase separately the worst case for the number of atomic relations in a TSKR pattern is (2k − 1)(2k − 2) because with 2k interval boundaries there can be at most 2k − 1 Chords. These Chords would then occur consecutively involving 2k − 2 binary order relations. In the best case there is only a single relation if all intervals are the equal forming a single Chord. The typical size of a TSKR pattern given k intervals strongly depends on the data set at hand.
The textual representation of the TSKR can be argued to be more orderly and to avoid obscurity because it uses a hierarchical structure with a partial order relation on the highest level that offers details on demand. In contrast, there is no inherent order in the list of pairwise Allen relations. They could be ordered by the intervals of the first argument of each relation according to an temporal order of the intervals or an alphabetical order of the interval labels. In either case, the list needs to be considered as a whole to understand that pattern.
The instances of a single pattern can quantitatively vary and represent intuitively different patterns. This was already demonstrated for the overlaps relation in Fig. 2 , two more examples for the relations starts and during are given in Fig. 11 . This causes ambiguity because the same relation describes several observations that appear visually quite distinct. This high quantitative variation of patterns represented by a single relation of Allen is caused by the mixture of the temporal concepts of order and coincidence. The problem can be weakened by using the Allen's relations modified with thresholds (Aiello 2002) , but the potential ambiguity persist, in particular for intervals of very different lengths.
Whether such different versions of a pattern are semantically equivalent depends on the application. The separation of temporal concepts in the TSKR, however, completely avoids this problem. Chord patterns simply describe the overlapping parts and ignore any variability of the interval boundaries. The parts of the Tone intervals within the Chord occurrence interval always look exactly the same for all instances. Phrase patterns express the concept of partial The maxim of quantity states that neither too much nor too few should be reported. Fewer and shorter patterns are easier to read and comprehend. Achieving this maxim is again better supported by the hierarchical approach. Intermediate filtering steps during the pattern mining can be used to prune the search space for the next step and reduce the number of patterns to be inspected. The margin-closedness of the TSKR explicitly offers a powerful mechanism to reduce the number of reported patterns without sacrificing variety. Implication rules generated from Allen patterns can be ranked by interestingness measures (Höppner and Klawonn 2002; Höppner 2003) , but for the basic pattern considered here, only the frequency can be used. If too many patterns are reported the frequency threshold needs to be raised possibly filtering out rare but interesting patterns.
In summary, the TSKR shows a lot more accordance with the Gricean maxims than Allen's relations. The maxim of quality can be violated by fragmented Allen patterns. The maxim of relevance is better supported by the interactive filtering of TSKR patterns. For the maxim of manner brevity of representation is achieved by the hierarchical structure of the TSKR. The restriction to single temporal concepts for each level of the hierarchical languages avoids ambiguity. The TSKR better supports the maxim of quantity by effective pruning of the results using margin-closedness.
Time Series Knowledge Mining
There are basically five steps in the TSKM process shown in Fig. 12 . If the data to be mined consists of numerical multivariate time series, preprocessing and feature extraction may need to be performed first. Following the divide-andconquer paradigm it is often advisable to group the dimensions into meaningful subsets, called the Aspects. This task will usually be performed manually. In can be performed. Each Aspect is then converted to an interval series of Tones describing persisting properties of the time series. Time series discretization methods (e.g. Mörchen and Ultsch 2005) can be used to create value-based Tones with descriptions like high or low. Time series segmentation (e.g. Keogh et al. 2004 ) and categorization of the slope values leads to trend-based Tones like slowly increasing. Tones representing more complex shapes can be found with time series motif methods. For multivariate time series clustering (e.g. Ultsch 1999) can generate meaningful Tones. The core part of the TSKM is the mining of coincidence and partial order and will be explained in the next sections. We show how important steps of the mining can be formulated as well-known problems from frequent itemset and sequential pattern mining.
Mining coincidence
The input for mining coincidence in form of Chords is a set of Tones with the respective symbolic interval sequence. A Chord is observed whenever at least s min different Tones coincide for a duration of at least δ. A Chord is frequent, if the total duration of all intervals where it is observed exceeds the minimum support sup min . The mining of Chords thus consists of picking a subset of all Tones and determining the support over time considering the minimum duration δ. We further need to compare the support with all super-Chords to ensure (margin-)closedness. This is quite similar to mining closed frequent itemsets, we therefore adapt the CHARM Hsiao 2002, 2005 ) algorithm for our purpose. We only describe the basic algorithm and refer to Zaki and Hsiao (2005) for possible performance improvements.
Algorithm 5.1 performs a depth-first search for margin-closed Chords. We write c i ∪c j for a Chord describing the coincidence of the Tones from the Chords c i and c j . The function EXTEND is recursively called given a prefix Chord c p and a set of super-Chords S. The recursion is started with an empty Chord and all trivial frequent Chords as possible extensions in Line 1. The prefix Chord c p is extended by all combinations of super-Chords from the set S in the double Algorithm 5.1 Depth-first margin-closed Chord mining.
Input:
Set of Tones T. Minimum Chord duration δ. Minimum Chord support sup min (default 0.01). Minimum Chord size s min (default 2). Maximum Chord size s max (default ∞).
Threshold α for margin-closedness (default 0.1).
Output:
Set R of margin-closed Chords.
else if Zaki and Hsiao (2005) to margin-closed Chords and will be explained in detail below. In Line 22 the current Chordĉ i is added to the set of margin-closed Chords if it is not subsumed by an already found margin-closed Chord. The function EXTEND is called recursively with the super-ChordsŜ of the current Chordĉ i in Line 25 unless the maximum Chord size is reached. The recursion stops as soon as the set of extensions S is empty.
The four different cases of the support comparison are depicted for an example in Fig. 13 . Let A, B, C be some Tone patterns. Only one instance of each Tone pattern is shown for demonstration purposes, the lengths and overlaps of the intervals are meant to be representative for the whole data set. For our example, let the arguments to the EXTEND function be the trivial Chord c p = A and the set of super-Chords be S = {AB, AC}. For the first extensionĉ i = A ∪ AB = AB the support ofĉ i ∪ c j = AB ∪ AC = ABC needs to be compared to the support ofĉ i = AB and c j = AC.
The first case in Line 8 is shown in Fig. 13(a) . The super-Chord ABC has almost the same support as both sub-Chords. When AB or AC are observed, so is almost always ABC. We can effectively replace both sub-Chords with the super-Chord by adding c j = AC to the current extensionĉ i and excluding it from further processing in the inner loop.
The second case in Line 11 is shown in Fig. 13(b) . While AB has the same support as ABC, AC has significantly more. Again we can add AC to the current extensionĉ i because whenever AB occurs, so does AC. We can not delete AC from S in this case, however, because combinations with other Chords still need to be considered.
The third case in Line 13 is shown in Fig. 13(c) . The Chord AB has significantly more support than ABC, while AC does not. The super-Chord ABC is possibly a closed Chord, it needs to be added to the set of immediate super-Chords of c i = AB for the recursive function call. The Chord AC can be excluded from further processing, because whenever it is observed, so is AB.
The last case in Line 16 is shown in Fig. 13(d) . Both AB and AC have significantly more support than ABC. ABC is added to the set of possibly closed super-Chords for the recursion and no pruning can be performed. In Zaki and Hsiao (2005) the CHARM algorithm is reported to scale up linearly with the number of transactions. We observed similar behavior with Algorithm 5.1. The parameter δ needs to be chosen according to the application domain. The minimum duration of a Chord needs to be long enough for an expert to consider the coincidence of several properties meaningful. The minimum support and the threshold for margin-closedness directly control the number of Chords found. They should be set to larger values first and be made smaller if the results are too coarse.
Mining partial order
Phrases are similar to Episodes (Mannila et al. 1995) but describe a partial order of time intervals instead of time points. The mining of margin-closed Phrases can be performed in several steps similar to the closed partial orders of Casas-Garriga (2005) . Algorithm 5.2 shows the high level overview of our proposal explained in the forthcoming sections.
Algorithm 5.2 High level algorithm to find margin-closed Phrases.

Input:
Set of Chords C.
Minimum duration of Chords in Phrase (default δ 2 ). Minimum Phrase support sup min (default 1). Minimum path length in Phrase s min (default 2).
Threshold α for margin-closedness (default 0.1). Transaction windows W = {[s i , e i ]|i = 1, ..., w}.
Output:
Set of Phrases.
1: Convert C to itemset interval series I using . 2: Mine pairs (s, T) composed of a closed sequential pattern s occurring within the transaction windows T ⊆ W using sup min and s min 3: Create margin-closed maximal pairs (S, T) where S is the set of all closed sequential patterns occurring in all transaction windows T ⊆ W using sup min and α. 4: Build partial order of Chords for each set S.
Data model conversion
In order to apply algorithms from itemset mining, we convert the symbolic interval sequence of Chord occurrences to an itemset interval series. Let C be the occurrences of a set of Chords C = {c j = (σ j , λ j , φ j )|j = 1, . . . , M}. We convert C to an itemset interval series by considering each interval of minimum duration where at least one Chord is valid as an itemset time interval and including the symbols of all currently valid Chords as items to obtain I.
In Fig. 14 we give an example for the conversion of the interval sequence of overlapping Chord occurrences to a series of non-overlapping itemset intervals. The top rows show the occurrence intervals of three Tones indicated by the 
Closed sequential pattern mining
The first step of the approach in Casas-Garriga (2005) consists of mining closed sequential patterns with an algorithm of choice. Sequential patterns describe a total order among the itemsets in the pattern. Closedness of sequential patterns is defined based upon support, i.e., a sequential pattern is closed if there is no super pattern that occurs in the same transactions. Therefore the single long itemset interval series needs to be implicitly converted to a set of shorter sub series by creating a sequence of intervals. Each itemset sequence is called a transaction and support is defined as the number of transactions in which a pattern occurs.
Any algorithm for closed sequence mining, e.g., CloSpan (Yan et al. 2003) or BIDE (Wang and Han 2004) , can then be used with only one modification. Recall, that we excluded overlapping Chord intervals with an order relation from Phrase patterns in Definition 15. We therefore need to restrict the mining to picking at most one item per itemset. This will also speed up the mining of closed sequential patterns, because it reduces the search space to total orders of single items. As a result we obtain pairs (s, T) composed of a closed sequential pattern s occurring in the transaction windows T.
Creating margin-closed groups of sequential patterns
The mining of margin-closed partial orders (Step 3) is the largest deviation from Casas-Garriga (2005) where pairs are formed consisting of a set of closed sequential patterns and the list of transactions in which they all occur. The pairs were required to be maximal in the sense, that there is no additional sequential pattern, that occurs in all transactions and no additional transaction in which all patterns occur. Furthermore, the sets of closed sequential patterns were required to be non-redundant, i.e., no sequential pattern is allowed to be a subpattern of a pattern in the same set. The sequential patterns were grouped by first considering all patterns with the same list of transactions and then adding any pattern with a superset of transactions that do not make the group redundant. Such groups are closed w.r.t. frequency and form a concept lattice. Each group of closed sequences can then be converted to a partial order.
When adding the constraints for margin-closed pairs, this algorithm cannot be used anymore. For each group not only sequential patterns with the same or longer transaction lists need to be considered, but also patterns with only slightly shorter lists. For a valid group of patterns, the intersection of all transaction lists is allowed to be at most 100α percent shorter than the longest. Since all sequential patterns in a group influence the intersection, the search space for the groups consists of all 2 k combinations of k closed sequences. This corresponds to the problem of finding margin-closed itemsets, if we consider each closed sequential pattern an item and each group of sequential patterns an itemset. We can therefore again adapt the CHARM (Zaki and Hsiao 2005) algorithm to tackle this problem efficiently.
Only minor modifications needed to be made to Algorithm 5.1, we therefore refer the interested reader to Mörchen (2006c) for the complete listing. According to the definition of Phrases in Sect. 3, the support counting is based on frequency not on duration as for Chords. In Casas-Garriga (2005) each group of closed sequential patterns is required to be non-redundant. Instead of checking this upon each combination of a group with possible extensions, we decided to implicitly include all subsequences of a sequence in a group and remove this redundancy in a post-processing step for each group.
Creating partial order from group of sequential patterns
For the last step of converting a set of sequences into a partial order necessary conditions are given in Casas-Garriga (2005) making the construction of the final Phrase representation straightforward, see Mörchen (2006c) for a simple algorithm.
Experiments
We demonstrate the efficacy and efficiency of the TSKM on two datasets. We further compare the resulting patterns to results obtained using Allen's relations. For mining patterns expressed with Allen's relations we used the format of Höppner(2003) to avoid ambiguity and counted support as occurrences in windows to be comparable with the Phrase mining using the same windows. We further pruned the set of patterns applying the concept of margin-closedness in a brute force post-processing step.
Skating data
The Skating data was collected from tests in professional In-Line Speed Skating (Hoos 2003) . An athlete performed a standardized indoor test at a speed of 7.89 m/s on a large motor driven treadmill. EMG (Electromyography) and kinematic data were measured for 30 s corresponding to 19 movement cycles. The obtained multivariate time series was converted to a 5-dimensional symbolic interval series. The preprocessing was the same as in Mörchen et al. (2006) , except that we used the Persist algorithm (Mörchen and Ultsch 2005) for time series discretization instead of density estimates. Three interval series describe the activation of leg muscles mainly responsible for forward propulsion: Medial Gastrocnemius (Gastroc), Vastus Medialis (Vastus), and Gluteus Maximus (Gluteus) with Tones low, high, and very high. One series describes the foot contact with Tones on and off obtained from a pressure sensor in the skate. The last series describes the movement phases obtained by clustering a 6-dimensional time series with angles and angular speeds of the hip, knee, and ankle joints. The Tones were labeled swing, glide+push, and recovery. Non-overlapping windows corresponding to the 19 movement cycles of the experiment were used. The goal was to identify typical muscle activation patterns during the cyclic movement with complex inter-muscular coordination patterns. The knowledge gained from the temporal patterns can be used to further analyze the underlying mechanisms of an athletic performance and, e.g., help to optimize the training process. The experimental results were evaluated by an expert.
For the TSKR patterns we first mined Chords with a minimum duration of 50 ms. Shorter phenomena related to muscle activation are physiologically not plausible. The minimum size was set to 3, the maximum size is naturally bounded by the 5 dimensions of the interval series. With a minimum support of 2% a total of 70 Chords was found. Restricting the patterns to closed Chords reduced the number to 60, mining margin-closed Chords with α = 0.1 returned 18 patterns. At this point it is difficult to decide automatically whether rare large or small frequent Chords are better. The lattice of these Chords in Fig. 15 was annotated with frequency (#) and support (%) and presented to the expert. The 9 bold Chords were selected as the most interesting and labeled accordingly while 3 uninteresting Chords with no relation to other Chords are omitted from the figure.
Using these 9 Chords we found 30 closed sequences with a minimum length of 2 and a minimum frequency of 10. Merging groups of closed sequences resulted in 20 closed Phrases, when using α = 0.1 15 margin-closed Phrases were obtained. Again we presented the lattice of Phrases to the expert who selected the most specific and the second most general patterns as the most interesting. The general Phrase present in 17 out of the 19 movement cycles is shown in Fig. 16(a) with images from the skating experiments. The advantages of the hierarchical structure of the TSKR is shown by unfolding one Chord from the Phrase to show the coinciding Tones and one Tone to show the original numerical time series with the thresholds for discretization. The more detailed Phrase shown in Fig. 17 was observed in 10 cycles, it describes a total order of 8 Chords and provides details on the successive activation of the three major leg muscles.
The pruning by margin-closedness largely reduced the number of patterns so they could easily be analyzed manually to trade off pattern size vs. pattern frequency. We analyzed the search space of Chords in dependence of the parameters to quantify the pruning effects. In Fig. 18 margin-closedness. The value of 0.1 as used for the analysis above, effectively prunes the size of the result down to a manageable number of patterns that can be analyzed manually. Using lower values would result in a dramatic increase of patterns, using higher values results in less than five patterns for α > 0.18. We also measured the number of recursive calls to the EXTEND function as an estimate of the run time of the algorithm independent of implementation and hardware. As is visible on the right of Fig. 18 the concept of margin-closedness does not only reduce the size of the result set, it also effectively prunes the search space during mining and speeds up the computation. This is because the notion of margin-closedness more often enables the activation of the cases 1-3 in Algorithm 5.1 that have a pruning effect. For α ≥ 0.2 less than 10% of the function calls of strict closed Chord mining are needed.
We searched the same data for patterns expressed with Allen's relations using a minimum frequency of 10 and a minimum size of 2 resulting in 4208 distinct patterns. Pruning by enforcing margin-closed patterns with α = 0.1 returned 487 patterns. There were 8 patterns of size 9 and one of size 10. The analysis was performed by the expert looking at an example of each pattern as shown for the size 10 pattern in Fig. 16(b) because the listing of all 45 or 36 pairwise relations did not offer a comprehensible description.
Looking at a pattern instance is almost equivalent to looking at the input data before even mining patterns. The only benefit is that the intervals somewhat represent the most dominant structure of the 19 movement cycles. In order to avoid the selection of an ambiguous pattern one has to look at all instances, though. While the relation of the Gluteus muscle activity to the movement phases was recognized as valid, the fact that no information on the Vastus muscle was given and the Gastroc muscle appeared only with low activity rendered the pattern useless to the expert. The fact that the three movement phases appear in the displayed order and the two Foot states alternate is already obvious from the input data and offers no information gain.
Because a correspondence of muscle activity to movement related information was sought we filtered the pattern set explicitly for patterns containing the states high and very high for the Vastus and Gluteus muscles. None of the 5 patterns we found contained useful information on the foot contact. Further analysis with less restrictive constraints suggested, that patterns with many muscle states offer only very limited information on movement and foot contact and the other way around. The relation of muscle related interval series to movement related interval series, all of which are subject to noise from the recording process and the discretization procedure, did not seem to be well representable with Allen's relations.
Video data
The video data 1 consists of symbolic intervals data describing different scenarios involving a hand moving colored blocks that were generated by the Leonard system for recognition of visual events from video camera input (Siskind 2001) . The scenes include simple actions like putting one block on another and more complex scenes where a whole stack of blocks is built. Using image segmentation and motion tracking algorithms a description of each video in terms of primitive events valid on time intervals was generated (Siskind 2001 ). In Fern (2004 each scene is described with a logical formula found by inductive logic programming in a supervised process. We use the data in an unsupervised manner and use the ground truth on the scenarios for evaluation purposes only. We preprocessed the descriptions by normalizing the argument order, filtering out some redundant descriptions, and merging scenarios that were equivalent.
We mined Chords with a minimum support of 1%, minimum size of 1, and a minimum count of 10. We found 19 closed Chords, with α = 0.1 this reduced to 15 margin-closed Chords. The co-occurrences of the Chords with the known scenario were striking, a selection is listed in Table 1 . The first two Chords each describe a stack of three blocks with two contacts relations. Without looking at the original Video data, it is unclear, however, which block sits on top and which at the bottom. Further, the Chord patterns are not sufficient, to discriminate the scenarios, because they always appear in at least two different scenes that are reversed versions of one another, e.g., stack and unstack. In order to distinguish each pair, we need patterns expressing an order among the Chords.
Using a minimum frequency of 12, 20 closed sequential patterns were found and grouped into the 10 margin-closed Phrases (α = 0.1). The co-occurrences of the Phrases with the known scenarios showed an almost perfect correspondence, see Table 2 for a selection. They summarize the relative positions of 7-10 symbolic intervals. The Phrases further explain the actions in the videos. The Phrase for the disassemble scenario is shown with pictures from the original Videos in Fig. 19 . All other scenarios are described similarly, see Mörchen (2006c) for all Phrases.
With Allen's relations, a minimum size of two, and a minimum frequency of 10, 363 patterns were found, 174 of which were margin-closed for α = 0.1. This large amount of patterns could not be analyzed manually, some filtering needed to be applied.
We first looked at the 14 largest patterns with five or more intervals. Patterns of these sizes were only observed within the (dis)assemble scenes with less than 21 out of 30 repetitions. The patterns for the assemble scene further described only fragments of the true temporal phenomena. None of them contained any information about the hand taking the red block and placing it on top of the stack. We alternatively filtered the mining results by a minimum frequency of 24 and a minimum size of 3. A selection of these frequent patterns is given in Table 3 . The correspondence with the known scenarios is decent but mostly worse than that of the Phrases in Table 2 .
The Allen patterns are further only composed of three symbolic intervals each, not sufficiently explaining the complex events of these scenes. As an Only for simpler scenes like pick-up or put-down three intervals can adequately describe the actions in the video. A detailed analysis of the pattern for put-down, however, revealed four very similar patterns with the same intervals but slightly different relations (see Fig. 21 ). Only the first combination is frequent enough to appear in the mining result, the others would commonly be filtered out from the large amount of patterns found.
Apart from the more specific explanations that the TSKR patterns provide, they are also almost always more precise and more distinctive than the Allen patterns of Höppner (2003) , as shown in Table 4 . For each video scene, precision and recall of the best pattern from each representation was calculated. Only for the most complex scenarios in the last two rows the numbers of Allen/Höppner are better. In these cases the TSKR patterns are much more complex and provide better insight into the temporal phenomena of the scene sacrificing some discrimination power for explanation.
Discussion
For a successful application of the TSKR the temporal process producing the symbolic intervals should not be chaotic such that the properties described by Tones can be repeatedly observed during intervals of a minimum length meaningful to the analyst. When starting with numerical data and using discretization or segmentation, the parameters of these methods should be chosen with care incorporating prior knowledge when possible. This and the further manual interaction during the mining steps and possible revision of parameters for mining Chords and Phrases can be seen as a weakness of our method. We believe that the discovery of knowledge is inherently interactive as has also been acknowledged for other data mining tasks like classification (Ankerst et al. 2000) and clustering (Aggarwal 2001) .
The most important parameters of the TSKM evolve around the concept of the minimum duration of a temporal phenomenon to be considered meaningful. Tones need to coincide for a certain time to be considered a Chord. An occurrence of a Chord within a Phrase must have a certain duration. We believe that an intuition on the selection of these parameters will be available in many applications. Other parameters like the minimum support or the margin threshold influence the number of patterns found but not the qualitative aspects thereof. Once a good combination of preprocessing methods and parameters has been found, the TSKM steps can be automated.
The Phrases found in the Skating data were considered valid and interesting by the expert. Of particular importance is the connection of external variables describing the movement with the internal observations on muscle activation that could not be discovered with Allen's relations. The application of the TSKM with the final graphical representation of the Phrases offered a great benefit over simply viewing the input time series, as is common practice in the analysis of such data in sports medicine. The descriptions found by the TSKM in the Video data in an unsupervised process directly explained the known experimental setups. The Allen patterns found mostly explained only fragments of the scenarios and showed less correspondence to the ground truth. This was partly explained by pattern fragmentation.
In Höppner (2003) the rule sets are defragmented with disjunctions of patterns but this makes the result even longer and harder to understand. Take for example a rule disjunctively combining the 5 cases of Fig. 21 . Another solution to the problem is to use thresholds, effectively merging the problematic patterns. This does not solve the problems of ambiguity and comprehensibility, however, and poses the problem of threshold selection. Ambiguity could be reduced by splitting patterns with potential high variability into several different patterns, e.g., using the mid points (Roddick and Mooney 2005) . But using 49 instead of 13 relations with many additional conditions requiring equality of time points will in turn increase effects of pattern fragmentation.
The reasons for the TSKR being more expressive than Höppner's representation using Allen's relation is the permission of partial order and of subintervals in patterns. One could also mine partially related Allen patterns by allowing blanks in the matrix of pairwise relations. This would make the mining even more costly. Further, imagine being given a listing of 10 pairwise relations of 5 intervals and the task to draw a qualitative example of the pattern. This is not at all a trivial task, many dependencies need to be considered. In fact, this corresponds to the constraint satisfaction problem of temporal reasoning which is NP-complete (Vilain et al. 1989) . The same task is rather easy given a description in the TSKR language and shouldn't this be the case in order to call a pattern understandable? It would be interesting to evaluate this with psychological studies.
There might be applications where the semantics of Allen's relations are explicitly desired. The disadvantages in robustness are not an issue if the data is not noisy and the exact boundaries of intervals are important. Ambiguity caused by quantitative variation is in a way also application dependent. If the three different versions of overlaps show in Fig. 2 actually do describe different observation of the same meaningful concept, Allen's relations offer a valid abstraction for them. If the examples in Fig. 8(b) truly have a different meaning than the examples in Fig. 8(a) , because they are not caused by noise or inaccurate interval boundaries but rather by some property of the data generating process, Allen patterns would be more accurate. The corresponding TSKR pattern would have the same recall but lower precision because it is more general. To avoid ambiguity of the pattern language, the format of Höppner (2003) should be used. Many of the disadvantages in interpretability still apply, but for patterns involving just a few intervals a graphical representation of an exemplary pattern observation as in Fig. 16(b) could be used to represent the patterns intuitively. Note that the TSKR can also be used for data where the interval boundaries matter, e.g., by using a minimum Chord duration of one.
Early approaches of mining patterns with Allen's relations are all based on the Apriori principle from association rule mining (Agrawal et al. 1993) . Recently, more efficient algorithms adapted from itemset and sequential pattern mining have been proposed (Papaterou et al. 2005; Winarko and Roddick 2007) . Similarly, the TSKM patterns can be found with modified versions of efficient depth-first algorithms like CHARM (Zaki and Hsiao 2005) , CloSpan (Yan et al. 2003) , and DCI_Closed (Lucchese et al. 2006) . CHARM was one of the best methods in a recent evaluation of closed itemset algorithms (Yahia et al. 2006) . The adaption of other algorithms to the interval data models and margin-closedness could be worthwhile on some datasets. Similar, the recently proposed FRECPO algorithm for direct mining of partial order (Pei et al. 2005) could also be used to mine Phrases.
Phrases are similar in structure to sequential patterns. Each time point of a symbolic interval sequence could be considered a transaction with an itemset holding one item for each symbolic interval that contains the time point. This leads to very long transactions (e.g. about 1,500 itemsets per transaction in the Skating data) that are highly redundant. Naively applying standard sequential pattern mining techniques to this data would be a large waste of computing resources. Using our novel data model conversion to itemset intervals greatly reduces this redundancy. Test with algorithms for sequential pattern were, however, still extremely slow compared to the search for Chords and Phrases that seems to highly profit from the semantically motivated search space restrictions.
The search for (closed) frequent itemsets as applied to mining Chords and Phrases can become infeasible for a large number of items. For Chords this corresponds to the dimensionality of the time series and the number of Tones for each dimension. For Phrases it is the number of closed sequential patterns found. The novel concept of margin-closedness helps to partly alleviate this complexity. It serves as a sampling of the results and a pruning of the search space to avoid redundancy. A manageable amount of patterns is returned representing a variety ranging from general and frequent to specific and rare patterns. Coarse results can be found very fast and refined if necessary.
To the best of our knowledge margin-closedness (Mörchen 2006a,c) represents a novel way of lossy compression for frequent itemset mining. The δ-tolerance itemsets of Cheng et al. (2006) represent the same concept and were discovered simultaneously. Condensed itemset representations were developed to derive the support of all itemsets from a compact summary exactly (Bykowski and Rigotti 2001; Kryszkiewicz 2001; Calders and Goethals 2003) or approximately (Pei et al. 2002; Boulicaut et al. 2003) . The basic idea is to derive the support of an itemset given the support of all subsets (Calders and Geothals 2003) . If this is possible, the larger set does not need to be stored in the result. Similarly, in Pudi and Haritsa (2003) all supersets with approximately the same support as a smaller itemset are pruned. In contrast, we prune the smaller subsets with support similar to a larger, more specific itemset. This favors more detailed, thus generally more interesting patterns. Another line of work is motivated by the fact, that transaction data is often noisy. The strict definition of support, requiring all items of an itemset to be present in a transaction, is relaxed (Pei et al. 2001; Yang et al. 2001; Seppänen and Mannila 2004; Afrati et al. 2004; Yan et al. 2005) . All these approaches have one thing in commonthey report false information and thus violate the Gricean maxim of quality. They only report approximate support values and possibly list itemsets that are not present in the collection at all (Afrati et al. 2004) or with much smaller support. Margin-closed itemsets present true information, i.e., exact patterns with exact support. We merely reduce the amount of patterns reported.
In Casas-Garriga (2005) it is shown how grouping of closed sequential patterns leads to closed partial orders. It is tempting to assume that marginclosed sequential patterns will also lead to margin-closed partial orders, but simple examples show that this is not the case (see Mörchen 2006c for details).
The mining of Phrases requires a windowing of the input data. If no windowing is given by the application overlapping sliding windows can be used instead. To avoid redundancy, the sequential patterns should then be restricted to start with an item from the first itemset in the window (Chen et al. 2005) . For the grouping of sequential patterns the windows defined by the occurrences of the closed sequential patterns found can be used as transaction windows.
The TSKR was designed for unsupervised learning in noisy interval data. We believe that other data mining tasks like classification or anomaly detection can also profit from the high robustness and high understandability of the TSKR. The interval language used for supervised learning in Fern (2004) is similar as it considers total orders of coinciding intervals without gaps. It would be interesting to see if the inductive learning method would also work with the more general TSKR. Other possible extensions include the use of quantitative information (Höppner 2003) , generation of implication rules (Agrawal et al. 1993; Höppner 2003; Bellazi et al. 2005; Winarko and Roddick 2007) , and fuzzy itemsets (Dubois et al. 2006 ).
Summary
We have presented a new language for the formulation of temporal knowledge in interval series. It is more robust, more expressive, and better interpretable than previously proposed approaches using Allen's relations, in particular when dealing with noisy or inaccurate data. The TSKR patterns can be efficiently mined with methods adapted from itemset mining. The novel concept of margin-closedness enables the creation of concise pattern sets that explain various aspects of the temporal data ranging from more frequent and less specific to less frequent but more detailed descriptions. We have further demonstrated the superiority and usefulness of the TSKM by presenting two detailed practical examples from different application domains. Our methods are very general and will most likely be useful in other domains and for other data mining tasks like classification or prediction.
