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We give a law of large deviations (LLD) for LS estimator i,, in a nonlinear regression model with 
dependent errors, i.e., an exponential inequality for the probability of a large deviation of i,, from the 
true 0, the LLD is as nice as in Sieders and Dzhaparidze (1987) which has independent errors. This 
generalizes the results in Sieders and Dzhaparidze (1987) and Prakasa Rao (1984). 
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1. Introduction 
Ibragimov and Has’minskii [l, Theorem 1.5.11 give the LLD for the MLE. Using 
the method of [l], Sieders and Dzhaparidze [3] obtain the LLD for M-estimator 
and then obtain the LLD for LS estimator of a nonlinear regression model. 
Consider the following nonlinear regression model for the observations 
(XI, x2,. . . , X,): 
x,=f;(e)+F,, t=1,2 )...) n, 
where the f;( 0) are known continuous functions on a parameter set 0 c [Wk, 
are random errors, and 0 E 0 is the true value of the parameter, which is 
estimated by I$~(X,, . . . , X,). 
X” := 
(1) 
the e, 
to be 
When E, are independent, Wu [6] obtains the strong consistency and asymptotical 
A normality for the LS estimator O,, Prakasa Rao [2] gives the LLD of the i,, when 
the F, are i.i.d. Gaussian and the dimension k of 0 is equal to 1. Sieders and 
Dzhaparidze [3] generalize the results of [l] to the case of k 2 1 and 8, are 
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independent. In the present paper, we establish a LLD of the 0,,, when the errors 
are locally generalized Gaussian sequences, bounded multiplicative sequences and 
Martingale difference sequences, or a Gaussian system. The following definitions 
are taken from Stout [4]: 
Definition 1. Let X be a random variable and S a r-field. X is said to be generalized 
Gaussian, if there exists a constant (Y > 0 such that 
E exp(uX) < exp($u*a’) V u E R’. (2) 
X is said to be locally generalized Gaussian with respect to 9 if there exists a 
constant (Y > 0 such that 
E(exp(uX))~)~exp(Su2a2) a.s. VZAEIR. (3) 
The minimum of such number (Y is denoted by (Y(X). 
{X,,} is said to be a locally generalized Gaussian stochastic sequence, if there 
exists a-fields 9, c 5F2 c . . . , X, E 9k and X, is locally generalized Gaussian with 
respect to Sk-, . 
Definition 2. {X,} is said to be a multiplicative sequence if 
E(X,, Xi2 . . . Xi,,)=0 (4) 
for all n 2 1 and 1s i, < i2 < * . . < i,,, 
Lemma 1. Let IX,,} be a locally generalized Gaussian, {c,,} be a constant sequence, then 
forallnEN,x>O, r>O, 
Proof. Since 
(6) 
Cexp $u’ 
( 
I$ czko2(Xk) , 
k=l > 
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denote u =x/Cl=, cta2(Xk), we have by Chebyshev’s inequality and (5), 
p( /,-, c,X,l >x) =P(exp)u j, aXk) >exp(nx)) 
sE(explu jYL ckXkI> exp(-ux) 
c(Eexp(ui,ckXk) 
( 
n 
1-E exp --u c CkX!i 
>> 
exp( -ux) 
k=l 
2 i: ci?k~2(xk) , 
k=l >> 
G2r J X 2 i c&=(X,) dx 0 k=l )) 
= ,.2’i2 x’/2-’ . e’ dx. 
k( &=cx,,> r’2. q 
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(7) 
Lemma 2. Let {X,,} be a multiplicative sequence, IX,,1 c A < ~0 as., n = 1,2, . . . , and 
{c,} be a constant sequence. Then I,“=, ckXk is generalized Gaussian with 
CY(x;=, ckXk) 5 A(C;=, c:)“*. 
Proof. Denoting X:, = X,/A, then {Xl,} is also a multiplicative sequence and IX’,/ s 1 
a.s., thus c;=, c,X; is generalized Gaussian with a(x,“=, ckX;)S (I;[=, c:)“~ by 
Lemma 4.2.3 in [4], which implies that I,“=, chXk is generalized Gaussian with 
cY(.& C,x,) s AlI;=, ‘2;)“‘. 0 
2. Nonlinear least squares regression with dependent errors 
Let 0 be a Bore1 subset of Rk and let ft( 0) be a continuous deterministic function 
from 0 to R’ for each t E N, we consider the nonlinear regression model (1). 
The least squares (LS) estimator $n (which we assume to exist, we know by [3] 
that G,, exists and is a random variable if 0 is compact) is defined as 
C,(Xfl, l$J = sup C,(Xn, 0) 
H i (9 
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c,(Xn, 0) := exp ( -; ,$, (X,-f;(B))‘). (8) 
Given a sequence of nonsingular matrix norming factors c$,,( 0), we define the ratio 
Z,,(u):= c,(Xfl, e+&(e)u)lc,(X”, 0) 
where 
=exp 
( 
i &(u)a,-; ? &,(u) 
> 
(9) 
,=, I=, 
d,,,(u):=f,(8+~,,(e)u)-f,(e). (LO) 
Set 
U,,,:=+;‘(e)(@-e), rnHR:= u,,,n{u: R~lu(~R+l}, 
Assume that K is a Bore1 subset of 0, G is the set of all functions g,,( . ) possessing 
the following properties: 
(a) for fixed n, g,( 1) is a function on [0, a) monotonically increasing to infinity; 
(b) for any N > 0, 
.+cm 
1- 
a3 RN exp(-g,(R)) =O. 
There exist functions g,,(R) E G, k, > 0, 0 < 6 < 4, p E (0, l] and a polynomial 
pol( R) such that for all n and R large enough, all 0 E K, u, z, E rnsR, (u - v( s k, , 
i 
,=I 
i 
I=, 
i; 
,=I 
(~(e+~,(e)U)--f,(~+~,(e)~))‘~I~--l2~~~0l(~), (11) 
&s(u) ~pol(R), (12) 
d:,,(u)z26-‘sup a2(q)g,(R). (13) 
Throughout this paper, we assume that n and R are large enough and pal(R) is 
any polynomial (not necessarily always the same) in [w, the coefficients of which 
may depend on k, K, but not on n, R. 0, u and u. The main result of this paper is 
the following theorem, which gives a law of large deviations for LS estimator I’?,, in 
nonlinear regression model (1) with locally generalized Gaussian errors. 
Theorem 1. Let {E,} in (1) be a locally generalized Gaussian sequence, and let conditions 
(ll)-(13) hold. Then the following LLD holds: There exist constants B0 and bO, such 
that, for all n and H large enough, 
(14) 
Moreover, for any /3 > 0 we can choose B0 such that b,a p(p + k)-’ -p. 
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Proof. We only give a sketch of the proof. For 19 E K, u, v E r,,,,, (u - uJ < k, , we 
have by (12), 
i (&o(u) - &,e(~))~~ 2 PoNR) 
,=I 
~21~4 - v12pk;2” pal(R) = IU - ijzP pal(R), 
so by (II), for all U, VE~,,~~, 
i (~rn~(~)-~,ne(u))~~l~--l~~. POUR). 
,=I 
Thus if we denote A, := d,,,(u) - dInti( then we can obtain by (6), 
s (u - zqm pal(R) for m 3 1. (15) 
Further, we define drnH( u) := d, and take u = x/C:=, d:c~~(s,), then for every x > 0, 
we have by (S), 
2 ; d:a’(e,) . 
,=I >> 
(16) 
Since the proof of Theorem 3.1 in Sieders and Dzhaparidze [3] is based only on 
(1 l)-( 13), (15) and (16), the proof of our theorem follows. 0 
Theorem 2. Assume: 
(i) Let {E,} in (1) be a multiplicative sequence. 
(ii) There exist 9, such that {E,, 9,} be a adapted martingale difference sequence. 
Further, let /E,/ G A < CO a.s., t = 1, 2, . . . , let (11) and (12) hold and let there exist 
g,(R)~G,Q<S<fforallO~K,u~TnBR, 
i d:,,(u) 2 2S?A*g,(R). 
,=I 
(17) 
Then for every p > 0, there exist positive constants B, and b, 2 p/ (p + k) - p such 
that (14) holds for all n and H Iarge enough. 
Proof. If {a,, sl} is a adapted martingale difference sequence, (&,I G A < a a.s., then 
for all n EN, 1 C i, < i, <. . . < i,, 
E(E,,&il. . *&t,,)=E(~t,. ’ .F,,,_,E(E,,,I~,,,-~))=~, 
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thus {E,} is a multiplicative sequence, so by Lemma 2, we have for every constant 
sequence {c,}, 
using the proof of (6), we can gain for every r > 0, 
hence we can obtain the theorem by the proof of Theorem 1. 0 
Theorem 3. Let {E,} in (1) be a normal system, E(F,) = 0, t = 1,2, . . . , let there exist 
p 3 2, l/p + l/q = 1 and q(n), q(O) = 1, such that 
~E(eiej)~~~(j-i)(E~ej~Y)“y(E(eiJP)”p, jZi3 1, (18) 
K,:= f cp(i)<a, K,:= sup EWE,]” <co, (19) 
i=O 
i d:,,(u) ~.4S-2K,Kzg,(R), 
,=I 
(20) 
and let conditions (11) and (12) also hold. Then for every p > 0, there exist B,, and 
b,s p/(p •t k) - & such that (14) holds for n and H large enough. 
Proof. Because {E,} is a normal system and E( E,) = 0, we know by Wang Zi Kun [5], 
i c,~,-N(O,E(li,c,&,)~), 
r=, 
so for every constant sequence {c,}, we have by (18), 
S i cfE(~f)+2 ni’ i cp(j-i)(E~cie,~4)“q(EIcjejlP)“P 
i=l i=l j=i+l 
= i c:E(ef)+2 $1 q(k) nik (EICiEilY)“q(EICk+iFk+ilP)I/P 
i=l i=l 
c i CUE+:<: q(k) nfk ((EIC~&~JY)2’yf(EICk+iEk+~~P)2’P) 
i=l ,=I 
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hence 
Sexp u2K,K2 i c: ( v u E ox’, I=, 
i.e., I:=, C,E, is generalised Gaussian with cy(C:=, c,F,) s (2K, K2)“‘, thus we can 
gain Theorem 3 by the proof of Theorem 1. 0 
Remark. (I) If {E,} in (1) is a locally generalized Gaussian sequence, and there exist 
positive constants D, and Dz, and for all 0, 8’ E 0, n large enough, 
D,(@,‘( e)( 0 - fY)j2 S ,i, (fi(e)-W))‘s D2kC(W~ - e’)12. (21) 
Then there exist constants B, and b, such that for all n and H large enough, 
SUP P~‘(l+;‘(t3)(im-o)lsH)sBoexp(-bH2). (22) 
HCK 
Moreover, for any /3 > 0 we can choose B, such that 
bz 
D, 
8( 1 + k) sup, a’( E,) 
-P. 
(II) If (21) holds and {a,} satisfies the same conditions as in Theorem 2, then 
for every p > 0, 
ba 
D, 
8(l+k)A2-P’ 
there exists B, > 0 such that (22) holds. 
(III) If (21) holds and {F,} satisfies the same conditions as in Theorem 3, then 
for every p > 0, there exist &, 
ba 
D, 
16(l+k)K,K2-P 
such that (22) holds. 
In fact, by (21), (11) holds with p = 1 and pal(R) = D,, and for all 0 E K, u and 
uEr,*R, 0<6<i, 
i d:,,(u)5 D,lul’s D2(R+1)2, 
,=1 
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thus (12) and (13) hold with 
g,,(R) = 
S2D,R2 
2 sup, cx’( E,) . 
Now (I) of the Remark follows by applying Theorem 1, and letting 8 + 4, by similar 
method, we can also get the results of the (II) and (III). 
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