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Analysis of Restart Mechanisms
in Software Systems
Aad P.A. van Moorsel and Katinka Wolter
Abstract—Restarts or retries are a common phenomenon in computing systems, for instance, in preventive maintenance, software
rejuvenation, or when a failure is suspected. Typically, one sets a time-out to trigger the restart. We analyze and optimize time-out
strategies for scenarios in which the expected required remaining time of a task is not always decreasing with the time invested in it.
Examples of such tasks include the download of Web pages, randomized algorithms, distributed queries, and jobs subject to network
or other failures. Assuming the independence of the completion time of successive tries, we derive computationally attractive
expressions for the moments of the completion time, as well as for the probability that a task is able to meet a deadline. These
expressions facilitate efficient algorithms to compute optimal restart strategies and are promising candidates for pragmatic online
optimization of restart timers.
Index Terms—Restart, software rejuvenation, time-out, fault-tolerant systems, performance and reliability modeling, completion time,
adaptive systems, self-management.
Ç
1 INTRODUCTION
IN various situations in computer systems, a restart ofsystem components, a reissuing of a request, or a
reestablishment of a network connection improves the
performance or availability of the system under considera-
tion significantly. It is not always known precisely why a
restart of a process or job becomes necessary or beneficial.
Most Internet users, however, are familiar with the fact that
clicking the reload button often helps in speeding up the
download of a page, although one typically understands
only to a limited extent why the download was slow in the
first place. Another example in which restart is beneficial is
in the case of software “aging,” when rejuvenation—the
restart of the software environment—may help in prevent-
ing application failures and speeding up processing.
In many cases, very little is known about the causes of
delay or aging and we are often not able to identify the
source of the problem and remove it. In practical situations,
therefore, we want to determine the optimal time to restart,
without knowing or modeling many details of the system.
As a first step toward online optimization of restart, we
therefore analyze in this paper a simple model and
determine optimal restart strategies for various metrics of
interest. In fact, the argument in favor of a simple model is
twofold. First, more detail may simply not be known to the
system component that issues a retry.1 Second, the
optimization can be expected to be relatively simple and
fast, making it more suitable for online deployment than
algorithms that require detailed system information.
The model’s core assumptions are that 1) the distribution
of completion time is known (for instance, through earlier
measurements) and 2) new tries abort previous tries. In [13],
[18], these assumptions were shown to be realistic for
certain Internet scenarios and, in general, the model’s
simplicity is attractive for potential online deployment. The
paper’s focus is on the main theoretical insights we
obtained, providing the first complete exposition after
earlier fragmented and partly outdated results published
in [14], [15], [16]. We derive results under the assumption
that successive completions are independent and identically
distributed, providing optimal strategies with respect to
moments of completion time as well as with respect to the
probability a deadline is met.
We obtain the following results for our model:
. A recursive expression for the moments of comple-
tion time in terms of lower moments for an
unlimited number of restarts (Theorem 1), as well
as for a finite number of restarts (Theorem 2).
. A relation between the hazard rate and the optimal
restart time for the first moment of completion time
(Theorem 3).
. A condition on completion time distributions to be
amenable to restart and a monotonicity relation for
the mean completion time as a function of the
number of restarts (Theorem 4).
. A demonstration that a strategy with constant restart
times is not optimal for higher moments of comple-
tion time and that, therefore, the cusp point (which
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1. We will use retry, restart, reload, refresh, and other “re”-terms
indiscriminately, as suitable and natural for the application at hand.
0098-5589/06/$20.00  2006 IEEE Published by the IEEE Computer Society
Authorized licensed use limited to: Newcastle University. Downloaded on July 07,2010 at 15:30:35 UTC from IEEE Xplore.  Restrictions apply. 
minimizes both “reward” and “risk”) identified in
[13] does not generally exist (Section 5).
. Limiting approximations of the optimal restart
strategies for higher moments based on the strategy
for the first moment; in particular, the “bulk
approximation” in Section 5 is proven to hold under
limiting conditions.
. Equi-hazard and equi-distant strategies which opti-
mize the placement of a finite number of restarts
when a deadline needs to be met (Section 6).
. The simple but powerful “surface = rectangle” rule
to approximate the restart strategy that maximizes
the probability that a deadline is met and which is
independent of the actual value of the deadline
(Theorem 6).
. Simple upper and lower bounds of the completion
time through geometric distributions (Appendix B).
We note that this paper is primarily occupied with these
basic results. For efficient algorithms to compute optimal
restart strategies, we refer to [16] for higher moments and to
[15], [21] for deadline probabilities. For initial work on
online deployment of these algorithms, we refer to [18], [21].
We first discuss in Section 2 the appearance of restarts in
systems as well as their relation to other techniques (such as
rejuvenation and preventive maintenance) and review
related modeling literature. Then, we discuss optimal
strategies to minimize the moments of completion time in
Section 3, with specific results for the expected completion
time in Section 4 and for higher moments in Section 5. The
“surface = rectangle” rule is derived in Section 6, which
deals with the problem of meeting deadlines.
2 RESTART AND ITS APPEARANCE IN SYSTEMS
2.1 When Does Restart Work?
What characteristics do tasks that benefit from restarts
exhibit? In general terms, the completion time when starting
new must be less than the completion time when not
restarting. We can formalize this by letting the random
variable T denote the completion time of a task. Assume we
are interested in the mean completion time. Under the
assumption of independent identically distributed comple-
tion timeof successive tries, onewould restart at time  when:
E½T  < E½T   jT >  : ð1Þ
The above intuitive reasoning can be made precise and,
indeed, turns out to be correct. Even stronger, in Section 4
we will show that (1) is a necessary and sufficient condition
for any number of restarts to be useful, a result that is not
necessarily obvious at first.
The question then becomes, what distributions fulfill
requirement (1) for at least one value of  . First, distribu-
tions with heavy tails have the required behavior. For such
distributions, the tail decreases in polynomial pace, leaving
considerable probability mass at high values of T . Heavy-
tailed and similar distributions commonly arise when
studying Internet applications, see, for instance, [11].
However, distributions with exponentially decaying tails
also demonstrate the required behavior quite often. Con-
sidering the three prototypical cases of exponentially
decaying distributions [10], we see the following: For
hyperexponential distributions, condition (1) is always true
(that is, for any ); for hypo-exponential distributions,
including the Erlang distribution, (1) is never true; and, for
the exponential distribution, (1) becomes an equality,
implying restarts do not help, but also do not hurt.
Mathematically, the key to the analysis of restarts is the
hazard rate hðtÞ of a probability distribution, defined as
hðtÞ ¼ fðtÞ
1 F ðtÞ ; ð2Þ
where fðtÞ is the density and F ðtÞ is the distribution of the
task completion time T . The hazard rate at time t can be
interpreted as the potential to complete, irrespective of
what may have happened before. If the hazard rate is
monotonically decreasing, the highest completion potential
is at time 0 and restart always helps. This is the case for the
hyperexponential and certain heavy-tailed distributions
(see, e.g., [1] for details on the Pareto distribution). If the
hazard rate monotonically increases, the highest completion
potential is at infinity and restart never helps. This is the
case for constant or Erlang distributed completion times.
The hazard rate for the exponential distribution is a
constant and any restart time is therefore equally effective.
In the literature, the monotonically decreasing and increas-
ing hazard rate distributions are often denoted DHR and
IHR, respectively. In this paper, we will use examples with
more complicated hazard functions, namely, a mixed
hyper/hypo-exponential distribution (see Fig. 1) and a
lognormal distribution (similarly shaped as Fig. 1), the latter
being motivated by analysis of Internet data [18].
We constructed the mixed hyper/hypo-exponential
distribution because it models different sizes of tasks,
which is a characteristic that is typical for situations in
which restarts succeed [19]. These distributions take values
from different random variables with different probabil-
ities, that is, with probability p1 it is distributed as X1, with
probability p2 distributed as X2, etc. It then is useful to
perform a restart when it becomes more likely that one
drew one of the slower distributions since then a restart
provides a chance to draw one of the faster distributions
instead. The hyperexponential (which thus always performs
better with restarts) also models different task classes.
However, by making the duration of each class of tasks
more deterministic, the mixed hyper/hypo-exponential
distribution becomes more interesting to analyze. We refer
to Appendix A for the precise mathematical characteriza-
tion of the mixed hyper/hypo-exponential distribution. The
running example referred to throughout this paper draws
with probability p ¼ 0:9 from an Erlang distribution with
two phases and mean 0.1 and with probability 0.1 from an
Erlang distribution with two phases and mean 1.0. Fig. 1
shows the density as well as the hazard function of this
mixed hyper/hypo-exponential distribution. It turns out
that, for a single restart, the optimal restart time is about
0.25, while, for an unbounded number of repeated restarts,
the optimal restart time is about 0.19. Both values are
indeed not too far above the mean 0.1 of the first Erlang
distribution. The expected completion time decreases with a
single restart from 0.190 to 0.136 and for unbounded restarts
to 0.127, see also Fig. 6.
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2.2 Restart in Systems
The literature on restart in a strict sense is relatively young,
about a decade. The first application we know of is scientific
computations with random seeds, termed Las Vegas
algorithms [2], [12]. Using such algorithms, one sometimes
is unlucky and runs into computations that take a long time
to produce results. A systematic restart policy then often
produces results faster.
A follow-up application is that of distributed queries
using search algorithms that have a random aspect. This has
recently been studied in, e.g., [19], and online algorithms
have been derived to set the restart time if dependencies
between successive tries can be exploited. Note the
difference with the black-box restart approach we follow
in this paper, in which the only information a restart policy
can exploit is the time the current job (query) has been
running.
The third area in which restart has been applied is that of
Web agents [6], [13]. Internet agents carry out varying tasks,
using possibly randomized algorithms, over networks with
failures and unpredictable delays and it may, therefore, be
smart to interrupt and restart an agent’s jobwhen a task takes
too long to complete. Clicking the browser’s refresh button
relates to this form of restart. In [11], it is discussed in detail
that clicking the reload button “overrules” the TCP retrans-
mission timer, potentially improving the overall download
time. This has been studied in more detail in [18], [20].
In a more general sense, however, restart has been
around in computing systems since their inception. Time-
out schemes that retry an attempt once a threshold has been
reached can be seen as restarts. The above-mentioned TCP
retransmission timer is but one example. Results from this
paper may therefore be useful for the general issue of
setting time-out values, but it should be noted that the
modeling assumptions in this paper (independence of
subsequent attempts and abortion of the preceding request
at retry), although reasonable for Internet jobs [13], [18],
may not be suitable for every time-out problem.
2.3 Related Work in Modeling and Analysis
The analysis of restart touches on many areas, from
portfolio theory in economics [13] to typical computer
science issues such as optimization of rejuvenation and
checkpointing policies [4] and mathematical foundations of
decision and control theory [12]. There are too many
connections to cover them all, but it is clear from the
various mistakes or incorrect claims in some of the earlier-
mentioned application-driven papers on restart that the
area needs a derivation of the main results, as provided in
this paper.
Of particular interest is the relationship with rejuvena-
tion. Rejuvenation is concerned with the “aging” of a
system (e.g., memory leaks), which slows down the
processing of jobs. The solution is to halt the job, refresh
the system, and then continue the job. Rejuvenation is
therefore often analyzed in combination with checkpointing
and often explicitly models the aging aspect of the system.
Although such approaches may not suit restart (which is
not concerned about aging of the underlying system), one
can abstract out this difference and approach restart as a
special case of rejuvenation, namely, one in which the
system is always rejuvenated back to the original state. It is
possible that this special case is implicitly included in
earlier rejuvenation analysis, but, typically, the completion
time analysis for rejuvenation models a different level of
system detail than we do [3], [5], [8].
Also important is the relationship between restart and
preventive maintenance [9] since, like rejuvenation, restart
can be considered a preventive maintenance approach. In
particular, one can imagine a dual problem of the
completion time problem studied in this paper, namely,
maximizing the time to failure through preventive main-
tenance policies, instead of minimizing the completion time
through restart policies. Resulting schemes that optimize
the timing of preventive maintenance are known as age
replacement policies and the policies discussed in this
paper and in [12] are, in fact, age replacement policies.
Interestingly enough, it is not easy to find results in the
preventive maintenance literature on the dual of our model
(we have only found one in [9], bounding the first moment
of time to failure, see Section 3). In general, preventive
maintenance is analyzed in terms of the cost of preventive
versus required maintenance, thus complicating the model,
but this is necessary to overcome trivial optimal preventive
maintenance solutions.
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Fig. 1. (a) The probability density and (b) the hazard rate of a hyper/hypo-exponential distribution. Optimal restart times are 0.25 for single restart and
0.19 for unbounded restarts.
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The checkpointing and rejuvenation models typically
aim at obtaining (moments of) the completion time
distribution. An excellent survey of the vast amount of
literature related to completion time analysis for check-
pointing can be found in [17]. The novelty of the work in
this paper does not lie in deriving general expressions for
completion time, but in obtaining computationally attrac-
tive expressions for a specific case relevant to restart,
allowing us to compute optimal restart strategies numeri-
cally. The optimal restart strategy can meet different
objectives: Minimize the moments of completion time, for
unbounded as well as finite number of restarts [14], [15],
[16], or maximize the probability that a prespecified
deadline can be met. The direct computation of optimal
restart intervals has not been done before. Moreover, the
algorithms are computationally inexpensive so that they are
likely candidates for use in online optimization of restart
strategies. We will not explore online determination of
optimal restart strategies in this paper, but refer to [18], [21]
for initial work in this direction.
3 RESTART STRATEGIES TO MINIMIZE MOMENTS OF
COMPLETION TIME
Let the random variable T represent the completion time of
a task without restarts, fðtÞ its probability density function,
and F ðtÞ its distribution. For convenience, we assume that
F ðtÞ is a continuous probability distribution function
defined over the domain ½0;1Þ so that F ðtÞ > 0 if t > 0.
(At the cost of heavier notation, and with a proper
discussion for special cases, the results in this paper also
apply to distributions defined over finite domains, distribu-
tions with jumps, and defective distributions.) Assume  is
a restart time2 and the overhead associated with restarting
is c time units for each restart (we also refer to c as the
“cost” of a restart). We introduce the random variable T to
denote the completion time when an unbounded number of
restarts is allowed. That is, a restart takes place periodically,
every  time units, until completion of the task. We write
f ðtÞ and FðtÞ for the density and distribution of T and we
are interested in the moments of T and in the optimal value
of the restart time  itself.
To formally derive an expression for the moments, we
need an expression for the distribution and density of the
completion time with restarts. We assume that a restart
preempts the previous attempt and that the completion
times for consecutive attempts are statistically identical and
independent. One can then reason about completion of a
task in a restart interval as a Bernoulli trial with success
probability F ðÞ. That is, the completion time with restarts
relates to that without restarts as:
FðtÞ ¼
1ð1F ðÞÞkð1F ðtkðþcÞÞÞ; if kðþcÞt<kðþcÞþ
1ð1F ðÞÞkþ1; if kðþcÞþt<ðkþ1ÞðþcÞ
 ð3Þ
for k ¼ 0; 1; 2; . . . . For the density, we then also obtain, for
any integer value k ¼ 0; 1; 2; . . . :
fðtÞ ¼ ð1F ðÞÞ
kfðtkðþcÞÞ; if kðþcÞt<kðþcÞþ
0; if kðþcÞþt<ðkþ1ÞðþcÞ:

ð4Þ
It is worth visualizing the density of T , see Fig. 2 for a
mixed hyper/hypo-exponentially distributed T , with para-
meters as in Fig. 1, restart time  ¼ 0:1, and c ¼ 0:02. In
what follows, we also need the partial moments MnðÞ at 
of the completion time, which are defined as:
MnðÞ ¼
Z 
0
tnfðtÞdt ¼
Z 
0
tnfðtÞdt: ð5Þ
The equality of partial moments of T and T follows from
the fact that their respective densities are identical between
0 and  (see (4) for k ¼ 0).
In what follows, we exploit the structure of (4) to obtain
computationally attractive expressions for the moments of
T and to gain further insight into optimal restart policies.
Theorem 1. The moments E½Tn  ¼
R1
0 t
nfðtÞdt, n ¼ 1; 2; . . . ,
of the completion time with an unbounded number of restarts,
restart interval length  > 0, and time c consumed by a
restart, can be expressed as:
E½Tn  ¼
MnðÞ
F ðÞ þ
1 F ðÞ
F ðÞ
Xn1
l¼0
n
l
 
ð þ cÞnlE½T l ; ð6Þ
where E½T 0  ¼ 1.
Proof. The derivation exploits the recursive structure of (4).
First, by definition, we have:
E½Tn  ¼
Z 1
0
tnfðtÞdt
¼
Z 
0
tnfðtÞdtþ
Z 1
þc
tnfðtÞdt
¼MnðÞ þ
Z 1
þc
tnf ðtÞdt:
ð7Þ
Then, we use that, from (4), it follows that, for any t  0,
fðtþ  þ cÞ ¼ ð1 F ðÞÞfðtÞ
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Fig. 2. The completion time density f under restarts (for a hyper/hypo-
exponential with restart time  ¼ 0:1 and cost c ¼ 0:02 and otherwise
same parameters as Fig. 1).
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and, thus,Z 1
þc
tnf ðtÞdt ¼
Z 1
0
ðtþ  þ cÞnfðtþ  þ cÞdt
¼ ð1 F ðÞÞ
Z 1
0
ðtþ  þ cÞnfðtÞdt:
ð8Þ
Combining (7) and (8), we obtain:
E½Tn  ¼MnðÞ þ ð1 F ðÞÞ
Z 1
0
ðtþ  þ cÞnf ðtÞdt;
which we write out as:
E½Tn  ¼MnðÞ þ ð1 F ðÞÞ
Z 1
0
Xn
l¼0
n
l
 
ð þ cÞnltlfðtÞdt
¼MnðÞ þ ð1 F ðÞÞ
Xn
l¼0
n
l
 
ð þ cÞnlE½T l :
One then solves this equation for E½Tn , cancelling out
the highest moment within the sum, to obtain:
E½Tn  ¼
MnðÞ
F ðÞ þ
1 F ðÞ
F ðÞ
Xn1
l¼0
n
l
 
ð þ cÞnlE½T l :
ut
For example, the expected completion time is given by:
E½T  ¼M1ðÞ
F ðÞ þ
1 F ðÞ
F ðÞ ð þ cÞ: ð9Þ
We note that expressions for the first two moments (as well
as the variance) can also be found in [13]. The result for the
first moment is indeed as it should be: (9) must account for
the interval in which the task completes, as well as for the
occasions the task fails to complete. The first term in (9) is
the expected download time conditioned on success within
a restart interval. The second term equals interval length
 þ c times the expected value of a modified geometric
distribution [10] with parameter F ðÞ since, indeed, in
every interval, the probability of successful completion is
F ðÞ. In Appendix B, we will provide approximations of the
completion time based on this intuitive reasoning.
Finally, note that, by requiring that  > 0 in Theorem 1,
the denominator F ðÞ in (6) is positive since we assumed
continuous distributions defined over ½0;1Þ. For  # 0 and
c ¼ 0, we can apply l’Hospital’s rule to see that
E½T  ! 1=fð0Þ, which tends to infinity for our example.
Using (6), we obtained the results of Fig. 3, Fig. 5, Fig. 6,
and Fig. 7. Fig. 3 provides the relative gain using restarts for
the first three moments, assuming constant restart intervals.
Notice that the gain increases rather dramatically with the
order of the moment. Also notice the wide range of restart
times which perform well, which suggests that rough
estimates may often suffice to set a restart time. An
important engineering rule is to not take the restart time
too small since, for many realistic distributions, the
completion time then quickly increases and even tends to
infinity (the hyperexponential distribution being one ex-
ception). In general, it may be safer to take the restart time
too large than too small.
As a corollary of Theorem 1, we state a fundamental
result, which was also observed in [7] for failure detectors.
Corollary 1. Under unbounded restarts, the expectation (as well
as higher moments) of the completion time T with restart time
 > 0 (for which F ðÞ > 0) is always finite, even if the
moments of the original completion time are not.
This is an important observation, stressing the value of
restarts for situations in which there is a (strictly) positive
probability that a task can fail (thus making the moments of
completion time without restarts infinite).
There may be cases in which one is interested in a finite
number of restarts. For example, in our mixed hyper/hypo-
exponential example, too low a restart time is very
detrimental for the completion time if there is no bound
on the number of restarts. Although this need not generally
be the case (the hyperexponential distribution is a counter-
example), for many distributions it may be wise to limit the
number of restarts or to increase the period between restarts
with the restart count. This leads to a situation with finite
and nonidentical restart intervals. Perhaps one would
expect that, in the finite case, restarts should take place
with fixed-length intervals between them, but we will see
that this is usually not optimal. We derive expressions to
compute all moments of completion time and, from that, the
optimal restart times can be computed. The algorithms to
compute the optimal restart times will not be given, only
the main analytic results. These algorithms are very
intricate, especially for higher moments, and we refer to
[14], [15], [16] for a detailed discussion of the algorithmic
aspects.
For our discussion, it is convenient to label the
restarts “backward.” Fig. 4 shows this. We assume the
total number of restarts is K and the restart intervals
have length K; K1; . . . ; 1, respectively. The kth inter-
val starts at time sk. So, we get sK ¼ 0, sK1 ¼ K þ c,
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Fig. 3. Restart time versus the ratio of the completion time for
unbounded restarts and no restarts for the first three moments.
Fig. 4. Labeling restarts backward, total of K restarts.
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sK2 ¼ K þ cþ K1 þ c, etc., until s0 ¼
PK
k¼1 k þKc. The
completion time with K restarts is represented by the
random variable TK;...;1 . The completion time probability
distribution FK;...;1 and density fK;...;1 for the scenario with
K restarts can be derived in the same way as (3) and (4). If
we introduce 0 ¼ 1 for notational purposes, we can define
the density and distribution function piecewise over every
restart interval k ¼ 0; . . . ; K:
FK;...;1ðtÞ ¼
1
QK
i¼kþ1ð1F ðiÞÞð1F ðtskÞÞ; if skt<skþk;k0
1
QK
i¼kþ1ð1F ðiÞÞ; if skþkt<sk1;k1;

fK;...;1ðtÞ ¼QK
i¼kþ1ð1 F ðiÞÞfðt skÞ; if sk  t < sk þ k; k  0
0; if sk þ k  t < sk1; k  1:
(
ð10Þ
As for the unbounded case, we express the moments in the
following theorem in a manner convenient for computa-
tional purposes. This time, we express the moments of the
completion time withK restarts in that with one restart less.
Theorem 2. The moments E½TnK;...;1  ¼
R1
0 t
nfK;...;1ðtÞdt,
n ¼ 1; 2; . . . , of the completion time with K restarts, restart
interval lengths K; K1; . . . ; 1, and time c consumed by each
restart, can be expressed as:
E½TnK;...;1  ¼MnðKÞ þ ð1 F ðKÞÞ

Xn
l¼0
n
l
 
ðK þ cÞnlE½T lK1;...;1 ;
ð11Þ
where E½T 0K1;...;1  ¼ 1.
Proof. The derivation is similar to that of Theorem 1. Start
from the fact that, from (10), it follows that, for t  0,
fK;...;1ðsK1 þ tÞ ¼ ð1 F ðKÞÞfK1;...;1ðtÞ;
and then follow the same derivation as in Theorem 1.
Only the last step, in which E½Tn  is solved, has no
counterpart in the current proof. tu
As an illustration, we get, for the first moment,
E½TK;...;1  ¼M1ðKÞ þ ð1 F ðKÞÞðK þ cþE½TK1;...;1 Þ:
ð12Þ
The above theorem implies that, if K; . . . ; 1 are known
beforehand, one can iteratively compute E½TNK;...;1  for any
N > 0 by going “backward in time.” That is, starting from
the moments E½Tn1 ; n ¼ 1; . . . ; N , one obtains E½Tn2;1  until
E½TNK;...;1 . The algorithms are discussed in detail in [16].
To demonstrate the results we can obtain using
Theorem 2 (and the associated algorithms), we show in
Fig. 5 the optimal restart times when the completion time
without restarts is distributed as a lognormal distribution,
with parameters  ¼ 2:31 and  ¼ 0:97.3 The restart times
shown minimize the first moment of completion time. Fig. 5
also shows 1 (the horizontal line, roughly at 0.19), which is
the optimal restart time if an unbounded number of restarts
is allowed.
Fig. 5 indicates that, when minimizing the first moment,
the optimal restart time monotonically converges when k
increases. In other words, if one has a finite amount of
restarts available, start as if an infinite amount is available
and then slow down when there are only a few restarts
remaining. Fig. 5 also indicates that, if an infinite number of
restarts is allowed, a fixed-length restart interval is optimal,
as has been shown in [2], [12].
The convergence behavior for higher moments is not as
straightforward. Nevertheless, there are some interesting
insights to be gained from explaining the more intricate
convergence patterns, as we will see below.
4 SPECIFIC RESULTS FOR THE FIRST MOMENT
We give an implicit relation for the restart time  that
minimizes the first moment of T . This provides us with
interesting insights into how the hazard rate of a distribu-
tion determines the optimal completion time under restarts.
Theorem 3. The optimal restart time  > 0 that minimizes the
expected completion time E½T  is such that:
1=hðÞ ¼ E½T  þ c: ð13Þ
That is, if c ¼ 0, the reciprocal of the hazard rate at  equals
the expected completion time under unbounded restarts.
Proof. To obtain this result, we equate to zero the derivative
with respect to  of E½T  ¼ M1ðÞF ðÞ þ 1F ðÞF ðÞ ð þ cÞ (the base
relation (9)):
d
d
E½T  ¼ 0 ()
fðÞF ðÞ  fðÞM1ðÞ
F 2ðÞ þ
1 F ðÞ
F ðÞ 
fðÞð þ cÞ
F 2ðÞ ¼ 0;
which, after some manipulation in which we again apply
(9), results in:
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Fig. 5. Optimal restart times with 10 restarts (minimizing the expected
completion time).
3. For the current paper, there is no particular significance to the chosen
parameter values. They happen to be the parameters of a lognormal fit for
experimental data of HTTP GET completion times [18].
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dd
E½T  ¼ 0 () 1 F ðÞ
fðÞ ¼ E½T  þ c()
1=hðÞ ¼ E½T  þ c:
ut
For instance, in Fig. 6, the inverse hazard rate indeed
crosses E½T  in its minimum, which gives   0:19. Note
that the relation in (13) may hold for more than one restart
value, including  !1, since it not only is valid for the
global optimum, but also for local minima and maxima. In
Fig. 6, the curves also meet at time point 0, where the worst
possible completion time under restarts is reached.
We will now show that, for the mean completion time,
the intuitive condition we proposed in Section 2 for a single
restart is necessary and sufficient for any number of restarts
to be useful. We will also show that if a single restart
improves the mean completion time, multiple restarts
perform even better and unbounded restarts perform best.
We use the random variable TK to denote the completion
time under K restarts at times  þ c; 2ð þ cÞ; . . . ; Kð þ cÞ
and, for technical reasons, use the notation T0 ¼ T for the
case without restarts.
Theorem 4. The mean completion time under zero (E½T ),K  1
(E½TK ) and unbounded number of restarts (E½T ) interrelate
as follows:
E½T  < . . . < E½TKþ1  < E½TK  < . . . < E½T  ()
E½T  < E½T ;
ð14Þ
and
E½T þ c < E½T   jT >   () E½T  < E½T : ð15Þ
Proof. The first result can be derived using (12) for the first
moment. (Note that TK is in fact identical to TK;...;1 with
K ¼ . . . ¼ 1 ¼  .) If we introduce
C ¼M1ðÞ þ ð1 F ðÞÞð þ cÞ;
then, from (12), we obtain that, for any K  0,
E½TKþ1  ¼ C þ ð1 F ðÞÞE½TK ; ð16Þ
and, from (9), that for unbounded restarts:
E½T  ¼ C
F ðÞ : ð17Þ
Combining (16) and (17), it is easy to show that
E½TKþ1  < E½TK  ()
C
F ðÞ < E½TK 
() E½T  < E½TK :
Since this holds for any K  0, it follows that
E½T  < E½T , thus proving (14).
To show that (15) holds, we derive:
E½T   jT >   ¼
R1
 ðt ÞfðtÞdt
1 F ðÞ
¼
R1
 tfðtÞdt ð1 F ðÞÞ
1 F ðÞ ¼
E½T  M1ðÞ
1 F ðÞ  :
Using (9), (15) then follows:
E½T  þ c < E½T   jT >  
() E½T  þ c < E½T  M1ðÞ
1 F ðÞ  
() ð1 F ðÞÞE½T  < E½T  M1ðÞ  ð1 F ðÞÞð þ cÞ
() E½T  > M1ðÞ
F ðÞ þ
1 F ðÞ
F ðÞ ð þ cÞ
() E½T  < E½T :
ut
Note that the above proof shows that, to compute the
restart strategy that minimizes the expected completion
time, one can use a fixed-point iteration of the form
xKþ1 ¼ C þ ð1 F ðÞÞxK;
with initial guess x0 ¼ E½T  and fixed-point solution E½T .
This fixed-point iteration we call the backward algorithm
in [14].
The consequence of the first result of Theorem 4 is
depicted in Fig. 7. The straight line is the expected
completion time E½T  without restarts and the curve with
the highest maxima and lowest minima is E½T  for
unbounded restarts. Because of Theorem 4, any number of
restarts improves the completion time over the same range
of restart times and the more restarts, the better. Similarly,
when the completion time increases with restarts, fewer
restarts are less detrimental to the completion time.
Another consequence of Theorem 4 is that if the
completion time distribution is such that there exist restart
times that improve expected completion time, as well as
restart times that increase expected completion time, then
there must also exist at least one point in which all curves
cross, that is, in which it is immaterial if and how many
restarts one executes. Fig. 7 shows this, at   0:05.
5 SPECIFIC RESULTS FOR HIGHER MOMENTS
Unfortunately, the results from Theorem 4 do not extend to
higher moments. Fig. 7 on the right shows that there exist
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Fig. 6. Extrema for the mean completion time are found at restart times 
for which the reciprocal hazard rate equals E½T .
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values for which one or two restarts improve the second
moment, but unbounded restarts do not (given a constant
restart interval length). There also is no time point at
which any number of restarts provides the same comple-
tion time. Nevertheless, one can follow a similar condi-
tional argument as in Section 2 to obtain the condition
under which a single restart is beneficial for higher
moments, namely, E½ðT þ cÞn < E½ðT  ÞnjT >  . How-
ever, from this, we cannot conclude anything about the
success for multiple or unbounded number of restarts.
The problem in the case of higher moments is that
constant restart intervals are not optimal, not even if the
number of restarts allowed is infinite. This is illustrated by
Fig. 8, in which the dots depict the optimal restart strategy
for a finite number of restarts. The result in Fig. 8 is notably
different from that for the first moment in Fig. 5, in
particular with respect to the nonconverging behavior for
early restarts. As a consequence, even if infinite restarts are
allowed, there is always an initial transient during which
nonconstant restart intervals should be applied.
Intuitively, the constant restart intervals are not optimal
for higher moments because the completion time cannot be
optimized independently of possible earlier restarts. This is
in contrast to the first moment for which E½T þ s ¼
E½T  þ s and, therefore, optimization of the completion
time T is independent of any time s elapsed because of
earlier restarts. However, despite the fact that a constant
restart interval is not optimal, there exist approximately
optimal constant restart strategies for the higher moments.
These are depicted in Fig. 8 through dashed curves. All
approximations are based on the optimal strategies for the
first moment. The reason this is appropriate follows from a
limiting result we derive now. We need the result that, for
higher moments of completion time, the optimal restart
time at interval k depends on preceding restart times solely
through the sum of these restart times sk, not the individual
values. Based on this, we obtain (18), which, under limiting
conditions, provides the bulk approximation in Fig. 8.
We use the notation fKðtÞ and E½TNK  as shorthand for
fK;...;1 and E½TNK;...;1 , respectively, and label the restarts
backward, as per Fig. 4.
Theorem 5. For any L > K, let the first LK restart times
L; . . . ; Kþ1 be given. The last K restart times K; . . . ; 1
minimize E½TNL  if and only if they minimize E½ðTK þ sKÞN .
Proof. First, by definition,
E½TNL  ¼
Z sK
0
tNfLðtÞdtþ
Z 1
sK
tNfLðtÞdt:
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Fig. 7. First and second moment of completion time for a varying number of restarts.
Fig. 8. The dots give restart times that minimize the second moment for 30 restarts, the dashed lines are the approximations, as labeled.
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Since the leftmost integral term does not depend on
L; . . . ; Kþ1, the last K optimal restart times minimize
E½TNL  if and only if they minimize
R1
sK
tNfLðtÞdt. We
know from (10) that, for any t  0,
fLðtþ sKÞ ¼
YL
k¼Kþ1
ð1 F ðkÞÞfKðtÞ:
This implies thatZ 1
sK
tNfLðtÞdt ¼
Z 1
0
ðtþ sKÞNfLðtþ sKÞdt
¼
YL
k¼Kþ1
ð1 F ðkÞÞ
Z 1
0
ðtþ sKÞNfKðtÞdt
¼
YL
k¼Kþ1
ð1 F ðkÞÞE½ðTK þ sKÞN :
The product in this expression is independent of
1; . . . ; K and, therefore, minimizing
R1
sK
tNfLðtÞdt (and,
thus, E½TNL ) corresponds to minimizing E½ðTK þ sKÞN .tu
Theorem 5 implies that if there is a total of L restarts, then,
for any k, k ¼ 1; . . . ; K < L, determining the optimal restart
time k corresponds to minimizing:
E½ðTK þ sKÞN  ¼
XN
n¼0
N
n
 
sNnK E½TnK : ð18Þ
To obtain the approximations in Fig. 8, the key
observation is that if the number of restarts increases, the
dominant term when minimizing (18) involves only the first
moment. To make this more precise, assume that
LK !1; K  L, in which case, apart from pathological
cases, it must be that sK !1. This allows us to approx-
imate (18) by the first two terms of its sum:
lim
K!1
E½ðTK þ sKÞN   sNK þNsN1K E½TK : ð19Þ
Since sNK and Ns
N1
K are constants, finding the restart times
that minimize (18) is approximately equal to finding the
restart times that minimize the first moment E½TK . Based
on this, we introduce three limiting cases, namely, at the
right boundary (1 for L!1), middle or “bulk” (K for
K !1 and LK !1), and left boundary (Ll for l # 0
and L!1).
Right boundary approximation. For k ¼ 1, the first-
moment approximation of 1 corresponds to finding the
restart time that minimizes E½T1  with only one restart
allowed. Fig. 8 shows the right approximation and we see
that, for K ¼ 30, it is reasonable but not exceptionally close
to the actual optimal restart (given by the dot). We can
extend the approximations to value k ¼ 2; 3; . . . , which
results in restart times identical to those shown in Fig. 5.
Bulk approximation 1. At the “bulk,” or the middle of
the pack, we get a limiting result if both K and LK go to
infinity. The approximation using (19) results in optimizing
the expected completion time under infinite restarts, where
we denote the optimal restart time as 1. In Fig. 8, the bulk
approximation 1 is indeed close to the optimal restart
times.
Left boundary approximation. At the left boundary, we
cannot simply apply the approximation suggested by (19)
because LK does not tend to infinity. However, we can
obtain an approximation for Ll with l # 1 and L!1 by
assuming that the completion time T is distributed as the
completion time T1 with infinite restarts and restart interval
1. This approximation is remarkably close, as seen from
Fig. 8. In fact, other experiments indicate that the left
boundary approximation is very close irrespective of the
value ofL. This implies that if we allow an infinite number of
restarts, we can use the left boundary approximation to
determine early restarts until it is close enough to the bulk
approximation (which we would use from then on).
Cusp point. In [14], we went to some lengths to disprove
the claim made in [13] that a “cusp point” exists in which
both the expected completion time and its variance are
minimized. In terms of [13], “reward” as well as “risk” are
then optimized jointly. The above results for optimal restart
strategies for higher moments makes it even easier to
disprove the claim: The optimal strategy for higher
moments is not a constant strategy, hence it is not identical
to the constant strategy for the first moment. Since it is easy
to see that if the second moment is minimized by a different
restart time than , the variance is also not minimized in ,
it follows that the cusp point identified in [13] does not
exist. Having said this, it should be noted that the optimal
constant strategy for the first moment is not a bad
approximation for the optimal strategy for the second
moment, as we discussed above (see “bulk approxima-
tion”). Hence, although the cusp point does not exist, the
optimal strategy for the first moment is not a bad
approximation of such a would-be point.
6 SPECIFIC RESULTS FOR DEADLINE
PROBABILITIES
Thus far, we have studied optimal restart strategies with
respect to moments of completion time. However, it is of
similar interest to determine optimal restart strategies with
respect to finishing a task before a certain deadline. Restart
at time  is then beneficial if the probability FðÞ of making
the deadline  under restart is greater than the probability
of making the deadline without restart, i.e.,
FðÞ > F ðÞ: ð20Þ
As before, we reason about the completion time distribution
with restarts as Bernoulli trials. At each interval of length 
between restarts, there is a probability F ðÞ that the
completion “succeeds.” Hence, if the deadline  is a
multiple of the restart time  , we can relate the probability
of missing the deadline without and with restart through:
1 FðÞ ¼ ð1 F ðÞÞ

 : ð21Þ
This can simply be extended to the case that  is not a
multiple of  or that a time penalty c is associated with
restarts and also to the case that restart times are not all
identical to  ; some more notation is required and we omit
it here.
For a single retry during the finite interval ½0; Þ, we
obtain that, when the retry is at time  ,  < , then the
probability of completion before  is:
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F ðÞ ¼ 1 ð1 F ðÞÞð1 F ð  ÞÞ: ð22Þ
By equating the derivative with respect to  to zero, we
obtain, for the extrema of F ðÞ, that:
fðÞ
1 F ðÞ ¼
fð  Þ
1 F ð  Þ ; ð23Þ
that is,
hðÞ ¼ hð  Þ: ð24Þ
The above result shows that minima and maxima for the
probability that a deadline is met with restarts are found at
equi-hazard restart intervals. Moreover, the equi-distant
restart intervals  ¼ 2 are also equi-hazard intervals and
thus form also a local extreme.
For multiple retries in the interval, we can do similar
mathematics (this time we take derivatives with respect to
each restart time i) and show that an optimum with respect
to all restart intervals K; . . . ; 1 is found when:
hðKÞ ¼ . . . ¼ hð2Þ ¼ hð1Þ;where
XK
k¼1
k ¼ : ð25Þ
(Note that there are K restart intervals and, thus, K  1
restarts and, so, we let K  2 in the above equation.) Again,
the extrema are at equi-hazard intervals, with as a special
case, the equi-distant restart times k ¼ K .
The above provides optimality conditions assuming that
the number of restarts takes an integer value, as it of course
must in real systems. However, if we relax that assumption,
we obtain a very powerful approximation of the optimal
strategy, which we term the surface = rectangle rule.
Surprisingly, it turns out that the approximation gives us
a restart time independent of the deadline . Moreover, if
the optimal restart strategy is an equi-distant strategy, the
result is exact when the deadline happens to be a multiple
of the approximated optimal restart time, as well as in the
limit !1. This implies that it rather accurately optimizes
the restart strategy for the tail of the completion time
distribution under restarts. It may therefore be beneficial for
many other metrics as well, such as higher moments of the
completion time, since these very much depend on the tail.
To derive the surface = rectangle rule, we make use of
the notation
HðÞ ¼
Z 
0
hðtÞdt ð26Þ
and the fact that
HðÞ ¼  logð1 F ðÞÞ: ð27Þ
Theorem 6. For any deadline , a restart time  > 0 is an
extreme (in ) of ð1 F ðÞÞ if and only if  is a point where
hðÞ ¼ HðÞ.
Proof. The result follows immediately if one knows that
d
dx
gðxÞx ¼ gðxÞx
d
dx gðxÞ
xgðxÞ 
logðgðxÞÞ
x2
 
: ð28Þ
 is an extreme when the derivative of ð1 F ðÞÞ
equates to 0:
d
d
ð1 F ðÞÞ ¼ ð1 F ðÞÞ
d
d ð1 F ðÞÞ
ð1 F ðÞÞ 
logð1 F ðÞÞ
2
 
¼ 0:
ð29Þ
Irrespective of the value of , it immediately follows that,
for any extreme  > 0,
 fðÞ  ð1 F ðÞÞ logð1 F ðÞÞ ¼ 0
) :hðÞ ¼ HðÞ ð30Þ
and, thus, the conclusion holds if and only if the premise
holds. tu
HðÞ is the surface under the hazard rate curve up to
point  and we can therefore say that approximately the
best restart interval is the point for which the rectangle
defined by the x and y-value of this point equals the integral
under the hazard rate curve up to this point. Hence, we
refer to (30) as the surface = rectangle rule, as illustrated in
Fig. 9 for our running example. This very appealing and
simple rule is used in [21] for online computation of an
empirical optimal restart time that maximizes the prob-
ability of completion.
7 CONCLUSION
Strategies for timing retries, restarts, or time-outs are set
(and often hard-coded) in many places in computer
systems. Software rejuvenation, TCP connection time-outs,
randomized algorithms, and Internet agents are some
examples of applications whose performance can be
improved by smart restart strategies. In this paper, we
provide the core analytic results we have obtained for a
simple restart model which relies on independent, identi-
cally distributed tries and the abortion of previous attempts
when a restart is executed. We have shown results for
moments of completion time as well as for the probability
that deadlines can be met using restarts. The chosen model
and obtained results allow for efficient computation of
restart strategies and require minimal system knowledge.
This makes the results in this paper promising candidates
for online optimization of restart times as we continue
investigating in various settings.
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Fig. 9. Illustration of the surface = rectangle rule, with optimal restart
time 0.18 (hyper/hypo-exponential distribution with same parameters as
Fig. 1).
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APPENDIX A
EXAMPLE OF THE MIXED HYPER/HYPO-EXPONENTIAL
DISTRIBUTION
As one example, we use a mixed hyper/hypo-exponential
distribution, which, depending on the chosen parameters,
can be made to be never, always, or sometimes amenable to
restart. Themixed hyper/hypo-exponential randomvariable
takes, with probability pi, a value from an Erlang distribution
with Ni phases and parameter i > 0, i ¼ 1; 2; . . . ;M, andPM
i¼1 pi ¼ 1. So, we get, for the distribution FM and density
fM (refer, for instance, to [10]),
FMðtÞ ¼
XM
i¼1
pið1
XNi1
j¼0
ðitÞj
j!
eitÞ;
fMðtÞ ¼
XM
i¼1
pi
Ni
i
tNi1
ðNi  1Þ! e
it:
In the paper, we apply the following parameter values:
M ¼ 2, p1 ¼ 0:9, p2 ¼ 0:1, N1 ¼ N2 ¼ 2, 1 ¼ 20, and 2 ¼ 2,
unless otherwise stated. This mixed distribution has neither
monotonically increasing nor decreasing hazard rate, see
Fig. 1, which implies that it depends on the chosen restart
time whether or not restart improves completion time.
APPENDIX B
GEOMETRIC APPROXIMATION
Theorem 1 suggests bounds for the moments by using the
(modified) geometric distribution (see also expression
(4.2.12) in [9] for the dual result in terms of mean time
between failures). To bound the first moment, one replaces
the first term in (6), which refers to the interval in which the
task completes, by its upper and lower bounds, 0 and  ,
respectively. This can be generalized to all moments, using
two discrete random variables, A and B , with, for
k ¼ 0; 1; . . . ,
A ¼ kð þ cÞ;w: prob: ð1 F ðÞÞkF ðÞ;
B ¼ kð þ cÞ þ ;w: prob: ð1 F ðÞÞkF ðÞ:
Since we know from (3) that
kð þ cÞ  T  kð þ cÞ þ ;
with probability ð1 F ðÞÞkF ðÞ; k ¼ 0; 1; . . . ;
we have that E½An   E½Tn   E½Bn , for n ¼ 1; 2; . . . . Note
that A has a modified geometric distribution [10] and that
B ¼ A þ  . Fig. 10 shows E½T  as well as the bounds for
the mixed hyper/hypo-exponential distribution. The
bounds whose summed error equals exactly  are excellent
approximations as long as the restart time  is small relative
to the mean completion time E½T . For the area around the
optimal restart time, the bounds are not particularly tight.
Nevertheless, the geometric approximation may prove very
useful for determining a conservative restart time. For
instance, for Fig. 10, the optimal restart time for the upper
bound is 0.09 and, for the lower bound, 0.31, while the real
optimum lies in between (namely, at 0.20). Moreover, Fig. 3
shows that, for  ¼ 0:31, the expected completion time is
still close to optimal. Using 0.31 as a conservative restart
time is also consistent with the earlier mentioned engineer-
ing rule that it is better to restart too late than too early.
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