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Let S be a.ring with an identity element, A a right ideal of S, and I(A) = 
{s E S 1 sA _C A}. This subring I(A) is called the idealizer or normalizer of A 
in S and is distinguished as the largest subring of S containing A as an ideal. 
It has been used frequently because there is a ring isomorphism 
I(A)/A s end,(S/A). 
Although this paper springs from an investigation of hereditary noetherian 
prime rings, that class of rings is not even mentioned in the first part of the 
paper. Instead we discuss the relationship between the two rings S and I(A) 
where S is an arbitrary ring. The main results come in the case when A is 
semimaximal, by which we mean that A is a finite intersection of maximal 
right ideals, i.e., S/A is a semisimple module. We fix A as such for the 
remainder of this introduction. 
The first section describes precisely the appearance of a simple right 
S-module when viewed as a right I(A)-module. This is used in Section 2 
to show that these two rings have very closely related properties. Thus, if one 
of them is right noetherian or right artinian, so also is the other; and when 
they are right noetherian they have the same right Krull dimension and 
almost always the same right global dimension. Then, Section 3, which is the 
final section of Part 1, concentrates on artinian rings and discusses the 
structure of rings obtained by iterating the process of forming idealizers. 
The basic result here is that the iterated idealizers obtained from a semi- 
simple ring are direct sums of block triangular matrix rings over division 
rings. 
The second part of the paper is concerned exclusively with the application 
of these results to hereditary noetherian prime rings. In Section 4, we not 
only prove that forming an idealizer from an hereditary noetherian prime 
ring gives another such ring but also show that there is a reverse process. 
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The precise condition under which each process is the reverse of the other 
is determined in Section 5. (It includes the necessity that A be semimaximal.) 
It is by no means misleading to regard S as being a localization of its subring 
I(A). To be able to localize and then to be able to recover the original ring 
as an idealizer clearly provides a remarkably strong tool. In Section 6 we 
apply it to obtain several new results. For example, Theorem 6.1 not only 
contains a new proof of Eisenbud and Griffith’s result [5] that each proper 
factor ring of an hereditary noetherian prime ring is serial (i.e., generalized 
uniserial), but it actually gives the structure of these factor rings in terms 
of block triangular matrix rings over artinian local principal ideal rings. 
Another result describes the structure of those hereditary noetherian prime 
rings which have nonzero Jacobson radicals; and there are some ideal 
theoretic results too. 
One of the strengths of this theory is the ease with which it provides 
examples. This is demonstrated in the third and final part which could be 
read as a prelude to the rest of the paper since it is both an illustration and 
an application of the theory in the first two parts. In particular it shows how 
to construct examples of hereditary noetherian prime rings of a type not 
known before. Previous examples have all had the property that each nonzero 
ideal contains an invertible ideal. But Example 7.3 describes an hereditary 
noetherian domain which has just one proper nonzero ideal, and that ideal 
is idempotent. This example also runs counter to two conjectures (or hopeful 
remarks) in the literature. 
Throughout this paper, every ring will be assumed to have an identity 
element and subrings will be expected to contain it. The Jacobson radical 
of a ring S will be denoted by J(S) and S will be called local provided that 
S/J(S) is a division ring. The symbol C will denote strict inclusion. Virtually 
no prior knowledge is required in Part I; but in Part II we quote several 
results concerning hereditary noetherian prime rings, mainly from [7]. Some 
of the results in this paper have been improved, and some proved, during 
conversations with friends, notably with D. Eisenbud, A. W. Goldie, and 
J. C. McConnell. 
I. IDEALIZERS 
In this part we study the relationship between a ring S with a right ideal 
A and the subring 
I(A) =(scSIsACA}. 
This subring, first used by Ore in [20], is called the idealizer of A in S and, 
when more precision is required, can be written I,(A). As befits a subring, 
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I(A) contains the identity element of S; and I(A) contains A as an ideal, being 
the largest subring which does so. 
The results we obtain can be summed up by saying that, in the case when 
A is semimaximal, the properties and structure of S and of I(A) are 
remarkably closely linked. In Part II that is precisely the case which is needed. 
However some apparently artificial generalizations to more arbitrary right 
ideals and more general subrings prove to be useful in Part III. These 
generalizations involve virtually no extra work beyond their statement, and 
we ask the reader’s indulgence for them. 
1. Simple Modules 
Before beginning our investigation of simple modules, we prove and 
slightly extend a fundamental result due to Fitting [8, Satz 11, which has 
been the main cause of interest in the idealizer-or, rather, in the eigenring 
of A, I(A)/A. We require some notation. If A, B are subsets of a ring S, we 
write (B . ’ A)s = B . ’ A = {s E S 1 sA c B}. In the case when A, B are 
right ideals of S, each element s E B . * A induces, by left multiplication, an 
S-homomorphism from S/A to S/B; we denote it by h(s). 
PROPOSITION 1.1. Let S be a ring with a right ideal A and let R = I(A). 
(i) There is a ring isomorphism R/A g ends(S/A) given by the map 
r + A - A(r). 
(ii) If B is a right ideal of S and C = B . ’ A, then C/B is a right R/A- 
module and so also is hom,(S/A, S/B) via the isomorphism described in (i). 
The map C/B ---f hom,(S/A, S/B) given by c + B + h(c) is an R/A-module 
isomorphism. 
Proof. First we verify that the map described in (ii) is an isomorphism 
of sets. If c E C, then h(c) E hom(S/A, S/B), and plainly h(c) = 0 precisely 
when c E B. Thus, the map embeds C/B in hom(S/A, S/B). On the other 
hand, let 01 E hom(S/A, S/B) and say a(1 + A) = s + B. Then, for any 
aEA, ol(l+A)a=O=sa+B and so SACB. Thus SEB.‘A=C 
and 01 = A(s). 
In the case when B = A, C = A. ’ A = I(A). Therefore R/A g 
end(S/A). It is easy to check that this is indeed a ring isomorphism and that 
the isomorphism in (ii) is compatible with the R/A-module structures. 1 
In order to study I(A) we first consider hom(S/A, S/R). The next result 
is one of the crucial uses of the assumption that A is semimaximal. 
PROPOSITION 1.2. Let S be a ring, A a semimaximal right ideal, and U a 
simple right S-module. Then, either hom(S/A, U) = 0 or hom(S/A, U) 
is a simple right end(S/A)-module. 
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Proof. Assume that hom(S/A, U) # 0 and let ‘Y, p be nonzero maps 
belonging to it. We are required merely to exhibit y E end(S/A) such that 
ciy = 6. 
Let V = S/A, W, = ker p, W, = ker 01 and W = W, n W, . There are 
two distinct possibilities. If W, = W, = W, then V/Wis simple and we may 
write V = U’ @ W for some simple module U’ z U. Otherwise, it is 
clear that WJW and W,] W are simple. Then W, = U, @ W, W, = U, @ W 
andV=U,@U,@WwhereU,EUU,rU. 
Consider this second possibility. Since ker 01 = W, , 01 induces an isomor- 
phism 6 : U, - U. Likewise /3 induces p : U, + U. Define y E end V by 
y = (&)-l/? on U, , y = 0 on W, . It is easy to check that cuy = p. Obviously 
a similar construction deals with the other possibility. I 
We are now in a position to prove the main result of this section. 
THEOREM 1.3. Let S be a ring, A = ny=, Mi a semimaximal right ideal, 
and R = I(A). Let U be a simple right S-module. 
(a) If hom,(S/A, U) = 0 then U is simple over R. 
(b) Otherwise, U e SjMi for some i and there are two cases: 
(i) If SA C Mi then SIMi is simple over R. 
(ii) If SA c Mi then SjMi has a unique R-composition series of length 
2given by S3Mi.*A = R+Md3Mi. 
Proof. Since S/A is completely reducible, Proposition 1.2 shows that 
hom(S/A, S/M,) is a simple end(S/A)-module. Thus Theorem 1.3 is an 
immediate consequence of the next result. I 
PROPOSITION 1.4. Let S be a ring, A a right ideal, and U a simple right 
S-module, U z S/M say. Let C = M . * A. 
(a) Let R be any subring of S containing A. Then 
(i) each proper R-submodule of S/M is contained in C/M; 
(ii) if hom(SIA, S/M) = 0, then U is simple over R. 
(b) Assume further that R = I(A) and that hom(S/A, S/M) is a simple 
right end(SIA)-module. Then, 
(i) if SA Z M, then U is simple over R; 
(ii) if SA $ M, h t en U has a unique R-composition series of length 2 
givenby SIC= R+M3M. 
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Proof. (a) (i) Let D/M be any proper R-submodule of S/M. Then 
(DA + M)/M is a proper S-submodule, and so DA _C M; i.e., D C C. 
(ii) By Proposition 1.1, C/M s hom(S/A, S/M). Hence, C = M 
and so S/M is simple over R. 
(b) By Proposition 1.1, C/M g hom(S/A, S/M) as modules over the 
isomorphic rings I(A)/A and end(S/A). Hence, C/M is a simple right 
R/A-module and thus a simple right R-module. In case (i) C = S and so 
S/M is simple over R. In case (ii) it is evident that S 3 C 2 M is a unique 
R-composition series. But, of course, S2 R + M 1 M. However 
R + M f M since 1 E R + M; and S # R -t M because (R + M) A C M 
yet SA Q M. Therefore, C = R + M. I 
We return to the case when A is semimaximal in order to obtain some 
consequences of Theorem 1.3. We recall that a module is said to be uniseriul 
if it has a unique (finite) composition series. 
COROLLARY 1.5. Let S be a ring, A = n Mi a semimaximal right ideal, 
and R = I(A). 
(i) S/R is a semisimple right R-module. 
(ii) If V is a right S-module of finite length, then V has finite length 
over R. 
(iii) If V is a uniserial right S-module then V is uniserial over R. 
Proof. (i) It is clear from Theorem 1.3(b) that, for each i, S/(MM, . ’ A) 
is either a simple R-module or zero. But, by the definition of an idealizer, 
I(A) = fl (Mi. ’ A). Therefore, S/R is semisimple. 
(ii) This is immediate from Theorem 1.3. 
(iii) Let z, E V. Then VS 2 vR I vA. Since 17 is uniserial, VS contains 
a unique maximal S-submodule, WS say. The obvious map of S/A onto 
vS/vA shows that vS/vA is a semisimple S-module. This would contradict 
the uniseriality of V unless vS/vA is either simple or zero. In either case 
VS 2 vR 2 wS. This shows that any R-composition series for V must come 
as a refinement of the unique S-composition series. Since, by Theorem 1.3, 
simple S-modules are uniserial as R-modules, V must be a uniserial 
R-module. I 
The next lemma acts as a preparation for the final result of this section. 
We recall that a submodule is said to be fully invariant if it is mapped into 
itself by every endomorphism of the module. 
LEMMA 1.6. Let S be a ring, A a right ideal, and A’ a right ideal containing 
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A such that A’/A is a fully invariant submodule of S/A. Then Is(A) C 
I,(A’) = T, say, and Is(A) = I,(A). 
Proof. For each Y E I,(A), h(r) E end(S/A). Therefore, rA’ C A’, and so 
I,(A) C &.(A’). Clearly 
I,(A)={~ES/~ACA}={~ETI~ACA}=I,(A). I 
This result shows that one can insert between S and I(A) idealizers 
associated with the fully invariant submodules of S/A. In particular, when 
S/A is semisimple, one can insert a chain of idealizers corresponding to the 
distinct isomorphism classes of simple submodules of S/A. 
We end this section with another result which depends upon A being 
semimaximal. It says in effect that we may then safely assume that SA = S- 
thus removing case (b) (i) from Theorem 1.3. 
PROPOSITION 1.7. Let S be a ring and A a semimaximal right ideal. Then, 
there is a right ideal A’ > A such that SA’ = S and I(A’) = I(A). 
Proof. Let B = SA; so B is the smallest ideal of S containing A. Since 
S/A is semisimple, we can choose a right ideal A’ 2 A such that 
(A’/A) 0 (B/A) = S/A. 
Now A C SA’ n B C B and so, by the minimality of B, SA’2 B. But 
SA’ 2 A’ and, therefore SA’ = S. 
Next note that, since A = A’ n B and B is a ideal of S, sA’ C A’ implies 
that sA C A for any s E S. Thus &(A’) C Is(A). The opposite inclusion 
follows from Lemma 1.6 provided that A’/A is a fully invariant submodule 
of S/A. This is easy to see. For A’/A s S/B; so the simple submodules of 
A’/A are all annihilated by B. On the other hand, no simple submodule of 
B/A is annihilated by B since B/A E S/A’ and SB + A’ = B + A’ = S. 
Thus A’/A is fully invariant and I(A’) = I(A). I 
2. Chain Conditions and Dimensions 
In this section, we establish a connection between the properties of the 
rings S and R = I(A) where A is a semimaximal right ideal of S. As will 
become apparent, the transfer of properties from R to S is an easy matter, 
depending merely upon the fact, proved in Proposition 1.7, that we may 
assume that SA = S. In a certain sense this fact means that S is a localization 
of R. From this point of view it is not surprising that the transfer in the other 
direction requires more effort. It depends heavily upon the results of Section 1 
since it requires knowledge of the right R-module S/A. Several general- 
izations are given which, instead of assuming that A is semimaximal, rather 
make assumptions about the right R-module S/A. 
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First we recall that the dual of a right R-module V is the left R-module 
Y* = hom,(V, R). One can define a product VI’* C end, I’ by ~*(a’) = 
v(v*v’). It is well known (see [4, p. 1321) that V is a finitely generated 
projective right R-module if and only if I/V* = end, V; and for this to 
happen it is sufficient that 1 E VV*. 
LEMMA 2.1. Let S be a ring, A a right ideal such that SA = S and R 
a subring of S containing A. Then, 
(i) S OR S E S under the canonical map induced by multiplication in S; 
(ii) S is a finitely generated projective right R-module. 
Proof. 
(i) S@S=SA@S=S@AS=S@AR=SA@R=S@R. 
(ii) For each a E A, x(a) E S*. Since SA = S, 1 = C sjaj E S and 
therefore I = C sjX(aj) E SS* as required. I 
The properties (i) and (ii) of Lemma 2.1 show that S is a finite left 
localization of R according to Silver’s definition [24]. This suggests that we 
should expect connections between the left-handed properties of S and of R. 
Perversely, the strongest connections appear to be right handed ones. 
(Example 7.6 will show that in the situation described in Lemma 2.1, S need 
not be a right localization). 
THEOREM 2.2. Let S be a ring, A a semimaximal right ideal, and R = I(A). 
(i) S is right noetherian o R is right noetherian. 
(ii) S is right artinian o R is right artinian. 
Proof. By Corollary 1.5, S/A has finite length as a right R-module. 
Thus, our proof is complete once we establish the following generalization. 1 
PROPOSITION 2.3. Let S be a ring, A a right ideal such that SA = S, 
and R a subring of S containing A. 
(i) S is right noetherian and S/A is a noetherian right R-module -+ R is 
right noetherian. 
(ii) S is right artinian and S/A has finite length over R e R is right 
artinian. 
Proqf (i) <=. Since, by Lemma 2.1, S is a finitely generated right 
R-module, S is a noetherian right R-module. Hence, S is a right noetherian 
ring, and S/A is a noetherian right R-module. 
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(ii) G. Virtually the same argument proves this. 
(i) a. Let B be any right ideal of R. Then BS and BA are finitely 
generated right ideals of S and BS S B 2 BA. Since S is finitely generated 
over R, so too are BS and BA. Now BSIBA is a homomorphic image of a 
finite direct sum of copies of S/A. Th us BS/BA is a noetherian right R- 
module. This means that B is finitely generated modulo BA and hence 
is finitely generated. 
(ii) *. Let B be any right ideal of R. Then BS has an S-composition 
series. Proposition 1.4(a) shows that a simple right S-module which is not a 
homomorphic image of S/A is simple over R. Since S/A is assumed to have 
finite length over R, this shows that BS has an R-composition series. 
Therefore the same is true of its R-submodule B. I 
One easy consequence of Theorem 2.2 is that the simple right I(A)- 
modules are precisely those described in Section 1. 
COROLLARY 2.4. Let S be a right noetherian ring, A a semimaximal right 
ideal, and R = I(A). Then for each simple right R-module U there is a simple 
right S-module S/M such that U e S/M or SI(R + M) or (R + M)IM. 
Proof. Us R/N for some maximal right ideal N of R. And 
S 1 R 3 N 2 NA. Now NINA is a finitely generated R/A module and so 
has finite length over R. By Corollary 1.5, S/R has finite length. Thus, SjNA 
has finite length as a right R-module and therefore, of course, as a right S- 
module. Thus U occurs as an R-composition factor of a right S-module of 
finite length and so, by Theorem 1.3, has the form stated. 1 
Part (ii) of the proof of Proposition 2.3 can be used as the first step in an 
induction argument connecting the Krull dimensions of R and of S. This is 
defined for a module I’ as follows. If I’ has a finite composition series, 
K dim Y = 0. Otherwise, consider a descending chain of submodules 
Y = vo’,3 VI3 v,r, ... in which, for each i, K dim(vJv,+J 4 n - 1. 
If every such chain terminates, then K dim V < n. For a ring S, 
rt K dim S = K dim S, . We will require two facts which can be found in 
1211. 
(i) If WC V, then K dim v = sup{K dim W, K dim V/W). 
(ii) rt K dim S = sup(K dim V 1 V a finitely generated right S- 
module). 
We now give the appropriate generalizations of Theorem 2.2(ii) and 
Proposition 2.3(ii). 
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THEOREM 2.5. Let S be a right noetherian ring, A a semimaximal right 
ideal, and R = I(A). Then rt K dim R = rt K dim S. 
PROPOSITION 2.6. Let S be a right noetherian ring, A a right ideal such 
that SA = S, and R a subring of S containing A. If S/A has finite length over 
R then rt K dim R = rt K dim S. 
Proofs. Clearly it is sufficient to prove Proposition 2.6. By Lemma 2.1, 
S is a finitely generated right R-module and so K dim S, < rt K dim R. 
Since S I R, the reverse inequality holds too; so K dim S, = rt K dim R. 
It is evident that rt K dim S < K dim S, , and therefore rt K dim S < 
rt K dim R. 
In order to reverse this inequality we note first that the proof of Proposition 
2.3(ii) shows that, if V is a right S-module of finite length, then V has finite 
length over R. This is the first step of an induction argument. We assume 
now that for any finitely generated right S-module I/such that K dim V, < 
m - 1 we have K dim V, = K dim V, . Let W be a finitely generated right 
S-module with K dim W, = m. Of course K dim W, >, m. We will prove 
that K dim W, = m. This, applied to S, , completes the proof. 
We simplify the problem by constructing a chain of right S-submodules 
of w, 
w = w,3 w,r, w,3 **-I w,>o, 
where each W,+l is chosen to be maximal with respect to having 
K dim(WJWi+,), = m. 
The chain terminates since K dim W, = m, and then K dim( W,), < m. 
The induction hypothesis shows that K dim(W,), < m. So it will be 
sufficient to show that, for each i, K dim( WJ Wd+l)R < m. We prove this by 
showing that for each R-submodule X of Wi such that Wi I X1 W,+l it is 
the case that K dim(W,/X)s < m. 
To see this, consider this diagram 
By the choice of Wf, , K dim(WJXS)s < m. Therefore, 
K dim(W,/XS)R < m. 
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But also XS/XA has finite length as a right R-module. Thus, 
K dim(WJX)R = K dim(W,/XS)R < m. I 
Before going any further we give an example which shows the necessity 
in the preceding results of the restrictions upon the right ideal A. This 
example is adapted from one due to Bjork, [3, Example 1.11. 
EXAMPLE 2.7. Let K be a field with a derivation ’ such that the field 
K,, = {tz E K / R’ = 0} satisfies [K : K,,] = CO. Let T = K[ y] be the ring 
of commutative polynomials over Kin an indeterminatey. Define a derivation 
d on T by 
4kyn + ..- + h,) = (h,‘yn + *.. + R,‘)y. 
Let S = T[x] be the ring of polynomials over T in an indeterminate x 
subject to tx - xt = d(t) for t E T. By [16, Theorem 4, pp. 164-51, S is a 
noetherian integral domain. 
Let A = xS + y2S and B = XS + yS. It can be checked that S/A has 
a unique composition series of length 2, S3 B 1 A, and that I(A)/A is 
isomorphic to the ring of commutative polynomials K, + JK, jj2 = 0. 
This ring is not noetherian, so I(A) cannot be right noetherian. Further, 
the ring S = S/B2 is artinian, and yet, for the same reason, I(A/B2) is not 
right artinian. 
In these examples it is not true that SA = S; in fact SA = B. This can 
be remedied. Let S’ be the ring of 2 x 2 matrices over S and let 
A’ = (2 9, B’ = (; ;). 
Then S’ 1 B’ r) A’ is a unique S-composition series for S/A’ and S’A’ = S’. 
It is easy to check that 
r(A’) =(; 
Therefore I(A) s e,,I(A’) e22 . Since I(A) is not noetherian, neither is 
I(A’). I 
We end this section with an investigation of the right global dimensions 
of S and R. In Lemma 2.1, it was shown that S is a finitely generated 
projective right R-module. The next lemma strengthens that result. 
LEMMA 2.8. Let S be a ring, A a right ideal such that SA = S, R a 
subring of S containing A, and V a right S-module. Then, p.d. Vs = p.d. V, . 
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Proof. Assume first that I’ is a projective right S-module. Thus, I’ is a 
direct summand of a free S-module which, by Lemma 2.1, is a projective 
right R-module. So I’ is projective over R. 
Next, suppose that I/ is projective as a right R-module. Consider the 
diagrams of right S-modules, 
V VORS 
2” 1 
a@1 / 
J 1 
w--+x+0 w@RS-X@RS+O 
where 01 is an R-homomorphism which makes the first triangle commute-and 
which exists since V, is projective. The canonical isomorphisms 
V OR S z V, etc., which follow from the isomorphism S OR S s S, 
when applied to the second triangle, show that 01 is, in fact, an S-homo- 
morphism. Therefore, V is projective over S. 
Finally, if V is an arbitrary right S-module, it is now clear that a minimal 
S-projective resolution of V is also a minimal R-projective resolution of V. 1 
It is immediate from Lemma 2.8 that rt gl dim S < rt gl dim R. The 
result at which we are aiming is the following. 
THEOREM 2.9. Let S be a right noetherian ring, A a semimaximal right 
ideal, and R = I(A). If R # S, then 
rt gl dim R = sup{ 1, rt gl dim S>. 
We will establish this by means of two partial results. 
LEMMA 2.10. Let S be a right noetherian ring, A a semimaximal right 
ideal and R = I(A). Then, 
(i) any right R-module C such that S 2 C > R is projective; 
(ii) sup{p.d. U / U a simple R-composition factor of S/A} < sup{l, 
rt gl dim S}. 
Proof (i) By Corollary 1.5(i), S/R is semisimple. So there is a right 
R-module B such that B + C = S, B n C = R. The short exact sequence 
O+R+B@C--+S-+O 
splits since S is projective over R. Hence B @ C c R @ S and so C is 
projective. 
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(ii) Let n = rt gl dim S and let U be a simple R-composition factor 
of S/A. By Theorem 1.3, either Us S/M or U g S/(R + M) or 
Us (R + M)/M for some maximal right ideal M of S. Now if Us S/M 
then p.d. U, = p.d. U, < n. And if Us S/(R + M) then the fact that S 
and R + M are projective (using (i)) means that p.d. U, < 1. Lastly, if 
Us (R + M)/M, consider the short exact sequence 
O+M+R+M-+U-+O. 
Since R + M is projective, this means that p.d. U < 1 + p.d. MR = 
1 + p.d. MS . However p.d. M, < sup{O, n - l}, and so p.d. U < sup{l, n}. 
This establishes (ii). I 
PROPOSITION 2.11. Let S be a right noetherian ring, A a right ideal such 
that SA = 3 and R a proper subring of S containing A. Assume further that 
S/A has finite length over R. Let m = sup(p.d. U’j U a simple R-composition 
factor of S/A}. Then 
rt gl dim R = sup{m, 1, rt gl dim S}. 
Proof. Let n = rt gl dim S. Then, by Lemma 2.8, rt gl dim R > n. 
Obviously rt gl dim R 3 m. We also claim that rt gl dim R > 0; i.e., that R 
cannot be semisimple. Say it is. Then RA is an ideal with zero right anni- 
hilator (because SA = S). Therefore, RA = R, and so R = RS = S. 
This contradiction shows that rt gl dim R > 0 and therefore that 
rt gl dim R 3 sup{m, 1, n}. 
Next let D be any right ideal of R. Then, DS is a finitely generated right 
ideal of S, and DS/D is an R-homomorphic image of a finite direct sum of 
copies of S/A. Thus DS/D h as an R-composition series, the simple factors 
of which are R-composition factors of S/A. Let 
DS = D,3 D,3 ...I D, = D 
be an R-composition series. We make the induction hypothesis that 
p.d. Di < sup{m - 1, 0, n - l} and we will show that this holds for Di, . 
We note first, however, that it is true when i = 0. For DS is a right ideal of 
s, so 
p.d.(DS), = p.d.(DS), < sup{O, n - I>. 
Consider the short exact sequence of right R-modules 
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By hypothesis, p.d. Di < sup{m - 1, 0, n - l} and p.d. DJDi,, < m. 
The long exact sequence of Ext obtained from (*) shows easily that 
p*d. Di+l \ < sup{m - 1, 0, n - 1). This establishes the induction hypothesis. 
Thus p.d. D < sup{m - 1, 0, n - 1) and so rt gl dim R < sup{m, 1, n}. a 
Proof of Theorem 2.9. In this case, Lemma 2.10 shows that m < sup{ 1, n} 
and so rt gl dim R = sup(1, n}. I 
We will not now give any examples to show the necessity of the restriction 
on A in Theorem 2.9. For in Part II it will become clear that the restriction 
is necessary; and in Part III several specific examples will be given. 
3. Artinian Rings and Iterated Idealizers 
Throughout this section we concentrate on the idealizers of semimaximal 
right ideals in an artinian ring. Of course any semimaximal right ideal 
contains the radical. The first lemma, when applied to an artinian ring S 
with radical J(S) = H effectively means that we need only consider semi- 
simple artinian rings. 
LEMMA 3.1. Let S be a ring, A a right ideal, and H an ideal contained in A. 
Then I,(A)/H z 1,&A/H). 
Proof. The obvious isomorphism works. I 
The next result helps us to restrict our attention to simple artinian rings. 
The proof is an easy verification. 
LEMMA 3.2. Let S = S, @ ... @ S, be a direct sum of rings and 
A = A, @ ... @ A, any right ideal, Ai being a right ideal of Si . Then 
I,(A) = I&) 0 ... 0 h-&%). If A is semimaximal, then so too is each Ai . 
In a simple artinian ring S every right ideal is semimaximal. The fact that 
it has an idempotent generator makes its idealizer easy to describe. 
PROPOSITION 3.3. Let S be a simple artinian ring, A = eS an arbitrary 
right ideal, e being an idempotent element, and let R = I(A). Then 
R = eS + S( 1 - e) and J(R) = eS(l - e). 
Proof. Each element of S may be decomposed as 
s=ese+es(l -e)+(l-e)s(l -e)+(l -e)se 
and, of course, s E I(eS) if and only if se E eS. But se = ese + (1 - e) se; 
and this belongs to eS precisely when (1 - e) se = 0. Hence 
R = I(eS) = eSe + eS(l - e) + (1 - e) S(l - e) = eS + S(l - e). 
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It is clear that J(R) = eS(l - e); for this is a nilpotent ideal of R and the 
factor ring by it is a direct sum of two simple artinian rings. I 
Consider the situation described in Proposition 3.3. S is a matrix ring 
over a division ring K say; and the set of matrix units may be chosen so that 
e= 
0 C 
0 
l-e= 
‘1 
0 
0- 
1 
0 
0 
With respect to this set of matrix units, I(eS) is easy to describe. It consists 
of the set of all matrices with arbitrary entries from K in the shaded part of 
the following diagram and zeros elsewhere; 
This picture will be pursued in more detail later in this section. But, before 
that, we discuss some other aspects, starting with symmetry. 
PROPOSITION 3.4. Let S be a ring, A a semimaximal right ideal, and H an 
ideal of S contained in A and such that S/H is a semisimple ring. Then there is a 
left ideal A’ of S containing H and such that I(,A’) = I(A,). 
Proof. By Lemma 3.1, we can reduce to the case when H = 0; i.e., when 
S is semisimple. Then Lemma 3.2 shows that we may assume S to be simple. 
Finally Proposition 3.3 shows that the idealizer of a right ideal eS is also 
the idealizer of the left ideal S(l - e). I 
We now introduce some notation. If M is a maximal ideal of an artinian 
ring S then S/M is a matrix ring over a division ring. If it is an m x m 
matrix ring we write h(M) = m - 1. Then we define h(S) = C h(M), 
the summation being over all the maximal ideals of S. 
PROPOSITION 3.5. Let S be an artinian ring, A a semimaximal right ideal, 
and R = I(A). We will assume that R # S. Then, 
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(i) R is artiniun; 
(ii) R has more maximal ideals than has S; 
(iii) h(R) < h(S) < CO. 
Proof. (i) We know, by Theorem 2.2, that R is right artinian. The 
symmetry obtained in Proposition 3.4 shows that R is also left artinian. 
(ii) By Lemma 3.1 we may assume that S is semisimple, and then, 
using Lemma 3.2, that S is simple. But in that case R = eS + S(l - e) 
has two maximal ideals, eS and S(l - e), whereas S has only one maximal 
ideal, 0. 
(iii) Again we can assume that S is simple. Say S is an n x n matrix 
ring and that the rank of eS is m. Then h(R) = (m - 1) + (n - m - 1) = 
n - 2 < n - 1 = h(S) < co. I 
The overwhelming impression from Section 2 is that most properties are 
shared by a ring and the idealizer of a semimaximal right ideal. The one 
exception noted there was semisimplicity. Now we ask what type of ring R 
does one obtain as an idealizer from a semisimple ring? We know already 
that R is an hereditary artinian ring. Next we establish that R is seria2 (i.e., 
generalized uniserial) in the sense that, both as a right module and as a left 
module, R is a direct sum of uniserial modules. It is known (see, for example, 
[5]) that this is equivalent to the condition that every module, right or left, 
splits as a direct sum of uniserial modules. Of course, a semisimple ring is 
serial. 
THEOREM 3.6. Let S be a ring, A a semimaximal right ideal, and R = I(A). 
Then R is serial if and only ;f S is serial. 
Proof. By Theorem 2.2 and Proposition 3.4 we may assume that S and R 
are both artinian, and we may confine our attention to right modules. 
Let R be serial and let B be an indecomposable direct summand of the 
right S-module S. Say B splits as a right R-module, B = C @ D. By 
Proposition 1.7, we can assume that SA = S. Therefore, BA = B = 
CA @ DA. Evidently, one of the summands must be zero, since B is 
indecomposable over S. Let DA = 0. Then, B = CA C C, and so B = C, 
D = 0. This shows that B is indecomposable over R. Therefore, B is uni- 
serial as a right R-module and, a fortiori, as a right S-module. Thus S is a 
serial ring. 
Conversely, assume that S is serial. Since A 2 J = J(S), A/J = c(S/J) 
say. Lifting the idempotent 2 to S we see that A = eS + J. Let 
1 = e, + ... + e, be a decomposition of 1 in S as a sum of primitive orthogonal 
idempotents such that e = er + ... + e, . Then, the ei all belong to R. For 
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if 1 <i<m,thene,e=ei~eSCA;andifm<i<n, thene,eEJCA. 
Thus R = e,R @ ... @ e,R. Since e$’ is a uniserial right S-module, 
Corollary 1.5 shows that e,S is uniserial as a right R-module. Therefore its 
R-submodule e,R is uniserial. Hence R is a serial ring. I 
Thus the idealizer of a right ideal in a semisimple ring is serial. We wish 
to say more than this. Suppose we start with a ring S and form a sequence 
of subrings, each the idealizer of a semimaximal right ideal in its predecessor. 
Any ring occuring in such a sequence we will call an iterated idealizer obtained 
from S. It is clear from Proposition 3.5(iii) that, if S is artinian, any such 
sequence of iterated idealizers must terminate. Our next result will describe 
the iterated idealizers obtained from a simple artinian ring; those from a 
semisimple ring will merely be direct sums of such rings. First we require 
some more terminology. Down the diagonal of an n x n array draw square 
blocks of various sizes. Then consider the ring which consists of all n x n 
matrices having arbitrary entries from a ring L inside and below those blocks, 
and arbitrary entries from an ideal J of L above the blocks. 
We call such a ring a block lower triangular matrix ring over L\ J, or over L 
if J = 0. 
THEOREM 3.7. The following statements about a ring R are equivalent. 
(i) R can be obtained as an iterated idealizer from a simple artinian 
ring. 
(ii) R is a block lower triangular matrix ring over a division ring. 
(iii) R is an indecomposable hereditary serial ring. 
(iv) R is an indecomposable serial ring having zero singular ideal. 
Proof. Assume for the moment that (i) o (ii). Then, by Theorem 3.6 
and Theorem 2.9 the rings described in (ii) are hereditary serial rings. It is 
elementary to show that an hereditary ring has zero singular ideal. And, in 
[IO], Goldie proves that (ii) o (iv). This means that we can confine our 
proof to the equivalence of (i) and (ii). 
We start by considering the process of forming iterated idealizers from a 
simple artinian ring S g K, , K a division ring. The first step in this process 
has already been discussed in Proposition 3.3. The formation of the idealizer 
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of a right ideal eS of S is associated with the splitting of 1 as a sum of the two 
orthogonal idempotents e and 1 - e. Let us write e = eb , 1 - e = e, . 
(The suffixes, signifying bottom and top, are suggested by the illustration 
following Proposition 3.3). Then, 
I(eS) = e,S + Se, = e,Se,, + e,Se, + e,Se, = R, , 
say. Here 
JUG) = e$et and R,/J(R,) = R, = @,eb @ @,e, , 
a direct sum of two simple artinian rings. 
Now we consider the second step. Let A, be a semimaximal right ideal of 
Ri, . So A, 2 J(R,) and AI = &RI @ &,R, , where Z~ = &, + ~~~ and 
c,, = c,,~ + zbb are splittings of .?t and .F~ as sums of orthogonal idempotents. 
Lifting these to orthogonal idempotents in R, , we see that 
4 = etbRl + ebb& + J(W 
Thus the formation of IR1(AI) is associated with a splitting of e, and e,, as 
sums of pairs of orthogonal idempotents. 
The pattern is now becoming clear. At every step, each orthogonal 
idempotent f already obtained is split as the sum of a pair of orthogonal 
idempotents, f = ft + fb . So any ring R obtained from S by iterated 
idealizing is prescribed by a splitting of the identity element of S as a sum 
of orthogonal idempotents, 
1 = et..+ + et...tb + et.+ + et...bb + “’ + eb...bt + eb...bb. 
Choose a set of matrix units for S so that these orthogonal idempotents 
“lie down the diagonal”, i.e., they have the forms 
‘1 0- 
l0 
0 0 
0 0- 
O1 
l0 
0 0 
. ..) 
b 
0 
0- 
Ol 
1 
With respect to this set of matrix units it is easy to verify that R is a block 
lower triangular n x n matrix ring over K. And this verification makes it 
plain that every block lower triangular n x 71 matrix ring over K can be 
obtained from K,, in this fashion. I 
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In fact, we will be wanting a generalized version of this result. The main 
requirement of the proof is a matrix ring with a plentiful supply of idem- 
potents and matrix units. To be more precise, it requires a ring S with 
radical J = J(S) such that S/J is simple artinian and such that idempotents 
and matrix units can be lifted, mod J. It is clear from [15, Chap. 3, Section 81 
and [2, Theorem 2.11 that we have described exactly a matrix ring over a 
local ring L in the sense that L/J(L) . IS a division ring. The same proof as 
above gives 
COROLLARY 3.8. Let S = L, where L is a local ring with radical J(L) = J. 
The rings obtainable from S as iterated idealizers are, up to isomorphism, 
precisely the block lower triangular n x n matrix rings over L\ J. 
This can be applied to one case which will interest us later. Recall that 
an artinian principal ideal ring S splits as a direct sum of primary rings each 
of which is a matrix ring over a local artinian principal ideal ring. Since a 
local artinian principal ideal ring is serial (in fact uniserial) so also is S. 
Thus Corollary 3.8 and Theorem 3.6 combine to give 
COROLLARY 3.9. The rings which can be obtained as iterated idealizers 
from an artinian principal ideal ring S are direct sums of rings each of which 
is a block lower triangular matrix ring over L\J(L) for some local artinian 
principal ideal ring L. These iterated idealizers are serial rings. 
Perhaps we should note that the rings described in Corollary 3.9 are not 
necessarily principal ideal rings. For example, if K is a division ring, then the 
2 x 2 lower triangular matrix ring over K is not a principal ideal ring. 
Also, it is not the case that every serial ring has the form described in 
Corollary 3.9. For example, letting 2t4) denote Z/42, the ring of 2 x 2 
matrices, 
R = [ 
Z(4) %, 
2Z(,) Z(4) 1
has not got that form. Yet it is easily verified that 
J(R) = [;;;I; 2% 
2Z(d 1 
and then that eiiR/eiiJ(R) is a simple right R-module, i = 1, 2. This, 
together with the obvious symmetry, is sufficient to show that R is serial. 
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II. HEREDITARY NOETHERIAN PRIME RINGS 
The results of Part I are applied in this part to the study of hereditary 
noetherian prime rings. We start, in Section 4, by showing that the idealizer 
of a semimaximal right ideal is again an hereditary noetherian prime ring. 
And we exhibit a method for obtaining overrings which are again hereditary 
noetherian prime rings. Th en, Section 5 considers in detail the exact 
relationship between these opposite procedures, obtaining the precise 
conditions under which their composite is the identity. If one considers the 
larger ring as a localization of the smaller (and it is, in a reasonable sense), 
this means that, under the prescribed conditions, one may localize and then 
reverse the step by idealizing. This provides a powerful tool which is used 
in Section 6 to prove varied results about hereditary noetherian prime rings. 
Throughout this part, the conditions imposed on rings will be symmetric. 
Also, when we speak of hereditary noetherian prime rings we will tacitly 
exclude the case of simple artinian rings. 
4. Idealizing and Localizing 
By Goldie’s Theorems [9], a noetherian prime ring is an order in a simple 
artinian ring. We will be exploiting some consequences of this fact; so we 
summarize briefly those we need. More details can be found in [14, Chap. 61. 
Let R be an order in a simple artinian ring Q. 
(a) A right ideal of R is essential (as a submodule) if and only if it 
contains a regular element of R-that is, a unit of Q. In particular, nonzero 
ideals of R are essential, since R is prime. 
(b) A fractional right R-ideal A is a right R-submodule of Q such that 
aR C A C bR for some units a, b E Q. If A is inside R, this merely says that 
A is an essential right ideal of R. 
(c) There are equivalence relations on orders R, S in Q as follows. 
They are equivalent, R - S, when aRb C S and cSd C R, right equivalent, 
R mr S, when aR C S and CS C R, left equivalent, R w1 S, when Rb C S 
and Sd C R, for suitable units a, 6, c, d E Q. 
(d) If A, B are fractional right R-ideals we let 
A’.B ={qEQIAqCB}; B:A ={qEQIqACB}. 
We define orders O,(A) = A ’ . A, O,(A) = A . . A. Clearly O,(A) > R 
and O,(A) my R, O,(A) - R. We also define 
A-l = A . . O,(A) = O,(A). . A. 
(e) If A, B are fractional right R-ideals then 
hom,(A, B) g B . ’ A 
481/22/r-5 
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the elements of B . ’ A acting by left multiplication. Thus the criterion for A 
to be a finitely generated projective, namely that AA* = end,(A), becomes 
that A(R . ’ A) = O,(A). 
The first result we give concerning hereditary noetherian prime rings is 
fairly well known. 
LEMMA 4.1. Let S be an hereditary noetherian prime ring and let V be a 
finitely generated projective right S-module. Then end, V is an hereditary 
noetherian prime ring. 
Proof. Since V is a direct summand of a finitely generated free S-module, 
end, V g eS,e for some n and some idempotent e E S, . Direct arguments 
(see [22] Lemma 4.2 and 4.4) show that e&e inherits the properties of S. 1 
We use this to demonstrate the symmetry which will be required for the 
idealizer construction. 
PROPOSITION 4.2. Let S be an hereditary noetherian prime ring, A an 
essential right ideal such that SA = S, and let T = O,(A). 
(i) Then T is an hereditary noetherian prime ring, A is an essential left 
ideal such that AT = T, and S = O,.(A). 
(ii) Also I(A,) = I&A) = S n T. 
(iii) Moreover, there is an inverse isomorphism between the lattice of 
S-submodules of S/A and the lattice of T-submodules of T/A. 
Proof. (i) Since T s end, A, Lemma 4.1 shows that T is an hereditary 
noetherian prime ring. The fact that A contains a regular element makes A 
an essential left ideal of T. It is clear from the definition of O,(A) that, since 
SA = S, we have O,(A) C S and hence O,(A) = S. Also A2 = ASA = 
AS = A. But T = A(S . . A), since A is projective, and so 
AT = A2(S.. A) = A(S.. A) = T. 
(ii) This is clear from (i) and the definition of the idealizer. 
(iii) Let B be a left ideal of T such that A C B C T and let C be a right 
ideal of S such that A _C C c S. It can be checked that the maps 
B+B*.A; C+A:C 
are mutually inverse lattice isomorphisms, bearing in mind that 
B’.A = B*A and B** = B. I 
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THEOREM 4.3. Let S be an hereditary noetherian prime ring, A a semi- 
maximal right ideal, and R = I(A). Then R is an hereditary noetherian prime 
ring right equivalent to S. And if S-4 = S then A is an idempofent ideal qf R 
and S = O,(A). 
Proof. By Theorem 2.2 and 2.9, R is right noetherian and right hereditary. 
Since RI A it is easily seen that R is an order right equivalent to S in the 
quotient ring Q of S. Therefore R is prime. The symmetry obtained in 
Proposition 4.2 shows that R is left noetherian and left hereditary. 
Finally, if SA = S then A2 = ASA = A. Also the equation SA = S 
makes it clear that O,(A) C O,(S) = S, and the reverse inclusion is trivial. m 
This theorem shows that forming idealizers leads to smaller hereditary 
noetherian prime rings, but it also suggests how to reverse the process. 
THEOREM 4.4. Let R be an hereditary noetherian prime ring, let A be a 
nonzero idempotent ideal and let O,(A) == S. Then, 
(i) S is an hereditary noetherian prime ring containing R and right 
equivalent to R; 
(ii) A is an essential right ideal of S; 
(iii) S == A ’ . R, A = R . ’ S and SA =: S; 
(iv) I,(A) = O,(A) n O,(A) 2 R. 
Proof. (i) S = O,(A) e end, A which, by Lemma 4.1, is an hereditary 
noetherian prime ring; and O,(A) contains and is right equivalent to R. 
(ii) Since A is a nonzero ideal of R it is essential in R and thus contains 
a regular element. Therefore it is essential in S. 
(iii) Clearly SC A ’ . R. However, A(A ’ . R) = A2(A . . R) C ARC 
A(A ’ . R) and so A = A(A ’ . R), and, hence, A ’ . R C O,(A) = S. 
Therefore S = A . R. Since A is a projective left R-module (A ’ . R)A = 
Or(A) = S; i.e., SA = S. Finally 
A CR.. S = (R. ’ S)S := (R.. S) SA C RA = A. I 
This theorem describes a process which reverses the step of idealizing 
described in Theorem 4.3. However, thinking of S as a localization of R, 
we wish to know that idealizing reverses the step of localizing, i.e. that, in 
the situation described in Theorem 4.4, Is(A) = R. This is the main aim 
of the next section. Before that, however, we note some further consequences 
of the results so far. The first generalises [7, Theorem I.61 and is due to 
Gwynne [l 1, Theorem 6.71. 
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COROLLARY 4.5. Let R be an hereditary noetherian prime ring. There is a 
(1, I)-correspondence, which is an inverse lattice isomorphism, between the 
nonzero idempotent ideals A of R and the orders S which contain and are right 
equivalent to R. The correspondence is given by 
A - O,(A); S+ R: S. 
Proof. This is a straightforward verification, using the results in Theorems 
4.3 and 4.4. I 
COROLLARY 4.6. Let R be an hereditary noetherian prime ring and let T 
be an order containing R and equivalent to R. Then, T is an hereditary noetherian 
prime ring. 
Proof. By Corollary 4.5 and Theorem 4.4, orders S containing R and 
right equivalent to R are also hereditary noetherian prime rings. However, 
it is easy to see that if T is an order containing R and equivalent to R, then 
there is an order S such that T 2 S 2 R and T wz S, S wT R. It follows then 
that S is an hereditary noetherian prime ring. Then a left-handed version 
of the argument shows that T is too. I 
It is in fact true that every ring between R and its quotient ring Q is an 
hereditary noetherian prime ring-see [ 171. 
5. The Precise Technique 
This section contains two basic results which firmly establish our 
localization technique. These are strengthenings of the two theorems in the 
preceding section. In the case of Theorem 4.4, we show that I,(A) = R if 
and only if R/A is semisimple. As a consequence, the condition in Theorem 
4.3 that A be a semimaximal right ideal of S is shown to be necessary for R 
to be as described there. 
We must start by recalling from [7] some properties of an hereditary 
noetherian prime ring R. Firstly, each proper factor ring of R is artinian--in 
fact, each factor of R by an essential right ideal is an artinian module. 
Secondly, R has two types of (nonzero) ideal whose interrelationship is 
important here. An ideal, some power of which is idempotent, is called an 
eventual idempotent; and an ideal B such that BB-l = B-IB = R is called 
an invertible ideal. We now summarize some of their properties. 
(a) A maximal ideal is either idempotent or invertible. 
(b) An invertible ideal B is distinguishable by the fact that O,(B) = 
Oz(B) = R. 
(c) An invertible ideal is a commutative product of maximal invertible 
ideals (i.e., maximal amongst invertible ideals). 
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(d) A maximal invertible ideal B is either a maximal ideal or else it is 
an intersection of idempotent maximal ideals, B = Ml n ... n M, such that 
(*) Q(Md = OdMd~ O,(M,) = O,(M,),..., O,(Mn) = WW. 
A collection of maximal ideals satisfying (*) is called a cycle. Thus an invertible 
maximal ideal itself forms a cycle. 
(e) An ideal is eventually idempotent if and only if it is not contained 
in an invertible ideal. In fact, if MI ,..., AJZ~~ is a set of maximal ideals no 
subset of which forms a cycle, then (MI n ... n M,)” is idempotent. Each 
idempotent ideal has this form. 
This appears to be a rather comprehensive list of connections between 
invertible ideals and eventual idempotents. However most of the work in 
this section can be considered as sharpening these connections a little. First 
we give a result which should be compared with (b). 
LEMMA 5.1. (i) Let R be an hereditary noetherian prime ring, and let 
MI ,.. ., M, be maximal ideals such that J = MI n ‘.. n M, is an eventual 
idempotent. Then O,(J) 3 R and O,(J) 3 R. 
(ii) If J is not idempotent then there are ideals B, C strictly containing 
J, B being idempotent and C eventually idempotent, such that 
B=(R:J)J, J=CB=BnC>BC, and B+C=R. 
Proof. First we note that, by Corollary 4.5, for any proper idempotent 
ideal A of R, O,(A) 3 R, and the left-handed version shows that OL(A) 3 R. 
We will proceed by induction on k. If K = 1 then J is maximal. So, by (a), 
J is idempotent and therefore O,(J) 3 R, O,(J) 3 R. For a general k, again 
there is nothing to prove if J is idempotent. So we assume that J is not 
idempotent. Note, however, that either (R . ’ J) J # R or else J( J ’ . R) # R; 
for otherwise it follows that J is invertible. We will assume the former and, 
later in the proof, will deduce the latter. Therefore, despite the asymmetry 
of the lemma, there is no loss of generality. 
Thus, let B = (R . ’ J) J C R. Since J is projective, J(R . ’ J) = O,(J) 
and it follows that B is idempotent. Therefore, B 3 J. Now R/J is semisimple; 
so there is an ideal C such that B + C = R, B n C = J and, of course, 
R 3 C3 J. By (e), C is an eventual idempotent. Both B and C are inter- 
sections of fewer than k maximal ideals. So we may assume that O,(B) 3 R 
and O,(C)3 R. However 
BCCBnC= J= J(R.‘J)J= JB=(BnC)BCCBCBnC 
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and so 
J=CB=BnCZBC. 
The fact that J == CB shows that O,(B) C O,(J) and O,(C) C O,(J). It 
remains only to point out, as mentioned earlier in the proof, that 
J( J ’ . R) # R; for otherwise O,(J) = R. I 
We can now prove the basic theorem connecting the two processes. 
THEOREM 5.2. Let R be an hereditary noetherian prime ring, A a nonzero 
idempotent ideal, and S = O,(A). Then 
I,(A) = R o R/A is semisimple. 
Proof. 2. We will assume that R/A is not semisimple and deduce 
that I,(A) 3 R. 
Let J be the intersection of the maximal ideals containing A. Then J/A 
is the radical of R/A. The effect of the hypothesis on R/A is that J is not 
idempotent. Therefore there are ideals B, C containing J as described in 
Proposition 5.l(ii). Now Theorem 4.4 states that I,(A) = O,(A) n O,(A). 
Since A is idempotent, A = BA = AC and so 
O,(C) C O,(A) and O,(B) C WV 
We know, by Proposition 5.1(i), that O,(C) 3 R. So, if we prove that 
O,.(C) C O,(B) then I,(A) 2 O,(C) 3 R. 
We know, from Proposition 5.l(ii), that 
J = CB, B = (R . . J) J. 
It is immediate that O,(B) = O,r(J). Therefore 
O,(B) = O,(J) = (J . . R) J 1 (B . . R)(C * . R) CB = (B . . R) O,(C)B. 
By the definition of B-l, this means that (B * . R) O,(C) C B-l. Therefore 
O,(B) >_ B(B . . R) O,(C) 1 BO,(C). 
However it is trivial that 
O,(B) 1 R I3 C = CO,(C). 
But B + C = R and so 
O,(B) 2 BO,(C) + CO,(C) = ROT(C) = O,(C). 
This completes this half of the proof. 
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e. We will assume that R/A is semisimple and that I,(A) 3 R and obtain 
a contradiction. 
Since R/A is semisimple, the ideals of R containing A are idempotent 
modulo the idempotent ideal A and hence are idempotent. The intersection 
of the maximal ideals containing A is A itself; say A = Ml n ... n Mk . 
And each ideal containing A is the intersection (and also the product) of 
a subset of the M, . 
Now I,(A) = O,(A) n O,(A). So th is is an order containing R which is 
both left and right equivalent to R. By Corollary 4.5, there must be an order T 
between R and I,(A) which corresponds with a maximal ideal of R containing 
A, say Mr . And T corresponds by the left-handed version of Corollary 4.5 
with a maximal ideal Ma say. This means that T = O,(Ml) = O,(M,). 
It is, of course, feasible that Mi = M, . But then, using Theorem 4.4(iii), 
Ml = O,(M,) Ml = O,(M,) Ml = (Ml. . R) Ml = O,(Ml) 
which is ridiculous. 
Let D = M,M, . ..Mk=M2nM.n ... n MI, . This is an idempotent 
ideal strictly containing A. Therefore, by Corollary 4.5, O,(D) C O,(A). 
But A =z M,D. Thus 
wl . . R) A = (Ml . . R) M,D = O,(M,)D = O,(M,)D = D 
and so O,(A) C O,(D). This contradiction completes the proof. I 
This has, as one of its consequences, the strengthened version of Theorem 
4.3. 
THEOREM 5.3. Let S be an hereditary noetherian prime ring, A an essential 
right ideal such that SA = S, and R = I,(A). Then R is an hereditary 
noetherian prime ring if and only if A is semimaximal. 
Proof. e. This is contained in Theorem 4.3. 
3. By Theorem 5.2, R/A must be semisimple. Now R/A s end S/A; 
so S/A s C, @ ... @ ck where each (?‘i is a fully invariant S-submodule 
of S/A and end, ci is a simple artinian ring. Let C denote the inverse image 
in S of c, , and B that of r?a @ ... @ ct. The invariance of the ci shows, 
by Lemma 1.6, that I(A) C I(B). By Corollary 4.6, I(B) is an hereditary 
noetherian prime ring. Also end,(S/B) E end, C, which is simple artinian. 
Since it will clearly suffice to show that each ci is semisimple, we have 
thus reduced the problem to the case when R/A is simple artinian. By 
Corollary 4.5, this means that R is a maximal subring of S. Let D/A be the 
socle of S/A. This is a fully invariant S-module; so R = I(A) C I(D). 
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Therefore, either I(D) = I(A) or I(D) = S. If I(D) = I(A), then D C I(A) 
and so 
A>DA=DSA=DS=D, 
which is ridiculous. So I(D) = S. Th ere ore, f SD C D. But A C D and so 
SD = S. Thus D = S and S/A is semisimple. I 
One immediate consequence is that we can describe precisely the smallest 
steps possible under localizing or idealizing. 
COROLLARY 5.4. Let R and S be hereditary noetherian prime rings such that 
R C S and R wr S. The following statements are equivalent: 
(i) S is a minimal overring of R. 
(ii) There is a right ideal A in S such that S/A is a finite direct sum of 
mutually isomorphic simple modules, and R = I,(A). 
(iii) There is an idempotent maximal ideal A in R such that S = O,(A). 
We end this section with a very useful result which sharpens statement (e) 
at the beginning of this section. 
COROLLARY 5.5. Let M1 ,..., Mk be maximal ideals in an hereditary 
noetherian prime ring R. The ideal J = M, n ... n M/C is idempotent if and 
only if O,(M,) # O,(M,) fo7 all i, jc{l,..., k}. 
Proof. If J is not idempotent, then either it is contained in an invertible 
ideal and hence in a cycle, or else J3 J” = A and A is idempotent. But then, 
by Theorem 5.2, O,.(A) n O,(A) 3 R and so there are maximal ideals Mi , Mj 
corresponding with a subring T of O,(A) n O,(A) such that O,(Mi) = 
O1(Mf) = T. 
Conversely suppose that J is idempotent and that OT(Mg) = O,(Mj) 
for some i, j. Now Mi , Mj must be idempotent and so, by Corollary 4.5, 
R C O,(Mi) C O,(J); R C WG) C O,( 1). 
Thus, O,(j) n O,(J) > O,(M,) 3 R. But R/J is semisimple and so, by 
Theorem 5.2, O,(J) n O,(J) = R. Th’ is contradiction completes the proof. m 
6. Applications 
In this section we will use the technique established in the previous 
sections to give several new theorems and some strengthenings of old 
theorems. The basic strategy in their proofs is the same. One wishes to prove 
a result about an hereditary noetherian prime ring R. One chooses an 
idempotent ideal A such that R/A is semisimple, and lets S = O,(A). By a 
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suitable induction hypothesis the desired result may be assumed to hold for 
S; and it is then transferred back to I,(A) = R. 
Our first theorem is concerned with the proper factor rings of an hereditary 
noetherian prime ring R. After partial results by Eisenbud and Robson in 
[7] it was proved by Eisenbud and Griffith in [5] that every such factor ring 
is serial. We will now give a completely different proof which actually 
determines the structure of the factor rings. 
THEOREM 6. I. Let G be a nonzero ideal in an hereditary noetherian prime 
ring R. 
(i) There is an ideal H C G such that R/H is an iterated idealizer 
obtained from an artinian principal ideal ring. That is, R/H is a finite direct 
sum of rings each of which is a block lower triangular matrix ring over L\J(L) 
for some local artinian principal ideal ring L. 
(ii) R/G is serial. 
(iii) If G is idempotent, tlzen R/G is an iterated idealizer obtained from 
a semisimple ring and thus is a direct sum of block lower triangular matrix 
rings over division rings. 
Proof. (i) First we note that the two claims are equivalent as proved in 
Corollary 3.9. 
Let M1 ,..., 111, be the maximal ideals containing G. We will proceed by 
induction on n. Thus we will assume that (i) holds for any ideal in any 
hereditary noetherian prime ring provided that it is contained in fewer than n. 
maximal ideals. 
If n = 1, then G contains some power of the maximal ideal M and so 
either G = M is an idempotent ideal, or else G > M” and M is invertible. 
If G is maximal, then R/G is simple artinian; and if M is invertible, then the 
argument used in [23, Section 21 shows that R/M” is an artinian principal 
ideal ring. So this deals with the case when n = 1. 
We establish the general case by considering two complementary situations. 
(a) Suppose that, amongst the maximal ideals containing G there is no 
pair of idempotent maximal ideals MI , Mz such that O,(MI) = O1(Mz). 
We divide the maximal ideals into two sets, the idempotent ideals 
M r ,..., Mj , and the invertible ideals Mj+l ,..., M, . By Corollary 5.5 the 
ideal B = Ml n ... n Mj is idempotent. Now [7, Proposition 2.81 states 
that, if C is an intersection of maximal ideals none of which contains a given 
invertible ideal D, then CD = DC = C n D. It follows that, if 
J= M1n...nM,, then for each positive integer m, 
J”= BnMjm,,n..,nM,“. 
72 ROBSON 
Since J/G is the radical of RIG, some power of J is contained in G; say 
H = J” C G. Clearly, 
R/H G RIB @ RIM,“:, @ .‘. @ RIMnm. 
But R/B is semisimple; and the other summands, as we saw when considering 
the case n = 1, are artinian principal ideal rings. This proves (i) in case (a). 
(b) Suppose that there are idempotent maximal ideals Ml , M2 
containing G such that O,(M,) = O,(M,). 
Let F = M,GM, . Note that F is contained in precisely n maximal ideals 
of R. And F is not only an ideal in R but is also an ideal in the strictly larger 
ring S = O,(M,) = O,(M,). By Theorem 5.2, R = I,(M,) and so, by 
Lemma 3.1, R/Fe I,,,(M,/F). Thus by Proposition 3.5, the ring R/F has 
more maximal ideals than has the ring S/F. Therefore, we can apply our 
induction hypothesis to the ideal F in the hereditary noetherian prime ring 
S and conclude that F contains an ideal H of S such that S/H has the desired 
structure. But H C F C G; so H is an ideal of R. Also, using Lemma 3.1 
again, R/H E Is,,(Ml/H). So R/H . is an idealizer of an iterated idealizer, 
and therefore is an iterated idealizer, from an artinian principal ideal ring. 
(ii) This follows from (i) and Corollary 3.9, using the fact that factor 
rings of serial rings are serial. 
(iii) Let G be idempotent. Then we look again at the proof of (i). 
The case n = 1 makes R/G simple. In case (a), R/G must be semisimple. 
And in case (b), G = F is also an idempotent ideal of the ring S = O,(M,) 
and is contained in only 71 - 1 maximal ideals of S. The induction hypothesis 
that S/G is as claimed then establishes the same for R/G. I 
It has become apparent that idempotent maximal ideals Ml , M, satisfying 
O,(M,) = O,(M,) are closely linked. In particular, they may form part of 
a cycle. The next result illustrates the strength of the link. It generalizes a 
similar unpublished result due to T. H. Lenagan concerning the factor rings 
by the idempotent maximal ideals belonging to a cycle. 
THEOREM 6.2. Let R be an hereditary noetherian prime ring and let Ml , M2 
be idempotent maximal ideals such that O,(Ml) = O,(M,). Then R/M, and 
R/M, are matrix rings over the same division ring. 
Proof. Let S = O,(M,) = 0,(M2). Then R = I,(M,). The ideal 
H = M,M, of R is also an ideal of S. Let J/H be the radical of S/H. Then 
J C M, n M2 since, by Theorem 5.3, Ml is a semimaximal right ideal of S, 
and M, is a semimaximal left ideal of S. Therefore, J is an ideal of R. By 
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Lemma 3.1, R/J z Is,J(JJJ J). H owever, forming an idealizer from S/J 
increases the number of maximal ideals (using Proposition 3.5) and so S/J 
can only have one maximal ideal. Thus S/J is simple artinian; S/J E D, 
for some division ring D. Then, R/J is a block triangular matrix ring over D 
and so RIM, and R/M, are both matrix rings over D. I 
Before making our next use of the localization technique we must consider 
iterated localization of an hereditary noetherian prime ring R. It is quite 
clear from Theorem 4.4 and Corollary 4.5 that this process terminates 
precisely when it reaches an hereditary noetherian prime ring which has no 
proper idempotent ideals. Such a ring is called a Dedekind prime ring and its 
structure and properties have been studied in [6], [22] and [23]. 
THEOREM 6.3. The following conditions on an hereditary noetherian prime 
ring R are equivalent. 
(i) R is contained in and is right equivalent to a Dedekind prime ring. 
(ii) R is contained in and is equivalent to a Dedekind prime ring. 
(iii) R has finitely many idempotent ideals. 
(iv) R has finitely many idempotent maximal ideals. 
(v) R is obtainable as an iterated idealizer from a Dedekind prime ring. 
Proof. (i) o (iii) o (iv). By Corollary 4.5, (i) is equivalent to saying 
that R contains a minimal idempotent ideal. And [7, Theorem 4.81 says that 
that is equivalent to (iii) and (iv). 
(i) 3 (v). By C oro 11 ary 4.5 there is a chain of rings between R and the 
Dedekind prime ring, each minimal over its predecessor. Thus, by Corollary 
5.4, each is an idealizer from its successor. 
(v) * (i) * (ii). These are trivial. 
(ii) 3 (iii). Say S is the Dedekind prime ring. Then there is a ring T 
such that RL TCS, R N1 T and T wr 5’. Using the equivalence of (i) 
and (iii), T has only finitely many idempotent ideals. The left-handed 
version of (i) o (iii) then shows that T is contained in and is left equivalent 
to some Dedekind prime ring; so the same holds for R. Therefore R has 
finitely many idempotent ideals. I 
The Dedekind prime rings which have nonzero Jacobson radicals have a 
rather easy structure. It is proved in [12, Theorem 3.71 that they are full 
matrix rings over principal ideal domains which themselves have nonzero 
radicals. In the next theorem, we show that hereditary noetherian prime 
rings which have nonzero radicals have a similar structure. 
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THEOREM 6.4. A ring R is an hereditary noetherian prime ring with 
nonzero Jacobson radical if and only if 
(i) R C S, R mT S, for some Dedekind prime ring S, 
(ii) S e L, where L is a principal ideal domain with J(L) = J # 0, and 
(iii) R 3 Jn and RI Jn is a direct sum of block lower triangular matrix 
subrings of the simple components of the semisimple ring Sj Jn , 
Proof. + (i) Since R has only finitely many maximal ideals, it can have 
only finitely many idempotent maximal ideals. Thus, by Theorem 6.3, 
RCS, R wT S for some Dedekind prime ring S. 
(ii) By Corollary 4.5, S = O,(A) f or some minimal idempotent ideal 
of R. Now O,(A) g end(,A) E eRr‘e for some integer m and some idem- 
potent e E R, . So the radical of S is evidently nonzero. Therefore, as 
mentioned above, S is as described. 
(iii) Clearly S/ Jn is a semisimple ring. Now by Theorem 6.3, R can be 
obtained from S by iterated idealizing. This makes it clear that Jn C R and 
that R/ Jn , being an iterated idealizer from S/ Jn , is as claimed. 
e Conversely, (iii), together with Lemma 3.1 and Theorem 3.7, shows 
that R is an iterated idealizer from S. Therefore R is an hereditary noetherian 
prime ring. And since Jn C R, R has nonzero radical. I 
One special case to which this can be applied is that of a semiperfect 
hereditary noetherian prime ring R. A ring S is semiperfect if S/J(S) is 
semisimple and idempotents can be lifted modulo J(S) (see [2] for further 
details). The former condition applied to R says that R has nonzero radical. 
Therefore, we can apply Theorem 6.4. However, one can say more in this 
case. For the Dedekind prime ring S of Theorem 6.4 is easily seen to be 
semiperfect and so too is L. Thus, Lj J must be a division ring. Therefore, 
we have precisely the situation described in Corollary 3.8. This yields the 
following theorem, due originally to Michler [ 191. 
THEOREM 6.5. A ring R is a semiperfect hereditary noetherian prime ring 
if and only if there is a local principal ideal domain L such that R is a block 
lower triangular matrix ring over L\J(L). 
We saw in Theorem 6.3 that the localizing process terminates precisely 
when it reaches a Dedekind prime ring. And Theorem 6.3 described internally 
those hereditary noetherian prime rings contained in and equivalent to a 
Dedekind prime ring. We end this section by investigating the dual situation. 
Let us describe an hereditary noetherian prime ring which contains no 
smaller equivalent one as being minimal. Such a ring is clearly terminal in 
the idealization process. 
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PROPOSITION 6.6. Let S be an hereditary noetherian prime ring. Then S 
is minimal if and only if each maximal left ideal and each maximal right ideal 
is an ideal. 
Proof. This is clear from Corollary 5.4. 
As proved in [7, Theorem 4.101, each hereditary noetherian prime ring 
is either right bounded or right primitive. (Right bounded means that each 
essential right ideal contains a nonzero ideal). By Proposition 6.6, a minimal 
ring is blatantly not primitive; so it must be bounded. However, boundedness 
is preserved under equivalence (see [ 1, Satz 1.61). Therefore, condition (i) 
of the next theorem is necessary. 
THEOREM 6.7. Let S be an hereditary noetherian prime ring. Then, S 
contains an equivalent minimal hereditary noetherian prime ring if and only if 
(i) S is bounded, and 
(ii) S has only finitely many maximal ideals M such that S/M is not a 
division ring. 
Proof. We may suppose throughout that S is bounded. First we wish 
to define h(S) as described before Proposition 3.5. The definition there still 
makes sense since any factor ring of S by a maximal ideal is simple artinian. 
Condition (ii) above says precisely that h(S) < co. And the condition that 
S be minimal, given in Proposition 6.6, is that h(S) = 0. 
Since S is bounded, equivalence and right equivalence coincide (see 
[ 14, p. 1211). Thus, any smaller equivalent hereditary noetherian prime 
ring can be obtained from S by iterated idealization. 
Let ST> R = I,(A) where A is a semimaximal right ideal of S such that 
SA = S. It is easy to check that the proof of this theorem is complete 
provided we show that h(S) > h(R). Now h(S) was defined in terms of 
maximal ideals. But it can equally well be defined as a summation over 
the isomorphism classes of simple right S-modules, the maximal ideal being 
the annihilator of the simple module concerned. In particular, the annihilator 
of S/A is an ideal H such that S/H is semisimple. 
By Corollary 2.4 and Theorem 1.3, there are two possible sources of a 
simple right R-module U. One is that U = U, belongs to the R-composition 
series for S/A. Thus, H annihilates U, , and U, belongs to the R-composition 
series for R/H. The other source is that U = U, is actually a simple right 
S-module whose annihilator in S is a maximal ideal M coprime to H. Let 
G ~~~ M n H. Then, R/G g I,,o(A/G) by Lemma 3.1. But 
S/G g S/H @ S/M and A/G g A/H @ S/M. 
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So, by Lemma 3.2, R/G E R/H @ S/M. Therefore, there is a maximal 
ideal N of R, N r) G, such that R/N g S/M. 
Thus, the contribution to h(R) from ZJ, is exactly the same as that to h(S). 
Thus, the only difference between h(R) and h(S) is the difference between 
h(R/H) and h(S/H). P ro osi ton 3.5 may now be used to complete the proof. 1 p ‘t’ 
We end this section by noting a curious connection between minimality 
and radicals. It is evident that an hereditary noetherian prime ring with 
nonzero radical satisfies the conditions of Theorem 6.7. There is a partial 
converse. 
COROLLARY 6.8. Let S be an hereditary noetherian prime ring. The 2 x 2 
matrix ring S, contains a minimal equivalent hereditary noetherian prime ring 
if and only if S has a nonzero radical. 
Proof. Of course, S, is an hereditary noetherian prime ring, and it has 
nonzero radical precisely when S does. Let M be a maximal ideal of S. 
Then, M, , the set of all 2 x 2 matrices over M, is a maximal ideal of S, , 
and h(MJ = I + 2h(M) > 0. Since h(S,) is to be finite, S must have 
finitely many maximal ideals. Since S, is bounded, so also is S. Thus its 
radical is the intersection of its maximal ideals, and so is nonzero. I 
One can, for example, apply this to Z and deduce that Z, does not contain 
a minimal such ring. 
III. EXAMPLES 
One feature of the theory in the preceding parts is that it can be used to 
provide numerous examples of hereditary noetherian prime rings and other 
similar rings. In this part, we will illustrate this by giving several examples. 
Once again we exclude simple artinian rings when speaking of hereditary 
noetherian prime rings. 
Our first example has been given before in special cases, with special 
proofs. 
EXAMPLE 7.1. Let L be an hereditary noetherian prime ring, and let M 
be a nonzero maximal ideal. Then, the matrix ring 
is an hereditary noetherian prime ring. 
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Proof. Since M is a nonzero maximal ideal of L, L/M is a simple artinian 
ring, and so the right ideal (F p) of L, . is semimaximal. Since R is its idealizer, 
Theorem 5.3 gives the result. I 
This is a special case of the next example, the proof of which is virtually 
identical. 
EXAMPLE 7.2. Let L be an hereditary noetherian prime ring and let A 
be a semimaximal right ideal. Then the matrix ring 
is an hereditary noetherian prime ring. 
It is clear that our methods can only construct examples from given 
examples. So, next we describe some known examples which we will use as 
starting points in our constructions. Let F be a field of characteristic zero; 
and let F( y) denote the field of rational functions in an indeterminate y, F[ y] 
the ring of polynomials. Consider the rings F( y)[x], F[ y][x] of noncom- 
mutative polynomials in an indeterminate x over those two rings, subject to 
xy - yx = 1. These are known as B, , A, respectively. They are both simple 
hereditary noetherian domains; in fact F( y)[x] is also a principal ideal 
domain. 
Now, we recall that in [7, Section 51 it was conjectured that, in an hereditary 
noetherian prime ring which has finitely many idempotent ideals, every 
ideal should contain an invertible ideal. And, in the introduction to [5], the 
question is asked, whether an hereditary noetherian prime ring, each of 
whose proper factor rings is an artinian principal ideal ring, is necessarily a 
Dedekind prime ring. The next example, some of whose properties were 
discussed in [13], deals with both of these points. 
EXAMPLE 7.3. Let S = F(y) [x], where F is a field of characteristic zero 
and xy - yx = 1. Then the ring R = I(xS) = F + XS is an hereditary 
noetherian domain. It has a unique nonzero proper ideal xS; and XS is idem- 
potent. 
Proof. As mentioned above, S is a simple principal ideal domain and XS 
is evidently a maximal right ideal. By Theorem 5.3, R = I(xS) is an hereditary 
noetherian domain and, by Corollary 5.4, XS is an idempotent maximal 
ideal of R. If C is any nonzero ideal of R, then C 1 xSCXS = xS, since S 
is simple, and so XS is the only proper nonzero ideal of R. It is a straight- 
forward calculation to check that R = F + xS. I 
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This particular ring R has another interesting property. For it has 
indecomposable finitely generated torsion modules which are not cyclic- 
although partial results in [7] had suggested the contrary. This property 
is established in [18] using the theory of idealizers together with some new 
results about the rings F( y)[x] and F[ y][~]. As a preliminary before our 
next few examples we establish another result about these two rings. 
THEOREM 7.4. Let S be either of the rings F( y)[x] and F[ y][x] where F 
is a field of characteristic zero and xy - yx = 1. 
(i) Let R be any subring containing F and a nonxero right ideal A of S. 
Then R is right noetherian and rt K dim R = 1. 
(ii) If, further, R C I(A), then R is left noetherian and It K dim R = 1. 
Proof. (i). SA = S, since S is simple. So, by Propositions 2.3 and 2.6, 
we need only show that S/A has finite length over R. Of course, since S is an 
hereditary noetherian domain, S/A h as finite length over S. So, it will 
suffice to show that each simple S-module, U say, has finite length over R. 
Let U z S/M for some maximal right ideal M of S and let C = M . ’ A. 
Then, by Proposition I .4(a)(i), we need only show that C/M has finite length 
over R. By Proposition l.l(ii), C/M E hom,(S/A, S/M) as a right end(S/A)- 
module and therefore as an F-vector space. However, it is proved in [18] 
that hom,(S/A, S/M) has finite dimension over F. Since F C R, this means 
that C/M has finite length over R. 
(ii). If R C I(A), then R C O,(A). N ow O,(A) is Morita equivalent to 
S and so has the same properties as S (see [23]). Also A is a left ideal of 
O,(A) and therefore the left-handed version of (i) can be applied. I 
Next we consider some special instances and calculate their homological 
dimensions. 
EXAMPLE 7.5. Let S be the ring F(y) [xl, where F is afield of characteristic 
zero and xy - yx = I. Let A = x(x - y-l) S and R = I(A). Then, R is a 
noetherian domain, K dim R = 1, gl dim R = co. 
Proof. By Theorem 7.4, R is noetherian and K dim R = 1. It is clear 
from Proposition 2.11 that, in order to find rt gl dim R we must study the 
right R-module S/A. Now the reason for the particular choice of A comes 
from [18] and is that S/A has a unique composition series of length 2, 
S1 xS1 A and S/xS z x&‘/A. Therefore, by Theorem 5.3, R cannot be 
hereditary. 
It is easy to check that hom,(S/A, S/xS) g F and, of course, end,(S/A) 
contains F. Thus, hom,(S/A, S/xS) is a simple right end,(S/A)-module. 
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Proposition 1.4(b) now shows that S/xS has length 2 over R, the unique 
composition series being given by S3 R + xS3 xS. Now (x - y-l)S = 
yxS; so it is easily seen that S/A, as a right R-module, has composition series 
as indicated in this diagram, 
XS R - Ftxy Ft x(x-y-h 
Y xy(R t xS) 
IA 
Using Lemma 2.8, the right R-modules S, xS, R and A are all projective. 
If R + XS and xy(R + xS), which clearly are isomorphic, were projective 
then, by Proposition 2.11, R would be right hereditary and, being noetherian, 
left hereditary too. Since this is false, R + XS is not projective. Therefore 
the short exact sequence 
O+xy(R+xS)-txS@R+R+xS+O 
shows that R + XS has infinite projective dimension. I 
EXAMPLE 7.6. Let S be the ring F(y)[x], F a field of characteristic zero, 
xy - yx = 1. Let A = x(x + y)S and R = I(A). Then R is a noetheriun 
domain, K dim R = I, gl dim R = 2. 
Proof. This time [18] shows that S/A has a unique composition series 
of length 2 in which the composition factors are not isomorphic. An argument 
similar to the preceding proof shows that the factors in the following diagram 
are all simple right R-modules, 
XS 
Again R is noetherian, K dim R = I, and gl dim R >, 2. The right R- 
modules A, xS, R and S are all projective. So R + XS cannot be projective. 
But then the short exact sequence 
O-+A+xS@R+R+xS-+O 
481/22/1-6 
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shows that p.d.(R + xS) = 1 and hence, by Proposition 2.11, that 
gl dim R = 2. I 
As noted after Lemma 2.1, this example shows that, in this situation, S 
need not be a “right localization” of R. For, in this particular example, it is 
not true that S is a flat left R-module, since ((R + xS)/R) @ S # 0. 
EXAMPLE 7.7. Let S = F(y) [xl, F a field of characteristic zero, 
xy -yyx = 1, and let R = F + x2S. Then, R is a noetherian domain, 
K dim R = I, gl dim R = 2. 
Proof. First we note that if R were an hereditary noetherian domain 
then, since x2S is clearly an idempotent maximal ideal, Theorem 5.2 shows 
that R = I,(x2S). But this is false since x E I(x2S). However, by Theorem 7.4, 
R is noetherian (and K dim R = 1) so gl dim R 3 2. It is now sufficient 
to show that rt gl dim R < 2. 
Straightforward calculations show that SIx2S s SIxS @ S/x5’, that the 
following diagram is of R-composition series for S/xS, 
F+yF+ XS 
yF+ XS 0 F+ XS 
XS 
and that 
(F + x2S)/x2S cz (F + xS)/xS g ( yF + xS)/xs z u 
say. Now Lemma 2.8 shows that S, xS, R = F + x2S, and x2S are projective 
right R-modules. Therefore, p.d. U < 1 and p.d. S/xS < I. The short 
exact sequence 
O+(F+yF+xS)/xS+S/xS+S~FfyF+xS+O 
shows that p.d. S/(F + yF + xS) < 2. Therefore, by Proposition 2.11, 
rt gl dim R < 2 as required. I 
We end with an example rather like Example 7.1. 
EXAMPLE 7.8. Let L be an hereditary noetherian prime ring, M an invertible 
maximal ideal. Then the ring 
R =(; y) 
is a noetherian prime ring, K dim R = 1, gl dim R = co. 
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Prooj. This is proved using basically the same techniques as in the proof 
of Example 7.5. I 
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