Modeling the interactions of biological molecules, or docking is critical both to understanding basic life processes and to designing new drugs. Here we describe the FPGA-based acceleration of a recently developed, complex, production docking code. We find that it is necessary to extend our previous 3D correlation structure in several ways, most significantly to support simultaneous computation of several correlation functions. The result for small-molecule docking is a hundred-fold speed-up of a section of the code that represents over 95% of the original run-time. An additional 2% is accelerated through a previously described method, yielding a total acceleration of 36× over a single core and 10× over a quad-core. We find this approach to be an ideal complement to GPU-based docking which excels in the protein-protein domain.
: Docked complex of two proteins generated using Pymol [13] .
this below and compare it with the FPGA approach presented here. The present authors and collaborators have also previously used FPGAs to demonstrate proof-of-concept FPGA-based acceleration of ZDOCK and some other systems [22, 23] .
Close shape complementarity Collision Nonintersection Poor fit Figure 2 : Examples of shape complementarity (from [22] ).
The basic computational task for docking is to find the relative offset and rotation (pose) between a pair of molecules that gives the strongest interaction (see Figure 2 ). Hierarchical methods are often used; these include: (i) an initial phase where candidate poses are determined (docking), and
(ii) an evaluation phase where the quality of the highest scoring candidates is rigorously evaluated.
This work describes the FPGA-based acceleration of PIPER, a state-of-the art code that performs the first of these tasks. PIPER advances the art of rigid molecule docking by minimizing the number of candidates needing detailed scoring with only modest added complexity [9] . Our methods are other well-known rigid molecule docking codes with public domain servers are Situs [24] , FTDock [5] , ZDOCK [1] , Hex [14] , GRAMM [21] , DOT [19] , and PatchDock [15] . Some of the many docking codes that use rigid molecule docking as a preliminary step are Glide [4] , ClusPro [2] , and GRAMM-X [20] .
The computational complexity of rigid molecule docking is large. With typical grid sizes of N = 128 in each dimension and the total number of angles 10, 000, 10 10 relative positions are evaluated for a single molecule pair. Typically, the outer loop consists of the rotations while the translations are handled with a 3D correlation. Since the latter require O(N 6 ) operations, this type of exhaustive search was long thought to be computationally infeasible [10] . The introduction of the FFT to docking [7] reduced the complexity of each 3D correlation to O(N 3 log N ) for steric (shape only) models;
further work expanded the method to electrostatic [5] and solvation contributions [1] .
Docking computations are generally used to model one of two types of interactions: between proteins (protein-protein docking) or between a protein or other large molecule and a small molecule (small molecule docking). In the latter case the large molecule is referred to as the substrate or receptor and the small molecule as the ligand. Protein-protein docking is important for basic science, while small molecule docking is the method of primary interest in drug discovery. In both cases, one molecule has a grid size of up to 128 3 ; in protein-protein the second molecule is similar, but in small-molecule the ligand is typically an order of magnitude smaller (per dimension). This difference leads to there being a divergence in optimizations, with docking codes sometimes specializing in one domain or the other. We have found that this divergence emerges in accelerated docking as well.
In our previous work [22, 23] we showed that, for FPGA-based coprocessors, the original direct correlation-rather than an FFT-is sometimes the preferred method for computing rigid molecule docking. Two reasons for this are the inherent efficiency with which FPGAs perform convolutions and the modest precision (2-7 bits) of the original voxel data. Note that this precision goes to 48 or 106 bits (single or double precision imaginary floating point) for the FFT. We also introduced a novel addressing technique for performing rotation that uses only a modest amount of logic, and whose latency can be entirely hidden. And finally, we presented an efficient filtering method that computes on-the-fly the biological importance of the poses and so minimizes host-accelerator communication.
In this work we extend these methods to facilitate integration into PIPER and other docking codes. In particular, we have added support for (i) pairs of large molecules as necessary for modeling protein-protein interactions; previously we only supported protein interactions with small molecules,
(ii) the efficient combining of a potentially large number of force models; previously we had flexibility in the force model, but required it to be simple, and (iii) handling charge reassignment after every rotation; previously we assumed that charge assignment was done only once. The result is, for small-molecule docking, a hundred-fold speed-up of PIPER's correlation computation and a 10-fold speed up of the entire application. Both these numbers are with respect to a four core processor.
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In this work we also find the limits of the correlation-based approach for current generation FPGAs. Since the FFT has the advantage over direct convolution in asymptotic complexity, the question is at what molecule size does this advantage begin to dominate over other factors, such as precision.
We find that the split occurs almost directly on the small/large molecule boundary. For ligands less than 25 3 , direct correlation yields significant acceleration; for ligands larger than 32 3 , the FFT, on a multicore host, is superior.
The particular contributions are modified structures to support these features and the experiments that determine the optimal configuration with respect to several design parameters. The overall significance is to reduce the typical running time of evaluating a drug candidate from days to hours thereby dramatically increasing the throughput of computational docking experiments. Further significance is the finding with respect to the cross-over point between 3D correlations and FFTs on
FPGAs. This could be of interest in the many other applications where these operations are fundamental. And finally, the comparison with multicore processors and with GPUs points to the best ways to build cost-effective heterogeneous rigid-molecule docking systems using the current generation of accelerator technology.
The rest of this paper is organized as follows. We next give a brief overview of PIPER. There follows the basic design for 3D correlation on the FPGA. After that we present details of the novel structures needed to implement complex correlations. Then comes a summary of other approaches possible using FPGAs, GPUs, and multicore. We conclude with results, a comparison of approaches, and discussion. 
where 
PIPER Scoring Functions
The scoring function used in PIPER is based on three criteria: shape complementarity, electrostatic energy, and desolvation energy (through pairwise potentials). Each of these is expressed as a 3D correlation sum, and the total energy function is expressed as a weighted sum of these correlation scores:
Shape complementarity refers to how well the two proteins fit geometrically (see Figure 2 ) and here is computed as a weighted sum of attractive and repulsive van der Waals (Pauli exclusion) terms, the latter accounting for atomic overlaps:
Electrostatic interaction between the two proteins is represented in terms of a simplified Generalized Born (GB) equation [1] . The electrostatic energy is obtained as a correlation between the charge on the ligand grid and the potential field on the receptor grid. Unlike in our previous work, charge distribution is recomputed for every rotation.
Desolvation is a measure of change in free energy when a protein-atom/water contact is replaced by a protein-atom/protein-atom contact. In PIPER, it is represented using pairwise interaction Uncorrected Manuscript --NOT A PROOF potentials, as previously discussed, through P correlation functions. all the per-rotation steps-except rotation and grid assignment-in the FPGA. This accelerates the bulk of the work performed by PIPER (see Table 1 ), but bounds the potential speed-up at about 40×.
PIPER Program Flow and Performance Profile
Accelerating charge assignment is also possible using the methods developed previously [6] . extension with delay lines, and c) full 3D correlation with delay "planes." Figure 4 shows the systolic 3D correlation array progressively formed starting from a 1D correlation array [23] . This structure is an extension of the 2D correlation array described in [18] . The systolic array performs direct correlation at streaming rate. The basic unit of the systolic array is a compute cell which takes two voxels and computes the voxel-voxel score. The compute cell then Uncorrected Manuscript --NOT A PROOF adds this score to the partial score from the previous cell and outputs the updated partial score. The operation of the compute cell can be written as
Correlation Structure
where Score in is the score from the previous compute cell and 
On typical high-end FPGAs, these FIFOs can be implemented using block RAMs. Note that the size of the FIFO is proportional to the size of the larger grid M x . In addition, since the FIFOs are used to delay the correlation score, the width of the FIFOs depends on the number of bits the correlation score requires. Although enough block RAMs are present to implement FIFOs for grids of quite large size, incorporating multiple correlations can pose a problem. This is discussed in the next section and a modified correlation pipeline is proposed.
FPGA Algorithms

Supporting Multiple Energy Functions: Overview
There are two obvious ways to extend the structure of Section 3 to combine the multiple correlations required of PIPER: compute them singly or together. Neither is by itself preferred. The first method uses the same control structure as before, but for each different correlation, the FPGA is reconfigured to the appropriate data types and energy model. The scores must be saved off-chip and combined. That is, the k FFTs are replaced with k correlations, plus the overhead of reconfiguration and combining. The second method involves expanding the structure to perform k different correlations simultaneously. This method requires only a single pass through the large grid, and generates k independent correlation scores per cycle. Recall from Section 2.2, however, that the energy functions are weighted so that for k functions
Thus combining on-the-fly requires multiplications as well as additions, resulting in (perhaps) a substantially more complex compute structure. Combining can be done in three ways: within each compute cell, upon completion, or by integrating the weights into the scoring functions. These options are now examined (see Figure 5 ).
Combining within the compute cells requires that the weighted sums be computed within each one. This makes the compute cell more complex (see Figure 5a ). For each energy function, the first multiplier multiplies the two voxels to generate the score, which is then multiplied with the appropriate weight. Weighted scores of different energy functions are summed up and added to the weighted score from the previous cell. The problem here is the number of multipliers that this requires: 2k times the number of cells, or between 512 and 4000 additional multipliers. This is problematic for current FPGAs and would end up drastically reducing the number of compute cells and hence the Uncorrected Manuscript --NOT A PROOF size of the largest ligand grid that can be supported.
Combining on completion (see Figure 5b ) means that we must propagate k independent running scores through the line and plane FIFOs of Figure 4 ; the width of the FIFOs must then be increased by k×. Even with average sized grids, the block RAM requirements to implement the FIFOs are way over the available block RAMs on present day FPGAs, making this approach impractical.
Integrating the weights into the grids (see Figure 5c ) requires significantly increasing the precision throughout the entire system. This reduces the number of compute cells and thus the throughput.
While a plausible solution, it is still not preferred. The solution we use is a hybrid: we compute all the energy functions simultaneously and we combine the running scores once per row (see Figure 6 ). The resulting structure results in almost 40% savings in block RAM requirements compared to the solution in Figure 5b and almost 38% reduction in multipliers compared to Figure 5a , for typical receptor-ligand grid sizes. To obtain the modified structure, the following modifications are required in the correlation structure of Figure 4 . The weighted score from the FIFO of the current row is sent directly to the weighted scorer module at the end of the next row, where it is added to the partial weighted score of that row (as per Equation 3).
Supporting Multiple Energy
In order to align this previous weighted score with the scores emerging from the current row, it needs to be sent through a new FIFO before it enters the weighted scorer. The length of this new FIFO is equal to the length of the 1D correlation row. For efficient implementation, this new FIFO is merged with the existing line FIFO. Also, the length of the combined FIFO needs to be adjusted to account for the delay through the pipeline stages of the weighted scorer.
New voxel data type. In contrast to the earlier design, where each voxel represented only one value, the new voxel data at every grid point must represent energy values for different energy functions.
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To implement the PIPER energy functions, we have modified the voxel data to contain the following five (or more) energy values: attractive van der Waals, repulsive van der Waals, Born electrostatics, Coulomb electrostatics, and P pairwise-potentials. The number of desolvation terms, P , is an input parameter. In the serial PIPER code, the energies are represented using single precision floating point numbers. In our FPGA implementation, we use the fixed point numbers shown in Table 2 with no loss of precision. In order to support larger ligand grids, we have implemented a scheme to compute correlation scores in pieces. Note that the receptor size can still be as large as before. We call this piece-wise correlation, as it involves loading different pieces of the ligand grid into the FPGA correlation cores and storing the partial scores in score memory. A new ligand memory is added which stores the entire ligand. This was not needed earlier since ligand volxels were stored directly in the compute cells. For each ligand piece, the receptor is streamed through the 3D correlation pipeline and the partial scores are saved. We have added a new controller to handle the new functions: loading ligand Uncorrected Manuscript --NOT A PROOF grid-pieces, generating the correlation scores, and generating the addresses of score memory where the current partial scores are accumulated. A new-score accumulator has also been added. This fetches the current score from the score memory, adds the new partial score to it, and stores it back to the same location in score RAM. The entire scheme is shown in Figure 8 . Table 3 compares the logic utilizations for the correlation pipelines with and without support for piecewise correlation. For this example, a simple compute cell is used with an 8 × 8 × 8 on-chip array of cells. The designs in the first two rows both operate on an 8 × 8 × 8 ligand; the difference is that the second has the overhead hardware for swapping. We see that the overhead for supporting piecewise correlation scheme is minimal. Also, the clock rate is virtually unchanged. The last two rows show the support required to operate on 16 3 and 32 3 ligands, respectively, keeping the number of hardware cells constant. Clearly, larger correlations can be supported without much increase in the resources required.
Supporting Large Ligands
Results
Target Architecture and Operation
The target architecture for FPGA-accelerated PIPER described here has the following characteristics (typical for current products):
• The overall system consists of a host PC or workstation with an accelerator board plugged into a high-speed socket (e.g., PCI Express). The host runs the main application program and communicates with the accelerator through function calls using vendor supplied drivers.
• The accelerator board consists of a high-end FPGA, memory, and a bus interface. On-board memory is tightly coupled to the FPGA either through several interfaces (e.g., 6 x 32-bit) or a wide bus (128-bit).
• Besides configurable logic, the FPGA has dedicated components such as independently accessible multiport memories (e.g., 1000 x 1KB) and a similar number of multipliers.
Generalizing PIPER to multi-FPGA systems for most docking applications is almost immediate: rotations can be partitioned among accelerators.
Execution of the accelerated code proceeds as follows. Before the correlation between the receptor and ligand grids is performed, those grids need to be assigned with charges corresponding to the various energy functions. This is done on the host using the PIPER code. For the receptor, PIPER assigns the charges only once, since it stays fixed throughout the entire docking process. This grid is downloaded to the accelerator board memory. For every rotation, the PIPER program rotates the ligand and updates charges on the ligand grid. This grid is then downloaded into the correlation cells on the FPGA. In the case of piecewise correlation, the ligand grid is downloaded into off-chip memory, whence it is loaded as described in Section 4.3.
Once the ligand is downloaded, the FPGA correlation starts, generating one score per cycle.
These scores are passed to a data reduction filter, which selects a pre-specified number of top scoring positions and stores them in the on-chip block RAMs. Upon completing the correlations for one rotation, the host program uploads the highest scores and downloads the ligand grid for next rotation.
Each FPGA accelerator has a certain capacity of correlation cells, e.g., 8 3 for the Altera Stratix-III SL340 when running PIPER with P = 4. For larger ligands and larger P , the cell array is used multiple times per rotation (piece-wise correlation). For smaller ligands and simpler energy functions, multiple correlations are executed simultaneously, e.g., 8 for a 4 3 ligand.
We now briefly describe the non-FPGA overhead, including data transfers.
• Initialization. Initialization can take several seconds, but since the overall execution time is on the order of hours, this time is negligible.
• Host computation. Charge is reassigned to the ligand for every new rotation. For typical ligand sizes this takes 200ms and can proceed in parallel with the FPGA computation.
• Host-Board data transfers. After initialization, the only data transfers between host and FPGA board are the ligand (host-to-board) and results (board-to-host). Both are negligible. The data per ligand is the bytes per voxel (e.g., 8 for P = 4) times the number of voxels (e.g., • Board-FPGA data transfers. During correlation, receptor data is streamed from board to FPGA in a single stream. Again, this is 8 bytes wide for P = 4, which represents a fraction of typical board-FPGA transfer capability. All FPGA configurations were created using VHDL. Synthesis and place-and-route were performed using Altera design tools. The target system used to validate the functionality of FPGAaccelerated PIPER was an XtremeData XD1000 which contains an Altera Stratix-II EP2S180 [25] .
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Validation and FPGA-Specific Results
Validation was performed with respect to the original PIPER serial code: exact matches were obtained.
Since the Stratix-II is now obsolete we also generated configurations through post place-androute for an Altera Stratix-III EPSL340. This method is sufficient to give precisely the resource usage (see Table 4 ). For an 8 3 ligand, the design uses 100% of the DSP blocks and 82% of the combinational logic. The actual number of multipliers required is far more than those available on the chip: the balance are created from combinational logic. The operating frequency is predicted to be 100MHz.
For true implementations this number is often slightly lower. On the other hand, operating frequencies for this generation FPGA are often in the 200-300 MHz range, so with some optimization higher performance could be realized.
Reference Codes
Besides the original single core and FPGA-accelerated versions of PIPER, we have constructed two other versions: a multithreaded and a GPU accelerated. They differ primarily in the correlation: specifically in the cross-over point where the FFT is preferred over direct computation. In all cases, the host was a quad-core Intel Xeon 2GHz processor. The host codes were compiled using standard optimization settings. Docking results were validated against the original code.
For FPGAs, the reasons to implement correlations directly, rather than with an FFT, include low precision and a regular compute pipeline. The FFT's advantage in asymptotic complexity, however, Uncorrected Manuscript --NOT A PROOF means that there must exist a problem size where that method is preferred. Conversely, for multicore and GPU there may also exist problem sizes small enough for direct correlation to be preferable to the FFT.
Our reference implementation, the PIPER production code, uses the FFTW package [3] . Running this on a single core of a quad-core Intel Xeon 2GHz processor, the time for a 128 3 FFT is 360ms.
When all four cores are used, the time is 106ms. Direct correlation on multicore is slower for all ligand sizes greater than 4 3 , which executes in 44ms. In separate work, we performed the same 3D FFT on a current high-end GPU-based system, the NVIDIA Tesla C1060 (see [17] for details). The Tesla C1060 has a PCIe interface, 4GB of memory and a single GPU. The GPU itself has an operating frequency of 1.3GHz and 240 streaming processor cores. For this system, using the NVIDIA library function, the time for a 128 3 FFT is 9.3ms. We also tried direct correlation: this was again slower than the FFT for all ligand sizes but 4 3 , which executes in 4.1ms. 
Performance Comparisons
FPGA Speedups for Various Energy Functions
Performance with respect to various energy functions.
Rigid-molecule docking programs vary in their energy functions. For example, Situs [24] employs shape complementarity (SC), while FTDock [5] , DOT [19] , and Hex [14] use both SC and electrostatics. PIPER uses both of these and adds some number of pairwise potential terms. Also, the datatype Uncorrected Manuscript --NOT A PROOF sizes vary with the function: for PIPER they range from 4 to 9 bits; some of the other programs use a simpler SC function that uses only 1 to 2 bits.
The docking codes generally handle the multiplicity of energy functions by executing multiple FFTs. Also, there is no advantage to having a small datatype and little advantage to having a small ligand. The FPGA-accelerated versions differ in three ways: (i) they execute the multiple functions simultaneously; (ii) the small datatype results in a more efficient configuration and thus more parallelism and higher performance; and (iii) the performance is inversely proportional to the number of elements in the ligand. Figure 9 shows the speed-ups of the FPGA-accelerated versions of four combinations of energy functions. The series labeled "Simple" represent the energy functions used in DOT and FTDock while the series labeled "PIPER" represent the more complex PIPER versions of these functions. "DE" refers to the use of four pairwise potential terms. As expected, the simpler the energy functions, the greater the speed-up. 
Performance of the correlation task for various technologies.
We measure the performance of the correlation task for the PIPER energy functions with four pairwise potential terms (left panel of Figure 10 ). For the GPU, multicore, and single core, the FFT was faster than direct correlation for all ligand sizes but 4 3 . The leftmost data points therefore use that method for all the technologies, including the single core reference. The crossover point for the FPGA version is 16 with respect to the GPU and about 30 with respect to a four core processor.
Performance of the entire application for various technologies.
For reference we show PIPER run with 10,000 rotations and P = 18 (right panel of Figure 10 ). The total run time on a single core is 27.8 hours. When PIPER is used in production, jobs are executed in batch mode on 1K node IBM BlueGene L.
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When the entire application is run the speed-ups are reduced. The GPU performs filtering as a separate step, whereas on the FPGA it is pipelined with the correlation and so its latency hidden.
This increases the crossover point slightly. For the FPGA, the limiting factor is the host overhead (about 200ms per rotation) which dominates the execution time for ligand sizes ≤ 8 3 .
Discussion
We have presented an FPGA-based accelerator for a sophisticated, current, production docking code.
In the process, we created a novel addition to our 3D correlation structure to enable effective computation of complex correlations. This structure reduces FPGA component utilization by 38% to 40%.
We also added support for piecewise correlation to enable efficient computation with large ligands.
The overall result for small-molecule docking is a multi-hundred-fold speed-up for the correlation, which accounts for 95.4% of the computation. Acceleration of another 2.3% using an existing filtering method brings the potential total acceleration up to 42× over a single core; of this we currently obtain 36×. Since we achieve a speed-up of 3.4× for a four core implementation, the chip-to-chip speed-up is 10.5×. Accelerating the remaining 2.3% is work in progress -using a previously developed method for charge-to-grid assignment [6] appears promising. For protein-protein docking, the GPU's efficient FFT makes it the clear choice.
An important question is what these results say about the relative merit of FPGAs, GPUs, and multicore CPUs for rigid molecule docking and similar computations. With respect to operating frequency, that of multicore processors is about twice that of high-end GPUs, and five times that of an FPGA's peak. For floating point performance, the GPU's peak is four times that of an FPGA's, and eight times that of a quadcore processor. A more important measure, however, is the performance achieved for production applications and why. Here an FPGA has better performance (for small molecules) because its configurability allows a match between application and hardware. Two aspects stand out. One is that the correlation elements in the FPGA are built to the precision available in the problem, which enables 512 fully pipelined processors. The other is that this correlation pipeline runs at over 90% capacity. In contrast, the quadcore CPU and the GPU execute their FFTs (using library functions as described) at 10% and 4% of peak, respectively. The FPGA's place, for the time-being at least, is clearly with small molecule docking: a factor of 10× speed-up there means that many more drug alternatives can be examined. This advantage increases substantially for applications with simple energy functions (see Figure 9) . The highest impact, however, may be in applications that dock very small ligands. Such molecular fragments are used in computational solvent mapping for the critical application of determining druggable hot-spots within binding sites [11] . For this application, efficient charge assignment, would enable speed-ups of over 100×. Since our charge assignment algorithm depends on complex memory interleaving, the small ligand size is likely to simplify its implementation.
The significance of this work is in its potential to drastically increase the pace of discovery in both basic science and in drug discovery. As PIPER gets integrated into the popular online ClusPRO system [2] , the impact of this work should increase further.
