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Abstract 
Given a finite graph G=( V, E), what is the minimum number c(G) of incidence tests which are 
needed in the worst case to identify an unknown edge e*EE? The number c(G) was first studied by 
Aigner and Triesch (1988), where it was shown that for almost all graphs in the random graph model 
%(n,P(edge)=p),O<p<l fixed, c(G)>n-d(n), where d(n)=(21ogn/log(l/l-p))+O(loglogn). We 
prove that for each q <+, almost all graphs satisfy c(G)<n-qd(n). 
1. Introduction 
Let G =( V, E) be a finite graph (undirected, without loops or multiple edges). 
Imagine two players A (‘Algy’) and S (‘Strategist’) playing the following game: A asks 
from S questiohs about a hypothetical edge e* EE. The only admissible questions are 
questions of the form: ‘Is u an endpoint of e *? (ue V). A wants to identify e* by asking 
as few questions as possible, whereas S provides (consistent) answers in order to 
maximize the number of questions A needs. The number c(G) of questions which are 
asked in the game if both players play optimally from their point of view is called the 
edge identijication complexity, or, for short, complexity, of the graph G. Thus, in the 
language of search theory, c(G) is the worst-case complexity with search domain 
E and admissible tests ‘uee*?’ (cf. [43). The complexity c(G) was first investigated in 
[l], where it was shown that the inequalities max (,/m-f, Jm--$)< 
c(G)<lVI - 1 always hold and that the exact computation of c(G) is an NP-hard 
problem. Furthermore, the following strategy for player S (called the greedy strategy) 
was considered: S says ‘no’ as long as possible, i.e. as long as there is at least one edge 
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left in the graph which is compatible with all the answers. The number of questions 
asked in the game when S uses the greedy strategy and A plays optimally is clearly 
a lower bound for c(G) and we denote it by c,,(G). It is easy to see that 
co(G) = min { 1 WI: WC V and G - W contains exactly one edge} and that the computa- 
tion of co(G) is again NP-hard (cf. [l, Proposition 1, Theorem 51). The great 
advantage of c,(G) as compared to c(G) is that co(G) can be estimated very accurately 
for random graphs in the model 99(n, P(edge)=p), a model which is also adopted in 
the present paper (notation from [2]). The edges in a random graph on n vertices 
in this model are drawn independently with probability p, O<p < 1 fixed (and 
thus independent of n). By adapting estimates of Bollobas and ErdGs for the 
clique number of random graphs (cf. [3]), the following result can be proved (cf. [l, 
Theorem 63): 
Theorem 1.1. Let d=d(n) be the positive real number with (i)q(‘)= 1. Then 
lim P(n-rd(n)ldc,(G)dn-Ld(n)])= 1, 
n+cc 
where 
210gn 
d(n) = ~ 
log(llq) 
+ 0 (log log n). 
i.e. almost all graphs on n vertices have greedy bound Q(G) equal to one of the two 
numbers n-[d(n)1 or n-Ld(n)j. 
Of course, Theorem 1.1 provides a lower bound for the complexity of almost all 
graphs, whereas the purpose of the present paper is to prove a corresponding upper 
bound which, together with Theorem 1.1, shows that, for each fixed q> 1, the 
complexity of almost all graphs is within an interval of at most q logn/(log l/q) 
numbers (see Theorem 2.6). The main idea is to relate the complexity to a property 
called k-decomposability (see below) which is easier to analyze probabilistically. 
We refer the reader to [2] for the basic facts about random graphs and for 
undefined graph theoretical notions. 
2. The upper hound 
We begin by introducing the notions of k-sequencability and k-decomposability 
which are basic for our estimates. 
Definition 2.1. Let G=( V, E) be a graph and k some natural number, 
l<k<n-2=IV-2. 
(i) G is called k-sequencable if there exists a permutation x1, . . . ,x, of the vertex set 
V such that 
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(a) GCXI, . . ..xk+l ]=Kk+l-e, i.e. the induced subgraph on {x~,...,x~+~} is 
isomorphic to a complete graph minus an edge. 
(b) For i > k -t 2, Xi is adjacent to at least k of the vertices xi, j< i. 
(ii) G is called k-decomposable if there exists a partition I’= U c W of V satisfying 
IUI > k + 1, W#0, such that any XE IV is joined to at most k- 1 points in U. The 
partition is called a k-decomposition in this case. 
The following theorem shows that k-sequencability and complexity are closely 
interrelated. 
Theorem 2.2. Suppose 1 < k < n - 2. A graph G = (V, E) has complexity c(G) < n - k - 1 
if and only if its complementary graph c = (V, V@‘\E) is k-sequencable. 
Proof. (i) Suppose G is k-sequencable and x I, . . . ,x, is a corresponding permutation 
of V. We describe an algorithm for player A. 
At first, A asks vertex x,. When A has asked vertex Xi, i 2 k + 3, we distinguish two 
cases: if the answer is ‘no’, xi-1 is asked next. 
If the answer is ‘yes’, those points in {x 1, . . . , Xi_ 1} are probed to which xi is adjacent 
in G. By the k-sequencability of G there are at most i - 1 - k such neighbors and hence 
the unknown edge is found after at most (n-i+l)+(i-1-k-l)=n-k-1 
questions. 
For i = k + 2, the edge e* will be known immediately after the test, independent of 
the answer given, SinCe xk + 2 iS joined to at most one of the points xi, . . . , xk + 1 and 
GCxl, . . . ,xk+ll contains exactly one edge. Hence, c(G) < n - k - 1. 
(ii) Suppose c(G) d n - k - 1 and that player A plays optimally. Denote by xi, . . . , xl 
the sequence of vertices which are probed if player S always answers with ‘no’. 
Obviously, l<n-k-l and GIV\{xl,... ,x1}] contains exactly one edge. If question 
i is answered with ‘yes’, the number of questions in the game is 
i+ J(xEV\(xl, . . . . xi}: x and xi are adjacent in G}l- 1 
=n-1-j{xEV\{xI,... ,xi}: x and xi are adjacent in G)I 
dn- k- 1 since A plays optimally. 
Hence, by choosing any permutation xI+i,...,x, of V\{xI,...,xl} such that 
{x_ 1,x,} E E, we see that the sequence x,, x,_ 1, . . . ,x1 satisfies (a) and (b) from the 
definition of k-sequencability for G. 0 
We are now going to show a connection between k-sequencability and 
k-decomposability. 
Lemma 2.3. If G is not k-decomposable and contains a set {x1, . . . , xk+ 1} c V satisfying 
GCx 1, ... 3 Xk+ll=Kk+l-e, 
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then G is k-sequencable. 
Proof. We construct a sequence xi, . . . , x, with the properties of Definition 2.1 (i): first 
we choose xi, . . . ,xkf1asinthehypothesis.Ifn~i3k+1andx,,...,xi_,aredefined, 
choose Xi as a point which is joined to at least k points Xj, j< i. Since G is not 
k-decomposable, xi can indeed be found. It is clear that x1, . ,x, has the required 
properties. 0 
The most important fact about the probabilistic behavior of k-decomposability 
which we need is stated in the following theorem. 
Theorem 2.4. Suppose that O<q < 1 and (k(n)),“, 1 is a sequence of natural numbers 
satisfying the inequality k(n) d v] log n/log( l/p) for all n. Then 
lim P(G is k(n)-decomposable) = 0. 
n-m 
Proof. It is easy to see that we may choose a positive constant C such that 
f(Ck log n) < - n and f(n - C) < - n for the (concave) parabola f(l):= (n - 1) x 
(2k log n + (I- k + 1) log q). Note that, for a k-decomposition (U, W), 1 U( := 1, there are 
at most (k- l)(n-1) U- Wedges. 
(i) We first consider the range Ck log n < 1 <n - C. The probability that a given 
partition (U, W) spans at most m:=(k- 1) (n- 1) edges equals the probability that 
there are at least l(n - 1) -m nonedges which is at most 
We can thus estimate 
P(( U, w) spans at most m edges) < 4 
f(n-I)-m 
< [l(n- l)]mqi(n-l)-m 
dexp[m2logn+(n-1)(1-k+ l)logq] 
=exp[(n-1)(2klogn+ (l-k+ l)logq)] 
=exp(f(n))<e-“. 
Hence, the probability that such a partition exists with Ck log n < 1 <n-C is at most 
2”e-“=0(l). 
(ii) 1 >n- C: The probability that the minimum degree of a graph is less than 
(p-&)n, E>O fixed, tends to zero (see [2. p. 611). Hence, there are least 
(p-&)n-C(C- 1)/2 U- Wedges with probability tending to 1. 
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(iii) 1 d Ck log n: It suffices to show that, for each set T of order k + 1, there exist at 
least s:=L Cklog n ]+ 1 vertices in V\T which are joined to all points in T. Split V\T 
into s classes whose cardinalities differ by at most one. The probability that a given 
one of these sets fails to have a vertex joined to all of T is at most 
(1 _pk+l)t(n-k-l)/sJ d exp 
if E < 1 -v] and n is large. Hence, the probability that at least one set T fails to have the 
desired property is at most nk+ ’ exp (-PI’) = o( 1). 
The proof is complete. 0 
In the upper bound ‘k(n) d q log n/log (l/p)’ of Theorem 2.4, v] cannot be replaced by 
some t> 1. In fact, we show the following result. 
Theorem 2.5. Suppose (k(n)),“=, is a sequence of natural numbers satisfying the 
inequality k(n) > < log n/log (l/p)for all nE{ 1,2,. . .> where 5 is some fixed real number 
strictly greater than 1. Then 
lim P(G is k(n)-decomposable) = 1. 
n+m 
Proof. For any n, we choose a (k(n)+ 1)-element subset U= U, of the (n-element) 
vertex set V= V,. We estimate: 
P(G is k(n)-decomposable)3 P(V, = U,u(V,\U,) is a k-decomposition) 
=exp{(n-k-l)log(l-pk[(k+l)q-p])}. (*) 
By the inequality for k = k(n), pk 6 n- <: hence, for 1 < 5’ < 5 and n large we have 
log(1 -pk[(k+ l)q-p])> ---n-q, 
from which it follows that the expression (*) is not less than exp( -nl -“‘} which tends 
to 1 for n+co. 0 
It is now an easy matter to prove our main result. 
Theorem 2.6. Let d(n) be dejined as in Theorem 1.1 and suppose that 0 <q < $. Then 
lim P(n-r d(n) l<c(G)<n-r qd(n) I)= 1. 
n-4, 
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Proof. It suffices to prove 
and 
z-+r d(n) l<c(G))+l (n+oo) (1) 
P(c(G)gn-r @(n) ])-A (n+co). (2) 
Relation (1) follows from Theorem 1.1, because c(G)kc,(G). 
To prove (2), recall that c(G) < n-r ~$(n) 1 if and only if G is (r @(n) l)-sequencable 
(Theorem 2.2). Since 
d(n) = 21 
log n log n 
~ + 0 (log log n) < q’ ~ 
log (l/q) 1% U/d 
for some y’ < 1 and n large, Theorem 2.4 implies 
lim P(G is not (r qd(n) l- l)-decomposable) = 1. 
n-r, 
Furthermore, by the characterization of co(G) mentioned in the introduction and 
Theorem 1.1 we obtain 
lim P(G contains an induced subgraph G[X] =Krtld(njl -e) = 1. 
n-r, 
Hence, the result follows by invoking Lemma 2.3. q 
Remark 2.7. We have no results about the distribution of c(G) in the intervals 
[n-r d(n) 1, n-r &(n) 11, O<r] -ct. In particular, we do not know whether the 
complexity is concentrated in a similar way as the greedy bound c,(G). 
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