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Abstract:
An Optical Dipole Trap in Microgravity
Optical interferometers are well known for their high precession in several measurement
situations. They are based on a readout of phase diﬀerences between optical path length.
In contrast, atom interferometers rely on the De Broglie wavelength of atoms and their
corresponding phase. A cloud of atoms is split and recombined with light pulses, while in
between, the atoms are moving freely. These precise quantum tools will enhance a broad variety
of measurements, ranging from large scale phenomena like gravitational wave detection to
short scale Casimir-Polder forces and everything in between.
The sensitivity of atom interferometers scales with the time squared between light pulses,
which is generally limited by gravity and temperature. One technical challenging sollution
is the realization of atom interferometers in microgravity. While ultra cold atoms can be
prepared in optical and magnetic traps, under weightlessness their preparation is limited to
magnetic traps until now. These experiments are based on atom chips with highly asymmetric
trapping potentials. The improved symmetry of optical traps can improve the most advanced
cooling technique, called delta kick collimation, leading to atomic clouds in the yet unreached
femtokelvin range.
This thesis is about the ﬁrst realization of an optical trapping potential in microgravity. It
describes the experimental setup, identiﬁes a molasseses technique as the optimal process for
dipole trap loading and investigates the further cooling process under the inﬂuence and in the
absence of gravity.
In optical and magnetic traps, the preparation of ultracold atoms is based on evaporation.
However, the underlying physics to drive this process are fundamentally diﬀerent and for
optical traps, evaporation is driven by gravity. It is demonstrated that evaporation from an
optical potential performs approximately equal with and without gravity, due to a strong mixing
of the trapping potentials in all three spatial dimensions. These ﬁndings are conﬁrmed with
computational simulations, based on the Direct Simulation Monte Carlo method.
Atomic ensembles of rubidium-87 with temperatures as low as ≈300 nK were generated in the
microgravity environment of the drop tower in Bremen with an evaporation time as short as
0.5 s. The ﬁnal conﬁning trap was too shallow to be reproduced in a laboratory environment.
The ﬁndings of this thesis will possibly guide the way to improved atom interferometers, with
countless applications in precise sensing. Furthermore, optical potentials in microgravity on
their own will open up a broad ﬁeld of fundamental physical experiments. One example is
the applicability of magnetic Feshbach resonances. Allowing almost arbitrary tuning of the
interatomic scattering length oﬀers new insights in scattering processes or miscibility scenarios.
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Zusammenfassung:
Eine optische Dipolfalle in Schwerelosigkeit
Optische Interferometer sind für ihre hohe Präzision bekannt. Sie basieren auf der Detektion
von Phasendiﬀerenzen zwischen verschiedenen optischen Wegen. Atom Interferometer messen
hingegen die Phase der atomaren De Broglie Wellenlänge. Dabei wird eine Atomwolke mit
Hilfe von Lichtpulsen gespalten und wieder überlagert, während sich die Atome zwischen den
Pulsen frei bewegen. Dieses präzise Quantenwerkzeug wird eine breite Palette von Messungen
verbessern, von langreichweitigen Phänomenen wie der Gravitationswellendetektion bis hin
zur kurzreichweitigen Casimir-Polder-Kraft.
Die Empﬁndlichkeit von Atominterferometern skaliert dabei quadratisch mit der Zeit, die
zwischen den Lichtimpulsen vergeht. Diese wird im Allgemeinen durch Schwerkraft und
Temperatur begrenzt. Eine technisch anspruchsvolle Lösung ist die Realisierung von Atom-
interferometern in Schwerelosigkeit. Ultrakalte Atome können grundsätzlich in optischen und
magnetischen Fallen generiert werden. In Schwerelosigkeit ist ihre Herstellung bisher jedoch
auf magnetische Fallen beschränkt, die auf Atomchips mit stark asymmetrischem Atomfallen
basieren. Durch die Verwendung optischer Potentiale, mit deutlich erhöhter Symmetrie, wird
eine Verbesserung der Delta-Kick-Kollimationstechnik erwartet. Hierdurch rücken bisher
unerreichbare Temperaturen im Bereich von Femtokelvin in greifbare Nähe.
Diese Arbeit beschäftigt sich mit der ersten Realisierung einer rein optischen Atomfalle in
Mikrogravitation. Der Versuchsaufbau wird beschrieben, eine Melassestechnik als optimaler
Ladeprozess für die optische Dipolfalle identiﬁziert und der weitere Kühlprozess mit und ohne
Einﬂuss der Gravitation untersucht.
Sowohl in optischen, als auch in magnetischen Fallen, basiert die Herstellung ultrakalter
Atome auf der Verdampfungskühlung. Die Umsetzung dieser Prozesse ist jedoch grundlegend
verschieden. Obwohl bei optischen Fallen am Boden die Evaporation durch die Schwerkraft
getrieben wird, konnte gezeigt werden, dass die Verdampfung aus einem optischen Potential mit
und ohne Schwerkraft in etwa gleich verläuft. Dies kann auf ein starkes mischen der Potentiale
in allen drei räumlichen Dimensionen zurückgeführt werden. Diese Erkenntnis wird durch
Simulationen bestätigt, die auf der direkten Simulation Monte Carlo-Methode beruhen.
Atomare Ensembles aus Rubidium-87 mit Temperaturen bis hin zu 300 nK wurden in der
Mikrogravitationsumgebung des Fallturms in Bremen mit einer Evaporationszeit von nur 0,5 s
erzeugt. Dabei war das ﬁnale Fallenpotential so ﬂach, dass es unter dem Einﬂuss der Gravitation
unmöglich reproduziert werden kann.
Die Ergebnisse dieser Arbeit legen den Grundstein zur Verbesserung von Atominterferometern,
mit unzähligen Anwendungen für eine Vielzahl von Präzisionsmessungen. Darüber hinaus
eröﬀnen optische Potenziale in Schwerelosigkeit ein breites Feld physikalischer Experimente.
Ein Beispiel wäre die Verwendung magnetischer Feshbach-Resonanzen. Sie erlauben eine
nahezu beliebige Wahl der interatomaren Streulänge und damit eine eingehende Untersuchung
von Streuprozesse oder Mischungsverhalten.
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1. Introduction
We are living in the age of the second quantum revolution (Dowling et al. 2003). The ﬁrst
quantum revolution was about understanding the underlying rules of quantum mechanics.
Observations like the particle-wave duality and other breakthroughs are the basis for our
understanding of the periodic table, chemical interactions and solid state physics. These
scientiﬁc achievements led to technical realizations like the laser and modern computers, the
fundament of what is generally understood as Information Age. Throughout this time we were
just observers of quantum eﬀects.
Now is the time to engineer the quantum world to our needs, referred to as the second quantum
revolution. An example for this would be the creation of Bose-Einstein condensates 1, a coherent
state of matter possibly nowhere else found in the universe2.
Several new research ﬁelds emerged from the new possibilities. Famous examples are quantum
computing (Yanofsky 2007), quantum cryptography (Hughes et al. 1995), quantum clocks (Bize
et al. 2005) and quantum metrology. While the goal of quantum computing is a machine that
solves complex computational problems with multi-particle wave functions (Shenoy-Hejamadi
et al. 2017), quantum cryptography will boost the level of security in conﬁdential information
transmission (Ladd et al. 2010). Quantum clocks have reached a stability where they would
loose or gain at most a tenth of a second in the entire age of the universe (Marti et al. 2018).
Quantum metrology, also known as quantum sensing, is the science of enhancing measurement
accuracies by applying quantum phenomena, such as entanglement or quantum squeezing
(Andersen et al. 2016; Lvovsky 2016). One example for a quantum enhanced measurement is the
LIGO detector for gravitational waves. This astonishing optical interferometer is able to observe
length changes, 1/10.000th of a proton. For several decades precision measurements where
based on interferometric schemes. The second quantum revolution now revealed a completely
new type of interferometry, called atom interferometry (Cronin et al. 2009), where the role of
light and matter is interchanged.
Atom Interferometry
Atom interferometry (AI) is a quantum tool that combines atoms as test masses, with the
outstanding readout characteristics of interferometers. Furthermore, it comes with even shorter
1The theoretical prediction can be found in (Bose 1924; Einstein 1924), ﬁrst experimental realization in (Anderson et al.
1995; Bradley et al. 1995; K. B. Davis, Mewes, Andrews, et al. 1995).
2Calculations predict the possible existence of BECs in neutron stars
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wavelength than their optical counterparts, which is the basis for accurate measurements. In
contrast to photons, atoms strongly interact with magnetic-, electric- and gravitational ﬁelds for
example. Moreover, they are sensitive to inertial forces (Canuel et al. 2006). Accordingly, atom
interferometers have demonstrated a broad range of measurements, such as a determination
of the ﬁne structure constant (Wicht et al. 2002; Parker et al. 2018), performance of absolute
gravimetry (De Angelis et al. 2009; Peters et al. 1999; Abend et al. 2016), magnetometry (J. P.
Davis et al. 2008; B. Barrett, Chan, et al. 2011), rotation measurements (Gustavson et al. 1997;
Dutta et al. 2016) and tests of the weak equivalence principle (Schlippert et al. 2014; B. Barrett,
L. Antoni-Micollier, et al. 2015).
In optical interferometers, light is split and recombined, giving intensity coded phase informa-
tion about two diﬀerent optical path lengths. Atom interferometry utilizes the same principles,
making use of atomic wave-like behavior as described by the de Broglie wavelength. Here,
light pulses act as splitter, mirror and recombiner for an atomic ensemble. A schematic atom
Splitter    Mirror  Recombiner
0 t 2tevo evo
Figure 1.1
Schematic drawing of an atom interferometer in Mach-Zehnder conﬁguration generated by three laser
pulses. Light pulses split the wave function of an atom into an upper and a lower arm and recombine
them. The assembled phase diﬀerences between both paths decide the atom’s output port probability.
Operating the atom interferometer with a cloud of atoms translates the probabilities into atom numbers.
Note that there is only a vertical atomic movement, while the x axis shows temporal evolution.
interferometer is depicted in Figure 1.1. An atomic cloud, initially at rest, is illuminated with
two counter propagating laser ﬁelds, driving oscillations between diﬀerent atomic states. These
transitions are based for example on Raman transitions3, where the temporal evolution for the
population of a ground state |g> and an excited state |e> followRabi oscillations. An interaction
time (and intensity) of exactly half a Rabi oscillation leads to a coherent and symmetric splitting
of the atomic wave function. This means, a detection at this point would reveal half the atoms in
the upper arm while the other half stayed at rest in the lower arm. After a free evolution time of
3Another common approach to drive these transitions in based on Bragg diﬀraction. Completely diﬀerent approaches
for beam splitting are based on the dipole force in a standing wave laser ﬁeld (Rasel et al. 1995) or an adiabatic
potential well splitting (Shin et al. 2004).
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tevo the light ﬁeld is switched on again and drives half a Rabi oscillation. This so-called mirror
pulse, reverses the atomic states for every atom, leaving the upper arm at rest and transferring
momentum to atoms in the lower arm. The atoms are moving freely once again before they are
recombined by the last laser pulse, driving half an oscillation again. The information of phase
diﬀerences between both arms is now encoded in the population probability of both output ports.
Generally, the diﬀerential phase accumulated on both beam paths can be separated in a
contribution from the free evolution time and a second one, originating from light interaction
(Kasevich and Chu 1992; Storey et al. 1994):
ΔΦtot  ΔΦpath + ΔΦlight. (1.1)
Focusing on gravitational meassurements: the path contribution vanishes in a uniform gravita-
tional ﬁeld (A. Peters et al. 2001), resulting in an only laser driven diﬀerential phase of
ΔΦ  keﬀgt2evo , (1.2)
where keﬀ is the eﬃcient wave number of the underlying two photon transition and g is the
gravitational acceleration. Equation (1.2) identiﬁes two parameters for measurement sensitivity
improvements. One possibility is a high keﬀ value, generated by so called large momentum
beam splitters where multiple photons are transferred (Müller et al. 2008; Cladé et al. 2009).
The second is a long free evolution time between light pulses, which are only possible with
clouds of extremely cold atoms.
Atoms in an interferometer have to be protected from collisions that could aﬀect their phase
evolution. For this reason AIs are operated in high vacuum chambers, typically cm sized, while
atoms at room temperature have velocities in the order of hundreds of meters per second.
The simple derived picture is that atoms have to be measured before they hit any wall of the
chamber.
A more detailed look reveals two further aspects to underline the importance of low cloud
expansion rates:
- Atoms in interferometers are detected by scattered light or their shadow. Both methods
demand a certain level of atomic density to function. The slower a non-trapped atomic
ensemble expands, the longer its density stays high enough to be recorded.
- Since optical beams can be distorted by inaccuracies of the vacuum windows for example,
they can not be considered as perfect plane wavefronts. These deviations get imprinted on
the atoms and give an unwanted spatial dependency to the phase (Schkolnik et al. 2015).
A reduced expansion rate minimizes this problem (Karcher et al. 2018).
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Figure 1.2
The drop tower in Bremen
Low expansion rates are achieved by low tempera-
tures of the atomic ensemble, velocity selective pulses
(Kasevich, Weiss, et al. 1991; Biedermann et al. 2017)
or additionally applied potentials either guiding the
atoms (Akatsuka et al. 2017; Hilton et al. 2018) or slow-
ing them down (Ammann et al. 1997; Hogan et al.
2015).
Regardless of the temperature, another aspect to pre-
vent the realization of long evolution times is gravity. A
perfectly cold cloud (T  0) of atomswould not expand,
but fall to the bottom of a vacuum chamber, where
phase information is lost. Solutions to this problem are
huge vacuum chambers, like the 10m fountains located
at Stanford (Dickerson et al. 2013) and Wuhan (Zhou,
Xiong, et al. 2011), or an operation in weightlessness,
also called microgravity due to residual accelerations.
Cold Atoms on Microgravity Platforms
While ﬁrst realizations and proof of principle quan-
tum technology devices were huge and heavy setups,
they where downsized with deeper understanding of
the underlying principles and technical developments.
Examples for this are the realization of mobile gravime-
ters based on atom interferometry and an atomic clock thatwas operated in space (Liu et al. 2018).
On one hand, the tendency of building more and more compact devices will lead to commercial
applications, e.g. inertial subsea navigation or the search for natural resources. On the other
hand, mobile devices open up new possibilities for fundamental research. Experiments on cold
atoms in microgravity will enable us to
- reach even lower expansion rates: The expansion of a cold atomic ensemble is directly liked
to the conﬁning trap it was released from. Shallow trap result in low expansion rates but
they are not able to hold the atoms against gravity. In microgravity there are no limits to
the trap depth.
- increase the sensitivity of atom interferometers: As discussed before, the sensitivity of an atom
interferometer scales with the free evolution time squared, as mentioned in Equation 1.2.
Long free evolution times can only be observed in microgravity.
- investigate new phenomena: Hollow Bose-Einstein condensates, for example, are expected
18
to exist in neutron stars but have never been realized experimentally due to gravity. They
could be investigated in a microgravity environment.
Microgravity can be provided by several diﬀerent platforms such as drop towers, parabolic
ﬂights, sounding rockets, space stations or on satellites. Apart from the last, cold atomic
experiments are performed on all of them. The drop tower in Bremen (see Figure 1.2) provides
4.7 s of free fall with low residual accelerations in the range of 10−6 g. There, the ﬁrst BEC- (Zoest
et al. 2007) and atom interferometry (Müntinga et al. 2013) in microgravity were demonstrated
by the QUANTUS-1 experiment. A second generation (QUANTUS-2) created the, coldest
ensemble observed so far. They reached a three dimensional temperature equivalent as low as
≈ 70 pK (Sternke 2018).
In a parabolic ﬂight the ﬁrst dual species interferometer in micrgravity could be demonstrated
by the ICE experiment (B. Barrett, Laura Antoni-Micollier, et al. 2016). Generally parabolic
ﬂights provide longer microgravity times than drop towers but at the expense of worse quality
with residual accelerations in the order of 10−2 g.
The ﬁrst BEC in space was created by the MAIUS mission in 2017 on a sounding rocket (Becker
et al. 2018). A peak height of 243 km provided 6min of weightlessness at 10−4 g.
InMay 2018 the cold atom laboratoryCAL, amulti-user facility, was installed on the international
space station. It provides prolonged microgravity times with a variety of residual accelerations
depending, for example, on the astronaut’s activities. At the time of writing, no results were
published.
Almost all the introduced experiments are based on atom chips, providing purely magnetic
atom traps. The only exception is the ICE project, which is operating at higher temperatures of
several μK, based on laser cooling. None of them is based on purely optical potentials.
Atom Chips and Dipole Traps
Figure 1.3
Example of an atom chip. The ﬁne wire structures
are too small to be seen in this picture. In addition
to an external magnetic bias ﬁeld, variable
trapping geometries can be realized. (Image by: W.
Herr)
Atom chips are silicon waver with con-
ducting wire structures on their surface
(see Figure 1.3). Their magnetic trap-
ping potential forms close to the wires.
High magnetic gradients can be reached
with relatively low currents and a low
power consumption, which is desirable
for compact setups and space applica-
tions.
Nevertheless, atom chips have several (possi-
ble) disadvantageous for future mission with
increased sensitivity.
19
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- A solid surface in the vicinity of cold atoms under investigation might lead to optical
clipping problems. Precise manipulation of cold atoms is based on plane wavefronts,
which get distorted when the beam is partially blocked or scattered.
- The glued atom chip structure may set a low level on vacuum quality, limiting the
ensembles’ lifetimes and possibly even exert a force on them, due to the imbalanced
background atom source.
- A weak attractive force towards high temperatured bodies was discovered (Haslinger et al.
2018), possibly aﬀecting chip trapped atoms due to warm wire structures.
- A ﬁnal concern is linked to a technique called delta-kick collimation (Castin et al. 1996;
Ammann et al. 1997), where the expansion of cold atoms is reduced by applying a trapping
ﬁeld for a short time after some free evolution. Without further details, this technique
requires an isotropic, ideally harmonic potential that can not be generated by atom chips.
The problem is intrinsic, due the asymmetric setup itself.
Purely optical potentials, called optical dipole traps, may overcome all of these problems at the
cost of other drawbacks, as discussed in this thesis.
1.1. The PRIMUS Project
The Einstein equivalence principle, the backbone of the theory of general relativity, is formed
by the universality of gravitational red shift (UGR), the local validity of Lorentz invariance
(LLI) and the universality of free fall (UFF) (C. M. Will 2009). The scope of PRIMUS (Präzisions
Interferometrie unter Schwerelosigkeit / Precision Interferometry in weightlessness) are high precision
atom interferometry measurements to test the validity of the UFF, in the drop tower in Bremen.
The UFF, which is also known as the Einstein weak equivalence principle (WEP), describes
gravity driven trajectories of test masses as independent of their composition, as long as
self-gravity can be neglected4. This statement is tantamount to an equality between inertial and
gravitational mass.
The speciﬁc search for violations of the equivalence principle is motivated by nothing less than
a combined theory between the standard model and the theory of relativity. While the former
describes electromagnetic, weak and strong interactions, the latter describes gravitational forces.
4In cases with self-gravity the strong equivalence principle is valid.
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A uniﬁed theory for both has not been found yet. An simple example of the incompatibility can
be found in the center of a black hole for example. While the massive object and it’s surrounding
space phenomena, such as gravitational lensing or the Lense–Thirring eﬀect, are well described
by the theory of general relativity, which predicts a point-like singularity at its center. Looking
at this from a quantum point of view, a perfectly localized object is simply impossible and the
conﬂict remains irresolvable in current theories.
Theories including violations of the WEP are for example the spin-0 dilaton in string theory
(Damour 1994; Damour et al. 2002), chameleon ﬁelds (Khoury et al. 2004; Elder et al. 2016), an
introduced light U boson (Fayet 2017), the gravitational standard model extension (Hohensee
et al. 2013; Kostelecký et al. 2009) and spacetime ﬂuctuations (Göklü et al. 2008). The validity of
the Einstein equivalence principle has been tested for centuries, long before Einstein was born.
The idea of mass equality dates back to the time of Galileo, testing gravity driven accelerations
on tilted surfaces and Newton’s experiments on pendulums. The test sensitivities are quantiﬁed
through the Eötvös ratio
ηEöt  2
|a1 − a2 |
|a1 + a2 | (1.3)
with the accelerations of two test bodies 1 and 2, where a valid WEP leads to a ratio of
zero. The most precise ground based tests are operated on torsion pendulums and reach
ηEöt  0.3 ± 1.8 × 10−13 (Schlamminger et al. 2008; Wagner et al. 2012), while the abso-
lute best result so far was achieved by the Microscope satellite with an Eötvös ratio of
ηEöt  [−1 ± 9(stat) ± 9(syst)] × 10−15 comparing titanium and platinum cylinders as test
bodies.
State of the artWEP testswithquantumobjects demonstrated sensitivities of ηEöt 1.0 ± 1.4 × 10−9
for test bodies in diﬀerent hyperﬁne states (Rosi et al. 2017), ηEöt 2.8 ± 3.0 × 10−8 for diﬀerent
isotopes of the same element (Zhou, Long, et al. 2015) and ηEöt 0.3 ± 5.4 × 10−7 for diﬀerent
elements as test bodies (Schlippert et al. 2014). The number of stated results alone is giving an
idea that the one and only test of the WEP is not possible. Quantum sensor based experiments
are assumed to outperform classical tests in the future but since no one knows what exactly to
search for, each separate experiment plays an important role in the endeavor of discovering new
physics (Damour 1996). Following this strategy another spectacular approach is testing the free
fall of antimatter (Kimura et al. 2015). Competitive space operated quantum based sensors are
proposed with anticipated sensitivities of ηEöt  1 × 10−15(Aguilera et al. 2014; Altschul et al.
2015) or even 5 × 10−16 (Williams et al. 2016).
The PRIMUS project was started as a complementary approach to the already existing experi-
ments on cold atoms based on the atom chip technology. Therefore, it will perform WEP test
with diﬀerent atomic species, rubidium and potassium, but focuses strongly on the preparation
of quantum test bodies inmicrogravity. This preparationwill, in contrast to all other experiments
in the drop tower, occur in an optical dipole trap. PRIMUS approaches to generate temperatures
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Figure 1.4
Reduced pictogram of the PRIMUS project milestones. Laser systems, vacuum chamber and electronics
are assembled for rubidium and potassium. Rubidium can be trapped magneto-optically and optically on
ground and in microgravity, followed by evaporative cooling. Potassium can be captured on ground in a
three-dimensional MOT, simultaneously with or separate from rubidium. Simulations were implemented
for the evaporation process, as well as for the atom interferometry. White boxes are open work packages.
below 1μK in a purely optical potential, in microgravity.
This project is a collaboration between the Center of Applied Space Technology andMicrogravity
(ZARM) in Bremen and the Institute of Quantum Optics in Hannover and can generally be
devided into four branches:
The Drop Tower Atom Interferometer: An atom interferometer to test the validity of the WEP
in microgravity with an atomic ensemble prepared in an optical potential. This branch includes
the green, red, blue and white boxes in Figure 1.4. A brief description of the set up follows in
Chapter 2 and all experimental data discussed here originate from this experiment.
The Atlas Experiment: An experimental setup to test for violations of the WEP in most parts
identical to what is planned in the drop tower but in a laboratory environment. It realized the,
up to now, most precise validation of the WEP with two diﬀerent atomic species (Schlippert et al.
2014). The experiment, operating for over a decade at the IQO in Hannover, joined PRIMUS in
the current funding period in 2016.5
Theoretical Simulations: Theoretical support was delivered by the ATUS I and II (Atominterfer-
ometrie unter Schwerelosigkeit) projects, running in parallel with PRIMUS. In the third funding
period both projects were united. The outcome is a C++ based open source program to solve
the non linear Schrödinger equation, in particular the Gross-Pitaevskii equation (Stuckenberg
et al. 2018; Marojević et al. 2016). The algorithm numerically simulates atom interferometry
with Bose-Einstein condensates for diﬀerent interaction processes like Bragg or Raman pulses
(purple box in Figure 1.4)
Neither atom interferometry nor Bose-Einstein condensates are implemented in the drop tower
experiment yet. For this reason, the C++ package could not be used in the context of this thesis.
Numerical implementations for the evaporative cooling process were developed independently
5Before that, Atlas was a subcontractor to PRIMUS.
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of the ATUS team and are discussed in Chapter 4.2. In Figure 1.4 these eﬀorts are represented
by the orange boxes.
A Stable Microwave Reference: The microwave reference branch is the oldest part of the
PRIMUS project. A high ﬁnesse drop tower proof cavity was set up, providing an optically
generated microwave reference, to precisely match the splitting beam frequencies in an atom
interferometer, with the atoms respective hyperﬁne splitting. Furthermore, a frequency comb
was planned to phase link Raman splitting pulses for diﬀerent atomic species. This branch was
discontinued since the need for these techniques, to gain high precision in atom interferometry,
was outdated by the evolution of double diﬀraction (Lévèque et al. 2009).
The resulting highly stabilized laser system paves the way for other precision experiments in
microgravity, such as optical clocks (Resch 2016).
The current status of the project is (partially) depicted in Figure 1.4. Separate laser systems for
the optical cooling of rubidium and potassium with their respective electronics, and an ultra
high vacuum chamber were assembled (Kulas 2016). Magneto-optical trapping could be realized
for both species simultaneously (not in this thesis) and for rubidium even in microgravity.
Furthermore, optical trapping and evaporation were applied with diﬀerent trapping geometries
in microgravity.
For simulations of the evaporation process, the ﬂexible Direct Simulation Monte Carlo method
and a fast calculation based on truncated Boltzmann distributions were identiﬁed as best choices
for the given situations. Both were implemented in a Matlab (Python) code. For the simulation
of expected atom optics, a simulation called ATUS PRO was prepared.
In the attempt to bring cold atom technology into space and perform ground breaking experi-
ments, such as a possible violation of the weak equivalence principle, none of the mentioned
experiments/projects can be looked at separately. A basic understanding has to be gained
and new approaches have to be developed in laboratory environments, as in PRIMUS done
by the ATLAS-experiment. These ﬁndings must be demonstrated and reﬁned in microgravity
environments with high repetition rates and great accessibility, like drop towers or parabolic
ﬂights and are the foundation for space missions on space stations, sounding rockets or satellites.
As such, this thesis understands itself also as a guide for future space missions to eﬀectively
implement dipole trapping in space.
1.2. The scope of this thesis
In the bigger context of quantum gases in weightlessness this thesis portrays the ﬁrst realization
of a dipole trap, operating in microgravity. Its performance is analyzed and compared to ground
based experiments. Furthermore, speciﬁc diﬀerences between both scenarios are investigated
theoretically, using numerical simulations. Acting as a pathﬁnder experiment for future space
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missions the most eﬀective way for evaporative cooling is identiﬁed, while keeping technical
constraints in mind.
The thesis is organized as follows: The second chapter brieﬂy describes the experimental setup
assembled by the author and Sascha Kulas, ending with a short description of the drop tower in
Bremen and how the system operates within it.
The third, chapter explains all cooling and trapping techniques prior to an evaporation, including
the loading procedure of a dipole trap and its applications in microgravity. Chapter four deals
with the process of evaporation from an optical potential. The technique of evaporative cooling
is presented and simulation approaches are discussed. Experimental results with and without
gravity are provided, followed by a theoretical investigation of more sophisticated evaporation
techniques. The chapter closes with initial results for an improved evaporation strategy, a
crossed dipole trap geometry. Finally, a conclusion of the presented results (Chapter ﬁve), and
an outlook on future possibilities within the PRIMUS project and beyond (Chapter six), are
given.
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The entire experimental setup, designed to ﬁt the characteristic drop tower demanded structure,
can bee seen in Figure 2.1. A cage system of 4 aluminum stringers houses seven aluminum/ply-
wood/aluminum compound platforms, each with an area of 0.35m2. For drop tower operation
a hermetically sealed hull surrounds the capsule, providing atmospheric pressure while the
tower itself is evacuated. The tip at the bottom of our structure reduces impact forces in the
deceleration phase at the end of a drop.
The relatively complex system can be broken down into several subsystems and described
separately, which is done in the this chapter. Brieﬂy, we are operating a 2D+-MOT (Magneto
Optical Trap), to trap and cool atoms along two dimensions. The atoms are provided by heated
atomic reservoirs, called ovens. The cooled atoms are transferred from the source vacuum
chamber, to the science chamber, where we operate a 3D-MOT. In here, the atoms are loaded
into an optical dipole trap.
All the information needed to understand the presented experimental results are give in this
Thesis. For a deeper insight, a more detailed description can be found in (Kulas 2016).
2.1. Laser systems
All lasers, except for the dipole trap, are located on the uppermost platform of the system. These
are the so called cooling and repumping lasers to cool atoms in a standard MOT conﬁguration, a
reference laser and two, in future needed Raman lasers to manipulate cooled atoms and perform
atom interferometry. Similarly tasked lasers are integrated for potassium and rubidium. While
both elements were operated in the system, this thesis focuses on experiments on rubidium only.
Results for potassium can be found in a master thesis (Blanke 2016) written by Nena Blanke. In
addition to the stated results in this reference, a double MOT with both species present at a
time could be realized as a project milestone.
A schematic drawing of the rubidium laser system can be found in Figure 2.2. The reference
laser, called master laser, is a DFB (Distributed Feedback) Diode, frequency locked to the atomic
crossover transition 2S1/2 , F  3 →2P3/2 , F′  3, 4 of rubidium-85 (Bjorklund et al. 1983). For
this purpose a rubidium gas cell in a Doppler free saturation spectroscopy setup is installed.
The master laser acts as a reference for the other lasers.
The same type of laser provides repumping light, resonant with the F=1 → F’=2 transition
of the rubidium-87 D-2 line. A MOPA (Master Oscillator Power Ampliﬁer) manufactured by
the FBH (Ferdinand-Braun-Institut, Leibniz-Institut für Höchstfrequenztechnik) provides the
25
2. Experimental Setup
cooling light. It provides up to 2W of output power in the frequency range between the F=2 →
F’=3 transition and up to 200MHz detuned to the red. Light from this laser is also used for
ﬂuorescent detection of atomic ensembles.
Figure 2.1
The entire experimental setup designed for drop tower operation.
The laser system itself is set
up in a modular way on sep-
arate aluminum breadboards
of 4mm thickness, which are
optically connected via ﬁbers.
The ﬁrst module carries the
above described lasers for laser
cooling. A small fraction of
light is guided to fast photo
diodes where two beams are
overlapped and form a beat sig-
nal, slow enough to enable a fre-
quency stabilization. Cooling
and repumping laser are, in con-
trast to the potassium system,
referenced on the master laser.
The major part of optical power
is coupled into an optical ﬁber
and guided to the next module,
the distribution module. Here,
both beams are separated indi-
vidually into a beam for the 3D-
and 2D-MOT. 2D cooling and re-
pumping beams are overlapped,
fed through an AOM (acousto-
optic modulator) and coupled
into the designated ﬁber lead-
ing to the science chamber. In
the same way, except for sepa-
rate AOMs, 3D light is coupled
into the ﬁber leading to the sci-
ence chamber. AOMs in the op-
tical paths are used for intensity
control. Since they are not able
to block beams completely, both
paths also feature a mechanical
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shutter. A third module hosts the not yet used Raman laser system and all three modules are
present for rubidium and potassium.
All of the above described system is mounted on aluminum breadboards where the bottom side
is honeycomb structured, saving weight by providing a high mechanical stability, while 3mm
bolt holes in a rectangular pattern at 10mm distance are placed on the top side, leading to a
stable and highly compact optical system. Holders for optical elements such as mirrors, lenses
or isolators were custom designed (Grzeschik 2017). Moving parts are spring-loaded and can
be ﬁxed with set screws. This design is mandatory for drop tower operation with its signiﬁcant
forces of up to 40 g acting on the system. A suﬃcient position stability, to conserve ﬁber coupling
eﬃciencies under changing temperature conditions1, is provided by water cooling. Copper heat
sinks are directly bolted on the laser board structures. Furthermore a black anodized aluminum
coverage surrounds the laser system. It serves as protection against environmental inﬂuences
and laser safety feature for the experimentalists.
The generated laser light is guided from the laser board to the vacuum chamber via optical ﬁber
Figure 2.2
Schematic drawing of the laser light generation and distribution. Cooling and repumping laser are
referenced to a master laser locked on a spectroscopy cell. Both beams are overlapped and send to the 3D-
and 2D-MOT respectively. AOMs act as fast shutters.
splitters. A 2x6 splitter provides light for the standard 3D-MOT conﬁguration in the science
chamber for both atomic species. The source chamber is fed with laser light from a 2x4 splitter,
with two main ports for the 2D-MOT in retro reﬂection conﬁguration and two lower powered
ports for additional pusher and retarder beams. This 2D+-MOT conﬁguration provides a high
atomic ﬂux with a narrow velocity spread (Dieckmann et al. 1998).
1The ambient temperatures in the laboratory and the drop tower can easily diﬀer more than 10 ◦C.
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2.2. Vacuum chamber
To perform experiments on cold or ultracold atoms, a vacuum system is needed to shield
them from room temperature atoms, bringing energy into the system. The employed vacuum
system can be divided into four subsystems, namely, the ovens, the source chamber, the science
chamber and the pumping section.
In the ovens, atoms are released from a solid to gas phase. From here they diﬀuse into the
source chamber where the 2D+-MOT operates. In our science chamber, where the 3D-MOT
is located, atoms are transferred into the dipole trap and get evaporated, while the pumping
section assures a proper vacuum quality (<10−9 hPa, see Section 4.1.2) for the entire system.
Apart from the highly magnetic pumping section, the vacuum system is equipped with a two
layered magnetic shield made out of mu-metal. Its design is closely related to the concept used
in the MAIUS mission (Kubelka-Lange et al. 2016; Kubelka-Lange 2017).
2.2.1. Ovens
Atoms are released from a heated reservoir, called oven. The main part is a homemade copper
tube, closed on one end and with a Conﬂat sealing on the other. The design is similar to
commercially available Pinch-Oﬀ-Tubes, as can be seen in Figure 2.3. The sealing is mounted
into a bored blank ﬂange, which is bolted against the vacuum chamber. A glass ampule carrying
either 1 g of rubidium or 1 g of potassium in its natural isotopic abundance is placed inside.
It is inserted before the assembly of the oven, in environmental pressure conditions. Under
suﬃcient vacuum conditions the tube is mechanically deformed, breaking the glass inside. This
procedure allows to bake-out the oven section together with the rest of our vacuum system,
which required for the low pressures needed.
Figure 2.3
CAD drawing of the oven design. Parts of the copper tube are invisible in this picture to open up the view
on the inserted glass ampule. The number of interfaces is reduced, by designing the sealing as a part of
the copper tube. This results in a robust and reliable system.
The amount of released atoms is governed by the element’s vapor pressure and can be
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manipulated by a heating wire on the outside of the copper tube, where higher temperatures
lead to a higher atomic density. The operating temperature has to be carefully chosen, since a
high density reduces the eﬃciency of a 2D+-MOT due to additional collisions, a low density
reduces the amount of trapped atoms. Furthermore, rubidium reacts with indium, which is
used as sealing component for most of the vacuum windows. This was unknown in the planning
phase of the vacuum setup but is reported from similar experimental setups as well. Even
though the process is not fully understood, there seems to be a connection between rubidium
pressure in the chamber and degradation time. Considering this the rubidium oven operates at
about 40 ◦C.
To protect the vacuum system from glass splinters or liquid rubidium (potassium) a bronze
sintered sieve is integrated at the oven’s top. It consists of connected, sintered, balls with a
diameter of approximately 1mm. The resulting maximum size for particles to pass is 100 μm.
Its feasibility to prevent liquid rubidium from penetrating has been experimentally veriﬁed
(Seidel 2014).
Two of these ovens, one for each atomic species, are mounted onto a 5 way titanium block which
is connected to the source chamber with a bellow and a valve, shown in Figure 2.5.
2.2.2. Source chamber
The source chamber is a titanium vacuum chamber with outer dimensions of 120mm x 52mm
and the purpose to capture and precool atoms from the background vapour, provided by the
ovens. With two retro reﬂected laser beams and four magnetic coils in racetrack conﬁguration,
atoms are magneto-optically trapped in two dimensions. Retro reﬂection approximately halves
the demand on laser power, without signiﬁcantly decreasing the MOTs performance. A possible
power imbalance between incoming and reﬂected beam can be compensated for, by a slightly
asymmetric magnetic ﬁeld.
Since a 2D+-MOT (Dieckmann et al. 1998) conﬁguration is applied, in addition to the trapping
beams, a pusher beam along the non trapped axis, pushes atoms towards the science chamber.
To prevent atoms from getting to fast to be further trapped, a retarding beam along the opposite
direction, decelerates them slightly. A diﬀerential pumping stage, a copper bolt with a small
1.5mm hole in it, maintains a pressure diﬀerence between the source and the science chamber.
In this design the 2D+-MOT can operate at relatively high rubidium background pressure of
approximately 10−9 mbar, without aﬀecting atoms in the science chamber. Furthermore, it
features a 45° angled surface to reﬂect the retarding beam into the desired direction.
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Figure 2.4
The source chamber operating in a 2D+-MOT conﬁguration. Visible is the ﬁber entrance at the top and a
prism spreading the incoming beam out. After passing the chamber, the light is retro reﬂected and crosses
the chamber again. While on the right-hand side the pusher enters, on the left-hand side the diﬀerential
pumping stage with a small diameter hole and the reﬂective 45° surface are visible.
2.2.3. Science chamber
The science chamber can be described as the heart of the whole experimental setup. It is
connected to the source chamber and the pumping section (see Figure 2.5), located close to the
center of our drop capsule to minimize movement caused by slight rotations in free fall.
The chamber is made out of titanium, thus minimizing magnetic stray ﬁelds and is equipped
with 19 windows for optical accesses. Six individual beams in combination with a magnetic coil
in Maxwell conﬁguration form a standard three dimensional magneto optical trap (3D-MOT).
A camera, including imaging system and a large area photo diode are used as independent
detection systems. The dipole trap beam is focused to the center of this chamber by a single
lens. Two additional magnetic coils in Helmhotz conﬁguration can be used to cancel residual
magnetic ﬁelds.
2.2.4. The pumping section
The pumping section is connected to the science chamber via a CF 16 connector opposite the
source chamber. An in house designed Y-piece avoids right angles in the setup, to maintain
a high ﬂux of residual gas atoms into the pumping area. Its location is chosen to collect
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Figure 2.5
Ovens, source chamber and science chamber detailed information is given in the text.
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the emitted atoms from the source chamber, which were not caught in the 3D-MOT while
passing it. Both arms of the Y-piece lead into a vacuum pump. One side carries a Capacitorr
D-200 [SAES] non evaporable getter pump (NEG) the other a Nextorr D-100-5 [SAES]. The
ﬁrst one contains several sintered porous disks made of St172, a combination of zirconium
powder and St707 (zirconium, vanadium and iron) (SAES 2007; SAES 2017). This vacuum
pump is capable of trapping H2 ,H2O , CO , C02 ,O2 ,N2 and hydrocarbons, with a pumping
speed of 200 l/s for H2, while rare gases can not be absorbed. To activate and reactivate
this getter material, temperatures above 450 ◦C are required. This is clearly more than in-
dium seals can take, but the distance between both is large enough to avoid anymelting problems.
Figure 2.6
Drawing of the pumping section. The uppermost
CF16 connection links the pumping section to the
science chamber. Two arms are equipped with
diﬀerent vacuum pumps while one also carries the
valve connection for a turbomolecular pump.
The Nextorr pump on the other arm of the
Y-piece is a combination of an NEG and a
diode ion pump. While the getter material
is the same one as what is used in the Ca-
pacitorr, due to less material its pumping
rate is smaller by a factor of two. The diode
ion pump is capable of trapping rare gases
with up to 6 l/s. Both pumping techniques
complement each other to maintain the high
vacuum quality required for experiments on
cold atoms.
As one can see in Figure 2.6, a 4 way cross
and a valve were attached to this arm as well.
To uncouple the resulting impact forces from
the rather small connection to the science
chamber, while in drop tower operation, a
bellowwas implemented just before the cross.
This design furthermore avoids mechanical
over determination. The valve is used to con-
nect a turbomolecular pump to pre-evacuate
the system before operation. On the resid-
ual cross port an electrical feedthrough was
installed, connecting an rf-antenna to drive
atomic microwave transitions with the sur-
rounding environment.
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2.3. Dipole trap laser
The dipole trap laser is a thulium based ﬁber laser manufactured by the LZH (Laser Zentrum
Hannover e.V.). The primary stage emits light at a wavelength of 1949 nm with a linewidth of
0.1 nm and is followed by a power stage. Both sections are based on Tm3+-ion doped ﬁbers,
pumped by laser diodes at a wavelength of 793 nm (S. D. Jackson et al. 2007). The available laser
power is restricted to a bit more than 20W at the output port by an optical isolator, which is
not suited for higher energy density levels. It features a linear polarization with an extinction
factor of >15dB. From the trapping point of view, polarization only gets important when the
geometry is switched to a crossed dipole trap conﬁguration giving rise to interference caused
substructures of the trap.
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Figure 2.7
Dipole laser intensity dependence on Pockels cell
voltage.
In our case, the linear polarization is used to
manipulate the laser’s intensity, by using a
Pockels cell and two Glan-Laser prisms (see
Figure 2.8). The ﬁrst prism further increases
the incoming polarization to a extinction ra-
tio of ≈ 50 dB. A λ/2 waveplate in front of
the polarizer is used to maximize the trans-
mitted power. While passing the Pockels cell,
the polarization can be turned by applying
a high voltage of up to 6.5 kV to the cell. At
maximum voltage, the polarization is turned
by 90◦, becoming perpendicular to the incom-
ing beam. Depending on the applied voltage,
a certain fraction of light passes the second
Glan-Laser prism. One technical constraint
is that only the transmitted beam of a Glan-
Laser prism is well polarized. With this setup the beam intensity can be modulated between
5mW and 7W, measured after passing the vacuum chamber.
In Figure 2.7 one can see the characteristic non linear transfer function of a Pockels cell, described
by a cosine, making it diﬃcult to get a proper active intensity stabilization. The problem has
been approached before by our project partners, but the solution could not yet be adapted to
our system (Matthias 2013).
The dipole trap laser has to be carefully designed towithstand the harsh drop tower environment.
The main issues are decelerations of up to 40 g during impact, which are tackled with a robust
mechanical design. The second problem is a lack of cooling water supply while dropping.
Generating 20W of optical power requires 300W of electrical power in the ﬁnal stage alone. In
this case, the generated heat is absorbed by a phase changing material. It is assembled just
beneath the power amplifying laser diodes, allowing an operation at full power for ﬁve minutes,
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Figure 2.8
Setup to modulate the intensity of the dipole laser. The fraction of light passing the assembly is dependent
on a voltage applied to the Pockels cell. Further information is given in the text.
without external cooling (Damjanic 2013). Afterwards the material has to be charged again by
external water cooling.
A long term power stability of 0.1%, mentioned in the laser’s manual, is only valid after a
certain warm up time. This is not the case for drop tower measurements, since the available
electrical power is not suﬃcient to keep the laser running for the required time. Realistic power
variations between drops are estimated to be around 3%.
2.4. Electronics
Electronics in a drop tower experiment have to be light and compact, due to the limited space
available. In some cases it is possible to choose commercially available oﬀ the shelve products,
some tasks require speciﬁc customized solutions. This section will explain the major electronic
components. The entire system is once again subdivided into three subsystems (see Figure 2.9)
namely the FPGA system, the camera computer and the control room computer were the latter
is only used in drop mode operation. FPGA and camera PC are controlled by a single windows
PC called Lab PC.
2.4.1. FPGA system
Communication with the FPGA (Field Programmable Gate Array) is managed by Labview
software based on developments of the QUANTUS collaboration (Herr 2013) with slight
modiﬁcations to match our experimental needs. It splits into time-dependent and time-
independent executions. The ﬁrst category implies actions, for example switching lasers on
and oﬀ, setting temperatures, providing trigger signals, setting up our camera conﬁguration
and locking lasers to the right frequencies, as well as receiving information about temperatures
or laser powers. Time dependent variables are wrapped in a sequence assembled on the lab
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Figure 2.9
Schematic drawing of the experiments electronics. Several computers can be accessed by the user
controlling diﬀerent subsystems.
computer including frequency shifts, several triggers, magnetic ﬁeld control and laser power
levels. The FPGA stores the experimental sequence and, running with a Labview real-time
environment, provides a suﬃcient timing for every step. In this manner, it can be understood
as the heart of our experiment’s electronics. Execution times are limited by an internal clock
rate of 40MHz. Time-independent tasks are looped through the FPGA and handed over to the
execution devices in the lowest row in Figure 2.9.
Dipole oscillator driver: The dipole oscillator is operatedwith a home-made laser current driver.
Its output current is manually controlled only. It is statically set to 2.8A by a potentiometer, but
can be remotely switched on via an enable TTL trigger, provided by an FPGA systems digital
out.
Pockels cell driver: The pockels cell is driven by a high voltage ampliﬁer [10HVA24, Ultravolt].
The output can be enabled by an FPGA provided digital output trigger, while the desired voltage
is set by an analogue signal from the FPGA system. The incoming voltage varies between 0 and
6.5V and is ampliﬁed by a factor of one thousand. In Figure 2.10 on can see the output voltages
plotted over time. With a rise time of 26V/μs (Figure 2.10(a)) and the same fall time (Figure
2.10(b)), the device is suitable for experiments like ours, where a critical step is the release of cold
atoms from the trap. If it takes too long, temperature measurements, relying on free expansion
of the atomic cloud, will be distorted. Another important parameter is the noise spectrum,
which directly translates into power noise of the dipole trapping laser, leading to heating in the
trap. By replacing the HVA with a more sophisticated but not drop resistant ampliﬁer, featuring
a lower noise level, it could be demonstrated that voltage noise is not limiting our cooling or
trapping performance.
Thĳs Stack: The Thĳs stacks, one for rubidium and one for potassium, are an assemblage of
stacked in- and output cards to control mainly our laser system, but also e.g. to operate the ion
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Figure 2.10
Rise (a) and fall (b) behavior of the Pockels cell high voltage driver. Both slopes were determine to be
around 26V/μs. While voltage decreases appear almost linear voltage increases feature an overshoot.
pump in drop mode. These compact electronics have been developed by Thĳs Wendrich2 at the
IQO in Hannover and were not only used for drop tower experiments but also on a sounding
rocket in space. Diﬀerent 100mm x 100mm cards can be stacked together, depending on the
experimental demands. The only necessary building blocks are a power supply- and an FPGA
connection (or USB or Ethernet) card. Communication between the Stack and the FPGA is
realized by the corresponding T-Bus (see footnote) system, developed for this purpose alone.
In our system, laser controller cards provide currents, to drive all the lasers, except for the
dipole trapping one. A frequency card stabilizes laser frequencies by analyzing the input beat
node measuring photodiodes and responding via PI controlled modulated currents on the laser
controller cards’ outputs. DDS (Direct Digital Synthesis) cards generate sinusoidal signals
for AOMs with variable frequency and amplitude. The relatively low signal is ampliﬁed to
the required power level of approximately 30 dB by external rf-ampliﬁers [Mini Circuits]. A
shutter card operates shutters within the laser system. Temperature controller cards maintain
stable laser temperatures via Peltier elements, assembled at diﬀerent locations on the lasers’
housings. Since their setpoint is deﬁned by a potentiometer on the card itself, it is impossible
to change it remotely. This turned out to be an essential drawback, since the setpoint changes
automatically with electronics temperature. This turned out to be a problem for drop tower
measurements. Thus, they were replaced by alternative commercially available temperature
controllers [Meerstetter]. Results in this thesis were recorded with both setups. Apart form the
laser system, a UHV card produces a high voltage supply for the ion getter pump, maintaining
a good vacuum quality in drop tower operation.
2Several experiments are based on this technology but no dedicated publication is available. Information can be
mainly found in PhD thesis utilizing Thĳs-Stack (also T-Stack) and T-Bus (Kulas 2016; Rudolph 2016; Grzeschik 2017;
Sternke 2018)
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Coil Currents: The various magnetic ﬁeld generating coils were operated by numerous current
drivers over the years of testing. Unsuitable for our PRIMUS-project were the drivers used
in the QUANTUS-collaboration and a solution based on an H bridge, most of all because of
their reliability. One working solution is a simple mechanical relay connecting the coils with its
battery supply. In this basic solution, the operation current is determined by hardwired load
resistors of diﬀerent values. This rather easy and robust solution comes with the drawback
of ﬁxed current values that of course can’t be remotely controlled. To overcome this problem,
compact and robust current drivers [Servowatt] were purchased, which are running on DC
power and deliver up to 192W output power. With rise times of 1ms and fall times in the order
of 0.5ms operating on the 3D-MOT coils (see Figure 2.11) the Servowatt driver performance is
suﬃcient. Both solutions were used for the measurements in this thesis. For the data recorded
the current source played no role.
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Figure 2.11
Rise (a) and fall (b) behavior of the coil current drivers purchased from Servowatt. Measurements were
taken on the 3D-MOT coils operating at around 3.6A resulting ia switch oﬀ time of approximately half a
millisecond.
2.4.2. Camera computer
The camera computer is a windows based mini-PC with outer dimensions of 200mm × 200mm
× 40mm equipped with a solid state hard drive. It connects to the few capsule components that
can not be controlled by the real time PXI system.
This includes the camera, a PCO1400, that only comes with a ﬁrewire connection and drivers
incompatible with real time systems. While the captured pictures are bypassed to the LAB PC
in ground operation the images are stored on the camera PC in drop mode. The existing wiﬁ
connection, in the drop tower, is not fast and reliable enough to transfer picture sized data while
dropping.
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Furthermore, the temperature controllers [LAIRD Technologies, TC-XX-PR-59] for our dipole
trap laser come with windows based drivers only. The demanded RS-232 signal is provided by
an USB port of the computer and translated by an external converter.
The last connected device is the dipole laser power stage current driver. The computer is used
to set laser power and status readout. The ﬁnal on/oﬀ switching is realized by a single TTL
trigger provided by the FPGA system, since it is critical in timing. To protect the laser from
malfunctions, it is always switched oﬀ before the impact in drop operation.
2.4.3. Control room computer
This computer is part of the drop tower facility and is not exclusively used by our experiment.
It is connected to the capsule integrated FAB PC (Fallturm-Betriebsgesellschaft, Drop Tower
Operation and Service Company) and provides the interface for cooling water supply. Colling
water is only available in the waiting position in the top of the tower. The FAB-PC furthermore
controls the drop release mechanism. It disconnects one second after receiving a trigger signal,
generated by the FPGA system. It also collects drop related data like capsule pressure, voltages
or impact forces as shown in Figure 2.12.
2.5. Operation in weightlessness
To run the experiment in a microgravity environment, the drop tower in Bremen was chosen. It
is a tower with a total height of 146m, housing a 122m evacuable steel tube. Experiments can
be released at a hight of 110m providing a free fall time of 4.7 s, after which the experimental
device is captured in a container ﬁlled with polysteryrene balls, 8m of height. In our case, this
leads to a deceleration of about 36 g, where g describes the Earth’s gravitational acceleration
(Figure 2.12(d)). A catapult mode, doubling the available free fall time, can not be used by the
PRIMUS experiment because of its size.
Operating the system under weightlessness is restricted to not more than 2 drops per day and
drops have to be booked typically one year in advance. For this reason measurement campaigns
have to be planned well and repeated measurements for improved statistics are impossible in
most cases.
The entire setup was designed for the operation in the drop tower. For this reason it features
several accumulators, as it can be seen in Figure 2.1, enabling an autonomous operation during
the ﬂight. This reﬂects in the nomenclature of voltages in the system, referred to multiples of
the installed lithium iron phosphate battery cells. The working voltage of a single cell lies in
between 3.3V and 3V so a voltage of 2C refers to a voltage of ≈ 6.4V3. The battery platform
delivers seven diﬀerent voltages: 1C, 2C, 4C, 6C, -2C, -4C and -6C.
The whole procedure starts by checking the systems’ performance on ground, followed by the
3The indication of a C-value for batteries normally describes its maximum output current. Following this notation, the
C here has to be replaced by an S.
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capsule handover to the drop tower facility employees. It takes about 30 minutes to encapsule
the device with a hermetically sealing hull, transport it into the tower and lift it up to the release
position. Due to limited available energy, the lasers are switched oﬀ during this period. After
establishing a proper data communication, the drop tube is evacuated for almost two hours.
Suﬃcient local thermal equilibrium on the laser board is ensured by turning the lasers on,
one and a half hours before the dropping. This procedure provides stable laser powers and
polarization.
The power consuming dipole trap is activated only 10 minutes prior to the drop, leading to a
strong power instability in the range of 3%. A pre-programmed sequence is uploaded to the
FPGA and determines the experimental steps within the drop itself. After the impact, most
parts of the system are switched oﬀ and it takes another half an hour to reﬁll the vacuum tube
with air. The experiment is recovered by the drop tower employees and handed over to the
scientists within another 20 minutes. After the accumulators have been recharged and the
system is checked for damages the procedure starts over again.
In Figure 2.12 experimental data from the whole drop procedure can be seen. In (a) the
accumulator voltages over the whole procedure of evacuation, dropping and recovery are
plotted. Three characteristic curves are shown. The 2C voltage decreases over time and sudden
drops can be seen when lasers are switched on. The expected plateau with more or less constant
voltage follows a fast initial drop. Switching lasers oﬀ lifts the voltage again. The 4C voltage
is buﬀered during the evacuation period, as is the 6C voltage, not shown here. One can see it
decreasing for 10min, until the capsule is connected to the supply voltages at its waiting position
at the top of the tower. Over the time of evacuation, it stays constant and drops just before the
capsules release, after it has been disconnected. The -4C voltage curve is representative for all
negative voltages. They do not feed any power consuming devices making them uncritical for
experimental sequences.
Figure 2.12(b) shows three temperature curves and the pressure inside our capsule. The
temperatures of laser board (orange line) and electronics platform (green line) are recorded with
a single thermistor each. Thus, these are local values. Both curves rise, while the experiment is
prepared and transferred to its waiting position. After 10min of data recording, the cooling
water supply is activated and both curves decrease until the lasers are switched on. The sudden
increase is an measurement artifact, caused by an electrical ground shift. Towards the end of the
evacuation time, when the system operates at full power, the laser system gets warmer, despite
the cooling water. This was not found to be a problem.
The temperature evolution inside the FAB computer is immune to the environmental inﬂuence
and rises constantly throughout the entire sequence.
The capsule pressure has no eﬀect on any component but as the system is hermetically sealed, it
acts as a global temperature signal. It conﬁrms the increased temperature towards the end of
the evacuation time.
The Capsule is equipped with diﬀerent accelerometers. The measurements from a small range,
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three axis, device are plotted in Figure 2.12(c). The microgravity time of 4.7 s becomes visible.
Figure 2.12(d) shows the information from a larger range, single axis device, which records a
deceleration of approximately 36 g, constantly for all executed droppings.
0 50 100
Time in min
3.25
3.3
3.35
3.4
3.45
Vo
lta
ge
 in
 V
2C
4C
-4C
(a)
0 50 100
Time in min
24
26
28
30
32
34
Te
m
pe
ra
tu
re
 in
 °C
1.006
1.008
1.01
1.012
1.014
1.016
Pr
es
su
re
 in
 b
ar
Electronics Temp
Laserplatform Temp
FAB-PXI Temp
Capsule Pressure
(b)
-2 0 2 4 6
Time in s
-3
-2
-1
0
1
2
3
Ac
ce
le
ra
tio
n 
in
 g
X
Y
Z
(c)
-2 0 2 4 6
Time in s
-10
0
10
20
30
40
Ac
ce
le
ra
tio
n 
in
 g
(d)
Figure 2.12
Experimental capsule data from a drop sequence. In (a) one can see the accumulators voltages over time
for better visibility the values are divided by its respective number of accumulator cells. (b) shows
temperature and pressure data, (c) displays the forces acting on the capsule around and during the drop
on a small scale while (d) shows the forces on a larger scale with a focus on the impact force. Further
information can be found in the text.
40
3. Dipole Trap Loading
Optical trapping potentials for atoms, molecules or larger objects are generally considered as
optical tweezers. First applied to trap latex spheres in the year 1970 (A. Ashkin 1970)1, they
became a tool with broad applications mainly in physics and biology. Biologists can trap
and manipulate e.g. viruses (A. Ashkin and Dziedzic 1987), bacteria (Diekmann et al. 2016)
and living cells (H. Zhang et al. 2008)2. Physicists apply optical tweezers to nanoparticles
(Dienerowitz et al. 2008; Hebestreit et al. 2018), ions (Schneider et al. 2010; Schaetz 2017) and
atoms.
Three diﬀerent forces are important in the context of optical tweezers. The ﬁrst one is a force
along the beam direction, originating from momentum transfer from photons to the object, upon
absorption or reﬂection, called radiation pressure. Apart from molasses-like conﬁgurations
(Dalibard 1988) it is not used for trapping. Due to our choice of a wavelength far detuned from
resonance, less than one photon per second is scattered (Ivanov 2007) making radiation pressure
negligible for this thesis.
The second force is called gradient radiation pressure and acts on transparent objects that are
large compared to the trapping wavelength. The mechanism is based on refraction of the beam
while penetrating the object’s surface (A. Ashkin 1970; Shaevitz 2006). It attracts particles
along an intensity gradient, for Gaussian beams toward the center, perpendicular to the beams
propagation direction. In axial direction the force pulls towards the beam waist. Since the
trapped atoms in this thesis are small, compared to the trapping wavelength, gradient radiation
pressure forces do not appear in the described experimental setup.
The third one is a gradient force as well. It acts on objects much smaller than the trapping
wavelength and is based on induced dipole moments giving it the name (optical) dipole force.
Respectively the formed trap is referred to as (optical) dipole trap, a sub-category to general
optical tweezers, ﬁrst realized for atoms in the year 1986 (Steven Chu, Bjorkholm, et al. 1986).
Based on the AC-Stark eﬀect, internal atomic energy levels are shifted, resulting in attractive
or repulsive forces towards areas with high laser intensities. These traps typically have trap
depths in the order of a few 100μK making it impossible to catch atoms at room temperature.
For this reason other cooling steps have to precool the atoms before they can be loaded into the
dipole potential.
1For his work on optical tweezer Ashkin was awarded with the Nobel prize for physics this year.
2Reference (Lang et al. 2003) is a sorted collection of papers for biologically motivated literature, while a review article
can be found in (Svoboda et al. 1994)
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This chapter describes the precooling techniques necessary to load atoms into the dipole trap,
contains a more detailed explanation for the dipole potential and sheds light on the loading
process itself.
3.1. The Magneto-Optical Trap
Magneto-optical traps (MOTs) (Raab et al. 1987) are used to cool atoms from room temperature
to a few hundred μK. Because they are well described in literature (Metcalf et al. 1999) this will
only be a brief summary of the main features with an emphasis on the interplay between MOT
and dipole trap, which is strongly inﬂuenced by the utilized trapping laser frequency.
In a MOT, atoms are slowed down via photon momentum transfer. For a cooling mechanism it
is mandatory to only absorb photons from the direction opposite to the atom’s movement in
order for them to be slowed down. This is guaranteed by a cooling laser frequency detuned to
the red, so with less energy, with respect to an atomic transition. The atom’s velocity causes a
Doppler shift bringing the atomic resonance closer to the photon energy.
Illuminating atoms with six laser beams, a counter propagating pair in each spatial dimension,
results in a velocity dependent deceleration force. An additional force with spatial dependence
is provided by an external magnetic quadrupole ﬁeld which removes the degeneracy between
diﬀerent magnetic sublevels. In combination with circularly polarized MOT beams this gives
rise to a spatially dependent probability to absorb photons.
Rubidium-87 is cooled using the 52S1/2 (F=2) → 52P3/2 (F’=3) transition (D2 line) coming with a
loss channel into the 52S1/2 (F=1) state. For this reason, in addition to the cooling laser light, a
second laser frequency is applied to bring atoms back into the cooling transition. The second
laser, as mentioned in 2.1, is called repump laser. It is not detuned with respect to the atomic
transition and therefore needs a lot less power than the cooling one.
According to this, the critical parameters to run or optimize a MOT’s performance are both laser
powers, their ratio, the cooling light’s detuning and the magnetic ﬁeld strength. In Figure 3.1a)
one can see the number of atoms caught in the trap with respect to the cooling laser detuning
and the current, driving the magnetic ﬁeld. Optimal performance is observed with a detuning
of 16MHz (2.6 times the natural line width) and a current of 3.1A, equal to a magnetic ﬁeld
gradient of 1.4 mTcm .
The available cooling laser intensity is limited to a few mW per beam. In this range no saturation
eﬀects could be observed and more power leads to more atoms in the trap with an almost
linear dependency. Because one laser feeds both MOTs, the two dimensional and the three
dimensional, the power ratio has to be chosen carefully. Best results were observed with the
values in Table 3.1 while the performance is insensitive to variations in repumping laser power.
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(a) (b)
Figure 3.1
Atom number optimization in the 3D-MOT with respect to the magnetic ﬁled gradient and cooling laser
detuning. a) Measurement with maximum cooling laser intensity, b) Measurement with decreased
cooling laser power.
2D-MOT 3D-MOT
Cooling laser 2x 20mW 6x 7mW
Repumping laser 2x 1mW 6x 0.5mW
Table 3.1
Chosen laser powers in 2D- and 3D-MOT.
Operating the apparatus in microgravity in some cases led to a reduction of the available
laser power, due to altered thermal conditions. While hanging in the drop tower’s vacuum
tube for one and a half hours, thermally induced mechanical stress, on the holders for optical
components, degraded the laser platform’s performance, despite the activities to counteract
this problem described in Chapter 2.
Since magneto-optical trapping is based on the atom’s scattering rate, which depends on laser
power and detuning, the consequences of a reduced laser power on the MOT performance
were investigated and plotted in Figure 3.1b). The observed reduction in atom number, in this
particular case 25%, does not lead to fewer loaded atoms in the dipole trap. An optimal loading
performance is achieved, by almost the same detuning and magnetic gradient parameters,
independent of laser power. For this reason no adjustments between drop tower and laboratory
operation have to be made. For potassium we observed a stronger dependency. Thus in this
case, the cooling laser detuning and the magnetic gradient must carefully be matched to the
available laser power (Blanke 2016).
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Operating the system in optimal condition leads to ≈ 1.8 × 109 atoms loaded in 3 s. The
corresponding loading curve is plotted in Figure 3.2. To smooth out the high scatter in the
ﬂuorescence measurement, the data points were ﬁtted to
NMOT(t)  R0MOTα
(
1 − e(−αt)
)
. (3.1)
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Figure 3.2
The MOT’s loading curve. Approximately
1.8 × 109 atoms can be loaded within 3 s. Green
points are ﬂuorescent detection data while the
green line is the corresponding ﬁt to Equation
(3.1). The orange line represents a loading data
collected in microgravity, the underlying data
points are not shown and the curve is shifted by
200ms for better visibility.
Here NMOT(t) is the number of atoms which
are loaded into the MOT, R0MOT is the ini-
tial trap loading rate, α describes losses
caused by collisions with residual back-
ground gas atoms and t is the loading time.
The initial loading rate is determined to be
R0MOT  8.32 × 108 atomss for operation with
and without gravity. The corresponding loss
rates are α  0.24 and α  0.21 respectively.
This means, the slight observable diﬀerence
in the loading performances in Figure 3.2, is
caused by vacuum quality diﬀerences. These
are related to changes over month. Therefore
gravity has no inﬂuence on the loading be-
havior of the MOT.
A false color image of a fully loadedMOT can
be seen in Figure 3.3 (a). Two main features
should be pointed out in this picture, namely
a slight fringe pattern in the trap center and
the elongated shape. While the fringe pat-
terns most likely are caused by an imperfect
beam alignment as described by Steane et al. (Steane et al. 1992), the elongated shape represents
the underlying magnetic ﬁeld, as it is visible in Figure 3.3(b). Here the magnitude of the
magnetic ﬁled is simulated in arbitrary units. Four red areas surround the coil intersection with
the illustrated plane, indicated by smaller areas with less magnetic ﬁled. Intersection points in
radial direction belong to the same coil. The angle of view in Figure 3.3(a) and (b) is shifted by
45° to each other still indicating the diﬀerence in gradients along diﬀerent directions.
To summarize the MOT performance results, one can say that it works very well as a source for
cold atoms. The amount of atoms and loading rate are appropriate for further cooling steps
and set a reliable foundation for dipole trap loading. In microgravity and on ground, identical
performances could be demonstrated.
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(a) (b)
Figure 3.3
(a) A ﬂuorescence image in false colors of a fully loaded MOT with approximately 109 atoms. Notice a
radial anisotropy for the atomic density and fringe patterns in the center caused by imperfect beam
alignment (Steane et al. 1992). (b) A simulation of the magnetic ﬁeld magnitude for the given setup. The
magneto-optical trap is placed right in the center of this picture and clearly explains its anisotropy.
Further information is given in the text.
3.2. The Optical Dipole Potential
The theory of dipole traps is well described in (Grimm et al. 1999) and the following paragraph
is based on their work.
In a classical picture, an atom, consisting of a nucleus and an electron, is polarizable by an
external ﬁeld and can be described as an harmonic oscillator. An oscillating external ﬁeld
E(r, t)  eˆE˜(r) exp(−iωLt) + c.c, such as a laser ﬁeld, induces an oscillating polarization of
the atom described as p(r, t)  eˆ p˜(r) exp(−iωLt) + c.c with the unit polarization vector eˆ, the
driving frequency ωL and the amplitude of the dipole moment p˜. The amplitude of the electric
ﬁeld and its counterpart in the polarization are linked with the complex polarizability αp(ωL) as
p˜  αp(ωL)E˜. (3.2)
Taking the temporal average of the interaction energy leads to the dipole potential
UDip  −12 〈pE〉 
1
20c
Re{αp}I(r), I(r)  12 0c |E˜(r)
2 | (3.3)
with 0 the vacuum permittivity, c the speed of light, and I, the driving ﬁeld’s intensity. The
angled brackets denote the temporal average over several oscillations, while the factor of one
half accounts for an induced rather than a static dipole moment. The gradient of Equation (3.3)
is the dipole force mentioned above. It is caused by dispersive interaction of the induced dipole
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moment with the gradient of the driving ﬁeld. For this reason, only the real part of the complex
polarizability is included in the calculation. The imaginary part, however, describes power
absorption from the electric ﬁeld and can be written in a similar manner
PAbs  〈 pE〉  ωL0c Im{αp}I(r). (3.4)
In a quantum mechanical picture, this absorption is based on scattering events. To get a useful
equation for the associated scattering rate Γsc one replaces the driving ﬁeld energy with a stream
of photons that can be absorbed and reemitted by the atom
Γsc(r)  PAbs
ωL

1
0c
Im{αp}I(r). (3.5)
Obviously, the complex polarizability of the atom under investigation plays a major role in
trapping and scattering, as explained above. It is once again approached in a classical picture,
the Lorentz model (Lorentz 1906; Kopitzki 1993).
The picture of a nucleus and one electron is still valid. In the Lorentz picture, both bodies are
connected with a spring and the electron moves in one direction (x) only. The corresponding
eigenfrequency ωRes to this oscillator represents the optical transition in a two level atom.
Radiated energy is described by Larmor’s formula for an accelerated charge (Larmor 1897;
J. D. Jackson 1999). Integrating the equation of motion
	x + ΓωL x + ω2Resx  −
e
me
E(t) (3.6)
leads to the desired expression for the complex polarizability
αp(ωL)  e
2
me
1
ω2Res − ω2L − iωLΓωL
,with ΓωL 
e2ω2L
6π0mec3
(3.7)
where ΓωL is the classical damping rate for radiative energy loss. By introducing the on-resonance
damping rate Γ  (ωRes/ωL)2ΓωL , this formula can be altered to
αp(ωL)  6π0c3
Γ/ω2Res
ω2Res − ω2L − i(ω3L/ω2Res)Γ
(3.8)
giving reasonable results for weak driving ﬁelds, as it is the case in most dipole traps, especially
far-oﬀ-resonance traps, like the one used in this experiment. For strong driving ﬁelds, saturation
would become relevant that have to be treated with quantum theory.
Inserting Equation (3.8) into Equation (3.3) and (3.5) results in
UDip(r)  − 3πc
3
2ω3Res
(
Γ
ωRes − ωL +
Γ
ωRes + ωL
)
I(r) (3.9)
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and
Γsc(r)  − 3πc
3
2ω3Res
(
ωL
ωRes
)3 (
Γ
ωRes − ωL +
Γ
ωRes + ωL
)2
I(r). (3.10)
Applying the rotatingwave approximation (Metcalf et al. 1999), valid for detuningsΔ ≡ ωL−ωRes
much smaller than the resonance frequency (|Δ|  ωRes), and setting ωL/ωRes ≈ 1 gives
UDip(r)  3πc
3
2ω3Res
Γ
Δ
I(r) (3.11)
and
Γsc(r)  3πc
3
2ω3Res
(
Γ
Δ
)2
I(r). (3.12)
These equations reveal two important general properties of dipole traps. First, the sign of the
detuning Δ deﬁnes whether the dipole force (∇UDip) is attractive or repellent (see Equation
(3.11)). Working with red detuned light, i.e. with less energy than the atomic resonance (Δ < 0),
the potential becomes negative and atoms are attracted to areas with high intensity. Using
blue detuned light (Δ > 0) results in a positive potential, repelling atoms from areas with high
intensities. Both techniques were used in the past (Davidson et al. 1995; Grimm et al. 1999)
but the red detuned traps (Steven Chu, Bjorkholm, et al. 1986) are a lot more common, mainly
because of their simpler application. This thesis will only use red detuned dipole traps.
The second important property regards the ratio between scattering rate and dipole potential
depth. Since the scattering of photons increases the energy of the trapped atomic ensemble, this
is a counteracting eﬀect to the goal of cooling atoms. While the potential scales linearly with
Γ/Δ the scattering rate scales with its square. For this reason far-oﬀ-resonance traps (FORTs)
were designed to create equally deep traps with less optically induced heat. Of course a larger
detuning demands higher laser powers to keep the potential depth at a comparable value.
Furthermore, the intensity distribution in these formulas is important for optical traps. The
most simple way to realize a dipole trap is a single focused Gaussian beam. This trap geometry
will be used in all the dipole trap loading experiments in this chapter.
Gaussian beams are solutions to the paraxial wave equation, originating from the Helmholtz
equation (Milonni et al. 2010). They are a good representation for real laser beams and their
intensity distribution reads
I(x , y , z)  2P
πw0
(
w0
w(z)
)2
e
−2 x2+y2
w(z)2 . (3.13)
While x, y and z are Cartesian coordinates and the beam propagates in z direction. P represents
the laser power. w0 is called beam waist and describes the beam radius at the point with the
smallest beam diameter. w(z) describes the beam radius in dependence of the axial coordinate
z and is related to w0 as
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w(z)  w0
√
1 +
(
z
zr
)2
(3.14)
where zr is called the Rayleigh length, the axial distance from the waist to the position where
the beam expanded to
√
2w0. w(z) is deﬁned by the area where the beam intensity dropped to
1/e2 of its value on the z axis. This is possible, since every cut in the x-y plane gives a Gaussian
beam proﬁle. Further relations for the Rayleigh length and beam waist can be found:
zr 
πw20
λ
and w0 
λ f
πω(zL) (3.15)
with the wavelength λ, focal length f of the focusing lens and the beam radius ω(zL) at the
position of the lens zL. Thus, for a ﬁxed wavelength λ the beam waist w0 is determined by f
and ω(zL). Referring to the dipole trap loading, the area enclosed by the laser beam is of great
importance.
Experimentally, the waist of a Gaussian beam can be measured by the knife edge method
(Suzaki et al. 1975), where a sharp edge is slowly translated through the beam, perpendicular to
its propagation direction, while the transmitted power P(xknife) is recorded. Blocking the laser
beam slowly results in a dataset as shown in Figure 3.4 (green dots). Fitting these data to
P(xknife)  P02
[
1 − erf
(√
2(xknife − x0)
w(z)
)]
(3.16)
is a precise and easy way to determine the beam radius. The evolution of a beam’s width is
investigated by repeated measurements along several positions of the beam. Executing knife
edge measurements on the actual apparatus is limited by the compact experimental setup.
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Figure 3.4
Exemplary knife edge measurement to determine
the width of the dipole laser beam.
Thus, measurements were done at three
positions along the beam path between
laser and vacuum chamber. The re-
sults can be seen as dots in Figure
3.5.
The beam diameter can also be calculated
by applying ray transfer matrix analysis
(Brooker 2007). Here, a complex beamparam-
eter 1q 
1
R − iλπnw(z)2 , where n is the refractive
index and R is the radius of curvature, is
evolved over distance by applying transfer
matrices for all optical elements and free
space the beam passes.
In Figure 3.5 this calculation is done for the
experimental setup. According to private
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communication with the manufacturer, the single collimating lens inside the dipole laser has a
focal length of 3mm. Although great care has been taken in positioning this lens, an optimal
collimation can not be realized. The measured gray dots in Figure 3.5 deviate strongly from
the green line which represents the case of optimized collimation. A more realistic behavior is
described by the simulated orange line. Even though it cannot be measured directly, a focus
between laser and vacuum chamber is likely. Figure 3.5(b) is a magniﬁed view of the beam
diameter close to the beam waist in the center of the vacuum chamber. According to this
calculation atoms will be loaded into a dipole trap with a beam waist in the range of 30-40 μm.
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Figure 3.5
Dipole laser beam radius evolution on the path towards the dipole trap. Lines correspond to simulations
based on the ray transfer matrix method, dots are knife edge measurements. The green line represents the
case of a perfectly collimated beam, the orange curve is a ﬁt to the measured datapoints. (a) Complete
single beam path from the emitting laser ﬁber facet to the vacuum chambers back end. (b) A magniﬁed
view of the beam waist inside the vacuum chamber.
With all of these information it is possible to calculate the expected dipole potential. Inserting
Equation (3.13) into (3.3) and introducing r 
√
x2 + y2 leads to the expression
UDip(r, z)  U0
(
w0
w(z)
)2
e
−2 r2
w(z)2 ,with U0  −
Re{αp(ωL)}P
0πcw20
. (3.17)
We assume all atoms to be close to the trap center, a valid assumption based on evaporation
dynamics in traps with interacting atoms that are constantly following a Boltzmann distribution
(see: Chapter 4). In this case, the radial distribution is small compared to the beam waist while
the axial one is small compared to the Rayleigh length. A second order Taylor series expansion
of UDip around the center of the trap leads to the expression of a harmonic oscillator (Grimm
et al. 1999)
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UDip(r, z) ≈ U0
[
1 − 2
(
r
w0
)2
−
(
z
zr
)2]
 −U0 + 12mω
2
r r
2
+
1
2mω
2
z z
2 (3.18)
with two diﬀerent trap frequencies in the radial and axial direction
ωr 
√
4U0
mw20
and ωz 
√
2U0
mz2r
. (3.19)
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Figure 3.6
Calculated potential for a single beam dipole trap with a beam waist of 40μm. (a) The calculated
potential in radial direction according to Equation (3.17) (green), compared to the harmonic
approximation described by Equation (3.18) (orange) for a trapping power of 5W. In the center of the
trap, where the atoms are located, they agree well. The blue line is the calculated potential in axial
direction for comparison. Atoms are obviously less conﬁned in this direction. (b) A comparison of the
optical potential with and without the eﬀect of gravity. Gravitation contributes to the total potential with
a constant gradient which leads to an eﬀectively lowered trap depth Ueﬀ.
As a simpliﬁcation, these are often summarized in the mean trap frequency
ω¯  (ωxωyωz)(1/3)  (ω2rωz)(1/3) , (3.20)
the geometric mean in all spatial directions. Since most optical and magnetic traps are generally
considered harmonic near their center, the trap frequency suﬃciently characterizes a given
potential. Classically it describes at which frequency atoms oscillates in the trap, which
determines, for example, the number of collisions in a certain time period.
If temperature and atom number are know, trap frequencies can be used to calculated the atomic
peak density in a trap with
n0  Nω¯3
(
m
2πkBT
)3/2
, (3.21)
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a formula valid for MOTs, magnetic and optical traps.
For comparison, the dipole potential is plotted in Figure 3.6(a) in dependence of its radius. The
harmonic approximation (orange line) is in good agreement with the realistic potential (green
line) near the trap center. The harmonic approximation in axial direction is displayed as well
(blue line), to give an idea of the reduced conﬁnement along the single beam trap.
While operating a dipole trap on ground, gravity alters its potential by adding a constant
gradient. In most cases, the axial direction is oriented perpendicular to gravity, resulting in an
expression for the entire potential
UDip(r, z)  U0
(
w0
w(z)
)2
e
−2 r2
w(z)2 + mgy. (3.22)
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Figure 3.7
Dipole trap potentials for diﬀerent laser powers in
radial direction including gravity, the relative
contribution of which rises with lower trapping
powers.
Gravity has two eﬀects on the optical trap-
ping potential, a lowered eﬀective trap depth
and a shift of the trap center.
As depicted in Figure 3.6(b), the potential
along gravity is eﬀectively lowered and atoms
can escape in this direction with less kinetic
energy then they would need for any other
direction. For this reason, in addition the
deﬁnition of the trap depth U0, an eﬀective
trap depth Ueﬀ is deﬁned. The importance of
a distinction between both values depends
mainly on the trap depth, as it can be seen in
Figure 3.7.
The second eﬀect, a trap center displacement
called gravitational sag (S. Will 2012), can
easily be described in terms of trap frequen-
cies. Writing the trapping potential in y-direction as UDip(y)  12mω2r y2 + mgy and searching
for its minimum results in the formula (Ospelkaus-Schwarzer 2006)
ysag  − g
ω2r
(3.23)
for the gravitational sag.
3.3. Dipole Trap Loading Schemes
This section will focus on eﬃcient loading strategies for optical dipole traps. Basically this
depends on temperature and density of the initial atomic cloud. Dipole traps, which typically
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have trap depths in the order of a few 100μK are not capable of trapping atoms at room
temperature. For this reason some kind of pre-cooling must be done prior to the loading itself.
Dipole potentials are conservative. An atom passing the trap can not be trapped by the potential
itself, because it is accelerated towards the center of the trap as much as it is decelerated by
leaving it. Therefore, trapped atoms were either situated inside the trap volume before the trap
is switched on, with suﬃciently low kinetic energy, or they lost energy by collisions with other
atoms, or photon scattering, while passing the trap.
This section will introduce theoretical approaches to determine eﬃciencies for the most common
dipole trap loading scenarios. From a theoretical point of view, all the introduced techniques
have in common that they can to be considered as: loading from an atomic reservoir. An important
diﬀerence in the description is whether the reservoir is in equilibrium, as in a magnetic trap, or
out of it like in a molasses.
Furthermore, experimental results for the most promising strategies are presented. Choosing
the ideal technique for the PRIMUS project to achieve high loading rates is constrained by the
need for a certain simplicity in the experimental setup, to provide reliable results in the extreme
conditions of the drop tower.
3.3.1. Loading from a Magnetic Trap
Loading from a magnetic trap allows for a relatively easy theoretical description since the atomic
reservoir is in equilibrium and photon interaction is not present. For this case, three important
trap loading parameters were identiﬁed (Comparat et al. 2006), namely the post-collision
probability for an atom to be in a state which is kinetically low enough to be captured, the
collision rate inside the trap and the atomic ﬂux into the trapping region. In this simple picture,
atoms are not lost from the trap, as they would be in reality by two-body inelastic collisions or
Majorana losses (Majorana 1932; Brink et al. 2006), for example. Simulating the loading process
in this model results in the fraction of all atoms that are trapped in the dipole potential and a
loading time at which equilibrium is achieved. Losses in this approach can be introduced in
terms of the collision times, where the static character of the solution is preserved.
A more complex model for the same situation, including temporal behavior, results in a loading
curve similar to the one seen in Figure 3.9 (Landini, S. Roy, Roati, et al. 2012).
For this experiment, magnetic traps are excluded, since they require high currents, which are
diﬃcult to implement in a drop capsule. The approach of cooling atoms in a magnetic trap
on a so-called atom chip works well in microgravity (Zoest et al. 2007; Rudolph et al. 2011).
These devices minimize power consumption by in-vacuum wire structures3 but come with
other disadvantageous explained in the introduction in Chapter 1.
3Lately atom chips where also placed outside the vacuum cell (Squires et al. 2016) or became part of it (Du et al. 2004;
Du 2005).
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3.3.2. Overlapping MOT and Dipole Trap
The transition of atoms from one trap to another is most eﬀective, if both traps are operated
simultaneously, at least for a short time. In the particular case of a MOT and a dipole trap, this
may worsen both individual performances, up to a point where loading gets impossible. The
interaction behavior mostly depends on the wavelength of the dipole trap λ. As mentioned in
the introduction to this chapter, the trapping mechanism can be understood as an AC-stark shift
of internal atomic energy levels (Dalibard and Cohen-Tannoudji 1985; Alt 2004). As described
in Section 3.1, a MOT works on transitions between the same energy states. Since the dipole
trap is smaller than the MOT, this results in an eﬀective spatial variation for the MOT beam
detunings. These were carefully optimized to match the magnetic gradient and laser power in
the experimental setup.
The introduced two level system is, of course, a simpliﬁed model to understand the dipole
trapping basics. Amore sophisticated description of the complex polarizability αp(ωL) including
all relevant optical transitions shows that it is possible to lower or raise energy levels of excited
and ground states individually (Grimm et al. 1999). Three possible cases will be discussed here
with its most typical exemplary representatives. The following section is exclusively related to
rubidium.
Dipole trapping at λ ≈ 1μm: Trapping in this range rises the excited state, resulting in a MOT
beam detuning to the red. A MOT can still be operated but with altered performance. Atoms
in the excited state are repelled from the trap center while a reduction in absorption from the
MOT beams leads to a higher density for ground state atoms. It is possible to load a dipole
trap in these conditions directly from a MOT (Arnold et al. 2011; Nes 2008; W. Hung et al. 2015)
but it is more common to implement an intermediate step like a magnetic trap (J. Will 2007;
Chisholm et al. 2018) or diﬀerent optical potentials (Kinoshita et al. 2005).
Dipole trapping at λ ≈ 1.5μm: In the range around 1.5μm the exited state is lowered
signiﬁcantly. Creating a reasonable trap depth results in a crossing for excited and ground state
energy levels. Standard MOT operation is no longer possible but atoms can still be directly
loaded by largely detuning the MOT beams as will be explained in Section 3.3.4 (Clément et al.
2009). The problem can also be overcome by introducing an intermediate magnetic trap (Lin
et al. 2009).
Dipole trapping at λ ≈ 10μm: A dipole trap this far away from all optical resonances of
rubidium acts equally on all energy states. A situation like this is called Quasi Electro Static
Trap (QUEST). Both, excited and ground state are shifted by the same amount in the same
direction and do not aﬀect the MOT’s performance at all, so atoms can be trapped directly
(M. D. Barrett et al. 2001; Cennini et al. 2003).
In the experiment, described in this thesis, rubidium atoms are trapped with a wavelength
of λ ≈ 2μm. This regime lies between the two latter cases described above and behaves as
expected. The excited state is lowered a bit stronger than the ground state. For the laser
power provided by our trapping laser (<10W), it is not possible to have them crossed. Cal-
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Figure 3.8
Spatial dependency of dipole laser induced energy shifts for the parameters of our experimental setup. (a)
Illustrated is the situation in a MOT conﬁguration. Far away from the center the ground and excited
energy states are displaced by 16MHz corresponding to the optimal cooling light detuning in our
experiment. Towards the center, due to energy shifting based on the AC Stark eﬀect, both energy levels are
diﬀerently eﬀected, leading to a spatial dependent eﬀective detuning. (b) Energetic distance between both
states. An eﬀective shift of 1.3MHz does not disturb MOT operation.
culations for the speciﬁc conditions of our experimental setup are shown in Figure 3.8. Here
one can see the undisturbed MOT detuning of 16MHz at the dipole trap edges. Towards
the trap’s center, the detuning is decreased by 1.3MHz to 14.7MHz (Figure 3.8 b). The con-
sequences of this are ofminor importance to the overall performance, as can be seen in Figure 3.1.
Further Thoughts on Wavelength Choice
When building a complex experimental apparatus to operate in weightlessness, simplicity is
the key. This has also been considered in the choice of dipole trapping wavelength. On one
hand, a 10μm trap, as it is provided by CO2 lasers, is easily directly loadable from a MOT. It
has the highest conﬁnement along the beam axis, due to a small Rayleigh length, in a single
beam conﬁguration (Equation (3.14)) and, as described in Equation (3.12), atom losses from
the trap, caused by scattering processes, are strongly suppressed. On the other hand, this
wavelength requires special optics and a higher laser power to provide the desired trap depth, in
comparison with shorter wavelength. For 1μm and 1.5μm traps the direct loading from a MOT
is diﬃcult and requires more complex schemes. Furthermore, a larger Rayleigh length means
less conﬁnement in beam direction and an increased energy transfer from photon scattering
events on the trapped ensemble. The chosen wavelength of 2μm combines all the named
advantages with no scientiﬁc drawbacks. So far, only the limited availability of commercial
lasers and optical elements hinders a wider spread in current applications.
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3.3.3. Loading Directly from the MOT
The most simple technique to load a dipole trap is: cooling the atoms in a MOT, switching it oﬀ,
and immediately turn on the dipole trap laser (Brantut et al. 2008). No interaction between both
traps has to be considered, however only a small fraction of atoms is captured. Basically all
atoms initially inside the trapping area with energy lower than the trap depth are captured,
reducing the trapping probability, in one dimension, to the two ratios of σ0/w0 and U0/kBT0
(Gaaloul et al. 2006). σ0 represents the size of a Gaussian distributed atomic cloud while w0 is
the dipole laser beam waist.
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Figure 3.9
Theoretical dipole trap loading curve described by
Equation (3.25). An initially high loading rate
decreasing in time is followed by a loss dominated
regime, deﬁning an optimal loading time.
Another way to overcome the problem of
incompatible MOT and wavelength combi-
nations is to operate them alternately (Miller
et al. 1993). If switching is fast enough, atoms
will see a time averaged potential from both
traps. However, the eﬀective laser power in
time averaged dipole potentials is lower than
the provided optical power by the laser mak-
ing loading less eﬀective.
Attention should be paid to theoretical mod-
els of these simple cases because they deliver
the basis for more sophisticated procedures.
If atoms are loaded from a standard MOT the
atomic reservoir is still in equilibrium, but
photon interaction has to be involved. In the
most simple case of a QUEST, or any other
dipole trap that does not aﬀect the MOT per-
formance, a simple static equation is a good
approximation for the number of loaded atoms (O’Hara, Granade, et al. 1999a)
NT  nVFORTF(η). (3.24)
Here NT represents the number of trapped atoms, n is the atomic reservoir density, VFORT the
trap volume and F(η), proportional to
(
U0
kBT
)3/2
, gives the number of trapped atoms in relation
to all atoms inside the trap area.4
Most choices of wavelengths will lead to some kind of interplay between MOT and dipole
potential. Kuppens et al. determined the detuning and intensity of the MOT beams as key
parameters for an eﬃcient dipole trap loading (Kuppens et al. 2000). The loading dynamics are
well described by
4Basically the same assumptions where taken in (Ahmadi et al. 2005), leading to a slightly diﬀerent representation
some people may ﬁnd more convenient.
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dNT
dt
 R0e−γMOT t − αNT − βN2T (3.25)
with the number of trapped atoms NT , the initial loading rate R0, the MOTs loss rate caused
by the decreased MOT performance γMOT , a density independent loss rate α and a density
dependent loss rate β. Since α is dominated by encounters between trapped and residual gas
atoms, it is strongly correlated to the vacuum quality of the system. The value for β is equal in
any experiment, depending on the atomic species and its state population. Anyway, both, α
and β can be extracted from the observed linear and the quadratic loss term, respectively.
In Figure 3.9 one can see an eﬃcient loading dominated by the loading rate from Equation (3.25)
in the beginning followed by a domination of loss mechanisms.
In order to maximize the number of trapped atoms, one has to maximize the initial loading
rate while minimizing loss mechanisms. Several eﬀects can lead to loss of atoms from the trap
as it is discussed in Chapter 4, but as long as MOT and dipole trap operate at the same time
they are dominated by MOT light induced radiative escape eﬀects. The initial loading rate can
theoretically be described by (Kuppens et al. 2000)
R0 
1
4nMOTvAPTrap , (3.26)
where nMOT means the atom number density in the MOT, v 
√
kBT/m is the average velocity
and A describes the eﬀective dipole trap surface area; PTrap is the probability to catch an atom
PTrap 
1
2
{
1 − erf
[
v√
2σb
(
1 −
√
α f τ
m
)]}
. (3.27)
This formula was derived from the idea of atoms with a narrow velocity distribution entering
the trap and interacting with photons while they are crossing the trapping region (τ is the
oscillation period in the trap). Photon interaction leads to a velocity broadening, represented by
σb , and friction, implemented in α f with
σb 
√
1
3
(
k
m
)2
Γsc
τ
2 and α f  −2
s0
(1 + s0)2 k
2 δΓ
Δ2cool + Γ
2/4 . (3.28)
Here Γsc describes the photon scattering rate, s0  I/Isat is the saturation parameter, Δcool the
cooling light detuning and Γ the natural line width of the cooling transition.
Another important criterion for an eﬃcient loading is the spatial overlap between MOT and
dipole trap. Apart from the interplay between both traps, a coinciding trap center was
found to be less eﬃcient than a slight displacement in the dipole trap’s beam direction. This
shift leads to a wider trapping beam diameter with a suﬃciently potential deep trapping
potential (Szczepkowicz et al. 2009). In (Kuppens et al. 2000) the trap depth dependent optimal
displacement was found to be on the order of half a MOT diameter. Because the actual value
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depends on various parameters for the MOT and the dipole trap, this value can only give an
idea of the possible optimal displacement.
The major drawback of this technique is the relatively high temperature of transferred atoms.
In the current setup, MOT trapped atoms have kinetic energies in the order of the dipole trap’s
potential depth. An eﬃcient loading under these conditions is impossible.
3.3.4. Loading from a Compressed MOT
FromEquation (3.24), it is obviously favorable to havehigh atomic densities and low temperatures
for the eﬃcient loading of a dipole trap, directly from a MOT. Slight modiﬁcations of the MOT’s
magnetic ﬁeld or detuning can compress the atomic cloud and increase the loading eﬃciency
tremendously. While these so-called compressed MOTs (CMOTs), are eﬀective in preparing
the loading process, they are ineﬃcient in trapping atoms. Therefore, CMOTs are generally
operated for short times, in the range of ms, as an additional step to a standard MOT, before
transferring or releasing an atomic ensemble.
Temperature reduction:
Generally the lowest attainable temperature in a MOT is expected to be the Doppler-limit, which
is 140μK for rubidium-87. In contrast, the lower limit in a molasses (see Section 3.3.5) is the
recoil limit with 362 nK. Without further detail, an optical molasses describes the same situation
as in a MOT, but without any external magnetic ﬁelds. The absence of magnetic ﬁelds enables
polarization gradient cooling, which allows for sub-Doppler temperatures.
Since the MOT operates on a magnetic quadrupole ﬁeld, the exact center of a MOT is magnetic
ﬁeld free, providing the same conditions as given in a molasses. In fact, polarization gradient
cooling occurs in an area around the MOT center, where the Zeeman-shift is smaller than the
ground state’s ac-Stark shift. Therefore, the lowest attainable temperature in a MOT (T0) is
equivalent to the equilibrium temperature for (low-density) atoms in a molasses. While the
sub-Doppler cooling eﬀect is negligible for standard MOT operating parameters, it becomes
signiﬁcant for larger cooling light detuning as applied in a CMOT. In these conditions the
relation
T0 ∝ IMOT
Δcool
(3.29)
with the MOT light intensity IMOT and the cooling light detuning Δcool can be found.
Furthermore, the cooling mechanism of a MOT is based on absorbed photons, which later on
are isotropically reemitted. With a certain probability, scattered photons will be reabsorbed by
other atoms in the cloud (D. W. Sesko et al. 1991). This process ampliﬁes with atom number
and increases the energy transfer into the atomic ensemble. A high reabsorption rate will thus
lead to higher temperatures with the relation (Cooper et al. 1994)
T ∝ N1/3T + T0. (3.30)
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According to Equation (3.30) and (3.29), a lower temperature in a CMOT can be realized by a
lower atom number, higher detunings and less power in the cooling light beams. An additional
reduction of the repumping beam intensity results in an increased number of atoms in the F=1
state for rubidium-87, an eﬀect known as dark MOT (Ketterle, K. B. Davis, et al. 1993). A large
amount of atoms are in this way shifted out of resonance for any cooling light, thus reducing
reabsorption.
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Figure 3.10
(a) Temperature dependency of the cooling light detuning in a compressed MOT. Measurements with
(green) and without (orange) a further repumping beam reduction are shown. Up to 150 MHz, both
situations can be described by the inversely proportional temperature dependency on the detuning
T ∝ 1/Δ from Equation (3.29), depicted by the solid line. Temperatures were determined by the time of
ﬂight method5. (b) The same procedure of increased cooling light detuning also leads to an increased
atomic density in the CMOT with the linear dependency predicted in (Perrin 2014).
In Figure 3.10 (a) one can see the inﬂuence of an increasing cooling laser detuning. Starting with
a MOT temperature above 200μK for 16MHz (not shown here) the ensemble cools down rapidly
with increased cooling light detuning. The solid line marks the inverse proportionality T ∝ 1/Δ
indicated in Equation (3.29). Clearly, both data sets, i.e. with and without the repumping light
reduction, show this inverse proportionality up to 150MHz. Up to this frequency, a repumping
laser intensity reduction has only a minor eﬀect on the atoms. Above 150MHz both lines
separate. While an intensity reduction further cools the atoms, the temperature starts to rise
again for a fully repumped system. The same behavior can be found in (Maic Zaiser 2010)6.
Larger detunings can not be realized in the experiment due to hardware limitations. This is
tolerable since, according to the trend in Figure 3.10(a) only a modest improvement can be
expected. The eﬀect of the dark MOT is also illustrated in Figure 3.11(a). While a lowered
5Time of ﬂight (TOF) measurements refer to a technique where atoms, released from a trap, are thermally expanding
and the temperature is determined from the cloud size after a certain time of ﬂight. Here the spatial distribution is
recorded by ﬂuorescence on a CCD camera (Pyragius 2012). This is diﬀerent from the more common technique
where atoms are falling through a probe beam (Lett et al. 1988).
6Detunings in this reference have to be multiplied by 2π.
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repumping intensity is only eﬃcient for very small values of only a few hundred mWm2 , a thou-
sand times less than for standardMOToperation, shutting oﬀ this light reverses the desired eﬀect.
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Figure 3.11
(a) Shown is the temperature dependency on repumping laser power. A large number of atoms in the F=1
state, reduces the intensity of scattered light in the ensemble, this directly translates to lower
temperatures. (b) Temperature and cloud size of a compressed MOT over the magnetic ﬁeld gradient in
the chamber. A steeper gradient increases the ensemble’s density but also leads to higher temperatures.
Density increase:
Photon scattering does not only aﬀect the cloud’s temperature but also its density by reabsorp-
tion eﬀects, light induced collisions (D. Sesko et al. 1989) and hyperﬁne changing collisions
(Gallagher et al. 1989; Gensemer et al. 1997). If a photon is scattered within the ensemble and
gets reabsorbed by another atom, it is easy to see that a momentum of 2k was transferred. Thus,
acting as a repulsive force which lowers the density. Accordingly, the temperature decreasing
scheme introduced above, acts density increasing as well. This behavior is illustrated in Figure
3.10(b).
Another approach to reach high densities is to increase the magnetic gradient (Petrich et al.
1994), which goes along with an undesired temperature increase. Measurements shown in
Figure 3.11(b) demonstrate this behavior in our setup. No parameters could be found to improve
the FORT loading eﬃciently by increasing the magnetic gradient.
CMOT times on the order of a few ms are insigniﬁcant, compared to evaporation times in
the order of seconds. Nevertheless, it was tested how fast the temperature decrease can be
established, resulting in only one ms until the ﬁnal temperature is reached. In experimental
sequences, performed in the drop tower, this time was stretched anyway to guarantee a smooth
and stable frequency shift. This measurement is an impressive example of how fast optical
cooling techniques are, compared to evaporative cooling. The latter is introduced in Chapter 4
as a further cooling step. Since time is a critical factor in most applications, and especially in the
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Figure 3.12
(a) Number of trapped atoms over time for a dipole trap loaded from a compressed MOT. Green dots are
measured data including a ﬁt to Equation (3.25) in gray with the parameters: R0 = 1.05 × 109 atomss ,
γCMOT = 122.2 1s , α = 4.24
1
s atom and β = 2.1 × 10−6 1s atom . The orange curve shows results from a
diﬀerent measurement approach desribed in the text. (b) Measured values for density dependent and
independent loss parameters α and β for diﬀerent repumping laser powers. A reduced intensity results in
more atoms in a dark state reducing β. The unexplainable reduction in α is an indicator for an improper
measurement technique.
drop tower, it is favorable to reach the coldest possible temperature via optical methods before
starting the evaporation.
From a theoretical point of view, the dipole trap loading process from a CMOT is close to
the situation described in standard MOT loading. The diﬀerence lies in varying parameters
which lead to time dependent loss coeﬃcients. Figure 3.12 shows the recorded atom number
loaded into the trap over time. The dataset is additionally ﬁtted with Equation (3.25). The very
good agreement is somewhat surprising for static parameters, describing a rather dynamic
situation. For this reason an attempt was made to conﬁrm the determined values of R0 =
1.05 × 109 atomss , γCMOT = 122.2 1s , α = 4.24 1atom s and β = 2.1 × 10−6 1atom s with independent
measurement techniques proposed by Kuppens et al. (Kuppens et al. 2000) but, as described
now, without success. Since the parameters could be gained anyway, this is just a side note for
future experimentalists.
The initial loading rate R0 can directly be extracted as the initial slope (ﬁrst three data points) of
the measured curve in Figure 3.12, resulting in 4.1 × 108 atomss , a value smaller than the ﬁtted
one by over a factor of two.
The measured compressed MOT decay rate γCMOT deviates from the ﬁtted value by over a factor
of ten (not shown here). Linear and quadratic loss rates, α and β respectively, were determined
by a lifetime measurement under the actual loading conditions. To understand the behavior of
the values for varying CMOT parameters, measurements were conducted for diﬀerent values
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of the repumping intensity. As displayed in Figure 3.12(b), it revealed a decrease in both, α
and β. While this behavior is expected for density dependent losses, the linear loss rate, mainly
governed by collisions with background gas, should be independent of internal atomic states.
Inserting the independently gathered parameter into Equation (3.25), results in a rather bad
representation for the measured dataset. The resulting curve is plotted as orange line in Figure
3.12(a). While the loss rate measurement obviously failed, the massive underestimation of our
loading rate emphasizes a strong correlation between the parameters, making it impossible to
precisely determine them individually in our system.
In conclusion, Equation (3.25) excellently describes the dipole trap loading curve from a CMOT,
if all parameters are ﬁtted at once. Since the trappingmultimode laser drives the same transitions
as the repumping laser, the atoms’ state distribution is somehow undeﬁned and prohibits an
individual parameter determination as suggested by Kuppens et al.
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Figure 3.13
(a) CMOT performance measured in the lab, just before and during the drop. A slightly worse
performance in microgravity is related to less stable laser frequency performance and has no fundamental
underlying physical eﬀect. (b) Number of atoms loaded into the dipole trap using the CMOT technique for
diﬀerent cooling laser detunings. The higher density and lower temperatures form a CMOT constantly
increase the number of loaded atoms. In optimal conditions 5 × 106 atoms can be loaded into the trap.
The CMOT performance has also been investigated in microgravity. To minimize systematic
performance ﬂuctuations, measurements were performed in the lab, just before the transfer to
the drop tower, as well as seconds before the dropping, hanging in the drop tower, and during
the dropping. As can be seen in Figure 3.13(a), the laboratory situation gives equal results to
the one before the dropping but the temperatures in microgravity are slightly increased. This
is most likely attributed to a worse performance of laser frequency shifts. This assumption is
deduced from increased ﬂuctuations on the monitored laser driving currents.
61
3. Dipole Trap Loading
Following these theoretical considerations, conﬁrmed by the given measurements, an eﬀective
dipole trap loading in our setup requires the highest cooling light detuning possible and just
a small amount of repumping light, while keeping the magnetic gradient at a static value for
22ms. As displayed in Figure 3.13(b) following this recipe ≈ 5 × 106 atoms can be loaded
into the dipole trap. A temperature for the trapped atoms can not be determined, because of
the fast natural evaporation, a cooling mechanism (Chapter 4), from the trap. This could be
circumvented by short delay times between loading and measurements, but in this regime the
strong ﬂuorescence signal from non trapped atoms covers all signals from trapped atoms.
3.3.5. Loading from an Optical Molasses
Molasses cooling (Steven Chu, Hollberg, et al. 1985) is a diﬀerent cooling scheme that can follow
after a MOT phase. For this technique the magnetic trapping ﬁelds are switched oﬀ. By doing
so, the spatial dependence of radiation pressure on the atoms is lost. Atoms are no longer
conﬁned in a certain area but immediately expand. The advantage of a molasses, over the
compressed MOT, is an eﬃcient sub-Doppler cooling mechanism all-over the atomic cloud,
that was unexpectedly discovered (Lett et al. 1988). It is based on variations in the polarization
of the cooling laser beams, leading to Sisyphus cooling. The term refers to an ancient Greek
legend and describes atoms that continuously travel up a potential hill, followed by an optical
depumping to a lower potential state (Cohen-Tannoudji et al. 1990; Metcalf et al. 1999).
In rubidium, temperatures as low as ≈ 2μK were observed, cold enough to perform atom
interferometry (Louchet-Chauvet et al. 2011). In combination with potassium, molasses cooled
rubidium was the basis for the, up to now, most precise test of the weak equivalence principle
with diﬀerent atomic species (Schlippert 2014).
An eﬀective molasses cooling depends on precisely balanced radiation pressure from all six
cooling beams and a true magnetic ﬁeld-free environment. Detuning the cooling laser frequency
to the red results in a similar, but more eﬀective temperature decrease compared to the CMOT
as can be seen in Figure 3.14(a). An additional reduction of the repumping laser power did
not lead to a further temperature decrease. It could only be conﬁrmed that a small amount of
repumping laser is always necessary, as shown in Figure 3.14(b).
The ﬁnal temperature of 15μK is limited most likely by beam imbalances. In this setup, light is
transferred from the uppermost platform of the capsule, to the vacuum chamber via a ﬁxed
ratio ﬁber splitter. Even though the splitting ratio is supposed to be equal for any exit port,
measurements revealed strong deviations from an equal distribution (Kulas 2016). Variations
between ports can reach up to 8% and are not stable in time, most likely due to temperature
variations in the laboratory environment. Changes were not constantly monitored but observed
over the course of years.
A theoretical description for the loading process of a dipole trap from an optical molasses is
given in the references (Pruvost et al. 1999; Wolschrĳn et al. 2002). The biggest diﬀerence to a
compressed magneto-optical trap is the lack of spatial conﬁnement as described earlier. For
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Figure 3.14
Temperature dependencies of (a) cooling light detuning and (b) repumping intensity in a molasses. (a)
The highest possible detuning in our setup (≈200MHz) leads to a temperature of 15μK, 10μK lower
than the best results for a CMOT. (b) The temperature dependency on repumping intensity diﬀers from a
CMOT. No increase towards higher power was observed making it a stable solution, especially suitable
for microgravity operation.
this reason, atoms will only pass the trapping area once, making it feasible to ignore loading
by scattering eﬀects. Pruvost et al. expect all atoms to be caught in the trap that are initially
in the trap volume and have a total energy smaller than the trap depth. Considering all atom
positions and momentums to be Gaussian distributed leads to
NT
N0

∬
p2
2m +U(r)≤U0
1
2πmkBTi
e
p2
2mkBTi × 2
πσ2i
e
− 2r2
σ2i 2πrdr 2πpdp (3.31)
where NT describes the number of trapped particles and N0 the number of atoms in the
molasses. p is the atom’s momentum, m its mass and σi the width of the spatial Gaussian
atomic distribution. Since this equation originates from the loading of an optical guide it only
describes a two dimensional problem. A simple possibility to mimic the third dimension is to
multiply a linearly growing correction factor. This is only valid for low trapping powers, since it
does not take the actual cloud size into account.
Loading from a molasses is found to be more eﬃcient than loading from a CMOT. In Figure
3.15(a) a maximum loaded atom number of ≈ 8.5 × 106, compared to ≈ 4.8 × 106 in a CMOT,
is observed. The curve’s drop above 230MHz has no scientiﬁc reason but is introduced by
technical limitations on frequency shifting in our particular system.
In Figure 3.15(b) the dependency between the number of loaded atoms and dipole trap laser
power is plotted. The gray line is a ﬁt to Equation (3.31) including a linearly growing correction
factor. A strong correlation between trapping power and the number of loaded atoms becomes
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Figure 3.15
Molasses dipole trap loading results. (a) Number of loaded atoms over cooling light detuning. A
maximum of more than 8 × 106 atoms can be transferred to the dipole trap, a distinct improvement over
CMOT results. (b) Number of loaded atoms in dependence of dipole trap laser power. The recorded data
(green dots) veriﬁes Equation (3.31) with the included correction term (gray line). For laser power above
6W the slight discrepancy from theory might be a hint for a saturation eﬀect onset. Both measurements
are not consistent, since they were performed with slightly diﬀerent MOT parameters.
obvious. Nevertheless, at a certain power this curve saturates, because all available atoms are
trapped (Ahmadi et al. 2005). It is unclear whether the slight deviation for high trapping powers
indicates this behavior. Further investigations are impossible due to the limited available laser
power. Ahmadi et al. found saturation at η  4 which would correspond to a trapping power of
P0 ≈6W. Equation (3.31) and our measurements on evaporation (Chapter 4) suggest saturation
at P0 ≈9W (η  6). For this reason an increased trapping laser power would only slightly
improve the number of initially loaded atoms.
For ODTs formed by multimode lasers, as applied in the PRIMUS experiment, the number of
loaded atoms possibly even decreases with high laser powers (Landini, S. Roy, Roati, et al. 2012).
This is related to an additional loss mechanism, caused by hyperﬁne state changing collisions
(Lauber et al. 2011; Weiner et al. 1999; W. Hung et al. 2015). For the available range of laser
power in our experiment, no additional loss mechanisms could be observed in the dipole trap
loading curve.7
Theoretically, the optical forces in the molasses cooling technique have no deﬁned spatial
dependency, but are velocity selective. In reality, minor spatial dependencies result from beam
intensity imbalances, caused by improper beam intensities or local defects, like dust or lens
imperfections on optical elements. Therefore, while switching from a MOT to a molasses, the
atoms start to move slowly and their movement is eﬀected by gravity.8 Since the overlap between
a dipole trap and an atomic ensemble is a key factor for an eﬃcient loading, the parameters
7The described loss eﬀect could anyway be identiﬁed in dipole trap lifetime measurement in Section 4.5
8The atomic ensemble disappears from the cooling region on the order of seconds (Arthur Ashkin 2006)
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optimized on ground are not necessarily the ideal ones for drop tower operation.
In Figure 3.16 one can see a comparison between operation with and without gravity for diﬀerent
molasses holding times. The total amount of loaded atoms does not signiﬁcantly diﬀer, but
there seems to be a shift towards longer times for optimal loading. This perfectly agrees with
the argument of a non falling atom cloud, being in overlap with the trap for a longer time period,
while a falling cloud would shift away from the trap. However, these data were recorded in
a single drop and to provide a deﬁnite conclusion would require to take further data. Even
though this information might be of great interest for future space missions, it is unlikely to
drastically improve our experiment’s performance. Further investigations of this topic are
discussed in the outlook section of this thesis.
3.3.6. Loading from an Optical Lattice
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Figure 3.16
Comparison between the number of atoms loaded
into a dipole trap on ground and in microgravity.
Because the molassis cooled atoms do not fall
under gravity loading times can be extended with
a seemingly slightly increased number of loaded
atoms.
Loading a dipole trap from an optical lattice
is not an alternative to the techniques intro-
duced above, but must be understood as an
additional intermediate step before starting
the evaporation. Strictly speaking, loading
the lattice itself is already a procedure of
loading an optical potential. Although this
experimentally complex method will not be
implemented in the current or near future
setup of the PRIMUSproject, its beneﬁts open
up a desirable alternative in the future and
are therefore mentioned here already.
Recently a remarkable achievement was pub-
lished by Hu et al. They trapped atoms in an
optical lattice and laser cooled them to quan-
tum degeneracy within only 300ms (Hu et al.
2017). Out of the large number of scientiﬁc
publications describing the creation of BECs,
this work is the only one without employing
evaporative cooling at all.9 Nevertheless, the generated ensemble is rather hot with a few μK and
contains only about 1000 atoms. Therefor it is not suitable as a source for atom interferometry
in microgravity, but impressively demonstrates the possibilities of this technique.
Optical cooling in lattices can be implemented either by polarization gradient cooling (PGC)
(Winoto et al. 1999) or by Raman sideband cooling (Heinzen et al. 1990; Hamann et al. 1998).
PGC in an optical lattice is similar to performing it in free space, but since atoms stay in a certain
9BECs can also be created by a reversible process with local compression in a larger reservoir of cold atoms. Here the
transition itself is not driven by evaporation but it is applied to come close to the degenerate regime (Stamper-Kurn
et al. 1998).
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position, the cooling parameters can be optimized independently from any trapping character.
The result is an ensemble with an even higher fraction of atoms in the dark state than it is the
case for our molasses cooling. The second advantage is the compression of atoms on lattice
sites which increases their temperature to a point where laser cooling becomes eﬀective again.
After this procedure the lattice can be ramped down adiabatically, leaving a very cold, fast
produced, atomic cloud. By this technique, temperatures in cesium could be lowered by more
than one order of magnitude, from 10μK to 650 nK (Winoto et al. 1999) and even further to
350 nK (DePue et al. 1999). In rubidium-87, Kinoshita et al. reached a phase space density of
1/550 at a temperature of 1.2μK. With this suitable conditions to start evaporation and some
other tricks, BECs can be produced within 3.3 s.
Raman sideband cooling is a process based on vibrational state degeneracy for diﬀerentmagnetic
substate levels. While the vibrational energy for all mF states is generally the same, they can be
shifted by applying an external magnetic ﬁeld. The idea is to bring diﬀerent vibrational states
into degeneracy. Now atoms can change to diﬀerent vibrational states via Raman transitions
without energy changes. The higher states can then be pumped back optically to a lower state,
resulting in a cooling eﬀect. The process was ﬁrst demonstrated in cesium (Kerman et al. 2000;
Han et al. 2000; Treutlein et al. 2001) but could also be applied to potassium (Gröbner et al.
2017) for example. As mentioned above, a BEC creation without applying evaporation was
demonstrated in rubidium. For larger atomic ensembles, results with a temperature of 1.2μK
and a PSD of 1/500 (Wei et al. 2017), are similar to PGC results.
Optical lattices are generated by overlapping single frequency laser beams from at least two
directions, in most cases retro reﬂected. At this point a single frequency laser with the de-
manded output power at a wavelenght of 2μm is just not available, but switching to 1064 nm
in the future might be an appropriate alternative. Another problem is the limited optical
access of our vacuum chamber. Dedicated optical ports for such a lattice are not available. Of
course viewports could be shared for multiple functions but this would introduce mechanical
instabilities into the system. Such a step has to be well-thought-out.
3.4. Determination of Trap Frequencies
Three measurement techniques are known to estimate dipole trap frequencies without any a
priori knowledge: direct observation, via changes in the ensembles temperature or particle
losses.
In the direct observation method, atoms are displaced from the center of the trap, leading to
an oscillation with the trap frequency. This can, for example, be done by lowering the dipole
laser power resulting in a shifted balance between dipole and gravitational force. In most cases,
it is also possible to shift atoms via magnetic ﬁelds.
Trap frequency measurements by temperature changes are based on the concept of a driven
oscillator. When the dipole trap power is modulated at twice the trap frequency, or at its
overtones, atoms are resonantly driven, leading to an increased temperature in the system.
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Scanning through several driving frequencies results in at least one peak in temperature, as can
be seen in Figure 3.17(a).
The third possibility, measuring via particle losses, can also be implemented by a power
modulation, similar to the temperature changing method (Friebel et al. 1998), where an
increased temperature leads to an increased atom loss as well. Another particle loss technique is
called the release-recapture method (Engler et al. 2000). It starts with a sudden dipole laser shut
oﬀ, letting the atoms fall ballistically. This is followed by a sudden switch on that recaptures
most atoms, now in an out of equilibrium position in the trap which forces them on an oscillation
trajectory. Repeating the same sequence, with a variable delay time in between, connects the
number of atoms ﬁnally captured to the phase of in trap oscillations.
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Figure 3.17
Dipole trap frequency measurements. (a) By modulating the laser power, atoms are heated at twice the
radial trap frequency, plotted for diﬀerent laser powers in green (4.1W) and orange (6.5W). Data points
are underlying data for the ﬁtted green curve. For higher trapping powers a shift toward to larger
frequencies and a broadening are observable. Exact temperatures can not be stated, because the used
detection system is not calibrated. (b) Axial trap frequencies could well be observed by a direct oscillation
of an atomic cloud, initially loaded at the trap edge. The solid line is ﬁt to a regular damped harmonic
oscillator.
Direct trap frequency measurements in radial direction based on dipole power variations were
not successful, because oscillations in this direction were not observable. Furthermore, a relation
between the center of mass position after a certain time of free evolution and velocities in the
trap at diﬀerent holding times could not be observed.
Direct axial trap frequency measurements were implemented by loading the dipole trap out of
equilibrium. Placing the center of a small MOT at the edge of the dipole trap resulted in a well
observable particle oscillation in the beam direction of the trap, as can be seen in Figure 3.17(b).
Fitting the recorded data to the equation of a regular damped harmonic oscillator reveals a trap
frequency of ωz  2π × 8.95 Hz.
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Temp. high power 45.1μm
Temp. low power 43.9μm
direct axial 44.9μm
Table 3.2
Results for the dipole trap beam waist in the PRIMUS experiment calculated from measured trap
frequencies.
Radial trap frequencies could well be determined by the temperature increasing method, as
shown in Figure 3.17(a). The dots represent a measurement with 4.1W of laser power while
the green curve is a smoothing ﬁt to the data. In orange, the same ﬁt for a laser power
of 6.5W is plotted while underlying data is left out for clarity. Both data sets feature one
relatively broad maximum. One can see a broadening towards increased laser powers caused
by higher temperatures in the trap. For a power of 6.5W one gets a radial trapping frequency of
ωr  2π × 906.5 Hz and ωr  2π × 760.5 Hz for the reduced power. With trap lifetimes in the
order of seconds it is impossible to determine axial trap frequencies with this technique, which
are lying in the oder of a few Hz.
Using Equation (3.19) and (3.9) the determination of trap frequencies delivers knowledge about
the laser beam’s radius and trap depth.
The calculated beam waists are displayed in Table 3.2 and agree well with each other. Inserting
w0  45 μm into Equation (3.17) gives a trap depth of U0 ≈ 186μK for a laser power of 7W.
Both characterizing numbers are of importance for the evaporation described in Chapter 4.
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4.1. Evaporative Cooling
Evaporative cooling is the only possibility to reach ultra cold temperatures in the nK regime
and below. It is based upon the removal of high energetic atoms, the same eﬀect our body uses
to cool down by sweating.
An atomic ensemble in thermal equilibrium will always form some kind of Maxwell-Boltzmann
distribution as depicted in Figure 4.1. Energy between atoms is transferred via collisions, which
leads to this characteristic curve. It describes few very slow atoms, the majority of them in a
medium kinetic energy range and a few very energetic ones with no upper boundary. Strictly
Figure 4.1
Temporal evolution of evaporative cooling. An initial Maxwell-Boltzman distribution is truncated at a
certain level, leaving an out of equilibrium distribution. By elastic collisions between atoms, the initial
shape is recreated but due to the loss of kinetic energy it gets squeezed and the most probable velocity is
shifted towards lower values.
speaking, temperatures are only deﬁned in this equilibrium state and can be expressed in
terms of atomic velocities. The most probable speed of a Maxwell-Boltzmann distribution is
linked to temperature by vp 
√
2kBT/m not to be confused with the average speed that is
v 
√
8kBT/(πm).
After the removal of atoms, the system comes back to equilibrium by particle collisions. If
preferably high energetic particles where removed, the new equilibrium will be at a colder
temperature, the eﬀect of evaporative cooling.
In an optical dipole trap evaporation can occur naturally or forced. In natural evaporation the
conﬁning potential is left unchanged and "hot" atoms are able to leave the trap. The amount
of evaporated atoms is large when temperature and trap depth are about the same size and
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decreases with time. The evaporation leads to lower temperatures, leads to a lower probability to
scatter atoms in states that are kinetically high enough to leave the trap. In this way evaporation
slows down exponentially. Nevertheless, there is always a certain probability to produce atoms
carrying the required energy and there is no equilibrium state. In fact, it is in principle possible
to gather the complete kinetic energy of the system in a single atom, leaving the ensemble at
zero temperature behind.
Evaporation can be kept running at a certain rate by artiﬁcially lowering the conﬁning potential,
called forced evaporative cooling. It is reasonable to describe the trap depth U0 in relation to
the trapped atoms temperature T, giving
η 
U0
kBT
(4.1)
where kB is the Boltzmann constant. Eﬀective evaporation is considered to appear with a
constant value of η, where a high value results in a slow evaporation with little particle loss and
a low number gives a fast but less eﬀective evaporation.
Eﬀectivity deﬁned as
γeﬀ  −
ln(PSDf /PSDi)
ln(Nf /Ni) (4.2)
is an appropriate value to compare diﬀerent trap geometries and evaporation strategies. Here
N describes the atom number where the indices f and i stand for ﬁnal and initial respectively.
The phase space density (PSD) is deﬁned as
PSD  N ·
(
ω¯
kBT
)3
(4.3)
with ω¯ the mean trap frequency and describes eﬀectively the number of atoms occupying the
trap’s ground state.
High eﬃciencies as one can see from Equation 4.2 rely on low atom loss numbers.
4.1.1. Collisions and Losses
In real systems, atoms are not only evaporated but could also be lost by collisions with
background gases, hyperﬁne state changing collisions or density dependent losses, quantiﬁed
in the ratio between "good" and "bad" collisions.
Good collisions are elastic ones, leading to rethermalization of the ensemble after atoms got
evaporated. The faster an atomic cloud regains equilibrium, or comes close to it, the faster an
eﬀective evaporation can occur. The rate of evaporated atoms ΓEv is connected to the rate of
elastic collisions (Ketterle and Druten 1996)
ΓEl  nσv¯re l  8
√
2
Nma2s ω¯3
kBπT
(4.4)
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by
ΓEv  ΓElηe−η. (4.5)
Here, n is the atomic density, vrel 
√
2 · v  4√kBT/(mπ) describes the atoms relative mean
velocity and σ  8πa2s the elastic collisional cross section where the s-wave scattering length as
equals 98a0 (Egorov et al. 2013) for rubidium-87 making use of the Bohr radius a0.
Density independent loss rates and heating
Density independent eﬀects are based on single (trapped) atom behavior and therefore are
independent of density. The most dominate ones are undesired collisions between trapped
atoms and free particles from residual background pressure that result in an immediate atom
loss. Since the trap is operated in the Knudsen regime1, atoms are supposed to escape without
any further interaction with trapped atoms. A heating mechanism can be expected from the
possibility of glancing collisions where only a small fraction of kinetic energy is transferred
to the trapped atom (Cornell et al. 1999). Since residual gas mixtures slightly diﬀer in every
experimental setup and precise pressure measurements on the dipole trap’s location are hardly
available, this collision rate is best determined experimentally by a simple lifetime measurement.
Another heating rate originates from absorbed dipole trap photons. Absorption and the
following isotropic emission of a photon result in an energy transfer of 2Erec, twice the recoil
energy (Grimm et al. 1999), deﬁned as Erec  pPhoton/(2m). Heating power can be written as
P  2ErecΓsc (4.6)
with the photon scattering rate Γsc deﬁned in Equation 3.12 2. The employed dipole trapping
wavelength of approximately two micrometer is furthest possible away from any optical
transition, without the need for special optics. Furthermore, the available laser powers in our
compact setup are a lot smaller compared to other laboratory based experiments. For this
reason it is save to say that this eﬀect will not limit our performance.
Heating can also be introduced by technical noise like laser intensity or position ﬂuctuations.
Regarding a harmonic trap as a simple harmonic oscillator, intensity noise can be described
as changes in the spring constant and lead to exponential heating (Savard et al. 1997; M. E.
Gehm et al. 1998), the heating rate depends on the ensembles temperature. In contrast position
ﬂuctuations, caused by laser pointing instabilities result in a constant heating rate, so without
any temperature dependence. Both eﬀects can also be distinguished by their dependency
on trap frequencies. While intensity noise scales with ∝ ω¯2, it scales with ∝ ω¯4 for pointing
ﬂuctuations.
1The mean free path is larger than the size of the trap
2While the heating rate in red detuned dipole traps is independent of the ensembles temperature it scales linearly
with it in blue detuned dipole traps (Schulz 2002)
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Density dependent lossrates
Hyperﬁne state changing collisions (also known as dipolar relaxation) can appear when
rubidium atoms in the upper ground state |F=2> are present in the ensemble (Weiner et al.
1999). Within a collision these can change to the lower ground state, while the energetic
diﬀerence is converted into kinetic energy. This is generally enough to expel both collisional
partners from the trap3. A simple method to overcome this problem is to transfer all atoms
into the lowest ground state during the dipole trap loading stage, by simply shutting oﬀ the
repumping light a few ms before the cooling light. On one hand, atoms can theoretically be
lifted into the upper ground state by dipole trap photon absorption, but this eﬀect scales with
1/Δ4 (Cline et al. 1994) making it negligible for our trapping frequency. On the other it can be
dramatically enhanced by multimode lasers (Lauber et al. 2011). Mode spacings in the range
of hyperﬁne splittings induce two-photon Raman transitions, lifting atoms in higher internal
states. If this eﬀect becomes dominant, a cloud of atoms that is initially trapped in the lowest
ground state, will suﬀer from high loss rates. In this regime, improved lifetimes can be observed
by the preparation of atoms in a single stretched Zeeman sublevel, e.g. |F=2,mf=2>. In such a
state, hyperﬁne changing collision are suppressed due to the conservation of the total angular
momentum (W. Hung et al. 2015).
Three-body recombination, or dimerization, describes the interaction of three atoms, where two
of them form a molecule. Both, molecule and single atom, gain a kinetic energy on the order of
Kelvin, resulting in a subsequent loss of three atoms (Härter et al. 2013). The process relies on
atomic properties and atomic density in the trap. Even though it was just lately understood in
depth (Wolf et al. 2017), important for this experiment is only the rate of atom loss deﬁned as
Γ3B 
L3Bn20
3
√
3
. (4.7)
Here n20 describes the peak density of the atomic ensemble while L3B is the rate coeﬃcient for
three-body recombination events. For rubidium in the |F=1> ground state it was determined to
be 4.3 ± 1.8 × 10−29 cm6/s (Burt et al. 1997), for non condensed atoms. For condensed atoms this
value drops due to coherent behavior in the condensate, which suppresses collisions. In case of
an atom preparation in the |F=2,mF=2> state it drops to 1.8 ± 0.5 × 10−29 cm6/s (Söding et al.
1999) for condensed atoms and has not been published for thermal atoms. As an estimation one
could start with the theoretical approach of Kagan et al. giving a factor of six between condensed
and thermal atoms calculated for ideal gases (Kagan et al. 1985). This results in an L3B coeﬃcient
for non condensed rubidium in the stretched |F=2,mF=2> state of ≈ 1.1 × 10−28 cm6/s.
Loss rates alone can’t provide information about the eﬀectiveness of an evaporation process.
Therefore, they must be linked to the rethermalisation time. In a system with high elastic
collision rates, loss mechanisms are more likely to be tolerated, as the overall process proceeds
faster. The afore mentioned ratio between "good" and "bad" collisions translates to the ratio of
3For rubidium the transferred energy is equal to a temperature of 300mK.
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elastic to inelastic ones
R(T, n)  ΓEl
ΓInel

ΓEl
Γ1B + Γ2B + Γ3B
(4.8)
R(T, n) can also be understood as the number of collisions an atom undergoes in the trap before
it is lost. A guideline for suﬃcient evaporation to reach quantum degeneracy is a value of
500, calculated for a starting PSD of 10−6 (Ketterle and Druten 1996). A more precise minimal
number can be calculated by (Maic Zaiser 2010)
Rmin 
√
2eη
(αev − 1)η , with αev 
T/T
N/N (4.9)
4.1.2. Lifetime Measurements
Concluding the above mentioned atom loss mechanisms into the three categories of one-, two-,
and three-body losses, the atom number evolution can be described by
dN
dt
 −αN − βN2 − γN3 (4.10)
with the one-, two- and three-body loss coeﬃcients α, β and γ respectively. Disregarding the
three-body losses from this formula, justiﬁed by much smaller loss coeﬃcients compared to
both others, one can derive
N(t)  N0α(α + N0β)eαt − N0β . (4.11)
For a lifetime measurement, as depicted in Figure 4.2(a), the dipole trap is loaded with the
standard molasses procedure and held at a certain optical power while recording the number of
trapped atoms.
For holding times above two seconds the atom number evolution can well be described by a
single exponential function A · e− tτ1B , indicating a pure density independent loss mechanism.
While the lifetime of a trapped ensemble in some cases is deﬁned as the time where the fraction
of remaining atoms reaches 1/e of the initial value (Nes 2008; Song et al. 2018), in most cases
the term refers to the exponent of an exponential decay τ1B (Grimm et al. 1999), an easily
comparable quantity. The measurement in Figure 4.2 reveals a lifetime of 4.3 ± 0.2 s. This value
is rather low since most experiments observe lifetimes of a few tens of seconds. Up to 300 s
where demonstrated for fermionic Lithium at a vacuum pressure of 1.3 × 10−11 mbar (O’Hara,
Granade, et al. 1999b).
In the current setup, the pressure is monitored by the ion getter pump of our pumping section
described in Chapter 2. The displayed value of >1 × 10−11 mbar and measured lifetimes are in
conﬂict with other values found in the literature. To exclude other one-body loss mechanisms as
leading contribution our vacuumwas intendedlyworsened, while taking lifetimemeasurements.
The result can be seen in Figure 4.2(b), revealing an undeniable pressure dependency for our
lifetime. While the exact values can be found in Table 4.1 it should me mentioned that this value
73
4. Evaporation in a Dipole Trap
0 2 4 6 8
Time in s
105
106
At
om
 N
um
be
r
Data
Linear Fit
(a)
0 0.5 1 1.5 2 2.5
Time in s
104
105
106
107
At
om
 N
um
be
r
  3 10-10 mbar
  1 10-10 mbar
  5 10-11 mbar
>1 10-11 mbar
(b)
Figure 4.2
Dipole trap lifetime measurement. (a) For times larger then two seconds a pure exponential decay is
observable, indicating density independent one-body loss mechanisms. (b) Lifetime measurements for
diﬀerent background pressures in the vacuum chamber. Lifetimes are strongly pressure dependent. Thus
background gas collisions are identiﬁed as the leading atom loss contribution.
changed over the years. After the ﬁrst assembly, the vacuum system had to be opened four
times which results in varying lifetime value. The highest measured values have always been
around 5 s, for every reassembly.
Pressure Lifetime
3 × 10−10 mbar 0.50 ± 0.03 s
1 × 10−10 mbar 0.65 ± 0.05 s
5 × 10−11 mbar 0.68 ± 0.03 s
>1 × 10−11 mbar 2.68 ± 0.18 s
Table 4.1
Determined one-body loss lifetimes for diﬀerent vacuum qualities. The last value is lower than the one
from Figure 4.2(a) since the system did not fully recover.
Within the ﬁrst second of holding time, atom losses are dominated by a diﬀerent mechanism,
indicated by the deviation from a straight line in the semi logarithmic plot of Figure 4.2(a).
Fitting Equation 4.11 does not give satisfying results as it is shown in Figure 4.3. Fitting with
free parameters N0, α and β (blue line) result in a precise description for the curves beginning
but does not agree for long holding times. Anyway the ﬁtted β value of a few times 10−7 agrees
with other experiments (Nes 2008). Predetermining the lifetime and ﬁtting the data with only
two free parameters (red line) results in a an improper representation in the short time regime.
For this reason, atom losses for short holding times can not only be attributed to two-body
losses.
Further investigating the loss behavior for short holding times reveal a dramatic temperature
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decrease within the ﬁrst second that continues over the whole measurable time. Dipole trap
measurement are restricted to times >30ms caused by the large amount of non transferred
molasses atoms overlaying the trapped ones. For this reason, the data in Figure 4.4 was
recorded by holding the dipole trap at approximately 8W for 40ms followed by an abrupt
decrease to 6.5W. This procedure leaves a situation where the ratio η between trap depth
and ensemble temperature is relatively high, close to the situation of a recently loadeddipole trap.
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Figure 4.3
Lifetime measurement ﬁtted to equation 4.11. It is
not possible to get good agreement for the whole
measurement. While the blue line with three free
parameters agrees well with short time behavior it
deviates from long time evolution. Using only two
free parameters gives oppositional results as
depicted by the red line.
A high η value leads to increased natural
evaporation, described by an exponential
function. The overall atom loss behavior can
be written as the sum of two exponentials
N(t)  C1e− tτnev + C2e−
t
τ1B (4.12)
deﬁning two diﬀerent lifetimes for natural
evaporation and one-body losses, the in-
verses of their respective loss coeﬃcients.
This model agrees well with all recorded life-
time measurements in this experiment and
was for example applied in Figure 4.4(b) that
is log-log-plotted for visibility of conformity
in both regimes.
As a test for power dependent loss mecha-
nisms the samemeasurementwas performed
at a lower laser power of 3W. In this case τnev
drops from 0.61 ± 0.12 s to 0.41 ± 0.09 s at-
tributed to a higher η value for the increased
power reduction. If density dependent loss is not prominent directly after the loading of a
dipole trap in can enter in two further positions. Natural evaporation does not only decrease the
ensembles temperature but can also increase its density if other loss mechanisms do not coun-
teract this evolution. For this reason there is a possible third region in lifetime measurements in
between the natural evaporation dominated and the density independent loss dominated region
(Bourouis 2007). Most probably due to the low value of τ1B it could not clearly be identiﬁed in
this measurements.
Keeping in mind the overall target of the project to perform atom interferometry, a cold and
dense sample of atoms is needed as its source. Therefore, density dependent loss mechanisms
will play a major role towards the end of evaporation and can not be neglected for the whole
procedure, even though they do not contribute in the beginning.
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Figure 4.4
(a) Number of trapped atoms and their temperature in a lifetime measurement showing a link between
both indicating the loss mechanism to be natural evaporation. While temperature decreases fastest in the
beginning of the measurement it continues though all of it. (b) Log-log-plot for the atom number
evolution for two diﬀerent holding FORT powers. The precise description of both regimes with double
exponential ﬁt becomes clear while no signiﬁcant dependencies on laser power are present.
4.2. Simulation techniques overview
Several methods to model the process of evaporative cooling in cold atomic systems were
developed. In this section the most important ones will be described and their applicability,
according to the needs of this thesis, namely a precise prediction of temperature and atom
number dependencies for several trap geometries and very fast evaporation, will be discussed.
Most of the presented theories originate from the year 1996, one year after the ﬁrst realization
of a BEC where evaporative cooling was mandatory but not entirely understood.
4.2.1. Doyle’s method
The method developed by John M. Doyle (Doyle 1991) is based on the principles of conservation
of atom number and energy. A single temperature is assumed to describe the atomic ensemble.
Its basis is the observation of: how many particles leave the trap and how much energy every
single one carries away. Furthermore included are losses due to collisions, adiabatic work acting
on the atoms and dipolar decay collisions. The last one plays no role in alkali metal experiments
as it is described in this thesis and can be neglected. Not included is the process of atom spilling.
Spilled atoms are not expelled from the trap because of collisions, but a lowering of the trapping
potential. Therefore, a spilled atom always removes exactly the minimal possible energy to
leave the trap. This process has a cooling eﬀect on the ensemble, but it is less eﬀective than
evaporation. The importance of this spilling increases with short evaporation times as they are
used in this experiment.
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According to these remarks, the equation reads:
d
dt
(NE)  NevEev + NE αch (4.13)
where N is the atom number, E describes energy, the index ev indicates evaporated atoms or
energy and αch is the relative change in atom cloud energy due to changes in the trap volume:
Veﬀ  N/n0 (4.14)
with n0 the clouds peak density. This volume has to be calculated. An easy approach is
based on scaling laws introduced in Section 4.2.5. The number of atoms leaving the trap is
determined by a numerical calculation of collisions inside the trap volume. For magnetic and
deep enough (η > 4) traps, Doyle found an equation giving the fraction of collisions leading to
an atom escaping the trap to the ones where the atom stays. For shallow traps DeCarvalho et al.
extended this method, but their solution only applies to a linear spherical trap, diﬀerent from a
dipole trap (DeCarvalho et al. 2004).
This method is computationally easy and fast but needs a lot of eﬀort for every new trap
geometry. Therefore it is not suitable for the PRIMUS experiment.
4.2.2. Discrete evaporation steps
The method of discrete evaporation steps is a pure analytical one. After every evaporation step,
it assumes the atoms to rethermalize which keeps them in the state of thermal equilibrium at all
times (K. B. Davis, Mewes, and Ketterle 1995). An evaporation step is described by cutting oﬀ
the high temperature tail of the sample’s Boltzmann distribution. This leads to mathematically
exact solutions and played an important role for the understanding of evaporative cooling in the
past but does not ﬁt the conditions for drop tower operation with its short evaporation times.
Giving a precise forecast for the behavior of cooled atomic ensembles under given conditions is
not this theory’s strength.
4.2.3. Trajectory simulation
A method based on atomic trajectories was introduced by M. Holland et al. (Holland et al.
1996). Its approach is very similar to the later introduced DSMC (direct simulation Monte Carlo)
method (see Section 4.2.6). The evaporative behavior of the overall atomic system is broken
down into trajectories of single atoms. Time and energy are being discretized where time steps
have to be smaller than the atoms’ mean free time.
The procedure goes as follows: A single atom with discrete energy is picked from the sample
and a Monte Carlo like method determines the amount of collisions in that time. In every single
collision the atoms’ energy is changed according to the Monte Carlo logic and ﬁnally discretized
again. Doing so with a large number of atoms leads to a realistic determination of evaporative
cooling.
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To my knowledge, there are no new results published with this simulation technique. A high
computational eﬀort with less direct information than the DSMC method makes it unfavorable.
4.2.4. Truncated Boltzmann distribution
Mathematical descriptions of evaporative cooling are often based on a truncation of the Boltz-
mann distribution. This obvious approach was already applied in 1991 (Doyle 1991), the proof
of its validation was published ﬁve years later in 1996 (Luiten et al. 1996). The signiﬁcant
diﬀerence in this theory, compared to the introduced method of discrete evaporation steps
(Section 4.2.2), is the absence of rethermalization in every evaporation step.
An important foundation in the description is that the distribution of atoms in phase space only
relies on their energy. Furthermore, it is assumes that all atoms with kinetic energies higher
than the trap depth are leaving the trap without further collisions with other atoms. The theory
is limited to temperatures well above the lowest trap level energies because of its pure classical
nature.
According to these assumptions an equation for the atoms’ phase space distribution is de-
duced and the truncated Boltzmann distribution is inserted. The resulting equation is solved
numerically. For the change in atom number one gets:
Nev  n20σve−ηtVev (4.15)
with n0 a reference density which in thermal equilibrium matches the peak atomic density and
σ the atoms’ cross section. ηt  t/kT describes the trap depth, v 
√(8kT/πm) the average
atomic velocity and Vev the eﬀective trap volume in which collisions occur
Vev 
λ3dB
kBT
∫ t
0
dρ()[(t −  − kBT)e−/kT + kBTe−ηt ]. (4.16)
Here λdB is the de Broglie wavelength,  the particles energy and t the cut oﬀ energy of the
Boltzmann distribution. The ensemble energy changes according to:
Eev  Ne
(
t +
Wev
Vev
kT
)
(4.17)
where Wev  Vev − Xev with
Xev 
λ3dB
kBT
∫ t
0
dρ()[kBTe−/kBT − (t −  + kBT) + e−ηt (4.18)
describing the volume in which atoms are no longer trapped.
These unhandy equations describe the general case for all possible trap conﬁgurations. Applying
them to a speciﬁc case results in a drastic simpliﬁcation. Based on these approaches evaporation
in a three dimensional harmonic trap, a situation close to the one in a dipole trap, can be
described by the following equations (Olson et al. 2013):
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N  Nev + Nθ + N1B + N3B (4.19)
 −(ΓEv + Γ1B + Γ3B)N − Nspilled (4.20)
E  Eev + Eθ + E1B + E3B (4.21)
 −NΓEv(η + κ)kBT + 3NkBT
ω
ω
− Espilled − Γ1BE − Γ3B 23E (4.22)
ΓEv , Γ1B and Γ3B describes the collision rates for collisions leading to evaporation of atoms,
density independent and three body collisions respectively. The process of losing atoms due to
changes in the trap geometry, indicated by Nθ is called spilling. It can not simply be reduced to
a single rate but has to take temperature, atom number and actual trap changes into account.
The ﬁrst term on the right hand side of Equation 4.22 describes loss of energy due to evaporated
atoms, while (η + κ)kBT is the average energy carried away by a single atom. The second term
describes work, acting on the atoms by changing the trap’s shape. The third term includes the
energy carried away by spilled atoms. The last terms’ delineate energy loss is caused by density
independent and three body losses respectively.
On one hand, expressing the evaporation based on a truncated Boltzmann distribution is
computationally relatively simple, on the other hand, this method is limited to harmonic traps
and can only be applied for high trap depth (η > 4). Within this thesis it will be used for
optimization calculations and basic understanding of evaporative eﬀects. The simulation is
written in a Matlab program that will be called Trunc Sim in the following.
4.2.5. Scaling laws
Investigating dependencies between important dipole trap characteristics, one can ﬁnd scaling
laws, describing the ensembles’ evolution for a time dependent trapping potential (O’Hara,
M. Gehm, et al. 2001). In this theory atom losses due to background gas collisions are neglected
and only energy changes caused by evaporated atoms and trap shape changes are taken into
account. Every evaporated atom carries an energy EEv Atom  U0 + α+kBT where α+ is a value
between zero and one, described for harmonically approximable potentials as
α+ 
η − 5
η − 4 . (4.23)
Another basis for these scaling laws is an evaporation with constant η. This requirement
is experimentally not always easy to fulﬁll and excludes fast evaporation schemes from the
calculation. In this theory the initial trap depth U0(0) atom number N(t), phase space density
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PSD(t) and elastic collision rate ΓEl(t) evolve as
N(t)
N(0) 
(
U0(t)
U0(0)
)3/[2(η′−3)]
, (4.24)
PSD(t)
PSD(0) 
(
U0(0)
U0(t)
)3(η′−4)/[2(η′−3)]
(4.25)
and
ΓEl(t)
ΓEl(0) 
(
U0(t)
U0(0)
)η′/[2(η′−3)]
(4.26)
respectively, using η′  η + (η − 5)/(η − 4). A constant η restraints the trapping potential depth
to follow
U0(t)
U0(0) 
(
1 + t
τ
)−2(η′−3)/η′
, with 1
τ

2
3η
′(η − 4) exp(−η)ΓEl(0). (4.27)
Scaling laws are the most simple method explained in this chapter. They will be used to ﬁnd
discrepancies between measured data and simple theoretical explanations giving hints for more
complex mechanisms in the actual experiment.
4.2.6. Discrete Simulation Monte Carlo (DSMC)
The Discrete Simulation Monte Carlo (DSMC) technique, was ﬁrst applied to cold atomic
samples by H. Wu in 1996 (Wu and Foot 1996). Originally this approach was developed by G. A.
Bird (Bird 1994) and is commonly used in the ﬂuid dynamics community. It has a wide range of
application going from space science to avalanche simulations.
The requirement of a high Knudsen number, meaning the particles’ mean free path has to be
long compared to a length scale of the investigated system, is valid for dilute gases as they are
used in this experiment.
The method’s basic idea is to separate atomic movement from collisions. In every time step
the atomic movement is calculated ﬁrst, followed by a second step which tackles collisions
between atoms. Every atom gets a position (rx , ry , rz) and a velocity (vx , vy , vz) assigned that
are evolved in time. While the DSMC method is computationally intensive, proportional to
the calculated atom number, it comes with a high ﬂexibility in potential geometries, making
it interesting for this thesis. In contrast to methods based on analytical approaches, even the
simulation of anharmonic traps is not a problem. Furthermore, non ergodic problems can be
tackled, meaning systems where atomic positions in phase space do not only depend on their
energy. Situations like this occur, when the evaporation is low dimensional. In this case the
evaporation of an atom further depends on the direction of its velocity.
A strictly classical approach like this limits meaningful simulations to temperatures high,
compared to quantum degeneracy. By altering the probability for bosons to be scattered in
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particular states, bosons prefer states already occupied by other bosons, the DSMC method
could also be extended to the quantum regime (Wu, Arimondo, et al. 1997).
The DSMC method turned out to be the most versatile of all introduced approaches. For
this reason it will be used in this thesis to compare diﬀerent trap geometries and investigate
diﬀerences between evaporation with and without the eﬀect of gravity. A precise description of
the developed code can be found in the next section.
4.3. Implementation of the DSMC Method
The DSMC code is written in Python 3.6 (Python Software Foundation 2018) and makes use of
the Numphy (NumPy 2018; Travis 2006) package providing matrix structures and calculations.
As mentioned above, the basic concept is to separate atomic movement from collisions. In this
manner every time step includes a movement and a collision phase.
Movement:
Atoms are starting with an initial velocity and position. Velocity changes result from potential
gradients and collisions, with only the ﬁrst one contributing in this step. Positions are then
determined, based on velocity and time passed per step.
While there are lots of possibilities, in this thesis atomicmovement is described by a second-order
symplectic integrator, leading to a long time stability in energy conservation and phase space
volume (Donnelly et al. 2005).
Every evolution step is calculated in three sub-steps:
r˜i  ri(t) + 12Δtvi(t) (4.28)
vi(t + Δt)  vi(t) − 1mΔt∇V (˜ri) (4.29)
ri(t + Δt)  r˜i + 12Δtvi(t + Δt) (4.30)
Here the new particle velocity is determined at the position where the atom covered half the
distance it would have, with the velocity from the last iteration. The second half of movement is
governed by the new velocity. Time steps Δt have to be chosen in a way that they are small
compared to the particles mean free path and their covered distance must be small compared
to the changes in potential. The driving potential can be chosen arbitrarily but will in most
cases be based on a dipole potential as described in Section 3.2. With all atomic positions
determined, they are, in a next step, ordered into a three dimensional grid, with numbered cells
in preparation for the collision stage. Atoms moving oﬀ the predeﬁned grid are considered to
be evaporated and their data is stored into a binary text ﬁle for further investigation.
Collision:
Collisions are only calculated in areas of low potential where the highest atomic density is
assumed to be. To lower the computational eﬀort a cut oﬀ parameter can be introduced. It
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determines up to which fraction of potential depth collisions will be considered. Furthermore
at least two atoms have to be in a cell to trigger a collision.
N particles allow for N · (N − 1) possible encounters. Checking all of them requires a huge
computational eﬀort. To overcome this problem, G. Bird developed the No Time Counter (NTC)
procedure (Bird 2007) based on a collisional probability. It is equal to the ratio of the volume
covered by an atoms’ collisional cross section multiplied by its velocity, to the volume of the cell.
In fact the maximum collisional probability is determined by ﬁnding the maximum relative
speed between a pair of atoms in every particular cell.
PMax 
MσvrmaxΔt
Vc
(4.31)
Here σ is the atoms collisional cross section, vrmax is the maximum relative velocity and Vc the
volume of a cell. M is a multiplier arising from the idea of super atoms in the code, where
every particle represents several atoms. If the particle number drops below a predeﬁned value,
superatoms are split with opposite velocities, resulting in a relatively constant particle number
in the calculation. Superatoms were introduced into the code since the computational eﬀort
rises linearly with particle number. Choosing an appropriate amount of superatoms results in
dependable, but accelerated, simulations.
The number of pairs colliding inside a cell in one time step is calculated by multiplying Eq (4.31)
with N(N − 1)/2. Relatively low velocities for cold atoms, small time steps and volume cells lead
to collisional probabilities lower than 1, thus no collisions occur at all. For this reason the value
of the chosen pair is stored for every cell and added up in every new iteration. When it reaches
one, a pair of atoms is randomly picked and a collision happens if the ratio its velocity to the
maximum value in the particular cell is higher than a random number between zero and one.
vri j
vrmax
> Rand (4.32)
In case of an encounter the collisions are considered to be elastic. New velocities are determined,
based on aMarsaglia algorithm (Marsaglia et al. 1964), also known as the polarmethod. Random
directions and velocities for both atoms are calculated with respect to their initial total energy.
Initial atom distribution:
The initial starting conditions are calculated in a separate Python program. Setting the desired
superatom number, an initial dipole trap and the ensemble’s temperature, it calculates an
equivalent discrete Boltzmann distribution. The amount of atoms per quantized energy is
the basis for the next step, modeling the spatial distribution of the atoms. Every single atom
is randomly placed in the area under investigation and the potential energy in this spot is
determined. If the potential energy is lower than the atoms’ kinetic energy, it is placed there
with a velocity carrying the residual kinetic energy in an arbitrary direction. If the kinetic
energy is lower, another randomly picked spot in space runs through the same procedure until
an appropriate position for every atom is found. Having done so, lots of kinetic energy has been
transferred to potential one. This problem is overcome by dividing the desired temperature
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Figure 4.5
(a) Shown is the atom distribution determined as starting conditions. The positioning values in the
orange plot were chosen too small which results in a narrow distribution with cut wings. Plotted in green
is a distribution with well chosen parameters. The ﬁtted curve is a Gaussian with a coeﬃcient of
determination of 98 %. (b) Velocity distribution calculated as initial conditions for the calculation. The
orange curve is a ﬁt to the, not shown, velocity distribution after placing atoms into the potential
resulting in a lower temperature than desired. Green data results from a correction.
by the current one and multiplying every atom’s velocity with the square root of this factor.
The result is an atom distribution, carrying the right amount of energy while being close to
equilibrium which is saved in a text ﬁle. How close the determined distribution comes to an
equilibrium is strongly inﬂuenced by the position searching parameters. Setting them high,
searching in a large area, results in long calculation times due to a high position decline. A low
value gives rise to an imbalanced distribution as one can see in Figure 4.5
The entire code:
Before the start of any simulation the initial parameters have to be determined. This includes
e.g. the number of cells, the desired time step length and amount, the area under investigation
and the number of atoms, respectively superatoms. After loading the initial atom distribution
and setting the evolution of the dipole trap laser power, the iterative process starts with the ﬁrst
movement step followed by a collision step. Afterwards the density independent atom loss is
calculated. Based on a constant loss rate, a certain number of atoms is randomly picked and
excluded from the simulation. Knowing the overall particle loss in this time step the superatom
multiplier is reduced if necessary. Every ith time step, where i is a natural predeﬁned number,
atom positions are plotted and the relevant data for the evaporation is stored in a binary text
ﬁle.
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4.4. Dimension of Evaporation
Gravitation eﬀects the atomic ensembles in a dipole trap in three ways. First of all, the
clouds center of mass is shifted, compared to a cloud in an undisturbed potential. The shift,
called gravitational sag, does not inﬂuence the evaporation process directly but might become
important in the case of sympathetic cooling. For sympathetic cooling, one species of atoms
is cooled by bringing it in physical contact with another, colder, atomic species. It is applied
when cooling techniques are easily implementable for only one species of a mixture. Cooling
rubidium for example is less demanding than cooling potassium (Landini, S. Roy, Carcagní,
et al. 2011). For optical cooling techniques, this is true because of a larger splitting of hyperﬁne
states, makes the transitions in rubidium easier addressable. Furthermore, the evaporative
cooling process of potassium-39 suﬀers from a Ramsauer-Townsend reduction of the collision
rate (Landini, S. Roy, Roati, et al. 2012), making it ineﬀective. Since the gravitational sag depends
on the atomic mass and its polarizability, it is diﬀerent for every atomic species. This reduces the
spatial overlap of trapped clouds, making sympathetic cooling ineﬀective or even impossible.
For this reason sympathetic cooling in microgravity is expected to be more eﬃcient than on
ground.
The second eﬀect is a lowered eﬀective trap depth. Overlaying the dipole trap potential with a
gradient in one direction lowers the potential barrier in this direction as visualized in Figure 3.6.
Trap depth is an important quantity in the evaporation process deﬁning which atoms leave the
trap.
The third eﬀect is referred to as the dimension of evaporation. In a tilted potential the eﬀective
trap depths aren’t equal for every direction. Atoms carrying high enough energies to evaporate
along gravity are not able to do so in a perpendicular direction. The rare collision events
producing highly kinetic atoms additionally have to produce them in the right direction to trigger
evaporation. This reduced rate of evaporation eﬀectively lowers the eﬃciency of evaporation
since the loss mechanisms are identical in both conﬁgurations (Ketterle and Druten 1996; Surkov
et al. 1996). If the evaporation requirement is based on the total kinetic energy of an atom, the
situation is called three-dimensional evaporation (3DE). If it depends on the kinetic energy in
one direction it is referred to as one-dimensional evaporation (1DE).
A clear distinction between both cases is only possible if the potentials in diﬀerent directions
are completely separable, which is the case for a perfectly harmonic potential. A dipole
trap potential is only approximated as harmonic in the center of the trap but atoms close to
evaporation experience a strong anharmonicity at the trap’s edges. The resulting behavior is
show in Figure 4.6(a). While an atom with low kinetic energy just slowly changes direction
(orange curve), a fast atom can easily exchange kinetic energy between diﬀerent directions.
Since this conversion takes some time, there is a certain probability for the atom to experience
another collision where it gets slowed down again. Thus the dimension of evaporation DEv in a
tilted trap is determined by the ratio of mixing rate to the rate of elastic collisions. Obviously
there are not only the cases of deﬁnite one-,two-, or three-dimensional evaporation but all
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Figure 4.6
Atomic motion in the x-y plane of a dipole trap (a) and a harmonic potential (b). (a) High energetic atoms
transfer kinetic energy from one direction to another due to the anharmonicity of the potential (green
line). This eﬀect is reduced toward the center of the trap where the potential can well be described by a
harmonic one. (b) In a perfectly harmonic potential the direction of kinetic energy is restored.
values in between can appear as well, depending on the potential mixing character of a trap.
The mixing rate depends on the potential gradient and can not easily be averaged to a
single scalar quantity. Experimentally accessible is the dimension of evaporation via the
average energy carried away by an evaporated atom E¯ev,atom  (η + κ)kBT (Ketterle and
Druten 1996), which can be read as the kinetic energy to compensate the potential energy
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Figure 4.7
DSMC simulation evaporation from an optical
potential with diﬀerent gravitational accelerations.
of the trap (ηkBT) plus an additional kinetic
energy (κkBT). κ depends on the truncation
parameter and the dimension of evapora-
tion. It can be determined by the eﬀectivity
of evaporation γeﬀ (Equation (4.2)) with the
relation
γeﬀ 
η + κ
3 − 1 (4.33)
for an harmonic trap if atom losses are neg-
ligible, which is not the case in our setup.
Furthermore, spilling events are not consid-
ered in Equation (4.33) and would falsify the
determination.
To investigate the diﬀerences in evaporation
with and without gravity, for our speciﬁc
experimental setup, a DSMC calculation is
85
4. Evaporation in a Dipole Trap
executed. Its results can be found in Figure 4.74. The calculated temperature evolution for an
evaporation procedure that has similarly been applied to the experiment in a dropping (Section
4.6), shows an insigniﬁcant deviation between a laboratory and a microgravity environment. In
this particular simulation one-body losses were ignored.
These ﬁndings agree well with other experiments. Three-dimensional evaporation could also
be observed in magnetically tilted dipole traps, where evaporation in one direction is strongly
enhanced (C. L. Hung et al. 2008). We can conclude that the anharmonicity in an optical dipole
trap forbids a distinct reduction of the dimension of evaporation.
The determined evaporation eﬃciencies of γeﬀ,0g  3.3 and γeﬀ,1g  3.2 are rather low for a
calculation without one- and two-body loss processes5 , giving evidence for a high number of
spilled atoms. The reduced temperature for an increased gravitational force is attributed to the
resulting lower trap depth.
Particularly in the context of high eﬀort in doing experiments with cold atoms in micro-
gravity on atom chips, it should be mentioned that these thoughts are also true for radio
frequency evaporation in magnetic traps. Atoms in magnetic traps are not symmetrically
distributed around the trap center but displaced by gravity. Therefore, the resonance con-
ditions are preferably fulﬁlled in one direction (Pinkse et al. 1998). Since these traps are
highly anharmonic as well, a comparable behavior to the dipole traps can be expected. To
my knowledge, a reduction of the eﬃciency of evaporation in microgravity was not observed yet.
4.5. Evaporation in a Single Beam Dipole Trap
To investigate evaporation in the PRIMUS system the approach of constant temperature to
trap depth ratio (η) was chosen, regarded as optimal for eﬀective evaporation (Olson et al.
2013) 6. The sequence is discretized in time steps of initially 100ms which are increased for
lower trapping powers, leading to slower evaporation dynamics. Every partition starts with
a temperature determination, followed by a calculation of the associated trap depth to fulﬁll
the constant η constraint. A linear dipole laser power ramp is applied, where a non changing
temperature would lead to the desired trap depth to temperature ratio. In fact temperature
changes while ramping, leading to a slightly increased value throughout the whole sequence.
Successful evaporation was reported on a value of η equals ten, but the lifetime measurements
from Section 4.1.2 demand fast evaporation. A targeted η of six was chosen because it is the
lowest value where theoretical assumptions on trap harmonicity are still valid. In reality it
stayed surprisingly constant at η ≈ 6.6 over several time steps.
Results from this measurement are displayed in Figure 4.8, where they are also compared to
4The trap depth in this chapter are stated in terms of temperature. This value actually has to be multiplied by kB to
match the right unit. Since this is obvious it is left out for an improved readability.
5In several experiment an eﬃciency of ≈ 3 is routinely achieved.
6A constant η is not the best evaporation practice in the presence of dipolar heating eﬀects for example (Pinkse et al.
1998).
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Figure 4.8
Results from an evaporation measurement with nearly constant ratio η from trap depth to temperature.
Plotted are the measured data, simulations based on a truncated Boltzmann distribution approach and
results from scaling laws. Displayed are (a) the dipole trap depth, (b) atom number, (c) temperature, (d)
peak density, (e) phase space density and (f) elastic collision rate of the cooled ensemble over time. A
detailed explanation can be found in the text.
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simulation results from the truncated Boltzmann (Trunc Sim, see Section 4.2.4) and the scaling
approach (Section 4.2.5) theories.
This paragraph will go through some characteristic quantities, starting with the dipole trap
depth, displayed in Figure 4.8(a). The recorded data (green dots) can be ﬁtted with the sum of
two exponentials (orange line). Since the system is operated at constant η, natural evaporation
does not occur and a single exponential is expected to describe the evolution, which is only
true for times shorter than 2 s. As we will see, an additional heating mechanism causes this
discrepancy. Since the ﬁtted curve serves as the basis for the simulation based on truncated
Boltzmann distributions, it is modeled as precise as possible regardless of the underlying
physics.
In the scaling law approach the evolution of trap depth is an output parameter (blue line). It can
clearly be seen, that this theory is too simple to describe our real system. Anyway, it presumes
constant trap depth to temperature ratio and gives a much faster trap depth decrease. This
means, it expects the sample to cool a lot faster, indicating a heating mechanisms not covered by
the simulation, further discussed in the paragraph about temperature evolution.
Gravitational eﬀects on the evaporation process can be neglected in this dataset since the ﬁnal
trap depth value of U0=37μK is too high to allow for a signiﬁcantly altered potential.
The recorded evolution of atom number can be found in Figure 4.8(b). The atom number
decreases during the evaporation sequence by roughly an order of magnitude. The curve can
well be approximated by the Trunc Sim code, if one- and two-body losses are included. While
the rate of density independent losses is set to be Γ1B  0.2, equivalent to a lifetime of τ=5 s as
identiﬁed in Section 4.1.2, L2B was determined to 7 × 10−14 cm3s for best agreement. This value
lies well in the expected range between 4.7 × 10−14 cm3s and 5.8 × 10−13 cm
3
s (Burke et al. 1997)
for spin exchange collisions, indicating ground state changing dipole trap atom interactions,
caused by the multimode nature of the utilized laser. The suﬃcient modeling with these loss
mechanisms furthermore means that three-body losses do not appear in our dipole trap setup,
at least for the densities of this dataset. They might still come into play on our road to quantum
degeneracy with increasing density.
Scaling law results were obtained by using the measured trap depth. Nevertheless, a strong
deviation from the data does not surprise, keeping in mind the absence of loss mechanisms in
the theory.
The ensemble’s temperature decreases by a factor of 4 over 5 s, as it is plotted in Figure 4.8(c).
Interesting is the discrepancy between simulation and recorded data. The overestimation of
cooling eﬃciency can be compensated for by a reduction of the simulated trapping beam waist
to approximately 35μm. Even though a slightly reduced beam waist can not be excluded by the
measurements on beam propagation (Section 3.2) or trap frequencies (Section 3.4), it comes with
two drawbacks. First, it becomes impossible to reproduce the evolution of atom number and
second, it results in a higher initial atomic peak density than reported for any other experiment
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Figure 4.9
Evidence for a heating process in the dipole trap. The atomic sample is cooled by a sudden trap depth
reduction followed by an adiabatic ramp to the initial value. (a) The measured ﬁnal temperature is
independent of trap depth reduction (green dots), where simulations without an additional heating
predict a diﬀerent behavior (orange dots). (b) The temporal evolution of a single simulated data point
from (a). One can see the sudden cooling eﬀect (upper branch) of a lowered trap depth which is not
equalized by the following trap conﬁnement (lower branch).
More likely is the presence of a heating mechanism which is not considered in theory, namely
laser intensity ﬂuctuations, pointing problems or collisionally introduced heating. The subtle
temperature increase for an evaporation time of 5 seconds might be a hint for this as well. While
the cooling eﬃciency of the evaporation process slows down with time, a possible heating does
not, and becomes dominant for long evolution times.
To test for any of these, the trap was ramped down to diﬀerent values within 10ms, creating
ensembles at diﬀerent temperatures, followed by ramping the laser power back to its initial
value of 7W. The second ramp was performed within 500ms, enough time for an adiabatic
compression. Surprisingly the ﬁnal temperature was somehow independent of the initial
temperature decrease, indicating a heating mechanism (Figure 4.9). To validate the expected
behavior, an additional simulation using Trunc Sim was performed, revealing a decrease in
temperature with further lowered trap depth, indicated by orange dots in Figure 4.9.
Repeating this measurement for diﬀerent ﬁnal power values gave a distinct relation between
temperature and ﬁnal power. Since this only describes the status of quasi equilibrium where the
eﬀect of heating and cooling cancel each other out, no hints about the mechanisms themselves
can be extracted. In fact, the exact heating mechanism could not be identiﬁed yet and is part of
the current project working status. Planned investigation steps can be found in the outlook and
include a reconstruction of the vacuum chamber and the implementation of a new stationary
laser.
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Figure 4.10
False color representation of a dipole trap in microgravity overlaid with non trapped atoms from the
optical molasses. The picture was recorded 200ms after loading. In this moment the cloud in the
background is dense enough to allow for dipole trap measurements.
Focusing on the peak atomic density in the recorded dataset, as plotted in Figure 4.8(d), shows
a constant decrease. In an eﬃcient evaporation this value is expected to increase since colder
atoms gather at the trap center. In the applied evaporation sequence the atoms are faster
expelled form the trap, than collected at its minimum.
In Figure 4.8(e) the evolution of phase space density is plotted. The main goal for evaporation
is to increase this value but as can be seen from the measured data (green dots), it does not.
This can be attributed to two problems, too many atoms are lost without being evaporated and
the contrary acting heating mechanism. In fact the PSD is kept at a constant level throughout
the measurement and decreases slightly towards the end. Scaling law simulations predict a
moderate growth in PSD due to the overestimation in atom number, Trunc Sim expects a 26-fold
increase, governed by the temperature underestimation.
The decrease in elastic collision rate caused by lower trap frequencies, is fundamental in lowered
dipole traps and can be conﬁrmed by both simulations and measurement. Evaporation is based
on elastic collisions and therefore slows down with a decreasing elastic collision rate. Both
simulations predict higher rates than measured. While loss mechanisms and unwanted heating
are technical problems, the decrease in elastic collision rate is a conceptional one and will be
tackled later in Section 4.7.
With all the knowledge about the systems performance on ground, the experiment moves to
microgravity. The main issue here is to prove its feasibility and search for possible deviations
from ground operation.
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Figure 4.11
Evaporation in microgravity. (a) Temperature evolution during the evaporational sequence for
measurements in the laboratory and in microgravity. (b) Calculated trap depth for the optical power
underlying the evaporational sequence. It is hard to see but diﬀerence shrinks with lower trap depth
towards longer times.
4.6. Single Beam Evaporation in Microgravity
On the 9th of November in 2016 a dipole trap could be realized for the ﬁrst time in microgravity.
It was loaded with approximately ﬁfty thousand atoms in PRIMUS drop number 17. While,
as shown in Figure 3.16, the loading procedure does not signiﬁcantly diﬀer with or without
gravity, it does eﬀect atom detection. As one can see in Figure 4.10, the large number of atoms
in a molasses cover up dipole trapped atoms. While, under gravity, untrapped atoms vanish in
less than 30ms, they stay in position in microgravity. Even thought both signal add up7 and
should be separable in post processing, measurements shorter than 200ms did not produce
reliable results. This does not aﬀect evaporation recording but could restrict a deeper insight to
the loading process.
Having in mind the ineﬀective evaporation of the system a focus was set on diﬀerences between
ground and laboratory measurements.
For this sequence the dipole trap was loaded with a CMOT procedure8 and the optical trapping
power followed the dependency P(t)  (P0 − POﬀset) exp(−t/τ)+ POﬀset. Here P(t) describes the
laser power evolution, P0 the initial laser power, POﬀset an oﬀset providing enough power to
trap atoms at lowest power levels on ground and τ deﬁnes the ramp’s slope. To investigate the
evaporation process the sequence was stopped after 0.5 s, 1 s, 1.5 s and 2 s respectively, followed
by a free evolution time of up to 10ms for temperature determination.
According to Figure 4.11(a), the atomic clouds in our setup are generally approximately 3μK
7Except for possible saturation eﬀects.
8This procedure loads less and warmer atoms than the molasses technique but lower detunings made it more stable at
that time.
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warmer in microgravity compared to ground measurements. This behavior is expected to
happen due to the reduced eﬀective trap depth of a tilted potential. Figure 4.11(b) shows the
evolution of eﬀective trap depth for the measured conﬁguration. Starting with a diﬀerence of
8.4μK it slightly shrinks to 7.1μK within the sequence. Nevertheless, the simulations with the
DSMC method can not reproduce such a large diﬀerence in temperatures (Figure 4.7). Therefore,
the recorded diﬀerence is assumed to be a combination of the lowered trap depth and initially
warmer atoms. The latter is caused by a reduced CMOT performance in microgravity (Figure
3.13).
The error bars for microgravity data in Figure 4.11(a) represent the statistical error over three
(ﬁve for 0.5 s) data points. Due to the limited drop tower repetition rate these 14 data points
were recorded over the course of three and a half weeks introducing signiﬁcant performance
ﬂuctuations between measurements. A precise comparison between the operation with and
without gravity is not possible, but within the uncertainties no diﬀerence could be observed. In
particular this means, evaporation from an optical dipole trap could deﬁnitely be demonstrated
for the ﬁrst time.
An outstanding advantage of trapping cold atoms in microgravity is the applicability of
extremely shallow traps. While atoms in a laboratory situation have to be held against gravity,
this in unnecessary in microgravity. Owing to the high particle loss rates in this experimental
device, a fast power decreasing route was chosen in which the initial power of 7W was lowered
to 270mW and 70mW within only 500ms, referred to as high and low power respectively in
this section. On time scales of half a second, evaporation contributes marginally to the cooling
mechanism and spilling takes the leading part. Spilling describes atoms in a constant state
becoming untrappable by trap depth changes. In contrast to evaporated atoms, where the
atomic state changes, the eﬀect purely depends on trap evolution. Spilling can only occur to
particles with a kinetic energy close to the trapping barrier. For this reason "hot" atoms get
selectively removed from the trap leaving a colder ensemble in the trap, after rethermalization.
In contrast to evaporation, such a fast procedure is also referred to as "ﬁltering", since warmer
atoms are ﬁltered out of the cloud. The cooling eﬀect of spilling is less eﬃcient than evaporation
because atoms can’t remove more energy than determined by the trapping barrier.
To validate whether ground and microgravity results can be merged in one dataset, a time
of ﬂight measurement was taken with short evolution times on ground and longer ones in
the dropping. While under gravity, the falling and expanding cloud reaches the edge of our
camera’s ﬁeld of view after 23ms, in weightlessness theses times were extended to 50ms. The
combined dataset, visible in Figure 4.12 (a), can well be approximated by a straight line, as
expected from a single dataset.
Having this in mind, only the last data points of the evaporation sequence with the lowest trap
depth were recorded in a dropping and the results are plotted in Figure 4.12(b). Comparing
both power ramps, lower trapping powers clearly lead to colder atoms, where the orange dot
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Figure 4.12
Temperature measurements for a fast evaporation in microgravity. (a) Extended time of ﬂight
measurements in microgravity (orange dots) agree well with laboratory ones (blue dots). The atomic
cloud expands linearly in time, indicated by the solid line. Longer evolution times result in more accurate
measurements. (b) Evaporation data for two diﬀerent optical power ramps. While most data was recorded
on ground only the weakest traps were measured under microgravity, resulting in slightly lowered
temperatures. An explanation can be found in the text.
represents the microgravity measurements from Figure 4.12 (a), separated from ground data.
The ﬁnal trap in the high power evaporation revealed a temperature of 1.86 ± 0.35μK in
weightlessness and 2.38 ± 0.31μK on ground. Thus, the dropping results are a bit colder than
laboratory ones. Even though both measurements agree within the statistical error budged, we
ﬁnd the same situation for both evaporation ramps. In fact deeper traps without gravity would
predict this situation to be inverted. This could be a hint for a more eﬃcient evaporation due to
a higher dimension, but it is more likely connected to higher atom numbers in microgravity
data (see Figure 4.13(a). More atoms are causing a higher collision rate, which shortens the
rethermalization time and leads to lower ﬁnal temperatures.
Simulations in Figure 4.12 (b) should be understood as a guide to the eye more than a realistic
description of the situation. The underlying theory holds for deep traps where η ≥ 6. In the
introduced measurements this requirement is not fulﬁlled. Remarkably beam waists of a bit
more than 30μm, relatively close to the actual one, gave best ﬁtting temperature results.
The associated atom numbers reveal the expected behavior of: less particles for lower trapping
powers. A rapid power reduction sacriﬁces huge amounts of atoms to a fast temperature
decrease. Most prominent in Figure 4.13(a) are the increased atom numbers for microgravity
measurements indicated by the red and orange dot. A diﬀerence in trap depth can be excluded
as possible reason. Since a higher number in weightlessness ﬁts the explanation, more atoms
for less power does not. The most likely explanation for this result is a shift in the position of
the trapping laser beam. This has been observed before, caused by the transition form one to
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zero g. Remarkably this eﬀect was observed for several days but was not ﬁxed to keep setup
changes within the drop campaign as small as possible.
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Figure 4.13
Atom numbers in fast evaporation ramps under microgravity. (a) Due to a rapid decrease of trapping
laser power, atoms get lost quickly. Numbers in weightlessness are strongly increased indicating a non
ideal dipole trap conﬁguration in the laboratory. Losses are generally higher than predicted by the
simulations. (b) Contribution to the atom losses, extracted from simulation. Most atoms get spilled out of
the trap, followed by two-body losses. While the former is linked to the rapid power decrease, the latter is a
good sign, indicating a high density throughout the whole sequence. One-body losses contribute more
than evaporation, while the contribution of three-body losses can be neglected.
Simulations were not capable of reproducing the measured particle evolution. Using the above
determined loss coeﬃcients results in an overestimation of atom number as it is displayed in
Figure 4.13(a). The curves exponential shape permits density dependent loss mechanisms as
leading contribution in the sequence, reducing the inaccurate modeling to density independent
eﬀects. To test for an unperceived background pressure raise, the simulated lifetime was
reduced to a value only 10 % of its determined one, still overestimating the atom number
evolution. Excluding all other processes the amount of spilled atoms is certainly largely
underestimated by the simulation. Diﬀerent atom loss contributions are plotted in Figure
4.13(b). The underestimated amount of spilled atoms plays the major role in the cooling process
already, followed by two-body and one-body losses. Evaporation plays just a minor role in
the experimental sequence and three-body losses can be neglected. The initially growing
number of evaporated atoms is attributed to a decreasing η, but the eﬀect is reversed as low
trap frequencies slow down rethermailzation time.
The fast evaporation gave the coldest possible atomic ensembles for the given setup. The
shallowest realized trap only had a residual depth of 800 nK leading to a ﬁnal temperature of
287.7 ± 3.7 nK. The results for three evaporation ramps can be found in Table 4.2, describing
the system’s state at the end of evaporation.
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Final Power 270mW 70mW 30mW
Atom Number 1.23 ± 0.34 × 106 1.52 ± 0.35 × 106 1.22 ± 0.27 × 106
Temperature 1.86 ± 0.35μK 378.7 ± 30.5 nK 287.7 ± 3.7 nK
Phase Space Density 1.3 ± 1.1 × 10−3 2.6 ± 1.2 × 10−2 1.3 ± 0.3 × 10−2
Mean Trap Frequency /2π 39.7 1Hz 20.2
1
Hz 13.2
1
Hz
Peak Density 5.07 × 1011 9.05 × 1011 3.09 × 1011
Trap Depth 7.18μK 1.86μK 0.80μK
Elastic Collision Rate 5.17 4.15 1.23
Table 4.2
Results form the fast evaporation in microgravity. All values are recorded at the end of their respective
evaporation curve.
The highest phase space density of 2.6 ± 1.2 × 10−2was not observed in the lowest trap. This is
attributed to a higher atom number for evaporation ending at 70mW. Diﬀerences between the
two last traps are hard to highlight since the system acts on the edge of what is possible. Our
thermal power detector can not deliver reliable results in the drop, since it requires more than a
minute to perform a stable measurement. Even the power determination on ground is diﬃcult
at these low levels. Anyway the last dataset belongs to a lower ﬁnal trapping power than the
second one, conﬁrmed by the resulting temperature. Considering the optimal loading condition
found in this thesis (N0  1 · 107) results in an initial phase space density of PSD ≈ 1.5 · 10−4. By
evaporation in microgravity it could be raised by at least two orders of magnitude, describing the
minimal value due to estimated imperfect loading in drop campaigns. The resulting eﬀectivity
of evaporation deﬁned in Equation (4.2) is at least γeﬀ  2.7, comparable to other experiments.
While only a fraction of atoms were evaporated and most atoms spilled away this is a remarkable
result.
4.7. Improved Evaporation Concepts
A single beam dipole trap is the simples dipole trapping concept, but not the one with
the most eﬃcient evaporation process. A low trap frequency in one direction permits fast
rethermalization and the power reduction aggravates the problem further. This section will
describe more sophisticated trapping concepts, most of them tested in laboratory environments,
their applicability for this project and future missions.
4.7.1. Crossed Dipole Trap
Crossing a second beam under an angle overcomes the problem of a weak trapping axes in a
single beam (Adams et al. 1995). Both potentials add up, forming a narrow potential well with
high trapping frequencies in all directions. For equivalent powered beams, the superposition
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results in a total trap depth of twice the single ray conﬁguration. Only the intersecting region
plays a signiﬁcant role for the evaporation process. A crossing angle of 90° leads to a nearly
isotropic potential, while smaller angles provide larger trapping volumes and can be loadedwith
more atoms. A simulated potential for two beams crossing at an angle of 45° is shown in Figure
4.14. Evaporation dynamics were investigated with the Truc Sim program. Since the situation
Figure 4.14
Simulated trapping potential for two crossed beams of 7W each at an angle of 45°. One can see an almost
isotropic well in the intersecting region. The trap is less isotropic than for a 90° setup, but is clearly
improved over single beam conﬁguration. The trap depth is doubled compared to a single beam trap.
can not exactly be described in this theory, results have to be taken with caution. Anyway,
proper estimations can be derived within the theory of truncated Boltzmann distributions. The
problem is that atoms with lower energies than the total trap depth are not allowed to leave the
ensemble in the simulation. However, in reality they are able to move into one of the "wings",
formed by each individual beam. This does not expel them from the process but leads to
eﬀectively lowered trap frequencies, especially for low values of η (trap depth in comparison to
temperature). Assuming the same initial conditions for both conﬁgurations result in a drastically
increased PSD for the crossed conﬁguration due to higher trap frequencies. In reality the
evolution of atom number in the intersecting region is more complicated than in a single beam
conﬁguration. In the beginning of the evaporation process, this area is ﬁlled up with atoms
from the wings. For this reason the overall number of participating particles might be higher
than in the single beam conﬁguration, even though the number of atoms in the crossing region
may always be lower. The phase space density evolutions in both beam conﬁgurations are
plotted in Figure 4.15(a), for diﬀerent power ramps. Following P  P0 exp(−t/τ), lower values
of τ correspond to faster power reductions. For the single beam conﬁguration, the highest PSD
values are achieved with slower power reductions, vice versa for a crossed conﬁguration. This
96
4.7. Improved Evaporation Concepts
0 1 2 3 4 5
Time in s
10-4
10-3
10-2
10-1
100
101
PS
D Crossed =0.6
Single    =0.6
Crossed =1.0
Single    =1.0
Crossed =1.5
Single    =1.5
(a)
0 1 2 3 4 5
Time in s
4
6
8
10
12
14
16 Crossed =0.6
Single    =0.6
Crossed =1.0
Single    =1.0
Crossed =1.5
Single    =1.5
(b)
Figure 4.15
(a) Simulated evolution of the phase space density for crossed beam and single beam conﬁguration.
Diﬀerent power reduction ramps are tested, were a smaller τ values belong to faster power reductions. In
single beam traps slower evaporation ramps are more eﬃcient, in crossed conﬁguration this behavior is
reversed due to faster rethermalization. (b) The corresponding η values for the situations of (a). Crossed
beam evaporation starts with higher values and decrease shallower. Beneath the value of four the
simulation is undeﬁned and was stopped.
is attributed to the desired eﬀect of a reduced rethermalization time. In the one beam case,
evaporating atoms can not be "produced" fast enough, thus slowing down the cooling process.
At some point the temperature meets one quarter of the trap depth, forcing the simulation to
stop9, as illustrated in Figure 4.15(b). In both situation the termination criterion is met with a
rapid power reduction ﬁrst. In contrast to single beam evaporation, in crossed conﬁguration it
produces the highest PSD values. This is attributed to high loss numbers in the tightly conﬁned
ensemble due to density dependent eﬀects. In fact, for this simulations two-body related losses
are neglected but the ensemble becomes dense enough to give rise to high three-body loss rates.
Including two-body losses to the simulation emphasizes the problem of spin exchange collisions
caused by the multimode nature of the trapping laser. The resulting high two-body loss rates
permit the formation of a dense cloud. In Figure 4.16(a) the PSD for both conﬁgurations is
simulated, with and without two-body losses. While a single beam conﬁguration just slightly
beneﬁts from suppressed loss mechanisms, it becomes crucial for a crossed beam situation.
Owing to the high density of the sample, even three-body losses cause more expelled atoms than
evaporation. Unfortunately this mechanism can not be suppressed but has to be balanced with
lower densities, for example by a wider trap. The presented simulations in this section belong
to a beam waist of 45μm for both beams. While trap frequencies are completely determined
by the beam waist (and wavelength) in a single beam trapping scheme, here the mean trap
frequency can be changed by a variation of the crossing angle as displayed in Figure 4.16(b).
All graphs are based on the same evaporation sequence with a rather fast power reduction.
9The numerical implementation for this theory has a singularity at η  4 (see Section 4.2.4)
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Figure 4.16
(a) Phase space density comparison between single and crossed beam conﬁguration with and without
two-body losses. While the loss eﬀect is small in single beam traps it becomes the dominant source for
losses in a tight trap. Suppression of spin change collisions is mandatory to create dense atomic samples.
(b) Phase space density dependency on the angle between crossing beams. Highest values can be reached
in a perpendicular setup, but shallower angles give comparable results. Values below 45° result in
reduced performance due to the lower mean trap frequency.
While smaller angles result in slower evaporation due to the lower mean trap frequency, this
eﬀect reduces drastically until an angle of approximately 45° is reached. Wider angles do not
signiﬁcantly improve the resulting PSD. This plot also gives hint, that with the achieved starting
conditions the formation of a BEC is within reach, occurring at a PSD in the order of one.
Forming a crossed dipole trap with a single laser source may result in interference eﬀects
within the intersecting region, giving rise to heating mechanisms and density inhomogeneities.
This can either be avoided by shifting their respective frequency to a, compared to the trap
frequencies, large value (Liao et al. 2017), or by orthogonal linear polarizations in the two
beams. For this reason a crossing angle of 90° is outstanding since it can guarantee orthogonal
polarization.
4.7.2. Moving Lenses
A movable lens is inserted into the optical path to be able to inﬂuence the volume of the
conﬁning potential. The most common setup is shown in Figure 4.17, including a crossed dipole
trap conﬁguration (Kinoshita et al. 2005). First, the incoming beam is focused while a second
lens is placed at 2f distance. Moving the second lens changes a collimated beam to a slightly
divergent one. The modiﬁed beam passes an AOTF (acousto-optic tunable ﬁlter), diﬀracting the
incoming beam like an AOM but furthermore rotating the polarization of the ﬁrst order by 90°.
Before the beams are intersected they pass separate focusing lenses. Depending on the movable
lens position, the crossing point coincides with the focus or is slightly misaligned. Since the
potential minimum will always be in the intersecting region, this results eﬀectively in diﬀerent
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trapping beam diameters. Atoms can be loaded in a large volume trap and as higher elastic
collision rates are needed the trap is compressed.
Figure 4.17
Schematic setup of the movable lens conﬁguration introduced in reference (Kinoshita et al. 2005). An
adjustable lens determines whether two beams coincide on or oﬀ focus, resulting in diﬀerent trapping
beam diameters. A second orthogonal polarized beam is generated by an AOTF.
Experiments were performed with rubidium-87, trapped at a wavelength of 1064 nm10. While
BECs can be produced in 3.3 s the evaporation alone only takes 1 s, starting at a PSD of 1.8 × 10−3.
The initial beam width of 300μm is decreased to 50μm, resulting in a 200 fold trapping volume
reduction.
The idea could also be implemented in a single beam conﬁguration. Adding a second movable
lens, the beam could always be kept collimated but at diﬀerent diameters. This would lead to
a variable beam waist, where the range of available sizes is reduced in comparison with the
crossed conﬁguration.
4.7.3. Lattice Enhanced Cooling
Standing Wave
A standing wave can be generated by a retro reﬂection of the trapping beam, while allowing
interference. The result is a single beam shaped potential, which is modulated with cos2
( 2πz
λ
)
,
but features a trap depth of four times the single beam trap. The corresponding potential for
our setup is plotted in Figure 4.18. A stack of pancake like structures appears that are distanced
λ/2 from each other. Note the unequal axes ranges for an improved visibility.
An extremely high trap frequency of 1.2MHz along the beam direction is calculated. By
implementing an angle between the interfering beams, atoms get less conﬁned in axial direction
and the trapping volumes increase. In fact hardly any evaporation in an optical lattice is
reported. The tight conﬁnement results in relatively high temperatures, making optical cooling
techniques feasible again.
10The reference only mentions the use of a YAG laser but 1064 nm is by far the most common wavelength for this type
of laser.
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Figure 4.18
Simulated potential of a standing wave with an optical power of 7W in a retro reﬂected conﬁguration.
Atoms are trapped in several diﬀerent traps, four times deeper than in single beam conﬁguration with the
same power. Plotted is only a small area near the focus of both beams. The overall shape does not deviate
from a Gaussian beam conﬁguration, but spatial modulation leads to the pancake like trapping structures.
Notice the inequality in axis ranges.
An interesting approach would start from a single optical beam with slowly increasing lattice
trap depth. Unfortunately the potential only rests spatially when both beams are equally
powered, making any ramping impossible. The desired situation would need a single dipole
trap, superimposed with an independent standing wave trap.
Today these one dimensional optical lattices are used for example to create of Tonks–Girardeau
gases (Paredes et al. 2004) or single atom trapping (C. Zhang et al. 2006). Furthermore standing
waves can play a crucial role in improving atom interferometry precision by providing large
momentum transfers.
3D Lattice
In three dimensional lattices, atoms are even further conﬁned. They are used as solid state
analogue simulator for example. The number of trapped atoms on a single site is limited and if
phase transition occurs it is not straight forward to combine the diﬀerent ensembles. Cooling in
an optical lattice is primarily done optically, leading to BEC formation without evaporation as
already described in Section 3.3.6.
4.7.4. Painted Potentials
Lateral movement of the dipole laser beam was described as a source of heating and enhanced
loss rates. In fact, this is only true for oscillations that are lower or equal to the trap frequencies.
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If the laser oscillates faster then the trap frequency, atoms are not able to follow the movement
and become trapped in a time averaged potential, which can be shaped variably (Henderson
et al. 2009). This means, the trap can be expanded in the loading phase, which leads to high
initial atom numbers (Ahmadi et al. 2005). When the evaporation starts and the optical power is
decreased, the mean trap frequency can be kept at a constant level due to a compression of the
trap volume. While an exponential power decrease was found to be optimal for time-averaged
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Figure 4.19
Trunc Sim results for a painted potential conﬁguration. In (a) trapping frequency evolution for all axis
and the mean is visible. Until approximately 3 s an increase in y-direction can compensate for decreases
in both other directions, marked by the constant value for the mean (blue line). (b) Resulting phase space
densities for diﬀerent exponential power reductions. Within 5 s a value of more than 10−2 can be reached.
Fast evaporation in this conﬁguration is ineﬀective.
potential evaporation, the chosen function for trap frequencies played just a minor role. An
impressive application of this technique led to the production of Yb Bose-Einstein condensates
in less than 2 s (R. Roy et al. 2016). To consider the advantage of an improved atom number in
the beginning of the sequence one has to calculate the number of trapped atoms in relationship
to the beam waist. A detailed investigation of this problem can be found in (Ahmadi et al. 2005).
Here the simpliﬁed approach to Equation 3.31 from (Pruvost et al. 1999) is considered. It is
valid for large trap depth and implies a behavior like
NTωmod 
ω2mod
ω20
NTω0 (4.34)
with the eﬀective beam waist of the modulated beam ωmod and the number of trapped atoms
without time-averaging NTω0 .
The same initial parameters were used for all the simulations in this section. These are a
maximum trapping power of 7W, focused to a beam waist of 45μm, which holds 5 · 106 atoms
at a temperature of 30μK, resulting in η ≈ 6.2.
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Increasing the eﬀective beam waist to 55μm would lead to 7.5 · 106 trapped atoms at the
beginning of evaporation. Since the optical power remains the same, and the power is spread
over a wider area, the trap becomes shallower. For these numbers, the ratio of trap depth to
temperature drops to η  4.1 already. This shallow trap is incapable of eﬃcient atom loading,
and it is an impossible starting point for an evaporation simulation with Trunc Sim. Obviously,
an eﬃcient increase in initially loaded atoms numbers by means of painted potentials, requires
higher optical trapping powers.
For the simulation of an increased eﬃciency of evaporation in a painted potential, a beam waist
of 5μm was assumed. This value is valid, since a diﬀraction limited operation of the assembled
lens would have a minimal beam radius of 4.7μm.
The resulting trap frequencies are displayed in Figure 4.19(a). In the modulated y-direction ωy
increases to compensate for decreasing trap frequencies in x- and z-direction until the minimal
beam waist is reached. Up to this point, one can see a constant mean frequency, that drops
afterwards. Phase space density improvements were observed to be relatively slow (Figure 4.19)
but could reach the 10−2 level.
For further applications, other trapping geometries, like double well potentials (Harsono 2006)
can be generated. They will providing interesting physics and have never been realized in
microgravity before.
4.7.5. Feshbach Enhanced Rethermalization
Feshbach resonances provide the possibility to tune inter atomic scattering length (Feshbach
1958; Chin et al. 2010). They are described by scattering theory, considering two molecular
potentials, called open and closed channel (see Figure 4.20(a)). The latter is energetically well
above the kinetic energy of both collisional partners for long distances, called entrance energy
(EE) but provides short range bound states with the energy EC. For the ultra cold regime the
entrance energy is nearly zero. Coupling between both channels can be manipulated by shifting
these potentials (orange arrow), for example by applying a homogeneous magnetic ﬁeld. The
closer EE and EC are the stronger is the coupling between both. In Figure 4.20(b) the scattering
length dependence on magnetic ﬁeld strength is plotted exemplarily. Atomic interaction can
be randomly tuned from attractive to repulsive and vice versa in the vicinity of a Feshbach
resonance which is generally described by the scattering length
a(B)  aBg
(
1 − ΔF
B − B0
)
. (4.35)
Here ΔF is the resonance width, B0 equals the resonance position and aBg describes the back-
ground scattering length far away from resonance. All three characteristics depend on the
atomic element and internal state choice. For rubidium-87 in F=1 there are no known resonances
between partners in the mF=-1, but four of them in the mF=1 state for magnetic ﬁeld strength
between 0.05mT and 126mT (Marte et al. 2002).
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Figure 4.20
(a) Feshbach resonances are formed when an molecular state is present in the vicinity of open channel
threshold energies. The coupling between both states depends on their level of degeneration which can be
tuned by a homogeneous magnetic ﬁeld. Variations in the ﬁeld strength result in diﬀerent behavior of
inter atomic scattering length. In (b) this dependency is plotted exemplarily for a broad resonance in
rubidium-87. The scattering length is given in units of the Bohr radius a0.
The idea of Feshbach enhanced cooling is to compensate the trap frequency decrease due to a
lowered optical potential, by enhancing the elastic collision rate to keep the evaporation process
running (Gross et al. 2008). Maintaining a constant elastic collision rate demands precise control
over the scattering length. So on one hand we need a suitably broad resonance, on the other
it should be located at the lowest possible magnetic ﬁeld to minimize power consumption,
thermal heating, residual magnetization and Eddy currents.
The paper by Marte et al. provides two interesting candidates for our experiment. The lower
one is centered around 68.5mT and is 1.7μT broad. The initial elastic cross section in the
PRIMUS experiment is 330 a0, for typical parameters in a single beam conﬁguration. Keeping
this value constant throughout the sequence would lead to a ﬁnal current in our MOT coils of
approximately 16.5A. This diﬀers only 176μA from the value corresponding to the resonance
center. Furthermore the position of coils was chosen to be closest possible to the atoms, to
generate strong magnetic ﬁelds with low currents. This optimization led to a distance to radius
ratio of 0.85, not the ideal Helmholtz conﬁguration of 1 (Ganske 2012). The resulting deviation
from a spatially constant magnetic ﬁeld can be seen in Figure 4.21(a). A ﬁeld variation of 7μT
at one millimeter pushes the trap edges over the resonance for the given values, resulting in
a negative scattering length and high atomic loss rates. For an eﬀective Feshbach enhanced
evaporation another resonance, centered at 100.73mT with a width of 170mT, has to be chosen.
The situation of a constant elastic collision rate was simulated with Trunc Sim and results
are plotted in Figure 4.21(b). The non enhanced trap (gray line) has been shown before and
is plotted as reference to the new data. A high collision rate between atoms leads to short
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Figure 4.21
(a) Magnetic ﬁeld deviation from a perfect homogeneous ﬁeld in the used experimental setup. Applying a
ﬁeld of 68.5mT leads to a quadratically shaped deviation with a curvature of 7.8 μTmm2 . (b) Simulated
evaporation results for diﬀerent exponential dipole power ramps with constant elastic cross section.
Compared the situation without an applied Feshbach resonance, evaporation can be forced signiﬁcantly
faster and quantum degeneracy is reached in approximately 1.5 s
rethermalization times and provides the opportunity for fast evaporation. Choosing τ  0.2
and starting the simulation with realistic experimental conditions, quantum degeneracy can be
reached within only 1.5 s. Even the slow evaporative sequence strongly beneﬁts from Feshbach
enhanced evaporation. Changing parameters for density dependent losses were not included in
the simulation but will eﬀect the result (Marchant et al. 2012), so the stunning ﬁndings have to
prove validity in a real experiment.
Common practice is the slightly diﬀerent approach to apply Feshbach resonances for controlling
sympathetic cooling, where an actively cooled atomic species passively cools another one (Roati
et al. 2007).
Another approach of evaporative cooling making use of Feshbach resonances is based on relative
velocity between particles (Mathey et al. 2009; Nuske et al. 2015). In the vicinity of a resonance,
untrapped molecules are formed, or both partner gain enough kinetic energy to leave the trap.
4.7.6. Hybrid Trap
The term hybrid trap describes all combinations of optical and magnetic potentials. It can
even be found when the potentials are applied successively. A famous example is the optically
plugged quadrupole magnetic trap (K. B. Davis, Mewes, Andrews, et al. 1995) where a blue
detuned potential pushes atoms out of the magnetic tap center, avoiding Majorana spin ﬂip
induced losses.
Here we focus on two diﬀerent implementations. A dipole trap that becomes magnetically
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conﬁned in the axial direction and a tilted trap where a magnetic gradient lowers the eﬀective
trap depth.
Magnetic Conﬁnement
Single beam optical dipole traps are know for a weak atomic conﬁnement in the axial direction.
The initially low trap frequency can be increased by an overlap with a magnetic gradient. This
does not only improve the initial value but can be kept constant throughout the evaporative
sequence.
For the simulation displayed in Figure 4.22 all atoms are considered to be in the |F=1,mF=-1>
state and the centers of both traps are displaced by 100μm. The displacement is mandatory
to prevent high loss rates due to Majorana spin ﬂip losses and is typically in the order of a
few dipole trap beam waists. Radial trap frequencies, dominated by the optical potential, are
calculated similar to the single beam conﬁguration. In the axial direction optical and magnetic
traps are considered as (Colzi et al. 2018)11
ω
Hybrid
ax 
√
4μB′
mz0
+
4U0
mw20
. (4.36)
The ﬁrst term under the root is the squared magnetic trap frequency, while the second
one is the same for the dipole potential. B′ is the magnetic ﬁeld gradient in weak di-
rection, the magnetic moment μ  −mFgFμB is described by magnetic quantum number,
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Figure 4.22
Simulated evaporation results for the magnetic
conﬁnement technique. Relatively low trap
frequencies demand a slow evaporation sequence
for best results.
Landé g-factor and the Bohr magnetron.
z0 denotes the explained oﬀset between
trap center and the optical trap mini-
mum. The magnetic ﬁeld gradient is as-
sumed to be 0.7 mTcm , which is the ﬁeld our
MOT coils produce in their weak direc-
tion.
As one can see from Figure 4.22 slow evap-
orations give best results for the magnetic
conﬁnement technique. Even though the ax-
ial trap frequency is increased from 9.3Hz
to 48.6Hz the new value is still rather low,
compared to trap frequencies in the radial di-
rection or for purely magnetic traps. Further-
more the radial conﬁnement still drastically
reduces throughout thewhole sequence. The
11In this reference the four accidentally dropped into the denominator but should be in the numerator as it is for
example in (Mishra et al. 2015).
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transition to quantum degeneracy could not be observed in the given simulations. This goal
could be reached with a steeper magnetic gradient or lower density independent losses.
Experimentally, a similar procedure produced BECs every 20 s with a magnetic ﬁeld gradient of
1 mTcm in the ATLAS experiment (M. Zaiser et al. 2011). Even though large parts of this experiment
are similar to our setup, these results could not be reproduced due to a worse vacuum quality.
Tilted Trap
Using a magnetic gradient ﬁeld to eﬀectively tilt the optical potential allows for a reduction
in trap depth with only slight changes in trap frequency (C.-L. Hung 2011). Considering the
gradient ﬁeld to be produced by our MOT coils, a gradient of approximately 4 mTcm can not
be exceeded. For a trapping laser power of 7W this belongs to a reduction in trap depth for
atoms in the mF  −1 state from 186μK to 175μK. This change is hardly recognized by the
trapped atoms and according to Figure 4.23(a), the eﬀect is similar to a gravitational drag.
This means, reversing the magnetic ﬁeld leads to a force that balances gravity and giving
rise to long evolution times in a laboratory environment (Jenkin et al. 2011). The gradient of
73 mTcm to overcome the dipole trapping force is not realistic in our experimental setup. For the
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Figure 4.23
Simulation results for the tilted trap conﬁguration. (a) Comparison of diﬀerent potential in direction of
gravity or magnetic gradient respectively. The eﬀect of magnetic tilting is comparable to the eﬀect of
gravity. (b) PSD evolution for diﬀerent evaporation sequences compared to a single beam conﬁguration.
In the given setup the technique does not improve the evaporation at all.
simulation, no ramp was applied to the magnetic gradient due to the small eﬀect on evaporation.
It is kept maximized throughout the sequence, giving the results in Figure 4.23(b). In fact
the performance was even worse than the reference from a single beam conﬁguration. Even
though the PRIMUS experiment does not beneﬁt from tilted potentials, this technique could be
a key technology in combinations between atom chips and dipole traps. In these setups the
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temperature of dipole trap loaded atoms is massively decreased, including lower trap depth,
and the available gradients are high, due to the proximity between wires and atoms.
4.7.7. Conclusion to Improved Evaporation Concepts
Several strategies for an eﬃcient evaporation from a dipole trap were introduced in the last
section. Here this information is used to choose the best solution for the PRIMUS experiment.
The overall idea, as mentioned before, is a simple and robust experimental setup. For this reason
movable parts were excluded from the experiment whenever possible. Following this strategy,
movable lenses are undesired due to potential mechanical problems. Lattice enhanced cooling
techniques are not famous for evaporation, but direct laser colling to quantum degeneracy. For
long interrogation times in the drop tower, phase transition is not as important as a low kinetic
energy. For this reason and the need for highest possible atom numbers, lattices are not the
right choice to produce a source for atom interferometry in microgravity.
Themagnetically tilted trap turned out to be an interesting candidate in atom chip conﬁgurations
but comes with no improvement in the current setup. In contrast, the magnetically conﬁned
trap delivered phase space densities close to the BEC transition. In order to reap its full beneﬁts,
an improved vacuum quality is needed. Evaporation times of more than 5 s most certainly
disqualify this technique for drop tower operation. Anyway, coils for the magnetic ﬁeld are
already installed and the system is robust against slight misalignments making it a reliable
fallback option.
Feshbach enhanced evaporation performed the most eﬀective by far but the experimental
complexity strongly depends on the element choice. Rubidium-87 is deﬁnitely on the diﬃcult
side of the spectrum, making this procedure not the ﬁrst choice for this experiment. If possible,
tests with potassium can conﬁrm the extraordinary simulation results and future devices can
be optimized for this method, leading to extremely fast evaporation.
The crossed beam conﬁguration impresses with an initially improved phase space density
followed by a good performance in evaporation. Because it is an all-optical technique, the
advantages of these remain, making it the ﬁrst choice for improved evaporation in microgravity.
Since the initial laser power is relatively low, a recycling of the beam is more useful than a beam
splitting. An implementation of a bow tie conﬁguration will be found in the next chapter.
Painted Potentials turned out to be a powerful tool for initially deep traps. It performed well
until the minimal eﬀective beam waist is reached and evaporation equals the standard single
beam conﬁguration. A useful solution to this problem would be the combination between a
crossed dipole trap and a painted potential. Not only does this double the eﬀective trap depth
but the modulation acts on two diﬀerent trap frequencies, compared to only one in a single
beam conﬁguration. Both eﬀects will boost the feasibility of painted potentials in our setup. An
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implementation is beyond the scope of this thesis, but will certainly be done in the future.
4.8. Realization of a Crossed Dipole Trap
A crossed dipole trap was realized in the PRIMUS experiment by using a bow-tie conﬁguration.
A drawing of the modiﬁed setup can be seen in Figure 4.24. The single beam dipole trap
laser is re-collimated by a second lens and reﬂected by a silver coated mirror thought a λ/2
waveplate. The 90° polarization rotated wave is directed towards the center of the vacuum
chamber and focused again, resulting in a crossed dipole trap with an angle of 45° between
initial and reﬂected beam. Having no right angled trap, we found it crucial for trap lifetimes
to control the beam polarization. If recycled dipole trap beams are not orthogonal polarized,
interference eﬀects between them lead to a heating processes, causing atom losses12. Inserting
a third Glan-Laser prism right behind the polarization rotation, signiﬁcantly extending the
trap’s lifetime. In this conﬁguration it became comparable to single beam operation. Single and
Figure 4.24
Experimental setup modiﬁcations for a crossed dipole trap. After focusing the beam for a single beam trap
it gets collimated again. The polarization is rotated orthogonal to the incoming beam and an additional
Glen-Laser prism ﬁlters the desired polarization, also canceling possible incoming polarization variations.
The reﬂected beam is focused again and crosses the ﬁrst beam at an angle of 45°.
crossed beam conﬁguration were compared by repeating the constant η sequence, introduced in
Section 4.5, for the latter. Due to the tighter conﬁnement, an optimized evaporation ramp would
require a faster power reduction. The results of this measurement are plotted in Figure 4.25.
12The problem can also be solved by frequency shifting one or both beams by passing an AOM.
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In crossed conﬁguration, the temperature is a little bit higher throughout most of the sequence
(Figure 4.25(a)). This can well be attributed to the tighter conﬁnement of the atoms. Since the
cooling eﬀect in the single beam stops at approximately 6μK, the new setup can match this
value at the end of the sequence. Interestingly, the ﬁnal achievable temperature equals, even
though the optical power in the crossed conﬁguration is twice as high as in the single beam.
This excludes an optically induced heating as the reason for the lower temperature limit.
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Figure 4.25
Comparison between evaporation in a single beam and a crossed beam conﬁguration. Optical power
ramps are equivalent in both cases. (a) The temperature in crossed conﬁguration is slightly increased due
to the higher atomic conﬁnement. (b) Atom number evolution does not follow a simple exponential curve
due to exchange between the intersecting region and its wings. A lower atom number in crossed
conﬁguration is associated with technical problems. (c) Calculated elastic collision rates are increased by
an order of magnitude in the crossed region, compared to single beam operation. (d) The Phase space
density is massively increased. These ideal starting conditions for a fast production of quantum
degenerated clouds result from a signiﬁcantly higher initial mean trapping frequency.
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The evolution of atom numbers can be seen in 4.25(b). For evaporation times, longer than 1 s,
the atom numbers follow the same exponential trend as for the single beam measurements,
with an approximately constant oﬀset. For shorter evaporation times, the recorded dynamics
clearly diﬀer.
Loading a crossed dipole trap with a molasseses scheme does not only load atoms into the
intersecting region but also into the so-called wings. Those are the trapping regions formed by
both single beams individually. The resulting loading dynamics can be seen in Figure 4.26(b)
where the ratio of trapped atoms in the crossing region, is compared to the overall amount of
atoms, in a lifetime-like measurement with constant laser power. Within the ﬁrst second of
trapping, the ratio increases rapidly until it reaches a plateau for loading times that exceed one
second. This is exactly the timescale identiﬁed, as dominated by natural evaporation. While
cooling down, proportionally more atoms are evaporated from the wings, than they are from
the center.
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Figure 4.26
Investigation of trapped atom distribution in a crossed dipole trap. Roughly one fourth of the atoms are
located in the intersecting region for a fully powered dipole trap. Holding the trap for one seconds reveals
a slightly slower decay rate in the crossed region due to migration from the wings to the center driven by
natural evaporation. The eﬀect is easier observable in (b) where the ratio between both regions is plotted.
The solid line serves as guide to the eye only.
In Figure 4.26(a) the crossed region atom number is separated from the overall one. While the
total amount of atoms decays mostly exponentially, the crossed region slightly deviates from
this behavior within the ﬁst second. This indicates atoms that are moving from the wings into
the crossed region. The eﬀect is remarkably small since wing trapped atoms can not simply
move to the center and be trapped in the deeper potential of this region. The conservative
potential requires additional collision events. However, the ratio of crossed trapped atoms to wing
trapped atoms increases with an overall temperature decrease.
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It is also worth mentioning that 1 · 107 atoms could be loaded in the crossed beam conﬁguration
in total. Thus the reduced atom numbers in the constant η measurements on Figure 4.25(b)
were caused by performance ﬂuctuations, not a scientiﬁc problem.
A huge advantage of a crossed dipole trap can be seen in Figure 4.25(c). The elastic collision rate
increased by an order of magnitude compared to single beam operation and the lowest ﬁnal
value almost matches single beam starting conditions. Unfortunately these values are only true
in the crossed region, meaning that for higher temperatures approximately two thirds of the
atoms do not beneﬁt from an increased rethermalization. Nevertheless, the problem of slowed
rethermalization due to less atomic collisions observed in single beam operation is enhanced at
the end of the evaporation. At this point, most atoms will be trapped in the intersecting region
and beneﬁt from the increased elastic collision rate.
While temperature and atom number are not signiﬁcantly diﬀerent, the phase space density is
clearly improved as it can be observed in Figure 4.25(d). The thirty times increased initial value
is even further growing in the next two seconds to almost 10−2. As one can see from Equation
(4.3) this calculated value strongly depends on trap frequency and atom number. Therefore, it is
overestimated for two reasons. First, all atoms are assumed to be in the intersecting region, which
is not true for high temperatures and the evolution needs further investigation. Second, all atoms
are assumed to be in a single state. Atoms are prepared in the |F=1> manifold, containing three
diﬀerent states. If they are equally populated the calculated PSD value has to be divided by three.
By moving to the microgravity environment, pointing instabilities were recognized. In a single
beam conﬁguration, shifts of the beam position lead to diﬀerent loading eﬃciencies. In a crossed
conﬁguration, they alter the process of evaporation. Observed deviations were easily large
enough to form no crossed section at all, while smaller shifts, impossible to recognize, alter trap
frequencies and trapping volume.
Two kinds of beam pointing problems were witnessed within the project. First, beam positions
were shifted in the transition from gravity to microgravity. These could be diminished to less
than 8μm, by additional set screws in the mirror holders of the system. Second is a shift during
the capsule preparation on ground. The whole four stringer structure got slightly warped and is
stressed when the hermetic hull and the upper cover are installed. Even though both problems
could, with some eﬀort, get ﬁxed, otherwise we decided to try some active beam stabilization in
the future. Similar problems can be expected in future experiments and we also want to test its
feasibility for microgravity applications.
The realization of a crossed dipole trap in microgravity can be seen in Figure 4.27. Images
from the main camera, in one plane with both beams, provide only reduced information about
a possible intersection (Figure 4.27(a)). It is anyway indicated by a sharp peak in the center
of the image. For more insight a second camera got installed on top of the chamber (Figure
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(a) (b)
Figure 4.27
False color representation of a crossed dipole trap in microgravity. (a) Side view image taken with the
PCO-camera described in Chapter 2 in plane with both beams. The crossing reveals in a hardly observable
almost central density peak. (b) Top view from an additional camera installed on the upper vacuum
chamber port. Beam intersection creates an area with strong ﬂuorescence, indicating high atomic density.
4.27(b)). Alignment and resulting behavior can easily be observed from this position with the
drawback of atoms falling out of focus for laboratory measurements. When both beams cross,
the wings appear instantaneously darker and a sharp peak appears, best observable by pixel
summation in one direction. It is not possible to determine the position where both beams
cross centric. A beam pointing stabilization, coming with position dependent photo diodes, can
not only be used active, but also as shift detector. This is crucial for consistent drop campaign
measurements.
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5. Conclusion
Atom interferometry is a precise quantum tool that will enhance a broad variety of measure-
ments, ranging from large scale phenomena like gravitational wave detection to short scale
Casimir-Polder forces and everything in between. Its sensitivity largely beneﬁts form operation
in microgravity, due to long free evolution times between laser pulses.
The PRIMUS project aims for a test of the Einstein weak equivalence principle by applying
atom interferometry simultaneously to rubidium and potassium atoms. Atom interferometry
in microgravity has been demonstrated before, but previous approaches were based on a prepa-
ration of cold atomic clouds in purely magnetic traps, called atom chips. Despite important
breakthroughs in the application of cold atoms in microgravity, several drawbacks of this kind
of traps became evident over the past years. A major concern is the anisotropic trap shape,
which limits the capabilities of delta kick collimation, the most advanced technique to generate
the coldest atomic clouds possible.
Within PRIMUS, these ensembles of cold atoms, the source for atom interferometry, will be
generated in a purely optical dipole trap. Since the creation of an ultra cold (below 1μK) atomic
ensemble, in an optical potential, paves the way for several diﬀerent experiments (see Chapter
6), this, on its own, is a milestone to the entire scientiﬁc microgravity/cold atoms community.
Therefore, the primary achievement of this thesis is the ﬁrst realization of a dipole trap in
microgravity. Initially 1 × 107 atoms of rubidium-87 could be trapped and evaporatively cooled
to a temperature equivalent of a bit less than 300 nK. The dipole trap is formed by a single
7W beam focused to a waist of 45μm leading to trap frequencies of 2π× 944Hz in radial and
2π× 9.2Hz in axial direction.
The entire experimental setup is compact, robust and autonomous, requirements which must
be met to operate in a microgravity environment like the drop tower in Bremen. It easily
ﬁts into a drop capsule with ≈ 0.6m3 (ZARM 2009) of payload volume. The system was
designed to withstand impact forces of 50 g, while the recorded deceleration force did not
exceed 36 g. The conditions in the drop tower generally limit the availability of commercially
oﬀ the shelve solutions. Amongst others, some diﬃculties are the complete lack of alternating
current and only limited supply for cooling water in the drop capsule. For these reasons
several setup components are individual solutions. One example is the dipole trap laser itself,
which is designed by the Laser Zentrum Hannover e.V. The laser is mechanically stable and
operates without external cooling at full power for ≈ 5min, which is made possible by using a
phase changingmaterial. The laser is thulliumﬁber basedwith an outputwavelength of 1949 nm.
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5. Conclusion
The dipole trap loading was found to be more eﬃcient with a molasses scheme, compared to a
temporarily dark MOT, by a factor of roughly two. Atoms could be laser cooled down to about
15μK. Compared to ground measurements the performance of laser cooling in microgravity
was observed to be a bit less eﬀective. This is caused by technical laser frequency stabilization
problems. Dipole trap loading was anyway found to work well in the absence of gravity.
The major diﬀerence in evaporation with or without gravity was expected to arise from the
diﬀerent dimensionality of evaporation for both situations. Simulations on a DSMC code
revealed an insigniﬁcance in the diﬀerential evaporation eﬃciency due to the anharmonicity
of the trapping potential itself. Since the principal axis of the dipole trap potential have high
mixing rates, the dimension of evaporation is close to the three-dimensional case with and
without gravity. The expected eﬀect of an eﬀectively lowered optical potential in gravity could
be demonstrated and beneﬁcially applied. Shallow traps, as low as 0.8μK, impossible in a
normal laboratory environment could be produced in microgravity. This scheme allowed
for the preparation of an atomic ensemblewith a temperature equivalent as low as 287.7 ± 3.7 nK.
Several evaporation improving techniques were investigated and simulated with an imple-
mented Matlab code based on a paper from Olsen et al. (Olson et al. 2013). Evaporation was
found to be most eﬃcient in the vicinity of a Feshbach resonance but to conserve the advantages
of all-optical trapping, a crossed dipole trap geometry was identiﬁed as most promising for
our experiment. The realization of a dense atomic cloud was only hindered by the multimode
nature of the utilized laser. The diﬀerent output frequencies drive atomic transitions, leading to
increased density dependent loss mechanisms. This limited the number of trapped atoms in the
crossed conﬁguration to about 2 × 106 atoms, where the increased trap frequencies, especially
in axial direction, boosted the initial phase space density by more than an order of magnitude.
Furthermore crossed dipole traps revealed mechanical stability problems in the experimental
setup that will need further care.
The major drawback of evaporation from an optical potential is the decrease of trap frequencies
with reduced trap depth. This could be circumvented by applying the concept of painted
potentials, where a fast spatial variation of the trapping beam results in a time-averaged potential.
The combination between a crossed beam dipole trap and painted potentials promises to merge
the beneﬁts of a large initial trapping volume with high trap frequencies during the evaporation.
This combination was found optimal for evaporating an atomic clouds from an optical potential
in microgravity.
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6. Outlook
The outlook is subdivided into three categories based on the time scales the mentioned tasks
will be tackled. Short term improvements describe actions within the next year to rapidly
increase the experiments performance based on the knowledge gained in this thesis. Long term
goals will guide a possible evolution for the project within the next three years. The outlook
closes with an overview of this thesis outcome apart from the PRIMUS project, called the big
picture.
Short Term Improvements
In the lifetime measurements of the dipole trap (Chapter 4), a non suﬃcient vacuum quality
became obvious. To improve this, the pumping section has been redesigned and will be
connected to the bottom of the science chamber. Changing the position goes along with an
increased connection diameter between the pumping section and the science chamber by a
factor of two, resulting in an eight fold better pumping rate (Pfeiﬀer Vacuum GmbH 2013).
Additionally, a titanium sublimation pump was added to the setup. Even though this kind
of pump does not trap any new residual gas compound in our trapping scheme, it features
an enormous surface, resulting in a high pumping eﬃciency. The newly designed vacuum
chamber is pictured in Figure 6.1.
Apart from the vacuum quality, the formation of dense clouds of cold atoms is impeded by
the multimode nature of the utilized trapping laser. To circumvent this problem, a suﬃcient
preparation into the stretched state |F  2,mF  2 > will be implemented. This can be done
either by an installed laser, initially planned for Raman transitions in the interferometer or by
expanding the frequency range of the cooling laser.
The crossed beam dipole trap conﬁguration suﬀers from an unreliable overlap between both
beams, caused bymechanical stress in the entire structure of the capsule. Since this conﬁguration
is a key to eﬃcient evaporation and a nearly isotropic potential, the laser will be actively pointing
stabilized. The outcome of this is of great importance for space missions that have to run for
several years without maintenance.
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Figure 6.1
CAD drawing of the planned pumping section rebuild. An additional titanium sublimation pump and
vacuum sensor head will be installed. A larger cross section between dipole trap location and vacuum
pumps will improve the lifetime of the trap.
Long Term Goals
A crossed dipole trap geometry provides fast rethermalization of an atomic ensemble, but
the evaporation still suﬀers from a trap frequency reduction with lowered laser powers in
this geometry. This problem can be circumvented by applying AOM driven painted potentials.
Since the ATLAS experiment already implemented such advanced trapping potentials, it will
soon be transferred to the PRIMUS drop tower atom interferometer. The combination of both
methods will accelerate the evaporation process, resulting in a fractional higher microgravity
time to perform interferometry, for example. On ground, faster evaporation is linked to higher
repetition rates for experiments. Shorter cycles provide more statistics leading to more accurate
measurements, not limited to our project. Furthermore, the variability in trap shaping is an
ideal ground for optical delta kick collimation and will further reduce the cloud’s expansion rate.
It will be challenging, to precisely determine the resulting ultra low temperatures. For this
reason, the new vacuum design oﬀers a second detection zone 195mm beneath the current one,
that will allow for free fall times of ≈200ms. The limited availability of the drop tower, coming
with a lack of statistics, turned out to be a bottleneck to some measurements. The new design
will allow for a higher ﬂexibility on ground. Unfortunately, since the atoms are leaving the
magnetic shield while falling, this can not be utilized for high precision measurements.
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Loading the dipole trap under microgravity has been done within this thesis, nevertheless, the
process has not been investigated in depth. Since microgravity time is valuable and rare, the
focus was set towards evaporation. Conceptually new drop towers are entering the market by
now (Könemann et al. 2015; Overmeyer et al. 2017). They provide high repetition rates and
do not rely on large vacuum systems. The GTB-Pro in Bremen (Gierse et al. 2017) will be the
perfect platform to perform loading studies.
Even though this thesis did not present all the achievements made with potassium in the system,
this branch of the experiment is as important. Since magneto-optical trapping was successful
on ground, the next step has to be a demonstration in microgravity. This was hindered before
by unstable temperature conditions on the laser platform. The situation was eased by remote
accessible temperature controllers. The successful demonstration of a potassium MOT in
microgravity will be followed by loading it into the dipole trap.
Atom interferometry will certainly be deferred to successful evaporation of potassium. Since
interferometers with rubidium in microgravity have extensively been investigated in the last
years (Müntinga et al. 2013), their basics can be considered as understood. For double species
interferometry and interferometers based on fK temperatured atoms, allowing free evolution
times on the order of seconds, the situation is totally diﬀerent.
The Big Picture
Fundamental physics with ultra cold atoms in microgravity became a vibrant ﬁeld of science
over the last decade. The latest milestones set in this ﬁeld are the ﬁrst realization of a BEC
in space (Becker et al. 2018) and the success to bring an ultracold atom facility aboard the
international space station (Elliott et al. 2018). While the former is based on an atom chip and
an additional dipole trap got dismissed due to complexity in the latter, the three next missions
with ultracold atoms (BECCAL, MAUIS-2, MAIUS-3) will feature dipole traps in space (private
communications). Their application will slightly diﬀer from the realization in this thesis, not
least because they are combined with compact magnetic traps.
These missions will anyway beneﬁt from the ﬁndings in this thesis. The most important message
is: dipole trapping in microgravity does not fundamentally diﬀer from ground based operation
and the contribution of eﬀective trap depth is entirely understood. Of particular interest for
future missions will be the application of optical delta kick collimation provided by painted
potentials. The resulting expansion rates set an upper limit on the timescales of measurements,
which is crucial for the estimation of accessible sensitivities.
Generally, the new tool of optical trapping in microgravity paves the way for a large number of
new, or improved experiments. This is depicted in Figure 6.2, which is a modiﬁed schematic
drawing of the PRIMUS milestones found in Figure 1.4. Possible alternative atom interferometry
applications are listed in green, as well as several measurement options with AI, colored orange.
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Figure 6.2
Modiﬁed schematic of Figure 1.4. Original PRIMUS milestones are represented by blue colored boxes
(Rb and K). The table has been extended by possible experimental alternatives for an optically trapped
ensemble in microgravity (green boxes). Furthermore the impact of an improved atom interferometer on
gravity related experiments is shown (orange boxes).
The miscibility of BECs formed from diﬀerent elements or isotopes, is based on their interspecies
scattering length. By applying particular homogeneous magnetic ﬁelds these interactions can
be almost arbitrarily tuned, using Feshbach resonances. These resonances can not be addressed
in magnetic traps 1 . Calculations predict shell-like structures where one BEC is surrounded
by another one (Pu et al. 1998; Pattinson et al. 2013). Under the inﬂuence of gravity this has
never been observed until now. The ability to optically trap ultracold atomic mixtures under
microgravity allows for this kind of experiments.
Optical traps can ﬂexibly be shaped without changing the experimental setup. While not
addressed in this thesis, it is possible to apply optical potential where atoms are pushed away
from high intensity areas. These so-called blue detuned traps oﬀer the possibility to apply
outer boundaries for atomic ensembles. One application is a box potential (Gaunt et al. 2013),
simulating the textbook example in quantum theory. Investigating these without disturbing
gravitational eﬀects will lead to interesting physics.
One main application for optical traps on ground is the formation of optical lattices (Bloch 2005).
These are used as solid state simulator (Gajda et al. 2015) or to drive Floquet-states (Eckardt
2017), for example. Experiments in microgravity would reveal the possibility of extremely
shallow lattices providing high hopping rates between lattice sites.
The last chosen example is related to Feshbach resonances again. By tuning the interac-
tion strength between collisional partners one can manipulate their bonding behavior and
1Optically addressable Feshbach resonances have also been observed, but their practical application is limited
(Nicholson et al. 2015).
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form Feshbach molecules. They are of great importance in the ﬁeld of quantum chemistry
(Shoemaker et al. 1981; Ferlaino et al. 2009). Association and dissociation especially of weakly
boundmolecules are expected to be increased in amicrogravity environment (D’Incao et al. 2017).
This impressive and still incomplete list of possible applications for dipole traps in microgravity
reveals the importance of our experimental eﬀorts. Furthermore, if optically delta kick collima-
tion performs better than the its magnetic counterpart, a whole new ﬁeld of applications open
up.
Atom interferometry in weightlessness promises enhanced test sensitivities for several experi-
ments. By delivering an improved, optically delta kick cooled, source for atom interferometers,
the results of PRIMUS would aﬀect all of them. In Figure 6.2 some gravity related examples are
listed.
Space borne gravitational wave detection will enable the observation of frequency ranges that
are inaccessible with earth bound devices. While the current, most promising, mission is
based on optical interferometers (Amaro-Seoane et al. 2017), there are also suggestions on atom
interferometer based satellite missions (Graham et al. 2017; Gao et al. 2018).
Mapping the gravitational ﬁeld of the Earth reveals information e.g. about water and ice
distribution on the planet. These important measurements are carried out by the Grace-FO
mission, based on precise accelerometers. Next generation satellites will probably be equipped
with atom interferometer based accelerators (Keesey 2018). Optically prepared atoms could
improve the sensitivity.
Cold atom sensors are not only able to sense accelerations, but can be precise rotation sensitive
devices. In this manner, they could also be used to test the frame-dragging eﬀect, also known
as Lense-Thirring eﬀect. It describes the very light spacetime dragging eﬀect of rotating
objects. Experimental evidence was collected in the Gravity Probe B mission, a more precise
measurement could be based on cold atoms (Jentsch et al. 2004).
The last example in this chart represents an entire ﬁeld of measurements. While precise
tests of the gravitational constant with atom interferometry are possible in the laboratory
(Prevedelli et al. 2014), the application of this technique in microgravity automatically increases
the sensitivity. This is true for every single application of atom interferometry due to the
increased long interrogation times.
Up to now, it is unclear whether the optical preparation of an atomic source for atom interfer-
ometry outperforms its magnetic counterpart. Anyway, the list of possible beneﬁciaries clariﬁes
the urgency for this task. Furthermore it becomes obvious that this thesis is closed in itself, but
just the beginning of a breath taking journey.
In the end I would like to emphasize once again, that all of our passionate endeavors for
fundamental physical questions are producing robust and compact quantum sensors, the
revolutionary future of measurement. I am looking forward to have a commercially available
device in my household one day, based the heritage of me, my friends and my colleagues.
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