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Abstract
Molecule-based materials offer unique opportunities to explore the interplay between
charge, spin, and lattice across quantum phase transitions. With their flexible architectures and overall low energy scales, quantum phases can be induced at experimentally realizable conditions. In this dissertation, I present a spectroscopic study of
three important families of multiferroics and quantum magnets with a variety of tuning parameters to unravel the mechanisms required to reach distinct non-equilibrium
phases. The exploration of spin-lattice coupling and local lattice distortions across
magnetic quantum phase transitions is the unifying theme of this work.
As our first platform for investigation, we explore the coupling between ferroic orders in the metal-organic framework [(CH3 )2 NH2 ]M (HCOO)3 (M =Mn,Co,Ni) family. The formate bend links the ferroelectric and magnetic quantum phase transition
in the Mn analog. Strikingly, B-site substitution drastically alters this mechanism.
The Ni material behaves similarly to the Mn analog but at much higher energy
scales, whereas the Co system utilizes formate stretches. B-site substitution is thus
a powerful tool for developing structure-property relations within chemically analogous materials, providing control of electronic and magnetic properties as well as
energy scales.
Copper coordination polymers provide a second platform with which to extend our work.

Magneto-infrared spectra of [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and

[Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 , combined with prior work of other copper complexes,
iv

allow for the investigation of spin-lattice coupling across magnetic quantum phase
transitions as a function of structural and magnetic dimensionality. Spin-phonon
coupling strength versus magnetic dimensionality reveals that coupling is maximized
in the ladder complex. These findings are applicable to other materials with fieldinduced transitions from the antiferromagnetic to fully saturated state.
Multiferroic (NH4 )2 [FeCl5 ·(H2 O)] is our final test case, sporting a complex network of hydrogen and halogen bonds. The high-field polarization change is quenched
at the quasicollinear- to collinear-sinusoidal magnetic reorientation, collapsing before
magnetic saturation. Remarkably, nearly all low-frequency modes distort to facilitate
the development of the magnetic quantum phase, entirely different than most other
molecule-based magnets. Signatures of electron-phonon coupling emerge through
magneto-infrared measurements.
Together, these findings elucidate quantum phase transitions, spin-lattice coupling, and structure-property relations in molecular multiferroics and quantum magnets, motivating further exploration of non-equilibrium phases in these materials.

v
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absorption difference spectrum, revealing the lack of field dependence
in the couterion mode. (d) Normalized magnetization [30], square of
the magnetization, and integrated absorption difference as functions of
applied field. (e) Schematic of the field-induced local lattice distortion
of the formate ligand. . . . . . . . . . . . . . . . . . . . . . . . . . . .
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(a-c) Pulsed field magnetization of [(CH3 )2 NH2 ]M (HCOO)3 (M =
Mn2+ , Co2+ , Ni2+ ) up to 65 T at different temperatures. Derivatives of this data reveal BSF as shown in the lower insets. Only the
Mn compound has a clear saturation field under these conditions. [30]
The Ni and Co systems are not saturated even at 65 T. (d-f) Magnetic field-temperature phase diagrams developed from the pulsed field
magnetization data. Orange points follow the transition to the fully
saturated magnetic state, and pink points track the spin flop. The
high field phase boundaries for the Ni and Co compounds are estimated as described in the text. Error bars are on the order of the
symbol size. cAFM = canted antiferromagnet and PM = high temperature paramagnetic state. [120]
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(a-c) Close-up views of the formate bending mode (left) and C-NC stretch (right) for the Mn, Ni, and Co analogs as a function of
temperature. Insets show low frequency modes. (d-f) Frequency vs.
temperature plots for these features, highlighting the difference in behavior of the Mn and Ni complexes versus the Co system. TC and TN
are indicated by purple vertical lines. The fit to the high temperature phase data described in the text represents the behavior of the
hypothetical unperturbed phonons below TC . [120] . . . . . . . . . . .
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(a) Splitting of the formate bending mode vs. temperature in the Mn
complex, a power law fit to this data, and polarization from Ref. 37,
along with a corresponding power law fit. (b) Overlay of the formate
bending mode splittings in the Mn and Ni complexes, along with their
power law fits and extracted critical exponents. (c) Calculated cooling
rate of the C-N-C stretch along with an extended power law fit. [120]
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(a-c) Absolute absorption spectra at 0 and 35 T for the
[(CH3 )2 NH2 ]M (HCOO)3 materials along with waterfall plots of the
absorption difference at 4.2 K highlighting spectral changes in applied magnetic field. The Mn system sports field-induced changes in
the formate bending mode, whereas the symmetric O-C-O stretch is
important for the Co compound. The Ni analog displays no fielddependent vibrational modes up to 35 T. (d-f) Absolute value of the
absorption difference integrated over a small energy window vs. magnetic field along with the 4 K magnetization and the square of the
magnetization. Error bars are indicated. [120] . . . . . . . . . . . . .
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(a)

Infrared

absorption

of

[Cu(pyz)2 (2-HOpy)2 ](PF6 )2

and

[Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 at 300 and 4 K. Insets show the
low frequency regions.

(b,c) Close-up view of the pyridone (py)

and pyrazine-containing (pyz) quartet in [Cu(pyz)2 (2-HOpy)2 ](PF6 )2
along with the corresponding peak position vs temperature trends.
Specifically, we highlight the differences between hydrogen-bonded
modes and anharmonic modes.

(d,e) Close-up view of the same

region in [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 . (f) Calculated displacement
patterns of the out-of-plane pyrazine distortion and in-phase pyrazine
ring bend.
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frequency shifts of the out-of-plane pyrazine distortions plotted with
the 1.5 K magnetization [148] and the square of magnetization. The
data sets are normalized above the critical field, BC . (g) Comparison
of spin-phonon coupling constant of the out-of-plane pyrazine distortion as a function of magnetic dimensionality in several well known
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6.5

. . . . . . . . . . . . . . . . . 114

(a) Infrared absorption and (b, c) Raman scattering spectra of twodimensional [Cu(pz)2 (2-OHpy)2 ](PF6 )2 below PC , above PC , and in
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(a) Change in electric polarization (∆P ) of (NH4 )2 [FeCl5 ·(H2 O)] as a
function of magnetic field at various temperatures. This is the P ||a,
B||c configuration. Others are given in Supplemental Information.
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(c) B-T phase diagram of (NH4 )2 [FeCl· 5(H2 O)]; points taken from the
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Chapter 1
Introduction: Vibrational
properties of molecule-based
magnetic materials
Equipped with flexible architectures and overall low energy scales, molecule-based
magnetic materials offer fundamental insight into the behavior of high energy oxides
along with the unique opportunity to fully investigate the interplay between structure and magnetism. With control and improvement of molecular building blocks
and structural and magnetic connectivities, molecule-based magnets demonstrate an
extensive list of useful properties such as room temperature ferromagnetism, tunable
ferroelectric transitions, quantum tunneling, and dimensionality switching – just to
name a few. [1–5] Their available structural motifs range from zero-dimensional, isolated molecules to one- and two-dimensional chains and planes to three-dimensional
extending networks. Moreover, by modifying stoichiometry and chemical composition, both hydrogen-bonding interactions and spin exchange pathways can be altered,
providing routes toward tunable structural and magnetic dimensionalities. [6–8]
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One important way to develop molecule-based materials is through the introduction of building blocks capable of hydrogen bonding. [9, 10] Surprisingly, although hydrogen bonds are generally very weak intermolecular bonds, they can
mediate magnetic exchange, induce ferroelectricity, and drastically alter the overall extending structure of a system. [11–13] A prominent example of this effect is in
the frustrated three-leg ladder complex [(CuCl2 tachH)3 Cl]Cl2 , in which hydrogenbonded super-exchange interactions between frustrated triangles turn out to be even
stronger than the shorter Cu-Cu interactions within the triangle. [14] In the hybrid
perovskite (C2 H5 NH3 )2 CuCl4 , ferroelectricity is induced by hydrogen-bond ordering of organic chains below the Curie temperature. [15] Strong H· · · F bonds can
even act as ligands in the self assembly of novel quantum magnetic solids such as
[Cu2 (HF2 )(pyz)2 ]SbF6 . [16] In this dissertation, I examine an extensive set of coppercontaining coordination polymers with various degrees of dimensionality – due in
large part to differences in hydrogen bonding – in order to investigate spin-phonon
coupling constants as a function of magnetic field. Additionally, we explore the
magnetic and ferroelectric aspects of two important families of molecule-based multiferroics, one of which has a structure and magnetic exchange interaction governed
solely by hydrogen- and halogen-bonding interactions.
The low energy scales in molecular magnets provide easy opportunities for unveiling complex quantum phenomena that arise in these systems. Quantum properties
and phases are different from traditional phase transitions in that they are driven
by a physical tuning parameter like magnetic field, composition, or pressure rather
than by thermal fluctuations. [20–24] Those involving applied field are among the
most well-studied. For example, spin-ladder complexes like (5IAP)2 CuBr4 ·2H2 O undergo low field spin gap transitions ∆ and then a magnetic saturation BC at higher
fields [Fig. 1.1 (a)]. [25] These are quantum phase transitions because the critical
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(a )

(b )

(c )

Figure 1.1: (a) Magnetization curve of the spin-ladder complex (5IAP)2 CuBr4 ·2H2 O,
revealing the spin gap transition and the fully saturated magnetic state. [17] (b)
Quantum tunneling of magnetization in the single-molecule magnet Mn12 -acetate.
[18] (c) Phase diagram of the bimetallic quantum magnet [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ],
revealing the pressure-driven spin-crossover transition. [19]
exponents extracted from scaling functions before and after ∆ and BC are inherently
different. Moreover, the transitions occur at experimentally realizable fields. [17] In
the single-molecule magnet Mn12 -acetate, quantum tunnelling of the magnetization
is observed (as a staircase structure) at low temperatures [Fig. 1.1 (b)]. [18] Pressure can also drive new quantum phases away from equilibrium, as is the case for
the bimetallic quantum magnet [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ]. At 1 GPa, the material undergoes a spin crossover transition from a high → low spin state. [19] In the
metal-organic system [CuF2 (H2 O)2 ]2 pyz, a giant pressure dependence of the magnetic exchange (involving the reorientation of magnetic orbitals) is observed. [5] In
the materials discussed in this dissertation, we observe field-driven magnetic quantum phase transitions at experimentally realizable energy scales due to the molecular
nature of the systems and investigate the microscopic properties across them. By doing so, we reveal the specific local lattice distortions that accompany these quantum
phase transitions.
Although most molecule-based materials have been well-studied with bulk techniques such as magnetic susceptibility, magnetometry, and polarization, spectroscopy
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offers a complementary opportunity to investigate properties, as it is a microscopic
probe of local structure and dynamics. Furthermore, it is well-suited for studying materials under extremes. This is because tuning parameters such as magnetic
field, pressure, and temperature alter the local bond lengths and angles. Figure
1.2 summarizes the spectroscopic and crystallographic response of several moleculebased materials under the aforementioned tuning parameters. With applied magnetic
field, materials can be driven through new magnetic states such as metal-insulator
phase transitions, spin-flop transitions, cycloidal → collinear transitions, and quantum critical phases. [26–30] In all of these cases, magnetization saturates at a finite field – the mechanisms that materials undergo to arrive at that state, however,
are altogether unique and provide insight into the underlying magnetic ordering in
molecule-based systems towards the design of novel magnetic complexes [Fig. 1.2
(a,b)]. Applied pressure can also trigger non-equilibrium phases. In the coordination polymer CuF2 (H2 O)2 (pyrazine), pressure induces a change in dimensionality
from a quasi-two-dimensional to a quasi-one-dimensional state via a Jahn-Teller rotation. [31] In both [CuF2 (H2 O)2 (pyz)] and CuF2 (H2 O)2 (3-chloropyridine) applied
pressure leads to a spin-crossover transition. [Fig. 1.2 (e-g)]. [32, 33] Finally, although not formally categorized as a quantum transition, temperature also drives
unique phases in quantum materials. For example, a ferroelectric phase transition is
observed in DMACoF (DMA = dimethylammonium), evidenced by a disappearance
of features above 170 K. [34] Additionally, in HHTP·4H2 O (HHTP = hexahydroxytriphenylene), temperature drives a hydrogen-bonded order-disorder transition into a
polar phase [Fig. 1.2 (c,d)]. [35]
In this dissertation, I explore the vibrational properties of several multiferroics and quantum magnets including the hybrid organic-inorganic perovskite family [(CH3 )2 NH2 ]M (HCOO)3 (M =Mn,Co,Ni), two novel copper-containing coordina-
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Figure 1.2: Summary of the spectroscopic and crystallographic response of several
molecule-based materials under tuning parameters such as magnetic field, temperature, and pressure. (a) Magnetization curves as a function of temperature for
[(CH3 )2 ]Mn(HCOO)3 . [30] (b) Low temperature magnetic structures at different
magnetic fields in the molecular multiferroic (NH4 )2 [FeCl5 ·(H2 O)]. [28] (c) Infrared
spectra as a function of temperature of DMACoF, revealing the disappearance of
modes near 170 K and the development of the ferroelectric phase. [34] (d) Polar vs
paraelectric states in HHTP·4H2 O; below TC , the majority of sites share the same
order parameter whereas above TC , there is an equal population of both states. [35]
(e) Summary of how the saturation fields and the exchange parameters change in
CuF2 (H2 O)2 (pyz) as a function of pressure. [31] (f) Pressure-driven Jahn-Teller reorientations in [CuF2 (H2 O2 (pyz)] [33] (g) Spectroscopic response of CuF2 (H2 O)2 (3chloropyridine) as a function of pressure, where the different colors denote new phase
transitions. [36]
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tion complexes [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 , and
an entirely molecular multiferroic (NH4 )2 [FeCl5 ·(H2 O)] under magnetic field, temperature, and pressure. Our findings are summarized in Table 1.1. Specifically, we
focus on the interplay between spins and lattice excitations, an effect known as magnetoelastic coupling, where an applied magnetic field can modify the overall structure. The overall goal is to uncover the local lattice distortions that underlie unique
phases such as ferroelectricity, spin-flop transitions, and field-driven quantum phases.
Moreover, by tracking these microscopic changes with various tuning parameters, we
understand the role of individual lattice distortions through the transitions. Interesting structure-property relations are unveiled through B-site substitution in the
perovskite systems (in terms of the overall material energy scales for magnetic saturation) as well as through magnetic and structural dimensionality across the broader
family of copper-containing coordination polymers. Overall, this dissertation explores the microscopic mechanisms of the development of unique material phases –
namely magnetic quantum phase transitions – and motivates further exploration of
functionality in non-equilibrium states.
In order to explore how different charge and spin states impact fundamental excitations of the lattice and the mechanisms that underlie the field dependent properties above TN [37, 38], we measure the infrared vibrational response of
[(CH3 )2 NH2 ]Mn(HCOO)3 and compare our findings with complementary lattice dynamics calculations and prior magnetization measurements [30]. We find that doublet
splitting of the formate bending mode across TC functions as a ferroelectric order
parameter and that, remarkably and counter-intuitively, the same phonon mode is
sensitive to the development of the fully saturated magnetic state above 15.3 T. A
single fundamental excitation in the form of a phonon thus underpins the development of the ferroic phases and magnetoelectric coupling - even though TC and TN are
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Table 1.1: Scientific problems and important findings in this dissertation.
Model
Compound

Scientific Problem

Our Findings

• Lattice changes across
the order-disorder ferroelectric transition
• Spin-lattice coupling
[(CH3 )2 NH2 ]M (HCOO)3 across/towards the magnetic quantum phase
(M =Mn,Co,Ni)
transition
• B-site substitution to
unveil structure property
relations

• Formate bend links ferroicities in Mn
complex
• Mn and Ni materials adopt similar
mechanisms in development of ferroelectricity; Co system reveals additional fine
structure
• B-site substitution of Ni and Co drastically alters magnetic energy scales
• Mn and Ni utilize formate bend to
reach magnetic saturation; Co introduces
formate stretching distortions
• Development of field-temperature phase
diagrams

•
Mechanism
of
hydrogen-bond
development and spin-lattice
coupling
in
coppercontaining coordination
polymers
• Spin-phonon coupling
strength as a function of
magnetic dimensionality
• Microscopic mechanism
of pressure-induced structural transitions

• Hydrogen bonding more apparent in
layered versus ladder material
• Magnetoelastic coupling across magnetic quantum phase transition mediated
by pyrazine-related distortions
• Spin-phonon coupling strength reaches
a maximum in spin ladder due to intermediate dimensionality
• Subgroup analysis reveals high-pressure
phase in ClO−
4 complex may be ferroelectric

• Coupling mechanism of
polarization and spin at
high magnetic fields
• Correlation between
bulk (polarization and
magnetization)
and
microscopic
(magnetoinfrared
spectroscopy)
techniques
• Structural distortions
across
the
magnetic
quantum phase transition

• High-field polarization quenching at
quasicollinear→ collinear sinusoidal magnetic transition
• Spin-lattice coupling across magnetic
quantum phase transition involves majority of low-frequency modes
• Observation of spin-phonon and
electron-phonon coupling

[Cu(pyz)2 (2HOpy)2 ](PF6 )2
and
Cu(pyz)1.5 (4-HOpy)2
(ClO4 )2

(NH4 )2 [FeCl5 ·(H2 O)]
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quite different. We anticipate that similar lattice entanglements with charge and spin
may provide a controlled route to enhanced coupling and high temperature effects
in other materials with coexisting electric and magnetic orders [39–42].
The discovery that [(CH3 )2 NH2 ]Mn(HCOO)3 had an experimentally accessible
magnetic quantum phase transition motivated our extension to the Co and Ni
analogs. The overall goal was to explore how lattice distortions and magnetic energy
scales change with B-site substitution. In addition to uncovering the magnetic fieldtemperature phase diagrams of [(CH3 )2 NH2 ]M (HCOO)3 (M =Mn,Co,Ni), we unravel
the microscopic details of the mechanisms involved in the development of ferroelectricity and the fully saturated magnetic state. The Mn and Ni complexes are overall
quite similar, despite their large energy scale differences, whereas the Co analog
displays strikingly different mechanisms in the development of polarization and the
fully saturated magnetic state. These differences largely arise from distortions of the
CoO6 octahedra. Taken together, these findings reveal that B-site substitution is
a powerful tool for the control of magnetic energy scales and the mechanisms that
underlie ferroelectricity and magnetism.
Similar interactions – in simpler model systems – provide a platform with which
to investigate structure-property relations. We combine infrared spectroscopy with
several different physical tuning techniques to measure two copper-containing coordination polymers, [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 .
Analysis of the pyrazine-related vibrational modes provides a superb local probe of
magnetoelastic effects because this ligand functions as the primary exchange pathway
and is present in both systems. Variable temperature and high pressure spectroscopy
reveal improved hydrogen bonding in the PF−
6 complex due to the natural tendency
for two-dimensional layers to compress. These effects are less apparent in the ClO−
4
system because the important distortions are intra- rather than inter-ladder in na-
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ture. Applied field drives [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 through a magnetic quantum
phase transition at BC = 19 T that involves several different pyrazine-related vibrations. In contrast, only one mode – the out-of-plane pyrazine distortion – is
active in [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 . This is because Cu dimers (which tend to
develop at low temperature) are less reliant on a series of local lattice distortions
rather than a single displacement to facilitate the development of the fully saturated state. These findings – together with similar magneto-infrared work on other
copper complexes – are key to developing an unusual set of structure-property relations involving both magnetic dimensionality and spin-lattice interactions. While
zero-dimensional (or “dot-like”) systems connected only by intermolecular hydrogen
bonds display no spin-lattice coupling across this type of field-driven transition, coupling increases in the one-dimensional case, reaches a maximum in the ladder, and
falls again in layered analogs. The availability of the intermediate dimensionality
system, [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 , is crucial to unveiling this trend.
Through our prior work on [(CH3 )2 NH2 ]M (HCOO)3 (M =Mn2+ ,Co2+ ,Ni2+ ) and
the copper-containing quantum magnets, we have shown that hydrogen- and halogenbonding interactions, although inherently weak, can mediate magnetic exchange, introduce frustration, and drive magnetic quantum phase transitions. In order to uncover the high magnetic field coupling mechanism of P and B in (NH4 )2 [FeCl5 ·(H2 O)]
and to explore the structural distortions that this system undergoes through the various magnetic phases and across the magnetic quantum phase transition, we bring
together pulsed-field polarization techniques, magneto-infrared spectroscopy, and lattice dynamics calculations. We show that high-field polarization is quenched by the
quasicollinear → collinear sinusoidal magnetic transition. Remarkably, spin-lattice
coupling across the magnetic quantum phase transition reveals that nearly all lowfrequency displacement patterns modulate magnetic exchange – notably, they do
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so by altering hydrogen- and halogen-bonding interactions. This is entirely different
than other molecular multiferroics, where only one or two modes are magneto-active.
An analysis of bulk vs microscopic techniques reveals that magneto-infrared measurements are sensitive to both spin-phonon and electron-phonon coupling. Because
(NH4 )2 [FeCl5 ·(H2 O)] breaks time reversal, rotational, mirror plane, and inversion
symmetry, this work opens the door to the exploration of other molecular multiferroics in order to uncover exotic coupling phenomena that may exist between spin,
charge, and lattice degrees of freedom.
The remainder of the dissertation is organized as follows: Chapter 2 presents a
literature survey covering topics such as the complex magnetic phenomena that arise
in molecule-based materials and how they manifest in complex systems. Chapter
3 describes the fundamentals of spectroscopy, important measurement techniques,
and sample preparation. Chapter 4 is devoted to our study of the ferroelectric and
magnetic ferroicities in [(CH3 )2 NH2 ]Mn(HCOO)3 . Chapter 5 details the structureproperty relations in the [(CH3 )2 NH2 ]M (HCOO)3 (M =Mn, Co, Ni) family of multiferroics. Chapter 6 presents our magneto-infrared, temperature, and high pressure
investigation of two copper-containing coordination polymers towards understanding spin-phonon coupling across a broader family. Chapter 7 discusses pulsed-field
polarization and magneto-infrared techniques on (NH4 )2 [FeCl5 ·(H2 O)], unveiling the
coupling mechanisms between charge, structure, and magnetism. Finally, Chapter 8
summarizes my work.
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Chapter 2
Literature survey
2.1

Multifunctional and multiferroic materials

Multifunctional materials integrate nearly independent properties into a single system that can be accessed and controlled simultaneously. [43] These properties, especially as they relate to condensed matter science, include but are not limited to
tunable electronic bands, magnetic interactions, and lattice distortions. [44] The
coupling of charge, spin and lattice degrees of freedom allows additional features to
emerge due to interactions between these degrees of freedom. Some prominent examples include multiferroics, shape memory polymers, and magnetic and electronic
sensors for data storage. [45–47] These materials often display associated properties
such as electrical conductivity, interesting optical responses, and colossal magnetoresistance. [48, 49]

2.1.1

Multiferroic materials

One important example of a multifunctional material is a multiferroic. Multiferroic
materials are defined as having at least two of the ferroic orders in the same phase,
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with these orders being ferroelectricity, ferromagnetism, ferroelasticity, and ferrotoroidicity. [50, 51] The definition of multiferroics, however, turns out to be rather
flexible. The implications of ferrotoroidicity in multiferroics are not extensively studied due to the lack of physical materials to study and the difficulty in accessing the
phase, and therefore this order is often left out of the general definition. [52] Additionally, other types of order like antiferromagnetism and ferrimagnetism are now
included. [47,53] A magnetoelectric multiferroic focuses on the former two orders (ferroelectricity and ferromagnetism) because of important applications in low-powered
data storage and the development of magnetoelectrics. [54]
What makes multiferroics unique is the prospect of phase control by other tuning
parameters. [55] Usually, applied electric field E (magnetic field H, stress σ) can tune
the polarization (magnetization M , strain ε). However, multiferroics are powerful
in that these properties can be driven by their non-conjugate tuning parameters.
Figure 2.1 presents a schematic of multiferroic control with respect to time-reversal
and space-inversion symmetries. [52]
Two types of multiferroics exist. Type-I multiferroics describe systems where the
ferroelectricity and magnetism arise due to different sources. Here, the electronic and
magnetic transitions are generally far apart, with the magnetic transition occurring
at much lower temperatures. This phenomenon is more common, but the coupling
between the two ferroic orders is inherently weaker. [53] Prominent examples of this
type include [(CH3 )2 NH2 ]Mn(HCOO)3 , BiFeO3 , and BiMnO3 [56–59]. Alternatively,
in type-II multiferroics, ferroelectricity and magnetism stem from the same source,
making the coupling between the two rather large. [60] Generally, the development of
a magnetically ordered state strongly enhances the ferroelectric response. TbMnO3
is a prominent example of a type-II multiferroic due to the presence of multiple
magnetic ordering transitions and a nonzero electric polarization that accompanies
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Figure 2.1: Schematic of multiferroic control. Ferrotoroidicity, ferromagnetism, ferroelectricity, and ferroelasticity are depicted with respect to time-reversal and spaceinversion symmetries. [52]

13

the lowest. Other examples include Ni3 V2 O6 , MnWO4 , and (NH4 )2 [FeCl5 ·(H2 O)].
[53, 61]
A primary challenge in the field lies in identifying magnetoelectric materials.
Ferroelectricity and magnetism are typically mutually exclusive because of their requirements for d orbitals. Ferroelectricity requires d orbitals to be empty which
creates a lattice distortion. For example, in a perfectly cubic perovskite oxide ABO3
configuration, the 2p highest occupied molecular orbitals (t1u , t2u , t1g ) on oxygen
and the 3d transition metal lowest unoccupied molecular orbital (t2g ) are orthogonal
and therefore do not participate in metal-oxygen bonding. The primary bonding
forces are inner σ orbitals and ionic interactions. [62] Upon a space group change,
the metal ion becomes displaced within the octahedron and the cubic symmetry is
lowered (Fig. 2.2). This allows the orbitals to overlap, and the asymmetry creates
a spontaneous dipole moment. A typical perovskite oxide ferroelectric material possesses formal charges corresponding to d0 electron configurations on the metal ion.
When the d orbital becomes partially occupied, the tendency for the material to

Figure 2.2: Schematic of a perovskite oxide above and below the ferroelectric transition. Applied electric field shifts the central atom to an off-center position, inducing
ferroelectricity.
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undergo a ferroelectric transition is eliminated. [63] This can be explained with a
number of effects including the size of the metal ion, the tendency for the material to
undergo a more dominant transition, electronic properties, magnetic properties, or
some combination of these. [64] On the other hand, ferromagnetism requires partially
filled d orbitals to induce a magnetic moment. Transition metal centers are obvious
choices for substitution. Thus, the two properties are counter indicative. This is why
unique and clear approaches have to be used.

2.1.2

Molecular multiferroics vs oxide multiferroics

Molecule-based materials offer a unique opportunity to explore the properties of
multiferroics at achievable experimental fields. They differ from typical oxide multiferroics, which are rigid and high-energy in nature. What makes molecule-based
analogs attractive is that they sport similar interactions, soft lattices and flexible architectures, and experimentally-realizable critical fields - although as a group, they
are vastly under-explored compared to their oxide counterparts. [55, 65–69] These
molecular complexes also differ with respect to conventional magnets, as they can be
synthesized in a variety of structures and dimensions and introduce new phenomena
and mechanisms as well as the combination of properties not observed in commercial
magnets. The well-established hosting behavior of molecule-based materials aids in
the development of ferroelectric properties. [1] By introducing building blocks and
counterions with well-known polar characteristics, the material easily adopts similar properties. For example, in many hybrid organic-inorganic perovskites, orderdisorder transitions of counterions can drive ferroelectricity. [70–72] Because these
materials are relatively soft, counterion ordering via hydrogen bonding distorts the
framework and displaces the metal ion within the oxygen octahedra, inducing ferroelectricity. In this dissertation, we investigate the microscopic response of a molecule-
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based multiferroic through the order-disorder ferroelectric transition.
The

first

organic

ferromagnet

[FeIII (C5 Me5 )2 ]·+ [TCNE]·−

(Me=methyl,

TCNE=tetracyanoethylene) – although it was ionic, zero-dimensional, and
organic-solvent soluble in nature – magnetically ordered despite large through-space
separations between the spin sites. [73] Naturally, this led to the search for
molecule-based systems with unique magnetic, electronic, and structural properties.
One of the first examples, a porous molecular crystal [Mn3 (HCOO)6 ](C2 H5 OH),
was simultaneously ferroelectric and ferrimagnetic below 8.5 K. [1, 74, 75] The
discovery that these systems could host inherent multiferroic properties propelled
worldwide interest and spearheaded the development of new phenomena, synthetic
strategies, and materials. [1, 76] Some of the overarching material categories include
organic-inorganic hybrids, organic magnets, molecular magnets, and nanoscale
materials. At the current state, the list of multiferroic molecular systems is quite
extensive, and includes nearly every transition metal/organic ligand/dimensionality
combination. [50, 77–79] Interestingly, the list of materials includes both type-I and
type-II multiferroics, providing a low energy scale comparison to traditional oxides.
The most intriguing aspect of molecule-based multiferroics is that intermolecular
interactions can control the inherent properties of the system, including ordering
temperatures, the low temperature ground state, and frustration/broken symmetry.
Moreover, these systems can be fine-tuned to reveal specific properties by substituting
different ligands (and thereby altering the superexchange pathway), introducing and
modifying hydrogen bonding lengths, and varying both the metal center and counterion. This flexibility makes these systems much more versatile than conventional
magnetic materials. In this dissertation, we highlight two families of organic multiferroics: a hybrid organic-inorganic complex [(CH3 )2 NH2 ]M (HCOO)3 (M =Mn,Co,Ni)
and a completely molecular system (NH4 )2 [FeCl5 ·(H2 O)]. The latter has strong sim-
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ilarities to the lead perovskite halides.

2.1.3

Magnetoelastic coupling

The interplay of structure and magnetism in magnetic materials leads to unique functionalities and phenomena. Magnetoelastic coupling describes a phenomenon where
a change of the magnetic state of a system induces a change of the crystal lattice
(volume, size). This effect can be understood through the cross coupling of stress and
magnetic field – applied magnetic field H induces strain effects ε, or applied strain
σ changes the magnetic state M . These relations are known as the magnetostrictive
effect and the magnetomechanical effect, respectively. Table 2.1 summarizes some of
the important magnetoelastic effects along with their corresponding inverse effects.
Magnetostriction is an intrinsic property of a material related to magnetoelastic
coupling. When a system is magnetized, the shape of the magnet is affected. Stress
and magnetic field are related according to Le Chatelier’s principle via:

(

dB
dγ
)σ = (
)H
dH
dσ

(2.1)

where γ is the saturation magnetostriction under a given mechanical stress σ and
Table 2.1: Summary of important direct and corresponding inverse magnetoelastic
effects.
Direct effects
Indirect effects
Magnetostrictive effect
Magnetomechanical effect
Applied magnetic field changes physical Applied mechanical stress alters the
dimension of a ferromagnetic material
magnetic state of a ferromagnetic
material
Magnetovolume effect
Nagaoka-Honda effect
Magnetization drives a volume
Change in volume affects magnetic
change near TC
state
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B is the flux density for a magnetizing field H. Therefore, when the product σγ
is positive, the flux density increases with stress; when σγ is negative, B decreases
under stress. A system ultimately undergoes a magnetoelastic deformation in order
to reach the most energetically favorable state. For example, it may be energetically
favorable for a cubic crystal to deform slightly under magnetic field – this increase
in anisotropy decreases the cost in elastic energy.
Spectroscopy is a highly sensitive technique that enables the investigation of
coupling phenomena between multiple degrees of freedom. One of the most important
examples is the coupling between spin and lattice degrees of freedom, a relationship
known as spin-lattice coupling. Spectroscopy under magnetic field offers a unique
opportunity to study microscopic changes in the lattice as a function of magnetic
field. In this way, small distortions within specific bond lengths and angles can be
tracked with field to reveal the microscopic mechanisms that materials undergo to
magnetically saturate and to correlate to specific displacement patterns. If fieldinduced frequency shifts are large, spin-phonon coupling constants can be extracted
across the magnetic transition via:

ω = ω0 + λhSi · Sj i

(2.2)

where ω and ω0 are the unperturbed and perturbed phonon frequencies, hSi ·Sj i is the
nearest-neighbor spin-spin correlation function, and λ is the mode-dependent spinphonon coupling constant. [20,80,81] The value of λ provides insight into the strength
between the lattice and the spin. Small values of lambda indicate that a specific
distortion is not very sensitive to the transition – this is the case in materials like
CrSiTe3 and [(CH3 )2 NH2 ]Mn(HCOO)3 . [82, 83] Examples of spin-phonon coupling
can also be seen in materials like Mn[N(CN)2 ]2 [29] or [Cu(pyz)2 (HF2 )]PF6 [84], as
well as a large portion of this dissertation.
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2.2

Magnetism and magnetically-driven phase
transitions

Magnetically-ordered (collective) states are of particular interest to the systems in
this dissertation. There are several different conformations in which spins can align
in a material. Figure 2.3 describes the important cases. Paramagnetism (PM) describes electrons that are randomly oriented but under applied field can become
aligned. This is often the configuration of metal-containing materials at room temperature. Ferromagnetism (FM) is a phenomenon in which all spins are aligned
within a material to produce a bulk magnetization. In contrast, antiferromagnetism
(AFM) describes a material in which the spins are anti-parallel in a uniform fashion so that there is a net magnetization of zero. Ferrimagnetism (FiM) differs from
AFM in that the anti-parallel spins are uneven, opposing moments, leading to a
small net magnetization. Non-collinear antiferromagnetism (NC-AFM) describes a
complex magnetic structure such as a spiral, cycloid, or canted antiferromagnet. [64]
Systems with transition metals are often included in this category because they have
competing antiferromagnetic and ferromagnetic interatomic exchange interactions.

Figure 2.3: Ordering of spins in magnetic materials. PM represents paramagnetism,
FM represents a material in the ferromagnetic state, AFM stands for antiferromagnetism, FiM symbolizes ferrimagnetism, and NC-AFM stands for non-collinear antiferromagnetism like cycloidal, spiral, or canted antiferromagnets.
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Long-range-ordered magnetic states occur because of exchange interactions between magnetic moments. Exchange interactions are electrostatic – charges of the
same sign repel when they are in close proximity. However, the overall wave function
must be antisymmetric for electrons, meaning that the spin component of the wave
function must either be the antisymmetric singlet state χS where S=0 or the symmetric triplet state χT where S=1. We consider a simple two-electron model. The
wave functions for the singlet ΨS and triplet case ΨT are written as:

1
ΨS = √ [ψa (r1 )ψb ((r2 ) + ψa (r2 )ψb ((r1 )]χS
2
1
ΨT = √ [ψa (r1 )ψb ((r2 ) + ψa (r2 )ψb ((r1 )]χT
2

(2.3)
(2.4)

where ψ(r1 ) and ψ(r2 ) represent the states of the first and second electrons. The
energies of these two possible states are then:

Z

ES = Ψ∗S ĤΨS dr1 dr2
Z
ET = Ψ∗T ĤΨT dr1 dr2 .

(2.5)
(2.6)

The difference between these states is paramaterized as:
ES − ET
=
J=
2

Z

ψa∗ (r1 )ψb∗ (r2 )Ĥψa (r2 )ψb (r1 )dr1 dr2

(2.7)

in order to extract the exchange constant J. Therefore, the spin-dependent term is
written as:

Ĥ spin = −2JS1 · S2 .
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(2.8)

Of course, this is a simplified approach as we are only looking at a two-electron
model. Nevertheless, in an extending solid, interactions between all neighboring
atoms should behave similarly, which leads to the Hamiltonian of the Heisenberg
model:

Ĥ = −2

X

Jij Si · Sj

(2.9)

i>j

where Jij is the exchange constant between the ith and jth spins. When J > 0, the
energy of the singlet state is larger than that of the triplet state and the triplet S=1
state is energetically favored. Alternatively, if J < 0, the singlet S=0 state is favored.

2.2.1

Exchange pathways

Two main types of exchange interactions exist in solids – direct and indirect exchange.
Direct exchange occurs when the electrons on neighboring magnetic atoms interact
directly, in which case there is no need for an intermediary. Figure 2.4 displays
two possible direct exchange configurations that can exist between metal centers in
octahedral environments – the metal centers in the first and second cases share a
(b )

(a )

Figure 2.4: Symmetry relations for overlapping orbitals in octahedral environments
that share either (a) a common edge or (b) a common face. These conformations
display direct exchange interactions, as there is no need for an intermediary. [85]
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common edge or face, respectively. However, direct exchange is not often possible,
or at least not the dominant exchange pathway in systems. This is because there is
a lack of direct overlap between neighboring magnetic orbitals in a real system. This
is the case in materials like rare earth oxides, where the 4f electrons are strongly
localized and therefore lie close to the nucleus, providing little electron density to
interact with neighboring ion atoms. Moreover, it is difficult to control magnetic
properties because the superexchange angle is extremely sensitive to external stimuli.
Therefore, it is more often the case that magnetic materials exhibit indirect exchange interactions. There are several different mechanisms of indirect exchange including superexchange (short-range, ferromagnetic, antiferromagnetic), RudermanKittel-Kasuya-Yosida RKKY coupling (long range, oscillating sign), and double exchange (mixed valency). [64] Here, we focus our discussion on superexchange mechanisms because of the ability to control magnetic properties in solids due to the
introduction of chemical tunability and flexibility. It is important to note that solids
may have both direct and indirect interactions, but the indirect mechanisms are
usually larger.
Indirect exchange interactions occur via a superexchange pathway, where a nonmagnetic ion mediates two non-neighboring magnetic ions. The most fundamental
and simple superexchange pathway is that of two metals and an oxygen M -O-M .
These pathways arise because there is a kinetic energy advantage for the antiferromagnetic state. Considering a system with one unpaired electron on each magnetic center, the ground state is antiferromagnetic. These electrons can delocalize
to develop excited states that are still antiferromagnetic in nature. Conversely, the
ferromagnetic state only has one possible ground state due to the Pauli Exclusion
Principle.
The fact that this interaction involves metal and oxygen orbitals makes it a
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second order process derived from second-order perturbation theory. [64] Therefore,
the energy involved in this interaction is proportional to the square of the matrix
element over the energy required to develop the excited state. Hence,

J ∼−

t2
U

(2.10)

where t is the hopping integral and U is Coulomb energy. [64] This “hopping” is
what leads to the stabilization of the singlet state over the triplet state.

2.2.2

Goodenough-Kanamori-Anderson rules

The hopping integral t is actually consistent of two parts. The first is a potential
energy contribution in the form of electron repulsion. This part favors the ferromagnetic state, but it is usually quite small. The other part is the kinetic energy
contribution, which is dependent upon the degree of overlap of the orbitals within the
superexchange pathway. [64] The sign and the value of the superexchange depends
on the metal-oxygen-metal angle and which d orbitals are involved in the exchange
interaction.
The Goodenough-Kanamori rules – first postulated by Goodenough in 1955 [86]
and later confirmed and expanded on by Kanamori in 1959 [87] – provide a semiempirical guideline for determining if a cation-cation (direct) or cation-anion-cation
(indirect) superexchange will be ferromagnetic or antiferromagnetic in nature. In
1959, Anderson [88] provided a more theoretical explanation for how electrons align
in superexchange pathways. There are guidelines for both 180◦ and 90◦ cation-anioncation interactions, but we focus primarily on the 180◦ interactions as they pertain
to the materials in this dissertation. For an exchange interaction to be antiferromagnetic, two ions must have lobes of magnetic orbitals pointing toward each other
in such a way that the orbitals would have a reasonable overlap integral. Figure
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2.5 (left) displays two examples of antiferromagnetic superexchange. An example of
strong exchange is given as the overlap of a dx2 −y2 of one metal center through a pσ
orbital to a dx2 −y2 of the second metal center. Weaker antiferromagnetic exchanges
can occur as well (dyz –pπ–dyz ). Is it clear, even from a visual examination, that the
overlap integral is clearly much smaller in the latter. Conversely, a ferromagnetic superexchange requires that orbitals are arranged in such a way that they are expected
to be in contact but to have no overlap integral. This is likely the case between
exchanges of different metal d orbitals (dx2 −y2 –pσ–dz2 ) or interactions that occur via
a 90◦ exchange.
Later, a more detailed mathematical solution for the total antiferromagnetic interaction Jtot was determined, which builds off of the principles of Eqn. 2.10. It
was found that Jtot is the sum of both the effective antiferromagnetic Heisenberg
exchange J (oxygen p → metal d interaction) and the energy of an intermediate
state when there are two holes on the same oxygen p orbital J 0 (metal d → metal

Figure 2.5: Summary of the semi-empirical Goodenough-Kanamori rules. Both antiferromagnetic and ferromagnetic superexchange pathways are depicted. [85]
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d interaction). Hence, Jtot = J + J 0 – these energies are represented by Fig 2.6 (a)
and (b), respectively. The antiferromagnetic Heisenberg exchange J is given as:
2t4pd
J= 2
∆ Udd

(2.11)

where tpd are possible hopping integrals from metal d to oxygen p orbitals and then
on to the second metal d orbital, ∆ is the charge transfer energy, and Udd is the
energy of the intermediate state (when the electrons are in the ε̄p state). These
pathways are numbered in Fig. 2.6 (a). Alternatively, J 0 is given as:

J0 =

4t4pd
∆2 (2∆ + Upp )

(2.12)

where the factor of 4 comes from the fact that twice as many routes exist in Fig.
2.6 (b) than in (a) – the sequence of electron hops can be interchanged from sites
i and j to the oxygen atoms. The energy here is 2∆ + Upp because it takes into
account charge transfer as well as Coulomb repulsion. Therefore, the total expanded
antiferromagnetic interaction is given as:

Jtot = 2t2dd (

1
1
+
).
Udd ∆ + Upp/2

(2.13)

This is the case for a 180◦ exchange interaction. The equation for the 90◦ case is
obviously different. For more information on this subject, see reference [89].

2.3

Hydrogen and halogen bonding

Hydrogen bonds also provide effective routes to induce ferroelectricity and mediate
magnetic exchange in molecule-based magnets. These interactions play a pivotal role
in assembly mechanisms, superconductivity, and exchange due to their long-range
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Figure 2.6: (a) Two neighboring d sites with an oxygen ion in between. The wavy
lines represent virtual hoppings of a d hole from one site to the other via p levels. The
numbers give one possible sequence of consecutive hoppings. This energy corresponds
to J. (b) Another sequence of hoppings that transfers a d hole from each metal to
the p, so that there are two holes at the same oxygen. This energy corresponds to
J 0 . [89]
flexibility. [36] Recently, hydrogen-bonded systems have been emerging as alternative
routes to covalently-bonded magnetic materials. These types of systems are often
organic-based molecular magnets and are generally much more versatile than conventional magnetic materials – they have lower energy scales and flexible architectures
which allow exotic quantum phenomena like complex magnetic structure to emerge
at realizable fields. [90] The emergence of materials with hydrogen bonding or π-π
stacking of aromatic rings plays an important role in coordination compounds with
unique magnetic properties. [91]
Hydrogen bonds contribute to both electronic and magnetic transitions. In many
molecule-based multiferroics – like the [(CH3 )2 NH2 ]M (HCOO3 ) (M =Mn,Ni,Co)
family and (NH4 )2 [FeCl5 ·(H2 O)] discussed in this dissertation – a decrease in temperature allows hydrogen bonds to develop through an order-disorder transition. In
[(CH3 )2 NH2 ]Mn(HCOO3 ) at room temperature, an ammonium counterion rotates
along a three-fold axis. Below the order-disorder transition, hydrogen bonding interactions develop between the counterion and the cage, distorting the metal-oxygen
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octahedra and inducing ferroelectricity. [56] This is similar to the transition in molecular HHTP·4H2 O (HHTP = hexahydroxytriphenylene). [35]
However, what makes these interactions unique is the prospect of mediating magnetic exchange. Figure 2.7 summarizes the hydrogen bonding interactions in several
molecular materials and how they enable magnetic exchange. Some important examples include the family of V12 molecular magnets, [94] [Cu(IDA)(ImP)]n (H2 IDA
= iminodiacetic acid and ImP = imidazo[1-a]-pyridine], [92] and VOHPO4 · 12 H2 O.
[93] Hydrogen bonds, in general, strengthen as a function of decreasing temperature. This is because these interactions overtake thermal fluctuations as materials relax into their ground state. These interactions can increase the magnetic
lattice dimensionality, as is the case for the well-known single molecular magnet
MnII [MnII (MeOH)3 ]8 (µ-CN)30 [MoV (CN)3 ]6 ·5MeOH·2H2 O [11]. A rare case arises
in the molecule-based magnet (NH4 )2 [FeCl5 ·(H2 O)], where hydrogen bonding inter(N H
4

)2[F e C l5(H
2

V

O )]

[C u (ID A )(Im P )]

1 2

m o le c u le -b a s e d m a g n e t

V O H P O
n

4

•1/2 Η2Ο

Figure 2.7: Summary of hydrogen bonded molecular magnetic materials. [90, 92–94]
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actions hold the system together and mediate magnetic exchange. [61] One of the
important magnetic exchange interactions is shown in Fig. 2.7 (a) - this system is
discussed in detail later in Chapter 7.
Intermolecular halogen· · · halogen bonds also play an important role in the functionality of molecule-based materials. [95] These bonds are characterized by a distance shorter than the sum of the van der Waals radii [96] and, as with hydrogenbonding interactions, introduce chemical flexibility and overall low energy scales. [97]
Importantly, they are also capable of mediating magnetic exchange in materials such
as the the series of halogen-substituted pyridine compounds 5-iodo-2-aminopyridine,
CuX2 (pyrazine-N,N’-dioxoide)(H2 O)2 (X=Cl,Br) and (NH4 )2 [FeCl5 ·(H2 O)]. [61, 95,
98] In this work, we focus primarily on Cl· · · Cl interactions in a molecular multiferroic.

2.4

Classical versus quantum phase transitions

The past twenty years have seen an insurgence of interest in the unique properties that arise in quantum matter. [21] This is largely due to the discovery that
perovskites – namely YBa2 Cu3 O7 – exhibit exotic properties like high-temperature
superconductivity. [99] In a broad sense, the aim of studying quantum matter is
to understand and describe the interaction of particles at sufficiently low temperatures so that quantum mechanics, rather than temperature-dependent properties,
emerge. [24] In these states, exotic magnetic and electronic phases can be driven with
external parameters other than temperature. The effects of thermal broadening are
thus eliminated.
Classical phase transitions are those that are driven by temperature. Energy
scales are determined by kB T , and above the transition temperature, these energies
destroy any order in the system. Typical classical transitions include liquid-solid
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phase transitions or paramagnet-ferromagnet phase transitions. In both of these
cases, temperature drives the material through the generally sharp transition – it
is sharp since a particular symmetry operator either exists or does not. However,
gradual second-order transitions exist in certain types of systems. [100–102] Below
the transition temperature, the behavior of systems can be described with Bloch’s
Law according to:

M (T ) = M0 [1 − (T /TC )]3/2

(2.14)

where M0 is the spontaneous magnetization at 0 K and TC is the Curie temperature.
However, near TC , the critical exponent is not necessarily 3/2. The relationships
changes to:

χ ∝ (T − TC )−γ ; T > TC

(2.15)

M ∝ (TC − T )β ; T < TC

(2.16)

M ∝ H 1/δ ; T = TC

(2.17)

where γ, β, and δ depend on the dimensionality of the system and describe the
nature of the transition. [64] In a continuous phase transition, the critical exponent
gives insight into the dimensionality of the system d, the dimensionality of the order
parameter D, and whether the ordering forces in the system are short or long range
in nature. [64] Table 2.2 summarizes the critical exponents for various models.
Because spectroscopy is a microscopic probe of the lattice, it is useful in tracking
phase transitions as a function of temperature. This is because small temperature
steps can be taken through the transition; sharp slope changes can be identified and
analyzed by tracking the peak position of phonons versus temperature. Spectroscopy
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Table 2.2: Critical exponents (β, γ, δ) for various models.
Model
D
d
β
γ
δ

Mean-field
any
any

Ising
1
2

1
2

1
8
7
4

1
3
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Ising
Heisenberg
1
3
3
3
0.326
0.367
1.2376(6)
1.388(3)
4.78
4.78

d=dimensionality of the system; D=dimensionality of the order parameter

also offers a unique opportunity in that it can identify which particular distortions
contribute to the transition, unveiling the underlying mechanism of the development
of properties such as magnetization and polarization.
On the other hand, quantum phase transitions occur (by definition) at zero temperature. They differ from classical phase transitions in that thermal fluctuations
are absent, allowing quantum fluctuations – demanded by Heisenberg’s uncertainty
principle – to become the dominant mechanisms. [24] These transitions are controlled
by an external tuning parameter g rather than temperature. Near g=gc and at sufficiently low temperatures, emergent quantum properties like metal-insulator transitions [103] and superconductivity [104] arise. Figure 2.8 displays a general phase
diagram near the vicinity of a quantum critical point with g and T . As discussed
below, g can be any physical or chemical tuning parameter.
Quantum phase transitions have been uncovered in many systems including transition metal oxides, superconducting cuprates, and heavy fermion compounds, [105]
and can be driven with a number of external stimuli. For example, in spin-ladder materials like Cu(DEP)Br2 or Cu2 (C5 H12 N2 )2 Cl4 , quantum phase transitions in the form
a spin gap transition can be driven with applied magnetic field. [106, 107] Applied
pressure drives a transition from a quasi-two-dimensional to a quasi-one-dimensional
antiferromagnetic phase in the coordination polymer CuF2 (H2 O)2 (pyrazine) at 9.1
kbar. [31] Additionally, chemical doping can drive these unique phases, as is the case
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Figure 2.8: General phase diagram near the vicinity of a quantum critical point
(labelled QCP) as a function of both a control parameter g and temperature T .
When r <0 and temperature is low, the material is in an ordered state. At T =0 K
and r=0, the quantum critical point exists. Above this, the system becomes quantum
disordered. [99]
in Pr2−x Cex CuO4−δ . [108] Of course, YBa2 Cu3 Oy is famous for its quantum critical
behavior below the superconducting dome. These findings are summarized in Fig.
2.9. In this dissertation, we primarily focus on magnetic quantum phase transitions
in molecule-based magnets and the lattice distortions that these systems undergo as
they cross through the transition.
Magnetic quantum phase transitions, in which field drives exotic changes in
the magnetic structure, are among the most well-studied types. In the quasi-onedimensional quantum Heisenberg magnet [Cu(pyz)(H2 O)(gly)2 ](ClO4 )2 , the magnetic ground state is one of quantum disorder; applied field drives the system through
a quantum phase transition to the fully saturated state at 13.3 T. [22] Alternatively,
[Cu(pyz)(gly)](ClO4 ) undergoes two unique magnetic quantum phase transitions including the i) quantum-disordered paramagnet → long-range ordered (LRO) state
and the ii) LRO → ferromagnetic state. [22] Although copper-containing materials
are ideal candidates to investigate quantum effects due to the quantum S=1/2 na31
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Figure 2.9: (a) General phase diagram for a spin ladder complex. Hc1 and Hc2 are
the quantum critical points corresponding to the spin gap and the fully saturated
magnetic state, respectively. [106] (b) Saturation field and J exchanges as a function of pressure, revealing a magnetic transition. (c) Resistivity versus temperature
at various doping concentrations of Pr2−x Cex CuO4−δ . [108] (d) Temperature-hole
density phase diagram of YBa2 Cu3 O7 . [109]
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ture of the spin, other metal-containing materials display magnetic quantum phase
transitions, as is the case for [Ni(HF2 )(pyz)2 ]SbF6 . These materials are summarized
in Fig. 2.10. [32]

2.4.1

Magnetic field drives magnetic quantum phase transitions

One important way to drive complex quantum phase transitions is through the application of magnetic field. This is because applied field can drive novel spin states
and properties. Some of these properties include polarization and magnetoelectric
coupling [28], band gap and color changes [110], and strain [111], although in this
dissertation, we focus our attention on microscopic changes in the lattice like bond
lengths and angles and what happens to them through phase transitions. What is
interesting is that depending on the magnetic ground state of a system, various mag-

(a )

(c )

(b )

Figure 2.10:
Summary of different magnetic quantum phase transitions
in molecule-based materials including (a) magnetization saturation in
[Cu(pyz)(H2 O)(gly)2 ](ClO4 )2 , (b) the B-T phase diagram of a quantum magnet [Cu(pyz)(gly)](ClO4 ) showing two quantum critical points, and (c) the
microscopic mechanism that [Ni(HF2 )(pyz)2 ]SbF6 undergoes to reach the quantum
phase transition. [22, 32]
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netic transitions can be driven. Nevertheless, under high enough magnetic field, all
systems reach magnetic saturation in which their spins are fully aligned in the direction of the applied field – how materials reach this final state is, however, dependent
upon both the direction of the applied field and the overall magnetic sublattice of
the system.
Antiferromagnetic systems – which describe all of the molecular materials discussed in this dissertation – have a net magnetic moment of zero (↑↓↑↓↑). If the
applied field is parallel to the sublattice magnetization, a unique transition called
a spin flop occurs. With low magnetic field, the moments are unaffected. At a
critical field BSF , the spins suddenly rotate and cant with magnetic field until they
saturate at BC . Figure 2.11 describes this phenomena. Alternatively, when field is
applied perpendicular to the sublattice magnetization, the magnetic moments rotate
gradually until they fully align with the direction of applied field.
In order to quantify these effects, we investigate the total energy of a magnetic
system E, which is given as:

E = −M Bcosθ − M Bcosφ + AM 2 cos(θ + φ).

(2.18)

Figure 2.11: When magnetic field is applied parallel to the sublattice magnetization,
(a) the spins are unaffected at low fields and (b) at a critical field, the system
undergoes a spin-flop transition. [64]
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Here, A represents a constant associated with the exchange coupling. In order to
account for magnetic anisotropy in systems, an additional term is necessary of the
form
1
− ∆(cos2 θ + cos2 φ)
2

(2.19)

where ∆ is a constant. This takes into account competing magnetic sublattices,
which are common in correlated systems, and the fact that magnetization prefers a
certain crystallographic axis. The energy for an antiferromagnet [Fig. 2.11 (a)] is
given by:

E = AM 2 − ∆.

(2.20)

.
Conversely, that of the spin-flop case [Fig. 2.11 (b)] is given as:

E = −2M Bcosθ + AM 2 cos2θ − ∆cos2 θ.

(2.21)

Since ∂E/∂θ = 0, we know that a minimum energy must exist when θ =
cos−1 [B/2M ], which ignores the anisotropy term. Substitution of this equation back
into E reveals the results shown in Fig. 2.12. Below the spin-flop transition BSF ,
the antiferromagnetic conformation has the lowest energy. Above BSF these energies
switch and the spin-flop phase demonstrates the lowest energy.
In addition to these low-field transitions, antiferromagnetic materials also undergo
magnetically driven quantum phase transitions in which at sufficiently low temperatures, field drives the spins to the fully saturated magnetic state. These transitions
are most easily investigated with molecule-based magnetic materials, since their saturation fields are generally accessible with powered magnets. Because these materials
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Figure 2.12: Energies of the antiferromagnetic and spin-flop phases as a function of
increasing magnetic field.
are comprised of organic linkers between the metal centers, the lattices are flexible
and often distort with magnetic field. Given the total magnetic exchange equation

Jtot = JAFM + JFM ,

(2.22)

field-induced lattice distortions reduce the antiferromagnetic component JAFM , allowing the ferromagnetic component JFM to become the dominant exchange. These
distortions are measured with magneto-infrared or magneto-Raman spectroscopic
techniques. Microscopic changes in the lattice with magnetic field oftentimes track
the square of the magnetization [112], demonstrating that the spin and the lattice are
intimately coupled in these systems and revealing the microscopic mechanisms that
these systems undergo in order to drive through magnetic quantum phase transitions.
These effects are studied in the infrared as well as the optical region. [29, 110]
A number of materials have been studied in this regard.

For example, in

Co[N(CN)2 ] and Mn[N(CN)2 ]2 , distortions of the Co-N octahedra and Mn displacements changes in response to applied magnetic field. [29, 113] In the quasi-twodimensional magnet [Cu(HF2 )(pyz)2 ]BF4 , pyrazine deformations track the transition
to the fully saturated magnetic state. [114] These findings led to the discovery that
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magneto-active distortions and the fully polarized state could be linked. In the works
discussed in this dissertation, we present a unifying picture of magneto-infrared active distortions and how they compliment and drive the magnetic quantum phase
transition.

2.5
2.5.1

Materials of interest in this work
[(CH3 )2 NH2 ]M (HCOO)3

(M =Mn2+ ,

Co2+ ,

Ni2+ )

molecule-based magnets
Hybrid organic-inorganic framework structures have attracted considerable attention
recently due to their unique properties. They are similar to traditional metal organic
frameworks in that their cavities can absorb gases and allow for shape-selective catalysis. [115] However, they are more robust, with rigid organic linkers and inorganic
clusters at the joints, and they can be tailored for specific functionalities contingent
upon their size and chemical environment. [116] Compounds of the perovskite oxide
formula allow room for spacial adjustment of the cation and transition metal ion
constituents. The metal ions donate a magnetic component while the organic ligands provide control of the oxidation state, polarizability, and ferroelectricity. [70]
Hybrid frameworks, by definition, are extended networks with infinite bonding connectivity in at least one dimension. They have an M -L-M connectivity, where M
is a metal ion center and L is a ligand. [117, 118] This is a basis for many physical properties including ferromagnetism and conductivity because the connectivity
mediates magnetic exchange. Applications of these multifunctional materials range
from energy storage to microelectronics, and now with new discoveries, they can be
multiferroic. [119]
[(CH3 )2 NH2 ]M (HCOO)3 (M = Mn2+ , Co2+ , Ni2+ ) is a family of hybrid organic37

inorganic perovskites and molecular multiferroics with an array of interesting properties. [56] These systems possess the perovskitelike ABX3 structure, where A is
an amine, B is a transition metal ion, and X is an HCOO− ligand that connects
the metal centers [Fig. 2.13 (c)]. At room temperature, the metal centers are surrounded by symmetric oxygen octahedra and are connected in a pseudo-cubic fashion
via formate ligands [Fig. 2.13 (a)]. Rotating dimethylammonium cations sit in the
middle of the cavity along a three-fold axis. The counterion behavior introduces a
number of chemical complexities – they are linked to the framework via hydrogen
bonding (N-H· · · O), and the nitrogen is disordered over three equivalent positions.
Below an order/disorder transition TC , hydrogen bonding overtakes thermal fluctuations and the nitrogen atom locks into one of three positions. This transition is
associated with a space group change from a rhombohedral (R3̄c) to a monoclinic

(a )

(c )
(b )

(d )

Figure 2.13: (a) Crystal structure of [(CH3 )2 NH2 ]M (HCOO)3 (M =Mn2+ , Co2+ ,
Ni2+ ) at room temperature showing the metal centers, formate ligands, and disordered dimethylammonium. [56] (b) Electronic and spin states for the various
metal centers. (c) Close-up view of the dimethylammonium counterion in the lowtemperature, ordered state. (d) Temperature and magnetic field energy scales showing the characteristic transitions. cAFM = canted antiferromagnet, PM = paramagnet, FE = ferroelectric, PE = paraelectric, BSF = spin flop field, and BC = saturation
field. [120]
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(Cc) lattice system – below this transition, the materials become ferroelectric. [121]
The M -O bonds, which are equal at room temperature, become slightly unique at
low temperature, distorting the octahedra and the framework. [56, 122] Hydrogen
bonding interactions through TC in the Mn2+ complex have been investigated via
neutron scattering, revealing the specific distortions responsible for the phase transition. [123] Recent theoretical modeling also shows that the overall polarization is
derived from the dipole moment as well as the tilting angle of the cations, creating
spontaneous polar domains below TC . [38] Below TC , polarization is enhanced by
magnetic field [Fig. 2.14 (b)], although there is some debate about the extent of this
magnetoelectric coupling. [37, 38, 124]
With a further decrease in temperature, these materials order magnetically, going from a high-temperature paramagnetic phase to a low-temperature non-collinear
antiferromagnetic state below TN . [56, 125, 126] This transition, along with the order/disorder transition, is seen in heat capacity measurements [Fig. 2.14 (a)]. Local

Figure 2.14: (a) Electric polarization in [(CH3 )2 NH2 ]Mn(HCOO)3 was applied in
conjunction with magnetic fields of 0, 7, and 13 T. It is clear that ferroelectricity
improves with application of magnetic fields, showing a direct magnetoelectric effect. [37] (b) Heat capacity of [(CH3 )2 NH2 ]Mn(HCOO)3 reveals the structural and
magnetic transitions. [56] Similar results are seen in the Ni2+ and Co2+ complexes,
albeit at different energy scales.
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paramagnetic metals are linked by organic ligands to create a superexchange pathway of Mn-O-C-O-Mn. The bridging ligands effectively mediate magnetic coupling
between the manganese ions, which act as the local spin carriers. Below the magnetic transition temperature, spin canting of 0.08◦ occurs due to spin-orbit coupling.
Magnetic field also drives a series of transitions. Magnetization measurements reveal
a spin flop BSF in all complexes and a saturation field BC in the Mn2+ complex. [30]
These energy scales are schematically summarized in Fig. 2.13 (d) and quantitatively
tabulated in Table 2.3. The magnetic field-temperature phase diagram, which tracks
these transitions as a function of temperature, is shown in Fig. 2.15. [30]
Naturally, B-site substitution modifies the magnetic properties. [61, 127] The
Mn2+ system has received the most attention thus far because, as we discuss in this
dissertation, energy scales are experimentally accessible. Less is known about the Co
and Ni analogs. Data from our investigations and other work suggest that the general character of the temperature- and magnetic-field-driven transitions are similar,
although the exact values of TC , TN , BSF , and BC vary depending on the identity of
the metal center. In [(CH3 )2 NH2 ]Co(HCOO)3 , the magnetic moment also changes
Table 2.3: Comparison of important properties in [(CH3 )2 NH2 ]M (HCOO)3
(M =Mn2+ , Co2+ , Ni2+ ). Here, P is the polarization, J is the dominant exchange
energy (calculated according to molecular field theory [126] as well as DFT) and
other symbols are defined in the caption of Figure 1. Parameters measured in other
works are cited, whereas ‡ indicates values derived in this dissertation. [120]
Property
S
TC (K)
TN (K)
BSF (T)
BC (T)
P (C/cm2 )
J (K)
J (K) DFT

Mn
Co
Ni
5/2
3/2
1
185 [56]
165 [56]
180 [56]
8.5 [56, 126] 14.9 [56, 126] 38.5 [56, 126]
0.31 [30]
11.2‡
7.7‡
15.3 [30]
88‡
125‡
1.5 [37]
–
–
-0.64 [56, 126] -3.2 [56, 126] -6.79 [56, 126]
-1.12‡
-3.79‡
-24.6‡
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Figure 2.15: Magnetic field-temperature phase diagram of [(CH3 )2 NH2 ]Mn(HCOO)3 ,
highlighting the canted antiferromagnetic (cAFM), canting, fully polarized, and paramagnetic (PM) regions. [30] Long-range interactions fall off above the Néel transition
at 8.5 K.
across TC , suggesting a modification of the spin state at the ferroelectric transition
[Fig. 2.16 (a)]. [40] This is not seen in the other analogs. [40] The Co compound
also exhibits glassy magnetism due to the presence of magnetic phase coexistence
near TN =14.9 K [Fig. 2.16 (b)]. [125,128] Detailed vibrational mode assignments have
been proposed for the Ni compound, and dielectric and magnetization measurements
reveal signatures of the transitions. [56, 129]

2.5.2

[Cu(pyz)2 (2-HOpy)2 ](PF6 )2

and

[Cu(pyz)1.5 (4-

HOpy)2 ](ClO4 )2 copper halide complexes
Molecule-based materials offer fascinating opportunities to investigate the interplay
between structure and magnetism. [130–135] Soft ligands, which link the metal centers and introduce characteristically low energy scales and flexible architectures, are
crucial to driving new quantum phases and exciting functionality. [4, 24, 136–139]
Copper halide complexes are outstanding platforms with which to explore these
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Figure 2.16: (a) Magnetization versus temperature of [(CH3 )2 NH2 ]Co(HCOO)3 at 4
and 1 T. The jump in magnetization coincides with the structural transition, indicating a possible change in the magnetic moment of the Co2+ ion. [40] (b) Temperature
dependence of the ac susceptibility in [(CH3 )2 NH2 ]Co(HCOO)3 , showing two transitions at 15.1 K and 11 K. The shift in frequency of the 11 K peak is indicative of
glassy nature or magnetic frustration between two competing magnetic phases. [125]
ideas. They sport low-dimensional quantum (S=1/2) behavior, strong hydrogen
bonds that act as exchange pathways, and magnetic quantum phase transitions at
experimentally-realizable fields that emanate from the overall low magnetic energy
scales. [140–142] This allows for a complete study of their unique magnetic properties, since J values are generally small. [143] Quantum phase transitions are different
from traditional phase transitions in that they are governed by a physical tuning parameter like magnetic field, composition, or pressure rather than by thermal fluctuations. [21–24] Those involving applied field are most well studied. These materials
also provide a platform for unraveling some of the properties of high-temperature
copper oxides. [144, 145] Copper halide complexes crystallize in a variety of patterns
and dimensionalities, ranging from zero-dimensional systems to three-dimensional
networks. [31, 130, 146, 147] Figure 2.17 summarizes the various cases. In this dissertation, we focus on two copper halide complexes [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and
[Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 .
[Cu(pyz)2 (2-HOpy)2 ](PF6 )2 is a highly isolated two-dimensional S=1/2 Heisen42

Figure 2.17: Summary of Cu halide complexes as a function of increasing dimensionality.
berg antiferromagnet. The Cu2+ centers are six-coordinated and linked via pyrazine
ligands in the ab-plane to create an infinitely-extending, two-dimensional square lattice. These layers are stabilized along the c-axis via hydrogen-bonding interactions
from pyridone ligands to uncoordinated PF−
6 anions [Fig. 2.18 (a)]. [148] Antiferromagnetism develops below TN = 1.37 K, and the intralayer exchange strength is
6.8 K. The latter corresponds to a magnetic saturation field of 19 T. [148] Although
two-dimensional magnetism is (in general) well-studied, [13, 143] the large layer isolation in [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 sets it apart. [149, 150]
The structure of [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 is quite different. [148] In this
material, the Cu2+ centers are coupled through pyrazine ligands along the a- and
b-axis. Here, Cu2+ is five-coordinated, and pyridone serves as a capping ligand for
the metal centers. They are stabilized in a staggered formation by hydrogen bonds
to semi-coordinated perchlorate (ClO−
4 ) groups [Fig. 2.18 (b)]. Thus, the system is
a spin ladder in which Cu· · · Cu interactions are oriented along the b-axis but do not
extend in other directions. Instead, hydrogen-bonding interactions hold the ladders
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Figure 2.18: (a) Crystal structure of [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 emphasizing the
layered, infinitely extending Cu2+ planes. (b) View of the ladder structure
[Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 . Exchange strengths of the rung vs rail are indicated. [148]
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together. Susceptibility measurements give exchange interactions of Jrung =10.4 K
and Jrail =12 K, resulting in Jrung /Jrail =0.87 – very close to an isotropic value. [148]
This material bridges an important gap in the field of low-dimensional magnetism
by providing a physical realization of a spin-ladder system with modest energy scales
and Jrung /Jrail close to 1.0. High field magnetization reveals a spin gap ∆ at 4 T and
a 24 T saturation field BC . [148] Table 2.4 summarizes these properties. Importantly,
the magnetic quantum phase transitions are accessible with powered magnets. This
allows exploration of properties across BC .

2.5.3

Hydrogen-bonded multiferroic (NH4 )2 [FeCl5 ·(H2 O)]

(NH4 )2 [FeCl5 ·(H2 O)] is the multiferroic member of the A2 [FeX5 (H2 O)] (X = halide
ion, A = alkali metal or ammonium) family of erythrosiderite-type compounds. In
this system, [FeCl5 (H2 O)]2− groups are arranged in a herringbone-like connectivity
along the a-axis; the structure is governed by ionic as well as hydrogen bonding
interactions (O-H· · · Cl), making this a rare case of a purely molecular multiferroic.
Ammonium (NH+
4 ) units are present to fill voids and balance charge [Fig. 2.19 (a)].
This system sports a series of transitions with temperature [Fig 2.19 (c)] including
a 79 K order-disorder structural transition associated with the development of hydro3+
gen bonds from the NH+
cen4 counterions [151], magnetic ordering of the S=5/2 Fe

ters below TN =7.25 K to an incommensurate-collinear sinusoidal structure, [61, 152]
Table 2.4: Summary of properties comparing [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and
[Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 . Values derived in this work are labeled with a ‡.
Anion TN (K)
PF−
1.37
6
−
ClO4
< 1.5

∆ (T)
–
4

BC (T)
19
24
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J (K)
PC (GPa)
6.8 (ab-plane)
3.7‡
10.4 (rung);
4.5‡
12.0 (rail)

(b )

(a )

(c )

Figure 2.19: (a) Crystal structure of (NH4 )2 [FeCl5 (H2 O)]. Hydrogen-bonding interactions (O-H· · · Cl) govern the herringbone-like connectivity. [61] (b) Summary of the
various exchange pathways mediated by hydrogen- and ionic-bonding, along with
the strength of each pathway. (c) Summary of the important temperature- and fielddriven transitions. To/d is a reported order/disorder transition, TS is an isostructural
distortion, and TN and TFE give the Néel and ferroelectric transitions, respectively.
Along the field axis, BSR1 and BSF are the low-field spin reorientation and spin-flop
transitions; BSR2 and BC are the high-field spin reorientation and the saturation
field. [61]
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and the onset of ferroelectricity below TC = 6.9 K that arises due to a transition to
an incommensurate-cycloidal spin state. [61, 153] The structural transition at 79 K
is not associated with a space group change, unlike many other molecule-based materials. [120, 154]
The magnetic and electronic properties of (NH4 )2 [FeCl5 ·(H2 O)] are quite complex
and intimately linked. At zero magnetic field, the spins lie in the ac plane; low-field
susceptibility measurements reveal that the magnetic easy axis is along a. The magnetic ground state gives rise to five important exchange couplings (J1 -J5 ) which
are antiferromagnetic in nature [Fig 2.19 (b)]. [61] These include multiple superexchange pathways: Fe-Cl· · · Cl-Fe, Fe-O· · · Cl-Fe, and Fe-O-H· · · Cl-Fe. [155] However,
the spins lying within the ac plane are ordered ferromagnetically – despite the overall
antiferromagnetic nature – and drive magnetic frustration in this system, different
than the K and Rb analogs. With applied magnetic field, (NH4 )2 [FeCl5 ·(H2 O)] undergoes a series of spin-flop transitions between 3 and 5 T along with magnetic
saturation near 30 T. [61, 90] Figure 2.20 summarizes (a) the first B-T phase diagram at low magnetic fields [61] and the (b) more recent, full-field B-T phase diagram
(a )

(b )

Figure 2.20: (a) Low field B-T phase diagram of (NH4 )2 [FeCl5 ·(H2 O)], highlighting
the different ferroelectric phases. [61] (b) Full B-T phase diagram, including the
small spin reorientations that lead up to magnetic saturation. [90]
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that includes the high field spin reorientations and the full field magnetic saturation
transition. [90] In the work presented later in this dissertation, we investigate the
polarization effects associated with the high-field transitions.
Fascinatingly, the magnetic spin-flop transitions are also accompanied by spontaneous electric polarization changes. This is in contrast to the isostructural analogs,
which have only one magnetic transition and no spontaneous electric polarization.
[155] In zero magnetic field, the spontaneous electric polarization lies within the ab
plane, nearly pointing along the a-axis (Pa =3 µCm−2 , Pb = 0.3 µCm−2 , Pc =0 µCm−2
at 3 K). Applied magnetic field (∼ 4 T) along a causes the spins to slightly reorient,
where they are directed ∼ 2◦ towards the b-axis. An increase in magnetic field to
approximately 5 T rotates the polarization 90◦ from the ab plane to the c-axis [Fig.
2.21 (a-c)]. [61] It therefore follows that polarization is zero along the c-direction
when B || a until 5 T, at which point polarization continues to grow with increasing
magnetic field. Similar effects occur with B || a. Small, low-field reorientations also
change the value of the electric polarization, as seen by the distinct increase in Fig.
2.21 (c) at 2 T. Figure 2.21 (e) displays the magnetic field dependences of the electric
polarizations for magnetic field applied along a. At nearly 5 T, abrupt suppressions of
Pa and Pb along with the induction of Pc reveals the spin reorientation as a function of
magnetic field from the ab plane into the c direction. [61] Figure 2.21 (d) displays the
low-temperature magnetization vs magnetic field response of (NH4 )2 [FeCl5 ·(H2 O)],
supporting the fact that the spontaneous electric polarization and magnetic spin-flop
transitions occur simultaneously – no spin flop transitions occurs with B || b because
unlike the a and c-axes, the orientation is nearly unchanged. [61]
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(a )

(b )

(d )

(c )

(e )

Figure 2.21: (a-c) Temperature dependences of spontaneous electric polarization Pa
for magnetic fields applied parallel to the a, b and c axes. (d) Magnetization versus
magnetic field applied parallel to a, b and c. (e) Magnetic field dependence of the
electric polarization Pa , Pb , and Pc as a function of magnetic field. [61]
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Chapter 3
Methods
3.1

Optical spectroscopy

Spectroscopy describes the interaction of light with matter and is essential for the
microscopic study of quantum materials. The promotion of electrons to high energy
states gives rise to characteristic, material-dependent excitations – the interpretation
of the absorption spectra is fundamental in understanding the intimate coupling of
the lattice, magnetic and electronic aspects of a system. Infrared spectroscopy is
particularly well-suited for studying these properties, as it is a microscopic technique
that probes fundamental excitations of the crystalline lattice. Accordingly, it gives
rise to a number of important topics including the investigation of phonons and
electronic properties, phonon displacement patterns through phase transitions, the
extraction of important order parameters, mechanisms that drive quantum phase
transitions, and many other physical properties of a material. [83, 156–158]
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3.1.1

Maxwell’s equations

In order to understand the interactions between light and matter, which is the foundation of spectroscopy, a firm understanding of Maxwell’s equations is necessary. These
equations describe how electric field generates a magnetic field, and vice versa. There
are four microscopic equations – two describe how fields emerge from charge, and
two express how fields circulate around their respective sources. These equations,
which take into account total charge and total current, are:

p
ε0

(3.1)

∇·B=0

(3.2)

∇·E=

∂B
∂t
∂E
.
∇ × B = µ 0 J + µ 0 ε0
∂t
∇×E=

(3.3)
(3.4)

Here, E and B are electric and magnetic fields, p and J are the charge and current densities, and ε0 and µ0 are the permittivity and permeability of free space,
respectively. Equation 3.1, Gauss’s Law, describes how an electric field E generates
electric charges. Generally, field lines develop because electric fields point away from
a positive charge and towards a negative charge. Gauss’s law for magnetism, Eqn.
3.2, states that magnetic fields, unlike electric fields, only exist in loops and no net
magnetic charges occur. However, the Maxwell-Faraday equation (Eqn. 3.3) shows
that an electric field loop can only occur in regions where there is a changing magnetic field. Finally, Eqn. 3.4, Ampere’s law with Maxwell’s correction, summarizes
the relationship between electric and magnetic fields: a change in the electric field
can create a magnetic field, and vice versa. In this way, an electromagnetic wave
travels through empty space.
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Maxwell’s microscopic equations take into account the contribution of each
charged particle, making it nearly impossible to solve optical problems. Therefore,
the equations can be rewritten in terms of macroscopic quantities, since a spectroscopic measurement probes materials on the order of a wavelength of light rather
than on the atomic level. [159] The new equations therefore become:

∇ · D = ρext

(3.5)

∇·B=0

(3.6)

∂B
∂t

(3.7)

∂D
+ Jcond + Jext .
∂t

(3.8)

∇×E=−
∇×H=

Here, E and H are electric field and magnetic fields, D is the displacement field, B
is magnetic induction, J cond is current density due to the conduction electrons, and
J ext and ρext are current and charge density. In an isotropic medium, and within a
linear approximation, the following relationships can be assumed:

P = χe E

(3.9)

M = χm H

(3.10)

Jcond = σE

(3.11)

D = εE

(3.12)

B = µH,

(3.13)

where P is the polarization, M is the magnetization, χe is the electric susceptibility,
χm is the magnetic susceptibility, σ is the conductivity, ε is the dielectric constant,
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and µ is the magnetic permeability. These properties can be introduced into Eqns.
3.5-3.8 to give a new set of equations which are no longer exact.
These inexact equations can be simplified by considering the interaction of light
and a medium. In an isotropic medium, pext =0 and there is no spatial variation in ε.
Therefore, these equations can be combined to obtain the wave equation for a plane
wave that propagates in an energy-absorbing medium:
µ ∂ 2E
∇ E= 2 2.
c ∂t
2

(3.14)

Because experiments on optical properties are generally performed using monochromatic light, the wave vector used to describe the propagation of a single plane within
an isotropic medium is:

E = E0 ei(kr−ωt)

(3.15)

where k is the wave vector and ω is the frequency. Substitution into Eqn. 3.14 gives:

k2 =

ω2
ε(ω).
c2

(3.16)

The propagation constant can be expressed by the complex index of refraction
p
Ñ =
ε(ω) to give:

k=

Ñ ω
.
c

(3.17)

Ñ (ω) can be defined as

Ñ (ω) = n(ω) + iκ(ω)
and the complex dielectric function as:
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(3.18)

ε(ω) = ε1 + ε2 .

(3.19)

Here, n is the refractive index and κ is the extinction coefficient. The real and
imaginary parts of Ñ (ω) and ε(ω) are given as:

ε1 = n2 − κ2

(3.20)

ε2 = 2nκ.

(3.21)

Based off of these equations, several different relations can be derived. Below, we
focus on the extraction of the absorption coefficient α. Because my experiments are
performed on solids, the incoming electromagnetic wave is dampened upon contact.
Therefore, Eqn. 3.15 can be rewritten as:

E(x, t) = E0 ei[(Ñ ω/c)x−ωt)] = E0 e−(2πκ/λω )x ei(kx−ωt) .

(3.22)

Here, 2πκ/λω gives the attenuation of the wave amplitude and λω is the wavelength
of light in a vacuum. Because the intensity I of a given wave is proportional to the
square of the electric field (EE ∗ ), it can be compared to Beer’s Law by:

I = EE ∗ − I0 e−αx .

(3.23)

In this way, the absorption α and the extinction coefficient κ are related as:

α=

2ωκ
4πκ
=
.
c
λω

(3.24)

Additionally, α is related to the imaginary part of the dielectric function via:

α=

ωε2
.
cn
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(3.25)

The dielectric function expression for a medium with a finite conductivity is given
as:

ε(ω) = 1 +

iσ(ω)
ωε0

(3.26)

and the absorption as:

α=

σ1
.
nε0 c

(3.27)

Conductivity σ(ω) is complex and has both real σ1 and imaginary σ2 components.
Various relationships can arise between the functions ε(ω), σ(ω), and Ñ (ω). In this
work, we will primarily be interested in α(ω).

3.1.2

The harmonic oscillator and infrared spectroscopy

The harmonic oscillator is commonly used to understand the vibrational spectra of a
system. The Schrödinger equation for the diatomic oscillator problem can be treated
quantum mechanically to give [160]:
~2 d2 ψ
+ V (x)ψ(x) = Eψ(x).
2µ dx2

(3.28)

Here, ~ =h/2π, µ is the effective mass, the potential energy V (x) = 21 kx2 , k is the
force constant, and x is the vibrational coordinate r − re . By solving this equation
for quantized energy values, the new equation yields:
1
Eω = hω(n + ), n = 0, 1, 2...
2

(3.29)

with
ω=

1 k 1/2
( )
2π µ

55

(3.30)

where ω is the vibrational frequency and n is the vibrational quantum number. Figure 3.1 displays the energies of the harmonic oscillator potential well. The harmonic
oscillator is parabolic and each energy level is equidistant from the next – the separation between them is always equal to hω. However, this is not the case for a real
molecule or material. In fact, separation in materials becomes increasingly smaller
with n as the energy approaches the dissociation energy. The difference between the
dissociation energy and the lowest point of the potential well is described as De . The
energy between the n=0 (zero-point energy) and the dissociation energy is given by
D0 – this value is measured experimentally. These two energies are related via:
1
D0 = De − hω.
2

(3.31)

Therefore, since De is now quantifiable, the Morse potential energy function is given
by:

Figure 3.1: Potential wells of the harmonic oscillator and the anharmonic (Morse)
potential.
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V (x) = De (1 − e−ax )2
where a describes the curvature of the bottom of the potential well and x =

(3.32)
r−r0
.
r0

This potential energy function is much more realistic in terms of a material and can
be substituted into Eqn. 3.28 to give:
1
1
Eω = hcωe (n + ) − hcωe xe (n + )2 + ..., n = 0, 1, 2...
2
2

(3.33)

where xe is the anharmonicity constant. [160] The harmonic oscillator approximation is best when n, and the differences between the harmonic and the anharmonic
potentials, are small. Based on quantum mechanics and anharmonic oscillator selection rules, all transitions for ±∆n are allowed. Transitions to higher energy levels
(∆n = ±2, ±3...) are called “overtone modes” and typically much less intense than
the fundamental. [160] Lattice dynamics are based upon harmonic oscillator or anharmonic oscillators and describe phenomena such as electromagnetic waves, molecular
bonding, and complex lattice vibrations. [161–163]
Infrared spectroscopy can be performed as a transmittance or reflectance experiment. These measurements are crucial for the unveiling of the symmetry of
materials, important thermal and electrical properties, and displacement patterns of
specific distortions. In this dissertation, we primarily focus on transmittance. Beer’s
law, which relates the absorption of a material to the attenuation of light, is therefore
implemented. The general equation is given as:

I = I0 e−αd

(3.34)

where I0 and I are the intensities of the incident and transmitted beams, α is the absorption coefficient, and d is the thickness of the material. However, spectroscopists
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expand on this equation and measure transmittance T (with negligible reflectance)
and absorbance A via:
I
I0

(3.35)

I
= αd.
I0

(3.36)

T =
A = −ln

By combining and rearranging these equations, the absorption coefficient, which is
material dependent, can be directly calculated:

α=−

1
ln(T ω).
hd

(3.37)

Here, h is the concentration. The incident beam loses some of its energy to the
molecular vibration. In this way, absorption as a function of frequency T (ω) is
determined. The infrared spectrum is therefore obtained by plotting intensity vs
energy, which is proportional to the energy difference between the ground and excited
states. [164]
An important selection rule for infrared absorption spectroscopy is that there
must exist a change in the dipole moment during the mode motion – this type of
motion is considered to be infrared active. The intensity of the transition to different
vibrational states is dependent upon the transition moment integral M :
Z
M=

0 ∗
00
ψvib
µ(r)ψvib
dr,

(3.38)

0
where ψvib
describes the excited state and ψ 00 the ground state. The dipole moment

µ – which is a function of r – expands as a Taylor series about the equilibrium
position r = re . By substituting this expanded equation back into Eqn. 3.38, M
can be evaluated. [165] The vibrational response is not allowed if the overlap is equal
to zero. If the overlap is nonzero, the transition is thus allowed. The higher power
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terms in this series are neglected. The measured infrared intensity is related to the
square of the moment operator via:
dµ 2
.
I∝
dr re

(3.39)

The vibrations of a solid are different than those of liquids or gases due to the
systematic arrangement of molecules, atoms, or ions within a crystalline state. Characteristics of crystalline solids include long-range periodicity, strong intermolecular
interactions, selection rules, and confinement effects, among others, which cause energy levels to broaden into bands. [166,167] Phonons, which are collective excitations
of a lattice, result from this long-range periodicity. In these excitations, the motion
of one atom depends on that of the next. [163] Within a three-dimensional crystalline
system where N is the number of atoms in one unit cell, distortions of the lattice
are describable in terms of 3N branches for the phonon dispersion curves. These
dispersion curves contain three acoustic branches and 3N -3 optical branches. The
acoustic phonons refer to translations of the lattice – these are transformations of
translational modes in a molecule. On the other hand, optical phonons are the vibrations of a molecule. These motions are generally more interesting to spectroscopists.
Figure 3.2 displays the dispersion curves. Optical spectroscopy probes excitations at
k=0, while inelastic neutron scattering techniques probe the dispersion throughout
the entire Brillouin zone. For our techniques, we are only concerned with the optical
excitations at k=0. As a rule of thumb, these excitations follow:

ω 2 = 2k[

1
1
+
]
M1 M2

(3.40)

where k is the force constant and M1 and M2 are two atoms in a linear chain. This
can be shortened to
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Figure 3.2: Dispersion curves for optical and acoustic branches.

s
ω∝

k
µ

(3.41)

where µ is the reduced mass. For convenience, phonons in a solid are often divided
into localized modes (similar to what exists in an isolated molecule) and collective
modes (which can be very long range).
Phonons are normal modes that vibrate with the same frequency and a fixed
phase relation. The number of vibrations in a crystalline solid is determined by the
overall symmetry of the unit cell in combination with the symmetry of individual
molecules within the system. The number of phonons can change with phase transitions and give insight into the specific symmetry aspects of the material. For example, in the molecule based multiferroic [(CH3 )2 NH2 ]Mn(HCOO)3 , the irreducible
representation of the room temperature, paraelectric phase (R3̄c space group) is
Γoptic = 9A1g + 10A1u + 11A2g + 11A2u + 21Eu + 20Eg . It is clear that in this system, although the number of infrared and Raman active modes are similar, they are
not identical. Across the order-disorder transition, the structure lowers in symmetry
to a monoclinic space group (Cc) with no inversion symmetry, where the number of
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modes increases. This is evidenced by the low temperature irreducible representation
Γoptic = 70A0 + 71A00 . The rule of mutual exclusion, however, states that a normal
mode can be either infrared or Raman active in a system with an inversion center,
but not both. This is because in a material with inversion symmetry, infrared active
modes must be of ungerade symmetry and Raman active modes must be of gerade
symmetry. Of course, in real systems – especially those with low symmetry – Raman
modes may appear in infrared spectra and vice versa. The study of phonons in solids
is fundamentally important in materials science, as they underlie principles such as
thermal and electrical conductivity and give insight into both the elastic and the
optical properties of crystalline materials.

3.1.2.1

Lattice dynamics calculations of solids

Density functional theory (DFT) offers a way forward in understanding the vibrations
of solids. DFT is one of the most widely used first principles quantum mechanical
methods for calculations involving electronic structures of atoms, molecules, and
condensed states. [168] It is commonly used to understand the various structural,
electronic, and magnetic characteristics of materials. Although it is computationally
simple (it takes into account three variables – the three Cartesian directions – as
opposed to the 3N variables in a many-body wavefunction), it yields high-accuracy
calculations of a broad range of scientific problem across chemistry, physics, and
materials science. In this work, density functional theory was used to reveal the
the structure of [(CH3 )2 NH2 ]Mn(HCOO)3 in different magnetic states and to assign
vibrations and give displacement patterns of (NH4 )2 [FeCl5 ·(H2 O)]. These patterns
can be animated to reveal the motion of specific distortions.
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3.2

Spectroscopic instrumentation

Spectroscopy describes the intimate interaction of electromagnetic radiation with
matter. Electromagnetic radiation spans a broad range of energies from radio frequencies to the infrared region to higher energy x-rays. Based on the energy at
which the system is probed, information about the atoms, molecules, or crystal
structure can be extracted. The spectrum is therefore a graphical representation of
the material-dependent characteristics of a system.
In this work, we are primarily concerned with infrared vibrational spectroscopy,
where electrons are promoted from one vibrational energy to another. This interaction can be measured in several ways including absorption and reflection, and it
provides information about the vibrations in a solid. Therefore, infrared spectroscopy
is a microscopic probe of fundamental excitations of the lattice. In order to understand the vibrations in our systems, we utilize several different spectrometers with
overlapping energy ranges from 20 cm−1 - 5000 cm−1 . These spectrometers are shown
in Fig. 3.3. The details of these instruments, along with modifications to access low
temperatures and high magnetic fields, are discussed in the following sections.

3.2.1

Fourier transform spectroscopy

In this work, two Fourier transform infrared spectrometers – the Bruker IFS 113v
and Bruker Equinox 55 – are utilized. Because they are Fourier transform infrared
spectrometers, they measure an interferogram which can then be converted to a single
beam spectrum with a Fourier transform. [169] The general theory of interferometers
is understood from the basis of the Michelson interferometer.
The schematic in Fig. 3.4 (a) summarizes the optical path of a Michelson interferometer. Here, the source beam strikes a 50/50 beamsplitter, which splits the
signal into two. Some of this light passes through to the movable mirror M1 while
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(a )

(b )

Figure 3.3: Experiments were carried out on a variety of spectrometers including (a)
far-infrared measurements on the Bruker IFS 113v (20-700 cm−1 ) and (b) middleinfrared measurements on the Bruker Equinox 55 with Bruker IR Scope II attachment
(500-5000 cm−1 ).
another part is directed 90◦ from the first to the fixed mirror M2 . Both beams are
then reflected and recombine at the detector into a single beam, causing an interference of signals. A portion of this recombined light is directed back to the source,
but the recombined light pertaining to the measurement proceeds to the detector via
the sample of interest. The moving mirror becomes important, as the total interferogram is obtained by varying the optical path lengths between the two mirrors and
recording the signal as a function of these distances. The inteferogram function I(x)
is given as the intensity of both recombined beams – a plot of I(x) versus the displacement of the moving mirror x gives the interferogram. Figure 3.4 (b) shows the
two monochromatic signals and how they constructively and destructively combine
to form the interferogram. If M2 (the moving mirror) travels at a constant velocity,
I(x) is related to the source intensity B(ω) via:
Z
I(x) = 1/2

∞

B(ω)cos2πωdx.

(3.42)

0

Here, ω is the frequency. Therefore, I(x) describes the cosine Fourier transform of
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(a )

(b )

Figure 3.4: (a) Schematic view of a Michelson interferometer. The beamsplitter
divides the source beam and sends signals to the movable mirror M1 and the fixed
mirror M2 . These beams are reflected and brought back together, resulting in an
interference pattern at the detector. (b) The combination of two signals yields the
interference pattern, which is plotted as power versus time.
B(ω) – it provides insight on the resulting spectrum. As we previously mentioned,
the Fourier transform converts the interferogram into a single channel spectrum. By
taking a ratio of the sample to the reference spectrum, the transmittance spectrum
is observed.

3.2.2

Bruker IFS 113v Fourier transform infrared spectrometer

The Bruker IFS 113v measures the entire infrared region (21-5000 cm−1 ) due to
the multiplex advantage and operates under vacuum in order to reduce atmospheric
noise. This system is capable of measuring both transmittance and reflectance, although the work presented in this dissertation was carried out in transmittance. This
is because magneto-infrared studies – which make up a large majority of this work
– must be done in transmittance. This instrument measures the complete far infrared region, which is important to capture metal-containing vibrations. Four main
chambers exist in this spectrometer, including the source, interferometer, sample,
and detector. These regions are highlighted in Fig. 3.5.
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Figure 3.5: Schematic view of the Bruker IFS 113v FTIR spectrometer.
In order to access the full spectroscopic range, multiple sources and beamsplitters
are implemented. These are summarized in Table 3.1. The Si and B-doped Si
bolometers are cooled with liquid helium in order to provide increased sensitivity.
The beamsplitters are mounted on a rotating wheel so that they can be changed
without breaking the vacuum. In our lab, they are accessed sequentially – without
breaking vacuum or changing alignment.

3.2.3

Bruker Equinox 55 FTIR spectrometer with Bruker
IR Scope II

The majority of my middle-infrared measurements were performed on a Bruker
Equinox 55 FTIR spectrometer. This instrument has a working range of 600-7,500
cm−1 and operates under a nitrogen gas purge. Equipped with a Bruker IR Scope
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Table 3.1: Operating parameters for the Bruker IFS 113v.
Range (cm−1 )

Source

Beam splitter

Opt. Filter

Polarizer

10-50
30-120
50-240
100-600
450-4000

Hg arc
Hg arc
Hg arc
Hg arc
Globar

Mylar 50 µ
Mylar 23µ
Mylar 12µ
Mylar 3.5µ
KBr

Black PE
Black PE
Black PE
Black PE
open

1
1
1
1
2

Detector

Si
Si
Si
Si

bolometer, DTGS
bolometer, DTGS
bolometer, DTGS
bolometer, DTGS
B-doped
Si bolometer, DTGS

PE = polyethylene. Polarizer 1 = wire grid on oriented PE, Polarizer 2 = wire grid on AgBr

II microscope attachment and a rotating objective nose piece (×4, ×15, ×36), this
system is capable of studying very small samples with high accuracy. The optical
pathway is shown in Fig. 3.6. It sports a series of sources, beamsplitters, and detectors, and is capable of measuring in both transmittance and reflectance. The details
of the available sources and the energy ranges they probe are listed in Table 3.2.

3.3
3.3.1

Measurements under extreme conditions
Magnetometry

Magnetization is a powerful tool towards the understanding of competing magnetic
phases in materials. In this work, we use magnetization to map the phase space of
the different competing phases in several molecule-based magnets. In a pulsed-field
magnetization setup, current is applied to a compensated coil, inducing magnetic
field. The induced voltage can be obtained via Maxwell’s equation (Eqn. 3.7):

∇×E =−

dB
.
dt

This can be rearranged to give the voltage in a single turn of coil by:
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(3.43)

Figure 3.6: Optical path of Bruker IRscope II.
1,16-visible light source; 2,19- visible light aperture; 3,22- motorized switch mirror;
4,18- optional iris or knife edge aperture; 5,9,10,17- beamsplitter changer; 6objective lens; 7- sample; 8- iris or knife edge aperture; 12- binocular eyepiece; 13two position detector selection mirror; 14- mirror routing to detector; 15- detector;
20- condenser; 21- IR beam (from spectrometer); 23,24-camera port; 25,26,27polarizer.
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Table 3.2: Important parameters of operation for the Bruker IRscope II.

Range (cm−1 )

Source

Beamsplitter

Detector

600-7500
4000-12000 (near-infrared polarizer)
9000 -17000 (visible polarizer)

Globar
Tungsten
Tungsten

KBr
Quartz
Quartz

MCT
InSb
Si diode

V =

dφ
dt

(3.44)

where φ is the flux, which is the surface integral of B through the coil. Since B =
µ0 (H+M ), V contains a contribution of VM , where

VM ∝

dM
dM dH
=(
)(
).
dt
dH dT

(3.45)

In the experiment, dH/dt is given by the pulsed field. Therefore, by integrating VM ,
we can obtain M .

3.3.2

Pulsed-field polarization

In this dissertation, we implement pulsed-field polarization techniques as a compliment to the spectroscopic work in magnetic field. A pulsed-field polarization
measurement involves the simultaneous measurement of the electric polarization as
a function of magnetic field. This type of measurement is especially important for
materials which exhibit magnetoelectric characteristics, as the coupling between the
two is directly probed. This is done on a 65 T short-pulse magnet. In this setup,
electric field is measured by immersing the sample in liquid helium – various scenar-
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ios of poling can be performed. The sample can be poled from above the ordering
temperature down to base temperature (4.2 K) in order to ensure the presence of a
single electric domain; if the sample is not susceptible to multiple domains, this step
is not necessary. Additionally, electric current can be continuously applied during
the magnetic field pulse or not. The electric polarization change ∆P (H) is measured as the magnetic field is pulsed, producing both the magnetoelectric current
and polarization responses of the material up to 65 T.

3.3.3

Spectroscopy under extremes

Spectroscopy is particularly well-suited to explore the properties of materials under
extreme conditions, as it is a microscopic technique and is therefore a local probe of
lattice changes through phase transitions. This discussion focuses on low temperature, high magnetic field, and high pressure work.

3.3.3.1

Variable temperature spectroscopy

Low temperature experiments were performed with an open-flow cryostat system
under high vacuum. For the Bruker IFS 113v, an APD Heli-Tran LT-3-110 model
system is implemented. Figure 3.7 summarizes the low-temperature setup.
A helium gas cylinder is used to elevate pressure within a liquid helium dewar
and force liquid helium first into a vacuumed transfer line and then into the open
flow cryostat. Here, the sample is cooled. Liquid helium evaporates and directed
through the transfer line to precool, exiting the system at the shield outlet port. This
mechanism keeps the transfer line cool. Temperature is controlled via an internal
heater inside the cryostat in combination with the flowmeter. An adjustment knob
on the top of the cryostat also allows for control of the helium flow. A heater is
installed near the base of the cryostat in order to keep the sample and rubber o-
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Figure 3.7: Schematic of the LT-3-110 Heli-Tran open flow cryostat in a lowtemperature setup.
rings from freezing during the experiment. The sample is mounted on the sample
holder which is located at the base of the cryostat – a hole through this apparatus
allows for light to pass through. Throughout the experiment, the sample remains
under vacuum and light passes through appropriate windows (polyethylene for farinfrared, KBr for middle-infrared). In order to ensure that the sample is truly at the
correct temperature, crycon grease is placed between the cryostat and the sample
holder. This improves thermal contact. Samples are mounted with various adhesives
including, rubber cement, GE varnish, or silver paste. The cryostat end of this setup
is shown in Fig. 3.8 (a). It fits nicely into the spectrometer sample chamber or
between the objective and the computer-controlled stage.
Cryogenic experiments on the Bruker Equinox 55 are performed with an Oxford
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Instruments Microstat He [Fig. 3.8 (b)]. The cooling mechanism for this system
differs from that of the Bruker 113V in that the helium is mechanically pumped into
the cryostat rather than pushed with helium gas. Figure 3.9 summarizes this setup.
Helium flow is controlled with an Oxford gas flow controller and a mechanical pump.
The flow controller regulates the amount of helium directed through the transfer
line and into the side-loading cryostat. After cooling, helium is recovered through
the transfer line. Temperature is controlled with an Oxford Intelligent Temperature
Controller ITC 601 – the proportional band (P), integral action time (I), and derivative action time (D) are automatically adjusted. Temperatures lower than 4.2 K are
achieved by lowering the pressure in the heat exchanger. The cryostat is designed
for optical microscopy, with a side loading design and a short working distance.
Measurements are performed under high vacuum in transmittance or reflectance.

3.3.3.2

Magneto-infrared techniques

High magnetic fields are accessed at both the National High Magnetic Field Laboratory (NHMFL) in Tallahassee, FL and Los Alamos, NM. Equipped with dozens of
magnets and a variety of measurement techniques, these facilities support the inves-

Figure 3.8: Cryostats used for optical measurements on (a) the Bruker 113v and (b)
the Bruker Equinox 55 FTIR spectrometer with Bruker IR Scope II attachment.
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Figure 3.9: Summary of the low-temperature setup for the Bruker Equinox 55.
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tigation of interdisciplinary science problems and the development of new magnetic
materials.
Figure 3.10 displays a schematic of the magneto-infrared setup. Infrared radiation
is emitted from the spectrometer and directed down a pipe via a pair of off-axis
parabolic mirrors. The light is directed down the measurement probe, transmitted
through the sample, and collected by a bolometer. The bolometer transforms the
light into an electric signal which is then amplified, filtered, and returned to the
spectrometer. The sample and bolometer, which are both mounted on the probe,
are cooled by submerging the measurement probe into a liquid helium bath. A small
amount of helium exchange gas within the probe ensures that the sample is at base
temperature (4.2 K). The sample is placed directly at field center (35 T). Since no
reference beam is measured in the sample probe, we analyze the magneto-infrared
response by looking at changes in the absorption difference ∆α = α(ω,B=35 T) (α(ω,B=0 T). Single or polycrystalline samples can be measured. Measurements are
taken on a Bruker IFS 66v spectrometer.

3.3.3.3

High pressure infrared spectroscopy

High pressures are attained via diamond anvil cell techniques. Figure 3.11 summarizes this measurement. A metal gasket sits between two 5 µm diamond faces. The
gasket has a hole drilled in the center (on the order to 200 nm) that houses the
sample, pressure medium, and ruby balls, and allows light to pass through the setup.
In order to apply pressure, four screws on the cell are turned which brings the diamonds closer together and compresses the sample. Pressures are applied step-wise
and allowed to stabilize, meaning that each measurement is taken at a fixed pressure.
Polycrystalline samples are individually loaded into the diamond anvil cell along
with a pressure medium in order to ensure that applied pressure is quasi-hydrostatic.
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Figure 3.10: Schematic view of the 35 T Resistive Magnet at the National High
Magnetic Field Laboratory in Tallahassee, FL.
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(a )

(b )

Figure 3.11: (a) Pictures and (b) schematic representation of a diamond anvil cell.
[170]
An annealed ruby ball is included in the cell, and fluorescence measurements are
taken at each pressure. This is because ruby has a well-known linear dependence between wavelength and pressure. [171] Far infrared measurements (100-700 cm−1 ) are
taken on a Bruker Hyperion spectrometer with a helium-cooled bolometer detector.

3.4

Materials of interest: sample preparation and
complementary calculations

3.4.1
Single

Synthetic procedures
and

polycrystalline

samples

of

[(CH3 )2 NH2 ]M (HCOO)3

(M =Mn2+ ,Co2+ ,Ni2+ ) were provided by Naresh Dalal from Florida State University. [56] [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 were
provided by Chris Landee from Clark University – they were grown via conventional solution chemistry techniques [148]. Single crystals of (NH4 )2 [FeCl5 ·(H2 O)]
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were grown by Wei Tian at Oak Ridge National Laboratory under solvothermal
conditions. [61, 153]

3.4.2

Magnetometry

Magnetization measurements were carried out at the National High Magnetic Field
Laboratory in Los Alamos, NM with the 65 T pulsed-field magnet. This magnet is
equipped with a 1.5 mm long, 1500-turn compensated-coil susceptometer constructed
from 50 gauge high-purity copper wire. [30, 150] The sample probe is placed directly
into a liquid helium bath, and the sample – located inside a small, non-magnetic
ampuole – sits directly at the center of the field. Single or polycrystalline samples
are loaded into a 1.3 mm diameter ampuole that can be moved in and out of the
coil and thus the center of magnetic field. By subtracting the empty coil data from
that measured with the sample (under identical conditions) an accurate value of M
can be obtained. [120] The susceptometer (along with the sample probe) is placed
in a 3 He cryostat, providing measurements on temperatures down to 0.32 K. The
de Haas-van Alphen effect of copper in the coils of the susceptometer calibrates the
field to one part in 1000. [150] Fields up to 65 T are driven with a capacitor bank.
A Quantum Design PPMS was used to benchmark magnetic moments.

3.4.3

Pulsed-field polarization

Pulsed-field polarization measurements were performed on the 65 T pulsed-field magnet at the National High Magnetic Field Laboratory in Los Alamos, NM. Two silver
leads are attached to the sample on parallel faces; polarization is measured along
the axis perpendicular to these faces. The crystals are attached to the probe with
a small amount of vacuum grease. The probe is then immersed into a liquid helium
bath, where the samples are aligned to sit directly at the center of magnetic field.
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Electric field was measured in a two step process by (i) poling – applying an electric
field E = -100 V at B = 0 T through TN down to base temperature – and then (ii)
applying the same voltage as the magnetic field was pulsed. This process ensured
that a single electric domain was maintained throughout the pulse. In particular,
we measured various configurations of P and B. Temperature is controlled with a
heater near the sample space.

3.4.4

Infrared transmittance measurements

In order to perform infrared transmittance measurements, we mixed single crystals
with paraffin for the far infrared region and KBr middle infrared region. The advantage of this technique is the ability to control optical density. Different concentrations
of pellets were employed in order to capture each feature. Grain sizes in most cases
were on the order of 10 µm. Absorption was calculated from transmittance measure1
ln[T (ω)], where T (ω) is the measured transmittance, h is the
ments as α(ω) = − hd

concentration, and d is the thickness. Temperature ramp rates were generally on the
order of 0.2 - 1 K/min. Spectral resolutions of 0.5-2 cm−1 were employed depending
on the measurement. [120]

3.4.5

Magneto-infrared experiments

Magneto-infrared measurements were performed at the National High Magnetic Field
Laboratory in Tallahassee, FL at 4.2 K using the 35 T resistive magnet. In this setup,
there is no single beam reference – we can only obtain the response of the material as
a function of applied magnetic field. Therefore, in order to emphasize small spectral
changes with field, we calculate absorption differences as ∆α = α(ω, B) − α(ω = 0).
From these spectra, we can quantify effects for specific phonons via an integration of
the absolute value of ∆α over a small energy window and plotting these differences vs
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magnetic field. [120] In this way, we develop trends that follow field-induced frequency
shifts with much less noise and error. However in [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and
[Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 , field-induced changes turned out to be much larger
than in the [(CH3 )2 NH2 ]M (HCOO)3 (M =Mn2+ ,Co2+ ,Ni2+ ) family along with some
of the modes in (NH4 )2 [FeCl5 ·(H2 O)] – we were able to track frequency shifts ∆ω
directly because of the excellent signal to noise ratios. [120]

3.4.6

Lattice dynamics calculations

Structural relaxations, energies, and lattice dynamics calculations were performed
on [(CH3 )2 NH2 ]Mn(HCOO)3 using density functional theory (DFT) plus the onsite repulsion (U ) method [172, 173] as implemented in VASP [174, 175] to reveal
structures in different magnetic states as well as mode assignments and displacement
patterns. The on-site (U ) and nearest neighbor repulsion (V ) are set to standard
values of 4 and 1 eV for Mn, respectively. The electron-ion interactions were treated
using the projected augmented wave method [83, 176, 177].
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Chapter 4
Phonon mode links ferroicities in
mutiferroic
[(CH3)2NH2]Mn(HCOO)3
In this chapter, I discuss the combination of magneto-infrared spectroscopy, magnetization, and lattice dynamics calculations to explore the phase transitions in multiferroic [(CH3 )2 NH2 ]Mn(HCOO)3 . Both the 185 K ferroelectric transition and the
magnetically-driven transition to the fully saturated state at 15.3 T involve the formate bending mode, direct evidence of a common connection between the two types
of ferroicities and for how lattice distortions promote high temperature magnetoelectric coupling in this system.
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4.1

Understanding

the

lattice

dynamics

of

[(CH3)2NH2]Mn(HCOO)3 as a function of
temperature
Figure 4.1 (a) displays the infrared response of [(CH3 )2 NH2 ]Mn(HCOO)3 at 300 K.
We assign the spectral features via comparison with chemically similar materials
and complementary dynamics calculations [29, 122, 178, 179]. Localized counterion
and ligand modes resonate above 600 cm−1 and more collective, manganese-related
features appear below 300 cm−1 . Table 4.1 summarizes the behavior of several key
modes. The 794 cm−1 peak, assigned here as a formate bend, is of special importance because, as we shall see, it underlies the development of both polarization and
magnetic saturation.
Figure 4.1 (b) displays a close-up view of the 794 cm−1 formate bending mode.
This feature breaks into a strong doublet across the 185 K order-disorder transition
due to the formation of two different types of hydrogen bonds between (CH3 )2 NH+
2
and the formate ligands. The splitting is 6 cm−1 - large for an order-disorder ferroelectric. Additional fine structure due to the development of three unique Mn-O-CO-Mn superexchange pathways at low temperature might be anticipated but is not
resolved in [(CH3 )2 NH2 ]Mn(HCOO)3 due to bond length similarities [178].
Table 4.1:
Frequencies and assignments
[(CH3 )2 NH2 ]Mn(HCOO)3 at 300 and 4 K.
Mode Assignments
ν(Mn-Oeq )
δ(HCOO- )
ρ(NH2 )
νas (CNC)
δ(NH2 )

ω 300 K (cm-1 )
292
794
891
1025
1632

for

important

modes

ω 4 K (cm-1 )
296
794, 800
930
1030
1644

ν=symmetric stretching, νas =asymmetric stretching, ρ=rocking, δ=bending
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Figure 4.1: (a) Infrared response of [(CH3 )2 NH2 ]Mn(HCOO)3 at room temperature
and displacement pattern of formate bending mode. Inset: low frequency region
of the spectra which has mostly Mn-containing modes. (b) Close-up view of the
infrared-active formate bending mode. (c) Frequency versus temperature plot that
reveals doublet splitting of the formate bending mode across TC . An anharmonic fit
of the high temperature data points reveals the behavior of the unperturbed phonon.
Error bars are on the order of the symbol size. (d) Splitting of the formate bending
mode vs. temperature, a power law fit to this data, and polarization from Ref.
Wang2013. (e) Width of the hysteresis around TC vs. cooling rate. The loop closes
when the cooling rate is < ≈0.2 K/min. Inset: hysteresis of the C-N-C asymmetric
bending mode at 0.5 K/min.
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Figure 4.1 (c) tracks peak position versus temperature. A fit to the data above
TC characterizes traditional anharmonic effects. The anharmonic fit of the hightemperature data points follows the form ω = ω0 + C[1 + 2/e0.144ω0 /T − 1] where ω0 is
797.8 cm−1 and C is -0.6538. Below TC , the fit represents the unperturbed phonon
response (i.e. what would be expected in the absence of the transition). Figure 4.1
(d) displays the splitting of the formate bending mode plotted as a difference between
the high frequency branch and the aforementioned anharmonic fit. The experimental polarization from Ref. 37 is included as well. The coincidence of the two data
sets demonstrates that the doublet splitting of the formate bending mode functions
as an order parameter for the ferroelectric transition. A power law fit of the form
A(TC − T )2ν reveals a critical exponent (ν) of 0.11 - clearly different from mean field
behavior (0.25) and suggestive of a quasi-two-dimensional system [180]. The latter
may lead to interesting applications in layered microelectronics. A ν of 0.11 is also
in reasonable agreement with that obtained from fits to the polarization. The latter
has more points around TC and fewer at low temperature [37]. As shown in Fig. 4.1
(e), the hysteresis around the ferroelectric transition closes with decreasing sweep
rate.

4.2

Spin-lattice coupling across the magneticallydriven transition in [(CH3)2NH2]Mn(HCOO)3

We now turn to the spectroscopic response across the magnetically-driven transition.
Figure 4.2 (a) displays a close-up view of the absorption of [(CH3 )2 NH2 ]Mn(HCOO)3
near the formate bending mode along with the absorption difference spectra,
∆α(ω, B) = α(ω, B = 35 T ) − α(ω, B = 0 T ). Changes are on the order of 3% at
full field. Figure 4.2 (b) illustrates the development of the absorption difference with
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increasing magnetic field. Clear features are apparent even when the field is small.
They grow with increasing field and saturate near BC = 15.3 T. The derivative-like
shape of ∆α is consistent with a field-induced hardening of the underlying doublet.
Importantly, only one phonon - the relatively soft formate (O-C-O) bending mode
- changes in field. Recent calculations reveal that there is significant spin density
on the oxygen centers of the formate ligands (and on Mn) [30], making this portion
of the framework a logical candidate for spin-lattice coupling. There are no other
field-induced local lattice distortions within our sensitivity. This includes the aminerelated displacements as evidenced by the spectra in Fig. 4.2 (c) where the C-N-C
asymmetric stretch is rigid. We therefore conclude that dimethylammonium plays
no role in the magnetically-driven transition at BC . This is consistent with the lack
of spin density on the counterion [30].
To quantify these effects, we integrate the absolute value of the field-induced abR
sorption difference over a small energy window ( |α(B) − α(0)|dω) and plot these
values - along with magnetization [30] and the square of the magnetization - as a
function of applied field. By so doing, we generate a function that is proportional to
the frequency shift but with significantly smaller error bars. We tested this method
in prior work on [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ]. As shown in Fig. 4.2 (d), changes in the
formate bending mode track [M (B)]2 [112]. This is because molecular vibrations follow an even function whereas magnetism is an odd function. The feature grows with
increasing field and plateaus above 15.3 T, an indication that the lattice is sensitive to
the microscopic nature of the spin state. Similar trends are seen in other moleculebased magnets like Mn[N(CN)2 ]2 [29]. It is well known that phonons respond to
spin correlations as ∆ω = λhSi ·Sj i where λ is the spin-phonon coupling constant
and hSi ·Sj i is the nearest-neighbor spin-spin correlation function [181]. Based on
the field-induced frequency shift (on the order of 0.1 cm−1 ) and the limiting low
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temperature value of hSi ·Sj i ≈ S 2 =(5/2)2 , we estimate λ ≤ 0.1 cm−1 - a natural
consequence of the low energy scales in this system.
The involvement of the formate bending mode in the magnetically-driven transition to the fully saturated state is striking because the same mode is sensitive to the
development of the ferroelectric polarization. This observation suggests that the lattice may be connected with high temperature magnetoelectric coupling [37, 38]. The
key to unraveling this puzzle is to recall that formate is the superexchange ligand.
Interactions between Mn2+ centers thus take place via Mn... formate... Mn exchange
pathways (Fig. 2.13). Distortions of the superexchange pathway modify orbital
overlap and therefore reduce JAFM . This is because JAFM ∼ −4t2 /U , where t is the
R
overlap integral ( φ1 Hφj dτ ). Reduction of JAFM allows the fully polarized magnetic
state to emerge at BC =15.3 T, somewhat lower than that expected from the zero
field exchange energy.
Based on field-induced hardening of the formate bending mode and the
Goodenough-Kanamori-Anderson rules stating a tendency toward a 90◦ superexchange angle in the ferromagnetic state [85], our data suggest that the O-C-O angle
of the formate ligand decreases with increasing field, saturating only upon entry into
the fully polarized state. We tested this supposition with density functional calculations, optimizing the structure in the antiferromagnetic and ferromagnetic states.
Our calculations confirm that the O-C-O bond angles in the ferromagnetic state are
smaller than those in the antiferromagnetic state. Moreover, our calculations show
that O displacement dominates this angular distortion - not C displacement. The
greatest change in bond angle is 0.026◦ (from 123.635◦ in the antiferromagnetic state
to 123.609◦ in the ferromagnetic state). Note that there are several different O-CO angles in the system due to the low symmetry. This is shown schematically in
Fig. 4.2(e). By way of comparison, a 1◦ out-of-plane bend in [Cu(HF2 )(pyz)2 ]BF4 is
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predicted to modify JAFM by ' 3% [114].
[(CH3 )2 NH2 ]Mn(HCOO)3 is well-suited to an analysis of structure-property relations. The molecular aspects of the metal-organic framework allows for synthetic
variation, and the perovskite-like crystal structure makes this material topologically
similar to the rare earth manganites. The latter have attracted sustained attention
for their incredibly complex P -T -B phase diagrams that sport multiple competing
phases. In HoMnO3 , an applied magnetic field drives through five unique magnetic
phases at 3 K before saturation [65]. By comparison, [(CH3 )2 NH2 ]Mn(HCOO)3 displays a strikingly simple B-T phase diagram [Fig. 2.15] in which magnetic field
induces only a spin flop before magnetization saturates at 15.3 T [30]. This simplicity allows each transition to be isolated and explored in a straightforward manner.
[(CH3 )2 NH2 ]Mn(HCOO)3 also behaves like a molecular material in that only one
vibrational mode is sensitive to the change in the microscopic spin pattern [29, 114].
This is quite different than what is observed in the multiferroic manganites, for
instance DyMn2 O5 , where the majority of phonon modes reveal a strong field dependence predominately associated with local distortions of the distorted octahedra
and square pyramids [156]. The same is true in Sr1−x Bax MnO3 where the large
phonon changes at the ferroelectric and magnetic ordering transitions are characteristic of a displacive (rather than order-disorder) ferroelectric [182]. The behavior of
the formate bending mode in [(CH3 )2 NH2 ]Mn(HCOO)3 is also quite different from
an electromagnon which, although sensitive to the development of both electric and
magnetic order in rare earth manganites [183, 184], is a collective (rather than elementary) excitation that naturally involves both spin and charge.
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Chapter 5
Structure-property relations in
multiferroic
[(CH3)2NH2]M (HCOO)3 (M =Mn,
Co, Ni)
In this chapter, we bring together magnetization, infrared spectroscopy, and lattice
dynamics calculations to uncover the magnetic field - temperature (B - T ) phase
diagrams and vibrational properties of the [(CH3 )2 NH2 ]M (HCOO)3 (M = Mn2+ ,
Co2+ , Ni2+ ) family of multiferroics. While the magnetically-driven transition to the
fully saturated state in [(CH3 )2 NH2 ]Mn(HCOO)3 takes place at 15.3 T, substitution with Ni or Co drives the critical fields up toward 100 T - an unexpectedly
high energy scale for these compounds. Analysis of the infrared spectrum of the
Mn and Ni compounds across TC reveals doublet splitting of the formate bending
mode which functions as an order parameter of the ferroelectric transition. By contrast, [(CH3 )2 NH2 ]Co(HCOO)3 reveals a surprising framework rigidity across the
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order/disorder transition due to modest distortions around the Co2+ centers. The
transition to the ferroelectric state is thus driven solely by counterion freezing and
the resulting hydrogen bonding. Under applied field, the Mn (and most likely, the
Ni) compounds engage the formate bending mode to facilitate the transition to their
fully saturated magnetic states, whereas the Co complex adopts a different mechanism involving formate stretching distortions to lower the overall magnetic energy.
Similar structure-property relations involving substitution of transition metal centers and control of the flexible molecular architecture are likely to exist in other
molecule-based multiferroics. [120]

5.1

Developing magnetic field-temperature phase
diagrams

Figure

5.1

(a-c)

displays

the

pulsed

field

magnetization

for

[(CH3 )2 NH2 ]M (HCOO)3 (M = Mn2+ , Co2+ , Ni2+ ) family of materials.

the
This

data was benchmarked with a vibrating sample magnetometer. The Mn system
sports a 0.31 T spin flop transition, and the magnetization rises linearly until it
saturates at 15.3 T. [30] This value of BC is consistent with J = 0.64 K [30, 56, 126];
materials with such low magnetic energy scales can be fully polarized by moderate
laboratory fields. The critical field for saturation is a sharply defined feature in the
magnetization at 0.4 K that broadens as the temperature approaches TN . Above TN
= 8.5 K, there is no evidence for the spin flop, and the approach to saturation is
much more gradual, both consequences of fluctuating regions of short-range order
as opposed to the long-range order that occurs at low temperatures. [82]
The distinctive high-field behavior of multiferroic [(CH3 )2 NH2 ]Mn(HCOO)3 –
discussed in detail in Section 2.5.1 – motivated our extension to the Co and Ni
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Figure 5.1: (a-c) Pulsed field magnetization of [(CH3 )2 NH2 ]M (HCOO)3 (M = Mn2+ ,
Co2+ , Ni2+ ) up to 65 T at different temperatures. Derivatives of this data reveal
BSF as shown in the lower insets. Only the Mn compound has a clear saturation
field under these conditions. [30] The Ni and Co systems are not saturated even at
65 T. (d-f) Magnetic field-temperature phase diagrams developed from the pulsed
field magnetization data. Orange points follow the transition to the fully saturated
magnetic state, and pink points track the spin flop. The high field phase boundaries
for the Ni and Co compounds are estimated as described in the text. Error bars are
on the order of the symbol size. cAFM = canted antiferromagnet and PM = high
temperature paramagnetic state. [120]
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analogs. [30, 41, 90] Just as in [(CH3 )2 NH2 ]Mn(HCOO)3 , the Ni and Co systems
display spin-flop transitions, but at higher fields of 7.7 and 11.2 T, respectively
[insets, Fig. 5.1 (b-c)]. The signature of the spin flop in the Co system is subtle
and is only seen in the magnetization at the lowest temperatures. We also searched
for the saturation field BC in the Ni and Co compounds; however, even 65 T fails
to saturate the magnetization of these materials [Fig. 5.1 (b,c)]. Simple metal site
substitution therefore alters the overall energy scales significantly.
In order to generate magnetic field-temperature phase diagrams for these materials, we tracked BSF and, where feasible, BC as a function of temperature. First
derivatives, ∂M/∂B, were used to better highlight the positions of the features in
M (B). [30] Figure 5.1 (d-f) summarizes our results. The behavior of the Mn analog
is representative of a classic antiferromagnet, where magnetic field drives the system
across a low-field spin-flop transition and into the fully saturated magnetic state at
15.3 T. [29, 30] The magnetic field-temperature phase diagrams for the Ni and Co
complexes reveal a similar story albeit with higher energy scales. The latter is evident
in both the size of BSF and the fact that 65 T does not saturate the magnetization.
At higher temperatures, the broadened Co feature is too subtle to track within the
noise level. We can estimate the saturation fields for the Co and Ni compounds by
equating the total exchange energies from Table 2.3 to the total Zeeman energy via
P
P
the Hamiltonian H = −zJ Si · Sj − gµB BC Siz (z=6, g=2.0, S = 1 for Ni and
S=

3
2

for Co). [124] We find BC =125 T and BC =88 T for the Ni and Co analogs, re-

spectively. Alternatively, we can estimate BC by extrapolating the linear character of
M (B) until it reaches magnetic saturation (defined by gµB S) or by extrapolating the
derivative of the magnetization curve down to the magnetic field axis. The critical
fields obtained from this approach are in reasonable agreement with those estimated
above (BC,Ni =135 T, BC,Co =90 T), validating the J values displayed in Table 2.3
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and revealing that a spin-only approximation is reliable in these materials - at least
within our error bars. These fields are significantly higher than the 15.3 T required
to saturate the Mn complex. The energy scales generally follow trends in TN as well.
We therefore see that while metal substitution does not alter the overall space group
of the material, there are significant local lattice distortions around the metal centers that modify superexchange interactions and magnetic energy scales. [85] These
site-symmetry differences are discussed below. Similar energy scale effects can be
seen in other materials like M [N(CN)2 ]2 (M =Mn, Co). [29, 113]

5.2

Vibrational properties of this family of hybrid
organic-inorganic perovskites across the ferroelectric transition

The vibrational properties of [(CH3 )2 NH2 ]Mn(HCOO)3 are complex - just like many
other molecule-based multiferroics - and have been the subject of numerous investigations. [122, 129, 179, 185–189] Group theory predicts 32 infrared-active modes with
both A2u and Eu symmetries. Despite the large number of modes, only a few are
useful for revealing changes at the ferroelectric transition or across the critical fields.
Figure 5.2 (a-c) summarizes the behavior of two important vibrational modes of
the [(CH3 )2 NH2 ]M (HCOO)3 (M = Mn2+ , Co2+ , Ni2+ ) family of materials. Here, we
focus on the symmetric formate bending mode near 800 cm−1 and the asymmetric CN-C counterion stretch near 1030 cm−1 . The former links the electronic and magnetic
ferroicities in the Mn complex [83] whereas the latter is quite sensitive to amine
hydrogen bonding and hysteresis effects. Peak position vs. temperature plots [Fig.
5.2 (d-f)] demonstrate strong similarities between the Mn and Ni complexes and, at
the same time, uncover distinct behavior in the Co compound.
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Figure 5.2: (a-c) Close-up views of the formate bending mode (left) and C-NC stretch (right) for the Mn, Ni, and Co analogs as a function of temperature.
Insets show low frequency modes. (d-f) Frequency vs. temperature plots for these
features, highlighting the difference in behavior of the Mn and Ni complexes versus
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high temperature phase data described in the text represents the behavior of the
hypothetical unperturbed phonons below TC . [120]
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Doublet splitting of the formate bending modes across TC is one of the most
interesting signatures of the ferroelectric transition in the Mn [30] and Ni analogs.
This distortion is due to the development of two unique N-H· · · O hydrogen-bonded
pathways between the counterion and the framework. [83] At base temperature,
splitting in the Mn (5.7 cm−1 ) and Ni (3.9 cm−1 ) complexes are similar. We fit
temperature trends in the paraelectric state as ω = ω0 + ∆(T ), where ∆(T ) =
C[1 +

2
]
ex −1

with x = ~ω0 /2kB T . Here, ω0 is the unperturbed phonon frequency at

base temperature, ~ is the reduced Plank’s constant, and kB is Boltzmann’s constant.
This fit quantifies anharmonicity in the high temperature state, and by extending
it into the ferroelectric phase, we reveal how the formate bending mode would have
behaved in the absence of the transition. As discussed below, doublet splitting of
this mode acts as an order parameter for the ferroelectric transition in the Mn and
Ni materials. [120]
Figure 5.3 (a) shows a comparison of the difference in splitting between the high
frequency branch of the formate mode in the Mn complex and the anharmonic fit,
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overlain with polarization measurements. [37, 83] The critical exponent extracted
from a power-law fit of A(TC − T )ν to the phonon splittings are in reasonable agreement with a fit to the polarization (ν = 0.22 versus 0.18, respectively). For the
power law fit to the spectroscopic data, the entire temperature range below TC was
included; no significant change in the critical exponent was found by varying the
temperature window. We also fit the available temperature range of the polarization
data. [37] Here, TC was not used as a fit parameter; this value was taken directly from
Ref. 56. These values are suggestive of a quasi-two-dimensional system, since the
total critical exponent (ν) for a true Ising system is 0.125. [64] A summary of these
values is given in Table 5.1. Figure 5.3 (b) displays the frequency difference between
the formate bending modes and anharmonic fits for the Mn and Ni compounds. Both
axes are normalized for the purpose of comparison since TC and splitting values vary
with transition metal identity. A power law analysis reveals that while the extracted
critical exponent in the Mn complex is ν = 0.22 ± 0.01, the model fit for the Ni
compound produces a value of ν = 0.34 ± 0.03, which is larger and much closer to
mean field behavior, where ν is 0.5. [64,180] The larger exponent is also indicative of
a more gradual transition into the polarized state, clear from visual examination of
the data, supported too by the less complete splitting pattern in Fig. 5.2 (b). B-site
substitution thus reveals that although the structural and vibrational properties of
the Mn and Ni complexes are nearly identical, the dimensionality of the ferroelectric
phase transition develops differently and is somewhat more three dimensional in the
Ni compound. [120]
In order to compare the behavior of the framework across TC against that of
the counterion, we analyze the C-N-C stretch [Fig. 5.3 (c)]. It is well known that
the ferroelectric transition in [(CH3 )2 NH2 ]Mn(HCOO)3 can have a strong hysteresis.
The size of the hysteresis loop is reduced with decreasing cooling rate; it collapses
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Table 5.1: Comparison of theoretical [64] critical exponents ν for the power law fit
A(TC − T )ν along with exponents extracted from the Mn and Ni data above. The
values suggest that the Mn system is more two-dimensional (being closer to the
predicted Heisenberg and Ising exponents), while the Ni material is closer to the
mean-field, three-dimensional predictions. [120]
Theoretical ν
Mean Field 0.5 [64]
Heisenberg 0.367 [64]
Ising
0.125 [64]

Experimental ν
[(CH3 )2 NH2 ]Mn(HCOO)3 vib. properties
[(CH3 )2 NH2 ]Mn(HCOO)3 polarization
[(CH3 )2 NH2 ]Ni(HCOO)3 vib. properties

0.22± 0.01
0.18± 0.001
0.34±0.03

upon extrapolation to extremely low cooling rates. [83] An extended power law fit of
A(1 − (T /TC )γ )α reveals unrealistically high values of γ and α, signifying that the
counterion transition is rigid and abrupt. This is evidenced by the extremely sharp
step in the data [Fig. 5.3 (c)]. Although this fit is the same form as the regular
power law, the additional exponent provides extra fitting flexibility. It turns out
that this makes no difference anyway because the fit did not converge. This behavior
is consistent with (CH3 )2 NH2 catching slightly (due to hydrogen bonding) at TC ,
distorting the structure, but then continuing to tumble within the formate framework
until about 10 K below the transition temperature. [122, 123] At this point, the
counterion finally locks into position and the material becomes completely ordered.
[122, 123] Thus, the kinetics of the counterion rotation in [(CH3 )2 NH2 ]Mn(HCOO)3
cause the transition to be slow to relax. The delayed reaction of the amine also
explains why the hysteresis curves are not centered around TC .
The vibrational response of [(CH3 )2 NH2 ]Co(HCOO)3 is remarkably distinct. At
room temperature, three peaks are apparent in the vicinity of the formate bend.
They become increasingly resolved with decreasing temperature. A plot of peak
position vs. temperature reveals that these features behave anharmonically and are
completely insensitive to the development of ferroelectric polarization at TC =165 K
[Fig. 5.2 (f)]. This is surprising because splitting of the formate bending mode is an
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essential aspect of the ferroelectric transition mechanism in the Mn and Ni complexes.
Where two peaks in the Mn and Ni compounds develop due to differences in hydrogen
bonds from the counterion to the framework, the drive towards counterion-locking
is less obvious in the Co complex. We propose that this difference has its origins
in slight distortions of the CoO6 octahedra. This supposition is supported by our
lattice dynamics calculations which predict six branches to the mode pattern. As
with most materials, decreasing temperature sharpens modes by reducing linewidth
[Fig. 5.2 (c)]. In [(CH3 )2 NH2 ]Co(HCOO)3 , three peaks become more resolved from
the broad band with decreasing temperature. Six individual peaks are, however,
not resolved due to energetic degeneracies. Although we did not notice any critical
slowing down behavior, the inactivity of the framework through TC in the Co complex
is consistent with glassy character and may correlate with glassy magnetism below
TN . [125] Finally, we point out that despite the change in spin state across TC , [40]
neither the formate bending nor stretching modes engage in magneto-elastic coupling.
Figure 5.2 (d-f) summarizes the behavior of the C-N-C counterion stretching
mode, which has clear features at the ferroelectric transition in all materials. In
the Mn and Ni complexes, the distortion appears as a broadened step, with the
mode shifting suddenly to higher frequencies with decreasing temperature. For the
same temperature-time gradient, the hysteresis loop in the Ni analog is much larger
(30 K) than that in the Mn case (3 K), revealing differences in ordering speeds of the
amine. By contrast, the C-N-C stretching mode in [(CH3 )2 NH2 ]Co(HCOO)3 displays
a small cusp at TC and softens upon entry into the ferroelectric state [Fig. 5.2 (f)].
The transition does not have a strong hysteresis. This mechanistic difference derives from slightly distorted CoO6 octahedra in the room temperature structure. In
[(CH3 )2 NH2 ]Co(HCOO)3 , the amine locks into place quickly because the framework
is already distorted, and therefore no additional distortion through TC is required.
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Only the rotating counterion is important. In the Mn and Ni materials, the ferroelectric transition mechanism is a cooperative effort between the counterion and the
framework, where the amine waits for the framework to become completely distorted
before fully ordering.

5.3

Magnetoelastic coupling and the metal center

Figure 5.4 summarizes the magneto-infrared response of our three materials of interest.

As previously demonstrated, magnetoelastic coupling in

[(CH3 )2 NH2 ]Mn(HCOO)3 involves the Mn-O-C-O-Mn superexchange pathway. [83]
Evidence for this conclusion is recapped in Fig. 5.4 (a,d), where the -O-C-O formate
bending mode displays a derivative-like shape in ∆α. This is the only phonon that
is sensitive to applied field. In order to demonstrate how the magneto-infrared response correlates with the spin pattern, we plot the square of the magnetization, [30]
[M (B)]2 , and the integral of the absolute value of the absorption difference over an
R
appropriate energy window ( ∆αdω) vs. magnetic field. Distortions of the formate
bending mode develop with increasing field and saturate at 15.3 T - tracking [M (B)]2
very well. We had anticipated that similar local lattice distortions would accompany
the approach to the fully polarized magnetic transitions in the Ni and Co analogs
since the mechanism for a cAFM → BSF → fully polarized state within this family
of materials seems to be characteristic. We instead find substantial variations in this
picture.
Figure 5.4 (b) displays a close-up view of the magneto-infrared response
of [(CH3 )2 NH2 ] Ni(HCOO)3 at 0 and 35 T in the vicinity of the formate
bending and stretching modes.

The full field absorption difference spectra

[∆α = α(ω, B) − α(ω, B = 0)] is shown in green. The absorption difference spectra is nearly flat; in other words, there is an immeasurable difference caused by 35 T.
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Figure 5.4:
(a-c) Absolute absorption spectra at 0 and 35 T for the
[(CH3 )2 NH2 ]M (HCOO)3 materials along with waterfall plots of the absorption difference at 4.2 K highlighting spectral changes in applied magnetic field. The Mn
system sports field-induced changes in the formate bending mode, whereas the symmetric O-C-O stretch is important for the Co compound. The Ni analog displays
no field-dependent vibrational modes up to 35 T. (d-f) Absolute value of the absorption difference integrated over a small energy window vs. magnetic field along
with the 4 K magnetization and the square of the magnetization. Error bars are
indicated. [120]
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Moreover, the full infrared spectrum was measured, and no other modes were active
in field. This finding can be understood from how the B - T phase diagrams change
with B-site substitution. Specifically, the Ni centers introduce a much higher energy
scale than in the Mn complex (BC =125 T vs. 15.3 T). Since the Mn and Ni behave
so similarly through TC , it is likely that the formate bending mode plays a role in the
approach to magnetic saturation. This trend is not observed because an 8% increase
in magnetic energy (compared to the Mn analog) is outside of our sensitivity. The
overall larger energy scale in [(CH3 )2 NH2 ]Ni(HCOO)3 is also apparent in the spin
flop fields (BSF =7.7 T vs. 0.31 T).
The magneto-infrared response of [(CH3 )2 NH2 ]Co(HCOO)3 is shown in Fig. 5.4
(c). Rather than field-induced changes in the formate bending mode, the absorption
difference spectrum (∆α) highlights an entirely different set of features. ∆α reveals
that the 1358, 1374, and 1379 cm−1 cluster is sensitive to magnetic field, whereas the
peak at 1398 cm−1 is rigid. Our lattice dynamics calculations predict that the fieldresponsive features at 1358, 1374, and 1379 cm−1 are branches of the HCOO− stretch.
We therefore assign these structures as formate stretching modes. Our calculations
reveal that the 1397 cm−1 feature is different. Instead of being a formate stretch,
this peak is due to a counterion vibration - in agreement with the work in Ref.
122. Counterion modes in other materials are also well localized and insensitive
to magnetic field. [84] Although full magnetic saturation is not attained (because
BC,theor. =88 T and magneto-infrared spectroscopy at the National High Magnetic
Field Laboratory is carried out with 35 T resistive magnets at this time), we find that
R
∆αdω over the combined energy window tracks [M (B)]2 very well [Fig. 5.4 (f)].
Since these are the only modes sensitive to applied field, it is reasonable to anticipate
that the distortions will stop changing at BC and that the formate stretching modes
are involved in the mechanisms resulting in eventual magnetic saturation. Even
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though the saturation field is high, field-induced spectral differences are apparent
in this case because stretching modes have larger oscillator strength than bending
modes, giving enhanced sensitivity compared to the Ni analog. In any case, the
magnetically-driven transition in [(CH3 )2 NH2 ]Co(HCOO)3 still relies upon formate
distortions, a natural consequence of the superexchange ligand linking the metal
centers.
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Chapter 6
Spin-lattice coupling across the
magnetic quantum phase
transition in Cu-containing
coordination polymers
In this chapter, we measured the infrared vibrational properties of two Cucontaining coordination polymers, [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and [Cu(pyz)1.5 (4HOpy)2 ](ClO4 )2 , under different external stimuli in order to explore the microscopic
aspects of spin-lattice coupling. While temperature and pressure control hydrogen
bonding, applied field drives these materials from the antiferromagnetic → fully
saturated state. Analysis of the pyrazine-related vibrational modes across the magnetic quantum phase transition provides a superb local probe of magnetoelastic coupling because the pyrazine ligand functions as the primary exchange pathway and is
present in both systems. Strikingly, the PF−
6 compound employs several pyrazinerelated distortions in support of the magnetically-driven transition whereas the ClO−
4
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system requires only a single out-of-plane pyrazine bending mode. Bringing these
findings together with magneto-infrared spectra from other copper complexes reveals
spin-lattice coupling across the magnetic quantum phase transition as a function of
structural and magnetic dimensionality. Coupling is maximized in [Cu(pyz)1.5 (4HOpy)2 ](ClO4 )2 on account of its ladder-like character. Although spin-lattice interactions can also be explored under compression, differences in local structure and
dimensionality drive these materials to unique high pressure phases. A symmetry
analysis suggests that the high pressure phase of the ClO−
4 compound may be ferroelectric.

6.1

Development of low temperature hydrogen
bonding

Figure 6.1 summarizes the infrared response of [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and
[Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 at 300 and 4.2 K. Although the molecular aspects
of this class of material yield a number of vibrational modes below 2000 cm−1 , we
find that in general, they can be divided into two major groups: (i) those that behave
anharmonically as a function of temperature and (ii) those that reveal characteristics of hydrogen bonding. [190] Through dynamics calculations and comparisons with
chemically analogous materials (Fig. S1 in Supporting Information), [114, 191–193]
we assign the important modes. Given the fact that these materials are quite different in dimensionality and exchange strength – the PF−
6 complex has largely separated
two-dimensional planes whereas the ClO−
4 material is a nearly isotropic spin-ladder
system – it is surprising to find that the temperature dependence is rather similar.
In both materials, a vast majority of vibrations are pyrazine-related. These ligands link the Cu2+ centers, forming the interplane exchanges in the two-dimensional
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Figure 6.1: (a) Infrared absorption of [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and [Cu(pyz)1.5 (4HOpy)2 ](ClO4 )2 at 300 and 4 K. Insets show the low frequency regions. (b,c) Closeup view of the pyridone (py) and pyrazine-containing (pyz) quartet in [Cu(pyz)2 (2HOpy)2 ](PF6 )2 along with the corresponding peak position vs temperature trends.
Specifically, we highlight the differences between hydrogen-bonded modes and
anharmonic modes. (d,e) Close-up view of the same region in [Cu(pyz)1.5 (4HOpy)2 ](ClO4 )2 . (f) Calculated displacement patterns of the out-of-plane pyrazine
distortion and in-phase pyrazine ring bend.
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plane as well as the rungs and rails of the ladder. These modes behave anharmonically with temperature - that is, they follow ω = ω0 +∆(T ), where ∆(T ) = C[1+ ex2−1 ]
with x = ~ω0 /2kB T and increase in frequency with decreasing temperature. Here, ω0
is the unperturbed phonon frequency at base temperature, ~ is the reduced Plank’s
constant, and kB is Boltzmann’s constant. As examples, we highlight the modes at
472 and 488 cm−1 in [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 , which are assigned as out-of-phase,
out-of-plane pyrazine distortions [Fig. 6.1 (c)] as well as the pyrazine-related modes
above 472 cm−1 in [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 [Fig. 6.1 (e)].
What sets [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 apart is that, in addition to these vibrations, we also find evidence for improved hydrogen bonding at low temperatures.
This is a direct result of the separation between the layers, which are linked via
relatively long hydrogen bonds from the pyridone ligands to the PF−
6 anion via CH· · · F interactions. With decreasing temperature, the layered material naturally
contracts, allowing hydrogen-bonding interactions to strengthen. This effect is exemplified by the 450 and 503 cm−1 vibrations in Fig. 6.1 (c), which characteristically
redshift with decreasing temperature. [190] Signatures of hydrogen bonding exist in
the ClO−
4 complex as well, but the number of demonstrative vibrations are far fewer
and the effects are much smaller. For instance, the out-of-plane pyridone distortion
−1
in the ClO−
4 complex changes very slightly with temperature (< 0.3 cm ) whereas in
−1
the PF−
6 complex, changes of the same mode are on the order of 1 cm . It is there-

fore clear that in the spin ladder, although hydrogen-bonding interactions connect
the ladders to one another via pyrazine· · · ClO−
4 · · · pyrazine pathways, the majority
of the distortions occur within the rungs and rails of individual ladders. Figure 6.1
(f) displays displacement patterns of the out-of-phase, out-of plane pyrazine bend
along with the in-phase, out-of-plane C-H bend of the pyrazine. We show the latter
because of the commonality of this vibration with many prominent Cu-containing
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complexes. [114, 192] Below, we focus a majority of our discussion on the out-ofplane pyrazine distortions as they appear in both [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and
[Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 and, as it turns out, reveal important connections to
the high magnetic field and pressure-induced states.

6.2

Spin-lattice coupling across the magnetic
quantum phase transition

Magneto-infrared spectroscopy provides a unique opportunity to reveal spin-lattice
coupling across magnetic quantum phase transitions in Cu-containing coordination
polymers and to explore how this interaction varies with dimensionality. This is
because we can compare the spectral response below and above these field-induced
transitions in a variety of materials. Figure 6.2 (a,d) displays the infrared absorption of [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 at 0 and 35 T
along with the corresponding full field absorption difference spectra ∆α(ω)= α(35 T)α(0 T). The development of these features across BC is shown with increasing magnetic field in Fig. 6.2 (b,e). Although these complexes have similar chemical building
blocks, the magnetoelastic interactions that facilitate the development of the fully
saturated magnetic states are quite different.
In [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 , we find several field-dependent vibrational modes.
These include three out-of-plane pyrazine distortions at 472 cm−1 , 488 cm−1 , and a
shoulder off the latter. The peak at 795 cm−1 , which we assign as a C-H out-of-plane
pyrazine bend, is also active - just to a lesser extent. By contrast, [Cu(pyz)1.5 (4HOpy)2 ](ClO4 )2 displays only one field-induced feature - an out-of-plane pyrazine
distortion, which is now a well-defined doublet at 487 and 489 cm−1 . These pyrazinerelated distortions are the only field-dependent modes; all others are rigid. This is
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Figure 6.2:
(a,d) Absorption (at 4.2 K) of [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and
[Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 at 0 and 35 T along with the 35 T absorption difference spectra. Vertical gray boxes highlight field-induced changes. (b,e) Absorption
differences of the magneto-active modes with increasing magnetic field. (c,f) Overlay of magnetic-field-induced frequency shifts of the out-of-plane pyrazine distortions
plotted with the 1.5 K magnetization [148] and the square of magnetization. The
data sets are normalized above the critical field, BC . (g) Comparison of spin-phonon
coupling constant of the out-of-plane pyrazine distortion as a function of magnetic
dimensionality in several well known Cu-containing coordination complexes.
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because pyrazine ligands connect the Cu centers in these materials. [16, 150] As a
result, the out-of-plane bending mode distorts the superexchange linkage and modulates the exchange between magnetic centers. The motion of the other modes, for
instance the pyrazine stretch or the strongly temperature dependent Cu-N stretch
near 290 cm−1 , do not have the same effect on the antiferromagnetic part of J. [114]
Table 6.1 summarizes the size of the absorption difference across the magnetically
driven transition to the fully saturated state. Changes are largest in the low frequency region in both systems. The ClO−
4 also shows stronger distortions compared
to the PF−
6 material. We find that [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and [Cu(pyz)1.5 (4HOpy)2 ](ClO4 )2 undergo somewhat different magnetically-driven local lattice distortions due to their respective dimensionalities. At low temperature, the Cu2+ centers
of the ladder have a tendency to form dimers, [106,194] causing isolation of important
exchange interactions. With applied magnetic field, the mechanism required to fully
saturate a pair of spins therefore depends to a lesser extent on distortions along the
rails, and the effects are localized within the rungs. [195] In contrast, the distortion in
the PF−
6 complex is more complex, requiring a combination of out-of-plane pyrazine
motions along multiple directions.
Table 6.1: Summary of magneto-active vibrations in [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and
[Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 . We show the percent changes of absorption across
the quantum critical transition of these modes, along with field-induced frequency
shifts and corresponding spin-phonon coupling constants. These are related as ω ≈
ω0 + λhSi · Sj i. Here, λ is the spin-phonon coupling constant.
Anion

Frequency (cm-1 )

Assignment

∆α/α (%)

∆ω (cm−1 )

λ (cm−1 )

PF−
6

472
488
797

o.o.p. pyz dist.
o.o.p. pyz dist.
C-H o.o.p. pyz dist.

25
18
2

0.48
0.52
0.05

1.9
2.1
0.2

ClO−
4

487
489

o.o.p. pyz dist.
o.o.p. pyz dist.

25
33

0.66
0.73

2.7
2.9
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We can also extract frequency shifts ∆ω across the magnetic quantum phase
transitions. Figure 6.2 (c,f) displays the absolute value of the frequency shift |∆ω|
along with the 1.5 K magnetization [148] and the square of magnetization. The
data sets are normalized above the critical field, BC . We find that the field-induced
frequency shifts follow [M (B)]2 , rising with increasing field and leveling off above the
critical field, BC . This demonstrates that applied field drives both systems into the
fully saturated magnetic state [112, 150] and that certain ligand-related phonons are
sensitive to the change in spin state. A sharp knee - like that in the magnetization
- is not observed at BC because our magneto-infrared measurements were taken
slightly above the ordering temperatures. Nevertheless, short-range interactions are
sufficiently strong in both complexes to preserve the essential physics across the
quantum phase transition. [114, 196]
Well-defined frequency shifts allow determination of spin-phonon coupling constants across the magnetic quantum phase transition. [197, 198] Generally, these
values are defined as ω = ω0 + λhSi · Sj i, where ω0 and ω are the unperturbed and
perturbed phonon frequencies, hSi · Sj i is the nearest-neighbor spin-spin correlation
function, and λ is the mode-dependent spin-phonon coupling constant. [80, 81] At
sufficiently low temperatures, the spin-spin correlation hSi · Sj i goes as S 2 = (1/2)2
= 1/4 for Cu2+ spins. The magnitude of λ provides information about how the
magnetic exchange interaction J is modulated by certain phonon displacements u,
since λ = ∂ 2 J/∂u2 . [181] Therefore, by tracking the frequency shifts of the out-ofplane pyrazine vibrational modes in [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and [Cu(pyz)1.5 (4HOpy)2 ](ClO4 )2 across the magnetically-driven transition to the fully saturated state,
we can extract the spin-lattice coupling constants. Table 6.1 summarizes fieldinduced frequency shifts and corresponding λ’s for each field-dependent mode. In
the following discussion, we focus on the out-of-plane pyrazine distortion near 490
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cm−1 because, in both cases, λ is large.
With

the

addition

of

[Cu(pyz)2 (2-HOpy)2 ](PF6 )2

and

[Cu(pyz)1.5 (4-

HOpy)2 ](ClO4 )2 , the collection of Cu-containing coordination polymers for
which λ’s have been evaluated across the magnetic quantum phase transition is
now broad enough to allow several interesting structure-property effects to emerge.
Figure 6.2 (g) summarizes spin-phonon coupling constants for the pyrazine bend in
this class of materials. [114, 157, 191] The overall trend is interesting. The pyrazine
distortion in the spin ladder [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 sports the strongest
spin-phonon coupling (λ=2.9 cm−1 ), whereas the one- and two-dimensional materials have slightly lower values ranging from 2.5 cm−1 in the chain compound to
between 1.2 and 2 cm−1 in the various layered systems. This difference arises due
to the unique structure of the spin ladder. In the quasi-two-dimensional materials,
connectivity extends in the ab-plane. In the quasi-one-dimensional systems, distortions occur primarily in the rail direction. Both systems require several local
lattice distortions to facilitate the transition to the fully saturated spin state. What
makes the ladder unique is the tendency toward low temperature dimerization [194]
which, in [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 , makes the pyrazine ligand the primary
magnetic interaction pathway between Cu2+ centers in the rung. By undergoing an
out-of-plane bend, a single local lattice distortion can reduce the antiferromagnetic
part of J and stabilize the fully saturated spin state. [114, 157]

6.3

Pressure-induced structural phase transitions
in Cu-containing coordination polymers

Spin-lattice interactions can also be explored under compression. [199–201] This
is because pressure distorts the soft ligands that act as super-exchange pathways
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in molecule-based magnetic materials and, by so doing, triggers changes in magnetic states. [5] Both processes can be probed spectroscopically. Figure 6.3 (a,c)
displays close-up views of the infrared response of [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and
[Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 as a function of pressure at 300 K. We only display results up to 10 GPa because, although not necessarily apparent in this energy window,
both complexes become amorphous above 8 GPa (dashed gray lines). A detailed discussion is available in the Supporting Information. We focus on the behavior of the
pyrazine- and pyridone-related modes in order to link our findings with temperature
and field effects. We track frequency vs pressure trends [Fig. 6.3 (b,d)] to quantify
the pressure-driven spectral changes. Although inherently similar in composition,
differences in local structure and dimensionality drive these materials to unique high
pressure phases.
Figure 6.3 (a,b) summarizes the vibrational properties of [Cu(pyz)2 (2-
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Figure 6.3: (a,c) Close-up views of the 300 K infrared spectra as a function of pressure
for [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 , respectively. The
spectra are offset for clarity. The vertical green regions highlight pressure-driven
distortions. (b,d) Frequency vs. pressure trends for the modes displayed in (a,c).
Critical pressures PC are indicated by vertical red lines. The gray areas indicate the
point at which each system becomes amorphous (Supporting Information).
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HOpy)2 ](PF6 )2 as a function of pressure. The 487 cm−1 out-of-plane pyrazine bend
(which links the metal centers) hardens under compression whereas the 503 cm−1
pyridone distortion (which stabilizes the layered structure) softens. The two branches
come together across the 3.7 GPa structural phase transition [Fig. 6.3 (b)], consistent
with the development of a higher symmetry phase. The 450 and 470 cm−1 modes
(a pyridone- and pyrazine-containing distortion, respectively) converge across the
critical pressure PC as well. Naturally, the easy axis of compression in the PF−
6 compound is along c. Pressure therefore enhances the interlayer hydrogen bonding and
stabilizes the structure. The pyridone bending mode softens as a result - analogous
to the aforementioned temperature trends [Fig. 6.3 (b)]. The primary contraction
along c that strengthens interlayer interactions is accompanied by a relatively simple
ab-plane shrinkage that brings the Cu2+ centers closer together while distorting the
pyrazine ligands.
The [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 spin ladder displays local lattice distortions
that are consistent with a change in symmetry under compression. Although many
of the modes harden systematically under pressure, the out-of-plane pyrazine distortion at 487 cm−1 splits across the 4.5 GPa transition [Fig. 6.3 (d)]. Thus, while the
pyrazine ligands in the rung and rail directions are nearly indistinguishable in the low
pressure phase, the system becomes anisotropic above PC = 4.5 GPa. We anticipate
strengthened Cu· · · Cu exchange pathways in the rung direction due to the natural
tendency for spin ladders to dimerize. [202] Although pressure may improve interladder hydrogen bonding, these interactions, as in the temperature and magnetoinfrared measurements, are relatively weak. In any case, splitting of the out-of-plane
pyrazine distortion across the pressure-driven transition in the ClO−
4 complex is consistent with the development of a lower symmetry space group. A subgroup analysis
of the P 21 /c space group [121] reveals several candidate high pressure phases includ-
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ing P 1, P 21 , and PC . In the P 21 /c space group, an inversion center is present due
to the intersection of a c-glide plane and a two-fold screw axis (21 ). The lower symmetry space groups do not have this intersection. All of the potential low symmetry
structures including P 1, P 21 , and PC are therefore ferroelectric [121], suggesting that
low-dimensional magnetic materials like [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 have potential applications as a multiferroic. The transition to a lower symmetry space group
along with pressure-induced modifications to the superexchange pathways may also
shift the magnetic quantum phase transition to lower fields. [31]
Given the variety of copper-containing coordination polymers and the fact that
spin-phonon coupling constants are sizable and show clear structure-property relations across the magnetic quantum phase transition [Fig. 6.2 (g)], we sought to
correlate the behavior across PC with magnetic dimensionality. There is, however, no
apparent trend - probably due to the complexity of the pressure-induced transitions
in these materials. In fact, many Cu and Ni coordination complexes have multiple
structural transitions under compression with signatures of disorder above 8 or 10
GPa. [203, 204] While applied field drives these materials into the fully saturated
state in such a way that the field-dependent local lattice distortions modulate the
superexchange pathway, pressure induces a more generalized lattice response with
contributions from all of the soft linkages. Only a few of these trigger magnetic
crossovers.

6.4

Supporting information

Assigning pyrazine- and pyridone-related vibrational modes
We assign vibrational modes in [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and [Cu(pz)1.5 (4HOpy)2 ](ClO4 )2 using three different strategies:
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lattice dynamics calculations,

measurements of chemically similar materials, and comparisons with literature
data.

For the work with chemically related materials, we measured the vibra-

tional properties of several different copper-containing coordination polymers including Cu(HF2 )(pyz)2 BF4 [205], Cu(HF2 )(pyz)2 ClO4 [205], [Cu(pyz)2 (2-HOpy)2 ](BF4 )2 ,
and [Cu(pyz)2 (2-HOpy)2 ](ClO4 )2 . The latter two are very similar in structure to the
PF6 complex of interest here. The infrared response of these systems is summarized
in Fig. 6.4. Our specific goal was to compare and distinguish the cluster of modes
between 475 and 525 cm−1 . This is challenging because pyrazine- and pyridonerelated vibrations resonate in close proximity to each other. Even so, the distinction
becomes especially important for interpreting high pressure effects in [Cu(pyz)2 (2HOpy)2 ](PF6 )2 and [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 .
The blue band in Fig. 6.4 highlights pyrazine-related distortions. This vibration
is present in all six compounds and is well-understood in literature as an out-of-plane
pyrazine bend [191, 192]. A single feature is present for [Cu(pyz)2 (2-HOpy)2 ](PF6 )2
and the two HF2 -containing complexes because these three compounds are planar and
essentially square. They contain only one pyrazine environment. On the other hand,
both [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 and the two other [Cu(pyz)2 (2-HOpy)2 ] layered
complexes have a doublet in this region, indicative of unique pyrazine environments.
The mode near 503 cm−1 (highlighted in pink) is absent in both Cu(HF2 )(pyz)2 BF4
and Cu(HF2 )(pyz)2 ClO4 where pyridine is not part of the chemical structure. We
therefore assign this feature as an out-of-plane pyridone bend. The lower vibration of
this pyridone doublet is seen near 450 cm−1 . A side-by-side comparison also reveals
−
the BF−
4 and ClO4 counterion modes. We note that the spin ladder [Cu(pyz)2 (2-

HOpy)2 ](ClO4 )2 has several additional features, probably due to the fact that there
are two sets of interactions – those along the rung and those along the rail – which
act to split the modes.
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Figure 6.4: Comparison of several copper-containing coordination polymers in the
relevant frequency range. We highlight a number of similarities between these com−
plexes including pyrazine-, pyridone-, HOpy, and BF−
4 - and ClO4 -related modes.
Our goal is to assign vibrations in [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 and [Cu(pyz)2 (2HOpy)2 ](PF6 )2 (dark blue and red spectra on the bottom.)
Disordered high pressure phase in copper-containing coordination polymers
Figure 6.5 summarizes the infrared and Raman response of [Cu(pyz)2 (2HOpy)2 ](PF6 )2 and [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 under compression. To highlight
differences, we show spectra taken below the critical pressure (PC ), above PC , and in
the amorphous region. Although we focus on the infrared response in the main text,
evidence for disorder is also present in the Raman spectra. Both materials display
compression-induced structural phase transitions. The infrared-active modes reveal
new splitting patterns across PC whereas most of the Raman modes harden (and
decrease in intensity) under pressure. At higher levels of compression, the phonons
in these materials start to lose their coherency and definition due to disorder. As a
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result, many features can not be easily tracked because the signatures of individual
peaks are smeared in this range. In [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 , the lattice loses
coherence above 7.42 GPa. Similar signatures of disorder appear near 8.08 GPa in
[Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 . These onset pressures along with evidence for amorphous states in related materials [203] suggests that we can anticipate signatures
of disorder between 6 and 8 GPa in this family of compounds. Whether there is a
commonality in the mechanism is a topic for future work.
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Figure 6.5: (a) Infrared absorption and (b, c) Raman scattering spectra of twodimensional [Cu(pz)2 (2-OHpy)2 ](PF6 )2 below PC , above PC , and in the disordered
phase. (d-f) Corresponding spectra for ladder-like [Cu(pz)1.5 (4-OHpy)2 ](ClO4 )2 . All
data are taken at room temperature, and the spectra are offset for clarity.
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Chapter 7
Observation of magnetoelectric,
spin-lattice, and electron-phonon
coupling in multiferroic
(NH4)2[FeCl5·(H2O)]
In this chapter, I bring together pulsed-field polarization techniques, magnetoinfrared spectroscopy, and lattice dynamics calculations to uncover the high magnetic field coupling mechanism of P and B in (NH4 )2 [FeCl5 ·(H2 O)] and to explore the structural distortions that this system undergoes through various magnetic
phases and across the magnetic quantum phase transition. High-field polarization
is quenched by the quasicollinear → collinear sinusoidal magnetic transition. Strikingly, spin-lattice coupling across the magnetic quantum phase transition reveals that
nearly all low-frequency vibrations modulate magnetic exchange via hydrogen- and
halogen-bonding interactions. An analysis of combined techniques demonstrates that
magneto-infrared is sensitive to both spin-phonon and electron-phonon coupling.
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7.1

Electric polarization across the magnetic
quantum phase transition

Figure 7.1 displays the polarization of (NH4 )2 [FeCl5 ·(H2 O)] as a function of magnetic
field. Specifically, we highlight the P ||a, B||c configuration. Figure 7.1 (a) shows
the electric polarization ∆P as a function of magnetic field at various temperatures
both above and below TFE =6.9 K. We find that polarization values are small at
low magnetic fields, falling to zero near 5 T. This is in excellent agreement with
previous reports that polarization lies primarily within the ab plane (9◦ off of the
a-axis) in zero field and flops to the c-axis at 5 T, concurrent with the magnetic
spin-flop transition. [61, 90] In any case, this transition is not strongly temperature
dependent, and signatures of the phase diminish above 6 K. Given the size of the
magnetic moments (≈ 4.6 µB /f.u. at BC ) and the electric polarization (∆P = 1.8
nC/cm2 at Pmax ), magnetism likely drives the changes in polarization. Therefore, the
5 T polarization flop in (NH4 )2 [FeCl5 ·(H2 O)] is triggered by the magnetic spin-flop
transition. This is consistent with a type-II multiferroic mechanism in which electric
polarization is lost above the magnetic ordering temperature or whenever spin order
vanishes.
Unexpectedly, polarization begins to rise again in this configuration with increasing magnetic field. Previous work suggests that ∆P disappears above the spin-flop
transition when P ||a and that polarization subsequently rises after 5 T in the P ||c
configurations. [61] We find that values increase systematically above 5 T, reaching
a maximum at 26 T. At low temperatures, ∆P displays a dome-like trend with field
that rises gradually and drops off sharply at higher magnetic fields. At 1.5 K, polarization goes to zero near 26 T; the magnitude of the 4 K curve is overall smaller,
falling to zero at 21 T. The 6 K curve shows small signatures of this transition,
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Figure 7.1: (a) Change in electric polarization (∆P ) of (NH4 )2 [FeCl5 ·(H2 O)] as a
function of magnetic field at various temperatures. This is the P ||a, B||c configuration. Others are given in Supplemental Information. (b) Magnetoelectric current I vs
B, highlighting changes in ∆P (B). (c) B-T phase diagram of (NH4 )2 [FeCl· 5(H2 O)];
points taken from the magnetoelectric current measurement are indicated in light
blue. [90] A color bar is included to illustrate the strength of ∆P with field – red
signifies a strong response and white represents zero polarization.
but the effects are smeared – probably due to the fact that these data are in close
proximity to the triple point of the phase diagram and that some short-range interactions survive above the ordering temperature. [30] The dome-like shape of our
data is reminiscent of the magnetic saturation, which is characteristic of a typical
antiferromagnet in that saturation values are high at lowest temperatures and fall
off towards TN =7.25 K. [90] In order to investigate this correlation, we show the
derivative of ∆P – the magnetoelectric current I vs. B – in Fig. 7.1 (b). The use of
derivative techniques provides a precise determination of changes in polarization; we
uncover the low- and high-field transition fields in polarization with relatively small
error bars and definitively reveal high-field multiferroic behavior.
Bringing the high-field polarization behavior together with previous magnetization work, we reveal the complete B-T phase diagram of (NH4 )2 [FeCl5 ·(H2 O)] summarizing the behavior of both electric polarization and spin [Fig. 7.1 (c)]. [61,90,153]
Small open circles denote the different ferroelectric phases, [61] small spheres show
the spin-flop transition, spin reorientations, and magnetic saturation, [90] and the
118

large blue spheres are data points taken directly from the magnetoelectric current
reported in this work. The changes in low-field polarization at low magnetic field are
consistent with the cycloidal → quasicollinear magnetic transition. Our measurements serve as further proof that this transition is of magnetoelectric origin, since
previous reports only measured either the magnetic or electric aspects, and here we
measure how they interact. The overall strength of ∆P is depicted with the red scale
bar, where dark red represents larger changes in polarization and white signifies zero
change. Surprisingly, we find that polarization does not correlate with the magnetic
saturation field (BC =30 T at the lowest temperatures) as one might naively expect
for a magnetoelectric complex, but rather with the first small magnetic reorientation
leading up to saturation. Once the magnetic spin arrangements begin to change, ∆P
reaches a maximum and drops suddenly to zero, despite the fact that the overall magnetic moment continues to grow. Polarization is lost at the quasicollinear magnetic
orientation to collinear sinusoidal configuration transition – as expected for a type-II
multiferroic. It collapses entirely before the magnetic quantum phase transition. We
note that all measurement configurations show an overall loss of polarization at the
same magnetic field, proving that polarization does not merely flop to another axis
at this transition.

7.2

Lattice distortions through the order-disorder
phase and the magnetic quantum phase transition

(NH4 )2 [FeCl5 ·(H2 O)] is well-studied in the infrared, although the majority focused
on vibrational motions of water-coordinated aquo-complexes as a whole and how
vibrations varied with counterion substitution (K, Rb, NH4 ). [206–208] Our interests
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are different and instead lie in the microscopic lattice changes across the 79 K orderdisorder transition and the development of the low temperature, magnetoelectric
state. We assign modes based off of lattice dynamics calculations and calculated
displacement patterns. What is unique about this work is the heavy focus on the
low-frequency modes, since previous work primarily investigates lattice activity above
350 cm−1 .
We track the vibrational modes as a function of temperature – by doing so,
we unveil several different trends including mode splitting, characteristics of anharmonicity, and signatures of hydrogen bonding [Fig. 7.2]. Importantly, nearly every
mode is responsive to the order-disorder transition at 79 K. This is surprising since
this transition is reported as a subtle distortion to a monoclinic phase. [209] That
nearly every mode responds to this transition signifies that, although To/d does not
drastically alter the overall crystal structure, the induced hydrogen bonding does
lower the local symmetry of several centers – namely those that split below the
order-disorder transition like the H2 O wag and the NH bend [Fig. 7.2 (a,e)]. Frequency vs temperature plots reveal that hydrogen bonding interactions – though
typically weak compared to traditional covalent bonds – play an important role in
molecular materials with low energy scales and flexible architectures.
To examine spin-lattice coupling in this hydrogen- and halogen-bonded multiferroic and to determine which of the competing magnetic exchange pathways aid in the
development of the fully saturated magnetic state, we measure the magneto-infrared
response of (NH4 )2 [FeCl5 ·(H2 O)] at 4.2 K across the magnetic quantum phase transition. Figure 7.3 (a) displays the low-frequency regime of (NH4 )2 [FeCl5 ·(H2 O)] at
0 and 35 T, along with the 35 T absorption difference curve ∆α = α(35 T)-α(0 T),
which serves to emphasize small changes with magnetic field. Some of the most important modes include the Fe-Cl stretch at 276 cm−1 , the Fe-O stretch at 365 cm−1 ,
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the differences in behavior as a function of temperature.
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Figure 7.3: (a) Absorption of (NH4 )2 [FeCl5 ·(H2 O)] at 0 at 35 T in the low-frequency
regime along with the 35 T absorption difference spectrum, ∆α = α(35 T) - α(0
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of absorption across the magnetic quantum phase transition. (c) Overlay of the
integrated area of several magneto-active vibrations along with the low-temperature
magnetization [90] and the square of magnetization. The magnetic saturation region
is shown by the vertical gray box.
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and the Fe-OH2 stretch at 420 cm−1 . Remarkably, we uncover that every lattice distortion below 600 cm−1 is sensitive to applied magnetic field. This is entirely different
than other molecule-based magnets like Cu(pyz)(NO3 )2 and [Cu(pyz)2 (HF2 )]PF6 ,
where only one or two distortions aid in the development of the magnetic quantum
phase. [84, 120, 157] The higher frequency modes are completely rigid because they
are localized vibrations and counterion distortions rather than metal-containing or
superexchange-related vibrations such as those that resonate lower frequencies. Figure 7.3 (b) reveals the relative size of the field-induced changes ∆α(35 T)/α(0 T)
of these low-frequency modes. The majority of the distortions change up to 10%
with magnetic field. However, several of the lower frequency distortions reveal much
greater modifications with field – up to 46% in the largest case.
In order to quantify these field-induced effects, we integrate the absolute value of
R
the absorption differences |∆α|dω and plot them as a function of magnetic field.
In this way, we can discern how specific lattice distortions are involved in the development of the 30 T magnetic quantum phase. Figure 7.3 (c) displays the integrated
absorption differences of several important modes, the magnetization [90], and the
square of magnetization at low temperature. By analyzing the various superexchange
pathways, we find that applied field affects vibrations corresponding to changes in all
of the J exchange pathways, namely the H2 O wag and the NH4 -related motions. This
is evidenced by the fact that a majority of these lattice distortions follow [M (B)]2 ;
R
|∆α|dω reaches a plateau as magnetization saturates, indicative that these distortions are sensitive to the microscopic nature of the spin state. Although there
are competing low-field magnetic phases in addition to a series of spin transitions
leading up to the full field saturation in (NH4 )2 [FeCl5 ·(H2 O)], [90,153] we do not see
evidence for this frustration in the integrated absorption differences – probably due
to the sensitivity of the experiment.
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Spin-lattice coupling is often observed in materials in which ligands directly
link magnetic centers including many rare-earth manganites [200, 210] and more
recently, molecule-based magnetic systems of varying connectivities [3, 120, 211].
(NH4 )2 [FeCl5 ·(H2 O)] – with a plethora of low-frequency magneto-active vibrations
that arise solely due to changes in hydrogen and halogen bond interactions – is extremely rare, and the implications for these interactions are wholly unexplored. Other
molecular magnets with hydrogen-bonded superexchange pathways reveal a distinct
lack of spin-lattice coupling. [84] (NH4 )2 [FeCl5 ·(H2 O)], being completely molecular
in nature, provides one of the first examples of magnetic field-driven spin-lattice coupling mediated by hydrogen bonding and opens the door to a new area of molecular
multiferroics in which generally weakly-coupled interactions can toggle new magnetic
phases. That the strengths of these exchanges are comparable to traditional metalligand-metal values is important towards the development of entirely new classes of
materials in which spin-lattice coupling is variable and direct metal exchange is no
longer a requirement to access quantum phases.

7.3

Microscopic signatures of charge-spin-lattice
coupling

In order to unravel the distinct modifications that (NH4 )2 [FeCl5 ·(H2 O)] undergoes
with applied electric and magnetic field, we sought to directly correlate two bulk
techniques – polarization and magnetization – along with a microscopic technique,
magneto-infrared spectroscopy. Figure 7.4 displays the normalized magnetization
R
[90], square of the magnetization, polarization, and |∆α|dω of the Fe-O stretch
and the Fe-OH2 rocking mode. We highlight these particular modes because they
display large changes with magnetic field and play important roles in the magnetic
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Figure 7.4: Comparison of the absolute value of the absorption differences of two
important magneto-infrared distortions, magnetization [90], the square of magnetization, and ∆P of (NH4 )2 [FeCl5 ·(H2 O)]. [90] All data were acquired at low temperature (below TN and TFE ) and are normalized to the P or M saturation fields. ∆P (B)
goes to zero at 26 T, and magnetization saturates at 30 T. The magneto-infrared
data tracks [M (B)]2 , but small signatures of the ∆P transitions are also apparent
in the infrared data as deviations from this trend.
exchange. The combination of these techniques provides a rare opportunity to investigate the interplay between spin and charge of a particular lattice distortion
– whereas polarization and magnetization measure the long-range response of the
entire material, magneto-infrared spectroscopy probes a specific chemical bond.
Spin-phonon

coupling

is

the

dominant

field-driven

interaction

in

(NH4 )2 [FeCl5 ·(H2 O)], evidenced by the strong similarities between [M (B)]2
R
and |∆α|dω. Strikingly, we also observe modest signatures of ∆P near the
low-field polarization rotation along with the high-field change in which ∆P drops
to zero – they appear as deviations from [M (B)]2 and are highlighted in light blue in
Fig. 7.4. The response of magneto-elastic distortions to the electronic properties is
altogether unexplored, as previous work focuses solely on spin-phonon interactions
related to changes in the overlap integral within superexchange pathways. However,
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when magnetic field perturbs the spin state and the overall electric polarization
(which are both sensed by the lattice), electron-phonon coupling emerges. Although
electron-phonon coupling is typically demonstrated through optical measurements,
we observe electronic signatures because infrared spectroscopy is considered to
measure a change in dipole moment and is sensitive to both the charge and volume
of a material.

We therefore reveal that – in a magnetoelectric multiferroic –

signatures of both spin-phonon and electron-phonon coupling are observable, albeit
with different magnitudes.
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Chapter 8
Summary and outlook
In this dissertation, I present the spectroscopic study of several important moleculebased multiferroics and quantum magnets in order to explore the exotic properties
that emerge from flexible lattices, low energy scales, and strong spin-lattice-charge
mixing. By probing the vibrations in these systems as a function of temperature,
magnetic field, high pressure, and chemical substitution, I reveal the microscopic
mechanisms required to reach non-equilibrium phases such as those that develop
ferroelectricity, magnetism, and their mutual coupling.
The first problem focuses on the interplay between electric and magnetic polarizations in the molecule-based multiferroic [(CH3 )2 NH2 ]Mn(HCOO)3 . These ferroicites
are linked by a single phonon - an infrared-active formate bending mode. Analysis
of this structure across TC shows that doublet splitting can be described in terms of
a power law fit to the order parameter - just like polarization. The ligand bending
mode also couples to the development of magnetization across BC , a finding that
we analyze in terms of how reduction of JAFM facilitates the development of the
fully saturated state. That a specific phonon mode underpins both ferroicities and
magnetoelectric coupling is remarkable because TC and TN are quite different. This
discovery opens the door to a significant new research area in tunable low energy-scale
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multiferroics.
We build upon these ideas by exploring the structure-property relations that arise
in this family of molecule-based multiferroics. We combined magnetization, magnetoinfrared spectroscopy, and lattice dynamics calculations to unveil the magnetic field
- temperature phase diagrams in multiferroic [(CH3 )2 NH2 ]M (HCOO)3 (M =Mn2+ ,
Co2+ , Ni2+ ). Although the magnetic saturation field of the Mn analog is experimentally realizable at 15.3 T, much higher fields are required to saturate the Ni and Co
complexes. Both the magnetization data to 65 T and knowledge of the exchange energies suggest that these values are around 125 T and 88 T, respectively. Analysis of
the infrared spectrum of the Mn and Ni compounds across TC reveals doublet splitting of the formate bending mode. This local lattice distortion is an order parameter
of the ferroelectric transition. Interestingly, a power law fit shows that the dimensionality of these analogs develops differently through TC , with [(CH3 )2 NH2 ]Ni(HCOO)3
being much more mean field like than [(CH3 )2 NH2 ]Mn(HCOO)3 as evidenced by
the value of the critical exponent. By contrast, [(CH3 )2 NH2 ]Co(HCOO)3 reveals a
surprising framework rigidity across the order/disorder transition due to modest distortions around the Co2+ centers. We therefore conclude that the transition to the
ferroelectric state is driven solely by counterion freezing and the consequent hydrogen bonding. Under applied field in the Mn (and most likely, the Ni) compounds,
the formate bending mode is involved in the transition to the fully saturated magnetic states, whereas the Co complex adopts a different mechanism involving formate
stretching distortions. B-site substitution is thus a powerful tool for the development
of structure-property relations within chemically analogous materials, providing control of electronic and magnetic properties, as well as energy scales, without altering
the overall architecture.
Another complementary area of work was a comprehensive study of copper-
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containing coordination polymers and how spin-phonon coupling strengths vary
with structral and magnetic dimensionality. Here, we combined vibrational spectroscopy with a number of different external stimuli to explore spin-lattice coupling
in [Cu(pyz)2 (2-HOpy)2 ](PF6 )2 and [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 . The Cu centers
in both systems are linked by pyrazine ligands, and by following local lattice distortions under temperature, magnetic field, and pressure, we can analyze magnetoelastic
coupling. One of the most fascinating trends emerges across the magnetic quantum
phase transition. While zero-dimensional (or “dot-like”) systems connected only
by intermolecular hydrogen bonds display no spin-lattice coupling across this type
of field-driven transition, coupling increases in the one-dimensional case, reaches a
maximum in the ladder, and falls again in layered analogs. The availability of a
chemically-related family of copper-containing quantum magnets including the ladder system, [Cu(pyz)1.5 (4-HOpy)2 ](ClO4 )2 , is key to unveiling this trend. These findings are applicable to other classes of materials with field-induced transitions from
the antiferromagnetic → fully saturated state including molecule-based multiferroic
and single sheet analogs. [56, 61, 212] [(CH3 )2 NH2 ]Mn(HCOO)3 , for instance, relies
upon asymmetric hydrogen bonding that emanates from an order-disorder transition to produce ferroelectricity, [56] whereas (NH4 )2 [FeCl5 ·(H2 O)] utilizes a number
of different hydrogen bond pathways to create magnetic exchange as well as frustration. [61] Analysis of spin-lattice coupling across the magnetic quantum phase
transitions in these systems may reveal extended structure-property relationships.
These materials may also have applications in single sheet form where ferromagnetic
ferroelectricity is rarely explored [212] and as molecular spin-crossover systems for
actuators. [213]
To gain further understanding of high-field multiferroic behavior and spin-lattice
coupling in molecule-based magnets, we explored (NH4 )2 [FeCl5 ·(H2 O)] via a com-
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bination of pulsed-field polarization techniques, magneto-infrared spectroscopy, and
lattice dynamics calculations. Polarization effects fall to zero at the same time that
the quasicollinear → collinear sinusoidal magnetic state occurs, as expected for a
type-II multiferroic. Strikingly, spin-lattice coupling across the 30 T magnetic quantum phase transition reveals that nearly all features below 600 cm−1 are magnetoactive. This is in stark contrast to most molecule-based magnets in which only a few
distortions aid in the development of the fully saturated magnetic state. Moreover,
these distortions modulate hydrogen-bonding pathways rather than typical metalligand-metal exchanges. Composed of entirely hydrogen- and halogen-bonded interactions, (NH4 )2 [FeCl5 ·(H2 O)] is unique in that it demonstrates intrinsic coupling of
the lattice, electronic properties, and magnetism. Strikingly, a comparison of polarization, magnetization, and magneto-infrared techniques reveals that in addition to
these spin-phonon effects, we also observe signatures of electron-phonon coupling,
evidenced by modest changes in the magneto-infrared distortions at the polarization transitions. This rare effect motivates further exploration of other families of
molecule-based multiferroics in which coupling between spin, charge, and lattice degrees of freedom may exist. Additionally, because (NH4 )2 [FeCl5 ·(H2 O)] breaks time
reversal, rotational, mirror plane, and inversion symmetry, nonreciprocal effects are
likely.
Taken together, these comprehensive findings elucidate the mechanisms and
cross-coupling of ferroelectricity and magnetism in several important families of
molecule-based multiferroics and quantum magnets. With the application of magnetic field, we can identify the specific lattice distortions that change across magnetic quantum phase transitions in order to understand how different materials reach
non-equilibrium phases. Molecule-based materials – with bridged metal ions, wellestablished superexchange behavior, overall low energy scales, and a wide variety of
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structural and magnetic dimensionalities – are ideal candidates with which to explore
these ideas. This research motivates further exploration of other complex molecular
magnets under extreme conditions, the development of their rich phase diagrams,
and the discovery of different properties that arise across magnetic, electronic, and
structural phase boundaries.
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C. Rüegg. Phys. Rev. Lett., 121, 117201 (2018).
[6] A. J. Steele, T. Lancaster, S. J. Blundell, P. J. Baker, F. L. Pratt, C. Baines,
M. M. Conner, H. I. Southerland, J. L. Manson, and J. A. Schlueter. Phys.
Rev. B, 84, 064412 (2011).
[7] P. A. Goddard, J. L. Manson, J. Singleton, I. Franke, T. Lancaster, A. J.
Steele, S. J. Blundell, C. Baines, F. L. Pratt, R. D. McDonald, O. E. AyalaValenzuela, J. F. Corbey, H. I. Southerland, P. Sengupta, and J. A. Schlueter.
Phys. Rev. Lett., 108, 077208 (2012).

133

[8] S. N. Herringer, C. P. Landee, M. M. Turnbull, J. Ribas-Ariño, J. J. Novoa,
M. Polson, and J. L. Wikaira. Inorg. Chem., 56, 5441 (2017).
[9] D. Papoutsakis, J. P. Kirby, J. E. Jackson, and D. G. Nocera. Chem. - A Eur.
J., 5, 1474 (1999).
[10] P. A. Goodson, J. Glerup, D. J. Hodgson, K. Michelsen, and U. Rychlewska.
Inorg. Chem., 33, 359 (1994).
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[61] M. Ackermann, D. Brüning, T. Lorenz, P. Becker, and L. Bohatý. New J.
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[117] C. N. R. Rao, A. Múller, and A. K. Cheetham, The Chemistry of Nanomaterials: Synthesis, Properties and Applications, Wiley-VCH Verlag & Co. (2004).

143

[118] C. N. R. Rao, A. K. Cheetham, and A. Thirumurugan. J. Phys. Condens.
Matter, 20, 083202 (2008).
[119] J.-C. Tan and B. Civalleri. CrystEngComm, 17, 197 (2015).
[120] K. D. Hughey, A. J. Clune, M. O. Yokosuk, J. Li, N. Abhyankar, X. Ding,
N. D. Dalal, H. Xiang, D. Smirnov, J. Singleton, and J. L. Musfeldt. Inorg.
Chem., 57, 11569 (2018).
[121] D. B. Litvin. Acta Crystallogr., A42, 44 (1986).
[122] M. Ma̧czka, M. Ptak, and L. Macalik. Vib. Spectrosc., 71, 98 (2014).
[123] H. D. Duncan, M. T. Dove, D. A. Keen, and A. E. Phillips. Dalt. Trans., 45,
4380 (2016).
[124] N. Abhyankar, S. Bertaina, and N. S. Dalal. J. Phys. Chem. C, 119, 28143
(2015).
[125] R. Yadav, D. Swain, H. L. Bhat, and S. Elizabeth. J. Appl. Phys., 119, 064103
(2016).
[126] X. Y. Wang, L. Gan, S. W. Zhang, and S. Gao. Inorg. Chem., 43, 4615 (2004).
[127] Y. P. Wang, X. G. Li, X. G. Zhang, G. Christou, and H. P. Cheng. J. Phys.
Chem. C, 121, 10893 (2017).
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