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Introduzione
La K-teoria fu pensata per la prima volta da A. Grothendieck, nella sua formu-
lazione del teorema di Riemann-Roch, per le varieta` algebriche, a partire dalla
categoria dei fasci coerenti; successivamente, M. F. Atiyah e F. Hirzebruch, al-
l’inizio degli anni ’60, la formularono come teoria per spazi topologici, a partire
dalla categoria dei fibrati vettoriali complessi, la cosiddetta K-teoria topologica.
Sono emerse poi, negli anni successivi, le principali varianti, come la K-teoria
reale, la K-teoria equivariante e la twisted K-theory (quest’ultima con notevoli
applicazioni nella fisica teorica).
La K-teoria equivariante classifica, nel caso di G-spazi compatti, i fibrati
equivarianti; tra i principali risultati raggiunti in questo ambito, ricordiamo
una versione equivariante del teorema dell’indice, per la classe degli operatori
trasversalmente ellittici, nella sequenza di lavori di Atiyah insieme a I. M. Sin-
ger. In [6], Atiyah, insieme a G. Segal, utilizza questo teorema per calcolare
effettivamente la K-teoria di alcuni spazi con azione del cerchio S1.
Quello che ci proponiamo di fare in questa tesi e` illustrare l’articolo non
ancora pubblicato [3] di P. Albin e R. Melrose, successivamente diviso e am-
pliato nelle due parti [4] e [2], in cui viene dato un nuovo metodo per calcolare
la K-teoria equivariante di varieta` differenziabili. Questo nuovo metodo passa
attraverso un processo di risoluzione ad un unico tipo di isotropia; l’utilita` di
questo processo e` quello di potercisi ricondurre a lavorare con la classe piu` rego-
lare degli spazi, appunto, con un solo tipo di isotropia, ovvero con stabilizzatori
dei punti tutti coniugati.
Per ottenere questa risoluzione, il passo fondamentale sara` il blow up radia-
le di sottovarieta`, che topologicamente equivale all’eliminazione di un intorno
tubolare aperto della sottovarieta`; a causa di cio`, saremo costretti ad esten-
derci alla categoria delle varieta` con angoli, ovvero spazi localmente diffeomorfi
a quadranti di uno spazio euclideo; il primo capitolo sara` quindi dedicato alla
descrizione di questi oggetti, e del blow up di speciali sottovarieta` dette p-
sottovarieta`. Nello stesso capitolo, descriveremo uno strumento molto utile, la
struttura di risoluzione (un insieme di fibrazioni aventi come spazio totale facce
della varieta`), che praticamente permette, data un varieta`, di “ricordare” i blow
up effettuati per ottenerla.
Nel secondo capitolo daremo una breve introduzione ai gruppi di Lie compat-
ti e alle loro rappresentazioni nel caso compatto; nel terzo, invece, descriveremo
le azioni dei gruppi di Lie compatti sulle varieta` con angoli; divideremo le orbite
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per tipo, ovvero per classe di coniugio degli stabilizzatori, e dimostreremo il teo-
rema di risoluzione, ovvero che effettuando un numero finito di volte il blow up
di un tipo di orbite minimale, si arriva alla fine ad una varieta` con un solo tipo
di orbite, ovvero con stabilizzatori tutti coniugati; sulla risoluzione, inoltre, vi
e` una struttura di risoluzione indotta da questi blow up, composta interamente
da spazi con un solo tipo di orbite.
Nel quarto capitolo definiremo la K-teoria equivariante, con le sue proprieta`
fondamentali; nel quinto capitolo, invece, descriveremo il metodo di Albin e
Melrose, ovvero come sfruttare la risoluzione ad un tipo di isotropia per calcolare
la K-teoria equivariante; per prima cosa definiremo un nuovo tipo di K-teoria
equivariante, relativa ad una struttura risoluzione, che permette di calcolare la
K-teoria di una varieta` anche dopo averne effettuato dei blow up; unendo questa
nuovo strumento con il teorema di risoluzione, ci si riconduce effettivamente ad
analizzare la K-teoria equivariante dei soli spazi con un unico tipo di orbite;
sfortunatamente, il risultato che danno Albin e Melrose nel loro articolo riguardo
a questo, e` falso, rendendo impossibile la piena applicazione del loro metodo;
descriveremo quindi il loro risultato e ne daremo un controesempio; subito dopo,
daremo un risultato nel caso di gruppi abeliani che puo` essere utile per una
parziale applicazione del metodo.
Infine, proveremo ad applicare questo metodo al caso che Atiyah e Segal
avevano dimostrato nel caso del gruppo S1 in [6]; nei casi analizzati, emergera`
immediatamente quanto questo metodo, per quanto affascinante ed elementare,
risulti alquanto laborioso e complicato fin dai casi piu` semplici.
Capitolo 1
Varieta` con angoli
In questo capitolo, presenteremo la prima parte dell’articolo di Albin e Melrose
[3] (poi rivisto e ampliato in [4] e [2]), che seguiremo nella trattazione quasi
per intero; descriveremo gli oggetti che tratteremo, ovvero le varieta` con angoli
con le loro strutture, e l’operazione che compieremo con esse, ovvero il blow up
radiale, definito come la sostituzione di una sottovarieta` con i punti di norma 1
nel fibrato normale.
1.1 Varieta` con angoli
Introduciamo le varieta` con angoli, che sono in un certo senso una generalizza-
zione delle varieta` con bordo; il modello locale e` lo spazio angolato
Rn,k = {x ∈ Rn|xi ≥ 0 if 1 ≤ i ≤ k}.
Ora, questi insiemi (eccetto per k = 0) non sono aperti in Rn; per poter
parlare quindi di carte che coinvolgono questi spazi angolati, ricordiamo le usuali
definizioni di differenziabilita` per sottoinsiemi qualsiasi di Rn.
• Dato un sottoinsieme A di Rn e un punto p di A, una funzione f : A→ R si
dice differenziabile in p se esiste un aperto U di p tale che f si estende ad
una funzione differenziabile su U , ovvero esiste una funzione differenziabile
f˜ : U → R tale che ristretta ad A ∩ U coincida con f .
• Una funzione f : A → R si dice differenziabile se e` differenziabile in
ogni punto di A; l’insieme delle funzioni differenziabili lo indicheremo con
C∞(A); una funzione f : A → Rm si dice differenziabile se lo e` la sua
composizione con ognuna delle proiezioni coordinate.
• Dati A e B due sottoinsiemi di Rn e Rm rispettivamente, una funzione
f : A → B e` differenziabile se lo e` vista come funzione a valori in Rm;
l’insieme delle funzioni differenziabili lo indicheremo con C∞(A,B); una
funzione biunivoca in C∞(A,B) e` un diffeomorfismo se la sua inversa e`
in C∞(B,A).
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Diamo ora una definizione preliminare, che ci serve per poter arrivare alla
definizione di varieta` con angoli.
Definizione 1.1.1. Una quasi-varieta` con angoli n-dimensionale e` uno spa-
zio topologico con un atlante {(Ui, ϕi)}i∈I di carte verso aperti di Rn,k, al variare
di k, tali che se Ui ∩ Uj 6= ∅, allora
ϕi ◦ (ϕj)−1 : ϕj(Ui ∩ Uj)→ ϕi(Ui ∩ Uj)
e` un diffeomorfismo.
Osservazione 1.1.2. Se e` possibile trovare un atlante con carte tutte con k = 0
(risp. k ≤ 1) allora la varieta` e` una varieta` senza bordo (risp. con bordo) come
le conoscevamo.
L’anello C∞(M) si ottiene semplicemente prendendo gli elementi di C0(M)
che composti con le carte diano mappe differenziabili.
Date due quasi-varieta` con angoli, l’insieme C∞(M,N) e` dato dalle funzioni
che composte a destra e a sinistra con carte di M e N rispettivamente, diano
mappe C∞; e` quindi ben definita la nozione di diffeomorfismo di varieta` con
angoli.
Allo stesso modo, possiamo definire il fibrato tangente TM , come pullback
tramite le carte del fibrato tangente di Rn,k (che a sua volta esiste come pullback
del tangente di Rn tramite l’immersione).
Una metrica puo` essere definita come nel caso senza bordo, ovvero come un
campo tensoriale definito positivo in ogni punto; ora, a differenza del caso senza
bordo, non e` ben definita una mappa esponenziale, in quanto per un punto sul
bordo possono non esistere geodetiche uscenti in alcune direzioni; affronteremo
diffusamente questa questione in seguito.
Definizione 1.1.3. Sia M una quasi-varieta` con angoli, p un punto di M ;
la codimensione al bordo di p e` l’unico k per cui esiste una carta di M
centrata in p, e a valori in Rn,k. Una faccia aperta di codimensione k e` una
componente connessa dei punti di M di codimensione al bordo k; una faccia
(o faccia chiusa) di codimensione k e` la chiusura di una faccia aperta di
codimensione k.
Definizione 1.1.4. Sia M una quasi-varieta` con angoli, e H una faccia chiusa
di codimensione 1; una funzione di definizione per H e` una funzione ρ ∈
C∞(M) tale che
• ρ ≥ 0, ed ha come luogo di zeri esattamente H;
• il differenziale di ρ e` non nullo su H.
Siamo pronti ora a dare la definizione di varieta` con angoli.
Definizione 1.1.5. Una quasi-varieta` con angoli M e` una varieta` con angoli
se ogni faccia di codimensione 1 ha una funzione di definizione.
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Esempio 1.1.6. • Ogni poligono convesso in R2 e` una varieta` con angoli;
• tra i solidi platonici, visti come sottospoazi di R3, e` possibile dare una
struttura di varieta` con angoli al tetraedro, al cubo e al dodecaedro, mentre
cio` non e` possibile (neanche come quasi-varieta` con angoli) per l’ottaedro
e per l’icosaedro, a causa del numero di spigoli per vertice;
• la goccia nella figura, e` una quasi-varieta` con angoli, ma non una varieta`
con angoli, perche´ ogni funzione differenziabile che valga zero sul bordo
deve avere differenziale zero nel vertice.
Osservazione 1.1.7. Date due varieta` con angoli M e N , e` ovviamente ben
definita una struttura di varieta` con angoli sul prodotto M×N , data dalle carte
prodotto, in quanto il prodotto di spazi angolati e` ancora uno spazio angolato.
Osservazione 1.1.8. Su ogni faccia K (di qualsiasi codimensione) di una va-
rieta` con angoli M e` indotta una struttura di varieta` con angoli: questo di-
scende banalmente dal fatto che in tutte le carte di M le facce sono sottospazi
coordinati, e questo da` l’atlante per K, semplicemente componendo le carte op-
portune con proiezioni sul giusto insieme di coordinate. Le facce di K saranno
ovviamente le facce di M contenute in K, e le codimensioni diminuiscono della
codimensione di K.
Da ora in poi in questo capitolo, tutte le varieta` con angoli che considereremo
saranno compatte. Questo implica in primo luogo che il numero delle facce e`
finito, perche` lo e` localmente in Rn,k.
1.2 Strutture di prodotto
In questa sezione, vedremo dei tipi di strutture, dette di prodotto, molto utili
nell’analisi di cio` che accade nel bordo di una varieta` con angoli.
Definizione 1.2.1. Una struttura di prodotto al bordo su una varieta`
con angoli M e` una collezione di funzioni differenziabili e campi di vettori
{(ρH , VH)} per tutte le facce di codimensione 1 di M tale che:
(i) ρH e` una funzione di definizione per H;
(ii) VH e` un campo di vettori tangenti in un intorno aperto UH di H, tale che
VH(ρH) = 1;
(iii) se UH1 ∩ UH2 non e` vuoto, allora VH1(ρH2) = 0 e [VH1 , VH2 ] = 0 in
UH1 ∩ UH2 ;
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Osservazione 1.2.2. La condizione (iii) ci dice quindi che ogni VH e` tangente
alle facce vicine, e quindi che in un intorno di H, ogni linea integrale di VH parte
da H: infatti, ripercorrendo la linea integrale all’indietro ho che ρH decresce
perche´ VH(ρH) = 1, e ci fermiamo sulla faccia perche´ non trovo nessun punto
dove VH = 0 (VH e` sempre non nullo sempre perche´ VH(ρH) = 1). Quindi,
l’integrazione di VH da`, in un intorno di H, una banalizzazione, ovvero un
diffeomorfismo a H × [0, ε) per un certo ε > 0. Tramite questa mappa, la
funzione ρH diventa semplicemente la proiezione su [0, ε), mentre il campo VH
la derivazione nella direzione di [0, ε).
Allo stesso modo, se K e` una faccia di codimensione k piu` alta, contenuta
nelle facce di codimensione 1 H1, . . . ,Hk, l’integrazione di tutti i campi di vettori
relativi a queste facce ci da` una banalizzazione per un intorno di K, ovvero un
diffeomorfismo verso K × [0, ε1) × . . . × [0, εk), tramite il quale le mappe ρHi
diventano proiezioni sulle coordinate [0, εi), e i campi di vettori VHi diventano




H × [0, ε)
K × [0, ε1)× [0, ε2)
Proposizione 1.2.3. Una varieta` con angoli compatta ammette sempre una
struttura di prodotto al bordo.
Dimostrazione. Numeriamo le facce H1, H2, . . . Hs (sono finite perche´ la va-
rieta` e` compatta), e fissiamo un qualsiasi insieme di funzioni di definizione
{ρ1, ρ2, . . . , ρs}, e costruiamo dei campi di vettori che soddisfino le relazioni.
Supponiamo di avere dei campi di vettori {V1, V2, . . . , Vs} definiti solo sul
bordo di M (quindi tangenti alle facce), e che ivi soddisfino tutte le relazio-
ni; vediamo come estenderli in modo che verifichino ancora tutte le relazioni,
all’interno di M . Costruiremo l’estensione dei campi di vettori uno per uno,
induttivamente.
Per costruire il primo campo di vettori V1, considero, per ogni insieme I ⊆





una estensione di V1 ad un intorno di H1 ∩
⋂
I Hi in M tale che V1(ρi) = 0
per ogni i ∈ I (ovvero tale che le linee integrali sono nella stessa superficie
di livello di ciascuna delle ρi) e tale che V1(ρ1) = 1; questa estensione esiste,
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non necessariamente unica. Incollando tutti questi campi tramite partizioni
dell’unita` opportune, e restringendo gli intorni, ottengo un campo in un intorno
di H1 tale che V1(ρ1) = 1 e che V1(ρi) = 0 vicino a Hi, per ogni i tra 2 e s,
vicino a Hi.
Supponiamo ora di aver costruito campi di vettori V1, V2, . . . Vr−1 tali che
[Vi, Vj ] = 0 vicino a Hi e Hj per ogni i, j tali che i < j < r, e tali che Vi(ρj) = δij






considero un un’estensione di Vr ad un intorno di Hr ∩
⋂
I Hi, in modo che:
• Vr(ρi) = 0 per tutti gli i in I maggiori di r;
• [Vr, Vi] = 0 per tutti gli i in I minori di r; questo in particolare implica
Vr(ρi) = 0;
• Vr(ρr) = 1;
questa soluzione esiste sempre, questa volta anche a causa del fatto che tali
condizioni valgono su Hr, e le estendiamo “salendo” su ρr (perche´ i Vi gia` definiti
commutano a loro volta in tutto un intorno, e hanno linee integrali dentro le
superfici di livello di ρr). Anche in questo caso, consideriamo una combinazione
di tutti questi cambi data da una partizione dell’unita` opportuna. Tramite
questa induzione, si ottiene una struttura di prodotto al bordo per M .
Rimane solo da mostrare che e` possibile assumere i Vi definiti su tutto il
bordo di M . Costruiamo la struttura di prodotto al bordo sul k-scheletro di
M (ovvero i punti con codimensione al bordo maggiore o uguale a k), tramite
un induzione a decrescere su k. Ma il passaggio da k a k − 1 corrisponde sem-
plicemente a costruire strutture di prodotto al bordo per varieta` di dimensione
piu` bassa di M , dati i campi di vettori sul bordo, che e` esattamente quello che
abbiamo visto sopra. Usando quindi una doppia induzione (il caso base e` un
insieme finito di punti), si puo` concludere.
Osservazione 1.2.4. Un’applicazione immediata di una struttura di prodotto
al bordo e` il processo di raddoppiamento di una varieta` con angoli. Consideriamo
M una varieta` con angoli, H una faccia di codimensione 1; il raddoppiamento
di M tramite H e` lo spazio M˜ dato da due copie di M , modulo la relazione di
equivalenza che incolla H tra le due copie. Per dare a questo M˜ una struttura
di varieta` con angoli, basta darla nei punti di H; ma le banalizzazioni H× [0, ε)
delle facce rispetto a cui sto raddoppiando, servono a dare una banalizzazione di
un intorno di H in M˜ diffeomorfa a H × (−ε, ε) in M˜ , dandoci le carte cercate.
H
M M
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Si osservi che data la struttura di prodotto di H × [−ε, ε), le facce di codi-
mensione 1 adiacenti a quelle tramite cui sto raddoppiando si uniscono alla loro
corrispettiva nell’altra copia di M in un unica faccia di M˜ . Osserviamo inoltre
che e` possibile raddoppiare per un insieme di facce disgiunte; infatti, un’unione
H ′ di facce disgiunte ha, sempre a causa di una struttura di prodotto al bordo,
un intorno banalizzato diffeomorfo a H × [0, ε) (nota: questo non vale assolu-
tamente se prendo un’unione di facce non disgiunte) e quindi, se prendo due
copie di M e le incollo tramite H ′, posso ancora dare una struttura di varieta`
con angoli.
Tramite questo processo di raddoppiamento, vogliamo arrivare ad immergere
una varieta` con angoli in una varieta` senza bordo, che ci sara` molto utile in
seguito. Per prima cosa, quindi, formalizziamo questo concetto di unione di
facce disgiunte, che poi diverra` fondamentale quando parleremo di blow up e
strutture di risoluzione.
Definizione 1.2.5. Sia M una varieta` con angoli, una faccia generalizzata e`
una unione di facce di codimensione uno disgiunte. Un insieme di facce genera-
lizzate H di dice esaustivo se ogni faccia di codimensione 1 di M e` componente
connessa di una e una sola faccia generalizzata di H.





Una faccia generalizzata e` unione di facce di codimensione 1 disgiunte; quindi,
sono facce generalizzate, ad esempio, le unioni A ∪ D, oppure B ∪ F , oppure
A ∪ C ∪ E. Sono facce generalizzate di questa varieta`:
• ogni faccia presa singolarmente;
• l’unione di due facce disgiunte (che possono essere opposte, come ad
esempio A ∪D, o “a distanza 2”, come ad esempio A ∪ C);
• l’unione di tre facce disgiunte (ovvero, A ∪ C ∪ E o B ∪D ∪ F );
ad esempio, un insieme di facce generalizzate esaustivo e` dato dalle facce {A ∪
C ∪E,B∪D,F}, oppure dalle facce {A∪D,B∪E,C ∪F}. Un insieme di facce
esaustivo e` anche l’insieme delle facce di codimensione 1 {A,B,C,D,E, F}.
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Definizione 1.2.7. Sia M una varieta` con angoli, e H una faccia generalizzata
di M ; una funzione di definizione per H e` una funzione ρ ∈ C∞(M) con le
stesse proprieta` della definizione 1.1.4, ovvero e` non negativa, ha come luogo di
zeri esattamente H, e ha differenziale non nullo su H.
Sia poi H un insieme esaustivo di facce generalizzate; una struttura di
prodotto al bordo per H e` una collezione di funzioni differenziabili e campi di
vettori {(ρH , VH)} per tutte le facce generalizzate H di H con le stesse proprieta`
della definizione 1.2.1, ovvero ρH e` una funzione di definizione per H, VH e` un
campo di vettori tangenti in un intorno aperto UH di H, e valgono VH(ρH′) =
δHH′ e [VH , VH′ ] = 0 per ogni H e H
′ facce generalizzate in H.
Proposizione 1.2.8. Sia M una varieta` con angoli compatta, e H un insieme
esaustivo di facce generalizzate; allora esiste una struttura di prodotto al bordo
per H.
Dimostrazione. La tesi segue facilmente dal caso non generalizzato. Conside-
riamo una struttura di prodotto al bordo Φ di M , data dalla proposizione 1.2.3.
Sia H in H una faccia generalizzata, e (ρ1, V1), . . . , (ρk, Vk) gli elementi di Φ re-
lativi alle sue componenti connesse H1, H2, . . . ,Hk (possiamo assumere, a meno
di restringere gli insiemi di definizione, che i Vi siano definiti su aperti disgiun-
ti); costruiamo una funzione di definizione e un campo di vettori tangenti per
H. Per quanto riguarda la funzione di definizione, combinare tramite partizioni
dell’unita` le funzioni ρi in una ρH che negli aperti di definizione di ciascun Vi
coincida con ρi; e` immediato che questa e` una funzione di definizione per H. Per
quanto riguarda il campo di vettori VH , lo creiamo semplicemente come unio-
ne digiunta dei Vi. Tramite questa scelta, tutte le condizioni sono ovviamente
verificate: infatti, VH(ρH) = 1 e` vera perche´ ho scelto ρH coincidente con ρi
vicino Hi; VH(ρH′) = 0 se H 6= H ′ perche´ ρH′ e` combinazione delle funzioni ρi
per cui VH(ρi) = 0; infine, [VH , VH′ ] = 0 perche` le condizioni da verificare sulle
componenti connesse sono esattamente le stesse di Φ.
Anche in questo caso, quindi, la struttura di prodotto al bordo da` una ba-
nalizzazione di un intorno di una faccia generalizzata, e permette di eseguire un
raddoppiamento attraverso una faccia generalizzata. Siamo pronti per enunciare
quindi la proposizione che avevamo annunciato.
Proposizione 1.2.9. Ogni varieta` con angoli compatta M si immerge in ma-
niera iniettiva in una varieta` differenziabile compatta M˜ senza bordo.
Dimostrazione. Prendiamo su M = M0 un qualsiasi insieme esaustivo di facce
generalizzate H, composta da k elementi, ed effettuiamo il raddoppiamento
tramite una faccia H (utilizzando una qualsiasi struttura di prodotto al bordo
per H che sappiamo esistere per la proposizione precedente); otteniamo una
nuova varieta` con angoli M1; ora, le due copie in M1 di ogni faccia generalizzata
H ′ diversa da H in H formano una faccia generalizzata in M1, in quanto se
H∩H ′ = ∅ si tratta di facce disgiunte, e se H∩H ′ 6= ∅ le componenti connesse di
H ′ che intersecano H si uniscono alla loro copia nell’altra copia di M in un’unica
faccia di M1. In pratica, ho costruito un insieme di facce generalizzate esaustivo
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per M1, varieta` con angoli compatta, con k − 1 elementi (poiche´ H sparisce,
ed ho esaurito il bordo di M1). Iterando questo processo k volte, ottengo una
varieta` Mk = M˜ in cui M si immerge tramite la catena di immersioni iniettive
M = M0 ↪→M1 ↪→ . . . ↪→Mk = M˜,
e M˜ ha un insieme di facce generalizzate esaustivo composto da 0 elementi,
ovvero e` senza bordo.
Esempio 1.2.10. Sia M un quadrato, con due facce generalizzate, ciascuna
l’unione di due facce opposte; raddoppiando rispetto alla prima (A in figura)
otteniamo un cilindro, con una sola faccia generalizzata; raddoppiando ancora,










Osservazione 1.2.11. Siano M ed N due varieta` con angoli, con M compatta,
che si immergono rispettivamente nelle varieta` senza bordo M˜ e N˜ ; possiamo
caratterizzare C∞(M,N) come le funzioni f : M → N tali che esistono U
aperto di M˜ che contiene M , W aperto di N˜ che contiene N , e una funzione
differenziabile f˜ : U → W che ristretta a M coincida con f . Per ottenere
questa proprieta` basta usare le partizioni dell’unita` per passare dal locale (dove
sappiamo che cio` accade per la definizione di C∞(M,N)). Allo stesso modo, il
fibrato tangente TM e` la restrizione ad M del fibrato TM˜ .
Sia ora M una varieta` con angoli compatta, che si immerge nella varieta`
senza bordo compatta M˜ . Ricordiamo che una metrica su M e` una sezione
del fibrato Sym2(T
∗M), tale che su ogni punto la forma bilineare simmetrica
sia un prodotto scalare, ovvero definita positiva; ovvero, una metrica e` una
funzione differenziabile M → Sym+2 (T ∗M), dove quest’ultimo e` l’insieme dei
punti che determinano prodotto scalari, ed e` ancora una varieta` con angoli
perche´ la condizione di positivita` e` una condizione aperta. Ora, Sym+2 (T
∗M)
si immerge nella varieta` senza bordo Sym+2 (T
∗M˜); quindi, sulla stessa linea
dell’osservazione precedente, una metrica su M e` sempre restrizione di una
metrica su un aperto U contenuto in M˜ che contiene M .
Definizione 1.2.12. Sia M una varieta` con angoli compatta con una metrica
h, M˜ una varieta` compatta in cui si immerge, e U un aperto di M˜ che contiene
M su cui la metrica h si estende ad una metrica h˜. Chiamiamo h una metrica
prodotto se le facce aperte di M sono totalmente geodetiche per h˜, ovvero la
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mappa esponenziale di h˜ in un punto p di una faccia aperta K (di una qualsiasi
codimensione) di M manda un intorno di 0 di TpK in K.
Esempio 1.2.13. Consideriamo la varieta` con angoli M = D2 il disco 2-
dimensionale, che ha ovviamente una sola faccia, composta dall’intero bordo, di
codimensione 1, che chiamiamo H. Per prima cosa, immergiamo M in M˜ = R2,
e consideriamo la metrica su M data dalla restrizione della metrica euclidea
di R2; questa metrica non e` una metrica prodotto: infatti, le geodetiche per
questa metrica sono i segmenti di retta, e quindi H non e` totalmente geodetica
(in figura e` rappresentata l’immagine di TpH tramite la mappa esponenziale,
che non va dentro H neanche in un intorno dell’origine). Immergiamo ora M in
M˜ = S2 come meta` sfera, e mettiamo su M la restrizione della metrica euclidea
di S2; ora, per questa metrica le geodetiche sono i cerchi massimi, e quindi H e`
una geodetica; quindi, questa seconda metrica e` una metrica prodotto.
p
expp(TpH)
Proposizione 1.2.14. Sia M una varieta` con angoli compatta; allora esiste
una metrica prodotto.
Dimostrazione. Consideriamo una struttura di prodotto al bordo Φ, nostro
obiettivo e` trovare una metrica tale che vicino ad una faccia K (di qualsiasi
codimensione) contenuta dalle facce di codimensione 1 H1, H2, . . . ,Hk, si abbia




dove φK e` la mappa di “ritorno su K” data dalle linee integrali dei VHi (e`
ben definita perche´ [VHi , VHj ] = 0) e hK e` la metrica su K che abbiamo per
ipotesi su K. Ora, e` possibile creare una tale metrica con lo stesso schema
induttivo della dimostrazione della proposizione 1.2.3, ovvero dimostrare per
induzione a scendere su k che e` possibile trovare una metrica su tutti i punti
di codimensione al bordo maggiore o uguale a k che verifichi la condizione (i)
per tutte le facce di codimensione maggiore o uguale a k + 1 (sempre tramite
partizioni dell’unita`; questa volta non e` neanche necessario risolvere equazioni
differenziali). Si ottiene alla fine una metrica che vicino ad una faccia H di
codimensione al bordo 1, ha la forma
h = (φH)∗hH + dρ2H
16 CAPITOLO 1. VARIETA` CON ANGOLI
ovvero, nella banalizzazione H×[0, ε) vista nell’osservazione 1.2.2, e` una metrica
diagonale nelle due componenti, e quindi, tale che H e` totalmente geodetico, e
questo conclude la dimostrazione.
Abbiamo dato un modo per costruire una metrica prodotto su M a partire da
una struttura di prodotto al bordo; chiameremo metrica prodotto associata
alla struttura di prodotto al bordo una metrica che verifichi la proprieta` (i) per
tutte le facce di M .
Vediamo ora come, con questa metrica prodotto, sia ancora possibile iden-
tificare tramite la mappa esponenziale la varieta` con una parte dello spazio
tangente.
Definizione 1.2.15. Sia M una varieta` con angoli. Il fibrato tangente in-
teriore di M e` il sottspazio T+M di TM formato restringendo la fibra di ogni
punto sul bordo di M , ai soli vettori ξ tali che ξ(ρH) ≥ 0 per ogni funzione di
definizione ρH di ogni faccia H che contiene il punto.
Osservazione 1.2.16. Osserviamo che, in realta`, basta verificare la condizione
per una sola funzione di definizione per ciascuna faccia; infatti, date ρH e ρ
′
H
due funzioni di definizione per una stessa faccia H di codimensione 1, si ha, per
il teorema di De L’Hopital, che il quoziente ρH/ρ
′
H puo` essere esteso su H a
una funzione α ben definita, differenziabile e positiva su tutto M ; quindi, nei
punti di H, si ha
ξ(ρH) = ξ(α · ρ′H) = α · ξ(ρ′H) + ρ′H · ξ(α) = α · ξ(ρ′H)
ovvero ξ(ρH) e ξ(ρ
′
H) hanno lo stesso segno.
Esempio 1.2.17. Sia M un quadrato; in figura e` raffigurata sfumata la fibra
di T+X in tre punti.
Ovviamente, quindi, T+X cessa di essere un fibrato vettoriale, in quanto la fibra
sui punti non e` piu` necessariamente uno spazio vettoriale, e puo` variare da un
punto ad un altro.
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Proposizione 1.2.18. Sia M una varieta` con angoli immersa in una varieta`
senza bordo M˜ , con una metrica prodotto h che sia restrizione di una metrica
h˜ su un aperto U . Allora, tramite la mappa esponenziale di h˜ in un punto p di
M , ho un diffeomorfismo tra un intorno di 0 in T+p M e un intorno di p in M .
Dimostrazione. Prendiamo p di codimensione al bordo k, ovvero che giace nel-
l’interno di una faccia K di codimensione K, che stia nell’intersezione delle
facce di codimensione 1 H1, H2, . . . ,Hk, e scegliamo delle funzioni di definizione
ρ1, ρ2 . . . , ρk per queste facce. Possiamo lavorare in carta, per cui ne scegliamo
una centrata in p (quindi a valori in Rn,k), tale che le funzioni di definizione
siano funzioni coordinate x1, x2, . . . , xk. Consideriamo lo spazio tangente a Rn,k
in 0, che possiamo identificare con Rn tramite la base < ∂/∂x1, . . . , ∂/∂xn >,
e in cui T+p Rn,k diventa ancora Rn,k. Ora, la mappa esponenziale di h˜ e` un
diffeomorfismo tra un intorno W di 0 in TpRn in un intorno U di 0 in Rn, e
l’intersezione di W con il bordo di T+p Rn,k = Rn,k (che sconnette W in due
componenti) viene mandato esattamente nell’intersezione di U con il bordo di
Rn,k (anch’essa che sconnette U in due componenti), perche` la metrica e` una
metrica prodotto. Per ragioni di connessione, quindi, questa mappa esponen-
ziale da` un diffeomorfismo tra W ∩ T+p Rn,k e U ∩Rn,k, ovvero quanto richiesto
dal testo.
Osservazione 1.2.19. Fino ad ora, abbiamo sempre parlato di mappa esponen-
ziale di h˜, in quanto, senza avere l’immersione di M in una varieta` piu` grande,
non ha senso parlare di mappa esponenziale di h dato che una parte del fibrato
tangente non ha dove andare. Quest’ultima proposizione ci da` la possibilita` di
definire la mappa esponenziale di una metrica prodotto per una varieta` con
angoli, definita su (un intorno della sezione nulla di) il fibrato tangente interiore
T+M , togliendo di fatto lo scomodo macchinario dell’intorno U di M in M˜ e
della metrica estesa h˜.
1.3 Blow up
In questa sezione definiremo il blow up radiale, che e` lo strumento principale
che utilizzeremo in seguito per la risoluzione dell’azione di un gruppo.
Il blow up usuale, quello della geometria algebrica, consiste nel rimpiazzare
una sottovarieta` X di una varieta` M con il proiettivizzato del suo fibrato nor-
male P(NX). L’idea geometrica che c’e` sotto e` mettere al posto di ogni punto
di X un punto per ogni geodetica perpendicolare ad X che ci passa, ovvero ogni
retta per l’origine nella sua fibra in NX. Per definirci una struttura di varieta`,
ovvero fare in modo che ogni nuovo punto “scoppiato” sia vicino ai punti della
geodetica che rappresenta, si considera il sottospazio del fibrato NX×X P(NX)
dato dalle coppie (x, r) tali che x ∈ r; questo e` effettivamente una varieta` alge-
brica che insiemisticamente e` NX a cui ho tolto la sezione nulla e ho aggiunto
P(NX). Infine, posso incollare questo oggetto a M\X tramite la mappa espo-
nenziale, che da` un diffeomorfismo tra un intorno di X in M e un intorno della
sezione nulla in NX. Quello che ottengo alla fine e` il blow up di X in M .
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L’idea geometrica di cio` che vogliamo definire, il blow up radiale di una
sottovarieta`, e` invece di sostituire ogni punto di una sottovarieta` X con un punto
per ogni semiretta geodetica uscente da X e perpendicolare ad essa, ovvero,
tramite la mappa esponenziale, ogni semiretta uscente dall’origine in ogni fibra
di NX; quindi, sostituiremo ad X il sottoinsieme di NX dato dai punti di
norma 1, il fibrato normale sferico, che consiste effettivamente di un punto per
ogni semiretta uscente dall’origine in ciascuna fibra di NX, che chiameremo SX
(si osservi che SX e` esattamente il rivestimento doppio di P(NX)). Trattando
le varieta` con angoli, dovremo inoltre preoccuparci di prendere soltanto la parte
di NX (e quindi anche la parte di SX) su cui e` definita la mappa esponenziale,
ovvero i vettori interiori (quelli di T+M). Prima di passare alle vere e proprie
definizioni, facciamo alcuni esempi.
Esempio 1.3.1. Sia M un quadrato con la metrica euclidea (che e` una metrica
prodotto), e X = {p} un punto interno. In questo caso, NX = TpM = T+p M =
R2, la mappa esponenziale e` definita su tutto NX, e SX e` dato da S1; dob-
biamo semplicemente quindi togliere ad M il punto p, e mettere al suo posto
una circonferenza S1, che corrisponde ad un punto per ogni semiretta in R2
uscente dall’origine, ovvero ogni semiretta geodetica uscente da p in M . Ora, al
contrario del caso della geometria algebrica, e` molto semplice creare un modello
geometrico per questo nuovo spazio, che chiamiamo [M,X], in modo che ogni
nuovo punto di S1 sia vicino ai punti della semiretta geodetica che rappresenta:
e` la stessa varieta`, a cui e` stato tolta una palla aperta intorno al punto p.
X
M [M,X]
Esempio 1.3.2. Sia ora M un cubo con la metrica euclidea, e X = {q} un
vertice. In questo caso NX = TqM e` il fibrato R3 → {q}, ma le semirette dirette
“verso l’interno” di M tramite la mappa esponenziale sono solo un’“ottante”,
il fibrato T+q M = R3,3 → {q}. Dobbiamo sostituire quindi a q un ottavo di
sfera, S2 ∩R3,3. Anche in questo caso c’e` un modello molto semplice per questo
oggetto, ancora una volta ottenuto rimuovendo da M un intorno di X.
X
M [M,X]
Esempio 1.3.3. Sia ora di nuovo M un disco, e X un diametro. In questo
caso, il fibrato normale NX, ovvero (TM |X)/TX, e` semplicemente il fibrato
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banale in rette reali R × X → X. Ora, grazie ad una metrica, e` possibile
vedere NX, invece che come quoziente, come l’ortogonale di TX dentro TM |X ;
affinche´ su NX sia definita la mappa esponenziale, occorre che sia contenuto in
T+M , e questo va verificato nei due punti in cui X interseca il bordo H, p e q;
scegliendo la seconda metrica dell’esempio 1.2.13, si verifica che effettivamente,
essendo NpX coincidente con TpH (e lo stesso per q), la mappa esponenziale
per questa metrica manda un intorno della sezione nulla di NX in un intorno








A questo punto, ad X sostituisco SX, che e` semplicemente due copie di X, in
quanto da ogni punto di X partono due semirette, una a destra e una a sinistra,
e ottengo la varieta` come in figura.
[M,X]
Osservazione 1.3.4. Questo ultimo esempio racchiude il motivo per cui e` stato
necessario introdurre varieta` con angoli; infatti, con la comparsa dei quattro
punti di “angolo”, si esce dalla categoria delle varieta` con bordo, pur essendo
partiti da una varieta` con bordo senza angoli.
Nell’ultimo esempio e` stato cruciale il fatto di poter trovare una metrica
prodotto tale che NX e` composto interamente da vettori interiori di T+M . Piu`
in generale, potremo fare questo blow up solo su un certo tipo di sottovarieta`.
Definizione 1.3.5. Sia M una varieta` con angoli, una sottovarieta` con angoli
X si dice p-sottovarieta` se per ogni punto in X esiste una carta verso Rn,k
che sia centrata, e tale che l’immagine di X sia il luogo di zeri di un insieme di
coordinate. Una p-sottovarieta` si dice interna se non e` contenuta nel bordo di
M .
Ad esempio, sono p-sottovarieta`:
• un insieme discreto di punti;
• in un cubo, una “slice” parallela ad una delle facce;
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• ogni faccia, di qualsiasi codimensione, di M (ma in questo caso non sono
p-sottovarieta` interne).
Invece, non sono p-sottovarieta`:
• una diagonale di un poligono convesso in R2;
• qualsiasi sottovarieta` interna che intersechi una faccia di bordo in maniera
non trasversale;
• qualsiasi sottovarieta` con angoli che non sia propriamente embedded, ov-
vero tale che il suo bordo non sia contenuto in quello di M (ad esempio,
un segmento con i vertici nell’interno di M).
Osservazione 1.3.6. Potremmo subito definire, per queste p-sottovarieta` (la p
sta per prodotto), il fibrato normale interiore, come il quoziente (T+M |X)/T+X,
che pero` ha poco senso, in quanto cessa di essere il quoziente di due fibrati vetto-
riali. Una definizione migliore potrebbe essere prendere l’immagine di T+M |X
nel quoziente TM |X/TX. In ogni caso, daremo la definizione di questo fibrato
tramite una metrica, che ci permettero` di vederlo direttamente come sottofibrato
di T+M |X .
Proposizione 1.3.7. Sia X una p-sottovarieta` chiusa in una varieta` con angoli
compatta M . Allora e` possibile scegliere una struttura di prodotto al bordo per
M tale che se X ∩H 6= ∅, allora VH e` tangente ad X in X ∩UH . Chiameremo
una tale struttura di prodotto al bordo tangente ad X.
Dimostrazione. Per prima cosa, suppongo che X sia interna; se non fosse inter-
na, avrei un’unica faccia K di M in cui e` contenuta, e in cui e` interna; a questo
punto, posso applicare il caso di X interna a K, e poi estendere in qualsia-
si modo come visto nella dimostrazione della proposizione 1.2.3 la struttura di
prodotto al bordo all’intera M . Supponiamo quindi X interna, che vuol dire che
interseca tutte le facce in maniera trasversale. Ripercorrendo la dimostrazione
della proposizione 1.2.3, si tratta di aggiungere in qualche caso la condizione di
tangenza di VH ad X, che e` una condizione linearmente indipendente dalle altre
che pongo (ovvero VH(ρH′) = δHH′), in quanto X interseca le facce in modo
trasversale. L’unico problema e` quando queste condizioni che pongo diventano
troppe, ovvero ne ho in numero maggiore della dimensione di M ; ma se x e`
la dimensione di X, la tangenza ad X equivale ad n − x condizioni lineari, e
localmente vicino ad una faccia K di codimensione k ho gia` da imporre k con-
dizioni lineari. La condizione n− x+ k > n implica dim(X) + dim(K) < n che
e` impossibile per trasversalita` se X e K si intersecano.
Osservazione 1.3.8. Allo stesso modo di come siamo passati dalla proposizione
1.2.3 alla proposizione 1.2.8, e` possibile dimostrare che, per ogni insieme di
facce generalizzate esaustivo H esiste una struttura di prodotto al bordo per H
tangente a X.
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Osservazione 1.3.9. Si noti che, costruendo una metrica prodotto come nella
dimostrazione della proposizione 1.2.14 partendo da una struttura di prodotto
al bordo come ottenuta nella proposizione precedente, si ottiene una metrica per
cui X, vicino al bordo, e` totalmente geodetica. Chiameremo una tale metrica
tangente ad X.
Definizione 1.3.10. Sia X una p-sottovarieta` di una varieta` con angoli com-
patta M con una metrica prodotto tangente ad X; il fibrato normale interiore
di X in M e` il sottospazio N+X di TM |X dato dall’intersezione del fibrato nor-
male NX, visto come ortogonale a TX in TM |X , e il fibrato tangente interiore
T+M |X ; il fibrato sferico interiore di X in M e` formato da tutti i vettori
di norma 1 in N+X.
Osservazione 1.3.11. E` facile verificare, tramite controlli sulle carte, che su
ogni punto di X la fibra di N+X e` la stessa, ed e` un Rd1,d2 , con d1 la codi-
mensione di X in M , e d2 la codimensione della faccia piu` piccola che contiene
X; in piu`, N+X e` un vero e proprio “fibrato in spazi angolati”, con tanto di
trivializzazioni U×Rd1,d2 sopra aperti U di X. Quindi, la fibra sopra ogni punto
in S+X e` Rd1,d2 ∩ Sd1−1, che e` una porzione di sfera, che chiameremo Sd1,d2
(nonostante la dimensione non sia d1 ma d1−1), e che e` ancora una varieta` con
angoli via le proiezioni stereografiche. Quindi, se X e` compatta, S+X e` una
varieta` con angoli compatta: infatti, le trivializzazioni di S+X (che vengono da
trivializzazioni di N+X) ci permettono di trovare un atlante formato da carte
del tipo {carta di X} × {carta di Sd1,d2}.
Siamo pronti ora a dimostrare un equivalente della proposizione 1.2.18, nel
caso di una p-sottovarieta`.
Proposizione 1.3.12. Sia M varieta` con angoli compatta con una metrica
prodotto h che sia tangente ad una p-sottovariete` chiusa X. Allora, tramite la
mappa esponenziale, ho un diffeomorfismo tra un intorno della sezione nulla in
N+X e un intorno di X in M .
Dimostrazione. Seguiamo la dimostrazione della dimostrazione 1.2.18; immer-
giamo M in una varieta` senza bordi M˜ , estendiamo la metrica h ad una metrica
h˜ su un intorno U di M in M˜ ; ora, sappiamo che la mappa esponenziale di h˜
da` un diffeomorfismo tra un intorno della sezione nulla in NX e un “tubo” V
intorno ad X, ovvero un fibrato in dischi su X contenuto in M˜ ; ma ora, dato
che la metrica e` prodotto e tangente ad X, l’intersezione tra V e il bordo di M e`
immagine tramite la mappa esponenziale del bordo di N+X dentro NX; quin-
di, ancora per ragioni di connessione, la mappa esponenziale manda un intorno
della sezione nulla in N+X in un intorno di X in M .
Passiamo ora a definire il vero e proprio blow up; nostro scopo e` sostituire
ad X un punto per ogni semiretta geodetica uscente da X e perpendicolare
ad X; ora, grazie alla proposizione precedente, il fibrato sferico interio S+X
rappresenta esattamente quello che cerchiamo, ovvero consiste di un punto per
ogni semiretta geodetica uscente da X; quindi, si tratta di dare una struttura
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di varieta` con angoli a M\X ∪ S+X = [M,X]. Una proprieta` che richiediamo
e` che la mappa di blow down
βX : [M,X]→ X,
che insiemisticamente e` l’identita` fuori da S+X, e la proiezione su X su S+X,
sia differenziabile rispetto a questa struttura.
Grazie alla proposizione precedente, inoltre, possiamo lavorare direttamente
dentro N+X, e poi incollare il tutto a M\X tramite la mappa esponenziale.
Seguiamo passo per passo la costruzione del caso del blow up della geometria
algebrica. Per analogia, quindi, chiamiamo N+X ×X S+X il fibrato su X tale
che su ogni punto p la fibra e` data dal prodotto N+p X×S+p X Consideriamo ora
il sottospazio BX di N+X ×X S+X, dato da (fibra per fibra)
BpX = {(v, w)|v ∈ N+X, w ∈ S+X, tali che v = λw, λ ≥ 0}.
Vediamo come e` fatto: considerando la restrizione a BX della mappa pi :
N+X ×X S+X → N+X; sopra ogni vettore v di NX che non stia nella se-
zione nulla, c’e` un solo punto (v, v/‖v‖); sopra ogni punto p della sezione nulla
di NX, invece, c’e` un’intera (porzione di) sfera Sd1,d2 . Vedendo invece la proie-
zione N+X×X S+X → S+X, si vede che quello che otteniamo e` effettivamente
un fibrato in semirette su S+X: una naturale struttura di varieta` con angoli e`
quindi data da carte del tipo {carta di S+X} × R1,1.
Siamo pronti a dare la definizione di blow up radiale.
Definizione 1.3.13. Sia X una p-sottovarieta` chiusa e connessa di una varieta`
con angoli compatta M , con una metrica prodotto al bordo tangente ad X. Sia
φ : UM → UN il diffeomorfismo tra un intorno di X in M e un intorno di X
in N+X dato dal corollario 1.3.12, fuori da X; siano BX e pi la proiezione
sulla prima coordinata come sopra. Definiamo il blow up radiale di X in M
la varieta` [M,X] ottenuta tramite incollamento tra M\X e pi−1(UN ) tramite il
diffeomorfismo
pi−1 ◦ φ : UM\X → pi−1(UN\X),
e chiamiamo mappa di blow down la mappa βX : [M,X]→M ottenuta tra-
mite incollamento dell’identita` su M\X e di pi su pi−1(UN ); Chiamiamo inoltre
faccia frontale del blow up il sottospazio FX dato da β
−1
X (X). Chiediamo in-
fine come condizione sulla struttura differenziale di [M,X] che sia tale che la
mappa di blow down βX sia differenziabile, e un diffeomorfismo fuori da FX .
Quello che rimane da trovare e` quindi una struttura di varieta` con angoli
per [M,X] nei punti di FX , ma ce le abbiamo gia`, e sono del tipo {carta di
S+X} × R1,1; il problema e` che le condizioni su βX ci danno esattamente la
struttura differenziale di R1,1 solo fuori dall’origine; la struttura differenziale
nell’origine, ovvero la spiga sull’origine del fascio delle funzioni C∞, puo` infatti
variare: prendendo ad esempio come carte R1,1 → R le mappe tali che x→ xα,
al variare di α > 0, otteniamo strutture tutte differenti. C’e` quindi una certa
arbitrarieta`, che risolviamo nel seguente modo.
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Consideriamo un campo radiale R in M vicino ad X, ovvero definito in un
intorno di X, tale che le linee integrali siano le geodetiche uscenti da X e tale che
la norma dipenda soltanto dalla distanza da X; in particolare, questo implica
che i vettori sono tutti interiori. Essendo nullo su X, questo e` βX -correlato ad
un unico campo radiale R˜ in un intorno della faccia frontale FX . E` possibile
ora scegliere una (unica) struttura differenziale su [M,X] (ovvero, la spiga delle
funzioni C∞ sui punti di FX), tale che R˜ sia il prodotto tra del tipo ρ˜X · V˜X ,
dove:
• ρ˜X e` una funzione di definizione per FX (ovvero nulla su FX con differen-
ziale non nullo, e positiva sul complementare);
• V˜X e` un campo di vettori tale che V˜X(ρ˜X) = 1.
Tutte queste strutture differenziali sono diffeomorfe tra loro, tramite il pull-
back tramite βX di un automorfismo di M che mandi un campo di vettori radiale
nell’altro.
Osservazione 1.3.14. Per ciascuna di queste strutture, poi, la varieta` con an-
goli ottenuta e` diffeomorfa a M meno un intorno tubolare di X. Per dimostrarlo,
intanto mostriamo che BX e` diffeomorfo a NX meno un intorno tubolare della
sezione nulla, poi il risultato seguira` per l’incollamento a M\X. Per vedere
quindi il diffeomorfismo, consideriamo un punto (v, w) ∈ BpX ⊂ N+p X × S+p X,
e lo mandiamo in w · f(‖v‖), dove f e` un diffeomorfismo tra [0,∞) e [1,∞). In
questo modo “allarghiamo” N+p X\{0} ad avere N+p X\B1 (tutto tranne la palla
unitaria), e ci incolliamo S+p X. La scelta della f dipende dal campo radiale per
X scelto, e dalla conseguente struttura differenziale su BX.
Vediamo ora cosa succede alle strutture di prodotto al bordo; la funzione
ρ˜X e il campo di vettori V˜X come costruiti in precedenza, danno un intorno di
FX in [M,X] del tipo FX × [0, ε), e quindi, visto che FX e` un chiuso di [M,X],
questo ci dice che FX e` una faccia generalizzata.
Consideriamo ora le facce di M ; e` facile mostrare che la controimmagine in
[M,X] di una faccia generalizzata H e` [H,X ∩H], con la struttura differenziale
data dallo stesso campo radiale ristretto ad K (si ricordi che per la metrica
considerata, le facce sono tutte totalmente geodetiche). Ora, [H,X ∩ H] e`
una faccia generalizzata di M˜ (eventualmente, con piu` componenti connesse di
quante ne aveva H); infatti, una coppia (ρH , VH) di una struttura di prodotto
al bordo si solleva tramite βX ad una coppia (ρ˜H , V˜H), che mi da` un intorno
[H,X ∩ H] × [0, ε) di [H,X ∩ H] in M˜ , ovvero che [H,X ∩ H] e` una faccia
generalizzata di M˜ .
L’unico caso degenere e` se X corrisponde ad una faccia di codimensione
1 H di M ; in questo caso, dato che [H,H] = ∅, una faccia di M sparisce, e
viene sostituita da FX ; in realta` in questo caso si puo` dimostrare che βX e` un
diffeomorfismo.
Una struttura di prodotto al bordo tangente per un insieme di facce genera-
lizzate esaustivo H, che scegliamo tangente ad X, viene quindi sollevata tramite
βX a un insieme di funzioni e campi di vettori {(ρ˜H , V˜H)} tali che:
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• per ogni H, ρ˜H e` una funzione di definizione per [H,X ∩H];
• V˜H e` definito in un intorno U˜H di [H,X ∩H] e vale ancora V˜H(ρ˜H) = 1;
• se U˜H1 e U˜H2 si intersecano, allora su U˜H1 ∩ U˜H2 valgono V˜H1(ρ˜H2) = 0 e
[V˜H1 , V˜H2 ] = 0 in U˜H1 ∩ U˜H2 (tutti questi tre punti sono a causa del fatto
che le relazioni valgono in M\X che e` denso);
• essendo X tangente alla struttura di prodotto al bordo, valgono anche, per
le facce H che intersecano X, V˜H(ρ˜X) = 1, V˜X(ρ˜H) = 1 e [V˜H , V˜X ] = 1.
Abbiamo quindi dimostrato la seguente proposizione.
Proposizione 1.3.15. Sia M una varieta` con angoli compatta, e X una p-
sottovarieta` chiusa e connessa, che non sia una faccia di codimensione 1 di M ;
su M consideriamo una struttura di prodotto al bordo generalizzata, tangente ad
X. Allora i pullback delle funzioni di definizione e dei campi di vettori, uniti a
ρ˜X e V˜X come costruiti in precedenza, danno una struttura di prodotto al bordo
generalizzata su [M,X], con una faccia generalizzata in piu`, FX .
Osserviamo che in questo punto e` stato molto comoda la nozione che avevamo
di facce generalizzate; infatti, se H e` una faccia di codimensione 1 di M , la sua
controimmagine tramite βX , che e` [H,X∩H], puo` non essere connessa, e quindi
non essere piu` una faccia di codimensione 1; inoltre, anche la nuova faccia FX
puo` non essere connessa connessa, e quindi neanche questa essere una faccia
di codimensione 1. Ambedue questi problemi si verificano, infatti, nell’esempio
1.3.3 di blow up di un diametro in un disco.
1.4 Strutture di risoluzione
Un’altra importante struttura su una varieta` con angoli, che ci servira` soprat-
tutto nel prossimo capitolo, e` la struttura di risoluzione.
Prima di iniziare la trattazione, fissiamo una notazione; una fibrazione
sara` una mappa differenziabile φ : H → Y tra due varieta` con angoli che
sia surgettiva, e che sia localmente la proiezione da un prodotto; ovvero, per
ogni punto di Y esiste un suo intorno U in Y e una varieta` con angoli S tale
che φ−1(U) ∼= U × S, e su questa banalizzazione φ e` la proiezione sul primo
fattore. Osserviamo che se Y e` connesso, sono ben definiti i concetti di fibra
della fibrazione φ (a meno di diffeomorfismo), e di codimensione di φ, come
codim(φ) = dim(H)− dim(Y ).
Per capire meglio la definizione che seguira`, consideriamo la seguente situa-
zione.
Osservazione 1.4.1. Sia M una varieta` con angoli, H una sua faccia gene-
ralizzata, e φH una fibrazione avente come spazio totale H e spazio base una
varieta` con angoli connessa Y . Sia X una p-sottovarieta` chiusa e connessa, che
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intersechi H, ma che non vi sia contenuta. Vediamo come viene “sollevata” φ
in [M,X]: la mappa da considerare e`
β∗XφH : [H,H ∩X]→ H → Y ;
aggiungiamo ora un’ipotesi, ovvero che X sia trasversale a tutte le fibre di M .
In questo caso, anche la mappa φH |H∩X : X ∩ H → Y e` una fibrazione, con
fibra una certa varieta` con angoli SX , e quindi anche la mappa β
∗
XφH , di fibra
[S, SX ]. Abbiamo, quindi, due mappe, due fibrazioni aventi come spazio totale
due facce generalizzate di [M,X]: una e` β∗XφH , di dominio la faccia generalizzata
[H,H ∩X], e l’altra e` βX |FX , di dominio la faccia generalizzata FX . Vogliamo
ora mettere in risalto tre proprieta` di queste due mappe:
• hanno come dominio due facce, [H,H ∩X] e FX , che si intersecano;
• le codimensioni delle due mappe sono diverse; infatti, affinche´ X sia tra-
sversale alle fibre di φH , si deve avere dim(X) + codim(φH) ≥ n, (per-
che` altrimenti X ∩ H = ∅, assurdo); ma questo diventa esattamente
codim(X)− 1 < codim(φH), ovvero codim(βX) < codim(φH);
• c’e` un’ulteriore fibrazione, avente come spazio totale una faccia di X e
come spazio base Y , data dalla mappa φH |H∩X , (come abbiamo visto, di
fibra SX) che fa commutare il diagramma





Generalizziamo queste proprieta` a un insieme qualsiasi di fibrazioni aventi
come dominio facce di M .
Definizione 1.4.2. Data una varieta` con angoli M , una struttura di riso-
luzione su M e` un insieme di funzioni φH : H → YH per un insieme di facce
generalizzate senza componenti in comune (non necessariamente esaustivo) H,
tali che:
(i) per ogni H ∈ H, YH e` una varieta` con angoli e φH e` una fibrazione;
(ii) per ogni H1, H2 ∈ H se H1 ∩H2 6= ∅, allora codim(φH1) 6= codim(φH2);
(iii) se H1 ∩H2 6= ∅ e codim(φH1) < codim(φH2), allora
a) φH1(H1 ∩H2) e` una faccia generalizzata di YH1 ;
b) φH2(H1 ∩H2) = YH2 ;
c) esiste una fibrazione φH1H2 : φH1(H1∩H2)→ YH2 tale che il seguente
diagramma commuta:
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Esempio 1.4.3. Sia M un quadrato, con l’insieme di facce generalizzate for-




Costruiamo ora delle fibrazioni, e vediamo che costituiscono una struttura
di risoluzione.
• Vedendo H1 come [0, 1] × {0, 1}, consideriamo φ1 : H1 → Y1 = [0, 1], la
proiezione sulla prima componente; e` ovviamente una fibrazione, di fibra
{0, 1} (e quindi di codimensione 0).
• Costruiamo poi φ2 : H2 → Y2 = {pt} come la proiezione su un punto, che
e` ovviamente una fibrazione, e di codimensione 1.
Dimostriamo che queste due fibrazioni costituiscono una struttura di risoluzione;
ricordiamo che una struttura di risoluzione non deve avere necessariamente una
fibrazione per ogni faccia generalizzata. Le proprieta` (i), (ii) sono banalmente
vere; per quanto riguarda (iii), si ha che H1∩H2 e` costituito da due punti distinti
(i due vertici a sinistra nel quadrato), che tramite φ1 vengono mandati entrambi
in uno dei due estremi di Y1 = [0, 1], ovvero (iiia), e tramite φ2 nell’intero Y2,
ovvero (iiib); infine, la mappa che manda φ1(H1 ∩ H2) (un punto) in Y2 (un
altro punto), fa da φ12 che verifica (iiic).
Grazie a quanto visto nell’osservazione 1.4.1, abbiamo dimostrato la seguente
proposizione.
Proposizione 1.4.4. Sia data una varieta` con angoli M con una struttura di
risoluzione, e una p-sottovarieta` X trasversale in M a ciascuna delle fibre di
ciascuna delle fibrazioni della struttura. Allora, in [M,X], ho una struttura di
risoluzione fatta nel modo seguente:
• le facce generalizzate sono le controimmagini tramite βX delle facce gene-
ralizzate della struttura di fibrazione di M , ovvero per ogni H sto consi-
derando [H,H ∩X] con in piu` FX ;
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• le nuove fibrazioni φ[H,H∩X] sono le fibrazioni β∗φH ;
• le nuove mappe φ[H1,H1∩X][H2,H2∩X] sono ancora una volta β∗φH1H2 ;
• la fibrazione per la nuova faccia FX e` φFX : FX ∼= S+X → X la proiezio-
ne;
• per le facce H che intersecano X, l’ultimo punto dell’esempio 1.4.1 da`
esattamente le fibrazioni φFX [H,H∩X].
Dimostrazione. L’unica cosa da verificare per poter applicare quanto visto nel-
l’osservazione 1.4.1 e` che X non sia contenuta in alcuna delle facce; ma questo
segue immediatamente dalla trasversalita` di X con le fibre delle fibrazioni.
Osservazione 1.4.5. Oltre al caso in cui X e` trasversale a tutte le fibre delle
fibrazioni, c’e` un altro caso in cui si riesce a sollevare ad [M,X] la struttura di
risoluzione: e` il caso in cui X sia contenuta nel bordo, e per ogni faccia H di
codimensione 1 che interseca, sia unione di fibre della fibrazione di H; in questo
caso, pero`, per sollevare la struttura di risoluzione, occorre modificare anche gli
spazi base Y , che invece nel caso che stiamo trattando non succede. Comunque,
nel processo che ci interessa, di condurre il tutto ad una risoluzione di azioni di
gruppi, questo secondo caso non ci servira`.
Esempio 1.4.6. Consideriamo il disco 2-dimensionale D2, con una struttura
di risoluzione vuota. Applichiamo ora la proposizione con X il punto centrale.
Quello che otteniamo e` una corona circolare, con un’unica fibrazione che proietta





Effettuiamo poi il blow up su un “raggio”. La condizione di trasversalita` alle
fibre dell’unica fibrazione che abbiamo e` ovvia, in quanto c’e` un’unica fibra che
e` tutta la faccia. Otteniamo una nuova faccia generalizzata (composta da due
componenti connesse), e una struttura di risoluzione come nella figura in basso.









Nella figura si puo` osservare molto bene la condizione (iii) della definizione di
struttura di risoluzione. Infatti, l’intersezione H1∩H2 (i due punti della varieta`
evidenziati), si vede chiaramente come tramite φ1 sia mandata in una faccia di
Y1 (anche questa evidenziata), e tramite φ2 nell’intero Y2. Nella figura, inoltre, e`
raffigurata (tramite la freccia in grassetto), la mappa φ12 : φ1(H1∩H2)→ Y2, e
vi e`, in pratica, una “rappresentazione geometrica” del diagramma che commuta
della definizione. Si osservi infine che, tramite un diffeomorfismo, si puo` vedere
quest’ultima varieta` come un quadrato, e la struttura di fibrazione e` esattamente
la stessa vista nell’esempio 1.4.3.
Osservazione 1.4.7. Queste strutture di risoluzione non vengono solo da blow
up radiali di p-sottovarieta`; per esempio, possono essere utili nella risoluzione
di singolarita`. Infatti, prendiamo ad esempio il cono {x2 + y2 = z2} ⊂ R3, e




che e` effettivamente una varieta` con angoli con una struttura di risoluzione
(con la faccia generalizzata H = S1
◦∪S1), che non proviene dal blow up radiale
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di una p-sottovarieta`; effettivamente, pero`, quello che ho fatto per ottenerlo puo`
essere considerato una variante del blow up radiale.
Vediamo adesso il rapporto che c’e` tra queste strutture di risoluzione, e le
strutture di prodotto al bordo.
Definizione 1.4.8. Data una varieta` con angoli con una struttura di risoluzio-
ne per un insieme di facce generalizzate H, una struttura di prodotto al bordo
generalizzata si dice compatibile alla struttura di risoluzione se:
(i) gli insiemi di facce generalizzate sono compatibili, ovvero le facce gene-
ralizzate in H sono tutte facce generalizzate della struttura di prodotto al
bordo;
e se, per ogni coppia di facce H1 e H2 in H che si intersecano e tali che
codim(φH1) < codim(φH2), avviene che:
(ii) ρH2 |H1 si comporta bene con le fibre, ovvero e` il pullback di una funzione
in C∞(YH1), tramite φH1 , vicino a H2;
(iii) anche VH2 fa lo stesso, ovvero VH2 |H1 e` φH1-correlato ad un campo di
vettori su YH1 , vicino ad H2;
(iv) VH1 |H2 e` tangente alle fibre di φH2 .
Proposizione 1.4.9. Data una varieta` con angoli con una struttura di risolu-
zione, allora esiste una struttura di prodotto al bordo compatibile.
Dimostrazione. Supponiamo di avere le funzioni di definizione e i campi di vet-
tori definiti solo sul bordo che verifichino le proprieta` (ii),(iii),(iv); allora, basta
estendere le funzioni di definizione in un modo qualsiasi, e i campi di vettori
esattamente come fatto nella proposizione 1.2.3 per ottenere una struttura di
prodotto al bordo compatibile. Per ottenere la struttura sul bordo, creiamo
prima strutture sugli YH , che poi tireremo su tramite le fibrazioni sulle facce H;
ma ora, su ciascun YH vi e` una struttura di risoluzione indotta, data dalle map-
pe φHH′ per gli H
′ tali che dim(YH) > dim(YH′). Possiamo quindi supporre,
ragionando per induzione su M , di avere strutture di prodotto al bordo com-
patibili per le strutture di risoluzione degli YH ; facendone il pullback tramite
le fibrazioni, si ottiene la struttura sul bordo di cui avevamo bisogno. Questo
conclude la dimostrazione.
Siamo quindi pronti per enunciare la proposizione conclusiva della sezione.
Proposizione 1.4.10. Sia M una varieta` con angoli con una struttura di riso-
luzione, e X una p-sottovarieta` trasversale alle fibre delle fibrazioni delle facce.
Allora su [M,X], con struttura di risoluzione data dalla proposizione 1.4.4, e`
possibile mettere una struttura di prodotto al bordo generalizzata tali che:
• sia compatibile con la struttura di risoluzione di [M,X];
30 CAPITOLO 1. VARIETA` CON ANGOLI
• i campi di vettori e le funzioni di definizione delle facce non nuove siano
βX-correlati a una struttura di prodotto al bordo su M , compatibile con
la struttura di risoluzione di M , e tale che X sia tangente ai campi di
vettori;
• ρFXVFX sia βX-correlato ad un campo radiale su X in M .
Dimostrazione. C’e` davvero poco da dimostrare: presa una qualsiasi struttura
di prodotto al bordo generalizzata su [M,X] che sia compatibile con la struttura
di risoluzione di [M,X] (che esiste per la proposizione 1.4.9), dato che βX e`
un diffeomorfismo fuori da FX , e` possibile trovare una struttura di prodotto
al bordo su M che sia βX -correlata a quella di [M,X]; l’ultimo punto e` ovvio,
perche´ la metrica su [M,X] e` fatta in modo che VFX sia tangente alle geodetiche,
e quindi che ρFXVFX sia correlato ad un campo di vettori radiale su M .
Capitolo 2
Gruppi e algebre di Lie
In questo capitolo descriveremo brevemente cosa sono i gruppi di Lie, e daremo
una breve descrizione delle loro rappresentazioni di dimensione finita.
2.1 Gruppi di Lie
Definizione 2.1.1. Un gruppo di Lie e` una varieta` differenziabile G con una
struttura di gruppo tale che le mappe
inv : G→ G prod : G×G→ G
g → g−1 (g, g′)→ gg′
sono mappe differenziabili.
Osservazione 2.1.2. Sono gruppi di Lie:
• lo spazio euclideo Rn, con operazione la somma tra vettori;
• il cerchio S1, visto come sottoinsieme di C con operazione il prodotto di
C;
• i gruppi di trasformazioni lineari invertibili GL(n,R) e i loro sottogruppi
SL(n,R), O(n), SO(n), GL(n,C), SL(n,C), U(n), SU(n) (gli ultimi sono
sottogruppi di GL(2n,R));
In seguito ci interesseremo principalmente del caso compatto; in generale, vale il
teorema per cui ogni gruppo di Lie compatto e` sottogruppo di un gruppo lineare
GL(n,R).
Definizione 2.1.3. Un omomorfismo (risp. isomorfismo) di gruppi di Lie
e` un omomorfismo (risp. isomorfismo) di gruppi che sia anche una mappa
differenziabile (risp. un diffeomorfismo).
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Ad ogni elemento g di G, corrisponde una mappa da G in G, Lg, che chia-
meremo traslazione sinistra, che e` semplicemente la moltiplicazione sinistra
per g; essendo restrizione della mappa prod a {g}×G, e` differenziabile, e quindi
un diffeomorfismo (con inversa Lg−1). Consideriamo ora i differenziali
dLg : TG→ TG
di queste mappe; si puo` dimostrare che i campi di vettori invarianti per queste
mappe (ovvero tali che dLg(ξ) = ξ per ogni g in G), sono un sottospazio di
Γ(TG) isomorfo a TeG tramite la valutazione su e; ovvero, ogni vettore di TeG
puo` essere esteso in modo unico a campo di vettori G-invariante. Questo spa-
zio, munito dell’operazione di prodotto di Lie ereditata da Γ(TG), lo chiamero`
l’algebra di Lie del gruppo G, e la indichero` con la lettera gotica g1.
Definizione 2.1.4. Sia G un gruppo di Lie, g la sua algebra di Lie; definiamo
la mappa esponenziale exp : g→ G come la mappa che ad ogni vettore v ∈ g




dove ξv e` l’unico campo di vettori invariante tale che ξv(0) = v
Osservazione 2.1.5. Si puo` dimostrare che questa e` effettivamente una mappa
esponenziale come la conoscevamo, ovvero dipendente da una metrica, e in que-
sto caso una metrica G-invariante; in particolare, valgono le stesse proprieta` del-
le mappe esponenziali usuali, ovvero che sono differenziabili, e un diffeomorfismo
in un intorno dell’origine.
Osservazione 2.1.6. Sia v ∈ g, e g = exp(v); vogliamo calcolare exp(2v), che
corrisponde al punto di G al tempo 2 della soluzione dell’equazione differenziale
(i) per v; ma ora, dato che il campo di vettori ξv e` G-invariante, applicandoci
g ottengo se´ stesso, quindi anche sulla traiettoria x(t) la moltiplicazione per g
ha l’effetto della traslazione di 1 per t; in particolare, exp(2v) = g2, e piu` in
generale, exp(nv) = exp(v)n per n in Z; spingendosi oltre, si puo` dimostrare
che se [v, w] = 0 in g, allora exp(v + w) = exp(v)exp(w).
L’associazione di un gruppo di Lie alla sua algebra di Lie e` funtoriale: dato
infatti un omomorfismo di gruppi di Lie f : G → G′, il differenziale in e ∈ G
da` un unico omomorfismo di algebre di Lie f] : g→ g′, dato semplicemente dal
differenziale sul tangente dell’identita`.
Proposizione 2.1.7. Dato un omomorfismo di gruppi di Lie f : G → G′, il
seguente diagramma e` commutativo:
1Ricordiamo che un’algebra di Lie e` un algebra con un’operazione [·, ·] che sia antisim-
metrica, e tale che valga la proprieta` di Leibniz [ξ, [η, ζ]] + [η, [ζ, ξ]] + [ζ, [ξ, η]] = 0 per ogni
ξ, η, ζ ∈ L.







Dimostrazione. Sia v in g, prendiamone la curva x(t) soluzione dell’equazione
differenziale (i) per v, e consideriamone la sua immagine tramite f , f(x(t)); il
suo differenziale nel punto t e` dato da
dfx(t)(ξv(x(t)) =
= dfx(t)((dLx(t))e(v)) = per (i)
= d(f ◦ Lx(t))e(v) =
= d(Lf(x(t)) ◦ f)e(v) = perche´ f e` omomorfismo di gruppi
= (dLf(x(t)))e′((df)e(v)) =
= (dLf(x(t)))e′(f](v)) per definizione di f](v)
ovvero il campo di vettori tangente alla curva f(x(t)) e` l’estensione (unica) del
vettore f](v) a G
′; ma quindi f(x(t)) e` l’unica soluzione dell’equazione differen-
ziale (i) per il vettore f](v) di g
′, quindi f(exp(v)) e` uguale a exp(f](v)), ovvero
il diagramma commuta.
Osservazione 2.1.8. Consideriamo l’omomorfismo interno Cg : G → G (che
manda h ∈ G in ghg−1); questo omomorfismo e` differenziabile, perche´ e` la
composizione delle due mappe Lg e Rg−1 , e l’omomorfismo tra algebre di Lie
associato e` chiamato l’aggiunto di g; abbiamo quindi una mappa di gruppi
di Lie Ad : G → Aut(g); ora, prendiamo ancora una volta il differenziale nel-
l’identita`: quello che otteniamo e` una mappa d(Ad)e : g → End(g), dato che
l’algebra di Lie di Aut(g) e` End(g); ora, si puo` dimostrare che questa mappa
e` l’aggiunta come l’avevamo definita per le algebre di Lie, d(Ad)e = ad, ovvero
d(Ad)e(x) = ad(x) = [x, ·].
Osservazione 2.1.9. Grazie a questa osservazione, possiamo effettivamente
capire quale sia il prodotto di Lie sull’algebra di Lie su un dato gruppo di Lie.
In particolare:
• se G = Rn, allora g e` l’algebra di Lie abeliana Rn; in generale, tutti i
gruppi commutativi hanno l’algebra di Lie abeliana;
• se G = GL(n,R), allora, g = gl(n,R), e piu` in generale se G = GL(V )
allora g = End(V ); inoltre se G = SL(n,R) allora g = sl(n,R), e se
G = SO(n) allora g = o(n);
• se G = GL(n,C), allora, g = gl(n,C), e piu` in generale se G = GL(V ), con
V spazio vettoriale complesso, allora g = End(V ); inoltre se G = SL(n,C)
allora g = sl(n,C), e se G = U(n) allora g = u(n).
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Definizione 2.1.10. Un sottogruppo di Lie di un gruppo di Lie G e` un
sottogruppo H di G tale che valga una delle seguenti condizioni equivalenti:
(i) e` chiuso in G;
(ii) e` a sua volta un gruppo di Lie, ovvero una varieta` differenziabile;
(iii) in un intorno dell’origine, e` l’immagine tramite la mappa esponenziale di
un intorno di 0 in un sottospazio vettoriale dell’algebra di Lie g di G.
Dimostrazione. Dimostriamo l’equivalenza di queste tre definizioni.
(iii)⇒(ii) l’inversa della restrizione della mappa esponenziale ci da` una carta (U, φ)
per H vicino all’origine; le carte (hU, (Lh)
−1 ◦ φ) per tutti gli h in H mi
danno un atlante per tutto H;
(ii)⇒(i) la struttura di varieta` di H ci dice che esiste un intorno U di e in M tale
che U ∩H e` chiuso in U . Prendiamo ora un punto y in H, la chiusura di H
in G; esistera` un successione {xn}n di elementi di H che tendono ad y in G;
ma ora, applicando L−1xk per k abbastanza grande posso far finire y dentro
U , ma ora la successione {x−1k xn}n tende a x−1k y ed e` definitivamente in
U ∩H, quindi x−1k y sta in U ∩H, e quindi y sta in H, ovvero H e` chiuso;
(i)⇒(iii) sia U un intorno convesso di 0 in g tale che su di esso la mappa esponenziale
e` un diffeomorfismo; la controimmagine di H in U , che chiameremo H ′,
e` un chiuso di U , ed e` stellato anch’esso, perche´ se v ∈ H ′, allora grazie
a exp(nv) = exp(v)n ho che tutti i suoi multipli razionali stanno in H ′,
e per chiusura anche tutti i suoi multipli reali; ma ora, quindi, mi basta
dimostrare che lo spazio W dato da tutti i multipli di elementi di H ′ e`
un sottospazio vettoriale; ma questo e` vero perche´, se v e w sono elementi
di W (ovvero, exp(v) e exp(w) stanno in H), allora, per lo sviluppo di
Taylor, ho (exp(v/n)exp(w/n))n = exp(v+w+ o(1)), e quindi ancora per
la chiusura di H ho exp(v + w) ∈ H.
Osservazione 2.1.11. C’e` una corrispondenza biunivoca tra gli omomorfismi
di gruppi di Lie R → G, e gli elementi di g; associamo infatti ad ogni tale
omomorfismo l’immagine tramite il differenziale dell’elemento 1 in T0R; ora, a




exp ≡ Id exp
f
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la mappa f , in quanto composizione di f] e di exp, dipende solo da f] , che
a sua volta dipende solo da f](1) perche´ e` lineare; la corrispondenza e` quindi
biunivoca. Quindi, tutti i sottogruppi di Lie di G di dimensione 1 sono del tipo
exp(tv) con v ∈ g.
Osservazione 2.1.12. Sia H un sottogruppo di Lie di G, che sia anche normale;
quindi, tutti i differenziali degli automorfismi Cg in e lasciano invariato TeH = h;
ma questo implica, grazie all’osservazione 2.1.8, che h e` un ideale di g.
Osservazione 2.1.13. Sia f : H → G una mappa iniettiva di gruppi di Lie;
allora e` iniettiva anche f]; infatti, se avessi un vettore v di g tale che f](v) = 0,
allora il sottogruppo di G dato da exp(tv) sarebbe contenuto nel nucleo di f ,
a causa del diagramma (ii), che e` assurdo. Non e` vero pero` che ogni omo-
morfismo di questo genere determina un sottogruppo di Lie di G; ad esempio,
l’omomorfismo di gruppi di Lie f : Z→ S1 che manda n in ein e` iniettivo e lo e`
anche f], ma l’immagine e` un sottogruppo non chiuso di S
1, e quindi non e` un
sottogruppo di Lie.
L’algebra di Lie, comunque, non determina univocamente il gruppo. Ad
esempio, i gruppi di Lie SO(3) e SU(2) hanno la stessa algebra di Lie, in quan-
to uno rivestimento doppio dell’altro (tra l’altro, questi sono anche compatti:
non c’e` speranza che aggiungendo l’ipotesi di compattezza si risolva qualcosa).
Quello che e` vero in generale e` che ogni algebra di Lie e` associata ad un unico
gruppo di Lie connesso e semplicemente connesso.
2.2 Rappresentazioni lineari
Definizione 2.2.1. Sia G un gruppo di Lie; una rappresentazione lineare
su un campo k (ci restringeremo solo ai casi R o C) di G e` un k-spazio vettoriale
V dotato di un omomorfismo di gruppi di Lie
ρ : G→ GL(V ).
Con un leggero abuso di notazione, se g e` un elemento di G e v un elemento
di V , scriveremo g · v al posto di ρ(g)(v), indicando quindi l’automorfismo ρ(g)
con g stesso.
Osservazione 2.2.2. Date due rappresentazioni V e W di un gruppo G, e`
possibile dare una ovvia struttura di rappresentazione a:
• V ⊕W , tramite g(v, w) = (g · v, g · w);
• V ∗, tramite (g · ξ)(v) = ξ(g−1 · v);
• V ⊗W , tramite g · (v ⊗ w) = (g · x)⊗ (g · y);
• Hom(V,W ), tramite (g · φ)(v) = g · [φ(v)];
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Osservazione 2.2.3. Se H e` un sottogruppo di G, e` possibile dare in maniera
naturale ad ogni rappresentazione di G una struttura di rappresentazione di H,
semplicemente restringendo ρ; questa costruzione e` chiamata restrizione.
Definizione 2.2.4. Siano V,W due rappresentazioni di G. Un omomorfismo
di rappresentazioni (risp. isomorfismo) del gruppo G e` un omomorfismo
(risp. isomorfismo) di spazi vettoriali φ : V → W che sia anche una mappa
equivariante, ovvero che verifichi
g · [φ(v)] = φ(g · v)
per ogni g ∈ G e v ∈ V . Lo spazio degli omomorfismi di rappresentazioni sara`
indicato con HomG(V,W ).
Osserviamo che questi sono proprio gli elementi di Hom(V,W ) invarianti per
l’azione di G data nell’osservazione 2.2.2. Piu` in generale, data una rappresen-
tazione V , indicheremo con V G gli elementi di V invarianti per l’azione di G
(che e` ancora uno spazio vettoriale, e ancora una rappresentazione con azione
di G banale).
Definizione 2.2.5. Sia V una rappresentazione di G. Una sottorappresen-
tazione e` un sottospazio W ⊆ V che sia G-invariante per l’azione di G. Una
rappresentazione e` detta irriducibile se le uniche sue sottorappresentazioni
sono se´ stessa e {0}.
Chiamiamo Ĝ l’insieme delle classi di isomorfismo di rappresentazioni irri-
ducibili di G.
Osserviamo che, dato un omomorfismo di rappresentazioni φ : V ′ → V ,
ker(φ) e` una sottorappresentazione di V ′ e Im(φ) e` una sottorappresentazione
di V ; inoltre, se W e` una sottorappresentazione di V , e` una rappresentazio-
ne di G anche il quoziente V/W ; in questo modo, anche coker(φ) e` natural-
mente una rappresentazione. Diamo subito un primo risultato, elementare ma
fondamentale nella trattazione successiva.
Lemma 2.2.6. (di Schur) Siano V e W due rappresentazioni reali o comples-
se irriducibili di un gruppo di Lie compatto G. Allora, se non sono isomor-
fe si ha HomG(V,W ) = 0; se invece sono isomorfe, e sono complesse, si ha
HomG(V,W ) = C; in particolare, quindi, gli unici automorfismi G-equivarianti
di una rappresentazione irriducibile complessa sono i multipli scalari dell’iden-
tita`.
Dimostrazione. Ricordiamo che se φ : V →W e` una mappa equivariante di rap-
presentazioni, allora ker(φ) e Im(φ) sono sottorappresentazioni rispettivamente
di V e di W ; se quindi V e W sono irriducibili, le uniche due possibilita` per φ
sono essere un isomorfismo, o essere la mappa 0. Se V e W non sono isomorfe,
quindi, l’unica mappa equivariante e` lo 0. Supponiamo ora che siano isomorfe e
complesse, per semplicita` V = W , e che quindi φ sia un endomorfismo equiva-
riante; sia ora λ ∈ C un autovalore di φ, si ha che φ− λId e` ancora una mappa
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equivariante (ed e` definita perche´ le rappresentazioni sono complesse!), ed e` tale
che ker(φ− λId) 6= {0}, quindi e` la mappa 0; l’unica possibilita` per φ e` quindi
essere un multiplo scalare dell’identita`, che dimostra il teorema.
Esempio 2.2.7. Nel caso reale, effettivamente, la seconda parte non e` vera; la
dimostrazione fallisce quando si cercano gli autovalori di φ, che nel caso reale
possono non essere reali. Infatti, sia G = Z/3Z e V = R2 la rappresentazione






ha come polinomio minimo λ2 + λ + 1 che divide λ3 − 1). Non avendo questa
matrice autovalori reali, non ha sottorappresentazioni di dimensione 1, quindi
e` irriducibile. Vediamo ora gli automorfismi di V : oltre all’identita` e ad i suoi






commuta con se´ stessa e con le sue potenze, dando quindi un automorfismo di
rappresentazioni); quindi, questa e` una rappresentazione che ha automorfismi
non banali, contraddicendo la tesi del lemma di Schur.
2.3 Teoria delle rappresentazioni di gruppi di
Lie compatti
Un’operazione molto utile nella teoria delle rappresentazioni di gruppi finiti e`
poter fare la media sugli elementi del gruppo; vediamo come estendere questa
operazione ai gruppi di Lie.
Osservazione 2.3.1. Ricordiamo alcune nozioni di teoria della misura; dato
uno spazio localmente compatto X, chiamiamo σ-algebra dei boreliani di X
l’insieme B(X) di sottoinsiemi di X ottenuto partendo dall’insieme dei compatti
di X, e chiudendolo per le operazioni di complementazione e unione numerabile;
una misura di Borel su X e` una funzione µ : B(X)→ [0,∞] tale che valga zero
sull’insieme vuoto, e sia σ-additiva, ovvero la misura dell’unione numerabile
disgiunta di insiemi e` la somma (eventualmente infinita) delle misure dei singoli
insiemi. Una misura di Borel e` regolare se la misura di un insieme e` il limite
superiore delle misure dei compatti che contiene, e il limite inferiore delle misure
degli aperti che lo contengono. Una misura e` detta localmente finita se per ogni
punto di X esiste un intorno di misura finita; questo in particolare implica che
i compatti hanno misura finita.
Ora, un gruppo di Lie, in quanto varieta` differenziabile, e` sempre localmente
compatto; molte delle cose che diremo nelle prossime sezioni sono valide, piu` in
generale, per gruppi topologici localmente compatti; nella nostra trattazione, in
ogni caso, tratteremo solamente i gruppi di Lie.
Definizione 2.3.2. Sia G un gruppo di Lie; una misura di Haar e` una misura
µ su X di Borel regolare e localmente finita, e tale che per ogni g in G, si abbia
µ(gE) = µ(E) (ovvero, sia invariante per traslazioni sinistre).
La dimostrazione di questo teorema e` dovuta ad Cartan; in precedenza,
Andre` Weyl lo aveva dimostrato assumendo l’assioma della scelta.
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Teorema 2.3.3. In ogni gruppo topologico localmente compatto esiste un’unica,
a meno di moltiplicazione per uno scalare, misura di Haar.
Osservazione 2.3.4. La misura di Haar ci da` un integrale sulle funzioni a
supporto compatto a valori reali o complessi in C∞(G, k), ovvero una funzione
lineare C∞(G, k)→ R che sulle funzioni reali non negative sia reale non negativa.
Esempio 2.3.5. Prendiamo come gruppo il cerchio S1, e prendiamoci l’inte-
grale che associa una funzione f : S1 → R a∫
S1
f(θ)dθ
dove θ e` il parametro angolare usuale per S1 (per il quale l’operazione di S1
diventa semplicemente la somma). La misura che determina questo integrale e`






Restringiamoci ora ai gruppi compatti. Il risultato finale a cui vogliamo
arrivare e` la completa decomposizione di una rappresentazione lineare in somma
di rappresentazioni irriducibili in un modo essenzialmente unico.
Solitamente, nel caso compatto, si assume che la misura di Haar sia norma-




Esempio 2.3.6. Nell’esempio visto in precedenza di S1, quindi, per normaliz-
zare la misura occorre dividere per µ(S1) = 2pi; nel caso di S1, effettivamente,
spesso la misura viene lasciata normalizzata a 2pi.
In questo caso, inoltre, ho un integrale ben definito per tutte le funzioni
differenziabili a valori reali C∞(G,R) e complessi C∞(G,C) (perche´ sono tutte a
supporto compatto), grazie al quale abbiamo uno strumento per fare la “media”
su G; vediamone subito due applicazioni.
Osservazione 2.3.7. Sia V una rappresentazione complessa di un gruppo di
Lie compatto G; sia h0 un prodotto hermitiano su V , visto come un elemento





h0(g · v, g · w)dµ
che si verifica facilmente essere ancora un prodotto hermitiano; rispetto ad h0,
questo prodotto ha la proprieta` ulteriore di essere invariante, ovvero h(v, w) =
h(g · v, g · w), a causa dell’invarianza della misura per traslazione; per questo
prodotto, gli elementi di G visti come automorfismi di V sono isometrie; presa
quindi una base di V per la quale questa h e` il prodotto hermitiano standard,
l’immagine di G in GL(n,C) sta dentro U(n) (che effettivamente e` un sotto-
gruppo compatto massimale). In maniera analoga, per le rappresentazioni reali,
si trova un prodotto scalare G-invariante con cui si dimostra che esiste una ba-
se per cui l’immagine di G giace nel sottogruppo compatto massimale O(n) (e
SO(n) se il gruppo e` connesso).
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Siamo quindi pronti a dare il teorema di completa riducibilita`.
Teorema 2.3.8. Sia V una rappresentazione reale o complessa di un gruppo di
Lie compatto G; allora V si decompone in irriducibili, ovvero e` somma diretta
di rappresentazioni irriducibili. Inoltre, vale l’unicita` nel seguente senso: siano
V n11 ⊕. . .⊕V nrr e Wm11 ⊕. . .⊕Wmss due decomposizioni in irriducibili di V , ovvero
i Vi e i Wj sono irriducibili tali che Vi e Vj non sono isomorfi se i e` diverso da
j e lo stesso per i Wi; allora, si ha che r = s, ed esiste una permutazione σ di
r elementi tale che Vi e` isomorfo a Wσ(i), e ni = mσ(i).
Dimostrazione. Dimostriamo l’esistenza di una decomposizione, per induzione
sulla dimensione di V . Sia W una sottorappresentazione di dimensione non nulla
minimale; ovviamente, questa e` irriducibile per minimalita` (perche´ le sue sotto-
rappresentazioni sono le sottorappresentazioni di V contenute in W ). Conside-
riamo ora un prodotto hermitiano invariante hG, esiste per l’osservazione 2.3.7,
e calcoliamo l’ortogonale W⊥ di W in V . Ora, dato che hG e` invariante, W⊥
e` ancora una sottorappresentazione di V , decomponibile per ipotesi induttiva.
Ma ora V e` isomorfo come rappresentazione a W ⊕W⊥, che e` decomponibile.
Dimostriamo ora l’unicita`; consideriamo l’omomorfismo di rappresentazioni
identita` V → V , restringiamolo ad uno dei V nii , e vediamone la proiezione
dell’immagine ai vari W
mj
j ; queste proiezioni, ovviamente, non possono essere
nulle; sappiamo pero`, per il lemma di Schur, che Hom(V nii ,W
mj
j ) e` diverso da
zero solo se Vi e Wj sono isomorfi; esiste quindi un j = σ(i) tale che Vi e Wj sono
isomorfi, ed e` unico perche´ i Wj non sono isomorfi tra loro; inoltre, dato che
l’identita` e` iniettiva, si deve avere ni ≤ mj . Applicando ora lo stesso discorso
invertendo i Vi e i Wj , si ottiene la tesi.
Se V = V n11 ⊕ . . .⊕ V nrr e` una decomposizione in irriducibili, chiameremo la
sottorappresentazione V nii componente Vi-isotipica di V .
Esempio 2.3.9. L’ipotesi di compattezza (che si usa nel fatto che si puo` trovare
il prodotto scalare invariante) e` necessaria; come esempio, prendiamo G = R,
e la sua rappresentazione reale (o complessa) V per cui x ∈ R agisce come la
matrice ( 1 x0 1 ) . Ora, questa rappresentazione non e` irriducibile, in quanto il
vettore ( 10 ) e` un autovettore per tutti gli elementi dell’immagine di G, e quindi
genera una sottorappresentazione di dimensione 1; vediamo ora che non esiste
un’altra sottorappresentazione W ′ tale che W ⊕W ′ = V ; infatti, questa sarebbe
generata da un vettore del tipo ( a1 ) , ma questo non genera una sottorappre-





ovvero non puo` essere autovettore per tutta
l’immagine di G. V non e` quindi decomponibile in irriducibili.
Osservazione 2.3.10. Un’altra applicazione, molto importante, del processo
di media tramite la misura di Haar, e` la mappa di proiezione sugli invarianti.
Sia V una rappresentazione, reale o complessa, di G; consideriamo la mappa P
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che ha senso in quanto V e` uno spazio vettoriale; ora, si verifica facilmente che
questa mappa e` lineare, e` un omomorfismo di rappresentazioni, l’immagine di
ogni vettore e` un vettore G-invariante, e se un vettore e` G-invariante P lo lascia
fisso. Questa mappa e` quindi una proiezione (ovvero tale che P 2 = P ) sulla
sottorappresentazione V G.
2.4 L’anello dei caratteri
In questo capitolo parleremo di uno strumento fondamentale nella teoria delle
rappresentazioni, il carattere. Ci restringeremo solo a rappresentazioni comples-
se, su cui la teoria e` piu` maneggevole.
Definizione 2.4.1. Data una rappresentazione complessa V di un gruppo di Lie
compatto G, il carattere di V e` la funzione χ
V
: G→ C che ad ogni elemento
g di G associa la traccia di g visto come operatore su V .
Vediamo rapidamente alcune proprieta` dei caratteri.
Osservazione 2.4.2. Date due rappresentazioni V e W , i caratteri delle rap-









V ∗ e` la rappresentazione duale di V , si ha χ
V ∗ = χV (in quanto gli autovalori
sono gli inversi, e dato che hanno modulo 1 perche´ in una base sono hermitiane,
si ha λ−1 = λ).
Osservazione 2.4.3. Il carattere e` un invariante per isomorfismo di rappre-
sentazioni; questo discende dal fatto che la traccia e` un invariante per cambio
di base. Vedremo subito come sia un invariante completo, ovvero determina
univocamente la classe di isomorfismo di una rappresentazione.
Osservazione 2.4.4. I caratteri in generale non sono omomorfismi di gruppi.
Sempre a causa del fatto che la traccia e` invariante per cambio di base, pero`, si
vede facilmente che i caratteri assumono gli stessi valori nelle classi di coniugio
di G.
Osservazione 2.4.5. Sia V una rappresentazione complessa di un gruppo





Ora, questa mappa, in una base in cui viene prima una base di V G, e` rappre-
sentata da una matrice diagonale con elementi sulla diagonale un numero di uni
pari alla dimensione di V G, e per il resto tutti zeri. La traccia di P e` quindi
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Grazie a questa osservazione, rivediamo ora il teorema di Schur; siano V
e W due rappresentazioni irriducibili non isomorfe: il teorema di Schur e la
precedente osservazione ci dicono che






























Ora, mettiamo sullo spazio vettoriale complesso C∞(G,C) il prodotto her-





Per questo prodotto, i caratteri sono un insieme ortonormale; vale inoltre il
seguente profondo teorema di analisi armonica (di cui non daremo la dimostra-
zione).
Teorema 2.4.6. (Peter-Weyl) Sia G un gruppo di Lie compatto; allora lo spazio
vettoriale generato dai caratteri irriducibili e` denso nello spazio delle funzioni
di classe C∞C (G,C), le funzioni costanti sulle classi di coniugio.
Quindi, i caratteri delle rappresentazioni irriducibili sono linearmente indi-
pendenti; percio`, dato il carattere di una rappresentazione qualsiasi V , lo posso
scrivere (sempre per la completa riducibilita`) in maniera unica (per l’indipen-
denza appena vista) come somma di caratteri di rappresentazioni irriducibili, e
questo mi da` esattamente la sua decomposizione in irriducibili. Quindi, come
dicevamo sopra, il carattere e` un invariante completo, nel senso che due rappre-
sentazioni non isomorfe, avendo distinte decomposizioni in irriducibili, hanno
diverso carattere.
Inoltre, per le proprieta` di ortonormalita`, data una rappresentazione V e
una irriducibile W , il numero di addendi uguali a W nella decomposizione di V







Osservazione 2.4.7. L’osservazione 2.3.10 ci dava una proiezione di una rap-
presentazione V sul sottospazio degli invarianti V G, ovvero sul sottospazio dato
dalla parte della decomposizione relativo alla rappresentazione banale; cerchia-
mo di estendere tutto cio`, ovvero, data una rappresentazione irriducibile W ,
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trovare una proiezione sulla sottorappresentazione data dalla componente W -
isotipica di V . Consideriamo quindi la mappa che ad ogni vettore v di V associa
l’integrale






che ancora una volta si verifica facilmente essere una mappa lineare e un omo-
morfismo di rappresentazioni. Prendiamo una decomposizione di V del tipo
V n11 ⊕ . . . ⊕ V nrr ; per ogni v in uno degli addendi Vi, si ha che Gv e` ancora
contenuto nello stesso Vi, e quindi anche PW (v); PW e` quindi diagonale per
questa decomposizione, e sulla diagonale possono esserci solo matrici λId per il









che fa 0 se Vi e W non sono isomorfi, e dim(W ) se sono isomorfi. Ma ora, su
ciascun addendo Vi ∼= W la matrice e` un multiplo dell’identita`, ha dimensione
dim(W ) ed ha traccia dim(W ): e` quindi la matrice identita` stessa. PW e` quindi
la proiezione sulla componente W -isotipica.
Consideriamo ora l’insieme dei caratteri di tutte le rappresentazioni di un






V⊕W e χV χW = χV⊗W . Consideriamo ora l’anello delle
differenze ovvero il sottoanello di C∞(G,C) di tutte le differenze tra caratteri di
rappresentazioni. Chiameremo questo anello l’anello dei caratteri del gruppo
G, e lo indicheremo con R(G). Osserviamo che, come Z-modulo, tramite la





Esempio 2.4.8. Consideriamo il gruppo delle permutazioni di tre elementi S3,
e calcoliamo R(G). Sia V una rappresentazione, gli omomorfismi S3 → GL(V )
corrispondono alla scelta di due automorfismi di V ϕ e ψ, che corrispondano
all’immagine di (12) e (123), tali che ϕ2 = Id, ψ3 = Id e (ϕψ)2 = Id. Diagona-
lizziamo ψ, dividendo V in tre autospazi V0, V1 e V2 di autovalori rispettivamente
1, ζ3, ζ
2
3 . Sfruttando la terza proprieta` vediamo che ϕ manda V0 in se´ stesso
e scambia V1 e V2, e diagonalizzando ϕ possiamo dividere V0 in due autospazi
V +0 e V
−
0 di autovalori, rispettivamente, +1 e -1. Possiamo quindi dividere V
in tre tipi di sottospazi G-invarianti:
• C su cui ϕ e ψ agiscono come l’identita`, chiamata la rappresentazione
banale, solitamente indicata con (V +0 e` composto da copie di questa
rappresentazione);
• C su cui ψ agisce come l’identita`, e ϕ come meno l’identita`, chiamata la
rappresentazione segno, solitamente indicata con (V −0 e` composto da
copie di questa rappresentazione);
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• C2 su cui ϕ agisce scambiando le coordinate, e ψ come la matrice dia-
gonale avente ζ3, ζ
2
3 sulla diagonale, chiamata la rappresentazione stan-
dard, solitamente indicata con , (V1⊕V2 e` composto da copie di questa
rappresentazione);
e` semplice dimostrare che queste sono effettivamente rappresentazioni non iso-
morfe tra loro, e sono irriducibili. Data la genericita` di V , queste sono le uniche,
e quindi
R(S3) = Z ⊕ Z ⊕ Z .
Vedendolo come Z-algebra, si puo` dimostrare che e` isomorfo all’anello di poli-
nomi
Z[x,y]/(x2−1,xy−y,y2−x−y−1),
in cui e` 1, e` x, e e` y.
Tramite i caratteri, si dimostra facilmente la seguente proposizione, che ci
sara` utile soprattutto nella prossima sezione, riguardo i gruppi abeliani.
Proposizione 2.4.9. Dati G e G′ due gruppi di Lie compatti, si ha R(G×G′)
e` isomorfo a R(G)⊗Z R(G′).
Dimostrazione. Sia V una rappresentazione di G e V ′ una rappresentazione di
G′; su V ⊗V ′ e` possibile mettere una struttura di G×G′-rappresentazione, data
da (g, g′) · v ⊗ v′ = gv ⊗ g′v′. In questo modo troviamo una mappa R(G) ⊗Z
R(G′)→ R(G×G′), che manda χ
V
⊗χ
V ′ in χV⊗V ′ , che e` facile verificare essere




V ′ (visto come funzione su G×G′), e quindi il nucleo e` formato dal solo zero.
Per quanto riguarda la surgettivita`, mostriamo che tutte le rappresentazioni di
G×G′ sono nell’immagine; sia V una rappresentazione di G×G′; vediamo ora V
come rappresentazione di G: gli elementi di G′, in quanto commutano con quelli
di G, costituiscono degli automorfismi di V come G-rappresentazione; quindi,
prendendo una G-sottorappresentazione irriducibile W , si deve avere G′W = V ,
altrimenti G′W sarebbe una G × G′-sottorappresentazione di V ; quindi, per il
lemma di Schur, V e` una somma di G-rappresentazioni isomorfe a W , e G′ ci
agisce, in questa base, come matrici a blocchi con ciascun blocco multiplo scalare
dell’identita`; ma questo equivale a dire che V e` isomorfo al prodotto tensoriale
W ⊗W ′, con W ′ una rappresentazione irriducibile di G′.
2.5 Il caso abeliano
Restringiamoci ora al caso abeliano, e diamo la classificazione completa dei
gruppi di Lie abeliani e delle loro rappresentazioni nel caso compatto.
Proposizione 2.5.1. Tutti i gruppi di Lie abeliani e connessi sono del tipo
(S1)k × Rh.
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Dimostrazione. Sia G un gruppo di Lie compatto abeliano e connesso. Grazie
all’osservazione 2.1.8, l’algebra di Lie e` abeliana (poiche` la mappa Ad e` costante,
quindi il suo differenziale e` 0); da questo, per quanto detto alla fine dell’osser-
vazione 2.1.6, abbiamo che exp(v)exp(w) = exp(v + w), ovvero che la mappa
esponenziale e` un omomorfismo di gruppi Rn → G; poi, la mappa esponenziale
e` un diffeomorfismo vicino all’origine: questo ci dice per prima cosa che il nucleo
e` un sottogruppo discreto di Rn, e poi che la mappa e` surgettiva, in quanto il
gruppo e` connesso, e quindi generato da un intorno dell’origine (perche´ il gruppo
generato da un intorno dell’origine e` chiuso e aperto in G). Riassumendo, si ha
che G = Rn/Γ, con Γ sottogruppo discreto di Rn. Ma ora, gli unici sottogruppi
discreti di Rn sono del tipo ⊕
I
Zvi
con i vi linearmente indipendenti, altrimenti per densita` di Q in R il gruppo
cessa di essere discreto, ovvero i vi sono in numero finito e piu` precisamente
in numero minore o uguale ad n; ora, completando i vi ad una base di Rn,
otteniamo
G = R/Z⊕ . . .⊕ R/Z⊕ R⊕ . . .⊕ R
da cui, dato che S1 e` proprio R/Z otteniamo la tesi.
Corollario 2.5.2. Tutti i gruppi di Lie abeliani compatti sono del tipo (S1)k×F ,
dove F e` un gruppo abeliano finito.
Dimostrazione. Sia G un gruppo abeliano compatto; ora, la componente con-
nessa dell’identita` e` un sottogruppo di Lie, ed e` connesso, quindi e` del tipo
(S1)k; ma ora, G ∼= (S1)k ×G/(S1)k, e G/(S1)k e` discreto e compatto, quindi
ho la tesi.
Passiamo ora a studiarne le rappresentazioni.
Corollario 2.5.3. Le rappresentazioni irriducibili di un gruppo di Lie abeliano
compatto hanno tutte dimensione 1.
Dimostrazione. Sia V una rappresentazione irriducibile di G abeliano compat-
to. Dato che il gruppo e` abeliano, ovvero gh = hg per ogni g, h ∈ G, ogni
elemento del gruppo da` un endomorfismo equivariante di V , che quindi per il
lemma di Schur e` un multiplo dell’identita`. Ma quindi l’intero gruppo agisce
come moltiplicazioni scalari, e quindi ogni sottospazio di V e` una sottorappre-
sentazione; per cui l’unica possibilita` per una rappresentazione irriducibile e` che
sia di dimensione 1.
I caratteri delle rappresentazioni irriducibili diventano quindi le funzioni che
ad ogni elemento del gruppo associano l’unico autovalore; in questo caso, quindi,
i caratteri sono anche omomorfismi di gruppi, e hanno immagine in S1, perche´
sono hermitiane. I caratteri di rappresentazioni irriducibili di G sono quindi
in corrispondenza biunivoca con gli omomorfismi continui di gruppi G → S1,
perche´ ogni tale omomorfismo ci da` una rappresentazione.
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Esempio 2.5.4. Sia G = Z/aZ un gruppo ciclico. In questo caso, per trovare
gli omomorfismi Z/aZ → S1, basta vedere dove va il generatore [1] di G. Ma
per l’immagine di questo elemento ho come scelta solamente gli elementi in
S1 che hanno ordine divisore di a, che sono le radici a-esime dell’unita`. Si
verifica facilmente che ciascuna di queste scelte da` un unico omomorfismo, e
quindi ho a rappresentazioni irriducibili, di caratteri χ
[0]a












, abbiamo che R(G) e` isomorfo
all’anello di polinomi
Z[t]/(ta−1).
Esempio 2.5.5. Consideriamo ora G = S1, e calcoliamo R(G); dobbiamo cer-
care gli endomorfismi di gruppi di Lie di S1. Dato che S1 = R/Z, questo
corrisponde a cercare gli endomorfismi continui di gruppi di R, tali che l’imma-
gine di Z ha immagine contenuta in Z. Ora, e` molto semplice verificare (per la
densita` di Q) che per ognuno degli endomorfismi di Z, esiste un unico endomor-
fismo differenziabile di R che lo estende. Quindi, dato che gli omomorfismi di Z
sono naturalmente parametrizzati da Z stesso (l’immagine di 1), troviamo una




iθ) = einθ, che ci danno un isomorfismo con l’anello di polinomi
Z[x, x−1].
Per quanto abbiamo visto alla fine della precedente sezione, R(G × G′) =
R(G) ⊗Z R(G′); abbiamo quindi, grazie a questi due esempi, una descrizione
completa delle rappresentazioni di gruppi abeliani compatti, in quanto sono
prodotto di copie di S1 e di un gruppo finito abeliano, che a sua volta e` prodotto
di gruppi ciclici finiti.
Concludiamo la sezione con un risultato che ci sara` utile in seguito.
Lemma 2.5.6. Sia G un gruppo di Lie compatto abeliano, e H un suo sotto-
gruppo di Lie. Allora la mappa di restrizione resGH : R(G)→ R(H) e` surgettiva.
Dimostrazione. Grazie al teorema di struttura, possiamo scrivere G = G1 ×
. . . × Gr e H = H1 × . . . × Hr, con Hj sottogruppo di Gj , dove per ciascuna
coppia (Gj , Hj) abbiamo le tre seguenti possibilita`:
• Gj = Hj uguali a S1;
• Gj = S1 e Hj un sottogruppo finito Z/ajZ, che si identifica unicamente
come sottogruppo di S1 come le potenze di e2pii/aj ;
• Gj e Hj sono entrambi gruppi ciclici, con |Hj | che divide |Gj |.
Dato lo spezzamento in prodotto dell’anello dei caratteri, in realta` ci basta
verificare la surgettivita` singolarmente nei tre casi. Nel primo caso, e` ovvio. Nel
secondo caso, si vede dai caratteri che la restrizione a Z/aZ del carattere di S1 che
abbiamo chiamato χn , non e` altro che χ[n]a , e quindi la restrizione e` surgettiva.
Nel terzo, vale la stessa identica cosa, ovvero che, dati a|b, il carattere di Z/bZ
che abbiamo chiamato χ
[j]b
si restringe al carattere χ
[j]a
, dando la surgettivita`
anche in questo caso, e quindi nel caso generale.
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Osservazione 2.5.7. Questo lemma non puo` essere generalizzato al caso non
abeliano; infatti, ad esempio, seG = S3 eH = A3 = Z/3Z il suo sottogruppo delle
permutazioni pari, la mappa non e` surgettiva, poiche´ le due rappresentazioni





) compaiono nelle rappresentazioni di S3 solo in , e
sempre insieme.
Capitolo 3
Risoluzione di azioni di
gruppi
In questo capitolo, riprendendo a seguire [3] dove l’avevamo lasciato nel capitolo
1, arriviamo a dimostrare il primo risultato, ovvero la risoluzione di un’azione
di un gruppo di Lie compatto su una varieta` con angoli compatta ad un solo
tipo di isotropia.
3.1 Azioni di gruppi
Sia G un gruppo di Lie, e M una varieta` con angoli. Una azione sinistra di
G su M e` una mappa differenziabile A : G×M →M , tale che
(i) A(1, x) = x per ogni x ∈M (1 e` l’elemento neutro di G);
(ii) A(g,A(h, x)) = A(gh, x) per ogni g, h ∈ G e per ogni x ∈M (seA(g,A(h, x)) =
A(hg, x) avremo un’azione destra);
la seconda proprieta` ci permette di usare la notazione associativa g · x al posto
di A(g, x) (nel caso di azione destra e` useremo la notazione x · g).
Chiameremo stabilizzatore oppure gruppo di isotropia di un punto p il
sottogruppo Gp ⊆ G degli elementi di G tali che g ·x = x, e orbita di x l’insieme
dei punti g ·x al variare di g ∈ G. L’azione di un gruppo e` detta libera se tutti
gli stabilizzatori sono il sottogruppo {e}, e banale se tutti gli stabilizzatori sono
uguali a G stesso (e quindi le orbite sono composte da singoli punti).
Osservazione 3.1.1. Possiamo pensare ad un’azione come ad un omomorfi-
smo di gruppi G → Diffeo(M), e pensare ad ogni elemento di G come ad un
diffeomorfismo di M . Agendo su M tramite diffeomorfismi, G agisce anche su
C∞(M) in automorfismi di algebre, tramite g(ρ) = ρ◦g−1, e su TM (visto come
varieta` con angoli anch’esso), tramite i differenziali {dg}; utilizzando il modo
canonico di passare da azioni su oggetti X1 e X2 a un’azione sui morfismi da
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X1 a X2, tramite la formula (gφ)(x) = g(φ(g
−1(x))), possiamo dare un’azione
sull’insieme dei campi di vettori tangenti V(M), visti come sezioni M → TM ;
quello che si ottiene e` quindi
(gV )x = dgg−1·x(Vg−1·x);
osserviamo che anche l’azione su C∞(M) e` ottenuta allo stesso modo, consideran-
do su R l’azione identicamente costante; per azioni costruite in questo modo, le
funzioni lasciate fisse da ogni elemento del gruppo le chiameremo equivarianti.
Osservazione 3.1.2. Sia ora p un punto di M ; consideriamo ora la mappa
G → M che manda g in g · p, e consideriamone il differenziale in e, ovvero la
mappa αp : g→ TpM ; questa mappa ha quindi immagine il tangente dell’orbita
di p per l’azione di G in p, e nucleo l’algebra di Lie dello stabilizzatore Gp di p;
unendo queste mappe, si ottiene la mappa α : g → V(M), dove Vb(M) sono i






da cui si ottiene anche che α e` un omomorfismo di algebre di Lie; infine, conside-
rando su g l’azione aggiunta Ad di G, e su V l’azione di G vista nella precedente
osservazione, si ottiene che α e` una mappa equivariante.
Osservazione 3.1.3. Agendo come diffeomorfismi, gli elementi di G mandano
punti di codimensione al bordo k in punti di codimensione al bordo k; quindi,
l’immagine di una faccia di codimensione k e` un’altra faccia di codimensione
k. Chiameremo l’azione di G senza intersezione al bordo nel caso che ogni
faccia di codimensione 1 di M sia mandata, tramite gli elementi di G, in se` stessa
o in una faccia da essa disgiunta; in particolare, questo implica che l’orbita di
una faccia di codimensione 1 e` una faccia generalizzata, e che quindi e` possibile
trovare un insieme esaustivo di facce generalizzate G-invarianti. Osserviamo che,
nel caso di G connesso, questa ipotesi e` sempre verificata, poiche´ ogni faccia
viene necessariamente mandata in se` stessa (per discretezza del gruppo delle
permutazioni). Da ora in avanti supporremo che l’azione sia senza intersezione
al bordo; vedremo infatti subito come, in un certo senso, le azioni libere da
intersezione al bordo siano la naturale generalizzazione di azioni differenziabili
su varieta` senza bordo; infatti, questa ipotesi e` necessaria per poter trovare
strutture di prodotto al bordo G-invarianti, e quindi immersioni G-invarianti in
varieta` senza bordo. Comunque, mostreremo piu` avanti come ricondursi al caso
senza intersezione al bordo, dal caso generico.
Lemma 3.1.4. Data una varieta` con angoli G con un’azione libera da interse-
zioni al bordo di un gruppo di Lie compatto G, e un insieme di facce generaliz-
zate G-invarianti esaustivo H; allora, esiste una struttura di prodotto al bordo
generalizzata per H, composta da funzioni e campi di vettori G-equivarianti
come nell’osservazione 3.1.1. Una struttura di questo genere la chiameremo
struttura di prodotto al bordo G-invariante.
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Dimostrazione. Una struttura di prodotto al bordo per H esiste sempre, per
quanto osservato dopo la definizione 1.2.5. Basta quindi ora mediare gli elementi
su G tramite la misura di Haar.
Osservazione 3.1.5. Consideriamo ora una metrica prodotto associata a que-
sta struttura di prodotto al bordo. E` possibile mediare anche in questo ca-
so la metrica tramite una misura di Haar, ottenendo quindi una metrica G-
invariante, ovvero una metrica h tale che se v e w stanno in TpM , allora
h(v, w) = h(dgpv, dgpw). Per questa metrica, gli elementi di G agiscono come
isometrie, e quindi mandano localmente geodetiche in geodetiche; in partico-
lare, se g sta nello stabilizzatore Gp di un punto p e v sta in TpM , si ha che
expp(dgpv) = g · expp(v), ovvero che la mappa esponenziale e` una mappa Gp-
equivariante (ma solo dove e` definita: ricordiamo che nel caso di varieta` con
angoli che la mappa esponenziale e` ben definita solo su un intorno di zero in
T+p M , e solo per metriche prodotto). Grazie a questo abbiamo la linearizzazione
di Bochner, ovvero che per ogni punto p esiste un intorno che sia diffeomorfo
in maniera Gp-equivariante all’intorno di 0 in un quadrante di una rappresenta-
zione lineare di Gp; infatti, basta prendere T
+
p M (su cui Gp agisce in maniera
lineare), e come diffeomorfismo la mappa esponenziale (che su un intorno di zero
in T+p M e` un diffeomorfismo).
Questa struttura al bordo da` inoltre banalizzazioni G-invarianti di intorni
tubolari di facce generalizzate G-invarianti, che permettono di effettuare un
raddoppiamento come nell’osservazione 1.2.4. Ora, vale ancora la proposizione
1.2.9, ma in questo caso e` possibile raffinarla ad immersioni G-invarianti. Piu`
precisamente, vale la seguente proposizione.
Proposizione 3.1.6. Sia M una varieta` con angoli compatta con un’azione
senza intersezione al bordo di un gruppo di Lie compatto G; allora e` possibile
immergerla in maniera G-equivariante in una varieta` senza bordo con un’azione
di (Z/2Z)s ×G, come dominio fondamentale per l’azione di (Z/2Z)s.
Dimostrazione. Applichiamo la proposizione 1.2.9, con un insieme iniziale di
facce generalizzate G-invarianti. Ora, nel primo passo, quello da M = M0 a M1
tramite una faccia generalizzata G-invariante H, per prima cosa estendo l’azione
di G a M1, semplicemente incollando le due azioni sulle due copie di M0; questa
azione resta differenziabile in quanto vicino ad H ho un intorno G-invariante,
che raddoppio e su cui ho un’azione differenziabile. Poi, considero la mappa che
“specchia” rispetto ad H, che e` un diffeomorfismo (anche in questo caso, perche´
lo e` vicino ad H vedendolo sull’intorno banalizzato), e` un’involuzione, ed e` equi-
variante per l’azione di G, ovvero commuta con gli automorfismi degli elementi
di G; quindi, puo` essere usato come generatore di Z/2Z per un’azione di Z/2Z×G
su M1, in cui ovviamente ora M0 si immerge in maniera G-invariante come
dominio fondamentale per l’azione di Z/2Z. Effettuando questo ragionamento
per ogni passo, trovo una catena di immersioni G-equivarianti, la cui composi-
zione e` proprio una immersione G-equivariante in una varieta` senza bordo con
un’azione di.(Z/2Z)s×G, come dominio fondamentale per l’azione di (Z/2Z)s.
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Esempio 3.1.7. Consideriamo M = D2 × [0, 1] il cilindro pieno, con un’azio-
ne di G = S1 che agisce per rotazione sulla prima coordinata, con due facce
generalizzate G-invarianti date una dalla faccia laterale, ed una dalle due basi;
eseguiamo il raddoppiamento tramite la faccia laterale. Per immaginare cosa
avviene geometricamente, puo` essere utile pensare M come una “scodella” come
in figura, a cui e` ovviamente diffeomorfa, su cui l’azione di S1 continua ad essere
la rotazione, rispetto all’asse in figura.
M
∼=
Incollare due copie di M tramite la faccia laterale equivale ad attaccare alla
scodella un’altra scodella tramite la faccia “piatta”: otteniamo quindi una co-
rona sferica, diffeomorfa quindi a S2 × [0, 1], con una sola faccia generalizzata;
l’azione di Z/2Z×S1 che otteniamo e` data dalle rotazioni intorno allo stesso asse
di prima, con in piu` la riflessione rispetto al piano orizzontale. Applicando il
raddoppiamento un’altra volta tramite le due facce rimaste (quella interna e
quella esterna) si ottiene una varieta` diffeomorfa a S2 × S1 con un’azione di
(Z/2Z)2 × S1 tale che:
• S1 agisce per rotazioni intorno ad un asse sul primo fattore;
• il primo Z/2Z agisce ancora sul primo fattore S2, come riflessione rispetto
ad un piano perpendicolare all’asse di prima;
• l’altro Z/2Z agisce come riflessione rispetto ad una retta sul secondo fattore.
Siamo cos`ı risaliti ad una varieta` senza bordo, in cui M si immerge come {meta`
S2} × { meta` S1}, che e` proprio D2 × [0, 1].
Siamo ora interessati agli intorni G-invarianti dei punti; in particolare, vo-
gliamo dare ad un intorno G-invariante di un punto p una struttura di “tubo”
(ovvero fibrato in dischi) sopra la sua orbita G · p; per prima cosa, diamo una
definizione di quelle che poi saranno le “slices” del nostro tubo.
Definizione 3.1.8. Sia M una varieta` con angoli compatta, G un gruppo di Lie
compatto che vi agisca senza intersezioni al bordo, e p un punto di M . Allora
una slice per l’azione di G in p e` una sottovarieta` di M , passante per p, tale
che:
(i) TpM = ap(g) ⊕ TpS , e per ogni altro punto q in S si abbia TqM =
aq(g) + TqS;
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(ii) S sia Gp-invariante;
(iii) se q e g · q sono in S, allora g ∈ Gp.
Proposizione 3.1.9. Sia M una varieta` con angoli compatta e G un gruppo
di Lie compatto che vi agisca senza intersezioni al bordo. Allora per ogni punto
p di M esiste una slice dell’azione di G in p.
Dimostrazione. Consideriamo l’intorno Gp-invariante di p dato dalla lineariz-
zazione di Bochner vista nell’osservazione 3.1.5, che come abbiamo visto puo`
essere identificato in maniera Gp-invariante con un intorno di 0 in T
+
p M , trami-
te una metrica prodotto invariante. Ora, consideriamo dentro T+p M l’immagine
di αp, il differenziale dell’azione di G, che alla fine e` lo spazio tangente all’orbita
di p (e quindi e` effettivamente contenuto in T+p M), e consideriamo l’ortogona-
le in T+p M rispetto ad una metrica G-invariante, αp(g)
⊥; dimostrero` che un
piccolo intorno di zero in questo sottospazio, riportato in M tramite la mappa
esponenziale, e` esattamente quello che sto cercando, provando le 3 proprieta`
della definizione 3.1.8. Sia h un elemento di Gp: per ogni elemento g di G
ho h · (g · p) = hg · p = (hgh−1) · p, perche´ Gp tiene fisso p; vediamo questa
relazione come una mappa da G in M , e prendendone il differenziale in e ∈ G
nella direzione v in T+p M tale che v ∈ αp(g) (su cui quindi ho ben definito
l’operatore Ad(h)), otteniamo dhp(v) = Ad(h)(v), e quindi che l’azione di Gx
su TpM (che come avevamo detto agisce tramite i differenziali dhp) tiene fis-
so il sottospazio (α(g)|p), e quindi anche il suo ortogonale α(g)⊥ rispetto alla
metrica G-invariante; e` cos`ı provato (ii). Per quanto riguarda (i), la condizione
TqM = aq(g) + TqS e` una condizione aperta, e vale in p: restringendo l’intorno
possiamo sempre assumere che valga. Infine, consideriamo una sottovarieta` C
di G che passi per e in maniera trasversale a Gp e tale che C ∩Gp = {e}; per il
teorema della funzione inversa (eventualmente restringendo ancora S) ottenia-
mo che l’azione A di G su M , ristretta a C × S, e` un diffeomorfismo; in questo
S, quindi, se g · q = q′ con q e q′ punti di S, si deve avere che la componente
di G nella direzione di C sia 0, e quindi g appartiene a Gx, che prova anche
(iii).
Proviamo ora un importantissimo corollario di questa proposizione.
Corollario 3.1.10. Sia M una varieta` con angoli con G gruppo di Lie che ci
agisce senza intersezioni al bordo; supponiamo inoltre che l’azione sia libera.
Allora sul quoziente M/G vi e` una naturale struttura di varieta` con angoli tale
che la proiezione pi : M →M/G e` differenziabile.
Dimostrazione. Dato un punto p di M , considero una slice S per l’azione di
M . Essendo l’azione del gruppo libera, abbiamo che la restrizione dell’azione a
G×S e` bigettiva, e per il teorema della funzione inversa e` un diffeomorfismo; su
questo intorno di p la proiezione sul quoziente e` pi : G× S → S, dando quindi,
tramite le slices, un’atlante di quasi-varieta` con angoli per M/G, per la quale
la proiezione e` differenziabile. Il fatto che l’azione sia libera da intersezioni al
bordo, ci da` la proprieta` globale di esistenza di funzioni di definizione, e quindi
M/G una varieta` con angoli.
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Osserviamo che la dimostrazione precedente ci da` gia` un “teorema del tubo”,
nel caso di azione libera, rappresentato da G × S; vogliamo estenderlo al caso
di un’azione qualsiasi.
Sia ora G un gruppo di Lie compatto, H un suo sottogruppo di Lie, e X
una varieta` con angoli con azione senza intersezioni al bordo di H. Considero
lo spazio G ×X, con l’azione di H data da h · (g, x) = (gh−1, h · x). Dato che
l’azione di H messa su G e` libera, lo e` anche questa azione di H su G × X.
Denoteremo con G×H X lo spazio quoziente
G×X/H
con la struttura differenziale di varieta` con angoli data dal corollario appena
visto. Questa struttura e` molto utile: per prima cosa, dato un H-spazio per-
mette di costruire un G-spazio, con la moltiplicazione a sinistra di G sulla prima
componente G. Poi, effettivamente, questo oggetto e` un “tubo”, di sezione X e
“anima” G/H. Siamo quindi pronti ad enunciare il nostro teorema.
Proposizione 3.1.11. Se G agisce su M varieta` con angoli, e p e` un punto di
M , allora esiste un diffeomorfismo G-equivariante φ : G×Gp V +0 → U , dove V +0
e` un intorno aperto Gp-invariante di 0 in T
+
p M , e U e` un intorno G-invariante
di p in M .
Dimostrazione. Come al solito, fissiamo una metrica prodotto invariante. Pren-
diamo come V +0 la controimmagine tramite la mappa esponenziale in T
+
p M di S,
la slice S per l’azione di G in p; esattamente come nella proposizione precedente,
considero la restrizione dell’azione a G×S, ottedendo una mappa G×V +0 →M ;
ora, questa mappa e` ovviamente G-equivariante, pero` in generale non iniettiva;
dimostriamo che passa al quoziente per l’azione di H ad un diffeomorfismo, che
dimostra la tesi. Per dimostrare che passa al quoziente, basta considerare due
elementi (g, q) e (gh−1, h · q), e questi hanno ovviamente la stessa immagine;
ho quindi una mappa ben definita differenziabile G×Gp V +0 →M ; dimostriamo
che e` iniettiva: presi infatti (g, q) e (g′, q′) con la stessa immagine in M , hanno
la stessa immagine anche (e, g−1 · q) e (e, (g′)−1 · q); questi sono due elementi di
S, con un elemento di G che manda uno nell’altro, ovvero g−1g′, e grazie alla
proprieta` (iii) della definizione 3.1.8 abbiamo che g−1g′ sta in Gp, ovvero che
(g, q) e (g′, q′) sono nella stessa classe di equivalenza in G×Gp V +0 . Per quanto
riguarda infine il fatto che la mappa sia un diffeomorfismo con l’immagine, il
differenziale della mappa G × V +0 → M e` surgettivo, al massimo restringen-
do V +0 , perche´ lo e` nei punti G × {0} ed e` una condizione aperta, e quindi e`
surgettivo anche il differenziale della mappa G×Gp V +0 →M .
3.2 Blow up equivariante
Vogliamo definire ora il blow up equivariante, ovvero che rispetti la struttura
di G-varieta`. Sia X una p-sottovarieta` G-invariante, consideriamo il fibrato
normale interiore N+X; ora, i differenziali dg degli elementi di G ci danno un’a-
zione di g su N+X, e utilizzando una metrica prodotto otteniamo una mappa
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esponenziale G-equivariante, esattamente come avevamo visto nell’osservazione
3.1.5. Tramite questa mappa esponenziale, troviamo intorni G invarianti
D+ε (X) = exp({v ∈ N+X, ‖x‖ < ε})
tali che ciascuna “sfoglia” del tipo
S+ε′ (X) = exp({v ∈ N+X, ‖x‖ = ε′})
sia G-equivariante.
Proposizione 3.2.1. Sia X una p-sottovarieta` chiusa invariante di una varieta`
con angoli compatta M con un’azione di un gruppo di Lie compatto G. Allora,
su [M,X] (con una struttura differenziale data), esiste un’unica azione di G che
renda la mappa di blow down βX equivariante.
Dimostrazione. Consideriamo il diffeomorfismo ψ : [M,X] → M\U dato nel-
l’osservazione 1.3.14, dove U e` un intorno tubolare di X in M . Dato che tutti gli
intorni tubolari di X sono isotopi, posso supporre che U sia D+ε (X) stesso, per
un certo ε, che possiamo scegliere piccolo a piacere. Possiamo inoltre scegliere




sia G-equivariante, facendo in modo che sia un diffeomorfismo fuori da M\D+2ε,
e che “sposti” gli S+ε′ per ε
′ < 2ε tramite geodetiche ortogonali a X. A questo
punto, [M,X] eredita un’azione di G che rende βX equivariante (ed e` unica).
Le prossime tre proposizioni sono le generalizzazioni al caso equivariante di
proposizioni gia` viste.
Proposizione 3.2.2. Sia M una varieta` con angoli compatta con un’azione
di un gruppo di Lie compatto G, e X una p-sottovarieta` G-invariante chiusa e
connessa, che non sia una faccia di codimensione 1 di M ; su M consideriamo
una struttura di prodotto al bordo G-invariante, tangente ad X. Consideriamo
allora i pullback delle funzioni di definizione e dei campi di vettori, uniti a ρ˜X e
V˜X come costruiti a partire da un campo radiale G-invariante in un intorno G-
invariante di X; questi danno una struttura di prodotto al bordo G-equivariante
su [M,X], con una faccia generalizzata in piu`, FX .
Dimostrazione. L’unica cosa da dimostrare e` che la nuova struttura di prodotto
al bordo sia effettivamente G-invariante. Per quanto riguarda i pullback della
struttura su M , e` tutto equivariante perche´ pullback tramite mappa equiva-
riante di cose equivarianti, mentre per quanto riguarda ρ˜X e V˜X , scegliendoli
non necessariamente equivarianti, mediando su G posso trovarne dei sostituti
equivarianti.
Definizione 3.2.3. Sia M una varieta` con angoli con l’azione di un gruppo
di Lie G; una struttura di risoluzione equivariante e` una struttura di ri-
soluzione su X tale che gli YH hanno un’azione di G, e le mappe φH sono
equivarianti.
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Proposizione 3.2.4. Sia data una varieta` con angoli M con una struttura
di risoluzione equivariante, e una p-sottovarieta` G-invariante X trasversale in
M a ciascuna delle fibre di ciascuna delle fibrazioni della struttura. Allora, in
[M,X], ho una struttura di risoluzione equivariante fatta nel modo seguente:
• le facce generalizzate sono le controimmagini tramite βX delle facce gene-
ralizzate della struttura di fibrazione di M , ovvero per ogni H sto consi-
derando [H,H ∩X] con in piu` FX ;
• le nuove fibrazioni φ[H,H∩X] sono le fibrazioni β∗φH ;
• le nuove mappe φ[H1,H1∩X][H2,H2∩X] sono ancora una volta β∗φH1H2 ;
• la fibrazione per la nuova faccia FX e` φFX : FX ∼= S+X → X;
• per le facce H che intersecano X, l’ultimo punto dell’esempio 1.4.1 da`
esattamente le fibrazioni φFX [H,H∩X].
Dimostrazione. Anche qui, l’unica cosa da dimostrare e` che la nuova struttura
e` equivariante. Ma le nuove fibrazioni sono composizioni di due mappe equiva-
rianti, e per quanto riguarda la nuova fibrazione φFX e` ovviamente equivariante
(X ha un’azione di G perche´ e` una sottovarieta` G-invariante di M).
L’ultima proposizione, che riassume un po’ tutto quanto detto in questa
sezione, e` equivalente alla proposizione 1.4.10 (la dimostrazione e` la stessa).
Proposizione 3.2.5. Sia M una varieta` con angoli con una struttura di riso-
luzione equivariante, e X una p-sottovarieta` G-invariante trasversale alle fibre
delle fibrazioni delle facce. Allora su [M,X], con struttura di risoluzione data
dalla proposizione 3.2.4, e` possibile mettere una struttura di prodotto al bordo
G-invariante tale che:
• sia compatibile con la struttura di risoluzione di [M,X];
• i campi di vettori e le funzioni di definizione delle facce non nuove siano
βX-correlati a una struttura di prodotto al bordo su M , compatibile con
la struttura di risoluzione di M , e tale che X sia tangente ai campi di
vettori;
• ρFXVFX sia βX-correlato ad un campo radiale G-invariante su X in M .
Osservazione 3.2.6. Prendiamo una varieta` con angoli M con un’azione di
un gruppo di Lie G, con l’azione non necessariamente senza intersezione al
bordo. E` possibile ricondursi al caso senza intersezione al bordo tramite il blow
up totale, ovvero il blow up successivo di tutte le facce in ordine inverso di
codimensione. E` possibile in questo caso sollevare l’azione di G, fino ad ottenere,
nella varieta` Mtb, che ha una faccia di codimensione 1 per ogni faccia di M di
ogni codimensione, con un’azione di G che e` libera da intersezioni, come cercato.
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Esempio 3.2.7. Come esempio, consideriamo un quadrato, con un’azione di
Z/4Z, in cui il generatore che ruota di pi/2 rispetto al centro. Questa azione
non e` libera da intersezioni al bordo: c’e` infatti una sola orbita di facce di
codimensione 1, composta da tutte e 4 le facce, che non sono disgiunte, ovvero
non sono una faccia generalizzata.
M Mtb
Facendo il blow up di tutte le facce di codimensione 2, ovvero i 4 vertici,
ottengo l’altra varieta` in figura, con la stessa azione di Z/4Z di prima, ma sta-
volta senza intersezioni al bordo, perche´ le orbite delle facce sono due facce
generalizzate.
3.3 Risoluzione di azioni di gruppi
Definizione 3.3.1. Sia M una varieta` con angoli con un’azione di un gruppo
di Lie G. Chiamiamo J (M) l’insieme di tutti gli stabilizzatori di punti di M , e
I(M) il quoziente di J (M) modulo la relazione di equivalenza data dal coniugio.
Chiameremo tipi di isotropia di M gli elementi di I(M), e dato I un tipo di
isotropia, chiameremo tipo di orbite di M l’insieme M I dei punti in M aventi
come stabilizzatore un elemento di I.
Osserviamo che Gg·p = g ·Gp · g−1, ovvero che p ∈M I ⇒ g · p ∈M I , ovvero
che i tipi di orbite sono sottoinsiemi G-invarianti di M .
Inoltre, mettiamo un ordinamento parziale sui tipi di isotropia, dato da
I 4 I ′ se ogni sottogruppo in I ′ e` coniugato a un sottogruppo di I. Osserviamo
che questa relazione e` in un certo senso “inversa” rispetto al contenimento dei
gruppi, con elementi minimali i tipi di isotropia relativi ai gruppi piu` grandi.
La stessa relazione di ordine la metteremo sui tipi di orbite di M .
Lemma 3.3.2. Sia M una varieta` con angoli compatta, con un’azione di un
gruppo di Lie compatto G senza intersezioni al bordo; allora:
(i) i tipi di isotropia sono un numero finito;
(ii) per ogni tipo di isotropia di M , il tipo di orbite M I e` una p-sottovarieta`;
(iii) la chiusura di un tipo di orbite e` contenuto nell’unione dei tipi di orbite







in particolare, i tipi di orbite minimali sono p-sottovarieta` G-invarianti
chiuse;
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(iv) il blow up di un tipo di orbite relativo ad un tipo di isotropia minimale
M I da` una varieta` [M,X] tale che I([M,X]) = I(M)\{I}
Dimostrazione. I primi tre punti sono una diretta conseguenza della proposi-
zione del tubo 3.1.11, che ci da`, per ogni punto p di M con stabilizzatore Gp,
un intorno di p che sia G-invariante del tipo G×Gp V +0 , con V +0 aperto di una
rappresentazione di Gp. Infatti, dato che una rappresentazione lineare ha un
numero finito di tipi di isotropia, lo stesso vale per G ×Gp V +0 (in cui coniugo
gli stabilizzatori); in questo modo, data la compattezza di M , provo (i). Poi,
delle carte di varieta` con angoli del tubo sono date da {carta di G/Gp} × V +0 ,
e il tipo di orbite corrisponde ai punti di
{carta di G/Gp} × {elementi Gp-invarianti di V +0 }
ora, tramite un cambio di base su V +0 , posso rendere questo un sottospazio coor-
dinato della carta in Rn,k, ovvero (ii). Poi, grazie a questi intorni, ogni punto
e` localmente in un tipo di orbite minimale (perche´ lo e` l’origine in una rap-
presentazione lineare), da cui discende (iii). Grazie al punto (iii) ora possiamo
fare il blow up radiale di un tipo di orbite minimale, e dato che, come abbiamo
visto nella dimostrazione della proposizione 3.2.1, si ha un diffeomorfismo G-
equivariante tra [M,X] e M\U con U un intorno piccolo a piacere G-invariante
del tipo di orbite, si ottiene anche (iv).
Osservazione 3.3.3. Osserviamo che il punto (iv) di questo lemma cela in se`
la vera motivazione del fatto che abbiamo avuto bisogno del blow up radiale, e
di conseguenza siamo dovuti uscire dalla classe delle varieta` senza bordo intro-
ducendo il bordo e gli angoli. Infatti, nel caso del blow up proiettivo, il punto
(iv) non vale. Prendiamo ad esempio M = D2, con l’azione di S1 che ruota; in





Tramite il blow up radiale sulla p-sottovarieta` X = {0}, otteniamo la varieta`
anello come in figura, con un solo tipo di isotropia e [M,X]{e} = [M,X]. Nel
caso proiettivo, invece, la varieta` che otteniamo e` un nastro di Mo¨bius, (con
l’azione che fa due giri) che ha due diversi tipi di isotropia: infatti, la controim-
magine di X continua ad essere un tipo di orbite distinto dal resto della varieta`,
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perche´ tutti i suoi punti hanno gruppo di isotropia Z/2Z ⊂ S1, e un ulteriore blow
up proiettivo lascerebbe le cose invariate. Quindi, non riusciamo ad eliminare
il tipo di isotropia minimale, perche´ entrano in gioco dei Z/2Z.
Definizione 3.3.4. Sia M una varieta` con angoli, con un’azione di un gruppo
G su di essa. Una risoluzione dell’azione di G in M e` una varieta` con angoli
Y (M), ottenuta tramite successivi blow up di p-sottovarieta` G-invarianti, avente
un solo tipo di isotropia.
Grazie al lemma 3.3.2, abbiamo dimostrato la seguente proposizione.
Proposizione 3.3.5. Data una varieta` con angoli compatta M , con l’azione di
un gruppo compatto G, una risoluzione dell’azione di G in M e` data facendo ad
ogni passo il blow up del tipo di orbite relativo ad un tipo di isotropia minimale.
Osserviamo che due tipi di orbite minimali sono sempre disgiunti, e quindi
non conta l’ordine con cui effettuo i due blow up; da un certo di vista, quindi,
si puo` dire che questa risoluzione sia canonica.
Per concludere, vogliamo su Y (M) una struttura di risoluzione costruita tra-
mite i blow up con cui la ottengo, attraverso la proposizione 1.4.4. Questo sara`
fondamentale nel prossimo capitolo, perche´ ricaveremo la K-teoria equivariante
di M utilizzando proprio Y (M) e la sua struttura di risoluzione.
Teorema 3.3.6. Tramite i blow up che portano da M ad Y (M), utilizzando la
proposizione 1.4.4, e` possibile creare una struttura di risoluzione equivariante
su R(M), in modo tale che ogni YH abbia un solo tipo di isotropia.
Dimostrazione. Notiamo che, grazie alla proposizione 1.4.4, occorre solamente
mostrare induttivamente che, ad ogni passo, il tipo di orbite minimale di cui
vogliamo fare il blow up e` trasversale a ciascuna delle fibre delle fibrazioni della
struttura di risoluzione equivariante gia` creata. La trasversalita` e` una condi-
zione locale, quindi ci basta considerare i punti del tipo di orbite minimale che
toccano il bordo in facce fibrate dalla struttura di risoluzione precedentemente
costruita. Supponiamo ora che questo punto intersechi piu` di una di queste fac-
ce del bordo fibrate; per le proprieta` di struttura di risoluzione, le fibrazioni di
queste facce hanno tutte codimensioni diverse, e fibre di dimensione piu` piccola
sono contenute in fibre di dimensione piu` grande; basta quindi dimostrare la
trasversalita` con le fibre di dimensione piu` bassa; grazie alla proposizione 1.4.4,
sappiamo che queste fibre sono quelle della faccia che e` stata creata tramite il
blow up “piu` recente”; possiamo anche supporre, visto che stiamo lavorando
localmente, che questo blow sia proprio l’ultimo che e` avvenuto globalmente.
Riassumiamo quindi la situazione: ci basta controllare che un tipo di orbite
minimale e` trasversale alle fibre dell’ultimo blow avvenuto; tornando a prima
di quest’ultimo blow up, abbiamo quindi una varieta`, due tipi di isotropia, dei
quali uno dei due e` minimale, e consideriamo un punto che sia nel tipo di orbite
relativo al tipo di isotropia minimale, e che sia aderente all’altro. Per la proposi-
zione 3.1.11, questo punto ha un intorno diffeomorfo in maniera G-equivariante
a G ×H V +0 , dove H fa parte del tipo di isotropia minimale; supponiamo (e`
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lecito farlo) che V +0 sia un intero spazio del tipo Rn,k, su cui quindi H agisce
linearmente; questo intorno lo posso scrivere anche come (G ×H W+0 ) × B+,




+. In questo intorno, il tipo di orbite minimale diventa l’insieme dei punti
con coordinata in W+0 uguale a zero, mentre gli altri tipi di orbite sono del tipo
(G×H (W+0 )I)×B+ dove I e` il tipo di isotropia di H; questo e` effettivamente
una fibrazione sopra il tipo di orbite minimale, che e` quindi trasversa a ciascu-
na delle fibre (e quindi alla sfera di raggio ε in ciascuna delle fibre). Questo e`
esattamente quello che ci serviva; infatti, abbiamo visto nella proposizione 3.2.1




che rendono effettivamente [M,X] diffeomorfo in maniera equivariante ad un
sottospazio di M . La condizione di trasversalita` richiesta diventa quindi tra la
sfera di raggio ε in una fibra e il tipo di orbite, che e` esattamente quello che
abbiamo appena dimostrato.
Abbiamo quindi dimostrato che e` valida la condizione che ci permette, tra-
mite la proposizione 3.2.5, di tirare su la struttura di risoluzione, fino a Y (M).
Infine, il fatto che gli YH abbiano un solo tipo di isotropia discende banalmente
dal fatto che ad ogni passo faccio il blow up di un tipo di orbite minimale.
Osservazione 3.3.7. Ricordiamo che, grazie alla proposizione 3.2.5, e` possi-
bile trovare una struttura di prodotto al bordo equivariante su Y (M), che sia
compatibile con la struttura di risoluzione, e sia correlata ad una struttura di
prodotto al bordo su M .
3.4 Risoluzione e quozienti
Come parte conclusiva del capitolo, vediamo come tutto quello che abbiamo
visto finora si applichi al quozienti rispetto all’azione del gruppo. La prima
questione da porsi e` se e quando questo quoziente sia a sua volta una varieta`
con angoli; occorre semplicemente estendere il corollario 3.1.10.
Proposizione 3.4.1. Sia M varieta` con angoli compatta, con un’azione di un
gruppo di Lie compatto G senza intersezioni al bordo, e con un unico tipo di
isotropia. Allora il quoziente M/G ha una naturale struttura di varieta` con
angoli in modo tale che la proiezione pi : M →M/G sia differenziabile.
Dimostrazione. Sia p un punto di M , consideriamo un intorno G-invariante a
tubo G×Gp V +0 ; vediamo cosa fa la proiezione su questo intorno. Intanto, dato
che vi e` un unico tipo di isotropia, l’azione di Gx su V
+
0 e` banale. Poi, dato che
le azioni su G× V +0 di Gp e G commutano, abbiamo
(G×GpV +0 /G) = (G×V +0 /G×Gp) = V
+
0 /Gp = V
+
0 .
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Esattamente come nel caso dell’azione libera, possiamo quindi considerare i vari
V +0 come carte di M/G, che e` facile mostrare che sono compatibili e che quindi
formano un’atlante.
Nella risoluzione a un unico tipo di isotropia, alla fine, abbiamo una struttura
di risoluzione in cui tutte le varieta` hanno un solo tipo di isotropia, di cui
abbiamo visto esiste ben definito il quoziente; per poter passare al quoziente
l’intera struttura di risoluzione, occorre quindi vedere come si comportano le
fibrazioni.
Osserviamo il seguente fatto generale: data una mappa equivariante f tra
due G-spazi X e Y , e dato un punto x di X, si ha che lo stabilizzatore Gx di
x e` un sottogruppo dello stabilizzatore Gf(x) di f(x); questo segue banalmente
dall’equivarianza di f , poiche´ g · x = x implica che g · f(x) = f(g · x) = f(x).
Data quindi una mappa equivariante tra due spazi con un solo tipo di isotropia,
si ha quindi che ogni stabilizzatore dello spazio di partenza e` un sottogruppo di
uno stabilizzatore del gruppo di arrivo.
Lemma 3.4.2. Sia φ : M → Y una fibrazione tra due varieta` con angoli com-
patte, equivariante per le azioni di un gruppo di Lie compatto G sulle due varieta`,
senza intersezioni al bordo e con un solo tipo di isotropia (non necessariamente
lo stesso). Allora esiste unica una fibrazione differenziabile φ˜ : M/G → Y/G
tale che piY ◦ φ = φ˜ ◦ piM .
Dimostrazione. Dato che φ e` equivariante, induce una fibrazione M/G→ Y/G,
che pero` e` solamente C0; dimostriamo che e` differenziabile. Sia p un punto di M ,
e q la sua immagine in Y . Consideriamo, su M e Y , due metriche G-invarianti
hM e hY che siano φ-correlate, e consideriamo, in T
+
p M e T
+
q Y , i due ortogonali
rispetto a quest’orbita dell’immagine di g tramite le mappe αM,p e αY,q (che sono
gli spazi tangenti alle orbite di p e q), che chiameremo, rispettivamente, V +0 e
W+0 ; dimostriamo per prima cosa che il differenziale di φ in p manda esattamente
V + in W+, surgettivamente. Infatti, αM,p(g) viene mandato surgettivamente
in αY,p(g), perche´ per l’equivarianza di φ ho che l’orbita di p va nell’orbita di
q esattamente tramite la mappa G/Gp → G/Gq (dato che Gp e` sottogruppo di
Gq), che da`, tramite il differenziale, esattamente quello che ci serve; poi, dφp
mantiene la metrica, quindi αM,p(g)
⊥ viene mandato in αY,p(g)⊥, ovvero V +
in W+; la surgettivita` segue dal fatto che la mappa, essendo una fibrazione, ha
differenziale surgettivo. Ora, dato che le due metriche sono correlate, abbiamo
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che ci dice che, scegliendo opportunamente due intorni V +0 e W
+
0 di 0 in V
+
e W+, ottengo in M e Y due slices Sp e Sq per le rispettive azioni, tali che
φ(Sp) = Sq. Consideriamo ora gli intorni a tubo di p e q generati da queste
due slices, Up ∼= G ×Gp V +0 e Uq ∼= G ×Gq W+0 ; dato che φ e` equivariante, si
ha necessariamente φ(Up) = Uq e φ manda [(g, v)] in [(g, dφp(v))]. Ma ora,
in queste carte, utilizzando lo stesso argomento della proposizione precedente,
φ passa al quoziente come la mappa dφp : V
+
0 → W+0 , che rende la mappa
M/G → Y/G differenziabile, poiche´ V +0 e W+0 sono effettivamente due carte
per M/G e Y/G per l’atlante come visto nella proposizione precedente.
Ora, consideriamo la risoluzione dell’azione di un gruppo compatto G su una
varieta` con angoli compatta M senza intersezioni al bordo. Grazie al lemma
3.3.6, abbiamo una serie di varieta` con angoli con un solo tipo di isotropia, e
fibrazioni equivarianti. Per quanto visto, in questa sezione, passa tutto al quo-
ziente, dandoci una struttura di risoluzione (ovviamente, non piu` equivariante),
che in fondo puo` essere vista come risoluzione delle singolarita` di M/G, sulla
scia di quanto detto nell’osservazione 1.4.7.
Capitolo 4
K-teoria equivariante
In questo capitolo daremo le generalita` della K-teoria equivariante per l’azione
di un gruppo di Lie su uno spazio topologico. Questa teoria comprende, nel
caso di gruppo composto da un solo elemento, l’ordinaria K-teoria (per la quale
il principale riferimento e` [5]), della quale molti risultati sono semplicemente il
caso banale di risultati nel caso equivariante. Come quando parlavamo delle
rappresentazioni lineari, ci restringeremo ai gruppi di Lie, nonostante la mag-
gior parte dei risultati valga ugualmente nel caso di gruppi topologici qualsiasi.
Un’azione di un gruppo di Lie G su uno spazio topologico X e` una funzione
continua A : G ×X → X tale che A(e, x) = x e A(g,A(h, x)) = A(gh, x), che
induce quindi una mappa da G negli omeomorfismi di X, anche in questo caso,
useremo la notazione A(g, x) =: g · x. Chiameremo piu` brevemente G-spazio
uno spazio topologico con una tale azione.
4.1 G-fibrati vettoriali
Cominciamo con la definizione di G-fibrati vettoriali; ci restringeremo al caso
complesso, nonostante analoghe teorie possano essere generate nel caso reale e
simplettico.
Definizione 4.1.1. Sia X uno spazio topologico, con un’azione in omeomorfi-
smi di un gruppo di Lie G. Un G-fibrato vettoriale e` un C-fibrato vettoriale
di rango finito (E, p), tale che E sia anch’esso un G-spazio, la mappa p sia
equivariante, e per ogni g ∈ G e x ∈ X, la mappa
g
Ex
: Ex → Egx
sia lineare, e quindi un isomorfismo di spazi vettoriali.
Se G e` il gruppo composto da un solo elemento, un G-fibrato e` semplicemente
una fibrato vettoriale, mentre se, all’altro estremo, X e` composto da un punto,
un G-fibrato vettoriale e` semplicemente una rappresentazione lineare del gruppo
G; i G-fibrati vettoriali costituiscono quindi, in un certo senso, un oggetto che
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generalizza ambedue i concetti di fibrato vettoriale e di rappresentazione lineare;
vedremo in seguito cosa questo significhi piu` in precisione.
Vediamone subito degli esempi.
Esempio 4.1.2. Se X e` una varieta` differenzibile su cui G agisce in maniera
differenziabile, G agisce anche fibrato tangente TM , tramite il differenziale;
per ottenere un fibrato differenziale complesso, basta quindi complessificare il
fibrato tangente, ovvero prendere il fibrato C⊗ TM tale che
(C⊗ TM)p = C⊗ TpM ;
G agisce anche su questo spazio, rendendolo un G-fibrato vettoriale complesso.
Lo stesso si puo` dire quindi per C⊗ T ∗M , C⊗∧r TM e C⊗ det(TM)
Esempio 4.1.3. Una classe di esempi e` fornita dagli spazi V ×X, dove V e` una
rappresentazione lineare di G, con l’azione diagonale. Per intendere il fibrato
vettoriale V ×X, e distinguerlo dalla rappresentazione V , utilizzero` la notazione
V.
Esempio 4.1.4. Se E e` un qualsiasi fibrato vettoriale su uno spazio X, ho
un’azione di Sk (le permutazioni di k elementi) sul fibrato E ⊗ E ⊗ . . . ⊗ E (k
volte), che lo rende effettivamente un Sk-fibrato vettoriale.
Osservazione 4.1.5. I seguenti fatti non sono altro che generalizzazioni di fatti
equivalenti nel caso non equivariante (si veda [5], §1.3):
• se E e F sono due G-fibrati sullo stesso spazio X, c’e` una naturale strut-
tura di G-fibrato vettoriale su E ⊕ F , E ⊗ F , Hom(E,F ), e sul fibrato
duale E∗ di E;
• se Y e` un sottospazio di X G-invariante, e (E, p) un G-fibrato su X, allora
p−1(Y ), che indicheremo con E|Y , e` in maniera naturale un G-fibrato su
Y ; piu` in generale, data una funzione continua equivariante f : X → Y ,
e un G-fibrato E su Y , e` ben definito il G-fibrato pullback f∗E, come
le coppie (v, y) in E × Y tali che p(v) = f(y); ancora piu` in generale, se
α : H → X e` un omomorfismo di gruppi di Lie, Y un H-spazio, X un G
spazio, e f : Y → X una funzione continua compatibile con le due azioni
(ovvero tale che h · y = α(h) · f(y)), allora lo stesso processo di pullback
manda G-fibrati su X in H-fibrati su Y ;
• dati E ed F che siano G-fibrati sullo stesso spazio X, un omomorfismo
(risp. isomorfismo) di G-fibrati e` un omomorfismo (risp. isomorfismo)
di fibrati che sia anche una mappa equivariante;
• un G-sottofibrato di un G-fibrato E su uno spazio X e` un sottospazio
di E che sia un G-fibrato con la struttura indotta da E; dato un G-
sottofibrato F , e` ben definito il quoziente E/F , che su ogni fibra e` il
quoziente delle fibre Ex/Fx;
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• in generale, il nucleo e l’immagine di un omomorfismo di G-fibrati non
sono G-sottofibrati; lo sono sempre, pero` (e quindi ha senso anche parlare
di conucleo), nel caso di omomorfismi stretti, ovvero per i quali il rango
ha dimensione costante sulle fibre; in generale, dato un omomorfismo di G-
fibrati φ, la funzione rango rk(φx) e` semicontinua superiormente; a causa
di questo, se P e` un endomorfismo di proiezione (ovvero P 2 = P ) di un
fibrato E, allora la sua immagine e` un sottofibrato di E.
Agendo sullo spazio totale E, abbiamo un’azione sulle sezioni del fibrato
Γ(E), data da (g · s)(x) = g · (s(g−1 · x)); come al solito, indicheremo con
Γ(E)G le sezioni invarianti per questa azione. Ora, prendiamo due G-fibrati
E ed F ; gli omomorfismi di G-fibrati possono essere visti come sezioni del fi-
brato Hom(E,F ); tra queste sezioni, e` possibile verificare che gli omomorfismi
equivarianti sono esattamente le sezioni invarianti Γ(Hom(E,F ))G.
Restringiamoci ora, fino alla fine del capitolo, al caso di G compatto, su cui
abbiamo la misura di Haar che ci permette di “mediare” oggetti per ottenerne
di equivarianti. In particolare, grazie a questo possiamo dimostrare il seguente
lemma.
Lemma 4.1.6. Sia G un gruppo di Lie compatto, e sia E un G-fibrato su un
G-spazio compatto X; poi, sia Y un chiuso G-invariante di X, e s una sezione
equivariante di E|Y ; allora s si puo` estendere ad una sezione equivariante di E.
Dimostrazione. Una estensione ci e` data utilizzando le partizioni dell’unita` e la
locale trivialita` di E; mediando poi su G, ne otteniamo una equivariante.
Applicandolo a E = Hom(F0, F1) (e utilizzando il fatto che l’essere un
isomorfismo e` una proprieta` aperta), otteniamo il seguente corollario.
Corollario 4.1.7. Sia G un gruppo di Lie compatto, e F0 e F1 due G-fibrati su
un G-spazio compatto X. Sia inoltre φ un isomorfismo di G-fibrati tra le due
restrizioni F0|Y e F1|Y ad un G-sottospazio Y ; allora esiste un aperto U di X
contenente Y sul quale φ si estende ad un isomorfismo tra F0|U e F1|U .
Grazie a questo corollario, seguendo la stessa linea di [5], 1.4, e` vera la
seguente fondamentale proposizione.
Proposizione 4.1.8. Sia G un gruppo di Lie compatto, e f0, f1 : Y → X
due mappe equivarianti tra G-spazi, e G-omotope, nel senso che sono omotope
tramite un’omotopia F : Y × I → X che sia a sua volta equivariante (con
un’azione banale su I); allora, se E e` un G-fibrato su X, i due G-fibrati f∗0 (E)
e f∗1 (E) su X sono isomorfi.
Osservazione 4.1.9. Grazie a questa proposizione, si puo` parlare di incol-
lamento di fibrati; ovvero, dato un G-spazio X tale che X = X1 ∪ X2, e
X1 ∩X2 = A, con X1, X2, A aperti G-invarianti di X, una coppia di G-fibrati
E1, E2 su X1 e X2 rispettivamente, uniti ad isomorfismo α : E1|A → E2|A
determinano un’unica classe di isomorfismo di G-fibrati su X.
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4.2 K-teoria equivariante nel caso compatto
Sia X un G-spazio compatto, con G gruppo di Lie compatto. Le classi di iso-
morfismo di G-fibrati su X formano un semigruppo abeliano V ectG(X), con
la somma diretta. Ricordiamo che dato un semigruppo, il gruppo delle diffe-
renze formali e` dato dalle coppie (E1, E2) con la relazione di equivalenza che
(E1, E2) ≈ (E′1, E′2) se esiste F tale che E1 + E′2 + F = E′1 + E2 + F .
Definizione 4.2.1. Sia X un G-spazio compatto, con G gruppo di Lie compatto.
La K-teoria equivariante di X, che indicheremo con KG(X), e` il gruppo delle
differenze formali di V ectG(X).
Osservazione 4.2.2. Nel caso di X varieta` differenziabile, potremmo restrin-
gerci a G-fibrati differenziabili (ovvero, con trivializzazioni locali differenziabili),
e classi di isomorfismo rispetto ad isomorfismi differenziabili; ora, si puo` dimo-
strare che la K-teoria equivariante che ne deriva e` isomorfa a quella che abbiamo
descritto nel caso continuo, poiche´ ogniG-fibrato vettoriale puo` essere deformato
ad un G-fibrato differenziabile.
Il prodotto tensoriale induce anche un prodotto abeliano su KG(X), renden-
dolo un anello commutativo.
Osservazione 4.2.3. Se f : Y → X e` una mappa equivariante, viene indotta
una mappa f∗ : KG(X) → KG(Y ); abbiamo quindi un funtore controviariante
dalla categoria dei G-spazi alla categoria degli anelli commutativi; grazie alla
proposizione 4.1.8, abbiamo inoltre che la K-teoria e` un invariante per omotopia.
Continuando a seguire le osservazioni fatte nella sezione precedente, se α : H →
G e` un omomorfismo di gruppi di Lie, Y e` un H-spazio, X un G-spazio, e
f : Y → X una mappa compatibile con le due azioni, allora questa induce un
omomorfismo di anelli KG(X)→ KH(Y ).
Osservazione 4.2.4. Nel caso del gruppo banale G = {e}, otteniamo la K-
teoria usuale, che viene indicata con K(X).
Esempio 4.2.5. Se X un punto, un G-fibrato e` semplicemente una rappresenta-
zione lineare di G, e un isomorfismo di G-fibrati e` esattamente un isomorfismo
di rappresentazioni; la K-teoria equivariante del punto e` quindi esattamente
l’anello delle rappresentazioni R(G).
Se X e` un qualsiasi G-spazio, la mappa X → {pt} induce una mappa canoni-
ca R(G)→ KG(X), che ha come immagine i G-fibrati V come visto nell’esempio
4.1.3; questa mappa da` a KG(X) una struttura ulteriore di R(G)-algebra.
Esempio 4.2.6. Sia G un gruppo di Lie compatto, consideriamo un suo sotto-
gruppo di Lie H, e lo spazio quoziente delle classi laterali sinistre G/H (che ha
struttura di varieta` differenziabile grazie alla proposizione 3.4.1), con la naturale
azione di G. Sia E un G-fibrato su G/H; sulla classe di equivalenza [e], ho sulla
fibra una rappresentazione lineare di H (in generale, la fibra su un punto x e` una
Gx-rappresentazione); consideriamo quindi la mappa λ : KG(G/H)→ R(H) che
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associa ad ogni G-fibrato la sua fibra su [e], e dimostriamo che e` un isomorfi-
smo; per la surgettivita`, se V e` una rappresentazione di H, allora G×H V e` un
G-fibrato su G/H, che ha immagine V (in realta`, la dimostrazione della locale
trivialita` di questo fibrato passa attraverso un teorema della “slice” come visto
nel capitolo precedente, ma senza l’ipotesi di differenziabilita`; si veda [18]); per
l’iniettivita`, sia V in R(H), ed E G-fibrato di G/H tale che E0 = V ; abbiamo
una mappa equivariante G× V → E, che passa al quoziente ad un isomorfismo
equivariante di fibrati G ×H V → E; in particolare, se due fibrati E ed E′
hanno fibra su [e] uguale a V , allora sono isomorfi a G×H V , e quindi isomorfi
tra loro. Questo prova inoltre che KG(G) = Z (con G con l’azione libera di
moltiplicazione a sinistra).
Diamo subito due primi classici risultati, che generalizzano i primi due esem-
pi che abbiamo dato; il primo caso (che generalizza il caso della K-teoria del
punto), e` quando l’azione di G e` banale, ovvero agisce solo tramite l’identita`.
Proposizione 4.2.7. Sia X uno spazio su cui G agisce banalmente. Allora
KG(X) ∼= R(G)⊗Z K(X) come R(G)-algebre.
Dimostrazione. Abbiamo due immersioni R(G) → KG(X) e K(X) → KG(X),
quest’ultima data come nell’osservazione 4.2.3 con α : G → {e}, che ci dan-
no una mappa λ : R(G) ⊗Z K(X) → KG(X); costruiamone un inversa µ.
Dato un fibrato E, e una rappresentazione irriducibile V di G, consideriamo







Per prima cosa, e` ben definita perche´ l’azione di G su X e` banale, e quindi
l’integrale e` fatto su vettori nella stessa fibra; poi, si verifica facilmente che
questa e` un endomorfismo equivariante di G-fibrati, ed e` la proiezione sul fibrato
formato, su ogni fibra, dalla componente V -isotipica, che avevamo gia` visto
nell’osservazione 2.4.7. Essendo una proiezione, l’immagine e` ancora un G-
fibrato, e per la precisione del tipo V ⊗ FV , con FV un fibrato con azione
banale di G, che possiamo quindi vedere come elemento di K(X). Considerando
V invece di V (la rappresentazione invece del fibrato), otteniamo una mappa




P˜V : KG(X)→ R(G)⊗Z K(X).
Questa mappa e` ben definita in quanto, per ogni E ∈ KG(X), solo un numero
finito di addendi e` diverso da zero. Verifichiamo ora che λ e µ sono inverse.
Verificare µ◦λ = Id e` molto semplice: considero infatti un generatore di R(G)⊗Z
K(X) dato da V ⊗ E con V irriducibile, ho che la sua immagine tramite λ e`
V ⊗ E con l’azione di G solo su V; ora, per l’ortogonalita` dei caratteri ho che
P˜W (V ⊗ E) = 0 per ogni W 6= V , e che P˜V (V ⊗ E) = V ⊗ E, che ci da`
esattamente µ ◦ λ = Id. Prendiamo infine E ∈ KG(X); occorre dimostrare
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che E =
⊕
PV (E); ma si hanno immersioni PV (E) → E per ogni V , tali che
l’immersione somma
⊕
PV (E) → E e` surgettiva (perche´ lo e` su ogni punto),
ed e` una mappa di fibrati (per quanto gia` visto); e` allora un isomorfismo, che
ci da`, alla fine, λ ◦ µ = Id, ovvero che KG(X) e` isomorfo a R(G)⊗ZK(X).
L’altra proposizione, all’altro estremo, e` nel caso di un’azione libera.
Proposizione 4.2.8. Sia X uno spazio compatto su cui il gruppo di Lie com-
patto G agisce liberamente; allora KG(X), come anello, e` isomorfo a K(X/G).
Dimostrazione. Dalla mappa proiezione pr : X → X/G, vista come mappa
da un G-spazio ad un {id}-spazio, abbiamo la mappa di anelli p∗ : K(X/G)→
KG(X); per quanto riguarda la surgettivita`, sia E un G-fibrato, consideriamo lo
spazio E/G, con la sua mappa di proiezione ovvia su X/G; questo e` un fibrato,
ovvero e` localmente triviale, grazie ancora una volta ad un argomento di “slice”
per l’azione di G su X, che come gia` detto e` possibile trovare su [18] (e che
noi abbiamo dimostrato nel caso di varieta` differenziabili e azioni differenziabili,
grazie al lemma 3.4.2); per quanto riguarda l’iniettivita`, esattamente come nel-
l’esempio 4.2.6, se E ed E′ hanno come pullback lo stesso G-fibrato vettoriale
F su X, allora sono entrambi isomorfi al fibrato F/G, da cui la tesi.
Osservazione 4.2.9. Osserviamo che K(X/G) non ha una struttura natura-
le di R(G)-modulo, ma la proposizione precedente ci da` una mappa naturale
R(G)→ K(X/G), che manda V in V/G.
Sfortunatamente, non esiste una simile formula per spazi con un solo tipo
di isotropia, che generalizzi le proposizioni precedenti (questa questione sara`
trattata ampiamente nel prossimo capitolo). Quello che invece si puo` dire, che
si pone “in mezzo” alle due proposizione appena viste, e` il seguente lemma.
Ricordiamo che dato un omomorfismo di gruppi α : G → G′ e un G-spazio X,
lo spazio G′ ×GX e` il quoziente dello spazio G′ ×X modulo l’azione di G data
da g · (g′, x) = (g′ · α(g−1), g · x); su questo spazio e` ben definita una azione di
G′ data dal prodotto a sinistra sulla prima componente.
Proposizione 4.2.10. Sia X uno spazio con un’azione di un gruppo di Lie
compatto G. Allora
(i) se N e` un sottogruppo di Lie normale di G che agisce liberamente su X,
allora KG(X) e` isomorfo a KG/N (X/N);
(ii) se α : G → G′ e` un omomorfismo iniettivo, allora KG′(G′ ×G X) =
KG(X).
Quindi, unendo le due cose, otteniamo:
(iii) se α : G → G′ e` un omomorfismo tale che ker(α) agisce liberamente su
X, allora KG′(G
′ ×G X) = KG(X).
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Dimostrazione. Il caso (i) si dimostra esattamente nello stesso modo della pro-
posizione 4.2.8, mostrando che la mappa p : X → X/N induce l’isomorfismo
KG/N (X/N) = KG(X); per quanto riguarda (ii), ho una mappa ovvia di immer-
sione i : X → G′×GX, che mi da` un omomorfismo i∗ : KG′(G′×GX)→ KG(X);
questa mappa e` surgettiva, in quanto il G-fibrato E su X e` immagine del G′-
fibrato G′×G E, su G′×GX (che e` localmente triviale ancora una volta per un
argomento di “slice”), ed e` iniettiva, in quanto due fibrati con la stessa immagine
E sono isomorfi a G′ ×G E. Infine, per quanto riguarda (iii), la tesi segue ba-
nalmente da fatto che posso fattorizzare la mappa α in G→ (G/ker(α))→ G′,
e posso usare i due punti precedenti.
4.3 La K-teoria equivariante come teoria coo-
mologica
Per andare piu` a fondo nei risultati noti riguardo la K-teoria equivariante (e piu`
semplicemente per poter dare la definizione nel caso in cui X non sia compatto),
bisogna dare delle definizioni piu` ampie, che rendano la K-teoria equivarian-
te una teoria coomologica equivariante sui G-spazi. Quindi, ridefiniamo tutto
nella categoria dei G-spazi topologici compatti puntati, ovvero con un punto
privilegiato, che chiameremo o, tale che G · o = o.
Definizione 4.3.1. Sia X un G-spazio compatto e puntato, con G gruppo di Lie
compatto. La K-teoria equivariante ridotta, che indicheremo con K˜G(X),
e` l’insieme delle classi di isomorfismo di G-fibrati, modulo la relazione di equi-
valenza stabile, ovvero E1 ∼ E2 se esistono due rappresentazioni V e W di
G tali che valga l’isomorfismo di G fibrati E1 ⊕ V ∼= E2 ⊕W.
Osservazione 4.3.2. La somma diretta e` un’operazione ben definita su K˜G(X);
infatti, il risultato non cambia se cambio rappresentante della classe di equiva-
lenza stabile; in piu`, questa operazione rende K˜G(X) un gruppo, ovvero ogni
elemento ha il suo inverso. La dimostrazione di questa proprieta` e` non banale,
utilizza infatti il teorema di Peter-Weyl 2.4.6, per dimostrare che ogni G-fibrato
e` G-sottofibrato di un fibrato triviale V per una certa rappresentazione V di
G (si veda [20]), da cui il nostro risultato segue immediatamente. E` possibile
inoltre identificare K˜G(X) come un quoziente di KG(X), in particolare il quo-
ziente per l’immagine della mappa canonica KG({pt})→ KG(X) (che rispecchia
completamente la usuale nozione di teoria coomologica ridotta).
Cominciamo ora con le operazioni classiche della topologia algebrica. Dato
uno spazio topologico puntatoX, chiamo CX lo spazioX×[0, 1]/(X×{0}∪{o}×
[0, 1]) (in cui X si immerge naturalmente in X × {0}, tramite una mappa che
chiameremo j); chiamo quindi SX lo spazio ottenuto da CX ∪X CX; data una
funzione continua f : X → Y , questa si solleva in maniera naturale a funzioni
Cf : CX → CY e Sf : SX → SY ; dato un chiuso Y di X, considero lo spazio
X∪Y CY , e chiamo r la mappa di proiezione da X∪Y CY a X∪Y CY/X ∼= SY .
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Se X e` un G-spazio puntato e Y un chiuso invariante puntato (con lo stesso
punto speciale), ho una naturale azione di G su CX, SX e X∪Y CY , e la mappa
r per queste azioni e` equivariante; se ho una mappa continua tra G-spazi puntati
Y → X equivariante continuano ad esserlo anche i sollevamenti CY → CX e
SY → SX. Consideriamo allora la successione di G-spazi puntati
Y
i−→ X j−→ X ∪Y CY r−→










qj−→ Sq(X ∪Y CY ) S
qr−→
(i)
in cui si noti che la composizione di qualsiasi due mappe e` omotopa ad una
mappa costante. Si verifica inoltre (la dimostrazione completa si trova su [20])




←− K˜G(X ∪Y CY ) r
∗
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Sq−1r∗←− K˜G(SqY ) S
qi∗←− K˜G(SqX) S
qj∗←− K˜G(Sq(X ∪Y CY )) S
qr∗←−
(ii)
Diamo ora una definizione, tramite la quale questa successione esatta appena
trovata diventa la successione esatta della coppia.
Definizione 4.3.3. Sia X un G-spazio puntato, e Y un G-sottospazio puntato.
Chiameremo allora K˜−qG (X) = K˜G(S
qX), e K˜−qG (X,Y ) = K˜G(S
q(X ∪Y CY ))
per ogni q ≥ 0.
Grazie a questa definizione, la proposizione precedente diventa esattamente
la successione esatta della coppia per questa teoria coomologica {K˜−qG }.
Ora, c’e` un modo classico per passare da una teoria coomologica sugli spazi
compatti puntati, ad una sugli spazi localmente compatti. Dato uno spazio
localmente compatto X, chiamo X+ la compattificazione ad un punto di X (nel
caso che X fosse gia` compatto, X+ e` l’unione disgiunta di X e o). Osserviamo
che se X e` un G-spazio, X+ e` un G-spazio puntato in maniera naturale.
Definizione 4.3.4. Sia X un G-spazio localmente compatto, e Y un suo G-
sottospazio chiuso. Definiamo allora per ogni q ≥ 0 la K-teoria equivariante
K−qG (X) = K˜
−q
G (X




Osservazione 4.3.5. Osserviamo innanzitutto che questa definizione coincide
con quella data in precedenza nel caso di X compatto. Infatti, si ha un isomor-
fismo tra KG(X) e K˜G(X ∪{o}), che estende un G-fibrato E su X aggiungendo
il fibrato nullo su o, e manda un G-fibrato E di X ∪{o} nel G-fibrato di X dato
da [E|X ]− [Eo ×X].
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Osservazione 4.3.6. Un’applicazione molto utile e` la seguente: dato che (X×
Rq)+ = SqX, si ha che K−qG (X) = KG(X × Rq), e lo stesso per la versione
relativa K−qG (X,Y ) = KG(X × Rq, Y × Rq).
Osservazione 4.3.7. Per questa teoria continua a esistere la successione esatta
lunga della coppia, in quanto la successione di {K˜−qG } per la coppia (X+, Y +)
diventa la successione di {K−qG } per la coppia (X,Y ); inoltre, l’associazione
di KG(X) ad X nel caso compatto continua ad essere funtoriale, ma solo per
mappe proprie, ovvero ogni mappa equivariante propria Y → X induce una
mappa KG(X) → KG(Y ). Vale inoltre, in questo caso, l’escissione, ovvero c’e`
un isomorfismo tra K−qG (X\Y ) e K−qG (X,Y ).
4.4 Isomorfismo di Thom
In questa ultima sezione trattiamo il risultato piu` profondo ottenuto finora
riguardo la K-teoria equivariante, l’isomorfismo di Thom.
Per arrivarci, diamo una definizione equivalente di K-teoria equivariante (che
vale fin da subito nel caso generale, non solo in quello compatto).
Definizione 4.4.1. Un complesso su un G-spazio X e` una successione di
G-fibrati e omomorfismi di G-fibrati
E• : . . . d−→ Ei−1 d−→ Ei d−→ Ei+1 d−→ . . .
tale che Ei 6= 0 solo per un numero finito di valori, e tale che d2 = 0. Un
morfismo di complessi tra due complessi (E•, d) e (F •, d′) e` un insieme di
omomorfismi di fibrati fi : E
i → F i tali che fd = d′f . Il supporto di un
complesso E• e` l’insieme dei punti per cui la successione delle fibre non e` esatta,
e chiamero` un complesso aciclico se ha supporto vuoto.
A causa della semicontinuita` del rango di un omomorfismo tra fibrati, il
supporto di un complesso e` sempre un chiuso.
Siano E•0 e E
•
1 due complessi, e` ben definita la somma diretta
(E0 ⊕ E1)• : . . . d⊕d
′
−→ Ei−10 ⊕ Ei−11 d⊕d
′
−→ Ei0 ⊕ Ei1 d⊕d
′
−→ Ei+10 ⊕ Ei+11 d⊕d
′
−→ . . .
ed il prodotto tensore, per il quale
(E0 ⊗ E1)r =
⊕
p+q=r
Ep0 ⊗ Eq1 .
Si noti che supp((E0 ⊕ E1)•) = supp((E0 ⊗ E1)•) = supp(E•0 ) ∩ supp(E•1 ) Sia
ora Y un chiuso G-invariante di X; chiamo LG(X,Y ) l’insieme delle classi di
isomorfismo di complessi con supporto compatto e disgiunto da Y . Metto ora




1 in LG(X,Y )
li chiamo omotopi, se esiste un complesso E• in LG(X × [0, 1], Y × [0, 1]) tale
che E•0 = E
•|X×{0} e E•1 = E•|X×{1}; ora, metto la relazione di equivalenza
su LG(X,Y ) che E
•
0 ∼ E•1 se esistono complessi F •0 e F •1 tali che E•0 ⊕ F •0 e`
omotopo a E•1 ⊕ F •1 .
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Teorema 4.4.2. LG(X,Y )/ ∼ e` isomorfo alla K-teoria equivariante KG(X,Y ).
Non daremo la dimostrazione di questo teorema, che si puo` trovare nell’ap-
pendice di [20]. Ci limitiamo a mostrare che e` vero nel caso di X compatto, e Y
vuoto. Consideriamo infatti la mappa E• 7→ ∑(−1)iEi: questa e` ovviamente
surgettiva, e iniettiva perche´ ogni complesso su uno spazio compatto, e` omotopo
allo stesso in cui la mappa d e` identicamente nulla, e quindi posso arrivare alla
differenza formale tra due fibrati.
Osserviamo che dal prodotto messo su LG(X,Y ), abbiamo un prodotto anche
su KG(X,Y ) (per come l’abbiamo definito, non ce l’avevamo ancora), che in
particolare e` sprovvisto di identita` nel caso in cui X\Y non sia compatto.
Vogliamo ora arrivare all’isomorfismo di Thom, ovvero all’isomorfismo tra
KG(X) e KG(E), dove E e` un G-fibrato sul G-spazio X. Ora, una mappa tra
questi due spazi e` data dall’immersione q : X → E come sezione nulla, che ci da`
l’omomorfismo q∗ : KG(E)→ KG(X). Purtroppo, pero`, la mappa di proiezione
E → X non e` propria, quindi non induce una mappa in K-teoria equivariante.
Costruiamo quindi una mappa che va nella direzione opposta, utilizzando la
descrizione della K-teoria equivariante con i complessi appena vista .
Definizione 4.4.3. Sia E un G-fibrato su un G-spazio X, e s una sezione
equivariante. Il complesso di Koszul di E e s e` il complesso
. . . −→ 0 −→ C d−→ Λ1(E) d−→ Λ2(E) d−→ . . .
dove d(ξ) = ξ ∧ s(x) per ogni ξ in Λi(E)x.
Osserviamo che questo complesso ha supporto uguale al luogo di zeri di s.
Sia ora E un G-fibrato su X, e consideriamo il G-fibrato p∗E su E; questo
ha una sezione canonica, quella data dalla diagonale δ, che ha luogo di zeri
esattamente la sezione nulla di E (che avevamo identificato con X). Chiamiamo
Λ•E il complesso di Koszul di p
∗E su E relativo alla sezione δ.
Sia ora F • un complesso su X, con supporto compatto Y in X; il com-
plesso pullback, p∗F •, cessa avere supporto compatto, in quanto supp(p∗F •) =
p−1Y = E|Y ; ma ora, il complesso Λ•E ⊗ p∗F • ha supporto compatto, in quanto
supp(Λ•E) ∩ supp(p∗F •) = X ∩ E|Y = Y .
Abbiamo definito quindi finalmente un omomorfismo q∗ : KG(X)→ KG(E).
Teorema 4.4.4. Per ogni G-fibrato vettoriale E su un G-sxpazio localmente
compatto X, l’omomorfismo di Thom q∗ : KG(X) → KG(E) e` un isomorfismo
di R(G)-moduli.
La dimostrazione, di cui ometteremo i dettagli, e` cos`ı strutturata.
• Grazie ad un processo di limite diretto sugli aperti invarianti, ovvero
lim→ KG(U) = KG(X), e` possibile ridursi al caso in cui X sia compatto.
• Si utilizza la dimostrazione del teorema di periodicita` del caso non equi-
variante (ovvero se L e` un line bundle su X, si ha K(P(L ⊕ C)) =
K(X)[H]/(HL−1)(H−1), la cui dimostrazione si puo` trovare su [5], §2.2)
per dimostrare che nel caso che E sia un line bundle, allora il teorema vale.
4.4. ISOMORFISMO DI THOM 71
• Si dimostra (e lo faremo anche noi nel prossimo capitolo) che nel caso
in cui G sia abeliano, allora ogni G-fibrato si spezza localmente in line
bundles, dandoci cos`ı la tesi nel caso abeliano.
• Si utilizza il risultato seguente, che si dimostra con metodi di operatori
ellittici:
Proposizione 4.4.5. Sia X localmente compatto con azione di G di Lie
compatto e connesso, e T un toro massimale in G; allora la mappa naturale
i∗ : KG(X)→ KT (X) ammette un’inversa sinistra i∗, e quindi e` possibile
vedere KG(X) come fattore diretto di KT (X).
Grazie a questo, si riesce a passare dal caso abeliano a quello non abeliano,
e si conclude la dimostrazione del teorema.
Osservazione 4.4.6. Prendendo al posto di E ed X gli spazi E×Rq e X×Rq,
abbiamo che KG(E × Rq) ∼= KG(X × Rq), e quindi che K−qG (E) ∼= K−qG (X).
Corollario 4.4.7. (Periodicita` di Bott) Sia X un G-spazio; si ha K−qG (X) =
K−q−2G (X).
Dimostrazione. Applichiamo l’isomorfismo di Thom per il fibrato banale C; si
ha allora K−qG (X × R2) ∼= K−qG (X), ovvero che K−q−2G (X) = K−qG (X).
Osservazione 4.4.8. Dato questo isomorfismo, e` naturale estendere la K-teoria
anche ad indici positivi, come KqG(X) = K
q−2n
G (X) per q > 0, e n ≥ q/2
(e lo stesso per KqG(X,Y )). In questo modo, posso estendere la successione
esatta della coppia ad una successione infinita da entrambi i lati, che poi diventa
















Solitamente, a questo punto, si denota conK∗G(X) la somma direttaK
0
G(X)⊕





equivariante pari e dispari.
Osservazione 4.4.9. Osserviamo inoltre che le due mappe M  S1 × M
(immersione come sezione e proiezione) determinano, in K-teoria equivariante,
il fatto che si possa vedere K0G(X) come fattore diretto di K
0
G(S
1 × X); dalla
successione esatta della coppia (S1×X,X), inoltre, si verifica che il nucleo della
proiezione K0G(S
1×X)→ K0G(X) e` K0G(S1×X,X) che, per escissione, e` uguale
a K0G(R×X) = K1G(X); si ha quindi
K0G(S
1 ×X) = K∗G(X) = K0G(X)⊕K1G(X).
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Osservazione 4.4.10. Concludiamo questo capitolo con un’ultima osservazio-
ne; nella teoria delle rappresentazioni di un gruppo di Lie, e` molto importante
lo studio di cosa accade su un toro massimale; ad esempio, un carattere di una
rappresentazione e` univocamente determinato dal suo valore su un toro mas-
simale. La proposizione 4.4.5 ci dice che anche in questo caso, lo studio della
K-teoria equivariante per un gruppo di Lie e` legato a quella per un toro mas-
simale. Nel recente articolo [14], inoltre, Harada, Landweber e Sjamaar danno
una descrizione effettiva di operatori che individuano KG(X) dentro KT (X);
alla luce di questo fatto, studiare la K-teoria equivariante nel caso abeliano
assume importanza ancora maggiore.
Capitolo 5
Il modello di Albin-Melrose
In questo capitolo, descriveremo il metodo di Albin e Melrose, che consiste nello
sfruttare il teorema 3.3.6 per calcolare la K-teoria equivariante di una varieta`
con angoli, sfruttando la sua struttura di risoluzione.
5.1 Ψ-K-teoria
Definizione 5.1.1. Sia M una varieta` con angoli con una struttura di risolu-
zione Ψ = {(φi, Yi)}. Allora uno Ψ-fibrato e` il dato di un insieme di fibrati
vettoriali {E, {Fi}Ψ} e di un insieme di omomorfismi di fibrati {fi}Ψ tali che:
• E sia un fibrato vettoriale su M , e Fi sia un fibrato su Yi per ogni i;
• per ogni i, fi sia un isomorfismo di fibrati tra E|Hi e φ∗iFi.
Esempio 5.1.2. Sia M = D2 il disco 2-dimensionale, H il suo bordo, e φ : H →
{pt} la proiezione di H su un punto, che formano la struttura di risoluzione Ψ.
Per creare uno Ψ-fibrato ci servono tre componenti: il fibrato E, il fibrato F , e
la mappa f ; prendiamo come E e F i due fibrati banali Cn×D2 e Cn: la mappa
f dovra` quindi essere un isomorfismo di fibrati tra i due fibrati E|S1 ∼= Cn×S1
e φ∗F ∼= Cn × S1.
Osservazione 5.1.3. Lo Ψ-fibrato banale e` quello composto da fibrati banali
e omomorfismi identita` tra fibrati. Come per i fibrati vettoriali usuali, vale il
fatto che somma diretta e prodotto diretto di Ψ-fibrati e` ancora naturalmen-
te uno Ψ-fibrato; per quanto riguarda il fibrato duale, questo e` composto dai
duali dei fibrati vettoriali, e dalle inverse delle trasposte delle fi (occorre pren-
dere l’inversa perche´ la trasposta cambia direzione: posso farlo perche´ e` un
isomorfismo).
Osservazione 5.1.4. Siano ora φ1 : H1 → Y1 e φ2 : H2 → Y2 due fibrazioni
di Ψ, tali che H1 e H2 si intersecano in M ; ricordiamo che dalla definizione di
struttura di risoluzione, si deve avere:
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• codim(φ1) 6= codim(φ1) (supponiamo codim(φ1) < codim(φ1));
• φ2(H1 ∩H2) = Y2;
• φ1(H1 ∩H2) e` una faccia generalizzata di Y1, che chiamero` Z;





Dimostriamo che uno Ψ-fibrato induce anche una mappa f12 : F1|Z → φ∗12F2;
considero un vettore v in F1|Z , e ne prendo una sua qualsiasi controimmagine
in φ∗1(F1|Z) (che e` un fibrato su H1 ∩H2); tramite f2f−11 , passo quindi ad un




12(F2) (ancora un fibrato su H1 ∩ H2), che poi posso
proiettare in φ∗12(F2) (su Z); questo mi da` una mappa perche´ l’immagine non
dipende dalla controimmagine scelta all’inizio ed e` semplice verificare che sia un
omomorfismo di fibrati.
Definizione 5.1.5. Sia M una varieta` con angoli con struttura di risoluzione
Psi, e siano E = {E, {Fi}, {fi}} e E ′ = {E, {F ′i}, {f ′i}} due Ψ-fibrati. Un
omomorfismo di Ψ-fibrati e` il dato di omomorfismi di fibrati Γ = {γ, {γi}Ψ}
tali che:
• γ e` un omomorfismo di fibrati su M tra E ed E′;
• γi e` un omomorfismo di fibrati su Yi tra Fi ed F ′i per ogni i;
• per ogni i, il seguente diagramma commuta:
E|Hi φ∗iFi




Un omomorfismo di Ψ-fibrati e` un isomorfismo se γ e tutti i γi sono isomor-
fismi di fibrati.
Osservazione 5.1.6. Sulla scia dell’osservazione precedente, da un omomorfi-








Siamo quindi pronti a dare la definizione di Ψ-K-teoria.
Definizione 5.1.7. La Ψ-K-teoria di M varieta` con angoli compatta con strut-
tura di risoluzione Ψ, che indichero` con KΨ(M), e` il gruppo delle differenze
formali di classi di isomorfismo di Ψ-fibrati.
Esempio 5.1.8. Siano M e Ψ come nell’esempio precedente, e cerchiamo di
determinare KΨ(M). Per prima cosa, dato uno Ψ-fibrato E = {E,F, f}, dimo-
striamo che e` isomorfo ad uno Ψ-fibrato del tipo E ′ = {Cn×D2,Cn, f ′}; infatti,
dato che K({pt}) = Z e K(D2) = Z (quest’ultimo perche´ D2 e` compatto e
contraibile), e` possibile trovare isomorfismi di fibrati γ : E → Cn ×D2 su M e
γ1 : F → Cn (quest’ultimo e` semplicemente la scelta di una base); scegliendo





(φ∗γ1) ◦ f ◦ (γ|H)−1
che e` ovviamente commutativo. Spostiamo quindi il nostro interesse sulla mappa
Cr × S1 → Cr × S1 di fibrati su S1 che, quindi, corrisponde ad una funzione
continua S1 → GL(r,C). Dimostriamo ora che se due f, f ′ : Cn×S1 → Cn×S1
sono omotope (come funzioni S1 → GL(r,C)), allora i due Ψ-fibrati E = {Cr ×
D2,Cr, f} e E ′ = {Cn × D2,Cn, f ′} sono isomorfi. Per fare questo, considero
l’omotopia da f a f ′, ovvero la mappa J : S1 × [0, 1] → GL(r,C), e la faccio
diventare un’omotopia tra (f ′)−1f e l’identita`; questa induce un isomorfismo
di fibrati Cn × (S1 × [0, 1]) → Cn × (S1 × [0, 1]); ora, vedo S1 × [0, 1] come
un’intorno compatto di H in M (in cui H e` S1 × {0}, ed estendo l’isomorfismo
di fibrati come l’identita` su tutto il resto di M , ottenendo un automorfismo di
fibrati di Cr×D2; questo isomorfismo, unito all’identita` sul fibrato Cr sul punto,
fornisce proprio l’isomorfismo di Ψ-fibrati tra E e E ′. Quindi, gli Ψ-fibrati su D2
dipendono solo dal rango r, e dalla classe di omotopia in pi1(GL(r,C)) scelta;
ora, e` un fatto noto (si dimostra per induzione tramite la successione esatta
dei fibrati di Serre) che pi1(GL(r,C)) = Z per ogni r ≥ 0, e che le classi sono
caratterizzate solamente dal grado della funzione determinante d. Abbiamo
quindi per ogni coppia (r, d) uno Ψ-fibrato Er,d; ora, si verifica che tutti questi
Ψ-fibrati esistono e non sono isomorfi, e che Er,d ⊕ Er′,d′ = Er+r′,d+d′ , ovvero le
classi di isomorfismo sono un N⊕ Z (per il prodotto, si verifica ugualmente che
Er,d ⊗ Er′,d′ = Err′,r′d+rd′); la Ψ-K-teoria KΨ(M) di M con questa Ψ, quindi, e`
isomorfa all’anello Z[t]/t2.
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5.2 Il teorema di Albin-Melrose
Sia ora M una varieta` con angoli, con struttura di risoluzione vuota, e facciamo
alcuni blow up radiali di p-sottovarieta`, creando una varieta` con angoli M˜ con
una struttura di risoluzione Ψ; il risultato cruciale, che insieme alla sua dimo-
strazione occupera` l’intera sezione, e` che si puo` utilizzare la Ψ-K-teoria su M˜
per calcolare la K-teoria di M .
Teorema 5.2.1. Sia M varieta` con angoli compatta con struttura di risoluzio-
ne Ψ, e sia M˜ la varieta` con angoli ottenuta dopo un numero finito di blow up
radiali di p-sottovarieta` da M , ogni volta trasversali alle fibre di tutte le fibra-
zioni della struttura di risoluzione, con Ψ˜ il sollevamento di Ψ. Si ha allora
KΨ˜(M˜) = KΨ(M)
Osservazione 5.2.2. Sia M = S2, e eseguiamo il blow up radiale di un punto:
quello che otteniamo e` M˜ = D2 e Ψ = (Y = {pt}, p : S1 → {pt}), ovvero esatta-
mente il caso analizzato nell’esempio nella sezione precedente. Questo teorema
ci dira` quindi che K(S2) ∼= Z[t]/t2, risultato semplice ma non immediato (la
dimostrazione usuale incolla due fibrati sui due emisferi, e il modo di procedere
non e` molto differente dagli argomenti utilizzati nell’esempio).
Dimostrazione. Verifichiamo che l’uguaglianza vale nel caso di un blow up solo,
e ovviamente questo ci bastera`. Consideriamo quindi il blow up di una p-
sottovarieta` X in una varieta` M con struttura di risoluzione Ψ, tale che X sia
trasversale alle fibre di tutte le fibrazioni di Ψ, e quindi la struttura di risoluzione
per [M,X] sia Ψ′ = {(Y ′0 = FX , φ′0 = βX |FX )} ∪ β∗XΨ (si ricordi che β∗XΨ e`
formata dalle fibrazioni φ′i = β
∗
Xφi = φi ◦βX dalle facce H ′i = [Hi, X ∩Hi] sugli
stessi spazi base Y ′i = Yi); per comodita`, quindi, l’indice zero indichera` la nuova
faccia, e l’indice i per i ≥ 1 le facce che vengono da facce di M (l’indice i libero
significhera` sempre per ogni i ≥ 1).
Dimostriamo ora che la mappa di blow down βX determina una mappa
di pullback β∗X : KΨ(M) → KΨ′([M,X]). Sia E = {E, {Fi}, {fi}} uno Ψ-
fibrato suM , costruiamo effettivamente uno P˜ si-fibrato E ′ = {E′, {F ′i}, {f ′i}} su
[M,X]. Come fibrato E˜ su [M,X] prendo semplicemente β∗XE; poi, rimanendo
gli Yi invariati, lascio fissi i fibrati, quindi F
′
i = Fi; su FX = H0, poi, metto
semplicemente la restrizione, ovvero F ′0 = E|FX ; per quanto riguarda la mappe,
poi, da fi : E|Hi → φ∗iFi di fibrati su Hi salgo naturalmente a β∗fi : β∗XE|Hi →
β∗Xφ
∗
iFi di fibrati su β
−1
X (Hi) = [Hi, X ∩ Hi], ovvero, per le definizioni che
abbiamo dato, esattamente un omomorfismo di fibrati f ′i : E
′|H′i → (φ′i)∗F ′i ; per
quanto riguarda f ′0, prendo semplicemente la mappa identita` tra i due fibrati
E′|FX a β∗X(F ′0), in quanto entrambi per definizione sono uguali a β∗X(E|X). Ho
quindi creato uno Ψ′-fibrato, e si verifica alla stessa maniera che un isomorfismo
di Ψ-fibrati su M si solleva ad uno tra Ψ′-fibrati su M ′, e quindi l’associazione
che ho dato definisce effettivamente un omomorfismo di anelli λ : KΨ(M) →
KΨ˜([M,X]); dimostriamo che e` biunivoca; l’argomento utilizzato da qui in poi
e` la generalizzazione di quello utilizzato da Atiyah in [5], lemma 1.4.7.
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Sia E ′ = {E′, {F ′i}, {f ′i}} uno Ψ-fibrato su [M,X], creiamo una sorta di
“quoziente” modulo la relazione di equivalenza data da βX , questo ci dara` uno
Ψ-fibrato E tale che λ(E) = E ′, ovvero la surgettivita` di λ. Consideriamo su
E′ la relazione di equivalenza α tale che v ∼ v′ se e solo se hanno la stessa
immagine tramite la mappa
E′|FX
f ′0−→ β∗XF ′0 βX−−→ F ′0
ed estendiamo la relazione all’identita` fuori da E|FX ; prendiamone ora il quo-
ziente E′/α; ora, sulla base del fibrato, questo quoziente corrisponde ad M , e la
mappa di proiezione al quoziente corrisponde esattamente a βX ; inoltre, E
′/α e`
formato da uno spazio vettoriale sopra ogni punto di M ; affinche´ sia un fibrato
vettoriale, occorre solamente verificare che sui punti di X questo e` un fibrato
triviale, ovvero esistano banalizzazioni. Utilizzero` la versione non equivariante
del corollario 4.1.7; considero in [M,X] un intorno compatto di FX dato da
C = FX × [0, 1] (che esiste per quanto detto nel primo capitolo, grazie ad una
struttura di prodotto al bordo Φ), in cui FX si immerge come FX × {0}; su di
esso, considero i due fibrati E|C , e p∗1β∗XF ′0 = F ′0 (dove p1 e` la proiezione sul
primo fattore in C); ora, f ′0 mi da` un isomorfismo sul compatto FX × {0} di
C; per il corollario 4.1.7 posso estendere f0 ad un f ′0 che sia un isomorfismo
su una striscia U = FX × [0, ε) dentro C; per cercare trivializzazioni di E′/α,
l’unica cosa che mi serve sono trivializzazioni locali di F ′0/α vicino a X (perche´
il E′/α fuori da X coincide con E′); ora, un intorno di X in M e` dato da U/α,
ed ho una proiezione pN : U/α → X data da una metrica prodotto; scegliendo


























0; ma quindi, F
′
0/α e` un fibrato, e quin-
di le sue trivializzazioni vicino ad X ci danno trivializzazioni per E′/α vicino ad
X, che diventa un fibrato (lo chiamiamo E). Osserviamo che, per come abbia-
mo definito α, si ha β∗X(E) = E
′. Ora, per ottenere uno Ψ-fibrato, occorrono
anche dei fibrati Fi sugli Yi, e gli isomorfismi di fibrati fi; ma ora, per quanto
riguarda i fibrati Fi, teniamo gli stessi F
′
i , in quanto gli Yi rimangono gli stessi,
mentre per quanto riguarda gli fi, consideriamo le mappe f
′
i : E
′|H′i → (φ′i)∗F ′i :
abbiamo appena visto che E′|H′i = β∗X(E′|H′i/α) = β∗XE|Hi , e sappiamo che
φ′i = φi ◦ βX ; abbiamo quindi che f ′i : β∗XE|Hi → β∗Xφ∗iFi, che quindi induce
una
fi : E|Hi → φ∗iFi
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come cercato. Abbiamo quindi costruito, a partire da uno Ψ′-fibrato E ′ =
{E′, {F ′i}, {f ′i}} su M ′, tramite la relazione di equivalenza α, uno Ψ-fibrato
E = {E, {Fi}, {fi}} tale che E′ = β∗X(E), F ′i = Fi e f ′i = β∗Xfi, ovvero tale che
λ(E) = E ′; la mappa λ e` quindi surgettiva.
Per quanto riguarda l’iniettivita`, siano E0 e E1 due Ψ-fibrati su M , tali che
λ(E0) e λ(E1) sono isomorfi; ma allora e` possibile “proiettare” l’isomorfismo
tramite la relazione di equivalenza α, e farlo diventare un isomorfismo tra E0 e
E1; questo prova l’iniettivita`, e quindi la dimostrazione e` conclusa.
Sia ora M una varieta` con angoli con struttura di risoluzione vuota. La
Psi-K-teoria, in questo caso, corrisponde con la K-teoria ordinaria; vale quindi
il seguente corollario, che ci permette di calcolare la K-teoria usuale tramite
questa nuova Ψ-K-teoria.
Corollario 5.2.3. Sia M una varieta` con angoli compatta con struttura di
risoluzione vuota, e M˜ la varieta` con angoli ottenuta dopo un numero finito di
blow up, e Ψ la sua struttura di risoluzione. Si ha allora
K(M) = KΨ(M˜).
Osservazione 5.2.4. Il corollario precedente permette di calcolare la K-teoria
pari K0(M); per quanto riguarda quella dispari, si puo` applicare lo stesso pro-
cedimento con S1 ×M , e, come visto nell’osservazione 4.4.9, calcolare K1(M)
come nucleo della mappa K0(S1 ×M)→ K0(M).
5.3 Il caso equivariante
Nel caso di azione senza intersezioni al bordo di un gruppo di Lie G sulla varieta`
con angoli M , si possono generalizzare senza alcuna fatica sia le definizioni della
Ψ-K-teoria, sia il teorema di Albin-Melrose.
Definizione 5.3.1. Sia M una varieta` con angoli con una struttura di risolu-
zione equivariante Ψ = {(φi, Yi)} e un’azione libera da intersezioni al bordo di
un gruppo di Lie G. Allora uno Ψ-fibrato equivariante e` il dato di un insieme
di G-fibrati {E, {Fi}Ψ} e di un insieme di omomorfismi di G-fibrati {fi}Ψ tali
che:
• E sia un G-fibrato su M , e Fi sia un G-fibrato su Yi per ogni i;
• per ogni i, fi sia un isomorfismo di G-fibrati tra E|Hi e φ∗iFi.
Osservazione 5.3.2. Data una rappresentazione V di G, lo Ψ-fibrato triviale
V e` quello in cui ciascun fibrato e` il fibrato V, e gli isomorfismi l’identita`.
Esattamente come per gli Ψ-fibrati, c’e` una struttura di Ψ-fibrato equivariante
sulla somma diretta, sul prodotto tensore tra Ψ-fibrati equivarianti, e sul duale
di uno Ψ-fibrato equivariante.
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Definizione 5.3.3. Sia M una varieta` con angoli con un’azione senza interse-
zioni al bordo di un gruppo di Lie G, e con la struttura di risoluzione equivariante
Ψ; siano E = {E, {Fi}, {fi}} e E ′ = {E, {F ′i}, {f ′i}} due Ψ-fibrati equivarianti.
Un omomorfismo di Ψ-fibrati equivarianti e` il dato di omomorfismi di fibrati
Γ = {γ, {γi}} tali che:
• γ e` un omomorfismo di G-fibrati su M tra E ed E′;
• γi e` un omomorfismo di G-fibrati su Yi tra Fi ed F ′i per ogni i;
• per ogni i, il seguente diagramma commuta:
E|Hi φ∗iFi




Un omomorfismo di Ψ-fibrati equivarianti e` un isomorfismo se γ e tutti i γi
sono isomorfismi di fibrati.
Definizione 5.3.4. Sia M una varieta` con angoli compatta, con azione senza
intersezione al bordo di un gruppo di Lie compatto G, e con struttura di risolu-
zione equivariante Ψ; la Ψ-K-teoria equivariante di M e` il gruppo delle dif-
ferenze formali di classi di isomorfismo di Ψ-fibrati equivarianti, e lo indichero`
con KG,Ψ(M).
Teorema 5.3.5. Sia M varieta` con angoli compatta con struttura di risoluzione
equivariante Ψ, e azione di un gruppo di Lie compatto G; sia M˜ la varieta`
con angoli ottenuta dopo un numero finito di blow up radiali di p-sottovarieta`
G-invarianti da M , ogni volta trasversali alle fibre di tutte le fibrazioni della
struttura di risoluzione, con Ψ˜ il sollevamento di Ψ. Si ha allora KG,Ψ˜(M˜) =
KG,Ψ(M)
La dimostrazione e` identica a quella nel caso non equivariante, sostituendo
tutti gli oggetti che compaiono con gli analoghi equivarianti; si osservi che il
corollario 4.1.7 l’abbiamo dimostrato nel caso equivariante, e la dimostrazione e`
significativamente diversa dal caso ordinario: questo e` l’unico punto in tutta la
dimostrazione in cui il caso equivariante necessita un argomento ulteiore rispetto
al caso ordinario (in particolare, utilizziamo la misura di Haar). Vale inoltre il
seguente corollario, come nel caso ordinario, il seguente corollario.
Corollario 5.3.6. Sia M una varieta` con angoli con struttura di risoluzione
vuota e azione di un gruppo G di Lie compatto senza intersezione al bordo; sia
M˜ la varieta` con angoli ottenuta dopo un numero finito di blow up, e Ψ la sua
struttura di risoluzione equivariante. Si ha allora
KG(M) = KG,Ψ(M˜).
Analogamente al caso precedente, si puo` calcolare anche la K-teoria equiva-
riante dispari K1G(M) tramite l’osservazione 4.4.9.
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5.4 La strategia di Albin-Melrose
Nel terzo capitolo, abbiamo visto nel teorema 3.3.6 come sia possibile, dopo un
numero finito di blow up di tipi di orbite minimali, arrivare ad una risoluzione
equivariante Y (M) ad un solo tipo di isotropia, fornita di una struttura di
risoluzione Ψ formata anch’essa da spazi con un solo tipo di isotropia. L’articolo
originario [3] prosegue applicando l’ultimo corollario a questa risoluzione, ovvero
passando a studiare la Ψ-K-teoria equivariante KG,Ψ(Y (M)). Per studiare gli
Ψ-fibrati equivarianti su Y (M), Albin e Melrose cominciano a studiare per prima
cosa la K-teoria equivariante di spazi con un solo tipo di isotropia.
Quindi, sia M una varieta` con angoli compatta con azione senza intersezioni
al bordo di un gruppo di Lie compatto G, con un solo tipo di isotropia I;
per prima cosa, ci si puo` ridurre al caso di un solo gruppo di isotropia, ovvero I
composto da un solo sottogruppo normale; infatti, sia H un sottogruppo di G in
I, e sia N(H) il suo normalizzatore; e` possibile mostrare che M = MH×N(H)G,
e che quindi, grazie alla proposizione 4.2.10, si ha KG(M) = KN(H)(M
H); basta
quindi studiare la situazione per MH con azione di N(H), che e` con un solo
tipo di isotropia.
Quindi, supponiamo I sia composto dal solo sottogruppo normale H; nel
caso che G/H sia connesso, il claim di Albin e Melrose e` che valga la relazione
KG(M) = R(H)⊗K(M/G), (i)
mentre nel caso di G/H non connesso bisogna fare un ulteriore passo; notiamo
che il gruppo G agisce per coniugio sull’anello dei caratteri R(H); dato che i
caratteri sono funzioni di classe, H agisce banalmente, quindi vi e` un’azione
indotta di G/H su R(H), in cui si noti che, per discretezza di R(H), la com-
ponente connessa dell’identita` di G/H agisce banalmente; consideriamo l’anello




Grazie a relazioni di questo genere, possiamo vedere i G-fibrati su spazi con
un solo tipo di isotropia come somme formali del tipo V1 ⊗ ×F1 + . . . + Vk ⊗
Fk, dove gli Fj sono effettivamente fibrati, e Vj sono rappresentazioni di H,
fondamentalmente spostando il problema al caso non equivariante sul quoziente
Y (M)/G e la sua risoluzione come costruita nella sezione 3.4.
Sfortunatamente, pero`, abbiamo trovato un controesempio alla formula (i),
che quindi impedisce di procedere con la strategia appena illustrata.
Esempio 5.4.1. Sia M = S3 ⊂ C2, con un’azione di G = S1 ⊂ C tale che
z · (w1, w2) = (z2w1, z2w2); come vedremo alla fine del capitolo, un risultato di
Atiyah ci dice che la K-teoria equivariante di questo oggetto e` isomorfa all’anello
di polinomi
Z[x]/(x2−1)2,
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con la struttura di R(G)-modulo data dalla proiezione da Z[x, x−1]; secondo il
claim di Albin e Melrose, invece, la K-teoria equivariante di M e` l’anello
R(H)⊗K(M/G) ∼= Z[y]/(y2−1)⊗ Z[t]/t2 ∼= Z[y,t]/(y2−1,t2),
in quanto il quoziente M/G e` semplicemente la sfera di Riemann P1(C), la cui
K-teoria abbiamo gia` calcolato nell’esempio 5.1.8. Dimostriamo ora che questi
due anelli che abbiamo trovato non sono isomorfi, vedendo che hanno un numero
diverso di radici quadrate di 1; per il primo anello, considerando un polinomio
generico ax3 + bx2 + cx + d, e imponendo che il suo quadrato sia uguale ad 1,
si ottiene che le uniche soluzioni sono 1 e -1; per il secondo, invece, si verifica
facilmente che 1, -1, y, −y sono tutte radici quadrate di uno. Quindi, i due
anelli non sono isomorfi, e questo e` effettivamente un controesempio per il claim
di Albin e Melrose.
5.5 Il caso abeliano
Il problema di trovare una formula precisa che determini la K-teoria equivariante
nel caso di un solo tipo di isotropia, resta quindi ancora aperto.
Siamo pero` riusciti a trovarla, come naturale generalizzazione del teorema
4.2.7, nel caso di G gruppo abeliano.
Proposizione 5.5.1. Sia G un gruppo di Lie abeliano compatto, e M una
varieta` con angoli compatta, su cui G agisce senza intersezioni al bordo e con




Dimostrazione. Seguiremo la dimostrazione della proposizione 4.2.7. Abbiamo
subito delle mappe di R(G/H)-moduli KG/H(M)→ KG(M) (come i fibrati che
hanno azione di H banale) e R(G)→ KG(M), che danno immediatamente una
mappa di R(G/H)-moduli
λ : R(G)⊗R(G/H) KG/H(M)→ KG(M)
perche´ le immersioni di R(G/H) in KG(M) sono le stesse passando per le due
mappe. Ora, per ogni rappresentazione irriducibile V di H scegliamo una rap-
presentazione ν(V ) di G che ristretta ad H dia V (con ν(V) indicheremo il
G-fibrato di rappresentazione ν(V )); questo e` possibile, ovviamente in manie-








per ogni v in E, che praticamente individua su ogni fibra la componente V -
isotipica della rappresentazione di H; questa mappa e` equivariante, perche´ il
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gruppo e` abeliano, ed e` una proiezione, quindi individua un G-sottofibrato FV ,
su cui H agisce solo con la rappresentazione V ; osserviamo ora che ν(V ) ⊗
(ν(V)∗ ⊗ FV ) appartiene a R(G) ⊗R(G/H) KG/H(M); infatti, calcolando il ca-
rattere come rappresentazione di H delle fibre di ν(V)∗ ⊗ FV troviamo che la
rappresentazione e` banale, ovvero H agisce in modo banale, ovvero ν(V)∗⊗FV





ν(V )⊗ (ν(V)∗ ⊗ FV ).
Possiamo ora quindi dimostrare che λ e µ sono inverse. Per quanto riguarda
λ ◦ µ = Id, occorre dimostrare che
E = λ(µ(E)) =
⊕
V ∈Ĥ
ν(V)⊗ ν(V)∗ ⊗ FV
ma questo e` ovvio, in quanto ν(V) ⊗ ν(V)∗ e` un fibrato banale (perche´ lo e` la
rappresentazione ν(V )⊗ν(V )∗, per il teorema di Schur), e di dimensione 1, per-
che´ per il corollario 2.5.3 ν(V ) ha dimensione 1; quindi, λ(µ(E)) =
⊕
FV , che
e` uguale ad E perche´ su ogni punto la fibra e` la stessa di E (esattamente come
nella dimostrazione della proposizione 4.2.7). Infine, dimostiamo che µ◦λ = Id;
sia W ⊗F in R(G)⊗R(G/H)KG/H(M), per semplicita` con W irriducibile; pren-
diamo ora resGH(W ) (ancora irriducibile perche´ di dimensione 1), e chiamiamo
W ′ la rappresentazione ν(resGH(W )); si ha
µ(λ(W ⊗ F )) = W ′ ⊗
(
(W′)∗ ⊗ (W⊗ F )
)
ma, dato che posso spostare elementi di R(G/H), e (W ′)∗ ⊗ W ne fa parte
(vedendo il carattere si vede che l’azione sulle fibre e` banale), ottengo proprio
W ⊗ F , dato che ancora una volta ho che il prodotto tensore tra due rap-
presentazioni una duale dell’altra e` la rappresentazione banale di dimensione
1.
Osserviamo che questa dimostrazione sfrutta pesantemente il fatto che il
gruppo sia abeliano, in vari punti: per dimostrare che PV e` equivariante, e per
avere la restrizione surgettiva e tutte le rappresentazioni di dimensione 1. C’e`
quindi poca speranza di una generalizzazione immediata del tutto.
Alla luce dell’osservazione 4.4.10, pero`, in cui abbiamo osservato come si
possa ridurre la K-teoria equivariante al calcolo su un toro massimale, l’aver
trovato un risultato nel caso abeliano assume comunque maggior valore.
Infine, osserviamo che la dimostrazione non utilizza mai il fatto che l’azione
di G/H sia libera; effettivamente, quindi, lo stesso procedimento dimostra anche
la seguente proposizione.
Corollario 5.5.2. Sia G un gruppo di Lie abeliano compatto, e M una varieta`
con angoli compatta, su cui G agisce senza intersezioni al bordo e tale che il
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Nel 1974 Atiyah, nel lavoro “Elliptic operators and compact groups”, [6], utilizzo`




dove X e` un G-spazio, T ∗GX il sottoinsieme di T
∗X formato dai covettori che
sia annullano, fibra per fibra, sull’intera immagine di α : g→ TX, e C−∞(G) e`
lo spazio delle distribuzioni di G (puo` essere visto come spazio delle misure su
G).
Nel caso di G = S1, tramite questa mappa Atiyah calcolo` la K-teoria equi-
variante degli spazi TGX dove X e` lo spazio dei vettori di una rappresentazione
lineare con stabilizzatore diverso dall’intero S1 (ovvero, i punti con stabilizzato-
re finito). Consideriamo ora una rappresentazione V = La1 ⊕La2 ⊕ . . . Lak ; per
prima cosa, tramite l’isomorfismo di Thom, possiamo ricondurci al caso in cui
tutti gli ai siano diversi da zero; in questo caso, X = V \0; ma ora, indicando
con S(V ) i vettori di norma unitaria in V (secondo una forma hermitiana inva-
riante, ad esempio quella standard per la decomposizione La1⊕La2⊕ . . . Lak), si
ha X = R×S(V ). D’altro canto, si ha che TGX = X×R2k−1, da cui otteniamo
TGX = S(V )× R2k; tutto questo, in K-teoria equivariante ci da`
Ki(TGX) ∼= Ki−1(X) ∼= Ki(S(V )).
In [7],[8], i risultati di Atiyah sono stati estesi al caso di un qualunque gruppo
di Lie compatto abeliano. Il metodo usato si serve sia della teoria dell’indice
di operatori trasversalmente ellittici [6], che di metodi che hanno origine nella
teoria dell’approssimazione (si veda per esempio [9]).
Il nostro scopo originario era riuscire a rivedere questi risultati tramite il
metodo di Albin e Melrose, cercando quindi di evitare l’uso del teorema dell’in-
dice di Atiyah. Purtroppo, maneggiare questo strumento si e` rivelato oltremodo
laborioso: mostreremo infatti quanto la situazione si complichi gia` nei casi piu`
semplici. Per completezza, mostreremo come calcolare in modo semplice la
K-teoria di S(V ) senza sfruttare la costruzione di Albin e Melrose.
5.6.1 Il caso di V = La con a 6= 0
Analizziamo il caso in cui V sia 1-dimensionale; per prima cosa, possiamo re-
stringerci ad a > 0, poiche´ La ed L−a sono diffeomorfe come G-varieta` tramite
il coniugio; ora, in La con a > 0 l’unico punto con stabilizzatore l’intero gruppo
e` l’origine, e tutti gli altri hanno stabilizzatore Z/aZ. Quindi, in questo caso
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X = C\{0} e S(V ) = S1, con l’azione che fa a giri. Applichiamo ora la riso-
luzione ad un tipo di isotropia per utilizzare il metodo di Albin e Melrose; su
S1 vi e` un solo tipo di isotropia, poiche´ lo stabilizzatore di tutti i punti e` Z/aZ,
quindi non e` necessario alcun blow up. Grazie alla proposizione 5.5.1, quindi,
si ha
KG(S
1) = R(G)⊗R(G/H) KG/H(S1).
Ora, dato che l’azione di G/H su S1 e` libera e di quoziente un punto si ha
KG/H(S
1) = Z; dato poi che l’immersione R(G/H) → R(G) e` l’immersione
Z[xa, x−a]→ Z[x, x−1], si ha che
KG(TGX) ∼= K1G(X) ∼= K0G(S1) ∼= Z[x]/(xa−1).
5.6.2 Il caso di V = L1 ⊕ L1
In questo caso, S(V ) = S3, con azione di G tale che z · (w1, w2) = (zw1, zw2).
Ora, l’azione e` libera, per cui anche in questo caso non e` necessario alcun blow
up, e abbiamo KG(S
3) = K(S3/G); ora, il quoziente per questa azione e` sem-
plicemente la sfera di Riemann P1(C), che come abbiamo visto nell’osservazione
5.2.2 e` l’anello Z[t]/t2; ora, si dimostra che il G-fibrato triviale L1, quozientato
passa al fibrato su P1(C) che corrisponde, in Z[t]/t2, a t+1; da questo possiamo
quindi risalire alla struttura di R(G)-modulo, e si ha
K0G(TGX)
∼= K1G(X) ∼= K0G(S3) ∼= Z[x]/(x−1)2.
5.6.3 Il caso di V = L1 ⊕ La di G = S1 con a 6= 0
Esattamente come il caso precedente possiamo supporre a > 0 e si ha S(V ) =
S3, ma in questo caso si ha z · (w1, w2) = (zw1, zaw2); i punti con w1 = 0
(che sono un S1) hanno quindi stabilizzatore Z/aZ, mentre tutti gli altri hanno
stabilizzatore il solo elemento neutro di G. Per applicare il metodo di Albin e
Melrose, occorre quindi effettuare il blow up radiale della p-sottovarieta` inva-
riante Y dei punti con w1 = 0. Quello che si ottiene e` M˜ = [S
3, Y ] ∼= S1 ×D2
con azione che compie un giro sul primo fattore e a giri sul secondo, quindi un’a-
zione libera (ci siamo quindi ridotti ad un solo tipo di isotropia), e la fibrazione
φ dal bordo S1×S1 in Y = S1 e` semplicemente la proiezione sul secondo fattore.
Consideriamo quindi la Ψ-K-teoria equivariante di questo oggetto, composta da
triple (E,F, f). Ricordiamo che, come visto nell’esempio 5.1.8, sono veri i due
seguenti fatti:
(i) se E′ e` isomorfo ad E come G-fibrato equivariante su M˜ tramite γE , e
F ′ e` isomorfo ad F come G-fibrato equivariante su Y tramite γF , allora
(E,F, f) e` isomorfo come Ψ-fibrato equivariante a (E′, F ′, (φ∗γF ) ◦ f ◦
(γE |∂M˜ )); in pratica, e` possibile, a costo di cambiare f , cambiare per
isomorfismo E ed F per isomorfismo, rimanendo nella stessa classe di
isomorfismo di Ψ-fibrati equivarianti;
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(ii) dato uno Ψ-fibrato equivariante (E,F, f), e data una f ′ omotopa ad f
(ovvero che esista F : E|
∂M˜
× [0, 1] → φ∗F tale che F |0 = f e F |1 = f ′)
allora (E,F, f) e (E,F, f ′) sono isomorfi come Ψ-fibrati.
Consideriamo ora quindi uno Ψ-fibrato (E,F, f) nella nostra situazione; per (i),
dato che la K-teoria equivariante di M˜ e` triviale, possiamo ricondurre E ad un
fibrato (Cn × M˜, F, f); osservando poi la K-teoria equivariante di Y , possiamo
ricondurre F ad una somma in componenti di Lk00 ⊕Lk11 ⊕ . . .⊕Lka−1a−1 . Ora, un
isomorfismo di fibrati Cn × S1 × S1 → Lk00 ⊕Lk11 ⊕ . . .⊕Lka−1a−1 e` equivalente ad
una mappa H : S1×S1 → GL(n,C); l’essere equivariante vuol dire esattamente
che
H(θ + δ, η + aδ) = diag(
k0︷ ︸︸ ︷
1, . . . , 1,
k1︷ ︸︸ ︷
eiδ, . . . , eiδ, . . . ,
ka−1︷ ︸︸ ︷
ei(a−1)δ, . . . , ei(a−1)δ) ·H(θ, η)
ovvero che la mappa e` univocamente determinata dal suo valore su S1 × {0}.
Quindi, e` univocamente determinata dalla sua classe in pi1(GL(n,C)) = Z (ov-
vero, dipende solo dal grado del determinante); da questo, deformando f , e`
possibile tramite (ii) ridurmi a H sempre diagonale, che vuol dire che ho spez-
zato lo Ψ-fibrato in somma diretta di line bundles; cambiando poi coordinate
su E e su F , e` possibile ridurre ogni line bundle ad essere il fibrato triviale
Lb per un certo b ∈ Z. Abbiamo dimostrato quindi che ogni Ψ-fibrato e` iso-
morfo al fibrato triviale V con V rappresentazione di G; ovvero, che la mappa
R(G) → KΨ,G(M˜) e` surgettiva, e che quindi KΨ,G(M˜) e` isomorfo ad un quo-
ziente di R(G) = Z[x, x−1]; cerchiamo di capire qual e` l’ideale I modulo il quale
facciamo il quoziente. Consideriamo ora Lb e Lc due Ψ-fibrati triviali su M˜ ; sup-
poniamo che come Ψ-fibrati siano isomorfi tramite Γ = {γ1, γ2}, e dimostriamo






le due frecce orizzontali sono identita`, e questo vuol dire che effettivamente
γ1|∂M˜ = φ∗i γ2, ovvero, per come e` costruita φ : S1 × S1 → S1, abbiamo che
γ1 sul bordo dipende solo dalla seconda coordinata. Ma essendo γ1 definito su
S1 × D2, l’estensione all’interno di D2 ci da` un’omotopia di γ1 con l’identita`,
ovvero b = c. Siano ora Lb1⊕Lb2⊕ . . .⊕Lbk e Lc1⊕Lc2⊕ . . .⊕Lck due Ψ-fibrati
equivarianti isomorfi tramite Γ = {γ1, γ2} (si noti che, ovviamente, il rango k e`
lo stesso in entrambi i casi); passiamo l’isomorfismo agli Ψ-fibrati determinante,
che in questo caso sono Lb1+b2+...+bk e Lc1+c2+...+ck ; ora, l’osservazione prece-
dente ci dice che b1 + b2 + . . .+ bk = c1 + c2 + . . .+ ck. Consideriamo inoltre le
rappresentazioni indotte su Y come restrizione del fibrato; affinche` siano isomor-
fe, deve accadere che il numero di bi che sono congrui ad un certo j modulo a sia
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lo stesso del numero dei ci che sono congrui a j modulo a, per ogni classe di re-
sto. Vediamo quanto appena osservato in termini di polinomi; siano p(x) e q(x)
i polinomi di Laurent che rappresentano i due fibrati appena visti, per i quali
vale p(x)− q(x) ∈ I; abbiamo appena dimostrato che p(1) = q(1) (la condizione
sul rango), p′(1) = q′(1) (la condizione sul determinante) e (xa − 1)|p(x)− q(x)
(la condizione sulle classi di resto modulo a); quindi I ⊇ ((x − 1)(xa − 1)).
Dimostriamo che vale l’uguaglianza, ovvero che (x − 1)(xa − 1) appartiene ad
I; consideriamo L1 ⊕ La (questa volta come G-fibrati su S3) ed effettuiamo il





su ogni punto (w1, w2) di S
3;
ora, questo isomorfismo di fibrati e` G-invariante, e l’immagine e` la rappresen-
tazione L0 ⊕ La+1. Questo vuol dire, in termini di polinomi, esattamente che
(x− 1)(xa − 1) appartiene ad I; abbiamo quindi, finalmente
KG(S
3) = Z[x]/(x−1)(xn−1).
5.6.4 Il caso generale
La costruzione precedente si generalizza anche al caso piu` generico La ⊕ Lb,
con l’accortezza di considerare che i blow up da fare potrebbero diventare
2. La generalizzazione a casi ancora piu` generali presenta notevoli difficolta`,
dovute dal fatto, ad esempio, che che nel caso precedente abbiamo utilizzato
pi1(GL(n,C)) = Z, e quindi per generalizzare a spazi di dimensione maggiore
occorre conoscere i gruppi di omotopia piu` alti di GL(n,C). Osserviamo inoltre
che l’ultimo passaggio l’abbiamo effettuato tra G-fibrati sulla sfera S3, invece
che tra Ψ-fibrati, in quanto molto piu` comodamente trattabili. Effettivamente,
l’intera dimostrazione del caso generale, risulta molto piu` agevole senza l’utilizzo
della Ψ-K-teoria equivariante.
Teorema 5.6.1. Sia S(V ) la sfera unitaria nella rappresentazione di G = S1
data da V = La1 ⊕ La2 ⊕ . . . Lak , con tutti gli ai diversi da 0. Si ha allora







Dimostrazione. Procediamo per passi. Per prima cosa, notiamo che possiamo
supporre ai > 0 per ogni i; infatti, possiamo cambiare segno agli ai a piacimento
poiche´ il coniugio e` un diffeomorfismo di G-varieta`.
Step 1: K1G(S(V )) = 0 e la mappa R(G)→ K0G(S(V )) e` surgettiva
Consideriamo la successione esatta lunga della coppia (V, 0); osserviamo che
K0G({0}) = R(G) e K1G({0}) = 0, e per l’isomorfismo di Thom si ha an-
che K0G(V ) = R(G) e K
1
G(V ) = 0. Si ha quindi, chiamando X = V \{0}, la
successione esatta
0→ K0G(X)→ R(G)→ R(G)→ K1G(X)→ 0
che di da` la surgettivita` di R(G)→ K1G(X), e grazie all’inieittivita` della mappa
centrale R(G)→ R(G) (che deriva dal fatto che e` la moltiplicazione per la classe
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di Thom λE) ci da` anche K
0
G(X) = 0; ricordando poi che X = S(V ) × R, e
quindi Ki(S(V )) ∼= Ki−1(X), otteniamo la tesi.
Step 2: K0G(S(V )) e` uno Z-modulo libero di rango
∑k
i=1 ai
Dimostriamolo per induzione su k. Sia Y il sottospazio di S(V ) ⊂ Ck con la
prima coordinata uguale a 0, che per ipotesi induttiva ha K-teoria equivariante
uno Z-modulo libero di rango
∑k
i=2 ai; consideriamo ora lo spazio S(V )\Y :
tramite la mappa che manda (w1, w2, . . . , wn) in
(w1/‖w1‖, w2/‖w1‖, . . . , wn/‖w1‖)
questo e` diffeomorfo in maniera equivariante al fibrato  La2 ⊕ . . . ⊕  Lak sopra
al G-spazio S1 con azione che fa a1 giri; per l’isomorfismo di Thom, quindi,
e per ipotesi induttiva, KG(S(V )\Y ) e` uno Z-modulo libero di rango a1. La
successione esatta della coppia (S(V ), Y ) diventa quindi
0→ K0G(S(V )\Y )→ K0(S(V ))→ K0(Y )→ 0
0→ Za1 → K1(S(V ))→ Za2+...+ak → 0
che essendo di Z-moduli liberi spezza, da cui otteniamo la tesi.






V , con il prodotto hermitiano standard (dato dal prodotto her-
mitiano standard di V ); dato v = (w1, w2, . . . , wk) ∈ S ⊂ V ⊂
∧
V , possiamo
considerare l’operatore c(v) :
∧
V → ∧V (detto di Clifford), dato da
c(v)(ei1 ∧ · · · ∧ eis) = v ∧ ei1 ∧ · · · ∧ eis +
s∑
r=1
(−1)r(eir , v)ei1 ∧ · · · êir · · · ∧ vis .
Osserviamo per prima cosa che questo operatore ha norma −‖v‖ = −1, e quindi
e` un isomorfismo, e che scambia la parte di grado pari
∧e
V e quella di grado
dispari
∧o
V . Poi, l’unione di tutti questi isomorfismi per tutti i punti di S(V ) da`
un isomorfismo di fibrati c :
∧
V→ ∧V, che e` anche G-invariante, poiche l’unico
problema e` (ei, v) ma si ha (t · vi, t · v) = (taiei, taiwi) = taitai(ei, v) = (ei, v).
Questo da` quindi un isomorfismo di G-fibrati tra
∧e V e∧oV; ma ora, indicando
con aI =
∑






come G-fibrati su S(V ), e visto come polinomi in R(G) = Z[x, x−1] questo
equivale esattamente a dire che p(x) = 0 in K0G(S(V )); ora, dato che il rango
su Z di K0G(S(V )) e` esattamente deg(p), questo conclude la dimostrazione.
Osserviamo che ciascuno dei tre step di questa dimostrazione ha il suo corri-
spettivo nella trattazione del caso L1 ⊕ La fatto in precedenza, e in ognuno dei
tre passi l’utilizzo della Ψ-K-teoria non ha introdotto nessun vantaggio.
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Come conclusione, ci sentiamo di dire che questo esempio non da` l’impres-
sione che questo metodo, nonostante la sua elementarita` ed eleganza, costituisca
una vera alternativa ai metodi usuali per il calcolo della K-teoria equivariante.
Probabilmente, riparando l’errore visto nella sezione 5.4, e quindi potendo sfrut-
tare al meglio le proprieta` degli spazi con un solo tipo di isotropia, potrebbe
portare a sviluppi futuri.
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