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Abstract
The diagnosis of the Erythemato-squamous disease (ESD) is accepted as a difficult
problem in dermatology. ESD is a form of skin disease. It generally causes redness of
the skin and also may cause loss of skin. They are generally due to genetic or environ-
mental factors. ESD comprises six classes of skin conditions namely, pityriasis rubra
pilaris, lichen planus, chronic dermatitis, psoriasis, seboreic dermatitis and pityriasis
rosea. The automated diagnosis of ESD can help doctors and dermatologists in reduc-
ing the efforts from their end and in taking faster decisions for treatment. The literature
is replete with works that used conventional machine learning methods for the diagno-
sis of ESD. However, there isn’t much instances of application of Deep learning for the
diagnosis of ESD.
In this paper, we propose a novel hybrid deep learning approach i.e. Derm2Vec
for the diagnosis of the ESD. Derm2Vec is a hybrid deep learning model that con-
sists of both Autoencoders and Deep Neural Networks. We also apply a conventional
Deep Neural Network (DNN) for the classification of ESD. We apply both Derm2Vec
and DNN along with other traditional machine learning methods on a real world der-
matology dataset. The Derm2Vec method is found to be the best performer (when
taking the prediction accuracy into account) followed by DNN and Extreme Gradient
Boosting.The mean CV score of Derm2Vec, DNN and Extreme Gradient Boosting are
96.92%, 96.65% and 95.80% respectively.
Keywords: Autoencoders, Deep Learning, Dermatology, Erythemato-Squamous
Disease, Machine Learning, Medical Informatics
1. Introduction
Erythemato-squamous disease (ESD) is a form of skin disease. It generally causes
redness of the skin and also may cause loss of skin. ESDs are generally due to genetic
or environmental factors [1]. ESD comprises six classes of skin conditions namely,
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pityriasis rubra pilaris, lichen planus, chronic dermatitis, psoriasis, seboreic dermatitis
and pityriasis rosea. However, the diagnosis of ESD is accepted as a difficult problem
in Dermatology. The reason why ESD is difficult to diagnose is due to the fact that
these diseases share many clinical and histopathological attributes with erythema and
scaling. Another reason is that one disease may show the symptoms of another disease
at the initial stages [2]. Thus, a detailed observation skills and high experience are
required from physicians to evaluate both clinical and histopathological features to
correctly diagnose ESD [3]. So, the automated diagnosis of ESD can help doctors and
dermatologists in reducing the efforts from their end and in taking faster decisions for
treatment.
In the literature, there are a quite a few instances of works that proposed various
machine learning methods such as decision trees, support vector machines, artificial
neural networks and more for automated detection of the type of Erythemato-squamous
disease [3]. We will discuss in detail about these works in Section 2. In recent years,
with the rise in computing power and availability of cheap memory devices along with
cloud computing, deep learning has been very successful in many fields such as natural
language processing [4], biomedicine [5], computer vision [6] and more.
The main contribution of this paper is in the development of a novel hybrid deep
learning approach i.e. Derm2Vec for the diagnosis of the Erythemato-Squamous dis-
ease (ESD) that hasn’t been reported in the literature earlier to the best of our knowl-
edge. Derm2Vec is a hybrid deep learning approach that comprises both Autoencoders
and Deep Neural Networks. Also, we find that there haven’t been many works reported
in the literature regarding the applications of deep neural networks for the classification
of ESD. Although the literature is replete with works that used conventional machine
learning methods (such as Random forests, artificial neural netwroks, Extreme Gradi-
ent Boosting, K-nearest neighbors, decision trees, support vector machines and more)
for the diagnosis of ESD. In this paper, we apply both Derm2Vec and DNN (after
tuning the hyperparameters) along with other conventional machine learning methods
on a real world dermatology dataset. The Derm2Vec method is found to be the best
performer when taking the prediction accuracy into account.
The rest of this paper is organized as follows. In Section 2, we present a brief
review of the literature. In Section 3, we describe the dataset used in this paper. This
is followed by Sections 4 and 5 where we describe our proposed methodology and the
experimental results respectively. Finally, Section 6 concludes the paper.
2. Related Work
There have been many works in the medical informatics literature on the applica-
tions of machine learning and expert systems and how it complements physicians/prac-
titioners in decision making. For example, Cruz & Wishart [7] used machine learning
for cancer prediction. Random forests was used for classification of the Alzheimer’s
disease [8]. Deep learning was used for the classification of self-care problems in chil-
dren with physical disabilities [9]. There have been many applications of machine
learning for glaucoma screening [10], retinal hemorrhage detection [11], lymphoma
classification [12] and many more.
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Automated classification of the type of Erythemato-squamous disease using ma-
chine learning and expert systems is reported in the literature. The first such work is
that of Demiroz et al. [2] where the authors developed a new classifier called “Vot-
ing feature intervals-5” for the differential diagnosis of ESD. Guvenir & Emeksiz [13]
used three classification algorithms namely, Voting feature intervals-5, Naı¨ve Bayes
and nearest neighbor classification for diagnosis of the type of ESD. Ubeyli [14] used
multi layer perceptron neural networks and Xie & Wang [15] used support vector ma-
chines for the classification of ESD. Even tree based methods such as CHAID decision
trees [1] and ensemble of decision trees [3] have been used for analysis and diagnosis
of ESD. Nanni [16] used an ensemble of support vector machines on random subspace
and Menai [17] applied random forests for the diagnosis of ESD.
Some of the other interesting methods reported in the literature for the diagnosis of
ESD are fuzzy classification [18], neuro-fuzzy inference systems [19], k-means clus-
tering [20], boosting [21] and genetic programming [22]. We find that none of the past
works reported in the literature have used Deep learning to the best of our knowledge.
In this paper, we use Deep neural networks for the differential diagnosis of ESD and
propose a novel hybrid deep learning method i.e. Derm2Vec (see Section 4.3).
3. Dermatology Data
In this paper, we use the dermatology dataset that was first used by Ubeyli & Guler
[19] where the aim was to determine the type of ESD. This dataset is publicly available
in the UCI machine learning repository [23]. The dataset contains 33 attributes/pre-
dictor variables where 12 are for clinical attributes (namely, (a) erythema, (b) scaling,
(c) definite borders, (d) itching, (e) koebner phenomenon, (f) polygonal papules, (g)
follicular papules, (h) oral mucosal involvement, (i) knee and elbow involvement, (j)
scalp involvement, (k) family history and (l) Age).
The remaining 21 features are for the histopathological attributes (namely, (a) melanin
incontinence, (b) eosinophils in the infiltrate, (c) PNL infiltrate, (d) fibrosis of the pap-
illary dermis, (e) exocytosis, (f) acanthosis, (g) hyperkeratosis, (h) parakeratosis, (i)
clubbing of the rete ridges, (j) elongation of the rete ridges, (k) thinning of the supra-
papillary epidermis, (l) spongiform pustule, (m) munro microabcess, (n) focal hyper-
granulosis, (o) disappearance of the granular layer, (p) vacuolisation and damage of
basal layer, (q) spongiosis, saw-tooth appearance of retes, (r) follicular horn plug, (s)
perifollicular parakeratosis, (t) inflammatory monoluclear inflitrate and (u) band-like
infiltrate). The total number of features after performing one-hot encoding for the cat-
egorical variables becomes 129.
The total number of observations in the dataset are 366. However, there are around
8 missing values for the “Age” variable in the dataset and we won’t be considering these
observations in our analysis. So, finally the dataset has 358 instances after removing
missing values. The target variables had 6 classes and the number of instances in each
are- (a) psoriasis- 111, (b) seboreic dermatitis- 60, (c) lichen planus- 71, (d) pityriasis
rosea- 48, (e) chronic dermatitis- 48 and (f) pityriasis rubra pilaris- 20.
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4. Methodology
Sections 4.1 and 4.2 give a brief overview of artifical neural networks and deep
learning respectively. In Section 4.3, we discuss our proposed method i.e. Derm2Vec
and Section 4.4 metions the different machine learning methods that we will use for
comparison of performance in this paper.
4.1. Artificial Neural Networks
To understand Deep learning (discussed in Section 4.2), first we need to understand
Artifical Neural Networks (ANNs). The origin of ANNs can be traced to the study of
information processing in life sciences [24–26]. McCulloch & Pitts [24] worked on
developing nets of simple logical operators to model biological systems. Rosenblatt
[27] introduced the concept of “perceptron” that is a biologically inspired learning
algorithm. Neural networks are used for various statistical modeling and data analysis
tasks and it is seen as an alternative to non-linear regression [28].
In this paper, we focus on the “feed-forward neural networks”. Bishop [29] de-
scribes a two layered feed-forward neural network architecture consisting of an input
layer that is followed by a hidden layer (that consists of hidden nodes) and finally, an
output layer. The hidden nodes are like processing units that contains activation func-
tions. Some of the commonly used activation functions are Sigmoid, ReLu, tanh and
more [30]. A feed forward neural networks performs layered computations where the
hidden unit activations are computed using the input layer and then the output is calcu-
lated using the hidden unit activations [31]. Please refer to Bishop [29] for more details
on the modus-operandi of the feed-forward neural networks.
Nowadays, artificial neural networks are widely used in various applications such as
weather forecasting [32], clinical medicine [33], Forex prediction [34], Location/Travel
time prediction for GPS Taxis [35–37] and more. Please see Bishop [38] for more
details on artificial neural networks.
4.2. Deep learning: Deep Neural Networks and Autoencoders
Goodfellow et al. [39] describes deep learning as a subset of machine learning
and as a form of “representation learning”. Here the focus is on using the raw data to
extract high level features. Chollet [40] describes deep learning as learning from suc-
cessive layers, each layer being some meaningful representation. In the recent years,
deep learning has tasted success in various applications such as natural language pro-
cessing [4], biomedicine [5], computer vision [6] and more. There are different kinds
of deep learning architectures such as Recurrent neural networks and Convolutional
neural networks (see Goodfellow et al. [39] for more details on different deep learning
techniques). However, in this paper we will focus on Deep Neural Networks (DNNs)
and Autoencoders.
Deep neural networks (DNNs) originated from Artificial neural networks (see Sec-
tion 4.1). ANNs with many hidden layers is known as DNNs [5]. These number of
hidden layers determine the “depth” of a DNN [40]. An Autoencoder is a type of
deep learning method where the input and the output are same. It is classified as self-
supervised learning method by Chollet [40]. An Autoencoder consists of two functions
namely, (a) Encoder function- here the raw input data is converted into representations
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and (b) Decoder function- here the representations from the encoder layer are converted
back to the input data. The goal of an autoencoder is to preserve as much information
as possible and also add new representations on top of the raw input data [39]. Some of
the great applications of Autoencoders include dimensionality reduction [41], cyber-
emphatic design [42], molecular design [43] and many more.
4.3. Proposed Method: Derm2Vec
In this paper, first we apply a conventional DNN on the dataset for the prediction
of the Erythemato-Squamous disease. The usage of DNN has’t been reported in the
literature (see Section 2) for the diagnosis of ESD. Although ANNs have been used
earlier as mentioned in Section 2.
In this paper, we propose a novel hybrid deep learning approach that is a two-step
modeling approach comprising an autoencoders and a DNN for multi-class classifica-
tion of type of ESD. This hasn’t been reported (to the best of our knowledge) in the der-
matology informatics literature. We will refer to our proposed method as“Derm2Vec”.
Figure 1 shows the modus-operandi of the Derm2Vec method.
Figure 1: The Derm2Vec method
We can see in Figure 1 that high dimensional the input data (i.e. 129 features
related to clinical and Histopathological attributes along with Age) is passed through
an Autoencoder that comprises three encoder and three decoder layers containing 50,
100 and 200 nodes in each. The different encoding dimensions used by the encoder are
4, 8, 16, 32, 40, 48 and more (see Section 5.2). The values from the innermost encoder
layer is taken i.e. the Encoded output that represents a dense patient vector. We then
apply a DNN (comprising a single hidden layer with 100 nodes or two hidden layers
with 100 nodes in each) on the patient vector to get the predicted output. Since, the
target variable contains 6 classes i.e. this is a multi-class classification problem, so we
use the “Softmax” activation function in the output layer of the DNN.
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4.4. Other Methods
In this paper, we will compare the performance of both our proposed method i.e.
Derm2Vec and a conventional DNN method with other conventional machine learning
techniques that have been used for the prediction of the Erythemato-Squamous disease
in the literature as discussed in Section 2. Some of the techniques we will use in
this paper for comparison are Decision trees [44, 45], Artificial Neural Networks (see
Section 4.1), ensemble learning methods such as Extreme Gradient Boosting [46] and
Random Forests [47], K nearest neighbors [48], Support Vector Classification [49] and
finally, the Gaussian Naı¨ve Bayes [50].
Please refer to [29], [51], [52] and [30] for a detailed account on the various ma-
chine learning methods mentioned above.
5. Experimental Results
Our goal is to predict the type of Erythemato-Squamous disease using our proposed
method i.e. Derm2Vec along with a Deep Neural Network on the dermatology dataset
described in Section 3. This is a multi-class classification problem as the target variable
has 6 classes. We will compare the performance of the above mentioned method with
other conventional machine learning techniques that have been used in the literature
for the prediction of ESD (see Section 2) and also mentioned in Section 4.4 such as
Extreme Gradient Boosting (XGBoost), Artificial Neural Network (ANN), Random
Forest (RF), Decision Tree (DT), Naı¨ve Bayes (NB), K-nearest neighbors (KNN) and
Support Vector Classification (SVC).
All the experiments are conducted in a system with mac OSX, 16 GB RAM and
Intel core i7 processor. The data analysis and model development were done in Python
[53]. We use the scikit-learn [54], Tensorflow [55] and Keras [56] libraries for imple-
menting the various machine learning and deep learning techniques used in this paper.
5.1. Evaluation Metrics
We apply the above mentioned methods on the dermatology dataset and perform
k-fold cross-validation [57]. In this paper, we perform 10-fold cross-validation i.e. the
dataset is partitioned into 10 equal sets or folds and then 10 subsequent iterations are
performed where 9 folds are used for model training and 1 fold is withheld for valida-
tion. We use the Mean cross-validation score i.e. the Mean CV score as a evaluation
metric for our experiments in this paper (see Section 5.2). The Mean CV score is the
average of the accuracy scores obtained in each iterations while performing the 10 fold
cross-validation.
A higher value of mean CV score indicates better performance of the method. It is
reported in terms of percentage (%) in this paper.
5.2. Results: Classification of the Erythemato-Squamous Disease
Table 1 describes the mean CV scores when we apply Deep Neural Network (DNN)
with different hyperparamters on the dataset and perform 10-fold cross validation. We
run multiple iterations of DNN with different number of hidden layers such as 1, 2
or 3 containing different hidden nodes such as 100, 200 and 300. Since this is in a
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multi-class classification setting, so the output layer of the DNN will have a Softmax
activation function. We also use “Dropouts” that ensure that the deep neural network
model doesn’t overfits [58]. Here, Dropout = 0.5 means that 50% of the units are
dropped randomly during training. We find that the highest mean CV score for DNN
(that consists of 1 hidden layer, 100 hidden nodes and dropout = 0.5) is 96.65%.
Table 1: Mean CV score for DNN with different hyperparameters
Sl no. DNN hyperparameters Mean CVscore (%)No. of hidden
layers
No. of hidden
nodes Dropouts
1 2 (100, 100) No 96.1
2 1 100 No 95.8
3 2 (100, 100) Yes (0.5) 96.37
4 1 100 Yes (0.5) 96.65
5 3 (100, 100, 100) No 96.37
6 3 (100, 100, 100) Yes (0.5) 96.08
7 1 200 No 95.8
8 1 200 Yes (0.5) 96.09
9 1 300 No 95.81
10 1 300 Yes (0.5) 95.25
We now apply the Derm2Vec method on the dermatology dataset with different
hyperparameters and run multiple iterations as described in Table 2. Here we tune the
hyperparameters of the Autoencoder and the DNN. For the Autoencoder, the encoder
and decoder comprises 3 layers each with 50, 100 and 200 nodes as shown in Figure
1. The only hyperparameter we tune is the encoding dimensions i.e. we compress the
high dimensional dataset (i.e. containing 129 features) into a low dimensional space.
We vary the encoding dimensions from 4, 8, 16, 32, 40, 48, . . . , upto 88 as described
in Table 2. We also tune the hyperparameters of the subsequent DNN of Derm2Vec
i.e. Dropouts, the number of hidden layers and the number of hidden nodes. We find
that the highest mean CV score is 96.92% that is higher than what we got for DNN
in Table 1. Thus, Derm2Vec performs better than DNN. In fact from Tables 1 and
tab2 we can clearly see that the best performing configuration of Derm2Vec i.e. DNN
with 1 hidden layer, 100 hidden nodes and dropout = 0.5 when complemented with an
Autoencoder with encoding dimension of 32 perform better than the stand alone DNN
with similar configuration (i.e. 1 hidden layer, 100 hidden nodes and dropout = 0.5).
This shows that the proposed hybrid deep neural network approach i.e. Derm2Vec
is a better performer (when taking the prediction accuracy into consideration) than a
conventional deep neural network.
In Table 3, we compare the performance of our proposed Derm2Vec method along
with the DNN with some of the other conventional machine learning methods used in
the literature for the diagnosis of ESD (see Sections 2 and 4.4). We compare Derm2Vec
and DNN with other methods such as Extreme Gradient Boosting (XGBoost), Random
Forest (RF), Decision Tree (DT), Naı¨ve Bayes (NB), Artificial Neural Network (ANN),
K-nearest neighbors (KNN) and Support Vector Classification (SVC). For ANN, we
use a simple architecture comprising one hidden layer with two hidden nodes. As far
as the choice of kernel for the SVC method is concerned, we chose the “Radial basis
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Table 2: Mean CV score for Derm2Vec with different hyperparameters
Sl no. Autoencoder parameter-Encoding dimensions
DNN hyperparameters Mean CV
score (in %)No. of hidden
layers
No. of hidden
nodes Dropouts
1 4 1 100 Yes (0.5) 95.52
2 8 1 100 Yes (0.5) 96.37
3 16 1 100 Yes (0.5) 95.79
4 24 1 100 Yes (0.5) 96.35
5 32 1 100 Yes (0.5) 96.92
6 40 1 100 Yes (0.5) 94.96
7 48 1 100 Yes (0.5) 96.37
8 32 2 100 No 94.97
9 32 2 100 Yes (0.5) 96.92
10 32 1 100 Yes (0.5) 96.1
11 56 1 100 Yes (0.5) 96.94
12 64 1 100 Yes (0.5) 95.52
13 72 1 100 Yes (0.5) 95.53
14 80 1 100 Yes (0.5) 96.92
15 88 1 100 Yes (0.5) 96.36
function (RBF)” [49]. For the KNN method, we use K = 5. The different hyper-
paramters that we chose for Random forests are n estimators = 100 and max depth =
3. Similarly, for XGBoost the hyperparameters selected were learning rate = 0.05,
n estimators = 300 and max depth = 3.
Table 3: Comparing Derm2Vec and DNN with other methods such as Extreme Gradient Boosting (XG-
Boost), Random Forest (RF), Decision Tree (DT), Naı¨ve Bayes (NB), Artificial Neural Network (ANN),
K-nearest neighbors (KNN) and Support Vector Classification (SVC)
Method
Mean CV
score (in %)
Derm2Vec 96.92
DNN 96.65
XGBoost 95.80
DT 93.10
ANN* 74.29
SVC** 82.13
RF 51.13
NB 92.68
KNN*** 79.30
* ANN has 1 hidden layer with 2
hidden nodes
** SVC has RBF kernel
*** K=5 in KNN
The Derm2Vec method is found to be the best performer (when taking the pre-
diction accuracy into account) followed by DNN and Extreme Gradient Boosting as
described in Table 3. Both Derm2Vec and DNN perform better than XGBoost, RF, DT,
ANN, SVC, NB and KNN. The mean CV score of Derm2Vec and DNN are 96.92% and
96.65%. However, the mean CV score of XGBoost, DT, ANN, SVC, RF, NB and KNN
are 95.80%, 93.10%, 74.29%, 82.13%, 51.13%, 92.68% and 79.30% respectively.
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6. Conclusion
In this paper, we propose a novel hybrid deep learning approach i.e. Derm2Vec
for the diagnosis of the Erythemato-Squamous disease (ESD) that to the best of our
knowledge, hasn’t been reported in the literature. Also, we find that there haven’t
been many works reported in the literature regarding the applications of deep neural
networks for the classification of ESD. Although the literature is replete with works that
used conventional machine learning methods (namely, Random forests, artificial neural
networks, Extreme Gradient Boosting, K-nearest neighbors, decision trees, support
vector machines and Naı¨ve Bayes) for the diagnosis of ESD.
We apply both Derm2Vec and a Deep Neural Network (after tuning the hyperpa-
rameters) along with other conventional machine learning methods as mentioned above
on a real world dermatology dataset. The Derm2Vec method is found to be the best per-
former when taking the prediction accuracy into account. Thus, we conclude that our
proposed hybrid deep learning approach i.e. Derm2Vec is an effective method for the
diagnosis of ESD. We feel that our proposed hybrid deep learning method Derm2Vec
can be extended with some modifications in other areas of medicine such as diagnosis
of liver disease, cancer prediction, prediction of diabetes and more. We plan to work
in this direction in the future.
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