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Abstract 
Numerous surface water bodies in South Africa face serious challenges of 
eutrophication despite several initiatives from government to solve the problem. 
Government efforts have not been successful particularly because of three issues: 1) 
insufficient and inconsistent water quality data and 2) the costly nature of collecting this 
data. Third, the limited uptake of remote sensing based technologies in water quality 
management due to lack of skills, as well as the lengthy and complex procedures 
involved in retrieving water quality parameters. This thesis aims to explore the 
possibilities of using satellite data and simple software for mapping and collecting water 
quality data. The broad goal was to determine the function of software dedicated to 
meet the requirements of a remote sensing-based eutrophication-monitoring system. 
Two specific goal were set in this study: 
1. To extract software requirements from available eutrophication management 
documentation. This was necessary to determine the functions of the dedicated 
software that matches the legislative requirements and 
2. To determine a design capable of handling spatial and temporal requirement of a 
remote sensing based eutrophication-monitoring system. 
The study applied Goal Based Requirement Analysis Model [GBRAM] model to extract 
goals from the National Eutrophication Monitoring Programme [NEMP] implementation 
plan document and recent publication on remote sensing of water quality monitoring 
conducted in South Africa. Afterwards, the study used object-oriented concepts to 
model suitable data objects and processes to implement spatial-temporal requirements 
of a remote sensing-based eutrophication-monitoring system. Based on the study 
findings the following are essential functions of a remote sensing based eutrophication-
monitoring system. 
 A graphical user interface that allows the user to set up a monitoring 
programming. 
 Automated image processing procedures. 
 Data assessment methods used to generate eutrophication status information. 
 ii 
 
 Numerous display options for viewing data in several perfectives. 
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Chapter 1: Introduction  
1.1 Background 
Several water quality problems have been recorded at various geographical locations 
across South Africa (Ashton 2012; Department of Water Affairs 2012; Statistics South 
Africa 2005; Water for Africa 2010).  Although these water quality problems are 
widespread, some locations are confronted by more problems and their degree of 
severity differs (DWA 2012). In addition, several stakeholders have categorised these 
water quality problems according to their impact on health, environment, economy and 
society. The results show that these water quality problems pose different risks to users 
(WFA 2010). One of the major problems reported to be ubiquitous and expose users to 
high risk, is eutrophication.  
As a way to combat the water quality problems the government of South Africa through 
the Department of Water Affairs [DWA] has introduced several water quality-monitoring 
programmes (DWA 2004). These water quality-monitoring programmes routinely 
acquire data used to come up with solutions to the problems. In 2004 six national 
programmes had been established and each programme as specific objectives and 
collected data to meet those objectives. The National Eutrophication Monitoring 
Programme [NEMP] monitors variables used for eutrophication assessment. Data 
collected for the NEMP is available on DWA website. Some of the limitations evident in 
the collected data include gaps in temporal coverage and one sample in most 
impoundments. 
Remote sensing based methods offer several advantages compared to the traditional 
eutrophication monitoring techniques. They facilitate rapid compilation of information 
over large water bodies (Bergamino, Horion, Stenuite, Cornet, Loiselle, Plisnier & Descy 
2010; Mathews, Bernard & Robertson 2012; Wang, Shi & Tang 2011). Also, allow 
simultaneous assessment of multiple water bodies (Dekker, Vos & Peters 2001; 
Brezonik, Kloiber, Olmanson & Bauer 2002; McCullough, Loftin & Sader 2012; Wang, 
Hao, Fu & Sheng 2004). Additionally, provide continuous data by virtue of their ability to 
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support time series analysis (Dekker & Hestir 2012; Olmanson, Bauer & Brezonik 
2008). 
Recently, satellite imagery was successfully used to monitor the eutrophication status of 
several water bodies in South Africa (Mathews 2014). The study presents the process 
model and describes the workflow. Notably, it shows that obtaining water quality data 
from satellite imagery involves several steps and writing computer programmes. Hence, 
remote sensing of water quality is confronted by the challenges highlighted in previous 
studies (Bunting, Armston, Lucas & Clewley 2013; Eerens, Haesen, Rembold,Urbano, 
Tote & Bydekerke 2014). Available software provides general functions, which cannot 
satisfy image-processing requirements. In addition, image-processing environment is 
not user friendly. Therefore as demonstrated, in previous studies (Bunting et al. 2013; 
Horsburgh, Reeder, Jones & Meline, 2015; Urbano et al. 2014) developing new 
software will facilitate application of Remote Sensing in Eutrophication Monitoring. 
1.2 Research problem 
The stakeholders involved in eutrophication monitoring are listed in the NEMP 
implementation plan document. These individuals and organisations are having trouble 
to incorporate remotely sensed chlorophyll data for eutrophication monitoring. These 
stakeholders do not have technical knowledge required to process and analyse satellite 
imagery because of the lengthy procedure that often require writing computer 
programmes. Thus, the stakeholders are facing difficulties due to lack of software with 
dedicated functions optimised to meet eutrophication-monitoring objectives. 
It is important that Information Technology (IT) system comply with governing laws of 
the fields in which they operate. The need of IT compliance is expressed in several 
studies that investigated systems compliance to privacy and security policies (Breaux 
2009; Otto & Antón 2007; Vlas & Lee 2016). NEMP is an initiative of DWA to combat 
the problem of eutrophication in South Africa’s surface water resources. It is one of the 
national water quality monitoring systems established to comply with the requirements 
of the National Water Act number 36 of 1998 (DWA 2001; Nomquphu 2007). In addition 
to this act, several legislation and policy documents guide the implementation of 
eutrophication monitoring. This situation, therefore demands that dedicated software 
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build for remote sensing based eutrophication monitoring to comply with these 
legislative and policy requirements. 
Moreover, to be more effective the software should have capability to explore improved 
spatial and temporal coverage offered by the use of satellite imagery ((Dekker, Vos & 
Peters 2001; Dekker & Hestir 2012; McCullough, Loftin & Sader 2012; Olmanson, 
Bauer & Brezonik 2008; Wang, Hao, Fu & Sheng 2004). Numerous design models 
articulated in literature (Pressman, 2010). The design process should provide ways for 
modelling the special requirements of a Remote sensing Based Eutrophication System. 
One of the major issues in design of GIS applications is handling of the spatiotemporal 
characteristics of Geographical data (Price 2004; Li & Cai 2002; Babu & Venugopal 
2004). Eutrophication data in South Africa is collected at several spatial scales: Local, 
Regional and National (DWA 2002). Furthermore, the data comprises of several 
variables that are organised into different time interval to capture fluctuations overtime. 
Consequently, this poses challenges in developing design models for a Remote sensing 
Based Eutrophication System, as it comprises of spatial and temporal relationships. 
1.3 Purpose 
The purpose of this descriptive study is to develop dedicated software to incorporate 
remotely sensed chlorophyll data into the National Eutrophication Monitoring 
Programme [NEMP] of South Africa. 
1.4 Research questions 
1.4.1 Central research question  
What are the functions of software dedicated to meet the needs of a remote sensing 
based eutrophication monitoring system? 
1.4.2 Sub-questions 
 What are software requirements of remote sensing based eutrophication 
monitoring system extractable from eutrophication management documentation? 
 What design model is suitable for handling spatial and temporal the needs of a 
remote sensing based eutrophication-monitoring system? 
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1.5 Objectives 
1.5.1 Main objective 
To determine the functions of dedicated software that meet the needs of remote sensing 
based eutrophication-monitoring system 
1.5.2 Sub objectives 
 To extract software requirements of a remote sensing based eutrophication-
monitoring system from eutrophication management documents. 
 To develop a model suitable for handling spatial and temporal functions of 
remote sensing based eutrophication-monitoring system. 
1.6 Contributions 
Numerous studies have conducted work to facilitate application of remotely sensed data 
in water quality monitoring focusing on algorithm development and testing their 
accuracy. This study develops software with dedicated functions to implement water 
quality-retrieval algorithms in eutrophication monitoring. In addition, in previous studies, 
demonstrates that multiple steps are involved and these steps are executed as isolated 
routines. Moreover, they involve the user in more technical operations of water quality 
data retrieving algorithms. This study therefore contributes to remote sensing of water 
quality through provision of automated procedures and customised user interfaces to 
meet the needs of South Africa’s National Eutrophication Monitoring Programme. In 
particular, water resources managers and other stakeholders interested in 
eutrophication monitoring will achieve tremendous benefits as they could use satellite 
imagery without facing challenges highlighted in previous studies. 
Successful completion of the first specific objects is important to understand the 
readability, heuristics and keywords that can be used to extract system requirements 
from water resources management documents. In addition, Hughes (2000) exposes 
limitations of methods used by DWAF to develop computer based water resources 
management tools. Successful extraction of system requirements from water resources 
management documentation helps to reduce duration of requirements engineering 
process and financial costs involved. Environmental monitoring is conducted in law-
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governed domains. Successful completion of the first specific objective introduces a 
way of developing law and policy compliant remote sensing based environmental 
monitoring system. 
Lack of spatial-temporal data structure has been highlighted as a hindrance to provision 
of geospatial services. Successful achievement of the second specific objective ensures 
the effectiveness of dedicated software because of tailor made spatial-temporal data 
structure for eutrophication monitoring. Furthermore, this objective contributes directly to 
solving of limitations of the current eutrophication-monitoring programme. Achievement 
of this objective ensures efficient exploitation of remote sensing is improved spatial and 
temporal coverage. 
1.7 Thesis Structure 
Chapter 1, the introductory chapter, provides a general overview. Chapter 2 provides a 
general literature review, problem statement, justification and objectives of the study 
and a discussion on how this study will contribute to knowledge and the new Remote 
Sensing and GIS approaches to monitoring eutrophication. The chapter also provides a 
review of software development. Chapter 3 presents details of the methods applied. 
Chapter 4 presents the details of outcomes obtained through an analysis at each stage 
of software development and outcomes obtained per stage. Chapter 5 discuss the 
results. The last, chapter 6, presents the conclusions to the thesis.
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Chapter 2: Literature review 
2.1 The problem of eutrophication 
South Africa depends on surface water and most of it is stored in large dams (DWAF, 
2011). Eutrophication is a threat to availability of water resources because it affects 
South Africa’s major water reservoirs (Fatoki et al. 2001; Harding, 2011; van Ginkel 
2011; Howard et al. 2002; Oberholster & Ashton 2008). Several studies have reported 
on the causes and the impacts of eutrophication on South Africa’s water resources 
(Fatoki et al. 2001; Harding et al. 2004; Harding, 2011; van Ginkel & Silberbauer 2007; 
van Ginkel 2011). This section summaries known causes and impacts of eutrophication 
to justify eutrophication monitoring is necessary in South Africa. Most importantly, this 
research is about application of remote sensing data in eutrophication monitoring. 
Therefore, in addition, it aims to provide the necessary background to understand the 
contributions by the successful completion of this study. 
2.1.1 Causes of eutrophication 
South Africa depends on surface water and most of it is stored in large dams (DWAF, 
2011). Eutrophication is a threat to availability of water resources because it affects 
South Africa’s major water reservoirs (Fatoki et al. 2001; Harding, 2011; van Ginkel 
2011; Howard et al. 2002; Oberholster & Ashton 2008). Several studies have reported 
on the causes and the impacts of eutrophication on South Africa’s water resources 
(Fatoki et al. 2001; Harding et al. 2004; Harding, 2011; van Ginkel & Silberbauer 2007; 
van Ginkel 2011). This section summaries known causes and impacts of eutrophication 
to justify eutrophication monitoring is necessary in South Africa. Most importantly, this 
research is about application of remote sensing data in eutrophication monitoring. 
Therefore, in addition, it aims to provide the necessary background to understand the 
contributions by the successful completion of this study. 
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2.1.2 Causes of eutrophication 
 
Figure 2-1 Managers response to causes of eutrophication survey (Walmsley 
2000) 
Eutrophication of water bodies results from accumulation of nutrients from a variety of 
sources. Walmsley (2000) conducted a survey to determine the causes of 
eutrophication in several impoundments from all the water management areas across 
South Africa. The responses of water resources managers interviewed are summarised 
in Figure 2-1. 
Moreover, Harding (2011) had similar conclusion through analysis of DWA’s water 
services data. The study used the Green Drop data and emphasised that wastewater 
(referred to as sewage in Walmsley (2000)) was contributing tremendously to 
eutrophication due continuously increasing volumes and the bad state of most 
wastewater treatment plants.  
Additionally, presented photos in studies such as by Ashton (2012) vividly show likely 
causes of eutrophication. These pictures from various catchments across the country 
show substances, which can be a source of nutrients at locations draining to water 
resources. This study shows how activities in human settlements influence deposition of 
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nutrients in water resources through uncontrolled waste disposal and activities such as 
laundry in rivers that leads to direct addition of phosphates through detergents. Van 
Ginkel (2004) presented similar photos as well. 
 
Figure 2-2 Images of causes of eutrophication (Ashton, 2012) 
Furthermore, information about the sources of nutrients was originates from several 
experimental studies (Buckley et al. 1993; Fatoki et al. 2012; Harding et al. 2004; 
Harding, 2008; Hols & Van Ginkel 2004; Jones & Lee 2004; Oberholster & Botha  2010; 
van Ginkel & Silberbauer 2007; van Vuuren & Pieterse 2010). These studies involve 
experiments to determine the quantities of nutrients in a particular water body at 
specified times. 
2.1.3 Impacts of eutrophication 
Numerous studies report the impacts of the problem of eutrophication. DWA and WRC 
mainly because they are involved on a high-level water resources management provide 
an overview of the negative implication of eutrophication and their relationships. DWA 
(2002) whilst providing a background for the implementation of NEMP showed that 
initially the effects of eutrophication are ecological causing health, recreational and 
aesthetic problems.   
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Figure 2-3 Impacts of eutrophication (DWA 2002) 
Eventually these lead to economic problems Figure 2-3. In a similar study Frost & 
Sullivan (2010) whilst reporting on eutrophication research sponsored by WRC 
summarised a number of studies and categorised the impacts of eutrophication as 
health, economic, environmental and social. Complementary to the DWA (2002), this 
study also demonstrated that the impacts are interrelated. More importantly, WRC 
report provides actual figures on the impacts that were determined from these studies. 
These figures show that eutrophication results in increased production costs and 
reduced profits in farming, and huge amounts money is required to abate the impacts of 
eutrophication.  
Furthermore, in another study reporting on eutrophication management in South Africa 
van Ginkel (2011) also highlighted the negative impacts of eutrophication. However, in 
this study the impacts are because of changes that occur due to eutrophication. The 
study argued that the impacts are due to the presence of cyanobacteria blooms and 
macrophytes. Summarising results from other studies it describes how cyanobacteria 
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and macrophytes affects different users and showed their link with broad effects as 
highlighted in the DWAF and WRC reports.  
In some research, they studied the biology of cyanobacteria species found in South 
Africa and used their characteristics to explain the dangers they pose to health of 
humans and animals that depend on the water resources. Botha et al. (2009) studied 
the cyanobacteria species in South Africa and reported the presence of microcystis 
aeruginosa that release toxic chemicals. Moreover, concerning cyanobacteria there also 
several cases studies available in which animals have died after drinking water infected 
with cyanobacteria (Masango et al., 2010; Matthews, 2002; Oberholster et al., 2009). 
2.2 Limitations of current eutrophication monitoring methods 
In response to water quality problems, the government of South Africa through DWA as 
started various water-quality management initiatives (DWAF, 2004). These initiatives 
include regular monitoring of water quality at various sites across the country to provide 
information required for planning, development and implementation. Although the 
monitoring initiatives have produced useful information a comparison with remote 
sensing methods, have potential of boosting eutrophication monitoring. This section 
aims to show how conventional methods applied to eutrophication monitoring have not 
been adequate.  
These water-quality management problems are exposed in eutrophication monitoring 
reports on the DWS website. The Figure 2-4 shows that many places are not reported. 
The eutrophication status of several places is unknown is because the analysis results 
have to be forwarded to the National Coordinator by other role players to be included in 
a national report. Therefore, decision making it depends on whether local authorities are 
able to send it to the National Coordinator.  
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Figure 2-4 Eutrophication monitoring results map (DWS, 2017) 
In addition, eutrophication status at certain locations in South Africa could be unknown 
because monitoring for NEMP has not started in those areas. Due to financial and other 
issues, the implementation of NEMP was done in phases and therefore monitoring was 
limited to certain areas (DWAF, 2004). This is a matter of concern because 
approximately 15 years after its inception NEMP is still unable to provide the trophic 
status of many water bodies in South Africa. 
Moreover, samples are collected at one location in most dams. A single sample might 
not be representative of the water quality. The figure below is an extract of 2016-2017 
summer eutrophication-status report of all the surface water bodies monitored under 
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NEMP. The report shows that only a single sample collected near the dam wall is used 
to determine the trophic status of most dams. 
 
Figure 2-5 sampling points (DWS, 2017) 
Current monitoring methods cannot adequately support lake monitoring because of the 
procedures used to collect water samples. Sampling is conducted by physically getting 
into the water body (van Ginkel, 2004) and this presents challenges when it comes to 
large water bodies such as dams and lakes. 
Furthermore, another limitation of eutrophication monitoring is inconsistent temporal 
coverage. This problem can be observed through examining the time series graphs 
available at DWS’s website. These graphs generated for each dam show gaps where 
samples are not available periods in most areas. Thus, eutrophication status for these 
dams will be unknown during those periods. In addition, inconsistent temporal coverage 
hinders applications that require data from several water bodies. It is difficult to match 
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eutrophication data from different sites because they may not be available at the same 
time.  
 
Figure 2-6 Short comings in temporal coverage (DWS 2017) 
Similar to the problem of spatial coverage articulated above, inconsistent temporal 
coverage is largely due to the limitations of eutrophication monitoring methods. 
Eutrophication of a certain site during a particular period can only be known if the 
national coordinator receives data from those who are doing the actual monitoring. 
2.3 The status of remote sensing of water quality 
Earliest studies involving interpretation of remote sensing data to retrieve water quality 
data were conducted in the 70s. In the early days, remote sensing of water quality was 
based on interpretation of aerial photographs and multispectral images acquired from 
aircrafts (Johnson et al., 1977; Pearcy & Keene, 1974; Shima & Anderson, 1976; 
Silvestro, 1970). The first ocean colour sensor was launched in 1978 and a number of 
studies were then reported in the 1980s and 1990s (Bukata et al., 1981; Gitelson, 1992; 
Gitelson et al., 1993; Gower et al., 1984; Sathyendranath et al., 1989). Initially these 
studies were conducted to assess the ocean conditions. Problems were encountered on 
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attempts to use ocean colour data in coastal and inland water. Therefore, a number of 
studies during this period were dedicated to find a solution to this problem. Improved 
ocean colour sensors were launched towards the end of 20th century resulting in 
increased ocean colour studies. 
 
Figure 2-7 Ocean colour sensors spectral properties (Blondeau-Patissier et al., 
2014) 
A number of sensors have been used in remote sensing of water quality (IOCCG, 2013, 
Mathews, 2011, Miller et al., 2005). The IOCCG also keeps records of sensors used for 
water studies including their specifications and temporal coverage. Moreover, the list 
highlights sensors referred to as ocean colour sensors. These are sensors were 
specifically designed for water studies. Although they have a low spatial resolution, they 
are more suitable for operational water quality monitoring because of their high temporal 
resolution. Additionally, these sensors constitute of narrow spectral bands specifically 
positioned for the detection of water constituents and a high radiometric resolution to 
improve sensitivity over water surfaces.  
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NASA’s  Coastal  Zone  Colour  Scanner  [CZCS] on Nimbus-7,  which operated  from  
1978  to  1986. It was  the  first satellite  ocean  colour  sensor  designed  specifically  to  
observe  biological  productivity  in  the world’s oceans (Hovis, Clark, Anderson, Austin, 
Wilson, Baker, Ball, H. R. Gordon, Mueller, El-Sayed, Sturm, Wrigley and Yentsch 
1980). There was gap when CZCS stopped producing data until the late 20th century 
when new generation of ocean colours were launched. SeaWiFS was launched in 1997, 
followed with MODIS and MERIS sensors in the early 21st century.  
instrument CZCS SeaWiFS MODIS MERIS 
Spatial 
resolution (m) 
825 1100 250/500/1000 300/1200 
Revisit time 
(days) 
1-2 1-2 1-2 3 
No. of bits 8 10 12 12 
Table 2-1Ocean colour sensors specifications bases on NASA, 2017, ESA, 2017 
These sensors have been used successfully for monitoring several water quality 
parameters. A review of the studies and accuracy of their water quality products is 
provided in recent studies (Mathews, 2011; Odermatt et al., 2012). MERIS have 
produced most accurate results in estimating water quality parameters useful for 
eutrophication monitoring (Mathews, 2011; Odermatt et al., 2012). This has been 
attributed to the presence of bands at 670 - 675 and 700 -710 wavelengths regions 
sensitive to chlorophyll (Moses et al., 2012). 
Methods of manipulating these images obtained from ocean colour sensors to retrieve 
water quality data are summarised in recent academic reviews (Mathews, 2011, 
Odermatt et al., 2012). These reviews for each sensor provide information on algorithm 
used to retrieve a particular water quality parameter. In addition, an assessment on the 
accuracy of these algorithms is also presented to facilitate selection of appropriate 
methods. These algorithms could be categorised as empirical or analytical depending 
on the methods used in calibration of the algorithm. Analytical algorithms are based on 
radiative transfer models, because of their complexity very few studies have make use 
of these models (Odermatt et al. 2011, Mathews 2011).  Empirical models are relatively 
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easy to implement and requires less computation therefore have been most popular and 
various studies have shown they can retrieve water constituents with high accuracy. 
Empirical algorithms are calibrated by simultaneous acquisition of spectral and 
biogeochemical properties of the water column. Afterwards, the studies use statistical 
regression to relate the two. The most common empirical algorithms are colour ratios 
(Gitelson et al 1992, Gons et al 2002). Single band algorithms are also available. 
Colour ratios have been mostly used in chlorophyll-a (chl-a) retrieval. Most are based 
on information from the red and near infrared region of the electromagnetic spectrum. 
These are areas where chl-a spectral characteristics are less influenced by other water 
constituents. Colour ratios algorithms are based on two or three band models (Yacobi et 
al 2011). 
These models have been tested of a number of sensors using different band 
combinations (Odermatt et al. 2011, Mathews 2011).  Most validation studies have used 
MERIS to test for the models and robust results were obtained. The successes of 
MERIS are due to the presence a band centred at 708 nm and another around 665 nm 
in red region (Gons et al 2002, Yacobi et al 2011, Odermatt et al. 2011). 
Model Description 
[R-1(λ1) – R
-1(λ2)] x R(λ3)…….. (1)                                                                                                                                                                                                                                                                                                                                                      R(λ1) – highly sensitive to chl-a 
absorption 
 R(λ2) – minimally sensitive to chl-a  
absorption 
 R(λ3) minimally affected by 
absorption due to any content 
R-1(λ1) x R(λ3)……………….(2)  R(λ1) in the red region 
 R(λ3) in the region beyond 730nm 
R-1(λ1) x R(λ2)………………(3)  R(λ1) - the red region 
 R(λ2) – peak reflectance around 
700 – 710 nm 
Table 2-2 Band ratio algorithms and description of their sensitivity to chl-a based 
on Yacobi et al. 2011 
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2.4 Problem of lack of software with dedicated functions 
2.4.1 Related studies 
A review study on crop and vegetation status monitoring applications exposes 
limitations of current remote sensing image processing and analyses software (Urbano 
et al. 2014). This study argues that some software could not meet the needs of a 
particular application because they were designed for use in a number of broad 
environmental fields. As a result, these applications provide most basic function and 
strong background of remote sensing techniques. In addition, more effort is required to 
customise it for a specific function. Some software packages are designed for a 
particular field. Using agriculture as an example, it revealed that such tools might not be 
useful as they are also generic, constitute only basic functions for all agriculture 
application, and cannot provide all the necessary functions. In addition, another 
scenario presented was due to the subdivisions within fields, again using agriculture as 
an example some application could not be applied because the can only be used to 
solve specific agricultural problems. Furthermore, some software could not satisfy a 
specific need due to computer environment offered. This category refers to some image 
processing software which provides adequate tools but may not be useful because of 
lack an easy-to-use graphical interfaces.  
Also, possible limitations of available software packages is exposed in a study to 
process multispectral imagery obtained from unnamed aircraft systems [UAS] for use in 
rangeland vegetation classification (Laliberte, Goforth, Steele and Rango 2011). The 
study described the workflow for extracting desired information from remote sensing 
data for use in rangeland studies. The description reveals that a number of challenges 
experienced at various stages because of software problems. In particular, the initially 
stages for example as the file format of the downloaded images was incompatible with 
programs commonly used in multispectral image analysis. 
In addition, new software for geo processing has been developed to support goals for 
continental organisations. The European Union funded the development of Earth 
Observation Data for habitat Monitoring [EODaM] for mapping and monitoring 
biodiversity to support decision making in use and conservation of protected areas 
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(Lucas, Blonda, Bunting, Jones, Inglada,Arias , Kosmidou , Petrou, Manakos 
,Adamo,Charnock, Tarantino, Mücher, Jongman,Kramer, Arvor, Honrado and Mairota, 
2015). In order to support the initiative tools to facilitate use of earth observation data by 
ecologists. Thus, the system was built to integrate earth observation information and the 
knowledge of ecologists. Furthermore, classification of habitats from satellite imagery is 
very crucial for mapping and monitoring of biodiversity. Therefore, EODaM was also 
developed to ensure systematic classification of habitats. 
2.4.2 Remote sensing of water quality 
Problems similar to those highlighted in previous studies on application of remote 
sensing data to specific application are experienced in attempts to apply remote sensing 
in water quality studies. Image processing and analysis required to extract water quality 
information from remote sensing data involves several steps. However, many studies 
emphasised on the wavelength ranges and the accuracy of the models used with none 
or minimal presentation on the steps involved. A better description of the steps is 
offered by studies conducted using MERIS images which are processed and analysed 
using BASIC ERS and ENVISAT (A) ATSR and MERIS Tool box [BEAM] (Attilla et al. 
2013; Bresciani et al., 2013; Kshi et al. 2014; Mathews et al. 2012; Odermatt et al. 
2010). These description of image processing operation revealed that multiple steps of 
image processing are followed in order to retrieve water quality data from satellite 
imagery. Judging from work presented in algorithm development studies, and the 
computer environment provided by image processing software. The user not familiar 
with the details of the algorithm will undoubtedly face difficulties in implementing the 
procedures. This situation is also highlighted with the barriers to use of satellite imagery 
as noted by Schaeffer et al. (2013).  
Common functions described include pre-processing procedures such as recalibration, 
smile correction, correction for detector differences, cloud mask, BRR, and atmospheric 
corrections and various constituent retrieval algorithms. Although these studies involve 
processes relevant for eutrophication monitoring, the functions provided are very basic. 
This illustrates that the use of remote sensing data for eutrophication detection will also 
be faced by problems encountered during attempts to use software packages available 
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for specific agriculture applications which prompted development of software packages 
such as SPIRITS (Urbano et al. 2014) and TIMESAT (Jonsson & Eklundh 2004). 
Definitely, this condition becomes a barrier to use of remote sensing in eutrophication 
monitoring as image processing involved includes diverse functions that are not directly 
relevant. In BEAM, these processes are executed with different processors (Mathews et 
al., 2012; Odermatt et al. 2010). As a result, they are implemented as isolated routines. 
Automation is achieved through scripts often written in python programming language 
(Mathews et al., 2012; Odermatt et al. 2010). Consequently, this requirement may 
prevent users who are not familiar with python programming language or general 
programming. Furthermore, this procedure involves the user in more technical 
operations of the algorithms. Most users may not be willing to do such stuff when the 
work involved is conceptually easy. 
Although there are less software packages as compared to agriculture applications the 
shortcomings of available software packages in remote sensing of water quality as 
mainly due to the nature of studies that have been conducted to date. These were 
experiments to develop water constituent retrieval algorithms, and to test and validate 
these algorithms and bulk of processes involved in these studies did not involve image 
processing. They included intensive field surveys to obtain optical in situ data, water 
samples and laboratory analysis of water samples (Dekker et al., 2001; Gitelson et al. 
1993; Gurlin et al. 2011; Kabbara et al. 2008; Mathews et al. 2010, 2012; Mittenzwey et 
al., 1988; Odermatt et al., 2008; Sathyendranath et al. 1989). In addition these studies 
were conducted over several decades from various geographical locations, involves 
diverse theoretical frameworks and images that require processing mechanisms.  
Furthermore, the functions described in most studies satisfy only the retrieval of 
physical parameters. There are no tools available which matches whole eutrophication 
monitoring as stipulated by the water quality standards of South Africa. Chlorophyll- α is 
the water quality parameter which can be detected with highest accuracy from satellite 
imagery (Mathews, 2011). Chlorophyll- α is one of the parameters used for 
eutrophication monitoring. In South Africa, chlorophyll- α measurements and 
eutrophication monitoring is conducted by government officials and for academic 
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research. In government monitoring is done at three levels; local, regional and national 
(DWAF, 2004). Academics usually measure Chlorophyll- α from a single impoundment 
and in some cases from a few lakes (Buckley et al., 1993; Harding 2008; Oberholster 
and Botha 2007; Odiyo, Chimuka, Mamali & Fatoki 2012). In addition, these 
measurements are conducted at different temporal scales ranging from two weeks 
interval to long-term time series (DWAF, 2004; van Ginkel & Silberbauer 2007). The 
tools provided by BEAM and other software used in remote sensing of water quality 
have only functions to process a single image. There are no tools to facilitate water-
quality assessment at the spatial and temporal scales to satisfy the needs of 
government officials and for academic research. 
After measuring Chlorophyll- α, the data is submitted for assessment to determine the 
degree of eutrophication of a water body (Buckley et al. 1993; DWAF 2004; Harding 
2008; Oberholster & Botha 2007; Odiyo, Chimuka, Mamali & Fatoki, 2012). This 
assessment is based on the criteria determined by national laws and water resources 
management policies. Water quality monitoring experts are not able to classify the 
eutrophication status of impoundments using data obtained from satellite imagery 
because of the unavailability of the relevant functions from available image processing 
systems. 
Moreover, information dissemination is an important part of water quality monitoring 
(Bartram & Balancen 1996; DWAF 2004). In many reports, academic journals, posters 
and websites water-quality data is published using certain graphs, tables, charts and 
maps (Adriaanse & Lindgaard-Jorgenseen 1997; Demayo & Steel 1996). However 
since the available software only measures the water quality parameters they do not 
have tools to generate information outputs used by water quality experts 
In more years that are recent imagery from MERIS was used to assess the 
eutrophication status of several impoundments monitored under the National 
Eutrophication Monitoring Programme (NEMP) (Mathews 2014). This study was 
conducted using an algorithm that was developed in South Africa. In this study a 
number of impoundments were monitored and positive results were achieved which 
proved great potential of remote sensing data in eutrophication monitoring. However, if 
 21 
 
image processing procedures is considered it was provides a picture as was 
experienced in attempts to apply remote sensing data to specific agriculture division due 
to lack of executable tools. The steps involved presented show that a number of steps 
are involved if BEAM. The steps include a number of processors executed as isolated 
routines. Automation of the steps involves scripts written in python language (Mathews 
2014; Odermatt et al. 2010). This condition is likely to undermine the ability of water 
resources authorities who do not have a programming background or unfamiliar with 
python programming language. Moreover, current water resources managers are 
unlikely to have such skills since DWA monitoring procedures do not involve computer 
programming. Therefore, because of this requirement satellite imagery is not likely to be 
adopted into DWA monitoring programmes. 
2.5 Requirements engineering  
2.5.1 Analysis of documents approaches 
Successful completion of this study results in requirements of a remote sensing based 
eutrophication monitoring system. It is also very important that the system align with 
current eutrophication monitoring practices. Various studies have reported on efforts to 
identify and specify requirements that guide development of information systems 
compliant to the fields in which they operate. Much of this literature comes from 
software requirements engineering studies that explored the use of policy documents to 
align system requirements with organisational practices. Additional insights to produce 
compliant information systems are exposed in studies that reported on information 
systems development activities. 
Studies on requirements engineering contributed directly to the envisaged end of this 
study and were very useful in building a structure. All the studies specify the 
requirements of an information system based on analysis of organisation’s documents 
in particular privacy and security policy documents.  In a recent study, Vlas and Lee 
(2016) presented a methodology that can lead to an information system aligned to its 
field of operation. This study highlighted the importance of privacy and security policy 
documents. Afterwards, it introduced a methodology to extract system goals from policy 
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documents. The methodology comprises of an algorithm for mapping keywords to allow 
rapid identification and classification of system requirements. 
Another study also highlights the need to build information systems that conform to 
organisation practices (Massey, Eisenstein, Anton and Swire, 2013). Similar to Vlas and 
Lee (2016), this study also agrees to analysis of policy documents during requirements 
engineering to align the information system with company practices. Importantly, the 
study contributes by indicating the difficulties of analysing policy documents. It assessed 
the readability of numerous policy documents and showed that most are difficult to read 
and require more time for engineers to analyse and model system requirements. Thus 
indicating that it is a difficult task to ensure system requirements and consequently the 
information system aligns with company or organisational practices. Positively, to 
ensure the use of policy documents the study also devised a method to automatically 
search for goals of a particular domain using keywords in a policy document. 
Muhammad (2016) also made important contribution to development of information 
systems that matches practices of their host organisation. Significantly, this M.Sc. thesis 
illustrated how the Goal Based Requirement Analysis Model [GBRAM] can be used to 
extract system goals from policy documents. GBRAM comprises of four stages and this 
article was very helpful by providing a step by step description of activities performed to 
analyse policy documents until the system requirements are specified. 
In addition to methods of using policy documents to match organisational practices 
based on goal oriented approaches. Young and Antón (2010) presented a method for 
identifying requirements based on commitments in policy documents. It is known as 
commitment analysis method and comprises of three main stages to obtain the 
requirements from policy documents. It begins by separating sentences in a document 
to create statements. Afterwards, separated sentences are classified either as privilege, 
commitment or right. This is followed by assigning attributes for each sentence. They 
are templates based on the classification of each sentence that are used to combine 
assigned attributes to specify system requirements. Similar to other study developing 
the commitment methodology was motivated by the desire to have information system 
that matches documented organisation policies. 
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2.5.2 Requirements Engineering (RE) approaches to the design of geographical 
information system 
Moreover, the contributions to compliant information systems do not only come from 
studies that focus on software requirements engineering. Tomlinson (2013) outlined 
nine stage GIS planning methodology to ensure a GIS is developed to meet the needs 
of a particular organisation. An information product is a key component of this 
methodology. All the information products that will be produced by a GIS are defined 
during a technological seminar. In contrast to the requirements engineering studies 
reviewed above that involves analysis of policy documents these technological 
seminars are conducted as organisational meeting where GIS team will meet face to 
face with other company employees.  
A number of studies have been conducted that involves elicitation of user requirements 
during development of Geographical Information Systems (GIS). In an earlier study, 
Yamada, Elith, McCarthy & Zerger (2003) elicit user requirements with intention to 
develop a wildlife management system. They used two techniques to elicit user 
requirements. GIS and qualitative interviews were used to elicit information on the 
distribution and abundance of sambar from experts. A spatial database and customised 
graphical user interface was developed within ArcView to obtain information from 
experts. An interactive graphical user interface was used because most experts were 
not familiar with GIS. The second part of the methodology uses verbal interviews to 
collect information from experts. These interviews were guided by set of questions 
designed to elicit key independent environmental variables and ranking their importance 
for building the habitat model. The quantitative GIS results show wide variations among 
experts. Therefore, qualitative results obtain from interviews were used to develop the 
wildlife habitat model. 
Interesting revelations on eliciting user requirements for a geographical information 
system are reported in Maguire (2013). Importantly, the study revealed that elicitation of 
user requirements was part of the system development process because of the project 
consortium had decided to follow a user centred approach. A survey and a series of 
interactive panel sessions were used to elicit user requirements of a climate change 
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monitoring system. The user requirements elicitation process started with a survey. The 
survey comprises of images showing potential system capabilities. Afterwards, the 
results of the survey were used to develop a prototype. The prototype was used to 
further obtain user requirements through a series of interactive user panel sessions. 
Prototype evaluation was an iterative process. Positively, the study reveals that surveys 
and interactive prototype evaluation are effective methods of eliciting user requirements. 
Furthermore, the results it is apparent that user requirements are influenced by 
geographical location and field of specialisation. Therefore, wide consultation of 
potential user groups is essential to elicit complete user requirements. 
Carballo-Cárdenas, Mol & Tobi (2013) described the methodology used to establish 
how different professionals involved in Marine Protected Areas (MPAs) interpret 
desirable data attributes. Positively, provides important insights on the techniques of 
eliciting user requirements for geographical information system. It helps to understand 
elicitation of user requirements by a detailed description of how primary interviews are 
contacted and secondary data collection methods. In addition, the study also provided 
evidence on how a set of six desirable data attributes was compiled from several 
previous studies. Moreover, the study is important to understand the characteristics of 
the sample design sufficient to obtain user information. The results show differences in 
the understanding of desirable data attributes among participants. This could be used to 
explain why requirements differ among user groups as indicated in Maguire (2013) for 
instance. 
A geo-questionnaire is an integration of we based interactive maps and structured 
questions. Jankowski, Czepkiewicz, Młodkowski & Zwolinski (2016) showed the 
effectiveness of geo-questionnaire as a method of eliciting user requirements. The 
study was motivated by the need to incorporate the wide use of internet services in 
Public Participation GIS [PPGIS]. In addition, it explained how the researchers 
formulated the questions with assistance from the city planners. In addition, as in other 
studies it helps to understand the participant recruiting process. 
Sluter, van Elzakker & Iva´nova (2016) presented a framework of eliciting user 
requirements for geo-information software system. The study was motivated by the 
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need of a user centred approach in developing geo-information solutions. The 
framework was also influenced by efforts to define user requirements in accordance 
with the methods and techniques of requirements engineering for computer systems. 
The framework comprises of a description of a four-stage process. The activities of 
each stage of requirements elicitation are outlined below. In addition, the framework 
provides a set of questions to guide the activities of requirements elicitation process. 
Lastly, the framework outlines various techniques that can be used to elicit user 
requirements. 
 
Figure 2-8 Framework for eliciting user requirement for Geographical Information applications Sluter, van 
Elzakker & Iva´nova (2016) 
2.5.3 Requirements Engineering (RE) approaches applied to the development of 
water resources management tools 
Development of data handling and information generation tools to aid in water 
resources management have been reported in South Africa (DWAF, 2001; Hughes, 
2000). These studies are also concerned to ensure that these tools match requirements 
of water resources management. The processes outlined in these studies reveal that it 
involves several activities with a considerable duration and various stakeholders to 
ensure development of compliant information system. DWAF (2001) describes the 
process in which a functional model for Monitoring and Assessment Information System 
[MAIS] was developed. Similar to the establishment of information products outlined in 
 26 
 
Tomlinson (2013) development of the functional model involves several stakeholders. 
Stakeholders involved during organised meetings suggested the features of the 
functional model. In addition, the publication reveals that this was conducted in phases 
and an expected duration of five years. Hughes (2000) publication was also very helpful 
to understand the strategies that have been used in South Africa to ensure that 
computerised tools used in water resources management matches the actual practices. 
This publication discusses several methods that have been adopted to determine 
Instream Flow Requirements [IFR] of rivers in South Africa. It started by describing the 
phases of the detailed Building Block Model [BBM] process and showed that it is the 
ultimate method that can be used to ensure tools developed produce relevant 
information. Although, the BBM process is very effective the author highlights the costs 
associated and its implications on new water resources management requirements. The 
author explained that the BBM takes long to complete and is associated with high 
financial costs. Afterwards he listed other methods that have been adopted by DWAF to 
reduce the costs that are involved in attempts to ensure computerised tools align with 
organisational practices. 
2.6 Handling the spatiotemporal characteristics of Geographical data 
2.6.1 Spatial-temporal data modelling 
Several studies conducted spatial-temporal data modelling to develop constructs of 
creating models and for specific applications. Tryfona & Jensen (1999) and da Rocha, 
Edelweiss & Iochpe (2000) developed elements for modelling spatial-temporal data. 
These elements results from extending available modelling constructs. Tryfona & 
Jensen (1999) responded to user requests for database with capabilities of 
manipulating spatial-temporal data. They developed data modelling constructs by 
enhancing entity-relationship diagram components. Edelweiss & Iochpe (2000) 
developed data modelling constructs by extending GeoFrame to model temporal 
aspects of spatial data. In addition, there are studies conducted to develop spatial-
temporal data models of specific application. Examples include development of 
biodiversity spatial-temporal data model Wahid, Kamruzzaman & Shariff (ND). 
Commonly, studies on data modelling involves exploration of data requirements or 
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ontological basis. Afterwards, data model to extend or explaining the most appropriate 
data model. A new data model comes from fitting data requirements to the constructs of 
a particular model. If modelling involves creation of a new model then proposing new 
constructs to match the data requirements. Most studies do not formulate hypothesis. 
Conclusion are usually summaries of achievements. 
2.6.2 Spatial temporal data models 
DATA 
MODEL 
REFERENCE DESCRIPTION 
The Snapshot 
Model 
Langran 1988 Incorporates temporal information into a spatial data 
model by time-stamping layers. 
The Space-
Time 
Composite 
 (STC) Data 
Model 
Langran 1988 Based on the principle that every line in space and time 
is projected to the spatial plane and intersected with 
each other creating a polygon mesh. Each polygon in 
this mesh has its own attribute history associated with it.  
Data Models 
based on  
Simple Time-
Stamping 
Hunter& 
Williamson 
1990 
Tag objects with a pair of timestamps, one for the time of 
creation and one for the time of cessation. Uses simple 
queries to retrieve time slices. 
Event-
Oriented 
Models 
Peuquet & 
Wentz 1994 
Represent the events explicitly. Beginning with an initial 
state, events are recorded in a chain-like fashion in 
increasing temporal order, with each event associated 
with a list of all changes that occurred since the last 
update of the event vector. 
Peuquet and 
Duan 1995 
Groups time-stamped layers to show observations of a 
single event in a temporal sequence. 
 Every event is timestamped and associated with a list of 
event components to indicate where changes have 
occurred. 
Langran 1992 The amendment vector approach where a base state  is 
overlaid with amendment maps, representing the events 
in the database 
The Three-
Domain Model 
Yuan 1994 & 
1996 
 Represents semantics, space and time separately and 
provides links between them to describe geographic 
processes and phenomena. 
Claramunt & 
Theriault 1995 
In addition to spatial and temporal domains, a thematic 
domain is added to represent the complete descriptive 
state of a spatio-temporal object. The temporal domain 
refers by indexes to spatial and thematic domains 
 
Figure 2-9 Spatial-temporal data models (Pelekis et al. 2004) 
2.6.3 Spatial temporal data indexing methods 
Papadias, Tao, Kalnis and Zhang (ND) conducted a study on indexing of spatial 
temporal data warehouses. Their study was motivated due to three limitations of storing 
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and processing of spatial temporal data for various applications. They argued that data 
warehouses were falling short in applications that require storing and processing of 
spatial temporal data because they could not deal with ad-hoc hierarchies that were 
unknown during design, lack of spatial temporal indexing methods, and limited provision 
for dimension versioning and volatile regions. In this study Papadias, Tao, Kalnis and 
Zhang (ND) described the development of two indexing methods and then presented 
results on experiments to evaluate the performance of the indexing methods. The 
development of index methods included descriptions of available indexing methods 
such as R-tree and how it was adopted to support spatial temporal indexing. One 
method was considered for indexing static spatial dimension and two methods for 
dynamic spatial dimensions. Experiments to evaluate the performance of indexing 
methods were conducted by comparing the newly developed methods and available 
data warehouse indexing methods. This study differs from other study as the knowledge 
of developed methods is obtained through experimental studies. In other studies, 
capabilities of developed artefacts are demonstrated by a particular study that is not 
experimental. However, similar to other studies artefacts are developed by extension of 
available ones. Furthermore, in this study results of artefacts development are 
presented as descriptions. Positively, the insights obtained from the study are very 
essential for modelling artefacts required to support spatial and temporal functions of 
the system to be constructed. 
Tour (2003) presented an indexing method for storing and manipulating vector data. 
The study focus on the spatial dimension only, it does not provide support for integrated 
spatial temporal data. The indexing method presented is based on a Multi-layer 
Quadtree [ML- Quadtree] that has capabilities for retrieving spatial objects stored in 
different layers. This is a descriptive study as it provides descriptions of artefacts that 
were developed. These include algorithms for inserting, selecting and deleting spatial 
data. 
Shi and JaJa (2005) focused on performing queries for retrieving temporal data. As in 
other studies that have developed indexing methods, they describe the tree data 
structure illustrated how it is implemented to support the intended functionalities. 
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 Noël, Servigne and Laurini (ND) described spatial temporal data indexing method 
known as the Po-tree. The indexing technique presented is classified into spatial and 
temporal components and comprises of Kd-tree and B+-tree. The Kd-tree is used for 
spatial data indexing and B+-tree is used for indexing temporal data. The study 
describes the structure of indexing methods and how the spatial temporal data is 
manipulated. Afterwards the Po-tree indexing method is evaluated using experimental 
data. The experiments were performed to illustrate the capabilities of the Po-tree and 
compare its performance against other indexing methods such as R-tree. 
 
 
 
 30 
 
Chapter 3: Research methodology 
3.1 Introduction  
This chapter describes the steps followed to establish the functions of a remote sensing 
based eutrophication monitoring system. The chapter comprises of two main section. 
The first section outlines the steps followed to establish the software requirements. 
Afterwards, it describes the methods of designing data objects of remote sensing-based 
eutrophication monitoring system. 
3.2 Requirements engineering for Remote Sensing Based Eutrophication 
Monitoring System 
3.2.1 Overview and justification of methodology 
 
 
Figure 3-1 Goal Based Requirements Analysis Method elements (Anton, 1996) 
The figure above illustrates the Goal Based Requirements Analysis Method [GBRAM] 
elements. Broadly, the methodology comprises of three main elements. The study 
selected GBRAM to model the requirements of a remote sensing based eutrophication-
monitoring system mainly because it takes input from several documents. This was 
important because as mentioned in Muhammad (2016) other methods such as KAOS, 
 31 
 
i*/troops, and non-function requirements (NFR) require formal documentation, 
elongated oval indicates several activities leading to software requirements. In addition, 
the study opted for the GBRAM that uses policy documents so that the requirements 
matches the current practice of eutrophication monitoring.  
3.2.2 Input documents 
3.2.2.1 NEMP implementation manual 
The NEMP implementation manual provides reference for the implementation of the 
National Eutrophication Monitoring Programme. It is a 201-page document divided into 
several chapters. Each chapter covers specific topic. The topics range from background 
to specific procedures involved in the business of monitoring. The document because it 
the most comprehensive document on the practice of eutrophication monitoring in South 
Africa. Therefore, it is the most appropriate document to ensure that the remote 
sensing-based eutrophication-monitoring system matches current eutrophication 
monitoring needs. 
 
Figure 3-2 Extract of the data collection form 
 32 
 
3.2.2.2 Mathews, 2014 article 
Mathews, 2014 article is from a peer reviewed journal article. In this publication, 
statements came from section two and three, which outlines the methodology and 
presents, and explains the results respectively. The study obtained image-processing 
procedures from this article.  
3.2.3 Goal analysis and evolution  
Figure 3-2 shows part of a data collection form used to perform goal analysis and 
extract requirements from the NEMP implementation plan document. The complete data 
collection for is found in Appendix 1. The form has several sections. Each section 
represents a particular phase of the GBRAM process. On the snap shot, the sections 
representing phases of the GBRAM process have a bold font style. There are phases 
that have sub-phases such classification, and agent and stakeholder identification. The 
sub-phases were also styled in the same way as the main phase. In addition, the form 
has guiding words or questions and spaces to write outcomes. The questions used 
were from the suggestions in Anton (1996) and Muhammed (2016). Guiding words such 
block/obstruct replaced long questions in some cases to fit on the form. 
3.3 Modelling spatial, temporal and Spatial-Temporal Data for Remote Sensing 
Based Eutrophication Monitoring System 
3.3.1 Selection and justification the modelling method 
The study modelled the spatial, temporal and spatial-temporal objects of the Remote 
Sensing-Based Eutrophication Monitoring System using object-oriented approaches. 
The study selected it because several studies shows its advantages to other modelling 
approaches. Particularly, the study selected the object-oriented model following 
suggestion in Pelekis, Theodoulidis, Kopanakis & Theodoridis (2004). The study listed 
the following advantages. 
 A single object can represent the whole history of an entity. 
 Queries are simple, because they deal with each single object of an entity.  
 Efficient temporal data handling. 
 Uniform treatment of spatial and temporal data handling. 
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3.3.2 Identification of the data model components 
The study applied methods outlined in Calkins (1996) and (Pressman (2010) to identify 
data model components. Both methods uses entity-relationship model fundamentals. 
Calkins (1996) uses natural language constructs to identify components of a data 
model. Using this model, a noun in a sentence represents an entity. Adjectives and 
connecting verbs represents attribute of an entity and relationship between entities 
respectively. The method outlined in Pressman uses object oriented constructs. A data 
object is key component. The characteristics of a data objects leads to identification the 
attributes and relationships. The study applied both methods to complement each other. 
3.3.3 Classifying data model components 
The study classifies each identified data model components as spatial, temporal or 
spatio-temporal. The classification criteria follow examples in Tryfona & Jensen (1999). 
3.3.4 Modelling language  
 
Figure 3-3 Object-Relationship diagram symbols (Renolen 1999) 
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3.4 Software design and implementation 
The study followed the software development activities outlined in Pressman (2010). It 
utilised the activity and swimlane diagrams to explore the system requirements. 
Afterwards, these initiated development of analysis classes. This study adopted the 
generic architecture for GIS applications presented in Luaces (2004). The study 
selected the architecture because the remote sensing-based eutrophication-monitoring 
system process geographic information. 
 
Figure 3-4 A Generic System Architecture for GIS (Luaces 2004) 
The system was developed using JAVA programming language. The study chose this 
programming language because BEAM is a java library. BEAM provides programmes to 
process MERIS images. 
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Chapter 4: Results and analysis 
4.1 Introduction  
This chapter presents the results of the GBRAM process and design modelling 
activities. It comprises of three sections. The first section presents tables and figures 
showing the results of the GBRAM process, followed by presentation of the data 
structure components. Lastly, snap shots of the system are presented to demonstrate 
the functions of the system. 
4.2 Requirements engineering process outcomes 
4.2.1 Identified goals 
Table 4-1 Sample of goals extracted 
Statement extracted goal 
The Analyst receives samples from the Sampler/Visual 
Monitor. The samples should be analysed for the necessary 
variables as soon as possible. The results must be stored 
locally and transmitted to the Regional Monitoring 
Coordinator and/or National Coordinator for inclusion in the 
national database. 
samples received 
  samples analysed 
  results stored 
The most appropriate monitoring objectives must be chosen 
for each local area.  
local monitoring objective chosen 
Customise local monitoring framework local monitoring framework 
 customised 
Table 4-1shows a statement and goals extracted from it. Typical of most statements, 
the table shows that statements comprises of one or more sentences. As a result, as 
shown with the first statement in Table 4-1a statement may process more than one 
goal. Moreover, in most cases was necessary to state identified goals.  
Table 4-2 shows the hints of identifying goals. The study identified most goals using 
action words. However, although a number of action words appeared more than once, it 
was not possible to identify keywords. 
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Table 4-2 a sample of goal identification methods 
extracted goal method of goal identification 
minimum requirements defined action word - defines 
region wma chosen action word choose 
annual report produced action word - produces 
chl-a data processed action word - produces 
trophic status determined action word - determined 
sample site selected illustrate a requirement 
sampling frequency negotiated illustrate a requirement 
minimum requirements put in place action word - ensure 
national objectives met illustrate a requirement 
Local Monitoring Programme initialised action word - initialise 
Local Monitoring Programme sustained action word - sustain 
data forwarded illustrate a requirement 
 
 
Figure 4-1 Proportion of goal identification methods 
4.2.2 Identified stakeholders and agents 
Table 4-3 shows a sample of requirements, the stakeholders and agents responsible to 
ensure the achievement of requirements. In most requirements more than one 
stakeholder are involved to ensure its achievement. As an example the QC Data 
Evaluation the local manger, regional monitoring coordinator, analyst, national 
coordinator and the sampler are involved. In addition, the national coordinator and the 
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local manager are the agents for most goals. Furthermore, all the stakeholders were 
identified by asking the question who is directly involved. 
Table 4-3 Stakeholder action performed by different role players 
Goal Stakeholder(s) Agent 
trophic status reported DWAF DWAF 
design presented DWAF, regional and 
 local stakeholders 
DWAF 
design negotiated DWAF, regional and 
 local stakeholders 
regional and local 
 stakeholders 
nationwide implementation 
 facilitated 
national coordinator national coordinator 
national objectives achieved national coordinator national coordinator 
local monitoring program 
 approved 
national coordinator,  
regional monitoring 
coordinator 
national coordinator 
local monitoring framework 
 customised 
regional monitoring 
 coordinator, local 
stakeholders, national 
coordinator 
regional monitoring  
coordinator 
monitoring design optimised regional monitoring 
 coordinator, local 
stakeholders, national 
coordinator 
regional monitoring  
coordinator 
Furthermore, the study identified stakeholders using roles outlined in chapter 8 of the 
NEMP implement plan document. However, a role may have more than one role 
players. Table 4-3 shows illustrates where various role players describe the actions of a 
stakeholder. DWAF represents a role player for the National coordinator role. 
Table 4-4 Different stakeholders performing the same action 
Goal Stakeholder(s) Agent 
annual report produced national coordinator national coordinator 
chl-a data processed national coordinator national coordinator 
trophic status determined national coordinator national coordinator 
Mean annual chlorophyll a (Fg/R) 
 determined 
local manager local manager 
Percentage of time chlorophyll a > 
30 Fg/R (%)  determined 
local manager local manager 
trophic status described narratively local manager local manager 
number of samples reported local manager local manager 
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4.2.3 Outcomes of goal classification 
 
Figure 4-2 Outcomes of goal classification 
4.2.3.1 Achievement goals 
The question “Is ability of another requirement to complete depends on current 
requirement?” dominated the identification of achievement goals. It extracted thirty-eight 
achievement goals. Asking the question whether a certain goal depends on another 
goal led to extraction of one achievement goal. Achievement goals are scattered 
throughout the NEMP implementation plan document. Chapters 3, 5 and 6 supplied the 
greatest number of achievement requirements. In chapter 3 & 5, the description of the 
national implementation process and local implementation process supplied highest 
number of goals. Each contributed seven goals which greater than any other sections in 
the document. The table shows recordings in establish trophic status section of chapter 
6. Different to the process implementation sections in in chapter 3 & 5, results are 
presented separately for establish trophic status sub sections. If combined together this 
establish trophic section produced the greatest number of achievement goals 
Table 4-5 Achievement goals 
extracted goal stakeholders agent  
local monitoring programme 
 submitted 
national coordinator,  
regional monitoring 
coordinator 
 
regional monitoring 
coordinator 
region wma chosen national coordinator national coordinator 
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results stored regional monitoring  
coordinator, national 
coordinator, analyst 
analyst 
4.2.3.2 Maintenances goals 
Most maintenance goals represent a condition held true through the entire monitoring 
process. In all chapter of the NEMP implementation plan there was no goal identified 
that represented a continuous state of achievement. Answering the question “whether a 
goal affects decisions at various levels?” yielded only on goal. There were not 
statements classified as maintenance goals in chapter 4 and 5. Significant number of 
maintenance goals results from National coordinator actions. Chapter 3, the national 
implementation process and the national coordinator section in chapter produced five 
maintenance goals. Highest number of maintenance goals came from the national 
implementation issues and quality control section of the local monitoring programme 
design. 
Table 4-6 Maintenance goals 
extracted goal stakeholders agent  
wma implementation facilitated regional monitoring  
coordinator 
regional monitoring  
coordinator 
minimum requirements put in place national coordinator,  
regional and local 
parties 
national coordinator 
national objectives met national coordinator,  
regional and local 
parties 
national coordinator 
 regional and national objectives 
 achieved 
regional monitoring  
coordinator 
regional monitoring  
coordinator 
 
4.2.4 Identified goal obstacles 
Table 4-7 Identified obstacles and scenarios 
GOAL OBSTACLE SCENARIO 
Local monitoring programme 
approval obtained 
1. optimised design does 
not meet minimum 
requirements 
1. monitoring frequency does not 
meet recommendations for a 
variable 
Monitoring programme registered 1. unsuccessful registration   
Schedule send 1. unsuccessful registration   
Samples taken 1. sampler fails to travel at 
agreed frequency 
1. available samples are not 
enough for the specified  
frequency and duration 
MERIS images ortho-rectified 1. geo-location errors   
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occurred 
Water pixel extracted 1. water pixel not extracted 1. pixel extraction method failed 
Trophic status determined 1. insufficient number of 
measurements 
  
Table 4-7shows the obstacles to some requirements. It includes one or more scenarios 
that causes identified obstacles. Most of the identified obstacles were precedence 
failure because they occur due to failure of pre-requisites to complete. Choose a region 
to monitor requirement may not complete due to wanted region not loaded in the 
database which is a contract failure 
4.2.5 Sample of documented requirements for Remote Sensing Based 
Eutrophication Monitoring System 
Goal: chl-a data processed 
Type: achievement 
Description: The National Coordinator processes all chlorophyll a data from the 
previous hydrological year and determine the trophic status for the currently monitored 
impoundments in each WMA. 
Action: processes chlorophyll a data 
Agent: national coordinator 
Stakeholders: national coordinator 
Constraints: 
Obstacles: 
Preconditions: data transmitted 
Post-conditions: trophic status determined 
Sub-goals:  1. Mean annual chlorophyll a (Fg/R) determined 
                    2. Percentage of time chlorophyll a > 30 Fg/R (%) determined 
 
Goal: local monitoring programme approved 
Type: Achievement 
Description: approval of local monitoring programmes submitted 
Action: approval of local monitoring programmes submitted 
Agent: National Coordinator 
Stakeholders: National Coordinator, Regional Monitoring Coordinator 
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Constraints: 
Obstacles: optimised design does not meet minimum requirements 
Preconditions: local monitoring programme submitted 
Post-conditions: local monitoring programme registered 
Sub-goals: 
 
Operationalised requirements are listed in the appendix. Most achievement 
requirements filled up all categorises of the template for operationalising goals. A few 
achievement requirements do not have constraints and pre-conditions. These include 
requirements for choosing items that are not part monitoring design framework. Due to 
their nature, not all maintenance requirements have specific constraints and pre-
conditions. In addition to these two, some maintenance requirements do not have 
definable post-conditions 
4.3 Outcomes of data modelling 
4.3.1 Spatial aspects 
1. Geometry  
 Boundary of water body 
2. Descriptive information  
 Coordinates of sample location 
 Water body name 
 Water management areas 
3. Spatial properties 
 Processed imagery 
4.3.2 Temporal aspects 
1. Valid time 
 The time represented by a certain quantity of chl-a. 
2. Duration 
 Represented the start date and end date of monitoring 
3. Interval 
 43 
 
 Determined by the selected frequency of monitoring. 
4.3.3 Spatial-temporal aspects 
 Value of chl-a at selected sampling site varies time 
4.3.4 Conceptual database model 
 
Figure 4-3 Conceptual database model of Remote Sensing Based Eutrophication-Monitoring System 
The conceptual data model comprises of eight components. The top-level branch is the 
local monitoring programme object. This object joins the two major branches that are 
the monitoring framework and the monitoring interval. In addition, it stores information 
on water management areas that is not inherited by the two main branches. The local 
monitoring programme object represents a dam where the actual monitoring is 
conducted. It is suitably positioned to join the two main branches that handle data 
capturing and, data assessment and presentation. The monitoring framework 
component handles data capturing. This object is made up of six monitoring objectives 
of the eutrophication monitoring system. Each monitoring objective represents an object 
of thematic an area on which monitoring is contacted. Each objective may have one or 
more branches of a monitoring variable object. The monitoring variable is the basic 
object for capturing user input. Its attributes are the name and frequency. Frequency is 
a temporal attribute that represents the number of days apart monitoring is conducted. 
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The monitoring interval (Figure 4-4) is the main branch of the other side of the tree. A 
monitoring interval represents a date determined by a selected monitoring frequency of 
the monitored variable. Different to the monitoring framework branch, a local 
programme can have more than one time interval. Analysed samples have date, 
variable geographic location attributes. The attached is used to determine the suitable 
monitoring interval where it is stored. The analysed samples stores data of one or more 
variables analysed at a particular location. The analysed variable basic object of this 
part of the tree and consist of a string attribute that store the name of the analysed 
variable. The analysed variable also store quantity of the measured parameter. 
 
Figure 4-4 Schematic diagram of the monitoring interval 
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4.4 Demonstrating systems functionality 
Figure 4-5 Optimise local monitoring framework user interface 
 
The Figure 4-5 above shows the Optimise local monitoring framework user interface 
(UI). The interface comprises of a table of all the dams this application monitors. The 
table occupies large portion of the UI and it as five columns used to identify a particular 
dam in the database. The primary column refers to the primary water management 
areas. In addition, there is secondary, tertiary and quaternary fields storing secondary, 
tertiary and quaternary management areas respectively. The Dam_Name field stores 
the names of local water bodies monitored. The table has capability to sort according a 
certain column to help and identify a water body of interest. A user scrolls to the dam 
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name or use other fields to identify the water body of interest. Afterwards, the user uses 
the information to identify and select it from the database. The spatial information panel 
handles connection to the database. The spatial information panel is immediately below 
the table. It comprises if several drop down menus to select the relevant water 
management areas and to identify a water body of interest.  
Figure 4-6 Monitoring framework design panel extract  
 
The Figure 4-6 above illustrate part of the optimise design user interface. It shows the 
initial state of the spatial information panel. Only the drop down menu for the primary 
management area is active when the application starts. After selecting a particular 
primary water management, a query is run in the database and the column to the right 
becomes active with all the secondary water management areas in that primary water 
management areas. The same with other categories of water management areas, the 
next level water management is used to select lower level management area. The 
Figure 4-5 shows a selected Binfield dam and all the categories of water management 
areas it is found within. 
Below the spatial information panel is the monitoring framework panel.  It consist of 
three lists namely the monitoring objective, monitoring variables and the monitoring 
frequency. The monitoring objective list provides the six-eutrophication monitoring 
objectives for the user to choose. Variables monitored by the application are on the 
middle list and the last list provides options for the monitoring frequency. 
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Figure 4-7 Monitoring framework design panel extract highlighted 
 
The user can only select one option from the list a time. In the diagram above it shows 
that user as selected establish the trophic status monitoring objectives and chlorophyll a 
monitored every two weeks is one of the monitoring variable selected to achieve this 
objective. After select, the user can press the record variable and frequency button. 
Figure 4-8 Monitoring design framework confirmation page 
 
The record variable and frequency button prompts the above window that the user can 
use to confirm monitoring framework elements selected. If satisfied the user can 
proceed to the next step or cancel to select again the monitoring elements of interest. If 
the user cancels, the application does not record selected elements. After both option, 
the user goes back to the optimise design panel. After recording monitoring elements, 
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the user can choose to add more monitoring elements or submit the monitoring 
framework for approval. 
Figure 4-9 Optimise design submit button 
 
The submit button is used to submit the monitoring framework for approval. This action 
prompts the review design programme. This programme is part of the quality control 
mechanisms. It uses the minimum requirements stipulated in the national monitoring 
framework to determine if frequency selected for each variable meets the minimum 
requirements.   
Figure 4-10 Approved monitoring design 
 
A submitted monitoring framework can be approved or disapproved. The figure above 
shows optimised monitoring framework that have been approved. If selected frequency 
for one of the monitoring variables submitted, the monitoring framework will be 
disapproved. 
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Figure 4-11 Disapproved monitoring design 
 
The window above shows the result of a monitoring framework design review of a 
programme that has been disapproved. The programme identifies the monitoring 
variables that do not meet the minimum requirements and publish a table to inform the 
user of the optimised design shortcomings. 
Figure 4-12 Report preferences panel 
 
The application also provides an interface for the user to set up how the analysed water 
quality data should be assessed. There are numerous options available to choose on 
how the data will be assessed and presentation of data assessment results. The 
diagram above represents the user interface for setting up data assessment methods 
and preferred results presentation options. It is possible to choose more than one data 
assessment method and their associate display option. In addition, the report 
preference also allows the user to type in the coordinates of the sampling points. 
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Figure 4-13 Single sample line graph 
 
The diagram above illustrates a type of report option. It is an example of a time series of 
monitored data presented as a line graph. The report shows data of image acquisition 
on the horizontal axis representing the day of sample collection. The vertical axis 
records the quantity of the water quality parameter. Since the values of measured 
chlorophyll a are all above 30 µg/l it means that hypertrophic conditions prevailed at the 
sample. 
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Figure 4-14 multiple sample line graph 
 
The diagram above is similar to the line graph before. It shows the amount of measured 
chlorophyll-a several dates. In addition to the previous graph, it presents results of data 
measured at two different sampling sites. Positively, it reveals one of the benefits of 
using remote sensing data in water quality monitoring. Remote sensing provides 
capability to monitor at several locations across the water body. This will be a great 
advantage as in most dams samples are collected at a single location. Moreover, the 
diagram illustrates the advantages of collecting samples at several locations. One 
location shows low values of measured chlorophyll and the other sampling location 
closer to river inlet records high levels of chlorophyll a. 
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Figure 4-15 Bar graph example 
 
The diagram above shows the bar graph presentation option. It is very useful to 
compare two sampling locations at a particular date. It clearly shows that there were 
large differences in chlorophyll a levels at the sampling sites for all the dates. 
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Figure 4-16 Water quality map 
 
 
Figure 4-16 shows a trophic status map of Bienfield dam from the Eastern Cape 
Province of South Africa. It is an example of GIS maps that can be selected by water 
resources managers as a display option. Importantly the map illustrates the advantages 
of application of remote sensing data as it provides synoptic view of the whole 
impoundment. 
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Chapter 5: Discussion 
5.1 Extracted requirements 
The DWAF‘s NEMP implementation plan document supplied the bulk of goals modelled 
as requirements of a remote sensing based eutrophication-monitoring system.  
However, it could not provide complete requirements on its own. Recent article 
Mathews (2014) provided additional requirements. Based on this outcome, two 
important points become apparent.  Firstly, this situation affirms Anton (1996) advice to 
explore a numerous input documents to get the optimum output. In addition, it is 
essential to explore various documents such as government publication and research 
reports. As illustrated in this study the NEMP implementation plan document and 
Mathews (2014) complemented each other to produce the required system goals.  The 
ability to use numerous and various input documents gives GBRAM its greatest 
advantage. 
Similar to Muhammed (2016), the study produced more achievement goals compared to 
maintenance goals. This phenomenon follows observations pointed out by Anton 
(1996). The source of goals influences the classification of goals. Chapter sections 
describing actions to ensure successful eutrophication monitoring provided the bulk of 
requirements resulting in more achievement goals compared to maintenance goals. 
The results obtained in this study similar to Anton (1996) and Shukla & Auriol (2013) 
show that usually more than one stakeholder contribute to achievement of a goal. In 
addition, the results also show that a stakeholder contribute to more than one goal. 
Anton & Earp (2013) divided requirements on security and privacy policies into two 
categories. The division could be helpful if they are analogous categories in geospatial 
technologies. As observed in this study the remote sensing procedures only substituted 
certain steps of the current eutrophication-monitoring system. Therefore, it will be very 
helpful if categories devised helps to identify or separate requirements for an 
operational system remote sensing technologies can replace. 
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5.2 Design models 
The spatial temporal data models have a tree like structure as the models presented in 
Li & Cai (2002) and Wahid, Kamruzzaman & Shariff (2006). The structure is influenced 
by the presence of objects with a parent child relationship. 
In addition, similar to other studies the model objects can be categorised as spatial, 
temporal and thematic. In eutrophication, monitoring themes refers to the water quality 
products and the spatial and temporal objects represent the spatial and temporal 
scales. 
Wahid, Kamruzzaman & Harihodin (2005) presented a conceptual model of plant 
biodiversity database. The results of the agrees with current study as the plant 
biodiversity model have a compound element the biodiversity feature state that 
aggregates the attribute, temporal and spatial data. This is similar to the current study, 
as it possess a high-level component (the local monitoring programme) which connects 
with other low-level components.  
5.3 Development process 
Furthermore, in the context of previous studies the software development course 
followed in this study follows similar steps to some of the studies. This study agrees to 
the reports on the SPICOSA project which emphasis the use of policy documents to 
ensure successful of integration of remote sensing tools into operational environmental 
systems. All the policy documents used for the current study and the SPICOSA project 
are all related to water resources management. After successful extraction of software 
requirements from the NEMP implementation documentation this study also supports 
the use of policy documents to determine the requirements. Indeed the suggestion from 
the SPICOSA project and studies on extraction of requirements from policy documents 
presented in software engineering studies provide enough confidence to advocate for 
use of policy documents for development remote sensing based systems. In addition, 
this study emphasises the importance based on the experience obtained from the 
exploration of the NEMP implementation document. Although, two sources of 
documents were used to gather the system requirements the bulk of these came from 
the NEMP implementation document. 
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In addition to the SPICOSA report, development of spatial information systems is 
described in Hughes (2000), Tomlinson (2013) and several DWAF reports. A striking 
difference between the previous studies and the current research is the involvement of 
users or different user groups. The users participated in the software development 
process to foster acceptance of the tools. This is important as remote sensing data and 
other geospatial tools are usually incorporated into already operational systems. The 
Tomlinson study explicitly mentions the need of user involvement and describes how 
they participate in the process. User involvement is also explicitly stated in the 
SPICOSA report. However, the report is silent on how the user participated in the 
process. Hughes (2000) and DWAF do not explicitly state the user involvement but they 
reported on the involvement of various stakeholders involved in water resources 
management. The development process outlined consists of various stages and various 
stakeholders are involved at each stage. Although, this study supports user involvement 
in the development process it notes that in most studies the users are involved to 
ensure acceptance of the system to be build. This study did not involve users as its 
main focus was to establish the requirements and it followed to the dot the software 
requirements engineering procedures. In addition, based on the successes of this 
current research it can be recommended as an alternative to reducing high 
development costs of some system development processes exposed in Hughes (2000). 
The architecture of the remote sensing based eutrophication monitoring system 
conforms to the generic architecture of geographic information systems application 
presented in previous studies. Luaces (2004) presented three-tier architecture namely 
the data tier, the application logic tier and the presentation tier. The data tier manages 
access to data. The application logic is the engine of the system and handles the 
geoprocessing mechanisms. Lastly the presentation tier which is the user interface. In 
their publication they argued that geographic information systems applications conform 
to this architecture because of the special characteristics of geographic information. 
Similar architecture can be in Bunting et al (2013), Horsburgh et al. (2011) and Urbano 
et al (2014) studies that presented geographic information systems applications about a 
decade later. Positively, because the remote sensing based eutrophication monitoring 
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system conforms to the standard architecture of geographic information systems 
application it is a good sign that it will meet the requirements. 
 
Figure 5-1 Generic architecture of GIS applications (Horsburgh et al. 2011) 
In this current research, the architecture was forced to conform to the standards as it 
required a user interface face for the user to select water bodies to monitor and optimise 
the eutrophication monitoring framework. Various display options are available to 
present eutrophication monitoring results thus the applications provides several 
mechanisms for visualisation. These two; optimise monitoring programme panel and 
reports visualisation make up the presentation tier. The application logic is 
predominantly image processing procedures responsible for retrieval of water quality 
data from satellite imagery. Data assessment methods also occupy a significant part of 
the application logic tier. It provides numerous analyse function to generate 
eutrophication status products from retrieved water quality parameter. The application 
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logic tier also includes quality control procedures and steps to initiate a water quality 
monitoring programme. The data tier comprises of function that oversee access to the 
database and loading of MERIS images. 
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Chapter 6: Conclusion 
6.1 Summary  
This study was motivated by recent studies on development of remote sensing based 
applications. These studies exposed obstacles that hinder the application of remote 
sensing data and techniques in environmental monitoring. Enlightened by these 
previous studies, the current research was able to detect similar obstacles that deter 
application of remote sensing data in eutrophication monitoring. After identifying these 
problems, this study followed similar steps as in the other areas of application of remote 
sensing and set out to develop software that offers highly specific functions tailored to 
facilitate incorporation of remote sensing data in South Africa National Eutrophication 
Monitoring Programme. 
Although, the inception of this study was inspired from an angle centred on application 
of remote sensing constructing an application of a system that matches the need of 
eutrophication was also a major concern. Therefore, available eutrophication monitoring 
documentation was used to source the relevant resources. Various mechanisms to 
obtain software requirements have been explained in literature. This study selected to 
use available documentation because it had low financial costs. As a result, the study 
explored requirements engineering procedures reported in literature. Most of the studies 
were based on goal-oriented approaches and were based on analysis of IT policy 
documents. Thus this study is unique has it extracted system goals from water 
resources management documents. The NEMP implantation plan was used to extract 
requirements of a remote sensing based eutrophication monitoring system and 
positively it provided the bulk of significant requirements. Other scholarly studies on 
retrieval of water quality parameters from satellite imagery complimented the policy 
document to produce complete system requirements.  
A list of the system requirements obtained from water resources management was used 
as input for design of system. The system describe process was occupied mostly by the 
need to develop spatial temporal data objects to satisfy the needs of eutrophication 
monitoring. The objective of the spatial temporal model was to develop data objects that 
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enable efficient storage of water quality data and its retrieval and consequently 
presentation of information for effective communication. The requirements for storage 
and access of data were determined from the system requirements. The system 
requirements were then imposed on spatial temporal data models in literature. Several 
experiments which involve programming were conducted to test if the data model can 
be used to successfully implement the application logic. 
6.2 Achievements 
The purpose of this descriptive study is to develop dedicated software that can be used 
to incorporate remotely sensed chlorophyll data into the National Eutrophication 
Monitoring Programme [NEMP] of South Africa. Interestingly, the study managed to 
achievement several steps and ultimately completed remote sensing based 
eutrophication monitoring system that can be used by eutrophication monitoring 
stakeholders without facing any difficulties. Based on the outcomes the research is 
proud to list the following achievements. 
 Extraction of system requirements: The greatest achievement of the study 
was extraction of system requirements from eutrophication monitoring 
documents and remote sensing of water quality publications. This was important 
as the requirements provided the basis of system development. This process 
was also essential to determine the requirements that match eutrophication 
monitoring. In addition, the study provided important contribution to goal based 
software engineering methods and analysis of documents in general to 
determine system requirements. The account of requirements engineering 
explained the application of these techniques to water resources management 
documentation. Moreover, due to exploration it revealed taxonomy of documents 
that have not been explored in software requirements engineering. In addition to 
its importance to software development, successful extraction of system 
requirements introduced a cost effective method of developing environmental 
monitoring computer based tools. 
 Eutrophication monitoring spatial temporal data model: The study produced 
a flexible data model supports efficient data storage and query execution. The 
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data model is application driven; it manages user input and image processing 
procedures and connects them to data storage and retrieval mechanism. 
 Remote sensing based eutrophication system: The study successfully 
completed easy to use software with graphical interfaces. Importantly, it provides 
interfaces that allow stakeholders to conduct monitoring using satellite imagery in 
a condition that mimics convectional eutrophication monitoring procedures. The 
interfaces allow the user to set up an eutrophication monitoring and select 
various data assessment methods and chose reporting preferences. Also, it 
supports stakeholders monitoring efforts and visualisation of monitoring data 
through various data display options. Furthermore, making use of the BEAM 
open source java library it developed programmes that automated processing of 
MERIS images. The user only selects images and the processing is conducted at 
the back end without any scripting and demand of remote sensing knowledge of 
the operator. Moreover, the maps produced to demonstrate the system functions 
vividly show the merits of remote sensing. 
6.3 Overall conclusion 
Three research questions comprising of one major question and two specific research 
questions were formulated to guide the investigations of this study. The first research 
questions seek to determine the requirements of a remote sensing based eutrophication 
monitoring system that can be extracted from available eutrophication management 
documentation. Positively, following goal based requirements engineering approaches 
this study successfully extracted important requirements and consequently providing 
answers to the research question. Broadly, the requirements of a remote sensing based 
system were obtained from two categories of eutrophication management 
documentation. A bulk set of requirements were obtained from the conventional 
eutrophication monitoring policy. Additional requirements were provided by remote 
sensing of water quality publications. The use of a variety of sources is also advocated 
by studies that use available documents to determine system requirements and other 
requirements engineering methods that do not use documents. Therefore, the study 
emphasises the use of multiple sources to determine requirements of remote sensing 
system. In addition, requirements are organised as achievement goals or maintenance 
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goals. Both source; NEMP implementation plan and the remote sensing publication 
were predominantly achievement goals. Furthermore, viewing the system based on its 
architecture and the overall monitoring procedures the requirements obtained from 
NEMP documentation occupied several position. The remote sensing supplied 
requirements that lead to the most technical procedures part of the sampling and 
sample analysis procedures. 
The second research questions sought to provide answers to the design models 
suitably placed to rip the potential benefits of remote sensing data of improved spatial 
and temporal data supply. The design is based on object oriented concepts. These 
objects were developed based on the specified system requirements. In addition to the 
requirements spatial models presented in previous studies were instrumental in 
organising the design components. Similar to other spatial temporal models, the 
suitable design model of a remote sensing based eutrophication monitoring system as a 
tree like structure. In addition, similarly the design can be categorised into spatial, 
temporal and thematic components. However, all the three categorised are modelled in 
several and various ways. The top-level branch is the local monitoring programme 
object. This object joins the two major branches which are the monitoring framework 
and the monitoring interval. In addition, it stores information on water management 
areas that is not inherited by the two main branches. The local monitoring programme 
object represents a dam where the actual monitoring is conducted. It is suitably 
positioned to join the two main branches that handle data capturing and, data 
assessment and presentation. The monitoring framework component handles data 
capturing. This object is made up of six monitoring objectives of the eutrophication 
monitoring system. Each monitoring objective represents an object of thematic an area 
on which monitoring is contacted. Each objective may have one or more branches of a 
monitoring variable object. The monitoring variable is the basic object for capturing user 
input. Its attributes are the name and frequency. Frequency is a temporal attribute that 
represents the number of days apart monitoring is conducted. 
The monitoring interval is the main branch of the other side of the tree. A monitoring 
interval represents a date determined by a selected monitoring frequency of the 
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monitored variable. Different to the monitoring framework branch, a local programme 
can have more than one time interval. Analysed samples have date, variable 
geographic location attributes. The attached is used to determine the suitable 
monitoring interval where it is stored. The analysed samples stores data of one or more 
variables analysed at a particular location. The analysed variable basic object of this 
part of the tree and consist of a string attribute that store the name of the analysed 
variable. The quantity of the measured parameter is also stored by the analysed 
variable. 
The main research question was answered based on the two specific research 
questions. In order to cater for the requirements of the South Africa’s eutrophication 
system and the functional and data requirements required to ensure benefits of using 
remote sensing data are realised software with the following components was 
developed.  
 Graphical user interface that provides functions to set up an eutrophication-
monitoring programme. These functions include selection of water body to 
monitor and selection of monitoring framework elements. The user also chooses 
data assessment methods and reporting preferences through the graphical 
interface. 
 The software also implements quality control procedures enforced by the 
Department of water affairs. The procedures are run automatically after 
submission of an optimised monitoring programme and determine if the data 
used to compute the trophic status meets the minimum requirements. 
 Automated procedures for image processing. 
 A number of data assessment options used in the conventional eutrophication 
monitoring are implemented to general useful information of water body’s trophic 
status. 
 Data presentation and visualisation techniques implement by the reporting module 
allows the user display trophic status information in a variety of ways. 
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Appendices 
Appendix A: Data collection form 
GOAL ANALYSIS  
     
REQUIREMENTS INDENTIFICATION 
Requirement   
Illustrate requirement   Block/obstruct   Other   
Comments   
AGENTS & STAKEHOLDERS 
a) Stakeholders   
Who is directly affected?   
Who and what claims a 
stake?   
b) Agent   
Comments   
GOAL CLASSIFICATION 
a) Maintenance Goals 
Condition held  true 
throughout   
Continuous state of  
achievement   
affect decision at  
various levels   
Helpful words   
b) Achievement Goals 
Depends upon another 
requirement   
Is ability of another  
requirement to complete 
depend on current 
requirement   
donate an achieved 
state or desired 
state   
Helpful words   
GOAL DEPENDENCIES 
a) Constraints           
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Which goal(s) does this 
requirement have temporal 
connectivity with?   
Which goal(s) does this 
requirement depend on?   
b) Pre-condition(s) 
c) Post-condition(s) 
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Appendix B: Operationalised requirements  
GO_NU
M 
Requirement Stakehold
ers 
Agent Classification Constraints Pre-conditions Post - 
conditions 
G1  Local area 
chosen 
RMC, LM RMC ACHIEVEME
NT 
IMPOUNDMEN
TS 
  OPTIMISE 
MONITORING 
DESIGN 
G2 Monitoring 
design optimised 
RMC, LM, 
NC 
RMC ACHIEVEME
NT 
PRESENTATIO
N OPTIONS 
DEFINE 
MINIMUM 
REQUIREMEN
TS 
choose number 
and sampling 
locations 
CHOOSE 
SAMPLING 
FREQUENCY 
OBTAIN 
APPROVAL OF 
THE LOCAL 
MONITORING 
PROGRAMME 
G3 Location of 
samples 
negotiated 
RMC, LM, 
NC 
RMC ACHIEVEME
NT 
PRESENTATIO
N OPTIONS 
DEFINE 
MINIMUM 
REQUIREMEN
TS 
  OPTIMISE 
MONITORING 
DESIGN 
G4 Sampling 
frequency 
negotiated 
RMC, LM, 
NC 
RMC ACHIEVEME
NT 
PRESENTATIO
N OPTIONS 
DEFINE 
MINIMUM 
REQUIREMEN
TS 
  OPTIMISE 
MONITORING 
DESIGN 
G5 REGISTER 
PROGRAMME 
NC NC ACHIEVEME
NT 
OBTAIN 
APPROVAL OF 
THE LOCAL 
MONITORING 
PROGRAMME 
OBTAIN 
APPROVAL OF 
THE LOCAL 
MONITORING 
PROGRAMME 
SEND 
SCHEDULE 
G6 SEND 
SCHEDULE 
NC, 
SAMPLE
NC ACHIEVEME
NT 
REGISTER 
PROGRAME 
REGISTER 
PROGRAM 
TAKE 
SAMPLES AT 
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R AGREED 
FREQUENCY 
G7 CHOOSE DATA 
ASSESSMENT 
METHOD 
LM LM ACHIEVEME
NT 
ASSESSMENT 
METHODS 
  DATA 
ASSESSMENT 
G8 DATA 
ASSESSMENT 
LM LM ACHIEVEME
NT 
EUTROPHICAT
ION 
MONITORING 
DATA 
ASSESSMENT 
METHODS 
STORE DATA 
IN WMS 
EUTROPHICAT
ION 
MONITORING 
DATA 
ASSESSMENT 
METHODS 
DATA DISPLAY 
AND 
PRESENTATIO
N 
G9 CHOOSE 
PRESENTATIO
N & DISPLAY 
METHOD 
RMC, LM, 
NC 
LM ACHIEVEME
NT 
PRESENTATIO
N OPTIONS 
  DATA DISPLAY 
AND 
PRESENTATIO
N 
G10 PROVIDE 
INFORMATION 
ON FITNESS OF 
USE 
RMC, LM, 
NC 
LM ACHIEVEME
NT 
DATA 
ASSESSMENT 
SA 
GUIDELINES 
DATA 
ASSESSMENT 
PRODUCE 
REPORT 
G11 TO DETERMINE 
AND ANNUALLY 
REPORT ON 
THE 
TROPHIC 
STATUS OF AN 
IMPOUNDMENT 
RMC, LM, 
NC 
LM MAINTENAN
CE 
      
G12 SELECT 
MONITORING 
VARIABLE 
RMC, LM, 
NC 
LM ACHIEVEME
NT 
PRESENT 
DESIGNS 
PRESENT 
DESIGNS 
OPTIMISE 
MONITORING 
DESIGN 
G13 SELECT 
SAMPLING SITE 
RMC, LM, 
NC 
LM ACHIEVEME
NT 
DAM   OPTIMISE 
MONITORING 
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DESIGN 
G14 STORE DATA IN 
WMS 
LM, RM,  
ANALSYS
T, NC 
NC ACHIEVEME
NT 
SAMPLE 
ANALYSIS 
SAMPLE 
ANALYSIS 
DATA 
ASSESSMENT 
G15 TO PROVIDE 
SUFFICIENT 
NUMBER OF 
MEASUREMEN
TS OF 
ADEQUATE 
QUALITY 
LM, RM,  
ANALSYS
T, NC, 
SAMPLE
R 
RMC MAINTENAN
CE 
    ACCURATE 
DETERMINATI
ON OF THE 
TROPHIC 
STATUS 
G16 ACCURATE 
DETERMINATIO
N OF THE 
TROPHIC 
STATUS 
LM, RM,  
ANALSYS
T, NC, 
SAMPLE
R 
RMC MAINTENAN
CE 
  TO PROVIDE 
SUFFICIENT 
NUMBER OF 
MEASUREMEN
TS OF 
ADEQUATE 
QUALITY 
  
G17 TO ENSURE 
THAT THE 
DATA QUALITY 
CAN BE  
RECORDED 
FOR DATA 
ASSESSMENT 
& REPORTING 
LM, RM,  
ANALSYS
T, NC, 
SAMPLE
R 
RMC MAINTENAN
CE 
      
G18 QC DATA 
EVALUATION 
LM, RM,  
ANALSYS
T, NC, 
SAMPLE
R 
RMC ACHIEVEME
NT 
SAMPLE 
ANALYSIS 
SAMPLE 
ANALYSIS 
DATA 
QUALITY 
DOCUMENTAT
ION 
G19 DATA QUALITY 
DOCUMENTATI
RMC RMC ACHIEVEME
NT 
QC DATA 
EVALUATION 
QC DATA 
EVALUATION 
PRODUCE 
REPORT 
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ON 
G20 MEAN ANNUAL 
CHLOROPHYLL 
LM LM ACHIEVEME
NT 
SAMPLE 
ANALYSIS 
SAMPLE 
ANALYSIS 
DESCRIBE 
TROPHIC 
STATUS 
NARATIVELY 
G21 PERCENTAGE 
OF TIME CHLA 
> 30 
LM LM ACHIEVEME
NT 
SAMPLE 
ANALYSIS 
SAMPLE 
ANALYSIS 
DESCRIBE 
TROPHIC 
STATUS 
NARATIVELY 
G22 DESCRIBE 
TROPHIC 
STATUS 
NARRATIVELY 
LM LM ACHIEVEME
NT 
PERCENTAGE 
OF TIME CHLA 
> 30 
MEAN ANNUAL 
CHLOROPHYL
L 
PERCENTAGE 
OF TIME CHLA 
> 30 
MEAN ANNUAL 
CHLOROPHYL
L 
PRODUCE 
REPORT 
G23 COORDINATE NC NC MAINTENAN
CE 
    ACHIEVE 
NATIONAL 
OBJECTIVES 
G24 MANAGE NC NC MAINTENAN
CE 
    ACHIEVE 
NATIONAL 
OBJECTIVES 
G25 RECEIVE 
SAMPLES 
SAMPLE
R,  
ANALYST 
ANALY
ST 
ACHIEVEME
NT 
  PREPARE AND 
PRESERVE 
SAMPLES 
SAMPLE 
ANALYSIS 
G26 SAMPLE 
ANALYSIS 
ANALYST ANALY
ST 
ACHIEVEME
NT 
RECEIVE 
SAMPLES, 
AGREED 
ANALYTIC 
METHOD 
RECEIVE 
SAMPLES 
STORE 
RESULTS 
G27 TAKE SAMPLES 
AT AGREED 
FREQUENCY 
SAMPLE
R 
SAMPL
ER 
ACHIEVEME
NT 
SEND 
SCHEDULE 
SEND 
SCHEDULE 
PREPARE AND 
PRESERVE 
SAMPLES 
G28 PREPARE AND SAMPLE SAMPL ACHIEVEME TAKE TAKE PREPARE AND 
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PRESERVE 
SAMPLES 
R ER NT SAMPLES AT 
AGREED 
FREQUENCY 
SAMPLES AT 
AGREED 
FREQUENCY 
PRESERVE 
SAMPLES 
G29 PRESENT 
DESIGNS 
RMC, LM, 
NC 
NC ACHIEVEME
NT 
Region and 
local monitoring 
designs 
choose region 
to monitor 
Region and 
local monitoring 
designs 
choose region 
to monitor 
CONSULTATIO
NS AND 
NEGOTIATION
S 
G30 ENSURE 
MINIMUM 
REQUIREMENT
S 
RMC, LM, 
NC 
NC MAINTENAN
CE 
  CONSULTATIO
NS AND 
NEGOTIATION
S 
ACHIEVE 
NATIONAL 
OBJECTIVES 
G31 ACHIEVE 
NATIONAL 
OBJECTIVES 
RMC, LM, 
NC 
NC MAINTENAN
CE 
  ENSURE 
MINIMUM 
REQUIREMEN
TS 
  
G32 FACILITATE 
NATIONWIDE 
IMPLEMENTATI
ON 
NC NC MAINTENAN
CE 
    ACHIEVE 
NATIONAL 
OBJECTIVES 
G33 APPROVAL OF 
LOCAL 
MONITORING 
PROGRAMME 
NC, RMC NC ACHIEVEME
NT 
DESIGN 
LOCAL 
MONITORING 
PROGRAMME 
DESIGN 
LOCAL 
MONITORING 
PROGRAMME 
ACHIEVE 
NATIONAL 
AND 
REGIONAL 
OBJECTIVES 
G34 CHOOSE 
REGION TO 
MONITOR 
NC NC ACHIEVEME
NT 
    PRESENT 
DESIGNS 
APPOINT 
REGIONAL 
MONITORING 
COORDINATO
R 
G35 APPOINT NC NC ACHIEVEME CHOOSE CHOOSE   
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REGIONAL 
MONITORING 
COORDINATOR 
NT REGION TO 
MONITOR 
REGION TO 
MONITOR 
G36 DEFINE 
MINIMUM 
REQUIREMENT
S 
RMC, LM, 
NC 
NC ACHIEVEME
NT 
    ENSURE 
MINIMUM 
REQUIREMEN
TS 
ACHIEVE 
NATIONAL 
OBJECTIVES 
OPTIMISE 
MONITORING 
DESIGN 
G37 ENSURE 
STANDARDISAT
ION 
RMC, LM, 
NC 
NC MAINTENAN
CE 
    ACHIEVE 
NATIONAL 
OBJECTIVES 
G38 PRODUCE 
REPORT 
NC NC ACHIEVEME
NT 
PROVIDE 
INFORMATION 
ON FITNESS 
OF USE 
DESCRIBE 
TROPHIC 
STATUS 
NARRATIVELY 
DATA QUALITY 
DOCUMENTAT
ION 
PROVIDE 
INFORMATION 
ON FITNESS 
OF USE 
DESCRIBE 
TROPHIC 
STATUS 
NARRATIVELY 
DATA QUALITY 
DOCUMENTAT
ION 
  
 
  
