This paper presents a design of models for common air quality index prediction using computational intelligence methods. In addition, the sets of input variables were optimized for each air pollutant prediction by genetic algorithms. Based on data measured by the three monitoring stations of Dukla, Rosice and Brnenska in the Czech Republic, the models were designed to predict air quality indices for each air pollutant separately and, consequently, to predict the common air quality index. Considering the root mean squared error, the results showed that the compositions of individual prediction models significantly outperform single prediction models of the common air quality index. The feature selection procedure indicates that the determinants of air quality indices were strongly locality specific. Therefore, the models can be applied to obtain more accurate one day ahead predictions of air quality indices. Here we show that the composition models achieve high prediction accuracy for maximum air quality indices (between 50.69 and 63.36%). The goal of the prediction by various methods was to compare the results of the prediction with the aim of various recommendations to micro-regional public administration management.
INTRODUCTION
Air quality indices (AQIs) (Kassomenos et al., 1999; Murena, 2004; Upadhyay et al., 2014) were initially established in response to health issues related to the deteriorating air quality. AQIs are used to report on the state of air pollutants (APs), which are widely accepted as important determinants of adverse health effects. For example, the Aphekom project reported that reducing APs would result in significant health and monetary gains in Europe (Pascal et al., 2013) . Therefore, increasing attention has been paid to the prediction of individual APs recently. Recent studies have shown that predicting the APs is a complex problem and thus computational intelligence and machine learning (ML) approaches have provided promising results (Iliadis and Papaleonidas, 2009; Hajek and Olej, 2012) . The problem becomes even more complex when attempting to develop models for the prediction of AQIs that combine several APs. Only a few attempts have been made to address this issue (Kyriakidis et al., 2012; Kumar and Goyal, 2013) . However these models have only been applied to classification tasks, although much information is lost when transforming the values of AQIs into nominal values.
The goal of this study is to design such models for the prediction of AQIs which would allow modeling complex and non-linear processes within AQIs formation issue. We show that the models are capable of: (1) learning these relations; (2) applying them later on actual data; (3) and finally processing uncertainty related to measuring both APs and meteorological variables.
There are several drawbacks of computational intelligence and ML approaches reported in the literature on APs prediction (Feng et al., 2011) . First, the models cannot be employed in other regions since they are developed under specific local chemical and meteorological conditions. Second, meteorological processes are usually simplified in these models. Third, they do not model the interrelationships among multiple pollutants. In our study, we compare three different stations (both urban and suburban) and perform feature selection for each locality to detect the most critical determinants of AQIs under different conditions. We further study the effect of wind direction and velocity in detail to take into account their variability and synergy effects during the day. In this study, the interrelationships among multiple pollutants are reflected in the common AQI, which combines the effects of individual pollutants. Additionally, we perform a comparison of various soft computing and ML methods (Takagi-Sugeno fuzzy inference systems (TSFISs), radial basis function neural networks (RBFNNs), multilayer 545 perceptron neural networks (MLPs) and support vector regression (SVR)) over a wide range of APs, which has also not been reported in the literature so far.
PREVIOUS LITERATURE ON AIR POLLUTANT PREDICTION
The previous literature on AP prediction can be grouped into three categories (Zhang et al., 2012) : (1) simple empirical approaches, (2) physically-based approaches and (3) parametric or non-parametric statistical approaches. The simple empirical approaches either use the values of the present day (persistence method) to predict those of tomorrow or strictly rely on the dependence between meteorological variables and forecasted pollutants. Either way, this approach provides low accurate forecasts. Physically-based approaches, on the other hand, are more accurate mainly due to their capability of modeling temporal and spatial patterns of meteorological variables and APs (Kumar and Goyal, 2014) . However, these processes are often too complex to be easily represented by physically-based models, which results in biased forecasts. Parametric or non-parametric statistical approaches such as neural networks (NNs) can outperform physically-based approaches in the accuracy of forecasts (Dutot et al., 2007) .
Recent research has shown that NNs predict future AP levels with significantly higher accuracy than linear regression methods (Ozbay et al., 2011) . The dominance of NNs over linear regression models has been demonstrated for a variety of APs in many studies. Recently, SVR models performed equally or better than NNs in AP prediction (Lin et al., 2011) . This is due to the capability of NNs and SVR to model the complex nonlinear relationships between meteorological and air quality variables. To overcome the limitations of the individual approaches to AP prediction, deterministic and statistical methods have been previously combined (Konovalov et al., 2009) .
In Table 1 Osowski and Garanty (2007) demonstrate that SVR model perform significantly better than MLP models on the prediction of various APs (i.e., NO 2 , SO 2 , CO and dust) in Poland. This is due to the fact that the SVR model is relatively insensitive to the limited number of training data since it minimizes the structural risk unlike the MLP, which minimizes the empirical risk. Thus, the error on testing data is limited with the SVR model. Lin et al. (2011) showed the dominance of SVR over NNs on the forecasts of three pollutants, PM 10 , NO x and NO 2 .
Previous literature has reported that the data on APs are non-linear, heterogeneous and uncertain. Moreover, they are often inconsistent and missing, too. To accommodate the uncertainty in the data, fuzzy logic-based models have been used to forecast APs lately. Domanska and Wojtylak (2012) proposed a model based on fuzzy numbers to predict the concentrations of PM 10 , PM 2.5 , SO 2 , NO, CO and O 3 for a chosen number of hours forward. The superiority of TSFIS over NNs was demonstrated by Hajek and Olej (2012) on O 3 prediction for the city of Pardubice, Czech Republic.
Several attempts have been made to predict common AQIs. Kyriakidis et al. (2012) developed several common AQIs to find that MLPs performs better than decision trees and linear regression models in day-ahead predictions. Kumar and Goyal (2013) employed MLP to forecast a common AQI (consisting of three APs: NO 2 , SO 2 and dust), suggesting 
MATERIALS AND METHODS
The data for our investigations were represented by the measurements from the three monitoring stations Dukla, Rosice and Brnenska for years [2009] [2010] [2011] . The data were obtained from the Czech Hydro-meteorological Institute and contain the average daily meteorological variables (such as T 2m -temperature 2m above terrain, V -wind velocity, θ -wind direction, H -relative air humidity and SR -solar radiation), maximum daily emission variables (NO 2 , NO, NO x , SO 2 , PM 10 , O 3 , toluene (TLN) and benzene (BZN)) and other variables (working day (0,1)). The CO substance was not measured in the localities. Basic information about the studied localities is provided as follows. Dukla station (DU) is an urban residential zone, localized at 50°1´26.531 "North latitude, 15°45′48.776′′East longitude, altitude = 239 m. Rosice station (RO) is a suburban residential/industrial zone, localized at 50°2′31.913′′orth latitude, 15° 44´ 21.891 "East longitude, altitude = 217 m. Brnenska station (HK) is an urban residential/commercial zone, localized at 50°11′43.304′′ North latitude, 15°50′46.955′′East longitude, altitude = 232 m.
The input variables related to the meteorological variables for the modeling of AQIs in the DU, RO and HK stations were obtained using measurements and calculations as follows. The calculation of the standard deviation σ θ of the θ was carried out based on the EPA's recommendation (EPA, 1999) using averages from the sequence of n angles θ i (Yamartino, 1984; Farrugia and Micallef, 2006) . The average angle θ a was determined from the average values of (s a ,c a ), i.e. from sin(θ i ) and cos(θ i ), as follows
Average wind direction θ a was determined as average 6 hr values of variables (s a ,c a ) (s a(0-5) , s a(6-11) , s a(12-17) , s a(18-23) , c a(0-5) , c a(6-11) , c a(12-17) , c a(18-23) ), i.e., as 6 hr angle θ a (θ a(0-5) , θ a(6-11) , θ a(12-17) , θ a(18-23) ). The corresponding standard deviations were represented by average 6 hr standard deviations σ θ (σ θ(0-5) , σ θ (6) (7) (8) (9) (10) (11) , σ θ (12) (13) (14) (15) (16) (17) , σ θ(18-23) ). Then the standard deviation σ θ can be expressed according to Yamartino (1984) and Farrugia and Micallef (2006) as
Similarly, wind velocity V was determined as follows
where V i is wind velocity and the +x and +y directions and velocities align with the east and north unit vectors, respectively. Again, a 6hr average was used, that is θ v (θ v(0-5) , [18] [19] [20] [21] [22] [23] ). The 6 hr averages for wind direction and velocity were selected in order to gain insight into the variability and synergy effects during day. The four daily measurements also match with the corresponding transport sector trajectories (Brook et al., 2002) . Additionally, seasonal effect was estimated by sin(day) and cos(day), respectively. A strong seasonal variability of major APs was reported in previous studies (Cheng et al., 2007; Castell-Balaguer et al., 2012; Mandal et al., 2014) , reflecting the variability of emissions and atmospheric transport processes. The basic descriptive statistics of the variables for individual localities DU, RO and HK are presented in Table 2 . The monitoring stations are located in urban residential zone (DU), suburban residential/industrial zone (RO) and urban residential/commercial zone (HK). The characteristics of the zones largely determined the air quality. The best air quality was in the DU locality, while the RO locality faced high levels of PM 10 and SO 2 , and the HK locality in particular showed high levels of nitrogen oxides.
About 1.7% of data were missing. As shown in Junninen et al. (2004) , an improvement in the accuracy of air quality prediction can be achieved using multiple imputations where a final estimate is composed of the outputs of several multivariate fill-in methods. Therefore, the multiple imputation scheme was used to fill in the missing values. More specifically, we employed a model-based multiple imputation (Schafer, 2010) that solves the problem of underestimation of the error variance.
The original set of input variables was optimized using a correlation-based filter (Hall, 1988) , which optimizes the set of input variables so that it evaluates the worth of a subset of input variables (features) by considering the individual predictive ability of each feature along with the degree of redundancy between them. The objective function f(λ) can be expressed as
where λ is the subset of features, ξ cr is the average feature to output correlation, and ξ rr is the average feature to feature correlation. A genetic algorithm was used as a search method to maximize the objective function f(λ). For further modeling it was necessary to optimize the set of input variables for each AQI. The AQIs of the Czech National Institute of Public Health were used as target variables in this study. The daily AQIs for individual APs are expressed as AQIAP t = AP t /AP 24Hmax , where AP t is the maximum value of APs in day t, and AP 24Hmax denotes maximum allowed daily concentration of the APs. For the AQIs it holds true that the limit value is met if AQIAP t < 1. A similar approach was used by van den Elshout et al. (2008) for the common AQI in Europe. This AQI emphasizes the role of traffic as a source of pollution, as it uses AQIs for city background and traffic situations. In addition, different time scales are used with different calculations. Specifically, hourly and daily AQIs are calculated using a grid with five classes combining et al., 2014) . Note that this approach is different from traditional AQIs used in US EPA or China, which are purely based on piecewise linear function using index breakpoints. The traditional AQIs use only the maximum value of AQIAPs to calculate the common AQI. Thus, they do not account for the additive impact of different APs. Specifically, the effect of exposure to each AP is independent, and therefore the total daily health impact is expected to be the sum of the values associated with exposure to each AP (Cairncross et al., 2007) . Based on the above considerations, the common AQI (further only AQI t ) is expressed as follows
where AQIAP i t is the value of AQI t for the i-th AP, i = 1,2, …, n, and n denotes the number of APs.
The maximum limits AP max of the examined APs were developed by the Czech Hydro-meteorological Institute as follows: SO 2 : 125 µg/m Where the daily limits were not available, the value of AP max for the nearest time interval was used. This evaluation takes the possible influence of human health into account. We note that alternative exposure indices can be constructed in order to consider specific health effects (Bhaskar and Mehta, 2010) .
Boxplots in Fig. 1 depict the values of both the individual AQIAPs (SO 2 , NO 2 , PM 10 , O 3 ) and the AQIs in the three localities. The AQIAPs of the RO station were generally higher when compared with those of the other two stations. The DU and HK stations, on the other hand, showed high AQIAPs for NO 2 . The AQIs of the RO station were significantly higher than in the other two stations. The distributions of the AQIs in the DU and HK stations were similar.
The AQIs were further transformed into AQI T from the interval < 0,6) using linear discontinuous functions. Based on the value of the AQI, the state of air pollution can be classified into six classes as shown in Table 3 . Fig. 2 provides more detailed information on the distribution of the AQI classes in the stations. Satisfactory and slightly polluted air was observed in the monitored period for the AQI MAX . Fig. 3 shows that PM 10 and O 3 play a determining role in the AQI MAX , while NO 2 and SO 2 together account for less than 1% importance. The impacts were calculated as the percentages of occurrences of APs in the AQI MAX .
To make one day ahead AQI predictions, we used various soft computing and ML methods, each with advantages and limitations. Although NNs can handle nonlinear chemical system at a locality, they have been criticized for poor generalization performance (Zhang et al., 2012) . SVR, on the other hand, provides efficient generalization but it may perform poorly on noisy data. Finally, although fuzzy logic systems are capable of processing inherent uncertainties in both the data and human knowledge, they may suffer from computational complexity.
The experiments with the presented methods were carried out in Windows 7, Weka 3.6.8 (correlation-based filter, RBFNNs, MLPs and SVRs), and Matlab 7.1 Fuzzy Logic Toolbox (TSFISs). For NNs and SVR, the structures of the models were optimized using genetic algorithms and grid search algorithm, respectively. This was carried out in DTREG 8.9.
DESIGN OF MODELS FOR PREDICTION
After the optimization of input variables using the correlation based filter, Eq. (4), the individual prediction models were designed (the time horizon was 1 day) ( Table 4) . The composition AQI MAX t+1 was calculated as a maximum of the APs predictions according to Eq. (5). Table 4 reports that: (1) the variability in wind direction (σ θ ) was an important determinant of all APs but seemingly only for urban poly-storeyed built-up areas (DU and HK); this is because the variability in wind direction was strongly correlated with both wind velocity and wind direction in suburban RO locality and thus considered redundant by the correlation-based filter; (2) wind velocity was a relevant determinant for all APs, irrespective of locality type; (3) a high importance of BZN in the suburban area (RO) shows relation to high traffic volumes (according to the National Traffic Census in 2010, the traffic volume ranged between 15,000 and 25,000 Vehicles/24 hr. in RO, while it was between 10,000 and 15,000 in DU and HK localities); and (4) seasonal effects mattered in almost all prediction models. Generally, the most complex models (with a maximum of determinants) were generated for the industrial, suburban locality of RO located at the edge of Pardubice city (in the direction of the city of Hradec Kralove). This corroborates the high variability of ROAQIs observed in Fig. 1 . ROAQIs seem to be dependent on both the traffic volumes and AP sources placed between the two cities. For further comparison, it was also possible to design additional models for AQI t+1 predictions whose sets of input variables were optimized in the same manner as for the models 
RESULTS
As presented above, the data for the AQI prediction change over time and are of nonlinear character. They are also heterogeneous, inconsistent, missing and uncertain. This character of data indicates that the models using NNs and methods with uncertainty might perform well in the case of AQI prediction. The TSFISs (Takagi and Sugeno, 1985) , RBFNNs (Park and Sandberg, 1991) , MLPs (Lippman, 1987) ) and SVR (Vapnik, 1995) were employed to predict the target AQI
t+1
. The most usual procedure in air quality prediction was followed to determine the relation between training and testing set (O train :O test ). Therefore, the set of training data O train (used in the process of learning) contained the data from the years 2009 and 2010 (730 data points) and the set of testing data O test covered the year 2011 (365 data points). To avoid overlearning, the 10-fold cross-validation was used to find the optimum values of the methods' parameters.
TSFISs used in this study are first-order fuzzy rulebased systems with fuzzy sets in the antecedents and linear regression functions in the consequents of the if-then rules. The identification of the TSFISs was carried out using subtractive clustering algorithm (Chiu, 1994) . The number of clusters was equal to the number of if-then rules, and it was determined by the radius of influence of a cluster. In order to avoid over-fitting, we tested different values of the radius r = {0.1,0.2, … ,0.9}. The numbers of resulting ifthen rules ranged from 8 to 12. The parameters of the linear regression functions were optimized using the ANFIS method, namely with the hybrid algorithm combining back-propagation with least square method (Jang, 1993) .
RBFNN refers to any kind of feed-forward NNs that uses RBF (usually Gaussian) as an activation function. The structures and parameters of the RBFNNs were found using a genetic algorithm for the following values: (1) the maximum number of neurons in the hidden layer was set to 100; and (2) the radius of RBF ranged from 0.01 to 400. The initial centres for the Gaussian RBFs were found using the k-means algorithm.
MLP used in this study is a feed-forward NN with one hidden layer consisting of neurons with sigmoid activation functions. MLPs were trained using the back-propagation algorithm, where the structures and parameters were found using grid search for the following values: (1) the number of neurons in the hidden layer ranged from 1 to 20 with the step set to 1 and maximum steps without change set to 4; (2) the number of cycles n c = {50, 100, …, 2000}; (3) and learning rate η = {0.001, 0.01, 0.05, 0.1, 0.2, 0.3}.
SVR employed here uses ε-insensitive loss function in the regularized risk functional that ensures maximum generalization performance. The SVR was trained by the sequential minimal optimization (SMO reg ) (Shevade et al., 2000) using second degree polynomial kernel with complexity parameter C = {1, 2, 4, …, 256}. Again, grid search was used to find the optimum complexity parameter. The first and third degree kernel and RBF kernel function (with radius ranging from 0.01 to 20) were also tested without improvement. Fig. 4 provides the RMSE test of predictions for partial models, composition models and for the single optimized models. It is obvious that the lowest value of the RMSE test for the AQI MAX was achieved by the SVR trained on the composition model. The highest error for the composition model, on the other hand, was obtained using the RBFNN. The RMSE test on the directly optimized model was also the lowest one for the SVR. This suggests that in the process of learning and testing, the SVR is able to cope with the lower amount of data when compared with the methods with uncertainty and NNs, respectively. Surprisingly, the MLP performed best on the ozone AQI prediction for the DU locality while the TSFIS performed best for remaining localities. The results for the HK locality are slightly different from those for the DU and RO localities. First, the SVR prediction models outperformed other models in all cases, except for HKAQIO 3
. Second, the error for NO 2 was, for all methods, almost two times as high as in the case of DU and RO, respectively. For the RO locality, the high error on PM 10 seems to generate a high RMSE test on the AQIs. This Fig. 4 . RMSE test for AQIs (Legend: * denotes significantly lower RMSE test at P < 0.10 (paired t-test) ). . To sum up, these results suggest that the prediction of O 3 and NO 2 pollutants is less complex than the remaining APs because the SVR models performed worse. However, SVR models performed best for both composition and optimized AQIs.
To compare the errors, we performed paired t-tests, both for individual APs and for common AQIs. While TSFISs, MLP and SVR provided significantly lower error for O 3 (at P < 0.05), all methods performed statistically similar for NO 2 , SO 2 and PM 10 . For the composition models of AQIs, all methods performed statistically similar, while RBFNN models performed significantly worse for the optimized models of AQIs. More importantly, as shown in Fig. 5 , the best SVR models successfully dealt with the extreme values of AQIs.
Previous results have shown that the prediction models were able to handle the lowest (highest) levels of AQIs. However, most of the extreme values were exaggerated in Fig. 5 . Therefore, we tested if the models correctly classify the patterns into AQI classes. We calculated the classification accuracy (percentage of correctly classified patterns) on testing data to assess the classification performance of the prediction models. As shown in Table 5 , in the testing data O test only the patterns from the AQI classes 1-5 were present for AQI MAX . Again, we compared the performance of the composition and optimized models. The classification performance was measured in terms of classification accuracy, type I error (false positive rate) and type II error (false negative rate).
The total classification accuracy ranged between 50.69% (RO) and 63.36% (HK) ( Table 5) . The composition ANFIS model performed best. The accuracies were lower for the extreme AQI classes. However, the best model was able to classify the class 4 with a high classification accuracy of 55.10% (composition ANFIS for the HK locality). In fact, the capability of predicting the AQI level, which is dangerous to the population, is one of the most desired features of an AQI prediction model.
As can be seen from Fig. 2 , the vast majority of DUAQI, ROAQI and HKAQI measurements can be classified into four AQI classes. Further, the analysis of the classification results in Table 5 shows that the incorrectly classified measurements were mostly classified into a neighboring class, i.e., from 1 → 2, from (2 → 1 or 2 → 3), from (3 → 2 or 3 → 4), Only in rare cases was the classification incorrect in terms of two classes away.
CONCLUSION
We designed two models for the prediction of AQI t+1 . The first (composition) model was based on (1) partial AQIs for the localities DU, RO and HK; and (2) on the consequent composition (maximum). To achieve low prediction errors it was necessary to design more complex hierarchical models combining predictions of individual . The procedure of input variables' optimization using the correlation-based filter and genetic algorithm has provided important determinants of individual APAQIs. The determinants were strongly locality specific. Thus, these subsets of input variables add substantially to our understanding of APAQIs formation. In addition, we performed the optimization procedure for different stations to detect the most critical determinants of APAQIs under different conditions. The study has also gone some way towards enhancing our understanding of the role of wind direction and velocity in APAQIs prediction. Both their variability and synergy effect during day were studied for the three localities. The results of this study indicate that the variability (standard deviation) of wind direction was critical for both urban residential and suburban residential/ industrial localities although this effect may be suppressed in feature selection owing to the strong correlations with wind velocity and wind direction, respectively. Furthermore, wind velocity was a relevant determinant for all APs, irrespective of locality type. It is, however, important to note that urban stations may encounter irregular wind flows because of more complex construction settings when compared with rural stations. More specifically, the terrain roughness and atmospheric mixing following a daily cycle driven by solar heating have been found to be the main determinants affecting wind flows (Katinas et al., 2013) . Therefore, small differences in local settings (topography, building geometry and dimensions, streets, traffic, trees, etc.) can largely affect air flows (Georgakis and Santamouris, 2006) .
The high importance of volatile organic compounds (BZN) in the prediction models suggests that traffic volume represents a critical determinant in the prediction of APAQIs in the three localities. This is in line with the results of the National Traffic Census in 2010, indicating that the traffic volume ranged between 10,000 and 25,000 (Vehicles/24 hr.) in the localities.
In the common AQI we reflected the effects of multiple APs. Finally, we performed a comparison of several soft computing and machine learning methods over the AQIs. To achieve low prediction errors it was necessary to design more complex hierarchical models combining predictions of individual APs. As expected, we have shown that the soft computing methods can be effectively used to accurately process the given non-linear, inconsistent, missing and uncertain data. This result corroborates the findings of a great deal of the previous work in this field as the dependencies of urban APs concentrations on both the relevant APs and meteorological variables are taken as strongly non-linear. SVR performed particularly well due to its remarkable generalization performance. However, the remaining methods showed promising results in several cases, for example TSFIS for O 3 prediction, which seems to be related to a greater uncertainty in O 3 data. Another promising result has been shown in the case of the classification into the AQI classes, where the incorrectly classified instances were placed into neighboring classes in the worst cases. In this case, SVR and ANFIS models performed best.
Finally, a number of important limitations of this study need to be considered. The main limitation of the chosen statistical approach is that the application of the models is completely local due to specific chemical and meteorological conditions and thus the models cannot be applied in other stations, even in the same city. The limitation of the composition approach is that it takes into account the errors for individual APs but not the final error between the target and predicted value of AQI
t+1
. Therefore, future research should be done using multiple output SVRs. Further, we replaced the missing measurements with the multiple imputation approach. In the case of a high proportion of missing data, this procedure may result in biased results. Therefore, a future study employing ε-insensitive SVR with semi-supervised learning would be interesting because this method can be effectively used due to its possibility to make use of unlabelled data (with missing output values). Finally, the classification performance was strongly affected by the balance of the class sizes. Therefore, in cases of imbalanced data we suggest using classifiers optimized to address this issue.
