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Abstract
The philosophy behind a robotic swarm is that a large number of relatively basic ro-
bots will work in conjunction with each other, in order to complete a predetermined
goal. Robotic swarm implementations have unique characteristics, taking significant
inspiration from nature, and are being considered for multiple roles and tasks. How-
ever, the majority of the research assumes a benign operating environment for the
robotic swarms.
This research initially considers how robotic swarms could be subject to various types
of attack, that utilise the unique characteristics of the robotic swarms to an attacker’s
advantage. The research established that a robotic swarm could be maliciously ma-
nipulated and then considered how the robotic swarm could detect and then react to
an attack.
This research considered two use-cases that demonstrated how different types of swarm
could be attacked and how techniques, that utilised the unique characteristics of the
robotic swarms, could successfully detect and contend with the attacks.
In order to conduct this research, taxonomies and generic models were developed.
Simulations then utilised the models, in order to simulate attacks against the two use-
cases. Intrusion Detection Systems (IDS) were then developed and modelled that util-
ised the unique characteristics of a robotic swarm.
This research determined that signature based IDS could be successfully utilised within
robotic swarm and that anomaly based IDS were not suitable.
Simulations successfully demonstrated that signature based IDS, that utilised the unique
characteristics of a swarm, could be undertaken in order to detect and then mitigate
attacks against a robotic swarm.
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1 Introduction
Much research has been undertaken in the field of swarm robotics and its potential
applications. However, the majority of the previous research work assumes a benign
operational environment for the robotic swarm. This work considers the effect of ma-
licious attackers attempting to either prevent a robotic swarm from achieving its goal
or influence the robotic swarm in such a way, so as to make it less efficient.
In order to assist in setting the context for this research, a brief overview of swarms
within nature is provided, as are typical proposed uses of swarm technologies within
robotics.
This work details the characteristics of robotic swarms and provides a taxonomy for
robotic swarms, based on others previous work. This works demonstrates that, while
the threat types for a robotic swarm are no different to the threats types for traditional
information systems, there are differences with the attack types and attack methods.
This is due to the unique characteristics of robotic swarms when compared to a tra-
ditional information system, or when compared to systems that are similar to robotic
swarm systems, such as Wireless Sensor Networks and Ad-hoc networks.
In order to assist the reader, two use-case studies are presented through this thesis.
These use-cases provide details of different swarm proposals, with different charac-
teristics and end goals.
An abstract generic model is developed for robotic swarms, their entities and their
operational environments. The generic model is used in conjunction with a taxonomy
of threats, to enable this research to develop simulations for the robotic swarms, ini-
tially to investigate whether robotic swarms could be maliciously manipulated. The
results of the simulations demonstrating that the robotic swarms could be successfully
attacked and subsequently manipulated.
The work progressed to researching and implementing Intrusion Detection Systems
(IDS), tailored for robotic swarms. This work was based on research around current
IDS methodologies and it was determined that signature based IDS could be utilised
but anomaly based IDS were not suitable for use in robotic swarms.
Simulations were undertaken that utilised signature based IDS functionality within
scenarios that had previously been successfully attacked. The IDS functionality was
shown to be successful in the majority of instances. That is, the robotic swarms were
either more efficient at achieving their goal, when compared to being attacked without
the IDS functionality, or the swarms were simply able to complete their tasks, when
previously they had not.
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This work concludes with a discussion of proposals for future research work within
the field.
1.1 Motivation
Due to the increasing number of proposed uses for robotic swarms, it appeared that
there had been very little thought or consideration given to the requirements for se-
curity within the proposed robotic swarm implementations. The majority of the lit-
erature concentrated on the potential uses and practical implementation issues of the
robotic swarms. Therefore, the motivation behind this research was to gain an un-
derstanding of the current research within the area of robotic swarm research and
focus on potential security issues within the robotic swarm implementations. It was
realised that a significant number of security threats to a robotic swarm could be mit-
igated by existing techniques, such as cryptographic techniques that are proposed for
wired, and wireless networks, fixed and mobile networks, computing and telephony,
Wireless Sensor Networks and Ad-hoc Networks. However, it became apparent that
robotic swarms had several unique features, when compared to the other systems,
such as a lack of hierarchy and a decentralised control, these are detailed further in
Section 2.4. Therefore, the focus of this work is to research the potential impact of
security threats that are unique to the characteristics of a robotic swarm.
1.2 Overview of Robotic Swarms
Robotic swarm research is looking at multi-robot systems and is currently taking the
majority of its inspiration from nature [188]. The philosophy behind a robotic swarm
is that a large number of relatively basic robots will work in conjunction and cooperate
with each other to complete a predetermined goal. It is generally agreed that a swarm
has the following characteristics [49, 67, 75, 95, 142, 143, 160, 171, 183, 202, 203, 205]:
1. Autonomy Both the swarm and the individual entities within the swarm operate
autonomously, without any external command and control.
2. Decentralised control The control of the robotic swarm is from the interactions
of the robotic swarm entities with each other and the robotic swarm entities in-
teractions with their operating environment. The robotic swarm is not controlled
by an internal or external overarching control authority.
3. Large number of members To allow for redundancy and resilience within a
swarm, large numbers of entities are used.
4. Collective emergent behaviour An individual entity would not be able to com-
plete or undertake on its own. However, as a collective, the swarm entities in-
teract with each other and the environment in order to reach the swarm’s goal.
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5. Local sensing The individual swarm entities have the ability to sense their local
environment, in order to allow them to perform their required tasking in order
for the swarm to realise its goal.
6. Local communications The swarm entities communicate within an area that is
local to the entity. This allows for more efficient usage of the communications
media, such as bandwidth constraints.
7. Resilience to failures within the swarm A swarm is designed such that it is re-
silient to failures, this is achieved by the large number of member entities within
a swarm.
8. Scalable in size A swarm can alter its size in order to achieve its goal.
Indeed, S¸ahin [160] describes a swarm robotics as: “... the study of how large numbers
of relatively simple physically embodied agents can be designed such that a desired
collective behaviour emerges from the local interaction among agents and between
agents and the environment.” Where S¸ahin uses the term agent to refer to a robotic
swarm entity.
1.2.1 Examples for the Proposed Uses of Swarms
Swarm robotics is generally within the research environment and actual applications
for the use of swarm robotics are often theoretical. However, it is the proposed uses of
swarms and the potential benefits that swarm robotics could deliver which is driving
the majority of the research. There are proposed applications of swarm robotics in
both civilian and military applications. Typical civilian applications include [45, 149,
180, 204] maintenance tasks, communications provision, use in space flights and space
exploration, medical procedures and emergency response. The emergency response
applications can include, but is not limited to, Ad-hoc communications, Search and
Rescue tasking, contaminant tracking and provision of initial and continuous disaster
scene information and situational awareness.
Typical military applications include [34, 112, 114, 184] communications provision,
underwater mine clearance, landmine detection and assisting in the provision of situ-
ational awareness.
1.3 Statement of the Research Problem
Due to the many proposed uses for robotic swarm technologies and as a robotic swarm
is an autonomous body operating, in many cases, beyond the control and visibility
of the authority that released it, it is not inconceivable that swarms may operate in
hostile environments where an attacker may detect the robotic swarm and attempt to
manipulate its behaviour.
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The research problem has been broken down to three separate questions that, based
on the outcome of the previous question, follow on from each other.
Question 1: Can a malicious intruder affect the efficiency of a robotic swarm in
achieving its goal by influencing the robotic swarm’s emergent behaviour?
The initial research, based on robotic swarm taxonomies, was to gain an understand-
ing of existing proposed implementations for robotic swarms. These implementations
were then subjected to various malicious attacks, in order to ascertain if the malicious
attacks would affect the efficiency of the robotic swarm.
The interest for this element of the research was whether a malicious intruder within
the original robotic swarm could attack the original robotic swarm, so as to influence
the original swarm’s emergent behaviour and effect the overall efficiency of the orig-
inal robotic swarm. The objective of the attacker could be to either prevent a robotic
swarm from reaching its original goal, or reduce the efficiency of a robotic swarm in
reaching its original goal.
For completeness, “conventional” attacks were also undertaken against the robotic
swarm, such as jamming, in order to understand the effect of these attacks upon the
robotic swarm but the focus of this part of the research was to understand if the unique
characteristics of swarm could be utilised to an attacker’s advantage.
Question 2: Can a robotic swarm detect that it is being manipulated?
Following on from the initial question, the research concentrated on the detection of a
malicious attack upon a robotic swarm.
The research undertook a review of Intruder Detection Systems (IDS) technologies
and techniques, considering their suitability within the context of robotic swarms.
This included such principles as network IDS, with the research continuing to take
into account the characteristics of a robotic swarm, as defined in Section 2.4, and an
appreciation of design criteria that are unique to robotic swarm implementations.
Essentially the research question was to understand whether the principles of existing
IDS could be applied to robotic swarms.
This question was then broken down into whether the IDS could be conducted by an
independent IDS robotic swarm, which is separate to the original robotic swarm, or
could the IDS function be undertaken by the original robotic swarm itself?
There is also the realisation that as the majority of robotic swarm technology is an
emerging area of interest, the previous research is mainly undertaken within a benign
research environment [24], such that robotic swarm IDS have not been considered.
Therefore, this will be unique to both the concept of robotic swarms and the robotic
swarm implementations.
Regardless of the IDS implementation, whether internal to, or external from, the orig-
inal robotic swarm, the IDS must minimise any interference with, or influence on, the
emergent behaviour of the original robotic swarm during its normal operation.
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It is worth noting that it is possible for the characteristics of a robotic swarms im-
plementation to actually hinder the detection of malicious activity, or lead to false-
positives. For example, the emergent behaviour of a robotic swarm will be based on
many factors, such as the environment in which a robotic swarm is operating within.
A robotic swarm might react to a change in the operating environment, such that the
robotic swarm’s IDS believes that it is subject to an attack. To place this into con-
text, imagine a robotic swarm entity is navigating by following a pheromone trail, in a
similar manner to an ant foraging, and then the pheromone trail abruptly, and unchar-
acteristically, stops. The robotic swarm entity has reached the end of the pheromone
trail but has not reached its goal. Is this change to the environment an attack on the
robotic swarm that is attempting to disrupt or deny communications and preventing
the swarm from reaching its goal, or has it simply rained and washed the pheromone
trail away?
Similarly, as a robotic swarm generally has a large number of member robotic entities
but the robotic entities only have a limited sensing range would, or could, a swarm
be able to detect “extra” entities within the robotic swarm. This might be especially
difficult, as certain robotic swarm implementations are designed so as to be scalable in
size. These extra robotic swarm entities could be an attacker, attempting to infiltrate
a malicious robotic swarm into the original robotic swarm, or it might just be new
entities supporting the original robotic swarm deployment.
Therefore, an IDS that is proposed for a robotic swarm must take into account the
characteristics of both the robotic swarm and its implementation.
Question 3: Can a robotic swarm mitigate the security risk if it detects that it is
being interfered with?
The final question is essentially, if a malicious intruder can effect the emergent be-
haviour of a robotic swarm and the robotic swarm perceives that it is being subject to
an attack, how should, or can, the robotic swarm react?
Initial research was undertaken as to the possible reactions to a perceived attack, with
recommendations as to how this could be further explored within future work are
detailed.
1.4 Contributions
The research presented in this thesis has made several contributions to knowledge,
regarding potential attacks and subsequent detection of malicious activities within a
robotic swarm.
In order to carry out this research, it was required to identify a taxonomy for robotic
swarms. A taxonomy was developed which was based on previous swarm taxonomies
and was tailored to this research, ensuring that different types of robotic swarm were
considered.
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The work I undertook in this research has led to the following contributions:
• Identified threat types for robotic swarms.
This research undertook a detailed review of the types of threat against a swarm.
The research proposes that there are no new threat types that are specific to a
robotic swarm and details how the threats could be realised within a swarm.
• Identified attack types and defined attack methods that could be used against a
robotic swarm.
This research provides details of new and unique attacks that could be under-
taken against a swarm.
• Produced a generic model for robotic swarms.
A generic model was developed to allow the research to consider and simulate
the various elements of a swarm, such as the swarm entities, failed entities, ma-
licious entities and the swarm’s operating environment.
• Demonstrated that the emergent behaviour of a robotic swarm could be altered.
Simulations were undertaken which demonstrated that swarms could be mali-
ciously manipulated.
• Concluded that Anomaly based Intrusion Detection Systems are not appropriate
for robotic swarms.
The research provides an argument as to why Signature based Intrusion Detec-
tion Systems are suitable for use within a swarm and Anomaly based Intrusion
Detection Systems are not appropriate.
• Produced and successfully demonstrated robotic swarm based Intrusion Detec-
tion Systems.
Based on earlier work within this research, which demonstrated that swarms
could be maliciously manipulated, the same swarm implementations had Intru-
sion Detection System techniques applied to them. This research demonstrated
that the Intrusion Detection Systems approaches improved the performance of
the swarm’s in achieving their goals.
1.5 Structure of the Thesis
This thesis is presented in three parts: Part I is the Background, Part II details the
Contributions and Part III is the Conclusion of the research.
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Part I: Background The Background part consists of this Introduction, Chapter 1,
and the Background to the research Chapter 2.
Chapter 1 provides a brief overview of swarm robotics, the motivation behind the
research, the research problems and the contributions made to knowledge.
Chapter 2 provides an overview of how robotic swarms evolved, describes the char-
acteristics of robotic swarms, how they operate and provides a taxonomy for robotic
swarms. It details proposals for robotic swarm implementations and provides exam-
ples of proposed applications for robotic swarms.
Part II: Contributions The contributions part details how the research was under-
taken, the simulations that were performed, the results obtained and the analysis of
the simulation results.
Chapter 3 provides a generic model for robotic swarms and their operating environ-
ments. Use cases are introduced for typical swarm uses, which are then followed
through the remainder of the thesis.
Chapter 4 provides a taxonomy of the threats to which a robotic swarm could be
subject. This includes details of the different types of threat and provides details of
the adversary, including the manner and methods an adversary could use to attack
the robotic swarm. Based on the robotic swarm taxonomy, the generic model that
had been developed and the research relating to threats and attacks against robotic
swarms, different robotic swarm types were selected to be subjected to attacks.
Chapter 5 provides details of how implementations for robotic swarms, that had been
proposed by previous researchers, were reproduced. It then details how this research
successfully attacked robotic swarms and how malicious activity altered the emergent
behaviours of the robotic swarms.
Chapter 6 follows on from the successful attacks against the robotic swarms. It pro-
vides an overview of Intrusion Detection Systems and considers the implementations
of Intrusion Detection Systems within robotic swarms and how this would be consid-
ered within the generic model for robotic swarms.
Chapter 7 concludes the contributions part of the thesis with simulations of Intrusion
Detection Systems within robotic swarms, considering techniques that are both inter-
nal to the robotic swarm and by utilising a dedicated external robotic swarm.
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Part III: Conclusions The thesis concludes with a Discussion in Chapter 8. The dis-
cussion provides a review of the research undertaken and further analyses the research
results. There are also proposals provided for future work within the research area.
Annexes
Annex A provides additional supporting information regarding Intrusion Detection
Systems. The annex provides an overview, background and history of Intrusion De-
tection Systems and provides details as to the various categories, technologies, imple-
mentations and components.
Annex B provides details of the characteristics of typically available robotic swarm
robots.
10
2 Background
2.1 Introduction
This chapter provides background details on swarms, including swarms within na-
ture, robotic swarms and the emergence of swarm robotics. Taxonomies of robotic
swarms, the fundamental characteristics and attributes of robotic swarms and a com-
parison between robotic swarms and other similar technologies and systems are pre-
sented, as is a definition of swarm robotics.
2.2 Emergence of Swarm Robotics
Various people have contributed to the emergence and the understanding of swarms
robotics, as they are generally recognised today.
2.2.1 Pre-Swarm Robotics
Prior to the term swarm robotics, and associated terminology and principles, there
had been a significant amount of work undertaken in the field of robotics, biology,
mathematics and physics. All of which have combined to provide various approaches,
understandings and influences to the field of swarm robotics.
Robotics is an area of research and development which has undertaken significant
change. Robots can be implemented either fully autonomously or semi-autonomously,
and are generally utilised in either repetitive or dangerous situations. Also, they are
sometimes used for learning and entertainment purposes.
The word “robot” was first introduced by the Czechoslovakian playwright, Karel
Cˇapek, in a play entitled R.U.R. (Rossum’s Universal Robots), in 1920. The word roboti
was conceived by his brother, Josef Cˇapek, and is derived from the Czechoslovakian
word “robota”, meaning “serf labour”. Robot is the English form of the word roboti.
Industrial robotics were initially conceived by George Devol and Joseph Engelberger
in 1959 and the first programmable industrial robot was installed by General Motors
at their Ternstedt plant, in 1961 [88]. The tasks of these industrial robots were to un-
dertake repetitive tasks involved with the production of car parts for the automotive
industry and working in die-cast production processes, with the associated high tem-
peratures.
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In 1969, General Motors installed the first production line of robots, in their Lordstown
assembly plant, to undertake spot welding tasks. These spot welding robots allowed
for more than 90% of the welding tasking to be undertaken by robots. Vision sensors
were first incorporated within industrial robots in 1973, by Hitachi. The vision sen-
sors allowed a robot to recognise bolts on a moving mould, which allowed the robot
to interact with the moving bolts in a synchronised way. The first microcomputer con-
trolled robot and the first microprocessor controlled robots arrived in 1974. In 2010,
Fanuc developed a robot that was capable of sensing and then learning its own vibra-
tion characteristics. This allowed the robot to suppress vibrations in the robot’s arm
and therefore allowed for increased accelerations and speeds of the robot’s arm.
Some of the first electronic autonomous robots were designed by William Grey Walter
in 1948 and, due to their slow speed and shape, were often known as “tortoises”.
2.2.2 The Term Swarm
The original term for a swarm, within the context of robotics, was cellular robots, as
described by Beni [19]. However, around the same time, the term cellular robots was
also being used by Fukuda in Japan, to indicate groups of robots that could work like
the cells of an organism, in order to assemble more complex parts [69].
Therefore, Beni decided that new terminology was required, in order to describe this
field of research, and the term he decided upon was the word swarm. The term swarm
was chosen due to a casual conversation with a person called Alex Meystel, where
Meystel suggested to Beni that he needed a “buzz word” to describe “that sort of
‘swarm”’. Beni considered the use of the word swarm and how the groups of robots
that was being researched were more than just a group of robots, due to the robots’
various characteristics. Beni discussed his work with Guy Theraulaz, who had under-
taken his own work on insects, and it became apparent to Beni that the term swarm
was appropriate [189]. Beni suggested that it was clear that the concept of a swarm
was quite appropriate for biologists, in trying to explain the behaviour of insect so-
cieties. It was therefore also appropriate for roboticists, researching collective task
undertaking of robots, to also use the term swarm.
2.2.3 Swarm Intelligence
Beni also notes that the term “swarm intelligence” was also being used. Beni observed
that the term swarm intelligence was a complicated term to justify, as the term “intel-
ligence” is difficult to define [19].
Within nature, a typical example of swarm intelligence is the building of the complex
structure of a termite mound [70]. Within swarm robotics, the aim is for systems that
are capable of carrying out not just useful tasks, but also “intelligent” tasks, such as
search and rescue operations.
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Beni starts by proposing preliminary definitions for a swarm robot. Initially this was
“A robot whose behaviour is neither random nor predictable” and this was enhanced
to “A robot capable of forming material patterns unpredictably”.
These then led to preliminary definitions for swarm intelligence. Initially, Beni de-
fined an Intelligent Swarm as [19]: “a group of non-intelligent robots forming, as a
group, an intelligent robot. In other words, a group of “machines” capable of forming
“ordered” material patterns “unpredictably”.” This was then modified to “a group
of “machines” capable of “un-predictable” material computation”. This was then fur-
ther refined to “A group of non-intelligent robots (“machines”) capable of universal
material computation”.
Corne, Reynolds and Bonabeau also note how natural organisms behave when they
are in groups, such as swarms of ants, swarms of bees, colonies of bacteria, flocks
of bees, or school of fish [42]. Essentially, the various groups exhibit behaviours that
individuals do not, or cannot, undertake. They suggest that if the group is considered
collectively, as a swarm, the swarm exhibits a behaviour that is more intelligent than
the individuals within it. It is this observation that has led to the concepts and the
algorithms which have become associated with swarm intelligence.
From this, they attempt to define swarm intelligence. They propose that this might
be [42]: that useful behaviour emerges from the cooperative efforts of a group of in-
dividual agents, in which the individual agents are largely homogeneous, act asyn-
chronously and in parallel. They also suggest that there is little, or no, centralised
control and communications between agents is largely effected by some form of stig-
mergy. They do suggest that “useful behaviour” is considered to be relatively simple,
their suggestion of typical examples being: finding food locations or nest building,
and they do say that it is not writing a symphony, or surviving for many years in a
dynamically changing environment.
Synchronised movements of individuals within a swarm is also considered to be a
field within swarm intelligence. Of particular note is the work undertaken by Craig
Reynolds [152], on the problem of defining simple rules for individuals within a swarm
to follow, that would lead to the natural and realistic behaviour of a simulated swarm.
Corne, Reynolds and Bonabeau [42] note that swarms in nature all tend to share com-
mon emergent behaviours, primarily:
1. The individuals members within the swarm stay close to each other, but will
ensure that they are at a distance so as not to be too close, and there appear to be
no collisions.
2. Swarms appear to change direction smoothly and collectively, as if the swarm
was a single organism.
3. Unlike a single organism, and still smoothly and cleanly, swarms can sometimes
pass directly through narrow obstacles, in the way that is similar to a stream of
water passing around a vertical stick placed centrally in the stream’s path.
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The seminal work by Reynolds [153] provided the details and the demonstration of
simple mechanisms that can explain the behaviours. The work is so widely recognised
within the field of swarm intelligence, as well as the computer simulation community,
that the mechanisms and rules first proposed by Reynolds are known as “Reynold’s
rules”. The rules state that each individual in the swarm, often referred to as a “boid”,
adheres to the certain steering behaviours. A boid is required to maintain a minimum
separation from other boids, a boid will steer itself so as to avoid coming too close
to other nearby boids. Boids will attempt to steer towards the mean heading of the
surrounding boids that are nearby, in order to achieve alignment. A boid will attempt
to steer itself towards the mean location of other nearby boids, in order to achieve
cohesion.
The three Reynolds rules of separation, alignment and cohesion can be seen in the
Figure 2.1.
(a) Separation (b) Alignment (c) Cohesion
Figure 2.1: Reynold’s Rules for Synchronised Movements
These rules can be refined to enhance simulations, such as by constraining the vari-
ables of an individual, as seen in Figure 2.2.
Direction
Of Travel
Angle of 
Observation
Observation
Range
Figure 2.2: Constraining a Boid’s Variables
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2.2.4 Swarm Optimisation
Beni [19] and Corne, Reynolds and Bonabeau [42] all note that the term “swarm opti-
misation” was also being used in relation to swarm intelligence. The research around
swarm optimisation is inspired by the natural behaviours of swarms in nature. By ob-
serving these swarms in nature, researchers are attempting to implement algorithms
that either mimic, or are based on the overarching natural behaviour of a swarm, such
as in the undertaking foraging and optimisation tasking and problems. The recog-
nised seminal work on particle swarm algorithms being Kennedy and Eberhart [105]
“Particle Swarm Optimization” (PSO) algorithm and the seminal works on ant colony
optimisation being Dorigo’s “Ant Colony Optimization” (ACO) algorithm [55] and
Colorni et al “Distributed Optimization by Ant Colonies” [40]. Beni [19] suggests
these algorithms are undertaken asynchronously and in a decentralised fashion, in a
behaviour that is similar to swarms of insects.
The PSO research undertaken by Kennedy and Eberhart [105] cited Reynold’s work
[153] as contributing to its inspiration. In PSO, simple software agents, called parti-
cles, move in a search space of an optimisation problem. The position of a particle
represents a candidate solution to the optimisation problem. Each particle searches
for better positions in the search space by changing its velocity according to rules, as
originally inspired by Reynold’s behavioural models of bird flocking. The compo-
nents that influence an updated position of a particle, within the search space, are the
particle’s current velocity, the particles personal best and the global best. A particles per-
sonal best is the “fittest” position the particle has yet encountered and a component of
the particle’s updated velocity is the direction from its current position, to its personal
best. The global best is the best position that any particle within the swarm has yet
discovered, essentially this is the best of the personal bests. The final component of
the velocity update, which is shared by all particles, is a vector in the direction from
the particle’s current position to the globally best known position.
The positions and velocities of the particles are randomised and then move through
the search space, updating their positions by adding vectors, based on a particle’s
current velocity and scaled vectors from the personal and global best components.
As they move through the search space, the particles measures the “fitness” of their
current position, updating personal and global bests accordingly.
The ACO algorithms are similar to how ants optimise problems in order to conserve
energy. For example, in nature an ant will locate a food source by following pheromone
trails, as laid down by other ants from within its colony. The colony finds and collects
the food in what the colony perceives to be the most efficient manner, in order to con-
serve energy. Essentially, in an ACO algorithm, an artificial ant builds a solution to a
problem, leaving a trail of “artificial pheromone” as it goes. Subsequent artificial ants
build new solutions to the problem but are influenced by the pheromone trails that
have been left by previous artificial ants, thus optimising the solution.
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2.2.5 Swarm Engineering
The term “swarm engineering” was first introduced by Kazadi and suggests that
swarm engineering is “the natural evolution of the use of swarm-based techniques
in the accomplishment of high level tasks using a number of simple robots” [102].
Kazadi also suggests that swarms are difficult to engineer, due to the fact that groups
of independently operating, but interacting, agents can reveal complex and unex-
pected behaviours, due to many reasons [103]. An example provided by Kazadi being
that “small perturbations to the system, which cause rather small changes in the be-
haviours of individual agents, can cause very large changes in the overall behaviour
of the system”. Brambilla et al. suggest that swarm engineering is still “an emerg-
ing discipline that aims at defining systematic and well founded procedures for mod-
elling, designing, realising, verifying, validating, operating and maintaining a swarm
robotics system” [24].
Similarly, Winfield et al. suggest that swarm engineering is the bringing together of
dependable systems engineering, such as such as safety critical systems engineering,
and swarm intelligence [202].
2.2.6 Swarm robotics
It is noted that the field of “swarm robotics” concentrates on “what may be achiev-
able by collections of small, simple robots furnished with relatively non-sophisticated
ways to communicate” [42, 130, 159]. They highlight the swarm characteristics of ro-
bustness, flexibility and scalability, along with potential areas for the use of swarm
robotics, suggesting uses such as agricultural, construction and exploration.
There have been many studies of and proposals for the use of swarm robotics and
various research activities undertaken. Examples of these are detailed within Sec-
tion 2.7, where various applications for swarm robotics have been proposed. There
have been various research undertakings, which have concentrated on the various
elements of swarm robotics. This has included: the physical design and implementa-
tion [14, 39, 66, 74, 124, 130, 131, 204], swarm behaviours [171, 175, 176, 177] and the
objective of undertaking tasks with minimal energy use [154].
2.3 Capabilities and Limitations of Swarm Entities
The capabilities, such as the size, power and communications capabilities of a swarm
entity will depend upon the implementation of the swarm. The literature discusses
physical implementations in the ranges of 2mm x 2mm x 1mm for the I-SWARM im-
plementation [204], 33mm diameter for the Kilobot [99] and the S-Bot, that was utilised
in the Swarm-Bots research into self-assembly artefacts, measured 116mm in diameter
and 100 high [181].
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There is discussion within research to use nano-bot technologies in order to inject hu-
mans with the nano-bots to enable precise delivery of drugs, such as in cancer care.
The US National Cancer Institute founded the Nanotechnology Characterization Lab-
oratory (NCL) in collaboration with the US Food and Drug Administration (FDA) and
National Institute for Science and Technology (NIST) with the objective of develop
nanotech therapies and diagnosis [137].
Details and characteristics of typically available swarm robots are provided in An-
nex B .
As can be seen from Annex B, the capabilities of typically available swarm entity
robots currently range from: the Kilobot [99, 157, 158], with a processing power of
8bits at 8MHz, with 32K of Flash, 1KB of EEPROM and 2KB of SRAM; through to
the e-puck2 [71], with a processing power of 32-bit at 168 MHz, with 1024K of Flash
and 192KB of RAM. Both of these devices were designed for a benign research and
development environment.
With the potential processing power that is available, such as with the e-puck2, it
could be possible to undertake security functions, such as utilising encryption tech-
niques, on some of the devices. The e-puck2 has also been designed to allow ad-
ditional “special to type” modules to be developed and connected to the device in
order to undertake specific functions, a module could therefore be developed that is
designed to undertake cryptography functions and remove this burden from the e-
puck2’s processor.
However, this research is interested in the cases where the robot entities have insuffi-
cient processing power to undertake security functions that require higher power and
potentially resource intensive processes or operations, such as authentication mecha-
nisms or encryption of the traffic capabilities.
There could also be further complications, such as key management across swarm
entities that have been deployed at different times and locations. There is also the
consideration that swarm entities will be lost and prone to capture, once released,
which could lead to a key variable compromise and, if a compromise is actually dis-
covered, the potential management overhead of then managing the key variables on
the remaining swarm entities.
This research therefore assumes that the characteristics of the swarm entities capabil-
ities are constrained to an extent that they are not capable of undertaking common
security functions, such as authentication mechanisms or encryption techniques, and
potential attacks against the limitations of the swarms and swarm entities need to be
considered by other means.
17
Chapter 2 Background
2.4 Swarm Characteristics
As introduced in Section 1.2, it is generally agreed that that robotic swarms have var-
ious characteristics.
It is worth describing the robotic swarm characteristics in more detail, in order to allow
the reader to gain a better understanding of the characteristics of a robotic swarm
and how this can both benefit and constrain an individual robotic swarm entity, or
indeed the robotic swarm itself. The explanations also provide an example of how the
characteristics relate to nature. This is to assist in the reader’s understanding of the
characteristic and understand how, and why, other researchers have implemented the
various characteristics.
2.4.1 Autonomy
When a robotic swarm is released, the robotic swarm operates autonomously on two
levels, both from an individual robotic swarm entity perspective and from the per-
spective of the robotic swarm as a whole. For example, an individual robotic swarm
entity will interact with other robotic swarm entities and its environment, the resulting
actions of the individual robotic swarm entity will be determined by the individual
robotic swarm entity, based on its own interactions. Secondly, due to a lack of cen-
tralised command and control, the robotic swarm, as a whole, will react in a way that
is determined by the collective behaviour of individual robotic swarm entities or due
to environmental events, that affect the majority of the robotic swarm entities, leading
to a collective emergent behaviour. Examples in nature of the two levels of autonomy
can be observed in some bees [22]. An individual bee will decide whether or not to
follow another bee to a feeding place, based on its own knowledge of other feeding ar-
eas and the requirements of the hive. The bees, when thought of as a swarm, will also
behave in ways such as acting together to maintain a constant temperature of the hive,
by either adding or removing individual members, and the swarm moving location,
due to either the size of the hive or a disturbance to the hive [22].
2.4.2 Decentralised Control
A robotic swarm differs from the usual implementation of multi-robot systems, in
that in the case of multiple robots, the individual robots are usually controlled from
a central location. In order to allow the reader to gain a better understanding of this
decentralised control, examples of centralised control schemes are first provided, fol-
lowed by the decentralised control scheme. An example of multiple robots being con-
trolled from a central location, in a non-mobile scenario, would be a car production
line. An example of a multiple centrally controlled mobile robots would be an auto-
mated warehouse, where robots interact with each other to store and collect items and
then move the items over distances to pre-determined points.
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In swarm robotics, the resultant behaviour of the robotic swarm is as a result of the
interactions of the individual robotic swarm entities, interactions with the environ-
ment and the decision making capabilities of the individual robotic swarm entities
[12, 22, 142, 204]. The robotic swarm is given an initial objective, but how the robotic
swarm goes about completing the objective is not predetermined. For example, a
robotic swarm may be required to travel a certain point. How the robotic swarm
gets there is not controlled by the original requesting authority, but by the individual
robotic swarm entities acting, and reacting, to various stimuli that guide the direction
of travel of the overall robotic swarm. If the robotic swarm comes across an obstacle
and there are two ways around it, a central controlling authority is not available to
inform the robotic swarm entities which way to go, and the robotic swarm will es-
sentially work it out. In nature, this can be seen when ants forage for food. Without
any previous knowledge of where to forage, the ants will search for a food location
and then produce pheromone trails for the other ants to follow. There is no central
controller informing which ants where to go in the initial search for a food source, or,
once multiple food sources have been found, which ants to go to which food source
[22].
2.4.3 Large Number of Members
The majority of proposed robotic swarms suggest utilising large numbers of individ-
ual robotic swarm entities. This is due to several reasons and can be related to the
required tasking of the robotic swarm. The large number of members allows for re-
dundancy and resilience within the robotic swarm [142]. That is, if one robotic en-
tity fails, then this is a small overall percentage of the robotic swarm and the robotic
swarm should be able to complete its task. There are also the physical constraints of
an individual robotic swarm entity, such as how far it can communicate or how much
of the environment it can interact with and therefore be influenced by. There might
therefore be physical constraints upon the robotic swarm that require large numbers
of robotic swarm entities, in order to enable the robotic swarm to operate effectively
and efficiently, in order to achieve the robotic swarm’s goal. If a robotic swarm were
required to move an object which was too big for an individual robotic swarm entity
to move, multiple robotic swarm entities could push, and possibly pull, the object at
the same time. It should be noted that in experiments to demonstrate co-operative
working of multiple robotic swarm entities, there does become a point when there
can be too many robotic swarm entities attempting to complete a task and the pro-
cess becomes inefficient [142]. An example of large numbers of members in nature
that perform a task as a swarm are termites building a termite mound. One termite
initially decides where to start building a pillar and then other termites contribute to
the build [22]. Also, if small numbers of termites are killed, the remaining quantity of
termites available allows the construction to continue.
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2.4.4 Collective Emergent Behaviour and Swarm Intelligence
Individually, a single robotic swarm entity would not be able to complete a task but
working as a group, the robotic swarm has the ability to do so. The robotic swarm
exhibits a collective emergent behaviour, in order to achieve the required goal. An
example of this could be that a robotic swarm is required to navigate from its current
location to another point. However, to get to the final point, the robotic swarm is
required to negotiate adverse terrain, such as a debris field in a search and rescue
tasking. The issue could be as simple as crossing a gap that is larger than an individual
robotic swarm entity. To complete the task, the robotic swarm could form bridges out
of the robotic swarm entities, in order to span the gap and allow the robotic swarm
to proceed. The complex behaviour that can be observed from the swarm is often
referred to as swarm intelligence [12, 22, 112, 114, 184, 204]. It is worth noting that
“complex behaviour” within robotic swarms is still extremely basic when compared
to the biological systems, which swarm robotics is often compared to. The I-SWARM
project suggested that an important requirement is that the robotic swarm entities
need a means to distinguish between their “kin”, to be able to create effects [204]. They
suggest that a possible solution could utilising communications between entities, by
the use of either near-field communication methods or infra-red LEDs.
It is suggested that many of the collective activities of social insects are self-organised
and that by using self-organising systems to solve problems leads to swarm intelligent
systems [22]. The expression Swarm Intelligence was first used in the context of one
or two dimensional cellular robotic systems used to generate patterns through nearest
neighbour patterns [22]. The meaning has since been extended to included attempts
to design algorithms, or problem systems and implementation, that take inspiration
from the collective behaviour of social insects or animal colonies and societies.
In nature, weaver ant (Oecophylla) workers form chains of their own bodies, this allows
them to cross wide gaps and pull stiff leaf edges together to form a nest [22]. Several
chains can join together to form bigger ones, which workers can then travel over. Such
chains can then create enough force to pull the leaf edges together.
It has been suggested that a variety of collective behaviours might be required, in
order to solve a given problem, with the suggestion that insects have four not mutually
exclusive functions in enable collective behaviours [70]. The four functions being:
coordination, cooperation, deliberation and collaboration.
2.4.5 Local Sensing
The individual robotic swarm entities have local sensing abilities, in order to allow
them to perform the required tasking of the robotic swarm [204]. Local sensing pro-
vides the robotic swarm entities with the ability to gain an awareness, and knowledge,
of the existence of other individuals and the operating environment.
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For example, a robotic swarm may be required to find the heat source of a human
body, in a search and rescue scenario. An assumption could be that the human body
is warmer than the surroundings and cooler than other heat sources, such as localised
fires. The individual robotic swarm entities are capable of searching for the character-
istics of the human body’s heat profile and ignore any other heat sources that do not
fit the profile. The size and interaction of the robotic swarm could make this an effi-
cient method of locating the body; whilst the individual robot’s local sensing actually
performs the task. An example in nature of local sensing is where ants and bees go
off in random directions to search for food [22]. When an individual locates a food
source, the individual informs the rest of the swarm of the location of the food source,
in order to allow the food to be collected.
2.4.6 Local Communications
The communications between the robotic swarm entities is generally accepted to be
at a local level only. That is, the robotic swarm entities have a limited communica-
tions range between individual robotic swarm entity and this is mainly due to the
communications techniques used. These are often near field Radio Frequency (RF)
or via optical methods, such as visual or infra-red LEDs, for remote communications
between the individual robotic swarm entities [204]. There are also communication
techniques where the robotic swarm entities communicate between each other when
they are physical connected to each other.
An advantage of local communications is that essentially the available bandwidth is
increased [45]. That is, multiple robotic swarm entities can transmit on the same fre-
quency without interfering with each other, as long as they are far enough apart. This
frequency reuse also means that, although fewer frequencies are utilised, a frequency
management scheme might be the trade off required. That is, a robotic swarm en-
tity could monitor a particular frequency, to ensure it is not in use by another robotic
swarm entity, prior to sending a transmission. An example of local communications in
nature is the “waggle dance”, that is performed by bees to inform other bees of where
to go to find nectar [22]. The only bees to receive the message are the bees local to the
bee performing the waggle dance; other bees will not receive the message.
Also, communications distances can vary, depending upon the circumstances. The
bees that communicate using the waggle dance are the bees that are local to the bee
undertaking the dance. However, if a bee hive is under threat, such as from an attack
by a predator, then the bees can release a pheromone, in order to raise the alarm and
recruit bees to defend the bee hive. The pheromone attracts bees from further away, in
order to attempt to defend the hive. Similarly, distress or warning calls from animals
need to be distinct from, and possibly travel further than, normal social communica-
tions between animals. It is worth noting that an alarm call might actually give the
location away of the calling animal. This could result in the animal sacrificing itself,
in order to save the others within the community.
21
Chapter 2 Background
A form of local communications that is utilised within nature and is proposed for use
within swarm robotics is stigmergy [92, 179].
Stigmergy is basically a description that describes an indirect communication taking
place between individuals. The term “stigmergy” was first proposed and introduced
by French biologist Pierre-Paul Grassé, in 1959 [79]. This was in reference to termite
behaviour when nest building and was defined as "Stimulation of workers by the per-
formance they have achieved".
The principle of stigmergy is that traces are left and modifications are made, by in-
dividuals, to their physical environment, that results in a record being made in the
physical environment [188]. This record can then be used as a feedback mechanism, in
order to direct either the individual themselves, or other members of a group, in order
to produce a collective behaviour and can be used to constrain individual behaviours.
Various forms of record are used within stigmergy, such as pheromone scent gradi-
ents, where an individual might follow an increasing pheromone scent density, and
material structures, where physical markers are made within the operating environ-
ment [145].
What is important to note with utilising stigmergy for communications, is that the in-
dividual entities do interact with each other, in order to achieve coordination amongst
themselves, but they interact indirectly.
2.4.7 Scalability
Scalability is the ability to have extra members added to the robotic swarm, in order to
assist with a tasking, or removing members from a robotic swarm, when a tasking has
been completed or no longer needs a large amount of robotic swarm entities in order
to achieve its goal. Scalability also allows for a robotic swarm to be supplemented by
extra robotic swarm entities, in order to compensate for failed robotic swarm entities.
It also allows a small number of robotic swarm entities to undertake an initial part of
a task, such as searching for an object, that then needs to be increased in order to fulfil
the entire tasking, such as recovering an object.
It is suggested that a robotic swarm should be able to operate under a wide range of
group sizes and that its operation should be relatively undisturbed by changes in the
group sizes [159].
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There are several proposals for defining a robotic swarm taxonomy in the literature.
These taxonomies are based on several factors, such as physical design considera-
tions, collective behaviours and design methodologies [24]. Typical examples be-
ing the swarms size, communications mediums, coordination, control, design ap-
proach, processing abilities and collective behaviours, such as foraging and construc-
tion [60, 61, 62].
Other proposals suggest that the attributes for consideration should be the highly de-
pendent features of group architecture, how members deal with resource conflicts,
how a collective learns and adapts to a task, how cooperation is motivated and how
planning is addressed [8, 31]. Indeed, certain taxonomies also consider the environ-
ment in which the entities are operating [8].
The following discussion provides details of various swarm taxonomies, as detailed
within research literature.
2.5.1 Method-Based Taxonomy
It has been proposed by Brambilla et al. [24] that swarms robotics methods can be
grouped according to design methods and analysis methods, as shown in Figure 2.3.
Methods
Design
Methods
Analysis
Methods
Behaviour based design methods
Automatic design methods
Microscopic Models
Macroscopic Models
Real-Robot Analysis
Figure 2.3: Method Based Taxonomy [24]
They suggest that the most common design method is behaviour based, generally
a bottom-up process, but can be a top-down process, and is often based on the ob-
servations of animals in nature. They categorise behaviour based designs into the
three main categories: probabilistic finite state machine designs; virtual physics de-
signs; and other design methods. They also suggest that automatic design methods
are classified as either evolutionary robotics or multi-robot reinforcement. These de-
sign methods are employed with the aim of reducing the effort of developers, as they
do not require the intervention of the robotic swarm developer.
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They suggest that the analysis methods for swarm robotics can be modelled at two
different levels: the individual level, or microscopic level, modelling the characteristics
of of single individual entities and interactions between them; the collective level,
or macroscopic level, which models the characteristics of the entire swarm. They also
suggest the use of real robots, as opposed to simulations, to confirm robotic swarm
behaviours.
2.5.2 Collective Behaviour Based Taxonomy
Brambilla et al. [24] also suggest that swarm robotics can be categorised by their col-
lective behaviours, as shown in Figure 2.4.
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Object Clustering and Assembling
Coordinated Motion
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Consensus Achievement
Task Allocation
Other Collective Behaviours
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Organising 
Behaviours
Navigation 
Behaviours
Collective 
Decision 
Making
Collective 
Behaviours
Figure 2.4: Collective Behaviour Based Taxonomy [24]
They propose four categories for the collective behaviours. These categories detail
how robotic swarms: organise and distribute themselves; navigate and coordinate
their movements; undertake decision making; and any other collective behaviours
that do not correspond to the previous other categories.
2.5.3 Swarm Behaviour Taxonomy
Cao et al. [31] defined the taxonomy from a collective behaviour perspective, as shown
in Figure 2.5. They propose separating the behaviours in the five main categories
of: group architectures; resource conflicts and how conflicts are resolved; the origins
of cooperation and how cooperation between entities is achieved; how the collective
entities learn how to solve problems; and how the collective entities conduct path
planning from a geometric problems perspective.
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Figure 2.5: Swarm Behaviour Taxonomy [31]
2.5.4 Swarm Speciﬁcations and Attributes Taxonomy
Dudek et al. [60] suggests a taxonomy that is defined on a swarm’s characteristics
and its attributes, as shown in Figure 2.6. They suggest that a robotic swarm taxon-
omy could consider the collective swarm as a whole, as opposed to individual enti-
ties. They considered a robotic swarm’s specifications and its attributes, suggesting
that this could be separated into seven categories. These are: the collective size of the
robotic swarm; the communications range between entities within a robotic swarm;
the communication topology used; the quantity of information that can be transferred;
how the robotic swarm entities can re-configure their organisation; how much pro-
cessing capability a robotic swarm entity possesses; and whether the robotic swarm’s
composition is either homogeneous or heterogeneous. They provide an example of
of task that is to search for a lost child or robot (known as the “find Robbie” task).
They suggest that if the collective size of the robotic swarm approached infinity, then
the flood filling of the operating environment would eventually lead to the task being
completed, as all the space is filled by searching robots. In this instance, they also com-
ment that that the robotic swarm entities would not need to communicate with each
other. They also suggest that although there might be instances where robotic swarm
entities do not communicate with each other, that they would still need to observe
each others actions, in order to understand behaviours. They also discuss communi-
cation to either nearby robotic swarm entities or communications to the entirety of the
swarm, based on the communications range of the robotic swarm entities.
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They suggest that the communications topology could vary between a broadcast method-
ology through to individual addresses, where communications could take place through
either a tree structure or via a “graph” structure, to improve redundancy within com-
munications links. They do comment that individual addressing can add complica-
tions, such as a reduced interchangeability or distinctive roles for individuals, unless
a dynamically based actions and roles are considered. When considering bandwidth,
they considered this from a cost perspective. That is, the communications bandwidth
is either free, the communications overhead can be ignored, through to very high
cost, where the cost of communications cost more than a robotic swarm entity moving
from one location to another. They suggest that this implies very independent robotic
swarm entities.
Swarm
Specifications 
and Attributes
Communications Range
The maximum distance between two entities such that communication is still possible
Communication Topology
Of the entities within the communication range, those that can be communicated with
Communication Bandwidth
How much information the entities within the collective can transmit to each other
Collective Reconfigurability
The rate at which the organisation of the collective can be modified
Processing Ability
The computational model utilised by entities within the collective
Collective Composition
Are the entities of the collective homogeneous or hetrogenious
Collective Size
The number of entities within the collective
Figure 2.6: Swarm Specifications and Attributes Taxonomy [60]
It could be argued that a robotic swarm is homogeneous in nature, as, in its purest
sense, all the robotic swarm entities ought to be the same. However, when consider-
ing practical implementations of robotic swarms, they might be considered heteroge-
neous, as robotic swarm entities might perform different functions, such as marking
locations as opposed to locating objects. Conversely, this could be considered as mul-
tiple homogeneous robotic swarms working together, in order to achieve a single goal.
2.5.5 Proposed Taxonomy
Based on the taxonomies detailed from the literature review, the proposed applica-
tions for swarms, see Section 2.7, and the objectives of this research undertaking, see
Section 1.3, then a simple taxonomy is proposed. The proposed taxonomy is based on
how robotic swarm entities interact between themselves and proposes the interactions
to be either Finite State Machines Implementations [1, 143], Physics Based Implemen-
tations [178] and Particle Based Implementations [5].
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It is believed that all three proposals can be simulated but might not be suitable for
“real world” implementation. That is, there are already robots entities for swarms that
are based on finite state machines [143]. However, particle based implementations are
currently used in models and simulations only [5].
Finite State Machines
Finite State Machines and Probabilistic Finite State Machines are a common approach
to the control of robotic swarm entities. When utilising Finite State Machines, a robotic
swarm entity does not plan its future actions but basis its next action on its current
state and the current state of its inputs, such as its sensors or received communications
[8, 143, 144, 172]. The probability of transition between states can be fixed [175, 177],
where a defined probability of change is used throughout the deployment and oper-
ation of a swarm, or it can be variable, using a mathematical function to define the
probability of a change of state [52, 109, 203]. A typical response threshold function,
that has been used to study collective behaviour [187] can be seen in Figure 2.7. The
transition probability, p, depends on a stimulus, s, which represents the transition ur-
gency, as governed by a threshold on the stimulus, θ, and a sensitivity parameter, β.
In the example provided in Figure 2.7, θ = 500 and β = 8.
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Figure 2.7: Response-Threshold Model [187]
Physics Based
In Physics Based models, each entity is regarded as a particle and the entities exert
kinetic forces on other entities, in a Newtonian physics based approach [24]. These
virtual physics based designs can use the concepts of artificial potential field, as de-
scribed in an early work on the subject that was undertaken by Khatib in 1985 [108].
Khatib suggests the use of potential energy in the Lagrangian, where in classical me-
chanics, the natural form of a Lagrangian is defined as the Kinetic Energy, T, of a
system, minus the system’s Potential Energy, V [132]. A Lagrangian can therefore be
define as: L = T −V.
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The most commonly used artificial potential is the Lennard-Jones potential function
[24]. This is shown in Figure 2.8, where the potential, v, is dependent upon the separa-
tion distance, d, between two entities. The depth of the potential function corresponds
to ε and σ is the desired separation distance between two entities. In Figure 2.8, v = 2.5
and σ = 0.3. The Lennard-Jones potential function is a model that approximates the
interactions between a pair of neutral atoms or molecules and was first described by
Lennard-Jones in 1924 [97].
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Figure 2.8: Lennard-Jones Potential Function
Bayindir discusses the concept of artificial physics, using virtual forces between swarm
entities to determine the movement of the entities. This approach considers the inter-
action of swarm entities and their operating environment and can be used to model
how many animal formations are observed in nature. Essentially, attractive forces are
used to bring entities together and repulsive forces are used to prevent collisions, if
they become to close [16].
Particle Based
Particle based modelling is similar to the kinetic physics based approach, in that the
entities are treated as gas particles, and uses kinetic theory [15, 106]. However, the
entities are assumed to have no mass and the entities are modelled as an ideal gas
and have no potential energy, therefore a system consists entirely of kinetic energy.
Collisions, such as with other entities or the operating environment are modelled as
purely elastic collisions that maintain conservation of momentum.
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2.6.1 Navigation
Many techniques have evolved in nature, in order to allow swarms to navigate within
an environment. Research has endeavoured to better understand the mechanisms at
work, especially as many of the techniques appear to utilise mechanisms that are very
efficient and tailored to particular environments. There are several techniques that are
used by nature that could be utilised by a robot swarm. A simple example is that of
how ants decide upon which path to take in order to get to a food source [22, 23]. The
ants are given a choice of two different paths between their nest and the food source,
one of which is twice as long as the other, as shown in Figure 2.9.
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Figure 2.9: Two Different Length Paths
Initially, the ants travel down both paths, laying a pheromone trail as they bring food
back to the nest. However, over a period of time the shorter path becomes the pre-
ferred path, as approximately twice the amount of pheromone is laid down by the
ants. That is, in the time it takes an ant to travel the longer path, Path A, another ant
can travel twice along the shorter path, Path B. Therefore, twice as much pheromone
is laid on Path B when compared with Path A. The increase of the pheromone density
on the shorter trail then encourages more ants to choose the shorter path, which in
turn increases the amount of pheromone present on the trail. Experiments have also
shown that the pheromone trail does have a limited life, due to environmental effects,
such as rain, and the fact that the pheromone naturally evaporates away over time.
Certain ants also have the ability to detect when they have turned through more than
90°, relative to their starting orientation [22]. This is shown in the change to Path B
in Figure 2.10. When this is observed during path finding, the ants can use this as a
trigger mechanism to retreat along the initial route to the starting point and then seek
another route.
Robotic swarms could use a similar mechanism when attempting to locate potential
paths to follow. However, this could be detrimental to the efficiency of the robotic
swarm as a shorter path might be discounted due to its orientation.
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Figure 2.10: Forced Return Path
For a robotic swarm to carry out tasks to achieve a goal, the robotic swarm has to
be able to navigate around their environment. Robotic swarm navigation can take
place with either fixed references within the environment, or robotic swarm entities
can navigate in respect to each other. Nouyan et al. described these approaches as
employing distributed control mechanisms that mostly rely on local information [142].
They suggest that the approaches can be roughly viewed as two categories of dis-
tributed multi-agent path planning, where the path is formed by a network of immo-
bile devices or where the robots serve as landmarks or beacons themselves. When
the path is formed by a network of immobile devices, the devices are placed either a
priori, at fixed positions, or by the robots themselves.
They investigated several methods, including when the robots serve as a landmark or
a beacon themselves. These methods include chain forming, which can either be where
every robot in the chain emits a signal, which indicates their position in the chain
and every robot has to discriminate between as many signals as there are robots, or
the robots rely on regular physical contact to adjacent robots, in order to maintain the
chain.
Another method they considered was that of gradual expansion. These are several ap-
proaches to gradual expansion, one option is where a group for robots are gathered
in one place and they gradually expand their locations outwards, whilst maintaining
contact with their nearest neighbour. In order to maintain local communications, one
robot broadcasts a signal locally and periodically, whilst the other robots move at ran-
dom. When a robot does not perceive a signal any more, it retreats to re-establish the
contact. It then becomes a static beacon itself, thereby expanding the network. An-
other form of gradual expansion is the gas expansion model that leads to a uniform
distribution. This is where a group of robots spreads in the environment using simple
expansion/repulsion mechanisms.
The final method they considered was that of guided growth. In this method, one robot
is selected as the leader and the other robots follow the leader. In this way the robot
structure stretches to form a line.
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Rubenstein et al. considered the use of edge following and gradients during their re-
search of robot swarm self assembly [158]. They developed a swarm entity that they
entitled “Kilobot”, which measures 33mm in diameter and can communicate up to
around 70mm, utilising reflected infrared light off the operating ground surface [157].
The principles of edge following can be seen in Figure 2.11. The moving entity, shown
in red, maintains a fixed distance ‘d’ to the centre of the closest stationary entity, shown
in green.
Their proposed principle for gradients, shown in Figure 2.12, is that an entity sets
its value to one greater than the minimum value of its neighbours that are within a
distance of ‘g’, with the source entity always maintaining a value of 0.
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Figure 2.11: Swarm Entity Edge Following Fixed Entities [158]
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Figure 2.12: Swarm Gradient Formation [158]
2.6.2 Communication Methods
The chosen method of communications to be used between robots varies with the
required goal of the swarm. This can be related to the physical size, constraints and
the actual design and implementations of the robotic swarm entities.
The current forms of proposed communications between robots concentrate on opti-
cal, in the form of visible LEDs and infra-red LED communications, Radio Frequency
(RF) communications, both near field and far field RF communications, physical con-
nections between robots and the use of stigmergy. There are advantages and disad-
vantages to the various forms of communications and it might be advantageous, in
certain circumstances, to utilise multiple techniques.
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As an example, the I-SWARM project proposes near field RF communications and
LEDs to communicate between robots [204]. Others utilised LEDs within the visible
frequency range, utilising different colours to represent different exchanges of infor-
mation, gain an understanding of the orientation of other robots, as shown in Fig-
ure 2.13, and the interactions between robots [142]. As detailed previously, the swarm
will tend to communicate within an area local to the transmitting robot. This, again,
has advantages and disadvantages. The main advantage is that it allows the over-
all bandwidth for the swarm to effectively be increased, as multiple robots can be
transmitting on the same frequency but not interfere with each other. However, this
frequency re-use might require a management overhead. Similarly, the use of LEDs
can be utilised in such a way that the receiving robot will only react to local robots and
are not capable, or choose to ignore, distant robots [142].
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Figure 2.13: Using Colour to Communicate and Indicate Orientation to Other Robots.
Due to the limited range from an individual robot, messages that are required to be
“broadcast” within the swarm often have to be forwarded by individual robots [114].
Figure 2.14: Short Range Local and Long Range Communications
A concept of forwarding was proposed within the MinuteMan project at UCLA. Within
Minuteman, each group with the swarm communicates with a backbone network us-
ing the assistance of a dynamically elected leader, which they call the “Landmark”.
The election algorithm is constantly running in the background and if a landmark
fails, it is immediately replaced. This is shown in Figure 2.14.
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2.6.3 Thresholds and Decision Making
Research suggests that in nature, swarms utilise thresholds to assist the swarms in
decision making [144]. A simple example of this is the Pheidole genus ant [201]. The
colony is made up of minor and major ants. The minor ants effectively “do the house
work and feed the larva”, whilst the major ants hunt for food and defend the nest.
The split is approximately 70% minor to 30% major. However, if enough minor ants
are removed from the nest, a threshold is reached where major ants begin performing
minor tasks, in order to maintain the mechanisms of the nest. There are suggestions
that all the individual ants are based around the same underlying process and that
they have been physically adapted to assist in their principle role. Within nature, the
swarm can alter thresholds by responding to stimuli, a simple example to illustrate
this is that of the honey bee, where, when required, a honey bee will perform the
task of an “undertaker”, when stimulated by dead nest mates [22]. The dead nest
mates provide a stimulus to the undertaker honey bees to remove the corpses to a
distance away from the bee hive. The more dead bees then the greater the stimulus
and, similarly, the removal of the corpses reduces, or removes, the stimulus.
Within robotic swarms, similar proposals have been considered. The primary role of
a robot swarm entity might be to locate and move an object back to a certain location.
However, once a robotic entity has located the required object, it will attempt to recruit
other robotic swarm entities, in order to move the object. Once enough robotic swarm
entities have been recruited to be able move the located object, the combined robotic
swarm entities will then undertake the task of moving the object to the required loca-
tion.
There are also suggestions that robotic swarm entities can become specialised, with
particular tasks becoming more emergent, or that task allocation can become adaptive
[56]. All robotic swarm entities start the same level of response to an external stimulus
and the more often the task is performed by a robotic swarm entity, the lower the
level of stimulus that is required to trigger that robotic swarm entity to undertake that
task, essentially the threshold for the particular task is lowered. Similarly, a robotic
swarm entity that is not undertaking a task will increase its threshold to that task.
Therefore, the stimulus required to trigger the robotic swarm entity to undertake that
particular task increases. However, in order to ensure that a robotic swarm will still
function, the higher thresholds will still trigger the required response if they are met,
such as a reduction in robotic swarm entities with a lower threshold. This could be
caused, for example, by removing them from the robotic swarm. That is, if the lower-
threshold robots undertake the required tasking, the high-threshold robots will never
be triggered into undertaking the task. If, for whatever reason, the threshold of the
higher-threshold robots is met, then the high-threshold robots will react accordingly,
including lowering their threshold for the task. This can also assist with the division of
labour within a swarm, ensuring that not all the swarm members attempt to undertake
the same task and therefore other required tasks will still be undertaken.
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2.6.4 Self-Healing and Self-Reproduction
There have been schemes proposed where the robots are effectively capable of self-
healing and self-reproduction, such as the use of autonomic computing and by the
cannibalism of dead or damaged robotic swarm entities [45]. The proposal involves
the robotic swarm entities performing continuous background “health checks” upon
themselves as individuals. If a robotic swarm entity suspects that it is developing a
fault, it will either attempt to solve the issue by itself, or it will call on other members
of the swarm for assistance. The previous research suggests a variety of mechanisms
and are best described by an example.
It is suggested that the individual robotic swarm entities within the swarm will per-
form system health checks as they go. If an issue is suspected, the robot swarm en-
tity will attempt to self-diagnose and if it cannot determine an appropriate course of
action, or the course of action requires intervention from another robotic swarm en-
tity, it will request assistance from another robotic swarm entity. The initial robotic
swarm entity might also do this if the suspected course of action could render the ini-
tial robotic swarm entity inoperative. An example of this could be the initial robotic
swarm entity performing a reboot, that it might never recover from, or it might re-
quire assistance to prevent an even greater issue from occurring, such as the second
robotic swarm entity guiding the robot during a reboot sequence to, prevent it from
colliding with other robotic swarm entities. This could be a genuine problem if the
robotic swarm is operating in the environment of space.
Courses of action range from allowing the problem robotic swarm entity to self-diagnose
and attempt to correct the issue, such as by stopping and restarting software routines,
through to allowing another external robot to essentially shut down and rebuild the
problem robot, such as by reinstalling the problem robotic swarm entity’s software
and firmware builds via the external robotic swarm entity.
The effect of performing a software rebuild upon a robotic swarm entity within a
swarm also raises other interesting problems. Consideration would need to be given
to the task if it was suspected that the problem robot has information that is important
to the completion of the swarm’s tasking and goal. Also if the failing robot is currently
performing a task, which other robots will take over this task? There might also need
to be consideration of what actions to undertake if this is a common-mode failure,
which has not occurred in the other robots yet.
A suggestion put forward by Dai et al., as to the process to follow if this happens is as
follows [45]. Steps of curing:
1. After diagnosis, a “prescription” is determined.
2. Healing begins on the patient-robot, according to the steps/conditions of the
prescription.
3. If the patient-robot is almost down with poor performance, a neighbouring robot
is selected to remotely cure the patient, based on the prescription.
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4. In the worst case scenario, the patient-robot is totally down or its communica-
tions fail to work, a neighbouring robot will be assigned to physically connect
to the patient robot, in order not to abandon it. There is a socket designed for
physical connection. After connection, the good robot can copy everything out
of the patient-robot and then try to cure it via the prescription.
5. If the problem is identified and solved, it is reported and then the two robots are
separated. Otherwise, if the patient-robot cannot be cured and dies, the good
robot that is connected to the “corpse” checks the “organs”. The healthy robot
discards the unwanted or failed organs, to decrease weight, whilst retaining use-
ful organs to enhance computing/storage ability or power for the good robot.
The scavenged organs can also become a source for self-reproduction.
6. A failure in one robot can possibly occur in another robot, due to common mode
failure. Therefore, after a successful cure for a robot, the corresponding fail-
ure and cure procedure should be broadcast within the swarm, to inform other
robots of the required process for checking/debugging the related faults.
This raises other interesting problems, such as what to do with the reprogrammed
robotic swarm entity, such as tasking? Dai et al. suggest that once the corresponding
software from the “parents” has been copied to the “offspring”, the parents then have
to “educate” the offspring, by inputting the parents’ experience, and indoctrinate the
offspring into conducting the swarm’s mission [45].
The proposals also provide an interesting discussion on how to cope with hardware
issues and discusses the topic of self-reproduction. Their paper suggests that there
are major challenges with self-reproduction. These challenges include how to ensure
parents can generate the component parts, that are required to produce the next gen-
eration, when is the time to start the self-reproduction processes and how do parents
educate the offspring to work for the mission?
They propose that the requirement for self-reproduction is determined by whether
the system needs to add new members, such as if there were not sufficient robotic
swarm entities in order to finish a mission, and whether there are sufficient resources
to produce a new member robotic swarm entity.
The biggest issue facing the robotic swarm is probably how to source hardware com-
ponents, to allow self-reproduction. Their paper suggests that the sources of com-
ponents could be from either dead robots, form backup parts that are located on the
robots or from dividable body parts, which are component parts that can be divided
and then formed into the original part, such as stretchable antennas.
The process of self-reproduction is then essentially to assemble a framework for the
appropriate parts, around which the parts themselves are assembled. The correspond-
ing software is then copied from the “parent” to the new “offspring”, and the parent
then “educates” the offspring, by inputting the parents’ experiences.
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Hardware and software failures are therefore interlinked. If a robotic swarm entity
suffers a catastrophic software failure, that cannot be repaired or successfully rebuilt,
or the robotic swarm entity suffers a catastrophic hardware failure, such as the power
source failing, then the robotic swarm entity is essentially dead. The proposal is there-
fore, in principle, similar to insects. A “healthy” robotic swarm entity attains a thresh-
old that indicates there is a dead, or dying, robotic swarm entity. The healthy robotic
swarm entity performs an “undertaker” role and moves the dead robotic swarm entity
to a “cemetery”. In the insect world, an insect will notice a dead insect and remove
it from the immediate area. Ants initially move the corpse to a random location and
then further dead ants are placed on the pile [22]. Bees appear to pick up the dead bee
and remove it from the nest and drop it some distance away [22].
The reason for wanting to relocate dead robotic swarm entities from within, or re-
moving from, the robotic swarm is proposed for several reasons. If the dead robotic
swarm entity is left within the robotic swarm it might adversely affect other members,
as other members might attempt to interact with it, or the other swarm entities might
not be able to recognise or perceive the presence of the dead robotic swarm entity and
therefore collide with it. The removal of dead robots is therefore seen as a way of help-
ing to preserve the robotic swarm. The rationale behind relocating the dead robotic
swarm entities within the robotic swarm is that it might be seen as more beneficial to
keep the dead robots local to the swarm, in order to allow other robotic swarm entities
to cannibalise the dead robotic swarm entities at a later date. This is best described by
an example. If a robot swarm is performing a deep space exploration mission [76, 125]
and several years into the mission a robotic swarm entity develops a fault, component
parts of that robotic swarm entity might be extremely useful to the rest of the robotic
swarm, such as power cells, fuel propellant, processors, solar panels, etc. It might,
therefore, be beneficial to consume an amount of fuel propellant by a healthy robotic
swarm entity, in order to move the dead robotic swarm entity out of the robotic swarm
but allow it to follow at a safe distance. This is effectively forming a “scrap yard” of
spare parts and a cemetery of dead parts.
2.7 Proposed Applications for Swarm Robotics
As swarm robotics is still very much within the research environment, actual appli-
cations for the use of swarm robotics are still very theoretical. However, it is the pro-
posed uses of robotic swarms, and the potential benefits of swarm robotics could de-
liver, that is driving the majority of the research.
This section will give an overview of proposed applications for robotic swarms, in-
cluding both civilian and military applications.
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2.7.1 Maintenance Tasks
The I-SWARM project have proposed the use of swarm robots to be used in closed
environments for maintenance tasks, such as monitoring component wear within en-
gines and mechanical plant, where down time of the equipment for routine mainte-
nance can be both time consuming and costly [204]. The robotic swarms are used to
monitor components and report if they suspect an inconsistency. As an example, if
a robotic swarm entity suspected a bearing running hotter than it should do, other
robotic swarm entities would be recruited, in order to also investigate and confirm the
potential issue. If an issue was suspected, the robotic swarm would ensure that a re-
port is communicated, via a communications point, to the “Outside World”, in order
to pass the information on. The advantage of using swarm robots is that the robotic
swarm entities would be small enough, so as not to interfere with the system under
observation, and there are no single points of failure within the robotic swarm. That
is, if one robotic swarm entity senses a problem, others will investigate to confirm that
it is a component, or the system, at fault and not the individual robotic swarm entity.
Where as, if an individual sensor were to be used, there could easily be a single point
of failure. The robotic swarm entities can also investigate areas within the system that
would otherwise not be able to be monitored, due to reasons such as the location of
component parts within a system, where a system designer does not want to run a ca-
ble to a location, just to monitor an item, or in an otherwise purely mechanical system
with no electrical or electronic component parts.
Swarm robotics could also be used on legacy installations, where the operator would
like to monitor the system but does not wish to retro-fit the system with the necessary
sensors.
This concept could easily be extended to other system maintenance tasks, where the
system under observation is either difficult, time consuming or dangerous to reach.
Typical examples of this are within pipelines, nuclear power plants and chemical
tanks. The robotic swarm entities could also be made small enough and from ma-
terials that would not cause damage to the system under observation and could be
used as a commodity item. That is, the robotic swarm could be used to inspect aircraft
jet engines [43]. Once the inspection had been conducted, any robotic swarm entities
that were not recovered would be constructed such that they would not cause any
subsequent damage to the jet engine.
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2.7.2 Communications Providers
The University of Essex has conducted research on the potential use of robotic swarms
for Mobile Cluster Computing (MCC). They began work on the Flying Gridswarms
project [150] and then followed this with the UltraSwarm project [86].
The original concept behind Gridswarm was the use of Unmanned Aerial Vehicles
(UAVs) that are linked by short-range high-bandwidth wireless networks and con-
figure themselves as a distributed parallel computer. The computational resources
would work together to process sensor information, gathered by the robotic swarm,
and direct the robotic swarm’s collective behaviour. As an aside, they also provide
an interesting fact that a typical flock of starlings (about 2,000 birds) contains as much
brain tissue as a single human.
As well as looking at airborne assets, they were also interested in the interaction with
UAVs and ground based assets, using the UAVs to direct the ground assets and pro-
cess any sensor information from the ground assets. If required, the UAVs would also
pass this information back to a central repository.
The Gridswarm project then moved to the UltraSwarm project, where small micro
and mini rotary wing UAVs are being proposed to work as a robotic swarm, for the
purpose of problem solving in order to fulfil the required tasking of the robotic swarm.
Similar to the Gridswarm project, the UltraSwarm project’s vision is to enable a group
of UAVs to control their own motion and wirelessly network the UAVs together, in
order to form a single, and powerful, computing resource.
They suggest that typical advantages of this proposed application are: multiple si-
multaneous viewpoints of targets, quick surveying of large areas, robustness through
potential redundancy of individuals and the small size of the micro and mini rotary
wing UAVs.
2.7.3 Emergency Response
Many of the proposals for swarm robotics are in the field of search and rescue and
disaster recovery. These have been broken down to aid in understanding.
2.7.3.1 Ad-hoc Communications
An example of this that proposes a communications application is the SMAVNET II
project, by Laboratory of Intelligent Systems at Ecole Polytechnique Fédérale de Lau-
sanne, Lausanne, Switzerland [110]. Their aim is design a swarm of Micro Air Vehicles
(MAVs), that are capable of autonomously establishing emergency wireless networks
(SMAVNETs) between multiple ground-users in a disaster area. Their requirement is
to be able to deploy the robotic swarm in any environment to support the disaster
recovery.
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The MAVs are designed to be minimal and should be low-cost, low-weight and have
simple electronics. It is worth noting that, in the case of SMAVNET, they do not pro-
pose the use of any positioning sensors, such as cameras or GPS, due to size weight
and power constraints, as well as the cost and the usability within certain environ-
ments. They therefore propose that the robotic swarm entities rely on local commu-
nication with their immediate neighbours and proprioceptive sensors, such as com-
passes and gyroscopes, which will provide heading, speed, altitude and angular ve-
locities.
2.7.3.2 Contaminant Tracking
There are proposals to use robotic swarms to track chemical contaminants, such as a
toxic release. These can range from observing vegetation, such as plant life along a
river, through to flying through a suspected cloud of contaminant [180]. In the ex-
ample of searching for or tracking a chemical cloud of contaminants, as shown in
Figure 2.15, the aim of the robotic swarm is to provide situational awareness of an
airborne contaminant release. In the proposed scenario, multiple UAVs fly to the sus-
pected point of the contaminant and, if they find it, will act as a robotic swarm to track
and map the contaminant cloud.
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Figure 2.15: Tracking a Contaminant Cloud
There have also been proposals for locating, tracking and subsequent clean up opera-
tions for oil spills at sea [101], including a nanomaterial robot by MIT that can absorb
oil up to twenty times its own weight [126].
2.7.3.3 Search and Rescue
The GUARDIANS (Group of Unmanned Assistant Robots Deployed In Aggressive
Navigation by Scent) is a European project developing and applying the concept of
autonomous robots in urban search and rescue operations. The project examined pos-
sible forms of interaction between fire-fighters and a robotic swarm, with the aim be-
ing to assist fire-fighters by working cooperatively with them [135].
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Their proposal was to employ two types of swarm:
1. First employ a robot swarm to gain essential information about the incident,
prior to engaging with it.
2. Secondly, employ a robot swarm as an aid to fire-fighters, once they engage with
the incident.
Their suggested ways in which a robot swarm may assist fire-fighters are as follows:
1. Notify the fire-fighters of possible hazards such as obstacles, high temperatures
and chemicals;
2. Indicating, unambiguously, the direction to the scene of the incident or the di-
rection to the exit point;
3. Grouping – it is important for fire-fighters that the swarm stays within a rela-
tively close distance to the fire-fighters to allow them freedom of action.
Their work focused on the specific search and rescue activity of fire-fighting in a large
warehouse and specific advice was provided by the South Yorkshire Fire and Rescue
Service.
Their work finished at the completion of the funding, although subsequent articles
were published regarding their work [147].
In 2013, a multinational group began work on the SHERPA project [123]. The group
included universities, industrial partners and an end-user of the research. The aim of
this project was to utilise multiple ground and airborne robots that would collaborate
with humans in order to improve search and rescue activities in Alpine environments.
They envisage swarms of SHERPA teams collaborating towards a common task, such
as search and rescue or patrolling a dangerous area [123]. The concept of SHERPA is
to deploy a heterogeneous team of robotic platforms to interact with and compliment
the human rescue activities, both within both the summer and winter conditions of
the Alpine environment [29, 30, 122].
2.7.4 Use of Swarms in Space
The NASA Goddard Space Flight Centre has been actively researching the use of
robotic swarms in space, in a programme called Autonomous Nano-Technology Swarm
(ANTS) [76, 125]. The ANTS programme proposes the use of robotic swarms in space
exploration and has identified their use in several scenarios. The scenarios include
lunar missions, including their use in exploration, communications and instrumenta-
tion, a mission to survey Saturn and a mission to prospect asteroids. The proposal for
the prospecting mission of asteroids is comprised of a swarm of 1000 robotic swarm
entities, with robotic sub-swarms of 10 different robotic swarm entity types with 100
robotic swarm entities in each, allowing the robotic sub-swarms to specialise in the
required tasking.
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The robotic swarm entities within the ANTS programme, called TeTWalkers, are com-
prised of 12 tetrahedrons, providing them with multiple degrees of freedom and hav-
ing the ability to roll, climb and flatten. Their proposal is for multiple tetrahedral
to be combined, in order to form continuous and, if required, complex structures.
An example they provide of this could be a parabolic dish antenna, which is formed
from several different robotic swarm entities. This could be an example of where var-
ious robotic sub-swarms would work together to reach an end goal. One robotic sub-
swarm would form the structure of the antenna, whilst a members of another robotic
sub-swarm would form the RF modules and another robotic sub-swarm would pro-
vide the power source for the transmissions. As the robotic swarm entity is designed
to be self-healing, the robotic swarm entity will discard and replace broken parts of its
structure.
The command and control of the ANTS robotic swarms is to send it a command, such
as move across the lunar surface to a given point, using radio frequency (RF) commu-
nications. However, how the TeTWalker robotic swarm entities reaches the required
goal will not be specified to the robotic swarm. The robotic swarm will be fully au-
tonomous and will have decision making capabilities, in order to complete the task
and to overcome any problems or issues that are encountered on the Moon’s surface.
Separately, there has been a proposal to use a robotic swarm that have mirrors to alter
the course of the Near Earth Asteroid (NEA) Apophis. A study in 2007 by Professor
Massimiliano Vasile at the University of Glasgow, found that a collection of mirrors
in space, located on and controlled by a robotic swarm, could focus the Sun’s energy
onto the surface of the asteroid in order to vaporise part of its surface. The flow of
gas produced would propel the asteroid onto a new orbit [120]. For the context of
the reader, Apophis is a 210-330 meter asteroid, that on the 13th April 2029 will come
relatively close to Earth, it will miss Earth by about 22,000 miles. It will come past
the Earth again, in 2036, and it was initially calculated that there is a small possibility,
about 1 in 45,000, that it could be on a collision course, due to further observations
and improved computational techniques this was recalculated to about 1 in 250,000
[26, 46, 134]. Upon its discovery in 2004, Apophis was briefly estimated to have a
2.7% chance of impacting the Earth in 2029, the impact has since been ruled out due
to additional observations [26].
2.7.5 Military Communications
The Centre for Autonomous Intelligent Networks and Systems (CAINS), University
of California, Los Angeles (UCLA), has been conducting research with the US Of-
fice of Naval Research (ONR). Their research, entitled the MinuteMan Project, and is
essentially the concept of the “internet in the sky” [75]. They are researching the con-
cept of Multimedia Intelligent Network of Unattended Mobile Agents, with the aim
of providing efficient, reliable, low latency communications between members within
a team, between separate teams and between command posts.
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Their proposal is for a mobile architecture to connect air, ground and maritime assets,
with each of the environments providing different challenges for the robotic swarms
to operate within. Because of this, they propose different robotic swarms for each of
the different environments, with communications between them.
They propose that the robotic swarms have the requirements for individual robots to
be able to communicate within swarms, for swarms to be able to communicate be-
tween each other, for robotic swarms to be able to communicate to external command
posts and for the robotic swarms to be able to communicate with sensors that are de-
ployed separately, but within, the swarms’ operating environments, which could be
both ground or sea environments.
Their proposal is for a high bandwidth backbone network, consisting of several UAVs.
This backbone network is dynamically and autonomously reconfigured to maintain
robotic swarm contact and connects to various airborne and ground based assets, in
order to provide the required connectivity. However, if part of the airborne backbone
is disabled, their aim is for the network to re-route communications via ground assets,
although this will be at a reduced performance, communications will still be main-
tained.
2.7.6 Underwater Mine Countermeasures
In the recent conflicts, robotic vehicles have been used to undertake tasks, such as
surveillance, reconnaissance and mine searching. These are tasks that could be repet-
itive and are dangerous in their nature. It is suggested that utilising robot swarms
in a hostile environment may well be the new concept for war, with robotic swarms
operating alongside the war fighter in air, land and naval operations [75, 184].
Research has been undertaken into the possibility of performing underwater mine
countermeasures, utilising swarm robotics [184]. In this proposal, the control of the
swarm uses a hybrid of combining behaviour-based and systems-theoretic approaches,
in order to provide more functional control of the robotic swarm. The objective of the
hybrid system is to manoeuvre and direct a robotic swarm effectively to the location
of an underwater mine.
Their research used Artificial Potential Fields (APF) as a means to generate robot be-
haviours [24]. Where the APF methods attempt to use simple laws of nature, attrac-
tive and repulsive potentials, to draw or repel an object, a robotic swarm entity, from
one location to another. The attractive potential results in a rapid motion towards
the separation destination if the distance is large but decreases gradually as the robot
approaches the final position, finally stopping at the target. The repulsive potential
performs the opposite. That is, as the robotic entity moves towards an obstacle, the
magnitude of the distance between the two points becomes smaller, approaching zero.
As a result, the repulsive potential increases as the distance to the obstacle closes, ef-
fectively reaching infinity when the robot is close to the object.
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This infinite repulsive vector guarantees that there can be no collision, unless some
other vector also increases unbounded. Because of this, it is common in motor schema
systems to generate potentials that are all upper-bounded with the sole exception of
the obstacle avoidance routine. The principle can been see in Figure 2.16.
Their control architecture utilises a subsumption based approach, where the priority
of tasking is defined. In this instance the priority is:
1. Avoid mines.
2. Avoid obstacles.
3. Aggregation and separation.
4. Random search pattern.
The environmental information triggers the appropriate response of the robotic swarm
entity, in deciding on whether to suppress the lower order behaviours. An example of
this would be if the swarm had determined that it needed to avoid a mine, it would
also avoid obstacles. However, it might not perform a random search pattern, as the
robotic swarm entity had effectively found a mine, by attempting to avoid it, and
therefore would undertake the task appropriate to locating a mine, such as inform the
robotic swarm operator of the find.
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Figure 2.16: Underwater Swarm Movement
2.7.7 Landmine Detection
There is research investigating the possibility of using robotic swarms to locate land-
mines [34, 112, 113, 114]. The amount of time available to detect and make safe a
region that contains landmines will depend upon circumstances at the time. If it is
a war fighting situation, where troops are actively involved in a battle, it might be
appropriate to either just mark the locations of the landmines or mark a safe passage
through the landmines, as opposed to making the landmines safe.
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This will allow the troops pass through the mined area, as this might be a lower risk to
life and a quicker process than making the landmines safe, which would be pertinent
if the troops are under enemy fire. However, if the activity was to clear the landmines,
such as after a conflict for humanitarian reasons or troops transiting the area after a
battle, then the objective might be to not only locate the landmines but also to make
them safe, by either defusing or destroying the landmines.
The suggestion in the research is for a two-fold approach to the landmine detection
problem [34]:
1. Undertake an effective foraging strategy, such that the robotic swarm entities
can detect the landmines within an operational area.
2. When a landmine is located, utilise a mechanism to recruit other robotic swarm
entities that are currently foraging, in order to make the landmine safe.
Their proposal for the foraging task was based on visual clues and memorisation, in
an attempt to not go over previously inspected locations within the operating envi-
ronment and so as to ensure all ground is covered [22, 114]. Their research was for
a robotic swarm entities to initially detect and locate a landmine, followed by the re-
cruitment of other robotic swarm entities to assist in the defusing of a landmine, to
make the landmine safe. This process would then repeat, in order to locate and make
safe other landmines within the operating environment.
The researchers made the assumption that a particular number of robotic swarm en-
tities were required at the location of the landmine, in order to defuse the landmine.
No details were provided, or assumptions made, as to how the landmine would be
made safe. It should also be noted that their research did not consider any reduction
in robotic swarm entities. That is, it is assumed that no robotic swarm entities will be
destroyed by the landmines within the operating environment and once a landmine
has been made safe, those robotic swarm entities will then attempt to search and locate
other landmines.
When a robotic swarm entity located a landmine, the entity would change from a
foraging mode to a waiting mode, as it waited for other robotic swarm entities to join
it at its location. When enough robotic swarm entities were present, they would then
defuse the landmine. During the waiting process, the robotic swarm entity would
produce a pheromone to attract other robotic swarm entities to the defusing task. A
robotic swarm entity that was in a foraging mode that detected the pheromone would
enter a scent following mode, until it reached the landmine. Where it would either
enter a waiting state, or enough robotic swarm entities would be present in order to
commence rendering the landmine safe.
This can lead to several interesting issues, such as if two landmines are located in close
proximity to each other. As robotic swarm entities around each landmine produce
pheromone to recruit other robots to assist in defusing the landmines, the pheromone
concentration between the two landmines could be of a level that forces robotic swarm
entities to believe that they are within a landmine area.
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This will constrain the robotic entity to both stop following a pheromone scent and
prevent it from performing its own normal foraging. However, this potential denial
of service to the robotic swarm entity should be relatively short, because as the actual
landmines are defused, the pheromone concentration will diminish and the robotic
entity will begin to forge again. This can be seen in Figure 2.17 and was reported
within the original research.
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Figure 2.17: Local Scent Maximum
Their research also reported that the number of landmines to number of robotic swarm
entities is important, as when the robotic swarm entities wait at the landmines for the
prerequisite number of robotic swarm entities to arrive to defuse the landmine, it is
possible for all the other robotic swarm entities to also be waiting at other landmines
[34]. This caused all the robotic swarm entities to be waiting at landmines and the sys-
tem basically entered a state of “dead-lock”, where the robotic swarm entities would
wait for an infinite time for others to arrive. They called this a frozen state and a sug-
gested solution by the researchers to this problem was to suggest that a robotic swarm
entity always moves away from a pheromone scent boundary, therefore only robots
within the actual area of a scent release will become scent following robots. A forag-
ing robotic swarm entity that is not within the area of a scent release would turn away
from any scent boundary that it tried to travel through and would continue to forage
for undiscovered landmines. This also makes the assumption that the scent can move
faster than a robotic swarm entity, which would be possible if the implementation
utilised a radio frequency beacon, as opposed to an actual physical scent.
Another suggested solution to this problem was that a robotic swarm entity would
randomly “time-out” from a waiting state and return to a foraging state. The impor-
tant factor here would be that the robotic swarm entity would have to wait until the
pheromone level had dropped to an appropriate threshold level before it is reset back
to a foraging state, which would then allow it to enter a scent following state. In their
experiments, they essentially made the robot move away fifteen feet, which just over
twice the robot’s scent detection range, which was seven feet. This was in order to
prevent the robotic swarm entity from immediately reacquiring the initial pheromone
scent.
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Eventually, one of the landmines would be defused and those robotic swarm entities
would then be released back to a foraging state, which would then assist other robotic
swarm entities that were in the frozen state, waiting for other robotic swarm entities.
2.7.8 Situational Awareness
The US Army Research Laboratory established a Micro Autonomous Systems and
Technology (MAST) Alliance [151] , in order to perform research to enhance the war
fighter’s tactical situational awareness, in both urban and complex terrains, such as
caves and mountains. This was initially a five year program that was then extended
to ten years and ran from 2008 until 2018. Upon the completion of MAST, the US
Army began a new collective technology alliance, know as Distributed Collaborative
Intelligent Systems and Technology (DCIST) [48].
The objective of these research alliances is to provide situational awareness capabilities
to the war fighter, which are currently either impossible or dangerous to obtain. Their
requirements are for solutions that can work with humans but operate with little or
no direct human supervision in a variety of environments. The research is being con-
ducted on the development of both small air and ground robotic swarm systems for
the acquisition, dissemination and delivery of improved situational awareness [18].
2.8 Discussion
As stated in Section 1.2, the characteristics of swarms are generally agreed to be that
the swarm has a large number of members, that operate autonomously with decen-
tralised control, leading to an emergent collective behaviour and swarm intelligence.
The individual members have a local sensing capability and can only communicate
locally, to either other swarm members or the immediate environment.
Tan et al. provided a table that demonstrates different characteristics between robotic
swarm characteristics and the characteristics of similar systems [183]. This can be seen
in Table 2.1.
Swarm Robotics Multi-robot System Sensor Network Multi-agent System
Population Size Variation in great range Small Fixed In a small range
Control Decentralised and autonomous Centralised or remote Centralised or remote Centralised or hierarchical or network
Homogeneity Homogeneous Usually heterogeneous Homogeneous Homogeneous or heterogeneous
Flexibility High Low Low Medium
Scalability High Low Medium Medium
Environment Unknown Known or unknown Known Known
Motion Yes Yes No Rare
Typical Applications Post-disaster relief Transportation Surveillance Net resources management
Military applications Sensing Medical care Distributed control
Dangerous applications Robot football Environmental protection
Table 2.1: Comparison of Swarm Robotics and Other Systems [183]
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It is recognised that within actual implementations of robotic swarms, there might be
a requirement to communicate to the robotic swarm as a whole. That is, a control-
ling release authority of a robotic swarm might wish to stop a robotic swarm from
operating or attempt to influence the robotic swarm’s behaviour.
Examples of this could be for safety reasons. If a robotic swarm were undertaking a
search and rescue task and the swarm began to potentially endanger possible victims,
such as by disturbing a debris field within a disaster area. The controlling authority
might then wish to either stop the robotic swarm from operating or command the
robotic swarm to move to a particular location, such as the original release site. This
could be undertaken by the robotic swarm’s controlling authority, which is external
to the released robotic swarm, undertaking a broadcast to command the entire robotic
swarm.
Similarly, if the operators believed the task to be complete, they might command the
robotic swarm to leave an environment. An example of this could be in a fire-fighting
task, if the role of the robotic swarm were to assist fire-fighters in moving around a
smoke filled building to recover people and all the people had been recovered from a
building, then there is no need to continue the search and therefore the robotic swarm
can be removed. The reason for removing the robotic swarm might not only be due to
the goal of the robotic swarm being completed but also to remove the robotic swarm
from a potentially hostile environment and therefore preserve the robotic swarm enti-
ties for future use.
A robotic swarm entity might also wish to communicate beyond its local environment,
such as when the overall robotic swarm’s goal has been achieved. An example of
this might be if a robotic swarm locates a missing causality within a search a rescue
undertaking. This could be for several reasons, to inform the controlling authority of
the success and possibly to inform the other entities within the swarm to change their
goal from searching and to move to a known location for recovery, such as the original
release point.
However, within this research the individual swarm entities will be constrained to the
capabilities and limitations as previously described in Section 1.2.
2.8.1 Capabilities and Limitations of Swarm Entities
As discussed in Section 2.3, the capabilities and limitations of a swarm entity de-
pended upon its design and subsequent uses. That is, certain devices, such as the
e-puck2, are probably capable of implementing security functionality, either onboard
the host device or with the use of an additional module. Other devices, such as the
Kilobot, would not be capable of implementing security functionality.
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The research into the use of nano-bot technology currently does not consider the util-
isation of security functionality within the robot designs. The designers are concen-
trating on the miniaturisation and potential medical benefits and possible issues, such
as ensuring that the body does not reject the devices and preventing the body from
attacking the devices as foreign objects.
The characteristics of typically available swarm robots are provided in Annex B.
This research is interested in the deployment of swarm’s where their associated swarm
entities have insufficient processing power to undertake security functions, where the
swarms are deployed within hostile environments, such that the swarm entities are
subject to attack, and where the swarms follow the characteristics, as described in
Section 1.2. Therefore, this research assumes that other means of protecting the swarm
and its swarm entities from potential attack are required.
2.8.2 The Term Swarm
It is also important to emphasise that the term swarm is often used with different
means or contexts, when compared to how swarms are considered in this research.
The term swarm is often used in the context of an Unmanned Airborne Systems (UAS),
specifically the Unmanned Airborne Vehicles (UAVs) of the UAS. In order to ensure
safety of flight of a UAV, it is often in the control of an operator, which does not meet
swarm characteristic 1, the requirement for autonomy for a swarm, as detailed in Sec-
tion 1.2. A UAV can be programmed to take-off, undertake predetermined activities
and then land at a known location, which does not meet swarm characteristic 4, the
requirement for the swarm to exhibit a collect emergent behaviour. An example of
this is was research being in a project entitled MedizDroids, where various types of
UAVs and UASs where being considered in the use of mosquito control [4]. The UAVs
would automatically undertake operations in order to spray indoor and outdoor sur-
faces with a larvacide. Although this could utilise swarm principle in the future, the
term swarm in this instance was essentially a large amount of UAVs undertaking the
task.
Similarly, the term swarm is often used within the military context. In this instance
the term can relate to a swarm in the context of this research, such as Perdix micro-
drones research being conducted by the US Department of Defense, which are released
in swarms and work collectively and autonomously to achieve a common goal [192,
193], or again it can relate to a large amount of individual items. Such as a swarm of
UAVs or a swarm of aircraft, where the UAVs or aircraft are being controlled by either
another system or a pilot.
However, this research will focus on the original characteristics of the robotic swarm
and assume that once a robotic swarm has been released then there will be no external
controlling authority that can communicate with the released robotic swarm.
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3 Generic Models for Swarms
3.1 Introduction
This chapter provides details of a generic model that enables the representation of
swarms, the swarms’ operating environments and malicious intruders within the swarms.
The models are based on the swarm characteristics, and their operating environments,
that were presented in Chapter 2.
There has been a significant amount of research undertaken in to the proposed uses
[169, 180, 204] and physical implementations of swarms [14, 39, 66, 74, 124], along with
the associated modelling [21, 25, 52, 53, 68, 81, 128, 195, 196] and simulation techniques
[20, 47, 119, 199]. However, to date, none of the models or simulations appear to have
considered security implications for a swarm, which is possibly due to the relative
infancy regarding the subject of swarms and their proposed applications. The current
research, including models and simulations, assume trust of the interacting swarm
entities as a pre-requisite condition. The current physical implementations have also
been undertaken in relatively benign conditions. However, this research is concerned
with swarms which are designed to operate in hostile environments, when consider-
ing security.
In this chapter, I propose a generic model for a swarm and introduce the concepts
of modelling swarm entities and malicious intruders within the swarm [164]. This
research only considers “healthy” swarm entities, failed swarm entities had been con-
sidered but it was felt that this would detract from the focus of this research and has
therefore not been detailed. There had already been research undertaken within this
area [38, 203]. Generic models are also provided for the environment, in which the
swarms and their entities operate within.
This chapter proposes how an external hostile swarm, specifically with a malicious
intent, could affect an original swarm, how this could be modelled and provides ex-
amples of how malicious swarms could effect a victim swarm.
This chapter also introduces two swarm use-cases that will be used throughout the
remainder of the thesis, these are detailed in Section 3.5.
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3.2 Generic Models
The following sections provide generic models for an overall swarm, a malicious
swarm and the swarms’ operating environment, including their various attributes.
The generic models also take account of the swarm entities, which operate within the
various swarms, and the entities individual attributes.
3.2.1 Initial Swarm Deﬁnition
The initial swarm is defined as a large number of entities that have attributes and will
exhibit actions based on interactions with other swarm entities and the environment
in which the swarm operates [160].
The original swarm is defined as a set of entities So, such that:
So = {so0, so1, . . . , son} (3.1)
= {soi } (3.2)
Where: i = 0, . . . , n
Where n is the number of entities within the swarm and each swarm entity, soi , has the
same specific attributes.
The attributes will be specific to the design of the swarm and will contain information
that enables the swarm to operate. Typical examples of attributes could be the swarms
location, velocity and time variables.
The attributes for the original swarm So are defined by:
SAo = {sao0, sao1, . . . saoz} (3.3)
= {saoi } (3.4)
Where: i = 0, . . . , z
Where saoi is an attribute of the swarm S
o and z is the number of attributes specific to
the swarm.
Typical attributes of a swarm could be the maximum amount of time available in order
to complete a task. The swarm itself may have certain attributes that relate to the goal
of the swarm, such as searching for a target or recovering an object. Therefore, the
goal of a swarm can be an attribute of a swarm.
It is also worth noting that different swarms may interpret the attributes based on
their particular design. That is, a location attribute might be a latitude and longitude
measurement, or it might be distances relative to an arbitrary point or datum.
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Similarly, time could be based on the Universal Time Constant (UTC) or seconds
elapsed since the swarm was released.
The attributes for a swarm entity, soi , are defined as:
RAo = {rao0, rao1, . . . , raoy} (3.5)
= {raoi } (3.6)
Where: i = 0, . . . , y
Where raoi is an attribute for all the swarm entities s
o
i and y is the number of attributes
specific to the swarm entities.
Typical attributes of the swarm entities could be the goals of the individual swarm en-
tities, such as maintain communications with neighbouring swarm entities and locate
a specific object, or physical attributes of the swarm entities, such as current location,
velocity and energy levels.
It should be noted that the attributes of a swarm entity, RAo, are not necessarily the
same attributes as the overall swarm itself, SAo. This model also allows for considera-
tion of similar properties, that could have different interpretations. A typical example
of this could be a time goal. That is, a swarm’s goal could be to arrive at a location
by a particular time. However, the swarm entities might have the goal to arrive at a
location in the most efficient manner, that can be perceived by the swarm entities, as
deduced by the “swarm’s intelligence” [34, 37, 85, 96, 112, 117, 161, 188]. However, the
swarm, So, might not be able to arrive at the location by the required time, such as due
to environmental effects, but will arrive there eventually. Therefore, both the swarm
goal and the swarm entities goal are related to time, but have different contexts.
3.2.2 Modelling a Malicious Swarm
We define a malicious swarm as a number of swarm entities that will attempt to effect
the behaviour, or performance, of the original swarm.
As the original swarm has a goal, the malicious swarm also has a goal. For exam-
ple, the original swarm might have the goal of clearing a minefield and the malicious
swarm could have the goal of attempting to prevent, or hinder, this from happening.
Another example could be that an original swarm might have a goal to travel to a spe-
cific location. The malicious swarm might have the goal of either preventing this from
being achieved, or to slow the original swarm down, in order to effect the efficiency of
the original swarm.
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The malicious swarm is defined as a set of entities Sm, such that:
Sm = {sm0 , sm1 , . . . , smw} (3.7)
= {smi } (3.8)
Where: i = 0, . . . , w
Where w is the number of malicious entities within the malicious swarm.
In a similar fashion to the original swarm, the malicious swarm has a number of at-
tributes.
The attributes for the malicious swarm are defined as:
SAm = {sam0 , sam1 , . . . , samv } (3.9)
= {sami } (3.10)
Where: i = 0, . . . , v
Where sami is an attribute of the malicious swarm S
m and v is the number of attributes
specific to the malicious swarm.
The attributes for a malicious swarm entity, smi , are defined by:
RAm = {ram0 , ram1 , . . . , raml } (3.11)
= {rami } (3.12)
Where: i = 0, . . . , l
Where rami is an attribute of the malicious swarm entity and l is the number of at-
tributes specific to the malicious swarm entity.
The attributes for the malicious swarm will be dependent upon its design. Both
swarms could have the same attributes but set to different values. For example, both
the original swarm, So, and the malicious swarm, Sm, could have a maximum velocity
limit. However, the malicious swarm might have a greater maximum velocity limit,
in order to be able to catch and affect the original swarm.
It is also possible for an attacker to capture and modify an original swarm entity, in
which case the attributes of the original swarm entity and the malicious swarm entity
would be the same. However, the attacker may be able to modify the captured original
swarm entity attribute values, in order to allow this to become a malicious swarm
entity and attempt to undertake an attack.
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An example of a swarm entity’s attribute that could be modified might include the
permitted time allowed to undertake a task, where the original swarm entity might
have a predefined time on a task, in order to allow it to return to a location before
its energy is depleted. The malicious swarm entity might be altered to ignore this
attribute and just keep working until its energy is depleted and it fails. This would be
to enable the malicious swarm entity to have the maximum possible amount of time
attempting to affect the original swarm, before its available energy is exhausted.
The capture and subsequent reuse of modified swarm entities might assist an attacker
in realising the threat of masquerade. That is, because the attacker is utilising original
swarm entities for the attack, the original swarm entities would perceive the malicious
swarm entities as legitimate members of the original swarm and would interact with
them accordingly. This is further discussed in Section 4.2.2.
3.2.3 Modelling Swarm Interaction
In order for multiple swarms to be able to interact, their swarm entities will need to
share common attributes. For instance, in order for the malicious swarm Sm to be able
to interact with the original swarm So, then entities or Sm will have to share common
attributes with the entities of So.
That is, in order for different swarms to interact, it is the swarms’ entities that inter-
act. In order for this to happen, the swarm entities will need to share some common
attributes. In the example of So interacting with Sm, some of the attributes RAo will be
shared with RAm.
This can be seen in Figure 3.1, where RAo and RAm share certain attributes.
oRA
{ra   , ra   , … ,  ra   }o o oy10
mRA
{ra   , ra   , … ,  ra   }m m ml10
ra      = rao mb+1p+1
ra   = rao mbp
ra   = rao mdq
Figure 3.1: Venn Diagram Showing Relationship between the Attributes of the
Original Swarm Entities and the Attributes of the Malicious Swarm Entities
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In this example, the common attributes of the two swarms are shown in the intersec-
tion of RAo ∩ RAm of the Venn diagram:
{raop, raop+1, . . . , raoq} = {ramb , ramb+1, . . . , ramd } (3.13)
The aim of the malicious swarm, Sm, is to alter the behaviour of the original swarm, So,
in the most efficient manner. This could be by the malicious swarm entities utilising
as many common attributes as possible, in order to affect the original swarm, or by
utilising common attributes that have the greatest effect.
Another consideration is the size of the malicious swarm that is required to alter the
behaviour of the original swarm. The ideal situation for the malicious swarm would
be that the malicious swarm has significantly fewer swarm entities than the original
swarm.
3.2.4 Modelling the Operating Environment
The environment in which the swarm operates needs to be defined, in order to allow
the effect of the environment to be included in the modelling of a swarm. This will
provide the ability to model environmental effects and interactions of the swarm with
its operating environment. This can including swarms that communicate utilising the
environment, such as by the use of stigmergy, where modifications are made to the
local environment in order to communicate. The following section provides a model
for the environment in which a swarm, So, and its entities, soi , operate within.
The environment, E, in which a swarm operates within is defined as:
E = {e0, e1, . . . , ed} (3.14)
= {ei} (3.15)
Where: i = 0, . . . , d
Where ei represents individual elements of the operating environment, such as the
current area of operation, and d denotes the scope of the operating environment that
is being modelled.
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The attributes for the operating environment ei are defined by:
EA = {ea0, ea1, . . . , eag} (3.16)
= {eai} (3.17)
Where: i = 0, . . . , g
Where eai is an attribute of an operating environment element ei and g is the number
of attributes specific to the operating environment.
Several methods of implementing a swarm model can be undertaken, such as mod-
elling the environment, E, as a series of squares, as shown in Figure 3.2a, or as vectors
and distances from an entity, as shown in Figure 3.2b.
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(b) Modelling by Distances
Figure 3.2: Modelling the Operating Environment
The implementation of the model could also exhibit dynamic qualities. That is, the
model might have to react to changing characteristics. To place this into context, a
swarm, So, is operating within an environment, E. The goal of So is to locate and
follow a chemical trail, such as pheromones or smoke. If a swarm entity, soi , detects the
presence of the chemical, it increases the accuracy of its sensor readings and therefore
increases the granularity of its sensing of the local operating environment, ei. The
effect upon the model is shown in Figure 3.2a, where the area of observation for the
swarm entity, soi has been further divided into smaller areas.
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3.3 Modelling Swarm Behaviour
There are several ways in which the model can be refined, based upon the require-
ments of the model of a specific swarm implementation.
3.3.1 States Within a Swarm
The state of a swarm can be viewed from several perspectives. It is proposed that
this can be best explained if it is broken the question down into a hierarchy of three
separate parts:
1. The state of the goal of the swarm.
2. The state of the swarm itself.
3. The state of a swarm entity.
The overall swarm could be considered as operating asynchronously, as the swarm
entities are operating independently without a common clock source and their inter-
actions will be based upon many variables, such as the effects of the operating environ-
ment. However, it would be fair to assume that the swarm entities themselves should
remain stable, so as not to adversely effect the overall swarm. That is, if a swarm entity
were to become unstable, it could act in such a way so as to have a detrimental effect
and impact upon the overall swarm behaviour.
There are two classic types, or models, of finite state machines. These are the Mealy
Finite State Machine and the Moore Finite State Machine.
Due to the characteristic that a Moore finite state machine is stable, because of the
synchronous implementation provided by the clock, it is proposed that swarm entities
are viewed from a Moore finite state machine perspective.
Mealy finite state machine outputs can be directly manipulated from the input. The
asynchronous nature of the Mealy finite state machine does enable a quicker response
time than a Moore finite state machine but this can lead to a more unstable response.
The actual state machine utilised would depend upon the design and implementation
of the swarm and could, in theory, be view from either context.
3.3.1.1 The State of the Swarm's Goal
The state of the swarm’s goal is the overall state of what the swarm is attempting to
achieve. To place this into context, imagine a swarm of bees. In this simple scenario,
in order to illustrate the concept, the bee swarm can have one of two goals, either
foraging for food or defending the bee hive.
The normal behaviour of the bee swarm is to forage for food. However, if the bee hive
comes under attack, the swarm will alter its behaviour to defending the bee hive, until
the threat has passed, when it will return to foraging for food. The overall states of the
bee swarm can therefore be one of two states, either foraging or defending.
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In reality, only the bees that are in the local environment of the bee hive would change
their state to defending, due to the local production of pheromones. However, this
example is provided for illustrative purposes only.
The state of a goal for a swarm will be dependent upon the objective of the swarm and
its implementation.
If the objective of the swarm is to locate a target, say a missing person in a search and
rescue scenario, the swarm states could be:
• Searching Attempt to locate the target.
• Indication Inform an external party that the target has been located.
• Recovery Return to a location for recovery.
The changes between states would depend upon the original configuration of the
swarm. That is, if a swarm was in a state of indication, because it had located a target,
it could subsequently either change to a recovery state, as there was only one target, or
it could change to a searching state, as there are multiple targets. Similarly, the swarm
could alter its state from searching to recovery after a set period of time, in order to
replenish energy stores, or it could continue until it either changed state to indication,
if the swarm located a target, or the swarm eventually fails and stops working, as its
energy is depleted.
3.3.1.2 The State of the Overall Swarm
It is proposed that the state of the overall swarm is the current states of all the individ-
ual swarm entities attributes.
Although, in practice, this will be a finite number, the actual number will be too large
and the problem essentially becomes intractable.
That is, say there is a swarm of only 10 entities, each swarm entity has 4 variable
attributes and the attributes can only be binary in nature, i.e. 0 or 1. This would give
rise to ≈ 1.1× 1012 possible states for the entire swarm.
Essentially, each entity has 24 possible states, which equals 16 possible states. As there
are 10 entities this produces 1610 possible states, which equates to≈ 1.1× 1012 possible
states for the entire swarm
Adding one extra entity to the swarm raises this number to 1611 possible states, which
equates to ≈ 1.76× 1013 possible states for the entire swarm.
Now let us assume that the swarm entity’s attributes are not binary in nature, such as
direction of travel might be in degrees referenced from North, i.e. 0 to 359 degrees, or
position could be a GPS 10 digit grid reference. It becomes apparent that, based upon
the actual implementation of a swarm entity, that the actual finite state of an entire
swarm becomes an intangible problem to resolve.
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Threshold techniques could be utilised to reduce the possible number of states but
this would still produce a large number of possible states for the entire swarm. For
example, the direction of travel could be reduced from 0° to 359° down to 4 possible
states: North, East, South and West. However, this would still lead to a large possible
number of states for the attributes when considering the entities of a swarm as a whole.
When considering the binary example of just two possible states per attribute for each
swarm entity, if the number of swarm entities were to be increased to 1000, then this
would equal 161000 possible states, which equates to ≈ 1.31204 possible states for the
entire swarm. Altering just one of these states from binary to 4 possible states increases
the possible number of states for the entire swarm to (2 x 2 x 2 x 4)1000 possible states,
which equates to ≈ 1.41505 possible states for the entire swarm.
3.3.1.3 The State of a Swarm Entity
The state of a swarm entity is the current state of all of an entity’s attributes.
The swarm entity’s attributes, and therefore its state, will change based on both inter-
nal and external influences.
A typical external influence could be detecting the completion of the entity’s goal,
such as locating a target. This would alter the entity’s goal accordingly, such as from
Searching to Indication of the located target.
A typical example of an internal influence for a swarm entity could be remaining en-
ergy levels. This could simply be the percentage of energy available to the individual
swarm entity. When the energy levels reach a certain point, the state of swarm en-
tity, with the goal of locating a target, could change from Searching to Recovery. This
would allow the swarm entities to be recovered and then replenish their energy levels.
An example of a state of a swarm entity, that could be influenced by both internal and
external factors, might be the location and movement information of the entity. The
direction of travel of the swarm entity could be influenced by both environmental
effects and the swarm entity’s goal. For example, the goal of the swarm entity is
to travel North to a pre-determined location. However, due to an obstacle within
the environment, the swarm entity has to alter its course, in order to navigate the
obstacle. Once the obstacle has been navigated, the entity then returns to a course
that ensures that the swarm entity travels in a direction, with the goal of arriving at
the pre-determined destination. Throughout this procedure, the location of the swarm
entity has also been changing, based on the actions of the swarm entity in response to
the environmental conditions.
3.3.1.4 Discussion on States Within a Swarm
It was proposed that, due to the complexity of defining the state of the whole swarm
with a finite state machine, as the problem is essentially intractable due to the po-
tentially large number of states that the investigations into swarm behaviours were
undertaken utilising simulations, as opposed to mathematical methods.
60
3.4 Modelling the States within Swarms
The states of a swarm entity being represented by their attributes and the state of the
swarm being realised by analysing and interpreting the results of the simulations in
achieving its goal.
3.4 Modelling the States within Swarms
This section describes proposals for how the states within swarms can be modelled.
3.4.1 Modelling the States of Swarm Entities
The state of the attributes of swarm entities, at a particular moment in time, can be set,
and modified, based on conditions within the model.
To place this into context for the reader, the following example considers one attribute
of the swarm entity, specifically the attribute that relates to the goal of a swarm entity.
Therefore, let us assume that rao0 contains the state of the goal of a swarm entity, s
o
i , of
the swarm, So.
Assuming that raoi can have multiple goals, such as search for a target and report target
located, raoi can therefore have multiple states:
rao0 = {g1, g2, . . . , gu} (3.18)
= {gi} (3.19)
Where: i = 0, . . . , u
Where gi is one of the possible states of rao0, the goals of the swarm entity, of which
there are u possible states.
Therefore, for a swarm entity, soi , the current state of it goal, ra
o
0, can be determined by:
rao0 =

g1 i f condition 1
g2 i f condition 2
...
...
...
gu else condition u
(3.20)
Where each condition, ci, relates to the goal, gi, and evaluates to either true or false.
That is:
ci = { TRUE, FALSE } (3.21)
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and
ci = f ( “Interactions with neighbours” ) (3.22)
That is, ci is calculated from a function that is based on the swarm entity’s interactions
with its neighbouring swarm entities, that are within its local sensing capabilities and
therefore have an influence upon the swarm entity.
If soi can interact with m other entities, then S
o
m is the subset of So that soi can interact
with.
Therefore, the function that is used to calculate the conditions can be further refined
to:
ci = f (RAoi ) +
m⋃
j=0
f (RAoj ) (3.23)
That is, ci is calculated from a function that takes into account the swarm entity’s own
attributes, RAoi , and then takes into account the attributes of the neighbouring swarm
entities, the swarm entities so0 to s
o
m.
The function within the model could be implemented such that weighting factors are
utilised to enhance the model. That is, a swarm entity that is further away from the
original swarm entity under consideration, soi , could have a lesser effect than a swarm
entity that is closer.
The function is finally modified to take into account any effects from the local envi-
ronment that can have an influence on soi :
cx = f (RAoi ) +
m⋃
j=0
f (RAoj ) +
l⋃
k=0
f (EAk) (3.24)
Where l represents the amount of environment that can have an effect on the swarm
entity, soi .
3.4.2 Modelling the State of a Swarm
Following from the modelling of the current states of individual swarm entities, the
model can be further refined in order to model the state of the overall swarm.
As the current state of a swarm entity is a combination of a swarm entity’s attributes,
the current state of a swarm entity soi , at time t, can be considered as RA
ot
i .
That is:
Stateoti = RA
ot
i (3.25)
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The next state, at t+ 1, is therefore a combination of the effects of all the swarm entities
within the swarm, So.
RAoti
f−→ RAo(t+1)i (3.26)
The effects that the swarm entities have on each other is represented by the state tran-
sition function, f .
As the attributes of the swarm entities take into account the effects of their local en-
vironment, any local environmental that affects the state of soi at time t are therefore
considered within RAoti .
Assuming n entities within So, this can be shown as:
Stateo(t+1)i = RA
o(t+1)
i =
n⋃
i=0
f (RAoti ) (3.27)
The function f takes into account the fact that certain entities might be positioned such
that the entities do not have a direct influencing effect on each other. That is, if entities
are not within a distance such that they can have an effect on each other, the function
f will take this into account, such as by applying a weighting function that discounts
any influence between these entities.
This allows the model to take into account effects upon a swarm entity that are beyond
its scope of influence. This is shown in Figure 3.3, where swarm entity A is not directly
influenced by swarm entity D. However, swarm entity D does have influences upon
swarm entities B and C, which also have an influence on swarm entity A. Therefore,
the behaviour of D does have an indirect influence on the behaviour of A, via B and
C.
Scope of influence: A
A B C D
Scope of influence: D
Scope of influence: C
Scope of influence: B
Figure 3.3: Influence of Swarm Entities
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3.5 Typical Use Cases for Swarm Applications
The following examples provide a introduction as to how the models could be imple-
mented, for typical swarm scenarios.
The following swarm scenarios presented continue through the thesis:
• Use-Case 1 - Cooperative Navigation
A swarm is attempting to realise cooperative navigation by utilising local com-
munications within the swarm. The example provided is based on previous
research that attempts to locate a target within the operating environment.
• Use-Case 2 - Foraging and Local Recruitment
A swarm is attempting to forage for targets and then utilise local recruitment
methods to assist with a task. The example provided is based upon previous re-
search that proposed these techniques to locate and make safe landmines within
an operational area.
3.5.1 Case 1 - Hunting Example
In some applications it is proposed that there is a requirement for a swarm to hunt
out and locate a target object over the shortest path, by utilising efficient navigation
techniques. This example will be considered as Use-Case 1 within this thesis.
In this case, the original swarm, So, attempts to find a target, T. The swarm entities, soi ,
utilise the attributes distance to target and age of information data, in order to assist
them in locating the target. A malicious swarm, Sm, could attempt to prevent So from
locating T, or make the process of locating T less efficient.
The malicious swarm entities, smi , could well have exactly the same attributes as s
o
i .
However, the swarm entities within Sm modify the communicated values, in order to
effect the overall efficiency of So. That is, RAo = RAm, however, attributes within
RAm communicate false information, such as ram1 could report false distance data and
ram2 might report false information age data.
3.5.2 Case 2 - Landmine Example
In the following example, the goal of a swarm is to attempt to locate and then recruit
other swarm entities, in order to make the landmines safe within a given operational
area [34, 112]. The goal of the malicious swarm is to attempt to make the discovery of
landmines an inefficient process. This example will be considered as Use-Case 2 within
this thesis.
Therefore, the original swarm attempting to locate the landmines, with say 500 mem-
bers, can be shown as:
So = {so0, so1, . . . , so499} (3.28)
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This swarm, So, attempts to locate and make safe landmines by conducting a search
within a pre-defined operating area, E. The attributes for the overall swarm:
SAo = {sao0, sao1, . . . , saoz} (3.29)
The swarm attributes could be: Search for landmines, make safe landmines and un-
dertake the task within a particular time period.
The individual swarm entities, soi , could have the following attributes:
RAo = {rao0, rao1, . . . , raoy} (3.30)
Where raoi is the attribute of a swarm entity, from the original swarm. The swarm
entity attributes could be: location; current velocity; maximum velocity; maximum
communications range; and the remaining power levels.
In this case the goal of the malicious swarm, Sm, is to alter the behaviour of the original
swarm, So, in the most efficient manner. Such that So will either fail, or reduce its
efficiency, in realising its original goal of locating and making safe the landmines. That
is, the goals of So and Sm differ, in that the goal of So is attempting to locate and make
safe landmines, where as the goal of Sm to prevent So from efficiently undertaking this
task.
The malicious swarm, containing say 100 entities, is defined as a set of entities Sm,
such that:
Sm = {sm0 , sm1 , . . . , sm99} (3.31)
Where 100 malicious swarm entities are introduced as a malicious swarm.
In a similar fashion to the original swarm, the malicious swarm has a number of at-
tributes. The attributes for a malicious swarm entity are defined by:
RAm = {ram0 , ram1 , . . . , ramj } (3.32)
There could be common attributes between RAoand RAm, the attributes for the swarm
entities soi and s
m
i , such as: location; current velocity; maximum velocity; and maxi-
mum communications range. However, the values of these attributes could be differ-
ent, that is, smi could have a greater communications range than s
o
i , in order to influence
larger areas of E, that So is operating within. It might also have a greater maximum
velocity, in order to be able to infiltrate So as efficiently as possible. Certain attributes
between RAo and RAm will be different, as Sm will not want to detect mines but will
want to prevent So from undertaking this. Therefore, smi might not monitor its energy
levels, as there is no reason to remove itself from the minefield.
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3.5.3 Review of Case Examples
To assist in understanding, the examples are summarised in Table 3.1 and Table 3.2,
and the attributes of the various swarm entities defined in Section 3.2.1 are described.
Hunting
(Use-Case 1)
Landmines
(Use-Case 2)
So Efficiently
locate targets
Locate landmines
Make landmines safe
Sm Increase time
to locate targets
Hinder and prevent
landmine location
Table 3.1: Typical Attributes of a Swarm and a Malicious Intruder
Hunting
(Use-Case 1)
Landmines
(Use-Case 2)
RAo Distance to target
Age of information
Location
Power
Velocity
RAm Random distance to target
Lower age of information
Location
Power
2 x Velocity
Table 3.2: Typical Attributes of the Swarm Entities
As can be seen, when comparing the attributes of an original swarm entity soi , RA
o
i ,
to the attributes of malicious swarm entity smi , RA
m
i , the attributes can be either the
same, modified or different. The actual attributes being dependent upon the imple-
mentations of the swarms. It can therefore be seen how the generic model can be
applied to swarm implementations and applications. The modelling information can
also be used to identify specific attributes that could be utilised, in order to attack So.
3.6 Summary
In summary, this chapter provides a generic model that allows the researcher to con-
sider how an original swarm and a malicious swarm can be modelled, along with their
operating environment. The chapter identifies how various swarm attributes could be
manipulated to cause an effect, taking into consideration the effects of the operat-
ing environment for the swarms. The chapter also suggests how an external hostile
swarm, specifically with a malicious intent, could affect an original swarm and how
this could be modelled. The generic modelling technique allows for further simula-
tions and analysis of the various swarm implementations, and possible attacks against
these swarms, to be undertaken.
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4.1 Introduction
This chapter provides a taxonomy of threats to a swarm, based on a literature review
of papers and standards. It is used within this research to aid in the understanding of
threats posed against swarms when applied to the models presented in Chapter 3.
The majority of the literature describes threats and attacks against networks and ser-
vices that are delivered via networks. This taxonomy will present these threats and
attacks, detailing how they could be undertaken against a swarm and provide a de-
scription of how these threats and attacks can be modelled. It should be noted that the
various threats described can be either a primary threat, such as gaining information or
disrupting a process, or an enabling threat that assists in attaining the primary threat to
a system.
The possible attacks towards and against an actual swarm will vary, based upon the
swarm’s implementation and its operating environment.
4.2 Threat Modelling
This section provides a taxonomy of threats that has been tailored for swarm imple-
mentations. That is, a review of potential threats has been undertaken and a discussion
of how these threats might affect a swarm implementation has been provided.
Within the literature, there are several similar definitions of the term “threat”. To aid
in the understanding of the term threat, the definitions are as follows:
• BS ISO/IEC 13335 [28] defines threat as “a potential cause of an incident that
may result in harm to an asset, system or organisation. This harm can occur
from an attack on the information being handled by a system or service, on a
system itself or on other resources, such as by causing unauthorised destruction,
disclosure, modification, corruption, unavailability or loss”. It also recognises
that “a threat needs to exploit a vulnerability of the asset in order to harm the
asset, threats may be environmental or human in origin and, with regards to the
human, may be either accidental or deliberate”.
• BS ISO/IEC 27005 [91] defines a threat as “a potential cause of an incident, that
may result in harm of systems and organisation”.
67
Chapter 4 Taxonomy of Threats
• The Federal Information Processing Standards (FIPS) 200, Minimum Security
Requirements for Federal Information and Information Systems [63] defines threat
as “any circumstance or event with the potential to adversely impact organiza-
tional operations (including mission, functions, image, or reputation), organi-
zational assets, or individuals through an information system via unauthorized
access, destruction, disclosure, modification of information, and/or denial of
service”. Also, “the potential for a threat-source to successfully exploit a partic-
ular information system vulnerability”.
A weakness of an asset, or a group of assets, that can be exploited by one or more
threats is known as a vulnerability [28].
The following threats have been tailored for swarms from several threat taxonomies
[64, 200] and reference the modelling work undertaken in Chapter 3, in order to place
the threats into the context of the swarm models.
It is worth noting that the various threat types can be either, or both, a primary threat
or an enabling threat. Where an enabling threat is utilised, to allow the primary threat
to be realised.
The following describes the various threats to which a swarm could potentially be
susceptible [166].
4.2.1 Denial of Service
The threat of a Denial of Service (DoS) is a threat “to prevent the availability, normal
functionality and associated services of a system for their intended use by legitimate
users” [64, 182, 190, 200]. DoS threatens the resources that prevent legitimate users
from using, or depleting, those resources. Typical resources that could be subject to the
threat of DoS are bandwidth, memory or processor resources and deny the services by
causing devices to incorrectly function or corrupt information required for the correct
operation of a system [107, 173].
The DoS threat to a swarm is dependent up the swarm’s implementation and the type
of DoS attack that is undertaken.
A swarm, So, can be subject to a DoS threat posed by a malicious swarm, Sm, if the
goal of Sm is to prevent, or reduce, the availability of So, its services or its resources
such as to effect the overall behaviour or efficiency of the So in fulfilling its goal.
A swarm So can also be subject to the DoS threat by external influences, from within
its operating environmental, E. An external influence can be either malicious, such as
man-made barriers or physical destruction, or benign, such as debris fields that was
unknown at the time of the swarm release, but all have the effect of threatening a DoS
on So.
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4.2.2 Masquerade
Masquerade is the threat that an intruder or system entity illegitimately poses as, or
assumes the identity of, another entity [64, 162]. This is in order to attempt unau-
thorised users to gain access to confidential data or greater access privileges, while
pretending to be legitimate user [136].
It has been suggested that the threat from a masquerade attack is probably one of
the most dangerous attacks on system integrity [146]. The attacker, by assuming the
identity of fully legitimate user, is able to access the system and other significant user
data and therefore cause significant amounts of damage. It is also recognised [64] that
the threat from masquerade is such that it can be used as an enabling threat for other
primary threats.
From the perspective of swarms, a swarm So is subject to the threat of masquerade,
if a malicious swarm entities smi are able to be considered as a legitimate members of
the original swarm, So. As a swarm can be deployed in hostile locations that are not
within the control of the swarm’s releasing authority, a swarm entity could be recov-
ered by an attacker and subsequently inspected. This could allow an attacker to gain
knowledge of how swarm entities interact, in order to replicate characteristics of the
swarm entity, or to modify and subsequently reintroduce the swarm entity to the orig-
inal swarm. This would allow an attacker to operate within the original swarm, such
that the original swarm entities believe the malicious swarm entities to be legitimate
members of the original swarm.
4.2.3 System Penetration
The threat of system penetration is the unauthorised access to a system to modify
system or application files, steal information or illegitimately utilise resources [64].
Within swarms, system penetration can be undertaken from within an entire swarm
perspective or from an individual swarm entity level. The primary threat of system
penetration can be enabled by the threat of masquerade.
Essentially, a swarm So is penetrated to enable unauthorised access by a malicious
swarm Sm.
4.2.4 Authorisation Violation
Authorisation violation is the use of a system by an authorised user for unauthorised
uses and possibly gain privileged access to system resources [64]. This can be under-
taken by either an insider or external threat actor.
Within the theoretical implementation of a swarm, this threat may not be able to be
realised, as there is no hierarchy within a swarm.
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However, in a practical swarm implementation, a hierarchical structure might be im-
plemented, or swarm entities with enhanced capabilities might be present, such as
path finders to enable navigation. Also, in the case of “non-uniform” swarm elements,
certain swarm entities might be more susceptible to the threat of authorisation viola-
tion, due to their interactions with other swarm entities and their operational environ-
ment.
The threat of authorisation violation is essentially that Sm would try and gain privi-
leged access to the swarm in order to attempt to manipulate the swarm So in an unau-
thorised manner.
4.2.5 Planting
Planting is the threat that a malicious capability is planted within a system to perpe-
trate, aid or enable future attacks [64]. Variations of the planting threats are trojan
horses and viruses.
Within the context of swarms, planting could take several forms. Typical examples of
the threat of planting within swarms are the removal of a swarm entity that is taken
from the original swarm So, which is then modified and subsequently reintroduced to
the original swarm, but operates as an entity of a malicious swarm, Sm. Also, depend-
ing upon the influence and capabilities of an attacker, elements of the original swarm
So could be modified during the production cycle or supply chain. Therefore, when
a swarm So is deployed, it already contains a malicious swarm Sm, due to the supply
chain attack undertaken against So.
Attacks could be introduced, planted, into an original swarm So, so as Sm behaves in a
non-malicious way and interacts with So in such a way that So is unaware of Sm. That
is, So believes the members of Sm to be legitimate members of So. However, when
required, Sm can be triggered to act in a malicious way, such as by a command by an
malicious attacker, a pre-determined physical location or a time based event, such as
elapsed time.
4.2.6 Communications Monitoring (Eavesdropping)
The threat from communications monitoring is where an attacker, or intruder, obtains
information by reading data sent between system participants, without penetrating
the victims’ participating entities [64]. An attacker can access the information by ei-
ther monitoring the information transmitted between the system participants, or by
compromising member participants of the network [6]. The attacker often monitors
the data transmissions between devices for particular message content, such as au-
thentication credentials or passwords [167]. The threat is not limited to user data but
also extends to command, control and management information.
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The threat of eavesdropping is generally perceived as a passive attack, where the
eavesdropper conceals their presence from the participants within the system and
uses only the broadcast medium to eavesdrop on all messages. However, active at-
tacks have been suggested, such as to determine information by sending queries to
system participants [6] and active RF attacks [33].
The threat of monitoring all the communications, within a swarm So, could take sev-
eral forms. Examples could be a malicious swarm Sm follows, observes and monitors
the communications of So, or swarm entities of So are modified to to become a ma-
licious swarm Sm, in order to monitor the communications within So. The threat of
communication monitoring could also be realised by an external entity or system that
is not a swarm but has the capability to monitor the communications of So.
4.2.7 Modiﬁcation of Data in Transit
The threat of modification of data in transit can be realised by actively modifying the
communications, or the communications process, when sending data between autho-
rised participants [64]. The threat could be directed at either, or both, user data and
control information [104]. Essentially, the threat is that an attacker can alter a legit-
imate message by deleting parts, adding extra, changing elements or reordering it
[167]. This is effectively compromising the integrity of the data or information being
communicated and is conducted without penetrating a victim’s system.
Within the context of a swarm, a malicious swarm Sm is interacting with an original
swarm So, such that So is unaware of Sm. As Sm is able to monitor the communications
of So, Sm has the ability to determine which messages to modify, in order to effect the
actions of So. That is, if Sm detects a particular message, such as “target located”, it
could forward on a message of “no target located”, or just not forward on the mes-
sage. This principle can be seen in Figure 4.1 where a malicious swarm entity has
positioned itself at an obstacle, in this example at a bridge over a river. The river acts
as an obstacle for the free movement of the original swarm entities and therefore the
communications are routed via a “choke point” across the bridge.
Target
Original Swarm Entity
Malicious Swarm Entity
Genuine Communications
Modified Communications
Obstacle
Figure 4.1: Modification of Communications at a Choke Point
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However, if there is not a choke point, due to either the amount of original swarm
entities or there was no obstacle, then the messaging would be communicated around
the malicious entity. This is shown in Figure 4.2, where there is no obstacle affecting
the communications paths.
Target
Original Swarm Entity
Malicious Swarm Entity
Genuine Communications
Modified Communications
Figure 4.2: No Modification of Communications
Another method of modifying the communications data in transit is to provide in-
formation that appears to be “better” than the actual information. To place this into
context, suppose the goal of the original swarm is attempting to locate a target, as
shown in Figure 4.3.
Target
Original Swarm Entity
Malicious Swarm Entity
Genuine Communications
Modified Communications
Figure 4.3: Swarm Searching for a Target
When the swarm locates a target, this is communicated throughout the swarm and
information is provided to direct a search party to the target’s location, as shown in
Figure 4.4.
Target
Original Swarm Entity
Malicious Swarm Entity
Genuine Communications
Modified Communications
Figure 4.4: Target Located - Swarm Indicating Direction
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However, a malicious swarm is monitoring the original swarm communications and
when it detects that a target has been located the malicious swarm entities attempt to
misguide the search party by presenting what looks like better information regarding
the target’s location. This information is communicated through the original swarm
and the search party is guided to the incorrect target location, as shown in Figure 4.5.
Target
Original Swarm Entity
Malicious Swarm Entity
Genuine Communications
Modified Communications
Figure 4.5: Malicious Entity Presents False Information to Original Swarm
4.2.8 Misappropriation
An attacker steals or makes unauthorised use of a service for which the service was
initially unintended [167]. This is similar to authorisation validation but is not con-
cerned with the increase in access to system resources.
Within a swarm implementation, misappropriation would be the action of making a
swarm undertake a task for which it is capable of performing but was not originally
intended to undertake. For example, a swarm might be tasked with undertaking a sur-
vey in attempt to locate minerals for a company. A rival company alters the swarm’s
behaviour so as to make the swarm undertake the same tasking but in a different lo-
cation, to the benefit of the rival company. A malicious swarm, Sm, interacts with an
original swarm, So, so as to alter the tasking of So.
4.3 The Adversary
An adversary wishing to attack a swarm can be viewed from several perspectives.
From HMG Information Standard No 1 [32], a Threat Source is defined as a person,
or organisation, that has the desire to breach security and that will ultimately benefit
from the breach in some way. It also defines a Threat Actor as the person who actually
performs the attack, the attacker, or in the case of accidents, will cause the accident.
The motivation of an attacker will vary, based on the objective of the swarm, and
the approach and mind-set of an attacker. There is also an attacker group that will
attempt to affect the swarm, just simply for the challenge to prove it can be done, this
is analogous to the defacement of websites.
It has been suggested that the motivation of an attacker varies between: Very Low
(Indifferent); Low (Curious); Medium (Interested); High (Committed); and Very High
(Focused) [32].
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An attacker’s motivation will vary based on the attacker’s desired outcome of an at-
tack. That is, an attacker could have the goal of preventing a swarm from undertaking,
or reaching, its goal, or an attacker might only need to delay the swarm.
Also, an attacker’s motivation might change over time. To place this into context, say
a swarm is located at a position that is distant from an area of interest for an attacker.
The attacker therefore only commits minimal resources, in order to attack the swarm.
The attackers motivation could be considered Low, as the swarm is currently not near
to the attackers area of interest. However, as time progresses, the swarm moves closer
to the attacker’s area of interest. As the swarm becomes closer to the area of interest of
the attacker, the attacker’s motivation rises and the attacker commits extra resources
to attacking the swarm. If the swarm manages to locate itself within the attacker’s area
of interest, then the attacker’s motivation could be classed High or Very High and the
attacker commits their entire resources into attacking the swarm, in order to protect
the attacker’s area of interest.
They also suggest that the capability of the attacker will vary between: Very Little;
Little; Limited; Significant; and Formidable. The attacker’s motivation and capabil-
ity will depend upon the aim of an attacker and the resources available to them. Re-
sources not only includes technical resources but also other resources, such as the time
that an attacker is willing to expend in researching and undertaking an attack.
An attacker’s capabilities and resources might well dictate how an attacker undertakes
an attack. That is, if an attacker is well funded with significant resources attacks might
be technical in nature and efficient. However, an attacker, regardless of resources,
might be bounded by necessity, such as time, and use any means that are available,
such as preventing the progress of a swarm within a limited time frame. The resources
and assets available to an attacker can be varied, such as whether the attack is from
within or is external to the swarm being attacked, and if the attacking force is fixed
or mobile and able to move with the swarm that is being attacked. An attacker’s
resources could be either a single resource or multiple in quantity. If there are multiple
resources, an attacker might be able to co-ordinate these resources in order to carry out
an attack in either a more efficient manner, or a manner in which the attack changes
as it progresses.
The actions of an attacker could also vary, depending on whether the attacker has an
ability to influence the supply chain for a swarm or has control of the environment in
which the swarm is operating.
Similarities can be considered between a formidable attacker, with significant resources,
to that of the Dolev Yao model, within their paper regarding the security of public key
protocols [54]. In their paper, an attacker is located within a network, and is essen-
tially able to eavesdrop on messages, is able to alter, synthesise, delay and reply to
any message, initiate protocols and masquerade as any party at any time [156].
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4.3.1 Manner of Attack
This research proposes that the attack methods described could be conducted against
a swarm in methods that can be either stealthy or non-stealthy in their undertaking,
where stealthy and non-stealthy attacks are defined as:
• Stealthy Attack
A stealthy attack is defined as an attack that is undertaken against a swarm that
affects the desired behaviour of the swarm and is conducted in a way so as to be
difficult to detect by either the swarm itself, or by an external agent monitoring
the swarm, such as the authority that initially released the swarm.
• Non-Stealthy Attack
A non-stealthy attack is defined as an attack that can be easily observed or de-
tected by either the swarm or an external agent to the swarm.
As was discussed when describing the motivation of an adversary, the adversary’s
motivation can change over time. Therefore, an attacker might initially attempt to
undertake an attack in a stealthy manner, in an attempt to prevent the detection of the
attack.
However, as time progresses, the adversary might alter their attack to a non-stealthy
attack, if the adversary deemed this appropriate. This could because the non-stealthy
attacks had not been successful and a more direct approach of attack was required.
4.3.2 Attacker's Knowledge of a Swarm
An attacker’s method of attack could be based on the amount of knowledge that the
attacker has on the swarm that they are attacking. An attacker will either have knowl-
edge or have no knowledge of the swarm’s implementation. It is suggested that the
main difference between the two attacks would be the resulting efficiency, or success,
of an attack. Typical differences between the two degrees of knowledge of an attacker:
• Detailed Knowledge Of Swarm Implementation
An attacker has detailed knowledge of a swarm’s implementation, which will al-
low the attacker to undertake tailored attacks against a swarm. The knowledge
could be gained by several methods. This could be through capturing a swarm
entity, undertaking an analysis of the swarm entity, such as by using reverse
engineering techniques. The attacker can then generating their own malicious
swarm, or countermeasures, to interact with the original swarm. Similarly, an
attacker could capturing a number of swarm entities and modifying their imple-
mentation, in order to conduct an attack upon the original swarm. An attacker
might also have the ability to influence the supply chain during design, develop-
ment, manufacture, distribution or maintenance activities of the swarm, which
they could utilise in order to gain knowledge of the swarm’s implementation.
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• No Knowledge Of Swarm Implementation
An attacker has no prior knowledge of a swarm, that they wish to attack. Certain
attacks that can be undertaken with no knowledge might be very efficient and
effective. However, the attacks might not be very subtle in there undertaking,
such as the physically destruction of the swarm entities.
There could be various degrees of knowledge for an attacker, between a detailed
knowledge through to no knowledge of a swarm’s implementation. A limited knowl-
edge could be obtained by such means as simply observing a swarm’s behaviour
within its operating environment and observing how a swarm reacts to various in-
teractions and stimulations.
4.4 Attack Modelling
In order for an attacker to have an effect on the emergent behaviour of a swarm, the
attacker conducts the attack against the entities within the swarm. That is, the be-
haviours of the swarm entities are altered by an attack, which has the subsequent
effect of altering the overall emergent behaviour of the swarm, as a whole.
An attack has been defined as “an attempt to gain unauthorised access to system ser-
vices, resources, information or an attempt to compromise system integrity, with this
definition being extended to the intentional act of attempting to bypass one or more
security services or controls of an information system” [139]. It has also been defined
as “any kind of malicious activity that attempts to collect, disrupt, deny, degrade, de-
stroy information system resources or the information itself” [41].
An attack has similarly been defined within ISO 27000 as “an attempt to destroy, ex-
pose, alter, disable, steal, gain unauthorised access or make unauthorised use of an
asset”. An attack is the realisation of a threat [64].
An attack on a swarm is essentially an action with the potential to prevent a swarm
from achieving its goal, or to reduce the overall efficiency of the swarm from achieving
its goal. Within this research, an attack upon a swarm can include any, or all, of the
elements of the attack definitions. The attack has the objective of altering the emergent
behaviour, efficiency or ability of the swarm to achieve, or realise, its intended goal.
A swarm is an autonomous body which, in many cases, is often proposed to operate
beyond the control and visibility of the authority that deployed it. It is also not in-
conceivable that swarms may operate in hostile environments, where an attacker may
detect the swarm and attempt to manipulate its behaviour.
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4.4.1 Attacking Swarm Entities
An attacker can attempt to attack the entities of a swarm using several possible meth-
ods, which are detailed in Section 4.5. These attacks can effect the swarm entities, soi ,
the interaction between the swarm entities and malicious swarm entities, smi , or the
local environment in which the swarm entity is operating within, ei.
An attack on a swarm entity, soi , will attempt to influence or manipulate its attributes,
RAoi , in order to make s
o
i react in a way so as to alter the behaviour of s
o
i . The aim of
the attacker is to manipulate the behaviour of soi , or as many original swarm entities
as is required, such that it alters the emergent behaviour of the original swarm So, so
as to adversely effect the goal of So.
4.4.2 Attacking the Swarm
If the attribute sao0 of swarm S
o was the goal of So, the objective of an attacker under-
taking an attack against RAoi of s
o
i , is ultimately to effect sa
o
0 in a way that is of benefit to
the attacker. Such as ensuring that So never achieves sao0, or ensuring that S
o achieves
sao0 in an inefficient manner.
It is proposed that a swarm can be attacked by four different methods, regardless of a
swarm’s implementation:
• Manipulate a swarm entity’s goal
If rao0 is the goal of a swarm entity, manipulating the goal can effect the goal of the
swarm, sao0. For example, the goal of a swarm, sa
o
0, could be to locate survivors
within a disaster area and the goal of a swarm entity, rao0, is either to search for
survivors or return to the release point. An attack on a swarm entity could be
to attempt to force the entity to change its state. That is, if the attacker could
force a swarm entity to change the state of rao0 from “searching for survivors” to
“return to release point”, the efficiency of sao0, the goal to locate survivors would
be reduced.
To help place this into context, imagine rao0 of a bee is either collecting food or
defending the bee hive. The current state of a bee’s raoo is to collect food. A
malicious attacker fools the bee into believing that the bee hive is under attack,
forcing the bee to return to the bee hive in order to defend the bee hive. This ac-
tion prevents the bee from efficiently collecting food for the bee hive, compared
to being able to carrying out its normal food collecting, without believing that
the bee hive is under attack. The efficiency of a swarm goal of collecting food for
the bee hive is therefore reduced.
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• Manipulate a swarm entity’s behaviour
A swarm entity, soi , has several attributes, RA
o
i . If an attacker is aware of the ef-
fects various attributes have to the behaviour of soi , then an attacker can attempt
to manipulate these attributes accordingly. For example, if an attacker knew that
rao3 of s
o
i required s
o
i to maintain a minimum separation from its neighbours, an
attacker could release a malicious swarm, Sm, with swarm entities smi , where s
m
i
would attempt to position themselves closer to soi than is permitted by ra
o
3. This
would have the effect of forcing soi to move away from s
m
i , which could have the
effect of altering the emergent behaviour of So.
• Manipulate the physical structure of the environment
If a swarm, So, is operating within an environment, E, an attacker could alter
elements of E, ei, such that it is of a hindrance to the swarm entities, soi , of S
o.
The most obvious techniques would be physical barriers to block the progress of
soi , or guide the swarm entities in a way that is of benefit to an attacker. Typical
examples would be the construction of high walls and positioning of obstacles or
moats and ditches around areas that are required to be defended from a ground
based swarms.
• Manipulate the physical communications provided via the environment
If an attacker has knowledge of the attributes, RAoi , of an entity, s
o
i , from a swarm,
So, that interact with the local environment, ei, then an attacker can manipulate
ei to the attacker’s advantage.
Typical examples of how this attack could be achieved could be: if So utilised
stigmergy to communicate between its swarm entities, then chemicals could be
added or removed from the environment; or if So communicated via RF, the RF
operating frequencies could be jammed.
All four attacks methods are able to be conducted either stealthily or non-stealthily
and with or without any knowledge of a swarm’s implementation.
4.5 Attack Methods
The following section provides details regarding potential methods of attacks upon
the entities of a swarm, soi , and provides examples of how these attacks could be con-
ducted to effect a swarm. The taxonomy of attack methods is an amalgamation of
typical attack methods from literature, which could be undertaken against a swarm
or its entities. It should be noted that the various attacks can carried out individually,
several attacks undertaken together or attacks can be conducted so that the attacks
interact with each other, in order for an attack to be more efficient, or for an attacker
to have greater success in their attack upon a swarm.
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As suggested in Section 4.1, potential attacks on a swarm will vary, according to a
swarm’s implementation and the swarm’s operating environment.
Other factors that could determine an attack method against a swarm might be the at-
tackers’ motivation, capability, intent and knowledge of the swarms’ implementation.
The following taxonomy of attacks is an amalgamation of typical attack types from
the literature that could be relevant to a swarm.
4.5.1 Physical Tampering
If a device that interacts with sensitive information, as defined by the information
owner, is used in an hostile environment, or an environment where it is prone to cap-
ture, then the device should attempt to ensure a certain level of physical security for
the storage, forwarding and processing of the sensitive information. The term sensi-
tive information will differ, depending upon the purpose, design and implementation
of a device. Typical examples of sensitive information are cryptographic keys, mes-
sages in transit, plain text messaging, firmware and software implementations.
It is informally suggested that secure hardware assumptions encompasses two differ-
ent components [73, 116]: Read-Proof hardware and Tamper-Proof hardware. Where
read-proof hardware prevents an attacker from reading anything about the data stored
within it and tamper-proof hardware prevents an attacker from changing anything in
the data stored within it. This has been further extended to include the use of the term
of Tamper-Resistant Hardware, “as a relaxed term of Tamper-Proof Hardware” [116].
That is, the hardware is resistant to physical tampering to a certain extent. The actual
extent of Tamper-Resistance required would be dependent upon the requirements,
design and implementation of the system.
In reality, if an attacker has sufficient resources, such as time, equipment and expertise,
a device will never be truly tamper-proof or read-proof. A device can only be made
tamper-resistant, with the level of resistance being offered varying on implementation.
It has been suggested that active implementation attacks can be classified as fault anal-
ysis, physical manipulations and modifications [116]. They propose that fault analysis
aims to cause an interference with the physical implementation, in order to cause an
erroneous behaviour that can result in a vulnerability, or failure, of a security service.
The terms manipulation and modification stem from definitions of physical security,
such as from ISO-13491-1 [89], and address similar attacks. They suggest that physi-
cal manipulation aims at changing the processing of the physical implementation, so
that it deviates from the specification, and physical modification is an active invasive
attack, targeting the internal construction of the device.
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In order to gain an appreciation of the diverse physical attacks that a secure device
could be subject to, ISO-13491-2 [90] provides the following typical examples: chemi-
cal attacks, such as by the use of solvents; scanning attacks, by using equipment such
as scanning electron microscopes; mechanical attacks, for instance by drilling, cutting
or probing the device; thermal attacks, by subjecting the device to extremes of high
and low temperatures; radiation attacks, such as x-raying the devices; exploiting in-
formation leakage through covert (side) channels, such as through the monitoring of
power supplies and timing characteristics; and failure attacks, where a device is forced
into a failure mode, or condition, where the failure characteristics can be used by an
attacker to the attacker’s advantage.
It is assumed that a swarm can operate within a hostile environment and that the en-
tities within a swarm are operating within an environment, which makes a swarm
entity prone to capture. This is different to the traditional sense of computing, where
the physical protection for the computing assets can generally be achieved by physi-
cally preventing access to the computers, or by physically protecting the information
stored on a computer’s hardware, in case the computer is lost or stolen.
Therefore, it could be possible for an attacker to extract information that will be to their
advantage, such as gaining an understanding of a swarm entity’s software, firmware
and possible cryptographic details, such as cryptographic primitives and key vari-
ables.
A physically tamper attack on a device can lead to the realisation of several threats,
depending upon the goal of the attacker, such as: masquerade, planting, communica-
tions monitoring and data modification.
Also, the characteristics of a swarm is that it is designed to be resilient to failures
within the swarm, swarm characteristic 7, and the swarm can alter its size, swarm
characteristic 8, so as to be resilient to the loss of swarm entities, such as through
the failure of swarm entities. Therefore, if an attacker were to remove a swarm entity
from a swarm, the swarm would operate as normal, allowing an attacker to investigate
the captured swarm entities without constraint. An attacker would therefore be able
to characterise the swarm entity, including by physically tampering with the swarm
entity, in order to gain information.
From Equation 3.1, within the generic model, the original swarm So is represented as:
So = {so0, so1, . . . , son} (4.1)
Where n is the number of entities within the original swarm.
The attributes of the original swarm are represented as:
SAo = {sao0, sao1, . . . , saoz} (4.2)
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Therefore, if a attacker removes v swarm entities from the original swarm and assum-
ing no failed swarm entities, the original swarm becomes:
So = {so0, so1, . . . , son−v} (4.3)
The attacker could undertake several attacks against the removed swarm entities. If
the attacker undertook an attack that modified the removed swarm entities and then
returned them to the original swarm, the malicious swarm Sm would be:
Sm = {sm0 , sm1 , . . . , smv } (4.4)
With the attributes of Sm being:
SAm = {sam0 , sam1 , . . . , samw} (4.5)
The attributes of a swarm entity, soi , are:
RAo = {rao0, rao1, . . . , raoc} (4.6)
and a malicious swarm entity smi are:
RAm = {ram0 , ram1 , . . . , ramd } (4.7)
However, as the attacker removed a swarm entity from the original swarm, modified
the swarm entity and then return the modified swarm entity to the original swarm,
the original swarm entities and modified swarm entities could share certain attributes,
these would be characterised by RAo ∩ RAm.
An attacker could remove swarm entities from a swarm, in order to tamper with the
swarm entities in order to gain an understanding of how the swarm entities operated,
such as how they interacted with other swarm entities or the operating environment.
The attacker could then use this knowledge to produce their own malicious swarm,
from the details gained. Then the number of malicious swarm entities that the attacker
could release, would not be bounded by the number of swarm entities that had been
removed from the original swarm. That is, an attacker is not limited by the amount
of swarm entities removed and could introduce as many malicious swarm entities as
they desired.
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That is:
Sm = {sm0 , sm1 , . . . , smu } (4.8)
Where u is the amount of malicious swarm entities built and then released into the
original swarm, by an attacker.
The attributes of the malicious swarm and the malicious swarm’s entities could again
be totally different, or they might share certain attributes, such as location and velocity.
The rationale behind an attacker wishing to tamper with a swarm entity, soi , would
be to gain an understanding of the operation of the swarm entity, in order to gain
an understanding into the overall operation of the swarm. The attacker might also
wish to tamper with swarm entities, in order to modify them and then reintroduce
them into the original swarm, within the objective of modifying the original swarm’s
behaviour.
If an attacker attempted to tamper with original swarm entities soi , in order to produce
malicious swarm entities, smi , an attack might be to alter the attributes of s
o
i . An ex-
ample of this could be to reduce the minimum separation distances between swarm
entities, such that smi attempts to force the movement of s
o
i , in a way that was not
previously considered within the original operation of So.
It is worth noting that an attacker does not necessarily have to remove swarm entities
from So, but could also collect failed swarm entities from the operating environment,
as these entities might contain information relevant to an attacker. Also, from an at-
tackers’ perspective, the failed swarm entities might be easier, or safer, to obtain from
the operational environment.
4.5.2 Software Attacks
Software-based attacks are concerned with modifying the software code, and exploit-
ing known software vulnerabilities [155]. A well known example of this type of attack
is the buffer overflow attack. This is where the overall goal of a buffer overflow at-
tack is to subvert the function of a privileged program, in order for an attacker to take
control of that program and, if the program is sufficiently privileged, and then take
control the host [44].
Software errors or a bug in the software running on wireless sensor nodes, or on the
wireless sensor network base stations, can give rise to attacks which can be easily
automated and these attacks can be mounted on a very large number of nodes in a
very short amount of time [17].
If an attacker can gain physical access to a node, by a physical tamper attack, it is
suggested that attacks can be conducted by attacking system elements, such as JTAG,
bootstrap loaders and external flash memory [17].
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There are suggestions that Wireless Sensor Networks may be susceptible to malicious
code attacks, such as viruses, using the network to propagate a malicious code attack
[186]. If a software error is found within the software used in the nodes of a Wire-
less Sensor Network, and assuming that all the nodes are running the same software,
finding an appropriate bug would allow an adversary to control the whole Wireless
Sensor Network.
When considering software attacks, such as viruses and trojans, being undertaken
against swarms, the attack could be achieved in several ways. An example could be
the realisations of the threat of planting, as an enabling threat within the supply chain.
The swarm might then be open to the realisation of a primary threat, such as Denial of
Service, System Penetration or Communications Monitoring. Communications Mon-
itoring could also be realised by an attacker “re-visiting” the swarm, once an attack
had been undertaken.
If a swarm entity, soi , is captured and subject to physical tampering, a local attack
could be conducted against soi , in order to exploit either known software vulnerabil-
ities, or exploit software vulnerabilities that are discovered during the tampering at-
tack. The software vulnerability findings could then subsequently be utilised against
other members of the swarm So.
Software vulnerabilities could also lead to behaviours that were not expected by the
original swarm designer. That is, if certain conditions are met, the attributes for soi in-
teract in such a way, so as to make soi react and behave in an unexpected manner. This
knowledge could be gained through physical tampering, enabling an understanding
of the attributes of soi , their thresholds and interactions, or by observation of entities
within So. An attacker could then utilise this information in an attempt to maliciously
manipulate So.
4.5.3 Attacks on Communications
Attacks on communications can take several forms and the method of attack will be
particular to the implementation of a swarm. The method of attack will also be deter-
mined by the objective and the knowledge of an attacker.
An attack on the communications of a swarm could be undertaken within various lo-
cations, which are involved with the communications process within the swarm and
its swarm entities. This section will provide examples of typical attacks to the com-
munications within a swarm.
Communications within a swarm can take several forms and can be distinct from other
communications architectures. Depending upon a swarm’s implementation, the com-
munications can be either direct or indirect. Direct communications between swarm
entities are real time one-to-one or one-to-many communications, such as by RF or op-
tical implementations. Indirect communications are achieved by using stigmergy and
changes to the operating environment, such as the use of pheromones or the placing
beacons or markers.
83
Chapter 4 Taxonomy of Threats
4.5.3.1 Replay
A replay attack is attempting to exploit a vulnerability within a system, that realises
the threat from eavesdropping, in order to realise the threat of masquerading. That is,
by eavesdropping, an attacker captures legitimate traffic between two entities within
a system and then replays the traffic to the intended victim at another time.
The attacker does not necessarily know the content of the messages, within the cap-
tured traffic, but relies on the fact that the attacker believes that these were once legit-
imate messages, between the communicating entities. The attacker is therefore mas-
querading as a legitimatise user within the system.
This masquerade can then lead to subsequent threats being realised, such as a flooding
attack being conducted, where the victim believes the messages to be genuine and the
effect on the system is that the threat of DoS is realised.
There are various forms of replay attack available to an adversary. These could be to
fool the system into believing that it is operating as expected, or to cause a system to
respond in a known way to a given command. The replay attack is generally taken
to mean an attack in which a past message is played back to the same recipient [78].
However, they [78] suggest that this is somewhat misleading, as the most general
definition of replay is any reuse, possibly after manipulation, of past messages.
An example of where a system was made to believe that it was operating in an ex-
pected manner, when actually it was not, was the Stuxnet attack. The Stuxnet attack
monitored control systems in order to gain knowledge of the normal operating char-
acteristics of an industrial plant. It then replayed these characteristics to the control
system, as it then carried out an attack. The control system was effectively deceived
into reporting that the system was operating as expected, while the industrial plant
actually began operating beyond its design limits and destroying itself [115].
In order to make a system believe it is operating in the expected manner, the attacker
records sensor outputs from the system, when it is operating normally, and then re-
plays the captured information whilst attacking the system [127]. This is often por-
trayed as an attacker capturing a video feed from a security camera and then replay-
ing it to the system, as the attacker perpetrates an attack. Although the perpetrator
is still observed by the camera, the system is presenting the captured video images,
prior to the reply attack.
Another type of replay attack would be to observe a system’s behaviour based on its
received commands. The attacker does not need to be able to interpret the content of a
command message, just capture the message and observe the system behaviour based
on the captured message. An example of this could be to consider the control of an
Unmanned Air Vehicle (UAV). If an attacker was able to capture the command and
control information transmitted to the UAV and observe the subsequent actions car-
ried out by the UAV, the attacker could attempt to reproduce the actions undertaken
by the UAV.
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That is, if the UAV descended by a distance, the attacker could replay the message that
the attacker believed commanded the UAV to descend, in order to attempt to make the
UAV continue to descend and possibly crash. The attacker would not necessarily need
to know the actual format, content or security mechanisms protecting the message,
such as encryption schemes. The attacker just needs to have the ability to capture and
replay messages.
Within the context of swarms, replay of communications can take several forms. These
being the replay of communications between swarm entities, or the reproduction of
environmental effects that are perceived by the swarm entities. An example of repro-
ducing environmental effects, in order to realise a reply attack, could be undertaken
against a swarm that communicated using stigmergy. The attack could be achieved by
an attacker collecting pheromones from a swarm’s operating environment and then,
subsequently, re-introducing the pheromones to the environment, at a later time.
Within the swarm, the swarm elements, soi , will have an attributes that could be at-
tacked. Attributes, RAo, could be:
raor = received message, which soi receives, reads, interprets and then act appropriately.
An attacker, through eavesdropping, has captured traffic that makes soi behave in a
manner, that has been observed by the attacker. The behaviour is advantageous to the
attacker and therefore the attacker replays the message at an appropriate time.
Similarly:
raos = action to undertake based on a detected pheromone level.
An attacker, through the capture of a pheromone and observation of the effect of the
pheromone on a swarm element, soi , releases the pheromone in order to alter the be-
haviour of the swarm elements and therefore the behaviour of the swarm, So. The
attribute raos might be dependent upon thresholds, such that the action that soi will
undertake, based on the concentration level of the sensed pheromone. This knowl-
edge could be of benefit to an attacker, so as to conserve the attacker’s supplies of
pheromone, for subsequent attacks on elements of So.
4.5.3.2 Misinformation on Communications
Misinformation is essentially the realisation of the threat of data modification, which
would be undertaken by the threat of masquerade. That is, an attacker masquerades as
a legitimate member of the swarm and provides incorrect information, either modified
information that had been received from within the swarm, or false data that was
sourced by the attacker.
For an attacker to be able to receive, store and then forward misinformation within
the swarm, the attacker has realised the masquerade threat, as an enabling threat and
allowing the attacker to be trusted. The attacker then achieves the threat of communi-
cations monitoring, to eavesdrop on the communications, as another enabling threat.
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This then enables the primary threat of data modification to be achieved, in order
to prosecute a data misinformation attack. A more sophisticated variant of this at-
tack would be to only provide selective misinformation, based on the information ob-
served whilst undertaking the communications monitoring. An attacker would only
alter specific information in order to achieve their goal.
A swarm entity, soi , perceives an attacker, s
m
i , as a member of its own swarm S
o. In an
attack, smi monitors the communications and is looking for a trigger, in order to alter
a specific message. All other messages are forwarded as received, thus enabling the
attacker to maintain its trust within So. Details of the messages to be modified would
be modelled as an attribute, rami , of s
m
i . This could be considered a man-in-the-middle
attack [35, 111, 185].
For an attacker to undertake misinformation on indirect communications, the attacker
can either modify a previously placed messages, such as by removing pheromone
trails or beacons, or an attacker can add false messages, such as by adding extra
pheromone trails or beacons.
In the indirect communications attack, the attributes,{ea0, ea1, . . . , eaz}, of the local en-
vironment, ei, that are monitored by swarm entities, soi , have been modified. This
could be carried out by either a malicious swarm, Sm, or just by physical intervention
by other means from an attacker, such as by washing away pheromone trails.
4.5.3.3 Interfere or Prevent Communications
In this attack, the communications between swarm entities are interfered with, such
that the communications between the swarm entities is degraded. This is a realisation
of the Denial of Service (DoS) threat to the swarm.
If a swarm was communicating by RF on a single fixed frequency, one of the most
basic attacks would be to deny the communications within an area by jamming the
communications on the single operating frequency. Although not subtle, it can very
effective form of attack.
If the swarm was communicating by RF but utilised multiple frequencies, by utilising
techniques such as frequency hoping or spread spectrum, then the jamming becomes
a little more involved. The most basic, least subtle and potentially inefficient attack is
to barrage jam the entire RF operating spectrum of the swarm. A slightly more sub-
tle, and more efficient from the perspective of jamming energy required, but needing
more processing capability would be to jam specific frequencies in use by the swarm.
This would need to including follower jammers, if the swarm utilises frequency agile
techniques to alter the frequency it is using. A swarm might utilise frequency agile
techniques to aid with spectrum deconfliction, or to try and lower its probability of
intercept or jamming. However, this might take up more processing power within a
swarm entity and also use more power, from what is already a limited resource.
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The attacker can make the jamming attack more subtle, if the attacker is able to re-
alise the threat to the swarm of communications monitoring. If the malicious swarm
entities, smi , are able to eavesdrop on the communications, the attack can be tailored
to only jam specific messages, making the attack more efficient. The eavesdropping
threat would exist, regardless of whether Sm had achieved the threat masquerade or
not, and would act as an enabler to prosecute the primary threat of DoS.
This is in order to prevent communications or enable interference to degrade commu-
nications. For example, if the attacker knows that the first part of a message, within a
transmission, is always a synchronisation header for the message and that is required
by the receiver to enable reception of the message, then the attacker might only jam the
synchronisation portion of the message. Similarly, an attacker can jam control chan-
nels used for timing information. Techniques have been proposed that can jam Long
Term Evolution (LTE) wireless networks that utilise “smart jammers” [11, 98]. The ad-
vantage for the attacker is that the attacker uses less RF energy and only transmits for
limited amounts of time, therefore making itself harder to locate for counter measures.
The disadvantage is that it takes more processing power to achieve.
To enable the jamming of swarm communications, the jammer could be either part of
a malicious swarm that moves with the original swarm, or it can be a fixed capability
that is external to the swarm, such as when attempting to defend a fixed area. The
advantage of a fixed jammer is that it can often have access to more resources, such as
power, and it might possibly have larger jamming ranges. However, with being fixed
it is only capable of jamming a specific area and can also make itself an easier target to
counter measures.
Within the swarm, So, malicious swarm entities, smi , could act as a mobile jammers,
which move with So. The malicious entities that form the malicious swarm Sm can be
either believed to be legitimate members by the swarm So, in which case Sm has also
realised the masquerade threat, or it can be totally separate to So, where So might be
unaware of the existence of Sm. The advantage to the attacker of Sm moving with So
is that the attacker could tailor an attack, such as at particular locations or time, and
could disperse the malicious swarm entities, smi , to produce the maximum effect. This
could be at communications choke points, or provide the ability to jam the commu-
nications, such that the jamming effect extends beyond the reception range of swarm
entities soi . Therefore, even if the message has started to be forwarded within a swarm,
via multiple routes, there is still the ability of preventing its onward transmission.
The swarm could also be subject to a DoS threat, by the prevention or interference of
communications, if Sm were able to masquerade within So. The masquerade would en-
able the threat of eavesdropping. The malicious swarm entities, smi , within S
m would
then monitor the communications that it is expected to forward on. If the communi-
cations are of no interest to smi , then s
m
i forwards the communications on, as if it were
a legitimate swarm entity.
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However, if smi detects a message of interest, then s
m
i does not forward the message
on. If a malicious swarm entity, smi , drop all messages that it received, this entity
would effectively act as a “sink-hole” attack within the swarm, otherwise it could be
categorised as a selective forwarding attack.
The malicious swarm entities, smi , can then undertake a jamming attack, in an attempt
to prevent messages from being communicated via other routes. In Figure 4.2 the
other routes prevented the malicious entity from successfully attacking the communi-
cations.
However, if the malicious entity was also able to jam the communications, then the
attack could be improved, as shown in Figure 4.6.
Target
Original Swarm Entity
Malicious Swarm Entity
Permitted Communications
Prevented Communications
Figure 4.6: Single Jammer Attack on Communications
The effect of the jamming would be dependent upon the size of the jamming effect
and the size of Soand Sm. That is, if there were only one jammer, the communications
would probably be routed via a different path. However, an attacker could deploy
multiple malicious entities, as shown in Figure 4.7.
Target
Original Swarm Entity
Malicious Swarm Entity
Permitted Communications
Prevented Communications
Figure 4.7: Multiple Jammers Attacking Communications
4.5.3.4 Collisions
Another method of the prevention of communications is to essentially flood the com-
munications with false messages, which the swarm entities within So believe to be
genuine and therefore attempt to process. This has the effect of using processing time
on the swarm entities, soi , and also false message essentially “colliding” with genuine
messages.
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The collisions can possibly corrupt the genuine messages or preventing their delivery,
as soi is already attempting to receive and process a false message. The false messages
can be transmitted from either fixed locations or by malicious swarm entities, smi , in a
similar fashion to the undertaking of a jamming attack.
4.5.3.5 Exhaustion
Within an exhaustion attack, the attacker is attempting to exhaust the resources on a
victim’s system, such as CPU clock cycles, network applications and protocols, mem-
ory and hard drive space.
An example of an exhaustion attack is the SYN flood attack, which attacks an ex-
ploit in the Transmission Control Protocol’s (TCP) three way handshake that is used
to establish a connection [72, 197]. A connection process consists of the client send-
ing the server a SYN (Synchronise) request, which is responded to by a SYN-ACK
(Synchronise-Acknowledgement) message. The server then waits for the client to
respond with a corresponding ACK (Acknowledgement) and a connection is estab-
lished. This can be seen in Figure 4.8.
Client Server
Listen State
SYN i
ACK i+1, SYN j
SYN Received State
ACK j+1
Connected State
Figure 4.8: TCP Three Way Handshake [72]
In an attack, an attacker sends multiple SYN requests to the server, often from fake
IP addresses. The server responds with a SYN-ACK message but does not receive
the corresponding ACK. While waiting for the ACK message, the server cannot close
down the connection until a time period has elapsed. Prior to the time period elapsing,
more attack SYN requests are received and the server attempts to fulfil the requests.
This has the effect of filling the server’s connection table with half-open requests and
eventually exhausts the servers resources. This can be seen in Figure 4.9.
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Attacker
Server
SYN requests
Open Ports
Waiting for ACKs.
Genuine 
Client
Connections
Exhausted
SYN-ACK Messages
SYN requests
Figure 4.9: SYN Attack
In the context of a swarm, the attacker, Sm, causes the swarm entities, soi , to retrans-
mit information, or to make more transmissions than soi would normally undertake.
This has the effect of causing more transmissions from soi than was expected, from
the swarm design implementation, and causes the power supplies of soi to become
exhausted earlier than expected.
4.5.4 Incorrect Information Display
There are proposed attacks where an attacker could maliciously alter a display, which
is presented to a recipient of the information. One area where this is of concern is
within medical implants. The concern is that an attacker could attack a device, so
that it displays an incorrect reading or measurement. For example, an implantable
dynamic tattoo is programmed to display blood glucose levels. If the device is com-
promised, it might display inaccurate data or unauthorised text [82]. This could con-
sequently result in an inappropriate insulin injection being administered to a patient.
Within a swarm, a similar attack might be to attempt to make swarm entities display
incorrect data, such as landmine found, when a landmine is not present, or not display
when a landmine actually is located. Therefore, entities within So could be coerced
into displaying incorrect information. That is, an attacker, Sm, has realised the threat
of system penetration, in order to modify the information with the swarm’s systems.
This could be achieved by smi displaying incorrect information, or the swarm entities
within Sm causing the swarm entities soi to display the incorrect information, such as
by realising the threat of the modification of data in transit, to enable the primary
threat of system penetration.
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4.5.5 Reconnaissance
In order to assist in carrying out an attack, an adversary may undertake a reconnais-
sance of a swarm, in order to gain intelligence. The method of reconnaissance used
will vary, depending on the capabilities of an attacker.
4.5.5.1 Traﬃc Analysis
An attacker can gain intelligence by utilising traffic analysis, sometimes referred to
as traffic flow analysis, which is undertaken by the monitoring of transmissions for
patterns of communication. There can be a considerable amount of information con-
tained in the flow of messages between communicating parties [167]. An attacker
passively monitors transmissions, in order to identify communication patterns within
a network. An attacker can typically obtain information by monitoring which parties
communicate and at what times, in order to determining the content or content type
of communications messages.
It is suggested that traffic analysis attacks try to deduce the context information of
nodes, by analysing the traffic pattern from eavesdropping on communications [118,
155].
Traffic analysis is essentially an attacker realising the threat of communications mon-
itoring, by eavesdropping on the victim’s communications. That is, the communica-
tions with the swarm, So.
The traffic analysis does not necessarily need to observe the content of the messages
and is not just confined to the content of data collected. Traffic analysis also utilises
other messaging, such as command, control and management messages.
Traffic analysis is the study of communications patterns, not the content of the mes-
sage but their characteristics [170]. It has often been reported that the pizza deliveries
to the Pentagon increased by one hundredfold, in the hours preceding the U.S. bomb-
ing Iraq in 1991 [170]. An observer would not be aware of what type of pizzas were
being ordered, or what was happening within the Pentagon. However, an observer
would suspect that something unusual was happening, as the amount of pizzas being
delivered was uncharacteristic, when compared to the normal activity.
4.5.5.2 Visual Observation
Due to the fact that a swarm operates within an environment, it might be possible
for an attacker to observe the swarm and its capabilities. An attacker will be able to
observe the swarm and how it reacts to various stimulus and situations, such as how a
swarm reacts with various environmental aspects and the interactions between swarm
entities, soi . This will provide an insight into how the swarm entities within S
o react,
which will aid in the understanding of likely responses to various stimulus, such as
by Sm. The observation will be passive but could give an attacker an understanding of
how successful, or not, an attack has been, which the attacker could use to refine their
future attacks.
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4.6 Discussion
This chapter has provided an overview of the various types of threats, including en-
abling and primary threats, to a swarm. It is also proposed that there are no new
threats that are specific to swarms. However, there are new and unique attacks that
could be targeted against swarm implementations. Potential attacks that could be con-
ducted against a swarm and its entities have been discussed. Many of the threats and
attacks have been mitigated in “non-swarming” systems, using various techniques.
However, these mitigations are not necessarily appropriate for certain aspects, that
are unique to swarms.
Attacks can be mounted against a swarm that are similar in nature to attacks against
other systems, such as eavesdropping within a Wireless Sensor Network. However, it
is proposed that the actions and subsequent effects on a swarm will be different. For
example, within a Hierarchical Wireless Sensor Network, an attacker that realises the
eavesdropping effect might position themselves appropriately within the hierarchy of
the network, in order to realise other attacks, such as attacking the network routing,
using attacks such as a Selective Forwarding attacks [27, 207], where particular mes-
sages are not forwarded and others are forwarded as usual; Sybil attacks [57, 140],
where nodes present multiple identities; or Wormhole attacks [87, 94, 198], where low
latency links tunnel information to different parts of a network.
However, as a swarm is not a hierarchical network architecture, the attacks that could
be successful against a Wireless Sensor Network, would not be effective against a
swarm. Similarly, both Hierarchical Wireless Sensor Networks and Distributed Wire-
less Sensor Networks use command and control mechanisms and report to a data sink
point. However, as a swarm has a decentralised control mechanism, as detailed in
swarm characteristic 2, and a resulting collective emergent behaviour, swarm char-
acteristic 4, then the potential attacks to Wireless Sensor Networks and Distributed
Wireless Sensor Networks would not be suitable to attack a swarm implementation.
It can be seen that, although some systems appear to be similar to swarms, there are
important difference in the detail of implementations and operations. These differ-
ences arise from the unique characteristics of a swarm, as described in Section 1.2 and
Section 2.4. Consequently, many attacks on “swarm-like” systems do not actually ap-
ply to swarms and therefore, by a similar rationale, not all mitigation techniques that
apply to “swarm-like” systems apply to swarms.
In particular, the unique characteristics of swarms, such as the use of stigmergy as
a communications medium and the emergent behaviour of a swarm, present a new
challenge to attackers and researchers.
The details in this chapter, in conjunction with Chapter 3, have provided an under-
standing of the various threats and attack mechanisms which could be carried out
against swarms and how these relate to the swarm model. This information as then
utilised in the simulation of attacks against robotic swarms, which is presented in
Chapter 5.
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4.6.1 Case 1 - Cooperative Navigation (Hunting)
In use-case 1, the objective of a swarm, So, is to hunt for and locate a target, T. The
swarm might be further constrained, depending upon the implementation or actual
operation of the swarm. That is, the swarm might also have other constraints, such as
the maximum amount of time allowed to locate the target, say saomaxTime. The swarm
will therefore achieve its goal if it successfully locates the target and it does so within
any constraints.
The role of an attacker is to attempt either prevent So from locating T, or to attempt to
reduce the efficiency of So, such that the time taken to locate a target exceeds maxTime.
An attacker would release a malicious swarm, Sm, in order to undertake an attack
against So. The actual attack against So would be conducted by the swarm entities of
Sm against the swarm entities of So. Therefore, smi will attempt to influence s
o
i .
As an example within use-case 1, attacks undertaken by smi could be attacks on the
communications between soi , as described in Section 4.5.3 . For example, s
m
i might
attempt to jam the communications between soi , or, by realising the threat of masquer-
ade, smi could monitor the communications between the s
o
i swarm entities. s
m
i would
then present modified information to soi , such as when the messages between s
o
i report
target located, in order to attempt to maliciously manipulate the actions of So.
4.6.2 Case 2 - Foraging and Local Recruitment (Landmine Locating)
In use-case 2, the objective of a swarm, So, is to make safe all the landmines, LM,
within an operating environment, E. The goal of soi is to locate a landmine, lmi, and
then locally recruit other swarm entities of So, such that there are enough swarm en-
tities present at the landmine in order to make the landmine safe. Upon which, the
swarm entities will then return to locating and making safe other landmines, within
E.
Let us say that when swarm entities, soi , locate a landmine, they undertake local re-
cruitment by the release of a chemical into the environment and that the chemical’s
density reduces over distance, such that it is not detectable after a particular distance,
rangeChem. Upon detection of the recruitment chemical, soi will follow an increasing
chemical density, until it reaches a chemical density maximum, upon where soi would
locate a landmine.
The objective of the attacker is to prevent So from successfully making all the land-
mines safe within E.
As an example for use-case 2, attacks undertaken against So could be manipulate the
physical communications provided by the environment, as described in Section 4.5.3.
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An attacker could attempt to manipulate the communications within the environment
by providing false information, such as by the attacker releasing a false recruitment
chemical, manipulating the actions of soi so that s
o
i follows the false chemical scent
within E. An attacker could defend their landmines by placing the false chemical scent
generators strategically within E and, assuming unlimited resources, could deploy the
false chemical scent such that its effective range was greater than that of rangeChem.
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5.1 Introduction
This chapter describes how the previous work regarding threat taxonomies, in Chap-
ter 4, was then taken forward to simulate attacks against swarms.
The aim of simulating robotic swarms was to gain an understanding of if, and how,
malicious attacks could be conducted against these swarms [165]. The simulations
were conducted against several types of swarms and utilised various attack tech-
niques. The objective of the simulations was to observe and record the effect of the
attacks upon the overall behaviours of the swarms.
In order to conduct the swarm simulations, a literature review was carried out to gain
an understanding of other researchers’ proposals, for swarm implementations. The re-
view also considered the various types of swarms, as detailed in Section 2.5 regarding
swarm taxonomies.
Following the literature review, two different types of swarm implementations were
chosen to be simulated. These proposed swarm implementations had been developed
within different areas of swarm research, with different goals for the swarms.
The previous researchers had undertaken work regarding the application of swarms
for cooperative navigation [59] and the utilisation of swarms with foraging techniques
combined with local recruitment schemes, with a proposed use within landmine de-
tection [34, 112, 113, 114].
The simulations undertaken within this research for cooperative navigation are a con-
tinuation of use-case 1, where the goal of the swarm utilising cooperative navigation
is to locate a target. The simulations undertaken within this research for the foraging
techniques combined with local recruitment schemes are a continuation of use-case 2,
with the goal of the swarm being to locate and make safe landmines.
Initial simulations within this research were conducted on swarm implementations
within benign environments, which did not involve any malicious activity or attacks.
These initial simulations were carried out, in order to ensure that the results obtained
within this research matched the results presented by the other authors’ within their
research. This research work then attempted to maliciously manipulate these different
swarm types, conducting various types of attacks, as detailed in Section 4.5, against
the swarms.
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Once initial operating baselines had been established, the effects on the swarm from
simulating malicious activity could then be observed.
5.2 Case 1 - Cooperative Navigation
This section describes work undertaken on simulations that demonstrate use-case 1,
where the overall objective of the swarm is to locate a target by the use of cooperative
navigation.
The following work was based on research initially carried out by Ducatelle, et al.,
regarding their proposal to utilise swarms for the provision of cooperative navigation
[58, 59]. Entities within a swarm forward navigation information to other swarm en-
tities, that are within communications range of each other. This is in order to attempt
to cooperatively provide the most efficient way of navigating to a target location. The
entities within the swarm can be either swarm entities that are attempting to locate
the target, essentially searchers that are hunting for targets, or they can be external to
the swarm that is searching for a target. This could be independent swarm entities
that are carrying out other tasking, but are able to store, process and forward nav-
igational information. Ducatelle et al. initially conducted simulations of between 1
and 90 simulated robots for their proposal and subsequently undertook experiments
utilising real robot entities, using between 1 and 10 actual robots. As Ducatelle et al.
reproduced the same results for the simulations when compared to using real robots,
it was decided to only consider simulations within this research. The results obtained
by Ducatelle et al. demonstrated the validity of the simulations and as this research
was concerned with understanding attacks on swarms, and the subsequent effects, it
was decided that undertaking simulations would be a valid way of conducting the
research. Simulations also provided a repeatable way of testing different approaches
to various attack methods, in order to observe any effects, and allowed the researcher
to monitor actions from the perspectives of both the overall swarm and the individual
swarm entities.
5.2.1 Taxonomies
The cooperative navigation implementation of a swarm may be considered from sev-
eral perspectives when considering taxonomies, as detailed in Section 2.5.
When considering the Method Based taxonomy proposed by Brambing et al. [24], this
representation would be considered a finite state machine within Behaviour Based de-
sign methods. Within the Collective Behaviour based taxonomy, Brambing et al. would
consider this as Collective Exploration within Navigational Behaviours.
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The Robotic Swarm Behaviour taxonomy proposed by Cao et al. [31] would classify this
activity as a Communications Structure within a Group Architecture. It could be consid-
ered a Geometric Problem, in that the swarm is assisting in path planning. However,
the collective entities are only passing on navigational information to assist in path
planning and not actually planning the path to take themselves.
5.2.2 Overview of the Previous Research
In the research undertaken by Ducatelle, et al., a proposal was presented for a new
algorithm that enabled a collision free path to be found between either a searcher
and a target, such as for a search and rescue scenario, or back and forth between two
locations, such as between an insect nest and a food location [58]. They refer to these
two scenarios as single robot navigation and collective navigation. The messages sent
between the swarm entities leads to an emergent behaviour within the swarm, which,
as there has not been instruction or influence by an external controlling source, is de-
centralised. They refer to this as cooperative navigation within the swarm.
Their proposals utilise decentralised control, swarm characteristic 2, and local com-
munications between the swarm entities, swarm characteristic 6, in order to achieve a
collective emergent behaviour, swarm characteristic 4.
The work by Ducatelle, et al. considered the use of direct communications between
local swarm entities, within a confined operational area. An event is advertised, such
as a target is found, and this event is then periodically advertised and then relayed
throughout the swarm. This process is also carried out via the other entities of the
swarm, which are not necessarily involved with the navigation task. A searcher entity,
or entities, will then utilise the relayed information, in order to locate the target.
The algorithm proposed by Ducatelle, et al. is relatively simple. Each swarm entity
contains a navigation table that stores the information age of the information received and
a distance to target value. The information age is represented by a sequence number that
provides a relative age of the information. The distance to target value is an estimate
of the navigation distance to the target. Prior to deployment, the target’s information
age is set to zero and the swarm entities navigational tables are initialised, so as to
receive information. The target generates an increasing count, which is used as the
reference for the age of the information.
At a predetermined set period of time, the target increases the count. Any entities
from the swarm, which are within communications range of the target, update their
knowledge of their own distance to the target and the target’s current sequence count
number. This information is then rebroadcast, in order to forward the information on
and distribute the information through the swarm, via swarm members that are in
range of each other.
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Ducatelle et al. provided Algorithm 5.1 to describe this function.
Algorithm 5.1 Communication-based navigation: the actions executed at each control
step by each robot A
1: /* Update local distance estimates */
2: for (Each target T in navigation table) do
3: Update distance information d(A, T) for T based on A′s moved distance
4: end for
5: /* Process received messages */
6: for (Each received message from a neighbour robot B) do
7: for (Each target T in the message) do
8: Receive distance d′(B, T) and sequence number s′(T) from B
9: Compute d′(A, T) := d(A, B) + d′(B, T)
10: /* Update navigation tables if new information is better */
11: if ((s′(T) > s(T) OR ((s′(T) == s(T)) AND (d′(A, T) < d(A, T))))) then
12: Replace information for T in table: s(T) and d(A, T) := d′(A, T)
13: end if
14: /* Update navigational behaviour if new information is better */
15: if (A is searching for target T) then
16: if ((s′(T) > s∗(T)) OR ((s′(T) == s∗(T)) AND (d′(B, T) < d∗(T))))
then
17: Replace current navigation information:
18: s∗(T) := s′(T) and d∗(T) := d′(B, T)
19: Move towards B′s position
20: end if
21: end if
22: end for
23: end for
24: /* Send message */
25: if (Time to send update) then
26: if (The local robot A is a target) then
27: Increase sequence number s(A) for target A in navigation table
28: end if
29: for (Each target T (subset of) table) do
30: Add information s(T) and d(A, T) to message
31: end for
32: Broadcast message
33: end if
This can be seen in Figure 5.1. The receiving swarm entities compare the received in-
formation to the information that they already hold within their navigation tables. If
the received navigational information is “better” than the information currently stored
by the swarm entity, the receiving swarm entity will update its navigational table ac-
cordingly.
As the information age is generated by an increasing count at the target and sub-
sequently communicated within the swarm, there is no need to synchronise the swarm
entities across the entire swarm. The count number of the information age at the
swarm entities is based on the last time they received the best navigational inform-
ation.
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Target Searcher Independent Messaging Path
Figure 5.1: Messaging Within a Swarm
Received navigational information can be better for one of two reasons:
1. The received information is fresher than its stored information, identified by the
received information age count being higher than the stored information age
count.
2. If the received information age is currently the same as the stored information’s
age but the estimated distance to the target is lower.
If either reason is realised, the receiving swarm entity updates its navigation tables. If
the received information is fresher than its stored information within its navigational
table, the receiving swarm entity updates its stored information age value with the
newly received value and updates the value for the estimated distance to the target. If
the information age value received is the same as that already held but the estimated
distance to target value is lower, just the distance to target value is modified.
The estimated distance to the target value is calculated by taking the received distance
to the target value and adding on the distance between the receiving swarm entity and
the swarm entity that transmitted the better navigational information. Other than a
searcher swarm entity, which is searching for a target, the other swarm entities do not
act on this information, other than to store-and-forward the information on to other
swarm entities.
These other swarm entities were simulated such that they moved in a random manner,
as if carrying out other tasks. That is, they would randomly calculate a heading to
travel in and a random distance to move, that was bounded to a maximum distance,
and they would then move the calculated distance. Upon travelling the calculated
distance, the swarm entity would then repeat the task of randomly choosing a new
direction to travel in and a random distance to travel.
It should be noted that Ducatelle et al. did not describe how they calculated the dis-
tance between the entities within their research.
A searcher swarm entity is also able to receive the navigational information, of the dis-
tance to the target and the information’s age. If the information received by a searcher
swarm entity is better than its stored navigational information, the searcher swarm
entity will also update its navigational table.
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The searcher swarm entity will then face the direction of the swarm entity that provided
the better navigational information and travel forwards in this direction.
This process continues until the searcher entities locate the targets that they have been
searching for.
As described, as swarm entities move around the operating environment, they receive
information from other swarm entities and, if the information received is better than
the information that they currently have stored within their navigation tables, they
will update the information within their navigation tables. Likewise, the swarm entit-
ies also broadcast their navigation table information to other swarm entities that are
within their broadcast ranges. If a swarm entity has moved, prior to broadcasting its
navigation table information, it will add on its own distance moved to the estimated
distance to the target within its navigation table, in order to attempt to maintain a
realistic estimate of the distance value to the target.
Swarm entities that have been out of range of communications will update their navig-
ation tables when they come back into range of swarm entities that have better navig-
ation information. Their proposed swarm implementation is therefore able to update
swarm entities that have either been operating away from the other entities within a
swarm or they are newly introduced into the swarm, as detailed in swarm character-
istic 8. When operating away from other entities within a swarm, where the different
sections of the swarm contain different navigational information, one swarm section
will contain better navigational information. Examples of this could be when a swarm
is first deployed and the swarm is dispersed and there are swarm entities that are geo-
graphically removed from the majority of the swarm, or there are swarm entities that
are at the physical extremities of the swarm and, because there was no better navig-
ational information available, randomly chose to move in a direction that detached
them from the main swarm. When swarm entities are newly introduced to the swarm,
they will have yet to receive any navigational information from the already deployed
entities if the swarm.
Figure 5.2 and Figure 5.3 show how two separate sections of a swarm can come to-
gether and then update the swarm entities navigational tables to the correct inform-
ation. In Figure 5.2, the entities that are in direct communication with the target are
communicating with current up to date information. The entities that do not have a
communications path to the target are still communicating with each other but the
information is either out of date or the entities have yet to receive any navigational in-
formation that they can pass on. The navigational table is populated with the current
count figure, for the information age, and the shortest path to the target.
Figure 5.3 shows that, after one event count, two of the entities have moved close
enough to each other to be within communications range. The navigational informa-
tion is therefore updated throughout the swarm.
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It is worth noting that the navigational information received by a searcher swarm en-
tity might not actually be the most efficient route to a target’s location. This is because
the searcher swarm entity will face the direction of the swarm entity that provided the
best navigational information, based on the information received from swarm entities
within its communications range. This information regarding the best route to take
can also change over time. This can be seen in Figures 5.4 and 5.5.
In Figure 5.4, the searcher is actually moving away from the target, as it believes this
to be the best information. At time t + n, the swarm entities have moved and a better
path is calculated, the searcher therefore changes direction accordingly, as shown in
Figure 5.5.
As the searcher swarm entities travel, they continuously monitoring for received nav-
igational information that is better than their stored navigational information. If no
better navigational information is received, the searcher swarm entity continues in
a straight line until it has travelled the distance it calculated between itself and the
transmitting swarm entity it received the navigational information from. If no better
navigational information is received, the searcher swarm entity essentially arrives at
the location of that the transmitting swarm entity originally transmitted from.
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Their research considered two actions that the searcher swarm entity can be pre-
programmed to undertake:
1. The searcher swarm entity stops and remains stationary, awaiting better navig-
ational information.
Ducatelle et al. referred to this as Navigation with Stopping (NwS).
2. Upon reaching the determined location, the searcher swarm entity randomly
calculates a new heading and a random distance to travel and moves this cal-
culated distance. The random distance that the swarm entity could calculate to
travel being bounded a maximum distance. If no better navigational informa-
tion is received during the searcher swarm entity’s travels, the action is repeated.
Ducatelle et al. referred to this as Navigation with Random (NwR).
Their research showed that a searcher entity was capable of locating a target entity, by
utilising the simple algorithm. Also, the greater the number of other swarm entities
that assisted the searcher entity, the less time that the task took to complete. This
was more apparent when the searcher swarm entity carried out the Navigation with
Random actions, if no better navigational information was provided to it.
Simulations where undertaken by Ducatella et al., where a randomly placed single
searcher swarm entity had the goal of locating a randomly placed target. The simula-
tions were performed utilising three different operating environments, each of which
had a size of 20 by 20 units.
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The operational environments simulated were:
• No Maze The operating environment was free from any obstacles and the swarm
entities were capable of moving freely throughout the operating environment.
• Simple Maze The operating environment had the addition of a simple maze, as
shown in Figure 5.6a, for the swarm entities to negotiate in order, to complete
the task.
• Complex Maze The complexity of the maze in which the swarm entities needed
to negotiate, in order to each the goal, was increased. This can be seen in Fig-
ure 5.6b.
(a) Simple Maze (b) Complex Maze
Figure 5.6: Operating Environment Mazes
The actions of the swarm entities that collide with another object within the simula-
tion, such as a boundary or maze wall, was to act as if it were to “reflect” off, in a
similar way to an elastic collision. This can be seen in Figure 5.7.
b
a a b
Figure 5.7: Searcher “Reflecting” Off Walls
As would be expected, the average time taken to locate a target increased as the com-
plexity of the operating environment increased.
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The goals of the searcher swarm entities were then modified, such that they had the
task of alternating between targets to find. That is, a searcher would search for say
target T1 and, upon locating target T1, would then switch to attempting to locate target
T2. Once target T2 has been located, the searcher switches the target it is attempting to
locate back to target T1. This can be considered similar to a swarm in nature moving
between a food source, represented by T1 and a nest, represented by T2.
The simulations of moving swarm entities between two targets where conducted with
all the swarm entities being searchers, without the assistance of the other swarm en-
tities.
Ducatelle et al. conducted these simulations in operating environments that did not
contain any obstacles. A number of searchers were placed within the operating en-
vironment that were initially configured so that half of the searchers were looking for
one of the targets and the other half were looking for the other target. Initially the
searchers that could not receive navigational information would move in a random
manner. Once navigational information was obtained, the searchers began moving to-
wards their pre-defined target. Upon reaching a target, the searcher altered the target
which it was searching for and the process repeated. This can be seen in Figure 5.11.
Once Ducatelle et al. had shown that the searchers could successfully navigate between
the two targets that were unobstructed, they moved the location of the targets and
placed an obstacle in the direct path between the targets. This provided two possible
paths that the searchers to navigate between the targets. The operating environment
can be seen in Figure 5.12 and it can be seen that the obstruction provides two pos-
sible paths between the two targets, that are of different lengths. The simulations by
Ducatelle et al. demonstrated that once a simulation had been running for a period
of time, the swarm entities would eventually start to utilise the shortest path between
the two targets. This was not achieved by any external influence, attempting to inform
the swarm entities the shortest path, but by the swarm entities determining the path
to take themselves. This demonstrated that the algorithm was designed and achieved
the requirement to find the most efficient path between a searcher and a target.
5.2.3 Simulations
I carried out simulations that replicated the original simulations that were conducted
by Ducatelle et al. Further simulations were then undertaken within my research, in
order to attempt to maliciously interfere with the swarm and to attempt to maliciously
manipulate the swarm entities and therefore affect the overall swarm goal. The at-
tacks against the swarm increased in complexity, from manipulating the environment,
through to utilising knowledge of the swarm entities communications and utilising
this against them. The simulations were undertaken using NetLogo 5.3.1 [141], which
is a multi-agent programmable modelling environment. The NetLogo code produced
for the simulations is available in GitHub [163].
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My initial simulations of attacks, that attempted to realise the threat of Denial of
Service by jamming, are included for completeness, in order to show how the re-
search progressed. The majority of this section concentrates on the simulations of
attacks that utilise knowledge of the swarm implementation and knowledge of how
the swarm entities interact. This knowledge is then utilised by an attacker, in order to
attempt modify the swarm’s emergent behaviour, in order to reduce the efficiency of
the swarm in achieving its goal.
As the simulations in the original research by Ducatelle et al. had not considered
how ranging for distance calculations between entities was achieved, it was decided
that this research would not consider this either. This was due to several reasons.
The actual method of communications between entities would be dependent upon
the actual implementation of the swarm, such as by using RF or LEDs. Ducatelle et
al. utilised LEDs in their experiments with real robots, although the number of robots
used was lower than that which was simulated, with a maximum of 8. They did note
that the actual robots did have “noisy range and bearing estimates” but that their
results showed that the navigation was successful and that the results demonstrated
similar trends between the simulations and the robot experiments.
RF could also be utilised, with ranging being estimated from received signal strength
and direction by using Direction Finding techniques. RF communication paths could
be simulated, along with effects such as multipath, fading, Doppler shift, construct-
ive and destructive interference and the properties of the transmitting and receiving
aerials. However, these effects would be the same for both benign environments and
environments that were subject to an attack. Also, any error correction techniques
that could be employed to reduce the effects of channel losses and errors could be
implemented by both the original swarm and a malicious actor.
The best case scenario for an attacker is for a “perfect” lossless channel. That is, any
malicious transmission that is made by an attacker is received, without error, by a
victim entity. Therefore, as the purpose of this research is to consider malicious activ-
ity upon a swarm all simulations undertaken did not consider any communications
channel effects or link budgets.
5.2.3.1 Initial Simulations of Previous Research
Initial simulations were conducted in this research that replicated the original research
undertaken by Ducatelle et al. within a benign environment. The results I obtained
from the simulations were comparable to the original research and therefore demon-
strated that the method of implementing the algorithms within this research, repres-
ented that of the original research.
The simulations I undertook were for a searcher to locate a target, utilising naviga-
tional information, that is provided by other, independent, swarm entities. This can
be seen in Figure 5.1, where swarm entities that are within communications range of
each other send messages containing navigational information between each other.
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The simulation results I obtained show the average times for a single searcher to
achieve its goal of locating a single target, with various operating environments and
differing amounts of independent swarm entities that assist in the navigation task.
The results shown in Figure 5.8 are for randomly placed searchers and targets, as with
the original research. The results shown in Figure 5.9 are for randomly placed targets
but with the searchers then placed at random directions but set distances from the tar-
get, to allow for repeatability of the experiments and to enable comparisons against
subsequent simulations of attacks.
This research concentrates on a single searcher utilising cooperative navigation. This
is because the multi-target cooperative navigation implementation followed the same
methodology as used in the implementation for the single searcher cooperative navig-
ation but only used searcher entities, as opposed to other entities and a single searcher
entity. Successful simulations were carried out on multi-target cooperative navigation
implementations, in order to successfully verify the simulations being undertaken in
this research were comparable with the results obtained Ducatella et al. The remainder
of this section therefore only considers single robot navigation implementations.
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Figure 5.8: Baseline Results of Random Placements of Targets and Searchers
The simulations results, shown in Figure 5.10, verified the findings of Ducatelle et al.,
in that the Navigation with Random method of implementation enabled the target
to be located more quickly when there were fewer assisting swarm entities, when
compared with the Navigation with Stopping results. As shown in Figure 5.10, once
there are less than approximately 20 independent swarm entities, the efficiency of the
two methods start to diverge. When there were more than 25 independent entities,
there were generally sufficient independent entities within the operating environment
that independent entities would be constantly updating navigational information.
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Figure 5.9: Averaged Results for Fixed Separations
In the case of NwS, if an independent entity reached its distance to travel and it had
stopped to wait for new navigational information, the amount of other independent
entities within the operating environment meant that the wait was generally not long,
as another independent entity would pass within communications range of the sta-
tionary entity and provide new navigational information. When there were less than
20 independent entities, the NwS implementation had longer periods of time where
an independent entity would be stationary and waiting for new navigational informa-
tion. As the amount of independent entities to decreased, the time taken for a searcher
to find the target in an NwS simulation increased. When NwS simulations were un-
dertaken with less than 10 independent entities, the time taken for a searcher to locate
the target could be either extremely large, compared to the NwR methodology, or it
could fail to reach the target, as the searcher and independent entities had reached
their maximum distance of travel and were waiting for new navigational information.
Because of this, it was decided to undertake all future simulations within this research
by implementing the Navigation with Random implementations of the swarms. This
was because the objective of this research was to attempt to maliciously manipulate
the swarms, as opposed to trying to find the most efficient way for a swarm to attain-
ing a goal. It was therefore felt that by utilising the Navigation with Random imple-
mentation, the swarm would have a better chance of reaching its goal and therefore
attacks against the swarm would, if successful, be more apparent.
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For completeness, the following figures show the searcher swarm entities moving
between two targets. Figure 5.11 shows an unobstructed operating environment and
Figure 5.12 shows an obstructed operating environment and demonstrates how the
swarm entities, after a period of time, utilise the shortest path in order to realise their
goal.
Target 1
Target 2
Searchers hunting for
Target 1
Searchers hunting for
Target 2
Figure 5.11: Two Targets - No Obstacles
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Target 1
Target 2
Figure 5.12: Two Targets - Obstacle in Operating Environment
5.2.3.2 Traditional Attacks Against the Swarm
Initial attacks that this research undertook against the swarms were basic jamming
attacks, which were undertaken by randomly placed and static jammers within the
operating environment.
The objective of the attack was to realise the threat of a Denial of Service against the
swarm. The attack was undertaken by manipulating the physical communications
within the environment, in order to prevent communications between the swarm en-
tities. The aim of the attack was that a reduction in communications between the
swarm entities would prevent navigational information from being effectively com-
municated and therefore reduce the efficiency of the swarm.
Simulations were undertaken for two attack implementations. The first was where the
jammers realised the threat of masquerade and the jammers, when not undertaking
jamming, would interact with and act as part of the original swarm.
In the second set of simulations, the jamming entities were stealthy and not visible to
the swarm that was being attacked. Although it could be argued that once a jamming
entity is actually undertaking jamming, it is detectable. These simulations were un-
dertaken in order to gain an understanding of the effects of jamming on the swarm.
However, for this research, it was not that interesting as, although there was a minimal
effect upon the swarm, in that it could increase the amount of time taken for a searcher
swarm entity to locate the target, it did not utilise any of the unique characteristics of
a swarm.
The entities that undertook the jamming within the environment where increased
from one to ten in number and the jamming period was fixed, at five time units.The
area effected by the jamming was set to be the same as the communications range of
the swarm entities and the chances of jamming were varied between 1% and 5%.
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Although this is a very basic and conventional type of attack against communications,
the swarm was able to cope with the attacks, due to its implementation. If a particular
communication path between two entities was being jammed, there was often another
path available to support the communication of navigational information. Also, if the
communications to the searcher entity where prevented, this would not prevent the
searcher entity from continuing to move. The movement would be to travel to the
last known location of navigational information or, if no navigational updates were
provided and the searcher reached the communications location of the navigational
information, the searcher would pick a random direction and distance to travel. Whilst
moving along the random direction of travel, the searcher is constantly attempting to
update its navigational information.
Simulations undertaken showed that the malicious entities, that where undertaking
the jamming, had little, if any, effect upon the swarm. Example of this are shown in
Figure 5.13 and Figure 5.14, where the searcher was operating in an environment with
a simple maze and is being subjected to an attack by fixed jammers that are not visible
to the swarm entities, a 1% chance of jamming and a starting separation of 10 units.
What is shown by the results of the simulations is that the greatest effect on the ef-
ficiency of the searcher in completing its goal is the amount of independent entities
present within the operating environment, as shown by Figure 5.13. To assist in the
understanding of how limited the overall effect the jamming by the malicious entities
has to the overall performance of the swarm, Figure 5.15 is a simple linear trend line
analysis for Figure 5.14 and demonstrates the fairly stable general trend for the per-
formance of the swarm in locating a target when compared to the number of malicious
entities.
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Figure 5.15: Linear Trend Line Showing the Effects of the Malicious Entities
Other results demonstrated that when the malicious entities were visible to the swarm,
the efficiency of the searcher in locating the target slightly improved. This was because
when the malicious entities were not undertaking jamming, they would contribute to
the original swarm by acting as original swarm entities, in order to realise the threat
of masquerade.
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That is, if there were 10 entities in the original swarm and there were 10 entities in
the malicious swarm, if there was no jamming activity being undertaken by any of
the entities within the malicious swarm, the overall swarm size is 20 entities. There
would therefore be twice as many entities contributing to the task of locating the tar-
get. Therefore, the malicious entities actually supplement the independent swarm,
aiding the searcher and thus reducing its time to locate the target.
5.2.3.3 Modiﬁed Traditional Attacks Utilising Malicious Swarm Entities
In these simulations, the objective was to again realise the threat of Denial of Service.
However, the malicious jamming entities were mobile within the operating environ-
ment.
Again, simulations were undertaken where the malicious entities were either inde-
pendent of the original swarm, such that they did not interact with the original swarm
and undertook jamming activities, or interacted with the original swarm, realising the
threat of masquerade.
The simulations that were undertaken for static jammers were repeated for the mobile
jammers and the results obtained were comparable.
As with the static jamming simulations, when a malicious entity interacted with the
original swarm entities, the effect was that they assisted in the searcher swarm entity
in achieving its goal of locating the target.
5.2.3.4 Review of the Traditional Attacks Against a Swarm
The jamming simulations showed similar results for all the different variations. That
is, regardless of the amount of malicious jammers, whether the jammers were station-
ary or mobile, whether the chance of jamming was for 1% or 5% and for any operating
environment, which included no maze, simple maze and complex maze, the results
all followed the same profile. The results showed that the main factor that affected
the efficiency of the searcher locating the target was the amount independent search-
ers that would assist in the task and that there were limited effects caused by the
jamming. When observing the simulations the jamming effects could be seen, in that
jammed communications paths prevented the communication of navigational inform-
ation. However, there were either other communications paths available or an entity,
either the searcher or an independent entity, would just continue to move and would
move out of the jammed area.
Due to the results and the simplicity of the jamming attacks, it was decided to concen-
trate this research on attacks that utilise the unique characteristics of a swarm.
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5.2.3.5 Attacks that Manipulate the Behaviour of a Swarm
The initial attack simulations undertaken, that considered jamming, were essentially
to understand if the efficiency of a swarm could be reduced by an external and mali-
cious influence.
However, the area of interest for this research is to understand if a malicious attacker
can undertake an attack that is specific to a swarm implementation. The attacks will
attempt to utilise knowledge of how a swarm entity will interact with another swarm
entities and utilise this knowledge to the attacker’s advantage, in order to attempt to
effect the swarm entities and ultimately the emergent behaviour of the swarm as a
whole.
Several attacks were considered. These included:
• Random Walker A malicious entity is deployed within the original swarm that
randomly moves around the operating environment and broadcasts false navig-
ational information, which appears better than the actual navigational informa-
tion.
• Hunter Jammer A malicious entity attempts to locate the target before the searcher
and then jams the communications surrounding the target.
• Hunter A malicious entity is deployed that has a slightly longer communications
range than the independent swarm entities. This allows the malicious entity to
detect and block a target before a searcher can locate the target.
• Hunter/Runner A malicious entity is deployed within the original swarm that
behaves as though it were a searcher swarm entity. Upon locating a target, the
malicious entity moves away from the target, whilst broadcasting better, but
false, navigational information.
• Hunter/Runner with Stop Similar to the Hunter/Runner, in that upon locating
a target it moves away from the target and broadcasts better, but false, naviga-
tional information. However, when the malicious entity locates a wall, it stops
and remains stationary.
An aim of these proposed attacks was that they should be simple to implement, as
they should be able to be carried out by swarm entities and therefore be subject to the
same constraints as other swarm entities.
Random Walker The initial simulations that attempted to manipulate the behaviour
of a swarm involved randomly placing a malicious entity within the swarm’s oper-
ating environment. The malicious entity was configured to broadcast navigational
information that appeared better than the true navigational information.
Essentially the malicious entity had realised the threat of masquerade, in order to carry
out the attack of manipulating a swarm entity’s behaviour, by conducting a misin-
formation attack.
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The false navigational information being broadcast by the malicious entity appears
better than the true navigational information, that is being transmitted by the target,
and this false information is communicated through the swarm by the independent
swarm entities. When the false information is received by a searcher swarm entity,
the searcher will attempt to follow the false navigational information. The searcher
swarm entity is essentially now searching for the malicious entity, as opposed to the
target.
Although this was a simple attack, the impact it had was significant. The minimum
percentage increase in the average time taken for the searcher to reach its goal of loc-
ating the target was 240%, where as the maximum impact was over 21,000%. There
was also a general trend that as the number of independent entities increased, the time
taken to locate the target also increase. This can be seen in Figure 5.16.
There was also a lower number of searchers that achieved their goal in the simula-
tions. However, this impact was also due to the increase in times taken for searchers
to achieve their goals and the simulations timed out.
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
10 15 20 25 30 35 40 50 60 70 80 90
Pe
rc
en
ta
ge
 In
cr
ea
se
 f
ro
m
 B
as
el
in
e
Number of Independent Entities
Effect of One Random Walker Malicious Entities
Starting Separation: 5 Starting Separation: 10 Starting Separation: 15
Starting Separation: 5 Starting Separation: 10 Starting Separation: 15Simple Maze:
No Maze:
Figure 5.16: Impact on Searcher from One Random Walking Malicious Entity
What can be observed for the simulation results, and from observing the simulations
whilst they were being undertaken, is that the time taken for a searcher entity to locate
a target is essentially the time taken for the malicious entity, that the searcher swarm
entity is following, to pass a target location. That is, the searcher swarm entity will
direct itself, based on the received navigational information. The best navigational
information will be the false navigational information that has be broadcast by a mali-
cious entity and the searcher swarm entity will therefore attempt to make its way the
source of the false navigational information.
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The source of the false navigational information, a malicious entity, will continue to
move in random manner and therefore the searcher swarm entity will continue to fol-
low the malicious entity, in order to locate the source of what the searcher interprets
as the best navigational information. Eventually, the random movements of the ma-
licious entity will cause the malicious entity to pass by an actual target, such that the
searcher swarm entity is within range of that target and will therefore locate the target
and accomplish its goal. The time taken for the searcher swarm entity to locate a target
is therefore essentially the time taken for a randomly moving malicious entity to pass
by a target location.
Although the effect on the efficiency of the searcher swarm entity by an attack from
an attack by a random walker was apparent, it was not considered to be a subtle or
challenging attack. That is, although it utilised knowledge of how the swarm entities
interacted, it was not that complex in its approach of how it could attempt to manipu-
late the swarm’s emergent behaviour.
Hunter Jammer An attack was considered where the attacking malicious entities
would attempt to locate the target, essentially behaving in the same manner as a
searcher, until it located a target. Once at the target, the malicious entity would then
begin to prevent communications from the target by jamming all the communications
from the target.
When a malicious entity located the target prior to the searcher, then the searcher never
achieved its goal of locating the target. This was because once the targets communica-
tions had been prevented, no navigational information could be communicated to the
swarm and if a searcher passed the target, through the searcher’s random movements,
the target was not able to inform the searcher that it was the target. The principle of
the hunter jammer can be seen in Figure 5.17.
Target
Original Swarm Entity
Searcher Swarm Entity
Permitted Communications
Prevented Communications
Malicious Swarm Entity
Figure 5.17: Principle of the Hunter Jammer
Although this was a very effective attack, the attack was not subtle and, although
it made use of the navigational information provided by the independent entities,
the attack do not utilise the unique characteristics of the swarm, such as emergent
behaviour, in order to prosecute the attack.
Because of this, it was decided not to continue researching this attack method.
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Hunter This attack built upon the Hunter Jammer attack, in that the malicious en-
tities attempted to locate the target before the searcher. In this attack, the malicious
entities were modified, such that they had a slightly larger communications range,
compared to the searcher and the target. The malicious entities were configured such
that initially they were not visible to the other swarm entities, but they would utilise
the other swarm entities navigational information broadcasts to assist in locating the
target. Once a malicious entity had located a target, it stopped a distance away from
the target that was slightly further than the communications ranges of the searcher
and the target. At this stand off distance, the malicious entity would make itself vis-
ible within the swarm and then broadcast navigational information that was better
than that of the target.
This resulted in searchers becoming trapped at the location of the malicious entities,
outside of the communications range between the searcher and the target. The ef-
fect was greatest nearer to walls, especially were operating environments contained
mazes. This effect is shown in Figure 5.18.
(a) At a Dead End (b) In a Corner
(c) Along a Path
Searcher
Malicious
Independent
Searcher Comms 
Coverage
Malicious Comms 
Coverage
Messaging Path
Target
Figure 5.18: Hunters Isolating Targets
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Figure 5.18a shows how a malicious entity has trapped a searcher, preventing the
searcher from going down the dead end and locating the target. Figure 5.18b shows
how several malicious entities have located such that the target cannot be reached, as
any searchers would be attracted to the malicious entities and then become trapped
and Figure 5.18c shows how malicious entities have positioned themselves either side
of a target along a path. Any searcher would locate a malicious entity first and there-
fore become trapped at the malicious entity.
The effect of the Hunter attack was that fewer searchers managed to complete their
goal of locating the target. The greater the number of malicious entities, the less effi-
cient the searcher was at achieving its goal of locating the target. This can be seen in
Figure 5.19 and Figure 5.20.
The interesting observation is that although there is a noticeable degradation in effi-
ciency, as the number of malicious entities increase, the malicious attack undertaken
on an operating environment with no maze present produces better results for the
attacker, when compared to that of the simple maze.
When considering how the numbers of malicious entities can have an effect upon the
searcher achieving its goal, it can be seen in Figure 5.21 that in an operating environ-
ment that contains no maze, the majority of the impact can be realised by approxim-
ately 4 malicious entities. The effects of the numbers of malicious entities, based on
the amount of independent entities, tends to be fairly constant.
In an operating environment that contains a simple maze, a reduction in the efficiency
of the searcher achieving its goal can be seen in Figure 5.22. The results are tending
to show that the effect of the increasing number of malicious entities tends to lessen
around seven to eight malicious entities.
However, in both environments, the effect of the malicious attackers is very apparent.
In an operating environment with no maze, an attacker only needs to deploy 4 mali-
cious entities and the efficiency of the searcher in achieving its goal drops to less than
20% and possibly as low as 1%. In an operating environment with a simple maze,
the deployment of 4 malicious entities would reduce the efficiency of the searcher in
achieving its goal to at least 30% and possibly as low as 10%. In order to achieve a re-
duction of efficiency of the searcher achieving its goal to less than 20%, eight malicious
entities would need to be released.
What was also noted in the results was that when a searcher did successfully achieve
its goal of locating the target, the average time taken to complete this was less than
if there had been no malicious entities within the operating environment. This was
due to the malicious entities having larger comminations ranges that would broadcast
the navigational information to independent entities, that would not normally have
received the navigational information. If a searcher receives this information, it will
assume that it is genuine and act accordingly and move towards the source of the
navigational information.
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This can cause the searcher to be moved towards a targets location earlier than it
would have normally and can cause the searcher to then locate the target.
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Figure 5.22: No. of Malicious Entities and their Effect on Searcher Efficiency: Simple
Maze
However, the overall efficiency of the searcher is still reduced, as there is an impact on
the searcher actually achieving its goal.
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Hunter/Runner A new attack was considered where the attacking malicious entities
would attempt to locate the target, again essentially behaving in the same manner as
a searcher, and then attempt to lure searchers away from the target. In this simulation,
the communications range of the malicious entity was the same as all other swarm
entities. Therefore, unlike the Hunter example, if the malicious entities were captured
and modified entities from a previous swarm, the modifications required would be
software modifications and not potential hardware modifications, such as altering the
communications provision.
The attack is conducted as follows, a malicious entity acts like a searcher, in order to
locate a target. This can be seen in Figure 5.23.
Malicious
(Hidden)
Independent
Malicious Route
Messaging Path
(Genuine)
Target
Receive Only 
Messages
Figure 5.23: Malicious Entity Hunting for a Target
Once the malicious entity locates a target, as shown in Figure 5.24, it turns away from
the target and decrease its information age and increase its distance to target value.
This change to worse navigational information is to attempt to either not attract a
searcher entity or not to pass any useful navigational information in to the swarm
itself. The malicious entity is essentially attempting to look “unattractive”. The ma-
licious entity then travelled in a straight line until it had moved a distance that was
greater than both the malicious entity’s and target’s communications ranges, as shown
in Figure 5.25.
Once the malicious entity had travelled beyond the communications range of the tar-
get, the malicious entity then altered its navigational information, such that the in-
formation’s age appeared greater than the target’s information age value and the dis-
tance to the target was reduced to a low figure.
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Figure 5.24: Malicious Entity Locates a Target
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Figure 5.25: Malicious Entity Moves Away from Target
This ensured that the malicious entity would be transmitting false navigational in-
formation that contained better navigational information than the actual target that
the malicious entity had located. The attacker then continued to move in a straight
line, in order to try and make the searcher swarm entities follow the false navigational
information and move in a direction that was away from the actual target location.
This can be seen in Figure 5.26.
This was again a realisation of the threat from masquerade, in order to carry out the
attack of manipulating a swarm entity’s behaviour by conducting an attack by misin-
formation.
The initial phase of the attack, where the malicious entities are behaving like a searcher,
simulations were conducted where the malicious entity could operate either inde-
pendently of the original swarm entities or interacted with the other swarm entities.
When the malicious entity acted independently, it received and then acted upon the
navigational information that it received, in order to locate a target, but it did not
broadcast any navigational information. When it was simulated in a mode of oper-
ation where it interacted with the other swarm entities, it did broadcast true naviga-
tional information to other swarm entities that were in communications range whilst
hunting for the target.
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Figure 5.26: Malicious Entity Provides False Information
Obviously, regardless of the mode of operation within the initial phase of the attack,
the malicious attacker would broadcast false navigational information in the second
phase of the attack, when the malicious entity attempts to lure searching entities way
from the target.
From the results obtained from the simulations, it was apparent that the attack had
greater success when the malicious entities were hunting whilst not visible to other
swarm entities. Therefore, the research concentrated this attack method.
Simulations were conducted within all three operating environments, each of size 20
by 20 units, which contained either no maze, a simple maze or a complex maze. The
simulations undertaken considered searcher to target starting separations of 5, 10 and
15 units.
The results showed that the searcher would eventually always reach the target’s loc-
ation. However, the average time required to locate the increased when malicious
entities were introduced. As examples, Figure 5.27 and Figure 5.28 show how for the
environment with either no maze present or a simple maze present and a starting sep-
aration distance of 15 units, the time taken to achieve the goal of locating the target
increased, once there were more than 30 independent entities present. The malicious
entity’s goal of reducing the efficiency of the original swarm was therefore achieved,
in this situation.
What is also demonstrated in Figure 5.29 and Figure 5.30, is that in order to achieve a
successful attack in these circumstances, there is only need for one or two attacker to be
present in the operating environment. The effect of further malicious swarm entities
does not a significant effect on the overall performance of the attack. Knowledge of
which could be used by an attacker, so an attackers would not deploy more malicious
entities than are actually required in order to undertake a successful attack.
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Figure 5.27: Average Time to Locate a Target: No Maze
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Figure 5.28: Average Time to Locate a Target: Simple Maze
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Figure 5.29: Number of Malicious Entities to Effect Efficiency of Searchers: No Maze
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Figure 5.30: Number of Malicious Entities to Effect Efficiency of Searchers: Simple
Maze
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When there are no obstacles within the operating environment, the Hunter/Runner
has less of an effect upon the efficiency of the searcher to locate a target. This was
because the simulated operational environment was kept to be the same as that de-
scribed within the paper by Ducatelle et al., which is essentially a relatively small
operating environment. Therefore, if a malicious entity locates a target, it moves away
in a straight line. The malicious entity then moves towards a wall, reflects off the wall
and often heads back in the general direction of the target’s location.
However, the principle of the attack was realised and this attack could therefore be
used effectively within larger operating environments.
Hunter/Runner Wall Stop After observing the results for both the Hunter and the
Hunter/Runner simulations, it was decided to slightly modify the Hunter/Runner
attack. As with the Hunter/Runner implementation, when a malicious entity detects
a target, it moves away from the target and, once it is a suitable distance away from the
target, broadcasts better navigational information. However, in this new attack, when
a malicious entity that is moving away from a detected target reaches a wall, it stops.
It then continues to broadcast false navigational information, in a similar fashion to
the Hunter simulation, in order to attract the searcher. The communications ranges
were not extended, as they were with the Hunter, and were kept to be the same as all
the other swarm entities.
The reason for stopping upon the detection of a wall, was that this would then prevent
the malicious entity from reflecting off the wall and return in the general direction of
the target. The stationary malicious entities would then attract the searchers to their
location, as opposed to potentially leading the searchers back to the target.
The result of the simulations for an operating environment with no maze can be seen
in Figure 5.31 and what is immediately apparent is that for a low number of mali-
cious entities, as the size of the independent swarm entities increases, the malicious
attack becomes more effective, as less searchers reach their goal of locating the target.
This is demonstrated by the results for a single malicious entity with 90 independent
entities having the same effect on efficiency as 6 malicious entities when there are 20
independent entities.
As the environment has no maze, there are no obstructions to communications, other
than the swarm entities being out of range of one another. Therefore, as the num-
ber of independent swarm entities increase, the majority of the operating environ-
ment has independent entities that are able to communicate navigational information
between each other. As soon as an independent entity encounters a malicious entity
with false navigational information, this false navigational information is then dis-
tributed to cover almost all of the operating environment and any entities that are
operating within it, as this purports to be the most efficient navigational information
in order to reach the target . The malicious swarm entities are essentially utilising the
operating environment and the independent swarm to their advantage.
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Figure 5.32 shows how in an operating environment with a simple maze, the effect of
the malicious entities is fairly constant, regardless of the number of independent entit-
ies. This is because the independent entities are constrained in the amount of entities
that they can communicate with, as the maze acts as an obstacle to their communica-
tions and therefore reducing the overall communications coverage.
The amount of malicious entities required to produce a reduction in the searcher’s ef-
ficiency can be seen in Figure 5.33 and Figure 5.34. What is shown is that when the
operating environment contains no maze, a high number of independent entities has
a greater effect. This is demonstrated in Figure 5.33, when there are 90 independent
entities, the swarm fails to achieve its goal when there are 10 malicious entities. Essen-
tially, there will always be a malicious entity with the range of an independent entity
and the searcher will always navigate to a malicious entity instead of the target.
When the searcher had to negotiate a simple maze and there was no direct route to
follow, when following the navigational information, this could result in an increase
in distance to for the searcher to travel and the searcher coming within range of a
randomly positioned target, and therefore locating the target. This is why there is a
slight increase in efficiency of the searcher in achieving its goal and locating the target
when the operational environment contained the simple maze.
However, regardless of the operating environment, increasing the number of mali-
cious entities has the effect of reducing the efficiency of the swarm achieving its goal
of locating the target. The number of independent entities has the greatest influence
on the success of the attack, which is more apparent when there are few malicious
entities and a greater number of independent entities.
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Figure 5.31: Average Percentage of Searchers that Achieved their Goal: No Maze
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Figure 5.32: Average Percentage of Searchers that Achieved their Goal: Simple Maze
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Figure 5.33: Number of Malicious Entities Required to Effect Efficiency of Searchers:
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5.2.4 Conclusion of Case 1
It has been demonstrated, by simulations, that it is possible to alter the efficiency of
this implementation of a swarm, which is undertaking cooperative navigation tech-
niques to locate a target, by utilising the characteristics of the swarm.
The simulations that I undertook demonstrated that in the case of cooperative navig-
ation, use-case 1, the swarm was able to be successfully manipulated by an attacker.
To assist in summarising the results, averages were taken for the percentage of time
a searcher successfully achieved its goal, for each number of malicious entities. This
was undertaken across the various operating environments and starting separations.
When averaging out the effect of a malicious attacker across each of the number of
independent entities within an operating environment, the effects for the different
starting separations can be seen in Figures 5.35, 5.36 and 5.37.
What is apparent from the results is that across all of the environments and starting
separations, the more malicious attackers that are introduced, the less efficient the
searcher is in achieving its goal. Also, the effectiveness of an attack is not directly
linked to the amount of malicious entities that are introduced into the operating en-
vironment. For example, if the case of a Hunter attack is considered within an envir-
onment without a maze, then the attacker might not wish to deploy any more than 4
malicious entities, as the benefit from deploying more could be considered negligible.
Similarly, within a Hunter/Runner Wall Stop attack within an environment with a
complex maze, the attacker might not wish to deploy more than five malicious entit-
ies.
The actual type of attack and amount of entities that an attacker would deploy would
depend upon the attackers motivations and capabilities. If an attacker is able to pro-
duce their own swarm entities or is able to modify the operating capabilities and char-
acteristics of a swarm entity, then they might wish to undertake a Hunter attack. How-
ever, if the attacker utilises the same swarm entities as, say, a searcher, and they can
modify the software code on the swarm entity, than they might with to undertake a
Hunter/Runner Wall Stop attack.
Another consideration is the operating environment that the swarm, and malicious at-
tack, will be operating within. If the environment is fairly large, with a larger amount
of independent entities, then the Hunter/Runner attack might be considered to be
more suitable, as once a malicious entity has located a target, it will move away and
be assisted with by the independent entities to guide the searcher towards the mali-
cious entities. If the operating area is very large, possibly even unbounded in reality,
and free from many obstacles, a malicious entity might never reflect off an obstacle
and return towards the target.
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5.3 Case 2 - Foraging Techniques and Local Recruitment
Schemes
This section describes work undertaken on simulations that demonstrate use-case 2,
as the overall goal of the swarm is to make landmines safe by the use of foraging
techniques and local recruitment schemes.
The following work was based on research conducted by Kumar, Sahin and Chap-
man. They proposed the use of swarms to locate and make safe landmines within
a defined operational area. Their research was based on how the tree dwelling ants
Polyrhachis Laboriosa move and forage for food. They then proposed a recruitment
mechanism based on the Novomessor Albisetosis and Novomessor Cockerelli ants, which
release pheromones for both short range and long range recruitment schemes, in or-
der to attracting other entities to assist and undertake the required tasking. In their
landmine detection research, the research utilised a short range recruitment scheme.
They proposed a foraging technique to locate landmines and then a local recruitment
methodology to recruit other swarm entities, in order to assist in the task of making a
located landmine safe.
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It should be noted that the research conducted by Kumar, Sahin and Chapman was
not attempting to provide a practical methodology for locating landmines and then
making the landmines safe. They were conducting research on the feasibility of how
swarms could be developed that would forage for a target and, upon locating a target,
locally recruit other swarm entities to assist with a tasking. They could have con-
sidered other scenarios, such as attempting to locate survivors of an avalanche and
then recruit other swarm members to provide assistance in casualty recovery.
5.3.1 Taxonomies
The application of swarms utilising foraging and local recruitment schemes can be
considered from several perspectives when considering taxonomies, as detailed in
Section 2.5.
When considering the Method Based taxonomy proposed by Brambing et al. [24], this
representation would be considered a finite state machine within Behaviour Based design
methods. Within the Collective Behaviour based taxonomy, Brambing et al. would con-
sider this as Collective Exploration within Navigational Behaviours.
The Robotic Swarm Behaviour taxonomy proposed by Cao et al. [31] would classify this
activity as Origins of Cooperation.
5.3.2 Overview of the Previous Research
The previous research by Kumar, Sahin and Chapman was concerned with a swarm
being deployed into a defined operational environment, with the goal of foraging for a
target and then locally recruiting other swarm entities to assist in a task. The scenarios
that they provided had the goal of locating a landmine and then locally recruiting
other swarm entities in order to make the landmine safe.
Swarm entities could move horizontally and vertically within the operating environ-
ment and their research stated that a landmine would be classed as disarmed, and
removed from the operational environment, if 4 or more swarm entities were located
at the same physical location as the landmine. The number of swarm entities required
to disarm a landmine is essentially an arbitrary number that they decided upon and
the threshold could have been set to any amount.
The previous research proposed that the swarm entity can be in one of three states and
can transition between them based on external influences. The three states are:
• Foraging
• Waiting
• Scent Following
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Figure 5.38: Swarm Entity Operating States [112]
5.3.2.1 Foraging
Within the context of Kumar, Sahin and Chapman’s research, foraging is the process of
the swarm entities moving around the operating environment with the goal of either
locating a landmine, that has not previously been located, or the swarm entity moving
into an area of the operating environment that contains scent, that has been released
by another swarm entity that has successfully located a landmine.
The previous research of Kumar et al. considered different techniques to move swarm
entities around an operating environment [114]. Their research suggested that a swarm
entity would randomly choose a location within the operating environment and then
move to that location, with the movement of the swarm entities being constrained to
only move in either horizontal or vertical directions. They suggested that this could
be undertaken in one of two methods:
1. Deterministic Walk The swarm entity randomly chooses a target location within
the operating environment and then moves in a horizontal direction, until it
reaches a location that is perpendicular with the target’s location. The swarm
entity then moves in the appropriate vertical direction, until it reaches the tar-
get’s location. This can be seen in Figure 5.39.
2. Random Walk Again, the swarm entity randomly chooses a target location within
the operating environment. The swarm entity then randomly chooses a hori-
zontal or vertical direction to travel along, that is towards the target location,
and moves along a distance of one unit of distance. The process is then repeated
until either the swarm entity reaches the target’s location or the entity reaches a
target location limit, where another move in that direction would go beyond the
target’s location position in a perpendicular direction. If the swarm entity does
reach a target location limit, the swarm entity will then only travel in a straight
line to the target’s location. This method can be seen in Figure 5.40.
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5.3.2.2 Waiting
In Kumar, Sahin and Chapman’s research, when a swarm entity locates a landmine,
the swarm entity changes state to a waiting state. Within this state, the swarm entity
releases a scent and waits at this location. The swarm entity is waiting for three other
swarm entities to arrive at its location, that will be locally recruited due the released
scent. When this happens, the landmine is classified as disarmed, the landmine is
removed from the operational environment and the swarm entities return to either a
foraging state or enter a trail following state, if they are within an area of the environ-
ment that contains scent from another swarm entity.
The objective of a swarm entity in releasing the scent is to attempt to undertake the
local recruitment of other swarm entities, in order to recruit enough swarm entities to
that location, in order to disarm the landmine.
The released scent disperses and becomes less dense as the distance increases away
from the release point. This causes a scent gradient, that increases the closer the loc-
ation is to the release point. A cross-section through a scent dispersal can be seen in
Figure 5.41 and a 3-Dimentional view can be seen in Figure 5.42. This model assumed
that the operating environment had no external influences, such as wind or rain.
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Where two or more scents overlap, such as when there are multiple swarm entities
at a landmine, the scent density value at a particular location is the addition of all the
scent values from the various swarm entities that can contribute to that location. Local
scent maximums can also occur when two landmines are discovered that are located
close to each other and the scent released from each location is added together, which
generates a local scent maximum. An example of this is discussed in Section 5.3.2.3.
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5.3.2.3 Trail Following
If, whilst moving through the operating environment, a swarm entity moves into an
area of the operating environment that contains scent, the swarm entity will change
its state to scent following. The swarm entity will then follow the scent, by heading
towards an increasing scent gradient. In the scent following function, a swarm entity
measures the scent densities directly in front of itself and to both the left and right of
itself. The entity will then move in the direction of greatest scent density. In Kumar,
Sahin and Chapman’s research, if there are equal scent densities, the entity will default
to moving forward and if the scent densities to the left and right of the swarm entity
are equal and larger than the scent density ahead, the swarm entity will default to
moving to the left.
The swarm entity will follow the scent gradient until it reaches either a landmine,
where it enters a waiting state, or it reaches the maximum of the scent gradient. It is
possible to arrive at the maximum of a scent gradient and not arrive at a landmine.
This can happen when two landmines have been discovered and the swarm entities
that located the landmines have released their scents. However, the scents cross over
each other and where the scents cross, a local scent maximum is produced. A cross-
section of this local maximum can been seen in Figure 5.43 and a 3-Dimentional view is
shown in Figure 5.44. Kumar, Sahin and Chapman’s original research recognised this
event and managed this by allowing the swarm entity to wait at the scent maximum
until one of the contributing landmines was deactivated from the operating environ-
ment. This then removed one of the scents contributing to the local maximum, which
removed the local scent maximum and therefore released the previously stuck swarm
entity.
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5.3.3 Simulations
I undertook initial simulations, which were conducted in benign conditions and the
results compared to that of the original researchers. This was in order to confirm
that the simulations being undertaken were representative of the original research.
I then undertook simulations in an attempt to maliciously attack the swarm, which
was attempting to locate and disarm the landmines within an operating environment.
The objective of the attack was to realise the threat of masquerade by attacking the
swarm entities with misinformation, in order to reduce the efficiency of the landmine
detection. Essentially, the attacker is attempting to defend the area that contains the
landmines. An attack would be deemed successful if there is an increase in the amount
of time taken for the swarm to achieve its goal, of clearing all of the landmines within
a defined operating environment.
5.3.3.1 Initial Simulations of Previous Research
Initial simulations were conducted in benign environments that repeated the initial
research work of Kumar et al. and included both the deterministic walk and random
walk methodologies of a swarm entity moving between locations [114].
The operating environment was configured as per the original research by Kumar et
al. as an area of 100 x 100 measurement units. A number of landmines were ran-
domly dispersed throughout the operating environment, numbering between 10 and
100 within the simulations, and swarm entities were then released within the operat-
ing environment, numbering between 10 and 100. This again followed the research
undertaken by of Kumar et al.
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To ensure consistency and repeatability, and to make the simulation slightly more real-
istic, the swarm entities within the new simulations were always released from the
same point and from the edge of the operating environment. The chosen location was
the lower left position of the operating environment.
The results obtained reflected that of the original research, including the simulations
entering what the original researchers called a frozen state. A frozen state was realised
when all the available swarm entities were in a waiting state, with no other swarm
entities available to increase the number of swarm entities at a landmine’s location to
4. The number of swarm entities required to make a landmine safe was chosen to be
4, so as to replicate the number required as detailed in the original research be Kumar
et al. To place the frozen state into context, assume that there are 10 landmines within
the operating environment and 30 swarm entities are deployed, that are attempting
to locate and disarm the landmines. It is therefore possible to have 3 swarm entities
located at each of the landmines. Therefore, all of the swarm entities will be in a Wait-
ing state, waiting for a fourth swarm entity to arrive, in order to disarm the landmine
and release the swarm entities located at that landmine. The swarm entities would
therefore wait indefinitely, as no other swarm entities are available to release them.
The results obtained can be seen in Figure 5.45 and Figure 5.46. Both methods were
representative of the original research and both methods demonstrated that the aver-
age time to locate and disarm all of the landmines was dependent upon the quantity
of swarm entities and the amount of landmines present within the operating envir-
onment. It was also noted that for both searching methods, when there were only 10
swarm entities, the simulation would time out, as the process was taking too long.
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Figure 5.45: Baseline Results of Searching for Landmines: Deterministic Walk
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Figure 5.46: Baseline Results of Searching for Landmines: Random Walk
The simulation results demonstrated that utilising the random walk method to search
for landmines resulted in a greater number of combinations for the task to be success-
fully completed. Figure 5.47 and Figure 5.48 show the various combinations of the
number of searching robotic entities and number of landmines.
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Figure 5.48: Completion of Task to Locate Landmines - Random Walk
Due to the better simulation results that were obtained by using the random walk
methodology, further simulations were only conducted that utilised the random walk
methodology of moving with the operating environment.
5.3.3.2 Attacking With False Landmines
A swarm entity communicates with other swarm entities by utilising scent within the
operating environment, in order to locally recruit other swarm entities to assist in mak-
ing located landmines safe. An attacker therefore attempts to utilise the knowledge of
the communications methodology, in order to realise an attack.
The attacker undertakes the attack by manipulating the operating environment by
masquerading as genuine landmines. An assumption is that the attacker understands
how a genuine landmine would be detected by a swarm entity and is therefore able to
produce a false landmine that would be perceived as a genuine landmine by a swarm
entity, realising the threat of masquerade. The goal of the attacker is to modify the op-
erating environment, such that the swarm entity believes that it has located a genuine
landmine and then utilises knowledge of the swarm entity’s communications meth-
odology against itself. That is, when a swarm entity has located a false landmine, it
will attempt to locally recruit further swarm entities, by releasing a scent to commu-
nicate the direction of a located landmine. The attacker utilises the communications of
a swarm entity to recruit other swarm entities to the false landmine. As the landmine
is false, it will never be made safe and therefore the swarm entities will remain in a
waiting state and never move from the location.
Initial simulations were undertaken that placed either four (2 x 2) or nine (3 x 3)
false landmines within the operating environment, as shown in Figure 5.49a and Fig-
ure 5.49b.
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The initial simulations were undertaken with limited numbers of false landmines, in
order to understand the effect on the swarm and if limited false landmines would
result in a successful attack. The effect of this was that the swarm entities would
locate a false landmine and act as though it was a genuine landmine. That is, that
swarm entity would change state from foraging to waiting and would release its scent,
in order to recruit other swarm entities.
(a) Four False Landmines (b) Nine False Landmines
Figure 5.49: False Landmine Placements
In this attack, the advantage for the attacker is that the attacker does not require an ex-
tra resources, other than the false landmines. The potentially limited resources of the
production of scent is carried out by the swarm entity itself. As the attack continues,
further swarm entities are recruited by the scent. However, as the false landmine will
not be removed from the environment by 4, or more, swarm entities being located at
the physical location, the attack continues and further swarm entities can continue to
be recruited and essentially become “trapped” in the waiting state. This is similar in
context to the original research, when the swarm entities could enter a frozen state.
The simulations showed that the effect of placing the false landmines within the op-
erating environment was that the malicious false landmines prevented the original
swarm from achieving its goal, of locating and making safe all the landmines within
the operating environment. That is, although some of the genuine landmines, which
had been randomly placed within the operating environment, would be found, even-
tually all the swarm entities would usually either locate or scent follow to a false land-
mine. The swarm entities would then remain at the false landmines indefinitely. This
could be considered analogous to a Denial of Service against the swarm, or could
even be considered a “Denial of Goal” attack, as the original swarm members are still
attempting to perform their task but are prevented from completing this by the mali-
cious activities within the operating environment.
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5.3.3.3 Attacking With False Scent
A second type of attack considered the use of a false scent, in order to attract the
swarm entities.
Scent generators were positioned within the operating environment, in the same posi-
tions as the false landmines in Section 5.3.3.2, and they released a false scent. The false
scent attack allowed for more of the operating environment to be initially covered by
the attacker. That is, within this attack there is no requirement for a swarm entity to
locate a false landmine, before a scent is released. The scent is always present within
the operating environment. This can be seen in Figure 5.50. When there were four ma-
licious scent producers, 3.24% of the operating environment was subject to malicious
attack. When there were nine malicious scent generators, the area covered increased
to 7.29% of the operational environment. All a swarm entity had to do was come into
contact with any of the false scent and it was essentially caught by the trap and would
remain there indefinitely.
(a) Four False Scent Generators (b) Nine False Scent Generators
Figure 5.50: False Scent Locations
The false scent released had the same properties as the genuine scent released by
a swarm entity, so that a swarm entity would therefore interpret the false scent as
thought it had been released by a genuine swarm entity. The assumption is that the
attacker is aware of the properties of the scent released by a swarm entity and the
attacker is able to successfully replicate the scent.
The advantage of this attack to an attacker is that the attacker does not have to replicate
a landmine, with what could be difficult properties to replicate. The attacker is also
able to locate the scent dispensers in what the attacker believes to be the most efficient
positions, in order to defend their landmines. The disadvantage of this attack is that
the attacker has to release the scent, which would be a finite resource. However, as
the attacker essentially controls the operational area, the attacker could have access to
large quantities of the false scent.
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The simulations were undertaken, assuming a limitless supply of the false scent.
The simulations demonstrated that the attacks were successful. The swarm entities
that were in a foraging state would alter to a trail following state and would then
follow the scent gradient to where the scent density was at a maximum. As there was
no landmine at this location, the swarm entity would remain in a trail following state
but would remain around the location of the scent maximum.
In this attack, a swarm entity effectively moves around the point of the maximum
scent density, this is shown in Figure 5.51. Say a swarm entity has followed the scent
gradient from the left of the maximum, from 4 to 5. A swarm entity would normally
expect either a landmine at this location, or an increase in the scent gradient at an-
other immediate location. However, as neither of these two conditions are met, the
swarm entity defaults to moving forwards, from 5 to 6. As the scent is dispersing and
reducing in density, the largest scent densities are now at 3 and 9. The swarm entity
therefore defaults to the left for equal scent density amounts and moves to 3. This
process continues and will go on indefinitely.
1 2 3
4 6
987
5
Scent value = 10
Scent value = 100
Figure 5.51: Trapped Searcher
As with the false landmines attack simulations, the swarm deployed within a false
scent attack simulations did locate a few genuine landmines. However, the swarm
quickly entered a position where all the swarm entities were either waiting at genuine
landmines for other swarm entities to join them, or, more often the case, the swarm
entities had followed the false scent trail to a scent maximum and the swarm entities
were moving around that location.
This attack did result in swarm entities switching to a waiting state at genuine land-
mines, waiting for other swarm entities to join them in order to make the landmine
safe, and could be considered similar to the swarm entities entering a frozen state.
However, the difference between this and a frozen state is that in a genuine frozen
state, all the swarm entities are in a waiting state. In this attack, only the swarm entit-
ies at genuine landmines are in a waiting state, the swarm entities attracted by the false
scent are in a scent following state, with the remaining swarm entities in a foraging
state.
Again, as with the false landmines, this would then run indefinitely and the swarm
had effectively been subject to a Denial of Service, or Denial of Goal, as the swarm was
no longer able to locate and make safe any remaining landmines.
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This attack could have been modified with the addition of false landmines, as detailed
in Section 5.3.3.2, such that the false scent attracted the swarm entities to the false
landmines. The attacker could then modify the scent producers so that they stop pro-
ducing scent if a swarm entity is located at its position, so as to preserve the attackers
scent resources by utilising the scent produced by the swarm entity. However, the
results obtained would be the same as those obtained by utilising a false scent attack
and was therefore not considered.
5.3.4 Conclusion of Case 2
The simulations I conducted were able to show that the original research by Kumar,
Sahin and Chapman did propose a viable methodology, that utilised foraging tech-
niques and local recruitment schemes. This was demonstrated by simulating their
proposed scenario of locating landmines and recruiting other swarm entities, in order
to make the landmine safe. The results I obtained successfully replicated the results of
the previous research by Kumar, Sahin and Chapman.
Further simulations I undertook were able to show that simple attacks were able to
be developed. These attacks utilised the knowledge of how the swarm operated and
interacted with the local environment and how this was able to be used against the
swarm entities. This allowed the attacker to defend the landmines within the oper-
ating environment from the swarm entities attempting to make the landmines safe.
The successfully attacks were able to maliciously recruit the swarm entities and thus
prevented the swarm from achieving its goal, resulting in the swarm being subject to
Denial of Service.
The simulations that I undertook demonstrated that use-case 2, where a swarm utilises
foraging and local recruitment techniques in order to locate and make safe landmines,
can be subject to a successful attacks which prevent the swarm from achieving its goal.
Again, it is worth noting that this research, as well as the research of Kumar, Sahin
and Chapman, was not concerned with the technology and methods required in order
to detect and disarm actual landmines, it was concerned with proposing and demon-
strating potential attacks that could be undertaken against swarms that utilise for-
aging techniques and local recruitment schemes in order to achieve a goal.
Indeed, the actual methods and techniques that could be utilised to locate landmines,
let alone disarm them, are varied, such as the use of ground penetrating radar or
attempting to sense magnetic anomalies within the local environment. The detection
methods used could be dependent upon the landmines that are believed to be within
the operating environment, such as metal cased landmines or composite landmines
and anti-personnel mines or anti-tank mines.
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Another challenge could be why false landmines would be used and not just use genu-
ine landmines, as genuine landmines are a relatively inexpensive resource that can be
used for area denial. A reason why a force might wish to utilise false landmines is that
landmines are often located within an area to either protect an asset or deter people
from approaching or entering an area, they are essentially attempting to deny an area.
However, if the party that laid the landmines wishes to have a safe route through the
minefield, it would be beneficial for them to have a passage that they know is safe but
others would not. Therefore, false landmines would offer a known safe passage to
the party that laid the minefield but would appear to be genuine landmines to others,
which would impede the progress of others through the minefield. A similar tech-
nique is currently in use. If there is a military force operating in a country where its
is known that there are minefields, the military force could use mine tap or landmine
signs as a psychological deterrent in order to protect an area. Mine tape is a physical
warning tape that indicates the presence of landmines within the taped area, similar
in concept to a police cordon tape. Although the military force has not deployed land-
mines, they have used mine tape to indicate the presence of landmines, even though
there are no landmines, deterring people from entering that area. However, if the mil-
itary force that placed the mine tape needs to cross the area that is taped off, such as
in an emergency escape or countering an enemy, it knows that it can do this safely.
Another reason for using false landmines is that the operator of the swarm, and any
troops attempting to cross a minefield, would loose confidence in the abilities of the
swarm. The operators and troops would observe more than the required amount of
swarm entities permanently located either at or around a position and therefore not
making a landmine safe. The troops would then be required to use other methods to
traverse the minefield, which could slow them down.
5.4 Discussion
This chapter has provided an overview of different types of swarm implementations
that was based on the two swarm use-case studies. These were based on the taxonom-
ies from Section 2.5, with different applications and goals, which was based on liter-
ature reviews. These swarm proposals were simulated within benign environments,
in order to confirm the validity of the simulations when compared to the original re-
search. Once the simulation results were validated against the original research, the
simulations were then modified, in order to undertake attacks against the swarm im-
plementations. The attacks were tailored for the individual swarm implementations,
their respective operating characteristics and the operating environment in which the
swarm was released.
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Several attacks were undertaken against the various swarm implementations, which
utilised the characteristics of the swarms to the attackers advantage.
The simulations demonstrated that the swarm implementations were able to be mali-
ciously manipulated. This can be observed from the results, as the attacks undertaken
against the swarm entities were successful. This was demonstrated by either pre-
venting the swarm from fulfilling its goal or reducing the efficiency of the swarm in
realising its goal.
This work was then used to research the possibilities of defending the swarms from at-
tack, by the use of Intrusion Detection System techniques, and is detailed in Chapter 6.
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6.1 Introduction
Following on from the swarm simulations in Chapter 5, which demonstrated that a
swarm could be adversely affected by a malicious swarm, a review was undertaken
to understand if Intrusion Detection Systems (IDS) techniques could be utilised to
protect a swarm. The chapter further updates the swarm models from Chapter 3, in
order to take IDS into account.
The aim of this chapter is to provide the reader with an overview of IDS and the
current techniques that are utilised within existing technologies and systems. The
chapter will provide the background of the subject and will then place the IDS tech-
niques within the context of swarms. The chapter then concludes with a discussion
regarding the applicability of using IDS techniques within a swarm.
6.1.1 Overview and Background of Intrusion Detection Systems
To assist the reader, NIST defines intrusion detection as “the process of monitoring
the events occurring in a computer system or network and analysing them for signs
of possible incidents, which are violations or imminent threats of violation of com-
puter security policies, acceptable use policies, or standard security practices” [168]
and intrusion has been defined as “any set of actions that attempt to compromise the
integrity, confidentiality or availability of a resource” [84].
Intrusion detection systems attempt to automatically detect an activity that should
not be taking place and then report upon this event. Network domain and computer
system IDS operate as either extra devices within a network, or software applications
within system components, that are attempting to detect intrusions within these net-
works and systems. If the IDS suspects anomalous behaviour, the actions undertaken
by the network and computer based systems are essentially the same. If the IDS sus-
pects it is being infiltrated, it will log the event and report it to the relevant parties.
If the IDS is local to a system, say a PC, then it might also alarm locally, such as by
displaying a warning to a user.
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The objectives of an IDS will influence the techniques that are used, in order to un-
dertake the IDS task. That is, if the purpose of the IDS is to detect intrusions within a
network, the network designer might decide to place the IDS as a separate compon-
ent on the network or at network boundaries, separate from the operational systems.
However, it might be advantageous to place the IDS within individual systems, such
as computer end-point hosts, as the end-point IDS are able to detect attacks which an
IDS placed on the network would not. For example, the network traffic might be en-
crypted and therefore prevents the network IDS from monitoring the traffic’s content.
However, if the traffic is decrypted at an end-point, in order to be used, the traffic can
also be accessed by the IDS.
The goal of an IDS is to identify possible incidents, by automating the monitoring of
computer systems. An IDS can also be utilised to not only detect an incident but to
also detect reconnaissance, which could indicate that an attack is immanent [168].
The main detection methods used by IDS are:
• Signature Based Signature based IDS, sometimes referred to as misuse detec-
tion, is the simplest detection method and utilises signatures to identify potential
incidents. A signature is a pre-determined pattern that corresponds to a known
threat. The IDS compares data to a library of known threat signatures, in order
to identify possible incidents [148, 168].
• Anomaly Based In an anomaly based IDS, behaviour models for the normal
system characteristics are created, which are known as profiles. These normal
characteristics are then compared to the actual system characteristics, looking
for deviations, within thresholds, from normal behaviour [77, 168].
• Stateful Protocol Analysis Stateful protocol analysis IDS use predetermined pro-
file definitions of benign protocol activity, sometimes referred to as stateful signa-
tures, which characterise the behaviours of each protocol state. These are then
compared against observed events to identify anomalies and possible malicious
behaviour [2, 168, 206].
It should be noted that an IDS has the potential to either incorrectly identify a benign
activity as hostile, known as a false positive, or it fails to recognise a malicious activity,
known as a false negative.
An IDS is often tuned in order to reduce false positives, with the effect of increasing
false negatives.
A more detailed overview of Intrusion Detection Systems and their history is provided
in Annex A.
6.1.2 Systems Similar to Swarms
There has been significant research undertaken of the implementation of IDS within
systems that exhibit similar characteristics to swarms, such as mobile ad-hoc networks
(MANET) and wireless sensor networks (WSN).
148
6.1 Introduction
Considering these two examples, both MANETs and wireless sensor networks can
have constrained resource characteristics, these typically include: low computational
power, limited memory capabilities, limited stored energy, they can operate in a de-
centralised fashion and they do not always communicate to a concentration point or
central controlling authority, which could be used to aid in analysis of data in order
to attempt to detect an attack [36, 83, 138, 208]. The properties of MANETs and WSNs
have similarities with swarms, so as a first step in investigating swarm IDS, it is use-
ful to consider whether IDS used in MANETs and WSNs can be used or adapted for
swarms.
The current research for these similar systems relates to analysing the traffic that is
communicated via the various systems and then utilises the standard IDS method-
ologies, either signature based, anomaly based or stateful protocol analysis. These
resource constrained systems utilise the same techniques as systems that are not gen-
erally resource constrained, such as fixed infrastructure networks.
The IDS would need to be tailored for the system, its environment and the expec-
ted operating characteristics of the system. If a MANET or vehicular ad-hoc network
(VANET) had a node disappear from the network, the network would continue to
operate and this would not be seen as unusual by an IDS, as the mobile node might
have moved out of communications range or it might have been powered down, such
as turning a car engine off. This would not be interpreted as an attack by an IDS, as
the IDS would not consider this observation as uncharacteristic. From a network per-
spective, this would be considered as normal operation, conditions which the network
has been designed to operate within.
However, swarm implementations typically have other characteristics, that these sys-
tems do not possess. The most significant being swarm characteristic 4, in that swarms
exhibit an emergent behaviour, based on the swarm’s non-deterministic behaviour
and external influences. The swarm’s emergent behaviour will be determined by the
swarm’s goal and the interactions and stimulus between the individual swarm entit-
ies, that constitute the swarm, and the environment in which the swarm is operating
within. Based on these external stimuli, a swarm entity will determine which actions
it will undertake and, from these actions, an emergent behaviour will emerge for the
swarm as a whole. Unlike MANETs and VANETS, which will not exhibit an emergent
behaviour and where the node will move wherever the host vehicle takes it, swarm
entities movements will be determined by the various influences and stimuli.
Therefore, the IDS within a MANET or VANET will only be observing the traffic that
the system is communicating. These messages might be regarding the node itself, such
as battery life or failure modes, but it will not have an influence on its host. An IDS
for a swarm will need to be required to detect potential attacks against swarm entities,
which will be able to influence the overall swarm’s emergent behaviour. To place this
into context, suppose that a search and rescue swarm has the goal of detecting a target,
such as in use-case 1, and then directing a searcher onto the target.
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If a malicious attacker presented the swarm entities with a correctly formatted mes-
sage with an incorrect location for a located target, the swarm would react as if this
were a genuine message and the emergent behaviour would adapt accordingly, such
as stop searching for a target and change state into directing searchers towards the
target. This would be because an IDS would not detect any malicious or suspicious
payload or patterns in the message, there is nothing anomalous about the message
and the protocols are correct.
6.2 Considering IDS for Swarms
As discussed in Section 1.2, a swarm entity’s behaviours and actions, in order to
achieve its goal, are initially based upon pre-deployment information, such as a swarm
entity’s goal, and once deployed they are based upon received information and stim-
uli. The information and stimuli could be from received information from other swarm
entities and the environment in which it is operating.
It should be noted that there is an assumption that a swarm’s entities will act appro-
priately to external influences, such as received communications and the operating
environment.
Therefore, knowing how a swarm entity acts in normal conditions and that it will act
appropriately to inputs and stimuli, this presents the question of whether behaviours
that appear to be unexpected or uncharacteristic could be detected?
Actions of swarm entities that are observed in isolation might not be considered to be
due to malicious activity. However, when the actions of the swarm entities are con-
sidered in the context of interactions between other swarm entities and the operating
environment, then actions that would previously be considered innocuous might be
considered to be unusual behaviour. However, it might be difficult to know, in ad-
vance, what actually constitutes unusual or malicious behaviour. This is because the
swarm will exhibit different emergent behaviours, based on the various stimuli.
The detection of unusual behaviour could be used as an indicator, to either suspect,
or detect, malicious activity. Therefore, based on the possible IDS methodologies, as
detailed in Annex A the principles of signature based and anomaly based IDS are
considered within the context of a swarm.
There is also a discussion on the consideration of utilising a separate IDS Swarm,
which is independent of the original swarm. The goal of the IDS swarm being to
detect the presence of malicious activity, removing the detection overhead from the
original swarm. The IDS techniques will also be modelled with respect to the previ-
ously described generic swarm model, as presented in Chapter 3.
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6.2.1 Background Assumptions for a Swarm Entity
This research assumes that the swarm entities are to be considered as relatively simple,
low power and resource constrained devices. It is appreciated that as technology de-
velops, then capabilities do increase. However, the potential uses of swarms and the
aspirations to develop swarms that will undertake tasks that require very small sized
entities, such as undertaking maintenance in jet engines, will lead to the development
of smaller and lower power entities. There is currently research considering the med-
ical use of swarms that are researching the utilisation of nanoscale technologies, as
described in Section 2.8.
As discussed in Section 2.3, there are a range of swarm entities available with various
capabilities, such as processing powers ranging from 8bit 8MHz processors through
to 32bit 168Mhz processors, as detailed in Annex B. Along with the ability to add extra
modules to certain entities, such as the e-puck2 robot, it could be possible to imple-
ment security functions on the individual robots, such as cryptography functions and
authentication mechanisms.
However, this research is interested in the cases where the robot entities have insuffi-
cient processing power to undertake security functions that require higher power and
potentially resource intensive processes or operations, such as authentication mechan-
isms or encryption of the traffic capabilities, and potential attacks against the swarm
entities need to be countered by other methods.
As previously noted in Section 6.2, the communications between the various swarm
entities are perceived to be valid by the receiving swarm entity, if the received mes-
sages are in the correct format and within pre-defined ranges. The receiving swarm
entity would then act accordingly upon the received message. To place this into con-
text, a swarm entity expects to receive a message that contains a bearing value between
0 and 359. That is, the swarm entity expects to receive a numeric value and the value
to be within a bounded range of permitted values. Anything outside of these bounds
would be ignored, as, in normal operating conditions, the system might assume an
error on the communications channel. Therefore, a received message that contained a
bearing value of between 0 and 359, at the correct position within a message, would
be treated as a valid message and the swarm entity would act accordingly upon this
information, whether the message was genuine in its source, or not.
6.2.2 Intrusion Detection Methodologies within a Swarm
The proposal within this research is that if the normal actions of a particular swarm
could be characterised, then abnormal swarm behaviours could therefore be detected.
As detailed within Section 6.2.1, legitimate messages received by a swarm entity would
be acted upon. However, although the swarm entity might be receiving messages that
meet the requirements and constraints of legitimate messages, the source of the mes-
sages could be a malicious attacker.
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The goal of the attacker is to influence the original swarm entities, such that the effect
of the messages that they send prevents the swarm from achieving its goal, or de-
grades the efficiency of the swarm in reaching its goal. In doing so, it is proposed that
the messages sent from an attacker, although meeting the requirements of a genuine
message, could affect the behaviour of the swarm. Because of the malicious messages,
the swarm entities actions could then exhibit abnormal behaviours.
6.2.2.1 Signature Based Intrusion Detection within a Swarm
Within a signature based IDS, the IDS compares signatures of pre-determined patterns
of known threats with system activities. Considering the principles of signature based
IDS, as described in Annex A.1.4.1, signatures of abnormal swarm behaviours could
be loaded into a signature based IDS mechanism.
If the IDS activity was going to be undertaken by either the swarm itself, or by a separ-
ate IDS swarm, then, due to a swarm’s characteristics of autonomy and decentralised
control, any IDS signatures would need to be loaded prior to the swarm’s deployment.
The IDS signatures would be dependent up the individual swarm implementations
and its normal operating characteristics.
The potential issues of a signature based IDS within a swarm are that the signatures
might not only be dependent upon a particular swarm’s implementation, the IDS sig-
natures might also need to take into consideration the swarms operating environment.
There is also the issue that due to a swarm’s characteristic of autonomy and decentral-
ised control, the IDS signatures would not be able to be maintained or updated once
the swarm has been deployed. Swarm entities would need to be recovered to enable
patching and updating of IDS signatures.
The period of time between updating the IDS signatures would depend upon an at-
tackers sophistication. Essentially, once it is suspected that an attacker has understood
the IDS mechanism, has introduced an attack that overcomes the IDS and the attack
has been discovered, then the IDS mechanisms will require updating. As with any
IDS implementation, there is a finite period of protection offered by the IDS before
updates are required.
Management of swarm deployments would then become essential, as all new deploy-
ments and re-deployments would need to have up to date IDS signatures.
However, a signature based IDS, based on a swarm’s implementation, is a viable op-
tion.
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6.2.2.2 Anomaly Detection within a Swarm
Anomaly based IDS profiles are created that model the normal system characteristic of
a system. The profiles are then compared to the actual system characteristics, in order
to look for deviations from expected normal behaviours. The principles of anomaly
based IDS are discussed in Annex A.1.4.2.
The anomaly detection requires a profile to be created, that characterises a baseline of
normal behaviour for a system. The profile is created over a period of time, referred to
as a training period, and the profile can be either fixed, in that the baseline for normal
system behaviour does not change, or dynamic, where the baseline is modified over
time in order to refine the profile based on further observations.
This presents several issues within a swarm environment. The normal operating char-
acteristics of a swarm within a real world, non-laboratory, environment will be differ-
ent on each swarm deployment. Swarm entities will be under the influence of differing
environmental effects and factors, even if deployed to the same operating area. That is,
to position all of the individual swarm entities with exactly the same initial operating
conditions, such as specific locations and directions, would be practically impossible.
To exacerbate the issue, the environmental conditions and subsequent effects could
change over time. Therefore, as the initial operating conditions and environmental ef-
fects will never be the same, the baseline for normal behaviours will also be different
and therefore very difficult to profile, other than to provide a course guess of the po-
tential conditions. This will be further exacerbated by locating the swarm to different
initial operating environments and subsequently differing environmental events.
The differences for an anomaly based IDS for a swarm and that of a network IDS is
that the network IDS can be baselined, in order to generate profiles. If the network is
physically altered, such as by adding new end points to the network, or its utilisation
is modified, such as by altering the time that traffic is expected across the network for
backups or users that alter their working patterns, the IDS profiles can be re-baselined.
This can be the case for either a static implementation, where the entire baseline would
be updated, or dynamically, where the IDS might be able to manage the changes itself.
Reports from an anomaly based network IDS often need interpretation by analysts, in
order to try and minimise false positives and modify profiles in order to maintain an
accurate baseline profile. As the swarm is autonomous, once released, and only has
localised communications, it would not be feasible for the reports to be collected and
processed.
As a swarm’s initial and emergent behaviours will differ, based upon the swarm’s
operating environment and goal, a swarm’s actions cannot be predicted and therefore
cannot be baselined into a profile. This is further exacerbated, as swarms are often
designed with randomness built in, to assist in reducing the effects from failures and
improve the performance of the swarm.
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A swarm’s characteristics, as detailed in Section 2.4, also make characterising normal
behaviour even more difficult. Examples of this are:
Autonomy swarm characteristic 1. Once deployed a swarm will be operating autonom-
ously. Therefore, any anomaly analysis techniques will have to be undertaken on the
resources provided by the individual swarm entities.
Decentralised control swarm characteristic 2. As there is no overall control authority
that could assist with anomaly detection. All anomaly detection will have to be un-
dertaken by the individual swarm entities, as external resources cannot be utilised in
order to provide anomaly detection support to the swarm.
Local sensing swarm characteristic 5. An individual swarm entity can only observe
the behaviours of other swarm entities within its immediate environment. A swarm
entity is therefore, individually, unable to gain a full understanding of the overall
behaviour of the swarm.
Local communications swarm characteristic 6. Individual swarm entities are only
be able to communicate to other swarm entities within a local area. Therefore, any
observations of the perceived characteristics, for either normal or training behaviours,
and the associated profiles would only be communicated within the area local to the
swarm entity. As different swarm entities communicate this information, the overall
information will become increasingly difficult to manage and maintain.
Scalable in size swarm characteristic 8. As a swarm is able to reduce or increase
in size, the communication of up to date and accurate information regarding profile
information would become more difficult to manage and maintain. Swarm entities
that are introduced to the overall swarm would not have an accurate representation
of the baseline profile for normal behavioural characteristics.
In summary, a swarm is a large number of relatively basic robots, which have charac-
teristics that are particular to swarms. Swarm implementations can included random-
ness and that each swarm deployment in the real world will effectively have slightly
different environmental properties and characteristics. Therefore, anomaly detection
as a means of IDS within a swarm is not viable.
6.2.2.3 Separate Intrusion Detection System Swarm
In addition to considering the application of existing IDS, we may also consider the
use of swarm technology itself to provide the IDS. The use of a separate IDS swarm is
considered, that is independent of the original swarm. The objective of the IDS swarm
is to observe behaviours of the original swarm, with the goal of detecting uncharac-
teristic behaviours within the original swarm, which could be caused by malicious be-
haviours, and is undertaken without affecting the performance of the original swarm.
The rationale for a separate IDS swarm is that the IDS swarm could be tailored spe-
cifically to detect malicious activity, regardless of the original swarm’s goal.
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The IDS swarm would need to be aware of and operate alongside the original swarm,
without directly interfering or influencing the original swarm from achieving its goal.
As an example, in order to provide the IDS service to the original swarm, the IDS
swarm will have to observe the original swarm, whilst also carrying out its on un-
dertakings. To place this into context, if the original swarm moved location, the IDS
swarm would be required to follow the original swarm, in order to maintain its obser-
vation of the original swarm. The IDS swarm would also have to react according to
other external influences, such as stimulus from the local operating environment.
This principle can be considered as being similar to Reynold’s rules [153], as described
in Section 2.2.3 and shown in Figure 2.1. That is:
• Separation rule IDS swarm entities will not collide with the original swarm en-
tities.
• Alignment rule IDS swarm entities will align its direction of travel with the
mean direction of travel of the original swarm entities.
• Cohesion rule In this instance the swarm entities will attempt to move towards
the mean position of other swarm entities that are nearby, so the IDS swarm
entities will attempt to move towards the original swarm entities.
The number of members of the IDS swarm should be smaller than that of the ori-
ginal swarm but could benefit from increased resources, such as processing capability
and communications ranges. That is, the IDS swarm does not necessarily need to ad-
here to the design constraints of the original swarm, as they are only observing the
original swarm, and could observe larger operating areas, when compared to the ori-
ginal swarm. This principle is shown in Figure 6.1, where the original swarm’s detec-
tion range is shown by the smaller yellow circles and the IDS swarm’s detection range
is shown by the larger green circles. Therefore, less IDS swarm entities are required to
cover the operating environment.
Similarly, the physical implementation and construction of an IDS swarm does not
have to be the same as the original swarm. The IDS swarm just has to be able to
monitor the actions and behaviours of the original swarm and therefore the IDS swarm
can be of a different construction, such as physical size, computational capabilities,
power resources, sensor fits and detection capabilities.
In an ideal case, the IDS swarm will not need any additional resources and these cap-
abilities could be built into the original swarm.
6.3 Modelling Swarm IDS Techniques
In Section 6.2 we proposed a novel technique, where swarms provide the IDS. The
process of attempting to identify an intruder within a swarm could be undertaken
either by the original swarm entities themselves, or by a separate IDS swarm.
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Figure 6.1: IDS and Original Swarms
A generic model was proposed for swarms in Chapter 3. This generic model will
now be modified to include the requirements of an IDS. The models will only focus
on signature based IDS, as arguments have been previously provided that discount
anomaly detection as a realistic method of undertaking IDS within a swarm.
6.3.1 Modelling a Separate IDS Swarm
A separate IDS swarm is defined as a number of swarm entities that have attributes
and will exhibit actions based on interactions with the original swarm, with other IDS
swarm members, malicious swarm members and the environment in which the IDS
swarm is operating within.
The IDS swarm is defined as a set of entities Sd, such that:
Sd = {sd0, sd1, . . . , sdp} (6.1)
= {sdi } (6.2)
Where: i = 0, . . . , p
Where p is the number of entities within the IDS swarm, Sd, and each of the IDS swarm
entities, sdi , have the same specific attributes.
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The attributes for the overall IDS swarm, Sd, are defined as:
SAd = {sad0, sad1, . . . sadv} (6.3)
= {sadi } (6.4)
Where: i = 0, . . . , v
Where sadi is an attribute of the IDS swarm and v is the number of attributes, which
are specific to the IDS swarm, Sd.
The attributes for an IDS swarm entity, sdi , are defined by:
RAd = {rad0, rad1, . . . , radb} (6.5)
= {radb} (6.6)
Where: i = 0, . . . , b
Where radi is an attribute of an IDS swarm entity and b is the number of attributes
specific to an IDS swarm entity, sdi .
Various attributes of an IDS swarm entity, sdi , could be similar to those of an original
swarm entity, soi . The actual attributes will depend on the various swarm implement-
ations but may include, as examples, such items as: location, velocity and remaining
power available. Other attributes of the IDS swarm, Sd, will be specific to the task of
undertaking intrusion detection within the original swarm, So.
The overall goal of an IDS swarm, Sd, is the successful detection of malicious activities,
which is perceived as being caused by a malicious attack in the form of a malicious
swarm, Sm, attempting to manipulate the original swarm, So, within an operating
environment, E, or the malicious activity is being caused by malicious modification to
the operating environment, E.
For example, say attribute sad0 of the IDS swarm S
d is the detection of malicious activ-
ities from the malicious swarm Sm, that is being undertaken by malicious swarm entit-
ies sm. This is being undertaken within a local environment e, of the overall operating
environment, E.
Although the overall goals of a swarm can be described, it is the actions and interac-
tions of the individual swarm entities and their operating environment, local to the
swarm entities, that the consequences of these actions are realised. Which, in turn,
leads to the collective emergent behaviour of the overall swarm.
It is therefore required to consider the IDS swarm entities, sd, that constitute the overall
IDS swarm, Sd, in order to understand how the intrusion detection will be undertaken.
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We will therefore consider an individual IDS swarm entity, sdi , and consider its attrib-
utes.
Let us say that the attribute rad0 is the goal of an IDS swarm entity and that the current
status of the goal can be one of several states, then:
rad0 =
{
gd0, g
d
1, . . . , g
d
q
}
(6.7)
Where gdi is one of the possible states of the attribute ra
d
0, of which there are q possible
individual states.
Possible states could be:
No Malicious Activity Detected The IDS swarm entity, sdi , did not report that it sus-
pected any abnormal activity
Malicious Activity Detected The IDS swarm entity, sdi , reported that it did suspect
abnormal malicious activity
Potential Malicious Activity Detected The IDS swarm entity, sdi , has reported poten-
tial abnormal activity but is not confident that it definitely is malicious activity. For
example, unusual activity might have been detected but a trigger threshold has yet to
be reached
If we therefore consider the possible states for rad0, this can be expressed as:
rai0 =

gi0 i f condition 0
gi1 i f condition 1
...
...
...
giq else condition q
(6.8)
Where condition, cdi evaluates to be either true or false.
cdi = {TRUE, FALSE} (6.9)
and:
cdi = f (IDS) (6.10)
That is, cdi is calculated from a IDS function, f (IDS), that relates to the methods un-
dertaken by the IDS swarm entity, in order to attempt to detect malicious activity.
The function f (IDS) will be dependent upon what the IDS swarm entity is trying to
observe and therefore achieve.
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The IDS swarm could be attempting to observe the original swarm entities, so, for
unusual behaviour, it could be attempting to locate malicious swarm entities, sm, by
characteristic relating to their behaviour, or it could be trying to locate unusual activ-
ities with the local operating environment, e.
To aid with understanding, these three possible methods of attempting to detect ma-
licious activity by the IDS swarm are considered individually.
6.3.1.1 Monitoring the Original Swarm
Let us consider that the IDS swarm, Sd, only observes the entities from the original
swarm, So, in order to attempt to detect malicious activity. This section shall be con-
sidered from the perspective of a swarm entity, as opposed to that of the swarm as a
whole. As discussed earlier, the activities are actually undertaken by the individual
swarm entities, in order to achieve the overall goal of the swarm.
Therefore, if an IDS entity, sdi , is attempting to observe abnormal behaviour of the
original swarm entities, soi , then s
d
i will be observing a subset of S
o, that is within the
observation range of sdi .
Let us say that an IDS swarm entity, sdi can observe m entities of the original swarm
So, which we will call SoOBS.
Therefore:
SoOBS = {so0, so1, . . . , som} ⊂ So (6.11)
And therefore the process of undertaking the function to attempt to locate any mali-
cious activity that is affecting the swarm is:
rad0 = f IDS(S
o
OBS) (6.12)
In the most basic form, an IDS swarm entity, sdi , will report ra
d
0 as TRUE, if any of the
of the observations of the swarm entities, soi , by f IDS(S
o
OBS) report that they suspect
malicious activity is altering the behaviour of soi . Otherwise ra
d
0 will report FALSE, as
f IDS(SOBS) has not reported any malicious activity being detected.
This could also be shown as:
rad0 = ( f IDS(s
o
0) ∨ f IDS(so1) ∨ . . . ∨ f IDS(som)) (6.13)
Which is simplified to:
rad0 =
m⋃
j=0
f IDS(soj ) (6.14)
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This highlights that the attribute rad0, as an outcome of f (IDS), does not distinguish
between the different swarm entities, soi , within subset S
o
OBS.
In order to identify the particular entities within SoOBS that s
d
i believes to be acting
under the influence of a malicious activity, sdi could then have another attribute that is
used to store this information, say rad1.
That is:
rad1 = {so0, so1, . . . , son} ⊂ SoOBS (6.15)
Where n is the amount of swarm entities that are believed to be exhibiting unusual
behaviours, that would indicate malicious activities.
The information stored in rad1 could then be used to aid further analysis of suspected
issues.
If there were any swarm entities within rad1 that were not actually under the influence
of any malicious activity, these results would be known as false positives, as sdi believed
their operating characteristics indicated that they were being influenced by a mali-
cious attacker. That is, the assessment of f IDS(SoOBS) by s
d
i suggested that the swarm
entities were acting in a manner that lead f IDS(SoOBS) to calculate that they were being
influenced by a malicious actor, when in fact they were not.
6.3.1.2 Monitoring for Suspected Malicious Entities
Let us consider that the IDS swarm, Sd, has the ability to monitor for other entities,
that are not part of the original swarm, So.
This is included as a malicious actor has to be able to provide stimulus to the original
swarm entities, such as by communications, in order to influence the original swarm
in order to achieve an effect. In a practical sense, this means that, an original swarm
entity, soi , considers that a malicious swarm entity, s
m
i , to be a member of the original
swarm, So, when in fact it is a member of a malicious swarm, Sm. The malicious
intruder will have realised the threat of masquerade, in order to achieve the ability
for an original swarm entity, soi , to have perceived s
m
i as a legitimate member of the
original swarm, So.
If we only consider that the IDS swarm entity, sdi , is attempting to observe abnormal
behaviours of the malicious swarm, Sm, and is not observing the original swarm, So,
then an IDS swarm entity, sdi , will be observing a subset of S
m, that is within the obser-
vation range of sdi .
Let us say that an IDS swarm entity, sdi can observe p entities of the malicious swarm
Sm, which we will call SmOBS.
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Therefore:
SmOBS =
{
sm0 , s
m
1 , . . . , s
m
p
}
⊂ Sm (6.16)
And therefore the process of undertaking the function to attempt to locate any mali-
cious activity that is affecting the swarm is:
rad0 = f IDS(S
m
OBS) (6.17)
As discussed earlier, in the most basic form, an IDS swarm entity, sdi , will report ra
d
0
as TRUE, if any of the of the observations of the swarm entities, smi by f IDS(S
m
OBS)
report that they suspect malicious activity behaviour by smi . Otherwise ra
d
0 will report
FALSE, as f IDS(SmOBS) has not detected any malicious activity.
Similarly, this could also be shown as:
rad0 =
p⋃
j=0
f IDS(smj ) (6.18)
Again, this shows that the attribute rad0, as an outcome of f IDS(S
m
OBS), does not distin-
guish between the different swarm entities, smi , within subset S
m
OBS.
In order to identify the particular entities within SmOBS that s
d
i believes to be a malicious
entity, sdi could again have another attribute that is used to store this information, say
rad1.
That is:
rad1 =
{
sm0 , s
m
1 , . . . , s
m
q
}
⊂ SmOBS (6.19)
Where q is the amount of swarm entities that are believed to be exhibiting unusual
behaviours, that would indicate malicious activities.
The information stored in rad1 could then be used to aid further analysis of suspected
issues.
In this instance the difference between the values of p and q would be considered to
be the number of false negatives by sdi , as these s
m
i entities had been a member of S
m
OBS
but had not been considered to be malicious by their actions. That is, although the
members of SmOBS where within detection range of s
d
i , the assessment by f IDS(S
m
OBS)
had not reviled these as suspected malicious entities, even though they were.
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6.3.1.3 Monitoring the Operating Environment for Malicious Activity
Finally, let us consider how a IDS swarm, Sd, could have the ability to detect malicious
activity within the operating environment, E.
The assumption is that an IDS swarm entity, sdi will have the ability to monitor an area
of the environment, which is local to itself, ei. Essentially, sdi is required to be able to
observe its local environment, in order to be able to operate successfully within the
environment. For example, swarm entities might have the ability to detect obstacles,
in order to avoid them, so as to prevent damage to themselves.
However, the difference for an IDS swarm, Sd, is that it also has the requirement to
attempt to detect anomalies, or anomalous behaviours, within the operating environ-
ment.
Therefore, an IDS swarm entity, sdi , will observe the local environment around itself,
which will be a subset of the entire operating environment, E.
To aid in clarification, we will assume that sdi divides its observable area up to into
smaller, more manageable, areas. That is:
EOBS = {e1, e2, . . . , er} ⊂ E (6.20)
Where r is the maximum amount of the local environment sub-sections that sdi can
observe.
sdi can then perform the IDS function on its local operating environment, EOBS. The
function f IDS(EOBS) would be tailored for the local operating environment, ei, of the
IDS swarm Sd:
rad0 = f IDS(EOBS) (6.21)
Depending what is required of the IDS function from sdi , regarding any perceived con-
cerns from the local environment, will depend on the attributes associated with sdi .
That is, if all that is required to be understood is if the area has perceived any mali-
cious activity or not, then the simpler techniques could again be utilised.
The IDS swarm entity, sdi , will report ra
d
0 as TRUE, if any of the of the observations
of the locally observable environment EOBS by f IDS(EOBS) report that they suspect
malicious activity behaviour either by or within ei. Otherwise rad0 will report FALSE,
as f IDS(EOBS) has not reported any malicious activity being detected.
Similarly, this could also be shown as:
rad0 =
r⋃
k=0
f IDS(ek) (6.22)
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Again, this shows that the attribute rad0, as an outcome of f IDS(EOBS), does not distin-
guish between the different local environment areas, ei, within the subset EOBS.
In order to identify the particular areas within EOBS that sdi believes to contain mali-
cious activity, sdi could again have another attribute that is used to store this informa-
tion, say rad1.
That is:
rad1 = {e0, e1, . . . , eb} ⊂ EOBS (6.23)
Where b is the amount of areas within the local operating environment that are be-
lieved to be exhibiting unusual behaviours, that would indicate malicious activities.
The information stored in rad1 could then be used to aid further analysis of suspected
issues.
If there were any areas of the local environment stored within rad1 that were not ac-
tually under the influence of any malicious activity, these results would be known as
false positives, as sdi believed their operating characteristics suggested that they were
being influenced by a malicious attacker. That is, the assessment of f IDS(EOBS), by
sdi , indicated that the local operating environment displayed characteristics that that
lead f IDS(EOBS) to calculate that the areas were being influenced by a malicious actor,
when in fact they were not.
Similarly, the difference between the values of r and b would be considered to be the
number of false negatives by sdi , as these ei local operating areas had been a member of
EOBS but had not been considered to be malicious under observation. That is, although
the members of EOBS where in observation area of sdi , the assessment of f IDS(EOBS) had
not suggested that these areas were suspected of malicious activity, even though they
were.
6.3.1.4 Combining the Models
As can be seen from the the proposed models, they have all been considered, such that
they essentially follow the same format. It is therefore proposed that the models can
be combined, such that there is a single model for an independent IDS swarm.
Assuming that there is an environment, E, that contains an original swarm, So, and
an independent IDS swarm, Sd. The role of the IDS swarm, Sd, is to attempt to detect
and advise of any malicious activity, which could be from another malicious swarm,
Sm, or from within the operating environment, E. As already discussed, the actual
IDS functionality is required to take place at the individual swarm entity level, sdi , as
the individual swarm entities have specific swarm attributes, such as they are only
capable of local sensing, swarm characteristic 5, and local communications, swarm
characteristic 6.
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This results in the following proposed model:
rad0 = fSo IDS(S
o
OBS) + fSm IDS(S
m
OBS) + fEIDS(EOBS) (6.24)
Where:
rad0 - attribute of s
d
i
Contains the current state of sdi , as to whether it believes that there is malicious activity
that could influence soi .
fSo IDS(SoOBS) - an IDS function that is used to monitor the original swarm, S
o
This function is conducted by observing the original swarm entities, soi , within the
observation range of sdi , in order to determine if any of the individual swarm entities
are exhibiting characteristics that would suggest that they are being influenced by
malicious activities.
fSm IDS(SmOBS) - an IDS function that aims to detect the activities of a malicious swarm,
Sm
This function is undertaken by attempting to detect and observe malicious swarm
entities, smi , that are attempting to influence the original swarm, S
o, within the obser-
vation range of sdi .
fEIDS(EOBS) - an IDS function that aims to detect malicious activities within the oper-
ating environment, E
This function has the goal of detecting malicious activities within the local operating
environment, ei, that is observable by the IDS swarm entity, sdi that could influence the
original swarm, So.
6.3.1.5 Modelling an IDS Swarm
The actual implementations of IDS functions will depend upon the swarm’s imple-
mentation. However, following on from the discussions from Section 6.2.2.1 and Sec-
tion 6.2.2.2, where an argument was made for only signature based IDS to be con-
sidered, the IDS functions can be further refined.
It is proposed that, for a swarm, So, an IDS swarm, Sd, will be attempting to observe
characteristics that are not within the normal operating characteristics for the original
swarm, So.
Again, this will not be considered from a swarm perspective but from the perspective
of an individual swarm entity, for the various reasons that have already been presen-
ted. Therefore, an IDS swarm entity, sdi , can observe the characteristic of other swarm
entities, both from the original swarm, So, and a malicious swarm, Sm.
Considering an individual IDS swarm entity, sdi , that can observe sobs other swarm
entities.
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sdi has the ability to observe a predetermined set of characteristics {ch0, ch1, . . . , chall},
where chall is all of the characteristics that sdi can observe.
sdi undertakes a review of the observed characteristics, in an attempt to see if any of
the characteristics operate outside expected behaviours.
That is, sdi knows what is expected, from the perspective of normal behaviours, from
swarm entities soi and reacts to observations that fall outside this.
It is not attempting to observe specific behaviours or characteristics that are the signa-
ture of a specific malicious attack.
Therefore, as an example, if ch0 is the characteristic for the maximum distance a swarm
entity should move in a straight line before it changes its heading, ch0 will have an
attribute relating to this, say StraightDistmax. If sdi observes s
o
i for a period of time and
during this period of time the value of ch0 > StraightDistmax, then sdi will assume that
this uncharacteristic behaviour of soi is due to malicious influence.
It is worth noting that, in the example, the malicious behaviour was suspected due to
uncharacteristic behaviours and did not take into account any of the potential mes-
saging. That is, although sdi might receive and subsequently act upon messages re-
ceived from other swarm entities, which could include swarm entities from both the
original swarm, So, and the malicious swarm, Sm, these communications were not
considered within the IDS function example.
To place this into context, assume that swarm entities transmit a bearing, which is an
integer value between 0 and 359. If a receiving swarm entity receives a value that
does not conform with this requirement, such a value is received that is outside of
the bounds or it is not a whole number, W, the receiving swarm entity will assume
that this is an error. Such an error could have been caused by noise on a data link
and the swarm would have been designed to expect data link errors and manage such
constraints. It would not believe that it was due to malicious actions.
This can be shown as:
fErrorCheck(RxBearing) =

FALSE {RxBearing ∈W | 0 ≤ RxBearing < 359}
TRUE {RxBearing ∈W | 359 < RxBearing < 0}
TRUE {RxBearing /∈W}
(6.25)
If the function fErrorCheck(RxBearing) returns FALSE, the received bearing is assumed
to be within the constraints of that variable and the receiving swarm entity will re-
spond accordingly. There is no perceived error with the value received.
If the function fErrorCheck(RxBearing) returns TRUE, the receiving swarm entity as-
sumes that an error has occurred and ignores the received bearing value.
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If we consider the example relating to the maximum distance that a swam entity
should travel in a straight line, the format of the checking follows a similar construct:
f IDS(SLDist) =
FALSE {SLDist ∈ R |0 ≤ SLDist ≤ StraightDistmax}TRUE {SLDist ∈ R | SLDist > StraightDistmax} (6.26)
In this example, the function f IDS(SLDist) calculates the current distance that an ob-
served swarm entity has travelled in a straight line, SLDist. The IDS function then
returns FALSE if the observed swarm entity has travelled in a straight line without
altering course before reaching a maximum permitted threshold.
The function f IDS(SLDist) will return TRUE if the swarm entity under observation
has travelled for more than a maximum distance in a straight line. It therefore suspects
that there is malicious activity being carried out.
Therefore, to describe this from a generic perspective:
f IDS(AttObs) =
FASLE {AttributeMinValue ≤ AttObs ≤ AttributeMaxValue}TRUE {AttributeMinValue > AttObs > AttributeMaxValue} (6.27)
Essentially, an attribute of a swarm entity is observed, AttObs, and the observations
of the attribute are compared against the known characteristics of the attribute.
The IDS function will report FALSE, no malicious activity suspected, if the attributes
being observed by the function are within the expected and constrained limits. If
the IDS function reports TRUE, malicious activity suspected, as the attributes being
observed are outside of pre-determined limits.
It is worth noting that the simplicity of this formula is of benefit to the requirements of
a swarm entity, when considering the characteristics and constraints of a swarm that
are being considered in this research. As described in Section 2.3, this research con-
siders implementations of swarms where the swarm entities that have limited avail-
ability for processing and storage, as well as taking into account the swarm character-
istics described in Section 2.4.
However, it should be noted that the implementation of such an IDS function will
be dependent upon the actual implementation and characteristics of both the original
swarm, So, and the IDS swarm, Sd. For example, to enable the f IDS(SLDist) IDS func-
tion to operate, the IDS swarm entity, sdi , will be required to have sufficient storage, in
order to store and process previous observations, in order to calculate the straight line
distance travelled and then conduct the IDS function.
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6.3.1.6 Modelling the IDS within the Swarm
So far, the discussions have been considering a separate IDS swarm, Sd, as providing
the IDS functionality for the original swarm, So. However, it is possible for the IDS
functionality to be undertaken by the original swarm.
The IDS function is essentially the same as previously discussed within a separate
IDS swarm, where an attribute is observed and then compared to what are its pre-
defined operating limits and a decision is computed, based on the observed value and
permitted limits.
There are several advantages to undertaking the IDS function within the original
swarm entities, such as the swarm entity knows actual values, as opposed to observa-
tions, and the original swarm entity can then act accordingly.
There is also the logistical advantage that a second swarm does not have to be released.
That is, the original swarm operator does not have to invest in and manage a second
swarm.
The disadvantage is that the original swarm now has to undertake extra functionality,
in what is already a resource constrained system. There is also the assumption that
the original swarm has the capabilities to observe extra attributes, to aid in the IDS
functionality. For example, due to resource constraints within the swarm entity, the
IDS functionality would need to be undertaken without the addition of extra sensors.
As an example of how the original swarm could undertake IDS functions, consider
the proposal for a swarm, So, to be utilised to locate and deactivate landmines, within
an operational area, E [112, 113, 133], as in use-case 2.
The original swarm elements, soi , will deactivate a landmine when there are four
swarm entities present at the position of a landmine.
In order to do this, when a swarm entity locates a landmine, it releases a scent, in
order to attract other swarm entities. This is a similar methodology to animals re-
leasing pheromones, in order to communicate with other animals. Kumar, Sahin and
Chapman’s research refers to this as the collective recruitment of the swarm entities.
That is, a quantity of landmines, M, are located within the operating environment, E
and the swarm, So, has the goal of locating and disarming the landmines.
There are several attacks that could be undertaken against the original swarm, as de-
scribed in Section 4.5.
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From the perspective of a landmine, and not the perspective of a swarm entity, a land-
mine will be disarmed in accordance with the following function:
fDISARM(Landmine) =
FALSE {soi Qty ∈W ⊂ So|soi Qty < soi Req}TRUE {soi Qty ∈W ⊂ So|soi Qty ≥ soi Req} (6.28)
Where:
soi Qty is the amount of swarm entities
soi Req is the amount of swarm entities required to disarm a landmine, which is four in
the example
That is, fDISARM(Landmine) will report FALSE if the whole number quantity of swarm
entities is less than four. The fDISARM(Landmine) function will report TRUE when
there are four or more swarm entities situated at a landmine location and the landmine
will be disarmed.
As the swarm, So, is aware of the requirements in order to disarm a landmine, this
knowledge can be utilised in order to attempt to detect malicious activity. That is,
if a swarm element, soi , detects the presence of three, or more, other swarm entities
at a particular location, then it could suspect malicious activity. This is because the
presence of itself and three other swarm entities should have disarmed the landmine
at this location and the swarm entities should have then moved on, in an attempt to
locate and disarm other landmines.
This can be shown as:
f IDS(soi Qty) =
FALSE {soi Qty ∈W |0 ≤ soi Qty < soi Req}TRUE {soi Qty ∈W | soi Qty ≥ soi Req} (6.29)
The function f IDS(soi Qty) observes the quantity of of swarm entities at a particular loc-
ation and will report TRUE when it detects more than the required amount of swarm
entities that are needed at the same location and therefore suspects malicious activity.
This assumes that a landmine is instantly deactivated with the presence of four entit-
ies at the landmine’s location. In practise, the time taken to disarm a landmine might
need to be considered, to prevent false positives. That is, where there are four swarm
entities located at a landmine and they are in the process of disarming the landmine.
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Therefore, f IDS(siQty) could be further refined to:
f IDS(soxQty) =
FALSE {soi Qty ∈W |0 ≤ soi Qty < soi Req}TRUE {soi Qty ∈W | (soi Qty ≥ soi Req) ∧ (tdisarm > tmax)} (6.30)
Where:
tdisarm is the elapsed time when the required amount of swarm entities are located at
the landmine location.
tmax is the maximum amount of time to disarm a landmine.
Although this is showing detail of a specific swarm implementation, it does demon-
strate how particular results can be dependent upon the values of multiple attributes.
In this example, it is the quantity of entities at a particular location and time at that
location.
It is also worth noting that, in this example, the IDS implementation might only con-
sider the amount of entities at a particular location. That is, as opposed to f IDS re-
porting TRUE when considering soi Qty ≥ soi Req, the designer might consider using
soi Qty > s
o
i Req instead. By utilising greater than, as opposed to equal to or grater than,
the designer is able to implement a function that is simpler and requires less storage
and processing, as it does not have to consider time, and therefore assists with the
inherent resource constraints of a swarm entity.
This demonstrates how an IDS function will vary, based upon the actual implementa-
tion of a swarm.
However, the principle still remains the same, in that the swarm entity is attempting
to detect attributes that are operating outside of their normal operating characteristics
or constraints. It also demonstrates how certain attributes might have dependencies
upon other attributes.
6.4 Summary
This chapter has provided an overview of Intrusion Detection Systems and has provided
details as to the mechanisms for the various types of IDS techniques. Comparisons are
made to systems with similar properties to swarms and how IDS had been considered
for these similar systems, detailing how swarms had different requirements due to the
swarm’s unique characteristics.
The chapter highlighted how anomaly detection was not a suitable IDS technique
within a swarm and how signature based IDS techniques could be utilised, if tailored
appropriately to the implementation of a swarm. Details were provided regarding the
implementations of IDS within the swarm itself and within a separate IDS swarm.
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The chapter concluded by modifying the generic swarm model, in order to take into
account the IDS functions. This model was then implemented and the attacks under-
taken in Chapter 5 were then re-run, to understand if IDS implementations can im-
prove the efficiency of the swarm in reaching its goal. This research takes into account
the two swarm use-case studies and is presented in Chapter 7.
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7 Simulations of Robotic Swarm
Intrusion Detection Systems
7.1 Introduction
This chapter provides details of how the proposed models for robotic swarm intru-
sion detection systems were simulated. This was conducted in order to consider the
possibility of intrusion detection systems being realised within robotic swarms.
This follows on from the proposed IDS model, presented in Chapter 6, and the previ-
ous simulations in Chapter 5, which demonstrated that swarms could be successfully
manipulated by attacks.
IDS implementations were developed and simulations were undertaken on the swarm
implementations that had previously been subjected to a malicious attack, as described
in Chapter 5. This ensured that the simulations were for a variety of swarm imple-
mentations were being considered, based upon the swarm taxonomies in Section 2.5.
This included both interactions between the swarm entities and interactions between
swarm entities and the swarm’s operating environment.
The intrusion detection was considered from the perspectives of both external to the
swarm, where a separate IDS swarm is utilised, and internally to the swarm, with the
swarm entities undertaking the IDS themselves.
7.2 Independent Swarm IDS
The scenario was for an independent IDS swarm to be simulated within an operat-
ing environment that contained an original swarm. The IDS swarm was attempting
to identify uncharacteristic behaviour of the original swarm, which would indicate
malicious activity.
The scenario was designed such that the IDS swarm interacted with and performed
the same as the original swarm. However, upon an IDS swarm entity detecting sus-
picious activity, that IDS swarm entity would begin to work independently to assess
and, if required, act upon the situation. Upon completion of its actions, the IDS swarm
entity returns to interacting with the original swarm and other IDS swarm entities.
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In this section, the attack that is being undertaken against the swarm is a misinform-
ation attack, that has been undertaken by the realisation of the threat of masquerade,
such that a malicious swarm has the ability to influence the original swarm. This is
achieved by malicious swarm entities being able to masquerade within the original
swarm, such that the original swarm entities believe the malicious swarm entities to
be members of the original swarm. As such, the original swarm entities will react to
actions and communications of the malicious swarm entities as if they were genuine.
When considering use-case 1, several attack simulations were undertaken against a
swarm which had the goal of locating a target within an operating environment and
utilised collaborative navigation techniques in order to achieve the goal [59].
As described in Section 5.2.3.5, one of the attacks that were simulated involved a mali-
cious swarm entity locating the target and then attempting to lead the original swarm
entities away from the target. The method of the attack was that when a malicious
swarm entity located a target, the malicious swarm entity would turn through 180°
and then move away in a straight line and broadcasting information as to what ap-
peared to be better navigational information regarding the location of the target. The
effect was that the searchers within the original swarm, that were hunting for the tar-
get, would follow the malicious entities, away from the target.
This attack was then modified, such that when the malicious entity came to an obstacle,
it would stop and continue to broadcast false navigational information. Therefore,
two IDS implementations were proposed, one for detecting straight line movement
and one for detecting stationary entities.
7.2.1 Implementing the Straight Line IDS
Within the simulations, the independent IDS swarm entities had the goal of identi-
fying uncharacteristic behaviours of the observed swarm entities. As the threat of
masquerade has been realised, this could be entities from either the original swarm or
the malicious swarm.
It was realised that the misinformation attack would cause entities from both the ori-
ginal and malicious swarms to move in a straight line until they reached an obstacle.
If an entity reached an obstacle it would react in a way to avoid colliding with the
obstacle, such as “reflecting” off a wall or remaining stationary.
The first proposal for the IDS was to attempt to detect the straight line movement of a
swarm entity. Although swarm entities are expected to travel in straight lines, there is
a maximum distance that they are able to travel in a straight line, before they would
randomly change direction.
The objective of the independent IDS swarm was to therefore identify swarm entit-
ies that were travelling in a straight line, which had travelled in a straight line gone
beyond a maximum limit expected for a swarm entity.
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It should be noted that the independent IDS swarm did not have the objective of locat-
ing the target, which was the goal of the original swarm’s search. This was because the
objective of the simulation was to determine if an IDS was possible within a swarm.
There was also the consideration that in a practical implementation of a swarm, a
searcher entity might also require a different or unique fit, in order to find the target,
such as specialist sensors.
As described in Equation 6.27, the generic IDS function model for observing swarm
attributes was defined as:
f IDS(AttObs) =
FALSE {AttributeMinValue ≤ AttObs ≤ AttributeMaxValue}TRUE {AttributeMinValue > AttObs > AttributeMaxValue} (7.1)
The IDS implementation was therefore modelled as:
f IDS(SLDist) =
FALSE {SLDist ∈ R |0 ≤ SLDist ≤ StraightDistmax}TRUE {SLDist ∈ R | SLDist > StraightDistmax} (7.2)
Where:
f IDS(SLDist) - Straight Line Distance IDS function being carried out by an IDS swarm
entity.
SLDist - The Straight Line Distance of other entities, as calculated by an IDS swarm
entity.
StraightDistmax - The maximum Straight Line distance that an original swarm entity
is expected to travel.
The simulations were conducted from the perspective of the IDS swarm entities, as
opposed to being from a global perspective. That is, straight line movements were not
detected for within the simulated operating environment, such as by observing the
locations and movements of all the swarm entities and identifying those that travelled
in a straight line beyond a maximum distance. Instead, the simulation was conducted
from the perspective of a swarm entity. That is, the individual IDS swarm entities
were simulated to take into account the swarm entities characteristics and associated
limitations, such as swarm characteristic 5 in that the IDS swarm entities were only
able to observe and sense their local environment.
Initial simulations were conducted to prove the IDS concept, with the aim of determ-
ining of an IDS swarm could locate entities that are travelling in a straight line, bey-
ond their normal operating characteristics. These simulations were conducted within
either an empty operating environment, with no maze, or an operating environment
with a simple maze.
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Malicious entities were placed in the operating environments, in one of three config-
urations, as shown in Figures 7.1, 7.2 and 7.3, along with varying numbers of IDS
entities in the centre of the operating environment. The malicious swarm location
configurations were exactly the same for an empty operating environment. A target
was randomly placed within the operating environment and various numbers of in-
dependent entities were randomly placed within the operating environment.
Figure 7.1: IDS - Small Malicious Entity Configuration
Figure 7.2: IDS - Medium Malicious Entity Configuration
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Figure 7.3: IDS - Large Malicious Entity Configuration
The simulation enabled the malicious entities to utilise the navigational information,
provided by the independent entities, to locate the target. Once the target had been
located, the malicious entity would then turn away and travel in a straight line, re-
flecting off walls where required. The goal of the IDS swarm was to attempt to detect
the straight line movement.
The method used within the simulations was designed to be relatively simple, due
to the processing constraints being considered for the swarm entities within this re-
search.
The IDS swarm entities behaved in a similar fashion as if they were a searcher from
within the original swarm. That is, they would receive information from the other
independent swarm entities within their range of communication and they would at-
tempt to make their way towards the target, based on the information that they re-
ceived. Therefore, if a malicious entity has located a target it will be broadcasting
false, but better, navigational information. The IDS entities will therefore attempt to
make their way towards the malicious entity. However, the malicious entity, unlike a
target, will move in a straight line and therefore, so will the IDS entity. The IDS entity
will essentially follow the malicious entity that is broadcasting the false navigational
information.
The IDS swarm entity keeps a local record of its own distance moved on a particular
bearing, within a defined tolerance for the bearing. That is, if an IDS swarm entity
moved on a bearing that did not change more than a pre-defined tolerance, then this
would be considered by the IDS entity as continuing to move as if it were a straight
line and maintain a record of the distance travelled. This is shown in Figure 7.4, where
ϑ is the detection angle used to detect and track other entities in order to determine if
the IDS entity is travelling in a straight line.
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ϑ
IDS Swarm Entity
Malicious Swarm Entity
Independent  Swarm Entity
ϑ Detection Angle
Figure 7.4: Mobile IDS Implementation
If the IDS swarm entity changes its bearing before a maximum permitted straight line
distance is reached, either due to receiving better navigational information as to the
location of the target or it has reached its distance to travel in a straight line before
changing direction, then the IDS swarm entity resets its distance travelled in a straight
line to zero and begins the process again.
If the IDS swarm entity calculates that it has travelled a distance in a straight line that
is greater than the maximum distance permitted in a straight line, then the IDS swarm
entity assumes malicious activity and responds accordingly.
Two different responses were proposed to the suspected detection of malicious activ-
ity:
1. “Kill” all swarm entities within a pre-defined area in front of the IDS swarm
entities bearing.
2. “Kill” the furthest swarm entity within the pre-defined area in front of the IDS
swarm entities bearing.
Simulations Initial simulations considered the removal of all entities that were within
the area in front of the IDS entity. when malicious activity was suspected. The ra-
tionale for removing all the swarm entities from within the area in front of the IDS
swarm entity was that this would be easier to implement in practise and a swarm
would not be affected by the reduction in its overall quantity of swarm entities.
However, in order to reduce the number of false-positives being recorded, the simu-
lation was configured to minimise this. In order to do this, the tolerance for detecting
straight line movement was set to 3°.
As expected, false-positive were recorded, as original swarm entities were also re-
moved. The results were fairly consistent across the simulations. That is, the results
for false-positives for a small quantity of malicious entities followed a similar profile
for both with and without a maze. Likewise, medium quantities of malicious entities
were similar for with and without a maze and so were the large amount of malicious
swarm entities. Examples are provided in Figure 7.5 and Figure 7.6.
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This was due to the fact that if any of the original independent swarm entities were in
front of the IDS swarm entity, in its area of influence, when the IDS entity determined
that an entity had travelled too far in a straight line, then these swarm entities would
also be removed. This can be seen in Figure 7.4.
Because of this, the simulations were re-run with the action for suspected malicious
activity to be that of only removing the swarm entity that is furthest away from the
IDS swarm entity, within its area of influence.
Initially, the simulations were expected to produce less false-positives. However, the
results were practically the same. The simulations were configured with the same
conditions and the results can be seem in Figure 7.8 and Figure 7.9, for comparison.
The false-positives observed were due to an original swarm entity entering the IDS
swarm entity’s area of influence at the same moment as the IDS swarm entity reached
its threshold for maximum distance travelled in a straight line and was therefore tar-
getted to be removed. This can be seen in Figure 7.7, where the IDS entity is tracking
the malicious entity but as the IDS entity calculates that the threshold for travelling in
a straight line has been reached, the independent entity enters its area of influence.
ϑ
IDS Swarm Entity
Malicious Swarm Entity
Independent  Swarm Entity
ϑ Detection Angle
Figure 7.7: Mobile IDS False Positive
All of the simulations successfully ran to completion, in that all the malicious entities
were detected and subsequently then removed.
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7.2.2 Implementing Stationary Detection IDS
In order to investigate whether an IDS swarm could directly observe the behaviour of
other swarm entities, as opposed to its interpreting its own actions, it was decided to
implement a stationary detection methodology.
Therefore, the goal of the IDS swarm entity was to detect stationary swarm entities.
This was achieved by the IDS swarm entity making observations within its local area
and recording the positions of the other entities within this local area.
Once an IDS entity had moved, the IDS entity repeated its observations for its local
area. If any of the other swarm entities were located in the positions the IDS entity
had calculated for an entity if it remained stationary, then it would assume malicious
activity.
Entities that were assumed to be malicious were “killed” and removed from the oper-
ating environment. The IDS implementation was therefore modelled as:
f IDS(Stationary) =
FALSE {LocObs 6= CalculatedPos}TRUE {LocObs = CalculatedPos} (7.3)
Where:
f IDS(Stationary) - Stationary IDS function being carried out by an IDS swarm entity.
LocObs - The positions of swarm entities, as observed by an IDS swarm entity within
its local area.
CalculatedPos - The positions that the IDS entity had previously calculated for station-
ary entities.
The positions were relative to the IDS entity and were calculated from the other swarm
entities’ bearings and distances, from the IDS entity. These positions were then recor-
ded and stored within the IDS swarm entity.
As the IDS swarm entity is aware of its velocity, it can use its own bearing and speed to
calculate what the relative distances and bearings of the other swarm entities would be
from itself if they did not move. That is, the IDS swarm entity, using simple geometric
calculations, can calculate what the position of the other swarm entities would be if
they remained stationary, after the IDS swarm entity had moved. This can be seen in
Figure 7.10.
The IDS swarm entity moves from location A, at time t, to location B, at time t + 1.
The IDS swarm entity is able to measure the bearing of the entity under observation
from itself and it knows its own bearing, the IDS entity can therefore calculate angle
A.
The IDS entity is also able to measure the separation distance between itself and the
other entity, enabling distance b to be known.
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Figure 7.10: Stationary IDS Implementation
As the IDS entity is aware of its own velocity, it is able to calculate what the distance c
will be, at time t + 1.
Using simple trigonometry, the IDS entity is able to calculate the distance a by using
the cosine rule:
a =
√
b2 + c2 − 2bc cos A (7.4)
The IDS entity is also able to calculate angle B:
B = arccos
(
a2 + c2 − b2
2ac
)
(7.5)
Therefore:
B′ = 180− B (7.6)
The values a and B′ are then stored by the IDS entity.
Once the IDS entity has moved, at t + 1, the IDS entity knows its own heading and
observes its local environment for any other entities. Those that it detects, it compares
their locations to the stored locations calculated at time t. Therefore, if there was an
entity at a bearing of B′ from its own heading and this other entity was at a distance
a away from the IDS entity, then the IDS entity would consider the other entity to be
stationary and the other entity would therefore be assumed malicious.
The initial simulations were again conducted with malicious swarm entities only, in
order to prove the concept. These simulations were conducted with the same opera-
tional environment configurations as for the mobile IDS implementation. The differ-
ences being that the malicious entities remained stationary and there was no target
placed within the operational environment, as there was no searcher to hunt for it.
Independent entities were still placed randomly placed to move around within the
operational environment, in order to observe any false positives that might occur.
181
Chapter 7 Simulations of Robotic Swarm Intrusion Detection Systems
The number of IDS entities were varied, to observe the effects of introducing more
to the simulation. The IDS entities operated independently of each other and moved
randomly around the operating environment, in a same manner as the independent
entities. That is, they would randomly choose a bearing to travel along and a ran-
dom distance, with an upper bound, to travel along the bearing. Once the IDS entity
reached the distance to travel, it repeated the process of randomly choosing a new
bearing and randomly choosing a new distance to travel along the bearing.
All of the simulations successfully ran to completion and all of the results followed
similar patterns. As would be expected, the greater the number of IDS entities, the
quicker the simulation was to complete. This is shown in Figure 7.11.
The simulations were conducted with the same configuration tolerances throughout,
regarding the detection angle accuracy and the detection range accuracy. The config-
uration consistently led to the same pattern of false positives when compared to the
number of independent swarm entities. This can be seen in Figure 7.12 and, typically,
the amount of false positives detected would be about half the number of independent
swarm entities for the simulation. This was regardless of the amount of numbers of
IDS entities, the number of malicious entities or the operating environment.
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This was not considered to be of concern, as the aim of the simulation was to prove
that the concept of IDS could be conducted by observing other entities within the
operating environment.
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The actual configurations for the IDS simulations, such as the tolerances, could have
been tailored further, in order to reduce the false positives. However, the objective was
not to design an IDS system for a particular swarm implementation, but to understand
if an swarm based IDS system could be successfully undertaken.
7.2.3 Combining the IDS Methods
Once the IDS methods had been shown to work, the IDS entities were then introduced
into a swarm that was being attacked by malicious entities. The simulations were
configured such that the IDS entities would not remove either the searcher or the target
from the operating environment.
The attack method chosen to simulate the IDS swarm against was the Hunter Run-
ner Wall Stop attack, as described in Section 5.2.3.5. The reason for this attack being
chosen was that the malicious entities could exhibit either of the two characteristics
that the IDS swarm could detect. That is, when a malicious entity detected a target it
would move away in a straight line, which the f IDS(SLDist) function would attempt
to detect. During the simulations, the searcher entity, malicious entities and the IDS
entities would attempt to locate the target. If the malicious entity was first to success-
fully reach the target first, the searcher entity and IDS entities would then attempt to
locate the malicious entity that was broadcasting the best navigational information.
This is shown in Figure 7.13.
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Figure 7.13: Searcher Entity and IDS Entity Navigate Towards Malicious Entity
What was also observed within the simulations was that if the IDS entities located the
target first, they would essentially wait at the target. If a malicious entity then loc-
ated the target, the malicious entity would then start to broadcast better navigational
information than the target itself.
The IDS entities would therefore leave the target and move towards the malicious
entity. The f IDS(SLDist) function was shown to be effective at locating this event
within unobstructed operating environments, as a malicious entity could detect a tar-
get at one extreme of the operating environment and attempt to move towards the
other side of the operating environment. This allowed the malicious entity to move,
without locating a wall, for a distance beyond what would be expected within the
normal operating characteristics of a swarm entity.
Once a malicious entity, that had discovered a target, had detected an obstacle, such
as a wall, it would stop and remain stationary, which the f IDS(Stationary) function
would attempt to detect. The f IDS(Stationary) function was observed to work well in
operating environments with obstructions.
An observation, from the simulations, was that in operating environments that con-
tained lower numbers of independent entities and lower numbers of IDS entities, it
was possible for malicious entities to locate the target and move away from it, without
the IDS entities detecting this. The IDS entities would eventually locate the target,
and remain there, and the searcher entity would locate the malicious entity and re-
main there, as shown in Figure 7.14a. This situation would then run indefinitely and
the malicious swarm undertook a successful Denial of Service attack on the searcher.
However, as the numbers of independent entities increased, communications paths
were observed between the IDS entities and the malicious entities, which would cause
the IDS entities to leave the target and move towards the malicious entities, as shown
in Figure 7.14b. The blue dashed line shows the most efficient path for the IDS entities
to the best navigational information.
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(a) IDS Entities “Stuck” (b) IDS Entities “Freed”
Figure 7.14: IDS Entities Located at the Target
Another observation, in a similar fashion, that exacerbated the issue of low numbers
of independent entities, and therefore no path between the IDS entities located at the
target and the searcher located at a malicious entity elsewhere in the operating envir-
onment, was when the independent entities had been reduced in number by the IDS
swarm incorrectly identifying independent entities as malicious entities and removing
them from the operating environment. These false positive results did, on occasions
with lower initial numbers of independent entities, remove all of the independent en-
tities from the operating environment.
7.2.4 Independent IDS Simulation Results
Simulations were undertaken that repeated the previous simulations of the Hunter
Runner Wall Stop attack on the swarms but with the inclusion of a combined IDS
swarm. The numbers of IDS entities ranged from 1 through to 10.
The results from these simulations demonstrated that the combined IDS swarm func-
tionality had performed successfully, detecting both straight line moving malicious
entities and detecting stationary malicious entities.
The effect on the performance of the searcher in reaching its goal showed a signific-
ant improvement in the searcher’s performance. To illustrate this, in the previous
simulations, detailed in Section 5.2.3.5, Figure 5.33 shows how, within an operating
environment without a maze, a starting separation of 15, with 90 independent entit-
ies and 10 malicious entities, the searcher was not able able to achieve its goal. With 9
malicious entities, the searcher was able to fulfil its goal approximately 1% of the time.
The most efficient that a searcher could be with 90 independent entities was approx-
imately 22%, with only one malicious entity. When the IDS swarm was utilised, the
searcher achieved its goal 100% of the time.
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Within the entire IDS simulation for the unobstructed operating environment, the
worst result obtained for a searcher achieving the goal of locating a target was 56%,
which was for a starting separation of 15, 10 independent entities, 10 malicious entities
and one IDS entity. Within this unobstructed operating environment, there were only
21 results where the searcher reached its goal less than 75% of the time, there were 640
results where the searcher achieved between 75% and 95% success in achieving its goal
and 658 results were the searcher achieved between 95% and 99% success in achieving
its goal. Out of a total of 3600 simulations, the searcher successfully achieved its goal
100% of the time for the remaining 2,281 simulations.
The majority of the lower numbers from the simulations were as expected, when there
were lower numbers of IDS entities and independent entities. However, the results
did show that the IDS swarm enabled the searchers in achieving their goal more ef-
fectively.
7.2.5 Conclusion of Independent IDS Swarm
From the results and observations of the simulations, it is apparent that an independ-
ent IDS swarm, that is external to the original swarm, is capable of detecting unchar-
acteristic behaviour, which can be attributed in malicious behaviours.
In detecting the malicious behaviours, the IDS swarm improved the effectiveness and
efficiency of the original swarm in achieving its goal, or even just enabling the original
swarm to actually achieve its goal. In this instance, the simulations demonstrated that
a previously successful attack on a swarm that utilises cooperative navigation, use-
case 1, could be successfully identified and defended against.
7.3 Internal Swarm IDS
In this section, the IDS function is considered when undertaken by the original swarm
itself. In these simulations the IDS function was attempting to detect anomalies within
the normal characteristics of the swarms operating environment.
The goal of the original swarm is to detect and clear an operating area of landmines
[112, 113, 133], utilising a foraging and collective recruitment technique, as in use-case
2. The attacker is attempting to either prevent the original swarm from completing
the task or to decrease the efficiency of the original swarm, so as to increase the time
taken by the original swarm to complete its task. The goal of the IDS function, within
the original swarm entities, is to detect anomalies during its operation that would
suggest malicious behaviours. The IDS functionality is attempting to identify attacks
that are being undertaken against a swarm that is utilising foraging techniques and
local recruitment methods.
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These attacks have been previously described in Section 5.3.3.2, by utilising false land-
mines, and Section 5.3.3.3, by generating a false scent. As previously discussed, the
attacks can prevent the original swarm from completing its task of locating and clear-
ing all the landmines.
The two attacks are considered, along with the IDS functions that detect and then
mitigate the attacks. As the IDS function is undertaken within the original swarm
entity, the original swarm entity is able to alter its current operational state. The ori-
ginal state, as described in Section 5.3.2 are: Foraging, Following and Waiting. The
IDS function introduced another state, which was entitled “Move Away” and can be
seen in Figure 7.15. The Move Away state puts the original swarm entity into a state
where it moves away from its current location, until there is no scent detected beneath
it. This ensues that the original swarm entity has removed itself from any influences
within the operating environment and, whilst in this state, the original swarm entity
does not measure the scent density or attempt to locate any landmines. This allows the
original swarm entity to move away from any malicious influence, due to scent gradi-
ents. Once the original swarm entity has moved away from any influence of scent, it
will change its state back to Foraging.
State 0
Foraging
State 1
Scent
Following
State 2
Waiting
State 3
Move Away
Return to foraging
Scent gradient being 
followed decreased 
Too many searchers
at a location
Move until no scent is 
detected beneath
Figure 7.15: Extra IDS State
Simulations for IDS implementations were then conducted on the two potential at-
tacks.
7.3.1 False Landmine Detection
In this attack, false landmines are located within the operating environment, along
with the actual landmines.
The IDS function proposed for this attack is based on the knowledge of the operating
environment and the original swarm entities operating principles:
• the original swarm entity will enter a Waiting state if it detects a landmine dir-
ectly beneath it.
• the environment will disarm a landmine if 4, or more, original swarm entities
are located directly upon the landmine.
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Therefore, as false landmines were used, no mater how many original swarm entities
were located at the false landmine, they would remain at that location. That is, there
is no actual landmine to disarm, so the original swarm entities do not move away.
In this instance, the advantage for the attacker is that the attacker does not require any
resources, other than the false landmines. The scent production is carried out by the
original swarm entities, as they believe that they have found a genuine landmine and
have entered a Waiting state and are thus releasing scent. This action, in turn, attracts
more original swarm entities.
Utilising this knowledge, the IDS was implemented such that the original swarm en-
tities were able to detect and count the presence of other original swarm entities at
a location. The ability to detect a malicious attack is then quite simple. That is, if
there any more than 4 original swarm entities are located at a particular location, then
assume a malicious attack.
f IDS(soi Qty) =
FALSE {soi Qty ∈W |0 ≤ soi Qty < 4}TRUE {soi Qty ∈W | soi Qty ≥ 4} (7.7)
Where:
f IDS(Soi Qty) - IDS function being carried out by swarm entity relating to quantity of
landmines at its location.
Soi Qty - The total quantity of swarm entities at a specific location.
The implementation on the original swarm entities is therefore to count the number of
other original swarm entities at their location. If there are more than 3 other original
swarm entities at the location, then assume malicious activity and change the operat-
ing state to a Moving Away. As detailed in Section 5.3.2 the number of swarm entities
required to disarm the landmine in the simulation is an arbitrary number as 4 was
chosen so as to reproduce the research undertaken by Kumar, Sahin and Chapman.
All original swarm entities should realise the malicious activity at the same time and
they should all change their state to Moving Away. They will then move away until
there is no scent beneath them, when they will return to a Foraging state.
There was also consideration given to making the swarm entity move away a pre-
defined distance away from the false landmine, in order to remove the immediate
possibility of any influence from any other original swarm entities that might have
located the false landmine whilst the initial original swarm entities are moving away,
or in case the swarm entity changed direction and returned to the landmine.
This IDS implementation does not interact with the mechanism of the attack, such as
by attempting to destroy the false landmines. Instead, the IDS function detects the
malicious attack and then alters the original swarm entity’s behaviour, by altering its
state, in order to remove the influence of the malicious attack.
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The simulation results showed that, where previous attacks had prevented the ori-
ginal swarm from completing its goal of successfully locating and disarming all of
the landmines within the operating environment, the introduction of the IDS had en-
abled the goal to be successfully achieved. That is, during the original attack, the false
landmines had essentially trapped the original swarm entities, the IDS function had
prevented this from happening.
When there were 4 malicious mines placed in the operating environment, the intro-
duction of the IDS techniques enabled the swarm to achieve its goal of locating and
disarming the landmines. The times taken to successfully complete the goal of locating
and disarming all of the landmines within the operating environment was comparable
to the baseline simulations, for a benign operating environment.
When there were nine malicious mines placed in the operating environment, the ori-
ginal swarm was able to successfully achieve its goal and locate all the landmines.
The amount of time taken to achieve this did tend to take longer, the percentage com-
parisons of comparing the time taken to the original baseline simulation results can
be seen in Figure 7.16. Although the simulation showed that the task to locate and
disarm the landmines did take longer when there are 9 malicious landmines, the task
was, however, successfully completed.
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It was also noted, when observing the simulations, that there was a large amount
of false-positives, suspected false landmine when there was none present, upon the
initial release of the original swarm. This was demonstrated by the large amount of
swarm entities entering a Move Away state. This was not unexpected and was due
to the fact that the entire original swarm was always released at the same point. The
original swarm entities would then move away to their randomly chosen locations.
During the initial period, immediately after the swarm release, there was often the
case that there would be more than 4 original swarm entities at a particular location.
This was due to the density of original swarm entities within the operating environ-
ment and these false-positives were expected. Depending upon the implementation
of swarms, the original swarm entities could be released in a Move Away state for a
period of time or distance, in order to allow the original swarm entities to move away
and disperse. However, this would then require the original swarm entities to return
to their start point, to ensure all landmines are located that might have been missed,
during the initial deployment.
The distribution of the swarm’s states during the swarm’s initial release period can
be seen in Figure 7.17 and shows the initial spike in swarm entities entering a Move
Away state, due to the false-positives. Once the swarm entities began to disperse, the
number of swarm entities within the Move Away state can be seen to reduce and the
amount of swarm entities in a Foraging state increase.
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Again, the disadvantage is that the original swarm entities would need extra resources
in order to achieve the IDS capability. In this instance this would be the sensing cap-
ability in order to detect the other original swarm entities. There would also be pro-
cessing and storage requirements, in order to maintain knowledge of the amount of
other original swarm entities within the same local operating environment.
7.3.2 False Scent Generation Detection
In these attacks, false scent generators were positioned within the operating environ-
ment and landmines were then randomly distributed throughout the operating envir-
onment.
The IDS function proposed for this attack was based on the knowledge that the initial
implementation of the original swarm entity, in that:
• the original swarm entity will only stop on a landmine.
• an original swarm entity will always move to the location with the greatest scent
density.
Therefore, if an original swarm entity located a false scent generator, the original
swarm entity would move continuously around the centre of the false scent gener-
ator, as described in Section 5.3.3.3.
In order to detect this attack, the original swarm entity was modified to allow it to store
the current scent density value. Therefore, if the only movement options available to
the original swarm entity would result in a lower scent density, when compared to its
current scent density, then the original swarm entity would believe that this was due
to malicious activity. The original swarm entity would then change its operating state
to “Moving Away”. This state will allow the original swarm entity to move away from
the scent, produced by the false scent generator, and then change state to a Foraging
state and continue with the task of locating and disarming the landmines within the
operational environment.
f IDS(Scent) =
FALSE {ScentDetected > ScentStored}TRUE {ScentDetected < ScentStored} (7.8)
Where:
f IDS(Scent) - IDS function being carried swarm entity based on detected scent density.
ScentDetected - The maximum scent density value that soi is able to move towards.
ScentStored - The current scent density value for the current location of soi .
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Simulations were successfully undertaken. Where previous simulations had failed to
achieve the goal of locating and disarming all the landmines, as the original swarm
entities had become “trapped” within the influence of the false scent generators, these
simulations ran to the successful completion of the goal.
However, it should be noted that the time taken in order to achieve a successful goal
was increased, when compared to no malicious activity within a benign operating
environment. The time was significant and the completion times could be considered
to be too large to be considered practical.
The reason for the increase in time taken to undertake the task to a successful conclu-
sion, when compared to an operating environment without malicious attackers, was
due to the fact that the original swarm entities were, at times, in the Moving Away
state and therefore not Foraging.
This implementation of an swarm IDS makes no attempt to influence are interact with
the actual mechanism of attack. Instead, the original swarm entity detects the attack
and then modifies its behaviour, so as to remove itself from the influence of the attack.
The disadvantage of this IDS is that extra resources are required within the original
swarm entity. In the original implementation, the original swarm entity only had to
move towards the greatest scent density, information which might have been able to
have been directly provided by its sensors. Now the original swarm entity also has to
take a measurement from a sensor and record this value.
A characteristic of the original swarm’s operation that was observed during the sim-
ulations, which was also discussed in the original papers describing the swarm pro-
posal [112, 113, 133], was when an original swam entity would enter a local scent
density maximum. This was due to an original swarm entity attempting to follow
a scent gradient to a landmine. However, other entities of the original swarm have
located mines in close proximity and their scents are overlapping and therefore gen-
erating a local scent density maximum. The original entity therefore becomes stuck at
this location, as all other scent densities around it are lower than its current location.
Therefore, whichever way it moves, it will always return to the centre location, as de-
tailed in Section 5.3.3.3. However, as the swarm entity perceives this as a malicious
activity, the swarm entity changes its state to Moving Away and the swarm entity no
longer becomes frozen.
7.3.3 Additional Measures to Improve Performance
There was the issue of when the quantity of deployed original swarm entities is such
that there are potentially not enough original swarm entities to successfully complete
the goal of successfully locating and disarming all of the landmines within the oper-
ating environment, described as a “frozen” event. The frozen concept was described
in Section 5.3.3.1
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To prevent this from happening, a Timeout function was implemented that would
ensure that the original swarm entities would only maintain a Waiting state for a max-
imum time limit. Once the maximum time limit was reached, the original swarm
entity would enter a Moving Away state, to allow the original swarm entity to move
far enough away from the landmine to lower the chances of the original swarm entity
from returning back to landmine it had just left and therefore improve its chances of
locating a different landmine.
fTimeout(soi Timewaiting) =
FALSE {0 ≤ soi Timewaiting ≤ tmax}TRUE {soi Timewaiting > tmax} (7.9)
Where:
fTimeout(soi Timewaiting) - Function to determine the amount of time a swarm entity has
been in a Waiting state.
soi Timewaiting - Amount of time s
o
i has been in a Waiting state.
tmax - A variable that determined the maximum amount of time soi should remain in a
Waiting state.
As the Timeout function was based on the Waiting state of the original swarm entity,
the Timeout function moved the original swarm entities away from both false land-
mines and genuine landmines. Simulations were observed where a number of swarm
entities were in a waiting state at a genuine landmine, with other swarm entities in a
Foraging state within the operating environment. However, as the other swarm entit-
ies did not come close enough to detect the scent and enter a Scent Following state, the
swarm entities in the Wait state at the landmine would timeout and enter the Moving
Away state.
7.3.4 Conclusion of Internal Swarm IDS
From the results and observations of the simulations, it is apparent that an IDS, which
is internal to the swarm entities, is capable of detecting uncharacteristic behaviour that
can be attributed in malicious behaviours. In this instance these were characteristics of
a swarm entity’s local environment, when attempting to make landmines safe by for-
aging and local recruitment methods, use-case 2. The original swarm is then capable
of undertaking simple actions, by modifying its operating state, in order to counter
the malicious attacks.
The efficiency of the swarm is reduced, when compared to a benign environment, but
this would be expected. The trade-off is that the original swarm is now capable of
completing its goal, which it was not able to do when subjected to malicious attack
without an IDS function.
193
Chapter 7 Simulations of Robotic Swarm Intrusion Detection Systems
It is also apparent that the false scent attack, which covered a reasonable proportion
of the operating environment, 3.24% or 7.29%, and was essentially a constant attack,
as the false scent was always present, was a much more effective attack against this
implementation of a swarm and its associated IDS implementations.
7.4 Discussion
The simulations of both external IDS swarms and IDS techniques that are internal to
swarm entities showed, that through the simulations of the use-case scenarios, that
the IDS functions could be implemented successfully.
The IDS techniques that were implemented were signature based, with the character-
istics for normal operation being known through the swarm’s design. From know-
ing the design of the swarm, signatures could be determined that would indicate if
a swarm entity was operating outside of its expected operating characteristics, which
would therefore indicate the suspicion of malicious activity. If an IDS function did
determine that malicious activity could be being undertaken, this would result in an
action being carried out, so as to allow the original swarm to continue in its opera-
tion. That is, the signatures for malicious activities were essentially when the swarm
entities operated outside of pre-determined specified limits.
In order to realise the characteristics of a swarm, the IDS functions were simple in both
their construct and implementation. To ensure a realistic approach was simulated, all
IDS functions were simulated from the perspective of the swarm entity and not the
swarm as a whole.
Although the simulations of the attacks and the simulations for the IDS implementa-
tions were tailored for the specific swarm implementations and their operating envir-
onments, the IDS implementations were based on the generic IDS model, as presented
in Chapter 6. The two use-cases were simulated, based on the generic IDS model, to
demonstrate that the principles of a signature based IDS implementation could be ap-
plied and were both achievable and able to defend a swarm, which is summarised in
Chapter 8.
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8 Discussion
8.1 Introduction
The initial purpose of this research was to gain an understanding of whether swarms
could be maliciously manipulated, utilising the unique characteristics of swarms.
As it was shown that swarms could be maliciously manipulated, the main focus of
the research was then conducted, to understand if swarms could detect the malicious
activity.
This research was interested in swarm implementations that were constrained with
their capabilities, as discussed in Section 2.3, such that intensive processes or opera-
tions could not be undertaken by the individual swarm entities. This research also
constrained the swarm implementations to the capabilities and limitations, as de-
scribed in Section 1.2.
The swarms that were simulated were taken from previous research literature and
were initially simulated within benign conditions, in order to replicate the original
researchers’ results. The swarms chosen were such that they represented different
types of swarm, when viewed from the taxonomies detailed in Chapter 4, and differ-
ent attacks were conducted, as described in Chapter 5, allowing for the realisation of
different threats.
The swarms chosen included cooperative navigation techniques, in order to locate a
target, and foraging and local recruitment schemes, in order to locate and make safe
landmines. This enabled the research to review swarms which had different tasks and
implementations, in order to achieve their goals.
These swarm proposals were discussed through this thesis as use-case 1, cooperative
navigation, and use-case 2, foraging and local recruitment schemes.
8.2 Manipulating a Swarm
Based on the implementations of the swarms, various attacks were undertaken in or-
der to maliciously manipulate the swarms. The aim of the attacker was to realise a
threat, in order to allow an attack to be undertaken. The ultimate aim of an attack
was to utilise the unique characteristics of a swarm, as discussed in Section 1.2, to the
attacker’s advantage.
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Several attacks were then successfully conducted against the swarms. The simulations
showed that swarms could be maliciously manipulated, in order to either prevent the
swarm from achieving its goal, or to reduce the efficiency of the swarm in undertaking
its task to achieve its goal.
8.2.1 Case 1 - Attacking Cooperative Navigation
The research I undertook on attacking cooperative navigation was in order to consider
attacks against use-case 1, a swarm tasked with locating a target utilising cooperative
navigation.
The simulations of the attacks were conducted, so as to be comparable with the ori-
ginal research, where the operating environment could be either empty, have a simple
maze or have a complex maze.
Initially, the attacks conducted against the swarm were essentially traditional jamming
attacks, that could also be undertaken against other systems. Several versions of the
jamming attack were undertaken, these being where the jammers were initially sta-
tionary and then they were mobile, within the operating environment, and whether
the jamming entities were visible or not to the original swarm entities.
These attacks were conducted in order to observe effects upon the swarm and to fur-
ther verify the implementation of the swarm simulations.
What was interesting about these attacks was that the attacks had very little effect
on the performance of the swarm. Indeed, if the malicious enteritis were visible to
the the original swarm, then the original swarm’s efficiency at locating a target could
actually improve, as now there were more overall entities within the operating envir-
onment. Also, by the very nature of a swarm implementation, if one information path
is prevented, by the actions of jamming, then other information paths will often still
be available that are not effected by the jamming.
This demonstrated how swarms could be robust to external effects.
Following the jamming attacks, attacks were then undertaken that utilised the unique
characteristics of a swarm. The main characteristic of the swarm that was targetted,
was the swarm’s decentralised control, swarm characteristic 2, and the subsequent
emergent behaviour, swarm characteristic 4. Knowing how the swarm entities in-
teracted with each other, within a local environment, malicious swarm entities were
introduced that also interacted with the original swarm entities. This was achieved
by the malicious swarm entities realising the threat of masquerade, as the original
swarm entities interacted with the malicious swarm entities as if the malicious swarm
entities were part of the original swarm. This then allowed the malicious swarm en-
tities to carry out an attack that utilised mis-information, by communicating incorrect
information to the original swarm entities.
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Various attacks were simulated, from a simple random walker that presented better
navigational information, to more subtle attacks that tailored the moment that better
navigational information was presented to the original swarm.
All of the attacks undertaken, that utilised the swarm’s characteristics, decreased the
efficiency of the original swarm from achieving its goal. This could be either by in-
creasing the amount of time a swarm takes to achieve its goal, or the decreasing the
likelihood of a swarm achieving its goal.
8.2.2 Case 2 - Attacking Foraging and Local Recruitment
The attack was undertaken against a foraging and local recruitment technique that
was used to locate and then make safe landmines, use-case 2. When a swarm entity
locates a landmine, then the entity will attempt to recruit other swarm entities, in order
to gain a sufficient quantity of swarm entities to make the landmine safe. Recruitment
was carried out by releasing a scent, which formed a scent gradient that peaked at
the location of the landmine. Other swarm entities, that located the scent, followed
the scent gradient until the swarm entity located the landmine, where it would also
release a scent, reinforcing the original scent gradient.
There were therefore two obvious attacks that could be carried out, that involved ma-
nipulating the swarm’s operating environment. These were where an attacker could
either masquerade as landmine or the attacker could release a false scent. Both attacks
aimed to deceive and then locally recruit entities of the original swarm into a trap.
The advantage of masquerading as a landmine is that the attacker only has to deploy
false landmines. The attacker essentially uses the scent resources of the original swarm
against itself. The disadvantage is that the attacker has to produce a false landmine
that the original swarm will believe is a genuine landmine when it is foraging.
The advantage of generating false information by releasing a scent is that an attacker
can attract original swarm entities from a larger area than initially just the location of a
landmine. Essentially, the attacker can cover an area as large as the scent can disperse
within, such that the scent can still be detected by an original swarm entity. However,
the disadvantage for the attacker is that the attacker has to produce a scent that the
the original swarm will recognise and the attacker might be resource constrained on
the amount of scent available for a prolonged attack. This could lead to a time limited
attack against the original swarm.
Both attacks proved to be successful, to the extent that the swarm was generally
denied the ability to complete its task. The attacks would either make the task of
disarming all the landmines within the operational area less efficient, as the task took
longer to achieve the goal, or, more often, the goal was not achieved at all.
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8.2.3 Summary of Attacking a Swarm
The simulations that were undertaken against different implementations of swarms,
from both use-case 1 and use-case 2, showed that it is possible to successfully under-
take an attack against a swarm and its associated swarm entities. The simulations also
demonstrated that the unique characteristics of the swarm could be utilised in order
to assist in undertaking an attack, therefore making the attacks unique to swarms.
8.3 IDS within a Swarm
Following on from the attacks against the various swarms, the main objective of the
research was undertaken. This was to identify if it was possible for a swarm entity to
detect if the swarm was being subject to malicious activity, which was attempting to
manipulate the swarm.
A review of current Intrusion Detection System techniques was undertake and the
principles of signature based IDS was taken forward.
Importantly, anomaly based IDS techniques were discounted as an option, due to the
unique characteristics of a swarm and the constantly varying environments in which
swarms operate.
Knowing how the swarm should operate, it was possible to generate signatures for
abnormal behaviours. This was carried out on all the original swarm configurations
and operating environments, as well as for all of the previous attacks that utilised the
characteristics of a swarm to aid with the attack. The IDS operation was also designed
to be as simple as possible, due to the resource constraints within a swarm entity
implementation.
The implementation of the IDS was simulated externally to the original swarm, util-
ising an IDS swarm, and internal to the original swarm, using the original swarm
entities themselves. All of the simulations were undertaken from the perspective of
a swarm entity. That is, the simulations were not undertaken by observing all of the
swarm entities, and the entire operational environment, but from the perspective of
the individual swarm entities. All detections, calculations and actions were under-
taken by the individual swarm entities.
8.3.1 IDS within Cooperative Navigation
It was decided not to attempt to perform intrusion detection against a jamming at-
tack. This was because the attack had little effect on the swarm and there are already
techniques that can detect jamming attacks. The focus of this research was to detect
attacks that are attempting to utilise the unique characteristics of a swarm.
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The research focused on attempting to identify behaviours that, although possible by
a swarm entity, were uncharacteristic for normal operation. The characteristics that
were chosen to be investigated were to attempt to detect stationary swarm entities
and to detect mobile swarm entities, in which a swarm entity’s movements were un-
dertaken in a way that did not meet the swarm’s normal operating characteristics.
Initial baseline simulations were conducted, to prove the concept of the IDS functions
within a swarm. These simulations included several operating environments and vari-
ous numbers of malicious entities.
The results showed that, although there were both false-positives and false-negatives,
the malicious swarm entities could be successfully detected. As the results of the IDS
initial baseline simulations were successful, simulations were then undertaken of the
swarms that had previously been successfully attacked but now with the addition of
an IDS function within the swarm. The IDS function being a combination of the two
baseline IDS configurations. The results quite clearly demonstrated the success and
effectiveness of the IDS in this combination of swarm, operating environment and IDS
implementation.
Various actions were undertaken when a malicious activity was suspected but the
actions effectively removed swarm entities from the operating environment.
8.3.2 IDS within Foraging and Local Recruitment
The IDS implementations within the foraging and local recruitment simulations were
undertaken separately for the two different attacks, in order to attempt to detect and
defeat the different attacks.
The IDS implementations effectively added an extra operating state to the swarm en-
tities and the swarm entities attempted to detect anomalies within the operating en-
vironment.
If a swarm entity perceived that the operating environment appeared to be uncharac-
teristic, then the swarm entity change to the extra Move Away state, which allowed the
swarm entity the ability to remove itself from the attack. The effectiveness of the IDS
was dependent upon the attack that was being undertaken.
The simulation results demonstrated a marked difference in IDS performance for the
two different attacks, depending on how the operating environment was being ma-
nipulated.
Although the IDS function for the false scent attack did work successfully, the cov-
erage area and continuous nature of the attack meant that an entity would free itself
from one attack location and then often move directly into another attack location.
This meant that the IDS had a minimal impact against the malicious attack.
The IDS function proved to work well against the false landmine attack, turning the
situation from all the swarm entities becoming trapped at the false landmines to a
result where the robotic swarm achieves its goal.
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Depending on the amount of attackers present in the operational environment, the
swarm can accomplish its goals in a similar time period to that of an operating envir-
onment with no malicious entries within it.
8.3.3 Summary of IDS within a Swarm
The simulations undertaken on the user-cases showed that the individual swarm en-
tities were capable of detecting what was believed to be malicious activity. That is, the
simulations undertook the IDS functionality from the perspective of individual swarm
entities and not from the perspective of the swarm as a whole.
The use-cases demonstrated how signature based IDS schemes could be successfully
utilised within swarms.
At times, there could be either false-positives or false-negatives. However, the intro-
duction of the capability to detect what was believed to be malicious activity, and then
respond to this, enabled all the simulations to successfully achieve the swarm’s goal.
However, even though the swarm entities did achieve their goal, certain attacks had
such an effect on the swarm entities, that the attack made this time so great, that the
IDS was effectively impractical.
When a swarm did complete its goal, the overall efficiency of a swarm achieving that
goal was lower than when the swarm operated within a benign environment. This
was because the attacks were still being undertaken and realised against the original
swarms. However, the IDS techniques employed did reduce the impact of the attacks,
to such an extent as to actually enable the swarm to achieve its goal where previously
it had not been able to do so.
8.4 Future Work
Proposed future work within this research area would be to consider what actions
should be taken by a swarm, once malicious activity is suspected or detected. Ac-
tions that could be undertaken if malicious activity is suspected could be to ignore the
attacker; attack, or “kill”, the attacker; monitor the attack and the malicious entities
undertaking the attack; or the swarm could alter its behaviours. These proposals are
detailed as follows:
Ignore the attacker
So long as the attacker does not have an affect upon the robotic swarm entities that are
local to the attacker.
This could be difficult, if not impossible, to achieve, due to the physical presence of an
attacker. That is, the physical presence alone might be enough to alter the emergent
behaviour of a robotic swarm, such as the robotic swarm attempting to physically
avoid an attacker essentially causes an interaction between the robotic swarm and the
attacker. This could then affect the emergent behaviour of the robotic swarm in a way
that is unavoidable.
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Attack the attacker
Prosecute the attacker in such as way as it can no longer affect the robotic swarm.
The principle behind this is similar in how nature can deal with an attack on a swarm.
For example, if a bee hive is attacked, a bee, local to the attack, will produce pher-
omones to alert and attract other bees to the attack on the bee hive, in order to defend
the bee hive. Other bees react to the pheromone and also join in with the attack on the
attacker, in the defence of the bee hive. The military also use similar techniques, if an
adversary is using radar to track friendly forces, then the friendly forces can prosec-
ute the enemy radar using anti-radiation missiles, designed specifically for the role of
attacking radar emitters.
Observe the attacker
In order to gain intelligence about how an adversary conducts an attack.
It is often beneficial to understand an enemy’s strategy and tactics in how they attempt
to attack a system, in order to design suitable defences and actions against future
attacks. The observations can be obtained from various sources. Network operations
centres can attempt to follow an attack or incident in real time and system logs can be
reviewed post incident. The observations can take place on a real system, a test system
or a fake system, where the fake system is intended to attract and lure an attacker into
conducting an attack that can then be observed. These systems are often refereed to as
“honey-pots”.
Alter the behaviour of the robotic swarm entity being attacked
A robotic swarm entity that perceived it was under attack could alter its behaviour,
in order to attempt to defeat an attack. If the robotic swarms entity’s actions were
uncharacteristic it could change its behaviour, such as it could stop following another
robotic swarm entity that it believed to be malicious, or it could stop forwarding re-
ceived messages. It might stop forwarding messages because the robotic swarm entity
did not trust the content of the message, or it believed that the message had originated
from a malicious source. A level of caution would need to be exercised though, as this
could also prevent genuine messages from being forwarded. Also, if this defensive
behaviour was known by an attacker, then it could possibly be used to an attacker’s
advantage, in order to counter the swarm entity’s IDS.
Confidence Thresholds
Another area of future research would be the consideration of confidence thresholds
within the swarm entities, in order to determine if an attack likely or is being un-
dertaken against the swarm entities. Typical examples could be for a swarm entity
to observe all of its local entities and ignore information from swarm entities where
their information appears to be significantly different from the local environment as a
whole. Effectively ignore the edge cases if they are too different from the majority.
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Confidence values could also relate to swarm entity movement, as well as the inform-
ation transmitted with the swarm.
An example of this could be that if a swarm entity has been heading in a particular
direction and so had all of the other swarm entities that it could observe. Then, one
of the other swarm entities changed direction it could take this into account in its
confidence that it should alter its own heading accordingly.
This is best described by an example. Swarm entity A is the swarm entity being con-
sidered in the example shown in Figure 8.1.
D
E
C
A B
F
Initial Direction of Travel
Figure 8.1: Initial Swarm Conditions
The confidence an entity has with the actions of local entities is shown in Figure 8.2. If
the leading swarm entities, B and F, changed direction, as shown in Figure 8.2a, then
the confidence that this is a required change in direction is high and therefore swarm
entity A also changes direction accordingly.
However, if swarm entity E changed direction, as shown in Figure 8.2b, then there is
less confidence and swarm entity A does not change direction.
If swarm entity C were to change direction, as shown in Figure 8.3, this could be a
valid change in direction. However, as swarm entities D and B have not changed
direction, then swarm entity A is less confident in the change in direction. Swarm
entity A therefore decides to alter its course but uses a weighting factor to alter its
direction accordingly.
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D
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A
Initial Direction of Travel
B
F
(a) Entity With High Confidence
D
C
A B
F
Initial Direction of Travel
E
(b) Entity With Low Confidence
Figure 8.2: Confidences in Swarm Actions
E
A B
F
Initial Direction of Travel
D C
Figure 8.3: Entity with Weighted Confidence
It should be noted that the swarm entities would generally attempt to prevent a col-
lision, in order to enable self-preservation. Therefore, if swarm entity C changed dir-
ection such that it would collide with swarm entity A, then swarm entity A would
alter course accordingly and, if necessary, without any weighting factor. Essentially
the swarm entity’s response will be appropriate to the situation and could be con-
sidered similar to the artificial potential fields that can be utilised to repulse an object,
as described in the underwater mine countermeasure proposed use for a swarm in
Section 2.7.6.
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A Intrusion Detection Systems
A.1 Introduction
The aim of this annex is to supplement the information provided in Chapter 6 and
provide the reader with a more detailed overview of Intrusion Detection Systems (IDS)
and the current techniques that are utilised within existing technologies and systems.
The annex will also provide an overview of the background and history of the subject.
A.1.1 Overview and Background of Intrusion Detection Systems
Intrusion detection systems are essentially attempting to automatically detect an activ-
ity that should not be taking place and then report upon this event.
To place this into context, within the physical world a house or car alarm is a form of
intrusion detection system. When activated, the systems are attempting to detect the
presence of an intruder and, upon detection of a suspected intruder, the system will
generate an alert, in order to notify others of this. This could be as simple as sounding
an alarm on the house or vehicle, in order to attract attention. The response could also
be to send a message to the owner of the house or to law enforcement, which could be
via a third party control centre, to inform them of the event. On larger systems, such
as IDS systems on remote or industrial premises, the system will also log the events.
This allows for post incident analysis.
Within computer and network domains, IDS systems operate within a similar context.
That is, extra devices within a network, or software applications within system com-
ponents, are attempting to detect intrusions within the networks and systems. If the
IDS suspects anomalous behaviour, it will log the event and provide an alert to a user.
The objectives of an IDS will influence the techniques that are used, in order to un-
dertake the IDS task. That is, if the purpose of the IDS is to detect intrusions within a
network, the network designer might decide to place the IDS as a separate component
on the network, separate from the operational systems. This allows the IDS system to
monitor the network traffic, without affecting the performance of the individual op-
erational systems. If the IDS is configured to only monitor the traffic on the network,
it is less likely to be being detected by an attacker that is attempting to undertaking
the intrusion. When placing the IDS within individual systems, such as computer end
points, the IDS is able to detect attacks, that an IDS placed on the network would not.
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There are various techniques that are utilised with IDS systems, which are described
in more detail.
When an intrusion event is suspected, the actions undertaken by the network and
computer based systems are similar, in context, to the actions undertaken by a physical
IDS. That is, if the IDS suspects it is being infiltrated, it will log the event and report
it. If the IDS is local to a system, say a PC, then it might also alarm locally, such as by
displaying a warning to a user.
Conceptually, the actions undertaken by either a physical, network or computer IDS
are essentially the same. Log the event and inform interested parties.
To further assist the reader, NIST defines intrusion detection as “the process of mon-
itoring the events occurring in a computer system or network and analysing them
for signs of possible incidents, which are violations or imminent threats of violation
of computer security policies, acceptable use policies, or standard security practices”
[168] and intrusion has been defined as “any set of actions that attempt to compromise
the integrity, confidentiality or availability of a resource” [84].
A.1.2 Background and history of Intrusion Detection Systems
The remainder of this annex will only discuss IDS in the context of computer systems,
both networks and system components, such as end points. Therefore, the goal of
an IDS is to identify possible incidents, by automating the monitoring of computer
systems. This is in order to detect possible actions that could attempt to compromise
the confidentiality, integrity or availability of the systems. An IDS can also be utilised
to not only detect an incident but to also detect reconnaissance, which could indicate
that an attack is immanent [168].
It should be noted that an IDS has the potential to either incorrectly identify a benign
activity as hostile, known as a false positive, or it fails to recognise a malicious activity,
known as a false negative.
An IDS is often tuned in order to reduce false positives, with the effect of increasing
false negatives. Intrusion prevention is the attempt to prevent incidents that have been
detected by intrusion detection from being realised.
A.1.3 History of Computer Intrusion Detection Systems
Originally, James Anderson proposed how to improve computer security auditing and
surveillance capacity in 1980 [7]. He suggested that security audit trails on computer
systems were important. However, he suggested that they would benefit from being
supplemented with a security monitoring surveillance system. This was because he
felt that the security audit files were not necessarily well structured, or that they did
not contain enough detailed information.
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A model for an IDS was first proposed and presented by Dr Dorothy Denning [50, 51]
in 1985, and was regarded has a rule based pattern matching system. The model was
entitled “Intrusion Detection Expert System” and consisted of six main components:
• Subjects Initiators of activity, normally the users
• Objects Resources managed by the system, such as files and commands
• Audit Records Records generated by the target system in response to performed
actions
• Profiles Characteristics of the behaviour of subjects
• Anomaly Records Records generated due to the detection of abnormal beha-
viour
• Activity Rules Actions taken when a condition is realised
Within the proposal, an audit record is generated from an action being undertaken.
The generated audit record is then compared against known profiles. The auditing can
be generated at several points during an undertaking of a command, or the auditing
can just be undertaken at the end, or completion, of a command.
To place this into context, consider copying a file. The audit log could record all actions
involved with undertaking the copy command. This could consist of: execute the copy
command, read the original file, write the new file and record action complete. Or, it
could just record the fact that the task was successfully undertaken.
The advantage of the former approach, is that it provides an operator reviewing the
logs an entire timeline of actions, which could be useful if a system failed part way
through a series of actions. The operator would therefore be able to undertake detailed
investigations in an attempt to ascertain what had caused the failure. The advantage of
the later approach, where only record is that the task has been successfully undertaken
is recorded, is that it is quicker and utilises less resources, such as processing and
storage.
In 1991, Kathleen A. Jackson, David H. DuBois and Cathy A. Stallings proposed the
Network Anomaly Detection and Intrusion Reporter (NADIR) project within their pa-
per “A Phased Approach to Network Intrusion Detection” [93]. Within this work, they
demonstrated the feasibility of undertaking automating security auditing, within a
distributed environment. Their work demonstrated the benefits of utilising “expert
systems”, which exploited the information from multiple hosts by aggregating the
derived information. This aided in the detection of coordinated attacks, across an in-
tegrated computer network.
Their proposed system incorporated user profiles. These were were initially generated
and then regularly modified, in order to ensure that the user profiles accurately match
a user’s behaviour. Old user profiles were maintained, in order to perform future
comparisons and to enable permanent records to be maintained.
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A.1.4 Categorising Intrusion Detection Systems
It is generally agreed that IDSs can be categorised by the detection strategy used, either
signature based, anomaly based or based on stateful protocol analysis, and by where
they are located, either network based or host based [13, 100, 148]. These classifications
can be further refined, based on objectives and implementations [10]. The intention
of all IDS is to gather and log information, detect incidents and alert to a potential
incident happening.
It is also worth noting that an IDS will require a management overhead, which will
vary, based on the actual IDS implementation and its complexity.
The main detection methods used by IDS are:
• Signature based
• Anomaly based
• Stateful Protocol Analysis
A.1.4.1 Signature Based
Signature based IDS, sometimes referred to as misuse detection, is the simplest de-
tection method and utilises signatures to identify potential incidents. A signature is a
pre-determined pattern that corresponds to a known threat. The IDS compares data
to a library of known threat signatures, in order to identify possible incidents.
Signature based detection is very effective at detecting known threats and, as the sig-
natures are usually well defined, generally have a low amount of false positive detec-
tions.
However, signature based detection is ineffective against unknown threats, as the sig-
natures for these do not exist and can therefore not be compared with the IDS. There
is also a management overhead in the signature generation and issuing of new signa-
tures, in order to maintain the signature library and maintain the effectiveness of the
detection. The amount of signatures that are required, which is constantly increasing,
also has an overhead on the amount of memory required, in which to store the signa-
tures. That is, the greater the number of signatures, then the more memory resources
are required to store the signature library [148]. There is often a trade-off, between the
size of the signature library and the effectiveness of the system to being able to detect
a possible attack.
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A.1.4.2 Anomaly Based
In an anomaly based IDS, behaviour models for the normal system characteristics are
created, which are known as profiles. These normal characteristics are then compared
to the actual system characteristics, looking for deviations, within thresholds, from
normal behaviour.
The intrusion detection is based on the assertion that intrusions are observable devi-
ations from normal behaviour [77].
An anomaly based IDS often uses behavioural based machine learning techniques
to characterise normal system behaviours [174, 194]. The initial characteristic profile
is generated over a period of time, which is sometimes called a training period. The
profiles can be either static or dynamic, based upon the implementation of the IDS [168].
Once implemented, static profiles do not change, whereas dynamic profiles will adapt
to the observed operating environment. Typical techniques for anomaly detection
include: cluster analysis, stepping stone analysis, statistical analysis, heuristic based
analysis, artificial neural networks, hidden Markov model, entropy based analysis
and genetic algorithms or immune based analysis [10, 148].
Anomaly based systems have an advantage over signature based systems as, once the
system has been trained and a profile of normal behaviour has been determined, then
the system is essentially left to run on its own, without any significant need to interact
with it. That is, the through life management overhead of an anomaly based IDS is
minimal, when compared to a signature based IDS, as there are no signatures that
require updating.
Typical interactions that might still be required with an anomaly based IDS would be
the adjustment, or refinement, of normal behaviour. An example could be when a
static profile might require updating, to ensure it is tailored for any changes within
the systems operating environment.
However, in practise anomaly based IDS do tend to produce higher false positive er-
rors, when compared to signature based IDS. Because of this, it is possible for the
amount of false positives to render the anomaly based IDS unusable [174]. This is
especially the case in more diverse or dynamic environments [168].
A potential issue with anomaly based IDS which utilises dynamic profiles, is that an
attacker can use this to their advantage. The attacker purposely attempts to alter what
the normal operating environment characteristics are, as perceived by the anomaly
based IDS. Malicious changes can be made either during the training phase, or they
can be made more subtly over a period of time. Changes that are made over time
would need to be subtle enough, such that the anomaly based IDS would not suspect
an attack. The subtle changes would then subsequently modify the signature, so as to
take the perceived new operating conditions into account.
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Another potential issue with a dynamic IDS, is the subsequent analysis of alerts that
have been raised. The alerts can sometimes be difficult for an analyst to interpret
after an event, as the analyst will need to investigate why an alert was triggered. In
order to be able to do this, the analyst needs to understand what the anomaly based
IDS believes are normal operating behaviours. The analyst therefore has to determine
what the anomaly based IDS believes to be normal behaviour, in order to understand
the context of the alert, which is based on its implementation and the methods it uses
to modify its dynamic rule sets. As the modification of rules sets can be complex in
nature, this could be a difficult undertaking for the analyst.
A.1.4.3 Stateful Protocol Analysis
Stateful protocol analysis IDS use predetermined profile definitions of benign protocol
activity, sometimes referred to as stateful signatures, which characterise the behaviours
of each protocol state. These are then compared against observed events to identify
anomalies and possible malicious behaviour [2, 168, 206].
Stateful protocol analysis tends to be a resource intensive operation and cannot detect
attacks that do not violate a protocol’s characteristic behaviour. To place this in to
context, if an attacker was attempting to realise the threat of Denial of Service, the
attack that is utilised might use a protocol in a way that is perceived as benign by the
IDS.
The advantage of utilising stateful protocol analysis is that it is able to monitor and
analyse an entire session, as opposed to single requests and responses within a session
[65].
A.2 Intrusion Detection System Technologies
The more mature forms of IDS technologies are network based and host based instan-
tiations. There have been more recent developments within the research and imple-
mentations of IDS within Wireless LAN installations, sometimes referred to as Wi-Fi,
which are also discussed for completeness.
A.2.1 Network Based IDS
A Network IDS (NIDS) would typically be located within a single host, which forms
part of a multicast network. The NIDS reads data off the network, in an attempt to
detect intrusions before an attack reaches its target and subsequently infects the target
[10, 13, 148]. NIDS are often located either just before or just after a firewall, although
they can also be utilised in both locations.
When placed outside the firewall, the network based IDS can provide the defending
analyst with useful information as to how attackers are attempting to attack a network.
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When placed on the inside of a firewall, it allows the effectiveness of the firewall to
be monitored. There are also suggestions where the NIDS is undertaken by separate
process, such as one to capture and pre-process information and the other to conduct
pattern analysis on the information [84].
NIDS have several advantages:
• Only one is needed within the network, as opposed to one on each host. This can
free up resources on the individual hosts, such as processing time and memory
requirements.
• They tend to be agnostic of the hosts’ operating systems and patch statuses.
• Attacks should be detected before they reach the hosts and therefore limiting
potential damage caused by an attack.
• Attackers tend to attack host machines and not the NIDS infrastructure. It can
therefore be difficult for an attacker to remove any evidence relating to the method
of attack.
However, NIDS do have drawbacks:
• Real time detection on one asset running NIDS can be a significant undertaking.
This can lead to latency issues between receiving data for inspection, detecting
an incident and then reacting to it.
• There is a trade-off between effectiveness and efficiency. If the NIDS inspected
all data and did so to a great degree of depth, then the time taken to complete
the undertaking could be such that it makes the network so slow that it would
become unusable. However, if the NIDS did not inspect the data to the high
degree of depth, although the network might run at an acceptable rate, attacks
might not be detected.
• Encrypted files cannot be inspected.
• NIDS tend to work on the assumption that attacks are undertaken from outside
of the network and would therefore not be attempting to detect attacks that are
undertaken form the inside.
A.2.2 Host Based IDS
Host IDS (HIDS) operate directly on the single host that they are attempting to protect
and is undertaken by monitoring the hosts characteristics, such as the memory usage
and system calls, in order to monitor for suspicious activity occurring.
HIDS have several advantages:
• There is no need for separate hardware.
• They can generally access encrypted files, as the host will have decrypted them.
• The protection can be tailored for the host and its operating environment.
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HIDS also have disadvantages:
• The attack has to have reached the host, in order for the attack to be detected.
Therefore, the HIDS has to detect and then react to the incident, before the attack
is realised.
• They are potentially vulnerable to attack themselves, or the HIDS can be dis-
abled if the host is compromised.
• There are potential resource restrictions, such as processing or storage limita-
tions within the host. That is, the host is still required to undertake its normal
business functions, as well as accommodate the HIDS. This is again another ex-
ample of the trade-odd between effectiveness and efficiency.
• The HIDS only protects the hosts that it is deployed on within a network archi-
tecture, other hosts remain vulnerable to potential attack.
A.2.3 Wireless IDS
A significant number of deployed IDS are utilised within the known environment of
a Local Area Network, allowing the managed positioning of NIDS or where to place
HIDS agents.
Where a Wireless Local Area Network (WLAN) is utilised, Wireless IDS (WIDS) have
been developed and a significant amount of research has been conducted on this sub-
ject [3, 80, 168]. WIDS bring further capability to the analyst, over that of conven-
tional IDS. If the operational environment for the wireless network has been surveyed
correctly, wireless sources can be tracked within the operating environment, through
triangulation between the wireless sources’ locations and the wireless access points’
locations, providing the analyst with a richer understanding to aid in an investigation.
This can also include wireless sources that are not currently connected to the opera-
tional network but are transiting within the operational environment of the wireless
network. This could be beneficial if a company had certain areas or locations where it
only permitted the presence or use of its own corporate devices. This would allow the
analyst to detect and track unknown devices within these controlled areas an assist in
determining the location of unknown devices.
Similarly, WIDS can also be designed to observe different frequency bands and pro-
tocols, other than that of the WLAN. A typical example is Bluetooth energy sources.
Certain instantiations of WIDS will again be able to track these sources through the
operational environment
Within a WIDS, the monitoring can be carried out from within the WLAN that is being
utilised for normal traffic or as a separate WIDS network, both of which have advant-
ages and disadvantages.
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A WIDS that is deployed as part of the normal operational traffic network is gener-
ally cheaper to deploy, as it utilises the majority of the existing infrastructure, such
as wireless access points, switches and routers. It also allows the WIDS access to de-
tails such as actual users on the wireless network and the associated network traffic.
The wireless network can also be an extension of a wired network and the IDS can
utilise knowledge of the wired infrastructure in order to assist in its detection. As an
example, if a user is located at a particular point within the fixed infrastructure, this
should correspond to what the wireless infrastructure is detecting. If the details did
not correspond, this could be an attacker attempting to realise the threat of masquer-
ade on either the wireless or the wired network.
The disadvantage of utilising the operational network as the WIDS is that there is the
potential for an attacker to successfully join the operational wireless network and from
there attempt to attack the WIDS. There is also a disadvantage that WIDS will only be
capable of attempting to detect rouge devices, which have not joined the operational
network, when the operational network is not being utilised to transfer traffic. That
is, the priority of the wireless network is generally the connection and subsequent
transfer of network traffic.
The WIDS capability is often seen as a secondary requirement for the wireless net-
work. Essentially, when the wireless network is not being used to authenticate users
or transfer data traffic, it falls back in to the WIDS mode of operation. Therefore, when
a wireless network is heavily populated with users, or the users have high bandwidth
requirements, then the WIDS will be less efficient.
To prevent this compromise in performance, or to reduce the risk of an attacker jump-
ing from the operational traffic network to the WIDS, a separate WIDS infrastructure
can be implemented. The advantage of a separate WIDS and associated network infra-
structure is that, as the WIDS is totally separate from the operational traffic network,
it is not constrained by the normal network activities and associated traffic, the wire-
less access points can be set to receive only, preventing network reconnaissance by an
attacker, and the wireless access points can be specified specifically for undertaking
the WIDS function, such as by installing access points that have a larger frequency
range than that required for the WLAN, or have improved direction finding capab-
ilities, such as by utilising directional antennas. Receive only wireless access points
area sometimes utilised outside of the normal wireless operating environment, to as-
sist in triangulation, and subsequent location, of a device. They can also be utilised to
monitor for unexpected emissions from a location, such as at the boundary point of a
particular location.
The disadvantages of a separate WIDS is the cost of installation and the overhead of
administering and maintaining a separate network. There is also the disadvantage of
the system only knowing where the wireless devices are and would therefore not be
able to correlate between other available information, such a log on location for a user
on a wired network.
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There are instances of where both implementations are utilised within the same oper-
ational environment, with appropriate network protections in place between the two
WIDS, to prevent network attack and to maintain the integrity of the information col-
lected by the WIDS.
A.2.4 Typical IDS Components
Although the components of an actual IDS implementation will vary, the components
that are typically found on an IDS are [168]:
Sensor or Agent
A sensor or agent is deployed within a system in order to monitor and then ana-
lyse activity. The term sensor is typically used when an IDS is utilised to monitor
networks, including NIDS and WIDS. The term agent is typically used within HIDS
deployments.
Management Server
A management server is often used as a centralised device that collates information
from sensors or agents. It allows for the management of the individual sensors or
agents and allows information received from the sensors or agents to have further
processing undertaken on them. This can be either more in-depth analysis of an in-
dividual incident or for system wide analysis, such as trend analysis and correlation.
Some smaller installations might not employ a management server, as a small installa-
tion might not warrant the expenditure or the overheads. However, on larger deploy-
ments, multiple management servers are deployed and they can be deployed within
a hierarchical structure.
Database Server
A database server is a repository for all event information recording. This can be from
all the elements of the IDS, such as the sensors, the agents, and, if applicable, the
management servers.
Console
A console is a program that provides an interface for the IDS’s users and administrat-
ors. In certain implementations, consoles are used for IDS administration only, such
as configuring sensors or agents and applying software updates, while other consoles
are used for the tasks of monitoring and analysis.
A.3 Summary
This Annex has provided the reader with an overview of the history of Intrusion De-
tection Systems and has also provided details as to the mechanisms for the various
types of IDS technologies.
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Swarm Implementations
The following annex provides details, specifications and capabilities of typical robotic
swarm entities that are currently available.
1. Kilobot
The Kilobot was developed by a team in Harvard University and is now pro-
duced by K-Team. The details provided in Table B.1 are taken from their current
website [99].
2. Colias
The Colias robot has been developed by The University of Lincoln. The details
in Table B.2 are taken from their current website [191] and their publication de-
tailing the robots build [9].
3. Mona Robot
The Mona robot is an Arduino based robot developed by The University of
Manchester Robotic Lab. The details provided in Table B.3 are taken from their
current website [121].
4. Erratic Mobile Platform
The Erratic mobile was the robot used for the Guardians project. The character-
istics provided in Table B.4 are taken from GUARDIANS reports [135, 147].
5. S-Bot
The S-Bot was developed by École Polytechnique Fédérale de Lausanne (EPFL),
Switzerland, for the Swarm-Bot research project. The details provided in Table B.5
are taken from the S-Bot website [181].
6. e-puck
THe e-puck is an educational desktop mobile robot developed by École Poly-
technique Fédérale de Lausanne (EPFL), Switzerland. The characteristic provided
in Table B.6 has been taken from their documentation [129].
7. e-puck2
In 2018, a new version of the e-puck was produced that increased the perform-
ance of certain characteristics and added the ability to store information by Micro
SD. The characteristic information in Table B.7 is taken from their website [71].
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Property Details
Processor ATmega 328P (8bit @ 8MHz)
Memory
32 KB Flash used for both user program and bootloader. 1KB
EEPROM for storing calibration values and other non-volatile
data. 2KB SRAM.
Battery
Battery Rechargeable Li-Ion 3.7V, for a 3 months autonomy in
sleep mode. About 2.5 hours in standard use with motors. Each
Kilobot has a built-in charger, which charges the onboard
battery when +6 volts is applied to any of the legs, and GND is
applied to the charging tab.
Charging Kilobot charger (optional). Time for charge is about 3 hours.
Communications
Kilobots can communicate with neighbours up to 7 cm away by
reflecting infrared (IR) light off the ground surface.
Sensing
When receiving a message, distance to the transmitting Kilobot
can be determined using received signal strength. The
brightness of the ambient light shining on a Kilobot can be
detected.
Movement
Each Kilobot has 2 vibration motors, which are independently
controllable, allowing for differential drive of the robot. Each
motor can be set to 255 different power levels.
Light
Each Kilobot has a red/green/blue (RGB) LED pointed
upward, and each colour has 3 levels of brightness control.
Dimensions
The diameter is 33 mm and
the height is 34mm (including the legs).
Software
The KiloGUI interface is available for controlling the controller
board, sending program files to the robots and controlling them.
Programming
For programming, the open source development software
WinAVR combined with Eclipse gives a C programming
environment. An API with basic functions such as motor speed,
led control, distance measurement is available and some
examples are provided.
Debug
A serial output header is available on each robot for debugging
via computer terminal.
Simulator
V-REP, realistic 3D Simulator and robot programming (included
for education), with Kilobot model.
Table B.1: Kilobot Characteristics [99]
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Property Details
Processor 2 ATMEL processors, ATMEGA-168 and ATMEGA-644.
Battery 3.7V, 600mAh (extendible to 1200mAh).
Charging Docking chargers.
Communications IR, range 5mm to 2m.
Sensing
Long Range IR proximity, Short range IR bump proximity, light
sensor on bottom of robot.
Movement 22mm wheels.
Speed 350mm/sec.
Dimensions 40mm Diameter.
Programming C, BASIC and PASCAL.
Table B.2: Colias Robot Characteristics [9, 191]
Property Details
Processor ATmega328 (3.3V, 8MHz).
Communications I2C, SPI, RS232, RF and WiFi.
Sensing Modules: Vision, sonar, manipulator.
Movement Wheels.
Dimensions Diameter 65mm.
Table B.3: Mona Robot Characteristics [121]
Property Details
Processor Texas Instruments OMAP3, 600MHz Arm Cortex-A8.
Memory 512Mb NAND Flash, 256MB DDR SDRAM.
Communications WiFi, Bluetooth, I2C, SPI, USB and UART.
Sensing Laser range finder.
Movement Wheels.
Dimensions 130mm diameter.
Programming OpenRobotix.
Table B.4: Erratic Mobile Platform Characteristics [135, 147]
Property Details
Processor XScale Linux 400MHz Processor, 12 PIC Processors.
Memory 64M RAM, 32M Flash.
Battery 10Wh Lithium ION Battery.
Communications 8 Sector RGB LED light ring, omnidirectional camera.
Sensing
15 IR proximity sensors around body, 4 IR proximity sensors on
bottom of robot, 8 light sensors around body, 3 axis
accelerometer, humidity, temperature, force, torque, one
speaker and four microphones.
Movement Tracks and wheels (Treels) drive mechanism.
Dimensions 116mm diameter, 100mm high.
Actuators
One degree of freedom rigid arm with gripper, three degrees of
freedom flexible arm with gripper
Table B.5: S-Bot Characteristics [181]
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Property Details
Processor
16-bit dsPIC30F6014A at 60MHz (15 MIPS), DSP core for signal
processing
Memory 8 KB of RAM and 144 KB of flash.
Battery
1800mAh swappable and rechargeable Li-Ion. Approximately 3
hours of autonomy.
Charging External to robot. Recharge around 2 to 3 hours
Communications
Bluetooth for communications and 8 red LEDs to be observed
by camera for visual interaction, I2C and RS232. Zigbee can be
added as an extra extension module.
Sensing
8 infra-red sensors measuring ambient light and proximity of
objects up to 60mm, 3D gyro, 3D accelerometer, 3 microphones,
640x480 colour CMOS camera, extension boards include: IR
scanner and 3 linear cameras.
Movement 41mm wheels.
Speed 129mm/sec.
Light
Indication to user: 8 red LEDs, 1 strong front red LED and set of
green body LEDs.
Dimensions
70mm Diameter, 55mm High. Height can increase and depends
on connected extension modules that are used.
Software C compiler and IDE, Webots simulator, external debugger
Table B.6: e-puck Characteristics [129]
Property Details
Processor
32-bit STM32F407 at 168 MHz (210 DMIPS), DSP and FPU,
DMA
Memory 192 KB of RAM and 1024 KB of flash
Battery
1800mAh swappable and rechargeable Li-Ion. Approximately 3
hours of autonomy.
Charging USB connected to robot. Recharge around 2.5 hours.
Communications
Bluetooth, 4 red LEDs and 4 RGB LEDs to be observed by
camera for visual interaction, USB, WiFi, BLE, I2C and RS232.
Zigbee can be added as an extra extension module.
Sensing
8 infra-red sensors measuring ambient light and proximity of
objects up to 60mm, front real distance sensor, time of fight, up
to 2 meters, 3D gyro, 3D accelerometer, 3D magnetometer, 4
microphones, 640x480 colour CMOS camera, extension boards
include: IR scanner and 3 linear cameras.
Movement 41mm wheels.
Speed 154mm/sec.
Light
Indication to user: 4 red LEDs, 4 RGB LEDs, 1 strong front red
LED and set of green body LEDs.
Dimensions
70mm Diameter, 55mm High. Height can increase and depends
on connected extension modules that are used.
Software
C compiler and IDE, Webots simulator, onboard debugger
(GDB)
Storage Micro SD slot.
Table B.7: e-puck2 Characteristics [71]
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