The tabu and restart are two fundamental strategies for local search. In this paper, we improve the local search algorithms for solving the Maximum Weight Clique (MWC) problem by introducing new tabu and restart strategies. Both the tabu and restart strategies proposed are based on the notion of a local search scenario, which involves not only a candidate solution but also the tabu status and unlocking relationship. Compared to the strategy of configuration checking, our tabu mechanism discourages forming a cycle of unlocking operations. Our new restart strategy is based on the re-occurrence of a local search scenario instead of that of a candidate solution. Experimental results show that the resulting MWC solver outperforms several state-of-theart solvers on the DIMACS, BHOSLIB, and two benchmarks from practical applications.
Introduction
The maximum weight clique (MWC) problem is defined on a simple undirected graph G = (V, E, w) where V is the vertex set, an edge e ∈ E is a 2-element subset of V , and w : V → R ≥0 is a weighting function on V . A clique C is a subset of V such that each pair of vertices in C is mutually adjacent. The MWC problem is to find a clique with the greatest total weight. This problem exists in many real-world applications like [Brendel and Todorovic, 2010; Brendel et al., 2011; Li and Latecki, 2012] .
Currently there are two types of algorithms for solving the MWC problem:
complete ones Shimizu et al., 2012; Fang et al., 2016; Jiang et al., 2017] and incomplete ones [Pullan, 2008; Wu et al., 2012; Cai and Lin, 2016; Zhou et al., 2017; Nogueira et al., 2017] . The incomplete algorithms are designed to find a "good" clique within reasonable time periods. In this paper, our focus is on local search, a widely accepted approach for the incomplete MWC algorithms. * Corresponding author
Tabu and Restart in Local Search for MWC
Local search, however, often suffers from the cycling problem, i.e., a candidate solution may be visited repeatedly. To deal with the cycling problem, we may adopt the tabu strategy [Wu et al., 2012] . The idea is that if the search flips a vertex's state (i.e., puts the vertex into current candidate solution or moves it out), then the vertex should be forbidden to return to its previous state for a certain period of search steps. A crucial issue here is when to relieve such a forbidding or tabu on the vertex. Configuration Checking (CC) is an effective strategy to resolve this issue and has been widely used in state-ofthe-art MWC solvers [Wang et al., 2016; Fan et al., 2017a; Fan et al., 2017b] . The idea of CC is that the tabu on a vertex may be relieved if one of its neighbors is flipped. In this case, we say that the flipped neighbor unlocks the vertex. Note that the unlocking operations among vertices may form a small cycle, which may lead a CC-based local search being stuck in a cycle. To escape from such a cycle, a CC-based local search usually needs some other diversifying strategies like constraint weighting [Hoos and Stützle, 2007] , which is timeconsuming and impractical for large and dense graphs. This calls for a new tabu strategy which discourages the unlocking cycles and allows the local search to move in a greater area.
Restart is another strategy [Battiti and Protasi, 2001 ] for resolving the cycling problem. Recently [Fan et al., 2017a] proposed a revisiting based restart strategy. They proposed the notion of first growing step and set the triggering condition for a restart as revisiting a candidate solution at the first growing step. However, the local search with this restart triggering condition may restart too early to explore intensively. Therefore, we need to strengthen the triggering condition. To do so, we propose the notion of local search scenario, which involves not only the current candidate solution but also the tabu status and the unlocking relationship. Intuitively, when the current search revisits a candidate solution, it may be differentiated in the next step due to the different tabu status from before, and it does not need a restart. Moreover, when the current search revisits a candidate solution with the same tabu status, its tabu status may be differentiated in the next step due to the different unlocking relationship, and it does not need a restart either. Thus, to avoid restarting too early, the triggering condition should be based on the re-occurrence of a local search scenario.
Our Contributions
As discussed above, we propose new tabu and restart strategies based on the notion of a local search scenario. By using the tabu and the restart strategies, we develop an MWC solver named TRSC (Tabu and Restart with Scenario Checking). Similar to the CC strategy, the proposed tabu mechanism may relieve the tabu on a vertex by flipping a neighbor of the vertex, i.e., the vertex can be unlocked by its neighbor, but this cannot be done by the same neighbor twice in a row. Our new restart strategy is based on the re-occurrence of a local search scenario instead of that of a candidate solution; in other words, if a candidate solution is revisited together with the same tabu status and unlocking relationships as before, the search needs a restart.
We are the first to use the notion of local search scenario for both the tabu and restart strategies. For implementing a tabu strategy, this work maintains a local search scenario, while previous approaches do not consider the unlocking relationship. For the restart purpose, this work computes the hash value of local search scenarios, while previous approaches do the hash of visited candidate solutions. Moreover, our tabu and restart strategy interact and cooperate well. Since we employ a tabu strategy which is more restrictive than the strong configuration checking (SCC) strategy [Wang et al., 2016] , our local search can travel in a loop bigger than before. So if we still use the previous restart strategies like those in [Fan et al., 2017a] and [Fan et al., 2017b] , the search will restart before a loop is visited completely, which we think is too early.
To show the effectiveness of our approach, we compare our solver with state-of-the-art ones: LSCC [Wang et al., 2016] , RRWL [Fan et al., 2017a] and TSM-MWC [Jiang et al., 2018] on the DIMACS [Johnson and Trick, 1996] and BHOSLIB [Xu et al., 2005] benchmarks 12 , which were used in a wide range of recent papers. We also compare these solvers on some graphs from real-world applications, i.e., the Winner Determination Problem (WDP) [Leyton-Brown et al., 2000; Lau and Goh, 2002; Sandholm, 2002] 3 , the Error-correcting Codes (ECC) [Östergård, 2001] , the Kidney-exchange Schemes (KES) and the Research Excellence Framework (REF) [McCreesh et al., 2017] 4 . Experimental results show that our solver outperforms several state-of-the-art solvers on the DIMACS, BHOSLIB, and some benchmarks from practical applications. Furthermore, it is comparable with state-of-the-art on the remaining benchmarks.
Preliminaries
We say that u and v are neighbors, or u and v are adjacent to each other, if there is an edge e = {u, v}. Also we use N (v) to denote {u|u and v are neighbors.}, the set of v's neighbors. A maximal clique is a clique which is not a subset of any other clique. Given a weighting function w : V → R ≥0 , the weight of a clique C, denoted by w(C), is defined to be v∈C w(v). We use age(v) to denote the number of steps since last time v changed its state (inside or outside the candidate clique). Given two vertices v i and v j where i, j ∈ N + , we say v i < v j if i < j. Let e be a bijection e : E ↔ N , which gives each edge an integer id between 0 and |E| − 1. Therefore, given two vertices u and v, e({u, v}) denotes the id of the edge which connects u and v.
The Benchmark
As to the DIMACS and the BHOSLIB benchmarks, we first obtain the Maximum Clique instances or convert the Maximum Independent Set instances into the complement graphs. Then we use the method in [Pullan, 2008] to generate the vertex weights, i.e., for the i-th vertex v i , w(v i ) = (i mod 200) + 1. Also, we compare state-of-the-art MWC solvers on a list of benchmarks from practical applications.
Multi-neighborhood Search
In order to find a good clique, the local search usually moves from one clique to another until the cutoff arrives, then it returns the best clique that has been found. There are three operators: add, swap and drop, which guide the local search to move in the clique space. In two sets were defined as below which ensures that the clique property is preserved:
For simplicity we will write S add and S swap in short for S add (C) and S swap (C) respectively. We use ∆ add , ∆ swap and ∆ drop to denote the increase of w(C) for the operations add, swap and drop respectively. Obviously, we have (1)
The Strong Configuration Checking Strategy
Recently, [Cai et al., 2011] proposed the configuration checking (CC) strategy to reduce cycling. The CC strategy works as follows. If a vertex is removed out of the candidate set, it is forbidden to be added back into the candidate set until its configuration has been changed. Typically, the configuration of a vertex refers to the state of its neighboring vertices.
The CC strategy is usually implemented with a Boolean array named confChange, where confChange(v) = 1 means that v's configuration has changed since last time it was removed, and confChange(v) = 0 otherwise.
Later [Wang et al., 2016] modified CC into a more restrictive version, which is called strong configuration checking (SCC), to deal with the MWC problem. The main idea of the SCC strategy is as follows: after a vertex v is dropped from or swapped from C, it can be added or swapped back into C only if one of its neighbors is added into C.
In details, the SCC strategy works as follows. (1) Initially confChange(v) is set to 1 for each vertex v; (2) When v is added, confChange(n) is set to 1 for all n ∈ N (v); (3) When v is dropped, confChange(v) is set to 0; (4) When (u, v) ∈ S swap are swapped, confChange(u) is set to 0. Lastly confChange(v) is also referred to as v's tabu status. [Fan et al., 2017a] proposed a fast hashing function as below which detects revisiting both efficiently and effectively.
A Fast Hashing Function
Definition 1 Given a clique C and a prime number p, we define the hash value of C, denoted by hash(C), as ( vi∈C 2 i ) mod p, which maps a clique C to its hash entry hash(C).
At the beginning, they calculate (2 i mod p) iteratively with different values of i, based on the proposition below.
These values are then saved in an array for later references. Hence, in Theorem 2 below, the subformulas (2 i mod p) can be computed in constant complexity. So the hash value of the current clique can be updated in O(1) complexity as well.
Theorem 2 Let C be the current clique, then we have
Review of LSCC
LSCC consists of two procedures: randomly generating a maximal clique C and improving C in a deterministic way. In each local move, LSCC selects the neighboring clique with the greatest weight according to the SCC criterion. Every 4, 000 steps, the search is restarted. [Fan et al., 2017b] showed that without restarts, LSCC may fall into a dead loop, i.e., no matter how many steps it performs, it always miss the optimal solution (See Example 1). Here we cite their example graph. In the next section, we will explain why LSCC is misled and propose a new tabu strategy to deal with this case.
Example 1 Consider the graph G, where w(v i ) = i · 10 for any i = 3 and w(v 3 ) = 3. Obviously the optimal solution in G is {v 3 , v 5 , v 6 , v 8 }.
Step 1, C = ∅. Suppose we select v 2 as the first vertex and put it into C, then LSCC obtains a clique
2. Next the local search reaches {v 1 , v 3 , v 8 , v 9 } at Step 9. At the same time confChange(v) = 1 for all v ∈ V .
3. Then the local search moves back to {v 2 , v 3 , v 7 , v 9 } at Step 14. Meanwhile confChange(v) = 1 for all v ∈ V .
Then the local search repeats the steps above and is restricted in a cycle, without finding the optimal solution.
Tabu and Restart with Scenario Checking
We propose a tabu strategy and a restart strategy based on the notion of a local search scenario. The two strategies coordinate with each other.
Forbidding Repeated Unlocking
We say that vertex u is unlocked by its neighbor v if the tabu on u is relieved just after v is flipped. Note that a vertex can be unlocked by different vertices in different steps. We use unlocker (v) to denote the last vertex which unlocks v. We use U to denote the unlocking relation, i.e.,
Therefore given (u 1 , u 2 ) ∈ U , it can be read as u 1 was unlocked by u 2 last time.
Unlocking Graph
Based on Example 1, we have a graph below, which is called unlocking graph. It describes the unlocking operations during the local search dead loop. For instance, at
Step 8 v 1 unlocks v 3 , and at Step 9 v 3 unlocks v 2 and v 7 . Each time the search traverses the local search dead loop, each unlocking operation in the graph will be performed once.
Step 9
Step 14
Step 13
Step 8
In this unlocking graph, we observe that there are two unlocking cycles: {v 1 , v 3 } and {v 2 , v 3 }. These unlocking cycles and the best-picking heuristic together lead the search back to a visited solution, with the tabu status the same as before. So the local search is restricted in a dead loop.
Our Strategy
In this situation, we need to delete some of the directed edges in the unlocking graph so that the local search can escape. So we propose a tabu management strategy as below, which is called Forbidding Repeated Unlocking (FRU).
Initially free(v) ← 1 and unlocker
Initially when all vertices are free, none of the vertices has been unlocked, so unlocker (v) is set to N U LL for all v ∈ V . In Item (b), n can be unlocked by v only if n was not unlocked by v last time, i.e., n cannot be unlocked by v twice in a row. Item (a) is tricky and will be explained in Section 3.2. We use F = {v|free(v) = 1} denote the set of free vertices, and free(v) is also referred to as v's tabu status.
Considering Tabu in the Restart Strategy
We use local search scenario to describe the solution, the tabu status and the unlocking relation as a whole in a given step. Definition 2 The local search scenario in Step t, denoted by S t , is defined as a tuple which consists of the solution C t , the tabu status F t and the unlocking relation U t in
Step t, i.e.,
So a local search scenario depicts much information which will determine the following local search steps to a great extent. In other words, if a local search scenario re-occurs, the search may probably be restricted in a cycle. For simplicity, we write a local search scenario as S = C, F, U .
An Extended Hash Function
We use a hash table to approximately detect the re-occurrence of a local search scenario. Since the collisions, i.e., different scenarios may share the same hash entry, are rare in our settings, we do not resolve them. Below we define a hash function where p is a prime number.
So far as we know, all previous hashing strategies compute the hash value of a candidate solution, e.g., [Battiti and Protasi, 2001 ], and we are the first time to compute the hash value of a local search scenario. During the search, we will use the methods in Section 2.4 to maintain the hash value of the current local search scenario, and we set p = 10 9 + 7. With this prime number p, our hash table consumes around 1 GB memory. In our experiments, our solver performs less than 10 7 steps in any run. Therefore given the 10 9 + 7 hash entries, the number of collisions is negligible. Now we return to Item (a) in our tabu rules. In usual local search solvers, a vertex u ∈ C is always allowed to be removed. In this sense, whether free(u) = 1 or free(u) = 0 does not matter, hence, we always set free(u) to be 1 so that this unimportant difference will not affect the hash value.
The TRSC Algorithm
The top level algorithm is shown in Algorithm 1, where the localMove() procedure is shown in Algorithm 2.
In Algorithm 2, the arguments of the functions are explicit from the context and thus omitted. All ties are broken in favor of the oldest one just like LSCC. We employ a predicate lastStepImproved s.t. lastStepImproved = true iff the clique weight was increased in the last step. Then we use lastStepImproved to identify local optima. When both Algorithm 1: TRSC input : A graph G = (V, E, w) and the cutoff output: The best clique that was found
2 while elapsed time < cutoff do localMove() ; 3 return C * ;
Algorithm 2: localMove
add a random vertex into C; 3 while S add = ∅ do add a random vertex from S add ; 4 lastStepImproved ← true;
5 v ← a vertex in S add such that free(v) = 1 with the biggest ∆ add ; otherwise v ← NL; 6 (u, u ′ ) ← a pair in S swap such that free(u ′ ) = 1 with the biggest ∆ swap ; otherwise (u, u ′ ) ← (NL, NL);
lastStepImproved ← true; x ← a vertex in C with the biggest ∆ drop ;
22 apply FRU rules; step++; the conditions in Lines 11 and 12 hold, a local optimum is reached. We will mark and detect the occurrence of a local search scenario only at local optima, because we desire to decrease the number of hash entries that need to be marked. So the hash collisions hardly exist. Now we run TRSC on the graph G in Example 1 as below.
Example 2 1. Initially C = ∅. Like Example 1, suppose we select v 2 as the first vertex, then TRSC obtains a clique C = {v 2 , v 3 , v 7 , v 9 } which is a local optimum. At this time S add = S swap = ∅. Meanwhile free(v) = 1 and unlocker (v) = N U LL for all v ∈ V , so U = ∅. We denote this local search scenario by S 1 .
2. Then we will perform steps just like those in Example 1. More specifically the local search moves to {v 1 , v 3 , v 8 , v 9 } which is also a local optimum, and we denote this local search scenario as S 2 . Then the local search moves back to {v 2 , v 3 , v 7 , v 9 }. At this time, free(v) = 1 for all v ∈ V , and U = { (v 1 , v 3 ), (v 2 , v 3 ), (v 7 , v 3 ) , (v 8 , v 3 ), (v 3 , v 2 )}. We denote this local search scenario by S 3 . Notice that not only has the solution C been revisited in this step, the tabu status F has also become the same as before. However, the unlocking relation U is not the same as before, so S 1 = S 3 , i.e., this current local search scenario has not occurred before. Hence, our solver does not restart. 3. Next the local search moves to {v 1 , v 3 , v 8 , v 9 } again, and the last vertex which enters C is v 3 . However, things are different at this time because of the FRU strategy. Since v 2 and v 7 was unlocked by v 3 last time, neither of them can be unlocked by v 3 this time. That is, free(v 2 ) = free(v 7 ) = 0 still holds at this time, which will prevent the local search from moving back to {v 2 , v 3 , v 7 , v 9 }. We denote this current local search scenario by S 4 . Notice that S 2 = S 4 .
4. So the local search changes its direction and move to {v 3 , v 5 , v 6 , v 8 } which is the optimal solution. So we see that TRSC can search a local area more thoroughly than LSCC. Notice that if we adopted previous restart strategies like those in [Fan et al., 2017a] and [Fan et al., 2017b] , the search would restart before the occurrence of S 4 . In this case the FRU strategy behaves simply the same as the SCC strategy.
Implementations
In this section we will show how to implement the tabu and the restart strategy when a vertex is added (See Algorithm 3).
In Algorithm 3, Lines 1, 4, 7, 8, 10 and 11 show how to update the hash value of the current local search scenario, while the other lines implement our proposed tabu strategy. Notice Line 7. If a vertex is unlocked for the first time, then no vertices have ever unlocked it, so we do not delete the respective tuple.
In the Algorithm 3, our solver will need to compute the value of e({n, unlocker(n)}). It will do this just as what CERS 5 [Fan et al., 2017b] does when solving the maximum edge weight clique problem, so we have Proposition 3 Computing e({n, unlocker(n)}) in Algorithm 3 can be done in O(1) complexity. Considering that (2 i mod p) for 1 ≤ i ≤ 2|V | + 2|E| has been computed and stored in an array before, we have Proposition 4 In any local search step, (2 |V |+i mod p), (2 2|V |+1+e({n,unlocker(n)}) mod p) and (2 2|V |+|E|+1+e({n,unlocker(n)}) mod p) can all be computed in O(1) complexity. So all the lines which update the hash value of a local search scenario can be executed in O(1) complexity. For example Line 8 can be implemented as follows. hash(S) ← (hash(S) + p − 2 2|V |+1+e({n,unlocker(n)}) mod p) mod p if n < unlocker (n), and hash(S) ← (hash(S) + p − 2 2|V |+|E|+1+e({n,unlocker(n)}) mod p) mod p otherwise. On the other hand, Line 10 can be implemented as 5 https://github.com/Fan-Yi/Local-Search-for-Maximum-EdgeWeight-Clique follows. hash(S) ← (hash(S) + 2 2|V |+1+e({n,unlocker(n)}) mod p) mod p if n < unlocker (n), and hash(S) ← (hash(S) + 2 2|V |+|E|+1+e({n,unlocker(n)}) mod p) mod p otherwise. Therefore we have Theorem 5 1. The complexity of maintaining the hash value of a local search scenario wrt to add(v) and update hash(S) wrt. delete (n, unlocker (n));
10 update hash(S) wrt. insert (n, unlocker (n));
11
update hash(S) wrt. unlock n;
Empirical Evaluations
We compare our solver to state-of-the-art complete and incomplete solvers including TSM-MWC, RRWL and LSCC.
Experimental Protocol
For LSCC, the search depth L was set to 4,000 as is in [Wang et al., 2016] . TSM-MWC was compiled by gcc 6.3.0 with -O3 option and all other solvers were compiled by g++ 4.7.3 with -O3 option. The experiments were conducted on a cluster equipped with Intel(R) Xeon(R) CPUs X5650 @2.67GHz with 16GB RAM, running Red Hat Santiago OS. Since TSM-MWC is an exact solver, it was executed on each instance only once. Each other solver was executed on each instance with seeds from 1 to 100. The cutoff was set to 3,600s for each solver on each instance. In each table, we report the maximum weight ("w max ") and averaged weight ("w avg ") of the cliques found by the algorithms. As to TSM-MWC, if it is able to confirm the optimality of the returned solution, we mark * in the respective table entry; otherwise, we report that best-found solution within the cutoff. Also since TSM-MWC was executed on each instance only once, we used the weight of the returned solution as both the w max and the w avg values. In each table, we only list those graphs on which all solvers did not find the same w max or w avg values. For the sake of space, we abbreviate some instance names.
The Benchmarks
We considered two types of datasets: (1) the DIMACS and the BHOSLIB benchmarks; (2) the benchmarks from practical applications including Winner Determination Problem In details, the WDP instances are divided into three test sets. (1) The first set contains 499 relatively easy instances provided by [Lau and Goh, 2002] with up to 1500 items and 1500 bids. These instances are divided into 5 different groups, each group labeled as REL-m-n, where m is the number of items and n is the number of bids. (2) The second set contains 20 challenging instances obtained from a generator provided by [Sandholm, 2002] (SAND). (3) The third set contains 10 challenging instances generated randomly by the program combinatorial auction test suite (CATS) generator developed by [Leyton-Brown et al., 2000] . In each group of the relatively easy instances, the solutions returned by TRSC were all proved to be optimal by TSM-MWC, i.e., it found the optimal solution in any run. In Table  1 , we present the averaged time (seconds) needed to locate the respective solutions for each solver in each group ("LocateTime"). Since TSM-MWC is able to confirm the optimality of the returned solution, we also report the time needed to find and prove the optimal solution ("ConfirmTime").
As to the other instances, our evaluation results are divided into two parts:
1. DIMACS and BHOSLIB graphs (97 instances); 2. a list of challenging graphs including: (1) WDP graphs from the SAND and the CATS groups (30 instances), (2) KES graphs (50 instances) and (3) 
DIMACS and BHOSLIB Graphs
Experimental results show that TRSC significantly outperforms TSM-MWC, LSCC and RRWL in terms of average solution quality. For the sake of space, we exclude those graphs containing less than 1,400 vertices, but we keep one graph MANN a45 which contains less than 1,400 vertices, because TSM-MWC outperforms TRSC on this instance. The detailed results are shown in Table 2 . In order to show the gap between TSM-MWC and TRSC, we extended the cutoff to be 72 hours and tested TSM-MWC 
Challenging Graphs
Judging by recent SAT/MaxSAT Competitions 6 , there is a prevailing hypothesis that exact solvers perform better on benchmarks from real-world applications. Moreover, TSM-MWC has proved to be state-of-the-art over the graphs from practical applications [Jiang et al., 2018] . So we mainly compare our solver with TSM-MWC here. Considering that the SAND and CATS benchmarks have not been used often, we also tested LSCC and RRWL on them. Table 3 shows the comparisons between TRSC and state-ofthe-art incomplete solvers. Table 4 shows the comparisons between TRSC and TSM-MWC. From these tables, we can see that TRSC significantly outperforms LSCC and RRWL. Also TRSC is complementary with TSM-MWC. Both solvers perform as well as each other. 
SAND and CATS

Restart Periods
We selected 8 instances from different benchmarks, and evaluated the restart periods of LSCC, RRWL and TRSC. We used 3600s as the cutoff and seeds from 1 to 10. The results are in Table 7 . For instance, on 100.wclq in the KidneyExchange Schemes benchmark, RRWL restarts every 29,033 steps while TRSC restarts every 34,685 steps on average. Notice that LSCC always restarts every 4,000 steps simply because of its default parameter setting [Wang et al., 2016] . In Table 7 , we can find that:
1. the restart periods of RRWL and TRSC vary significantly from instance to instance; 2. TRSC usually has a longer restart period than RRWL, i.e., TRSC usually restarts less frequently than RRWL. This is consistent with our expectations since TRSC employ stronger tabu and more conservative restart strategies.
Conclusions and Future Work
In this paper, we advanced both tabu and restart strategies based on the notion of a local search scenario, and developed a local search search MWC solver called TRSC. TRSC outperforms several state-of-the-art solvers by extensive experiments including those on the two influential benchmarks of BHOSLIB and DIMACS. Moreover, the reported results refute the prevailing hypothesis that local search algorithms are less well suited for application graphs.
As for future work, we will study variants of the tabu and restart strategies in other combinatorial optimization problems like maximum satisfiability and minimum vertex cover, as these two strategies are fundamental ones for local search. Currently we are investigating whether these strategy are also effective in the classic maximum clique problem.
