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ABSTRACT
There are generally two types of models to simulate space science param-
eters: physics-based models and statistics-based models. The first type of
model makes predictions based on physical assumptions and mathematical
expressions. The second type does so based on past data, applying linear
regression algorithms along with polynomial and wavelet functions.
The project investigates the mechanism of small-scale changes in near-
Earth space, and the interaction between the charged particles of the solar
wind and Earth’s magnetosphere. We have developed a decision tree-based
machine learning model that has the capability to make predictions about
various physical parameters of the Earth’s magnetosphere. The training
data set is provided by the Cluster II mission from ESA, courtesy of Dr.
Elena Kornberg. The Cluster II is a space mission of the European Space
Agency (ESA) with NASA collaboration, comprising four satellites flying in
a tetrahedral formation while collecting the most detailed data yet on small-
scale changes in near-Earth space, and on the interaction between the charged
particles of the solar wind and Earth’s magnetosphere for a continuous period
of two solar cycles (22 years).
We also investigate the role of neutral dynamics in the evolution of ring
current and the terrestrial magnetosphere as a whole. We study the role of
the geocoronal density distribution in the ring current loss by incorporating
different geocoronal models with the Hot Electron and Ion Drift Integra-
tor (HEIDI) model coupled with the Space Weather Modeling Framework
(SWMF). This approach provides insight into the role of neutral constituents
of Earth’s exosphere in the overall magnetosphere dynamics.
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According to a 2008 report of the Space Studies Board of the National Re-
search Council [1], space weather comprises “the conditions in space that
affect Earth and its technological systems.” The report attributes these con-
ditions to “the behavior of the Sun, the nature of Earth’s magnetic field and
atmosphere, and our location in the solar system.” The interaction between
solar wind and near Earth plasma has created four main overlapping regions
in the near-Earth space: the magnetosphere, the ionosphere, the thermo-
sphere, and the exosphere. Coronal mass ejections (CMEs) and the associ-
ated shock waves, as well as the coronal clouds, are considered as the main
drivers of geomagnetic events [2] that compress the Earth’s magnetosphere
and trigger geomagnetic storms.
Space weather has a significant impact on spacecraft operations. Particles
with high energies could pass through the protective shell of the spacecraft,
and therefore penetrate the on-board electronics. Generally, these particles
will cause signal disturbances and interference inside the circuits, or flip one
or more bits in the memory. In extreme cases, the instruments will be dam-
aged. This damage can occur during what is called a discharge (spark), when
there is enough electrostatic charge accumulated. This effect is shown to be
predominant on spacecraft located on geosynchronous orbit [3]. For space-
craft in the low Earth orbits, friction between spacecraft and atmospheric
particles will cause drag and alter the spacecraft orbits, gradually decreasing
their altitudes, and eventually causing them to fall to the Earth’s surface.
Atmospheric particles will heat up and expand during strong space weather
events, which will cause atmospheric drag coefficients to increase, and speed
up the process of orbital change [3].
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Similar to how water bends incident light, the ionosphere will also bend
any radio signals propagating through it. A disturbed ionosphere can distort
signals so much that they become unrecognizable. For instance, the most
widely used satellite signal is the Global Positioning System (GPS) and its
transmission frequencies (1575.42 MHz (L1) and 1227.6 MHz (L2)) are very
susceptible to such distortions. As a result, the Wide Area Augmentation
System (WAAS) used to coordinate commercial aviation in North America
is disabled during every major space weather event, and subsequent delays
can range from minutes to days.
Ground operations are also affected or even disrupted by space weather
events. The ionosphere and the surface of the Earth both reflect the short-
wave band (HF), which enables the signal to travel beyond the lines of sight
such that they are not limited by the Earth’s curvature. However, the irreg-
ular ionosphere tends to scatter HF signals, which prevents communication.
Solar flares, geomagnetic storms, and sub-storms could change the total elec-
tron content (TEC) of the ionosphere and disrupt HF communication from
high-latitudes to mid-latitudes.
In addition, strong geomagnetic storms will generate voltage differences
and consequently induce currents in the conductors operated on the surface
of Earth; these currents are called geomagnetically induced currents (GIC).
Electrical power transmission grids, oil and gas pipelines, non-fiber optical
undersea communication cables, non-fiber optical telephone and telegraph
networks and railways are all susceptible to GICs. Since the magnetic field
variations are usually larger in high latitude regions, GICs have been reg-
ularly measured in Canadian, Finnish and Scandinavian power grids and
pipelines since the 1970s [4]. Induced current will increase the load of the
operation, damage transformers, trigger protection switches and eventually
cause blackouts. The most infamous event was the storm of March 1989
which caused the nine-hour blackout of the Quebec region of Canada affect-
ing millions of people [5, 6].
Monitoring of the space weather is achieved at ground level by continu-
ously measuring changes in the Earth’s magnetic field over various periods
of seconds to days. In addition, satellites have been launched to observe
the surface of the Sun as well as the disturbances within the Sun’s atmo-
sphere. NOAA’s Space Weather Prediction Center (SWPC) and the Air
Force Weather Agency (AFWA) provide space weather prediction services
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in order to address the needs of both civilian and military users. These two
institutions make decisions depending on space and ground-based instrument
measurements, to generate forecasts, warnings and alerts regarding potential
vulnerabilities.
1.2 Modeling of Space Weather
The dynamics of the solar wind driven magnetosphere-ionosphere system in-
volve the complex coupling of the solar wind to the magnetosphere, convec-
tion, plasma entry, ionospheric outflow, mass transport, flux transport, the
generation of plasma waves and the interaction of waves with particle popu-
lations, plasma heating, particle energization, production of aurora, dayside
exhaust, downtail exhaust, charge exchange, charged-particle precipitation,
atmospheric ionization, and energy dissipation into the thermosphere [7–12].
These various processes are interconnected as the solar wind can drive the
magnetosphere and the ionosphere; the ionosphere can drive magnetospheric
convection and, conversely, the magnetosphere can drive ionospheric convec-
tion. System-wide events such as geomagnetic storms and substorms can
lead to substantially different outcomes, such as rapid changes in existing
populations or the creation of new particle populations [13]. Particle ener-
gization during storms and substorms involves a complex interplay between
particle injections from the magnetotail into the inner magnetosphere, exci-
tation of waves, nonlinear growth and saturation of instabilities, and wave-
particle interactions. Understanding these system-wide responses to solar
interplanetary structures is particularly challenging, because they are invari-
ably associated with complex nonlinear physical processes that occur during
storms and substorms [14].
Space weather models are mathematical models attempting to simulate
the space environment, mainly the area surrounding the Earth. These mod-
els use various mathematical equations to describe physical processes, and
a significant portion of space weather model research and development in
the past two decades has been done as part of the Geospace Environmen-
tal Model (GEM) conference sponsored by the National Science Foundation.
The Community Coordinated Modeling Center (CCMC) at the NASA God-
dard Space Flight Center is a facility for coordinating the development and
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testing of research models, for improving and preparing models for use in
space weather prediction and application.
Current space weather modeling techniques usually fall among the follow-
ing categories:
• First principles modeling: This type of model is based on physical laws
and mathematical equations such as mass balance, energy balance and
heat transfer relations. For instance, magneto-hydro-dynamics (MHD)
models are first principles models in which the fundamental concept
is a combination of the Navier-Stokes equations of fluid dynamics and
Maxwell’s equations of electromagnetism.
• Empirical modeling: Empirical models are purely based on the obser-
vational data. The source of the data is either ground observations or
satellite measurements. Most common examples of empirical models
are curve fits and regression models. However, advanced techniques for
building models such as machine learning are also considered as em-
pirical as they involve training with large amounts of data and usually
without physical assumptions.
• Semi-empirical modeling: This type of model is a hybrid of the first
principles model and the empirical model, where physics-based models
are augmented by data assimilation.
1.3 Geomagnetic Storms
The main phase of a geomagnetic storm is the time interval when the dis-
turbance storm-time (Dst) index substantially decreases [15]. This change in
magnitude usually corresponds to a time when the z component of the inter-
planetary magnetic field (IMF) (Bz) is negative (points southward). During
the recovery phase, the energetic particles are lost due to various processes
[16], and the Dst index will recover to its quiet-time value. The properties of
the geomagnetic storms could be inferred from ground-based magnetometers,
satellite magnetic field measurements [17–20] and from global imaging of the
ring current based on energetic neutral atom (ENA) measurements [21, 22].
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1.4 Ring Current
The magnetosphere is a region in which the motion of charged particles is
mainly affected by the Earth’s intrinsic magnetic field. One of the most in-
teresting phenomena within the magnetosphere is that charged particles are
being trapped by the geomagnetic field. All charged particles in the near-
Earth region undergo three types of motion. The first one is gyro-motion, for
which trapped particles circulate around a magnetic field line with guiding
center stationary on the field line. This motion is valid for any arbitrary mag-
netic field configuration. The second motion is a bounce-motion, in which
trapped particles bounce along a field line, traveling between two mirror
points, due to the magnetic field variation along the field line direction. The
third motion is a drift-motion (also referred as the gradient-curvature drift),
for which the guiding center drifts across magnetic field lines, due to the mag-
netic field variation in the direction perpendicular to the field line direction.
Each of the three motions is described by a different adiabatic invariant. The
superposition of these three motions described above constitutes the overall
motion of charged particles within the Earth’s magnetosphere.
The gradient curvature drift, described by Eq. 1.1, is charge-dependent,
therefore creating a net current around the drift path, commonly referred to
the ring current. If taking the gyro-averaged and bounce-averaged motion
of trapped particles, which means mapping the first two motions of trapped
particles down to a two-dimensional surface, there is a net drift motion across
magnetic field lines on a surface above the Earth’s low latitude region, which












This equation consists of two parts: the velocity of guiding center drift due
to the gradient of the magnitude of the magnetic field, and the particle drift
velocity due to the velocity vector rotation caused by field line curvature as
described in [23]. In this equation, m is the mass of the particle, q is the
charge of the particle and its sign will cause electrons and ions to drift in
different directions, and v‖ and v⊥ are parallel and perpendicular velocities
respectively.
Ring current is the main reservoir of kinetic energy in the magnetosphere
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and has a significant impact on the near-Earth space environment [24]. The
growth of the ring current lasts from 3 to 12 hours, and corresponds the
“main phase” of a geomagnetic storm. Ground measurements can detect
the build-up of the ring current since ring current produces its own magnetic
field, which cancels part of the Earth’s equatorial magnetic field, particularly
the horizontal component Bz. The intensity of the ring current is measured
by hourly averages of the Dst index which has a unit of nano-Teslas or nT.
Normally, the Earth’s magnetic field at the surface has a total strength of
about 36,000 nT, and the ring current induced magnetic field can produce
variations close to 100 nT during strong magnetic storms. As a result, this
disturbance can cause danger to human activities in space or on the surface
of the Earth (discussed in Section 1.1).
Following the main phase of a geomagnetic storm, the intensity of the ring
current begins to decay and reaches a quiet state usually in several days.
During this time, different loss processes begin to reduce ring current par-
ticles. The primary loss mechanism is the charge exchange reaction with
neutral hydrogen atoms in the geocorona (discussed in Section 1.5). In addi-
tion, a secondary loss mechanism, affecting ring current ions with relatively
lower energy levels, is Coulomb collision with the thermal plasma of the plas-
masphere [25]. A localized loss mechanism contributing to the loss of ring
current particles is the wave-particle interaction. However, the role of this
loss mechanism is unclear and therefore remains a popular research topic
[25].
1.5 Dst and SYM-H Index
Several metrics have been developed to assess the intensity of the geomagnetic
storms, and the most widely used is the Dst index. It is an estimate of
the magnetic field change at the Earth’s magnetic equator due to a ring of
electric current circling the Earth at distances between 2 and 10 Earth radii.
This index is based on data from four ground-based magnetic observatories
between 21 degrees and 33 degrees magnetic latitude, averaged during a one-
hour period. Stations closer to the magnetic equator are not considered due
to ionospheric effects. The Dst index is compiled and archived by the World
Data Center for Geomagnetism, Kyoto.
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Similar to the Dst index, the SYM-H index is also an indicator designed to
measure the intensity of the storm time ring current. The difference is that
the Dst index is calculated via the horizontal magnetic field measurements
from four different observatories at or near the equator (Hermanus, Kakioka,
Honolulu and San Juan), while the SYM-H index calculates the magnetic
field intensity near the equator by using different magnetometer stations
around the globe. One significant advantage of using SYM-H over Dst is the
one-minute resolution of SYM-H comparing to one-hour resolution of Dst.
1.6 The ACE and Cluster II Satellite
This project entails the data collected by the on-board instruments of the
ACE and the Cluster satellite, and in this section we present a brief descrip-
tion of the relevant instruments.
The Advanced Composition Explorer (ACE) is a NASA space mission
aimed at studying the elemental and isotopic composition of the solar corona,
the nearby interstellar medium, and the galaxy, and at studying particle ac-
celeration processes that occur in a wide range of environments [26]. The
spacecraft was launched on Aug. 25, 1997, with six high-resolution spectrom-
eters. In addition, ACE also provides real-time solar wind measurements to
NOAA for use in forecasting space weather [26]. After launch, ACE entered
an orbit close to the L1 Lagrangian point, 1.5 million km away from the
Earth. According to NASA, as of 2019, the spacecraft is in optimal condi-
tion and is expected to remain in orbit until 2024 [27].
The Cluster II is a European Space Agency (ESA) mission collaborat-
ing with NASA, and it was first proposed in November 1982. The Cluster
mission consists of four satellites in a tetrahedral formation while collecting
the detailed data on small-scale changes in near-Earth space, as well as the
interaction between the charged particles originating in the solar wind and
Earth’s magnetosphere, for a continuous period of two solar cycles (22 years).
As of November 2018 the Cluster II mission has been extended until the end
of 2020 with a likely extension lasting until 2022 [28].
During flight, the four spacecraft are able to transform into various tetrahe-
dral formations in order to investigate the Earth’s magnetospheric structure
and boundaries with high precision. During transformation, the distances
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between spacecraft can range from around 4 to 10,000 km. The orbit has
evolved vastly over time, allowing the spacecraft to visit different magneto-
spheric regions, and therefore improving the sampling breadth of the mission.
ESA has provided a long-term online archive of the Cluster II mission called
The Cluster Science Archive. The general public can access scientific data of
the Cluster II mission by visiting this archive [29].
The Cluster II mission records the three-dimensional, time accurate mea-
surements of magnetospheric plasma. Cluster II’s data measurements enable
scientists to gain insight into the different physical and chemical reactions,
within regions of magnetosphere as well as regions between the Sun and
Earths’ magnetosphere. Each of the four spacecraft of the Cluster II has 11
identical instruments on-board to measure detailed plasma constituents and
dynamics in these decisive regions: bow shock, magnetopause, polar cusps,
magnetotail and plasmasphere [30]. Among the on-board instruments, we
used two in this project and following is a brief description of these two
instruments.
The RAPID (Research with Adaptive Particle Imaging Detec-
tors) consists of two instruments, an imaging ion mass spectrometer (IIMS)
and an imaging electron spectrometer. Both instruments are position-sensitive
instruments with solid state detectors and TOF (time-of-flight) electronics.
In this project, RAPID provides flux data from seven channels with various
energy levels (see discussion in Chapter 2). The CIS (Cluster Ion Spec-
trometry) suite consists of two instruments, a composition and distribution
functions (CODIF) analyzer and hot ion analyzer (HIA), to measure both
the cold and hot ions from the solar wind, the magnetosheath, and the mag-
netosphere (including the ionosphere) [31]. The CODIF analyzer has energy
range of 0.02 - 40 keV/q to measure the 3-D distribution of major ion species
(H+, He+2 , He+, and O+), and the HIA (Hot Ion Analyzer) is designed to
measure the solar wind with high temporal resolution (energy range = 3 eV/q
- 40 keV/q). In this project, RAPID provides total magnetic field strength,
ion density and temperature as well as calculated plasma beta (discussed
further in Chapter 2).
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1.7 Machine Learning and the Decision Tree
Algorithm
The concept of machine learning was first introduced by Arthur Samuel in
1959 [32], and the field started to actually bloom in the 1990s. Branching
from artificial intelligence, machine learning focuses more on utilizing meth-
ods of statistical techniques and probability theory. The essential idea of
machine learning is to create computer systems that can react precisely to
new and unseen problems, after having been trained by a training data set.
The training data set contains groups of similar problems that could con-
tain correct responses, and machine learning algorithms need to either infer
or find patterns in order to correctly respond when new problems are pre-
sented. There are various kinds of machine learning models and algorithms
depending on the input/output data, the way to tackle the problem and even
the type of problem we attempt to solve. The following is a brief introduction
to some of the different machine learning models, starting with supervised
learning and decision trees, since they were used in this project.
Supervised and semi-supervised learning refers to an algorithm de-
signed to build a statistical model based on a given set of data that contains
both inputs as well as the “correct” outputs. This data set, mentioned be-
fore, is called the “training set”. If some of the training data does not contain
the response, the algorithm is called semi-supervised learning instead. By
iterating the optimization process with every entry of new data, the model
will be more accurate in predicting a response to the new inputs that is not
in the training set.
Decision tree algorithms use a decision tree as a predictive model to
go from the observations of an item (represented in the branches) to the
conclusions about the item’s target value (represented in the leaves). This is
one of the predictive modeling approaches used in statistics and data mining.
Unsupervised learning algorithms take a set of data that contains only
inputs, and attempt to find features in the data, such as grouping or clus-
tering of the data. Therefore, this type of algorithm learns from test data
that is raw and unprocessed. Instead of relying on the correct answer, un-
supervised learning algorithms will identify features in the data and respond
accordingly based on the presence or absence of such features in every new
entry of data.
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Reinforcement learning is an area of machine learning concerned with
how software agents ought to take actions in an environment, so as to max-
imize some notion of cumulative reward. Due to its generality, the field is
studied in many other disciplines.
Sparse dictionary learning is a feature learning method where a train-
ing example is represented as a linear combination of basis functions, and is
assumed to be a sparse matrix. The method is strongly NP-hard and diffi-
cult to solve approximately. In classification, the problem is to determine to
which classes a previously unseen training example belongs.
Anomaly detection, also known as outlier detection, pertains to the
identification of rare items, events or observations which raise suspicions by
differing significantly from the majority of the data. Typically, the anomalous
items represent an issue such as bank fraud, a structural defect, medical
problems, or errors in a text. Anomalies are referred to as outliers, novelties,
noise, deviations and exceptions.
Association rules is a rule-based machine learning method for discover-
ing relationships between variables in large databases. It is intended to iden-
tify strong rules discovered in databases using some measure of “interesting-
ness”. This rule-based approach generates new rules as it analyzes more
data. The ultimate goal, assuming the set of data is large enough, is to
help a machine mimic the human brainâĂŹs feature extraction and abstract
association capabilities for data that has not been categorized.
Artificial neural networks, or connectionist systems, are computing
systems vaguely inspired by the biological neural networks that constitute
animal brains. The neural network itself is not an algorithm, but rather a
framework for many different machine learning algorithms to work together
and process complex data inputs. Such systems “learn” to perform tasks by
considering examples, generally without being programmed with any task-
specific rules.
Support vector machines (SVM), also known as support vector net-
works, are a set of related supervised learning methods used for classification
and regression. Given a set of training examples, each marked as belonging
to one of two categories, an SVM training algorithm builds a model that
predicts whether a new example falls into one category or the other.
Bayesian networks, also known as belief networks or directed acyclic
graphical models, are probabilistic graphical models that represent a set of
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random variables and their conditional independence with a directed acyclic
graph (DAG).
Genetic algorithms are search algorithms and heuristic techniques that
mimic the process of natural selection, using methods such as mutation and
crossover to generate new genotypes in the hope of finding good solutions to
a given problem.
1.8 Machine Learning Applications in Space Physics
As mentioned in Section 1.1, the Sun-Earth system is complex and highly
non-linear. In recent years, progress has been made to utilize various tech-
niques of machine learning in order to predict different plasma parameters
based on observational data. Following are some relevant ongoing research
efforts [33]:
1. Predicting the outer radiation belt electron population with informa-
tion theory [34]. Due to the non-linearity of the solar wind-magnetosphere
system, Wing et al. used various information theoretical tools (mutual
information (MI), conditional mutual information (CMI), and trans-
fer entropy (TE)) to establish the relation between solar wind velocity
Vsw and geosynchronous electron flux Je. The results have revealed
weaker short-term (one day average) correlation between Vsw and Je,
as compared to stronger, long-term (one month or one year average)
correlation between these two parameters.
2. Analysis of the time series of geomagnetic activity indices (auroral elec-
trojet (AE) indices, Dst and SYM-H indices) [35]. The Earth’s mag-
netotail contributes the most to features of geomagnetic indices. In
addition, the author challenges the traditional view that the Earth’s
magnetosphere dynamics constitute a near-criticality system. He sug-
gests a revised theoretical framework explaining the Earth’s magne-
tosphere dynamics to be a “continuously perturbed stochastic system,
driven outside of equilibrium near a critical point” similar to the system
that [36] described.
3. Study of space weather using nonlinear autoRegressive moving average
eXogenous (NARMAX) models [37]. NARMAX was originally devel-
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oped for engineering systems. It has since been applied in various dif-
ferent areas including biology, finance and physics. Although applying
NARMAX to space weather problems is a relatively new topic, it has
been shown successful a number of times at forecasting the geomagnetic
indices and fluxes of the high-energy particles in the radiation belts.
The logic of NARMAX is similar to that of other regression models, in
that its output is generated from a non-linear function. This function,
usually a polynomial expansion to a certain degree of non-linearity,
takes past inputs, past outputs and past noise as input. Various NAR-
MAX models have been developed for predicting electron flux at the
radiation belt [38].
4. Probabilistic forecasting of geomagnetic indices with Gaussian process
models [39]. In this paper, Chandorkar and Camporeale attempted to
predict the Dst index one hour into the future. They used past Dst
data, solar wind velocity and Bz from the IMF as input along with a
Gaussian process regression (GPR) model in the testing. Although sig-
nificant work has been done on geomagnetic indices prediction models
based on either NARMAX [40–45] or artificial neural network [8, 46–
48], probabilistic forecasting remains a relatively new topic. However,
it has certain advantages, such as confidence intervals and interference
tractability. The input of the model, xt−1, consists of past Dst as well
as other important parameters, such as plasma pressure p(t), solar wind
velocity V (t) and the z component of the IMF Bz(t). The resulting co-
efficient of correlation is over 95 percent and deemed as reliable, which
shows that the Bayesian approach is able to generate future predictions
from historical data.
5. Predicting magnetospheric conditions, reconstructing plasma electron
density, classification of magnetospheric particle distributions using ar-
tificial neural networks (ANN) [49–51]. Techniques based on ANN en-
able predicting global, time-dependent distribution of one or more cer-
tain physical parameter(s). The major difference between ANN models
and traditional models used in space science is that traditional mod-
els require the understanding of the system and a set of equations to
describe the evolution of the system. However, ANN models take a dif-
ferent approach to solve the problem without requiring physical laws
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to be applied. For simplicity, an overview of ANNs was presented ear-
lier in this chapter. Currently, there are several ANN models, such
as the DEN2D model [52] which uses SYM-H index to predict cold
plasma density and the DEN3D model, which extends the capabilities
of DEN2D to three dimensions [53]. In addition, ANN was also ap-
plied on the Relativistic Electron-Proton Telescope (REPT) [54] data
to predict radiation belt fluxes and showed that ANN modeling can be
both stand-alone models as well as an input for physical models.
1.9 Regression and Decision Trees
The term regression was introduced by Sir Francis Galton in 1886, with
the following words defining the “law of regression”: “It is that the height
difference between the parents and offspring, on the average, two-thirds of
the height-deviate of its mid-parentage” [55]. In this paper, Galton found
out a relationship between an input variable X and the expected value of an
output variable Y , by investigating the height difference between the parent
and their offsprings of 205 families. Since Galton’s work, various scientists
have contributed to regression analysis in statistics by building upon the least
square method from [56]. In today’s era, regression has been developed into
an entire field of study under statistics and machine learning. The formal
definition of a regression problem, according to [57], is to predict a real-
valued variable Y given the observation of an input variable X given a set
of N previous observations of (X, Y ) vales. The set of previous observations
(X1, Y1), ..., (XN , YN) is defined as a training set. In addition, input X can
be an n-dimensional vector instead of a single real value.
Decision trees are a subset of regression models. In this type of model, one
uses a tree-like structure as a predictive model to start from observations
about a value (represented in the form of branches), and draw conclusions
about the item’s target value (represented in the form of leaves). Decision
trees are one of the approaches used in statistics, data mining and machine
learning. A classification tree is one in which the target variable is a col-
lection of values. In these tree structures, leaves represent class labels, and
branches represent conjunctions of features that lead to those class labels.
Regression trees are another type of decision tree where the target variables
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are continuous values. Figure 1.1 shows a simple example of classification
tree.
Figure 1.1: A decision tree that classifies geomagnetic storm type
The data set that decision trees build upon comes in records of the form:
(x, Y ) = (x1, x2, x3, ..., xk, Y ) (1.2)
The output variable, Y, is the variable to predict, classify or categorize. The
input vector x consists of different data fields, x1, x2, x3 etc., that are used
for prediction, and has strong correlation with the output variable.
The reason that decision trees were chosen for this project is because of
their advantages over other data mining models. First of all, decision trees
have relatively simple structures, which makes it possible for researchers that
are not familiar with decision trees or machine learning to understand them.
Since a decision tree is a white box model, the entire process of reaching a
decision can be displayed as a graph as well as explained by Boolean logic.
Therefore, compared to black box models such as ANN, decision trees are
more likely to reveal the correlation between inputs and outputs. One exam-
ple, which will be discussed in section 2.1, is the predictor importance.
Specifically for the Cluster II data set, the decision tree algorithm re-
quires minor data processing compared to other machine learning techniques
that may require the data to be normalized, etc. Finally, decision tree al-
gorithms perform well with large data sets and are robust against outliers.
Although the Cluster II data-set contains 15 years of per-minute-resolution
14
measurements, it was trained and tested with standard computing resources
in reasonable time because the training run-time of the decision tree scales
logarithmically with the length of input data.
However, the decision tree algorithm also has limitations, and the effect
of these limitations on the testing results of this project will be discussed in
Chapter 3. First of all, trees can be very volatile. A small change in the
training data could result in a large change in the entire tree and make the
final prediction wildly inaccurate. Sometimes, decision tree algorithms can
create overly complex trees that do not characterize the correlation between
input and output well enough. This phenomenon is known as over-fitting,
and exists among various machine learning algorithms. In MATLAB, a graph
was specifically designed to prevent over-fitting from happening. In addition,
other techniques such as pruning (combining several trees to be one tree) are
developed as well.
1.10 The Geocorona
The geocorona is a cold, tenuous cloud of hydrogen, and part of the outermost
region of the Earth’s atmosphere, the exosphere. This region is formed by
particles bounded by the Earth’s gravity, but density is too low for collisions
to happen. It has been studied since 1920, and studies have shown that the
Earth cannot maintain a static hydrogen atmosphere. In 1972, astronauts
from the Apollo 16 mission took the first image of the geocorona shown in
figure 1.2. The geocorona is also referred to as the âĂĲexosphereâĂİ, a
term proposed by Lyman Spitzer to designate the outer part of a planetary
atmosphere [58], defined as the region where the density is low enough to de-
scribe it as a collision-less region. The major neutral constituent of Earth’s
exosphere is atomic hydrogen [59], and the word geocorona was used to des-
ignate the H component of the exosphere. The Sun is a strong source of
photons, illuminating all H atoms in the solar system, which through res-
onant scattering become secondary sources of photons at 121.6 nm, in the
vacuum ultraviolet (UV) part of the spectrum, which is absorbed by the
lower atmosphere.
Properties of the geocorona are affected by a number of factors, such as
disturbances in the temperature and density of the particle population near
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Figure 1.2: First photo of the geocorona from the Apollo mission. Source:
NASA
the exobase, photoionization and impact ionization with solar wind particles,
charge exchange with the plasmaspheric ions, and radiation pressure exerted
by solar far-ultraviolet photons [60, 61]. As mentioned before, the majority
of particles in the geocorona are neutral hydrogen, with energy levels ranging
from 1 keV to 1 MeV, and with density ranges from 100 cm−3 to 1000 cm−3.
Charge exchange collisions between geocorona neutrals and energetic ring
current ions constitute the main loss mechanism for ring current particles
during the slow recovery phase of a geomagnetic storm [62]. During the
charge exchange process, one neutral atom collides with a charged ion such as
H+, O+ and N+. In this process, the ion captures an electron, which makes it
an energized neutral atom no longer bounded by electromagnetic (EM) fields,
which travels freely on ballistic trajectories. As a result, charge exchange
collisions between hot ring current ions and neutral exosphere atoms can
remove ions trapped in geomagnetic field, causing loss of the ring current
population, i.e. the decay of the ring current. The charge exchange reaction
rate is highly dependent on charge exchange cross section, the energy of
the ion species, and the abundance of neutrals in the exosphere. In the
Earth’s magnetosphere, the majority of energetic neutral atoms are produced
via charge exchange between ring current particles and hydrogen from the
geocorona.
Geocoronal Models
The density and structure of exospheric neutral atoms are highly related
to change of atmospheric properties and solar wind condition. Therefore,
various models have been developed in an attempt to predict the density of
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neutral hydrogen atoms in geocorona.
Rairden et al. (1986) [63] model: This classic model of geocorona
is based on the data collected by the Dynamics Explorer 1 satellite. One
of the on-board instruments, the ultraviolet photometer of the University of
Iowa, has taken images of the geocorona at altitudes from 570 km to 23,300
km. This model is based on DE1 observations during 1981 and 1985, and a
spherically symmetric isothermal Chamberlain geocoronal model.
Hodges (1994) [64] model: This model is based on a new approach of
exosphere simulations. Previously, Monte Carlo methods were used to simu-
late the lunar atmosphere, and have been used to derive planetary exosphere
(such as the Earth and the Venus) simulation techniques. However, these
methods have an “exobase” to act as a boundary between collision-less exo-
sphere and the thermosphere. Hodges [64] further improved the simulation
process by introducing a gradual depletion of thermosphere particles instead.
The model provides the hydrogen simulation while accounting for seasonal
and solar cycle variations, and has been proven to be statistically correct
[64].
Østgaard et al. (2003) [65] model: This empirical model is based
on the measurements of the Lymann α column brightness by the Geocoro-
nal Imager (GEO), part of the FUV imaging system on board the IMAGE
satellite. This model is capable of simulating the neutral hydrogen density
distribution at high altitudes (less than 3.5 RE geocentric distance) on the
nightâĂŘside of the Earth in an effort to provide the density profiles needed
to analyze the energetic neutral atom imaging data at ring current altitudes
and above.
Zoennchen et al. (2011) [66] model: This model used LAD mea-
surements from the Two Wide-Angle Imaging Neutral-Atom Spectrometers
(TWINS) spacecraft, between June 2008 and September 2008, to develop
a time-averaged hydrogen geocoronal model specifically describing the geo-
corona during solar minimum conditions. In this model, Zoennchen et al.
assumed that the hydrogen geocorona is longitudinally symmetric with re-
spect to the earth-sun line [66]. For lower geocentric distances than 3 Earth
radii, the model assumes a best fitting r-dependent Chamberlain-like model
[67]. This model also produced a significant day-to-night side H-density
asymmetry during simulation.
Bailey and Gruntman (2011) [68] model: The TWINS mission images
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the magnetosphere in energetic neutral atom (ENA) fluxes and additionally
carries Lyman α detectors (LADs) to investigate exospheric atomic hydrogen.
The author presented a global hydrogen atom number density distribution
model for 11 June 2008. This model allows for day night and dusk-dawn
asymmetry.
Bailey and Gruntman (2013) [69] model: In this improved version
of [68], the authors reported observations of an exospheric response to geo-
magnetic storms obtained using measurements of the geocorona by Lyman-α




For the machine learning part of this thesis, the program and scripts de-
veloped will first read the text file containing data, and then construct the
corresponding input/output array. After splitting the array for training and
testing, MATLAB will use its built-in function to train a decision tree-based
model. After the training is finished, test partition of the input will be used
to benchmark the model performance, and the model will generate graphs
such as actual data vs. predicted data, error graph and predictor importance
graph. After this stage, the model is available for any input and will generate
predictions. The details of this routine will be discussed later in this chapter.
For the geocoronal modeling part of this thesis, we have incorporated the
Bailey and Gruntman 2013 [69] model into the Hot Electron Ion Integra-
tor (HEIDI) model [70], which can be used to assess the role of the time-
dependent geocorona in the ring current development and decay.
2.1 Decision Tree Model Implementation
In the loading part, the program loads the Cluster data and the ACE data to
the computer memory, both in text form and with their respective parameter
names marked with MATLAB’s textscan() function. The data is still raw at
this stage as both Cluster and ACE data have invalid records due to various
reasons such as hibernation, instrument error and defective readings. By
searching for certain criteria among the data (usually a significantly large
number), we will remove the matched entry from both Cluster and ACE
data sets. After the data has been processed, measurements from Cluster
and ACE will be combined into one data set, which will be used for training.
In the training phase, x and Y were manually selected as mentioned in
Eq. 1.1. The flux from a certain channel measured by RAPID instrument
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on-board the Cluster satellite was selected to be x. All other fields in the
combined data-set such as satellite position, SYMH-index etc., were selected
to be Y. In addition, we need to specify every input and output name for
testing and verification purposes. After the data is partitioned into training
part and testing part, we initiate the training process by first constructing the
tree with templateTree() function, and then use fitensemble() in an attempt
to fit the data into decision trees. In those two functions, different parameters
were applied to achieve optimal results by continuously tuning and testing.
Following are all the parameters used for testing [71]:
MinLeaf: Minimum observations per leaf. For boosted and bagged deci-
sion trees, the defaults are 1 for classification and 5 for regression.
LSBoost: Least-squares boosting (LSBoost) fits regression ensembles. At
every step, the ensemble fits a new learner to the difference between the ob-
served response and the aggregated prediction of all learners grown previ-
ously. The ensemble fits to minimize mean-squared error.
LearnRate: Learning rate for shrinkage, specified as the comma-separated
pair consisting of a numeric scalar in the interval (0,1].
Fitensemble() function will return a trained model which is capable of
producing output(s) given one or many sets of input. In the testing stage,
we generate multiple plots for a more direct view of the model performance.
Loss() function will use the input and known correct output of the partitioned
data set and test the model accuracy. This function output will generate
three plots that contains different aspects with regard to the model.
The first plot is a direct comparison between the actual data and the model
generated data. In the case of fluxes plots, we used log-scale x-axis and y-
axis is the time between the start and the end of the testing period (usually
during a geomagnetic storm). This plot can give a direct overview of the
model performance as it shows how the prediction matches the actual data.
The second plot generated by the testing phase is the error vs. number of
trees (the LSBoost parameter mentioned above). Since boosting is one of
many means to improve accuracy, and with more trees, the model tends to
give better accuracy. However, increasing number of trees does incur more
run time and risk of over-fitting. Therefore, this plot is useful for fine-tuning
the model and selecting the corresponding number of trees.
The third plot generated is the predictor importance. Many machine learn-
ing models have intrinsic metrics of the effect of one category of input on the
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output decision [72], and the measurement is known as the predictor impor-
tance. The predictor importance is calculated by summing over the decrease
in error when split by a variable. Then the relative importance is the pre-
dictor importance divided by the highest predictor importance value.
Generally, a data set can contain a large number of predictors, and some
predictors are useful for predicting the response variable, while others are
not. In some cases, using every predictor in a specific data set is unrealistic,
and we need to emphasize predictors with heavy influence related to the
outcome to achieve optimal efficiency.
Finally in the predicting phase, we use two additional scripts that either
generate artificial inputs or load real inputs from the raw data set. The
artificial inputs script is for generating a global view of the given parameters
at a certain point of time, or an average over a period of time. The real inputs
will attempt to examine how well the model performs during a certain period
of time that was not included in the training. After the input data is ready,
it will be fed into the model generated in the training phase via predict()
function in MATLAB. This function will invoke the model, read the input
data one by one, and write the final prediction to a text file.
We apply different plotting routines for different prediction outputs. For
the real data over a period of time, we directly use the plot() function because
of the similarity between the output and the input. For the artificial data,
we use Python to generate a 2d view of the radial shell which is an average
of the given period of time. This plot will be further discussed in section 2.3.
2.2 Characterization of Geomagnetic Activities
through SYM-H Data
In order to gain a deeper understanding of the decision tree algorithm and
estimate the project feasibility, the decision tree algorithm was first applied
to the SYM-H data set mentioned in sections 1.2 and 1.3. Certain inputs
were chosen because these physical parameters has been proven to be strongly
related to the SYM-H index measurements, which are also included in this
data set. Depending on the result of this test run, it is possible to determine
whether the decision tree algorithm is capable of training and predicting
more complex relations and larger data sets in space physics.
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In the training phase for the SYM-H index, the input on the model is
solar wind data from ACE spacecraft, and the output of the model is the
SYM-H index. After training, the program will produce a model which can
characterize the SYM-H index given the solar wind data. The date range
of the testing data is from January 2001 to January 2006 excluding invalid
measurements from ACE. By using the Holdout attribute of the fitensemble()
function, MATLAB will randomly select part the data for training and the
other part for testing the trained model. In this part of the project, the
holdout value is 0.5, which means 50 percent of the data is used for training
the model and 50 percent of the data is used for testing the model.
Both NOAA and NASA provide ream-time ACE data for forecasting solar
storms. The set of data, obtained from NASA’s Coordinated Data Analy-
sis Web (CDAWeb), contains solar wind parameters measured by the ACE
spacecraft including magnetic field, velocity, proton density and temperature
at the position of the satellite. Just like the SYM-H index, the ACE data
has one-minute resolution and four major fields: magnetic field intensity (B),
particle velocity (V), proton density (n) and temperature (T). In these fields,
B and V are both three-dimensional data arrays ((Bx, By, Bz) and (Vx, Vy,
Vz) respectively) which causes the total number of inputs from ACE to be
eight.
Since solar wind is considered as an energy stream, as it interacts with the
Earth’s magnetic field, the energy is injected or transferred into the magnetic
cavity of the Earth. In the case of a southward interplanetary magnetic field
(IMF) hitting the Earth, the field lines will be snapped and reconnect on the
night side of Earth’s magnetic field. On the Earth’s surface, this phenomenon
is reflected by the disturbance of the SYM-H index. As a result, it is expected
that the training input and training output will be strongly correlated. After
model training and testing, the performance will be measured in the form of
mean square error, importance of each input field and an overlapping plot
showing predicted data against actual data, shown in Chapter 3.
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2.3 Cluster Data Processing and Plotting
Cluster data processing
The Cluster data set contains the measurements of the RAPID (Research
with Adaptive Particle Imaging Detectors) instrument, which enables the
Cluster satellite to record 3-D energetic electron and ion fluxes in the energy
ranges above 30 keV. This data set contains the time in Coordinated Univer-
sal Time (UTC) and the satellite location in Geocentric Solar Ecliptic (GSE)
format for every data entry. As mentioned in section 1.3, temperature, den-
sity, total magnetic field and plasma beta are all recorded by the spacecraft’s
on-boarding CIS instrument.
The total number of entries is more than seven million, among which there
are some invalid records due to satellite hibernation, instrument failure, and
other factors. These records appear in the data set as “nan” and will be
removed in the processing phase. Every invalid data record is omitted to
preserve a large confidence interval as discussed earlier. A significant source
of the empty records, as figure 2.1 shows, is the Earth’s shadow. This equa-
torial crossing figure is generated by plotting the x-y coordinates only for the
measurements while Cluster is crossing the Z = 0 plane, where colors rep-
resent the time of the crossing. The empty strip of data around Y = 0 and
X < 0 is due to the fact that the satellites cannot receive power from their
solar panels while in the shadow, thus they force themselves into hibernation
to preserve power.
Cluster data plotting
Since visualizing 3D satellite measurements in one graph is challenging, sev-
eral scripts have been developed to provide a better analysis of the data set.
Based on the Cluster data set, especially the flux collected by RAPID, those
scripts are capable of generating line plots, 2-D Cartesian/polar plots, 3-D
trajectory plots, and even 3-D spherical plots. The 2-D polar plot is a plot
showing the flux of point density in the equatorial plane. By only selecting
satellite measurements around the Z = 0 plane with a certain threshold, the
script can map features such as measurement density and flux onto a 2-D po-
lar plot as shown in figure 2.2. Although this plot is fast to produce and easy
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Figure 2.1: Equatorial crossings of the Cluster satellites within 15 years of
data
to interpret, it alone is not sufficient for showing the entire trajectory of the
satellite and which regions Cluster II visited the most. Therefore, another
script specifically for plotting the three-dimensional trajectory of Cluster is
developed. By continuously plotting every location in the data set, the tra-
jectory is reconstructed in the 3-D space as figure 2.3 shows. In reality, this
plot is interactive in the sense that it can be rotated, zoomed and animated.
Combining figure 2.2 and 2.3 enables us to better visualize all the regions
that Cluster has visited and provides great insight into the background of
Cluster data and the machine learning model built upon the data.
For the two-dimensional Cartesian plot of the Cluster measured flux, a
concept called “radial (R) shell” was developed. Every R shell is an imagi-
nary spherical shell surrounding the Earth with a radius equal to multiples
of Earth’s radius. The shell will be divided into square grids with user-
adjustable size. Depending on the resolution and size of the shell, a specific
portion of the measured data when the satellite positions are near the shell
will be mapped onto the shell. For instance, if R shell is 5 RE (Earth radii)
with a shell width of 1 RE and a grid resolution of 5 degrees, then all the valid
measurements with satellite positions between 4.5 RE and 5.5 RE will be in-
cluded in the plot, and the latitude-longitude resolution will be 5 degrees.
By transforming from Cartesian coordinates to spherical coordinates, we can
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Figure 2.2: The density of measurements near Z=0 plane
Figure 2.3: The trajectory of the Cluster II from 01/2013 to 01/2015 (unit:
RE
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divide the data into different cells according to their location on a sphere, i.e.
R shell. For every cell on the graph, the program will calculate the average
value of every data point within the range of this cell and plot the color patch
in a 2D surface. The value can be any parameter measured by the Cluster
satellite and, for the sake of simplicity, the particle flux from 27.7 to 64.4
KeV is used for demonstration in figure 2.4. As mentioned before, although
the invalid part of the data has been removed, the remainder is still large
and traversing through the data is therefore time-consuming. As a result,
another algorithm which enables skipping through the irrelevant data until
the location of the measurement is close to the specified R shell is executed
before plotting routines. In addition, to visualize the data reliability, it is
also possible to plot the point density as well the variance within a cell for
the confidence interval of the raw data.
Figure 2.4: 2D plot of flux measurements at R shell=5RE
In figure 2.4, the intensity of flux is plotted in different color with a color-
bar attached. Following the convention of flux plots, the scale of the color-bar
is logarithmic. The x-axis and the y-axis are the longitude and the latitude of
the R shell respectively and each block has an average value across the entire
measurement period (15 years). The white patches indicate that either there
is no measurement in the cell region or the data is invalid and thus has been
removed. Therefore, it is expected to find that the Earth’s shadow caused a
white patch in the center of every R shell plot.
Finally, a 3-D plotting algorithm developed in Python enables another way
of interpreting Cluster data. By wrapping the 2-D plot mentioned before onto
a 3-D sphere shown in figure 2.5, the plotting script creates an interactive plot
26
that could be zoomed, tilted, rotated and even animated, which could further
assist visualizing the Cluster II and potentially other satellite measurements.
Figure 2.5: 3D plot of flux measurements at R shell=4RE
2.4 Cluster Data Prediction
The training setup is similar to the SYM-H data characterization with consid-
erable modifications. The model will first load data from both ACE/SYM-H
and Cluster data, construct the input/output array and train the model.
However, a portion of data dating from August 2015 to November 2015 has
been left out to serve as the testing set. The reason for choosing this specific
time period is that one of the goals of this project is to predict how energetic
particle fluxes vary when wave activity and dipolarization events are present.
A table of important time intervals is listed in [73] and the last sections of
the table are selected.
The input contains:
• (Bx, By, Bz), the solar wind magnetic field (from ACE)
• (Vx, Vy, Vz), the solar wind velocity (from ACE)
• solar wind proton density (from ACE)
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• solar wind temperature (from ACE)
• (X, Y, Z) is the position of the Cluster satellite (from Cluster)
After the training phase is complete, the model is capable of predicting
any chosen parameter given just the time-dependent satellite location and
ACE/SYM-H data. Therefore, two separate testing/plotting routines (1-D
and 2-D) for the predicting phase are used to evaluate the model performance,
apart from its own testing outputs. One of the scripts will use the trained
model to generate continuous predictions based on a given date range and
compare actual data with predicted flux on one plot. Another script is used to
compare the predicted and actual data in 2-D. This script is able to generate
the artificial inputs that constitute an R-Shell to feed into the training model.
Once a selected R shell radius and a date range are given, the script will
generate idealized satellite locations as well as reading the ACE/SYM-H data
to complete the input for the model. After the model prediction is complete,
the average value across the time span of each cell is calculated and saved to
a text file in order for the plotting routine mentioned before to generate 2-D
average plots and for comparing with actual 2-D data plots.
2.5 Hot Electron and Ion Drift Integrator-HEIDI
Model and Geocoronal Modeling
The Hot Electron Ion Drift Integrator (HEIDI) is an inner magnetosphere
kinetic model and solves the multi-species time-dependent bounce-averaged
Boltzmann kinetic equation for the phase-space distribution function of ring
current particles on the equatorial plane with an equatorial based grid, where
the equatorial plane is defined as the surface on which the minimum magnetic
field along each field line is located [70, 74]. The numerical domain of HEIDI
covers the region within the geosynchronous orbit, extending from 2 RE to
6.5 RE, covering all MLTs and equatorial pitch angles (from 0 to π/2), and











Equation 2.1 defines the bounce-averaging calculation for a quantity χ
[70]. B(s) is the magnetic field strength along the field line, s is the distance
from the ionospheric foot point along the field line, Bm is the intensity of
the magnetic field at the mirror points sm and s′m, and finally SB is the




































Equation 2.2 is the bounce-averaged kinetic equation solved by HEIDI.
In this equation, Q(Ro,φ,E,µo,t) is the phase-space distribution function, R0
is the geocentric distance in the equatorial plane, φ is the magnetic local
time, E is the kinetic energy, µo = cosα, α is the equatorial pitch angle
and t is the time. The brackets 〈〉 refer to the bounce-averaging of a certain




〉 represent the radial and
azimuthal components of the bounce-averaged total drift velocity mapped
down onto the equatorial surface, consisting of the bounce-averaged gradient




〉 represent the total
energy rate of change and equatorial pitch-angle rate of change, both of
which have explicit dependence on the two components of drift, the rate
of local equatorial magnetic field change and the rate of local bounce-path
length change. HEIDI originally accounted for only four ring current ion
species (H+, He+, O+ and e−), and has since been modified to include the
contribution of N+ to the ring current ion species.
For this project, the numerical capabilities of HEIDI enable examination of
how neutral dynamics influence the loss of ring current heavy ions, by testing
the influence of various geocoronal models on the development and decay
of ring current. Since HEIDI has already incorporated the five geocoronal
models, the Bailey and Gruntman 2013 model is implemented and added to
the HEIDI model. The main difference between the Bailey and Gruntman
2013 model and other geocoronal models is its time-varying parameters that
improve the geocoronal hydrogen density distribution described in [64]:











In this equation, N(r) is the radial density function, Alm(r) and Blm(r)
are the coefficient of the spherical harmonic expansion. In addition, Ylm(θ)
are spherical harmonic Legendre functions. Hodges [64] divided the distance
r into 40 steps, which made this expression computationally impractical.
Therefore, in [76], Nass et al. suggested a simplified version of density N(r)
and Alm(r) to be:
N(r) = pr−k (2.4)
Alm(r) = alm + blmr (2.5)
Bailey and Gruntman [68] further approximated Blm(r) to be:
Blm(r) = clm + dlmr (2.6)
All parameters from the equations above, except p and k, have been de-
termined by fitting LAD data from the TWINS-1 satellite. Because p and k
are time-dependent, each pair is associated with a time stamp spanning from
August 1st 2011 to October 31st 2011. Due to limitations of the data set, the
testing time period is limited to geomagnetic storms that occurred within the
time span of the fitted data. During development of this sub-module, (p, k)
was found to be strongly correlated as well as correlated to Dst, as shown in
figures 2.6 and 2.7.
Figure 2.6: Plot of (p, k) value against time
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3.1 Prediction of Magnetic Disturbance on the
Ground
The goal of this part of the project is to use machine learning techniques to
characterize the state of the magnetosphere by characterizing the magnetic
perturbation on the ground for which the SYM-H index acts as a proxy, as
driven by solar wind parameters measured by ACE spacecraft. In addition,
we develop a model that will predict the energetic ion fluxes based on Cluster
II data from the RAPID instrument.
In order to determine the model accuracy with the increasing number of
decision trees constructed, the mean squared error is calculated from the
difference between predicted and actual data. Figure 3.1 shows the overall
model behavior and shows that, when it comes to predicting the SYM-H
index, the error is asymptotically approaching 100 [nT]2. This number sug-
gests that, on average, every prediction has an error of ± 5 nT, which is even
smaller than the average difference between the Dst index and SYM-H index
at the same time calculated by [77].
Figure 3.2 presents the predictor importance parameter, which suggests
that the most important input parameters, when it comes to predicting the
SYM-H index, are the x component of solar wind velocity (Earthward prop-
agating plasma) and the z component of the interplanetary magnetic field
(IMF). This observation further confirms the effectiveness of the decision
tree model as various other machine learning based models derived the same
conclusion, as discussed in section 1.4.
Figure 3.3 shows the model-calculated SYM-H index according to the input
plotted against the actual measured data. In this figure, although the model
prediction matches the behavior of the actual measurements, the model gen-
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Figure 3.1: Mean squared error vs. number of trees
Figure 3.2: Predictor importance of input parameters
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Figure 3.3: Predicted SYM-H index vs. Actual SYM-H index
erally over-predicts the value. In addition, the prediction made by the model
is more accurate during quiet times, and tends to be less accurate during
storm times. This behavior is to be expected, as one possible explanation is
that the quiet time data dominates the storm time data in size, which biases
the model towards quiet time values. Nevertheless, since the prediction of
SYM-H, which is a global parameter, has been used as a proof of concept,
further discussion is presented in the following sections about how to tackle
this bias and further improve the accuracy.
3.2 Prediction of Energetic Ion Fluxes
The magnetosphere at any given time is highly volatile and driven by mul-
tiple processes, acting together to drive it into a complex non-linear state.
Determining the fluxes of high-energy ions that populate different regions
in space is rather difficult using only first principles models. Therefore, the
regression decision tree model mentioned before, which is trained on Cluster
II RAPID data, was employed to assess the changes in particle fluxes due to
external driving.
The decision tree model is constructed by training it on 15 years of Cluster
II data with a holdout rate of 0.1 and a learn-rate of 0.01. In addition, all the
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data within the time span from August 1st, 2005, to November 1st, 2005,
is purposefully left out as explained in section 2.4. After training, several
metrics were tested as follows:
Figure 3.4: Mean squared error vs. number of trees
Similarly to figure 3.1, figure 3.4 shows the mean square error of the models
trained on RAPID data to be about 1 ∗ 107. In terms of normalized average
error, every prediction has an error of ±3162.28 [KeV−1sr−1cm−2] on average.
Although this error is relatively large compared to the measured flux itself,
the error is mainly due to the physical flux measurements being close to zero
as shown in Figure 3.6.
Figure 3.5 presents the predictor importance during the prediction of the
fluxes. Satellite position is the most important factor in the prediction of
ion fluxes, followed by the SYM-H index. This result is also expected as the
location of the satellite greatly impacts the distribution of particle fluxes. In
the geocentric solar ecliptic (GSE) coordinate system used by the Cluster II,
the x-axis points along the Sun-Earth line and the z-axis is perpendicular
to the plane of Sun-Earth orbit. Therefore, X, Y , Z determine whether
the satellites are currently at the day-side/night-side, at dusk/dawn and
at north/south of the Earth. In addition to the coordinates, SYM-H index
indicates whether there are strong geomagnetic storms active on Earth, which
makes it another important factor when the model comes to determining the
particle fluxes. However, since SYM-H index is a ground measurement and
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Figure 3.5: Predictor importance of each of the input parameters
the Cluster II’s location can range from 4RE to 20RE, it is not a sufficiently
accurate parameter and requires support from other parameters.
Figure 3.6: Example of actual data vs. predicted data
Figure 3.6 shows a comparison between the actual measured flux and the
predicted flux. In this case the model performs better when the actual fluxes
are larger and tends to over-predict the relatively smaller flux values. This
model behavior also affected the time-averaged 2-d flux prediction plots (fig-
ure 3.7) greatly as the predicted averaged values are noticeably higher than
the actual averaged flux. In figure 3.7, due to the over-prediction for the
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low-value flux measurements and the larger population of low-value flux mea-
surements compared to high-value flux measurements, the prediction plot is
warmer (has a higher overall value) than the actual plot. To address this
bias potentially caused by under-fitting, more training cycles or higher learn
rate could be employed, and the details will be discussed in Chapter 4.
Figure 3.7: Plot of average measured flux vs. average predicted flux at R
shell=15RE from 2003 to 2008
Figure 3.8 shows the different model performances when testing the model
against the different time ranges. The two plots on the left with blue border
show the testing results of two events described in [73], while the two plots on
the right are from the left-out part of the data. It is easy to conclude that the
model performs much better on the left-side and this is to be expected since
the training set includes these two events. Although the model prediction
does not match the actual flux measurements precisely, it did capture the
trend and the magnitude of the changes. This observation could be caused
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Figure 3.8: Plot of actual data vs. predicted data on a time period inside
and outside the training range
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by relatively sparse data points during this time range, and could be resolved
by adding more training parameters to support the model or by re-evaluating
the model performance with a more densely measured area in both temporal
and spatial aspects.
3.3 The Role of Neutral Atmosphere in the Dynamics
of the Ring Current
Except during times of high convective drift, the dominant mechanism for
the decay of the ring current is charge exchange of the ring current ions with
geocoronal neutral atoms. The neutralized ring current ions follow ballistic
trajectories and are removed from the system. Therefore, the geocorona plays
an important role in the energy budget of the Earth’s inner magnetosphere,
and charge exchange of ions with exospheric neutrals makes the exosphere
act as an energy sink for ring current particles, replacing a hot ion with a cold
ion. The charge exchange process strongly affects the ring current plasma
structure and dynamics. Charge exchange loss processes are particularly
important after the initial phase of the ring current decay [78]. In order
to assess the implications of the temporal evolution of the geocorona for
the temporal evolution of the ring current ions, as well as the formation of
energetic neutral atoms during storm-time, we have implemented a time-
dependent georocona model [69] into the HEIDI numerical model.
As specified in Eqs. 2.3 and 2.4, the density distribution is calculated
by combining the radial density function, which is based on measurements
from the TWINS LAD, and a series of spherical harmonic coefficients. Pre-
viously, HEIDI only included time-independent geocorona density distribu-
tions, which were calculated at the beginning of the model execution. To
account for the time-dependent neutral hydrogen distribution, the structure
of HEIDI has been modified to add a counter and a table of input parameters
(p, k and time (in seconds) since the model start time). The counter con-
tains the index of the table and increments itself accordingly. For example,
if simulation starts at August 1, 2018, at each time step increment, HEIDI
will compare its simulation time against the time-stamp stored in the table.
The simulation runs from August 04, 2011, to August 15, 2011, since
during this time period there was an intense geomagnetic storm. As shown
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in figure 3.9, the main phase of the storm begins at the night on August
5th, when the Dst index dropped to about -120 nT at midnight. After the
main phase of this storm, the Dst index gradually rose to its pre-storm value
during the recovery phase in the subsequent 9 days. Therefore, the end time
of this simulation is midnight August 14th.
Figure 3.9: Dst index during simulation time
Figure 3.10 shows the geocoronal density distribution calculated by the
Bailey and Gruntman 2013 model at the start time of this simulation (Au-
gust 04, 2011 at 21:10 PM UTC), when the Dst index is still in the quiet
time range. At this time, the Bailey and Gruntman 2013 model predicts a
maximum in the hydrogen density of 2.7*109 cm−3.
Similarly to Figure 3.10, Figure 3.11 shows the geocoronal density distri-
bution calculated by the Bailey and Gruntman 2013 model on August 06,
2011, at 09:17 PM, in the middle of the storm main phase, when the Dst in-
dex is sharply decreasing. In this plot, the maximum of the hydrogen density
is around 2.5*109 cm−3.
Figure 3.12 shows the geocoronal density distribution calculated by [69]
model on August 14, 2011, 20:15. This time corresponds to the start of
the recovery phase of the geomagnetic storm. During this time, the Bailey
and Gruntman 2013 model predicts a maximum in the hydrogen density of
3.0*109 cm−3. At all times, the density distribution is time-dependent as
well as asymmetrical. The density is shown to be the largest in the dusk
region, at MLT=18. The neutral density significantly decreases as the storm
40
Figure 3.10: Plot of hydrogen geocorona density on August 04, 2011, 21:10
UTC
Figure 3.11: Plot of hydrogen geocorona density on August 06, 2011, 09:17
UTC
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Figure 3.12: Plot of hydrogen geocorona density on August 14, 2011, 20:15
UTC
starts, and then gradually returns to its pre-storm state with a slightly higher
density. During this selected storm event, there are a total of 10 (p, k) pairs
of values, and the additional density distributions are listed in the appendix.
In order to further investigate the time-dependency, as well as the day-
night asymmetry of the neutral hydrogen density distribution as predicted by
the Bailey and Gruntman 2013 model, line plots showing the exact geocoronal
density at a given radial distance in the equatorial plane, and magnetic local
time, are presented in Figures 3.13, 3.14 and 3.15.
Figure 3.13 presents the geocoronal density of four MLT locations at 3.5
RE during the August 5, 2011, storm calculated by the Bailey and Gruntman
2013 model. Compared to the other two plots with radii of 5.0 RE and 6.5
RE, densities plotted in 3.5 RE are closer to the Earth, which means more
gravity to bound hydrogen particles. Therefore, this location has an overall
higher density than the other two plots with the density at the MLT=18
region being the largest followed by 12, 6, and 0. In addition, the change of
density follows the Dst index movement except for the fall between the third
and the forth data points.
Figure 3.14 shows the geocorona density of four MLT locations at 5.0 RE
during the August 5, 2011, storm calculated by the Bailey and Gruntman
2013 model. The radius given in this plot is larger than the radius of figure
3.13 and smaller than that of 3.15. The density change in neutral hydrogen
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Figure 3.13: Plot of hydrogen geocorona density on 3.5 RE against Dst
index
Figure 3.14: Plot of hydrogen geocorona density on 5.0 RE against Dst
index
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in this region follows the behavior in the Dst index, just like figure 3.13.
However, the decrease of density is now between the second and the third
data points. In addition, the density at MLT=18 is still largest followed by
12, 6 and 0.
Figure 3.15: Plot of hydrogen geocorona density on 6.5 RE against Dst
index
Figure 3.15 shows the geocoronal neutral density of four MLT locations
at 6.5 RE during the August 5, 2011, storm calculated by the Bailey and
Gruntman 2013 model. Compared to the other two plots with radii of 3.5
RE and 5.0 RE, densities plotted in 6.5 RE are farther from the Earth, which
means less gravity to bound hydrogen particles. This radius is also located at
the end of the model simulation range. Therefore, this location has an overall
lower density than the other two plots with the density at the MLT=18 region
being the largest followed by 0, 12, and 6. Similar to figure 3.14, the density
movement also follows the Dst index behavior with relatively smaller values.
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Chapter 4
CONCLUSIONS AND FUTURE WORK
The prediction of energetic ion fluxes generated by the decision tree model
trained with 15 years of RAPID Cluster II measurements has been presented
here accompanied by the error analysis and performance assessments. By
stepping through the structure and the algorithms, this model is proved to
be applicable to any satellite or ground measurement data, with acceptable
accuracy. In addition, a new, 3-d method to visualize measurements from
Cluster II instruments has been shown to have the capabilities to further aid
the interpretation of satellite measurements.
The ability to predict magnetospheric conditions is essential to our un-
derstanding of space physics. With this model’s relatively high speed and
acceptable accuracy, it is possible to estimate the physical condition at any
given position in a relatively short amount of time, and therefore provide
significant insight into space weather forecasting, in order to protect ongo-
ing and future space operations. The ultimate goal for an empirically based
model is to assist the development and verification of a physics-based model.
Therefore, a large-scale framework that provides a common operating envi-
ronment for the various modeling components, such as the SWMF model
[79], might be the optimal way to simulate the space environment, and the
model developed in this project could prove useful in such a framework.
However, the accuracy of the decision tree still has potential for improve-
ments. The model performance could be further improved by fine-tuning
the training parameters and adding/removing additional relevant data fields
in the future. Another future direction is to reduce the model run-time as
currently the training and prediction are relatively time-consuming, which
makes debugging and tuning challenging. In addition, a collaboration be-
tween UIUC and ESA is under discussion as the model could be used to
generate flux predictions alongside other satellite trajectories, thereby en-
abling cross-verification.
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In addition to our efforts to predict the conditions in space pertaining to
space weather, based on regression decision tree modeling, we also employed a
first principles model of the terrestrial inner magnetosphere. For this task, we
have included a time-dependent geocoronal model into the HEIDI ring cur-
rent model. The addition of this new geocoronal model will allow us to better
utilize HEIDI to investigate how the magnetosphere evolves due to the inter-
action of the energetic charged particles with the cold exospheric neutrals.
Discovering what role the neutrals play in the exosphere-magnetosphere sys-
tem is essential to understanding magnetosphere evolution, and therefore
will provide significant support to numerical modeling of space weather and
protect ongoing and future space missions.
One limitation of the Bailey and Gruntman 2013 model is that the (p, k)
pairs and the time stamp are only applicable for geomagnetic events between
August and November of 2011. However, to date, the Bailey and Gruntman
2013 model is the only time-dependent geocoronal model. One possibility is
to find a way to correlate the (p, k) parameter pairs with certain solar wind
parameters and/or geomagnetic indices and expand the model so it can be
applied to any given time range.
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A.1 Cluster II Data Plots
Figure A.1: The entire trajectory of the Cluster II from available data
(unit: RE)
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A.2 Geocorona Modeling Plots
A.2.1 Density Polar Plots
Figure A.2: Plot of hydrogen geocoronal density on August 04, 2011, at
21:10 UTC
Figure A.3: Plot of hydrogen geocoronal density on August 04, 2011, at
21:10 UTC
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Figure A.4: Plot of hydrogen geocoronal density on August 04, 2011, at
21:10 UTC
Figure A.5: Plot of hydrogen geocoronal density on August 04, 2011, at
21:10 UTC
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Figure A.6: Plot of hydrogen geocoronal density on August 04, 2011, at
21:10 UTC
Figure A.7: Plot of hydrogen geocoronal density on August 04, 2011, at
21:10 UTC
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Figure A.8: Plot of hydrogen geocoronal density on August 04, 2011, at
21:10 UTC
A.2.2 Density Line Plots
Figure A.9: Plot of hydrogen geocorona density at 2.0 RE against Dst index
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Figure A.10: Plot of hydrogen geocorona density at 2.5 RE against Dst
index
Figure A.11: Plot of hydrogen geocorona density at 3.0 RE against Dst
index
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Figure A.12: Plot of hydrogen geocorona density at 4.0 RE against Dst
index
Figure A.13: Plot of hydrogen geocorona density at 4.5 RE against Dst
index
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Figure A.14: Plot of hydrogen geocorona density at 5.5 RE against Dst
index
Figure A.15: Plot of hydrogen geocorona density at 6.0 RE against Dst
index
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