Abstract-In the above paper, 1 an asymptotically tight upper bound on the th moment ( 0) of the minimal number of guesses required to determine the value of a random variable was derived. We show that we can tighten this bound for the case of positive integer moments (when = 1, the bound is improved by a factor of 2) and that the new bound also applies to a class of nonminimal guessing sequences.
I. INTRODUCTION AND MOTIVATION
The problem of bounding the moments of the number of guesses required to determine the value of a random variable has attracted some recent interest in the information theory literature. Arikan 1 obtained lower and upper bounds to the th ( 0) moment of this quantity, which was originally considered by Massey [1] . The upper bound in the above paper 1 is tight in an asymptotic sense for product form ensembles and is used by the author to estimate the computational complexity of sequential decoding. However, the guessing problem may be of interest for non-product-form ensembles or nonasymptotic cases. In the sequel, we restrict to positive integers and show that: i) the upper bound in the above paper 1 can be tightened and ii) the new bound also applies to a class of nonminimal guessing sequences.
It should not be too hard for the reader to think of applications of guessing. For example, to paraphrase Massey: ". . . the cryptanalyst, after somehow narrowing down the search for the unknown cipher key, goes for an exhaustive trial and error attack." Another application is provided by the football pools problem. This nonasymptotic problem will be considered in Section III.
Consider a random variable X with finite range while an optimal guessing algorithm for X satisfies
for all 0:
II. THE IMPROVED UPPER BOUND
We now strengthen Theorem 1 and also allow weights that: i) need not be probabilities and ii) obey a weaker condition than monotonicity.
Lemma 2: The relation 
and show that (3) is at least as large as 
Now, the left-hand side of (4) Using Theorem 3, we can immediately obtain the following bounds:
Consider the bound on the mth moment. Then, there are many nonmonotone distributions which satisfy (2) after we substitute r = m + 1: Nonminimal guessing sequences corresponding to such distributions arise naturally when P X is not completely known.
III. AN APPLICATION TO FOOTBALL POOLS
In the football pools problem, it is required to estimate the outcome of K matches out of N matches correctly in order to win a top prize. Each possible outcome of the N matches can be written as a random vector X N 1 = X1; 1 11;XN 2 f0;1;2g N with X k = 0 indicating a draw, X k = 1 a home team win, and X k = 2 an away team win for the kth match. Let P N (X 1 11 1X N ) be the distribution for X N 1 , in the opinion of the football pools player. Our upper bound can handle the common case of a non-product-form P N where the results on Saturday can affect the probability distribution of the matches on Sunday. A participant in the pools provides a number of estimates of the vector X N 1 for a fixed fee per estimate. Here, we want to obtain a simple upper bound to the number of guesses required to ensure that a participant has at least an even chance of winning the top prize.
Solving the football pools problem completely requires the determination of a ternary code of length N and covering radius at least N 0 K (see [3] and the references therein) containing the minimum possible number of codewords. A ternary code of length N has covering radius R if every ternary N -vector is at most at Hamming distance R from some codeword. This is a problem that is unsolved in general, and there are not many known constructions of ternary covering codes for moderately large values of N and K: A sphere covering lower bound can be quickly obtained but is not tight in general.
It suffices to try to guess any K matches (say, the first K ), and arbitrarily fix our guess for the other matches. A good upper bound on E [G(X K 1 )], which is the expected number of guesses required to determine the value of the random vector X K 1 will provide us with a rough measure of the number of distinct columns we need to "play" in order to be ensured of having an even chance to win a top prize. The upper bound obtained here yields as this estimate. If we are quite confident that we can reliably guess the outcome of L matches, we then only need to guess the first K 0L
matches and the upper bound can be modified accordingly.
One of Arikan's original motivations for considering the guessing problem was its application to football pools. We have provided a new bound that is roughly half of that in the above paper.
1 Therefore, it cuts down the information-theoretic estimate of the cost of winning a top prize in football pools by a factor of 2.
