This paper studies the robust optimal control problem for robot tracking system. An optimal sliding mode control law is designed to solve this problem. Integral sliding mode control is employed to combine the first-order sliding mode with optimal control approach and is applied to robust control of robot manipulators. For the optimal control part, the Lyapunov optimizing control method is used to solve the finite-time nonlinear optimal control problem. The second method of Lyapunov is used to show that tracking is achieved globally. A case study of two-link robot model is presented to demonstrate the usefulness of the developed approach.
Introduction
Optimal control theory involves the design of controllers that can satisfy some objective while simultaneously minimizing some cost. It has shown that a standard dynamic programming approach reduces the optimal control problem to the Hamilton-Jacobi-Bellman (HJB) partial differential equation. In other word, to solve optimal control problems is equivalent to solve the HJB equation. However it is very complicate to solve the HJB equation for nonlinear dynamic systems. A common technique to develop an optimal control for a nonlinear system is to suppose that the nonlinear dynamics are exactly known and then feedback linearization can be performed. Optimal control techniques were applied to the linearized system as in [1] - [3] . A review of the optimality of nonlinear design schemes and general results involving feedback linearization, Jacobian linearization and other nonlinear design approaches are given in [4] , [5] . In [6] - [8] dynamic programming method was employed to obtain the minimum-time optimal trajectories. In [9] - [10] control algorithms for the robust control of robot manipulators were also designed. Johansson [11] applied the special coordinate transformation for quadratic optimal control of robot manipulators. In [12] the Hamiltonian optimization method was employed to deal with robot manipulators. Inverse optimal control is an alternative approach to solve the nonlinear optimal control problem without the need to solve the HJB equation [13] - [14] . By finding a control Lyapunov function (CLF), which can be shown to also be a value function, an optimal control can be designed that optimizes a derived cost. However, for practical implementations we have to prove that there exists a CLF for a individual nonlinear system. This is usually the most difficult step in the whole design process.
Another effective method to solve the nonlinear optimal control problem by circumventing the need to solve the HJB equation is based on Lyapunov theory. It is well-known that Lyapunov's second method has been extended to develop controllers for linear and nonlinear systems. One such controller is Lyapunov optimizing control (LOC) that offers feedback controls by selecting a candidate Lyapunov function and choosing the control to minimize this Lyapunov function as much as possible along system trajectories [15] - [17] . Supposing that the target is the origin, if the candidate Lyapunov function is decreased everywhere outside the origin, a sufficient condition for asymptotic stability is satisfied [15] . In addition, the LOC approach provides an algorithm to design feedback controllers where cost accumulation is considered explicitly. On the other hand, a trajectory-following optimization (TFO) method is based on solving continuous differential equations, whose equilibrium solutions satisfy the necessary conditions for a minimum or maximum. Any problems that are difficult to solve by other methods can be solved by trajectory following approaches [15] . However, this technique has not been investigated for nonlinear models of real-life problems.
In this research the LOC approach and the TFO concept [18] - [20] are merged to develop a novel optimal controller. A new optimal sliding mode control is also obtained by using integral sliding mode (ISM) concept [21] , [22] to combine the first-order sliding mode with the developed optimal controller. The aim is to zero the state of the system, while considering some state dependent cost. A variant of LOC known as minimum cost descent control (MCDC) presented in [15] is used to derive a suboptimal controller for rigid robot systems. This control algorithm offers the asymptotic stability of the origin and minimizes the given cost functional. This paper is organized as follows. In Section 2 the manipulator dynamics ( [23] , [24] ) and problem formulation are described. In Section 3 the control objective is given. Section 4 presents basic concepts of the LOC approach to develop the optimal controller. The MCDC approach and TFO concept are employed to produce an optimal tracking control law of robot manipulators. Section 5 proposes a robust optimal controller design based on the ISM concept. The sliding manifold is chosen and a control law is designed such that the stability of closed-loop system is achieved. In Section 6 a numerical example of a two-link robot manipulator is presented and simulation results are included to demonstrate the performance of the developed controller. In Section 7 we present conclusions.
Description of the robot manipulator
Consider the following general robot system model [23] , [24] 
where q,q,q ∈ R n are the vectors of joint angular position, velocity and acceleration, respectively. M(q) ∈ R n×n denotes the generalized inertia matrix, C(q,q) ∈ R n×n and C(q,q)q are the vectors of centrifugal and Coriolis torques, G(q) ∈ R n is the vector of gravitational torques, τ ∈ R n is the vector of applied joint torque.
For the subsequent development we assume that q(t) andq(t) are measurable and that M(q), C(q,q), G(q) and τ d are unknown. Furthermore, the following assumptions are required in the further development.
Assumption 2.1. The inertia matrix M(q) is symmetric and uniformly positive definite, and satisfies the following inequality ∀ϑ(t) ∈ R
n :
where m 1 ∈ R is a known positive constant,m(q) ∈ R is a known positive function, and · denotes the standard Euclidean norm. 
Assumption 2.2. The following skew-symmetric relationship is satisfied:
ϑ T (M(q) − 2C(q,q))ϑ = 0, ∀ϑ(t) ∈ R n . (3) Assumption 2.3. Let q d (t),q d (t) andq d (t)
Control objective
The control objective is to guarantee that the robot system in the presence of a general disturbance tracks a desired trajectory q d ∈ R n , while minimizing a given performance index. Let us define a position tracking error e 1 (t) ∈ R n as
To facilitate the subsequent analysis, a filtered tracking error, denoted by e 2 (t) is also defined as
where α ∈ R n×n denotes a subsequently defined positive definite, constant, gain matrix.
We next use the method in [25] to develop a state-space model based on tracking errors (4) and (5). The inertia matrix is premultiplied by the time derivative of (5), and substitutions are made from (1) and (4) obtain
where the nonlinear function
Under the assumption that the dynamics in (1) are known, the control input can be designed as
where u ∈ R n is an auxiliary control input that will be designed to minimize a subsequent performance index. By substituting (8) into (6) the closed-loop error system for e 2 can be obtained as
A state-space model for (5) and (6) can be written aṡ
where A(q,q) ∈ R 2n×2n , B(q) ∈ R 2n×n and z(t) ∈ R 2n are defined as
Here, I n×n and 0 n×n denote an n × n identity matrix and matrix of zeros, respectively.
Lyapunov optimizing controller
In this section the LOC approach using TFO [15] is used to solve the finite-time nonlinear optimal control problem. For the LOC method, feedback controls are produced by selecting a candidate Lyapunov function and choosing the control to minimize this Lyapunov function as much as possible along the system trajectories [15] . The advantage of LOC algorithms is that they offer feedback control laws where cost accumulation is explicitly considered. However, the main drawback in utilizing LOC methods is that it may be difficult to guarantee that the candidate Lyapunov function decreases everywhere outside the origin. If this is the case, the necessary conditions for asymptotic stability are not satisfied. For the optimal controller design the control strategy design [16] for nonlinear systems is presented. This control combines LOC with TFO and is used to zero the state of the system, while considering some state dependent cost. In [16] the state-augmented control descent (SACD) algorithm was developed and an adaptation of the Newton optimization method [16] was used for the controller design for nonlinear systems, when a proper necessary condition is satisfied.
Next, some fundamental theories of LOC and TFO in [15] are restated.
Minimum cost descent control
Consider the general nonlinear control systeṁ
where x(t) ∈ R n , u ∈ R m and f (·) ∈ R m is assumed to be C 1 (continuous and continuously differentiable). Let a specific target set χ be defined by a system of z equalities χ = {x|g(x) = 0},
T assumed to be continuous and continuously differentiable. With a control u ∈ U ⊆ R m , the controllable set C to the target set χ is defined as the set of all initial states that can be transferred to the target in finite time using some admissible control law. The feedback controllers require that the state of the system (12) be driven to a target set χ and minimize a cumulative cost functional
where t f is the time at which the state reaches the target x(t f ) ∈ χ. Now Lyapunov optimizing feedback controls that consider a cost associated with transferring the state to a target are investigated. At time t let
denote the accumulated cost along a trajectory of (12) and the initial condition is x 0 (0) = 0. Let W (x) be a descent function for the target χ and let
be an augmented descent function. It follows thaṫ
A control u ∈ U is a minimum cost descent control [15] if at each state x in the controllable set C to the target χ, the control minimizesẆ 0 . A continuous-time trajectory-following algorithm may be implemented by using Newton's method [15] . In Newton's method we have
provided
Note that an implementation of Newton's method for designing LOC in [16] will be given later.
State-augmented control descent algorithm
The SACD algorithm [16] was developed to design a suboptimal controller for nonlinear systems. Let the descent function for the general optimal control problem be denoted by W (x). Using the concepts in [16] suboptimal control updates are specified by selecting a descent function W (x), corresponding to an approximate function W 0 = x 0 + W (x), and minimizing the functionẆ 0 with respect to u. Consider the control minimizingẆ 0 . It satisfies the necessary condition
at each point along the state trajectory, if u is interior to U. Any u-equilibrium resulting from trajectory-following control updates should satisfy (19) [16] . The control strategy andẆ 0 must include a term such that the state is transferred to the target set. This requires that an augmented descent function W 0 decreases along the system trajectories, i.e.
In additionẆ 0 now will contain a possibly nonlinear cost term f 0 .
Implementation of Newton's method
Here an implementation of Newton's method by McDonald [16] is presented. An updateu was derived by applying Newton's method to (19) yielding the SACD algorithm. Next the algorithm in [16] to obtain the formula for generatingu is stated. In view of (19) and (20) 
goes to zero as t → ∞. We next apply Newton's method to obtain an updateu. By letting Ψ =Ẇ 0 and substituting into (17), we havė
The time derivative of σ can be written aṡ
Using (23) and (21), (22) 
We haveσ
where we let
and
Using (24)u can be written as [17] 
If Ψ u (x, u) is nonsingular along the state trajectory, the equilibrium will occur when the necessary condition (19) is satisfied, i.e., σ = 0.
Control law
We consider a feedback controller minimizing the performance index
Using the same idea of the descent function presented in [17] , the candidate descent function is selected as
where K ∈ R n×n denotes a positive definite symmetric gain matrix. Taking the first time derivative of W (z), we obtaiṅ
Thus the time derivative of the augmented descent function W 0 can be written asẆ
WithẆ 0 we calculate
It follows thatσ
Using (28), the resulting SACD control strategy iṡ
Evidently with the necessary condition (19) the resulting suboptimal control law can be obtained from (38). Substituting this control law into (40), we obtain LOISMC.
Robust optimal controller design
To exactly suppress the disturbance and uncertainties of the system (6) and guarantee that control objectives are fulfilled, the developed LOC controller is combined with sliding mode control by using the ISM concept. The proposed control is expressed as the sum of an optimal controller and a compensated controller. Using the ISM control technique, the control law consists of two parts. The first one is optimal control, which is continuous and is used to stabilize the closed-loop system of the spacecraft in finite time. For the second part a first-order SMC is applied to yield system robustness against parameter variations and external disturbances for t > 0 and to ensure that control objectives are achieved. We use the ISM concept to obtain the sliding manifold and a new robust optimal control law is then developed. The second method of Lyapunov is used to show that reaching and sliding on the manifold are guaranteed.
Consider a nonlinear dynamic systeṁ
where x ∈ n is the state, u ∈ m denotes the control input, f (x) and b(x) are sufficiently smooth vector fields. ξ represents an unknown function, which represents the system uncertainties. For the robot model (6), let δ = h+τ d and Assumptions 2.1-2.4 hold. Then, we know that there exists an unknown δ such that ξ can be written as ξ = b(x)δ and
The objective of this paper is to design a robust optimal sliding mode controller so that the uncertain nonlinear system has both optimal performance and robustness to the system uncertainties. Applying the integral sliding mode control concept we obtain an optimal sliding mode controller [21] 
where υ * is the optimal control input that was defined in Section 4,
T ∈ R m×m is a positive definite diagonal matrix, and the ith component of ϑ is given by
Using the method in [22] we now define the function g(x) :
n → m as a linear combination of the system state. The time derivative of g(x) can be written asġ
where g x (x) = ∂g(x) ∂x ∈ m×n represents the Jacobian matrix. The system is in the sliding manifold at the initial time instant. In this paper, we assume that g x (x) is defined such that g x (x)b(x) is nonsingular.
Based on the ISM control approach, the sliding manifold is designed as [22] 
where the integral term φ is
Now we show that the control law (40) is designed such that the reaching and sliding mode conditions are satisfied. The candidate Lyapunov is selected as
and the time derivative of V iṡ
With the substitution ofẋ andφ we obtaiṅ
With external disturbances and the optimal control υ * , the control law (40) can be written as
Substituting (48) into (47), the time derivative of V can be written aṡ
Let the discontinuous control input u 1 have the following form
where
which can be further written aṡ
Obviously if μ i is chosen such that μ i > γ i thenV < 0. This guarantees reaching and sliding on the manifold.
Simulation Results
An example of a two-link robot manipulator [26] is presented with numerical simulations to verify the performance of the developed controller. The equation of motion of this robot system is defined as
The Figs. 1 and 2 shows tracking responses of joint 1 and 2 respectively. The joints are driven to their positions after 5 seconds. Obviously, the effect of external disturbances on both responses is totally removed. As shown in Fig.  3 the sliding vector is on the sliding manifold s = 0 at time zero and very close to zero thereafter. From Fig. 4 it can be seen that the proposed controller approximates the harmonic curves which are limited to a steady state level. 
Conclusion
A novel robust optimal feedback controller design based on the LOC method and SMC concept has been successfully applied to the tracking control of robot manipulators. To obtain this controller design, the sliding mode controller has been combined with the optimal controller derived by using the LOC approach. For the optimal controller design, the LOC scheme has been employed to solve the finite-time optimal control problem. The second method of Lyapunov is used to show that tracking is achieved and the asymptotic stability of the closed-loop system is guaranteed. An example of a two-link robot manipulator is presented and simulation results are included to verify the usefulness of the proposed controller.
