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Abstract
Associated with every quaternionic representation of a compact, connected Lie group there is
a Seiberg–Witten equation in dimension three. The moduli spaces of solutions to these equa-
tions are typically non-compact. We construct Kuranishi models around boundary points of
a partially compactified moduli space. The Haydys correspondence identifies such boundary
points with Fueter sections—solutions of a non-linear Dirac equation—of the bundle of hy-
perkähler quotients associated with the quaternionic representation. We discuss when such
a Fueter section can be deformed to a solution of the Seiberg–Witten equation.
1 Introduction
Associated with every quaternionic representation of a compact, connected Lie group there is
a system of partial differential equations generalizing the classical Seiberg–Witten equations in
dimension three and four; see, for example, Taubes [Tau99], Pidstrigach [Pid04], Haydys [Hay08],
Salamon [Sal13, Section 6], and Nakajima [Nak16, Section 6(i)]. In fact, almost every equation
studied in mathematical gauge theory arises in this way. In the present paper we focus on the
3–dimensional theory. A key difficulty in studying Seiberg–Witten equations arises from the non-
compactness issue caused by a lack of a priori bounds on the spinor. This phenomenon has been
studied in special cases by Taubes [Tau13a; Tau13b; Tau16], and Haydys andWalpuski [HW15]. To
focus on the issue of the spinor becoming very large, one passes to a blown-up Seiberg–Witten
equation. The lack of a priori bounds then manifests itself as the equation becoming degenerate
ellipticwhen the normof the spinor tends to infinity. However, theHaydys correspondence allows
us to reinterpret the limiting equation as a non-linear version of the Dirac equation, known as
the Fueter equation [Sal13; Hay14]. This suggests that, although formally the blown-up Seiberg–
Witten equation appears to be degenerate, one should be able to develop an elliptic deformation
theory around points at infinity of the moduli space. This is what is achieved in the current paper;
the main result being Theorem 2.29 below.
Our second result, Theorem 2.31, asserts that, under a transversality assumption, Fueter sec-
tions cause wall-crossing for the signed count of solutions to the Seiberg–Witten equation—a new
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phenomenon which has no analog in classical Seiberg–Witten theory. In [DW18] we analyze this
wall-crossing phenomenon for the Seiberg–Witten equation with two spinors in detail.
Donaldson and Segal [DS11] proposed that there should be a similarwall-crossing phenomenon
for the signed count of G2–instantons over a G2–manifold. The number of G2–instantons jumps
due to the appearance of Fueter sections supported on 3–dimensional associative submanifolds of
the G2–manifold. This is the basis of the conjectural relationship between Seiberg–Witten equa-
tions on 3–manifolds and enumerative theories for associative submanifolds and G2–instantons.
Donaldson and Segal’s prediction was partially confirmed in [Wal17b]; our Theorem 2.31 can be
understood as a Seiberg–Witten analog of this result.
Acknowledgements. This material is based upon work supported by the National Science Foun-
dation under Grant No. 1754967 and the Simons Collaboration Grant on “Special Holonomy in
Geometry, Analysis and Physics”.
2 Main results
For the reader’s convenience, before stating ourmain results, we begin by reviewing the necessary
background on Seiberg–Witten equations associated with quaternionic representations.
2.1 Hyperkähler quotients of quaternionic vector spaces
Definition 2.1. A quaternionic Hermitian vector space is a real vector space S together with a
linear map γ : ImH → End(S) and an inner product 〈·, ·〉 such that γ makes S into a left module
over the quaternions H = R〈1, i, j,k〉, and i, j,k act by isometries. The unitary symplectic group
Sp(S) is the subgroup of GL(S) preserving γ and 〈·, ·〉.
LetG be a compact, connected Lie group.
Definition 2.2. A quaternionic representation ofG is a Lie group homomorphism ρ : G → Sp(S)
for some quaternionic Hermitian vector space S .
Suppose that a quaternionic representation ρ : G → Sp(S) has been fixed. By slight abuse of
notation, we also denote the induced Lie algebra representation by ρ : g→ sp(V ). We combine ρ
and γ into the map γ¯ : g ⊗ ImH → End(S) defined by
γ¯ (ξ ⊗ v)Φ ≔ ρ(ξ )γ (v)Φ.
Themap γ¯ takes values in symmetric endomorphisms ofS . Denote the adjoint of γ¯ by γ¯ ∗ : End(S) →
(g ⊗ ImH)∗.
Proposition 2.3. The map µ : S → (g ⊗ ImH)∗ defined by
(2.4) µ(Φ) ≔
1
2
γ¯ ∗(ΦΦ∗)
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with Φ∗ ≔ 〈Φ, ·〉 is a hyperkähler moment map, that is, it isG–equivariant, and
〈(dµ)Φϕ, ξ ⊗ v〉 = 〈γ (v)ρ(ξ )Φ,ϕ〉
for all ξ ∈ g and v ∈ ImH.
This is a straightforward calculation. Nevertheless, it leads to an important conclusion: there
is a hyperkähler orbifold naturally associated with the quaternionic representation.
Definition 2.5. We call Φ ∈ S regular if (dµ)Φ : TΦS → (g ⊗ ImH)
∗ is surjective. Denote by S reg
the open cone of regular elements of S .
By Hitchin, Karlhede, Lindström, and Roček [HKLR87, Section 3(D)],
X ≔ S reg//G ≔
(
µ−1(0) ∩ S reg
)
/G
is a hyperkähler orbifold; see also Proposition 4.2. For psychological convenience, we want to
make the assumption that X is, in fact, a hyperkähler manifold. It will be important later that X
is a cone; that is, it carries a free R+–action.
The following summarizes the algebraic data required to write a Seiberg–Witten equation.
Definition 2.6. A set of algebraic data consists of:
1. a quaternionic Hermitian vector space (S,γ , 〈·, ·〉),
2. a compact Lie group H and a closed, connected, normal subgroup G ⊳ H such that G acts
freely on µ−1(0) ∩ S reg,
3. an Ad–invariant inner product on Lie(H ), and
4. a quaternionic representation ρ : H → Sp(S).
Definition 2.7. Given a set of algebraic data as in Definition 2.6, the group K ≔ H/G is called the
flavor symmetry group.
The groups G and K play different roles: G is the structure group of the equation, whereas
K consists of any additional symmetries, which can be used to twist the setup or remain as sym-
metries of the theory. On first reading, the reader should feel free to assume for simplicity that
H = G × K , or even that K is trivial.
2.2 The Seiberg–Witten equation
LetM be a closed, connected 3–manifold.
Definition 2.8. A set of geometric data on M compatible with a set of algebraic data as in Defi-
nition 2.6 consists of:
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1. a Riemannian metric д,
2. a spin structure s,
3. a principal H–bundle Q → M ,1 and
4. a connection B on the principal K–bundle
R ≔ Q ×H K .
Suppose that a set of geometric data as in Definition 2.8 has been fixed. Left-multiplication
by unit quaternions defines an action θ : Sp(1) → O(S) such that
θ (q)γ (v)Φ = γ (Ad(q)v)θ (q)Φ
for all q ∈ Sp(1) = {q ∈ H : |q | = 1}, v ∈ ImH, and Φ ∈ S . This can be used to construct various
bundles and operations as follows.
Definition 2.9. The spinor bundle is the vector bundle
S ≔ (s ×Q) ×Sp(1)×H S .
Since T ∗M  s ×Sp(1) ImH, it inherits a Clifford multiplication γ : T
∗M → End(S).
Definition 2.10. Denote byA(Q) the space of connections on Q . Set
AB(Q) ≔ {A ∈ A(Q) : A induces B on R}.
AB(Q) is an affine space modeled on Ω
1(M, gP ) with gP denoting the adjoint bundle associated
with Lie(G), that is,
gP ≔ Q ×Ad Lie(G).2
Definition 2.11. Every A ∈ AB(Q) defines a covariant derivative ∇A : Γ(S) → Ω
1(M,S). The
Dirac operator associated with A is the linear map /DA : Γ(S) → Γ(S) defined by
/DAΦ ≔ γ (∇AΦ).
Definition 2.12. The hyperkähler moment map µ : S → (ImH ⊗ g)∗ induces a map
µ : S → Λ2T ∗M ⊗ gP
since (T ∗M)∗  Λ2T ∗M .
1The following observation is due to Haydys [Hay14, Section 3.1] and becomes important when formulating the
Seiberg–Witten equation in dimension four. Suppose there is a homomorphism Z2 → Z (H ) such that the non-unit in
Z2 acts through ρ as −1. Set Hˆ ≔ (Sp(1)×H )/Z2. All of the constructions in Section 2.2 go through with s×Q replaced
by a Hˆ–principal bundle Qˆ . In the classical Seiberg–Witten theory, this corresponds to endowing the manifold with a
spinc structure rather than a spin structure and a U (1)–bundle.
2 If H = G × K , then the G–bundle P alluded to in this notation does exist. In general, it does not exist but traces
of it do—e.g., its adjoint bundle and its gauge group.
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Denoting by
ϖ : gQ → gP
the projection induced by Lie(H ) → Lie(G), we are finally in a position to state the equation we
wish to study.
Definition 2.13. The Seiberg–Witten equation associated with the chosen geometric data is the
following system of differential equations for (Φ,A) ∈ Γ(S) ×AB(Q):
/DAΦ = 0 and
ϖFA = µ(Φ).
(2.14)
Most of the well-known equations of mathematical gauge theory on 3– and 4–manifolds can
be obtained as a Seiberg–Witten equation.3
Example 2.15. S = H and ρ : U(1) → H acting by right-multiplication with eiθ leads to the
classical Seiberg–Witten equation in dimension three.
For further examples, we refer the reader to Appendix A.
The Seiberg–Witten equation is invariant with respect to gauge transformations which pre-
serve the flavor bundle R.
Definition 2.16. The group of restricted gauge transformations is
G(P) ≔ {u ∈ G(Q) : u acts trivially on R}.
G(P) is an infinite dimensional Lie group with Lie algebra Ω0(M, gP ); it acts on Γ(S)×AB (Q),
and preserves the space of solutions of (2.14).
The main object of our study is the space of solutions to (2.14) modulo restricted gauge trans-
formations. This space depends on the geometric data chosen as in Definition 2.8. The topological
part of the data, the bundles s and H , will be fixed. The remaining parameters of the equations,
the metric д and the connection B, will be allowed to vary.
Definition 2.17. LetMet(M) be the space of Riemannian metrics onM . The parameter space is
P ≔Met(M) ×A(R).
Definition 2.18. For p = (д,B) ∈ P, the Seiberg–Witten moduli space is
MSW(p) ≔
{
[(Φ,A)] ∈
Γ(S) ×AB(Q)
G(P)
:
(Φ,A) satisfies (2.14)
with respect to д and B
}
.
The universal Seiberg–Witten moduli space is
MSW ≔
{
(p, [(Φ,A)]) ∈ P ×
Γ(S) ×A(Q)
G(P)
: [(Φ,A)] ∈ MSW(p)
}
.
3In fact, if we allow the Lie groups and the representations to be infinite-dimensional, we can also recover (special
cases of) theG2– and Spin(7)–instanton equations [Hay12, Section 4.2].
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The Seiberg–Witten moduli spaces are endowed with the quotient topology induced from the
C∞–topology on the spaces of connections and sections. As we will explain in Section 3, if c0 is
a solution of (2.14) for some p0 ∈ P, then the deformation theory of (2.14) at (p0, c0) is controlled
by a differential graded Lie algebra (DGLA). Associated with this DGLA is a formally-self adjoint
elliptic operator Lp,c , which can be understood as a gauge fixed and co-gauge fixed linearization
of (2.14). These operators equipMSW with a real line bundle detL such that for each (p, [c]) ∈ MSW
we have
(det L)(p,[c])  det kerLp,c ⊗ (cokerLp,c)
∗
.
The fact that the operators Lp,c are Fredholm allows us to construct finite dimensional models of
MSW by standard methods.
Proposition 2.19. If c0 is a solution of (2.14) for p0 ∈ P and c0 is irreducible,4 then there is a
Kuranishi model for a neighborhood of (p0, [c0]) ∈ MSW; that is: there are an open neighborhood of
U of p0 ∈ P, finite dimensional vector spaces I andO of the same dimension, an open neighborhood
I of 0 ∈ I , a smooth map
ob : U ×I → O,
an open neighborhood V of (p0, [c0]) ∈ MSW, and a homeomorphism
x : ob−1(0) → V ⊂ MSW,
which maps (p0, 0) to (p0, [c0]) and commutes with the projections to P. Moreover, for each (p, c) ∈
im x, there is an exact sequence
0 → kerLp,c → I
dI ob
−−−→ O → cokerLp,c → 0
such that the induced maps detLp,c → det(I ) ⊗ det(O)
∗ define an isomorphism of line bundles
det L  x∗(det(I ) ⊗ det(O)
∗) on im x ⊂ MSW.
2.3 The blown-up equation and the Haydys correspondence
Unless µ−1(0) = {0}, the projection mapMSW → P is not expected to be proper. This potential
non-compactness phenomenon is related to the lack of a priori bounds onΦ for (Φ,A) a solution of
(2.14). With this in mind, we blow-up the equation (2.14); cf. [KM07, Section 2.5; HW15, Equation
(1.4)].
Definition 2.20. The blown-up Seiberg–Witten equation is the following differential equation
for (ε,Φ,A) ∈ [0,∞) × Γ(S) ×AB(Q):
/DAΦ = 0,
ε2ϖFA = µ(Φ), and
‖Φ‖L2 = 1.
(2.21)
4We say that c0 is irreducible if Γc0 ≔ {u ∈ G(P) : uc0 = c0} = {id}, see Definition 3.3. There is a natural
generalization of Proposition 2.19 to the case when c0 is reducible. Then Γc0 acts onU andO and ob can be chosen to be
Γc0 -equivariant, cf. [DK90, Section 4.2.5]. However, in this paper we focus on neighborhoods of infinity of the moduli
space, and as we will see those contain only irreducible solutions.
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Set
Sreg ≔ (s ×Q) ×Sp(1)×H S
reg.
Definition 2.22. The partially compactified Seiberg–Witten moduli space is
MSW(д,B) ≔
{
(ε, [(Φ,A)]) ∈ [0,∞) ×
Γ(S) ×AB(Q)
G(P)
:
(ε,Φ,A) satisfies (2.21)
with respect to д and B;
if ε = 0, then Φ ∈ Γ(Sreg)
}
.
Likewise, the universal partially compactified Seiberg–Witten moduli space is
MSW ≔
{
(p, ε, [(Φ,A)]) ∈ P × [0,∞) ×
Γ(S) ×A(Q)
G(P)
: (ε, [(Φ,A)]) ∈ MSW(p)
}
.
The partially compactified Seiberg–Wittenmoduli spaces are also naturally topological spaces.
The formal boundary ofMSW is
∂MSW ≔
{
(p, 0, [(Φ,A)]) ∈ MSW
}
,
and the map
MSW\∂MSW → MSW, (p, ε, [(Φ,A)]) 7→ (p, [(ε
−1
Φ,A)])
is a homeomorphism. This justifies the term “partially compactified”.
Warning 2.23. The space MSW(д,B) need not be compact. From work of Taubes [Tau13a] on
Example A.2 with G = SO(3) and work of Haydys and Walpuski [HW15] on Example A.3 with
k = 1, we expect that the actual compactificationwill also contain singular solutions of (2.21) with
ε = 0; see [DW18]. In fact, ∂MSW need not be compact [Wal17a]. Precisely understanding the full
compactifications is one of the central challenges in this subject.
For ε = 0, (2.21) appears to be degenerate. However, since Φ ∈ Γ(Sreg), this equation can be
understood as an elliptic PDE as follows.
Definition 2.24. The bundle of hyperkähler quotients π : X → M is
X ≔ (s × R) ×Sp(1)×K X .
Its vertical tangent bundle is
VX ≔ (s × R) ×Sp(1)×K TX ,
and γ : ImH → End(S) induces a Clifford multiplication γ : π ∗TM → End(VX).
Definition 2.25. Using B ∈ A(R) we can assign to each s ∈ Γ(X) its covariant derivative ∇Bs ∈
Ω
1(M, s∗VX). A section s ∈ Γ(X) is called a Fueter section if it satisfies the Fueter equation
(2.26) F(s) = FB(s) ≔ γ (∇Bs) = 0 ∈ Γ(s
∗VX).
The map s 7→ F(s) is called the Fueter operator.5
5In the following, we will suppress the subscript B from the notation.
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An elementary but important calculation shows that a pair (Φ,A) ∈ Γ(Sreg) ×AB(Q) satisfies
/DAΦ = 0 and µ(Φ) = 0 if and only if the projection s ≔ p ◦ Φ ∈ Γ(X) satisfies F(s) = 0. This is
part of the Haydys correspondence, which will be discussed in more detail in Section 4.
The linearized Fueter operator (dF)s : Γ(s
∗VX) → Γ(s∗VX) is a formally self-adjoint elliptic
differential operator of order one. In particular, it is Fredholm of index zero. However, the space of
solutions toF(s) = 0, if non-empty, is never zero-dimensional. The reason is that the hyperkähler
quotientX = S reg//G carries a free R+–action inherited from the vector space structure on S . This
induces a fiber-preserving action of R+ on X. One easily verifies that, for λ ∈ R+ and s ∈ Γ(X),
(2.27) F(λs) = λF(s).
As a result, R+ acts freely on the space of solutions to (2.26) which shows that Fueter sections
come in one-parameter families. At the infinitesimal level, this shows that every Fueter section
is obstructed.
Definition 2.28. The radial vector field vˆ ∈ Γ(X,VX) is the vector field generating the R+–action
on X.
Differentiating (2.27) shows that if s is a Fueter section, then vˆ ◦ s ∈ Γ(s∗VX) is a non-zero
element of ker(dF)s .
2.4 Kuranishi models forMSW
The main result of this article is the construction of Kuranishi models forMSW centered at points
of ∂MSW.
Theorem 2.29. Let p0 = (д0,B0) ∈ P and c0 = (Φ0,A0) ∈ Γ(S
reg)×AB(Q) be such that (p0, 0, [c0]) ∈
∂MSW. Denote by s0 = p ◦ Φ0 ∈ Γ(X) the corresponding Fueter section of X. Set
I∂ ≔ ker(dF)s0 ∩ (vˆ ◦ s)
⊥ and O ≔ coker(dF)s0 .
Let r ∈ N.
There exist an open neighborhoodI∂ of 0 ∈ I∂ , a constant ε0 > 0, an open neighborhoodU ⊂ P
of p0, a C
2r−1 map
ob : U × [0, ε0) ×I∂ → O,
an open neighborhood V of (p0, 0, [c0]) ∈ MSW, and a homeomorphism
x : ob−1(0) → V ⊂ MSW
such that the following hold:
1. There are smooth functions
ob∂, ôb1, . . . , ôbr : U ×I∂ → O
such that for allm,n ∈ N0 withm + n 6 2r we have∇mU×I∂∂nε (ob − ob∂ −∑ri=1 ε2i ôbi )C0 = O(ε2r−n+2).
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2. The map x commutes with the projection to P × [0,∞) and satisfies
x(p0, 0, 0) = (p0, 0, [c0]).
3. For each (p, c) ∈ im x ∩MSW, the solution c is irreducible; moreover, it is unobstructed if dIob
is surjective.
Remark 2.30. The neighborhoodsI∂ and U may depend on the choice of r .
The difficulty in proving this theorem arises from the fact that the (gauge fixed and co-gauged
fixed) linearization of (2.21) appears to become degenerate as ε approaches zero. The Haydys
correspondence, however, indicates that one can reinterpret (2.21) at ε = 0 as the Fueter equation;
in particular, as a non-degenerate elliptic PDE. One can think of Theorem 2.29 as a gluing theorem
for the Kuranishi model described in Proposition 2.19 with a Kuranishi model for the moduli space
of Fueter sections divided by the R+–action.
2.5 Wall-crossing
The main application of the work in this article—and our motivation for it—is to understand wall-
crossing phenomena for signed counts of solutions to Seiberg–Witten equations arising from the
non-compactness phenomenon mention in Section 2.3. In the generic situation of Theorem 2.29,
one expects to have ker(dF)s0 = R〈vˆ ◦ s0〉. In this case, if {pt = (дt ,Bt ) : t ∈ (−T ,T )} is a 1–
parameter family in P, then (for T ≪ 1) one can find a 1–parameter family {(st ) ∈ Γ(X) : t ∈
(−T ,T )} of sections of X and λ : (−T ,T ) → R with λ(0) = 0 such that
Ft (st ) = λ(t) · vˆ ◦ st .
Theorem 2.31. In the situation above and assuming Ûλ(0) , 0, for each r ∈ N, there exist ε0 > 0 and
C2r−1 maps t : [0, ε0) → (−T ,T ) and c : [0, ε0) → Γ(S
reg) ×A(Q) such that an open neighborhood
V of (0, 0, [c0]) in the parametrized Seiberg–Witten moduli space{
(t , ε, [(Φ,A)]) ∈ (−T ,T ) × [0,∞) ×
Γ(S) ×A(Q)
G(P)
: (ε, [(Φ,A)]) ∈ MSW(pt )
}
is given by
V = {(t(ε), ε, [c(ε)]) : ε ∈ [0, ε0)}.
If c(ε) = (Φ(ε),A(ε)), then there is ϕ ∈ Γ(S) such that
Φ(ε) = Φ0 + ε
2ϕ +O(ε4),
and with
δ ≔ 〈ϕ, /DA0ϕ〉L2
we have
t(ε) =
δ
Ûλ(0)
ε4 +O(ε6).
For ε ∈ (0, ε0), c(ε) is irreducible; moreover, if δ , 0, then c(ε) is unobstructed.
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Remark 2.32. In the situation of Theorem 2.31, there is no obstruction to solving the Seiberg–
Witten equation to order ε2—in fact, a solution can be found rather explicitly. The obstruction to
solving to order ε4 is precisely δ .
If MSW is oriented (that is: det L → MSW is trivialized) around (p0, [c0]), then identifying
ker(dF)s0 = coker(dF)s0 = R〈vˆ ◦ s〉 determines a sign σ = ±1. If δ , 0, then contribution of [c(ε)]
should be counted with sign −σ ·sign(δ ); as is discussed in Section 3.4. However, sign(δ/ Ûλ(0)) also
determines whether the solution c(ε) appears for t < 0 or t > 0. Thus, the overall contributions
from sign(δ ) cancel.
t
ε
−1
(a) Ûλ(0) > 0, σ = +1, δ > 0
t
ε
+1
(b) Ûλ(0) > 0, σ = +1, δ < 0
Figure 1: Two examples of wall-crossing.
This is illustrated in Figure 1, which depicts two examples of wall-crossing. More precisely, it
shows the projection of
⋃
t ∈(−T ,T )MSW(pt ) on the (t , ε)-plane. In both cases we assume Ûλ(0) > 0
and σ = +1. Figure 1a represents the case δ > 0, in which a solution c(ε) with sign sign(c(ε)) =
−σ · sign(δ ) = −1 is born at t = 0. Figure 1b represents the case δ < 0, in which sign(c(ε)) = +1
and the solution dies at t = 0. In both cases, as we cross from t < 0 to t > 0 the signed count of
solutions to the Seiberg–Witten equation changes by −1.
3 Deformation theory of the Seiberg–Witten equation
We begin with the deformation theory of the blown-up Seiberg–Witten equation away from ε = 0,
that is, with the deformation theory of the Seiberg–Witten equation itself. All of this material is
standard, but it will set the stage for what is to come.
3.1 The Seiberg–Witten DGLA
The deformation theory of the Seiberg–Witten equation is controlled by the following differential
graded Lie algebra (DGLA).
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Definition 3.1. Denote by L• the graded real vector space given by
L0 ≔ Ω0(M, gP ),
L1 ≔ Γ(S) ⊕ Ω1(M, gP ),
L2 ≔ Γ(S) ⊕ Ω2(M, gP ), and
L3 ≔ Ω3(M, gP ).
Denote by J·, ·K : L• ⊗ L• → L• the graded skew-symmetric bilinear map defined by
Ja,bK ≔ [a ∧ a] for a,b ∈ Ω•(M, gP ),Jξ ,ϕK ≔ ρ(ξ )ϕ for ξ ∈ Ω0(M, gP ) and ϕ ∈ Γ(S) in degree 1 or 2,Ja,ϕK ≔ −γ¯ (a)ϕ for a ∈ Ω1(M, gP ) and ϕ ∈ Γ(S) in degree 1,Jϕ,ψ K ≔ −2µ(ϕ,ψ ) for ϕ,ψ ∈ Γ(S) in degree 1, andJϕ,ψ K ≔ − ∗ ρ∗(ϕψ ∗) for ϕ ∈ Γ(S) in degree 1 andψ ∈ Γ(S) in degree 2.
Given c = (Φ,A) ∈ Γ(S) ×AB(Q), define the degree one linear map δ
•
= δ •c : L
• → L•+1 by
δ 0c (ξ ) ≔
(
−ρ(ξ )Φ
dAξ
)
,
δ 1c (ϕ,a) ≔
(
− /DAϕ − γ¯ (a)Φ
−2µ(Φ,ϕ) + dAa
)
, and
δ 2c (ψ ,b) ≔ ∗ρ
∗(ψΦ∗) + dAb.
Proposition 3.2. The algebraic structures defined in Definition 3.1 determine a DGLA which controls
the deformation theory of the Seiberg–Witten equation; that is:
1. (L•, J·, ·K) is a graded Lie algebra.
2. If c = (Φ,A) is a solution of (2.14), then (L•, J·, ·K, δ •c ) is a DGLA.
3. Suppose that c = (Φ,A) is a solution of (2.14). For every cˆ = (ϕ,a) ∈ L1, (Φ + ϕ,A + a) solves
(2.14) if and only if it is aMaurer–Cartan element, that is, δccˆ +
1
2
Jcˆ, cˆK = 0.
The verification of (1) and (2) is somewhat lengthy, and is deferred to Appendix C. Part (3),
however, is straightforward.
Definition 3.3. Let c ∈ Γ(S) ×AB(Q) be a solution of (2.14). We call
Γc ≔ {u ∈ G(P) : uc = c}
the group of automorphisms of c. Its Lie algebra is the cohomology group H 0(L•, δc); H
1(L•, δc) is
the space of infinitesimal deformations, and H 2(L•, δc) the space of infinitesimal obstructions.
We say that c is irreducible if Γc = 0, and unobstructed if H
2(L•, δc) = 0.
Remark 3.4. H 3(L•,δc) has no immediate interpretation, but it is isomorphic to H
0(L•, δc), since
the complex (L•,δc) is self-dual (up to signs). The latter also shows that H
1(L•, δc) is isomorphic
to H 2(L•,δc).
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3.2 The linearized Seiberg–Witten equation
The operators
δ˜ 0c ≔ δ
0
c : Ω
0(M, gP ) → Γ(S) ⊕ Ω
1(M, gP ),
δ˜ 1c ≔ (idS ⊕ ∗) ◦ δ
1
c : Γ(S) ⊕ Ω
1(M, gP ) → Γ(S) ⊕ Ω
1(M, gP ), and
δ˜ 2c ≔ − ∗ ◦ δ
2
c ◦ (idS ⊕ ∗) : Γ(S) ⊕ Ω
1(M, gP ) → Ω
0(M, gP )
satisfy
(δ˜ 0c )
∗
= δ 2c and (δ
1
c )
∗
= δ 1c ,
and Lc : Γ(S) ⊕ Ω
1(M, gP ) ⊕ Ω
0(M, gP ) → Γ(S) ⊕ Ω
1(M, gP ) ⊕ Ω
0(M, gP ) defined by
Lc ≔
(
δ˜ 1c δ˜
0
c
δ˜ 2c 0
)
=
©­«
− /DA 0 0
0 ∗dA dA
0 d∗A 0
ª®¬ + ©­«
0 −γ¯ (·)Φ −ρ(·)Φ
−2 ∗ µ(Φ, ·) 0 0
−ρ∗(·Φ∗) 0 0
ª®¬
is formally self-adjoint and elliptic.
Definition 3.5. We call Lc the linearization of the Seiberg–Witten equation at c.
If c is a solution of (2.14), then Hodge theory identifies H 1(L•, δc) ⊕ H
0(L•, δc) with kerLc and
H 2(L•,δc) ⊕H
3(L•,δc)with cokerLc . The fact that (L
•, δc) is self-dual (up to signs) manifests itself
as Lc being formally self-adjoint. After gauge fixing and co-gauge fixing, we can understand (2.14)
as an elliptic PDE as follows.
Proposition 3.6. Given
c0 = (Φ0,A0) ∈ Γ(S) ×AB(Q),
define Q : Γ(S) ⊕ Ω1(M, gP ) ⊕ Ω
0(M, gP ) → Γ(S) ⊕ Ω
1(M, gP ) ⊕ Ω
0(M, gP ) by
Q(ϕ,a, ξ ) ≔
©­«
−γ¯ (a)ϕ
1
2 ∗ [a ∧ a] − ∗µ(ϕ)
0
ª®¬ ,
ec0 ∈ Γ(S) ⊕ Ω
1(M, gP ) ⊕ Ω
0(M, gP ) by
ec0 ≔
©­«
− /DA0Φ0
∗ϖFA0 − ∗µ(Φ0)
0
ª®¬ ,
and set
swc0(cˆ) ≔ Lc0 cˆ +Qc0(cˆ) + ec0 .
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There is a constant σ > 0 depending on c0 such that, for every cˆ = (ϕ,a, ξ ) ∈ Γ(S) ⊕Ω
1(M, gP ) ⊕
Ω
0(M, gP ) satisfying ‖(ϕ,a)‖L∞ < σ , the equation
swc0(cˆ) = 0
holds if and only if c0 + (ϕ,a) satisfies (2.14) and the gauge fixing condition
(3.7) d∗A0a − ρ
∗(ϕΦ∗0) = 0
as well as
dA0ξ = 0 and ρ(ξ )Φ0 = 0;
moreover, if c0 is infinitesimally irreducible (that is: H
0(L•, δc0) = 0), then ξ = 0.
The proof requires a number of useful identities for µ which are summarized and proved in
Appendix B.
Proof. Setting Φ ≔ Φ0 + ϕ and A ≔ A0 + a, the equation swc0(cˆ) = 0 amounts to
/DAΦ + ρ(ξ )Φ0 = 0,
ϖFA + ∗dA0ξ = µ(Φ), and
d∗A0a − ρ
∗(ϕΦ∗0) = 0.
Since
dAµ(Φ) = − ∗ ρ
∗
(
( /DAΦ)Φ
∗
)
by (B.5), applying dA to the second equation above and using the first equation we obtain
d∗A0dA0ξ + ρ
∗
(
(ρ(ξ )Φ0)Φ
∗
0
)
− ∗[a ∧ ∗dA0ξ ] + ρ
∗ ((ρ(ξ )Φ0)ϕ
∗) = 0.
Taking the L2 inner product with ξ0, the component of ξ in the L
2 orthogonal complement of
kerδc0 and integrating by parts yields that
‖dA0ξ ‖
2
L2
+ ‖ρ(ξ )Φ0‖
2
L2
= 〈∗[a ∧ ∗dA0ξ ], ξ0〉L2 − 〈ρ(ξ )Φ0, ρ(ξ0)ϕ〉L2 .
The right-hand side can be bounded by a constant c > 0 (depending on c0) times
‖(a,ϕ)‖L∞
(
‖d∗A0ξ ‖
2
L2
+ ‖ρ(ξ )Φ0‖
2
L2
)
.
Therefore, if ‖(a,ϕ)‖L∞ < σ ≔ 1/c, then
dA0ξ = 0 and ρ(ξ )Φ0 = 0.
It follows that cˆ + (ϕ,a) satisfies (2.14).
Since ξ ∈ H 0(L•,δc0), it vanishes if c0 infinitesimally irreducible. 
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The following standard observation shows that imposing the gauge fixing condition (3.7) is
mostly harmless, as long as we are only interested in small variations cˆ; c.f. [DK90, Proposition
4.2.9].
Notation 3.8. In what follows we denote byW k,pΓ(S) the space of sections ofS of Sobolev class
W k,p . We use similar notations for spaces of connections, gauge transformations, and differential
forms.
Proposition 3.9. Fix k ∈ N and p ∈ (1,∞) with (k + 1)p > 3. Given
c0 = (Φ0,A0) ∈W
k+1,p
Γ(S) ×W k+2,pAB(Q),
there is a constant σ > 0 such that if we set
Uc0,σ ≔
{
cˆ ∈ Bσ (0) ⊂W
k+1,p
Γ(S) ×W k+2,pΩ1(M, gP ) : d
∗
A0
a − ρ∗(ϕΦ∗0) = 0
}
,
then the map
Uc0,σ /Γc0 ∋ [cˆ] 7→ [c0 + cˆ] ∈
W k+1,pΓ(S) ×W k+2,pAB(Q)
W k+3,pG(P)
is a homeomorphism onto its image; moreover, Γc0+cˆ is the stabilizer of cˆ in Γc .
For cˆ = (ϕ,a, ξ ) and (Φ,A) = c = c0 + (ϕ,a), we have
(dswc0)cˆ =
©­«
− /DA 0 0
0 ∗dA dA0
0 d∗A0 0
ª®¬ + ©­«
0 −γ¯ (·)Φ −ρ(·)Φ0
−2 ∗ µ(Φ, ·) 0 0
−ρ∗(·Φ∗0) 0 0
ª®¬ .
In particular, (dswc0)0 agrees with Lc0 . The following proposition explains the relation between
(dswc0)cˆ and Lc for c = (Φ,A, 0) + cˆ.
Proposition 3.10. In the situation of Proposition 3.9, if cˆ ∈ Uc0,σ and c = c0 + cˆ, then there is a τ > 0
and a smooth map ϕc0,c : Bτ (c) → Bσ (0) which maps Uc,τ to Uc0,σ , commutes with the projection to(
W k+1,pΓ(S) ×W k+2,pAB(Q)
) / (
W k+3,pG(P)
)
, and satisfies
(dϕ)−1c (dswc0)cˆ(dϕ)c = (dswc)0 = Lc .
3.3 Construction of Kuranishi models
The method of the proof of Proposition 2.19 is quite standard, c.f. [DK90, Section 4.2]. Fix k ∈ N
and p ∈ (1,∞) with (k + 1)p > 3. Given p = (д,B) ∈ P, set
M
k,p
SW
(p) ≔
{
[(Φ,A)] ∈
W k+1,pΓ(S) ×W k+2,pAB(Q)
W k+3,pG(P)
:
(Φ,A) satisfies (2.14)
with respect to д and B
}
,
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and define M
k,p
SW accordingly. It is a consequence of elliptic regularity for Lc and Proposition 3.9,
that the inclusion MSW ⊂ M
k,p
SW
is a homeomorphism. This together with Proposition 3.6 and
Proposition 3.9 implies that if (p0, [cˆ0]) ∈ MSW is irreducible, then there is a constant σ > 0 and
an open neighborhoodU of p ∈ P such that if Bσ (0) denotes the open ball of radius σ centered
at 0 inW k+1,pΓ(S) ⊕W k+2,pΩ1(M, gP ) ⊕W
k+2,p
Ω
0(M, gP ), then
{(p, cˆ) ∈ U × Bσ (0) : swp,c0(cˆ) = 0} ∋ (p, [(ϕ,a, ξ )]) 7→ (p, [c + (ϕ,a)]) ∈ MSW
is a homeomorphism onto its image. Here we use subscripts to denote the dependence of Lc0 , Q ,
ec0 , and swc0 on the parameter p ∈ P. The proof of Proposition 2.19 is completed by applying the
following result to swp,c0 with I = ker Lp0,c0 andO = cokerLp0,c0 .
Lemma 3.11. LetX andY be Banach spaces, letU ⊂ X be a neighborhood of 0 ∈ X , let P be a Banach
manifold, and let F : P ×U → Y be a smooth map of the form
F (p,x) = L(p,x) +Q(p,x) + e(p)
such that:
1. L is smooth, for each p ∈ P , Lp ≔ L(p, ·) : X → Y is a Fredholm operator, and we have
supp∈P ‖Lp ‖L(X ,Y ) < ∞,
2. Q is smooth and there exists a cQ > 0 such that, for all x1,x2 ∈ X and all p ∈ P , we have
(3.12) ‖Q(x1,p) −Q(x2,p)‖Y 6 cQ (‖x1‖X + ‖x2‖X ) ‖x1 − x2‖X ,
and
3. e : P → Y is smooth and there is a constant ce such that ‖e‖Y 6 ce .
Let I ⊂ X be a finite dimensional subspace and let π : X → I be a projection onto I . Let O ⊂ Y
be a finite dimensional subspace, let Π : Y → O be a projection ontoO , and denote by ι : O → Y the
inclusion. Suppose that, for all p ∈ P , the operator L¯p : O ⊕ X → I ⊕ Y defined by
L¯p ≔
(
0 π
ι Lp
)
is invertible, and suppose that cR ≔ supp∈P ‖L¯
−1
p ‖L(Y ,X ) < ∞.
If ce ≪cR,cQ 1, then there is an open neighborhood I of 0 ∈ I , an open subset V ⊂ P × U
containing P × {0}, and a smooth map
x : P ×I → X
such that, for each (p,x0) ∈ I × P , (p,x(p,x0 )) is the unique solution (p,x) ∈ V of
(3.13) (idY − Π)F (p,x) = 0 and πx = x0.
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In particular, if we define ob : P ×I → O by
ob(p,x0) ≔ ΠF (p,x(p,x0)),
then the map ob−1(0) → F−1(0) ∩V defined by
(p,x0) 7→ (p,x(p,x0 ))
is a homeomorphism. Moreover, for every (p,x0) ∈ P×I and x = x(p,x0), we have an exact sequence
0 → ker ∂xF (p,x) → I
∂x0ob(p,x0)
−−−−−−−−→ O → coker ∂xF (p,x) → 0;
which induces an isomorphism det ∂xF  det I ⊗ (detO)
∗.
Proof sketch. This is result is essentially a summary of the discussion in Guo and Wu [GW13,
Section 5]; see also [DK90, Proposition 4.2.4]. The crucial point is that L¯p induces an inverse to
(idY − Π)Lp : kerπ → kerΠ; thus by the Inverse Function Theorem there are σ , τ > 0 such that
U ′ ≔ Bσ (0)×Bτ (0) ⊂ I ×kerπ , and there is a smooth map Ξ : P ×U
′ → kerπ such that, for each
p ∈ P and x ∈ Bσ (0):
1. Ξ(p,x0, 0) = 0,
2. Ξ(p,x0, ·) is a diffeomorphism onto its image, and
3. for all p ∈ P and (x0,x1) ∈ U
′, we have
F˜ (p,x0,x1) = F (p,x0,Ξ(p,x0,x1)) =
(
f (p,x0,x1)
Gp (x0)
)
+ e(p)
whereGp : kerπ → kerΠ is the linear isomorphism induced by L¯p and f (p, 0, 0) = 0.
If ce ≪ 1, thenG
−1
p (idY − Π)e(p) ∈ Bτ (0) and we can take
I = Bσ (0) and x(p,x0) ≔
(
x0,G
−1
p (idY − Π)e(p)
)
.
We have
ker ∂xF  ker ∂x F˜ and coker ∂xF  coker ∂x F˜ .
However, ∂x F˜ inducesGp (x0) from kerπ to kerΠ. Therefore,
ker ∂x F˜  ker ∂x0 f and coker ∂x F˜  coker ∂x0 f .
Since
ob(p,x0) = f (p,x0,G
−1
p (idY − Π)e(p)),
it follows that
ker ∂xF  ker ∂x0ob and coker ∂xF  coker ∂x0ob. 
16
3.4 Orientations
For the purpose of counting solutions to (2.14) orientations play an important role. Suppose a
trivialization τ : det L  R has been chosen. If p ∈ P and [c] ∈ MSW(p) is irreducible and
unobstructed, then det Lc = det(0) ⊗ det(0)
∗
= R ⊗R∗ is canonically trivial, and we define τ ([c]) =
+1 if the isomorphism τ[c] : R  R is orientation preserving and τ (c) = −1 if it is orientation
reversing. If p0 ∈ P is such that all [c] ∈ MSW(p0) are irreducible and unobstructed, andMSW(p0)
is finite, then we can define
nSW(p0) ≔
∑
[c]∈MSW(p0)
τ ([c]).
The following is a useful criterion to check whether det L can be trivialized.
Proposition 3.14. Suppose that algebraic data as in Definition 2.6 and compatible geometric data
as in Definition 2.8 have been fixed. Let ρG : G → Sp(S) be the restriction of the quaternionic
representation ρ : H → Sp(S) to G ⊳ H . Denote by c2 ∈ BSp(S) the universal second Chern class. If
(BρG )
∗c2 ∈ H
4(BG,Z) can be written as
(3.15) (BρG )
∗c2 = 2x + α1y
2
1 + · · · + αky
2
k
with x ∈ H 4(BG,Z), y1, . . . ,yk ∈ H
2(BG,Z), and α1, . . . ,αk ∈ Z, then
detL → P ×
Γ(S) ×A(Q)
G(P)
is trivial.
Proof. The parameter space P is contractible; hence, it is enough to fix an element p ∈ P and
prove that detL is trivial over the second factor. We need to show that if (ct )t ∈[0,1] is a path in
Γ(S) × AB(Q) and u ∈ G(P) is such that uc1 = c0, then the spectral flow of (Lct )t ∈[0,1] is even.
The mapping torus of u : Q → Q is a principal H–bundle Q over S1 ×M , and the path (ct )t ∈[0,1]
induces a connectionA onQ. OverS1×M we also have an adjoint bundle gP and the spinor bundles
S+ andS− associated with Q via the quaternionic representation ρ : H → Sp(S). According to
Atiyah–Singer–Patodi, the spectral flow of (Lct )t ∈[0,1] is the index of the operator L = ∂t − Lct
which can be identified with an operator
L : Γ(S+) ⊕ Ω1(S1 ×M, gP) → Γ(S
−) ⊕ Ω+(S1 ×M, gP) ⊕ Ω
0(S1 ×M, gP).
In our case, L is homotopic through Fredholmoperators to the sum of theDirac operator /D
+
A : Γ(S
+) →
Γ(S−) and the Atiyah–Hitchin–Singer operator d+A ⊕ d
∗
A for gP. The index of the Atiyah–Hitchin–
Singer operator is −2p1(gP) and thus even. To compute the index of the Dirac operator, observe
that the vector bundle V ≔ Q ×ρ S inherits from S the structure of a left-module over H and that
S± = /S
±
⊗H V,
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where /S
±
are the usual spinor bundles of S1 ×M with the spin structure induced from that onM
and we use the structure of /S
±
as a right-modules over H. S± is a real vector bundle: it is a real
form of /S
±
⊗C V. Therefore, the complexification of /D
+
A is the standard complex Dirac operator
on /S
±
twisted by V. By the Atiyah–Singer Index Theorem,
index /D
+
A =
ˆ
S 1×M
Aˆ(S1 ×M)ch(V)
=
ˆ
S 1×M
ch2(V) = −
ˆ
S 1×M
c2(V).
The classifying map fV : S
1×M → BSp(S) of V is related to the classifying map fQ : S
1×M → BG
of Q through
fV = BρG ◦ fQ,
and
c2(V) = f
∗
Vc2 = f
∗
Q(BρG )
∗c2.
Since the intersection form of S1 ×M is even, the hypothesis implies that the right-hand side of
the above index formula is even. 
Remark 3.16. IfG is simply–connected, then the condition (3.15) is satisfied if and only if the image
of
(ρG )∗ : π3(G) → π3(Sp(S)) = Z
is generated by an even integer. To see this, observe that BG is 3–connected; hence, by the
Hurewicz theorem, H4(BG,Z) = π4(BG)  π3(G) and Hi (BG,Z) = 0 for i = 1, 2, 3. The same
is true for Sp(S), and we have a commutative diagram
H4(BG,Z) H4(BSp(S),Z)
π3(G) π3(Sp(S)).
(BρG )∗
 
(ρG )∗
The groupH4(BG,Z) is freely generated by some elementsx1, . . . ,xk . Letx
1, . . . ,xk be the dual ba-
sis of H 4(BG,Z) = Hom(H4(BG,Z),Z). Likewise, H4(BSp(S),Z) is freely generated by the unique
element z satisfying 〈c2, z〉 = 1. We have
(3.17) (BρG )
∗c2 =
k∑
i=1
〈(BρG )
∗c2,xi 〉x
i
and
〈(BρG )
∗c2,xi 〉 = 〈c2, (BρG )∗xi 〉.
Therefore, the coefficients in the sum (3.17) are all even if and only if the image of (BρG )∗ is
generated by 2mz for somem ∈ Z.
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Example 3.18. The hypothesis of Proposition 3.14 holds when S = H ⊗C W for some complex
Hermitian vector spaceW of dimension n and ρG is induced from a unitary representationG →
U(W ); as is the case for the representations leading to the classical Seiberg–Witten and U(n)–
monopole equations, see Example 2.15 and Example A.1. To see that (BρG )
∗c2 is of the desired
form, note that if E is a rank n Hermitian vector bundle, then the corresponding quaternionic
Hermitian bundle obtained via the inclusion U(n) → Sp(n) is H ⊗C E = E ⊕ E¯ and
c2(H ⊗C E) = c2(E ⊕ E¯) = 2c2(E) − c1(E)
2.
Example 3.19. The hypothesis of Proposition 3.14 is also satisfied when S = H ⊗R W for a real
Euclidean vector spaceW , and ρG is induced from an orthogonal representation G → SO(W );
as is the case for the equation for flat GC–connections, see Example A.2. To see that (BρG )
∗c2
is of the desired form, note that if E is a Euclidean vector bundle of rank n, then the associated
quaternionic Hermitian vector bundle is H ⊗R E and
c2(H ⊗R E) = −2p1(E).
If two quaternionic representations satisfy the hypothesis of Proposition 3.14, then so does
their direct sum. Therefore, the previous two examples together show that det L is trivial for the
ADHM Seiberg–Witten equation described in Example A.3.
Example 3.20. In general, detL need not be orientable. If S = H and G = H = Sp(1) acts on S
by right multiplication, then it is easy to see that the gauge transformation of the trivial bundle
Q = S3 × SU(2) induced by S3  SU(2) gives rise to an odd spectral flow.
4 The Haydys correspondence
In order to discuss the deformation theory on the boundary ofMSW, it will be helpful to review
the correspondence, discovered by Haydys [Hay12, Section 4.1], between Fueter sections of X and
solutions (Φ,A) ∈ Γ(Sreg) ×AB(Q) of
(4.1) /DAΦ = 0 and µ(Φ) = 0.
For what follows it will be important to recall some details of hyperkähler reduction construc-
tion.
Proposition 4.2 (Hitchin, Karlhede, Lindström, and Roček [HKLR87, Section 3(D)]). If ρ : G →
Sp(S) is a quaternionic representation, then the following hold:
1. The space
X ≔ S reg//G ≔
(
µ−1(0) ∩ S reg
)
/G
is an orbifold (with discrete isotropy groups).
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2. Denote by p : µ−1(0) ∩ S reg → X the canonical projection. Set
H ≔ (ker dp)⊥ ∩T (µ−1(0) ∩ S reg) and
N ≔ H⊥ ⊂ TS |µ−1(0)∩S reg .
For each Φ ∈ µ−1(0) ∩ S reg, (dp)Φ : HΦ → T[Φ]X is an isomorphism, and
(4.3) NΦ = im (ρ(·)Φ ⊕ γ¯ (·)Φ : g ⊗ H → S) .
3. For each Φ ∈ µ−1(0) ∩ S reg, γ preserves the splitting S = HΦ ⊕ NΦ.
4. There exist a Riemannian metric дX on X and a Clifford multiplication
γX : ImH → End(TX )
such that
p∗дX = 〈·, ·〉 and p
∗γX = γ .
5. γX is parallel with respect to дX ; hence, X is a hyperkähler orbifold—which is called the hy-
perkähler quotient of S by G.
Remark 4.4. More generally, µ−1(0)/G can be decomposed into a union of hyperkähler manifolds
according to the conjugacy class of the stabilizers in G; see Dancer and Swann [DS97, Theorem
2.1].
4.1 Lifting sections of X
Proposition 4.5. Given a set of geometric data as in Definition 2.8, set
X ≔ S reg//G and X ≔ (s × R) ×Sp(1)×K X .
Denote by p : S reg ∩ µ−1(0) → X the canonical projection.
1. If s ∈ Γ(X), then there exist a principalH–bundleQ together with an isomorphismQ×H K  R
and a section Φ ∈ Γ(Sreg) of
Sreg ≔ (s ×Q) ×Sp(1)×H S
reg
satisfying
µ(Φ) = 0 and s = p ◦ Φ.
Q andQ×H K  R are unique up to isomorphism, and every two lifts Φ are related by a unique
gauge transformation inG(P).
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2. Suppose B ∈ A(R). If Φ ∈ Γ(Sreg) satisfies µ(Φ) = 0, then there is a unique A ∈ AB(Q) such
that ∇AΦ ∈ Ω
1(M,HΦ). In particular, for this connection
p∗( /DAΦ) = F(s).
3. The condition p∗( /DAΦ) = F(s) characterizes A ∈ AB(Q) uniquely.
Proof. Part (1) is proved by observing that the lifts exists locally and that the obstruction to the
local lifts patching defines a cocycle which determinesQ ; see [Hay12] for details.
We prove (2). For an arbitrary connection A0 ∈ AB(Q) and for all x ∈ M , we have
(∇A0Φ)(x) ∈ T
∗
xM ⊗ TΦ(x )(S
reg ∩ µ−1(0)).
By Proposition 4.2(2) there exists a unique a ∈ Ω1(M, gP ) such that
∇A0+aΦ ∈ Ω
1(M,HΦ).
The assertion in (2) now follows from the fact that for s = p ◦Φ we have p∗(∇A0Φ) = ∇Bs and the
definitions of /DA and F.
We prove (3). If a ∈ Ω1(M, gP ) and A + a also satisfies this condition, then we must have
γ¯ (a)Φ = 0.
This is impossible because Φ ∈ Γ(Sreg), that is, (dµ)Φ is surjective; hence, its adjoint γ¯ (·)Φ is
injective. 
Proposition 4.6. Given a set of geometric data as in Definition 2.8, set
R ≔ Q ×H K , X ≔ (s × R) ×Sp(1)×K X , and S
reg
≔ (s ×Q) ×Sp(1)×H S
reg
.
The map
Γ(µ−1(0) ∩Sreg)/G(P) → Γ(X)
[Φ] 7→ p ◦ Φ
is a homeomorphism onto its image.
Proof. Fix Φ0 ∈ Γ(µ
−1(0) ∩ Sreg) and set s0 ≔ p ◦ Φ0 ∈ Γ(X). Given 0 < σ ≪ 1, for every
Φ ∈ Γ(µ−1(0) ∩Sreg) with ‖Φ − Φ0‖L∞ < σ , there is a unique u ∈ G(P) such that
uΦ ⊥ im
(
ρ(·)Φ0 : Γ(gP ) → Γ(S)
)
;
moreover, for every k ∈ N,
‖uΦ − Φ0‖Ck .k ‖Φ − Φ0‖Ck .
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Thus, it suffices to show that the map{
Φ ∈ Γ(µ−1(0) ∩Sreg) :
‖Φ − Φ0‖L∞ < σ and
Φ ⊥ im
(
ρ(·)Φ0 : Γ(gP ) → Γ(S)
)} → Γ(X)
is a homeomorphism onto its image. This, however, is immediate from the Implicit Function
Theorem and the fact that the tangent space at Φ0 to the former space is Γ(HΦ0) and the derivative
of this map is the canonical isomorphism Γ(HΦ0)  Γ(s
∗
0VX) from Proposition 4.2(2). 
In the situation of Proposition 4.5, we have |Φ| = |vˆ ◦ s |. The preceding results thus imply the
following.
Corollary 4.7. Let R be a principal K–bundle. Set X ≔ R ×K X and
MF ≔ {(p, s) ∈ P × Γ(X) : F(s) = 0 and ‖vˆ ◦ s ‖L2 = 1}.
The map ∐
Q
∂MSW,Q → MF
defined by
(p, [(Φ,A)]) 7→ (p,p ◦ Φ)
is a homeomorphism. Here, the disjoint union is taken over all isomorphism classes of principal
H–bundles Q with isomorphisms Q ×H K  R.
4.2 Lifting infinitesimal deformations
Proposition 4.8. For Φ ∈ Γ(µ−1(0) ∩ Sreg), set s ≔ p ◦ Φ and let A ∈ AB(Q) be as in Proposi-
tion 4.5. The isomorphism p∗ : Γ(HΦ) → Γ(s
∗VX) identifies πH∇A : Ω
0(M,HΦ) → Ω
1(M,HΦ) with
∇B : Ω
0(M, s∗VX) → Ω1(M, s∗VX).
Proof. If (Φt ) is a one-parameter family of local sections of µ
−1(0) ∩Sreg with
(∂tΦt )|t=0 = ϕ,
At are as in Proposition 4.5, and a = (∂tAt )|t=0, then we have
∂t
(
πHΦt ∇AtΦt
)
t=0
= (∂tπHΦt )

t=0
∇A0Φ0 + πHΦ0 (ρ(a)Φ0) + πHΦ0 (∇A0ϕ).
The first term vanishes because ∇A0Φ0 ∈ Γ(HΦ0), and the second term vanishes because of Propo-
sition 4.2(2). 
If Φ ∈ Γ(µ−1(0) ∩Sreg), then the induced splittingS = HΦ ⊕ NΦ given by Proposition 4.2(2)
need not be parallel for A as in Proposition 4.5.
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Definition 4.9. The second fundamental forms of the splitting HΦ ⊕ NΦ are defined by
II ≔ πN∇A ∈ Ω
1(M,Hom(HΦ,NΦ)) and
II∗ ≔ −πH∇A ∈ Ω
1(M,Hom(NΦ,HΦ)).
We decompose the Dirac operator /DA according toS = HΦ ⊕ NΦ as
(4.10) /DA =
(
/DH −γ II
∗
γ II /DN
)
with
/DH ≔ γ (πH∇A) : Γ(HΦ) → Γ(HΦ) and
/DN ≔ γ (πN∇A) : Γ(NΦ) → Γ(NΦ).
The following result helps to better understand the off-diagonal terms in (4.10).
Proposition 4.11. Suppose Φ ∈ Γ(µ−1(0) ∩Sreg) and /DAΦ = 0. Writing ϕ ∈ Γ(NΦ) as
ϕ = ρ(ξ )Φ + γ¯ (a)Φ
for ξ ∈ Γ(gP ) and a ∈ Ω
1(M, gP ), we have
−γ II∗ϕ = 2
3∑
i=1
πH
(
ρ(a(ei ))∇
A
ei
Φ
)
.
Here (e1, e2, e3) is a local orthonormal frame.
Proof. Since ∇Φ ∈ Ω1(M,HΦ) and /DAΦ = 0, we have
−γ II∗(ρ(ξ )Φ + γ¯ (a)Φ0) =
3∑
i=1
γ (ei )πH
(
ρ(ξ )∇AeiΦ + γ¯ (a)∇
A
ei
Φ
)
=
3∑
i=1
πH
(
(γ (ei )γ¯ (a) + γ¯ (a)γ (ei ))∇AeiΦ
)
= 2
3∑
i=1
πH(ρ(a(ei ))∇
A
ei
Φ). 
Proposition 4.12. The isomorphism p∗ : Γ(HΦ) → Γ(s
∗VX) identifies the linearized Fueter operator
(dF)s : Γ(s
∗VX) → Γ(s∗VX) with /DH : Γ(HΦ) → Γ(HΦ).
Proof. The linearized Fueter operator is given by
(dF)s sˆ = γ (∇B sˆ)
The assertion thus follows from Proposition 4.2(4) and Proposition 4.8. 
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5 Deformation theory of Fueter sections
Proposition 5.1. Let s0 ∈ Γ(X) be a Fueter section with respect to p0 = (д0,B0) ∈ P. Denote
by c0 ∈ Γ(S
reg) × A(P) a lift of s0. There exist an open neighbourhood U of p0 ∈ P, an open
neighborhood
I∂ ⊂ I∂ ≔ ker(dF)s0 ∩ (vˆ ◦ s)
⊥
of 0, a smooth map
ob∂ : U ×I∂ → coker(dF)s0 ,
an open neighborhood V of ([p0, c0]) ∈ ∂MSW, and a homeomorphism
x∂ : ob
−1
∂
(0) → V ⊂ ∂MSW
which maps (p0, 0) to (p0, 0, [c0]) and commutes with the projections to P.
Since ∂MSW  MF through the Haydys correspondence, this has a straightforward proof
using Lemma 3.11, which makes no reference to the Seiberg–Witten equation. However, this is
not the approach we take because our principal goal is to compare the deformation theory of
Fueter sections with that of solutions of the Seiberg–Witten equation.
Fix k ∈ N and p ∈ (1,∞) with (k + 1)p > 3. Let
∂M
k,p
SW
=
(p, [(Φ,A)]) ∈ P ×
W k+1,pΓ(S) ×W k,pA(Q)
W k+1,pG(P)
:
A induces B,
(Φ,A) satisfies (4.1),
and ‖Φ‖L2 = 1
.
By the Haydys correspondence ∂M
k,p
SW
is homeomorphic to M
k,p
F
, the universal moduli space of
normalizedW k+1,p Fueter sections of X. Consequently, for ℓ ∈ N and q ∈ (1,∞) with ℓ > k and
q > p, the inclusions ∂M
ℓ,q
SW
⊂ ∂M
k,p
SW
⊂ ∂MSW are homeomorphisms; see also Proposition 5.11.
Proposition 5.2. Assume the situation of Proposition 5.1. For p ∈ P, set
X0 ≔W
k+1,p
Γ(S) ⊕W k,pΩ1(M, gP ) ⊕W
k,p
Ω
0(M, gP )
and Y ≔W k,pΓ(S) ⊕W k+1,pΩ1(M, gP ) ⊕W
k+1,p
Ω
0(M, gP ) ⊕ R,
and define a linear map Lp,0 : X0 → Y , a quadratic map Qp,0 : X0 → Y , and ep,0 ∈ Y by
Lp,0 ≔
©­­­«
− /DA0 −γ¯ (·)Φ0 −ρ(·)Φ0
−2 ∗ µ(Φ0, ·) 0 0
−ρ∗(·Φ∗0) 0 0
2〈·,Φ0〉L2 0 0
ª®®®¬ ,
Qp,0(ϕ,a, ξ ) ≔
©­­­«
−γ¯ (a)ϕ
− ∗ µ(ϕ)
0
‖ϕ ‖2
L2
ª®®®¬ , and ep,0 ≔
©­­­«
− /DA0Φ0
−µ(Φ0)
0
‖Φ0‖
2
L2
− 1
ª®®®¬ ,
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respectively.6
There exist a neighborhoodU of p0 ∈ P and σ > 0, such that, for every p ∈ U and cˆ = (ϕ,a, ξ ) ∈
Bσ (0) ⊂ X0, we have
(5.3) Lp,0cˆ +Qp,0(cˆ) + ep,0 = 0
if and only if ξ = 0 and (Φ,A) = (Φ0 + ϕ,A0 + a) satisfies
(5.4) /DAΦ = 0 and µ(Φ) = 0
as well as
‖Φ‖L2 = 1 and ρ
∗(ΦΦ∗0) = 0.
Remark 5.5. The above proposition engages in the following abuse of notation. If A0 ∈ AB(Q)
and B ′ ∈ A(R), then b = B ′ − B ∈ Ω1(M, gR ). Since Lie(K) = Lie(G)
⊥ ⊂ Lie(H ) we have a map
Ω
1(M, gR ) → Ω
1(M, gQ ) and can identifyA0 ∈ AB(Q) with “A0” = A0 + b ∈ AB′(Q).
Together with (the argument from the proof of) Proposition 4.6 we obtain the following.
Corollary 5.6. Assume the situation of Proposition 5.1. WithU ⊂ P and σ > 0 as in Proposition 5.2,
the map
{(p, cˆ) ∈ U × Bσ (0) satisfying (5.3)} → ∂MSW
defined by
(p,ϕ,a, ξ ) 7→ (p, [(Φ0 + ϕ,A0 + a)])
is a homeomorphism onto a neighborhood of [c0].
Proof of Proposition 5.2. If cˆ = (ϕ,a, ξ ) satisfies (5.3), then Φ = Φ0 + ϕ and A = A0 + a satisfy
/DAΦ + ρ(ξ )Φ0 = 0, µ(Φ) = 0, and ρ
∗(ϕΦ∗0) = 0.
Hence, by Proposition B.4,
0 = dAµ(Φ) = −ρ( /DAΦΦ
∗) = ρ∗(ρ(ξ )Φ0(Φ0 + ϕ)) = R
∗
Φ0
RΦ0ξ +O(|ξ | |ϕ |)
with
RΦ0 ≔ ρ(·)Φ0.
Since Φ0 is regular, RΦ0 is injective, and it follows that ξ = 0 if |ϕ | . σ ≪ 1 and p is sufficiently
close to p0. 
6The term ep,0 vanishes for p = p0.
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Proof of Proposition 5.1. Denote by ι : coker(dF)s0  coker /DH → Γ(H) the inclusion of the L
2
orthogonal complement of im /DH. Denote by π0 : Γ(H) → I∂ the L
2 orthogonal projection onto
I∂ = ker(dF)s0 ∩ (vˆ ◦ s)
⊥ ⊂ ker /DH  ker(dF)s0 . Define
/¯DH : coker(dF)s0 ⊕ Γ(H) → I∂ ⊕ R ⊕ Γ(H)
by
/¯DH ≔
©­«
0 π0
0 −2〈·,Φ0〉L2
ι /DH
ª®¬ .
Set
X¯0 ≔ coker(dF)s0 ⊕W
k+1,p
Γ(H)
⊕W k+1,pΓ(N)
⊕W k,pΩ1(M, gP ) ⊕W
k,p
Ω
0(M, gP ) and
Y¯ ≔ I∂ ⊕ R ⊕W
k,p
Γ(H)
⊕W k,pΓ(N)
⊕W k+1,pΩ1(M, gP ) ⊕W
k+1,p
Ω
0(M, gP ).
(5.7)
Define the operator L¯p,0 : X¯0 → Y¯ by
(5.8) L¯p,0 ≔
©­«
− /¯DH γ II
∗ 0
−γ II − /DN −a 0
0 −a∗ 0
ª®¬
with a : Ω1(M, gP ) ⊕ Ω
0(M, gP ) → Γ(N) defined by
a(a, ξ ) ≔ γ¯ (a)Φ0 + ρ(ξ )Φ.
The operator /¯DH is invertible because (
π0
−2〈·,Φ0〉L2
)
is essentially the L2 orthogonal projection onto ker /DH. It can be verified by a direct computation
that L¯p0,0 is invertible and its inverse is given by
(5.9)
©­­«
− /¯D
−1
H 0 − /¯D
−1
H γ II
∗(a∗)−1
0 0 −(a∗)−1
a−1γ II /¯D
−1
H −a
−1 a−1 /DN(a
∗)−1 + a−1γ II /¯D
−1
H γ II
∗(a∗)−1
ª®®¬ .
After possibly shrinkingU , we can assume that L¯p,0 is invertible for every p ∈ U .
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Since Qp,0 is a quadratic map and
‖Qp,0(ϕ,a, ξ )‖Y = ‖γ¯ (a)ϕ ‖W k,p + ‖µ(ϕ)‖W k+1,p + ‖ϕ ‖
2
L2
. ‖a‖W k,p ‖ϕ ‖W k+1,p + ‖ϕ ‖
2
W k+1,p
,
(5.10)
Qp,0 satisfies (3.12); hence, we can apply Lemma 3.11 to complete the proof. 
In the following regularity result, we decorateX0 andY with superscripts indicating the choice
of the differentiability and integrability parameters k and p.
Proposition 5.11. Assume the situation of Proposition 5.1. For each k, ℓ ∈ N and p,q ∈ (1,∞) with
(k + 1)p > 3, ℓ > k , and q > p, there are constants c,σ > 0 and an open neighborhood U of p0 inP
such that if p ∈ U and cˆ ∈ Bσ (0) ⊂ X
k,p
0 is solution of
Lp,0cˆ +Qp,0(cˆ) + ep,0 = 0,
then cˆ ∈ X
ℓ,q
0 and ‖cˆ‖X ℓ,q0
6 c‖cˆ‖
X
k,p
0
.
Proof. Provided U is a sufficiently small neighborhood of p0 and 0 < σ ≪ 1, it follows from
Banach’s Fixed Point Theorem that (0, cˆ) is the unique solution in Bσ (0) ⊂ X¯
k,p of
L¯p,0(0, cˆ) +Qp,0(cˆ) + ep,0 =
(
π cˆ
0
)
,
and that there exists a (o, dˆ) ∈ Bσ (0) ⊂ X¯
ℓ,q such that
L¯p,0(o, dˆ) +Qp,0(dˆ) + ep,0 =
(
π cˆ
0
)
.
Since X¯ ℓ,q ⊂ X¯k,p and ‖(o, dˆ)‖X¯ k,p 6 ‖(o, dˆ)‖X¯ ℓ,q 6 σ , it follows that (o, dˆ) = (0, cˆ) and thus
cˆ ∈ X¯ ℓ,q and ‖cˆ‖X ℓ,q 6 σ . From this it follows easily that ‖cˆ‖X ℓ,q 6 c‖cˆ‖X k,p . 
6 Deformation theory around ε = 0
In this section we will prove Theorem 2.29, whose hypotheses we will assume throughout.
Fix k ∈ N and p ∈ (1,∞) with (k + 1)p > 3. Let
M
k,p
SW
=
{
(p, ε, [(Φ,A)]) ∈ P × R+ ×
W k+1,pΓ(S) ×W k+2,pA(P)
W k+3,pG(P)
: (ε,Φ,A) satisfies (2.21)
}
.
For ℓ ∈ N and q ∈ (1,∞) with ℓ > k and q > p, the inclusions M
ℓ,q
SW ⊂ M
k,p
SW ⊂ MSW are
homeomorphisms; see also Proposition 6.12.
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6.1 Reduction to a slice
Proposition 6.1. Let c0 = (Φ0,A0) ∈ Γ(S
reg) ×A(P) and p0 ∈ P. For p ∈ P, set
Xε ≔W
k+1,p
Γ(S) ⊕W k+2,pΩ1(M, gP ) ⊕W
k+2,p
Ω
0(M, gP )
and
‖(ϕ,a, ξ )‖Xε ≔ ‖ϕ ‖W k+1,p + ‖(a, ξ )‖W k,p + ε ‖∇
k+1(a, ξ )‖Lp + ε
2‖∇k+2(a, ξ )‖Lp .
There exist a neighborhood U of p0 ∈ P and constants σ , ε0, c > 0 such that the following holds. If
p ∈ U , cˆ = (ϕ,a) ∈ Xε , and ε ∈ (0, ε0] are such that
‖cˆ‖Xε < σ ,
then there exists aW k+3,p gauge transformation д such that (ϕ˜, a˜) = д(c0 + cˆ) − c0 satisfies
‖(ϕ˜, a˜)‖Xε < cσ ,
and
(6.2) ε2d∗A0Ba˜ − ρ
∗(ϕ˜Φ∗0) = 0.
Proof. To construct д, note that for д = eξ with ξ ∈W k+3,pΩ0(M, gP ) we have
ϕ˜ = ρ(ξ )Φ0 + ρ(ξ )ϕ +m(ξ ) and a˜ = a − dA0ξ − [a, ξ ] + n(ξ ).
Here n andm denote expressions which are algebraic and at least quadratic in ξ . The gauge fixing
condition (6.2) can thus be written as
lεξ + dεξ + qε (ξ ) + eε = 0.
with
lε ≔ ε
2
∆A0B + R
∗
Φ0
RΦ0 , dε ≔ ε
2d∗A0B[a, ·] + ρ
∗(ρ(·)ϕΦ∗0),
qε (ξ ) ≔ ε
2d∗A0Bn(ξ ) + ρ
∗(m(ξ )Φ∗0), eε ≔ −ε
2d∗A0Ba − ρ
∗(ϕΦ0).
Denote byGε the Banach spaceW
k+3,p
Ω
0(M, gP ) equipped with the norm
(6.3) ‖ξ ‖Gε ≔ ‖ξ ‖W k+1 + ε ‖∇
k+2ξ ‖Lp + ε
2‖∇k+3ξ ‖Lp .
Since Φ0 is regular, the operator R
∗
Φ0
RΦ0 is positive definite; hence, for ε ≪ 1, the operator
lε : Gε →W
k+1,p
Ω
0(M, gP )
is invertible and ‖l−1ε ‖L(Gε ,W k+1,p ) is bounded independent of ε . Since
‖dε ‖L(Gε ,W k+1,p ) . σ ≪ 1,
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lε + dε : Gε → W
k+1,p
Ω
0(M, gP ) will also be invertible with inverse bounded independent of ε
and σ . Since the non-linearity qε : Gε → W
k+1,p
Ω
0(M, gP ) satisfies (3.12) and ‖eε ‖ . σ ≪ 1,
it follows from Banach’s Fixed Point Theorem that, for a suitable c > 0, there exists a unique
solution ξ ∈ Bcσ (0) ⊂ Gε to (6.3). This proves the existence of the desired gauge transformation,
and local uniqueness. Global uniqueness follows by an argument by contradiction, cf. [DK90,
Proposition 4.2.9]. 
Proposition 6.4. Let c0 = (Φ0,A0) be a lift of a Fueter section s0 ∈ Γ(X) for p0 ∈ P. Fix ε > 0 and
p ∈ P. Define a linear map Lp,ε : Xε → Y and a quadratic map Qp,ε : X0 → Y by
Lp,ε ≔
©­­­«
− /DA0 −γ (·)Φ0 −ρ(·)Φ0
−2 ∗ µ(Φ0, ·) ∗ε
2dA0 ε
2dA0
−ρ∗(·Φ∗0) ε
2d∗A0 0
2〈Φ0, ·〉L2 0 0
ª®®®¬ and
Qp,ε (ϕ,a, ξ ) ≔
©­­­«
−γ¯ (a)ϕ
1
2
ε2 ∗ [a ∧ a] − ∗µ(ϕ)
0
‖ϕ ‖2
L2
ª®®®¬ ,
respectively. With ep,0 as in Proposition 5.2 set
ep,ε ≔ ep,0 + ε
2(0, ∗ϖFA0 , 0).
There exist a neighborhood U of p0 ∈ P and σ > 0 such that cˆ = (ϕ,a, ξ ) ∈ Bσ (0) ⊂ Xε satisfies
(6.5) Lp,ε cˆ +Qp,ε (cˆ) + ep,ε = 0
if and only if ξ = 0, (A,Φ) = (A0 + a,Φ0 + ϕ) satisfies
/DAΦ = 0, ε
2ϖFA = µ(Φ), and ‖Φ‖L2 = 1,
and
(6.6) ε2d∗A0a − ρ
∗(ϕΦ∗0) = 0.
Proof. We only need to show that ξ vanishes, but this follows from the same argument as in the
proof of Proposition 5.2 because dAFA = 0. 
Corollary 6.7. There exist ε,σ > 0 such the map
{(p, ε,ϕ,a, ξ ) ∈ P ×U × (0, ε0) × Bσ (0) satisfying (6.5)} → MSW
defined by
(p, ε,ϕ,a, ξ ) 7→ (p, ε, [(Φ0 + ϕ,A0 + a)])
is a homeomorphism onto the intersection ofMSW with a neighborhood of ([c0], p0, 0) inMSW.
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6.2 Inverting L¯p,ε
Define the Banach space (X¯ε , ‖·‖X¯ε ) by
X¯ε ≔ coker(dF)s0 ⊕W
k+1,p
Γ(S) ⊕W k+2,pΩ1(M, gP ) ⊕W
k+2,p
Ω
0(M, gP )
with norm
‖(o, cˆ)‖X¯ε ≔ |o | + ‖cˆ‖Xε ,
and the Banach space (Y¯ , ‖·‖Y¯ ) by
Y¯ ≔ I∂ ⊕ R ⊕W
k,p
Γ(S) ⊕W k+1,pΩ1(M, gP ) ⊕W
k+1,p
Ω
0(M, gP )
with the obvious norm. Let /¯DH : coker(dF)s0 ⊕W
k+1,p
Γ(S) → I∂ ⊕ R ⊕W
k,p
Γ(S) be as in the
Proof of Proposition 5.1. Define L¯p,ε : X¯ε → Y¯ by
(6.8) L¯p,ε ≔
©­«
− /¯DH γ II
∗ 0
−γ II − /DN −a
0 −a∗ ε2δA0
ª®¬
with
δA0 ≔
(
∗dA0 dA0
d∗A0 0
)
.
Proposition 6.9. There exist ε0, c > 0, and a neighborhoodU of p0 ∈ P such that, for all p ∈ U and
ε ∈ (0, ε0], L¯p,ε : X¯ε → Y¯ is invertible, and
L¯−1p,ε 6 c.
The proof of this result relies on the following two observations.
Proposition 6.10. For i = 1, 2, 3, let Vi andWi be Banach spaces, and set
V ≔
3⊕
i=1
Vi and W ≔
3⊕
i=1
Wi .
Let L : V →W be a bounded linear operator of the form
L =
©­«
D1 B+ 0
B− D2 A+
0 A− D3
ª®¬ .
If the operators
D1 : V1 →W1,
A− : V2 →W3, and
Z ≔ A+ − (D2 − B−D
−1
1 B+)A
−1
− D3 : V3 →W2
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are invertible, then there exists a bounded linear operator R : W → V such that
RL = idW .
Moreover, the operator norm ‖R‖ is bounded by a constant depending only on ‖L‖, ‖D−11 ‖, ‖A
−1
− ‖,
and ‖Z−1‖.
Proposition 6.11. There exist ε0, c > 0 such that for ε ∈ (0, ε0], the linear map
zε ≔ a + ε
2
(
/DN + γ II /D
−1
H γ II
∗
)
(a∗)−1δA0 : W
k+2,p
Ω
1(M, gP ) ⊕W
k+2,p
Ω
0(M, gP ) →W
k,p
Γ(N)
is invertible, and
‖z−1ε (a, ξ )‖W k,p + ε ‖∇
k+1z−1ε (a, ξ )‖Lp + ε
2‖∇k+2z−1ε (a, ξ )‖Lp 6 c‖(a, ξ )‖W k,p .
Proof of Proposition 6.9. It suffices to prove the result for p = p0, for then it follows for p close to
p0.
Recall that
X¯ε = coker(dF)s0 ⊕W
k+1,p
Γ(H)
⊕W k+1,pΓ(N)
⊕W k+2,pΩ1(M, gP ) ⊕W
k+2,p
Ω
0(M, gP ),
Y¯ = I∂ ⊕ R ⊕W
k,p
Γ(H)
⊕W k,pΓ(N)
⊕W k+1,pΩ1(M, gP ) ⊕W
k+1,p
Ω
0(M, gP ),
and L¯p0,ε can be written as ©­«
− /¯DH γ II
∗ 0
−γ II − /DN −a
0 −a∗ ε2δA0
ª®¬
with
δA0 =
(
∗dA0 dA0
d∗A0 0
)
.
The operators /¯DH : coker(dF)s0 ⊕W
k+1,p
Γ(H) → I∂ ⊕ R ⊕W
k,p
Γ(H) and a∗ : W k+1,pΓ(N) →
W k+1,pΩ1(M, gP ) ⊕W
k+1,p
Ω
0(M, gP ) both are invertible with uniformly bounded inverses, and
by Proposition 6.11 the same holds for zε , provided ε ≪ 1. Thus, according to Proposition 6.10,
L¯p0,ε has a left inverse Rε : Y¯0 → X¯ε whose norm can be bounded independent of ε .
To see that Rε is also a right inverse, observe that Lp0,ε is a formally self-adjoint elliptic opera-
tor and, hence, Lp0,ε : Xε → Y is Fredholm of index zero. Consequently, L¯p0,ε is Fredholm of index
zero. The existence of Rε shows that ker L¯p0,ε = 0 and thus coker L¯p0,ε = 0. By the Open Mapping
Theorem, L¯p0,ε has an inverse L¯
−1
p0,ε
. It must agree with Rε since Rε = Rε L¯p0,ε L¯
−1
p0,ε
= L¯−1p0,ε . 
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Proof of Proposition 6.10. The left inverse of L can be found by Gauss elimination [Str16, Chapter
2]. The formula found in this way is rather unwieldy; fortunately, however, the precise formula
is not needed.
Step 1. Set
E ≔ (D2 − B−D
−1
1 B+)A
−1
− : W3 →W2
The linear map P : W → V defined by
P ≔
©­«
D−11 0 0
0 0 A−1−
−Z−1B−D
−1
1 Z
−1 −Z−1E
ª®¬
satisfies
PL =
©­«
idV1 D
−1
1 B+ 0
0 idV2 A
−1
− D3
0 0 idV3 .
ª®¬ .
Moreover, ‖P ‖ and ‖PL‖ are bounded by a constant depending only ‖L‖, ‖D−11 ‖, ‖A
−1
− ‖, and ‖Z
−1‖.
This can be verified directly; alternatively, one can check that a sequence of row operations
transforms the augmented matrix (L | id) as follows:
©­«
D1 B+ 0 idW1 0 0
B− D2 A+ 0 idW2 0
0 A− D3 0 0 idW3
ª®¬
{
©­«
idV1 D
−1
1 B+ 0 D
−1
1 0 0
B− D2 A+ 0 idW2 0
0 idV2 A
−1
− D3 0 0 A
−1
−
ª®¬
{
©­«
idV1 D
−1
1 B+ 0 D
−1
1 0 0
0 idV2 A
−1
− D3 0 0 A
−1
−
B− D2 A+ 0 idW2 0
ª®¬
{
©­«
idV1 D
−1
1 B+ 0 D
−1
1 0 0
0 idV2 A
−1
− D3 0 0 A
−1
−
0 D2 − B−D
−1
1 B+ A+ −B−D
−1
1 idW2 0
ª®¬
{
©­«
idV1 D
−1
1 B+ 0 D
−1
1 0 0
0 idV2 A
−1
− D3 0 0 A
−1
−
0 0 Z −B−D
−1
1 idW2 −E
ª®¬
{
©­«
idV1 D
−1
1 B+ 0 D
−1
1 0 0
0 idV2 A
−1
− D3 0 0 A
−1
−
0 0 idV3 −Z
−1B−D
−1
1 Z
−1 −Z−1E
ª®¬ .
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Step 2. The inverse of PL is
(PL)−1 =
©­«
idV1 −D
−1
1 B+ D
−1
1 B+A
−1
− D3
0 idV2 −A
−1
− D3
0 0 idV3 .
ª®¬ .
Hence, R ≔ (PL)−1P is the desired left inverse.
It can be verified directly that the above expression gives the inverse of PL. 
Proof of Proposition 6.11. It suffices to show that the linearmaps z˜ε ≔ a
∗zε are uniformly invertible.
A short computation using Proposition B.4 shows that
z˜ε = ε
2δ 2A0 + a
∗a + ε2e
where e is a zeroth order operator which factors throughW k+1,p →W k+1,p . Since Φ0 is regular,
a∗a is positive definite and, hence, for ε ≪ 1, a∗a + ε2δ 2A0 is uniformly invertible. Since ε ≪ 1, ε
2e
is a small perturbation of order ε and thus z˜ε is uniformly invertible. 
The above analysis yields the following regularity result, in which we decorateXε and Y with
superscripts indicating the choice of the differentiability and integrability parameters k and p.
The proof is almost identical to that of Proposition 5.11, and will be omitted.
Proposition 6.12. For each k, ℓ ∈ N and p,q ∈ (1,∞) with (k + 1)p > 3, ℓ > k , and q > p, there
are constants c,σ , ε0 > 0 and an open neighborhoodU of p0 inP such that if ε ∈ (0, ε0], p ∈ U , and
cˆ ∈ Bσ (0) ⊂ X
k,p
ε is solution of
Lp,ε cˆ +Qp,ε (cˆ) + ep,ε = 0,
then cˆ ∈ X
ℓ,q
ε and ‖cˆ‖X ℓ,qε
6 c‖cˆ‖
X
k,p
ε
.
6.3 Proof of Theorem 2.29
Since Qp,ε is quadratic and
‖Qp,ε (ϕ,a, ξ )‖Y 6 ‖γ¯ (a)ϕ ‖W k,p + ε
2‖[a ∧ a]‖W k+1,p + ‖µ(ϕ)‖W k+1,p + ‖ϕ ‖
2
L2
. ‖a‖W k,p ‖ϕ ‖W k+1,p
+
(
‖a‖W k,p + ε ‖∇
k+1a‖Lp + ε
2‖∇k+2a‖Lp
)2
+ ‖ϕ ‖2
W k+1,p
,
Qp,ε satisfies (3.12), and because of Proposition 6.9 we can apply Lemma 3.11 to construct a smooth
map ob◦ : U × (0, ε0) ×I∂ → coker(dF)s0 and a map x◦ : ob
−1(0) → MSW which is a homeomor-
phism onto the intersection ofMSW with a neighborhood of [(A0,Φ0)]. (There is a slight caveat
in the application of Lemma 3.11: the Banach space Xε does depend on p and ε and Y depends on
p. The dependence, however, is mostly harmless as different values of p and ε lead to naturally
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isomorphic Banach spaces.) For what follows it will be important to know that maps ob◦ and x◦
are uniquely characterized as follows: for p in the open neighborhoodU of p0 ∈ P, d in the open
neighborhoodI∂ of 0 ∈ I∂ , and ε ∈ (0, ε0), there is a unique solution c¯ = c¯(p, ε,d) ∈ Bσ (0) ⊂ X¯ε
of
(6.13) L¯p,ε c¯ +Qp,ε (c¯) + ep,ε = d ∈ I∂ ⊂ Y¯ ;
ob◦(p, ε,d) is the component of c¯(p, ε,d) in coker(dF)s0 and if ob◦(p, ε,d) = 0 and cˆ denotes the
component of c(p, ε,d) in Xε , then x◦(p, ε,d) = c0 + cˆ. (Similar, setting ε = 0 yields ob∂ and x∂ .)
We define ob : U × [0, ε0) ×I∂ → coker(dF)s0 by
ob(·, ε, ·) =
{
ob◦(·, ε, ·) for ε ∈ (0, ε0)
ob∂(·, ·) for ε = 0,
and x : ob−1(0) → MSW by
x(·, ε, ·) =
{
x◦(·, ε, ·) for ε ∈ (0, ε0)
x∂(·, ·) for ε = 0.
In order to prove Theorem 2.29 we need to understand the regularity of ob near ε = 0; in other
words: we need to understand how ob◦ and ob∂ fit together.
Let k ∈ N and p ∈ (1,∞) be the differentiability and integrability parameters used in the
definition of X¯ε . If necessary, shrinkU andI∂ and decrease σ so that the proof of Proposition 5.1
goes through and Proposition 5.2 holds with differentiability parameterk+2r +2 and integrability
parameter p. Observe that X¯
k+2,p
0 ⊂ X¯ε and the norm of the inclusion can be bounded by a
constant independent of ε .
Proposition 6.14. For every (p,d) ∈ U×I∂ , there are c¯0(p,d) ∈ X¯
k+2r+2,p
0 and cˆi (p,d) ∈ X¯
k+2(r−i)+2,p
0
(for i = 1, . . . , r ) depending smoothly on p and d , such that, form,n ∈ N withm + n 6 2r ,
c˜(p, ε,d) ≔ c¯0 +
r∑
i=1
ε2i cˆi
satisfies
(6.15)
∇mU×I∂∂nε (c¯(p, ε,d) − c˜(p, ε,d))X¯ε = O(ε2k+2−n).
Proof. We construct c˜ by expanding (6.13) in ε2. To this end we write
L¯p,ε = L¯p,0 + ε
2
ℓp, Qp,ε ,= Qp,0 + ε
2qp, and ep,ε = ep,0 + ε
2eˆp,
with
ℓp ≔
©­«
0
0
δA0
ª®¬ , qp(ϕ,a, ξ ) ≔ ©­«
0
0
1
2 ∗ [a ∧ a]
ª®¬ , and eˆp ≔ ©­«
0
0
∗ϖFA0
ª®¬ .
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Observe that ℓp : X¯
ℓ,p
0 → Y¯
ℓ−2,p is a bounded linear map and qp : X¯
ℓ,p
0 → Y¯
ℓ−2,p is a bounded
quadratic map.
Step 1. Construction of c¯0 and cˆi .
By Banach’s Fixed Point Theorem, there is a unique solution c¯0 ∈ Bσ (0) ⊂ X¯
k+2r+2,p
0 of
L¯p,0c¯0 +Qp,0(c¯0) + ep,0 = d ∈ I∂ ⊂ Y¯
k+2r+2
.
Moreover, c¯0 actually lies in Bσ/2(0) ⊂ X¯
k+2r+2,p
0 providedU andI∂ have been chosen sufficiently
small. We have
L¯p,ε c¯0 +Qp,0(c¯ε ) + ep,ε − d = ε
2r0(p,d) ∈ Y¯
k+2(r−1)+2,p
.
with
r0(p,d) ≔ ℓpc¯0 + qp(c¯0) + eˆp.
Since σ ≪ 1, the operator L¯p,0 + 2Qp,0(c¯0, ·) : X¯
k+2(r−i)+2,p
0 → Y¯
k+2(r−i)+2,p
0 is invertible for i =
1, . . . , r .7 Recursively define ri (p,d) ∈ Y¯
k+2(r−i−1)+2,p by
ε2i+2ri ≔ L¯p,ε c¯
i
ε +Qp,0(c¯
i
ε ) + ep,ε − d
with
c˜(ε, p,d) ≔ c¯0 + ε
2cˆ1 + · · · + ε
2i cˆi ,
and define cˆi+1 ∈ X¯
k+2(r−i−1)+2
0 to be the unique solution of
L¯p,0cˆi+1 + 2Qp,0(c¯0, cˆi+1) = ri .
Clearly, c¯0, cˆ1, . . . , cˆr depend smoothly on p and d .
Step 2. We prove (6.15).
We have
(6.16) L¯p,ε c¯ε +Qp,ε (c¯ε ) − L¯p,ε c˜ −Qp,ε (c˜) = −ε
2k+2r
with r = rr as in the previous step. Both c¯ and c˜ are small in X¯ε ; hence, it follows that
‖c¯ − c˜‖X¯ε = O(ε
2k+2).
To obtain estimates for the derivatives of c¯− c˜, we differentiate (6.16) and obtain an identity whose
left-hand side is
L¯p,0∇
m
∂
n
ε (c¯ − c˜) + 2Qp,0
(
c¯,∇m∂nε (c¯ − c˜)
)
+ 2Qp,0
(
c¯ − c˜,∇m∂nε c˜
)
and whose right-hand side can be controlled in terms of the lower order derivatives of dˆkε . This
gives the asserted estimates. 
7Here we engage in the slight abuse of notation to use the same notation for a bilinear map and its associated
quadratic form.
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From Proposition 6.14 it follows that x is a homeomorphism onto its image and that the esti-
mate in Theorem 2.29(1) holds with ôbi denoting the component of cˆi in coker(dF)s0 . This expan-
sion implies that ob is C2r−1 up to ε = 0. 
7 Proof of Theorem 2.31
The first part of Theorem 2.31 follows directly from Theorem 2.29, since in this situation
ob(ε, t) = Ûλ(0) · t +O(t2) +O(ε2)
because ob∂(t) = Ûλ(0) · t +O(t
2). The second part requires a more detailed analysis to show that
ob(ε, t) = Ûλ(0) · t − δε4 +O(t2) +O(ε6).
To establish the above expansion of ob, we solve
L¯ε (oε , cˆ) +Qε (cˆ) +
©­­­«
0
0
ε2 ∗ϖFA0
0
ª®®®¬ = 0
by formally expanding in ε2. Inspection of (5.9) shows that the obstruction to being able to solve
L0cˆ = (ψ ,b,η) is
−π
(
ψ + γ II(a∗)−1(b,η)
)
where π denotes the L2–orthogonal projection onto ker /DH. In the case at hand, ker /DH = R〈Φ0〉,
and we have
〈Φ0,γ II
∗(a∗)−1(b,η)〉L2 =
3∑
i=1
〈Φ0,γ (ei )∇ei (a
∗)−1(b,η)〉L2
=
3∑
i=1
〈γ (ei )∇eiΦ0, (a
∗)−1(b,η)〉L2 = 0
since a : Ω1(M, gP ) ⊕ Ω
0(M, gP ) → Γ(N) and thus (a
∗)−1 also maps to Γ(N). Thus the obstruction
reduces to
−〈Φ0,ψ 〉L2 .
By (5.9), the solution to L0(ϕ,a, ξ ) = (0, ∗ϖFA0 , 0) is
ϕ = − /D
−1
H γ II
∗χ − χ , and
(a, ξ ) = a−1 /DNχ + a
−1γ II /D
−1
H γ II
∗χ
(7.1)
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with
(7.2) χ ≔ (a∗)−1 ∗ϖFA0 .
Setting cˆ0 ≔ ε
2(ϕ,a, ξ ), we have
ε4dˆ1 ≔ L¯ε (0, cˆ0) +Qε (cˆ0) + (0, 0, ε
2 ∗ϖFA0 , 0) = O(ε
4).
The component of dˆ1 in Γ(S) is
−γ¯ (a)ϕ .
Using γ¯ (a)Φ0 ∈ Γ(N) and ρ(gP )Φ ⊥ χ , we find that the obstruction to being able to solve
L0(ϕ1,a1, ξ1) = dˆ1 is
o ≔ 〈Φ0, γ¯ (a)ϕ〉L2 = 〈γ¯ (a)Φ0,ϕ〉L2
= −〈γ¯ (a)Φ0, χ 〉L2
= −〈a(a, ξ ), χ 〉L2
= −〈 /DNχ + γ II /D
−1
H γ II
∗χ , χ 〉L2
= −〈 /DNχ , χ 〉L2 + 〈 /D
−1
H γ II
∗χ ,γ II∗χ 〉L2 .
Comparing this with
〈 /DA0ϕ,ϕ〉L2 = 〈 /DA0 /D
−1
H γ II
∗χ + /DA0χ , /D
−1
H γ II
∗χ + χ 〉L2
= 〈( /DH + γ II) /D
−1
H γ II
∗χ + ( /DN − γ II
∗)χ , /D
−1
H γ II
∗χ + χ 〉L2
= 〈γ II∗χ , /D
−1
H γ II
∗χ 〉L2 + 〈γ II /D
−1
H γ II
∗
, χ 〉L2
+ 〈 /DNχ , χ 〉L2 − 〈γ II
∗χ , /D
−1
H γ II
∗χ 〉L2
= −〈 /D
−1
H γ II
∗
,γ II∗χ 〉L2 + 〈 /DNχ , χ 〉L2
= −o
completes the proof. 
A Examples of Seiberg–Witten equations
Example A.1. Let G = U(n) and S = H ⊗C C
n , where the complex structure on H is given by
right-multiplication by i. Let ρ : U(n) → Sp(H ⊗C C
n) be induced from the standard represen-
tation of U(n). The corresponding Seiberg–Witten equation is the U(n)–monopole equation in
dimension three. The closely related PU(2)–monopole equation on 4–manifolds plays a crucial
role in Pidstrigach and Tyurin’s approach to proving Witten’s conjecture relating Donaldson and
Seiberg–Witten invariants; see, e.g., [PT95; FL98; Tel00].
In this example as well as in Example 2.15, we have µ−1(0) = {0}.
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Example A.2. Let G be a compact Lie group, g = Lie(G), and fix an Ad–invariant inner product
on g. S ≔ H ⊗R g is a quaternionic Hermitian vector space, and ρ : G → Sp(S) induced by the
adjoint action is a quaternionic representation. The moment map µ : H ⊗R g → (ImH ⊗ g)
∗ is
given by
µ(ξ ) =
1
2
[ξ , ξ ]
= ([ξ2, ξ3] + [ξ0, ξ1]) ⊗ i + ([ξ3, ξ1] + [ξ0, ξ2]) ⊗ j + ([ξ1, ξ2] + [ξ0, ξ3]) ⊗ k
for ξ = ξ0⊗1+ξ1⊗i+ξ2⊗ j+ξ3⊗k ∈ H⊗Rg. SetH ≔ Sp(1)×G and extend the above quaternionic
representation ofG to H by declaring that q ∈ Sp(1) acts by right-multiplication with q∗.
Taking Q to be the product of the chosen spin structure s with a principal G–bundle, and
choosing B such that it induces the spin connection on s, (2.14) becomes
d∗Aa = 0,
∗dAa + dAξ = 0, and
FA =
1
2
[a ∧ a] + ∗[ξ ,a].
for ξ ∈ Γ(gP ), a ∈ Ω
1(M, gP ) and A ∈ A(P). If M is closed, then integration by parts shows
that every solution of this equation satisfies dAξ = 0 and [ξ ,a] = 0; hence, A + ia defines a flat
GC–connection. HereGC denotes the complexification ofG.
In the above situation, we have µ−1(0)/G  (H ⊗ t)/W where t is a the Lie algebra of a
maximal torus T ⊂ G andW = NG (T )/T is the Weyl group ofG. However, since each ξ ∈ µ
−1(0)
has stabilizer conjugate to T , we have µ−1(0) ∩ S reg = , and the hyperkähler quotient S reg//G is
empty.
ExampleA.3. Themotivating example for us is the (r ,k)ADHMSeiberg–Witten equation, which
we expect to play in important role in gauge theory onG2–manifolds,8 and which arises from
S = HomC(C
r
,H ⊗C C
k ) ⊕ H∗ ⊗R u(k)
with
G = U(k) ⊳H = SU(r ) × Sp(1) × U(k)
where SU(r ) acts on Cr in the obvious way, U(k) acts on Ck in the obvious way and on u(k) by
the adjoint representation, and Sp(1) acts on the first copy of H trivially and on the second copy
by right-multiplication with the conjugate. Accoding to Atiyah, Hitchin, Drinfeld, and Manin
[AHDM78], if r > 2, then S reg//G is the moduli space of framed SU(r ) ASD instantons of charge
k on R4, and µ−1(0)/G is its Uhlenbeck compactification, If r = 1, then µ−1(0) ∩ S reg = , and
µ−1(0)/G = Symk H ≔ Hk/Sk by Nakajima [Nak99, Example 3.14].
8More precisely, we expect solutions of the (r ,k) ADHM Seiberg–Witten equation to play a role in counter-acting
the bubbling phenomenon along associative submanifolds discussed in [DS11; Wal17b]; see also [Hay17].
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B Useful identities involving µ
This appendix summarizes and proves a few useful identities regarding µ, some of which are used
in this article.
Proposition B.1. For ξ ∈ Ω0(M, gP ), a ∈ Ω
1(M, gP ), and ϕ,ψ ∈ Γ(S), we have
(B.2) [ξ , µ(ϕ,ψ )] = µ(ϕ, ρ(ξ )ψ ) + µ(ψ , ρ(ξ )ϕ),
and for a ∈ Ω1(M, gP ) and ϕ,ψ ∈ Γ(S), we have
(B.3) 2[a ∧ µ(ϕ,ψ )] = − ∗ ρ∗ ((γ¯ (a)ϕ)ψ ∗) − ∗ρ∗ ((γ¯ (a)ψ )ϕ∗) .
Proof. For all a ∈ Ω1(M, gP ), we have
2〈[ξ , µ(ϕ,ψ ))], ∗a〉 = 〈µ(ϕ,ψ ),− ∗ [ξ ,a]〉
= 〈ϕ,−γ¯ ([ξ ,a])ψ 〉
= −〈ϕ, ρ(ξ )γ¯ (a)ψ 〉 + 〈ϕ, γ¯ (a)ρ(ξ )ψ 〉
= 〈ρ(ξ )ϕ, γ¯ (a)ψ 〉 + 〈ϕ, γ¯ (a)ρ(ξ )ψ 〉
= 2〈µ(ϕ, ρ(ξ )ψ ), ∗a〉 + 2〈µ(ψ , ρ(ξ )ϕ), ∗a〉.
This proves the first identity. To prove the second identity, note that, for all η ∈ Ω0(M, gP ), we
have
2〈[a ∧ µ(ϕ,ψ )], ∗η〉 = 〈2µ(ϕ), ∗[η,a]〉
= 〈ϕ, γ¯ ([η,a])ψ 〉
= 〈ϕ, ρ(ξ )γ¯ (a)ψ 〉 − 〈ϕ, γ¯ (a)ρ(ξ )ψ 〉
= −〈ξ , ρ∗ ((γ¯ (a)ψ )ϕ∗)〉 − 〈ξ , ρ∗ ((γ¯ (a)ϕ)ψ ∗)〉. 
Proposition B.4. For all A ∈ A(Q) and ϕ,ψ ∈ Γ(S) we have
(B.5) dAµ(ϕ,ψ ) = − ∗
1
2
ρ∗
(
( /DAϕ)ψ
∗
+ ( /DAψ )ϕ
∗
)
and
d∗Aµ(ϕ,ψ ) = ∗µ( /DAϕ,ψ ) + ∗µ( /DAψ ,ϕ)
−
1
2
ρ∗ ((∇Aϕ)ψ
∗) −
1
2
ρ∗ ((∇Aψ )ϕ
∗) .
(B.6)
Proof. Fix a point x ∈ M , a positive local orthonormal frame (ei ) around x with (∇ei )(x) = 0,
and let ξ be a local section of gP defined in a neighborhood of x satisfying (∇ξ )(x) = 0. We set
∇Ai ≔ ∇
A
ei
.
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At the point x ∈ M , we compute with
〈dAµ(ϕ,ψ ), ∗ξ 〉 = −〈d
∗
A ∗ µ(ϕ,ψ )), ξ 〉
=
1
2
3∑
i=1
∇Ai 〈γ¯ (ξ ⊗ e
i )ϕ,ψ 〉
=
1
2
(
〈ρ(ξ ) /DAϕ,ψ 〉 + 〈ϕ, ρ(ξ ) /DAψ 〉
)
= −
1
2
〈ξ , ( /DAϕ)ψ
∗
+ ( /DAψ )ϕ
∗〉.
This proves the first identity. To prove the second identity, we compute
〈d∗Aµ(ϕ,ψ ), ξ 〉 = 〈∗ dA ∗ µ(ϕ,ψ ), ξ 〉
= ∗
1
2
3∑
i, j=1
∇Ai 〈γ¯ (ξ ⊗ e
j )ϕ,ψ 〉ei ∧ e j
= ∗
1
2
3∑
i, j=1
(
〈γ¯ (ξ ⊗ e j )∇Ai ϕ,ψ 〉 + 〈γ¯ (ξ ⊗ e
j )∇Ai ψ ,ϕ〉
)
ei ∧ e j
=
1
2
3∑
i, j,k=1
ε2i jk
(
〈ρ(ξ )γ (ek )γ (ei )∇Ai ϕ,ψ 〉
+ 〈ρ(ξ )γ (ek )γ (ei )∇Ai ψ ,ϕ〉
)
ek
=
1
2
3∑
k=1
(
〈γ¯ (ξ ⊗ ek ) /DAϕ,ψ 〉 + 〈γ¯ (ξ ⊗ e
k ) /DAψ ,ϕ〉
+ 〈ρ(ξ )∇Akϕ,ψ 〉 + 〈ρ(ξ )∇
A
kψ ,ϕ〉
)
ek
= 〈ξ , ∗µ( /DAϕ,ψ )〉 + 〈ξ , ∗µ( /DAϕ,ψ )〉
+
1
2
〈ρ(ξ )∇Aϕ,ψ 〉 +
1
2
〈ρ(ξ )∇Aψ ,ϕ〉. 
Proposition B.7. If (ε,Φ,A) ∈ (0,∞)× Γ(S) ×AB(Q) is a solution of (2.21) and RΦ(ξ ) = ρ(ξ )Φ, then
(d∗AdA + dAd
∗
A + ε
−2R∗
Φ
RΦ)µ(Φ) =
3∑
i, j=1
1
2
ρ∗
( (
(F Bi j + F
s
i j ) · Φ
)
Φ
∗
)
ei j
+ ρ∗
(
(∇Aj Φ)(∇
A
i Φ)
∗
)
ei j .
Here (e1, e2, e3) is local orthonormal frame, (e
1, e2, e3) is the dual coframe, F Bi j ≔ FB(ei , ej ), F
s
i j ≔
Fs(ei , ej ) with Fs denoting the curvature of the spin connection on s, and e
i j
≔ ei ∧ e j .
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Proof. We compute
dAρ
∗[(∇AΦ)Φ
∗] =
3∑
i, j=1
ρ∗[(∇Ai ∇
A
j Φ)Φ
∗]ei j + ρ∗[(∇Aj Φ)(∇
A
i Φ)
∗]ei j
=
3∑
i, j=1
1
2
ρ∗[(FAij · Φ)Φ
∗]ei j + ρ∗[(∇Aj Φ)(∇
A
i Φ)
∗]ei j .
Since
3∑
i, j=1
ρ∗[ρ(µ(Φ)i j )Φ)Φ]e
i j
= R∗
Φ
RΦµ(Φ),
the result now follows from Proposition B.4. 
C Proof of Proposition 3.2
For the reader’s convenience, we recall the definitions of the graded vector space L•,
L0 ≔ Ω0(M, gP ),
L1 ≔ Γ(S) ⊕ Ω1(M, gP ),
L2 ≔ Γ(S) ⊕ Ω2(M, gP ), and
L3 ≔ Ω3(M, gP ),
the graded Lie bracket J·, ·K,
Ja,bK ≔ [a ∧ b] for a,b ∈ Ω•(M, gP ),Jξ ,ϕK ≔ ρ(ξ )ϕ for ξ ∈ Ω0(M, gP ) and ϕ ∈ Γ(S) in degree 1 or 2,Ja,ϕK ≔ −γ¯ (a)ϕ for a ∈ Ω1(M, gP ) and ϕ ∈ Γ(S) in degree 1,Jϕ,ψ K ≔ −2µ(ϕ,ψ ) for ϕ,ψ ∈ Γ(S) in degree 1, andJϕ,ψ K ≔ − ∗ ρ∗(ϕψ ∗) for ϕ ∈ Γ(S) in degree 1 and ψ ∈ Γ(S) in degree 2,
and the graded differential δc ,
δ 0c (ξ ) ≔
(
−ρ(ξ )Φ
dAξ
)
,
δ 1c (ϕ,a) ≔
(
− /DAϕ − γ¯ (a)Φ
−2µ(Φ,ϕ) + dAa
)
, and
δ 2c (ψ ,b) ≔ ∗ρ
∗(ψΦ∗) + dAb.
We proceed in four steps.
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Step 1. (L•, J·, ·K) is a graded Lie algebra.
We need to verify the graded Jacobi identity, that is, for every three homogeneous elements
x,y, z ∈ L• we need to show that
J (x,y, z) ≔ (−1)deg x ·degzJx, Jy, zKK + (−1)degy ·degx Jy, Jz,xKK + (−1)deg z ·degyJz, Jx,yKK
vanishes. Here degx denotes the degree of x .
For degree reasons J (x,y, z) = 0, unless degx + degy + deg z 6 3. (Ω•(M, gP ), [· ∧ ·]) is a
graded Lie algebra. Since J (x,y, z) is invariant under permutations of x , y, and z, we can assume
that z ∈ Γ(S) in degree 1 or 2. Hence, only the following five cases remain:
• For ξ ,η ∈ Ω0(M, gP ), and ϕ ∈ Γ(S) in degree 1 or 2, we have
J (ξ ,η,ϕ) = Jξ , Jη,ϕKK + Jη, Jϕ, ξ KK + Jϕ, Jξ ,ηKK
= ρ(ξ )ρ(η)ϕ − ρ(η)ρ(ξ )ϕ − ρ([ξ ,η])ϕ = 0.
• For ξ ∈ Ω0(M, gP ), and ϕ,ψ ∈ Γ(S) in degree 1, we have
J (ξ ,ϕ,ψ ) = Jξ , Jϕ,ψ KK + Jϕ, Jψ , ξ KK − Jψ , Jξ ,ϕKK
= −2[ξ , µ(ϕ,ψ )] + 2µ(ϕ, ρ(ξ )ψ ) + 2µ(ψ , ρ(ξ )ϕ) = 0
by Proposition B.1.
• For ξ ∈ Ω0(M, gP ), ϕ ∈ Γ(S) in degree 1 and ψ ∈ Γ(S) in degree 2, we have
J (ξ ,ϕ,ψ ) = Jξ , Jϕ,ψ KK + Jϕ, Jψ , ξ KK + Jψ , Jξ ,ϕKK
= −([ξ , ∗ρ∗ (ϕψ ∗)] − ∗ρ∗ (ϕ(ρ(ξ )ψ )∗) + ∗ρ∗ (ψ (ρ(ξ )ϕ)∗))
= − ∗ ρ∗ ([ρ(ξ ),ϕψ ∗] + ϕψ ∗ρ(ξ ) − ρ(ξ )ϕψ ∗) = 0.
• For ξ ∈ Ω0(M, gP ), a ∈ Ω
1(M, gP ), and ϕ ∈ Γ(S) in degree 1, we have
J (ξ ,a,ϕ) = Jξ , Ja,ϕKK + Ja, Jϕ, ξ KK − Jϕ, Jξ ,aKK]
= −ρ(ξ )γ¯ (a)ϕ + γ¯ (a)ρ(ξ )ϕ + γ¯ ([ξ ,a])ϕ = 0.
• For a ∈ Ω1(M, gP ) and ϕ,ψ ∈ Γ(S) in degree 1, we have
J (a,ϕ,ψ ) = −Ja, Jϕ,ψ KK − Jϕ, Jψ ,aKK − Jψ , Ja,ϕKK
= 2[a ∧ µ(ϕ,ψ )] + ∗ρ∗ ((γ¯ (a)ψ )ϕ∗) + ∗ρ∗ ((γ¯ (a)ϕ)ψ ∗) = 0
by Proposition B.1.
Step 2. (L•,δ •c ) is a DGA.
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We need to show that δc ◦ δc = 0. Using Proposition B.1, we compute that
δ 1c ◦ δ
0
c (ξ ) =
(
/DAρ(ξ )Φ − γ¯ (dAξ )Φ
2µ(Φ, ρ(ξ )Φ) + dAdAξ
)
=
(
ρ(ξ ) /DAΦ
[FA − µ(Φ), ξ ]
)
= 0,
and, using Proposition B.4 and Proposition B.1, we compute that
δ 2c ◦ δ
1
c (ϕ,a) = − ∗ ρ
∗
(
( /DAϕ)Φ
∗
)
− ∗ρ∗ ((γ¯ (a)Φ)Φ∗) − 2dAµ(Φ,ϕ) + dAdAa
= ρ∗
(
( /DAΦ)ϕ
)
+ [(FA − µ(Φ)) ∧ a] = 0.
Step 3. (L•, J·, ·K,δ •c ) is a DGLA.
We need to verify that δ •c satisfies the graded Leibniz rule with respect to J·, ·K, that is for
every two homogeneous elements x,y ∈ L• we need to show that
D(x,y) = δJx,yK − Jδx ,yK − (−1)deg xJx, δyK
vanishes.
For degree reasons, D(x,y) = 0 unless degx +degy 6 2; hence, only the following eight cases
remain:
• For ξ ,η ∈ Ω0(M, gP ), we have
D(ξ ,η) =
(
−ρ([ξ ,η])Φ
dA[ξ ,η]
)
−
s(
−ρ(ξ )Φ
dAξ
)
,η
{
−
s
ξ ,
(
−ρ(η)Φ
dAη
){
= 0.
• For ξ ∈ Ω0(M, gP ) and ϕ ∈ Γ(S) in degree 1, we have
D(ξ ,ϕ) =
(
− /DAρ(ξ )ϕ
−2µ(Φ, ρ(ξ )ϕ)
)
−
s(
−ρ(ξ )Φ
dAξ
)
,ϕ
{
−
s
ξ ,
(
− /DAϕ
−2µ(Φ,ϕ)
){
=
(
− /DAρ(ξ )ϕ + γ¯ (dAξ )ϕ + ρ(ξ ) /DAϕ
−2µ(Φ, ρ(ξ )ϕ) − 2µ(ρ(ξ )Φ,ϕ) + 2[ξ , µ(Φ,ϕ)]
)
= 0
by Proposition B.1.
• For ξ ∈ Ω0(M, gP ) and a ∈ Ω
1(M, gP ), we have
D(ξ ,a) =
(
−γ¯ ([ξ ,a])Φ
dA[ξ ,a]
)
−
s(
−ρ(ξ )Φ
dAξ
)
,a
{
−
s
ξ ,
(
−γ¯ (a)Φ
dAa
){
=
(
−γ¯ ([ξ ,a])Φ − γ¯ (a)ρ(ξ )Φ + ρ(ξ )γ¯ (a)Φ
dA[ξ ,a] − [dAξ ∧ a] − [ξ , dA]
)
= 0.
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• For ξ ∈ Ω0(M, gP ) and ϕ ∈ Γ(S) in degree 2, we have
D(ξ ,ϕ) = ∗ρ∗(ρ(ξ )ϕΦ∗) − Jρ(ξ )Φ,ϕK − JdAξ ,ϕK − Jξ , ∗ρ∗(ϕΦ∗)K
= ∗ρ∗(ρ(ξ )ϕΦ∗) − ∗ρ∗(ϕΦ∗ρ(ξ )) − [ξ , ∗ρ∗(ϕΦ∗)] = 0.
• For ξ ∈ Ω0(M, gP ) and b ∈ Ω
2(M, gP ), we have
D(ξ ,b) = dA[ξ ,b] − [dAξ ,b] − [ξ , dAb] = 0.
• For ϕ,ψ ∈ Γ(S) in degree 1, we have
D(ϕ,ψ ) = −2dAµ(ϕ,ψ ) −
s(
− /DAϕ
−2µ(Φ,ϕ)
)
,ψ
{
+
s
ϕ,
(
− /DAψ
−2µ(Φ,ψ )
){
= −2dAµ(ϕ,ψ ) − ∗ρ
∗
(
( /DAϕ)ψ
∗
)
− ∗ρ∗
(
( /DAψ )ϕ
∗
)
= 0
by Proposition B.4.
• For a ∈ Ω1(M, gP ) and ϕ ∈ Γ(S) in degree 1, we have
D(a,ϕ) = ∗ρ∗ ((γ¯ (a)ϕ)Φ∗) −
s(
−γ¯ (a)Φ
dAa
)
,ϕ
{
+
s
a,
(
− /DAϕ
−2µ(Φ,ϕ)
){
= − ∗ ρ ((γ¯ (a)ϕ)Φ∗) − ∗ρ∗ (γ¯ (a)Φ)ϕ∗) − 2[a ∧ µ(Φ,ϕ)] = 0
by Proposition B.1.
• For a,b ∈ Ω1(M, gP ), we have
D(a,b) =
(
−γ¯ [a ∧ b]Φ
dA[a ∧ b]
)
−
s(
γ¯ (a)Φ
dAa
)
,b
{
+
s
a,
(
γ¯ (b)Φ
dAb
){
= 0.
Step 4. For every cˆ ≔ (a,ϕ) ∈ L1, (A + a,Φ + ϕ) solves (2.14) if and only if δccˆ +
1
2
Jcˆ, cˆK = 0.
For cˆ ≔ (a,ϕ) ∈ L1, we have
δc +
1
2
Jc, cK = ( − /DAϕ − γ¯ (a)Φ − γ¯ (a)ϕ
−2µ(Φ,ϕ) − µ(ϕ,ϕ) + dAa +
1
2 [a ∧ a]
)
,
which vanishes if and only if (A + a,Φ + a) solves (2.14). 
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