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1. INTRODUCTION 
An initial vector of resources q E R’J is to be consumed during the 
unbounded period of time [0, co). The utility of a consumption plan x = x(t) 
is taken as the integral of evaluating a utility function u(x, t). Thus an 
optimal plan solves the variational problem 
9(q): maximize 
I 
O” u(x(t), t) dt 
0 
subject to x(t) > 0 and 
i 
O” x(t) dt < q. 
0 
%Ve assume throughout that u(x, t) > 0 and ~(0, t) = 0 for every t. 
Inequalities between vectors are understood coordinatewise. 
In this paper we are interested in the period during which the vector of 
resources is totally depleted, if an optimal plan, or nearly optimal plans, are 
used. We investigate the properties of the mapping that associates with the 
initial endowment q its exhaustion time. As a matter of fact more than one 
exhaustion time is involved due to the fact that more than one optimal plan 
might exist and that nearly optimal plans, namely, maximizing sequences, 
might have yet a different exhaustion time. The classification is presented in 
Section 3. We will however, seek conditions guaranteeing that the exhaustion 
time with optimal plans is equal to that of the maximizing sequences. Among 
other problems, we will discuss whether full exhaustion occurs in finite time 
when optimal plans are used, and the corresponding problem for maximizing 
sequences. 
The variational problem g(q) and variants of it have attracted the 
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attention of researchers towards both the mathematical and economical 
aspects. (The variable t might have interpretations other than time, and most 
of our results can be generalized easily to cases where t belongs to more 
general measure spaces.) A very general theory can be found in Faden’s 
treatise [6, Chap. 51. Various applications, existence results and the charac- 
terization of optimal solutions can be found in Karlin [7, Chap. 81, Yaari 
[ 111, Aumann and Perles [3], Wagner and Stone [lo], Artstein [l] and 
Aumann and Shapley [4, Chap. 61. A discussion of finite-time depletion, 
including a necessary and sufficient condition for it, appears in Yaari [ 121; 
we shall refer to this condition in Section 7. 
The paper is organized as follows. In Section 2 we present our 
terminology, notations and some technical assumptions. The definitions of 
the various exhaustion times are given in Section 3. Throughout he paper we 
employ, to a great extent, the geometrical properties of the function u(q) 
which associates with the resource vector q, the supremum of the problem 
Y(q). Some preliminary results, and terminology, concerning the geometry 
of U, including a characterization of optimal plans, are listed in Section 4. In 
Section 5 we compare the exhaustion by optimal plans to exhaustion by 
maximizing sequences. A few more useful properties of the exhaustion times 
are discussed in Section 6, and Section 7 is devoted to the study of total 
exhaustion in finite time. Some special results concerning the scalar case, 
namely, when q is a number rather than a vector, appear in Section 8. 
2. TERMINOLOGY AND TECHNICAL ASSUMPTIONS 
We denote the scalar product Cr=i Wiri of w = (WI,..., w”) and 
r = (t-l,..., r”) by w . r; we use ] w] to denote a norm in R”, say, ] w ] = 
(w w)“‘. If A and B are subsets of R” then A + B = {a + b: a E A, b E B}. 
The nonnegative orthant of R”, namely, {x E R”: xi > 0}, is denoted R:. If 
we write x > y for x, y in R” we mean xi > y’ for each i= l,..., n and 
similarly x > y means xi > yi for each coordinate i. 
The time variable t E [0, co) is endowed with the Lebesgue measurable 
structure and we do not distinguish between two functions that differ only on 
a set of Lebesgue measure zero. Thus statements concerning properties of 
functions of time are meant “almost everywhere” even if we do not say it 
explicitly. The spaces Rt of commodities and R + of the values of the utility 
u are taken with the Bore1 measureable structure. 
We assume the following: 
The function U(X, tj is measurable in the two variables 
simultaneously, and upper semicontinuous in x, i.e., 
u(lim xk , t) > lim sup u(xk, t). (2.1) 
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An integrable R:-valued function x =x(t) is called a plan, and if 
.I’? x(t) df < q then x is q-admissible. Assumption (2.1) implies that u(x(t), t) 
is measurable if x =x(l) is a plan (as a composition of two measurable 
functions). We associate with a plan x its value U(x) = I,” u(x(t), t) dt. The 
maximization problem P’(q) is, in the new terminology, to maximize U(x) 
subject to x being q-admissible. We shall denote the supremum of the 
problem by v(q), i.e., 
v(q) = sup{ U(x): x is q-admissible}. 
We assume 
v(q) < @YJ for every qE R:. (2.2) 
(The case u(q) = co is degenerate (see [ 1, Theorem 51); the latter also 
implies that (2.2) is implied by v(q) < 00 for a certain q > 0.) 
A q-optimal plan, or a solution to Y(q) is a q-admissible plan x such that 
U(x) = v(q) (namely, l; u(x(t), t) dt = v(q)). A maximizing sequence of 
P(q) is a sequence of q-admissible plans a= (x1, x2,...) such that 
lim U(xj) = v(q). 
The analysis of maximizing sequences could be done somewhat more 
neatly by using the concept of generalized solutions, introduced and 
discussed in [2]. However, trying to present a self-contained text, we shall 
restrict ourselves to occasional remarks concerning this possibility. The 
interested reader can easily fill in the gaps. 
3. THE EXHAUSTION TIMES: DEFINITIONS 
Given a plan x = x(t) we define its exhaustion time e(x) to be inf{t: 
jy u(x(s), s) ds = O), w h ere the infimum of an empty set is obviously +co. 
Given a sequence of plans a = (x, , x2,...) we define its essential exhaustion 
time e(o) to be inf{t: limj+cc Iy u(xj(s), s) ds = 0). (If one replaces 
maximizing sequences by the generalized solutions of [2] then the essential 
exhaustion time is the supremum of the support of the measure asociated 
with the generalized plan.) 
We prefer the condition u(x(s), s) = 0 for almost every s > e(x) to the 
condition x(s) = 0 for s > e(x), as done, for instance, in Yaari [ 121. The 
reason is that our interest is in the contribution of the plan to the utility 
rather than in the plan itself. At any rate, unless u is degenerate the two 
alternatives coincide. 
DEFINITION 3.1. The interval [T-(q), T+ (q)] is the smallest of all closed 
intervals J (namely, the intersection of all intervals J) such that e(x) E J 
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whenever x is a q-optimal plan. The interval [T;(q), T,‘(q)] is the smallest 
of all closed intervals J such that e(o) E J whenever (I is a maximizing 
sequence of Y(q). 
Remarks. We allow degenerate intervals, namely, T-(q) = Tt (q) or 
T;(q) = T,‘(q). We also allow either of the ends to be +co. If there are no 
q-optimal plans then T-(q) and T+(q) are not defined; however, since 
maximizing sequences always exist, [T;(q), T:(q)] is always well defined. 
The intuition behind Definition 3.1 should be clear. Indeed, we shall refer 
to T-(q) and T+(q) as, respectively, the minimal and the maximal 
exhaustion times of q by optimal plans. They are of course equal if only one 
q-optimal plan exists. Similarly, T;(q) and T:(q) will be referred to as the 
minimal and maximal exhaustion times by maximizing sequences. The 
subscript s stands, obviously, for “sequence” or “sequential.” 
Since a constant sequence o = (x, x,...) is a maximizing sequence if x is q- 
optimal, the following inequalities hold: 
T;(q) < T-(q) < T+ (4) < T,+(q). (3.2) 
We shall see in Section 5 that strict inequalities might hold throughout. 
4. GEOMETRICAL PRELIMINARIES 
We recall the following terminology (compare with Rockafellar [8, 
pp. 162,991). Let K c Rm be convex and closed, and let y E K. Theface of y 
relative to K, denoted Face(y), is the smallest closed convex subset F of K 
such that y = ay, + (1 - a) y,, a E (0, l), and y, , y, E K imply yi , y, E F. 
A vector w E R”, w # 0, generates ahyperplane supporting K at y, or simply, 
w supports K at y, if w . y = max{w . z: z E K}. 
The continuity, rather than discreteness, of the time in the variational 
problem 5? enables us to use the Liapunov convexity theorem and deduce 
the following: 
The functions u is concave, namely, v(aq, + (1 - a) q2) > 
au(q,) + (1 - a) u(q2) whenever 0 < a < 1. (4.1) 
(See, e.g., [2, Proposition 2.21.) Being concave, the function u is continuous 
in the interior of R: , and since the cone R: is generated by a finite number 
of extreme rays, it follows that u is lower semicontinuous. At q = 0, however, 
u is actually continuous; see Remark 4.3. 
We shall employ, extensively, the geometric structure of v and its graph. 
To this end we need the following two related concepts. 
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Denote by C the closure of the subgraph of v; namely, C is 
the closure in Rntl of ((4, a): a < u(q)}. A point (qo, a,) is 
in the upper boundary of C if a,, = max(a: (qo, a) E C). (4.2) 
A vector p E R: is a subgradient of v at q, denoted by 
P E w?), if p q - v(q) = inf( p r - v(r): rER”,}. 
(Compare with [8, Sect. 231.) (4.3) 
The concavity of n implies that C is convex in R: x R and that if q > 0 
then (q, v(q)) is in the upper boundary of C. (If some of the coordinates of q 
are zero then we have a lower dimensional problem anyway, in view of the 
constraints J”,” x(t) dt < q.) The evident relationship between (4.2) and (4.3) 
is that if q > 0 then p E h(q) if and only if (-p, 1) supports C at (q, v(q)). 
Since the projection of C on R” is R: it is clear that p E au(q) and q > 0 
imply p > 0. 
The upper boundary of C might contain a ray, namely, a set (a + Ab: 
120). Here aER: xR, and bER”+‘. The geometry of C implies then 
that b = (b, ,/?), where b, E R”, and p > 0. We shall say that the ray is 
strictly increasing if fi > 0. 
We shall find it convenient occasionally to consider the ‘optimization 
process on [0, co) as composed of two or more subproblems on subintervals. 
If E c 10, oo), typically an interval, we define 
YE(q): maximize 
I u(x(f), 9 dt E 
subject o x(t) > 0 and x(t) dc < q. 
We accordingly define zIE(q) to be the supremum in YE(q), and C, to be the 
closure of the subgraph of u,. It is not hard to find relationships between 
characteristics of vElvEZ and vE, and vEZ if E, and E, are disjoint. We shall 
find the following property useful. 
If E =E,UE, and E,nE,=0, then C,= C,, + C,,. (4.4) 
The proof is straightforward, and so is the measurability of ip(t): 
[0, co)-+ [-co, co) when the function iP is defined as 
i,,(t) = inf[ p r - u(r, t): r E R; }. (4.5) 
The following result is the analog of the characterization of optimal plans 
via Lagrange multipliers, applied to maximizing sequences. 
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THEOREM 4.1. Let q > 0. If u = (x, , x2 ,...) is a maximizing sequence for 
.Y(q) then for any p E au(q) (and such vectors p exist) the following holds: 
I om (p xj(t) - u(xj(t), t) - iJt)> dt + 0 as j+a. (4.6) 
Furthermore, if each Xj is q-admissible and j: xi(t) dt -+ q and if (4.6) holds 
for a certain p E R”, then u is a maximizing sequence for 9(q) and 
P E W9). 
Proof Suppose tat o is a q-maximizing sequence and that (4.6) fails to 
hold for a certain p E au(q). That is, a subsequence, say, u itself, and an 
E > 0 exist such that the integral in (4.6) is greater than E for every j. 
Integrating and using the facts that {p xi(t) dt < q for each q, that p > 0 and 
that ]F u(xj(t), t) dt --f v(q) we deduce that p . q - v(q) - ]F i,(t) dt > E. Now 
define F(t) = {x E R: : p . x - u(x, t) - i,(t) < ice-‘}; then F(t) is not empty 
a.e. since if i,(t) = -co on a set of positive measures, then p cannot be a 
subgradient. Let x,, be a plan with x,,(t) E F(t) almost everywhere. Such an 
x0 exists by standard selection arguments. But then we get p . q - v(q) - 
[p IF x,(t) dt - 1,” u(x,(t), t) dt] > fs, a contradiction to p E &(q). This 
completes the necessity part. Suppose now that (4.6) holds for a certain 
p E R: and that qj = IF x,(t) dt converge to q. The definition (4.5) of i,, 
together with (4.6) implies that lim supp . qj - V(Xj) - [ p . q,, - U(x,)] < 0 
for any fixed plan x,, . Therefore (qj, U(xj)) converge to the upper boundary 
of C, namely, to (q, v(q)). This proves both the sufficiency and that 
P E W). 
Applying the previous result to a constant sequence we get the known 
characterization of optimal plans, as follows: 
COROLLARY 4.2. If x is a q-optimal plan, q > 0, then for every p E au(q) 
we have p . x(t) - u(x(t), t) = i,(t)f or a most 1 every t. Moreover, tf the latter 
holds for a certain p 20 and q = I,” x(t) dt then p E &(q) and x is q- 
optimal. 
The previous characterizations hold also if the domain of integration is a 
subset E of [0, co), and v is replaced by vE. The same is true for the 
following results which we state in terms of PE for future references. Some of 
the following statements appear implicitly in [ 11. For completeness we 
sketch the proofs here. 
Let xk be a sequence of plans; if (, (xk(t), u(x,(t), t)) dt 
converge, as k + co, to an extreme point (q, r) of C, then xk 
is a Cauchy sequence in L,(E, R”). (4.7) 
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The proof goes as follows. Suppose one of the coordinates, say xi, is not 
Cauchy; then for appropriate subsequences yk and zk and an E > 0, 
lc /y:(t) - z:(t)1 dt > E. Define u,(t) = yk(t) if y:(t) > z:(t) and am = zk(t) 
otherwise. Define wk(f) = yk(f) + zk(t) - uk(t). Denote uk = jE nk(t) dt, b, = 
{F wk(t) dt, ak = 1, u(u,(t), t) dt and Pk = j, u(w,(t), t) dt. Then a simple 
calculation shows that j(a,, ak) + f(bk,Pk) converge to (q, r) while 
1~: -b:/ > E > 0; this contradicts the extremality of (q, r) in C,, and 
completes the proof. Since an L,-Cauchy sequence has a subsequence 
converging almost everywhere, and since u is upper semicontinuous in x, we 
can take limits and get the following corollary. 
If (q, r) is in the upper boundary of C, and is an extreme 
point of C, then a q-optimal plan exists and r = uE(q), (the 
latter being automatically true if q > 0). (4.8) 
If the face of (q, uE(q)) in C, does not contain a strictly 
increasing ray then a q-optimal solution exists. Also, this 
solution is unique if and only if (q, uE(q)) itself is an 
extreme point. (4.9) 
The proof of (4.9) goes as follows. If Face(q, uJq)) is compact, then 
(q, DE(q)) is a convex combination of n + 2 extreme points of C,, each of 
which is realized by an optimal plan. The Liapunov convexity theorem then 
implies that a q-optima1 plan exists. If Face(q, uE(q)) is not compact then 
(q, uE(q)) belongs to a ray (a t Lb: I > 0) with a = (ql, uE(ql)), b = (b, ,p), 
where Face(a) is compact. Therefore a q,-optimal plan x exists, but since the 
ray is not strictly increasing, namely, /I= 0, we have uE(q,) = uE(q); 
therefore x is also q-optimal. This proves the existence. If (q, uE(q)) is an 
extreme point, then (4.7) implies that the solution is unique. Let (q, v,(q)) = 
i(q,, uE(ql)) I- f(q2, uE(q2)), where q1 f q2, and let x1 and x2 be (II-optimal 
and q,-optimal plans, respectively. Again, the Liapunov convexity theorem 
implies that a y exists, with y(t) E {x,(t), x*(t)} and y is q-optimal. A simple 
calculation shows that x, f x2 - y is another, distinct, q-optima1 plan. This 
completes the proof. Our proof of the second statement of (4.9) tises the fact 
that Face(q, u,(q)) does not contain a strictly increasing ray. But the result is 
true, with only a few modifications of the proof, when the “extreme point of 
CE” is replaced by the “extreme point of ((4, U(x)): x is q-admissible},” 
where the latter might not be closed. 
Remark 4.3. Statement (4.8) provides an easy proof of the continuity of 
u at q = 0. It goes as follows. Let r. = sup(r: (0, r) E C}. Clearly (0, rJ is an 
extreme point of C; therefore u(O) = rO. On the other hand, ~(0, t) = 0 
implies u(O) = 0; therefore r. = 0, which means that v is continuous at 0. 
Points (q, u(q)) satisfying the condition in (4.9), namely, that Face(q, u(q)) 
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does not contain a strictly increasing ray, will play a major role in our 
analysis. It is only natural to look for conditions guaranteeing this property, 
given in terms of the data U. The following condition is stated in terms of 
subgradients of the function V. (Subgradients can, in principle, be computed 
directly from u via duality techniques; consult Ekeland and Teman [5].) 
THEOREM 4.4. Let q > 0. Suppose a p E &(q) and an E > 0 exist such 
that the function 
m,(t) = sup{u(x, t): p x - u(x, t) < i,(t) + e} 
is integrable. Then Face(q, v(q)) in C does not contain a strictly increasing 
ray. A weaker suflcient condition (but one that is sometimes easier to verifr) 
is the integrability of n,(t) = sup{]x]: p x - u(x, t) < ip(t) + E}. 
Proof: By Theorem 4.1, lr m,(t) dt is a bound on the value of v(q,) if 
(ql, v(q,)) E Face(q, v(q)). Also, I,” n,(t) dt is a bound on )ql/ if 
(q, , v(q,)) E Face(q, v(q)); therefore integrability of n, implies that 
Face(q, v(q)) is compact. This completes the proof. 
The strict inequality E > 0 cannot be dropped. Consider u(x, t) = min(x, 1) 
if 0 <t < 1 and U(X, t) = max(O,x- e-x) if t > 1. Then T+(l) = 1 but 
T:(l)= co. Also, Face(1, v(1)) is equal to the strictly increasing ray 
{(r, r): r > 0) despite the integrability of sup{u(x, t): x - u(x, t) = i,(t)}. In 
this example, optimal plans do not exist if q > 1, in particular for (q, v(q)) in 
Face( 1, v(1)). If optimal plans do exist we can use Corollary 4.2 instead of 
Theorem 4.1 in the proof of Theorem 4.4 and get the following: 
PROPOSITION 4.5. Let q > 0 and assume that for every (q,, v(q,)) E 
Face(q, v(q)) a q-optimal plan exists. Then the face of (q, v(q)) does not 
contain a strictly increasing ray if m(t) = sup{u(x, t): p . x - u(x, t) = i,(t)} 
is integrable. If n(t) = sup{]x]: p . x - u(x, t) = iJt>} is integrable, then 
Face(q, v(q)) is compact. 
The next natural step is to provide global conditions. Such conditions were 
presented in [ I] and we state them here for our problem. (See [ 1, Sect. 5 I.) 
If the set of p > 0 for which a plan x exists satisfying 
p . x(t) - u(x(t), t) = iJt> for a.e. t forms an open set 
relative to R: then C does not contain a strictly increasing 
ray. (4.10) 
A weaker condition, but one that is sometimes easier to verify, is that the set 
of p > 0 for which i,(t) is integrable forms an open set relative to R: . This 
would even imply that the upper boundary of C does not have a strictly 
increasing asymptote. 
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5. OPTIMAL PLANS VERSUS MAXIMIZING SEQUENCES 
We examine here the possibility of loss or gain in terms of exhaustion 
time, if maximizing sequences rather than optimal plans are used. Let us 
again emphasize the basic approach, namely, that this loss, or gain (we do 
not take a stand), does not change the utility itself in our model. If the user 
(consumer, producer) has an evaluation of the exhaustion time it is only 
secondary to his principal utility of the plans. We start with an example 
demonstrating that the inequalities in (3.2) might all be strict. We then seek 
conditions guaranteeing equalities. 
EXAMPLE 5.1. Let x be scalar. Let u(x, t) = a(t)x, where a(t) is 
continuous on [0, co], a(O) = a(o3) = 1, a(t) = 1 if 1 < t < 2 and a(t) ( 1 
elsewhere. (For instance, a(t) = min(t* - t + 1, 1, e-2(1-2) - emcte2) + l).) 
Since u(x, t) <x for every t it follows that v(q) < q, but the equality 
u(x, t) = x if t E [ 1,2] implies that v(q) = q and any function x =x(t) with 
I,” x(t) dt = q and u(x(t), t) = x(t) is q-optimal. These are the only optimal 
plans and therefore [T-(q), T+ (q)] = [ 1,2] for every q > 0. Since a(O) = 1 
and cz is continuous at 0 it follows that if l? x&) dt = q and x#) = 0 for, 
say, t > k-’ then o = (xi, x2,...) is a q-maximizing sequence. Thus 
T;(q) = 0. Similarly, since a(co) = 1 and a is continuous at +co it follows 
that if lp xk(t) dt = q and xk(t) = 0 for, say, t < k then a = (x,, x2,...) is a 
maximizing sequence. Thus T,’ (q) = 00. 
THEOREM 5.2. Zf (q, u(q)) is an extreme point of C then T;(q) = 
T- (4) = T+ (4) = T,’ (4). 
Proof: If 0 = (Xi ) x2 ,...) is a maximizing sequence for Y(q) then 
1,” xj(t) dt converges to q (otherwise a point (r, u(q)), with T <q and r # q, 
exists in C; thus (q, v(q)) cannot be an extreme point). In view of (4.7) the 
sequence xi is Cauchy, and converges in L, to the unique solution x of 9(q); 
see (4.9). Clearly e(o) = e(x). Therefore T;(q) = T:(q) and from (3.2) our 
result follows. 
Remark 5.3. Extremality of (q, v(q)) implies a unique exhaustion time. 
The converse is false. Consider a scalar x with u(x, t) = min(x, i + 4x, 
1 + fx) if t E [0, l] and u(x, t) = 0 otherwise. It is easy to verify, e.g., via 
Corollary 4.2, that u(q) = min(q, 5 + iq, 1 + aq). Thus q = i has more than 
one solution (see (4.9)). However, a simple application of Theorem 4.1 yields 
T; (2) = T,‘($) = 1. Also, unlike the situation regarding the uniqueness 
statement in (4.9), the extremality in Theorem 5.2 cannot be replaced by the 
extremality in {(q, U(x)): x is q-admissible} (see the paragraph after (4.9)). 
Indeed, consider u(x, t) = min(x, f + fx) if 1 < t < 2 and u(x, f) = 
max(fx, x - emX) otherwise. Then v(q) = q but a q-optimal plan exists only if 
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q ( 1. (This can be verified by using Corollary 4.2.) Thus the set of vectors 
(q, U(x)), where x is q-admissible, is not closed and (1, 1) is an extreme point 
of it. However, it is easy to see that T;(l) = 0 while T,‘( 1) = co. 
THEOREM 5.4. If the face of (q, v(q)) relative to C does not contain a 
strictly increasing ray, then T;(q) = T-(q) and T+(q) = T:(q). 
Proof. First suppose that T+(q) < T:(q) (inequality always holds; see 
(3.2)). Let E = [0, T’(q)] and F = [T+(q), co). The inequality 
T,‘(q) > T+(q) implies the existence of a maximizing sequence 
a = (X1) x2 ,...) of q, and an E > 0 such that I, u(xj(t), t) dt > E for every j. 
Without loss of generality (by possibly passing to a subsequence) both 
Jp u(xj(t), t) dt and l,xj(t) dt converge, say, to 6 and d, and 6 > 0. It is clear 
that (d, S) is in the upper boundary of C,, otherwise the value of (I could be 
improved. Suppose, again without loss of generality, that J”, u(xj(t), t) dt and 
JE xi(t) dt converge, say, to /I and b. Then b + d Q q and /I + 6 = v(q). The 
equality C, + C, = C (see (4.4)) implies that both the faces of (b, 8) in C, 
and (d, S) in C, do not contain a strictly increasing ray (otherwise (q, v(q))% 
face in C would contain such a ray). By the existence result (4.9), applied to 
C, and C,, there is an admissible plan y = y(t) such that 
i y(t) dt < b, I y(t) dt < 4 I u( u(t), t> dt = P, 1 u( y(t), t) dt = 6. E F E F 
Therefore y is q-optimal. But the exhaustian time e(y) is greater than T+(q), 
since 6 > 0. The contradiction was implied by the assumption 
T+(q) < T:(q); therefore equality holds. A similar argument shows that 
T-(q) = T;(q) and the theorem is proved. 
The reader is referred to the results of Theorem 4.4, Proposition 4.5 and 
(4.10) of the previous section, for conditions guaranteeing that the face of a 
certain (q, v(q)) or C itself does not contain a strictly increasing ray, and 
consequently that the exhaustion times by optimal plans and maximizing 
sequences are equal. 
6. FURTHER PROPERTIES OF EXHAUSTION TIMES 
Two related properties will be discussed. One is the realization of the 
minimal and maximal exhaustion times, namely, the existence of optimal 
plans with exhaustion times equal to the minimal and maximal ones. The 
second property involves a comparison of the exhaustion times of different 
resources. 
The realization problem for maximizing sequences i trivial. It is clear that 
there exist maximizing sequences u1 and a2 with T;(q) = e(a,) and 
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T:(q) = e(o*). The minimal exhaustion time by optimal plans, T (q), might 
not be realized without further conditions. Consider u(x, t) =x for every 1. 
Then T-(q) = 0 for every q but no q-optimal plan for q > 0 has zero 
exhaustion time. Here is a sufficient condition for the realization of T-. 
THEOREM 6.1. if q > 0 and the face of (q, u(q)) in C does not contain a 
strictly increasing ray then a q-optimal plan x exists with e(x) = T-(q). 
Proof Since T-(q) = T;(q) ( according to Theorem 5.4), a maximizing 
sequence 0 exists for q with e(u) = T-(q). This implies that uE(q) = u(q), 
where E = [0, T-(q)]. Also the face of (q, uE(q)) does not contain a strictly 
increasing ray. Thus, in view of (4.9), a q-optimal plan x exists for YE(q). 
Since uE(q) = u(q) it follows that if x is extended to [O, 0~)) by x(t) = 0 for 
t > T-(q) a q-optimal plan is obtained. Clearly e(x) = T-(q); this completes 
the proof. 
Before turning to the realization of Tt we shall show that Tf is constant 
on the relative interiors of the faces of C. This property is not possessed by 
T-. Indeed, consider u(x, t) = min(x, 1) for t < 1 and u(x, t) = 0 if t > 1. 
Then clearly u(q) = q for q Q 1 and u(q) = 1 for q > 1. The q-optimal plan x 
for which e(x) = T-(q) is easily computed, say, q < 1, and given by x(t) = 1 
if t < q, x(t) = 0 otherwise. In particular T-(q) = q if q < 1 (and T-(q) = 1 
otherwise). 
LEMMA 6.2. Suppose that (q, u(q)) belongs to the interior of the interval 
(in R”“) joining (ql, u(q,)) and (q2, u(q,)). Suppose also that a q,-optimal 
plan and a q,-optimal plan, say, x1 and x2, exist. Then there is a q-optimal 
plan x with e(x) > e(x)), i = 1,2. 
Proof. Suppose without loss of generality that e(x,) Q e(x,) and let 
aE(O,l) be such that q=aq,+(l-a)q,. Let t,=O and tj be a strictly 
increasing sequence with tj -, e(x& Liapunov’s convexity theorem applied to 
each interval [ti, tit ,] implies the existence of a plan y = y(t) with y(t) E 
{x,(f), x,(t)} and I:+’ (v(t), 4.W t)) dt = a i:i+’ (x,(t), @,W, 0) dt t 
(1 - a) (:+I (x,(t), u(x*(t), t)) dt. Clearly y is q-optimal and e(y) = e(x2). 
This completes the proof. 
COROLLARY 6.3. Let F be a face in the upper boundary of C such that 
wheneuer (q, u(q)) E F a q-optimal plan exists. (For instance, tf F does not 
contain a strictly increasing ray; see (4.9)) Then T+(q) is constant for 
(q, u(q)) in the relative interior of F, and Tt (q) > Tt (4,) whenever (q, o(q)) 
is in the relatiue interior of F and (q,, tr(q,)) E F. 
The maximal exhaustion time, though constant in the relative interior of 
the faces might not be so on the entire face. Consider U(X, t) = 
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min(x, f + ix, j) if t < 1 and u(x, t) = min(fx, 1) if 1 < t < 2. Then q = 1 has 
a unique solution x(t) = 1 for t < 1 and x(t) = 0 otherwise. Indeed (1.1) is an 
extreme point of C. Another extreme point is (4, $) and the interval joining 
them is on the upper boundary of C. Thus T+(l) = 1 while T+(q) = 
T’(4)=2 if 1 <q<4. 
LEMMA 6.4. Let F be a face in the upper boundary of C and suppose 
that x, and x2 are two plans such that both are in F, (qi, v(qi)) given by 
I? (Xi(t), u(Xi(t), t))dt f or i = 1,2. Let E c [0, co) and let y be given by 
y(t) =x1(t) if t E E and y(t) = x*(t) otherwise. Then (q, r) = 
17 (y(t), u( y(t), t)) dt belongs to F. 
Proof. Let 44 =-Q(t) + xtw - YW and let (a r? = 
1,” (z(t), u(z(4 9) dt. Then %Z r3 + h, r) = h, v(q,)) + $(a, v(qJ). The 
latter is in F by convexity; therefore, since F is a face, both (4, F) and (q, r) 
are in F. 
LEMMA 6.5. Let F be a face in the upper boundary of C. Let x0, x, ,... be 
a sequence of plans such that (qi, v(qi)) = IF (xi(t), u(xi(t), t)) dt is in F for 
i = 0, 1, 2 ,... . Let Ei for i= 1, 2,... be disjoint subsets of (0, 00). Let y be 
defined by y(t) = xi(t) if t E Ei, i = 1,2 ,..., and y(t) = x,,(t) otherwise. If y is 
integrable, then 12 (y(t), u( y(t), t)) dt is in F. 
Proof: We successively apply Lemma 6.4 and use the closedness of F to 
verify the result. 
THEOREM 6.6. Denote the face of (q, v(q)) in C by F and suppose that a 
q,-optimal plan exists whenever (ql, v(q,)) E F. (For instance, tf F does not 
contain a strictly increasing ray.) Then a q-optimal plan x exists with 
e(x) = T’(q). 
Proof Let xi, x2,... be a sequence of qroptimal plans such that 
(qi, v(q,)) E F for each i and e(xJ + Tt (q). Since (q, v(q)) is in the relative 
interior of F, Tt (q) is maximal in the sense of Corollary 6.3. Let x,, be q- 
optimal. We shall apply the composition suggested in Lemma 6.5 with 
appropriate sets Et. Namely, for each i an Ei is chosen such that if 
y(t) = Xi(t) for t E E, then y is integrable. We shall also choose the Ei such 
that e(y) = T+(q). This is not very hard to accomplish if the Ei are chosen 
small enough, and close enough to T+(q). Then (2 ( y(t), u( y(t), t)) dt 
belongs to F; and Lemma 6.2 supplies a q-optimal plan x with e(x) > e(y), in 
particular e(x) = Tt (q). 
We note (without proving it here) that the existence of optimal plans 
required in the previous result can be dropped. 
390 ARTSTEIN ANDGREENBERG 
The function u(q) is an affme function in a region where (q, u(q)) belong 
to a face of C. Therefore its maximum, if attained, is attained at an extreme 
point of the face. This maximum is attained exactly if the face does not 
contain a strictly increasing ray. The following result relates this maximum 
with the maximal exhaustion time (which we know is attained in the relative 
interior). 
PROPOSITION 6.7. Let F be a face in the upper boundary of C and let 
(b, v(b)) E F be an extreme point of F such that v(b)= max(u(q): 
(q, u(q)) E F). Then T+(b) > T+(q) whenever (q, v(q)) E F. 
ProoJ Suppose T+(q) > T+(b) with (q, u(q)) in F, and according to 
Corollary 6.3 we can choose (q, u(q)) to be in the relative interior of F. A q- 
optimal plan exists since F does not contain a strictly increasing ray, and let 
x, be q-optimal with e(x,) = T+(q). Let x2 be b-optimal. Let y be defined by 
y(t) = x2(t) if t < Tt (b) and y(t) = x,(t) if t > T+(b). According to 
Lemma 6.5, 1: (y(t), u(y(t), t)) dt is in F. But lr u(y(t), t) dt = 
v(b) + .fF’+:(i,) u(x,(t), t) dt and is greater than u(b), in contrast with our 
assumption. This completes the proof. 
7. FINITE-TIME EXHAUSTION 
In this section we discuss the possibility that total depletion of the 
resources occurs in finite time. The distinction between finite or infinite time 
is, or might be, of economic interest. (See Yaari’s discussion in [ 121 and 
Solow’s casual remarks in [9, p. 31.) Technically, namely, mathematically, 
infinity does not play any special role and we could just as well analyze 
whether total depletion occurs, say, before the year 2525, or whether 
consumption does not start before a certain date. We shall, however, address 
our analysis to the original problem of finite-time exhaustion; the interested 
reader will find no difficulty in modifying the conditions that cover the other 
situations. 
We have to distinguish between the various meanings of finite-time 
exhaustion, due to the distinction between minimal and maximal exhaustion 
times (and the distinction between exhaustion by optimal plans and by 
maximizing sequences). Thus finite-time xhaustion of a given vector q might 
be impossible, possible, or necessary, due to the values of T-(q) and T+ (4). 
There might also be a difference between the behavior of different resource 
vectors. We shall first discuss finite-time exhaustion of a single vector, 
mainly in terms of subgradients of v. Then we shall discuss the global 
problem. 
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THEOREM 7.1. Let q > 0 and let p E au(q). Then u(x, t) < p x for 
almost every t > T,-(q) and for all x E RI. In particular, a necessary 
condition for T;(q) < 03 is that 11(x, t) < p . x for a.e. t suflciently large. 
Proof. According to the definition of T;(q) there is a maximizing 
sequence 0 = (xi, x2,...) of .Y(q) such that 1,” U(Xj(S), S) ds -+ 0 as j-t CO if 
t > T;(q). Without loss of generality l,oO xj(s) ds + 0 since we can chop off 
the tail of each xj without affecting the maximality property. If we combine 
this information with the necessary expression (4.6) (and recall that the 
integrand in (4.6) is nonnegative; see (4.5)) we get that sy i,(r) dr = 0 if 
t > T;(q). Since i,(z) < 0 for almost every t we get that i,(s) = 0 for almost 
every r > T;(q). The definition (4.5) of i,(s) completes the proof. 
COROLLARY 7.2. The inequalities T;(q) < T-(q) < T+(q) < TJ (q) (see 
(3.2)), imply that the necessary condition in Theorem 7.1 is a necessary 
condition for the finiteness of either of the exhaustion times. 
Remark 7.3. The previous necessary condition is not a sufficient one. 
This can be seen from the scalar example u(x, t) = min(x, e-‘). For q = 1, 
namely, q = 12 e-‘dt, the unique optimal plan is x(t) = e-’ (this can be 
checked directly or by applying Corollary 4.2). Since (1, u(1)) is an extreme 
point of C all the exhaustion times coincide (see Theorem 5.2) and therefore 
T;(q) = co. Yet u(x, t) < 1 x for all t and x, and 1 E &J( 1). Thus the 
necessary condition is not sufficient. In the presence of an optimal plan, as in 
the previous example, this necessary condition implies the existence of 
resource vectors close to q with finite time exhaustion. Indeed, if x is q- 
optimal and u(x, t) <p. x for t> T,, and a certain pE au(q) then the 
following plan y satisfies the sufficient condition of Corollary 4.2: Define 
y(t) = x(t) if t ( t, and y(t) = 0 if t > t,, where t, > T,,. If t, is large, then y 
is q,-optimal with q1 close to q, and clearly T-(q,) < t, < co. If no q-optimal 
plan exists then it might be impossible even to approximate q by resources 
having finite-time exhaustion. Consider u(x, t) = (1 - e-‘) x. Clearly 
u(x, t) < x for all x and t, and ( I} = au(q) for all q > 0. It is also easy to see 
that T;(q) = co for all q > 0. 
THEOREM 7.4. Suppose that T’(q) exists, namely, Y(q) has a solution. 
A suflcient condition for T+(q) < to is the existence of p E au(q) and a 
T, ( w such that u(x, t) c p x for all x # 0 andfor almost all t > T,,. Then 
T+(q) < To. 
Proof. The result follows directly from the characterization in 
Corollary 4.2. Indeed, u(x, t) < p . x for x # 0 and t > T,, implies that any q- 
optimal plan is identically zero on t > T,. 
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EXAMPLE 1.5. Existence of a p, E au(q) yielding the sufficiency does not 
imply that u(x, I) < p x for t > T’(q) and every p E c%(q). Consider the 
scalar integrand u(x, t) = min(x. 4 + fx) if t < 1 and u(x, t) = ix if t > 1. 
Then au( 1) = [f , 11. For any p E (4, 1 ] the condition concerning q = 1 holds, 
namely, u(x, 1) < p x if t > 1. However, the inequality does not hold for 
p=& 
Remark 7.6. The sufficient condition of Theorem 7.4 is not a necessary 
one. Consider u(x, t) = xl” for t< 1 and ~(x,t)=f(x+ 1) for t > 1. Then 
av(l)={f},Tf(1)=1.Butp.x=u(x,t)foreveryxandeveryt>1.Inthis 
example (1, v( 1)) is an extreme point of C. On the other side of the spectrum 
we can conclude the following. If (q, u(q)) is in the relative interior of an n- 
dimensional face of C then U(X, t) < p x for p E au(q) and t > T+(q) is a 
necessary condition (provided optima1 plans always exist). Indeed, if 
{x: x # 0, p x = U(X, t)} is not empty for t larger than T+(q) then a plan x 
satisfying the sufficient condition of Corollary 4.2 with respect o p can be 
found with e(x) > T’(q). The n-dimensionality of Face(q, v(q)) implies that 
(ql, v(q,)) E Face(q, u(q)), where q1 = l? x(t) dt. But then T+(q) < T+(s,), 
in contradiction with Theorem 6.6. 
The sufficient condition of Theorem 7.4 does not guarantee that total 
depletion by maximizing sequences necessarily occurs in finite time, namely, 
T:(q) ( co. Consider u(x, t) = (1 - e-‘) x; then (as in Remark 7.3) 
T,‘(q) = co whenever q > 0 and u(x, t) ( x whenever x > 0. Here T+(q) is 
not defined, but if we modify the integrand and define u(x, t) = x if t < 1 
then T+(q) is well defined, and equals 1. A sufficient condition for the 
finiteness of T:(q) is the following. 
THEOREM 7.7. A suflcient condition for T:(q) < a~ is fhe existence of a 
certain p E au(q), a time T, < 00 and a number 6 > 0 such that u(x, t) - 
p~x,<-6~x~ifx#Oandforalmosteveryt>T,.ThenT~(q)~T,. 
Proof. Suppose that o = (x1, x2 ,...) is a maximizing sequence for 9(q). If 
the condition holds then j?p0 (p xj(t) - u(xj(t), t)) dt > l”, ]xj(t)] dt and since 
i (t) < 0 for every t it follows from the condition of Theorem 4.1 that 
P F. xi(t) dt -+ 0 as J ‘+ 00. Combining this with the continuity of v at 0 (see 
Remark 4.3) we get jE u(xj(t), t) dt -+ 0 as j -+ co. Thus e(a) < T0 and since 
cr was arbitrary T:(q) < T,,. 
Examination of the proof of the preceding theorem yields the following 
sufficient condition, which is mathematically better but more difficult to 
check: A sufficient condition for T:(q) < co is the existence of p E au(q), 
T0 < 00 and 6 > 0 such that Ip0 (p x(t) - u(x(t), t)) df > 6 I”, Ix(t)/ dt for 
every plan x, namely, an integral condition rather than a pointwise condition 
as in Theorem 7.7. 
The global inequalities comparing u(x, t) and p x which are involved in 
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the necessary and the sufficient conditions can be checked via a local 
condition at x = 0 if u is concave in x. This is the context of the following 
statement. Here uz, for z vector, denotes the directional derivative, namely, 
a,(~, t) = lim h-‘(u(r + hz, t) - a(~, t)) as h -+ O+. Notice, for instance, that 
~~(0, t)= z(au/ax)(O, t) if z is scalar and au/ax is the partial derivative. 
THEOREM 7.8. Suppose that for every fixed t the function u(x, t) is 
concave in x. Let q > 0 and p E au(q). A necessary condition for T;(q) < UJ 
is the existence of a T, < co such that u,(O, t) < p z for t > T,, . A sufficient 
condition for T+(q) < co is the existence of a T,, < co such that u,(O, t) < 
p z lf t > T,, and z # 0. A suficient condition for T:(q) < to is the 
existenceofaT,~coanda6>Osuchthatu,(O,t)&p~~-6~z~ift>T,. 
Proof. Concavity of u in x implies that u(x, t) < ~~(0, t); hence the 
validity of the statements follows from Theorems 7.1, 7.4 and 7.7. (Clearly, 
it is enough to check the corresponding inequalities for z with 1 z 1 = 1.) 
EXAMPLE 7.9. Consider the scalar integrand u(x, t) = min((1 + e-‘)x, 
x + e-*‘). The partials (~%/8x)(O, t) are strictly decreasing, as t + a~, to 1. If 
we try to apply Corollary 4.2 with p = 1 we see that 1 E au(q) whenever 
q > 1. We can therefore conclude from the previous results that T;(q) = 00 
if q>l. If q<l then p E au(q) implies that p < 1, since 
lim,,, (&/3x)(0, t) = 1. The previous theorem implies that T,‘(q) < co. 
We now turn to some remarks concerning global properties, namely, 
finite-time exhaustion for all possible resources. The simplest way of 
applying our previous results is to find, for a given problem, the set of all 
subgradients p of v (for all possible resources) and to restate Theorems 7.1, 
7.4 and 7.7 with the appropriate quantifiers. This family of subgradients is 
related to the supporting hyperplanes of C (see Section 4), and therefore to 
the asymptotic cone of C, and it is not very hard to find. (See notes and 
examples in [2, Sects. 5,8].) Sometimes the geometry of the problem is easy 
to trace and direct results can be drawn. We shall discuss two examples here. 
The first example will be a technical generalization of Yaari’s result in 
[ 12, Sect. 21. Yaari considers a scalar integrand of the form a(f) g(x) with g 
being strictly concave. We shall drop this regularity of g, but notice that the 
considerations are quite similar to those of Yaari. It is worth noting that the 
conditions do not apply to the vector case (see Remark 7.12). 
PROPOSITION 7.10. Suppose that u(x, t) = a(t) g(x), with x scalar, 
a(f) + 0 as t -+ co and that the Lebesgue measure of {t: a(f) > 0) is infinite. 
Denote p = SUP,,~ x-‘g(x). Then p < 00 implies that T:(q) < a for each 
q > 0 and p = 00 implies that T;(q) = 00 for each q > 0. 
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ProoJ: (Notice that if u(q) < co for every q, as assumption (2.2) 
demands, then p is finite if and only if p, = lim supX+,,+ x-‘g(x) is finite; the 
latter number is always equal to (dg/dx)(O) if g is concave.) If p > 0 is a 
subgradient, hen if p < co, a(t) g(x) < (p - S) x for a certain 6 > 0 and for t 
large; and if p = co, supX a(t) g(x) > px for every t for which a(t) > 0. The 
claims will therefore follow from Theorems 7.7 and 7.1 provided we show 
that all subgradients are strictly positive. If 0 E h(q) for a certain q > 0 then 
the smallest of these vectors q, say, qO, has the property that (q,, , v(q,)) is an 
extreme point of C. Let x,, be a q,-optimal plan, such x,, exists in view of 
(4.9). According to Corollary 4.2, and since p = 0, a(t)g(x,(t)) = 
max, a(t) g(x). Unless g is identically zero, the maximum is not attained at 0 
(if a(f) > 0) and since the Lebesgue measure of {t: a(t) > 0) is infinite we 
find a contradiction to the integrability of x0. Therefore p = 0 is not a 
subgradient and the proof is complete. 
Remark 7.11. The infinity of the measure of {t: a(t) > 0) was used only 
to deduce that p = 0 is not a subgradient. If this can be deduced in a 
different way, e.g., assuming that g is strictly concave as Yaari does, then it 
is enough to assume that a(t) is not identically zero for large t. Assuming 
merely the latter we shall get that T:(q) < co if q < x0 measure {t: a(t) > 0}, 
where x0 is the minimal point at which the maximum of g(x) is attained. 
Remark 7.12. The analog of the condition in Proposition 7.10 is not 
enough in the vector case. The same arguments show that if 
p = suplX, >0 1x1-i g(x) is infinite, then T;(q) = co for all q # 0. But the 
following example shows that even if p < co it might happen that the 
exhaustion time is +co. Let a(t) = 2e-‘. Let g(x, v) = 0 if y # x2 and 
g(x, x2) = x (or take the smallest convex function which is greater than this 
g). Let us try p = (0, 1) as a subgradient. The supremum of a(t) g(x, y) - 
(0, 1)(x, y) is attained at (ee’, e-*I). The latter is therefore an optimal plan 
for (1,;). Yet the supremum of 1 x/ ~ ’ g(x) is finite. 
The other case where the subgradients can be traced rather easily is in the 
case treated by Aumann and Perles [3]. We say that the integrand 
4x, 0 = 44> as 1x1 -+ 00 integrably in t if for each E > 0 there is an 
integrable function q(t) such that u(x, t) < E Ix 1 if 1x1 2 q(t). If the integrand 
u in the problem 9 is indeed o(x) as x + co integrably in t then 
W= 44D9 as 141 -+ 03. This can easily be verified by using the inequality 
u(x(t), t) < l,(t) + &x(t) for an appropriate integrable l,(t) and for every plan 
x = x(t). Since v(q) = o(l q I) as I q I+ a~ we can deduce easily that every 
strictly positive p is a subgradient. A vector p E R: with zero coordinates 
might not be a subgradient. At any rate, the following proposition is the 
application of Theorem 7.8 for a global condition. 
PROPOSITION 7.3. Suppose u(x, t) = o(j xl) as [xl+ 00 integrably in t. A 
CONTINUOUS ALLOCATION PROCESSES 395 
necessary condition for T;(q) < a0 for every q # 0 is that for every p > 0 the 
inequality u(x, t) - p . x < 0 holds for all x and almost all t suflciently 
large. 
To get a meaningful sufftcient global condition out of Theorem 7.8 it is 
advisable to exclude the possibility that a subgradient has zero coordinates. 
If this case is indeed excluded then the family of subgradients coincides with 
the strictly positive vectors. A condition guaranteeing that a certain vector p 
is not a subgradient is that the set of t for which the inlimum of 
p x - u(x, t) is not attained is of positive measure. Indeed, if p is a 
subgradient i supports C at an extreme point which has an optimal plan and 
then Corollary 4.2 implies that the intimum is always attained. We can 
therefore conclude the following: 
PROPOSITION 7.14. Suppose that u(x, t)=o(lxI) as [xl-, co integrably 
in t. Suppose also that ifp E R: has a zero coordinate then the set of times 
in which the inflmum of p x - u(x, t) is not attained is of positive measure. 
Then a suflcient condition for T’ (q) < 03 for every q is that for every p > 0, 
a T, ( 00 exists such that u(x, t) < p . x if t > T, and x # 0. Notice that tf u 
is 0(/x/) integrably in t then since v(q) = o(lqj) the set C does not contain a 
strictly increasing ray and therefore according to Theorem 5.4, 
T:(q) = T+(q) for every q. 
We shall conclude this section by examining the possibility that the 
exhaustion time is not only finite for every q, but also uniform in q. Namely, 
a T,, < co exists such that T:(q) < T,, for every q > 0. This can certainly 
occur, for instance, if u(x, t) = 0 for t > T,. We claim that this is necessary 
if 4x, t)=o(JxI) as x + co integrably in t. Indeed, if u(x, t) > 0 for a certain I I 
x and t > T,, then u(x, t) > p . x for p > 0 sufficiently small. Since every 
p > 0 is a subgradient his contradicts Corollary 4.2 and the fact that all 
optimal solutions satisfy u(x(t), t) = 0 if t > T,,. Without the condition 
above, guaranteeing that every p > 0 is a subgradient, it might happen that 
T,‘(q) < T,, < co without the vanishing of u identically on t > T, . Consider 
the scalar example u(x, t) = 1 + x - ePX if t < 1 and u(x, t) = ix if t > 1. 
Clearly T:(q) < 1 for all q. 
8. MORE ON THE SCALAR CASE 
Unless otherwise stated, we assume throughout this section that q is 
scalar. For the scalar case further results about the exhaustion times can be 
obtained and we shall be interested in monotonicity and continuity 
properties. 
We shall start with a few lemmas characterizing the extreme optimal 
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plans. Recall that the set C in our case is two dimensional. Therefore its 
upper boundary consists of a closed set of extreme points and one dimen- 
sional segments joining them: with the possibility of one ray which might or 
might not be strictly increasing. As we have seen already in the vectorial 
case (e.g., Example 5.1 and Theorem 5.4) the behavior at points (q, v(q)) 
with compact faces might be different from those on unbounded rays. 
For a number p > 0 we shall denote by F,(t) the set 
{x:px - u(x, t) = i,(t)} (for the definition of i,(f) see (4.5)). The semicon- 
tinuity of u (see (2.1)) implies that F,(t) is closed. Let xp(t) and y,(t) be the 
maximal and the minimal elements, respectively, in FJf). If FJf) is not 
empty, then y,(t) is well defined and if in addition Fp(f) is bounded then x,(f) 
is well defined. It is not hard to see that both xp and y,, are measurable. 
Finally, denote 
I 
and 
LEMMA 8.1. Ifp, < pz then x E F,,(f), y E FJf) imply that x > y. 
Proof. Obvious, say, from the interpretation of p as a generator for a 
supporting hyperplane of C. 
LEMMA 8.2. The set of all q for which a q-optimal plan exisfs (and 
consequently T-(q) and T+(q) are defined)‘is a closed interval of (0, 00). 
Proof. The set of q such that (q, v(q)) belongs to a compact face of C is 
closed set. If C does not contain a strictly increasing ray we are done. If 
such a ray exists, let (q,,, v(q,,)) be its extreme point. Suppose that for q > q,, 
a q-optimal plan exists. Let p E &(q); as a matter of fact { p} = &(q). By 
Corollary 4.2, a plan x =x(f) is q-optimal, with q > q0 if and only if 
x(f) E: FJf) for almost every f. This shows immediately that the set of these 
vectors q is closed and convex, where j”F x,(t) df is its upper bound in case 
of boundedness. 
LEMMA 8.3. Let q be such that a q-optimal plan exists. Let p E i%(q). If 
p > 0 then T-(q) is the maximal between f, and the first time t for which 
1; x,(t) df = q. Ifp = 0 then T-(q) = f,. Also, T’(q) = T,. 
Proof. Corollary 4.2 characterizes a q-optimal plan x by x(f) E Fp(f) for 
a.e. f. It is therefore clear that e(x) > fp and that e(x) is also greater than or 
equal to the first time t for which I; x,(t) df = q. The latter time is indeed 
equal to T-(q) provided 0 E F,(f) for f 2 7, and a q-optimal plan x is then 
given by x(f) = xp(f) for t < 7 and x(t) = 0 otherwise. If fp > 7 then modifying 
x by letting x(f) = y,(t) for s Q f < f,, with s chosen by ji x(t) df = q 
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provides a q-optimal plan with e(x) = tp. If p = 0 then t,, is the exhaustion 
time of the extreme point on the horizontal ray, and u(x, t) = 0 for t > t,. 
The statement concerning T+(q) follows immediately from Lemma 6.2 or 
Proposition 6.7. 
The previous result yields a characterization of T:(q) and T;(q) in case 
(q, v(q)) lies on a compact face of C. Indeed, by Theorem 5.4 they are equal 
then to T+(q) and T-(q). Therefore we need to characterize T;(q) and 
T,‘(q) only if (q, v(q)) is on a ray. In order to analyze this case we define for 
each t the number r(t) = lim,,, lim,,, z-‘Up, where u, = u,,-,,,+,, is the 
supremum for the restriction of Y to [t - E, t + E]; compare with Section 4. 
(If u(x, t) is “nice” then r(t) = lim SU~,,~ z-‘u(z, t); see [2, Sect. 81.) 
Clearly, if C contains a ray, with supporting vector p, then 
lim ,?+a2 z -‘V(Z) =p and r(t) <p for every t. Let up be the smallest number t, 
if it exists, for which r(t) =p, and up = co if r(t) < p for all t. 
LEMMA 8.4. Suppose that (q, u(q)) belongs to a ray in C and let 
{ p} = &(q). Consider the times tp, op. Then T;(q) = max(t, , s,,) if there is 
no q-optimal plan and T;(q) = min(T-(q), max(tp, up)) if T-(q) is defined. 
Proof. The characterization in Theorem 4.1 implies that T;(q) > tp, and 
clearly T;(q) < T-(q). So it remains to be shown that if t,, < T;(q) < T-(q) 
then T;(q) = op. But this follows also from the characterization in 
Theorem 4.1, keeping in mind that p generates upporting hyperplanes for all 
z > 4. 
An immediate outcome of the previous lemmas is the following. 
THEOREM 8.5. Each of T;(q), T-(q), T+(q) and T,‘(q) is non- 
decreasing in the variable q. 
Proof: If q, > q2 and p, E %(q,) then p2 >p,. The monotonicity follows 
from Lemma 8.1 if p2 # pl, or from Lemma 8.3 if either of the faces of 
(qi, V(qi)) is compact. If p, =pz and the face is not compact, then 
Lemma 8.3 covers the monotonicity of T-(q) and T+(q) and Lemma 8.4 
implies the monotonicity of T;(q), while T:(q) is then constant on the open 
ray. 
The monotonicity is a consequence of the continuity, rather than 
discreteness, of the time variable t. This is due to the “convexifying effect” of 
the non-atomicity of time; compare with Ekeland and Temam [5, 
Appendix I] or whith [ 11, [2] or [3]. If time is not discrete the exhaustion 
time might not be monotonic. Consider the time t = 1,2 and the integrand 
u(x, 1) = min(2x, 2) if x E [0,8], u(x, 1) = min(4x - 30, 10) if x > 8; and let 
U(X, 2) = min(2x, 2). Then for q = 2 the unique optimal plan is 
x( 1) = x(2) = 1 with exhaustion time T(2) = 2. But if q = 10 then optimal 
exhaustion occurs in t = 1, and the optimal plan is x(1) = 10, x(2) = 0. 
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Concavity of the integrand in x will imply monotonicity of the exhaustion 
times. 
LEMMA 8.6. Let Q = {q: (q, u(q)) is an extreme point of C). For q E Q 
all the exhaustion times coincide (see Theorem 5.2); denote them by T(q). 
Then T(q) is lower semicontinuous on Q. 
Proof. Follows immediately from (4.7). 
PROPOSITION 8.7. Each of T;(q), T-(q), Tt (q) and T:(q) is lower 
semicontinuous (which is equivalent, since each of the functions is 
nondecreasing, to continuity from the left). 
Proof. The lower semicontinuity on Q plus monotonicity (see previous 
lemma) leaves us to check only what happens on the intervals [q,, q2] such 
that ql, q2 are in Q and Q n (q, , qJ is empty, or to investigate intervals 
[qi, co) with 4, the maximal point in Q. In both cases au(q) is a singleton, 
say, { p), for q in the interior of the interval, and the characterizations given 
in Lemmas 8.3 and 8.4 clearly imply the continuity from the left, hence the 
lower semicontinuity. (Note that if q E (ql, q2) and q2 E Q then 
T;(q) = T-(q) and T’(q) = T,‘(q) as implied by Theorem 5.4.) 
Discontinuity of T-(q) and T+(q) might occur. Consider, for instance, 
u(x, t) = x”z if O<t< 1, u(x,t)=min($x, 1) if 1 <t<2 and u(x,t)= 
min(jx, 1) if 2 <t < 3. Then T-(l)= T+(l)= 1 but T-(1 t e)= 2 and 
Tc (1 + a) = 3 for every E > 0. It is worthwhile noting, (although we shall not 
display the example here) that the lower semicontinuity of the exhaustion 
time does not hold in general in the vectorial case. 
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