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We present a first-principles approach to compute the transport properties of 2D materials in
an accurate and automated framework. We use density-functional perturbation theory in the ap-
propriate bidimensional setup with open-boundary conditions in the third direction. The materials
are charged by field effect via planar counter-charges. In this approach, we obtain electron-phonon
matrix elements in which dimensionality and doping effects are inherently accounted for, without
the need for post-processing corrections. This treatment highlights some unexpected consequences,
such as an increase of electron-phonon coupling with doping in transition-metal dichalcogenides. We
use symmetries extensively and identify pockets of relevant electronic states to minimize the number
of electron-phonon interactions to compute; the integrodifferential Boltzmann transport equation
is then linearized and solved beyond the relaxation-time approximation. We apply the entire pro-
tocol to a set of much studied materials with diverse electronic and vibrational band structures:
electron-doped MoS2, WS2, WSe2, phosphorene, arsenene, and hole-doped phosphorene. Among
these, hole-doped phosphorene is found to have the highest mobility, with a room temperature
value around 600 cm2·V−1·s−1. Last, we identify the factors that affect most phonon-limited mo-
bilities, such as the number and the anisotropy of electron and hole pockets, to provide a broader
understanding of the driving forces behind high mobilities in two-dimensional materials.
I. INTRODUCTION
The scientific and engineering community is devoting
a major effort towards the identification and fabrication
of novel 2D materials1–11 and their application in elec-
tronic devices12,13. To accelerate the discovery of the
best candidates for electronic transport, systematic and
accurate methods to compute phonon-limited resistivity
and mobility from first principles would be very benefi-
cial. Nevertheless, these quantities are not straightfor-
ward to compute and various degrees of approximations
are often needed.
A very successful approach relies on the solution of the
Boltzmann transport equation14,15 (BTE), in which the
electron-phonon coupling (EPC) enters the expression for
the scattering rates16,17 and can be computed from first
principles within density-functional perturbation theory
(DFPT)18–22 or with finite-differences schemes23,24. Al-
though both methods proved to be very successful, DFPT
is more efficient in dealing with long-wavelength effects
since it does not need large supercells to accommodate
the perturbation, and will thus be the method of choice
in the following.
Either way, the computation of EPC in 2D materi-
als from first principles presents some challenges. Be-
ing ruled by long-range Coulomb interactions, the long-
wavelength electron-phonon dynamics are highly depen-
dent on dimensionality. The most obvious example is the
Fro¨hlich interaction in polar materials, which diverges in
the long-wavelength limit in 3D while remains finite in
2D25. This fundamentally different behaviour is difficult
to capture in standard electronic-structure codes based
on plane-wave basis sets because of the spurious interac-
tion with artificial periodic images, which leads to erro-
neous results when q → 0. Thus, special care must be
adopted when computing the response of a 2D system to
long-wavelength perturbations25–28.
An appropriate treatment of doping is an additional
challenge. While field-effect charging is omnipresent in
experimental setups, it is usually not included in first-
principles simulations. Often, calculations are performed
for the neutral case, and the Fermi level is shifted within
a frozen-band approximation when integrating the EPC
matrix elements to obtain a certain scattering-related
quantity. This is approximate because the EPC itself de-
pends on doping, most notably via screening, but also via
other mechanisms that will be discussed later. A more
realistic description is now possible thanks to a recent
development of DFPT for gated 2D materials29, where
the doping charge is neutralized by adding planar distri-
butions of counter-charges, mimicking experimental con-
ditions where 2D materials are doped electrostatically
through gates.
Another source of challenge is that, in general, a very
large number of EPC matrix elements must be com-
puted to obtain a fine enough sampling of the electron-
phonon dynamics over the Brillouin zone, which is com-
putationally very expensive. To boost efficiency, one
may use Wannier interpolations30–35 to obtain inexpen-
sively the EPC over a dense mesh. However, interpola-
tions work seamlessly only with short-range interactions.
Long-range effects, such as Fro¨hlich or piezo-electric cou-
pling, need to be modeled and treated separately; this
has been solved for three-dimensional systems36,37, while
in 2D, Fro¨hlich coupling has been modeled25 and efficient
ways to interpolate the phonon dispersions have been put
forward28, but a thorough description of EPC interpola-
tion is still missing. Nonetheless, the absence of interpo-
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2lation techniques might not be, in the long run, a major
constraint. Indeed, the reduced dimensionality entails
one less dimension to sample, with a drastic reduction
of electronic states and phonons to consider. Thus, it
can be argued that for 2D materials, one should focus on
addressing dimensionality and charging first, rather than
interpolation.
Here, we thus choose a direct approach and compute
all EPC matrix elements from DFPT in the appropriate
boundary and charging conditions29. The use of sym-
metries and energy selection rules, in addition to the
momenta being restricted to two dimensions, makes the
process computationally feasible.
For the solution to the Boltzmann transport equa-
tion for electrons and holes, different approaches in-
volving various degrees of approximation have been put
forward. In the case of metals, Allen derived an ap-
proximate solution15 by suitably modifying Eliashberg
theory16 to transport. This approach has been success-
fully applied in the early efforts to compute mobilities
from first principles21,38 and it is now customary in many
available transport codes such as EPW35. In the general
case, including semiconductors, the major challenge is
that the integrodifferential BTE does not have a closed-
form solution. Most approaches use then some form of
relaxation-time approximation24,39–49 to obtain a closed-
form result.
Still, the errors associated with the various approxi-
mate solutions to the BTE in the literature are often
difficult to quantify. An iterative scheme inspired by the
original Rode’s method50,51 to solve the inelastic part of
the BTE has been recently proposed52–55, while a very
efficient preconditioned conjugate-gradient approach has
been reported in Ref. 56 following a recipe introduced
in the context of the phonon Boltzmann equation for
thermal transport57–59. Ref. 54 also offers an interesting
comparison of the different methods to solve the BTE
and shows a broad agreement between these for the case
of MoS2; still, this might not be the case for all mate-
rials. A full numerical solution of the BTE beyond the
relaxation-time approximation was introduced in Ref. 60
for graphene. An advantage of this latter method is that
it does not require a broadening of the δ functions enforc-
ing energy selection rules, contrary to the other methods
mentioned above. It was, however, tailored specifically
for graphene. Here, we propose a more general approach
with iterative scheme combined with the use of the trian-
gles method61,62 for accurate integrations of the δ func-
tions.
Relatively few 2D materials have had mobilities the-
oretically investigated up to now. Graphene has been
studied extensively24,40,41,43,44,60,63–75, showing excellent
agreement44 with experiments1 and a detailed under-
standing of the main processes limiting mobility41, in-
cluding the effects of dimensionality and charging by field
effect29,75. MoS2, another prototypical 2D material, has
also been studied in several works24,42,43,52–54, as well
as phosphorene45–48,76,77, arsenene78–80, silicene24, and
other TMDs42. On the other hand, the effects of pe-
riodic images and dimensionality are explicitly treated
only in some of the first-principles efforts24,52,53. Charg-
ing is most often treated as a rigid shift of the Fermi
energy in the computation of the transport properties,
but not included in the computation of the matrix ele-
ments themselves. Consequently, the influence of doping
on the EPC is generally neglected. In some instances,
electronic screening is accounted for analytically52,53, but
this necessarily entails the use of models and approxima-
tions (not obvious in 2D). Also, as will be shown here,
screening is not the only effect of doping on EPC matrix
elements. Last, computational accuracy is often limited
by the very expensive nature of the Brillouin zone (BZ)
integrals. For all these reasons, a full treatment of dop-
ing and periodicity is necessary, together with an efficient
and automatic implementation of all BZ sums.
All these points are addressed in this paper, that is
structured as follows. In the first section, we describe the
formal framework of the BTE and identify the quantities
needed to solve it. In the second section, we present the
workflow of first-principles calculations used to compute
the physical quantities associated with phonon-limited
transport. Then, we discuss the results of this work-
flow applied to a set of known prototypical materials,
i.e., three electron-doped TMDs in their 2H form (MoS2,
WS2, WSe2), as well as electron-doped (gray) arsenene,
and both hole- and electron-doped (black) phosphorene.
II. BOLTZMANN TRANSPORT EQUATION
In this first section, we review the framework of the
Boltzmann transport equation for electrons in an effort
to settle the context and introduce the various quantities
used in the rest of the paper. Similar derivations can be
found in the literature, e.g. in Ref. 14, 81, and 82. We
consider any 2D material to lie in the x−y plane with an
applied electric field in the same plane, in the −uE direc-
tion. The electric field favors states with wavevectors k
in the opposite direction, uE , thus taking the electronic
distribution f out of its equilibrium Fermi-Dirac ground-
state f0. Phonon scattering acts to bring the system
back towards its unperturbed equilibrium state; then, a
steady-state regime is reached and a net electric current
j emerges. The conductivity, or the inverse of the resis-
tivity, is then defined as14,81,82:
σ =
1
ρ
=
∑
α
2e
|E|
∫
k∈α
dk
(2pi)2
f(k)v(k) · uE (1)
where the factor 2 accounts for spin degeneracy, e > 0 is
the Coulomb charge, E the electric field, α is an index
representing the different valleys in the Brillouin zone,
f(k) is the steady-state occupation function, and v(k)
the band velocity of the electronic state. Here, rather
than integrating over all the Brillouin zone, we limit our-
selves to the relevant electron or hole pockets that are
3occupied by temperature or doping. In semiconductors,
these pockets form valleys which we will further define
later, and wavevectors k are taken from these valleys.
Mobilities can then be obtained from the Drude model
as µ = σ/n, where n is the electron density (replace
with hole density p in the case of hole doping). The
central quantity to obtain is thus the occupation distri-
bution f(k). Assuming this to be spatially uniform and
time-independent (steady-state), the Boltzmann trans-
port equation states that the change of the occupation
distribution driven by the electric field must be compen-
sated by scattering14,81,82:
−eE
~
· ∂f
∂k
=
(
∂f
∂t
)
scatt
(k) (2)
The collision integral (right-hand side) can be found us-
ing Fermi’s golden rule:(
∂f
∂t
)
scatt
(k) =
∑
k′
Pk′kf(k
′) (1− f(k))
− Pkk′f(k) (1− f(k′)) ,
(3)
where Pkk′ is the scattering probability from state k to
state k′; Pkk′ should include in general all relevant scat-
tering processes. Here, we sum over all electron-phonon
scattering probabilities associated with the phonons
modes of the system, i.e. Pkk′ =
∑
ν Pkk′,ν , where Pkk′,ν
is the sum of phonon emission and absorption terms16 for
phonon mode ν of momentum q = k′ − k:
Pkk+q,ν =
2pi
~
1
N
|gkk+q,ν |2{nq,νδ(εk+q − εk − ~ωq,ν)
+(nq,ν + 1)δ(εk+q − εk + ~ωq,ν)}.
(4)
In the expression above, gkk+q,ν is the electron-phonon
coupling (EPC) matrix element and nq,ν is the phonon
occupation, which we assume to be the equilibrium Bose-
Einstein distribution. The δ functions stem from the
energy selection rules involved in scattering, forcing the
need to evaluate the EPC on very fine momentum grids,
making the calculations challenging. Phonon scatter-
ing as described in Eq. 4 involves three quasi-particles:
an initial electronic state, a final electronic sate, and a
phonon. The EPC matrix element connecting the initial
and final states can be computed within DFPT17,22 and
reads:
gk,k+q,ν =
∑
a,i
ea,iq,ν
√
~
2Maωq,ν
〈k + q| ∂VKS(r)
∂ua,i(q)
|k〉 (5)
where a is an atomic index, i a cartesian index, ea,iq,ν is the
phonon eigenvector, Ma is the mass of atom a, |k〉, |k+q〉
are the initial and final electronic states, and ∂VKS(r)∂ua,i(q) is
the derivative of the Kohn-Sham potential with respect
to a periodic displacement of atom a in direction i.
We adopt a perturbation approach at first order in
electric field and write :
f(k) = f0(k) + f1(k) (6)
where f0(k) is the Fermi-Dirac function and f1(k) is
the linear perturbation proportional to the electric field,
for which it is convenient to make the following general
ansatz
f1(k) = e|E|uE · F (k)∂f
0(k)
∂ε
(7)
where F (k) is a vectorial quantity with units of length
that can be understood as a mean free displacement54.
In the following the only approximation we make is to as-
sume that this mean free displacement is along the band
velocity, that is we write:
F (k) = v(k)τ(k) (8)
where τ(k) is unknown and has the dimension of time.
We will call it scattering time, although it is not the
scattering time as often understood in the context of the
relaxation-time approximation. This is similar to what
has been proposed by Rode50,51, and reduces to his trial
solution when v(k) ∝ k.
By replacing the occupation distribution of Eq. 6 with
the ansatz Eq. 7 and 8 in Eq. 9, and keeping only first-
order terms in the electric field, we get to what we will
refer to as the linearized BTE:
(1− f0(k))v(k) · uE =
∑
k′
Pkk′(1− f0(k′))×
{v(k) · uEτ(k)− v(k′) · uEτ(k′)}
(9)
where we have used the detailed balance condition
Pk′kf
0(k′)(1 − f0(k)) = Pkk′f0(k)(1 − f0(k′)) and the
fact that ∂f
0(εk)
∂ε = −
f0(k)(1−f0(k))
kT . In Eq. 9 we keep
the term (1 − f0(k))v(k) on the left-hand side to avoid
having it on the right-hand side as a denominator, which
would bring some numerical instability in the process of
solving the equation numerically. Putting back the dis-
tribution Eq. 6 in the expression for the conductivity Eq.
1 we get:
σ =
1
ρ
=
∑
p
2e2
∫
k∈α
dk
(2pi)2
(v(k) · uE)2 τ(k)∂f
0
∂ε
(10)
A very minimal set of approximations have been made
to get to Eq. 9 and 10 (linear order in electric field,
steady state, equilibrium phonon distribution, mean free
displacement along band velocity). We will compute the
conductivity at this level of approximation. This goes
beyond the relaxation time approximation, which would
correspond to neglecting the second term in brackets on
the right-hand side of Eq. 9, and differs from the ap-
proaches in Ref. 54 and 56 only in the assumption of
4Eq. 8. In our approach we solve the linearized BTE
(Eq. 9) iteratively starting from a guess inspired by the
relaxation-time approximation (see App. I), as suggested
initially by Rode50,51. In addition to some differences in
the formulation of the BTE and the sampling of elec-
tronic and phonon momenta, our improvement with re-
spect to the existing literature is the use of the triangles
method61,62 to integrate the delta functions of Eq. 4.
III. WORKFLOW / CALCULATIONS
In this section we describe the computational workflow
developed to calculate the transport properties of 2D ma-
terials. Electron-doped WS2 (n = 5×1013 cm−2) is used
as a case study; this is a relatively complex system due
to its multi-valley nature. As illustrated in Fig. 1a), the
process can be separated into the two following steps:
• EPC: We compute the linear response of the system
with respect to a set of phonon momentaQ (defined
in the following section, along with all other sets of
wave vectors, I and F). The resulting EPC ma-
trix elements g2k,k′ are then projected on a set I
of relevant initial states k ∈ I and interpolated on
a set F of final states k′ ∈ F . The initial states
are where we want to evaluate the scattering time.
Final states are all the states accessible from the
initial states via phonon scattering.
• Transport: The matrix elements are then used to
compute the scattering probabilities Pk,k′ and solve
the BTE, which yields the scattering time for each
initial state in I. The scattering time is then inter-
polated for all states in F , as shown in Fig. 1c). The
integration of the scattering times gives the trans-
port quantities, like the temperature-dependent
mobilities and resistivities shown in Fig. 1 d).
In the following we first detail and justify the sampling
choices for the momentum sets I, F and Q. Then we
describe each of the two steps outlined above.
A. Sampling
Phonon scattering involves three quasiparticles: an ini-
tial electronic state, a final electronic state and a phonon.
We use a different momentum sampling over the Brillouin
zone (BZ) for each of those quasiparticles, according to
their use in the workflow and the cost of the associated
calculations.
Only a subset of the electronic states are relevant for
transport. We see from the expression of conductivity
(Eq. 10) that one needs to find the dependency of the
perturbed distribution only for electronic states for which
∂f0(εk)
∂ε is significantly different from zero: this represents
a set of electronic states with energies in a range of a few
kT around the Fermi level. Furthermore, we see in the
collision integral that the scattering time at k depends
on the scattering time of possible final states at k′. This
means that the energy range where we need to evaluate
τ(k) must be extended by the maximum phonon energy
~ωmax above and below. Such constraints define pockets
or valleys in the BZ, and in WS2 we keep all electronic
states up to an energy 0.24 eV above the bottom of the
conduction band. Panel c) of Fig. 1 shows these valleys in
the Brillouin zone for WS2. We distinguish two kinds of
valleys: two K-valleys around the high-symmetry points
K and K’, and six valleys around the Q points, situated
approximately halfway between Γ and K.
We define a fine grid F on the pockets, see Fig. 2, on
which quantities related to the band structure, i.e. ener-
gies and velocities, are computed. A fine grid is needed
to evaluate the velocities (as gradients of the energies)
properly and to converge the integrals in Eq. 9 and Eq.
10. To compute the eigenenergies on a fine grid, the
ground-state electronic density is first computed on a rel-
atively coarse grid (32×32×1); then, non self-consistent
calculations are performed on a finer grid. Since the sec-
ond step is relatively inexpensive, one can afford very
fine sampling. We always define the grid such that the
distance between two consecutive k-points is 0.01 A˚−1
(or as close as possible to this value using a Monkhorst-
Pack mesh). For example, in WS2, this corresponds to
226×226 k-points. The scattering times are interpolated
on this grid and integrated to get the conductivity, resis-
tivity, or mobility, as shown in Fig. 1c-d). In this work,
more focused on accurate linear response, band struc-
tures are computed within DFT. However, the same ap-
proach could use bands computed at a higher level of the-
ory, such as hybrid functionals, many-body perturbation
theory (e.g. GW associated with a Wannier interpolation
technique34), or applying a correction to the fundamen-
tal band-gap obtained from an evaluation of the deriva-
tive discontinuity as in GLLBsc functionals83,84, or even
bands fitted to experiments85,86.
As written in Eq. 9, the linearized BTE gives the value
of τ(k) at an initial state k as a function of τ(k′) at all
possible final states k′ linked to the initial state by a
phonon-scattering event. As will be explained in Sec.
III C, the sampling of initial and final states needs not
be the same, and we simply need a map from the final
states to their closest symmetry-equivalent initial state.
The set of final states ultimately defines the set of scatter-
ing events we account for, represented by the scattering
probability Pkk′ . These quantities have low symmetry
since they combine the initial and final states with the
phonon that links them. Thus, the final states of the BTE
need to cover the full extent of the valleys. Furthermore,
one needs to account for the sharp variations of Pkk′ due
to the energy selection rules in Eq. 4. We thus use the
fine sampling of the pockets F for the final states in the
BTE. This simply means that the EPC eventually needs
to be interpolated on this grid. The set of momenta I is
where we want to compute the scattering times by solving
the BTE, and it is convenient to note that the scattering
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FIG. 1. a) Schematic description of the first-principles workflow for electronic transport b) Interpolated electron-phonon
couplings gk,k′ for electron-doped WS2. The initial state k considered here is indicated by a white star; the other points are the
possible final states in the finely sampled pockets, where the color of the point indicates the strength of the electron-phonon
coupling matrix element. The index of the phonon mode indicated at the top of each subplot refers to a purely energetic
ordering of the phonon modes associated with each transition. This implies that crossings in phonon dispersions may lead to
discontinuities in the plots. This explains the set of seemingly out-of-place EPC matrix elements in the K’ valley for modes 5
and 6, and in lesser measure in the Q valleys for modes 2 and 3. c) Scattering times interpolated on the fine grid of electronic
states F , shown using a color scale for each electronic state in the valleys of WS2. d) Temperature-dependent resistivity and
mobility of electron-doped WS2 (n = 5 10
13 cm−2).
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FIG. 2. Representation of the different sampling grids. F is
the fine grid used for the final integration of the conductivity
and the sum over final states in the BTE. I is a coarser grid of
irreducible states on which we solve the BTE and compute the
scattering times. The grid Q of phonon momenta on which
the linear response is computed is obtained by finding the
irreducible set of momenta linking the electronic states from
an even coarser grid, represented here in lime green.
times τ(k) have the symmetry of the electronic eigenen-
ergies εk. This is not obvious because the computation
of the resistivity involves the electric field and phonons
which break the symmetries of the band structure. The
integrand in Eq. 10, for example, has the symmetry of
the band structure plus the electric field. This quantity
and the aforementioned Pkk′ have thus lower symmetry
than the electronic states. On the other hand, the form
of the ansatz for the perturbed distribution (Eqs. 7 and
8) is such that the effect of the electric field is separated
out and τ(k) essentially represents the dependency of
the perturbed distribution on the electronic states only.
Further analysis of the BTE (Eq. 9) shows that τ(k) de-
pends on a sum over all possible final states. While each
term of the sum might not have the symmetries of the
band structure (Pkk′ , e.g., does not), the sum is invariant
under the symmetry transformations associated with the
BZ. So, since τ(k) has the symmetry of the band struc-
ture, the initial states I are sampled from an irreducible
representation of the valleys. This sampling should be
chosen fine enough to capture the variations of the scat-
tering time; however, the size of I defines the size of the
linear system to solve for the BTE and it is a factor in
the total number of EPC matrix elements to compute.
Those calculations have a non-negligible computational
cost, and using the irreducible states in the fine grid of
the pockets would be unnecessarily expensive. As shown
in Fig. 2, we use a coarser grid: for all materials in this
work we found that a grid with a k-points spacing ap-
proximatively 2.6 times larger than the fine grid F leads
to a converged solution to the Boltzmann transport equa-
tion at a reasonable computational cost. For example, in
WS2, this leads to 126 irreducible initial states, while us-
ing the fine pockets grid would have led to more than 800
initial states.
The electronic wave functions in Eq. 5 can be easily
recomputed from the ground-state charge density, while
the rest is associated with a given phonon perturba-
tion, and is the bottleneck in terms of computational
cost (in particular the calculation of ∂VKS(r)∂ua,i(q) ). There are
methods32,33,35,36 to interpolate the perturbation ∂VKS(r)∂ua,i(q)
to the Kohn-Sham potential, but the spirit of the current
approach is to compute this quantity directly in DFPT.
We will, however, take full advantage of symmetries and
use a reasonable sampling of phonon momenta. Each
scattering event from an initial to a final states defines
a phonon momentum q = kF − kI , where kF spans the
pockets {α}, and kI spans the irreducible states in the
pockets. We use the same support as for I and F , but
define a coarser grid, as shown in Fig. 2. We then ob-
tain the set of phonons momenta Q, where we actually
compute the linear response to the phonon perturbation,
by the following process: first, we find all possible q vec-
tors connecting all final states and initial states in the
coarse grid. For these, there are many duplicates, since
a single momentum can link several pairs of initial and
final states, and so we remove those duplicates. The
q points are then reduced by symmetry. Indeed, from
one q-point, the linear response code (as implemented
in Quantum ESPRESSO) allows, as a post-process, the
computation of ∂VKS(r)∂ua,i(q∗) for all q
∗ points in the set Q∗
defined as all q∗ = S(q) where S is a symmetry opera-
tion of the crystal. The symmetry reduction is done with
a tolerance of about the grid step, since the momenta in
Q∗ do not always fall exactly on the grid. The number
of phonons to compute thus depends on the initial grid
chosen for the electronic states in a non-straightforward
way. We go through the above process several times until
we reach a number of phonons that is largely sufficient
to capture the variations of EPC while staying reason-
able in terms of computational cost. For example, in
WS2, this results in 200 q-points where to compute the
linear response ∂VKS(r)∂ua,i(q) . For materials with less valleys
(such as phosphorene studied in Section IV), less than
100 phonons are needed.
In Fig 3 we show both the set of irreducible phonon
momenta Q and the relevant phonon momenta in Q∗
that lead to final states in the BZ for at least one of the
initial states.
B. Phonons and EPC calculations
Phonons are computed using the recent implementa-
tion of DFPT for gated 2D heterostructures29 in Quan-
tum ESPRESSO87,88 (QE). This development includes
two important modifications: i) a cutoff of the Coulomb
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FIG. 3. Irreducible phonon momenta q ∈ Q (in red, those
actually computed via DFPT), and all relevant phonons (in
light blue) that can be obtained from the latter by symmetry
transformations. To help visualizing the corresponding pairs
of initial and final electronic states, the dashed lines corre-
spond to a BZ centered either the high-symmetry K point
(green) or the bottom of the Q valley (orange) at the origin,
the Q valley being approximately halfway between Γ and Q.
interactions in the non-periodic direction89,90 and ii) the
inclusion of gates to simulate charging of the material
in a field-effect setup (FET). The cutoff is necessary to
properly account for dimensionality effects25,28: as QE
relies on 3D periodic-boundary conditions, there would
always be artificial periodic images of the 2D system, and
the Coulomb cutoff suppresses spurious interactions be-
tween them. The FET setup allows the simulation of
the charging of the material in an electrostatic environ-
ment that aims to be more realistic than the standard
approach of introducing a compensating background of
charge uniformly distributed over the full simulation cell
(vacuum included). So, we compute the linear response
to the phonon perturbations ∂VKS(r)∂ua,i(q) and the dynamical
matrices for q ∈ Q using these two unique features.
These quantities are obtained for all q in Q∗ by ap-
plying symmetry transformations. Then, we compute
the EPC matrix elements in Eq. 5 for the |k〉 states
that are in the irreducible initial states I. This pro-
cess is automatized via the AiiDA materials’ informatics
infrastructure91 to manage the calculations and store the
data. Each symmetry transformation of ∂VKS(r)∂ua,i(q) and its
application to the initial states represents a relatively fast
run of the Phonon code of QE. Thanks to AiiDA, such op-
erations can be performed in a highly parallelized fashion.
For each initial state, a list of the q vectors and the corre-
sponding values of gk,k+q,ν for each mode is stored; the
gk,k+q,ν are then interpolated linearly to obtain gk,k′,ν
for k′ on the finer grid of the pockets F . Fig. 1b) shows
the result of this procedure for electron-doped WS2. The
data storage and provenance provided by AiiDA ensure
that all the information collected from the computation-
ally demanding phonon calculations is safely kept and
easily re-used for multiple applications (e.g. one can
study phonon-mediated superconductivity starting from
the same electron-phonon matrix elements).
C. Transport
Suppose sampling I yields Ni irreducible initial states,
while sampling F yields Nf final states. Writing the BTE
for the irreducible states yields Ni equations relating τ(k˜)
for k˜ ∈ I to τ(k′) for Nf k′ ∈ F .
∀k˜ ∈ I,
τ(k˜)×
∑
k′
Pk˜k′
(
1− f0(k′))v(k˜) · uE =(
1− f0(k˜)
)
v(k˜) · uE
+
∑
k′
Pk˜k′
(
1− f0(k′)) (v(k′) · uE)τ(k′).
(11)
This system can be solved iteratively, using the the
closed-form solution in I as a starting point. Each it-
eration gives us the values of τ for k˜ ∈ I grid. It is
then rotated according to the symmetries of the band
structure, interpolated linearly on the fine grid of the
pockets k′ ∈ F , and put back into the next cycle, until
self-consistency.
We address below a couple of technical issues that
prove important if one wants to have an accurate and
robust numerical solution. To arrive at the final form of
the BTE, we address the fact that its solution τ(k) is ill-
defined when v(k˜) ·uE approaches zero. Indeed, consid-
ering v(k˜)·uE = 0, any τ(k˜) satisfies Eq. 11. In practice,
this brings numerical noise. This situation can happen:
i) if v(k˜) ≈ 0, which is relatively rare in practice (e.g.
only when k˜ is very close to the extremum of a valley);
ii) if v(k˜) ⊥ uE , where uE is the direction of the electric
field. Situation i) can be treated approximately, with-
out much consequences on the transport results (indeed,
states with zero velocity do not contribute to transport),
and we compute the scattering time using the closed form
of the BTE reported in the App. I. In situation ii), we
do need a consistent evaluation of τ(k). Indeed, even
though k˜ ∈ I does not contribute to the conductivity
because its velocity is perpendicular to the field, this is
not necessarily true for all k ∈ F that are equivalent to
k˜ according to the symmetries of the BZ. We thus use
the following technique: since τ(k˜) has the symmetry of
the band structure, it does not depend on the direction
of the electric field. In other words, any choice for the
direction of the electric field gives the same τ ’s. Thus, we
are free to use any direction for the electric field to solve
the BTE, and we can choose different directions for each
8of the Ni equations corresponding to the Ni k˜ points.
For each k˜, we choose the direction uk˜ =
k¯
|k¯| , where k¯ is
k˜ taken from the extremum of its valley, since v(k˜) ⊥ uk˜
virtually never happens.
We then have a well-behaved set of equations. The
other numerical issue is the treatment of the δ functions
in Eq. 4. The standard numerical procedure is to replace
them by Gaussian functions and test the convergence of
the solution with respect to the corresponding broaden-
ing. However, convergence is very slow, and even with
the relatively fine grids used for here, the correspond-
ing errors on the mobilities can reach a few percents. In
addition, the automation of these convergence tests can
be challenging. An alternative is to use more sophisti-
cated integration techniques like the so-called triangles
method61,62 (two-dimensional equivalent of the tetrahe-
dron method92), which amounts to performing the sum
analytically as an integral by interpolating the functions
involved linearly within three points that form a triangle.
Although slower, it gives more accurate results and this
is what we implemented here. To the best of our knowl-
edge, it is the first application of this method to the BTE.
As a final remark, note that an iterative procedure is not
needed in principle. The above system of equations can
be solved algebraically. As discussed in App. II, how-
ever, the use of Gaussians and the associated choice of
broadening parameter becomes necessary.
Once we have the angular and energy dependent τ(k),
which does not depend on the electric field in itself, we
can compute the conduction integral for an arbitrary di-
rection of the electric field, thus probing any diagonal
element of the conductivity tensor.
IV. RESULTS
We have applied our approach to a set of six different
cases: five electron-doped materials (WS2, MoS2 WSe2,
arsenene, and phosphorene), as well as hole-doped phos-
phorene. These are common 2D systems often praised
for their potential for transport applications. Also, this
set leads to an interesting diversity of band structures, in
terms of valleys, their symmetries and their energetic ac-
cessibility. Let us stress that we are working here in the
framework of DFT, rather than higher levels of theory,
and without spin-orbit coupling (SOC). Both approxima-
tions can of course affect the bands of the materials stud-
ied here and have an impact on mobility49,55. In partic-
ular, inclusion of many-body corrections within, e.g., the
GW approximation, would not only correct quasiparticle
energies of the pristine, undoped materials, but would
also improve the description of band renormalization ef-
fects associated with free carriers, especially at high dop-
ing. For SOC, we expect the variations to be relatively
small for electron-doped arsenene and phosphorene76.
The case of TMDs is a more delicate one: the relative
positions of the K and Q valleys seems to be sensitive
to many aspects of the calculations, like the inclusion
of SOC93, choice of pseudo potentials, lattice parame-
ters, level of theory94 (DFT versus GW) or doping93.
Thus, while we will be able to compare between the three
TMDs and discuss qualitative trends, we do not claim to
be quantitative with respect to experiments. That being
said, the methodological approach presented in this work
is very flexible. One can combine the electron-phonon
coupling matrix elements found in DFPT with the band
structure found by any mean; e.g., one can use a band
structure computed at the highest level of theory, and/or
correct it to better fit experiments, before inserting it in
the workflow. Regarding SOC, it can be easily included
in the band structure calculations and EPC calculations;
further development is planned to include it in the solu-
tion to the BTE.
Another important approximation we make, common
to most DFT/DFPT approaches to compute phonons
and EPC from first principles17, is the adiabatic approx-
imation. This means that electrons are assumed to be
able to relax to their ground state during phonon per-
turbations, either as a result of their motion being faster
than phonon oscillations (Fermi velocity higher than the
phonon phase velocity) or because the electronic scatter-
ing times due to other momentum-changing sources of
disorder are short enough to establish equilibrium95,96.
This amounts to taking the zero-frequency limit – allow-
ing intraband transitions – in the phonon self-energy16,17,
which, among other things, results in discarding non-
adiabatic screening effects97. The former approxima-
tion can sometimes break down, especially in metals,
as is the case for the non-adiabatic Kohn anomalies in
graphene98,99. Although these effects can be predicted
from first principles33,96,98, even accounting for corre-
lations beyond DFT100, their inclusion in the solution
of the BTE has never been performed in first-principles
approaches and will not be considered here. Dynami-
cal screening of electron-phonon interactions seems even
more challenging, and it’s typically overlooked in first-
principles investigations17 or at most introduced via
model dielectric functions101.
In the calculations, we chose an electrostatic doping
of 5 × 1013 cm−2. While undoubtedly high, this dop-
ing is experimentally achievable, at least with the use
of ionic liquid gates1,102. In addition, this regime is in-
teresting from a fundamental point of view, because it
allows to suppress extrinsic contributions, like charge im-
purities via screening, thus getting closer experimentally
to phonon-limited transport. This high doping regime
is poorly studied from first principles, and accessible
thanks to our implementation of DFPT for gated mate-
rials without any analytical corrections. Nonetheless, it
also poses some additional challenges, such as the emer-
gence of band-renormalization effects, electron-electron
and electron-plasmon scattering, which has been posited
to be relevant at high doping103,104; these are beyond
the scope of the present manuscript. As far as applica-
tions are concerned, the relevant doping regime varies.
High doping is relevant for several possible application,
9such as high frequency electronics. For logic-gate tran-
sistors operating at very low densities, the zero doping
limit is more relevant. The method presented here could
be applied also in this case, but we chose to propose
a new perspective with respect to the theoretical liter-
ature already treating this limit. As a consequence, in
the following, comparisons with theoretical works in the
zero doping limit must be taken carefully. More gen-
erally, many devices might operate at moderate doping
densities (∼ 1012 cm−2). In this regime, the applica-
tion of our approach would still be possible, although it
would require the use of finer k-point sampling for the
phonon calculations, which we chose to avoid here given
the number of systems studied. Nevertheless, for moder-
ate doping, the high doping results presented here might
be more relevant than undoped results.
As previously mentioned, first-principles calcula-
tions are performed with the Quantum ESPRESSO
distribution87,88 including a 2D Coulomb cutoff and the
possibility to charge the material with gates29, and using
the SSSP Accuracy (version 0.7) library105–108. Struc-
tures are taken from the database described in Ref. 11.
To build this database, structural relaxations were per-
formed in the neutral material, using the SSSP library
as well and a k-point sampling corresponding to a spac-
ing of 0.2 A˚−1 in each direction. We use a symmetric
double-gate setup to charge the materials with a density
of 5× 1013 cm−2 electrons or holes for all systems except
for electron-doped phosphorene, where we choose a lower
density of 5/3×1013 cm−2 to avoid raising the Fermi level
too high in the conduction band, where additional val-
leys appear. Each gate carries half the opposite charge of
the material, such that the electric field has equal norm
but opposite direction on each side of the material. We
could also have used a single-gate setup, with an electric
field only on one side, but no large difference is expected
since the impact of the electric field setup should come
mainly from its effect on spin-orbit coupling, which is
not included here. Barrier potentials are added to avoid
leakage of electrons towards the gates. These also lead
to a hardening of the ZA phonons in the long-wavelength
limit, with a non-zero frequency at Γ around 10 − 25
cm−1 for the materials considered. This emulates a rela-
tively soft out-of-plane mechanical interaction with gate
dielectrics or substrate compared to interlayer interac-
tions in the layered parent 3D material, since breathing
ZA modes are usually in the 20-50 cm−1 range. Ground
state and linear-response calculations on the charged ma-
terials are performed with a 32× 32× 1 k-point grid and
0.02 Ry Methfessel-Paxton smearing to sample the Fermi
surface. Note that we are working at relatively high dop-
ing, such that the Fermi surface is large enough to be
sampled correctly. Non self-consistent calculations are
performed to obtain the band structure on the fine grid
F . Band structures and phonon dispersions are reported
in the App. III.
The interpolated EPC matrix elements for electron-
doped WS2 are shown in Fig. 1; for electron-doped ar-
senene in Fig. 4; and for hole-doped phosphorene in Fig.
5. Equivalent plots for electron-doped MoS2 and WSe2
can be found in the App. IV; they are very similar to
WS2. The angular dependencies of the EPC are non-
trivial: the EPC can undergo some rather sharp varia-
tions, most often for intravalley transitions via acoustic
modes. For intervalley transitions, we observe overall
smoother variations if we ignore the discontinuities com-
ing from phonon crossings. However, intervalley scatter-
ing is activated or not depending on the valleys and the
mode in rather non-trivial ways. These plots also serve
to give a visual confirmation that we use sufficient sam-
pling to capture the variations of the EPC. One impor-
tant aspect to keep in mind when interpreting these plots
and the transport properties of the system is that energy
and momentum conservation conditions drastically re-
duce the final states effectively relevant for a given initial
state.
The linearized BTE is solved in all these systems, giv-
ing the mobilities shown in Fig. 6. These cover three
orders of magnitude, and the hole side of phosphorene
shows mobilities ten times larger than the rest, almost
reaching 103 cm2/Vs at room temperature. For compar-
ison, electron-doped graphene has mobilities on the order
of 104 to 105 cm2/Vs depending on the density. Table I
summarizes our findings, focusing on room-temperature
results, and compares them with some values available in
the literature. To characterize the temperature depen-
dence of mobilities, we report the parameter γ in Table
II, defined as µ ∝ T−γ . Below, we identify the general
trends and discuss three important factors in the pre-
diction of transport properties in 2D materials. Finally,
we argue that those three factors might account for the
discrepancies observed in Table I.
A. Intervalley scattering
The ranking of the above materials in terms of mobil-
ity reflects the importance of intervalley scattering. This
is clearly demonstrated by considering the three TMDs:
these have essentially the same type of electronic and
phonon band structures, as well as similar EPC matrix
elements. Yet, we obtain an order of magnitude varia-
tion in the mobilities. This stems from the position of
the Q valley: indeed, as the Q valley approaches the
Fermi level, it offers an additional scattering channel for
the electrons. As shown in Fig. 7, the scattering time
gets shorter (more scattering) at energies close to the
bottom of the Q valleys. The largest contributions to
the resistivity of TMDs (≈ 80%121) comes from the scat-
tering with the LA and TA modes: LA at Γ (intraval-
ley scattering) and M (K↔Q scattering) and TA at K
(K↔K’ scattering). This is not obvious from the plots
of the electron-phonon matrix elements, because the dis-
persions of the three acoustic modes cross each other be-
tween Γ and K, and between Γ and Q. However, looking
at the phonon displacements, it is quite clear that in-
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FIG. 6. Mobilities as a function of temperature for electron-
doped of MoS2, WS2, WSe2, arsenene and phosphorene, as
well as for the hole side of phosphorene. The carrier den-
sity is 5 × 1013 cm−2 for all systems except electron-doped
phosphorene where it is 5/3× 1013 cm−2.
plane acoustic modes are associated with the regions of
strong electron-phonon coupling in the first three sub-
plots of Fig. 1b, and in Figs. A3, A5 and A4 of App.
IV.
The multi-valley nature of a material does not neces-
sarily deteriorate the mobility in itself. The presence of
multiple valleys increases both the accessible phase space
for scattered states and the density of states, and the
corresponding effects on the mobility cancel each other.
Rather, it is the existence of a strong EPC between the
valleys that increases scattering and lowers the mobility.
For the small subset studied here, all multi-valley materi-
als showcase strong intervalley EPC. It may be argued, in
general, that intervalley EPC is often strong compared to
intravalley EPC. This could first be explained by the fact
that intervalley EPC is not bound to vanish at long wave-
lengths, contrary to the coupling to acoustic phonons.
Second, it involves larger phonon momenta and the EPC
tends to be less screened, since the dielectric function
goes to one in the short-wavelength limit.
B. Symmetries of the valleys
Effective masses are among the most influential
features to consider when studying mobilities, and
anisotropic effective masses can be very beneficial. In-
deed, small effective masses have the benefit of bring-
ing large carrier velocities while large effective masses
have the benefit of bringing high carrier densities. Thus,
one might combine those benefits having a small effective
mass in the transport direction and a large one in the per-
pendicular direction. This contributes to phosphorene’s
good transport performance. In fact, phosphorene is the
only material in the present study showing significant
transport anisotropy. The transport properties of TMDs
are isotropic because the bottom of the K and Q val-
leys are roughly isotropic. In the case of arsenene, each
single valley is quite anisotropic, but when summing up
the six equivalent valleys the angular dependency of the
transport averages out and vanishes79. Fig. 8 shows the
mobility of P (h), As (e) and WS2 (e) as a function of the
direction of the electric field. The mobility of phospho-
rene is highly directional, while all others are isotropic.
C. Doping effects on electron-phonon interactions
The effects of doping on electron-phonon scattering
are many. The first one is to move the Fermi surface
within the electronic landscape. This leads to variations
of the density of states and determines whether certain
valleys are accessible via phonon scattering or not. As
we saw in TMDs, the activation of intervalley scatter-
ing can have drastic consequences on transport. Those
effects come from the energy selection rules of Eq. 4.
Doping also has consequences on the strength of EPC
matrix elements themselves (Eq. 5). A well-known and
important effect is the additional screening coming from
the electrons added in the conduction band or holes in
the valence band. In our computational framework, this
is inherently accounted for since we compute the linear-
response of the charged system. Any EPC related to
a periodic variation of the effective scalar potential in
which the electrons move will be screened. This includes:
i) a variation of the charge state via a variation of the
area of the unit cell, as induced by longitudinal acous-
tic phonons; ii) any EPC related to dipole or Born ef-
fective charges, like Fro¨hlich or piezo-electric EPC, in
which phonons interact with electrons via the generation
of electric fields; iii) other less straightforward mecha-
nisms, like the gate-induced coupling to flexural phonons
in graphene29,75. In general, considering only the above
types of EPC is largely insufficient in doped materials, as
electronic screening strongly reduces their contribution,
and bare interactions or weakly screened intervalley cou-
plings dominate.
Doping also affects EPC beyond screening: as the oc-
cupations of the valleys vary, certain orbitals/bands in
the material get populated or depleted, which can di-
rectly change the amplitude of the coupling. This hap-
pens in TMDs, as shown in Fig. 9 in which we computed
intravalley scattering for several doping levels. In par-
ticular, we compute the average of the long-wavelength
coupling 〈g2〉 along a fixed iso-energetic line at ε = E, by
taking a few initial states on the iso-energetic section of
each the K and Q valleys, and six phonon momenta with
a fixed small norm. Linear-response calculations are then
performed for each doping to capture non-trivial depen-
dencies of the EPC matrix elements. We average on the
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TABLE I. Room-temperature mobilities of the 6 systems considered (at the DFT/DFPT level without SOC). Mobilities are given
in cm2/Vs, doping densities are indicated in parentheses, in units of 1013 cm−2. Question marks for densities of experimental
works indicate that the information was not provided. For theoretical works, ”0” means that the mobility was derived in the
zero doping limit (this includes calculations based on the density-independent formulaes). Note that SOC is not included in
any of those works. Results on phosphorene are reported in both the armchair (ac) and zig-zag (zz) directions.
Material (e or h doped) Present result µ(n) Other first-principles results µ(n) Experimental µ(n)
MoS2(e) 144 (5)
265 (5)24, 150 (0)54 , 130 (0)109, 320
(0.01)53, 410(0.01)-340(1)52, 340 (0)110
217 (0.46)2, 150 (0.7)111, 81 (0.7)112, 63
(1.35)113,
WS2 (e) 60 (5) 320 (0)
42, 1103 (0)110
44 (10)114, 44 (?)115, 45 (0.6)116, 25-83
(0.7)117, 214 (?)118
WSe2 (e) 25 (5) 30 (0)
42, 705 (0)110 7 (0)119, 30 (1-1.5?)120
As (e) 41 (5) 21 (-)80, 1700 (0)79 -
P (h-ac) 586 (5)
640-700 (0)76, 460 (0)45, 292 (5)46, 140
(1)77, 19 (0)48
P (h-zz) 44 (5)
10000-26000 (0)76, 90 (0)45, 157 (5)46, 15
(1)77, 3 (0)48
P (e-ac) 302 (5/3)
1100-1140 (0)76, 210 (0)45, 738 (5)46, 430
(5)47, 140 (1)77, 20 (0)48
P (e-zz) 35 (5/3)
80 (0)76, 40 (0)45, 114 (5)46, 80 (5)47, 25
(1)77, 10 (0)48
FIG. 7. Scattering times in MoS2, WS2, and WSe2 (from left to right). The color scale is the same for all subplots. The
scattering rate (~/τ) clearly increases for states with energy high enough for the Q valley to be accessible. The Fermi levels
are : −2.83, −2.46, and −2.13 eV, respectively.
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TABLE II. Temperature dependence of the mobility, repre-
sented by the factor γ such that µ ∝ T−γ .
Material (e or h doped) γ (T ≤ 150 K) γ (T > 150 K)
MoS2(e) 1.33 1.34
WS2(e) 1.28 0.99
WSe2(e) 1.28 0.79
As(e) 1.49 1.04
P (h-ac) 1.14 1.36
P (e-ac) 1.96 1.60
FIG. 8. Angle-dependent mobilities at room temperature for
hole-doped and electron-doped phosphorene, and electron-
doped arsenene and WS2. The angle corresponding to the
transport direction refers to the direction of the in-plane elec-
tric field driving the current with respect to the x direction
indicated in the plots of EPC. For phosphorene, 0 (pi/2) cor-
responds to the zig-zag (armchair) direction. While phos-
phorene shows highly anisotropic transport, only very small
variations (≈ 10−2 cm2/(Vs), below numerical accuracy) can
be observed in WS2 and arsenene.
phonon momenta and on the initial states to get 〈g2α〉 for
each valley α = K,Q. We sum the contributions from
acoustic and optical phonon modes separately. Fig. 9
shows that as doping increases in WS2, the intravalley
coupling in K increases while it decreases in Q. The cou-
plings to both acoustic and optical phonons show varia-
tions of 50 ∼ 60%. Similar trends where observed in the
literature122, but this kind of effect is poorly understood
and difficult to predict, highlighting the importance of
explicitly including doping in the linear-response calcu-
lations.
We note that the way doping is induced can be impor-
tant. An example is the gate-induced coupling to flexural
phonons in graphene29,75, related to a broken mirror sym-
metry with respect to the graphene plane. However, we
do not expect such effects to be significant for the subset
of materials studied here.
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FIG. 9. Doping dependency of intravalley scattering in both
electron valleys of WS2. The EPC is measured by the quantity
〈g2α〉, described in the text.
Last, we mention that doping obviously leads to a fi-
nite density of free carriers. This can give rise to ad-
ditional loss mechanisms such as electron-electron and
electron-plasmon scattering, which can in principle af-
fect the transport properties of a material103,104 but are
not included here.
D. Comparison with literature
We first discuss the comparison with the other theoret-
ical works reported in Table I. Due to the diversity of the
techniques employed, both at the BTE and EPC level,
discrepancies between different first-principles results can
have many different explanations. However, comparison
with the literature points to the three factors discussed
above being quite relevant. Indeed, intervalley scatter-
ing, doping and anisotropy, which we identified to be
essential in determining the transport properties of 2D
materials, also turn out to be treated quite differently in
different works.
First and foremost, let us note that in general the mo-
bility µ = σ/n depends strongly on carrier density n. In
the context of doped semiconductors, the conductivity
σ tends to increase (or possibly decrease in more pecu-
liar cases, like TMDs, where intervalley scattering can be
activated above a certain doping) rather slowly as a func-
tion of n, so the mobility tends to decrease. Thus, direct
comparison of mobilities calculated or measured at differ-
ent carrier densities has limited meaning. One must keep
in mind that in the small doping limit, the mobility might
be increased by a factor 3 ∼ 5 with respect to the present
high-doping results. In the references mentioned in Table
I, first-principles calculations are done in neutral materi-
als. The calculated mobilities marked by a ”0” in Table
I apply to the undoped limit, as clearly stated in the ref-
erences using Boltzmann transport48,54, and implied in
references based on Monte-Carlo transport42,45,109, and
Takagi’s formula76,79,80,110,123. For those works, the com-
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parison with the high-doping mobilities presented here
should be taken with caution. We report them nonethe-
less to highlight the importance of doping and the am-
biguity surrounding it, given that those values are some-
times compared with experimental measurements at fi-
nite doping. For the theoretical works where a finite
carrier density is indicated, doping is sometimes included
only a posteriori as a shift of the Fermi level in the compu-
tation of transport properties. In some instances, analyt-
ical models of screening are used, but those are not well
established in 2D materials. In any case, we have seen
that the effect of doping goes beyond shifting the Fermi
level and electronic screening. Thus, performing EPC
calculations with doping explicitly included is important
to evaluate the transport properties of doped materials.
This appears to be particularly important in phospho-
rene, where we find a larger mobility compared to most
of the results in literature45,46,48,77. In particular we find
that, due to the doping induced screening, the LA mode
is less effective in scattering electrons than what previ-
ously reported and only contributes for approximately
50% of the total scattering processes. Screening effects
might be large enough to compensate the 1/n depen-
dency of the mobility and the small doping mobility could
be smaller or of the same order of magnitude as the high
doping mobility.
Many models include intravalley coupling only (e.g.
“deformation potential” models), thus neglecting inter-
valley transitions. Furthermore, given the complexity
of EPC in multivalley materials, most analytical mod-
els of EPC with fitted parameters from first-principles
are likely to be incomplete. It is no coincidence that
works employing such approaches show the greatest dif-
ferences with the current results (even assuming a factor
10 increase of the mobility with respect to our result in
the low doping limit), often largely overestimating mo-
bility, like the results on TMDs reported in Ref. 110 or
on arsenene in Ref. 79. When intervalley scattering is
accounted for, it can still be a source of discrepancy de-
pending on the relative positions of the valleys. This
is similar to what happens in GaAs, where the value of
mobility at high-temperature crucially depends on the
relative energy between the Γ and L valley55,124,125. In
2D, this is relevant for TMDs, in which the position of
the Q valley with respect to the bottom of the K valley
is difficult to determine, as mentioned before, from first-
principles. For example, the energy separation between
the two extrema in MoS2 ranges between 70
109 and 260
meV52,54 with the latter results closer to our calculations.
This difference brings a large intervalley contribution for
MoS2 in Ref. 109 that we don’t observe, and that we find
instead in the W-based TMDs. The relative energy sep-
aration of the K and Q valley affects also our ranking in
terms of electron mobility among the TMDs, with MoS2
performing better than WS2, contrary to the findings in
Ref. 42. In Ref. 42 the energy separation between K and
Q is 80 meV in MoS2 and 67 meV in WS2 resulting in a
similar intervalley scattering between the two materials
and a better mobility for WS2 on the basis of its lighter
effective mass. In our case instead the K-Q energy sep-
aration shows a larger variation, from 257 meV in MoS2
to only 178 meV in WS2 resulting in an increased in-
tervally scattering that undermines the advantage of a
lighter effective mass.
The anisotropy of the valleys affects the validity of ap-
proximated solutions to the Boltzmann transport equa-
tion. In particular, for anisotropic phosphorene, the en-
ergy relaxation time approximation (see App. I) gives
results with up to 30% errors with respect to the full solu-
tion. For the other materials studied here, with isotropic
transport properties, this error reduces to a few percents.
Although these errors can be acceptable in most cases, a
full solution to the BTE beyond the relaxation-time ap-
proximation is valuable for quantitative comparison with
experiments. In any case, given that the errors associ-
ated to different approximate solutions to the BTE are
not obvious to determine a priori, and that the numeri-
cal solution to the full linearized BTE is comparable in
terms of computational cost, we consider it a useful in
general.
We now discuss the comparison with experimental
work, which concerns only the TMDs reported in Table
I. As already discussed, the positions of the valleys with
respect to the Fermi level play a very important role,
and since our bands are computed within DFT without
SOC, we do not claim quantitative agreement with ex-
periments. In practice, one could measure both higher
or lower mobilities. For example, one could measure a
lower mobility if the Q valley is lower, and a higher one
if spin conservation restricts available scattered states.
Nevertheless, experimental mobilities for TMDs are rela-
tively close to our predictions, whereas one would expect
additional extrinsic scattering processes to give signifi-
cantly lower values. This can be explained in several
ways. First, since mobility goes as 1/n and intervalley
scattering is activated as the Fermi level increases and
crosses more valleys, we can expect the high-density in-
trinsic mobilities computed here to be lower than exper-
iments performed at lower densitites. Second, one could
conclude that the importance of extrinsic contributions,
like remote phonons, might have been overestimated in
the past. Conversely, extrinsic mechanisms leading to
an enhanced mobility, such as the phonon mode quench-
ing mentioned in Ref. 113, could be more effective than
expected. Undoubtedly, the complexity of electron and
phonon dynamics in TMDs calls for further work before
reaching numerical agreement between simulations and
experimental measurements.
V. CONCLUSIONS
We have developed an automated procedure to de-
termine the transport properties of 2D materials from
first-principles. We aim for the highest accuracy achiev-
able within the framework of density-functional pertur-
15
bation theory, with as few assumptions and simplifica-
tions as possible. The method includes several strengths
and improvements with respect to existing approaches.
Electron-phonon coupling matrix elements are directly
computed from density functional-perturbation theory in
the correct dimensionality framework and with the cor-
rect electrostatics of field-effect doping. The linearized
Boltzmann transport equation is solved numerically in
full, beyond relaxation-time approximation or any other
closed-form expressions for the scattering time. The im-
plementation of this entire transport workflow within the
AiiDA infrastructure provides great flexibility to improve
or adapt the method to different applications, as well
as the data storage and provenance necessary to build
and disseminate databases. Here, we studied in detail a
small test set of six systems (electron-doped MoS2, WS2,
WSe2, arsenene and phosphorene as well as hole-doped
phosphorene) presenting different characteristics. Our
results point out the crucial role of intervalley scatter-
ing, band anisotropy and doping to the transport prop-
erties of 2D materials, in turn underscoring the impor-
tance of an accurate treatment of these aspects in first-
principles simulations. Hole-doped phosphorene is found
to yield the highest mobility, thanks to its mono-valley
and anisotropic nature. Electron-doped arsenene shows a
lower mobility than could be expected, due to the impor-
tance of intervalley scattering. The transport properties
of electron-doped TMDs are found to be very sensitive
to the relative positions of the K and Q valleys: these
quantities are still subject of study at the highest levels
of theory and experimentally. While this work is based on
DFT band structures, more accurate predictions would
be reached by including spin-orbit interactions, GW cor-
rections and by fitting at least the most important fea-
tures of the valleys to experimental data.
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APPENDIX
I. CLOSED FORM OF BTE
Re-writing Eq. 9 as
1 =
∑
k′
Pkk′
1− f0(k′)
1− f0(k) ×
{
τ(k)− τ(k′)v(k
′) · uE
v(k) · uE
}
, (A1)
we see that a closed form can be obtained by assuming τ(k) ≈ τ(k′):
1
τ(k)
=
∑
k′
Pkk′
1− f0(k′)
1− f0(k) ×
{
1− v(k
′) · uE
v(k) · uE
}
, (A2)
To obtain the closed form used in this work to initialize the iterative solution to the BTE, we replace uE by the
direction of k with respect to the bottom of the corresponding valley, as explained in the main text. One may also
replace uE with v(k) to obtain the so-called momentum relaxation-time approximation (mRTA) for the scattering
time:
1
τmRTA(k)
=
∑
k′
Pkk′
1− f0(k′)
1− f0(k) ×
{
1− v(k
′) · v(k)
v(k)2
}
, (A3)
which gives very similar results. If the second term in brackets on the right-hand side is neglected, we finally obtain
the scattering time within the energy relaxation-time approximation (eRTA):
1
τeRTA(k)
=
∑
k′
Pkk′
1− f0(k′)
1− f0(k) (A4)
II. ALTERNATIVE ALGEBRAIC SOLUTION TO THE BTE
We give here an other method to solve the BTE, relying on a direct algebraic solution of the system. Writing the
BTE for the Ni irreducible states yields Ni equations and Nf unknown variables τ(k
′). To solve the corresponding
system, we first need to fold it back on the irreducible states, using the fact that τ(k′) ≈ τ(k˜′) where k˜′ ∈ I is the
symmetry equivalent of k′ ∈ F : (
1− f0(k˜)
)
v(k˜) · uE =∑
k′
Pk˜k′
(
1− f0(k′))v(k˜) · uE × τ(k˜)
−
∑
k˜′
∑
k′≡k˜′
Pk˜k′
(
1− f0(k′))× v(k′) · uE
 τ(k˜′).
(A5)
From there we use the same techniques mentionned in the main text to have a well-behaved set of Ni equations with
Ni unknowns. Written as a matrix-vector product, it reads:
∀k˜ ∈ I, Fk˜ =
∑
k˜′
Sk˜,k˜′τk˜′ , (A6)
where
Fk˜ =
(
1− f0(k˜)
)
v(k˜) · uk˜ (A7)
Sk˜,k˜′ =
(∑
k′′
Pk˜k′′
(
1− f0(k′′))v(k˜) · uk˜
)
δk˜,k˜′
−
∑
k′≡k˜′
Pk˜k′
(
1− f0(k′))× v(k′) · uk˜
 (A8)
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Solving the BTE then boils down to a matrix inversion, and this gives us the values of τ on the I grid. It is then
rotated according to the symmetries of the band structure, and interpolated linearly on the fine grid of the pockets
F . In this approach, the δ functions in Eq. 4 are replaced by Gaussians, and a convergence test is performed on the
associated broadening. This way, one associates a weight to each contribution from each k point, and the contributions
can then be organized as a matrix. In the triangles method, one does not associate a contribution to each k point
of the grid. For the integral to be computed, the integrand must be known a priori. This is not the case here since
the integrals involve the scattering times at all k. The approach discussed here and the one in the main text give the
same results within a 5% error, provided the broadening parameter is chosen properly.
III. BANDS STRUCTURES AND PHONON DISPERSIONS
For the materials studied here, we report the band structures in Fig. A1, phonon dispersions in Fig. A2 and some
interesting quantities related to the band structures in Table I.
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FIG. A1. From left to right, top to bottom: band structure along high symmetry path for electron-doped MoS2 , WS2, and
WSe2, As, P4, and hole-doped P4 (black solid lines) compared with the undoped case (red dashed lines). In each case the two
band structures are aligned with respect to the top of the valence band. The zero is at the Fermi level of the doped case.
TABLE I. Extracted quantitative characteristics of the band structures. The first column shows effective masses at the band
edges relevant for transport, obtained from finite-differences differentiation. If the effective mass is anisotripic the lighter
effective mass is indicated as transport effective mass (T) while the mass in the perpendicular direction is referred to as
longitudinal mass (L). The second column shows the absolute energy difference between the bottom of the conduction band
(top of the valence band) and the Fermi level. The third column shows the absolute energy difference between the bottom of
the K valley and the bottom of the Q valley in TMDs.
Material (e or h doped) Effective masses (m0) ∆(EFermi − Emax,min)(meV ) ∆(EK − EQ)(meV )
MoS2(e) m∗K=0.417 153.3 257.4
WS2(e) m∗K=0.314 118.1 178.0
WSe2(e) m∗K=0.330 50.2 92.0
As(e) m∗Q(T)=0.145,m
∗
Q(L)=0.517 42.8 -
P (h) m∗Γ(T)=0.172,m
∗
Γ(L)=8.872 28.9 -
P (e) m∗Γ(T)=0.139,m
∗
Γ(L)=1.237 18.9 -
IV. ADDITIONAL EPC PLOTS:
Here we show additional plots for the EPC matrix elements of MoS2, WS2, WSe2 and phosphorene.
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FIG. A2. From left to right, top to bottom: phonon dispersion along high symmetry path for electron-doped MoS2 , WS2, and
WSe2, As, P4, and hole-doped P4 (black solid lines) compared with the undoped case (red dashed lines). Phonon softenings can
be observed for phonons corresponding to possible electronic transitions with strong electron-phonon coupling. For example,
in arsenene, the softenning at K corresponds to the strong intervalley coupling (g ≈ 140 meV) with mode number 4 observed
in Fig. 4.
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