Let A and B be sets of nonnegative integers. For a positive integer n let R A (n) denote the number of representations of n as the sum of two terms from A. Let
Introduction
Let N denote the set of nonnegative integers. Let A = {a 1 , a 2 , . . . }, 0 ≤ a 1 < a 2 < . . . , B = {b 1 , b 2 , . . . }, 0 ≤ b 1 < b 2 < . . . be infinite sequences of nonnegative integers. Let R A (n) denote the number of solutions of the equation a i + a j = n, a i , a j ∈ A, i ≤ j, [7] posed the following conjecture: if R A (n) is positive from a certain point on, then it cannot be bounded. Despite all the efforts this conjecture is still unsolved. In [8] and [9] Erdős and Fuchs formulated the following conjecture which is a little bit stronger then the original conjecture of Erdős and Turán.
Conjecture 1.
For any A = {a 1 , a 2 , . . . } set of nonnegative integers with a n ≤ cn 2 for all n and c > 0 real constant, we have lim sup n→∞ R A (n) = ∞.
It is clear that this conjecture implies the original conjecture of Erdős and Turán. However, a lot of partial results has been made about the Erdős -Turán conjecture [2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 16, 18, 19, 20, 21, 22, 23, 25, 26] , very little progress has been made about the generalized Erdős -Turán conjecture. In [10] , [12] Grekos, Haddad, Helou and Pihko proved several statements that are equivalent to the generalized Erdős -Turán conjecture. In particular, they proved [12] , [13] that the conjecture is true if a n = o(n 2 ). In [16] Haddad and Helou proved the following theorem:
Theorem 1 (Haddad, Helou, 2012) . If |a n − n 2 | = o( √ log n), or in general |a n − q(n)| = o( √ log n), where q(n) is a quadratic polynomial with rational coefficients, then R A (n) is unbounded.
In this paper we improve on their result by proving that Theorem 2. For an arbitrary ε > 0 if A ⊂ N, A = {a 1 , a 2 , . . . } such that |a n − n 2 | = O e (log 2−ε)
log n log log n , then R A (n) cannot be bounded.
We conjecture that this result can be generalized.
Problem 1.
Let q(n) be a real quadratic polynomial with positive leading coefficient. Is it true that for |a n − q(n)| = O e (log 2−ε)
log n log log n we have s A = ∞?
The aim of this paper is to study the connections between the functions s A (x), d A,B (x) and s B (x). We distinguish four cases according to s A and d A,B are finite or infinite. Theorem 3. deals with the case s A and d A,B are finite. We determine all the possible triplets (s A , s B , d A,B ).
The following theorem deals with the case when the representation function R A (n) is unbounded, but the distance d A,B (n) is bounded.
≤ 4d A,B + 1.
2. Let d be a positve integer and α, β positive real numbers such that
The next theorem shows that for a finite s A and finite or infinite s B the rate of the unbounded distance d A,B (n) can be arbitrary small.
The right hand side of inequality (1) in Lemma 1. implies that for a function f (n) and for Sidon set A and set B having condition d A,B (n) ≪ f (n) we have s B (x) ≪ f (x). The next theorem tells us that this is sharp for f (n) = n 1/3 .
Theorem 6. There exist a Sidon set (i.e.,
We pose the following question.
Problem 2. Is it true that for every 1/3 < α < 1/2 there exist sets A, B ⊂ N such that
The following theorem is about the case when both the representation function R A (n) and the distance d A,B (n) are unbounded.
It is easy to see that for A = {n 2 : n ≥ 1} and for ε > 0, we have s A (x) > exp (log 2 − ε) log x log log x for x ≥ x 0 (ǫ). This implies Theorem 2. The following three theorems deals with cubes.
Theorem 8. Let C be the set of positive cubes. Then we have s C (x) ≫ log log x.
The next result is a direct consequence of Theorem 7 and Theorem 8. Corollary 1. Let us suppose that for a sequence a n we have a n = n 3 + o(log log n). Then
In the other direction we have Theorem 9. There exists a set of positive integers such that a n = n 3 + O(n 2.5 log n), and s A < ∞.
Problem 3. What conditions on α are needed to ensure that there exists a sequence a n such that a n = n 3 + O(n α ), and s A < ∞?
It follows from Theorem 7 that
Problem 4. Let α, β be nonnegative real numbers and max {0, α − β} ≤ γ ≤ min{α + β, 1}. What conditions on α, β and γ are needed to ensure such that there exist
2 Proofs Lemma 1. For every set A and B we have
It follows that
Then we have
which proves the second inequality of (1). If we replace x by x − 2d A,B (x), and A by B in the second inequality and by using the fact that
, we obtain that
which proves the first inequality in (1).
Proof of the first part of Theorem 3. It is clear that there exists an
If we choose x = x 0 + 2d A,B it follows from (1) that
which proves the first part of Theorem 3.
Proof of the first part of Theorem 4. The first and the third inequality follows from Lemma 1 immediately. We prove the second inequality by contradiction. Assume that lim inf
where α > β. Then for any ε > 0 there exist an x 0 such that for x ≥ x 0 we have
. We may choose N such that
It follows from (2) that
thus we have
which is a contradiction if N is fixed and M is large enough.
Proof of Theorem 7. Theorem 7. follows from Lemma 1 immediately.
Proof of Theorem 2. Let S be the set of positive squares. It is well-known that for every δ > 0 there exists an x 0 (δ) such that for every x > x 0 (δ) we have s S (x) > exp((log 2 − δ) log x log log x ) and the statement follows from Theorem 7.
To prove the second part of Theorem 3. and Theorem 4. we need the following Lemma.
We put
Let c n = d(n)(2 + 10 n+T (n) ). Then there exist sets A, B ⊂ N such that the following holds.
Proof. We give a construction for the sets A, B, which built up by blocks.
, where
In the next step we prove that the above sets A and B satisfy the Lemma.
First we prove (i). Let us suppose that a s + a t = a u + a v , a s , a t , a u , a v ∈ A and max{a s , a t , a u , a v } ∈ A (n) It is clear that
It follows that it is enough to prove that if k ≤ c n + 2d(n) then R A (k) ≤ a(n). It is easy to see that if a ∈ A (l) , l > n, then a > c n + 2d(n)
). We distinguish two cases. In the first case assume that max{a(n), b(n)} = a(n). We will prove that if a s + a t = a u + a v is a nontrivial solution, then
We have five subcases depending on how many of a s , a t , a u , a v are selected from the set {a
10 n +10 n }. If none of them are selected from the set {a
If one of the terms a s , a t , a u , a v are selected from the set {a
If two of the terms a s , a t , a u , a v are selected from the set {a
If k = j then a s + a t = a u + a v is a trivial solution. If k < j then a t = a
n+T (n) and we have a(n) possibilities for k.
If three of the terms a s , a t , a u , a v are selected from the set {a
10 n +10 n }, then let a s = a (n) k and a u = a (n) j , where a(n) < k ≤ j ≤ 2a(n). Then we have a n j−a(n) + a t = a n k−a(n) + a v , where only one term is selected from the set {a
10 n +10 n }, which is absurd as we have seen earlier.
If four of the terms a s , a t , a u , a v are selected from the set {a
which must be a trivial solution.
In the second case assume that max{a(n), b(n)} = b(n). Then, similar to the previous argument we get that if a s + a t = a u + a v is a nontrivial solution, then
for some b(n) < i ≤ 2b(n). Then we have
Because of b(n) ≤ a(n)(4d(n) + 1), we obtain
where z is an integer and |z| ≤ 2d(n). On the other hand for i − b(n) = (l − 2)a(n) + h, where 2 ≤ l ≤ 4d(n) + 2 and 1 ≤ h ≤ a(n) we have
which implies that R A (10 n+T (n) + z) ≤ a(n) for |z| ≤ 2d(n), and because of a(n) ≤ b(n) we get R A (10 n+T (n) − 2d(n)) = a(n), which proves (i). The proof of (ii) is similar to the proof (i), therefore we omit it. Now we prove (iii). Assume that max{a(n), b(n)} = a(n).
.
Since a(n) ≤ (4d(n) + 1)b(n), then
is monotonous increasing and |a
The statement (iv) follows easily from the construction.
Proof of the second part of Theorem 3. If we put a(n) = a, b(n) = b, d(n) = d in Lemma 2, the Theorem follows immediately.
Proof of the second part of Theorem 4. Let us suppose that the monotone increasing sequences {u n } and {v n } satisfy lim
and lim
then by the construction we have
which completes the proof.
Proof of Theorem 5. First assume that b is a positive integer. Let a(n) = a. Without loss of generality we may assume that a ≤ b. Let
Proof of Theorem 6. We give a construction for the sets A and B recursively. Define the sets A (n) and B (n) in the following way. Fix a positive integer n and we will choose the numbers 200·1000
n < b
10 n +10 n }. It is easy to see that R B (1000 n+1 ) ≥ 10 n ≫ (1000 n+1 ) 1/3 . Now we define the sets A (n) in the following way. Let a
In the next step we prove that A may be chosen for a Sidon set. It is enough to prove that we may add integers a (n) i and a
10 n +i−1 } retaining the Sidon property. In order to guarantee it we distinguish four cases. Let a, a ′ , a ′′ ∈ A ′ , and we put a (n) i and a (n) i+10 n to the set A ′ . We have to guarantee that
or a
The number of possibilities to choose triplets (a, a ′ , a ′′ ) in (4) and (5) is at most (10 n + . . . + 1) 3 · 2 < 
and a
10 n +i + a = 1000 n+1 + j,
where 1 ≤ j ≤ 10 n . It is easy to see that the number of possibilities to choose pairs (a, j) and is at most 20 9 · (10 n ) 2 . Finally in equation (7) 
It is easy to see that the number of possibilities to choose pairs (a, a ′ ) is at most (
It follows that the number of wrong a (n) i is at most 2 10 9 10
This shows that we may choose elements which does not distroy the Sidon property.
Proof of Theorem 8. It is enough to prove that for every k ≥ 1, there exists an integer n ≤ 100 100 k such that r C (n) ≥ k. To prove this we use the well-known formulas of Vieta: Let us suppose that
After repeating we get
We define the sequences u i , v i and w i recursively as follows. Let u 1 = 4 k−1 , v 1 = 1 and w 1 = 1 and let
It is enough to show that 0 < y i ≤ x i , the vectors (x i , y i ) are different and (64 k−1 +1)w 3 k < 100 100 k . Obviously
We will show by induction that u i ≥ 4 k−i v i (and therefore u i ≥ v i ) and u i , v i > 0. This is trivial for i = 1. Let suppose that u i ≥ 4 k−i v i ≥ 4v i for some 1 ≤ i ≤ k. Then we have
and therefore by (10) we have
which shows the inductive step. On the other hand in view of (10) we can see that
, and therefore we have k different vectors (x i , y i ). To finish the proof we have to verify (64 k−1 + 1)w 3 k < 100 100 k . We know w i+1 ≤ 54u 15 i w i and therefore
Proof of Theorem 9. To prove Theorem 9 we use the probabilistic method due to Erdős and Rényi. The method is standard therefore we does not give the probabilistic background here (see e.g. the excellent book of Halberstam and Roth [17] ). We denote the probability of an event by P, and the expectation of a random variable ζ by E(ζ).
Let Ω denote the set of the strictly increasing sequences of positive integers. Theorem 13. in [17] , p. 142. shows that one can obtain a valid probability space (Ω, X, P), where the events E (n) = {A: A ∈ Ω, n ∈ A} are independent for n = 1, 2, . . . . We denote the characteristic function of the event E (n) by ̺(A, n):
̺(A, n) = 1, if n ∈ A 0, if n / ∈ A.
Furthermore, for some A = {a 1 , a 2 , . . . } ∈ Ω denote by A(n) the number of elements of A up to n, i.e., A(n) = a∈A a≤n 1.
It is clear that
is the sum of Boolean random variables. We need two basic results of probability theory.
Lemma 3. (Borel-Cantelli) Let X 1 , X 2 , . . . be a sequence of events in a probability space. If
then with probability 1, at most a finite number of the events X j can occur.
See [17] , p. 135. The next tool is the well-known correlation inequality of Chernoff.
Lemma 4. (Chernoff 's inequality) If t i 's are independent Boolean random variables and X = t 1 + . . . + t n , then for any δ > 0 we have P |X − E(X)| ≥ δE(X) ≤ 2e −min(δ 2 /4,δ/2)E(X) .
See in [1] . Define the random sequence A by P({A: A ∈ Ω, n ∈ A}) = P(n ∈ A) = As A(x) is the sum of independent Boolean random variables, it follows from Chernoff's inequality with δ = √ log x, that P |A(x) − E(A(x))| ≥ 3 x 1/6 log xE(A(x)) ≤ 2e x −1/3 (log x)(x 1/3 +O(1)) < e −2 log x ≤ 1 x 2 , if x is large enough. By the Borel -Cantelli lemma we have A(x) = E(A(x)) + O(x 1/6 log x). with probability 1 for every x ≥ 2. It is clear that n = A(a n ) = a n 1/3 + O(a 1/6 n log a n ).
It follows that a 1/3 n = n + O( n log n), thus we have a n = n 3 + O(n 5/2 log n).
On the other hand we put r 2 (A, n) = 
