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PARTIAL SUMS OF BIASED RANDOM MULTIPLICATIVE FUNCTIONS
M. AYMONE AND V. SIDORAVICIUS
Abstract. Let P be the set of the primes. We consider a class of random multiplicative
functions f supported on the squarefree integers, such that {f(p)}p∈P form a sequence of ±1
valued independent random variables with Ef(p) < 0, ∀p ∈ P. The function f is called strongly
biased (towards classical Mo¨bius function), if
∑
p∈P
f(p)
p
= −∞ a.s., and it is weakly biased if∑
p∈P
f(p)
p
converges a.s. Let Mf (x) :=
∑
n≤x f(n). We establish a number of necessary and
sufficient conditions for Mf (x) = o(x
1−α) for some α > 0, a.s., when f is strongly or weakly
biased, and prove that the Riemann Hypothesis holds if and only if Mfα (x) = o(x
1/2+) for
all  > 0 a.s., for each α > 0, where {fα}α is a certain family of weakly biased random
multiplicative functions.
1. Introduction.
A function f : N → C is called multiplicative function if f(1) = 1 and f(nm) = f(n)f(m)
whenever n and m are coprime. Let P be the set of the prime numbers. In this paper we consider
a class of multiplicative functions f which are supported on the square-free integers, i.e. f(n) = 0
for all n ∈ N, for which ∃ p ∈ P such that p2|n. A function f from this class is called random
(binary) multiplicative function if {f(p)}p∈P form a sequence of ±1 valued independent random
variables.
Let µ be the Mo¨bius function, the multiplicative function supported on the square-free inte-
gers with µ(p) = −1 ∀p ∈ P. We say that f is biased (towards µ) if Ef(p) < 0 ∀p ∈ P. If f is
biased and
∑
p∈P
f(p)
p converges a.s., we say that f is weakly biased; otherwise, if
∑
p∈P
f(p)
p = −∞
a.s., we say that f is strongly biased. In the case (f(p))p∈P is i.i.d. with Ef(2) = 0, we say that
f is an unbiased binary random multiplicative function.
Further, for x ≥ 1, we denote Mf (x) :=
∑
n≤x f(n).
A classical result of J.E.Littlewood, [17], states that the Riemann Hypothesis (RH) holds if
and only if the Merten’s function Mµ(x) = o(x
1/2+), ∀ > 0. This criterion led A. Wintner to
investigate what happens with the partial sums Mw(x) of a random multiplicative function w.
In [24], A. Wintner proved that if w is unbiased, then Mw(x) = o(x
1/2+), ∀ > 0 a.s. Since
then, many results pursuing the exact order of Mw(x) have been proved [9, 11, 2, 12, 16], and
also Central Limit Theorems have been established [14, 13, 6].
These results naturally raises a question what can be said for Mf (x) in the case of biased f .
To begin with, let f be strongly biased and such that the series
∑
p∈P(1+Ef(p)) converges. Then,
by the Borel-Cantelli Lemma, the random subset of primes {p ∈ P : f(p) 6= µ(p)} is finite a.s.
In particular, Mµ(x) and Mf (x) have essentially the same asymptotic behavior. Hence, in this
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case, by J.E. Littlewood’s criterion, we can reformulate RH in terms of the asymptotic behavior
of Mf (x). On the other hand, a similar argument shows that if f is weakly biased and such that∑
p∈P Ef(p) converges, then f is essentially the unbiased w and hence, as a consequence from A.
Wintner’s Theorem, Mf (x) = o(x
1/2+) for all  > 0 a.s.
In this paper we are interested in determining the range of biased f such that we can
reformulate RH in terms of the asymptotic behavior of Mf (x), in the case that the random
subset of primes {p ∈ P : f(p) 6= µ(p)} is infinite a.s. Also, we are interested in determining the
range of biased f such that Mf (x) = o(x
1/2+) ∀ > 0 a.s.
In the case that f is weakly biased, our first result states:
Theorem 1.1. Let α > 0 and fα is such that Efα(p) = − 1pα ∀p ∈ P. Then the Riemann
hypothesis holds if and only if Mfα(x) = o(x
1/2+) for all  > 0 a.s., for each α > 0.
Further, for fα as in Theorem 1.1, the Dirichlet series Fα(z) =
∑∞
n=1
fα(n)
nz converges in the
half plane Re(z) > 1 − α a.s. In particular, Mfα(x) = o(x1−α+), ∀ > 0 a.s. This convergence
can be seen as a consequence from the fact that fα has a small bias (see Theorem 1.5 below),
and naturally raises the question of whether Fα(z) converges at z = 1 − α a.s. We point that
the convergence of Fα(1 − α) a.s. is necessary for RH, and if it converges, then its probability
law is a Dirac measure at 0, which reveals an interesting dependence relation among the random
variables {fα(n)}n∈N. We established this convergence only when 0 < α < 1/3, although it holds
in probability for any 0 < α < 1/2. The reason < 1/3 is related to the Vinogradov-Korobov zero
free region for ζ (the best up to date), combined with certain probabilistic bounds which seems
to be optimal (see Proposition 5.1).
In the case that f has a strong bias, we have:
Theorem 1.2. Let f be strongly biased such that, for some fixed 0 < α ≤ 1/2, the series∑
p∈P
1+f(p)
p1−α+ converges ∀ > 0 a.s. Then Mf (x) = o(x1−α+), ∀ > 0 a.s. if and only if
Mµ(x) = o(x
1−α+), ∀ > 0.
The next question concerns necessary and sufficient conditions on biased {f(p)}p∈P , under
which Mf (x) = o(x
1−δ) for some possibly random 0 < δ < 1/2 a.s. Let F (z) :=
∑∞
n=1
f(n)
nz ,
z ∈ C, Re(z) > 1, be the Dirichlet series of f : N → C. In [15] this problem has been studied
in a more general context, where a multiplicative function f may assume values on U = {z ∈
C : |z| ≤ 1}, and {f(p)}p∈P is not necessarily a random sequence. In particular, for completely
multiplicative functions f : N→ [−1, 1] Theorem 1.6 of [15], states, that if for some δ ∈ (0, 1/3)
and Q ≥ exp(1/δ) one has |Mf (x)| ≤ x1−δ(log x)2 ∀x ≥ Q, then there exists c = c(δ) and d = d(f)
such that ∑
p≤x
f(p) log p x
exp(c
√
log x)
+ x1−cd, if F (1) 6= 0
∑
p≤x
(1 + f(p)) log p x1− 161 logQ , if F (1) = 0,
and it is also applicable to biased random multiplicative functions, by identifying the condition
F (1) 6= 0 a.s. with weakly biased f , and F (1) = 0 a.s. with strongly biased f . For the general
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account on the state of the art we refer reader to [15], and the references therein, and also to [21],
Chapters II.5 and III.4, and their historical notes.
For weakly biased f , we prove:
Theorem 1.3. Let f be weakly biased. If Mf (x) = o(x
1−δ) for some possibly random 0 < δ < 1/2
a.s., then there exists 0 < α < 1/2 such that the random series
∑
p∈P
f(p)
p1−α converges a.s.
Hence, if f is as in Theorem 1.3, then there exists α > 0 such that for each  > 0,∑
p≤x
f(p) log p x1−α+, a.s.
In particular, if for each p ∈ P we have Ef(p) = − 1
exp(
√
log p)
, then Mf (x) is not o(x
1−δ) for any
δ > 0, a.s.
For f strongly biased we prove the following:
Theorem 1.4. Let f be strongly biased. If for some fixed 0 < α < 1/2, Mf (x) = o(x
1−α) a.s.,
then the series
∑
p∈P
1+f(p)
p1−α+ converges ∀ > 0 a.s.
Observe that, for fixed 0 < α ≤ 1/2 and f strongly biased, if Mf (x) = o(x1−α+) ∀ > 0
a.s., then by Theorem 1.4,
∑
p∈P
1+f(p)
p1−α+ converges ∀ > 0 a.s. Hence, by Theorem 1.2, Mµ(x) =
o(x1−α+) ∀ > 0, and this implies that the Riemann zeta function ζ has no zeroes in {z ∈ C :
Re(z) > 1 − α}. Thus, in the case of strongly biased f , in order to provide conditions that
guarantee Mf (x) = o(x
1−) for some  > 0 a.s., we must assume certain half planes to be zero
free regions of ζ.
Let ∗ denote the Dirichlet convolution. When f is weakly biased, f can be represented as
f = w ∗ g (see Remark 4.1 and Claim 4.3), where w and g are random multiplicative functions
which possibly admit zero values on primes, w is unbiased, and g is such that Eg(p) = Ef(p), ∀p ∈
P. Since Mw(x) = o(x1/2+), ∀ > 0 a.s, in contrast with the class of strongly biased random
multiplicative functions, allows us to derive conditions which do not depend on zero free regions
of ζ, and which guarantee that for weakly biased f we get that Mf (x) = o(x
1−α) for some α > 0
a.s.
Theorem 1.5. Let f be weakly biased, such that for some fixed 0 < α < 1/2, Ef(p) = − δppα , where
0 ≤ δp ≤ 1. Then Mf (x) = o(x1−α+) for all  > 0, a.s. If in addition we assume lim sup δp < 1
and
∑
p∈P
δp
p =∞, then Mf (x) is not o(x1−α−) for any  > 0, a.s.
Let g, h : N→ {z ∈ C : |z| ≤ 1} be multiplicative functions. For x ≥ 1 consider the function
D(g, h, x)2 :=
∑
p≤x
1−Re(g(p)h(p))
p
.
The function D measures the “distance” up to x between multiplicative functions, and we infor-
mally say that h pretends to be g if D(g, h, x) is small compared with x. We refer reader to [10]
for the general account and interesting results regarding this function.
Let f and g be binary random multiplicative functions. We say that f and g are uniformly
coupled if for each p ∈ P we have P(f(p) 6= g(p)) = |P(f(p) = −1) − P(g(p) = −1)|. For a
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construction of this coupling we refer reader to Remark 4.1. For such f, g and 1/2 < σ ≤ 1 we
define
Dσ(f, g)2 :=
∑
p∈P
1− f(p)g(p)
pσ
.
Note that Dσ(f, g) may be ∞ and that Dσ1(f, g) ≤ Dσ2(f, g) whenever σ2 ≤ σ1. Moreover,
EDσ(f, g)2 =
∑
p∈P
2P(f(p) 6= g(p))
pσ
,
and hence, by the Kolmogorov two series Theorem, Dσ(f, g) <∞ a.s. if and only if σ > 1/2 and
satisfies EDσ(f, g)2 < ∞. In particular, if w is unbiased and fα is as in Theorem 1.1, and if w
and fα are uniformly coupled, then for each σ > 1− α, Dσ(w, fα) <∞ a.s.
In this point of view, if we assume that f is strongly biased, and if for some 0 < α < 1/2 we
have Mf (x) = o(x
1−α) a.s., by Theorem 1.4, for each σ > 1 − α we obtain that Dσ(f, µ) < ∞
a.s. Further, for strongly biased f such that for each σ > 1− α, Dσ(f, µ) <∞ a.s., by Theorem
1.2, Mµ(x) = o(x
1−α+) ∀ > 0 if and only if Mf (x) = o(x1−α+) ∀ > 0 a.s.
On the other hand, let f be weakly biased and w unbiased, and assume that f and w are
uniformly coupled. By Theorem 1.3, if we assume that for some fixed small δ > 0 we have
Mf (x) = o(x
1−δ) a.s., then we obtain 0 < α < 1/2 such that for all σ > 1−α, Dσ(w, f) <∞ a.s.
Further, the half plane Re(z) > 1− α is a zero free region for the corresponding Dirichlet series
of f , a.s. This naturally raises a question what can be said for the class of weakly biased f such
that, for some fixed 0 < α < 1/2, F (z) =
∑∞
n=1
f(n)
nz converges in the half plane Re(z) > 1−α−η,
for some possibly random η > 0 a.s., and in the closed half plane Re(z) ≥ 1− α, F has at most
a single zero, and possibly multiple, at β = 1− α, a.s.
In the case that F has at most a single and simple zero at β a.s., we prove the following
result:
Theorem 1.6. Let f be weakly biased such that for some fixed 0 < α < 1/2, for each prime p,
Ef(p) = − δppα , where 0 ≤ δp ≤ 1. Let w be unbiased and fα as in Theorem 1.1, and assume that
w, fα and f are uniformly coupled. If Mf (x) = o(x
1−α−η) for some possibly random η > 0 a.s.,
then there exists  > 0 such that:
a) D1−α−(f, w) <∞ a.s., if
∑
p∈P
Ef(p)
p1−α > −∞;
b) D1−α−(f, fα) < ∞ a.s., if
∑
p∈P
Ef(p)
p1−α = −∞. Further, in this case, ζ has no zeros in the
half plane Re(z) > 1− α− .
In particular, if for all p ∈ P we have δp = 1exp(√log p) , or if for all p ∈ P we have δp =
1− 1
exp(
√
log p)
, then by Theorem 1.6, Mf (x) is not o(x
1−α−) for any  > 0 a.s.
We conclude by mentioning that, for each fixed k ∈ N, a similar result to Theorem 1.6 b)
holds, in the case that F (z) =
∑∞
n=1
f(n)
nz has a single zero at β = 1−α, of multiplicity k, and δp
assume values in the interval [0, k], see Theorem 5.1.
The paper is organized as follows. In Section 2 we set up the main notations and tools from
Probability and Analytic Number Theory. In Section 3 we consider the problem of bounding
convergent random Dirichlet Series
∑∞
n=1
Xn
nz (Re(z) > 1/2) in vertical strips, where {Xn}n∈N
PARTIAL SUMS OF BIASED RANDOM MULTIPLICATIVE FUNCTIONS 5
belongs to a certain class of sequences of random variables. In Section 4 we prove all the main
results and in Section 5 we conclude with some remarks.
2. Preliminaries.
Notations from Probability Theory. (Ω,F ,P) stands for a probability space. Given a set E ∈ F ,
the random variable 1E : Ω→ {0, 1} stands for the indicator function of E, that is, 1E(ω) = 1 if
ω ∈ E and 1E(ω) = 0 otherwise. Given an square integrable random variable Y : Ω→ R:
EY :=
∫
Ω
Y (ω)P(dω),
VY :=EY 2 − (EY )2.
Notations from Complex Analysis. A set of the form Ha := {z ∈ C : Re(z) > a} where a ∈ R
is called half plane. Let R1 ⊂ R2 be two open connected sets of C and h : R1 → C be an
analytic function. We say that h has analytic extension to R2 if there exists an analytic function
h : R2 → C such that for all z ∈ R1 we have that h(z) = h(z).
Definition 2.1. Let S ⊂ C. A map f : S×Ω→ C is called a random function if ω ∈ Ω 7→ f(s, ω)
is a complex valued random variable for each fixed s ∈ S, and s ∈ S 7→ f(s, ω) is a function of
one complex variable for each fixed ω ∈ Ω.
Let f : S × Ω → C be a random function. For each fixed ω ∈ Ω, fω denotes the function
fω : S → C given by fω(s) := f(s, ω).
Definition 2.2. Let S ⊂ C be an open connected set and f : S×Ω→ C a random function. We
say that f is a random analytic function if the set of elements ω ∈ Ω, for which fω : S → C is
analytic, contains a set Ω∗ ∈ F such that P(Ω∗) = 1.
Let (Xk)k∈N be a sequence of independent random variables such that VX2k < ∞ for all k. We
define
σ1 = inf
{
0 < σ ≤ ∞ : the series
∞∑
k=1
EXk
kσ
converges
}
,(1)
σ2 = inf
{
0 < σ ≤ ∞ : the series
∞∑
k=1
VXk
k2σ
converges
}
.(2)
Proposition 2.1. Let (Xk)k∈N be a sequence of independent random variables and σ1 and σ2
be as in (1) and (2). Assume that σc = max{σ1, σ2} < ∞. Then F : Hσc × Ω → C given by
F (z) :=
∑∞
k=1
Xk
kz converges for each z ∈ Hσc and it is a random analytic function.
Proof. Let {ck}∞k=1 be a sequence of complex numbers and
∑∞
k=1
ck
kz be its Dirichlet series, where
z ∈ C. A classical result in the Theory of the Dirichlet series (see [1], Theorems 11.8 and 11.11)
states that if the series
∑∞
k=1
ck
kz converges for z0 = σ0 + it0 then it converges for all z ∈ Hσ0 and
also uniformly on compact subsets of this half plane. Thus the function z ∈ Hσ0 7→
∑∞
k=1
ck
kz is
analytic. The Kolmogorov two series Theorem states that if {Yk}∞k=1 is a sequence of independent
random variables such that
∑∞
k=1 EYk and
∑∞
k=1VYk converge then
∑∞
k=1 Yk converges a.s. Thus
the assumption that σc < ∞ implies that for each σ > σc both series
∑∞
k=1
EXk
kσ and
∑∞
k=1
VXk
k2σ
converge. Hence by the Kolmogorov two series Theorem, for each j ∈ N and σj = σc + j−1, each
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event Ωj := [F (σj) converges ] has P(Ωj) = 1 so as Ω∗ :=
⋂∞
j=1 Ωj . By the referred properties
of convergence of a Dirichlet series, we obtain that for each ω ∈ Ω∗ the Dirichlet series Fω(z)
converges for each z ∈ Hσc and uniformly in compact subsets of this half plane. We then conclude
that F is a random analytic function. 
Notations from Number Theory. In the sequel P stands for the set of the prime numbers and
p for a generic element of P. Given d, n ∈ N, d|n and d - n means that d divides and that d
do not divides n, respectively. The Mo¨bius function is denoted by µ and its partial sums by
Mµ(x) :=
∑
k≤x µ(k).
Definition 2.3. A random function f : N × Ω → C is called random multiplicative function if
f(1) = 1,
(3) f(n) = |µ(n)|
∏
p|n
f(p) (n ≥ 2),
and {f(p)}p∈P is a sequence of ±1 independent random variables.
Lemma 2.1. Let f be a random multiplicative function and for each z ∈ H1 let F (z) :=∑∞
k=1
f(k)
kz . Then:
i) EF (z) : H1 → C is analytic and F : H1 × Ω is a random analytic function. Moreover for all
z ∈ H1, EF (z) 6= 0 and Fω(z) 6= 0 for each ω ∈ Ω.
ii) There exists a non-vanishing random analytic function θ : H1/2 × Ω → C such that for each
z ∈ H1, θ(z) = F (z)EF (z) .
iii) The random analytic function θ is given by
(4) θ(z) = exp
(∑
p∈P
f(p)− Ef(p)
pz
)
exp(A(z)),
where A : H1/2 × Ω→ C is a random analytic function such that for all σ ≥ σ0 > 12 there exists
C = C(σ0) such that |A(σ + it)| ≤ C a.s.
Proof. Let h : N→ [−1, 1] be a multiplicative function supported on the square free integers. Let
gk : C→ C be given by gk(z) = h(k)kz . Then for each k ∈ N, gk is analytic and satisfies |gk(z)| ≤ 1kσ
where σ = Re(z). Thus for each σ > 1,
∑∞
k=1 gk(z) is a series of complex analytic functions that
converges uniformly in the set {z ∈ C : Re(z) ≥ σ} and hence uniformly on compact subsets of
H1. This gives that the Dirichlet series z ∈ H1 7→
∑∞
k=1
h(k)
kz is analytic. The same argument
gives that z ∈ H1 7→
∑
p∈P
h(p)
pz is analytic.
Claim 2.1. Let h be as above. Then for each z ∈ H1
∞∑
k=1
h(k)
kz
= exp
(∑
p∈P
h(p)
pz
)
exp(A(h, z)),
where z ∈ H1/2 7→ A(h, z) is analytic and uniformly bounded in the set {z ∈ C : Re(z) ≥ σ0} for
each real σ0 > 1/2.
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Proof of the claim. The Dirichlet series
∑∞
k=1
h(k)
kz has Euler product representation (see [1],
Theorem 11.6): For each z ∈ H1
(5)
∞∑
k=1
h(k)
kz
=
∏
p∈P
(
1 +
h(p)
pz
)
.
Since the Taylor series log(1 +x) =
∑∞
m=1
(−1)m+1
m x
m converges absolutely for |x| < 1, we obtain
for each real σ > 1 that log
(
1 + h(p)pσ
)
= h(p)pσ + Ap(σ) where Ap(σ) :=
∑∞
m=2
(−1)m+1
m
h(p)σ
pmσ . Let
z ∈ C be such that Re(z) =  > 0. Observe that for large p
|Ap(z)| ≤
∞∑
m=2
1
pm
=
1
p(p − 1) ∼
1
p2
.
Hence Ap(z) is analytic in H0 and there is C > 0 such that |Ap(z)| ≤ Cp2 ∀p ∈ P (Re(z) = ).
Since for σ > 1/2 the series
∑
p∈P
1
p2σ is summable, the series of complex analytic functions
A(h, z) :=
∑
p∈P Ap(z) converges absolutely and uniformly in the set {z ∈ C : <(z) ≥ σ} for each
σ > 1/2, and hence uniformly on compact subsets of H1/2. This gives that A(h, z) is analytic
in H1/2 and for each σ0 > 1/2 it is uniformly bounded by some constant C = C(σ0) in the set
{z ∈ C : Re(z) ≥ σ0}. This gives the desired properties for z ∈ H1/2 7→ A(h, z) and the following
formula for each σ > 1:
log
∏
p∈P
(
1 +
h(p)
pσ
)
=
∑
p∈P
h(p)
pσ
+A(h, σ).
This formula combined with (5), gives for each σ > 1:
(6)
∞∑
k=1
h(k)
kσ
= exp
(∑
p∈P
h(p)
pσ
)
exp(A(h, σ)).
Let F1 and F2 be two complex analytic functions defined in some open connected set U ⊂ C such
that F1(zk) = F2(zk) where {zk}∞k=1 ⊂ U is a convergent sequence whose limit point is z ∈ U .
Then F1 = F2 (see [8], Corollary 3.8 and 3.9). This gives that (6) holds for all z ∈ H1, since the
left side and the right side of this equation are the restriction of complex analytic functions to
the set {σ ∈ R : σ > 1}, finishing the proof of the claim.
Proof of i) For each ω ∈ Ω, n 7→ fω(n) is a multiplicative function supported on the square free
integers. Since {f(p)}p∈P is a sequence of independent random variables, n 7→ Ef(n) also is a
multiplicative function supported on the square free integers. Thus, by claim 2.1, for each ω ∈ Ω,
Fω : H1 → C and EF : H1 → C are non-vanishing complex analytic functions, completing the
proof of i.
Proof of ii) and iii) Claim 2.1 gives the following formula for each ω ∈ Ω and z ∈ H1:
Fω(z)
EF (z)
= exp
(∑
p∈P
fω(p)− Ef(p)
pz
)
exp(A(fω, z)−A(Ef, z)),
where z ∈ H1/2 7→ A(fω, z) and z ∈ H1/2 7→ A(Ef, z) are complex analytic functions which are
uniformly bounded in the sets {z ∈ C : Re(z) ≥ σ}, for each σ > 1/2. Hence A : H1/2 × Ω → C
given by Aω(z) = A(fω, z)−A(Ef, z) is the desired random analytic function of iii. By Proposition
2.1, z ∈ H1/2 7→
∑
p∈P
f(p)−Ef(p)
pz is a random analytic function and hence its exponential also is.
This gives the desired properties of the random analytic function θ. 
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3. Bounding random Dirichlet series in vertical strips.
Let F (z) =
∑∞
n=1
f(k)
kz (z ∈ C) be a general Dirichlet series, and let σc ≤ σa < ∞ be its
abscissas of conditional and of absolute convergence respectively. A classical result (see [21] page
119, Theorem 15) states that if F has finite σc, then for each σ0 > σc and  > 0, uniformly for
σ0 ≤ σ ≤ σc + 1 we have that F (σ + it) |t|1−(σ−σc)+.
In this section we consider the problem of bounding a random Dirichlet series
∑∞
k=1
Xk
kσ+it as
t → ∞ with fixed σ > 1/2, where {Xk}k∈N are centered random variables not necessarily inde-
pendent. If {Xk}k∈N is a sequence of independent and identically distributed random variables
such that P(X1 = −1) = P(X1 = 1) = 12 , in [5] F.Carlson proved that, for suitable {ak}k∈N ⊂ C,
for each σ > 1/2 we have that
∑∞
k=1
akXk
kσ+it = o(
√
log t) a.s. Following the same line of reasoning
we prove the following result:
Theorem 3.1. Let {Xk}k∈N be a sequence of centered and uniformly bounded random variables.
Denote for a complex z, F (z) :=
∑∞
k=1
Xk
kz . Let 1/2 < σ0 ≤ 1. If {Xk}k∈N are either a)
independent, b) a martingale difference or c) ρ∗-mixing1, then uniformly for all σ0 ≤ σ ≤ 1:
(7) F (σ + it) (log t)ϑ(1−σ) log log t, a.s.,
where ϑ = 1 in the case a), ϑ = 2 in the case b) and ϑ = 3 in the case c). Moreover, if Xk = 0
for all non prime k then the term log log t in (7) can be substituted by log log log t.
In particular, if {Xk−EXk}k∈N is as above, and the series EF (σ) =
∑∞
k=1
EXk
kσ converges for
each σ > 1/2, then the same statement holds if we substitute F (σ+ it) by F (σ+ it)−EF (σ+ it)
in the left side of (7).
Next we will start the proof of Theorem 3.1. We restrict ourselves to sequences {Xk}k∈N which
satisfy the following conditions:
i) For all k, EXk = 0 and |Xk| ≤ C for some constant C > 0;
ii) The random series
∑∞
k=1
Xk
kz converges for all z ∈ H1/2, a.s.;
iii) There exists a constant γ > 0 and a increasing function λ : [0,∞) → [1,∞) such that
limt→∞ λ(t) =∞, for all a, b ≥ 0, λ(a+b) ≤ eγaλ(b), and such that the following inequality holds
for all q ≥ 2 for all real numbers α1, ..., αn, for each n ∈ N:{
E
∣∣∣∣ n∑
k=1
αkXk
∣∣∣∣q} 1q ≤ λ(q){E( n∑
k=1
|αkXk|2
)q/2} 1q
.
Lemma 3.1. Assume that {Xk}k∈N satisfies conditions i)-iii) above. Let ψ(t) := λ(log t) and
v(−1)2 :=
∑∞
k=1
1[E|Xk|>0]
k1+ . Then for each σ > 1/2, uniformly for all x ∈ [σ, 1]:
∞∑
k=1
Xk
kx+it
 ψ(t)2−2xv(logψ(t))2, a.s.
Proof of Lemma 3.1. We begin the proof with the following claim:
Claim 3.1. Let {Xk}k∈N and v(−1) be as in Lemma 3.1. Then there exists D > 0 such that for
all q > 1,  > 0 and t ∈ R the following inequality holds:
E
∣∣∣∣ ∞∑
k=1
Xk
k
1+
2 +it
∣∣∣∣q ≤ Dqλ(q)qv(−1)q.
1For the definition of ρ∗-mixing see the proof of Theorem 3.1 below.
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Proof of claim 3.1. Let z = x + iy with x = 1/2 + /2, where  > 0. Denote |z| =
√
x2 + y2.
Since the random series
∑∞
k=1
Xk
kz converges a.s. we obtain by Fatou’s Lemma that
E
∣∣∣∣ ∞∑
k=1
Xk
kz
∣∣∣∣q ≤ lim infn→∞ E
∣∣∣∣ n∑
k=1
Xk
kz
∣∣∣∣q.
Recall that |a1 + ia2|q ≤ 2 q2 (|a1|q + |a2|q) for each a1, a2 ∈ R. Thus taking
a1 :=
n∑
k=1
Xk
kx
cos(y log k), a2 := −
n∑
k=1
Xk
kx
sin(y log k),
we get
E
∣∣∣∣ n∑
k=1
Xk
kz
∣∣∣∣q ≤ 2 q2 (E|a1|q + E|a2|q).
Let αk =
cos(y log k)
kx for all k ≥ 1. Observe that α2k ≤ 1k1+ . Hence the condition iii) above implies
that
E|a1|q ≤ λ(q)qE
( n∑
k=1
|αkXk|2
)q/2
≤ λ(q)qE
( ∞∑
k=1
C21[E|Xk|>0]
k1+
)q/2
≤ Cqλ(q)qv(−1)q,
where C > 0 is the constant of condition i) above. Similarly we get the same bound for E|a2|q.
We complete the proof of the claim by choosing D = 2
√
2C. 
Let F : H1/2 × Ω→ C be given by F (z) :=
∑∞
k=1
Xk
kz . Define
Ω∗ := [ω ∈ Ω : Fω(z) converges for each z ∈ H1/2].
By ii), P(Ω∗) = 1. Hence F is a random analytic function (see the proof of Proposition 2.1). Let
q ≥ 1,  = (q) ∈ (0, 1/3], σ = 1/2 +  and σ′ = 1/2 + /2. Let R1 and R2 be the rectangles:
R1 =R1(q, ) = [σ, 4/3]× [−eq−2, eq−2],
R2 =R2(q, , ω) = [σ
′, σ′ + 1]× [−τ ′(ω), τ(ω)],
where τ, τ ′ ∈ [eq−1, eq] will be chosen later. Observe that R1 ⊂ R2 and the distance from ∂R1 to
∂R2 equals to /2. Decompose: ∂R2 = I1 ∪ I2 ∪ I3 ∪ I4, where I1 and I3 are the vertical lines at
Re(s) = σ′ + 1 and Re(s) = σ′ respectively and I2 and I4 are the horizontal lines at Im(s) = τ
and Im(s) = −τ ′ respectively. For q ∈ N and ω ∈ Ω∗, define:
(8) Vj = Vj(ω, q) =
∫
Ij
|Fω(s)|q|ds|, j = 1, 2, 3, 4.
For all q ∈ N, F qω is analytic on H1/2. Hence, by the Cauchy integral formula, for each
z ∈ R1,
F qω(z) =
1
2pii
∫
∂R2
Fω(s)
q
s− z ds =
1
2pii
4∑
j=1
∫
Ij
Fω(s)
q
s− z ds,
where for each j, the line integral over Ij above is oriented counterclockwise. For fixed z ∈ R1
and j = 1, 2, 3, 4:∣∣∣∣ 12pii
4∑
j=1
∫
Ij
Fω(s)
q
s− z ds
∣∣∣∣ ≤ 12pii
4∑
j=1
∫
Ij
|Fω(s)q|
|s− z| |ds| ≤
1
pi
4∑
j=1
Vj(ω, q).
(see [8], p. 65). Hence:
(9) max
z∈R1
|Fω(z)|q ≤ 1
pi
4∑
j=1
Vj(q, ω).
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Next we will follow the same line of reasoning of [5] to proof the following claim:
Claim 3.2. Let  = (q) := min{1/3, (log λ(q))−1}. Then there exists H1 = H1(λ, v, C) such that
(10) P
(
max
z∈R1
|F (z)| > H1v(−1)λ(q)
) ≤ 1
2q−1
.
Proof of the Claim 3.2. By claim 3.1, for each q ∈ N, for all y ∈ R
(11) E|F (σ′ + iy)|q ≤ Dqλ(q)qv(−1)q.
By condition i) above
(12) |F (σ′ + 1 + iy)|q ≤
( ∞∑
k=1
|Xk|
k
3
2+

2
)q
≤ Cq
( ∞∑
k=1
1E[|Xk|>0]
k3/2
)q
= Cqv(2)2q.
Let H = 4emax{D,Cv(2)2} and Aq and Bq the events
Aq := Ω
∗ ∩
[ ∫ eq
−eq
|F (σ′ + iy)|qdy ≥ (Hλ(q)v(−1))q
]
,
Bq := Ω
∗ ∩
[ ∫ σ′+1
σ′
∫ eq
−eq
|F (x+ iy)|qdxdy ≥ (Hλ(q)v(−1))q
]
.
By Fubini’s Theorem and (11):
E
∫ eq
−eq
|F (σ′ + iy)|qdy =
∫ eq
−eq
E|F (σ′ + iy)|qdy ≤ 2eqDqλ(q)qv(−1)q,
E
∫ σ′+1
σ′
∫ eq
−eq
|F (x+ iy)|qdxdy =
∫ σ′+1
σ′
(
E
∫ eq
−eq
|F (x+ iy)|qdy
)
dx ≤ 2eqDqλ(q)qv(−1)q.
Thus we obtain by Markov’s inequality that P(Aq) ≤ 12q and P(Bq) ≤ 12q and hence that P(Eq) ≥
1− 12q−1 where Eq = Ω∗ ∩ (Aq ∪Bq)c. Let ω be a fixed element of Eq. Then
(13)
∫ eq
−eq
|Fω(σ′ + iy)|qdy < (Hλ(q)v(−1))q,
(14)
∫ σ′+1
σ′
∫ eq
−eq
|Fω(x+ iy)|qdxdy < (Hλ(q)v(−1))q.
The choice of τ(ω) and τ ′(ω). For each ω ∈ Eq we can choose τ ′(ω) and τ(ω) in [eq−1, eq] such
that
(15) Vj(ω, q) ≤ (Hλ(q)v(−1))q, j = 1, 2, 3, 4.
holds for each ω ∈ Eq. To show the existence of such τ and τ ′, let
u(y) = uω(y) =
∫ σ′+1
σ′
|Fω(x+ iy)|qdx (ω ∈ Eq).
Let L = (Hλ(q)v(−1))q, a = eq−1 and b = eq. By (14) and Fubini’s Theorem:∫ b
a
u(y)dy ≤
∫ eq
−eq
u(y)dy ≤ L.
Observe that b− a > 1. Denote by m the Lebesgue mesure on R. We claim that:
m({y ∈ [a, b] : u(y) ≤ L}) > 0.
Indeed,
m({y ∈ [a, b] : u(y) > L}) +m({y ∈ [a, b] : u(y) ≤ L}) = b− a,
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and since L > 0 and u ≥ 0 we get:
Lm({y ∈ [a, b] : u(y) > L}) ≤
∫ b
a
u(y)1[u>L]dm(y)
∫ eq
−eq
u(y)dy ≤ L.
Hence m({y ∈ [a, b] : u(y) ≥ L}) ≤ 1 < b − a. This shows that the set {y ∈ [a, b] : u(y) ≤ L}
is not empty and hence the existence of at least one τ(ω) ∈ [eq−1, eq] such that (15) is satisfied
for j = 4. A similar argument shows the existence of τ ′ ∈ [eq−1, eq] such that (15) is satisfied for
j = 2. Since τ, τ ′ ≤ eq, (12) and (13) gives the desired inequality for V1(ω, q) and V3(ω, q).
By condition iii) above, λ(q) ≤ λ(0)eγq. Since −1(q) = max{3, log λ(q)}, we obtain that
θ = sup
q≥1
−
1
q (q) <∞.
Let H1 = 4θH. By (9) and (15) we obtain for each ω ∈ Eq:
max
z∈R1
|Fω(z)| ≤
(
1
(q)
4∑
j=1
Vj
)1/q
≤
(
4(Hλ(q)v(−1))q
(q)
)1/q
≤ H1λ(q)v(−1),
completing the proof of the Claim 3.2.
Claim 3.3. Let σ = 12 +
1
logψ(t) . Denote R = R(t) := [σ,
4
3 ]× [−t, t]. Then for almost all ω ∈ Ω
there exists a real number t0 = t0(ω) such that for all t ≥ t0:
(16) max
z∈R(t)
|Fω(z)| ≤ H2ψ(t)v(logψ(t)),
where H2 = H2(λ, v, C).
Proof of the Claim 3.3. Claim 3.2 implies that
∞∑
q=1
P
(
max
z∈R1(q)
|Fω(z)| ≥ H1λ(q)v(−1)
) ≤ ∞∑
q=0
1
2q
= 2.
The Borel-Cantelli Lemma gives a set Ω′ of P(Ω′) = 1 such that for each ω ∈ Ω′, there exists
q0(ω) ∈ N, such that for the following inequality holds for all integers q ≥ q0:
(17) max
z∈R1(q)
|Fω(z)| ≤ H1λ(q)v(−1(q)).
For x ≥ 0 denote [x] the integer part of x. Let t0(ω) = eq0+10. For each t ≥ t0 let q(t) = 3+[log t].
Since log t ≤ [log t] + 1 ≤ q − 2, we get that t ≤ eq−2 and
logψ(t) = log λ(log t) ≤ log λ(q − 2) ≤ log λ(q) = −1(q).
Hence R(t) ⊂ R1(q). By (17),
max
z∈R(t)
|Fω(z)| ≤ max
z∈R1(q(t))
|Fω(z)| ≤ H1λ(3 + [log t])v(log λ(3 + [log t])).
Observe that [log t] ≤ log t and λ(3 + [log t]) ≤ e3γλ(log t) = e3γψ(t). Also, v(log λ(3 + [log t])) ≤
v(3γ + logψ(t)). Let a(t) = 13γ+logψ(t) and b(t) =
1
logψ(t) . Then limt→∞
b(t)
a(t) = 1 and hence
b(t)− a(t) ≤ 3γa(t)b(t) a2(t).
By Lemma A.1, v(3γ + logψ(t)) = v(logψ(t)) +O(1). Hence there exists a constant D1 = D1(v)
such that for all large t, v(log λ(3 + [log t])) ≤ D1v(logψ(t)). We complete the proof of the claim
by choosing H2 = e
3γD1H1.
End of the Proof of Lemma 3.1. Let σ(t) = 12 +
1
logψ(t) , 1/2 < x ≤ 1 and Ω′ be as in clam 3.3. In
the sequel, ω ∈ Ω′ is fixed and t1 = t1(ω) is a large number such that (16) holds for all t ≥ t1 and
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σ(t) < x. Since |Fω(x− it)| = |Fω(x+ it)|, it is sufficient to prove Lemma 3.1 for t > t1(ω). Let
β = β(t) = logψ(t) and C1, C2, C3 be concentric circles with center β+ it and passing trough the
points: σ + 12 + it, x+ it and σ + it respectively. Thus, the respective radius of C1, C2, C3 are:
r1 =β − σ − 1
2
,
r2 =β − x,
r3 =β − σ.
Denote Mj = Mj(t, ω) = maxz∈Cj |Fω(z)|, j = 1, 2, 3. Since Fω is analytic in H1/2, the Hadamard
Three-Circles Theorem states that
(18) M2 ≤M1−a1 Ma3 ,
where a =
log(
r2
r1
)
log(
r3
r1
)
. In the sequel we will estimate M1, M3 and a separately.
Estimative for M1. Since for all k ∈ N, |Xk| ≤ C,
(19) M1 ≤
∞∑
k=1
|Xk|
k1+β−1(t)
≤ Cv(logψ(t))2.
Estimative for M3. By condition iii), the function λ satisfies λ(c+ d) ≤ eγcλ(d) for all c, d ≥ 0.
In particular, ψ(t) = λ(log t) ≤ λ(0)tγ . Hence β(t) = logψ(t) ≤ log(λ(0)tγ) = log λ(0) + γ log t.
This gives log(t+ β(t)) = log(1 + β(t)/t) + log(t) and hence:
ψ(t+ β(t)) = λ(log(t+ β(t))) = λ( log(1 + β(t)/t) + log t ) ≤ (1 + β(t)/t)λ(log t).
In particular, we obtain that ψ(t+ β(t)) ψ(t). Also we get that
v(logψ(t+ β(t)) ≤ v( log(1 + β(t)/t) + β(t) ).
Since β(t)/t = o(1), log(1 +β(t)/t) ∼ β(t)/t. By Lemma A.1, we obtain that v( log(1 +β(t)/t) +
β(t) ) = v(β(t)) +O(1). These estimates combined with (16) gives:
(20) M3  max
z∈R(t+β)
|Fω(z)| ≤ H2ψ(t+ β(t))v(logψ(t+ β(t))) ψ(t)v(logψ(t)).
Estimative for a(t). We claim that a(t) = 2− 2x+O(β−1(t)). Denote τ = β−1. Observe that
r2
r1
= 1 + τ
1− x+ τ
1− τ(σ − 1/2) ,
r3
r1
= 1 +
τ/2
1− τ(σ − 1/2) .
Using that for ϕ small, log(1 + ϕ) = ϕ+O(ϕ2) and that 1τ+O(τ2) =
1
τ +O(1), we obtain:
a =
(
τ
1− x+ τ
1− τ(σ − 1/2) +O(τ
2)
)(
2(1− τ(σ − 1/2))
τ
+O(1)
)
=2(1− x) + 2τ +O(τ) +O(τ) +O(τ2)
=2− 2x+O(τ).
Estimative for M1−a1 . Let τ =
1
logψ(t) . First observe that v(
−1)2 ≤ ζ(1 + ) ∼ −1. Hence
v(logψ(t))O(τ) = exp( log(v(logψ(t))) ·O(τ) ) = exp( O(log logψ(t)) ·O(τ) ) = O(1).
Recalling (19), we obtain M1−a1  v(logψ(t))4x−2.
Estimative for Ma3 . Since ψ(t)
O(τ) = O(1) and v(logψ(t))O(τ) = O(1), we obtain
Ma3  ψ(t)2−2xv(log(ψ(t)))2−2x.
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Estimative for Fω(x + it). Observe that Fω(x + it) ≤ M2(t, ω). Collecting the estimates above,
by (18) we get
M2  ψ(t)2−2xv(logψ(t))2x,
completing the proof. 
Proof of Theorem 3.1. Assume that {Xk}k∈N satisfies condition i) above. If this random vari-
ables are independent then by Proposition 2.1 it also satisfies condition ii). The condition iii)
with λ(q) = C
√
q + 1 (q ≥ 2) for some constant C > 0 is the Marcinkiewicz-Zygmund inequality
for independent random variables (see [7] p. 366). Hence ψ(t) √log t.
If {Xk}k∈N is a martingale difference that satisfies i) above, then, X1 = M1 −M0 and Xk =
Mk−Mk−1 where (Mn,Fn)n≥0 is a martingale with bounded increments. Hence for any sequence
of real numbers {ak}k∈N, Sn :=
∑n
k=1 akXk also is a martingale with same filtration {Fn}n∈N.
The condition iii) with λ(q) = C1(q + 1) (q ≥ 2) for some C1 > 0 is the Burkho¨lder inequality
applied for Sn (see [20] p. 499). Hence ψ(t)  log t. Let Sn() :=
∑n
k=1
Xk
k
1+
2
. For q = 2, the
Burkho¨lder inequality applied for Sn() gives that E|Sn()|2 ≤ Dλ(2)ζ(1 + ) and hence that
supn∈N E|Sn()|2 < ∞. By Doob’s martingale convergence Theorem (see [20] p. 510) we obtain
the almost sure convergence of Sn() and hence the almost sure convergence of the Dirichlet series∑∞
k=1
Xk
k
1+
2
for each  > 0. The referred properties for the convergence of Dirichlet series stated
in the proof of Proposition 2.1 gives that {Xk}k∈N satisfy Theorem 3.1 condition ii).
Given a probability space (Ω,F ,P) let F1 and F2 be sub-sigma algebras of F . For j = 1, 2,
denote
L2(Fj) = {X : Ω→ R : E|X|2 <∞ and X is Fj − measurable} and ‖X‖2 =
√
EX2. Let
ρ(F1,F2) = sup{Vf1f2/(‖f1‖2‖f2‖2) : f1 ∈ L2(F1) and f2 ∈ L2(F2)}.
Let {Xk}k∈N be a sequence of random variables and for S ⊂ N, let FS be the sigma algebra
generated by the random variables {Xk}k∈S . Define
ρ∗(n) = sup{ρ(FS ,FT ) : S, T ⊂ N and min
s∈S,t∈T
|s− t| ≥ n}.
One says that the sequence {Xk}k∈N is ρ∗-mixing if limn→∞ ρ∗(n) = 0 (see [3] p. 114). In
particular, if {Xk}k∈N is ρ∗-mixing, then there exists n ∈ N such that ρ∗(n) < 1. In [4] it has
been proved a result which implies the following: If {Xk}k∈N are centered and uniformly bounded
random variables with ρ∗(n) < 1 for some large n, then condition ii) is satisfied. Moreover, in [4]
(Lemma 1 and 2 and Remark 4), the condition iii) for q ≥ 2 is satisfied with λ(q) = 1
1−ρ
2
q
√
q + 1 ∼
C2(q + 1)
3/2, where ρ = ρ∗(n). Hence ψ(t) (log t)3/2.
Let ζ be the Riemann zeta function. We recall that ζ(1 + ) ∼ −1. Hence v(−1)2  −1.
On the other hand, if Xk = 0 for all non prime k, then v(
−1)2 = log(−1). Hence for large t
v(logψ(t))2  log log t, and if Xk = 0 for all non prime k, v(logψ(t))2  log log log t. 
4. Proofs of the main results
4.1. (Theorem 1.1). Let R1 ⊂ R2 be open connected sets of C. An analytic function h : R1 → C
has analytic extension to R2 if there exists an analytic function h¯ : R2 → C such that h¯(z) = h(z)
for all z ∈ R1. We say that a random analytic function h : R1×Ω→ C has analytic extension to
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R2 if the set of elements ω ∈ Ω for which hω has analytic extension to R2 contains a set Ω∗ ∈ F
such that P(Ω∗) = 1.
Proof of Theorem 1.1. Let α ∈ (0, 1/2) and fα be the random multiplicative function such that
E(f(p)) = − 1pα for each prime p. Denote Fα(z) :=
∑∞
k=1
fα(k)
kz .
Claim 4.1. The half plane H1/2+α is a zero free region for ζ if and only if Fα has analytic
extension to H1/2.
Proof of the claim. Since {f(p)}p∈P is a sequence of independent random variables, Ef(k) = µ(k)kα .
For z ∈ H1 we obtain that EFα(z) =
∑∞
k=1
µ(k)
kz+α =
1
ζ(z+α) . By Lemma 2.1 ii) there exists a
random analytic function θ : H1/2×Ω→ C such that Fα(z) = θ(z) 1ζ(z+α) . By iii) of this Lemma,
1
θ : H1/2 × Ω → C also is a random analytic function. Hence 1ζ(z+α) is analytic in H1/2 if and
only if Fα has analytic extension to H1/2. Since ζ is analytic in C \ {1} with a simple pole in
z = 1, we obtain that ζ has no zeros in the half plane H1/2+α if and only if
1
ζ(z+α) is analytic in
H1/2, completing the proof of the claim.
Assume Mfα(x) = o(x
1/2+) for all  > 0 a.s. By partial summation (Lemma A.1), the series
Fα : H1/2 × Ω→ C is a random analytic function. By claim 4.1 we conclude that ζ has no zeros
in the half plane H1/2+α. Thus if for each α > 0, Mfα(x) = o(x
1/2+) ∀ > 0 a.s., then ζ has no
zeros in H1/2.
Assume RH. In [17] J.E.Littlewwod proved, for fixed σ > 1/2, that RH implies that 1ζ(σ+it) =
o(tδ) for all δ > 0. By Theorem 3.1, for fixed 1/2 < σ ≤ 1 we have
θ(σ + it) exp(log(t)1−σ log log log t) = o(tδ), ∀δ > 0, a.s.
By claim 4.1 Fα has analytic extension to H1/2 given by
θ(z)
ζ(z+α) . Hence Fα(σ + it)  tδ for
all δ > 0 a.s. We recall the following result from the theory of the Dirichlet series: Assume
that G(z) =
∑∞
n=1
g(n)
nz converges absolutely ∀z ∈ H1, and that for some c < 1, G has analytic
extension to Hc given by G¯. If G¯(σ+ it) = o(t
δ) for all δ > 0, then Mg(x) = o(x
c+) for all  > 0
(see [21] page 134, Theorem 4). This result applied for Fα completes the proof. 
4.2. (Theorems 1.3 and 1.5).
Proof of Theorem 1.3 . Let Ef(p) = −δp where 0 < δp ≤ 1. Since |f(p)| ≤ 1 ∀p ∈ P, by the
Kolmogorov two series Theorem, f weakly biased implies that
∑
p∈P
δp
p converges. On the other
hand, for α ∈ (0, 1/2), the convergence of ∑p∈P δpp1−α implies that ∑p∈P f(p)p1−α converges a.s.
Thus, we only need to prove that, if f is weakly biased and
(21) P(Mf (x) = o(x1−) for some  > 0) = 1,
then there exists α > 0 such that the series
∑
p∈P
δp
p1−α converges.
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Let F : H1 × Ω→ C, v : H1/2 × Ω→ C and u : H1 → C be given by:
F (z) =
∞∑
n=1
f(n)
nz
,
v(z) =
∑
p∈P
f(p)− Ef(p)
pz
,
u(z) =
∑
p∈P
δp
pz
.
By Proposition 2.1, v is a random analytic function and u is analytic. By Lemma 2.1 and claim
2.1 there exists a random analytic function w : H1/2 × Ω→ C such that for each z ∈ H1
(22) F (z) = exp(v(z) + w(z)− u(z)).
Since the series
∑
p∈P
δp
p converges, we obtain that limx→1+ u(x) =
∑
p∈P
δp
p < ∞. This com-
bined with (22) implies that limx→1+ F (x) > 0, a.s. By (21) there is a set Ω∗ with P(Ω∗) = 1
such that for each ω ∈ Ω∗ there exists  = (ω) > 0 for which Mfω (x) = o(x1−). Hence, if ω is a
fixed element of Ω∗, Lemma A.1 implies that the series Fω(z) =
∑∞
n=1
fω(n)
nz converges for each
z ∈ H1− and it is an analytic function in this half plane. Thus for P−almost all ω ∈ Ω we obtain
an  = (ω) > 0 such that Fω(z) is analytic in H1− and satisfies Fω(1) 6= 0. In particular for
each of these ω, there exists an open ball B = B(ω) ⊂ H1− with positive radius and centered
at z = 1 such that Fω(z) 6= 0 for all z ∈ H1 ∪ B. Since this random subset of C is a simply
connected region, Fω has a branch of the logarithm rω : H1 ∪B → C (see [8], p. 94-95, Corollary
6.17), i.e., rω is analytic and satisfies Fω(z) = exp(rω(z)) for all z ∈ H1 ∪B. This combined with
(22) gives for P−almost all ω and all z ∈ H1
(23) Λ(z) := exp(u(z)) = exp(vω(z) + wω(z)− rω(z)).
In particular λω(z) := vω(z) + wω(z) − rω(z) is analytic in H1 ∪ B and hence it is, a.s., a
branch of the logarithm for the analytic function Λ : H1 → C. A classical result from complex
analysis states that there exists an integer k = k(ω) such that for all z ∈ H1 and almost all
ω, u(z) − λω(z) = 2kpii. That is, u¯ω : H1 ∪ B → C given by u¯ω(z) = λω(z) + 2kpii extends u
analytically to H1 ∪ B. Since for z ∈ H1, u¯ω(z) = u(z) =
∑
p∈P
δp
pz is a Dirichlet series of non-
negative terms that it is analytic in an open disk centered at z = 1, a classical result concerning
Dirichlet series of this type (see [1] p. 237, Theorem 11.13) implies that there is α > 0 for which
the series
∑
p∈P
δp
p1−α converges. 
Proof of Theorem 1.5. We begin the proof with the following claim:
Claim 4.2. Let 0 < α < 1/2. Assume that EXp = − δppα where 0 ≤ δp ≤ 1, lim sup δp = δ < 1,
and
∑
p∈P
δp
p =∞. Then Mf (x) is not o(x1−α−) for any  > 0, a.s.
Proof of the claim. Let 0 < α < 1/2. By Lemma 2.1, there is a random analytic function
θ : H1/2 × Ω→ C such that for all z ∈ H1 and all ω ∈ Ω
F (z) = θ(z)EF (z),
where F (z) =
∑∞
k=1
f(k)
kz . Moreover, since Ef(p) = −δp/pα, claim 2.1 gives
(24) EF (z) = exp
(
−
∑
p∈P
δp
pz+α
)
exp(A(z)) (z ∈ H1),
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where A : H1/2 → C is analytic. Since the series
∑
p∈P
δp
pz+α converges absolutely for z ∈ H1−α
we obtain that the function in the right side of (24) is analytic in H1−α and hence extends
analytically EF (z) to this half plane. Let z ∈ H1 and ζ(z) =
∑∞
k=1
1
kz be the Riemann zeta
function. A direct application of claim 2.1 gives that
(25) ζ(z) := exp
(∑
p∈P
1
pz
)
exp(B(z)),
where B : H1/2 → C is analytic. By combining (24) and (25):
(26) ζ(1 + )EF (1− α+ ) = exp
(∑
p∈P
1− δp
p1+
)
exp(A(1− α+ ) +B(1 + )).
Since lim sup δp = δ < 1 there exists η > 0 such that 1− δp ≥ η for all p sufficiently large. Hence∑
p∈P
1− δp
p
=∞.
This combined with (26) implies
(27) lim
→0+
ζ(1 + )EF (1− α+ ) =∞.
On the other hand hypothesis
∑
p∈P
δp
p =∞ combined with (24) gives that
(28) lim
→0
EF (1− α+ ) = 0.
Hence if we assume
P(Mf (x) = o(x1−α− for some  > 0) = 1,
by Lemma A.1 we obtain for almost all ω ∈ Ω an  = (ω) > 0 such that Fω(z) =
∑∞
k=1
fω(k)
kz is
analytic in H1−α−. Since EF (z) = Fω(z)θω(z) , EF (z) is analytic in a open neighborhood of z = 1−α.
By (28), EF (1−α) = 0 while (27) gives that this can not be an zero of an analytic function, since
the Riemann zeta function has a simple pole at z = 1. This gives a contradiction which implies
that EF (z) is not analytic in z = 1− α, and hence that
P(Mf (x) = o(x1−α− for some  > 0) < 1.
A direct application of Corollary A.1 implies that this probability is zero. 
Remark 4.1 (Uniform coupling). Let (Ω,F ,P) be the probability space where Ω is the set of the
sequences ω = (ωp)p∈P such that ωp ∈ [0, 1] for each prime p, F is the Borel sigma-algebra of Ω
and P is the Lebesgue product measure in F . For a random multiplicative function f : N×Ω→
{−1, 0, 1}, let f(p) : Ω→ {−1, 1} be the random variable given by
(29) fω(p) = 1(ap,1](ωp)− 1[0,ap](ωp),
where ap := P(f(p) = −1). If f(p) and g(p) are random variables given by (29) then
|P(f(p) 6= g(p))| = |P(f(p) = −1)− P(g(p) = −1)|.
Definition 4.1. Let f and g be random multiplicative functions. We say that f and g are
uniformly coupled if they are defined in (Ω,F ,P) as in Remark 4.1 and ∀p ∈ P, f(p) and g(p)
are given by (29).
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Let α > 0 and assume that {δp}p∈P is such that 0 ≤ δp ≤ 1 ∀p ∈ P. Let f be a random
multiplicative function such that for each prime p, {f(p)}p∈P is given by (29) with ap = 12 + δp2pα
and hence Ef(p) = − δppα . Let u, h : N × Ω → {−1, 0, 1} be random functions that satisfy the
multiplicative property (3), and such that for each prime p, u(p) = Zp and h(p) = Wp where,
Zp(ω) := −1[0, 12− δp2pα )(ωp) + 1( 12+ δp2pα ,1](ωp),
Wp(ω) := −1[ 12− δp2pα , 12+ δp2pα ](ωp).
Claim 4.3. Let γ = max{1/2, 1− α}. Then ∑∞n=1 u(n)n1/2+ and ∑∞n=1 |h(n)|nγ+ converges ∀ > 0 a.s.
Proof of the claim. The Rademacher-Menshov Theorem [18] states that if {Xn}n∈N is a sequence
of orthogonal random variables such that the series
∑∞
n=1 log
2(n+1)EX2n converges and EXn = 0
for all n, then the random series
∑∞
n=1Xn converges a.s. If k and l are distinct squarefree integers,
there are at least one prime p such that either p|k or p|l while p do not divide gcd(k, l), and hence
Eu(k)u(l) = 0. Since |u(n)| ≤ 1 ∀n ∈ N, by the Rademacher-Menshov Theorem, ∑∞n=1 u(n)n1/2+
converges ∀ > 0 a.s.
By the Kolmogorov two series Theorem,
∑
p∈P
|h(p)|
pγ+ converges ∀ > 0 a.s. since∑
p∈P
E|h(p)|
pγ+
≤
∑
p∈P
1
pγ+α+
<∞,
∑
p∈P
V|h(p)|
p2γ+2
≤
∑
p∈P
1
p1+2
<∞.
We recall a classical result for a Dirichlet series of an multiplicative function φ : N → [−1, 1]
which states that: If for each p ∈ P, φ(pm) = 0 for all m ≥ 2, then for each σ > 0 the series∑∞
n=1
|φ(n)|
nσ converges if and only if the series
∑
p∈P
|φ(p)|
pσ converges (see [21], p. 106 Theorem
2). A direct application of this result for h completes the proof of the claim. 
The Dirichlet convolution between u and h, denoted by u∗h is given by: (u∗h)(n) := ∑d|n u(d)h(n/d).
Since for each prime p, f(p) = u(p) + h(p) and u(p) · h(p) = 0, we obtain that
u ∗ h(p) =u(p) + h(p) = f(p),
u ∗ h(pn) =
n∑
k=0
u(pk)h(pn−k) = 0 (n ≥ 2).
This implies that for each prime p, f(pm) = u ∗ h(pm) ∀m ∈ N. Since the convolution between
two multiplicative functions results in a multiplicative function, we conclude that f = u ∗ h. A
result for Dirichlet series states that if
∑∞
k=1
h(k)
kσ converges absolutely and if
∑∞
k=1
u(k)
kσ converges
then
∑∞
k=1
(u∗h)(k)
kσ also converges (see [21], p. 122, Notes 1.1). This combined with claim 4.3
implies that
∑∞
k=1
f(k)
kγ+ converges a.s. A direct application of Kronecker’s Lemma gives that
Mf (x) = o(x
γ+) for all  > 0 a.s., completing the proof of Theorem 1.5 
4.3. (Theorems 1.2 and 1.4).
Remark 4.2. Let 0 = a1 < a2 < ... < an+1 = 1 and Ik = [ak, ak+1) if 1 ≤ k < n and
In = [an, an+1]. Let ψ : [0, 1] → [0, 1] be a bijection such that for all 1 ≤ k ≤ n, ψ : Ik → [0, 1]
is a translation. Then ψ is called interval exchange transformation (see [23]). If m denotes the
Lebesgue measure on [0, 1], then for each Borelian B ⊂ [0, 1], m(ψ−1(B)) = m(B), i.e., an interval
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exchange preserves the Lebesgue measure. If (Ω,F ,P) is the probability space introduced in the
remark 4.1 and if ψp : [0, 1] → [0, 1] is an interval exchange transformation for all p ∈ P then
T : Ω→ Ω given by
T (ω2, ω3, ω5, ...) = (ψ2(ω2), ψ3(ω3), ψ5(ω5), ...)
preserves P, i.e., for each B ∈ F , P(T−1(B)) = P(B).
We say that a random multiplicative function g supported on the squarefree integers is biased
towards |µ| if Eg(p) > 0 ∀p ∈ P. In the sequel, we will use the advantage of the probability
space (uniform coupling) introduced in the remark 4.1 where it is defined the measure preserving
transformation T introduced in the remark 4.2. This will enable us to transport some properties
of a biased g towards |µ| to a strongly biased random multiplicative function towards µ.
Lemma 4.1. Let g be a random multiplicative function biased to |µ|. Let z ∈ H1 and G(z) :=∑∞
k=1
g(k)
kz . If for some 0 < α < 1/2 there exists a random analytic function G¯ : H1−α × Ω→ C
such that for all z ∈ H1, G¯(z) = G(z), then
∑
p∈P
g(p)
p1−α+ converges ∀ > 0 a.s.
Proof. Since the random variables {g(p)}p∈P are independent, k ∈ N 7→ Eg(k) is multiplicative,
supported on the square free integers and non-negative. In particular, EG(z) is a Dirichlet series
of non-negative terms. By Lemma 2.1, for all z ∈ H1 there exists a non-vanishing random analytic
function θ : H1/2 × Ω→ C such that for all z ∈ H1, G(z) = EG(z)θ(z). In particular 1θ also is a
random analytic function. Hence Λ : H1−α × Ω→ C given by
Λ(z) =
G¯(z)
θ(z)
is a random analytic function and satisfies Λ(z) = EG(z) for all z ∈ H1. In particular there
exists ω ∈ Ω such that Λω : H1−α → C is analytic and Λω(z) = EG(z) for all z ∈ H1. We recall
that if a Dirichlet series of non-negative terms has analytic extension to the half plane H1−α,
then actually this series converges for all z in this half plane. Hence
∑∞
k=1
Eg(k)
kz converges for
every z ∈ H1−α. Since k ∈ N 7→ Eg(k) is multiplicative and non-negative, the series
∑
p∈P
Eg(p)
pz
converges for all z ∈ H1−α (see [21] p. 106, Theorem 2 and remark (a)). By Proposition 2.1 we
obtain that
∑
p∈P
g(p)
p1−α+ converges ∀ > 0 a.s. 
Proof of Theorem 1.4. Let u and g be random multiplicatives function such that u(p) and g(p)
are given by (29) with
P(u(p) = −1) = 1/2,
P(g(p) = −1) = 1/2− P(f(p) = 1),
respectively. Hence u is unbiased and
Eg(p) = 2P(f(p) = 1) = 1 + Ef(p) > 0.
Denote F (z) :=
∑∞
k=1
f(k)
kz , U(z) =
∑∞
k=1
u(k)
kz and G(z) =
∑∞
k=1
g(k)
kz . Let ϕ : H1 × Ω → C and
ψ : H1 × Ω→ C be the random analytic functions
ϕ(z) = ζ(z)F (z) and ψ(z) = U−1(z)G(z),
where U−1(z) = 1U(z) . For a random analytic function λ : H1 × Ω→ C denote
Aλ := {ω ∈ Ω : λω has analytic extension to H1−α}.
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By Proposition (A.2), if λω : H1 → C is analytic for all ω ∈ Ω, then Aλ is measurable. In
particular the events AF , AG, AU , AU−1 , Aϕ, and Aψ are measurable.
Claim 4.4. P(Aψ) = P(AG) and under the hypothesis of Theorem 1.4, P(Aϕ) = 1.
Proof of the claim. Observe that Eu(k) = 0 if k > 1 and Eu(1) = 1, hence EU(z) = 1. By Lemma
2.1, P(AU , AU−1) = 1. Since ψ(z) = U−1(z)G(z) and G(z) = ψ(z)U(z):
P(AG) =P(AG ∩AU−1) ≤ P(Aψ),
P(Aψ) =P(Aψ ∩AU ) ≤ P(AG).
Hence P(AG) = P(Aψ), completing the first statement of the claim. By hypothesis we have that
Mf (x) = o(x
1−α) a.s. A direct application of Lemma A.1 implies that P(AF ) = 1. In addition,
hypothesis Ef(p) < 0 and
∑
p∈P
Ef(p)
p = −∞ implies that lim→0+ EF (1 + ) = 0. By applying
Lemma 2.1 iii) to F we obtain that P(AF ∩ [F (1) = 0]) = 1. If ω ∈ AF ∩ [F (1) = 0], then
Fω : H1−α → C is analytic and Fω(1) = 0, hence there exists an integer m = m(ω) ≥ 1 such that
Fω(1)
(z−1)m is analytic in H1−α (see [8] p. 79, Corollary 3.9). Thus AF ∩ [F (1) = 0] ⊂ Aϕ since, the
Riemann zeta function extends analytically to C \ {1} with a simple pole at z = 1, and hence
this simple pole cancel a.s. with the zero at z = 1 of the random analytic function F . Hence,
P(Aϕ) = 1, completing the proof of the claim.
Let Ip and Jp be the intervals
Ip :=
(
1
2
− P(f(p) = 1), 1
2
]
,
Jp :=
(
1− P(f(p) = 1), 1
]
.
Observe that Ip and Jp have the same Lebesgue measure. For each p ∈ P let ψp : [0, 1] → [0, 1]
be the interval exchange transformation that exchanges only Jp and Ip such that ψp(Ip) = Jp and
ψ(Jp) = Ip. Let T : Ω → Ω be the measure preserving transformation as in the remark 4.2 and
ω∗ = T (ω). We claim that for each ω ∈ Ω, ϕω = ψω∗ . Indeed the Euler product representation
(see [21] p. 106) for F , U , G and ζ allow us to deduce the functional equations which holds for
all z ∈ H1:
ϕω(z) =
∏
p∈P
pz + 1Jp(ωp)
pz − 1Jp(ωp)
,
ψω(z) =
∏
p∈P
pz + 1Ip(ωp)
pz − 1Ip(ωp)
.
Since 1Jp(ψp(ωp)) = 1Ip(ωp) we obtain that ϕω(z) = ψω∗(z) for all z ∈ H1 and hence that
T−1(Aψ) = Aϕ. This combined with claim 4.4 implies that
P(AG) = P(Aψ) = P(T−1(Aψ)) = P(Aϕ) = 1.
By Lemma 4.1 we then conclude that
∑
p∈P
g(p)
p1−α+ converges ∀ > 0. Since |g(p)| ≤ 1, By
Kolmogorov two series Theorem,
∑
p∈P
Eg(p)
p1−α+ converges ∀ > 0. Since Eg(p) = 1 + Ef(p) we
then conclude, by Proposition 2.1 the proof of Theorem 1.4. 
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Proof of Theorem 1.2. Let ϕ, ψ, G, and U be as in the proof Theorem 1.4. Recall from Lemma
2.1 and Theorem 3.1 that, for fixed σ ∈ (1/2, 1]
(30) U−1(σ + it) exp((log t)1−σ log log log t) a.s.
Moreover, Lemma 2.1 applied for G gives that G(z) = EG(z)θ(z) (z ∈ H1), where θ : H1/2×Ω→
C is a non-vanishing random analytic function that satisfies for fixed σ ∈ (1/2, 1]
(31) θ(σ + it) exp((log t)1−σ log log log t) a.s.
By hypothesis we have that
∑
p∈P
1+f(p)
p1−α+ converges ∀ > 0 a.s. Since |1 + f(p)| ≤ 2 ∀p ∈ P, the
Kolmogorov two series Theorem gives that
∑
p∈P
1+Ef(p)
p1−α+ converges ∀ > 0. The construction
made in the proof of Theorem 1.4 gives that Eg(p) = 1 + Ef(p) and hence that
∑
p∈P
Eg(p)
pz is
analytic inH1−α, since converges absolutely ∀z ∈ H1−α. This gives that EG(z) is a Dirichlet series
that converges absolutely in H1−α, and hence uniformly bounded on closed half planes. Moreover,
by claim 2.1 EG(z) is non vanishing analytic function. We conclude that G : H1−α × Ω → C
is a non-vanishing random analytic function, since G(z) = EG(z)θ(z), and satisfies for fixed
σ ∈ (1− α, 1]:
(32) G(σ + it) exp((log t)1−σ log log log t), a.s.
Let T : Ω→ Ω be the measure preserving transformation as in the proof of Theorem 1.4 and
ω∗ = T (ω). The construction made in this proof gives ∀ω ∈ Ω and z ∈ H1 that
(33) ζ(z)Fω(z) = U
−1
ω∗ (z)Gω∗(z).
Assume Mµ(x) = o(x
1−α+) for all  > 0. In particular 1ζ is analytic in H1−α and for each fixed
σ > 1−α, 1/ζ(σ+ it) = o(tδ) for all δ > 0 (see [22] p. 336-337). Also, this implies that for almost
all ω ∈ Ω, Fω has analytic extension to H1−α given by
Fω(z) =
Gω∗(z)
Uω∗(z)ζ(z)
.
By (30), (32) and the fact that 1/ζ(σ + it) = o(tδ) for all δ > 0, for each fixed σ > 1 − α,
F (σ + it) tδ ∀δ > 0 a.s., and hence this implies (see the proof of Theorem 1.1) that Mf (x) =
o(x1−α+) for all  > 0, a.s. On the other hand, if Mf (x) = o(x1−α+) ∀ > 0 a.s., by Lemma
A.1 F has analytic extension to H1−α. Hence there is ω ∈ Ω such that U−1ω∗ (z)Gω∗(z) is a non
vanishing analytic function in H1−α, and Fω is analytic in this half plane. By (33), we obtain that
ζ and Fω(z) can not vanish in H1−α \ {1}, since they are analytic in this set and their product is
a non-vanishing analytic function in H1−α. Hence 1ζ is analytic in H1−α and satisfies in this half
plane 1ζ(σ+it) = o(t
δ) ∀δ > 0, which implies that Mµ(x) = o(x1−α+) for all  > 0. 
5. Concluding Remarks
Asymptotic behavior of Mfα(x).
Let 0 < α < 1/2 and fα be as in Theorem 1.1. For z ∈ C with Re(z) > 1 − α, denote
Fα(z) =
∑∞
n=1
fα(n)
nz . Then EFα(z) =
1
ζ(z+α) . A direct application of Lemma 2.1 gives an
analytic function θα : H1/2 × Ω→ C such that
(34) Fα(z) =
θα(z)
ζ(z + α)
,
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and therefore Fα extends analytically to H1/2 \ {z ∈ C : ζ(z + α) = 0} a.s. The closed half
plane H1 is a zero free region for ζ and this implies the convergence of
∑∞
n=1
µ(n)
n (see [19] for a
simple analytic proof and the references therein) and hence that Mµ(x) = o(x). Moreover, this
zero free region guarantees the existence of an open set containing H1 where
1
ζ is well defined
and analytic. This fact combined with (34) gives the existence of an open set Rα ⊃ H1−α such
that Fα : Rα × Ω → C is a random analytic function. This suggests that
∑∞
n=1
fα(n)
n1−α converges
a.s. We remark that the convergence of this random series for 0 < α < 1/2 is, by Theorem 1.1,
a necessary condition for RH.
Further, we observe that the convergence of the series Fα(1−α) is an tail event (see Propo-
sition A.1), in particular, by the Kolmogorov 0 − 1 Law it has either probability 0, or 1. If we
assume that Fα(1 − α) converges a.s., then the probability distribution of Fα(1 − α) is a dirac
measure at {0}. Hence for each p > x, fα(p) has no influence in the tail series
∑
n>x
fα(n)
n1−α , while
the value fα(p) for any p ≤ x is pivotal to evaluate this sum.
Our next result establishes this convergence in the range 0 < α < 1/3:
Proposition 5.1. Let 0 < α < 1/3. Then for each t ∈ R the random series
∞∑
n=1
fα(n)
n1−α+it
converges a.s.
In particular, if 0 < α < 1/3 then Mfα(x) = o(x
1−α) a.s.
Proof of Proposition 5.1. The Vinogradov-Korobov zero free region for ζ (see [22], p. 135) is the
set R ⊂ C of the points u+ iv such that
1− u ≤ A
(log v)2/3(log log v)1/3
,
where A > 0 is a constant. Moreover, in this region there exists a constant B > 0 such that for
all u+ iv ∈ R we have that
(35)
1
|ζ(z)| ≤ C(log v)
2/3(log log v)1/3.
Let T > 0 and x > 0 be arbitrarily large. For fixed t ∈ R let
Rα = Rα(x, T, t) := {u+ iv ∈ C : u ∈ [1− α− δ, 1 + 1/ log x], v ∈ [i(t− T ), i(t+ T )]},
where
δ = δ(T ) :=
A
(log(T + t))2/3(log log(T + t))1/3
.
Decompose ∂Rα = I1∪I2∪I3∪I4, where I1 and I3 are the vertical segments at Re(s) = 1+1/ log x
and Re(s) = 1− α− δ respectively, and I2 and I4 are the horizontal segments at Im(s) = T + t
and Im(s) = −T + t respectively. In the sequel z = 1 − α + it is a fixed complex number. For
1 ≤ k ≤ 4 let
Jk =
1
2pii
∫
Ik
F (s)
s− z x
s−zds.
By the Cauchy integral formula we have that F (z) =
∑4
n=1 Jn. The Perron’s formula (see [21],
p. 133 Corollary 2.1) gives that
J1 =
∑
n≤x
fα(n)
nz
− U(x, T ),
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where
U(x, T ) x
α
T
(log(xT )) +
1
x1−α
,
and hence that
F (z)−
∑
n≤x
fα(n)
nz
= J2 + J3 + J4 − U(x, T ).
To complete the proof we will show that U(x, T ) and Jn (2 ≤ n ≤ 4) become arbitrarily small as
x and T become large in a specific way. Let
V (x, T ) := sup
z∈∂Rα\I1
|Fα(z)|.
By (34)
V (x, T ) ≤ sup
z∈∂Rα\I1
|θα(z)| sup
z∈∂Rα\I1
|ζ−1(z + α)|.
By (35) we have that supz∈∂Rα\I1 |ζ−1(z+α)| ≤ C(log(T + t))2/3(log log T + t)1/3. On the other
hand, an application of Theorem 3.1 combined with Lemma 2.1 gives that
sup
z∈∂Rα\I1
|θα(z)|  exp( (log(T + t))α−δ(log log(T + t))1−α−δ )
 exp(2 (log(T ))α(log log(T ))1−α ), a.s.
This estimates give that
(36) V (x, T ) (log T )2/3(log log T )1/3 exp(2 (log T )α(log log T )1−α ).
Estimate for J2 and J4. We have that
J2 =
∫ 1+1/ log x+i(t+T )
1−α−δ+i(t+T )
Fα(s)
s− z x
s−zds
 V (x, T )xα
∫ 1+1/ log x
1−α−δ
du
|u− 1 + α+ iT |
 V (x, T )x
α
T
.
Similarly we get the same bound for J4.
Estimate for J3. We have that
J3 =
∫ 1−α−δ+it+iT
1−α−δ+it−iT
F (s)
s− z x
s−zds
 V (x, T )
xδ
∫ it+iT
it−iT
dy√
δ2 + (y − t)2
 V (x, T )
xδ
log(T/δ).
 log(T/δ) exp
(
2 (log T )α(log log T )1−α −A log x
(log T )2/3(log log T )1/3
)
In order to make limx,T→∞ J3 = 0, the estimate above gives that x and T must be related in such
a way that log x
(log T )2/3
grows faster than (log T )α. This can be achieved by making log x = (log T )β
with β > α + 2/3. Using the estimate for J2 we see that in order to make limx,T→∞ J2 = 0 we
need that
xα = o
(
T
V (x, T )
)
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and hence that β ≤ 1. We conclude that in the range α < 1/3, the choice xα = T 1− for some
fixed small  > 0 implies that limx,T→∞ U(x, T ) = 0 and that limx,T→∞ Jn = 0 for 2 ≤ n ≤ 4,
completing the proof. 
Remark of Theorem 1.6.
The proof of the first statement of Theorem 1.6 is an adaptation of the proof of Theorem
1.3. Next, we will state and prove a result that extends the second statement of this Theorem.
Let fα be as in Theorem 1.1 and denote fα,1 = fα. For 2 ≤ k ∈ N define fα,k the binary
random multiplicative function such that for p ∈ P
Efα,k(p) =
−1, if
k
pα ≥ 1;
− kpα , otherwise.
Then the Dirichlet series Fα,k(z) =
∑∞
n=1
fα,k(n)
nz converges for Re(z) > 1 − α and has a zero of
multiplicity k at z = 1− α a.s.
Observe that for weakly biased f that satisfies Mf (x) = o(x
1−α−) for some  > 0 a.s., and
the series
∑
p∈P
Ef(p)
p1−α+ converges for  > 0 and diverges to −∞ for  = 0, then F (z) =
∑∞
n=1
f(n)
nz
has a zero at z = 1−α a.s., and hence this point is a zero of finite multiplicity of F a.s. The fact
that ∀z ∈ H1, F (z) can be represented as the infinity product of independent random variables
F (z) =
∏
p∈P
(
1 +
f(p)
pz
)
,
and for each p ∈ P and z ∈ H0 we have that
∣∣1 + f(p)pz ∣∣ > 0, by Proposition A.2 applied to 1F
we obtain that the multiplicity of any zero of F in the half plane H1/2 is an integer valued tail
random variable, and hence it is constant a.s. This suggests that F behaves like Fα,k for some
k ≥ 1 and raises the question if f could be related to fα,k. Our next result states:
Theorem 5.1. Let f be a weakly biased random multiplicative function such that Ef(p) = − δppα ,
where 0 < α < 1/2 and for some k ∈ N, ∀p ∈ P we have δp ≤ k. Assume that z = 1−α is a zero
of multiplicity k of F a.s. Let 0 <  < 1/2 − α. Then the assumption Mf (x) = o(x1−α−) a.s.
implies that Dσ(f, fα,k) <∞ for all σ > 1− α−  a.s. and that ζ has no zeros in H1−.
Proof. We assume that ∀p ∈ P, f(p) and fα,k(p) are given by (29). In particular, f and fα,k are
uniformly coupled. Let g be a random multiplicative function such that ∀p ∈ P, g(p) is given by
(29) and
(37) Eg(p) = 2(P(fα,k(p) = −1)− P(f(p) = −1)) = 1− Ef(p)fα,k(p).
Let u be an unbiased binary random multiplicative function given by (29). Let U , F , Fα,k and
G be the associated Dirichlet series of u, f , fα,k and g respectively. For p ∈ P let Ip and Jp
be the intervals (P(f(p) = −1),P(fα,k(p) = −1)] and (P(g(p) = −1), 1/2], respectively. Observe
that Ip and Jp have the same Lebesgue measure. Let ϕ =
F
Fα,k
and ψ = GU . Then there exists
a measure preserving transformation T such that for each ω ∈ Ω we have ϕω = ψTω (see the
proof of Theorem 1.4). Arguing in the same way as in the proof of Theorem 1.4 we conclude
that G extends analytically to H1−α− a.s. and this implies, by Lemma 4.1, that the series∑
p∈P
g(p)
pσ converges for all σ > 1−α−  a.s. This fact and the Kolmogorov Two-Series Theorem
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combined with (37) gives that Dσ(f, fα,k) < ∞ for all σ > 1 − α −  a.s. Moreover the a.s.
convergence of
∑
p∈P
g(p)
pz in H1−α− implies that G is a non-vanishing random analytic function
in H1−α− so as ψ. We conclude that ϕ is a non-vanishing random analytic function in H1−α−.
By Lemma 2.1 there exists a non-vanishing random analytic function Λ : H1/2 × Ω → C such
that Fα,k(z)ζ
k(z + α) = Λ(z), ∀z ∈ H1. Therefore for Re(z) > 1 we have:
F (z)ζk(z + α) = ϕ(z)Λ(z).
Since ϕΛ 6= 0 in H1/2 a.s. and F (z)ζk(z + α) is the product of two random analytic functions
in H1−α− \ {1 − α} we have that none of them can vanish in this set. In particular ζ is free of
zeros in H1−. 
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Appendix A.
Theorem A.1. Let f : N→ [0, 1] be such that the Dirichlet series ∑∞k=1 f(k)kz converges absolutely
for z ∈ Ha (a > 0) and that for some 0 < c < a
sup
x≥1
|Mf (x)|
xc
= C <∞.
Then the Dirichlet series
∑∞
k=1
f(k)
kz converges for all z ∈ Hc and F : Hc → C given by F (z) :=∑∞
k=1
f(k)
kz is analytic.
Proof. Let y < x be natural numbers. Let {ak}k∈N and {bk}k∈N be two sequences of real numbers
and let ∆ak := ak − ak−1. The partial summation formula states that:
(38)
x∑
k=y
ak∆bk = axbx − ayby−1 −
x−1∑
k=y
bk∆ak+1.
Let δ > 0. A direct application of (38) gives that:∣∣∣∣ x∑
k=y
f(k)
kc+δ
∣∣∣∣ = ∣∣∣∣ x∑
k=y
∆Mf (k)
kc+δ
∣∣∣∣
=
∣∣∣∣Mf (x)xc+δ − Mf (y)(y − 1)c+δ −
x−1∑
k=y
Mf (k)∆
1
(k + 1)c+δ
∣∣∣∣
By hypothesis limx→∞
Mf (x)
xc+δ
= 0 and limy→∞
Mf (y)
xc+δ
= 0. Since ∆ 1
(k+1)c+δ
= −(c+δ) ∫ k+1
k
dt
t1+c+δ

1
k1+c+δ
, we obtain ∣∣∣∣ x−1∑
k=y
Mf (k)∆
1
(k + 1)c+δ
∣∣∣∣ x∑
k=y
1
k1+δ
= o(y).
We conclude that Dirichlet series F (c + δ) is convergent for every δ > 0. A classical result in
the Theory of the Dirichlet series (see [1], Theorems 11.8 and 11.11) states that if the series∑∞
k=1
f(k)
kz converges for z0 = σ0 + it0 then it converges for all z ∈ Hσ0 and also uniformly on
compact subsets of this half plane. Thus the function z ∈ Hσ0 7→
∑∞
k=1
ck
kz is analytic. 
PARTIAL SUMS OF BIASED RANDOM MULTIPLICATIVE FUNCTIONS 25
Proposition A.1. Let f be a random multiplicative function. Then for each c > 1/2
Ef,c :=
{
ω ∈ Ω :
∞∑
k=1
fω(k)
kc
converges
}
is an tail event and hence, P(Ef,c) ∈ {0, 1}.
Proof. Let k ∈ N and D = D(k) := {p ∈ P : p ≤ k}. Let f : N → {−1, 0, 1} and hD : N →
{−1, 0, 1} be multiplicative functions (supported on the squarefree integers) such that
hD(p) =
0, if p ∈ D,f(p), if p /∈ D,
Claim A.1. The series
∑∞
n=1
f(n)
nc converges if and only if
∑∞
n=1
hD(n)
nc converges.
Proof of the claim: Let u be a multiplicative function supported on the set of the squarefree
integers such that
u(p) =
f(p), if p ∈ D,0, if p /∈ D.
Then for all p ∈ P (u ∗ hD)(p) = u(p) + hD(p) = f(p) and for every l ≥ 2
(u ∗ hD)(pl) =
l∑
k=0
u(pk)hD(p
l−k) = u(1)hD(pl) + u(p)hD(pl−1) = 0,
since u(pm) = hD(p
m) = 0 for every m ≥ 2 and u(p)hD(p) = 0. This shows that u ∗ hD(pm) =
f(pm) ∀p ∈ P and ∀m ≥ 1. Since u and hD are multiplicative, their convolution also is and
hence f(n) = hD ∗u(n) ∀n ∈ N. Let U(z) be the Dirichlet series of u. Then U has Euler product
representation
U(z) =
∏
p∈D
(
1 +
u(p)
pz
)
(z ∈ H1),
and since D is finite, we obtain that the Dirichlet series U(z) converges absolutely for all z ∈ H0
([21] page 106, Theorem 2). Hence the convergence of
∑∞
n=1
hD(n)
nc implies the convergence∑∞
n=1
f(n)
nc ([21] p. 122, Notes 1.1). On the other hand, let u
−1 be the Dirichlet inverse of
u, that is, (u ∗ u−1)(n) = 1{1}(n). Then u−1 is multiplicative, |u−1(n)| ≤ 1 ∀n ∈ N and∑∞
n=1
u−1(n)
nz =
1
U(z) (z ∈ H1). Moreover:
1
U(z)
=
∏
p∈D
(
1 +
∞∑
m=1
(−1)mu(p)
m
pmz
)
.
Since D is finite and ∑
p∈D
∞∑
m=1
(−1)mu(p)
m
pmz
=
∑
p∈D
1
1 + u(p)pz
,
we obtain that
∑
p∈D
∑∞
m=1(−1)mu(p)
m
pmz converges absolutely inH0. This implies that,
∑∞
n=1
u−1(n)
nz
converges absolutely inH0 ([21] page 106, Theorem 2). Since hD = f ∗u−1 we obtain that the con-
vergence of
∑∞
n=1
f(n)
nc implies the convergence of
∑∞
n=1
hD(n)
nc ([21] p. 122, Notes 1.1), completing
the proof of the claim.
Let F∞n be the sigma algebra generated by the random variables {f(p) : p ∈ P and p ≥ n}. The
tail sigma algebra of F , denoted by F∗ is the sigma algebra
F∗ =
∞⋂
n=1
F∞n .
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Elements of F∗ are called tail events. The Kolmogorov zero or one law states that every tail
event has either probability zero or one. Recall that D = D(k) and EhD,c ∈ F∞k . The claim A.1
gives that Ef,c = EhD,c. In particular, Ef,c ∈ F∞k ∀k ∈ N. 
Corollary A.1. Let 0 < α < 1/2. The following are tail events:
[Mf (x) = o(x
1−α+) for all ε > 0].
[Mf (x) = o(x
1−α−) for some ε > 0].
Proof. Let Ef,c be as in Proposition A.1. Recall that if the Dirichlet series
∑∞
k=1
f(k)
kσ0 converges,
then it converges for all σ > σ0. Thus, by Kroencker’s Lemma and by partial summation (see
the proof Theorem A.1):
[Mf (x) = o(x
1−α+) for all ε > 0] =
∞⋂
n=1
Ef,α+n−1 ,
[Mf (x) = o(x
1−α−) for some ε > 0] =
∞⋃
n=1
Ef,α−n−1 .

Lemma A.1. Let f : N→ [0, 1] and for x > 0, L(1 + x) = ∑∞k=1 f(k)k1+x . Let a, b : [0,∞)→ (0, 1]
be such that a(t) ≤ b(t) for all t, limt→∞ b(t) = 0 and b(t)− a(t) a2(t). Then as t→∞:
L(1 + a(t)) = L(1 + b(t)) +O(1).
Proof. Denote a = a(t) and b = b(t). Let k ∈ N and ψk(x) = exp(−x log k). Hence
|ψk(a)− ψk(b)| ≤
∫ b
a
|ψ′k(x)|dx = log k
∫ b
a
|ψk(x)|dx ≤ (b− a)ψk(a).
Let x > 0 and ζ(1 + x) =
∑∞
k=1
1
k1+x . If x > 0 is small, a well known fact is that the Riemann
ζ is a meromorphic function with a simple pole at z = 1 with residue 1. Hence for x > 0,∑∞
k=1
log k
k1+x = |ζ ′(1 + x)| ∼ 1x2 . This combined with the estimative for ψk gives:
|L(1 + a)− L(1 + b)| =
∣∣∣∣ ∞∑
k=1
(
f(k)
k1+a
− f(k)
k1+b
)∣∣∣∣
≤
∞∑
k=1
f(k)
k
|ψk(a)− ψk(b)|
≤(b− a)
∞∑
k=1
log k
k1+a
=|(b− a)ζ ′(1 + a)|
 (b− a)
a2
= O(1).

A.1. Extension of random analytic functions to half planes.
Proposition A.2. Let (Ω,F ,P) be a probability space and f : H1×Ω→ C be a random function
such that fω : H1 → C is analytic for all ω ∈ Ω. Then, for each fixed c < 1, the following set is
an element of F :
Af := {ω ∈ Ω : fω has analytic extension to Hc}.
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Proof. Since f is a random function, for fixed z ∈ H1, the complex random variables f(z) and
{f(z + k−1)}k∈N are F−measurable. For each ω ∈ Ω we have that fω : H1 → C is analytic.
Hence, for all z ∈ H1 the limit
(39) f (1)ω (z) := lim
k→∞
fω(z + k
−1)− fω(z)
k−1
exists and it is a complex random variable measurable in F . Hence f (1) : H1 × Ω → C is a
random function which is analytic for all ω ∈ Ω, since for each ω ∈ Ω, it is the derivative of fω.
By applying these arguments inductively, we conclude that for all n ∈ N, f (n) : H1 × Ω → C
given by f
(n)
ω :=
dn
dzn fω(z) is a random analytic function such that for each z ∈ H1, f (n)(z) is
F−measurable. Denote B(a, δ) := {z ∈ C : |z − a| < δ}. We recall the following result from
Complex-Analysis (c.f [8], page 72, Theorem 2.8):
Claim A.2. Let G be an open connected set, h : G→ C an analytic function, a ∈ G and R > 0
such that B(a,R) ⊂ G. Then for all z ∈ B(a,R) we have that h(z) = ∑∞n=0 h(n)(a)n! (z − a)n.
Moreover the radius of convergence of this power series is greater or equal to R.
Denote f (0) = f and for each k ∈ N,
1
Rk(ω)
:= lim sup
n→∞
∣∣∣∣ 1n!f (n)ω (k + 1)
∣∣∣∣ 1n .
Hence Rk also is F−measurable. We recall that Rk(ω) is the radius of convergence of the power
series of the complex analytic function fω at the point z = k+ 1 (c.f. [8], chapter III ). We claim
that:
(40) Af =
⋂
k∈N
[Rk ≥ k + 1− c].
A direct application of the claim A.2 gives that Af ⊂
⋂
k∈N[Rk ≥ k+1−c], since B(k+1, k+1−
c) ⊂ Hc, for all k ∈ N. To prove the other inclusion, let Ak := B(k + 1, k + 1− c) \H1. Observe
that Ak ⊂ Ak+1 for all k ∈ N and that Hc =
⋃
k∈NH1 ∪Ak. For each ω ∈
⋂
k∈N[Rk ≥ k− c] and
k ∈ N define Hω,k : B(k, k + 1− c)→ C by
Hω,k(z) :=
∞∑
n=0
f
(n)
ω (k + 1)
n!
(z − (k + 1))n.
By Claim A.2, the assumption that Rk(ω) ≥ k+ 1− c gives that Hω,k is analytic in the open ball
B(k+ 1, k+ 1− c) and Hω,k(z) = fω(z) for each z ∈ H1 ∩B(k+ 1, k+ 1). Hence Hω,k(z) = fω(z)
for all z ∈ H1 ∩ B(k + 1, k + 1 − c). This follows from the fact that, if two analytic functions
defined in a open connected set R1 coincide in an open ball B ⊂ R1, then these analytic functions
coincide in all R1 (see [8] Theorem 3.7, pg 78). Hence Gω,k : H1 ∪Ak → C given by
Gω,k(z) :=
fω(z), if z ∈ H1 \B(k + 1, k + 1− c);Hω,k(z), if z ∈ B(k + 1, k + 1− c)
is an analytic extension of fω to H1 ∪ Ak. Since this is an open connected set of C, Gω,k is the
unique analytic function defined in H1 ∪Ak that coincides with fω in H1. Observe that for each
k ∈ N, H1 ∪ Ak ⊂ H1 ∪ Ak+1 and these are open connected sets. Hence the unique analytic
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extension of Gω,k to H1 ∪ Ak+1 is Gω,k+1. This implies that for each ω ∈
⋂
k∈N[Rk ≥ k − c],
Gω : Hc → C given by
Gω(z) :=
fω(z), if z ∈ H1;Gω,k(z), if z ∈ Ak, for k ∈ N
is well defined and analytic. By well defined we mean that for each z ∈ Hc \ H1, there exists
k0 such that z ∈ Ak for all k ≥ k0 and the value Gω(z) = Gω,k(z) does not depend on k. The
analyticity of Gω follows from the fact that for each fixed z ∈ Hc, there is an small δ > 0 and
k ∈ N such that B(z, δ) ⊂ H1 ∪ Ak. Hence for all w ∈ B(z, δ), Gω(w) = Gω,k(w). Since Gω,k
is holomorphic at z, Gω also is holomorphic at z. Hence Gω is holomorphic for all z ∈ Hc. This
completes the proof of (40) which gives that Af is the countable intersection of F−measurable
sets. 
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