Abstract. We give bounds on the number of nonconstant holomorphic maps of compact Riemann surfaces of genera > 1.
Introduction
Let X be a compact Riemann surface of genus g (> 1). De Franchis [F] stated the following:
Theorem of de Franchis. (a) For a fixed compact Riemann surface Y of genus > 1, the number of nonconstant holomorphic maps X → Y is finite. (b) There are only finitely many compact Riemann surfaces Y i of genus > 1 which admit a nonconstant holomorphic map from X.
The second statement (b) is often attributed to Severi. After knowing the finiteness of maps, we may ask if there exists an upper bound depending only on some topological invariant, for example, the genus g. Related to the statement (a), Martens [Mr1] showed if one fixes a Riemann surface Y , then the number of all nonconstant holomorphic maps from X to Y is less than (cg) 2g 2 for some constant c > 1 independent of g. Recently, the author [T2] showed that the bound is smaller than (cg) 2g for some constant c. Now, we consider a bound for holomorphic maps when Y is not fixed, that is, we estimate the number of all nonconstant holomorphic maps from X to other Riemann surfaces. Let f i : X → Y i be nonconstant holomorphic maps for i = 1, 2. We say that f 1 and f 2 are isomorphic if and only if there is a conformal map h :
denote the set of all isomorphic classes of nonconstant holomorphic maps into compact Riemann surfaces of genus γ > 1, and denote I(X) = g>γ>1 I γ (X). By the theorem of de Franchis, we see that I(X) is finite. In 1983 Howard and Sommese [H-S] first showed that there is a bound on I(X) depending only on g. In 1986 Kani [K] gave a bound of morphisms from a smooth projective curve defined over a field K, depending only on the genus of the curve. In particular, when K = C, he showed that
and in 1990 Alzati and Pirola [A-P] gave a better bound
Here, we will improve them.
Theorem. Let X be a compact Riemann surface of genus g > 1. Then the number I(X) satisfies
We will show this by estimating the possible number of pull backs of harmonic
is the lattice of the dual Jacobian variety J(Y i ). Thus, we will use theory of homomorphisms of Jacobians and theory of lattices from the geometry of numbers. Let
where the maximum is taken over all Riemann surfaces X of genus g. It is an interesting problem to determine the exact rate of growth of M (g). By the Theorem, we see
for some constant c, while all the previously given ones (by Kani and AlzatiPirola) 
. . , such that the number of separable subfields of F n /K is larger than exp (c(log(g F n )) 2 ) for some constant c > 0 (independent of n). This implies that M (g) cannot be bounded by any polynomial in g.
Notation and lemmata
In this paper, all of the Riemann surfaces will be compact and of genera greater than 1. First, we recall some notions from complex tori. Let V be a complex vector space and Γ a lattice in V . The quotient T = V/Γ is called a complex torus. Denote by T = V * / Γ the dual where V * is the space of C-antilinear functionals on V and
Let X and Y be compact Riemann surfaces of genera g and γ, respectively. Denote by H the space of holomorphic differentials on X. Set Ω =Hom(H, C). The Jacobian variety J(X) := Ω/H 1 (X, Z) is a complex torus of dimension g, and considering H of C-antilinear forms on Ω, we will denote by J(X) = H/H 1 (X, Z) the dual. In order to describe J(X) in terms of period matrices, choose basis λ 1 , . . . , λ 2g of H 1 (X, Z) and ω 1 , . . . , ω g of H. Let l 1 , . . . , l g be the basis of Ω dual to ω 1 , . . . , ω g , i.e., l i (ω j ) = δ ij (Cronecker's delta). Considering
is a period matrix for J(X) with respect to these bases. Similarly, we define J(Y ), J(Y ) and Π Y for Y . Let f : J(X) → J(Y ) be a homomorphism. In terms of matrices, f can be expressed as
and M ∈ M (2γ, 2g; Z) such that AΠ X = Π Y M , then these matrices are matrix representations of some homomorphism J(X) → J(Y ). We also call A the analytic representation of f, and M the rational representation of f (with respect to the bases). There is a canonical principal polarization on J(X). Fix a homology basis λ 1 , . . . , λ 2g of H 1 (X, Z) with a intersection matrix
where each entry is g×g sized. Considered as a R-vector space, λ 1 , . . . , λ 2g is a basis for Ω. Denote by E the alternating form on Ω with the matrix J = 0 I −I 0 with respect to the basis λ 1 , . . . , λ 2g for Ω and define a hermitian form H : u, v) .
The matrix −J = J −1 = 0 −I I 0 is the rational representation of φ E with respect to the homology basis λ 1 , . . . , λ 2g for H 1 (X, Z) above and the dual basis α 1 , . . . , α 2g for H 1 (X, Z), i.e., α j (λ k ) = δ jk . Also, we can transport E to H by defining
We will obtain a bound for I(X) by counting the possible numbers of pull backs of holomorphic differentials. Thus, we will mainly deal with the dual Jacobian varieties and the endomorphisms of them. By an underlying real structure for a g-dimensional complex torus T = V/Γ, we mean the real torus R 2g /Z 2g together with a map R 2g /Z 2g → T induced by a linear map R 2g
x → Πx ∈ C g where Π is a period matrix. For Jacobian varieties, it is known that the real part E(iu, v) of the harmitian H(u, v) is symmetric positive. Here, we define an inner product.
Definition. On R 2g , which is over the underlying real structure for J(X), we define an inner product by (x, y) X = E (i Πx, Πy), where Π is a period matrix for J(X). We define a norm · by
For an arbitrary g ∈ End(J(X)),
holds.) This map : End(J(X)) → End(J(X)) (or
End( J(X)) → End( J(X))) is so-called the Rosati involution. For a nonconstant holomorphic map f : X → Y , denote by f the induced homomorphism between the Jacobians. Put
If we denote by J = 0 I −I 0 where each entry is γ × γ,
) the endomorphism associated with f .
Lemma 1. For an arbitrary g ∈ End(J(X)), denoting by t G and t G the rational representations of the duals
t g and t g , respectively, we have
for all x, y ∈ R 2g . In particular, when F is the endomorphism associated with some holomorphic map f : X → Y of degree d, denoting by F the rational representation of F, we have
Proof. The proof of (2) is standard (see e.g. [L] , [L-B] , [Mm] ). For the homomorphism f : 
for an arbitrary vector x ∈ R 2g .
Proof. The equality (3) and the Schwarz inequality imply (4).
Also, we give a lemma concerning holomorphic differentials. This is the key to reduce the bound. ( J(Y 1 )) . Then, the number of isomorphic classes of holomorphic maps
Proof. The assumption means that there exist holomorphic differentials φ 1 on Y 1 and φ i on Y i such that their pull backs satisfy f 1 * φ 1 = f i * φ i . Then, for a zero p 01 of φ 1 , the number of possible f −1 1 (p 01 ) (counting multiplicities) that can occur is at most Let f i : X → Y i be holomorphic maps (i = 1, 2). Suppose that there are holomorphic differentials φ 1 and φ 2 on Y 1 and Y 2 , respectively, with f 1 * φ 1 = f 2 * φ 2 , and there is a zero p 01 (resp. p 02 ) of φ 1 (resp. φ 2 ) satisfying f
2 (p 02 ). Take a sufficiently small neighbourhood Up 0 (resp. U p 0i ) ofp 0 (resp. p 0i ) so that there is no zero of φ (resp. φ i ) on Up 0 (resp. U p 0i ) exceptp 0 (resp. p 0i ), and that f i (Up 0 ) ⊂ U p 0i (i = 1, 2). We may take a local coordinate z (resp. z i ) on Up 0 (resp. U p 0i ) such that z(p 0 ) = 0 (resp. z i (p 0i ) = 0) and the differential is written as
2 (p 02 ), we see n 1 = n 2 and we will denote it by n for brevity. We take two real lines
hence the number of possible positions for the set of lifts of γ 1 (thus also those of γ 2 ) in Up 0 is at most m + 1 ≤ 2g − 1. Accordingly, the total number of possible positions for the set of all the lifts of γ 1 is at most (2g
, that is, the set of lifts of γ 1 coincide with that of γ 2 . Then, it is easy to see that we can define a local conformal map h :
. We want to extend it to a global conformal map from Y 1 to Y 2 , and actually it is possible. Indeed, for an arbitrary point p ∈ Y 1 , we will draw a curve c from p 01 to p avoiding branch points of f 1 other than possibly at p 01 and p. Letc andc be two lifts of c by f 1 . Then, we see that f 2 (c) = f 2 (c ) since h • f 1 is well-defined nearp 0j (j = 1, . . . , N) . This implies that h is well-defined on Y 1 . It is easy to see that h is invertible.
A bound for I(X)
Now, we will recall the notion of successive minima which is a basic tool in the geometry of numbers (see e.g. [C] ). In n-dimensional real vector space, let Λ be a lattice, that is, the set of all points x = u 1 a 1 + · · · + u n a n ∈ Λ with integers u 1 , . . . , u n , and fixed linearly independent vectors a 1 , . . . , a n . Let F (x) be a distance function, namely, F (x) is a non-negative and continuous function with F (tx) = tF (x) (t ≥ 0). The k-th successive minimum λ k of the distance function F with respect to the lattice is the lower bound of the numbers λ such that { x < λ} contains k linearly independent lattice points. In this paper, we take Λ = {x ∈ Z 2g }, and the distance function F (x) is x = (x, x) X . Notation. Let a 1 , . . . , a 2g be linearly independent points of the lattice such that a k = λ k for 1 ≤ k ≤ 2g, where λ k is the k-th successive minimum.
We estimate the possible number of pull backs of an element in H 1 (X, Z), that is, the lattice of the dual Jacobian variety, to count the number of holomorphic maps from X. For this purpose, matrix representations are effective. In the following,
