Abstract. Let ξ 0 , ξ 1 , . . . be independent identically distributed (i.i.d.) random variables such that E log(1 + |ξ 0 |) < ∞. We consider random analytic functions of the form
1. Introduction 1.1. Statement of the problem. The simplest ensemble of random polynomials are the Kac polynomials defined as
where ξ 0 , ξ 1 , . . . are non-degenerate independent identically distributed (i.i.d.) random variables. The distribution of zeros of Kac polynomials has been much studied; see [11, 32, 1, 26, 15, 29, 13, 14] . It is known that under a very mild moment condition, the complex zeros of K n cluster asymptotically near the unit circle T = {|z| = 1} and that the distribution of zeros is asymptotically uniform with regard to the argument. Given an analytic function G which does not vanish identically, we consider a measure µ G counting the complex zeros of G according to their multiplicities:
n G (z)δ(z).
Here, n G (z) is the multiplicity of the zero at z and δ(z) is the unit point mass at z. Then, Ibragimov and Zaporozhets [14] proved that the following two conditions are equivalent:
(1) With probability 1, the sequence of measures 1 n µ Kn converges as n → ∞ weakly to the uniform probability distribution on T.
(2) E log(1 + |ξ 0 |) < ∞.
Along with the Kac polynomials, many other remarkable ensembles of random polynomials (or, more generally, random analytic functions) appeared in the literature. These ensembles are usually characterized by invariance properties with respect to certain groups of transformations and have the general form
where ξ 0 , ξ 1 , . . . are i.i.d. random variables and f k,n are complex deterministic coefficients. The aim of the present work is to study the distribution of zeros of G n asymptotically as n → ∞. More precisely, we will show that under broad assumptions on the coefficients f k,n , the random measure 1 n µ Gn converges, as n → ∞, to some limiting deterministic measure µ. The limiting measure µ is universal, that is it does not depend on the distribution of the random variables ξ k ; see Figure 1 . Universality has been much studied in the context of random matrices; see, e.g., [34] . The literature on random polynomials and random analytic functions usually concentrates on the Gaussian case, since in this case explicit calculations are possible; see, e.g., [11, 7, 12, 31, 26, 27, 28, 4, 30, 9, 2] . The only ensemble of random polynomials for which universality is well-understood is the Kac ensemble; see [32, 1, 15, 14] . In the context of random polynomials there have been a number of results on the local universality in the distribution of zeros [3, 18, 27, 28] . For example, universal character of local correlations between close zeros has been demonstrated for some models. In this work, our focus is different: we prove the universality of the distribution of zeros on the global scale.
The paper is organized as follows. In Sections 2.1-2.4 we state our results for a number of concrete ensembles of random analytic functions. These results are special cases of the general Theorem 2.9 whose statement, due to its technicality, is postponed to Section 2.5. Proofs are given in Sections 3, 4, 5.
1.2. Notation. Let D r = {z ∈ C : |z| < r} be the open disk with radius r > 0 centered at the origin. Let D = D 1 be the unit disk. Denote by λ the Lebesgue measure on C. A Borel measure µ on a Polish space X is called locally finite (l.f.) if µ(A) < ∞ for every compact set A ⊂ X. A sequence µ n of l.f. measures on X converges vaguely to a l.f. measure µ if for every continuous, compactly supported function ϕ : X → R, If µ n and µ are probability measures, the vague convergence is equivalent to the more familiar weak convergence for which (1) is required to hold for all continuous, bounded ϕ. Let M(X) be the space of all l.f. measures on X endowed with the vague topology. A random measure on X is a random element with values in M(X). A sequence of random measures µ n converges to a random measure µ in of degree n = 2000. The zeros were divided by √ n. Left: complex normal coefficients. Right: coefficients are real with P[log |ξ k | > t] = t −4 for t > 1. In both cases, the limiting distribution of zeros is uniform on the unit disk.
probability (respectively, a.s.), if (1) holds in probability (respectively, a.s.) for every continuous, compactly supported function ϕ.
Statement of results

2.1.
The three invariant ensembles. Let ξ 0 , ξ 1 , . . . be non-degenerate i.i.d. random variables. Fix a parameter α > 0. We start by considering the following three ensembles of random analytic functions (see, e.g., [31, 12] and Figure 2 ):
Note that in the elliptic case F n is a random polynomial of degree n, in the flat case it is a random entire function, whereas in the hyperbolic case it is a random analytic function defined on the unit disk D.
In the particular case when α = 1/2 and ξ k are complex standard Gaussian with density z → π −1 exp{−|z| 2 } on C, the zero sets of these analytic functions possess remarkable invariance properties [31, 12] . Namely, in the flat case, the law of the zero set of F n is invariant with respect to the rigid motions of C. In the elliptic (resp., hyperbolic) case, the law of the zero set of F n is invariant with respect to the isometries of the Riemann sphereC (resp., the unit disk D) preserving the spherical metric of constant positive curvature (resp., the hyperbolic metric of constant negative curvature). Thus, the three ensembles correspond to the three two-dimensional geometries of constant curvature. If α = 1/2 and ξ k are complex Gaussian, the expected number of zeros of F n in a Borel set B can be computed exactly:
The next theorem states the universality for the distribution of zeros of F n .
Theorem 2.1. Let ξ 0 , ξ 1 , . . . be non-degenerate i.i.d. random variables such that E log(1 + |ξ 0 |) < ∞. As n → ∞, the sequence of random measures 1 n µ Fn converges in probability to the deterministic measure having a density ρ α with respect to the Lebesgue measure, where
2.2. Littlewood-Offord random polynomials. Next we consider an ensemble of random polynomials which was introduced by Littlewood and Offord [19, 20] . It is related to the flat model. First we give some motivation. Let ξ 0 , ξ 1 , . . . be nondegenerate i.i.d. random variables. Given a complex sequence w 0 , w 1 , . . . consider a random polynomial W n defined by
For w k = 1 we recover the Kac polynomials, for which the zeros concentrate near the unit circle. The next result shows that the structure of the zeros does not differ essentially from the Kac case if the sequence w k grows or decays not too fast. the sequence of random measures 1 n µ Wn converges in probability to the uniform probability distribution on the circle of radius e −w centered at the origin.
We would like to construct examples where there is no concentration near a circle. Clearly, the sequence log |w k | has to grow or decay superlinearly. We will consider decaying sequences, since for growing sequences the zeros concentrate near the origin. At a first attempt, it is natural to look at the case in which log |w k | is a multiple of −k log k. More precisely, we make the following assumption on the sequence w k :
where α > 0 and β ∈ R are parameters. Particular cases are polynomials of the form
The family W
n has been studied by Littlewood and Offord [19, 20] in one of the earliest works on random polynomials. They were interested in the number of real zeros. In the next theorem we describe the limiting distribution of complex zeros of W n . Theorem 2.3. Let ξ 0 , ξ 1 , . . . be non-degenerate i.i.d. random variables such that E log(1 + |ξ 0 |) < ∞. Let w 0 , w 1 , . . . be a complex sequence satisfying (3). With probability 1, the sequence of random measures 1 n µ Wn (e β n α ·) converges to the deterministic probability measure having the density
with respect to the Lebesgue measure on C.
Remark 2.4. The measure µ Wn (e β n α ·) counts points of the form z e β n α , where z is a zero of W n .
For the so-called Weyl random polynomials
having α = 1/2 and β = 0, the limiting distribution is uniform on D; see Figure 1 . This result can be seen as an analogue of the famous circular law for the distribution of eigenvalues of the non-Hermitian random matrices with i.i.d. entries [34, 5] . Forrester and Honner [10] stated the circular law for Weyl polynomials and discussed the differences and similarities between the matrix and the polynomial cases; see also [17] . The analogy between the random matrices with i.i.d. entries and the Weyl polynomials is not merely the coincidence of the limiting distributions. Both models are closely connected to the logarithmic potential theory on C with external field 1 2 |z| 2 ; see Section 2.6 for more details. Under a minor additional assumption on the coefficients w k we can prove that the logarithmic moment condition is not only sufficient, but also necessary for the a.s. convergence of the empirical distribution of zeros. It is easy to check that the additional assumption is satisfied for W n = W (i) n with i = 1, 2, 3. Theorem 2.5. Let ξ 0 , ξ 1 , . . . be non-degenerate i.i.d. random variables. Let w 0 , w 1 , . . . be a complex sequence satisfying (3) and such that for some C > 0,
Then, the following are equivalent:
(1) With probability 1, the sequence of random measures 1 n µ Wn (e β n α ·) converges to the probability measure on D with density (4). (2) E log(1 + |ξ 0 |) < ∞.
It should be stressed that in all our results we assume that the random variables ξ k are non-degenerate (that is, not a.s. constant). To see that this assumption is essential, consider the deterministic polynomials (6) s
A classical result of Szegő [33] states that the zeros of s n (nz) cluster asymptotically (as n → ∞) along the curve {|ze 1−z | = 1} ∩ D; see Figure 3 (left). This behavior is manifestly different from the distribution with density 1/(2π|z|) on D we have obtained in Theorem 2.3 for the same polynomial with randomized coefficients; see Figure 3 (right).
2.3. Littlewood-Offord random entire function. Next we discuss a random entire function which also was introduced by Littlewood and Offord [21, 22] . Their aim was to describe the properties of a "typical" entire function of a given order 1/α. Given a complex sequence w 0 , w 1 , . . . satisfying (3) consider a random entire function
Examples are given by
The first function is essentially the flat model considered above, namely W(n α z) = F n (z). For α = 1 it is a randomized version of the Taylor series for the exponential. The last function is a randomized version of the Mittag-Leffler function. Our aim is to describe the density of zeros of W on the global scale. We have the following strengthening of the flat case of Theorem 2.1. Theorem 2.6. Let ξ 0 , ξ 1 , . . . be non-degenerate i.i.d. random variables such that E log(1+|ξ 0 |) < ∞. Let w 0 , w 1 , . . . be a complex sequence satisfying (3). With probability 1, the random measure 1 n µ W (e β n α ·) converges to the deterministic measure having the density
As a corollary we obtain a law of large numbers for the number of zeros of W.
Under the assumptions of Theorem 2.6,
In the case α = 1/2 the limiting measure in Theorem 2.6 has constant density 1/π. The difference between the limiting densities in Theorem 2.3 and Theorem 2.6 is that in the latter case there is no restriction to the unit circle. In the case of Bernoulli-distributed ξ k the function (7) has been considered by Littlewood and Offord [21, 22] . Under the assumption log |w k | ∼ −αk log k as k → ∞ they proved some estimates for the distribution of zeros of W. These estimates does not seem to imply Theorem 2.6, since they are true up to multiplicative constants only. Also, the estimates of Littlewood and Offord are stated in terms of some more advanced functions counting the zeros and are not easily translated to our setting.
Let us again stress the importance of the non-degeneracy assumption. The exponential function e z has no complex zeros, whereas the zeros of its randomized version
For the absolute values of the zeros, the limiting density is constant and equal to 1 on (0, ∞).
2.4.
Randomized theta function. Given a parameter α ∈ (0, 1) ∪ (1, ∞) we consider a random analytic function
As n → ∞, the sequence of random measures 1 n µ Hn converges in probability to the deterministic measure having the density
with respect to the Lebesgue measure on C. The density is restricted to D in the case α < 1 and to C\D in the case α > 1.
As the parameter α crosses the value 1, the zeros of H n jump from the unit disk D to its complement C\D; see Figure 4 (left) for the case α = 2. Note that the case α = 1 corresponds formally to Kac polynomials for which the zeros are on the boundary of D. The special case α = 2 corresponds to the randomized theta function
The limiting distribution of zeros has the density 1 4π|z| 2 on C\D. One can also take the sum in (9) over k ∈ Z in which case the zeros fill the whole complex plane with the same density.
A similar model, namely the polynomials Q n (z) = n k=0 ξ k e −k α z k , where α > 1, has been considered by Schehr and Majumdar [25] . Assuming that ξ k are realvalued they showed that almost all zeros of Q n become real if α > 2. In our model, the distribution of the arguments of the zeros remains uniform for every α.
2.5. The general result. We are going to state a theorem which contains all examples considered above as special cases. Let ξ 0 , ξ 1 , . . . be non-degenerate i.i.d. random variables such that E log(1 + |ξ 0 |) < ∞. Consider a random Taylor series
where f k,n ∈ C are deterministic coefficients. We assume that there is a function
, and, in the case T 0 < +∞, left continuous at
It will be shown later that Condition (A4) ensures that the series (10) defining G n converges with probability 1 on the disk D R0 . Let I : R → R ∪ {+∞} be the Legendre-Fenchel transform of the function u(t) = − log f (t), where log 0 = −∞. That is,
Note that I is a convex function, I(s) is finite for s < log R 0 and I(s) = +∞ for s > log R 0 . Recall that µ Gn is the measure assigning to each zero of G n a weight equal to its multiplicity.
Theorem 2.9. Under the above assumptions, the sequence of random measures 1 n µ Gn converges in probability to some deterministic locally finite measure µ on the disk D R0 . The measure µ is rotationally invariant and is characterized by
By convention, I is the left derivative of I. Since I is convex, the left derivative exists everywhere on (−∞, log R 0 ) and is a non-decreasing, left-continuous function. Since the supremum in (11) is taken over t ≥ 0, we have lim s→−∞ I (s) = 0. Hence, µ has no atom at zero. If I is absolutely continuous on some interval (log r 1 , log r 2 ), then the density of µ on the annulus r 1 < |z| < r 2 with respect to the Lebesgue measure on C is (13) ρ(z) = I (log |z|) 2π|z| 2 . It is possible to give a characterization of the measure µ without referring to the Legendre-Fenchel transform. The radial part of µ is a measureμ on (0, ∞) defined byμ((0, r)) = µ(D r ). Suppose first that u is convex on (0, T 0 ) (which is the case in all our examples). Then,μ is the image of the Lebesgue measure on (0, ∞) under the mapping t → e u (t) , where u is the left derivative of u. This follows from the fact that (u ) ← = I and (I ) ← = u by the Legendre-Fenchel duality, where ϕ ← (t) = inf{s ∈ R : ϕ(s) ≥ t} is the generalized left-continuous inverse of a non-decreasing function ϕ. In particular, the support of µ is contained in the annulus e lim t↓0 u (t) ≤ |z| ≤ e
and is equal to this annulus if u has no jumps. In general, any jump of u (or, by duality, any constancy interval of I ) corresponds to a missing annulus in the support of µ. Also, any jump of I (or, by duality, any constancy interval of u ) corresponds to a circle with positive µ-measure. More precisely, if I has a jump at s (or, by duality, u takes the value s on an interval of positive length), then µ assigns a positive weight (equal to the size of the jump) to the circle of radius e s centered at the origin. In the case when u is non-convex we can apply the same considerations after replacing u by its convex hull.
One may ask what measures µ may appear as limits in Theorem 2.9. Clearly, µ has to be rotationally invariant, with no atom at 0. The next theorem shows that there are no further essential restrictions. Theorem 2.10. Let µ be a rotationally invariant measure on C such that (1) µ(C\D R0 ) = 0, where
R 0 µ(D r )r −1 dr < ∞ for some (hence, every) R < R 0 .
Then, there is a random Taylor series G n of the form (10) with convergence radius a.s. R 0 such that 1 n µ Gn converges in probability to µ on the disk D R0 .
Example 2.11. Consider a random polynomial
We can apply Theorem 2.9 with
The function u has three constancy intervals of length 1 where it takes values 0, log 2, log 3. Dually, the function I has three jumps of size 1 at 0, log 2, log 3 and is locally constant outside these points. It follows that the limiting distribution of the zeros of G n is the sum of uniform probability distributions on three concentric circles with radii 1, 2, 3; see Figure 4 .
Remark 2.12. Suppose that G n satisfies the assumptions of Theorem 2.9. Then, so does the derivative G n (and, moreover, f is the same in both cases). Thus, the derivative of any fixed order of G n has the same limiting distribution of zeros as G n itself. Similarly, for every complex sequence c n such that lim n→∞ 1 n log |c n | ≤ f (0), the function G n (z) − c n satisfies the assumptions. Hence, the limiting distribution of the solutions of the equation G n (z) = c n is the same as for the zeros of G n .
Connection with logarithmic potentials and orthogonal polynomials.
The identity
where the Laplacian ∆ should be understood in the distributional sense. The first step in the proof of Theorem 2.9 is to compute the limiting logarithmic potential in (15).
Theorem 2.13. Under the assumptions of Section 2.5, for every z ∈ D R0 \{0},
Remark 2.14. Taking (15) and (16) together we obtain, at least formally, the following equivalent version of (12): µ = 1 2π ∆(I(log |z|)). The measure µ can be interpreted as an equilibrium measure for the logarithmic potential in the presence of an external field; see [24] for an account of logarithmic potential theory. Assume that the assumptions of Section 2.5 hold and additionally, the function u is convex on (0, T 0 ). Since we would like to deal with finite measures, let us take some κ ∈ (0, T 0 ) and consider a truncated version of G n :
If G n satisfies assumptions (A1)-(A4) of Section 2.5, then so does G
n with
By Theorem 2.9, the measure
converges in probability to a limiting measure denoted by µ (κ) .
Proposition 2.15. The measure µ (κ) is the unique minimizer of the functional
in the set of all measures ν on C which have total mass κ.
Denote by S (κ) the support of the measure µ (κ) . From the interpretation of µ
as the image of the Lebesgue measure under the mapping t → exp{(u (κ) ) (t)} the following monotonicity property follows: if κ 1 < κ 2 , then S (κ1) ⊂ S (κ2) . If the left derivative of u (κ) has no constancy intervals, then the measures µ (κ1) and µ
coincide on S (κ1) . Thus, as κ grows, the zeros fill larger and larger domains without changing their density on domains which are already occupied by the zeros.
Let us finally mention a connection between the random polynomial models considered above and orthogonal polynomials. Let m be a finite measure on C having an infinite support and finite moments of all orders. We can construct a sequence of polynomials p 0 (z), p 1 (z), . . . which form an orthonormal system in the Hilbert space L 2 (m) and such that the degree of p k is k. At least for some special classes of measures m the empirical distribution of zeros 1 k µ p k of the deterministic polynomial p k converges, as k → ∞, to some limiting measure which can be interpreted as the equilibrium measure (for the logarithmic potential without external field) on the support of m. The simplest example are Chebyshev (or, more generally, Jacobi) polynomials whose zeros have limiting arcsine distribution. However, the equilibrium property of the limiting empirical distribution may fail even for very simple measures m. For example, if m is rotationally invariant, then p k is a multiple of z k having a unique zero of multiplicity k at 0.
We are going to show how the potential theoretic interpretation of the limiting distribution of zeros can be restored if we pass to random polynomials. Let m 1 , m 2 , . . . be finite, rotationally invariant measures on C having moments of all orders. The polynomials which are orthonormal with respect to m n have the form p k,n (z) = f k,n z k , k ∈ N 0 , where
Consider a random linear combination of these polynomials
Some of the ensembles of random polynomials we considered above are particular cases of this setting. For example, taking m n (dz) = n π e −n|z| 2 λ(dz) we have p k,n = (z √ n) k / √ k! thus recovering the Weyl polynomials. Kac polynomials are recovered if we take m n = λ T , the uniform probability distribution on T. See Table 1 for more examples. Observe that in all examples listed in Table 1 the sequence m n satisfies a large deviation principle (see [6] ) with speed n and a certain rotationally invariant rate function 2Q(|z|). This means that lim sup 
√ n|z| −n log |z| (log |z|) 2 . This coincidence is a particular case of a more general statement, as we will argue now. We give the main idea skipping technical details. By Varadhan's lemma applied to (17) we have for all t ≥ 0, (18) lim n→∞ 1 n log f tn,n = sup r>0 (t log r − Q(r)) = sup s∈R (ts − Q(e s )) =: u(t).
Imposing additional minor assumptions it is possible to check that we can apply Theorem 2.9 and Proposition 2.15 to G (κ)
n with I being the Legendre-Fenchel dual of u. However, the Legendre-Fenchel dual of u is Q(e s ) by (18) . We have thus identified the external field I(log |z|) with the rate function Q(|z|). Some special cases are listed in Table 1 .
In the case of a not necessarily rotationally invariant weight m n = m which does not depend on n, the zeros of random combinations of orthogonal polynomials (with Gaussian coefficients) have been studied in [28, 4] . Under appropriate conditions on m it has been shown that the zeros of such polynomials are asymptotically distributed according to the equilibrium measure on the support S of m. The external potential in this case is equal to +∞ outside S and is 0 on S. The external potential just restricts the equilibrium measure to S. This setting includes the Kac polynomials but it does not include other examples considered here.
Open questions.
We established the global universality for the distribution of complex zeros under a logarithmic moment condition. We strongly believe that local universality for complex zeros, as well as local and global universality for real zeros for the models considered here can be proved under stronger moment conditions. For example, there should be local universality for distributions from the domain of attraction of an α-stable law, α ∈ (0, 2], however, different values of α should correspond to different local universality classes. The distribution of zeros of the Kac polynomials K n in the case of logarithmically decaying tails has been studied in [16] . We believe that in the general setting considered here, similar results should hold. In particular, the zeros should have a circle structure similar to that found in [16] ; see Figure 1 (right). It should be possible to generalize our results to (systems of) random analytic functions in many variables. In Theorems 2.3, 2.6 we proved the a.s. convergence for the empirical distribution of zeros in LittlewoodOfford models. We used the natural nested structure of these models. It is open whether convergence in probability can be replaced by the a.s. convergence in Theorem 2.1. We don't know whether the approach of Section 2.6 can be extended to polynomials which are orthogonal with respect to not necessarily rotationally invariant weights.
Proofs: Special cases
We are going to prove the results of Section 1. We will verify the assumptions of Section 2.5 and apply Theorem 2.9. Recall the notation u(t) = − log f (t).
Proof of Theorem 2.2. We can assume that w = 0 since otherwise we can consider the polynomial W n (e −w z). It follows from lim k→∞ 1 k log |w k | = 0 that assumptions (A1)-(A4) of Section 2.5 are fulfilled with T 0 = 1, R 0 = +∞ and
The Legendre-Fenchel transform of u is given by I(r) = max(0, r). It follows from (12) that µ is the uniform probability measure on T.
Remark 3.1. Under a slightly more restrictive assumption E log |ξ 0 | < ∞, Theorem 2.2 can be deduced from the result of Hughes and Nikeghbali [13] (which is partially based on the Erdős-Turan inequality). This method, however, requires a subexponential growth of the coefficients and therefore fails in all other examples we consider here.
Proof of Theorem 2.1. By the Stirling formula, log n! = n log n−n+o(n) as n → ∞. It follows that assumption (A3) holds with
(t ≥ 0, flat case), α(t log t − (1 + t) log(1 + t)), (t ≥ 0, hyperbolic case).
In the elliptic case, u(t) = +∞ for t > 1. The Legendre-Fenchel transform of u is given by
In the hyperbolic case, I(s) = +∞ for s ≥ 0. We have R 0 = 1 in the hyperbolic case and R 0 = +∞ in the remaining two cases. The proof is completed by applying Theorem 2.9.
Proof of Theorem 2.3. We are going to apply Theorem 2.9 to the polynomial G n (z) = W n (e β n α z). We have f k,n = e βk+αk log n w k . Equation (3) implies that assumption (A3) is satisfied with
The Legendre-Fenchel transform of u is given by
Applying Theorem 2.9 we obtain that 1 n µ Gn converges in probability to the required limit. A.s. convergence will be demonstrated in Section 5.3 below.
Proof of Theorem 2.6. We apply Theorem 2.9 to G n (z) = W(e β n α z). We have u(t) = α(t log t − t) for all t ≥ 0. Hence, I(s) = αe s/α for all s ∈ R. We can apply Theorem 2.9 to prove convergence in probability. A.s. convergence will be demonstrated in Section 5.4 below.
Proof of Theorem 2.8. Put σ = +1 in the case α > 1 and σ = −1 in the case α < 1. We have u(t) = σt α for t ≥ 0. It follows that
We can apply Theorem 2.9. 
Proof. For every non-negative random variable X we have
With X = 1 ε log(1+|ξ 0 |) it follows that E log(1+|ξ 0 |) < ∞ if and only if
The proof is completed by applying the Borel-Cantelli lemma.
Upper bound.
Take some z ∈ D R0 \{0}. Fix an ε > 0. We will show that (20) lim n→∞ P |G n (z)| > e n(I(log |z|)+4ε) = 0.
First, we estimate the tail of the Taylor series (10) defining G n . By making ε smaller we may assume that |z|e 2ε < R 0 . By assumption (A4) there is A > 0 such that for all n ≥ A and all k ≥ An,
Lemma 4.1 implies that for some a.s. finite random variable M ,
The last inequality holds if n is sufficiently large. Note in passing that this implies that for large n the series (10) converges with probability 1. We now consider the beginning of the Taylor series (10) defining G n . Take some δ > 0. By assumption (A3), there is N such that for all n > N and all k ≤ An,
It follows from (11) that for all t ≥ 0, (23) t log |z| + log f (t) ≤ I(log |z|).
Using (22), (23) and Lemma 4.1 with ε/A instead of ε we obtain that there is an a.s. finite random variable M such that
where the last inequality holds if δ = δ(ε) is sufficiently small. Combining (21) and (24), we obtain that for large n,
Since M and M are a.s. finite by Lemma 4.1, this implies (20).
Lower bound.
Fix ε > 0 and z ∈ D R0 \{0}. We show that
We will use the Kolmogorov-Rogozin inequality in a multidimensional form which can be found in [8] . Given a d-dimensional random vector X define its concentration function by (27) Q(X; r) = sup
where D r (x) is a d-dimensional ball of radius r centered at x. An easy consequence of (27) is that for all independent random vectors X, Y and all r, a > 0, (28) Q(X + Y ; r) ≤ Q(X; r), Q(aX; r) = Q(X; r/a).
The next result follows from Corollary 1 on p. 304 of [8] .
Theorem 4.2 (Kolmogorov-Rogozin inequality).
There is a constant C d depending only on d such that for all independent (not necessarily identically distributed) random d-dimensional vectors X 1 , . . . , X n and for all r > 0, we have
The idea of our proof of (26) is to use the Kolmogorov-Rogozin inequality to show that the probability of very strong cancellation among the terms of the series (10) defining G n is small. First, we have to single out those terms of G n in which the coefficient f k,n is large enough. By definition of I, see (11), there is t 0 ∈ [0, T 0 ] such that t 0 log |z| + log f (t 0 ) > I(log |z|) − ε. Moreover, by assumptions (A2), we can find a closed interval J of length |J| > 0 containing t 0 such that
Define a set J n = {k ∈ N 0 : k/n ∈ J}. By assumption (A3) there is N such that for all n > N and all k ∈ J n , |f k,n ||z| k > e n(I(log |z|)−3ε) .
Note that |a k,n | > 1 for k ∈ J n . Define
By taking the real and imaginary parts we can view the complex random variables a k,n ξ k as two-dimensional random vectors. Using (28) we arrive at
By Theorem 4.2, there is an absolute constant C such that for all r > 0,
Here, the second inequality follows from the fact that |a k,n | > 1. Now, since the random variable ξ 0 is supposed to be non-degenerate, we can choose r > 0 so small that Q(ξ 0 ; r) < 1. Note that this is the only place in the proof of Theorem 2.9 where we use randomness. The rest of the proof is valid for any deterministic sequence ξ 0 , ξ 1 , . . . such that |ξ n | = O(e δn ) for every δ > 0. If n is sufficiently large, then e −εn ≤ r and hence,
In the last inequality we have used that the number of elements of J n is larger than (|J|/2)n for large n. Taking (29) and (30) together completes the proof of the lower bound (26).
Proof of Theorem 2.9 and related results
5.1. Proof of Theorem 2.9. Recall that µ Gn is the measure counting the zeros of G n . Our aim is to show that for every smooth, compactly supported function
Let E n be the event G n ≡ 0. The left-hand side of (31) is not well-defined on E n . However, we will argue that lim n→∞ P[E n ] = 0. By assumptions (A1), (A2) and (A3), if n is large, then f k,n > 0 for all k < T 0 n/2. Also, P[ξ 0 = 0] < 1. It follows that lim n→∞ P[E n ] = 0. In our proof of (31) we may restrict ourselves to the complement of E n . It is known, see [12] , that on the complement of E n ,
This is just a restatement of (15) . From Theorem 2.13 we know that for every z ∈ D R0 \{0}, the random variable p n (z) := 1 n log |G n (z)| converges to p(z) := I(log |z|) in probability. Assuming for a moment that we can pass to the limit under the sign of integral (which will be justified later), we have
This proves Theorem 2.9, but with the formula 1 2π ∆(I(log |z|)) for the limiting distribution of zeros, as in Remark 2.14. We prove now that the limiting distribution of zeros can be given by (12) . We claim that with µ defined by (12),
If I is smooth, then by Green's identity, the left-hand side of (34) is equal to
If I is not smooth, we can find a sequence of non-decreasing, smooth functions I 1 , I 2 , . . . such that I n ≤ I and lim n→∞ I n (s) = I (s) for all s < log R 0 where I is continuous. By dominated convergence, I n (s) := s −∞ I n (t)dt → I(s) as n → ∞. For each I n we can use the Green's identity as above, and then let n → ∞ to obtain (34) in full generality.
Dominated convergence.
It remains to justify the interchanging of the limit and the integral when passing from (32) to (33) . Recall that a sequence of random variables X n is bounded in probability (or tight) if for every ε > 0 we can find A = A(ε) such that P[|X n | > A] < ε for all n ∈ N. Recall also that X n is called bounded a.s. if lim sup n→∞ |X n | < ∞ a.s. We need a lemma from [34] .
Lemma 5.1 (Lemma 3.1 in [34] ). Let (X, A, ν) be a finite measure space. Let f n : X → R be random functions defined on a probability space (Ω, B, P) which are jointly measurable with respect to A ⊗ B. Assume that for ν-a.e. x ∈ X we have f n (x) → 0 in probability (resp., a.s.) and that the sequence X |f n (x)| 1+δ ν(dx) is bounded in probability (resp., a.s.) for some δ > 0. Then, X f n (x)ν(dx) converges in probability (resp., a.s.) to 0.
Recall that the function ϕ vanishes outside some disk D r , where r < R 0 . By Lemma 5.1, the passage from (32) to (33) is justified if we show that the sequence of random variables
is tight. Since ϕ is bounded on D r , we have
The first summand on the right-hand side is a finite constant since 0 ≤ I(log |z|) ≤ I(log r). To complete the proof of Theorem 2.9 we need to demonstrate the tightness of the sequence
Let us consider first the case in which G n is a polynomial of degree n and f (1) = 0. This applies for example in the setting of Theorem 2.3. Denoting by w 1n , . . . , w nn the zeros of G n we can write
Using the inequality of the arithmetic and quadratic means two times we obtaiñ B n ≤ 2πr 2 n 2 (log |f n,n | + log |ξ n |) 2 + 2 n n k=1 Dr log 2 |z − w kn |λ(dz).
Recall that lim n→∞ 1 n log |f n,n | = log f (1) is finite. Hence, the first term on the right-hand side is bounded in probability. The second term is bounded by a deterministic constant since Dr log 2 |z − w|λ(dz) ≤ C for some constant C = C(r) not depending on w ∈ C.
In the general setting the proof of tightness ofB n is more involved. The main difficulty is that log |G n | becomes infinite at zeros of G n . Thus, we have to show that with high probability, G n has not too many zeros. We will prove thatB n is bounded a.s.:
If G n (0) = 0 we let τ n be the multiplicity of the zero at 0. Write G * n (z) = G n (z)/z τn and define G * n (0) = 0 by continuity. Let M n (R) = sup |z|=R |G * n (z)|, where R < R 0 . First of all, it follows from (25) that
Note that M and M there do not depend on arg z. Let N n (R) be the number of zeros of G * n in the disk D R , counting multiplicities. Denote by a 1,n , . . . , a Nn(R),n the zeros of G * n in the disk D R . The Poisson-Jensen formula, see, e.g., [23, Chapter 8] , states that for every z ∈ D r and every R > r we have
and P R is the Poisson kernel:
Fix a small δ > 0. Note that 0 ≤ P r+δ (ρ, ϕ) < C for all ρ < r and ϕ ∈ [0, 2π], where C depends only on r and δ. It follows that I n (z; r + δ) ≤ C log M n (r + δ) for all z ∈ D r and hence, by (38),
We will show that
It follows from the Poisson-Jensen formula (39) with R = r + 2δ and z = 0 that
Indeed, any zero of G * n in D r+δ gives contribution at most log r+δ r+2δ to the sum on the right-hand side of (39) and I n (0; R) ≤ M n (R). Clearly, G * n (0) = f τn,n ξ τn . Let τ = min{n : ξ n = 0} be the index of the first non-zero ξ n . Note that τ < ∞ a.s. By (A1), (A2), (A3), for sufficiently large n we have f k,n > 0 for all k ∈ [0, T 0 n/2]. It follows that τ n = τ for sufficiently large n. Hence,
Applying (38) and (44) to the right-hand side of (43) we arrive at (42). Next we show that (45)
It is known that I n (0; R) = From now on we set R = r + δ. Let q n (θ) = 1 n log |G * n (Re iθ )| and write
Note that there is a constant C > 1 depending only on r, δ such that 1/C < P R (ρ, ϕ) < C for all ρ < r and ϕ ∈ [0, 2π]. We have, for
Recalling (38) and (46) we arrive at (45).
We are ready to prove that the sequenceB n is bounded a.s. Applying the inequality of the arithmetic and quadratic means to (39), we obtain
There is a constant C depending only on r, δ such that for all a ∈ D R ,
Recalling (36) we have, for some constant C depending only on r, δ,
Recall that τ n = τ for sufficiently large n. Utilizing (41), (45), (42) we arrive at (37). The sequenceB n is bounded a.s. and hence, tight.
5.3.
Proof of the a.s. convergence in Theorem 2.3. Convergence in probability has already been established in Section 3. Given n ∈ N we can find a unique j n ∈ N such that j 3 n ≤ n < (j n + 1) 3 . Write m n = j 3 n and G n (z) = W n (e β m α n z). Note that lim n→∞ m n /n = 1. We will show that 1 n µ Gn converges a.s. to the measure with density (4) . To this end, we need to prove the a.s. convergence of the corresponding potentials. Fix z ∈ D. We will prove that
Note that G n satisfies all assumptions of Section 2.5. It follows from (25) that lim sup
Thus, we have to prove only the lower bound in (47). Fix a small ε > 0. It follows from (26) and the Borel-Cantelli lemma applied to the subsequence {j 3 } j∈N that with probability 1 for all but finitely many n ∈ N,
Let now n be a number not of the form j 3 . We have, by Lemma 4.1 and (3),
The function x → −α(x log x − x) + αx log n defined for x > 0 attains its maximum, which is equal to αn, at x = n. Recall that |z| < 1. Since m n > (1 − ε)n and M < e εn if n is sufficiently large, we have the estimate
Since α + log |z| < α|z| 1/α , we have, if ε > 0 is small enough,
Bringing (48) and (49) together we obtain that with probability 1 for all but finitely many n, |G n (z)| ≥ e mn(α|z|
. This is the required lower bound in (47).
We are ready to complete the proof. We need to show that 1 n µ Gn converges a.s. to a measure µ with density (4). Take any smooth function ϕ : C → R having a support contained in D. Write p n (z) = 1 n log |G n (z)|. As in (32) we have
We have shown in (47) that for every z ∈ D, p n (z) converges to p(z) = α|z| 1/α a.s. Assuming that interchanging the limit and the integral is possible, we arrive at
The last step follows from (34) . To justify the interchanging of the limit and the integral we use Lemma 3.1 of [34] . To use the lemma, we need to show that B n defined in (35) (or, equivalently,B n defined by (36)) is bounded a.s. This means that lim sup n→∞Bn < ∞ a.s. But we have already verified this in (37). Unfortunately, we were able to establish (47) for z ∈ D only. That is why the support of ϕ was restricted to D. To complete the proof we have only to get rid of this assumption. We claim that the random analytic function G n (z) = ∞ k=0 ξ k f k,n z k with f k,n = e −nu(k/n) satisfies assumptions (A1)-(A4) of Theorem 2.9 with f = e −u . By the Legendre-Fenchel duality, the function u possesses the following properties. Firstly, it is convex and lower-semicontinuous. Secondly, it is finite on the interval [0, T 0 ), where T 0 = lim sup t→+∞ I(t)/t satisfies T 0 ∈ (0, +∞]. This holds since I is non-decreasing and lim s→−∞ I(s) = 0 by construction. Thirdly, u(t) = +∞ for t > T 0 and t < 0. This verifies assumption (A1). Fourthly, formula (11) holds and lim t→+∞ u(t)/t = log R 0 . This, together with Lemma 4.1, shows that the convergence radius of G n is R 0 a.s. and verifies assumption (A4). Finally, u is continuous on [0, T 0 ) (since it is convex and finite there), and, in the case T 0 < +∞, the function u is left continuous at T 0 (follows from the lower-semicontinuity of u). This verifies assumption (A2). Assumption (A3) holds trivially with f = e −u . Here, u (0) = lim t↓0 u (t). It follows from (54) that F (z) := U (κ) (z) + I(log |z|) is constant and equal to −u(κ) on the annulus e u (0) ≤ |z| ≤ e u (κ) which contains the support of µ (κ) . For |z| ≥ e u (κ) we have F (z) = I(log |z|) − κ log |z| ≥ −u(κ) by (11) . Finally, for |z| ≤ e u (0) we have F (z) = I(log |z|) + u(0) − u(κ) ≥ −u(κ) by (11) . To summarize, F (z) is constant on the support of µ (κ) and is at least as large as this constant outside the support. By Theorem 3.3 on p. 44 of [24] this implies that µ (κ) is the equilibrium measure for the logarithmic potential in the presence of external field I(log |z|). The theorem mentioned above is stated in [24] for κ = 1 only, but it is valid for every κ > 0.
It remains to prove (54). The uniform probability distribution λ r on the boundary of D r generates the potential (55) ∂Dr log 1 |z − w| λ r (dw) = − max{log r, log |z|}.
Write F (r) = I (log r). Recall that µ (κ) is a rotationally invariant measure of total mass κ having support in the annulus e u (0) ≤ |z| ≤ e u (κ) and such that Here, we used the identity I(u (t)) = tu (t) − u(t) for t = 0 and t = κ. Suppose finally that e u (0) ≤ |z| ≤ e u (κ) . Using (55) we obtain −U (κ) (z) = where the first integral is equal to F (z) log |z| and integration by parts has been used for the second integral. The proof of (54) is completed.
