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The physics of quantum materials is dictated by many-body interactions and mathemati-
cal concepts such as symmetry and topology that have transformed our understanding of
matter. Angle-resolved photoemission spectroscopy (ARPES), which directly probes the
electronic structure in momentum space, has played a central role in the discovery, char-
acterization, and understanding of quantum materials ranging from strongly-correlated
states of matter to those exhibiting non-trivial topology. Over the past two decades,
ARPES as a technique has matured dramatically with ever-improving resolution and
continued expansion into the space-, time-, and spin- domains. Simultaneously, the ca-
pability to synthesize new materials and apply non-thermal tuning parameters in-situ
has unlocked new dimensions in the study of all quantum materials. We review these
developments, and survey the scientific contributions they have enabled in contemporary
quantum materials research.
CONTENTS
I. Introduction 2
II. Angle-resolved photoemission spectroscopy 5
A. General description 5
B. Final state and k⊥ determination 7
C. Surface-sensitivity, resolution, and k||-range 7
D. Matrix element effects 8
E. Photoelectron spin 8
F. Photoemission from a many-body system 9
III. Experimental methods 11
A. Data analysis techniques and conventions 11
B. Light sources 13
1. Synchrotron radiation 13
2. Laser sources 14
3. Free-electron lasers 15
4. Gas discharge lamps 15
C. Photoelectron spectrometers 15
1. Hemispherical analyzers 15
2. Time-of-flight spectrometers 16
3. Momentum microscopes 17
4. Spin polarimetry 17
D. Sample synthesis and measurement environment 18
E. Time-resolved ARPES 19
F. Other variants of ARPES 20
IV. Copper-based superconductors 21
A. Overview 21
B. Normal state 23
1. Doping evolution of the electronic structure 23
ar
X
iv
:2
00
8.
02
37
8v
1 
 [c
on
d-
ma
t.s
tr-
el]
  5
 A
ug
 20
20
22. The pseudogap 24
3. Emergence of quasiparticles 25
4. AFM gap and other correlation gaps 26
C. Superconducting properties 27
1. Momentum dependence 27
2. Superconducting fluctuations 28
D. Fermi surface 28
1. Small and large Fermi surface 29
2. van Hove singularity 30
E. Coupling between electrons and collective
excitations 30
1. Coupling to the node 31
2. Coupling to the antinode 32
3. Phonons and superconductivity 32
F. Outlook 33
V. Iron-based superconductors 33
A. Overview 33
B. The normal state 36
1. Multi-orbital character 36
2. Orbital-selective Mottness 36
C. Electronic nematicity and magnetic order 37
D. Superconducting properties 38
1. Pairing symmetry and orbital dependence 38
2. Competition with SDW 40
E. Coupled lattice and electronic effects 40
1. Correlation enhanced electron-phonon
interaction 40
2. Interfacial superconductivity in thin-film FeSe 40
F. Outlook 42
VI. Low dimensional systems 42
A. Overview 42
B. Graphene and other single-element monolayers 42
C. Transition metal dichalcogenides 44
D. 2DEG in transition metal oxides 45
E. Quasi-1D systems 46
F. Outlook 47
VII. Topological materials 47
A. Overview 47
B. Quantum Hall states 48
C. Topological insulators 48
1. 3D strong TIs 48
2. Topological protection and spin-polarization 50
3. Quantum confinement 51
4. Magnetic topological insulators 51
5. Topological phase transitions 52
6. The quantum spin Hall effect revisited 53
7. Topological superconductors 54
8. Topological Kondo insulator candidates 55
9. Other TIs 55
10. Platform for Floquet physics 55
D. Topological semimetals 55
1. Dirac semimetals 56
2. Weyl semimetals 56
E. Outlook 57
VIII. Other materials 58
A. Conventional superconductors 58
1. MgB2 and graphite intercalation compounds 58
2. Bismuthates 59
B. Cobaltates and Rhodates 59
C. Ruthenates 60
D. Iridates 60
E. Delafossite oxides 62
F. Heavy fermion systems 62
G. Extreme magnetoresistance semimetals 63
H. Rare-earth tritellurides 63
I. Manganese oxides 64
IX. Conclusion and outlook 64
Acknowledgments 65
References 66
I. INTRODUCTION
Quantum many-body and relativistic effects are at the
heart of modern condensed matter physics: new orga-
nizing principles emerge from the collective behavior of
a large number of constituents with coupled degrees-of-
freedom. As we discover new materials embodying these
principles, we are led to new formulations of physics that
expand our understanding of matter, providing a path-
way to technological paradigms beyond materials like
silicon – where the independent electron approximation
works so well – and raising the prospect of harnessing
quantum many-body phenomena for applications. For
these reasons, the many-body problem in materials is an
extremely rich scientific area of both fundamental and
practical pursuit.
In general a solid state system can be modelled by a
Hamiltonian H with its associated eigenvalues and eigen-
states. In the simple case where the behavior is dictated
by the electron kinetic energy and crystal potential H0,
the system is well described by the quantum theory of
electronic band structure, where the electron wave func-
tions ψk(r) are Bloch states with eigenvalues k repre-
senting the electronic band dispersion with respect to
wave vector k (Ashcroft and Mermin, 1976). Despite
the remarkable success of this theory, as evidenced by
the semiconductor revolution it spawned in the middle of
the last century (Sze and Ng, 2006), for most many-body
problems in condensed matter physics such a description
is insufficient and/or unsatisfactory. This is because for
strongly interacting electron systems, Hamiltonian terms
such as He-e and He-ph couple electrons to other elec-
trons or to phonons, respectively, and thereby invalidate
an independent-electron description (Mahan, 2000; Pines
and Nozie`res, 1966). This often leads to novel phases fea-
turing surprising phenomena such as high-temperature
superconductivity in the cuprates (Bednorz and Mu¨ller,
1988) and iron pnictides (Kamihara et al., 2006, 2008).
In other cases, interactions such as spin-orbit coupling
HSOC encode the electron wave functions with topolog-
ical properties which are not evident solely from the
energy-momentum dispersion k, and require analysis
of the geometric phase of ψk(r) for a complete under-
standing (Haldane, 2017; Hasan and Kane, 2010; Qi and
Zhang, 2011). These properties are unusually robust
with respect to perturbations, as exemplified by quan-
tized edge conduction in materials exhibiting quantum
Hall effects (Chang et al., 2013a; Fei et al., 2017; Konig
et al., 2007; Thouless et al., 1982). The union of these
material families have come to be known as quantum ma-
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FIG. 1 Top-left: Schematic of angle-resolved photoemission
spectroscopy (ARPES). Photons of energy hν are used to
photoemit electrons into vacuum, where their kinetic ener-
gies and emission angles are resolved. Other panels: The
scope of quantum materials studied by ARPES, in correspon-
dence to sections in this review (heavy fermion materials are
representative of the section on “other materials”.)
terials. Figure 1 presents an overview of the quantum
material families within the scope of this review.
Fermionic quasiparticles and bosonic elementary exci-
tations are instrumental for describing the rich physics
of quantum materials. For fermionic quasiparticles,
one of the most descriptive quantities is the single-
particle spectral function, which is experimentally acces-
sible with momentum and spatial resolutions, respec-
tively, using angle-resolved photoemission spectroscopy
(ARPES) (Damascelli et al., 2003; Himpsel and East-
man, 1978; Hu¨fner, 2003; Kampf and Schrieffer, 1990;
Plummer and Eberhardt, 2007; Smith and Kevan, 1991;
Smith and Traum, 1975) and scanning tunneling spec-
troscopy (STS) (Binnig et al., 1982; Fischer et al., 2007;
Tersoff and Hamann, 1983). Bosonic excitations derived
from charge, spin, or lattice degrees of freedom are typi-
cally probed by electron-in-electron-out (electron diffrac-
tion, electron energy loss spectroscopy) (Egerton, 2011;
Vig et al., 2017), photon-in-photon-out (x-ray diffraction,
inelastic x-ray scattering, optical spectroscopy) (Ament
et al., 2011; Baron, 2016; Basov et al., 2011) and neutron
scattering methods (Furrer et al., 2009; Lovesey, 1984;
Shirane et al., 2002) through access to the density-density
correlation function.
As shall be elaborated below, ARPES is based on the
photoelectric effect, in which light is used to liberate
electrons from a material such that their pre-emission
energy and momentum distributions can be determined
(see Fig. 1 top-left). Since these are the very same elec-
trons participating in the many-body physics governed
by H, a wealth of information can be gleaned from these
energy-momentum maps, as elaborated in Fig. 2. In the
case of weakly interacting electrons, the ARPES inten-
sity simply follows the electronic band structure, with the
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FIG. 2 Schematic depiction of microscopic interactions and
their distinct signatures in an ARPES spectrum. Start-
ing with a crystal potential H0, the ARPES spectrum re-
flects the band structure of independent electrons. Electron-
phonon coupling He-ph introduces a “kink” in the band dis-
persion, with an increased peak width below the kink en-
ergy. Electron-electron coupling He-e leads to an energy-
dependent peak width and a renormalized band velocity. Fi-
nally, spin-orbit coupling HSOC can split spin or orbital de-
generacy. Together these interactions give rise to the physics
of quantum materials, including topological materials (with
spin-polarized surface states), superconductors (with super-
conducting gap ∆SC), charge density waves (with folding wave
vector qCDW), and Mott insulators (with Mott gap ∆Mott).
energy-momentum dependence reflecting the band dis-
persion k. From this information alone is it is possible
to extract fundamental properties such as the electron ve-
locities and Fermi surface geometry (Himpsel and East-
man, 1980). The more profound impact of ARPES is due
to its ability to detect, quantify and disentangle the var-
ious microscopic contributions to H and their combined
impact, including those invalidating the independent-
electron description. As shown schematically in the mid-
dle row of Fig. 2, electron-phonon interactions (Balasub-
ramanian et al., 1998; Hengsberger et al., 1999; Lanzara
et al., 2001; Valla et al., 1999b), electron-electron interac-
tions (Pines and Nozie`res, 1966), and spin-orbit coupling
(LaShell et al., 1996) each have distinct signatures in the
ARPES spectra, visible as renormalized and/or split dis-
persions with respect to the non-interacting bands. The
amalgamation of these interactions results in the unique
physics of quantum materials. The bottom row of Fig. 2
shows schematic ARPES spectra representative of many
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FIG. 3 State-of-the-art in ARPES over time. (a)-(d) Im-
provement in energy and momentum resolution, as exhibited
by the spectral function along diagonal Cu-Cu direction in
cuprates. Data in (d) additionally benefited from an im-
provement in spatial resolution to overcome surface mosaic-
ity. Adapted from (Iwasawa et al., 2017; Koralek et al., 2006;
Shen et al., 1993; Valla et al., 1999c). (e) Approximate num-
ber of papers per year utilizing ARPES. Note the jump in
the early 1990’s due to the advent of 3rd generation syn-
chrotrons and beginning of cuprate research, followed by a
steady rise with the introduction of new materials and tech-
niques. Source: Web of Knowledge. (f) Energy resolution
sampled from representative publications, showing an overall
near-exponential improvement enabled in large part by new
light sources. Different light sources are color-coded differ-
ently. For a full reference list of (f), see supplement.
quantum materials, including topological states of mat-
ter, superconductors, charge-density wave systems and
Mott insulators.
As an experimental technique, ARPES owes much of
its utility to the fact that the photoelectric cross-section
is at least five to six orders of magnitude higher than
other processes such as inelastic light and neutron scat-
tering (Thompson and Vaughan, 2001; Yeh and Lindau,
1985). This remarkable quantum efficiency has served
as the foundation upon which the technique could de-
velop into one of the mainstream tools-of-choice for con-
densed matter physics. The pace of scientific progress has
been further accelerated by overcoming technical chal-
lenges throughout the past half century. The evolution
of the state-of-the-art over this period is illustrated by
Fig. 3. The top row shows representative ARPES spec-
tra of a cuprate superconductor; it is readily seen that
the resolution and hence information content of the spec-
tra has increased dramatically. In particular, as the
energy resolution has pushed to the scale of liquid He-
lium temperature, efforts have also been expanded to
improve more diverse metrics, such as spin detection ef-
ficiency, and spatial and temporal resolutions (see Sec-
tion III.C.4, III.D, III.E). Many of these technical devel-
opments were catalyzed by the cuprate problem (Dam-
ascelli et al., 2003) and have kept apace with the dis-
covery of new families of quantum materials, with the
impact evidenced by the steadily increasing number of
publications (Fig. 3(e)). These developments are sum-
marized in Fig. 3(f), where the crucial role of the light
source is highlighted, evidencing the reciprocal stimula-
tion of scientific and technique developments. The rou-
tine achievement of meV energy resolution in the past
decade is notable as it makes ARPES extremely well-
matched to low-temperature phenomena such as super-
conductivity. As we shall discuss in detail, the energy
resolution is but one of many factors contributing to the
impact of modern ARPES experiments. Another impor-
tant aspect of quantum materials is their dimensionality:
systems which are confined to lower dimensions may ex-
hibit substantially altered interactions with respect to
their higher-dimensional counterparts, and are now real-
izable due to advanced synthesis techniques (Lundqvist,
1989; Saito et al., 2017). Other developments include
tunable sample environments, versatile light sources, and
novel spectrometers with efficient multichannel detection
capable of resolving multiple quantum numbers of the
photoemitted electrons.
The goal of this review is to highlight the exciting ad-
vances and future opportunities in quantum materials
research unlocked by these ARPES developments, with
an emphasis on activities since earlier reviews (Damas-
celli et al., 2003; Himpsel and Lindau, 2009; Lynch and
Olson, 2005; Plummer and Eberhardt, 2007). Due to the
enormity of the field, we have decided to err on the side
of breadth rather than depth of coverage. We hope this
strategy allows the reader to appreciate the impact of
ARPES in the context of quantum materials research,
identify the scope and capability of ARPES as a tech-
nique, while providing enough references such that the
interested reader can easily locate the resources to study
any individual topic in greater detail. We also survey the
most salient concepts in the theoretical formalism of pho-
toemission, to familiarize the reader with the necessary
background for interpreting non-trivial spectroscopic fea-
tures in complex material systems.
The review is structured as follows: In Section II we
begin with an elementary discussion on the principles of
ARPES, followed by Section III which describes state-
of-the-art experimental methods. We then focus on four
families of quantum materials (see Fig. 1): cuprate su-
perconductors (Section IV), iron-based superconductors
5(Section V), low-dimensional materials (Section VI), and
topological materials (Section VII). Section VIII provides
a brief review of ARPES studies on other quantum mate-
rial families with interesting transport properties, corre-
lation effects, and/or topological properties. We conclude
with a brief discussion and outlook (Section IX).
II. ANGLE-RESOLVED PHOTOEMISSION
SPECTROSCOPY
A. General description
ARPES is based on the photoelectric effect, in which
a photon impinges on a material and is absorbed by an
electron, which then escapes from the material (Cardona
and Ley, 1978; Hu¨fner, 2003). The utility of ARPES as
a spectroscopic tool derives from the fact that one can
exploit the kinematics of the photoemission process to
deduce the binding energy EB and crystal momentum
~k of the electron before it was emitted from the mate-
rial. A generic ARPES measurement consists of a single-
crystalline sample irradiated by monochromatic light of
energy hν, resulting in photoemission of electrons in all
possible directions. A fraction of these electrons are col-
lected by a photoemission spectrometer (Section III.C)
which records the kinetic energy Ekin and emission an-
gles (ϑ, ϕ) of each detected electron. Here ϑ is the polar
angle with respect to the surface normal, and ϕ is the az-
imuthal angle typically defined with respect to the exper-
imental geometry or crystal axis (see Fig. 1). Note that
Ekin is defined with respect to the sample’s vacuum level
Evac. Based on energy and momentum conservation, one
can then derive the following relationships between the
pre- and post-emission electronic states:
Ekin = hν − φ− EB (1)
~k|| =
√
2mEkin · sin(ϑ) (2)
where φ is the sample surface work function and ~k||
is the crystal momentum of the electron parallel to the
surface in the extended zone scheme. Ekin is the pho-
toelectron kinetic energy, and EB is the binding energy
of the electron prior to emission.12 Due to the discrete
in-plane periodicity of the crystal structure, k|| is con-
served throughout the photoemission process (modulo
1 In writing Eq. 2, we have neglected the momentum of the photon
since it is negligible in the ultraviolet range, though it must be
considered in the soft and hard x-ray regimes (Fadley, 2005)
2 Ultimately, the detected kinetic energy is determined by the work
function of the analyzer φA rather than that of the sample, as
shown in Fig. 4.
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FIG. 4 Kinematics of the photoemission process in the three-
step model. An electron is excited from an initial state with
binding energy |EB | below EF to a final state above Evac,
with k⊥ conserved. The final state is often approximated
by a free-electron dispersion offset by an inner potential V0,
shown here in a reduced zone scheme. After transmission
through the surface barrier, the photoelectron has kinetic en-
ergy Ekin = hν − φ− |EB |, where φ is the sample work func-
tion. k⊥ is not conserved during transmission through the
sample surface, while k|| is conserved throughout the entire
photoemission process. Note that the detected kinetic energy
EAkin is referenced to the vacuum level in the analyzer, which
is determined by the analyzer work function φA.
an in-plane reciprocal lattice vector G||). The orthog-
onal component k⊥ is not conserved during transmission
through the surface but can be deduced under certain
assumptions (Section II.B).
The energetics of the photoemission process are de-
picted in Fig. 4. Rather than directly report Ekin, which
is dependent on hν, ARPES data is typically plotted with
respect to E − EF = −EB , where EF is the sample’s
Fermi level (see Section III.A for experimental details),
to emphasize initial state properties..
Formally, the photoemission process can be described
by the transition probability wfi of an N -electron initial
state
∣∣ΨNi 〉 to an excited final state ∣∣∣ΨNf 〉, which can be
approximated by Fermi’s golden rule:
wfi =
2pi
~
∣∣〈ΨNf |Hint|ΨNi 〉∣∣2 δ(ENf − ENi − hν) (3)
where ENi and E
N
f are the initial and final state energies
of the N -electron system. Hint is a perturbative Hamil-
tonian describing the electron-photon interaction:
6Hint =
1
2m
(p+
e
c
A)2 − eΦ− p
2
2m
≈ e
2mc
(A · p+ p ·A)
≈ e
mc
A · p
(4)
where p is the electron momentum operator, and A and
Φ are the electromagnetic vector and scalar potentials.
In the second line, we enforce the Weyl gauge in which
the scalar potential Φ = 0. The first approximation step
also disregards two-photon processes A2. The second ap-
proximation step holds when A is constant over atomic
dimensions such that [A,p] ∼ ∇·A = 0 (see Section II.C
for a comment on the limitations of this so-called dipole
approximation).3 Note that the golden rule formalism is
only valid for weak perturbations; for sufficiently intense
peak fields such as those achieved in ultrafast pulses, the
perturbation expansion must include higher order terms
to describe nonlinear effects such as multiphoton absorp-
tion (Lambropoulos, 1974).
Eq. 3 can be rigorously described by the one-step
model, in which photon absorption, electron excitation,
and electron detection are treated as a single coherent
process (Feibelman and Eastman, 1974; Mahan, 1970;
Mina´r et al., 2011). Here, the final state of the photo-
electron is a time-reversed LEED state, where the wave
function rapidly decays into the bulk, and matches a free-
electron plane wave form outside the surface (Hopkin-
son et al., 1980; Karkare et al., 2017). Pragmatically
it is often more convenient to use the three-step model,
which phenomenologically divides the photoemission pro-
cess into three steps (Berglund and Spicer, 1964): (1) The
photon drives a direct optical transition for an electron in
the bulk of the material. This step contains the informa-
tion on the intrinsic electronic structure of the material.
(2) The electron propagates to the surface. This pro-
cess is described in terms of an effective mean free path
λMFP imposed by both elastic and inelastic scattering
processes. (3) The electron is transmitted through the
surface barrier, with the electron ultimately occupying a
free-electron plane wave state in the vacuum extending
to the detector. The three-step model has the advan-
tage of being more tractable since the different steps in
the photoemission process are somewhat decoupled; how-
ever, in many cases the full one-step formalism may be
3 Alternatively, one may adopt the Coulomb gauge to directly en-
force ∇ ·A = 0. In this case, the scalar potential Φ 6= 0. Only
when there is no free charge ρ can the Coulomb and the Weyl
gauges be simultaneously satisfied. This condition is also known
as the radiation gauge, which can be seen via:
ρ
ε0
= ∇ ·E = −∇Φ− ∂t(∇ ·A) radiation======⇒
gauge
0 (5)
required to fully explain spectral intensities and matrix
element effects (Lindroos, 1982; Mina´r et al., 2011) (see
Section II.D).
To develop intuition for the photoemission process, we
first begin with the simple case of non-interacting elec-
trons. The more general treatment of many-body sys-
tems, which is required to describe correlated states, is
covered in Section II.F. As a consequence of the non-
interacting condition, the N -electron initial and final
states can both be trivially factorized:
∣∣ΨNf 〉 = A ∣∣φkf〉⊗ ∣∣∣ΨN−1f 〉 (6)
∣∣ΨNi 〉 = A ∣∣φki 〉⊗ ∣∣ΨN−1i 〉 (7)
where A is an antisymmetry operator enforcing the Pauli
principle.
∣∣φki 〉 and ∣∣∣φkf〉 are the wave functions of the
photoelectron before and after absorbing a photon, which
both have the same wave vector k due to momentum
conservation. We denote their energies as k and f .∣∣ΨN−1i 〉 and ∣∣∣ΨN−1f 〉 are the initial and final state wave
functions of the remaining (N − 1)-electron system. The
non-interacting limit allows for a dramatic simplification,
since the (N −1)-electron system is unaffected by the re-
moval of one electron, and thus
∣∣ΨN−1i 〉 = ∣∣∣ΨN−1f 〉.
We can now calculate the total photocurrent I =∑
i,f wfi by plugging these approximations into Eq. 3.
To cast this into an intuitive form, we assume that at
most a single transition (i→ f) occurs at each k. Then
we have:
Ii→f (k, f ) ∝ |Mkf,i|2δ(f − k − hν) (8)
Mkf,i ≡ 〈φkf |Hint|φki 〉 (9)
Mf,i is the one-electron dipole matrix element, described
in Section II.D. These equations are the central result of
this section: the ARPES spectrum of a non-interacting
system is a sharp peak which traces the electronic band
dispersion k, with its intensity modulated by the dipole
matrix element. This result establishes the capability
of ARPES to be used as a band-mapping technique. We
stress that this simple picture will be modified in the pres-
ence of interactions, as described in Section II.F. Before
we delve into this formalism, we first explore the conse-
quences of steps (2) and (3) of the three-step model, as
well as the significance of the matrix elements and pho-
toelectron spin.
7B. Final state and k⊥ determination
Although all components of k are conserved during
photon absorption (first step of the three-step model),
only the surface-parallel component k|| is conserved when
the electron transmits through the surface (third step).
However, it is possible to recover the orthogonal com-
ponent k⊥solid if it is assumed that the final-state dis-
persion of the photoelectron within the crystal can be
parametrized by a free electron dispersion offset by a po-
tential V0: f = ~2k2solid/2m − V0 (see Fig. 4) (Bartyn-
ski et al., 1986; Chiang et al., 1979, 1980; Himpsel and
Eastman, 1978; Pendry, 1969). V0, also known as the in-
ner potential, was initially introduced as the expectation
value of the pseudo-potential experienced by the elec-
trons on the Fermi surface 〈kF|Vps |kF〉 (Pendry, 1969),
though it is now typically treated as a phenomenolog-
ical parameter. Assuming the photoelectron suffers no
inelastic collisions at the surface, its final state energy
in the solid can be equated with the kinetic energy in
vacuum Ekin = ~2k2vac/2m. We see that the inner poten-
tial accounts for the discontinuity in k⊥ at the surface:
~2k2⊥vac/2m = ~2k2⊥solid/2m − V0. This leads to the re-
lation:
~k⊥solid =
√
2m (Ekin cos2(ϑ) + V0) (10)
Since Ekin varies with hν, this equation establishes a
strategy for using a tunable light source to determine the
k⊥solid dispersion. V0 is a priori unknown, but can be
determined experimentally by combining Eq. 1 with the
known momentum periodicity in k⊥solid:
EB(k||,k⊥solid) = EB(k||,k⊥solid + nG⊥) (11)
where G⊥ is the out-of-plane reciprocal lattice vector,
and n is any integer. Note that two-dimensional elec-
tronic states do not disperse with k⊥; therefore, hν-
dependent measurements are routinely employed to dis-
tinguish surface- from bulk- derived states.
Finally, we note that the free electron final state ap-
proximation does not hold in general, especially with low
hν light sources. The structure of the final states can
indeed modulate the intensity of the ARPES spectrum,
a fact which must be kept in mind with the increased
use of low-hν sources in recent years (Miller et al., 2015;
Xiong et al., 2017).
C. Surface-sensitivity, resolution, and k||-range
It is important to note that ARPES probes the spec-
tral function in the near-surface region of the sample.
The photoelectron signal is attenuated from the surface
by the inelastic mean free path of electrons in the solid
λMFP, which is a strong function of kinetic energy but
0.1
1
10
100
M
ea
n 
fre
e 
pa
th
 (n
m)
1 10 100 1000
E - EF (eV)
FIG. 5 The “universal curve” of inelastic mean free paths for
electrons in solids, plotted as a function of electron kinetic
energy inside the solid. The data points are compiled from
measurements from hundreds of elements. The shaded curve
is a best fit: λMFP = 143/E
2 + 0.054
√
E in the units of the
plot. Adapted from (Seah and Dench, 1979).
weakly material dependent, with a minimum < 1 nm
at 20 ∼ 100 eV, as shown in Fig. 5 (Seah and Dench,
1979). This implies that ARPES performed with ultra-
violet light sources is highly surface-sensitive, with the
majority of the signal originating from the top few atomic
layers. Therefore, the sample surface must be atomically
flat and clean to obtain information relevant to the bulk
physics of the material, as described in Section III.D.
Other factors impacting the ARPES signal include
resolution effects, which can be both intrinsic and ex-
trinsic. An important intrinsic contribution to the k⊥-
resolution is given by the lifetime of the final state,
which is finite due to the scattering processes associ-
ated with λMFP (see Section II.F for a more rigorous
description of lifetime effects in photoemission). This
can be expressed as a position-momentum uncertainty
relation: ∆k⊥ ≈ ~/λMFP. For typical hν this implies
k⊥-broadening up to ∼ 0.1A˚−1, which can be a signifi-
cant fraction of the Brillouin zone for layered materials
(Feibelman and Eastman, 1974; Strocov, 2003). Another
intrinsic factor, often overlooked, is the inapplicability of
the dipole approximation ∇ · A = 0 made in standard
treatments of photoemission. In fact, there is an abrupt
change in dielectric function at the surface leading to A
strongly varying on an atomic scale, which can impart
momentum to the photoelectron and thereby act as an-
other source of uncertainty in k⊥ (Levinson et al., 1979;
Miller et al., 1996).
Extrinsic factors impacting resolution include sample
and surface quality, which can broaden the momentum
resolution due to elastic scattering and by introducing
angular uncertainty. Another important factor is the ex-
8perimental energy resolution, which includes the band-
width of the light source as well as the resolution of the
photoelectron spectrometer (Section III.C): (∆Etot)
2
=
(h∆ν)
2
+(∆Espec)
2
. The momentum resolution has neg-
ligible contributions from h∆ν and is largely determined
by the angular resolution of the spectrometer ∆ϑ:
~∆k|| =
√
2mEkin · cos(ϑ) ·∆ϑ (12)
Another factor impacting experimental resolution is
the space-charge effect, which occurs when the density
of photoelectrons is high enough such that the Coulomb
repulsion between electrons in vacuum cannot be ignored
(Hellmann et al., 2009; Zhou et al., 2005b). Space-
charging leads to an energetic shift and broadening of
the ARPES spectra. It is a more severe problem with
pulsed light sources, especially those with lower repeti-
tion rates, due to the fact that the electrons are more
likely to be emitted within the same interval in time.
Finally, we note that hν determines the range of acces-
sible states in both energy and momentum. The deepest
EB that can be probed is: E
max
B = hν − φ while the
largest k|| is given by: ~kmax|| =
√
2m (hν − φ). Elec-
trons with k|| > kmax|| undergo total internal reflection at
the interface and are not photoemitted.
D. Matrix element effects
The dipole matrix element Mkf,i was introduced above
as a factor modulating the photoemission intensity within
the three-step model and under the dipole and non-
interacting electron approximations. 4 The dipole-
transition matrix element has profound consequences for
the ability of ARPES to extract microscopic informa-
tion about the wavefunction of the initial state
∣∣φki 〉.
For pedagogical discussions, see (Karkare et al., 2017;
Moser, 2017) and references therein. Although evaluat-
ing the matrix element in general can be complicated
due to detailed measurement geometry and orbital hy-
bridization (Day et al., 2019), in many cases symmetry
or conservation laws provide clear predictions. For ex-
ample, suppose the electron is photoemitted on a mirror
symmetry plane of the sample; this implies that
∣∣∣φkf〉
must be even with respect to the mirror plane for there
to be a finite photoemission intensity (since odd-parity
states are zero on a mirror plane). Using +/− to denote
even/odd parity, this leads to four possible combinations:
4 In cases where these approximations break down, one expects
additional intensity modulations compared to what is discussed
below (Lindroos, 1982).
Mkf,i = 〈φkf |Hint|φki 〉 ∝

〈+|+|+〉 6= 0
〈+|−|−〉 6= 0
〈+|+|−〉 = 0
〈+|−|+〉 = 0
Thus one can use the parity of Hint ∝ A · p to deter-
mine the parity of
∣∣φki 〉. To see how this works, we can
first invoke the dipole approximation to ignore spatial
variations of A and thus write A ≈ A0eˆ, where eˆ is the
unit polarization vector . With the commutator relation-
ship ~p = −i [x, H] this gives |Mkf,i|2 ∝
∣∣∣〈φkf |eˆ · x|φki 〉∣∣∣2,
where x is the position operator. Any component of eˆ
orthogonal to the mirror plane has odd parity, while the
component in the plane has even parity. Thus, the parity
of
∣∣φki 〉 can be deduced by measuring the photoemission
intensity for various polarization geometries. Moreover,
this concept can be generalized to determine the orbital
character of bands throughout the Brillouin zone (see also
Section V.B.1) (Day et al., 2019; King et al., 2014; Matt
et al., 2018; Yi et al., 2019; Zhang et al., 2012a). The use
of linearly-polarized light to discern orbital character is
often referred to as linear dichroism.
Another common application of matrix elements is to
analyze the contrast in the ARPES spectrum generated
between left- and right-handed circularly-polarized light,
known as circular dichroism in the angular distribution
of photoelectrons (Schneider and Kirschner, 1995). This
technique can be sensitive to the time-reversal symme-
try of electronic states, with recent applications to the
spin- and orbital- angular momenta of states in topolog-
ical insulators (Park et al., 2012; Wang et al., 2011c), as
well as the chirality and Berry phase of Dirac electrons
in graphitic materials (Park et al., 2012; Wang et al.,
2011c). However, we caution that straightforward inter-
pretation can be hindered by final-state effects as well
as the contribution of ∇ ·A 6= 0 terms, which can lead
to geometry- and hν-dependence of the circular dichro-
ism signal (Gierz et al., 2012; Jung et al., 2011; Mirhos-
seini and Henk, 2012; Sa´nchez-Barriga et al., 2014; Scholz
et al., 2013; Xu et al., 2015a). Furthermore, circular
dichroism is generically expected if the experiment is not
carefully aligned to the sample’s mirror plane. For exam-
ple, circular dichroism in cuprates (Kaminski et al., 2002)
has been largely understood in the context of reflection-
symmetry-breaking superstructure, without invoking any
phenomena which break time-reversal symmetry (Arpi-
ainen et al., 2009; Borisenko et al., 2004).
E. Photoelectron spin
When time-reversal symmetry (k,↑ = −k,↓) and in-
version symmetry (k,↑ = −k,↑) are both present, all
electronic states are spin-degenerate: k,↑ = k,↓. This
9means spin-polarized photoelectrons may be expected in
magnetic materials and in materials with strong spin-
orbit coupling and broken inversion symmetry. Due to
the increasingly mainstream role of spin-resolved ARPES
in quantum materials research (Section III.C.4), it is
worth a brief discussion on other factors contributing to
the spin of a photoelectron. Here we mention two im-
portant considerations: matrix elements and the depth-
dependence of photoemission. For more comprehensive
reviews we refer to (Heinzmann and Dil, 2012; Kessler,
1985; Kirschner, 1985; Osterwalder, 2006).
Though the matrix element is often regarded as a
higher-order concern for ARPES, it is indispensable when
determining the spin of a photoelectron (Kessler, 1985).
Light-polarization dependence of the photoelectron spin
is ubiquitous in spin-orbit coupled systems due to the
fact that the initial state is a linear superposition of dif-
ferent spin states: |φ〉 = ∑α cα,↑ |α, ↑〉+cα,↓ |α, ↓〉, where
α refers to the orbital part of the wavefunction. The
light polarization, together with the spatial symmetry of
the orbitals, determines which components of the wave-
function are photoemitted (Section II.D). This can result
in spin-polarized photoelectrons even from unpolarized
states, as is well-known for circularly polarized light in
GaAs (Pierce and Meier, 1976). More recently, light po-
larization has been shown to control the direction of spin-
polarization of photoelectrons from topological insulator
surface states (Section VII.C.1) (Jozwiak et al., 2013;
Sa´nchez-Barriga et al., 2014; Xie et al., 2014; Zhu et al.,
2014). Furthermore, spin-polarized electrons can be pho-
toemitted even from unpolarized initial states with un-
polarized light due to spin-orbit interactions in the final
state (Heinzmann and Dil, 2012; Kirschner, 1985). Such
effects are typically hν-dependent (Irmer et al., 1995);
see also (Jozwiak et al., 2011) and references therein. For
these reasons, one is cautioned not to take spin-polarized
electrons as unambiguous evidence of novel physics, such
as topological surface states.
Another important factor concerns the depth with re-
spect to the surface from which the electrons originate.
First, the finite mean free path implies that the photoe-
mission signal is weighted strongly towards atomic layers
closest to the surface. This has been invoked to explain
measurements of “hidden spin-polarization,” in which
the polarization originates from local inversion symme-
try breaking within a unit cell despite the entirety of the
unit cell being inversion symmetric (Gotlieb et al., 2018;
Riley et al., 2014; Zhang et al., 2014c). At the same time,
the photoelectrons originating from different depths can
quantum-mechanically interfere, leading to spin polariza-
tions which depend sensitively on geometry and hν (Zhu
et al., 2013b).
Though complex, these effects endow spin-resolved
ARPES with unique capabilities in unravelling the spa-
tial and orbital structure of the initial state wavefunc-
tion. However, they do imply that systematic measure-
ments (as a function of k||, light-polarization, and hν)
with well-defined geometries are required to draw physi-
cally meaningful conclusions. Comparison with fully rel-
ativistic one-step photoemission calculations can be par-
ticularly helpful for interpreting the data (Braun, 1996;
Mina´r et al., 2011; Mirhosseini and Henk, 2012; Scholz
et al., 2013).
F. Photoemission from a many-body system
The quantum theory of photoemission has under-
gone more than a century of evolution since Einstein’s
theory of photoelectric effect. However, it was not
until the 1960s when widely recognized general theo-
ries of photoemission for many-body systems began to
emerge (Adawi, 1964; Berglund and Spicer, 1964). In
general, there are two categorical approaches: multiple
scattering (Bardyszewski and Hedin, 1985; Mahan, 1970)
and quadratic-response (Caroli et al., 1973; Schaich and
Ashcroft, 1971) theories. The multiple scattering for-
malism treats photoemission as an inelastic scattering
process of electron wave packets, which eventually leave
the sample into vacuum according to a partial differen-
tial cross-section. In comparison, quadratic-response for-
malism evaluates the time evolution of the photocurrent
operator under the perturbation of an external electro-
magnetic field on the second order ∼ A2. These two
approaches were later shown to be equivalent in the treat-
ment of photoemission from a many-body system (Alm-
bladh, 1985). For simplicity, we utilize the same golden
rule formula for photoemission used in Section II.A,
which can be derived from the quadratic-response for-
malism (Hermeking and Wehrum, 1975).
For an interacting system, the many-body final and ini-
tial states can not be trivially factorized as in Eq. 6 and
7. Nevertheless, for a more tractable formalism, we can
cautiously adopt these forms as approximations under
certain conditions, elaborated below (see also (Damas-
celli et al., 2003)).
First, we can approximate the removal of the electron
as an instantaneous process, known as the sudden ap-
proximation. In this limit the photoelectron has very
high final state energy and no time to interact with the
(N −1)-electron system, thereby justifying the factoriza-
tion in Eq. 6. Note that this does not imply that the
(N − 1)-electron system is unaffected by the photoelec-
tron removal. On the contrary, the sudden creation of a
hole can be associated with bosonic excitations such as
phonons, plasmons, and electron-hole pairs which lead to
satellite peaks on the low-energy side of the main photoe-
mission peak (A˚berg, 1967; Brisk and Baker, 1975; Citrin
et al., 1977). These are known as intrinsic losses, to be
distinguished from extrinsic losses which the photoelec-
tron may suffer during or even after its transit out of
the material (Hedin and Lee, 2002; Joynt, 1999; Rameau
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et al., 2011). 5 The absence of plasmon satellite peaks is
generally taken as evidence for violation of the sudden ap-
proximation because in the opposite adiabatic limit, the
electron is removed slowly enough such that the (N −1)-
system remains in a ground state and no intrinsic losses
can occur (Gadzuk and Sˇunjic´, 1975; Sto¨hr et al., 1983).
A transition between adiabatic and sudden regimes is
expected with increasing hν. It has been argued that
this threshold strongly depends on the nature of the in-
teractions, with the crossover at Ekin ∼ 1 keV for long-
wavelength plasmons but as low as 10 eV for strongly cor-
related localized systems (Lee et al., 1999). In practice,
strongly photon-energy dependent spectra are abundant
in many material systems, so it can be difficult to differ-
entiate effects related to the sudden approximation from
final-state, matrix element effects, or other loss processes.
Empirically it has been found that ARPES spectra in
cuprates measured with hν down to 6 eV exhibit similar
nodal dispersions to those measured at higher hν (Ko-
ralek et al., 2006). As a result of observations like this,
it has become commonplace for most ARPES measure-
ments to be analyzed within the sudden approximation,
though we caution that a rigorous justification at low hν
has not been established to-date.
Turning now to the initial state, we may utilize the fac-
torization in Eq. 7 by treating interactions in a mean-field
approximation (as in Hartree-Fock theory). This approx-
imation does not treat correlation effects self-consistently,
and a more rigorous treatment requires the Green’s func-
tion formalism, to be introduced shortly.
We now arrive at the most significant deviation from
the independent electron-picture: the (N − 1)-electron
system can no longer be regarded as unchanged due to
electron removal:
∣∣ΨN−1i 〉 6= ∣∣∣ΨN−1f 〉. Instead, under the
sudden approximation, the (N − 1)-electron final state
can be left in any number of excited states with eigen-
functions
∣∣ΨN−1m 〉 and energies EN−1m . The total transi-
tion probability is then a sum over excited states:
∑
f,i
|Mkf,i|2
∑
m
|〈ΨN−1m |ΨN−1i 〉|2δ(f + EN−1m − ENi − hν)
(13)
|〈ΨN−1m |ΨN−1i 〉|2 is the probability that the removal of an
electron from state i will leave the (N−1)-electron system
in the excited eigenstatem. For strongly correlated mate-
rials,
∣∣ΨN−1i 〉 will overlap with many eigenstates, leading
to rich spectra including satellites and broadened spectral
peaks. These deviations from the non-interacting picture
5 The electron energy loss function – measured by EELS – has been
used to quantitatively estimate inelastically scattered electron
contributions to the photoemission signal (Norman et al., 1999a;
Nu¨cker et al., 1989).
establish the basis for ARPES to investigate many-body
effects in strongly correlated electron systems.
A powerful approach for understanding the structure
of Eq. 13 is provided by the Green’s function formal-
ism (Mahan, 2000). We shall not treat this formalism
in detail, and simply state the most relevant results for
establishing a connection to the photoemission intensity.
We begin by writing out the form of the single-electron
removal spectral function A−(k, ω):
A−(k, ω) =
∑
m
|〈ΨN−1m ∣∣ ck ∣∣ΨNi 〉|2δ(ω − EN−1m + ENi )
(14)
Physically, A−(k, ω) is the probability of removing an
electron with energy ω and wavevector k from the inter-
acting N -electron system. A−(k, ω) is related to the full
spectral function A(k, ω) by: A−(k, ω) = A(k, ω)f(ω),
where f(ω) is the Fermi-Dirac distribution. Note that
the annihilation operator ck is applied to the initial
state, thus alleviating the earlier restriction to Slater-
determinant initial states. By comparing Eqs. 13 and 14,
we are motivated to write the photoemission intensity as:
I(k, ω) = I0(k, hν,A)f(ω)A(k, ω) (15)
This is the central result of this section: under the
sudden approximation (and in the absence of extrinsic
losses), the photoemission signal is proportional to the
single-particle spectral function. The factor of f(ω) ac-
counts for the fact that photoemission can only occur
from occupied electronic states (an important condition
we did not explicitly enforce in the golden rule formula-
tion), which enters through a thermal ensemble average
when evaluating the right hand side of Eq. 14. In prac-
tice, this limits application of ARPES to states below
the Fermi level. The prefactor I0(k, hν,A) accounts for
intensity modulations related to matrix element effects,
with the (hν,A)-dependence explicitly included to high-
light the dependence on experimental conditions.
Note that the spectral function obeys an important
sum rule (neglecting spin degeneracy):
∫
A(k, ω)dω =
1 (Hu¨fner, 2003), which is enforced by electron number
conservation. This can be related to important physical
properties:
nk =
∫
f(ω)A(k, ω)dω (16)
K =
∑
k
∫
2kf(ω)A(k, ω)dω (17)
U =
∑
k
∫
(ω − k)f(ω)A(k, ω)dω (18)
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where nk is the momentum distribution function (Ran-
deria et al., 1995), and K and U are the thermal ex-
pectation values of the electronic kinetic and potential
energies, respectively (Norman et al., 2000). In princi-
ple these quantities can be computed from the ARPES
data, though matrix elements and lack of knowledge of
the bare-band dispersion k limit the quantitative accu-
racy.
In the Green’s function formalism, the spectral func-
tion is related to the retarded Green’s function G(k, ω)
by: A(k, ω) = −(1/pi)ImG(k, ω) (Mahan, 2000). Inter-
actions are taken into account via the proper self-energy
Σ(k, ω) = Σ′(k, ω) + iΣ′′(k, ω), in terms of which the
spectral function is given by:
A(k, ω) = − 1
pi
Σ′′(k, ω)
[ω − k − Σ′(k, ω)]2 + [Σ′′(k, ω)]2
(19)
It can be seen that Σ′(k, ω) offsets the electron band
energy k while Σ
′′(k, ω) broadens the spectral peak.
Physically, the imaginary part of the self-energy rep-
resents the single-particle scattering rate, which dic-
tates the lifetime and therefore the energy width of
each state 6. Note that for a non-interacting system,
Σ(k, ω) = 0 and A(k, ω) = δ(ω − k), consistent with
Eq. 8. For weakly interacting electrons Σ(k, ω) can be
expanded to first order about k, leading to:
A(k, ω) = Zk
Γk/pi
(ω − k)2 + Γ2k
+Ainc(k, ω) (20)
where Zk = (1− ∂Σ′/∂ω)−1, k = Zk (k + Σ′) and
Γk = Zk|Σ′′|, and the self-energy and derivatives are
evaluated at ω = k. This description is valid near the
Fermi surface with the conditions |Σ′′|  k for small ω
and |k − kF|. Consistent with the predictions of Fermi
liquid theory, the concept of a quasiparticle survives, as
represented by the first term of Eq. 20 though with a re-
duced spectral weight Zk (also called the coherence fac-
tor). Ainc is known as the incoherent part of the spectral
function. It represents the error introduced by the first-
order approximation of Σ(k, ω) and must be included to
satisfy the sum rule.
The above formalism has to be slightly modified when
applied to superconductors, where charge carriers are
annihilated in pairs. In this case, the pairing interac-
tion imprints on both the normal self-energy Σ(k, ω) as
well as the anomalous self energy φ(k, ω) (Gor’kov, 1958;
6 It is important to differentiate the single-particle scattering rate,
which measures single-particle excitation lifetime, from the trans-
port scattering rate defined in the Boltzmann equation (Ashcroft
and Mermin, 1976) and the de-population lifetime in pump-probe
experiments (Kemper et al., 2018; Yang et al., 2015b) .
Nambu, 1960). In this case, ARPES probes the imagi-
nary part of the retarded diagonal component of Nambu
Gor’kov Green’s function, which indirectly reflects the su-
perconducting pairing via the energy gap. In the case of
pairing mediated by exchange of low-energy bosons, the
anomalous self energy is related to the superconducting
gap ∆(k, ω) by: ∆(k, ω) = φ(k, ω)/Zk. The interested
reader is referred to (Marsiglio and Carbotte, 2008) for
a pedagogical discussion on the superconducting spectral
function within Migdal-Eliashberg framework. Spectral
gap fitting in the superconducting state will be discussed
in detail in Sec. III.A.
III. EXPERIMENTAL METHODS
A. Data analysis techniques and conventions
Since the advent of multiplexing detectors, ARPES
data acquisition and analysis have seen an increasing in-
clusion of processing techniques. Figure 6 lays out the
typical workflow of basic data reduction steps from raw
camera image to the electron energy-momentum spectra,
as well as a partial collection of subsequent model-based
analyses. The raw camera images often undergo differ-
ent image processing procedures (either at the detector
level or via post-processing) to remove pixel-to-pixel ef-
ficiency variations (Strocov et al., 2014). Then detector
non-linearity has to be corrected so the recorded inten-
sity is proportional to the true electron counts (He et al.,
2016c; Reber et al., 2014). For detailed analysis such
as Fermi-function division and spectral weight analysis,
discrete structures in the energy spectrum of the light
source also have to be deconvolved iteratively.
The measured Ekin must be converted to the intrin-
sic energy E − EF = −EB , entailing a rigid shift of the
energy axis of the measured spectrum. In principle the
magnitude of this shift is given by φA − hν, where φA is
the analyzer work function (see Fig. 4). However, empir-
ically it is more accurate to determine the EF reference
by fitting a Fermi-Dirac distribution to the spectrum of
a polycrystalline metal which is electrically connected to
the sample (thus ensuring that they share the same EF).
To account for lensing effects which may occur in the ana-
lyzer, this correction must often be performed separately
on each angle channel of the detector. Finally, know-
ing the kinetic energy and emission angles (Ekin, ϑy, ϑy),
energy-momentum conservation laws (Eqs. 1-2) may be
applied to compute the parallel momentum of electrons
k|| (Ishida and Shin, 2018; Iwasawa et al., 2018).
The photoemission intensity is most commonly dis-
played as an energy-momentum cut as shown in Fig. 7(a).
Much spectral information can then be extracted depend-
ing on the data quality and scope of models (Fig. 6).
One-dimensional plots of the intensity versus k|| or ver-
sus energy are known as momentum distribution curves
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FIG. 6 A working flowchart from detector image to energy-momentum spectrum for modern ARPES with multiplexing detec-
tors. Electron events are amplified in a multichannel plate (MCP) detector and imaged on a phosphor screen using a camera.
In many implementations, a wire mesh is used to establish a uniform electric field, but leaves an imprint on the raw data which
must be removed. Various methods exist for removing the grid pattern during acquisition (so-called “dithering” or “swept”
modes) or during post-processing. In this flowchart, the effect of the mesh and detector inhomogeneity are exaggerated for
clarity (see text for more details of the subsequent analysis steps).
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FIG. 7 Dispersion extraction and self energy analysis in
ARPES. (a) A cut showing the photoemission intensity as
a function of energy and momentum. The momentum dis-
tribution curve (MDC) and energy distribution curve (EDC)
at the red and blue dashed lines are shown above and to the
right, respectively. The green line is an MDC fitted disper-
sion. The black dashed line is the non-interacting bare-band
dispersion used in the simulation. (b) By MDC (shown here)
or EDC fitting analysis, it is possible to extract Σ′ and Σ′′
(green lines on the top and bottom panels respectively). From
a modeling of their energy-dependence, they may be further
decomposed into contributions such as those from electron-
electron (e-e) and electron-phonon (e-ph) scattering (dashed
lines).
(MDCs) or energy distribution curves (EDCs), respec-
tively (Mahan, 1970; Schaich and Ashcroft, 1971; Valla
et al., 1999c). The band dispersion can be approximately
obtained by fitting to the peak of the MDCs or EDCs,
though in general these procedures will not yield iden-
tical results due to the energy and momentum depen-
dence of both the electron self energy and dipole transi-
tion matrix element (Norman et al., 2001). For example,
Fig. 7(a) highlights a complex EDC lineshape (blue line)
due to the energy-dependent electron-phonon self energy.
Empirically, MDC fitting is more reliable for steeply dis-
persing bands, and EDC fitting is preferred for flatter
band dispersions. To extract interaction effects, a com-
mon approach is to map the fitting results onto Eq. 19 by
approximating Σ(ω) to be k||-independent (only for the
momentum along the cut) and reasonably guessing the
background lineshape (Valla et al., 1999a). Σ′′(ω) can
be identified with the product of the energy-dependent
peak momentum-width ∆k|| with the bare band velocity
∂k/∂k. Extraction of the self-energy can be nuanced
since the bare-band dispersion k (black dashed line in
Fig. 7(a)) is in general unknown and must be empiri-
cally estimated from the data (Kordyuk et al., 2005).
After Σ′(ω) and Σ′′(ω) are extracted, modeling can be
applied to decompose them into contributions from dif-
ferent interaction mechanisms, such as electron-electron
and electron-phonon scattering (Fig. 7(b)); or to even
achieve the reconstruction of the anomalous self energy
in the superconducting state (Bok et al., 2016, 2010), and
the Eliashberg function in electron-phonon coupled sys-
tems (Iwasawa et al., 2013; Shi et al., 2004; Zhou et al.,
2005a). This modeling can be constrained by invok-
ing the Kramers-Kronig relationship between Σ′(ω) and
Σ′′(ω) (Norman et al., 1999b), although this relation re-
lies heavily on assumptions made for the unoccupied side
of the dispersion.
Often times particle-hole symmetry Σ(ω) = Σ(−ω)
may be conveniently assumed (albeit not necessarily jus-
tified), based on which more constrained 2-dimensional
spectral function fitting can be executed over the en-
tire energy-momentum cut (Li et al., 2018b; Meevasana
et al., 2008). Assuming an energy independent dipole
transition matrix element, its momentum dependence
may also be extracted from the same 2-dimensional fit-
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ting (Meevasana et al., 2008). There exists more complex
quantitative data analysis methods, including the tomo-
graphic density of states (TDoS) method for impurity
scattering removal (Reber et al., 2012), marginal Fermi
liquid and power law liquid self energy fitting (Leong
et al., 2017; Reber et al., 2015), spectral weight moment
analysis for energetic evaluation (Hashimoto et al., 2015;
Kondo et al., 2011, 2009), critical scaling of the spec-
tral function (Wang et al., 2009), and phenomenological
self-energy-based superconducting gap fitting (Franz and
Millis, 1998; Kordyuk et al., 2003; Norman et al., 1998).
We refer the readers to the respective works for more
details.
Given the frequent occurrence in literature, of partic-
ular importance is the spectral energy gap determina-
tion. One commonly used low-energy phenomenological
model to extract the superconducting spectral gap was
proposed by (Norman et al., 1998), in which the energy-
dependence of quasiparticle scattering rate is neglected
in most cases. Practically, for energy gaps comparable
to the energy resolution, or in spectra which intrinsi-
cally lack coherent quasiparticles, model fitting should
be treated with extreme caution, as the noise, resolu-
tion and scattering effects can easily create an illusion
of gap closure (He et al., 2020; Vishik, 2018). For sit-
uations with clear coherent peaks on the gap edge, one
should exercise caution when applying techniques that
implicitly enforce particle-hole symmetry (such as sym-
metrization with respect to the Fermi level). Historically,
the shift of the Fermi edge mid-point has been taken as a
measure of the energy gap to overcome the lack of super-
conducting quasiparticle and resolution. This method is
vulnerable to momentum misalignment with respect to
kF and strongly energy-dependent low-energy spectral
intensity, therefore should be treated as a qualitative in-
dicator of gaps. In some cases, partially momentum inte-
grated spectra are used to extract superconducting gap
via the Dynes fit (Dynes et al., 1978; Reber et al., 2012),
although the requirement for an energy- and momentum-
independent self energy can be challenging to satisfy.
It can be difficult to clearly see the band dispersion
in a raw data set if there is a strong background or
broad peaks. To qualitatively enhance spectral features
for quick visual inspection, a common approach is to
take a second derivative of the data (either along the en-
ergy or momentum axis) to suppress the slowly-varying
background and enhance the peak sharpness. Other
contrast-enhancing algorithms include maximum curva-
ture (Zhang et al., 2011a), minimum gradient (He et al.,
2017), and more recently super-resolution neural network
methods (Peng et al., 2020). In general high signal-to-
noise is required to employ these high-pass filtering algo-
rithms, and they are not guaranteed to faithfully retain
the original quantitative spectral information.
B. Light sources
The light source is a key factor establishing the ca-
pabilities of an ARPES experimental setup. The most
relevant specifications are the hν-range, the bandwidth
h∆ν, the photon flux, the beam spot size, the polariza-
tion control capability, the pulse duration, and the repeti-
tion rate (Attwood and Sakdinawat, 2016). The last two
are particularly important for time-resolved applications
(Section III.E), the usage of time-of-flight detectors (Sec-
tion III.C), and considerations on the space-charging ef-
fect (Section II.C). Figure 8 arranges major light sources
used for ARPES according to their characteristic photon
energies.
hν determines important experimental considerations
such as the photoelectron escape depth (Fig. 5), as well
as the range and resolution of both k⊥ (Section II.B)
and k|| (Section II.C). In practice, higher hν sources
are often chosen for new material characterizations due
to their large energy-momentum coverage. Laser light
sources typically offer lower hν but have relatively high
flux and can provide either narrow or broad bandwidth.
Lower hν also implies better momentum resolution at
a given detector angular resolution (Eq. 12). Narrow-
band lasers are frequently used where high-resolution,
energy stability, and statistics are paramount, whereas
broadband lasers are employed for time-resolved ARPES
(trARPES). Continuously hν tunable sources such as
synchrotrons are highly desired for k⊥ mapping in 3D
materials and the identification of 2D surface states.
Gas discharge lamps provide lab-based options for high
energy resolution measurements, albeit with the draw-
backs of relatively large beam size, tight sample geom-
etry, and difficult polarization control. ARPES at free-
electron lasers is currently a niche technique, but due to
its broadly tunable hν and ultrafast pulses, may play an
important role for trARPES in the future.
We now describe each of these sources in greater detail.
1. Synchrotron radiation
ARPES beamlines exist at synchrotron facilities world-
wide. The photon radiation is produced by passing ac-
celerated electrons in a storage ring through a periodic
magnetic structure known as an undulator. Subsequent
monochromator optics are used to achieve bandwidths
down to the meV scale. The greatest advantage of sy-
chrotron radiation is that hν is continuously and easily
tunable by adjusting the undulator and monochromator,
and facilities are available spanning from vacuum ultra-
voilet (VUV) to hard x-ray wavelengths. The overwhelm-
ing majority of ARPES work is performed in the VUV
range due to its much higher cross-section (Thompson
and Vaughan, 2001; Yeh and Lindau, 1985) and superior
resolution for a given resolving power. One advantage of
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FIG. 8 Light sources for ARPES and their main characteristics and typical photon energy ranges.
the hard x-ray regime (> 2 keV) is that λMFP can ex-
ceed 10 nm, thus achieving relatively high bulk sensitiv-
ity (Gray et al., 2011). Furthermore, it has been shown
that depth-resolution can be achieved with hard x-rays in
multilayer samples by creating a standing wave which is
scanned vertically through the structure (see Sec. III.F)
(Fadley, 2013).
One disadvantage of undulators is that they can gen-
erate unwanted harmonics of the desired hν, though this
effect can be suppressed with quasiperiodic undulators
(Panaccione et al., 2009; Sasaki et al., 1995). The long-
term thermal stability of x-ray optics is an important
source of error on a sub-10 meV scale over the course of a
typical multi-shift experiment. Modern undulators also
offer full linear and circular polarization control (Hand
et al., 2016; Xi et al., 2013). The repetition rate is set by
the bunch spacing in the storage ring, and is typically of
order 100’s of MHz with pulse durations ∼ 10 ∼ 100 ps.
Time-of-flight experiments may also be accommodated
under reduced-bunch modes, in which the repetition rate
and total flux are reduced to a few percent of normal
operations.
While most beamlines operate with a spot size of
10∼100 µm, there is an increasing movement towards
micro- and nano- ARPES measurements to avoid aver-
aging over inhomogeneous samples (Mino et al., 2018).
Instrumentational approaches include use of capillaries,
Schwarzschild optics, or Fresnel zone plates to achieve
spots down to 120 nm (Cattelan and Fox, 2018; Iwasawa
et al., 2019; Kastl et al., 2019; Yao et al., 2018). The
utility of these techniques is demonstrated in Fig. 9(a),
where an exfoliated WSe2 flake consisting of micron-scale
regions of different thicknesses is spatially mapped us-
ing ARPES (Wilson et al., 2017). Concurrently, syn-
chrotron facilities worldwide are heavily investing in im-
proving beam coherence, enabling decades higher bright-
ness approaching diffraction-limited measurement condi-
tions (Eriksson et al., 2014; Maesaka, 2015). Real-space
imaging (PEEM) based approaches have also emerged
recently to facilitate spatially resolved ARPES measure-
ments, which is detailed in Section III.C.
2. Laser sources
UV laser sources offer extraordinary photon flux, en-
ergy stability, and excellent energy-momentum resolu-
tions. In a laser, a gain medium is either electrically
or optically pumped in an optical cavity and emits in the
infrared to visible range. Different schemes can be em-
ployed for frequency conversion to ultraviolet to make the
source suitable for photoemission: for example, multiple
stages of second-harmonic generation (SHG) in nonlinear
optical crystals can achieve hν up to 6 eV (Koralek et al.,
2007) or 7 eV (Kiss et al., 2008; Liu et al., 2008). Higher
hν up to 9.3 eV (Cilento et al., 2016) or 11 eV (Berntsen
et al., 2011; He et al., 2016c) can be achieved by sum-
frequency generation (SFG) in a noble gas. Beyond that,
hν up to ∼ 100 eV can be achieved by high harmonic
generation (HHG) in gas (see Section III.E), which gen-
erates multiple odd harmonics of the driving frequency
and therefore requires monochromatization for achieving
energy resolution.
The bandwidth is initially set by the laser source, and
is related to the pulse duration through the Heisenberg
uncertainty limit (Section III.E). Quasi-continuous wave
lasers are preferred for achieving sub-meV bandwidth for
high energy resolution (Kiss et al., 2008; Liu et al., 2008),
while > 18 meV bandwidth is required for sub-100 fs
pulses for trARPES. Depending on the mechanism, fre-
quency conversion can either reduce or increase the band-
width; a notable example of the latter is HHG which has
been used to generate 11 fs pulses for trARPES (Ro-
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hde et al., 2016). The repetition rate is typically 1 kHz
∼ 100 MHz depending on the nature of the laser source
and subsequent amplification stages. By placing focusing
optics near the sample position, spot sizes < 5 µm have
been achieved (Cucchi et al., 2019; Iwasawa et al., 2017).
For UV wavelengths, full polarization control is possible
using polarizers and waveplates. We refer to (Zhou et al.,
2018b) for a recent review of laser-based ARPES.
3. Free-electron lasers
Free-electron lasers (FELs) share many properties with
both synchrotron sources and optical lasers. In an FEL
the gain comes from the synchrotron radiation of free
electrons in an undulator; unlike a conventional syn-
chrotron source, the radiation feeds back onto the elec-
tron trajectories such that the emitted radiation becomes
coherent, allowing for high-intensity femtosecond-scale
pulses with hν ≈100 eV∼10 keV that goes beyond typ-
ical table-top HHG wavelengths (Bonifacio et al., 1984;
Huang and Kim, 2007). With coverage of the soft- and
hard- x-ray regimes, FELs are in principle extraordinar-
ily flexible sources for trARPES, but the high photon en-
ergy and pulsed timing structure have made space-charge
effects challenging to overcome (Hellmann et al., 2012;
Oloff et al., 2014; Pietzsch et al., 2008). Gains can be
made by using higher efficiency analyzers (Kutnyakhov
et al., 2019), with dramatic improvement promised by
the next generation of FEL sources achieving repetition
rates up to ∼ 1 MHz (Oloff et al., 2016; Rossbach et al.,
2019). The scarcity of available FEL beamtime is another
practical challenge for utilizing these sources.
4. Gas discharge lamps
Gas discharge lamps are commercially available and
routinely employed in laboratories. For high intensity
sources, microwave radiation is used to excite a gas in a
condition known as electron cyclotron resonance (ECR).
Although the emission is intrinsically narrow (≤ 1 meV),
a monochromator is used to choose between different dis-
charge lines, and the emission is then focused onto the
sample. Most commonly the He Iα emission at 21.22 eV
is used, supplemented by He II α (40.81 eV), Ne Iα
(16.85 eV) and Ar I (11.62 eV) emissions. The radiation
is intrinsically continuous-wave and unpolarized, though
partial polarization control may be realized via a spe-
cially designed grating system. Typical spot sizes are
∼1 mm, though sizes down to ∼200 µm are achievable
with short focal-length capillaries and apertures.
C. Photoelectron spectrometers
A photoelectron spectrometer uses electrostatic ele-
ments to manipulate the trajectory and energy of elec-
trons and impinge them onto a detector. Modern spec-
trometers feature lensing elements that can be operated
to record either the angular or spatial distribution of elec-
trons, as shown in Fig. 10(a), where the angular mode is
used for ARPES measurements. The detector records the
energetic and angular distributions of the photoelectrons
which can be traced back to the electron single-particle
spectral function prior to emission. The detector typi-
cally consists of a multichannel plate (MCP), which am-
plifies the signal by converting a single electron into a
cloud of ∼ 106 electrons while maintaining the spatial
distribution of the incident electrons. Most commonly,
the MCP output is impinged onto a phosphor from which
the resulting luminescence can be read into a computer
using a CCD camera (see Fig. 6(a)). This scheme al-
lows multiple events to be recorded in parallel (Gelius
et al., 1990), but has the disadvantage that the coun-
trate response can exhibit nonlinearities (Reber et al.,
2014). Another approach is the use of a delay-line de-
tector, which individually analyzes each event from the
MCP output and thus features a linear response. An-
other advantage is that these detectors can provide tim-
ing information for use in time-of-flight applications. His-
torically this approach was limited by the “dead time”
between recording consecutive events, though modern de-
tectors mitigate this problem with multi-hit capabilities
(Jagutzki et al., 2002).
In the remainder of this section, we survey the most
commonly used photoelectron spectrometers, as well as
auxiliary techniques such as spin polarimetry.
1. Hemispherical analyzers
The hemispherical analyzer has been the workhorse of
the ARPES community for the past two decades (Fellner-
Feldegg et al., 1974; Wannberg, 2009), as it is highly
versatile (compatible with both pulsed and continuous
radiation, at energies from eV to keV) and offers high
angle and energy resolutions with moderate throughput.
A schematic of a generic hemispherical analyzer is shown
in Fig. 10(b). It consists of an input lens column, fol-
lowed by a hemispherical deflector and finally a two-
dimensional electron detector. The lens column images
the angular distribution of the electrons onto a slit at
the entrance of the hemispherical deflector. The deflec-
tor consists of two concentric hemispherical electrodes
with different electrostatic potentials, resulting in a ra-
dial electric field that causes the electrons to undergo
elliptical orbits. Thus, electrons with different kinetic
energies are dispersed along the radial dimension onto
the detector. At the same time, the electron position or-
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FIG. 9 Specialized ARPES techniques. (a) Spatially-resolved ARPES with a 0.6 µm spot size. (i) The optical image and (ii)
schematic cross-section of an exfoliated WSe2 flake with monolayer, bilayer, and bulk regions capped with monolayer graphene.
(iii) EDCs from the three spatial regions and (iv) spatial map of the peak energy, demonstrating the ability of µ-ARPES
to map heterostructured samples. Adapted from (Wilson et al., 2017). (b) Spin-resolved ARPES spectra from the Au(111)
surface state, demonstrating the efficiency of a state-of-the-art 2D imaging-type spin detector. From (Tusche et al., 2015). (c)
Fermi surface maps for strained and unstrained Ca2−xPrxRuO4 demonstrating an insulator-to-metal transition via non-thermal
tuning knobs. From (Ricco` et al., 2018). (d) ARPES cuts at the K-point of graphene using in-situ electrostatic gating to shift
the chemical potential. Adapted from (Nguyen et al., 2019). (e) Measurement of a second topological surface state above EF
in Bi2Se3, demonstrating the ability of trARPES to measure unoccupied states. Adapted from (Sobota et al., 2013b).
thogonal to this axis is determined by its emission angle
within the window accepted by the slit. The detector
therefore records the two-dimensional photocurrent dis-
tribution with respect to (Ekin, ϑy) (Ma˚rtensson et al.,
1994). Energy resolutions of order 1 meV are routinely
obtained, though under pristine conditions sub-100 µeV
resolution has been reported (Okazaki et al., 2012; Shi-
mojima et al., 2015). Typical acceptance angles are ±15◦
with resolutions down to ∼ 0.1◦. For mapping the an-
gular distribution orthogonal to the slit, conventionally
the sample is rotated with respect to an axis parallel to
the slit. However, state-of-the-art spectrometers now in-
corporate deflection electrodes within their lens columns,
making it possible to electrostatically raster the electron
beam within the accepted solid angle and thereby map
a portion of the two-dimensional emission cone without
any mechanical rotation (Ishida and Shin, 2018).
2. Time-of-flight spectrometers
Time-of-flight (TOF) spectrometers are based on the
principle that an electron’s kinetic energy can be deter-
mined by measuring the duration between its time of
photoemission and its time of incidence on the detec-
tor. This means the light source must have short pulses
and the detector itself must have suitable temporal res-
olution. Another crucial consideration is the repetition
rate: if the period between photoemission events is too
short, the slowest photoelectrons in the current cycle will
be overtaken by the fastest photoelectrons from the sub-
sequent cycle, leading to ambiguity in the interpretation
of the signal. Based on these considerations, suitable
pulse durations and repetition rates are . 100 ps and
. 1 MHz (Ovsyannikov et al., 2013), making TOF spec-
troscopy suitable for many laser sources, including those
configured for pump-probe measurements, but unsuitable
for synchrotrons unless the storage ring is operated in a
reduced-bunch mode. TOF spectrometers can achieve
very low background noise levels because they are intrin-
sically gated to the pulsed timing structure of the light
source. Another attractive feature of TOF spectroscopy
is that both axes of the area detector can be used to
image the angular distribution of electrons, as shown in
Fig. 10(c) (Ovsyannikov et al., 2013; Wannberg, 2009).
This allows for higher overall throughput than a hemi-
spherical analyzer, and the collected data constitutes
a three-dimensional cube with respect to (Ekin, ϑx, ϑy)
containing both two angular directions (typically within
±15◦) .
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FIG. 10 Photoelectron spectrometers for ARPES. (a) Sim-
plified depiction of lens modes for a modern analyzer. In
angle-dispersive mode, electrons of the same emission angle
(denoted by color) arrive at the same spatial position on the
detector plane. In imaging mode, the real-space position of
the electrons is mapped onto the detector, independent of
emission angle. See (Wannberg, 2009) for quantitative cal-
culations. (b) The hemispherical analyzer. For ARPES, the
lens column is operated in angle-dispersive mode to map the
angular distribution of electrons onto the entrance slit of a
hemispherical deflector. A two dimensional detector records
the distribution of electrons as a function of emission angle
ϑy and kinetic energy Ekin. (c) The angle-resolved time-
of-flight detector. The lens column images the angular dis-
tribution of electrons onto a two-dimensional detector with
time-resolution, which records the emission angles (ϑx, ϑy)
and photoelectron flight times.
3. Momentum microscopes
In recent years there has been a growth of ARPES
instrumentation based on photoemission electron mi-
croscopy (PEEM) focusing optics, also known as momen-
tum microscopes. A large extraction voltage is applied to
the front lens element, allowing the spectrometer to col-
lect the complete ±90◦ cone of photoemitted electrons.
Energy resolution can be obtained using a retarding field
(as in typical PEEM) (Kotsugi et al., 2003), TOF analy-
sis (Scho¨nhense et al., 2001), or dispersive energy filtering
in a double hemispherical analyzer configuration, which
increases the energy resolution and reduces the spherical
aberrations introduced by a single hemisphere (Kro¨mker
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FIG. 11 Common spin polarimetry techniques. (a) Mott scat-
tering employs the spin-orbit interaction between the incom-
ing electrons and heavy nuclei in the scattering target. In
the geometry shown here, detectors placed at ±x will detect
contrast attributed to the y-component of the electron spin.
A pair of detectors can be placed at ±y to simultaneously
detect the x-component (not shown). (b) VLEED scatter-
ing employs the exchange interaction between the incoming
electrons and a ferromagnetic scattering target. The mea-
surement is sensitive to the spin component parallel to the
magnetization of the target. Contrast is obtained by flipping
the magnetization using Helmholtz coils.
et al., 2008). Notably, the use of PEEM optics allows the
spectrometer to be operated in either spatial-imaging or
momentum-imaging modes (Barrett et al., 2013). One
of the most attractive advantages of momentum micro-
scopes is the high collection efficiency, especially when
operated with a TOF detector, since there are no slits
or apertures to reduce the throughput, so that virtually
all photoemission events are recorded. This efficiency is
particularly beneficial for spin polarimetry (Tusche et al.,
2015). At the time of this writing, one challenge of mo-
mentum microscopy is that it is currently implemented
in a limited number of groups, and requires some spe-
cialized expertise to operate. Moreover, it has yet to be
demonstrated that it can routinely achieve sub-10 meV
resolution.
4. Spin polarimetry
In addition to resolving the energy and momentum
of the photoelectrons, it is often desirable to measure
their spin polarizations (see Section II.E). However, the
widespread application of spin-resolved ARPES has been
hampered by the low efficiency of spin polarimeters. Con-
ventional spin-filtering is performed using a Mott detec-
tor, in which high energy (> 10 keV) electrons are scat-
tered off a heavy-element target such as Au or Th (see
Fig. 11(a)). The spin-orbit interaction results in a spin-
dependent spatial asymmetry of the reflected electrons,
which is measured by a pair of detectors and used to de-
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duce the spin polarization of the incoming electrons (Gay
and Dunning, 1992). Alternatively, detectors based on
very low energy electron diffraction (VLEED) from a fer-
romagnetic material have also been developed. VLEED
detectors exploit the spin-dependent reflection probabil-
ity due to the exchange-split band structure of the ferro-
magnetic scattering target (see Fig. 11(b)). The spin po-
larization is deduced by repeating the measurement with
opposite magnetization directions of the target (Hille-
brecht et al., 2002).
Spin polarimetry yields no direct information on the
electron energy and momentum, so these techniques must
be coupled with one of the spectroscopic techniques de-
scribed above. The most common approach is to install
the polarimeter after the exit plane of a hemispherical an-
alyzer, with an aperture in-between which admits only a
single energy and momentum channel (Dil, 2009). Re-
cently multichannel approaches have been explored to
dramatically boost the collection efficiency. This has
been accomplished by coupling VLEED scattering with
TOF analysis (to collect a 1D spectrum vs Ekin) (Jozwiak
et al., 2010). More recent approaches collect a 2D scat-
tered image (Ekin, ϑy) with spin-resolution achieved via
VLEED (Ji et al., 2016) or spin-polarized LEED scatter-
ing processes, as demonstrated in Fig. 9(b) (Tusche et al.,
2015). Combination of 2D scattering with TOF analy-
sis enables full 3D (Ekin, ϑx, ϑy) spin polarimetry (Elmers
et al., 2016). We refer to recent reports for more in-depth
discussions of these emerging technologies (Okuda, 2017;
Scho¨nhense et al., 2015; Suga and Tusche, 2015).
D. Sample synthesis and measurement environment
The sample is installed into a manipulator which allows
for positioning and orienting the sample with respect to
the photoelectron spectrometer. Besides the necessary
rotational degrees of freedom, two other crucial compo-
nents of the manipulator are the cryostat which cools
the sample by circulating liquid helium, and the thermal
radiation shielding that prevents heating from the envi-
ronment. While conventional systems routinely achieve
∼ 10 K, sample temperatures below 1 K have been
demonstrated using helium-3 (Borisenko et al., 2010).
ARPES measurements must be performed in an ultra-
high vacuum chamber with mu-metal shielding to screen
earth’s magnetic field in order to reach to≤ 100 nT at the
measurement position. Under such a field, a photoelec-
tron with ∼ 2 eV kinectic energy will be deflected ∼0.02◦
from sample to the analyzer (∼1 pixel angular shift on
common multiplexing detectors), exemplifying the rele-
vance of this requirement especially for laser-based pho-
toemission.
Due to the surface-sensitivity at ultraviolet wave-
lengths (Section II.C), ARPES also requires atomically
clean sample surfaces to obtain information relevant to
the bulk. Preparation procedures entail surface treat-
ment such as sputtering and annealing, or when natu-
ral cleavage planes exist, the crystal can be mechanically
fractured in-situ to expose a fresh surface. After prepa-
ration, the surface must be maintained at pressures of
order 1 × 10−11 torr∼ 1 × 10−11 mbar. At these pres-
sures, residual gas molecules will form a monolayer on
the fresh surface over a timescale of approximately 1 day
(Hofmann, 2013). Another approach is to synthesize the
materials in-situ by molecular beam epitaxy. This high
level of control over material synthesis has been instru-
mental for studies of monolayer superconductivity (Sec-
tion V.E.2), 2D materials (Section VI), and topological
films (Section VII.C.3). An additional useful aspect of
MBE is that mismatched lattice constants can introduce
biaxial strain. Systematic studies have shown that this
can induce changes in Fermi surface topology in nicke-
lates (Yoo et al., 2015) and ruthenates (Burganov et al.,
2016), and tune the overlap of electron and hole pockets
in iron-based superconductors (Phan et al., 2017).
Although tuning knobs like magnetic field, pressure,
and gate-voltage are standard in measurements such as
transport, their applicability to ARPES is limited by
the fact that photoelectrons must propagate through an
obstruction-free, field-free vacuum. Nevertheless, in re-
cent years there have been exciting developments in tun-
ing the sample environment for ARPES measurements.
Tensile or compressive strain can also be applied to sin-
gle crystals via uniaxial mechanical deformation. Sin-
gle crystals of iron-based superconductors have been de-
twinned by in-plane clamping, allowing ARPES measure-
ment of a single domain of the otherwise micron-level
twinned nematic state (Kim et al., 2011b; Yi et al., 2011).
More controlled experiments have been performed using
piezoelectric stacks together with a strain gauge, allow-
ing the applied strain to be tuned and quantified in-situ
(Pfau et al., 2019). A separate approach entails bend-
ing the crystal, which induced orbital splitting in SrTiO3
(Chang et al., 2013c), and drove an insulator-to-metal
transition in Ca2−xPrxRuO4, shown in Fig. 9(c) (Ricco`
et al., 2018). Finally, strain can be applied by exploiting
the differential thermal contraction between dissimilar
materials in the sample holder, which was used to drive
a Lifshitz transition in Sr2RuO4 (Sunko et al., 2019).
One other frontier for ARPES is measurement under
electrical perturbation. This can be performed in DC
non-equilibrium conditions, where an electrical current
is passed through the sample during measurement: a no-
table example is the current-induced destruction of co-
herence in a cuprate superconductor, which required not
only screening of stray electrical fields, but also consider-
ation of the associated magnetic fields (Kaminski et al.,
2016). Conversely, measurements can be performed in
equilibrium but electrostatically gated conditions. A
common approach in this direction is to transfer electrons
by in-situ deposition of alkali atoms such as potassium,
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which can be used to tune the near-surface doping (Hos-
sain et al., 2008). Recently, electrostatic gating with a
graphite back gate has been implemented in an ARPES
setup, and was used to directly image the carrier density-
dependent electronic structure in graphene, shown in
Fig. 9(d), as well as bandgap renormalization in tran-
sition metal dichalcogenides (Nguyen et al., 2019). Elec-
trostatic bias can also be applied to increase the effective
acceptance-cone angle of the analyzer. Inspired by the
high-voltage electron extraction scheme used in PEEM,
a biased sample holder with grounded metal mesh cover
has been demonstrated to increase the detection range
up to ±70◦ solid angle (Yamane et al., 2019).
E. Time-resolved ARPES
Time-resolved ARPES (trARPES) has undergone
rapid development to now play a central role in charac-
terizing the non-equilibrium properties of quantum ma-
terials (Bovensiepen and Kirchmann, 2012; Smallwood
et al., 2016; Zhou et al., 2018b). trARPES is performed
in a pump-probe configuration using an ultrafast laser
system (see also Section III.B.2): the pump pulse excites
a sample out of equilibrium, and the probe pulse gener-
ates a photoemission signal from the transient system, as
shown in Fig. 12(a). The ARPES spectrum is recorded
as a function of pump-probe time delay.
Selection of an appropriate pump pulse is critical be-
cause it can generate different excitation conditions; here
we introduce four processes relevant to most experiments
covered in this review. (1) As shown in Fig. 12(b), ab-
sorption of pump photons results in optical dipole tran-
sitions from occupied to unoccupied electronic states,
with subsequent relaxation governed by intrinsic scat-
tering processes (Echenique et al., 2004; Fauster and
Steinmann, 1995; Haight, 1995; Petek and Ogawa, 1997;
Weinelt, 2002). This process forms the basis for two-
photon photoemission spectroscopy, and allows ARPES
to be extended to measure states above EF, as shown
shown in Fig. 9(e) (Sobota et al., 2013b) and their popu-
lation dynamics. (2) When the material is in an ordered
state (Fig. 12(c)), the optical excitation can perturb or
even destroy the order parameter. trARPES has been ex-
tensively employed to study the dynamics of destruction
and reformation of states such as charge-density wave and
superconducting states (Hellmann et al., 2010; Rohwer
et al., 2011; Schmitt et al., 2008; Smallwood et al., 2012).
(3) In other scenarios, the excitation can launch a coher-
ent mode such as a phonon via Raman processes which
then manifest as an oscillatory response of the electronic
structure (Fig. 12(d)) (Garrett et al., 1996; Perfetti et al.,
2006), providing a novel approach for studying electron-
phonon coupling in the time domain (Avigo et al., 2013;
Papalazarou et al., 2012; Yang et al., 2019b). (4) Finally,
the electrons can be “dressed” by the periodic structure
of the pump’s electromagnetic field and form Floquet-
Bloch states Fig. 12(e) (Wang et al., 2013c). Note that
these four excitation mechanisms are not mutually exclu-
sive, and the pump photon energy hνpump is an important
knob for tuning their relative contributions.
Conventionally the fundamental output of a
Ti:Sapphire laser at 1.5 eV is used. This hνpump
primarily interacts with the sample by driving dipole
transitions, and exceeds the energy scale of most low-
energy collective excitations such as phonons by orders
of magnitude (Basov et al., 2011). To match hνpump to
a particular energy scale, nonlinear optical schemes such
as optical parametric amplification and difference fre-
quency generation exist for frequency down-conversion,
though their widespread application to trARPES is still
relatively unexplored due to nontrivial demands on laser
technology (Gierz et al., 2015; Mahmood et al., 2016;
Reimann et al., 2018; Wang et al., 2013c). In general,
higher-order nonlinear processes require higher input
pulse energies (& 100 µJ), which until recently were only
available from laser systems operating at 1 ∼ 10 kHz
repetition rates. Unfortunately, sources operating in this
relatively-low frequency regime are undesirable when
considering space-charge effects (see Sec. II.C). In recent
years, Yb-based lasers have become competitive and
may be poised to supplant Ti:Sapphire as a preferred
light source for trARPES systems due to their ability to
generate > 100 µJ pulses at repetition rates approaching
1 MHz (Boschini et al., 2014; Liu et al., 2019c; Lorek
et al., 2014; Reutzel et al., 2019).
The most common approach for probing is to gener-
ate the fourth harmonic of the fundamental wavelength
of a Ti:Sapphire laser system, resulting in photons with
energy hνprobe ∼ 6 eV. Several groups have implemented
HHG in noble gases to generate hνprobe up to 50 eV
(Haight and Peale, 1994; Zhou et al., 2018b). This ap-
proach is usually implemented at lower repetition rates
(∼1 kHz) due to limitations in laser technology as men-
tioned above, though more recent efforts taking advan-
age of developments in laser technology have pushed the
rates significantly higher (Buss et al., 2019; Nicholson
et al., 2018; Puppin et al., 2019; Sie et al., 2019), even
beyond 10 MHz (Chiang et al., 2015; Corder et al., 2018;
Mills et al., 2017). This is highly desirable for mitigating
space-charge, though high repetition rates are deleterious
if they provide insufficient time for the sample to fully re-
lax to equilibrium between consecutive pulses, leading to
an elevated steady-state sample temperature. The time-
averaged laser power and sample thermal conductivity
are important factors for quantifying these heating ef-
fects (Bechtel, 1975). Finally, we note that soft and hard
x-ray FELs will bring trARPES to previously unexplored
regimes (Section III.B.3).
Another consideration is the trade-off between spec-
tral and temporal resolution due to their Fourier reci-
procity. The spectral resolution is limited by the band-
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FIG. 12 (a) Schematic of a trARPES experiment: a pump pulse optically excites the sample, and a time-delayed probe pulse
generates photoelectrons which are collected by a photoelectron analyzer. (b) -(d) Cartoons of the main classes of excitation
phenomena, including (b) direct optical transitions and subsequent population relaxation dynamics; (c) destruction of an
ordered phase followed by its recovery; (d) excitation of a coherent phonon mode associated with oscillatory binding energies;
and (e) dressing of the electrons by a periodic field, forming Floquet-Bloch states.
width of the probe pulse, while the time resolution is de-
termined by the temporal cross-correlation of the pump
and probe pulses. For a single pulse, the energy band-
width and pulse duration ∆E and ∆t (both expressed as
a full-width-at-half-maximum) are related by ∆E∆t ≥
4~ ln 2 ≈ 1825 meV·fs, where the equality only holds for
a transform-limited Gaussian pulse. Group velocity dis-
persion management is required to achieve a transform-
limited pulse (Trebino, 2000). Although schemes have
been proposed for bypassing this limit (Randi et al.,
2017), it remains an effective constraint which must be
considered when designing an experiment.
F. Other variants of ARPES
The majority of contemporary ARPES studies on
quantum materials utilize the working principles and as-
sumptions described up to this point. Meanwhile, there
have also been parallel technical developments based on
variants or extensions of these principles, which often re-
veal additional material properties otherwise inaccessible
to conventional ARPES.
Probing surface structures and reconstructions.
Photoelectrons can be scattered and interfere with each
other as they escape from the material surface, giving rise
to the photoelectron diffraction effect (Bachrach, 2012;
Liebsch, 1974). This process goes beyond the three-step
model and requires a full multiple scattering treatment.
It can be exploited to extract highly surface-sensitive in-
formation such as the geometry of surface reconstruction
and adsorbate-substrate arrangement (Kevan et al., 1978;
Woodruff et al., 1978), via direct x-ray photoelectron
diffraction (Osterwalder et al., 2000) or angle-resolved
photoemission extended fine structure (ARPEFS) (Bar-
ton et al., 1983). In the latter case, the incident pho-
ton energy is continuously varied to sweep the outgoing
photoelectron wavelength, during which the photocur-
rent intensity oscillates at a specific emission angle as
the diffraction condition is periodically satisfied. Surface
structure can then be reconstructed through the analysis
of the periodicity and the emission angle (Barton et al.,
1985).
Probing below the surface with depth control.
X-ray standing wave photoemission is an extension of
hard x-ray photoemission, which has been used to gain
more bulk sensitivity (Dallera et al., 2004; Gray et al.,
2011; Sing et al., 2009). Of particular importance is the
ability of x-rays to form standing waves inside a crys-
talline lattice (for hard x-ray) (Batterman, 1964), or ar-
tificially grown layered structures (for soft x-ray) (Kim
and Kortright, 2001; Yang et al., 2000). Notably here, the
dipole approximation breaks down, and strong modula-
tion of the x-ray photon field over an inter-atomic length
scale becomes the strength of this technique (Gray, 2014).
Photoemission under such conditions not only can pro-
vide layer/depth selectivity, but also can be element sen-
sitive when the corresponding resonant x-ray energy is
chosen (Gray et al., 2013). Currently this technique
mainly focuses on the investigations of core-level elec-
tronic structures and magnetism in thin-film hetero-
structures (Section VI.D).
Probing unoccupied single-particle states. In-
verse photoemission spectroscopy (IPES), also histori-
cally known as bremsstrahlung isochromat spectroscopy
(BIS), is another technique (other than trARPES) which
permits access to the electronic structure of unoc-
cupied electronic states (Dose, 1977, 1985; Himpsel,
1990; Nijboer, 1946; Sawatzky and Allen, 1984). In-
stead of probing the electron-removal spectral function
A−(k, ω), it measures the electron-addition spectral func-
tion A+(k, ω), wherein a sample is irradiated with elec-
trons, and the resulting photon emission is recorded. It
is also possible to directly inject spin-polarized electrons
to probe magnetic and spin-orbit related processes (Un-
guris et al., 1982). The main bottleneck to its widespread
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application is the low cross section 7, and consequently
a compromise in achievable energy resolution (often
≥ 200 meV) (Johnson and Davenport, 1985). Another
drawback in IPES is sample radiation damage due to
the large dose of incident electrons (∼ 1015electron/sec),
which may be partly mitigated with near-UV energy elec-
tron sources (Pillo et al., 1997; Yoshida, 2012). Some of
its modern applications in 2D materials are discussed in
Section VI.
Probing two-particle correlations. Double-
photoemission (DPE) is a process where one photon
ejects two electrons simultaneously (also denoted as
(γ,2e)). This process is forbidden in an ideal free elec-
tron gas, and only becomes possible in the presence of
electron-electron interactions (Berakdar, 1998; Fominykh
et al., 2002). Such a trait makes valence electron DPE
a direct probe of electronic correlations in solid state
systems (Gazier and Prescott, 1970; Gollisch et al.,
2006; Schumann et al., 2009). Notably, the exchange-
correlation hole – a space of low electron density sur-
rounding a given electron due to Coulomb repulsion – can
be directly measured once two ejected electrons can be
traced to one single event (Schumann et al., 2006, 2007).
Spin polarimetry can also be applied to further analyze
the spin correlation between two photoelectrons (Moro-
zov et al., 2002; Samarin et al., 2004). Recently, a differ-
ent type of two-photon-in-two-electron-out coincidence
ARPES has been proposed to directly probe the two-
particle correlation functions in solids (Su and Zhang,
2020). One exciting future avenue to apply these two-
particle probes is the direct detection of superconduct-
ing correlations in electron Cooper pairs (Kouzakov and
Berakdar, 2003). However, the main limitations for cur-
rent DPE based approaches are the inherently low cross
section (≤ 10−3 of that in single photoemission), and the
requirement of low photon flux to reject single-photon
photoemission background. As a result, the energy res-
olution is usually set at ∼ eV scale to ensure reason-
able electron kinetic energy coverage and signal-to-noise
ratio. Recent developments in new detector technology
and HHG laser light sources (Chiang et al., 2020; Voss
et al., 2019; Wallauer et al., 2012) continue to advance
the state-of-the-art of DPE spectroscopy.
7 The cross section ratio between regular photoemission and in-
verse photoemission is
σ(IPES)
σ(PES)
∼ λ
2
e
λ2
ph
, where λ refers to the
electron and photon wavelengths. At an electron energy of 10 eV
(1000 eV), this ratio is ∼ 10−5 (10−3). The primary reason is
due to low photon density of states which limits photon creation
phase space in IPES (Smith, 1988).
IV. COPPER-BASED SUPERCONDUCTORS
A. Overview
Despite recent developments of pressurized hydrogen-
rich superconductors (Drozdov et al., 2015, 2019; So-
mayazulu et al., 2019), the high transition tempera-
ture copper-based superconductors (high-Tc cuprates)
still hold the Tc record at 135 K under ambient pres-
sure (Bednorz and Mu¨ller, 1986; Schilling et al., 1993; Wu
et al., 1987). The intense interest in the cuprates not only
lies in their superconducting Tc, but also because they
provide the simplest effective lattice model to investigate
strongly correlated many-body phenomena beyond the
canonical Landau quasiparticle description (Damascelli
et al., 2003; Imada et al., 1998; Keimer et al., 2015).
The concept of long-lived quasiparticles in Fermi liq-
uid theory lays the foundation for many condensed mat-
ter theories, including the BCS theory for superconduc-
tivity (Bardeen et al., 1957; Landau, 1957). However,
its required premise of weakly interacting fermions is of-
ten violated in real materials, where electronic correla-
tion cannot be treated perturbatively (Anderson, 1987;
Emery and Kivelson, 1995b; Fujimori et al., 1992; Laugh-
lin, 1997; Lee et al., 2006b; Okazaki et al., 2004b; Shen
et al., 2004). This challenge has stimulated developments
in numerical solutions of microscopic models (Foulkes
et al., 2001; Georges et al., 1996; Huang et al., 2017; Jiang
and Devereaux, 2019; White et al., 1989; Zheng et al.,
2017), cold atom simulations (Brown et al., 2019) and
application of holographic principles to strongly corre-
lated systems (Hartnoll et al., 2018; Zaanen et al., 2015).
As a strongly correlated single-band material that can be
tuned from an insulator to a metal via electron or hole
doping, cuprates serve as the most prominent example to
refine the description of correlated electronic systems.
The crystal structure of a typical cuprate high-Tc su-
perconductor can be viewed as an alternating stacking of
metal-oxygen charge reservoir layers and superconduct-
ing CuOn−2 layers (Fig. 13 insets), where the latter dom-
inate the low-energy electronic states. In hole-doped sys-
tems, each copper atom is usually caged in an oxygen
octahedron or pyramid with at least one apical oxygen,
forming the “T-phase” (Eisaki et al., 2004; Longo and
Raccah, 1973). In contrast, the copper atom in electron-
doped cuprates generally does not have an apical oxygen,
and the charge reservoir layer is heavily buckled, form-
ing the “T’-phase” (Armitage et al., 2010; Takagi et al.,
1989).
The correlation physics of cuprates is best exemplified
by the strong dependence of its physical properties on
charge doping, as shown in the phase diagram (Fig. 13).
Strong Coulomb repulsion on each Cu site makes un-
doped cuprates correlated insulators with long range an-
tiferromagnetic (AFM) order, despite an odd number of
valence electrons for each copper. Both electron and
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FIG. 13 Schematic temperature-doping phase diagram of electron and hole-doped cuprate superconductors. Top left inset:
lattice arrangement for one unit-cell of electron-doped cuprate (La/Nd,Ce)2CuO4 (T
max
c ∼ 30 K). Top right inset: lattice
arrangement for one half unit-cell of Bi2Sr2CaCu2O8 (T
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c ∼ 96 K). Middle inset: top view of the CuOn−2 plane in real space.
Red circle - copper, grey circle - oxygen, blue circle - electron, white circle - doped hole. Purple star - the critical doping that
separates two different metallic regimes.
hole doping promote inter-site hopping, thus alleviat-
ing the charge localization and giving rise to a plethora
of intertwined phases and crossover phenomena in the
temperature-doping phase diagram (Fig. 13) (Armitage
et al., 2010; Fradkin et al., 2015; Kastner et al., 1998).
With as little as 2% hole doping or up to 15% electron
doping, the long range AFM order is destroyed, but sub-
stantial short range AFM fluctuations extend to a much
broader phase region (Drachuck et al., 2014; Imai et al.,
1993; Keimer et al., 1992). Hole doping induces a series of
low temperature phases: a spin glass region characterized
by slow spin dynamics (Filipkowski et al., 1990; Julien,
2003), a dome-shaped superconducting region mostly de-
scribed by d-wave gap symmetry (Hardy et al., 1993;
Shen et al., 1993; Tsuei et al., 1994; Wollman et al., 1993),
a valence electron charge density wave (CDW, also sim-
ply called “charge order”) and spin stripes (Abbamonte
et al., 2005; Ghiringhelli et al., 2012; da Silva Neto et al.,
2016; Tranquada et al., 1995), non-Fermi liquid charge
transport (often referred to as a “strange metal”) (Ando
et al., 2004; Batlogg et al., 1994; Greene et al., 2020; Har-
ris et al., 1995; Hussey et al., 2011; Martin et al., 1990)
and eventually a more coherent metallic region (Ando
et al., 2000; Proust et al., 2002; Vignolle et al., 2008).
In addition to the ground state properties, correlation
effects also manifest at high temperatures. Below a cer-
tain critical doping pc, linear resistivity extends beyond
the Mott-Ioffe-Regel limit at high temperatures (Cooper
et al., 2009; Gurvitch and Fiory, 1987; Hwang et al.,
1994; Legros et al., 2019; Martin et al., 1990), and the
energy width of the single-particle spectrum is substan-
tially larger than the electron binding energy and thermal
energy at all temperatures above Tc (Kondo et al., 2013c;
Shen and Sawatzky, 1999; Tanaka et al., 2006). Another
hallmark of the normal state is a depletion of the sin-
gle particle spectral weight near the chemical potential,
crossing over at a temperature scale of T ∗ (broad dash
in Fig. 13). This is known as the “pseudogap” because
it is not universally associated with a symmetry broken
phase, and the Fermi surface is not fully gapped. In par-
ticular, one should exercise caution when interpreting a
wide range of T ∗’s measured by different techniques (see
Section IV.B.2). We note that a quantum critical fan-
type phase diagram has been often used largely based
on transport evidence. More recent transport and single-
particle measurements suggest a much less temperature
dependent boundary, which is represented here and will
be discussed in more detail in Sec. IV.B.3. On the elec-
tron doped side, the phase diagram is generally similar
except for a stronger AFM order and a much less temper-
ature dependent charge ordered region (Armitage et al.,
2010; Damascelli et al., 2003).
The rest of this section will first cover modern ARPES
investigations in order of decreasing electronic energy
scales: the normal state, the superconducting state, and
the “zero” temperature Fermi surface (“Fermiology”).
Then, contributions from non-electronic degrees of free-
dom is discussed in light of electron-boson coupling. The
electron- and hole-doped systems will be discussed based
on both their unifying phenomenology, and the differen-
tiating electron-hole asymmetry.
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B. Normal state
1. Doping evolution of the electronic structure
Due to crystal field splitting, the copper dx2−y2 or-
bital is the highest partly filled orbital, followed by the
d3r2−z2 orbital (also denoted as dz2 , Fig. 14(c)) (Dam-
ascelli et al., 2003; Mattheiss, 1987; Pickett, 1989; Yu
et al., 1987). In one of the more 3-dimensional cuprates
La2−xSrxCuO4 (LSCO), polarization-dependent ARPES
shows clear dominance of the in-plane dx2−y2 orbital
component near EF (Fig. 14(a)(c)), while the d3r2−z2
orbital component mostly resides at higher binding en-
ergy or near the antinodal momentum (near the (pi, 0)-
point in the Brillouin zone, also known as the antinode)
(Fig. 14(b)(c)) (Matt et al., 2018). Note that a disper-
sion of 2 eV is observed on the occupied side. Mod-
erate to negligible kz dispersion in different cuprates is
found near the antinode, usually much smaller than the
in-plane band width (Fig. 14(d)(e)) (Horio et al., 2018;
Matt et al., 2018; Takeuchi et al., 2005). Despite its suc-
cess in describing conventional superconductors, a single-
band description of superconductivity is challenged by
the vastly different Tc’s among different cuprate fami-
lies, which all share nominally the same CuOn−2 plane.
Another potential caveat to the single-band theory lies
in the recently discovered heavily hole-doped cuprate su-
perconductors with Tc’s exceeding 80 K (Gauzzi et al.,
2016; Li et al., 2018c), where the d3r2−z2 orbital con-
tent contributes more appreciably at EF (Maier et al.,
2018). Varying degrees of low-energy d3r2−z2 orbital con-
tent have also been proposed to account for the family-
dependence of Tc (Sakakibara et al., 2012). We focus on
the electronic structure associated with the dx2−y2 orbital
for the remainder of this section.
A free-electron description is inapplicable due to the
substantial Coulomb interaction U experienced by the
spatially constricted orbitals (Anderson, 1959; Comanac
et al., 2008; Gutzwiller, 1963; Hubbard, 1963; Kanamori,
1963; Mott, 1968; Weber et al., 2010). Such strong elec-
tronic correlation inhibits double charge occupancy and
promotes charge localization. In this scenario, the par-
ent compound contains one electron (or equivalently, one
hole) per unit cell (“half-filled”). The copper dx2−y2 or-
bital heavily hybridizes with the ligand oxygen px, py
orbitals (see the CuO2 sublattice in Fig. 13 upper in-
set), and hole carriers doped through oxygenation are
postulated to form a singlet on the center copper, known
as the Zhang-Rice singlet (Zhang and Rice, 1988). The
system gains kinetic energy t when the hole hops be-
tween sites, and pays an energy cost U when double oc-
cupancy occurs on the same site. Long range AFM order
forms on the copper sites (Imada et al., 1998; Lee et al.,
2006b) since the electrons gain kinetic energy by vir-
tual inter-site hopping, which is maximized when nearest-
neighbor spins are antiparallel to each other. This effec-
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FIG. 14 Orbital contents of low energy bands in overdoped
La2−xSrxCuO4. (a) dx2−y2 component selected with in-plane
polarized light (b) d3r2−z2 component selected with out-of-
plane polarized light. (c) DFT calculation of d-orbital con-
tents in the low energy bands. Adapted from (Matt et al.,
2018). (d) kz dispersion along nodal in-plane momenta. (e) kz
dispersion along antinodal in-plane momenta. (f) Schematic
plot of the 3-dimensional Brillouin zone of LSCO. Adapted
from (Horio et al., 2018).
tive low energy single-band approximation has enabled
wide applications of the 2-dimensional single-band Hub-
bard model to describe the behaviors of doped charge
carriers in cuprates (Anderson, 1987). To effectively de-
scribe the hopping of the singlet, the Hubbard model in
the large U limit may be expanded in powers of t, lead-
ing to the widely used t-J model (J = 4t2/U) and its
extensions (Lee et al., 2006b; Spa lek, 2007; Zhang and
Rice, 1988). In addition, multi-band models have tested
the validity and limitations of this single-band treatment,
and found that the charge transfer energy between oxy-
gen and copper dominates the largest low-energy spec-
tral gap (Emery, 1987; Varma et al., 1987; Zaanen et al.,
1985). In this single-band Hubbard model description,
the role of the Mott gap is played by the charge transfer
gap.
One hallmark of the electronic structures of cuprates is
their lack of rigidity against carrier doping. The frame-
work of cuprates’ normal state electronic structure can
be viewed as an evolution from a charge transfer insu-
lator to a metal when doped. Besides the large charge
transfer gap ∆CT at 1∼2 eV scale (sometimes colloqui-
ally referred to as the Mott gap for the reason mentioned
above), the spectral function measured by ARPES at
half-filling can be characterized by (Fig. 15(a)) (Wells
et al., 1995): (1) a dispersive feature with a bandwidth
set by ∼ 2.2J ∼ 300meV; (2) a large energy separation
between (pi/2,pi/2) and (pi,0) spectra of about ∼ 2.2J ;
(3) the feature at (pi/2,pi/2) being very broad in en-
ergy, despite being the maximum of the valence band
and thus having no electronic decay channels. While
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FIG. 15 Schematic evolution of the electronic structure in
hole-doped cuprate. (a)-(c) Idealized normal state spectral
function evolution with hole-doping along high symmetry di-
rections. Solid black line - t-J model band calculation at
half filling. Solid blue line - tight binding band calculation at
heavy hole doping. (d) Fermi surface in underdoped (red) and
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evolution with hole doping. Circles - high energy spectral
feature associated with Mott physics. Triangles - low energy
spectral features that are, or will evolve into, quasiparticles.
Black - half filling. Red - underdoped. Blue - overdoped.
(1) aligns well with the predictions of the t-J model,
(2) can only be described by involving higher order hop-
ping terms or polaron formation, indicating the impor-
tance of spin and lattice degrees of freedom (Dagotto
et al., 1990; Nazarenko et al., 1995). Observation (3) is
also difficult to explain under model calculations purely
based on electronic correlations (Kohno, 2012; Wang
et al., 2015). Upon doping, sharp quasiparticle disper-
sion emerges along Γ-X (Fig. 15(b), see also Section
IV.B.3, IV.B.4); the spectral energy difference between
(pi/2,pi/2) and (pi,0) rapidly decreases as the (pi,0) spec-
trum moves towards the Fermi level (Fig. 15(b), see also
Section IV.B.2); and the (pi/2,pi/2) spectrum eventually
evolves into a well-defined dispersion of 8t ∼4 eV energy
scale (Fig. 15(c)) (Ino et al., 2002; Matt et al., 2018). Of
particular importance, the broad spectra at (pi,0) remain
∼ J away from the Fermi level in underdoped systems,
which is much deeper than a simple tight-binding dis-
persion. This signifies the underlying Mott physics on
top of which intertwined phases compete and cooperate.
This large energy scale – especially at low doping (circles
in Fig. 15(b)(e)) – is what one would call the “high en-
ergy pseudogap” (King et al., 1995; Marshall et al., 1996;
Shen et al., 1995). This gap obliterates the Fermi sur-
face near the zone boundary, giving rise to the “Fermi
arc” – an incomplete segment of Fermi surface anchored
around (pi/2,pi/2) (Fig. 15(d), red lines). Further inves-
tigations in more doped systems reveal a lower energy
gap in the normal state near the antinode (solid trian-
gles in (Fig. 15(b)(e)), see also Section IV.B.2) (Ding
et al., 1996; Loeser et al., 1996; Marshall et al., 1996).
This low-energy gap, sometimes also referred to as the
pseudogap, is likely related to various intertwined orders
and their associated fluctuations. These two aspects of
“the” pseudogap become less distinguishable with dop-
ing, and manifest differently in different experiments at
different temperatures (Timusk and Statt, 1999). This
distinction is often not recognized in the literature, and
can be a source of confusion.
2. The pseudogap
The existence of a spectral gap above superconduct-
ing Tc – the “pseudogap” – breaks the conventional wis-
dom of a coherent metallic normal state that is required
to precede a mean-field BCS superconducting transition.
Early experimental indications of the pseudogap are cov-
ered in a number of previous reports and reviews (Al-
loul et al., 1989; Campuzano et al., 1999; Ding et al.,
1996; Fedorov et al., 1999; Hashimoto et al., 2014; Keimer
et al., 2015; Loeser et al., 1996; Lu et al., 2012; Marshall
et al., 1996; Renner et al., 1998; Tanaka et al., 2006;
Timusk and Statt, 1999). Here, we specifically discuss
this phenomenon in hole-doped cuprates. For electron-
doped cuprates, the spectral analogue of the pseudogap
is discussed in the context of the antiferromagnetic gap
in Sec. IV.B.4 due to much more robust long range AFM
order.
Pre-formed Cooper pairing is one prominent candi-
date to explain the pseudogap: strong superconduct-
ing fluctuations above Tc destroy phase coherence but
not the pairing (Emery and Kivelson, 1995a). However,
progress over the last decade suggests that the pseudogap
physics far exceeds this simple picture. First, the fluc-
tuating superconductivity temperature has been shown
to be substantially lower than the high energy pseudo-
gap temperature scale T ∗ in many cuprate systems (see
also Section IV.C.2) (Bilbro et al., 2011; Kondo et al.,
2015a; Tallon et al., 2011). With high resolution and
high statistics photoemission, the pseudogap is identi-
fied to contain a both energetically and temperature-wise
separated component from superconducting fluctuations
(Fig. 16) (Chen et al., 2019b; Hashimoto et al., 2010,
2015; He et al., 2009; Kondo et al., 2009, 2015a; Lee et al.,
2007; Tanaka et al., 2006).
Further evidence indicating the pseudogap being more
than simply fluctuating superconductivity comes from its
temperature, momentum and doping dependence. Be-
low Tc, the pseudogap manifests as a super-linear de-
viation from the expected momentum-dependence of a
pure d-wave superconducting gap form near the antin-
ode (Fig. 20(a)) (Anzai et al., 2013; Lee et al., 2007;
Vishik et al., 2012). Above the fluctuating supercon-
ducting temperature but below T ∗, a gapless “Fermi arc”
forms in the nodal region (along the (0, 0)-(pi, pi) direc-
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FIG. 16 Spectral characters of the pseudogap (red squares)
and its relation to superconducting quasiparticle peaks (blue
dots). Temperature dependent, Fermi-function divided antin-
odal spectra for (a) near optimally doped (b) heavily over-
doped Bi2Sr2CaCu2O8. TAN is the gap closing temperature
at the antinode. Adapted from (Hashimoto et al., 2015). Top
panels show the spectral weight evolution within [0,70] meV
binding energy with temperature, normalized by total spec-
tral weight over [0,250] meV binding energy. (c) Momentum
and doping dependent spectral weight competition between
superconducting coherent peak (red) and pseudogap (blue)
in Bi2Sr2CuO6. Graduated shades correspond to the marked
direction of doping. Adapted from (Kondo et al., 2009).
(d) Particle-hole asymmetry for the pseudogap in optimally
doped Bi2Sr2CuO6. Adapted from (Hashimoto et al., 2010).
tion) that grows with temperature, while the antinodal
pseudogapped region gradually shrinks to zero as T ∗ is
approached (Kaminski et al., 2015; Kanigel et al., 2006;
Norman et al., 1998; Vishik et al., 2012). The differ-
ent gap momentum dependence at different temperatures
suggest that the pseudogap is more than a simple ex-
tension of the superconducting gap. Additionally, low-
energy spectral weight analysis near the antinode shows
a pronounced minimum at Tc at under- and optimal dop-
ing but not in heavily overdoped side (Fig. 16(a)(b)), in-
dicating competing relation between the pseudogap and
superconductivity (Hashimoto et al., 2015). Such a dis-
tinction is also confirmed by the distinct doping depen-
dence of the low-energy spectral weight near the node and
at the antinode (Fig. 16(c)) (Kondo et al., 2009; Tanaka
et al., 2006).
Moreover, the pseudogap is shown to break particle-
hole symmetry as evidenced by the misalignment be-
tween the Fermi momentum kF in the normal state and
the band bending momentum kG in the gapped state
(Fig. 16(d)) (Hashimoto et al., 2010; He et al., 2011a).
Particle-hole symmetry is inherently required for zero-
sum-momentum Cooper pairing on the Fermi surface.
To account for both the broad linewidth (much larger
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FIG. 17 Emergence of quasiparticles in different parts of mo-
mentum space with hole doping. (a)(b) Nodal quasiparticles
(the straight segment of the dispersions in (a) and purple
shade in (b)) are created in Ca2CuO2Cl2 immediately upon
Na-doping on Ca sites. Adapted from (Shen et al., 2004)
(c) Doping dependent antinodal spectra in the normal state
across the critical doping in Bi2Sr2CaCu2O8 (Bi-2212). Black
dashed line is the schematic evolution of the chemical poten-
tial in overdoped Bi-2212. Adapted from (He et al., 2018a;
Van Veenendaal et al., 1994).
than the corresponding thermal energy) and particle-hole
asymmetry of the pseudogap, proposals based on short
range AFM correlation (Rice et al., 2011) or density wave
order (Chen et al., 2004; Edkins et al., 2019; Hamid-
ian et al., 2016; Hashimoto et al., 2015; Lee, 2014; Ver-
shinin et al., 2004) have seen limited success largely based
on quasiparticle interference and Fermi surface measure-
ments (see Section IV.D).
More refined spectral analysis show competition be-
tween the pseudogap and superconductivity in both
temperature and momentum space (Fig. 16(c)), in-
dicating again the potentially different nature of the
high energy pseudogap from fluctuating superconductiv-
ity (Hashimoto et al., 2015; Kondo et al., 2011, 2009). It
should be cautioned that in this strongly correlated re-
gion, most of the aforementioned energy gaps lack coher-
ent quasiparticle peaks on the gap edges, hence should
not be grossly taken as an order parameter of a new
phase. For example, non-Fermi liquid self energies such
as those in the quantum critical regime have been shown
to produce similarly incoherent, gapped single-particle
excitation spectra around the chemical potential with-
out breaking any additional symmetry (Wu et al., 2019).
These considerations lead to the postulation of pseudo-
gap being a crossover phenomenon.
3. Emergence of quasiparticles
A long standing puzzle on the electronic structure evo-
lution is the apparent lack of chemical potential shift as
a function of doping (Allen et al., 1990). This is exempli-
fied by the seemingly doping-independent broad spectra
around 0.4-0.5 eV binding energy, which was once consid-
ered the as lowest energy “quasiparticle” (Fig. 17(a)(b)).
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Systematic study of the Na-doped Ca2CuO2Cl2 system
reveals that such a broad Gaussian spectrum is likely
an envelope of polaronic shake-off satellites rather than
the quasiparticle itself (Shen et al., 2004). This has
been proposed to come from correlation-enhanced lat-
tice phonon polaron near half-filling (Mishchenko and
Nagaosa, 2004; Ro¨sch and Gunnarsson, 2004). In either
case, the spectra along the nodal direction consist of two
components as shown in Fig. 17(a)(b) - a weak quasi-
particle component and a stronger polaron cascade. The
incoherent feature completely dominates the spectra at
low doping and shows little doping dependence, yielding
an apparent lack of chemical potential shift. The emer-
gence of a quasiparticle component with very low spec-
tral weight changes the picture and provides evidence for
a systematic shift of chemical potential with doping as
one would expect, shown in Fig. 17(a). This behavior
is also seen in other experiments (Fournier et al., 2010;
Hashimoto et al., 2008). This mechanism naturally ex-
plains the valence band top broadening at (pi/2,pi/2) in
the half-filled insulating phase (Section IV.B.1). It also
provides an alternative lattice-supplemented explanation
to reconcile the inconsistency between t-J model calcu-
lation and the exceptionally high binding energy spec-
trum at (pi,0) in half-filled cuprates. This constitutes
the phononic contribution to the high energy pseudo-
gap phenomenon. Upon hole-doping, the coherent spec-
tral weight of the nodal quasiparticle quickly grows while
the weight of the polaronic shake-off band continuously
shrinks (Fig. 17(b)). This joint manifestation of electron-
electron and electron-phonon interactions is generic in
cuprates, especially near half-filling. It should be noted
that spin polarons are also proposed to contribute to the
emergence of nodal quasiparticles near half filling (Mar-
tinez and Horsch, 1991; Wang et al., 2015).
In contrast to the node, the antinodal spectral coher-
ence exhibits a much slower recovery with hole-doping
as indicated in Bi2Sr2CaCu2O8. The normal state antin-
odal spectrum remains highly incoherent even at optimal
hole doping (Fig. 17(c)), and only abruptly gains coher-
ence past a putative critical doping pc ∼ 0.19 (Chatterjee
et al., 2011; Chen et al., 2019b; He et al., 2018a). The
strong coupling to the B1g phonon near the antinode is
suggested to play a role in this phenomenon (Cuk et al.,
2004; Devereaux et al., 2004; Hashimoto et al., 2015).
For more discussions of the phonon contribution to the
antinodal spectra, see Section IV.E.2.
4. AFM gap and other correlation gaps
Compared to hole doping, AFM order is more ro-
bust against electron doping (Armitage et al., 2010; Mo-
toyama et al., 2007). In electron-doped Nd2−xCexCuO4
(NCCO), the highly momentum dependent AFM gap
due to (pi, pi) band folding can be identified at the “hot
X
Y S
φ
40
30
20
10
0
|∆
|(m
eV
)
9075604530150
(deg)
Sample A
Sample B
Sample C
Sample D
Gap function of d+is -wave
MBFB
MB FB
(π,π)
Γ
100
80
60
40
0.180.160.140.120.10
Doping Level (x)
YBCO
Low
High
φ
(a) (b)
FIG. 18 Electronic correlation related energy gaps. (a) Mo-
mentum dependence of the gap near the node in under-
doped YBCO. Adapted from (Okawa et al., 2009) (b) Energy-
momentum spectra (inset) and doping dependence for the
AFM gap at the AFM zone boundary in electron-doped
cuprate Nd2−xCexCuO4. Adapted from (He et al., 2019).
spot” - where the original Fermi surface crosses the AFM
zone boundary (cut shown in Fig. 18(b) inset) (Armitage
et al., 2002; He et al., 2019). Surprisingly, this mag-
netic gap exists even outside the long range AFM or-
dered phase region, and coexists with superconductivity
at least up to 16% electron doping (He et al., 2019; Ho-
rio et al., 2016; Song et al., 2017, 2012). Comparing the
doping and momentum dependence of the measured mag-
netic gap with Hubbard model calculations, the Coulomb
interaction strength U is estimated to be as strong as 6t
even at a doping where superconducting Tc is maximal
(optimal doping) (He et al., 2019). Topological order has
also been proposed as a possibility to explain Fermi sur-
face folding without long range order (Sachdev, 2018).
A different form of correlation-induced gap manifests
strongly on the hole-doped side. At low hole-doping, the
nodal spectrum is gapped by up to ∼30 meV from the
chemical potential regardless of the presence of supercon-
ductivity (Okawa et al., 2009; Peng et al., 2013; Razzoli
et al., 2013; Vishik et al., 2012). This gap is also highly
anisotropic, with the gap minimum along the nodal di-
rection (Fig. 18(a)). While proposals for the origin of
this gap involve disorder and complex order parameters,
the lack of well-defined quasiparticles in this deeply un-
derdoped regime also challenges explanations in terms of
a simple quasiparticle gap (Atkinson et al., 2012; Chen
et al., 2009b; Lu et al., 2014). With further hole dop-
ing, this gap at the node gradually disappears before the
optimal doping is reached, with the specific values being
family dependent.
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FIG. 19 High resolution spectra near the node. (a)
Fermi-function divided near nodal cuts in optimally doped
Bi2Sr2CaCu2O8 taken at the bulk Tc. Note the clearly visible
upper Bogoliubov quasiparticle dispersion above EF. (b)(c)
Symmetrized energy distribution curves from node to off-node
direction at 10 K and the bulk Tc = 92 K. Note the persis-
tent d-wave gap at Tc due to superconducting fluctuations.
Adapted from (Kondo et al., 2015a). (d) High resolution
measurement examining the d-wave form of the energy gaps
on both the bonding and antibonding bands in overdoped Bi-
2212, measured with VUV laser-ARPES. AB - antibonding
band. BB - bonding band. SS - superstructure. Grey line -
d-wave fit. Adapted from (Ai et al., 2019).
C. Superconducting properties
1. Momentum dependence
A single-particle energy gap is an important marker
for various symmetry-broken phases. In a superconduc-
tor, the gap represents the energy required to break
a Cooper pair. The gap is maximal at the normal
state Fermi momentum kF, where the quasiparticle be-
comes an equal admixture of particles and holes, and the
nearby spectra satisfy E(khole) = −E(kelectron), termed
“particle-hole symmetry.” These composite excitations,
known as Bogoliubov quasiparticles, have been experi-
mentally demonstrated in a momentum-resolved way in
Bi2Sr2CaCu2O8 (Balatsky et al., 2009; Matsui et al.,
2003; Takahashi et al., 2005). Cuprates have a d-wave su-
perconducting order parameter which additionally breaks
rotational symmetry (Ding et al., 1995; Hashimoto et al.,
2014; Shen et al., 1993; Tsuei and Kirtley, 2000), giv-
ing rise to fully gapped states along the Cu-O bonding
(antinodal) direction and gapless states along the diago-
nal Cu-Cu (nodal) direction (Fig. 13, inset).
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FIG. 20 Momentum and doping dependent superconducting
gaps in Bi2Sr2CaCu2O8. Near-node gap ∆(k) measurements
in (a) underdoped and (b) overdoped samples. Assuming neg-
ligible pseudogap contribution near the node, the nodal gap
velocity v∆ may be equated with the superconducting gap at
the antinode. Adapted from (Vishik et al., 2012). (c) Dop-
ing dependent d-wave superconducting gap determined by fit-
ting v∆. Superconducting Tc dome (grey crescent) is plotted
against hole doping according to the empirical parabolic re-
lation with maximum Tc between 91 K and 98 K (Presland
et al., 1991), and is converted to energy by the weak coupling
d-wave gap-to-Tc ratio. Data points compiled from (Anzai
et al., 2013; He et al., 2020, 2018a; Kondo et al., 2015a; Vishik
et al., 2012). The variance in the underdoped region (grey
shade) is a combined result of deviation from simple d-wave
gap form and different fitting momentum ranges for v∆.
Recent generation laser-based ARPES and VUV
synchrotron-based ARPES (Berntsen et al., 2011; Har-
ter et al., 2012; He et al., 2016c; Kiss et al., 2005; Liu
et al., 2008) have mapped the k-dependent superconduct-
ing gap ∆(k) in the vicinity of the node (Fig. 19, 20) (Ai
et al., 2019; Kondo et al., 2015a; Sakamoto et al., 2017,
2016; Vishik et al., 2012, 2010). The measured ∆(k)
can be fitted to the d-wave momentum form ∆(k) =
0.5 × v∆|cos kx − cos ky|, where v∆ is the gap velocity
(dashed line in Fig. 20(a)(b)). Assuming zero pseudogap
contribution near the node, v∆ may be identified with
the magnitude of the superconducting gap at the antin-
ode. This is considered a plausible way to isolate the
superconducting gap component even in the presence of
a pseudogap around the antinode. Based on this method,
v∆ is found to remain at ∼40 meV over a wide range of
doping (0.07 < p < 0.19) over which Tc changes by a
factor of two (Sakamoto et al., 2017; Vishik et al., 2012;
Zhong et al., 2018). However, it has also been suggested
that even the near-nodal region may contain pseudogap
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contributions especially when underdoped (Anzai et al.,
2013). The experimental variance in the underdoped
regime (grey shade in Fig. 19(c)) reflects the challenge to
extract v∆ in the absence of a full understanding of the
pseudogap’s potential impact towards the node. While
the difference in the raw data itself is subtle, the extrapo-
lation amplifies variations that depend sensitively on the
fitting range and deviations from a simple d-wave form.
Regardless of these nuances, the superconducting gap-to-
Tc ratio (2∆/kBTc) near optimal doping is found to be
∼10, much larger than the weak coupling BCS predic-
tion (Fig. 20(c)). With progressive hole doping past a
critical doping pc, this ratio precipitously drops from a
large value of ∼10 towards the d-wave BCS limit, indi-
cating a weaker coupled, more BCS-like superconducting
region at sufficiently high hole concentration (He et al.,
2018a; Vishik et al., 2012; Yoshida et al., 2011; Zhong
et al., 2018). A similar doping trend is also observed in
single-layer cuprate Bi-2201, although the gap-to-Tc ra-
tio is consistently larger than that in Bi-2212 (see also
Fig. 25(b)) (Sakamoto et al., 2017, 2016).
This BCS-like behavior comes together with increased
metallicity. ARPES data at heavy hole-doping show
quadratic binding energy dependence of the nodal quasi-
particle lifetime, which is broadly taken as a trait of
Fermi liquid behavior (Chang et al., 2013b; Kaminski
et al., 2003; Koitzsch et al., 2004a; Yusof et al., 2002).
This interpretation is to be cautioned, given that the ab-
solute value of the fitted self energy is still comparable
to or larger than the quasiparticle binding energy.
The superconducting gap symmetry in electron-doped
cuprates is more challenging to measure, mainly due to
the much lower energy scales. Although d-wave-like near-
node behavior has been reported (Armitage et al., 2001;
Horio et al., 2019), the gap maxima is seen near the
antiferromagnetic zone boundary instead of the antin-
ode (Matsui et al., 2005), as is the case in hole-doped
systems.
2. Superconducting fluctuations
Fluctuating superconductivity above Tc – in which the
pairing amplitude is non-zero but global phase coher-
ence is absent – has been central to the discussion of the
superconductor-insulator transition, the pairing energy
scale, and the dimensionality in cuprates. High resolution
photoemission measurements on Bi-2212 have revealed
substantial fluctuating superconductivity over a temper-
ature range ∆T ∼ (0.3-0.5)Tc above the superconducting
Tc both near the node and at the antinode (Chen et al.,
2019b; Hashimoto et al., 2015; Kondo et al., 2015a). This
is in part consistent with transport and tunneling re-
sults in the La-214 system (Bozˇovic´ et al., 2016; Zhou
et al., 2019a). In near-optimally doped Bi2Sr2CaCu2O8
(Fig. 16(a)), a signature of fluctuating superconductiv-
ity (blue dots) manifests as a distinct shoulder feature
inside the pseudogap (red squares) at or above Tc (pink
line). A similar feature for fluctuating superconductivity
also shows up as a low-energy gap right above Tc in the
overdoped metallic region (Fig. 16(b), blue dots) (Chen
et al., 2019b; Hashimoto et al., 2015; He et al., 2018b).
Evidence for superconducting fluctuations are also pro-
vided by trARPES measurements of the gap dynam-
ics (Boschini et al., 2018; Parham et al., 2017; Small-
wood et al., 2012). The relative fluctuation tempera-
ture window ∆T/Tc is barely doping dependent (Bil-
bro et al., 2011; Chen et al., 2019b; Tallon et al., 2011),
which agrees with the ubiquitous short antinodal super-
conducting correlation length of only a few lattice con-
stants (Li et al., 2018a). Such a short correlation length
may also relate to the reduced phase coherence and su-
perfluid density even in overdoped systems that exhibit
metallicity. High statistics ARPES shows an exception-
ally shallow and flat antinodal band in heavily overdoped
cuprates (Chuang et al., 2004; He et al., 2020; Kaminski
et al., 2006). This departure from a parabolic low-energy
band structure, in combination of strong impurity scat-
tering potential, has been associated with a reduced su-
perfluid density (He et al., 2020; Pitaevskii and Stringari,
2016).
A major contention regarding the pairing mechanism
concerns the pairing energy scale: whether it is due to
low-energy pairing bosons on the equivalent energy scale
of Tc (Scalapino, 1995), or due to high-energy pre-pairing
on the scale of U (Anderson, 1987). In the heavily over-
doped cuprates, the superconducting gap opens from a
coherent, gapless normal state, at a temperature only
modestly higher than the transport Tc. This observa-
tion suggests weak-coupling pairing mechanism in certain
heavily hole-doped cuprates.
D. Fermi surface
In a normal metal described by Fermi liquid theory,
the Fermi surface is a ground state property that directly
influences low-energy transport properties. The area en-
closed by the closed Fermi surface measures the total
carrier density, and is stable against most perturbative
electronic interactions other than an attractive poten-
tial (Luttinger, 1960). However, without the notion of
quasiparticles, as is the case in many underdoped to op-
timally doped cuprates, one questions whether the Fermi
surface remains a well-defined entity. Intriguingly, quan-
tum oscillation measurements in underdoped cuprates
provide direct transport evidence for the existence of
long-lived quasiparticles at least under a high magnetic
field at low temperatures (Sebastian et al., 2011). Deter-
mining the existence and the shape of the Fermi surface
in cuprates has been central to addressing various correla-
tion effects and a putative quantum critical point (purple
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FIG. 21 Cuprate Fermi surface evolution with carrier dop-
ing. (a)(b) Schematics and experimental data on the electron
doped Fermi surface in (Nd,Ce)2CuO4 with coherent nodal
hole pocket (solid black) and less coherent antinodal elec-
tron pocket (grey shadow). Dashed lines are Fermi surface
sheets before AFM folding. Thin solid diamond is the AFM
zone boundary. Adapted from (Song et al., 2012). (c)(d)
Expected tight-binding Fermi surface and the actual Fermi
surface close to half-filling in Bi2Sr2CuO6. Adapted from
(Hashimoto et al., 2008). (e)(f) Fermi “arc” in underdoped
Bi2Sr2CaCu2O8 with a coherent node and incoherent antin-
ode. Adapted from (Reber et al., 2012). (g)(h) Above a
certain critical doping pc the entire Fermi surface recovers co-
herence and connects to a single large hole pocket (He et al.,
2018b). The dashed and solid lines represent the antibonding
and bonding bands in Bi2Sr2CaCu2O8 respectively. (i)(j) Fur-
ther hole doping passing the van Hove point at M, undergoing
a hole-like to electron-like Fermi surface Lifshitz transition at
pL. Adapted from (Drozdov et al., 2018). All the right panels
are zoomed in to the lower-right quadrant of the full BZ on
the left.
star in Fig. 13) (Badoux et al., 2016; Markiewicz, 1997).
1. Small and large Fermi surface
A schematic Fermi surface evolution with both electron
and hole doping is shown in Fig. 21 for a typical cuprate.8
We begin by considering the situation at half-filling: a
tight-binding model gives a large Fermi surface centered
around X whose area AFS reflects the carrier density and
is therefore exactly half of the full Brillouin zone (AFS =
1/2) (dashed line in Fig. 21(c)). In reality, as discussed
in Sec. IV.B.1, strong correlations modify this picture
by opening a Mott gap and leading to the complete or
partial removal of the Fermi surface (Fig. 21(d)).
Carrier doping leads to a reemergence of coherent spec-
tral weight, particularly near the node. In electron-doped
cuprates one must also consider the robust AFM order,
which causes the Fermi surface to be folded by the AFM
ordering wave vector (pi,pi) and gapped at the AFM zone
boundary (thin-line diamond). These two effects give
a small coherent nodal hole pocket and a less coherent
antinodal electron pocket coexisting around optimal dop-
ing (Fig. 21(a)(b)) (Armitage et al., 2010, 2002; He et al.,
2019; Song et al., 2017, 2012). Note that the short quasi-
particle lifetime near the antinode can make this pocket
undetectable by quantum oscillations (Breznay et al.,
2016; He et al., 2019; Kartsovnik et al., 2011).
Similarly, on the hole-doped side, coherent quasiparti-
cles appear near the nodal region only inside the AFM
zone while the antinodal region remains highly incoher-
ent. However, unlike the electron-doped case, no AFM
folding is observed, leading to a construct known as the
“Fermi arc” (Fig. 21(d)(f)) (Damascelli et al., 2003;
Hossain et al., 2008; Kanigel et al., 2006; Kondo et al.,
2015a). The area of the putative nodal hole pocket – em-
pirically calculated by assuming that the arc indeed folds
across the AFM zone boundary– is given by the hole dop-
ing p (AFS ∼ p). Further hole doping extends the coher-
ent quasiparticle towards the Brillouin zone boundary,
which eventually connects to form a full hole pocket cen-
tered around X (Drozdov et al., 2018; He et al., 2018a;
Horio et al., 2018; Zhong et al., 2018), and qualitative
agreement with the tight-binding model is restored. Note
that the total carrier density now includes the electrons
which were previously immobilized by correlations, giv-
ing AFS = 1+p. The doping-dependent crossover in AFS
is known as the “p vs 1+p” problem (Badoux et al., 2016;
Fujita et al., 2014; He et al., 2014b; Uchida et al., 1991).
The critical doping pc that marks the p to 1 + p transi-
tion – if it exists – demarcates an incoherent many-body
region from a weakly-coupled quasiparticle region.
Indirect measures of the Fermi surface show mixed re-
sults concerning such a critical doping. Scanning tun-
8 Note that in multilayer systems, there can exist multiple pockets
due to interlayer interactions.
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neling spectroscopy (STS), quantum oscillation, thermo-
dynamic and transport results hint at a universal small-
to-large Fermi surface transition around pc = 12% for
Bi-2201, pc = 19% for Bi-2212, YBCO, LSCO and Tl-
2201 (Badoux et al., 2016; Fujita et al., 2014; He et al.,
2014b). However, this contradicts existing Hall coef-
ficient measurements at both high and low tempera-
tures (Balakirev et al., 2003; Hwang et al., 1994), possi-
bly due to material dependent Fermi surface anisotropy,
dimensionality and topology. Whether the Fermi arc is
indeed one side of a small nodal pocket is also contested
for hole-doped cuprates. Early photoemission experi-
ments reported evidence for small nodal pockets in hole-
underdoped cuprates (Meng et al., 2009; Razzoli et al.,
2010; Yang et al., 2011), which were later suggested to
come from structural distortions and surface reconstruc-
tions (He et al., 2011b; King et al., 2011a; Koitzsch et al.,
2004b; Mans et al., 2006; Nakayama et al., 2006). More
recently, high-resolution ARPES measurements in near
optimally doped Bi-2212 showed that the Fermi arc tip
does not end on the AFM zone boundary at Tc even with
the matrix element effect taken into account (Hashimoto
et al., 2011; Kanigel et al., 2006; Kondo et al., 2015a;
Vishik et al., 2012). With increasing hole-doping, an
abrupt restoration of quasiparticle coherence directly at
the antinode at high temperature has recently been re-
ported at pc = 19% in Bi-2212 (Chen et al., 2019b), which
suggests that this crossover does not manifest solely at
zero temperature.
The study of the Fermi surface area is also worth not-
ing. Relying on the Luttinger theorem, the carrier doping
in a 2D material may be estimated from the Fermi surface
area via ARPES. Strictly speaking, this procedure is only
applicable when a well-defined full Fermi surface exists,
and becomes problematic when part of the Fermi surface
is incoherent or gapped such as in the pseudogap state.
In such situations, pragmatically, an “underlying Fermi
surface” is sometimes used to represent the hypotheti-
cal, otherwise ungapped full Fermi surface (Gros et al.,
2006). Comparing to the nominal doping derived from
normal state Hall measurements (Ando et al., 2000; Bal-
akirev et al., 2003; Presland et al., 1991), the Fermi sur-
face area measured by ARPES is consistently larger over
the entire superconducting doping range (Kondo et al.,
2004; Sakamoto et al., 2016). This is further corrobo-
rated by recent ARPES results on in-situ ozone treated
Bi-2212 (Drozdov et al., 2018; Zhong et al., 2018). In-
ferring from the ARPES results in cuprates, the highly
anisotropic low-energy electronic structure and strong
electron correlation effects affect the simple reciprocal
relation between the Hall coefficient and the carrier den-
sity.
2. van Hove singularity
While more three-dimensional cuprates like LSCO
and YBCO do not have singularities in their elec-
tronic density of states, more 2-dimensional cuprates
like Bi-2201 and Bi-2212 possess a band structure sad-
dle point at (pi,0), contributing to a theoretically diverg-
ing density of states known as the van Hove singularity
(vHs) (Markiewicz, 1997). Experimentally, this diver-
gence is always broadened either due to correlation effects
or kz dispersion (Gomes et al., 2007). Sufficient hole dop-
ing can lower the Fermi level through the vHs, turning
the Fermi surface from a single hole type centered around
X/Y to an electron type centered around Γ (Fig. 21(i)).
This Lifshitz transition at p = pL has been proposed as
another candidate for the pseudogap critical doping pc
in Bi-2212, but photoemission measurements indicate a
much larger pL than pc in Bi-2212 (Drozdov et al., 2018;
He et al., 2018a)9. Moreover, the logarithmic divergence
of density of states at the vHs is considered insufficient
to account for the Sommerfeld coefficient divergence at
pc (Horio et al., 2018; Michon et al., 2019). Photoemis-
sion has also shown highly system dependent doping for
the Lifshitz transitions: ∼ 22% in LSCO (Hashimoto
et al., 2008; Razzoli et al., 2010; Yoshida et al., 2007),
> 26% in Tl-2201 (Plate´ et al., 2005), ∼ 35 − 40% in
Bi-2201 (Kondo et al., 2004) and > 30% in surface self-
doped YBCO (Zabolotnyy et al., 2007). Interestingly in
Bi-2201 and Bi-2212, this doping also coincides with the
doping beyond which superconductivity vanishes (Ding
et al., 2019; Drozdov et al., 2018; Kondo et al., 2004).
E. Coupling between electrons and collective excitations
In conventional BCS superconductors, bosonic mode
coupling provides the quintessential attractive interac-
tion that pairs electrons together (Bardeen et al., 1957).
The analogous “pairing glue” in high-Tc cuprates is still
unknown, motivating efforts to spectroscopically charac-
terize electron-boson interactions. Lattice phonon and
spin excitations are two leading candidates to account
for strong signatures of highly anisotropic mode-coupling
observed in ARPES (Anzai et al., 2010; Cuk et al., 2004;
Dahm et al., 2009; He et al., 2013a; Lanzara et al., 2001;
Lee et al., 2006a; Plumb et al., 2013; Zhou et al., 2003).
9 Even though the value of pL varies in ARPES literature in Bi-
2212, potentially limited by resolution, it is consistently higher
than pc (Chuang et al., 2004; Kaminski et al., 2006). Note
that the doping here is calculated as an average of both the
bonding and antibonding bands’ Fermi surface volumes, whereas
the doping on the antibonding band itself well exceeds 30%.
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FIG. 22 Signatures of bosonic mode coupling on the nodal
spectra in cuprates. (a) Mode coupling effects on both the
bonding (BB) and antibonding bands (AB) in overdoped
Bi2Sr2CaCu2O8 at the node and near-node. (b) Extracted
antibonding band dispersions from nodal to near-antinodal
region. Adapted from (Anzai et al., 2017). (c)(d) Doping de-
pendence of the nodal dispersion in Bi2Sr2CuO6, with the
low-energy dispersion anomalies enlarged in (c). Adapted
from (Kondo et al., 2013a).
1. Coupling to the node
With the improved energy resolution of laser-based
ARPES, a cascade of dispersion anomalies (“kinks”) have
been revealed around the nodal momentum. At 70-
80 meV binding energy (feature α in Fig. 22(a)) a major
dispersion kink is observed, which is usually interpreted
as coupling to the oxygen in-plane breathing modes. It
only weakens slightly at high temperatures, and its en-
ergy shows little momentum or family dependence (An-
zai et al., 2017, 2010; Borisenko et al., 2006; He et al.,
2013a; Ideta et al., 2013; Lee et al., 2008; Meevasana
et al., 2006; Vishik et al., 2014; Zhang et al., 2008b;
Zhou et al., 2003). Laser-ARPES has reported evidence
of an isotope effect for this mode up to 3.4 meV (Iwa-
sawa et al., 2008), following substantial improvement in
resolution and statistics from earlier synchrotron experi-
ments (Douglas et al., 2007; Gweon et al., 2004; Iwasawa
et al., 2007). This mode is also widely seen in electron-
doped cuprates, which lacks an apical oxygen on top of
copper (Armitage et al., 2003; Park et al., 2008). This
further bolsters the in-plane nature of this phonon mode.
This mode coupling has also been studied in trARPES by
its imprint in the population relaxation dynamics (Graf
et al., 2011; Rameau et al., 2016; Yang et al., 2015b)
and pump-modulated self-energy (Rameau et al., 2014;
Zhang et al., 2014b).
The breathing mode’s dominance near the node and
weakened coupling off-node (Fig. 22(b)) contrast the cou-
pling behavior of the oxygen buckling B1g mode. The B1g
mode was directly identified by Raman spectroscopy and
inelastic neutron scattering to show softening across the
superconducting Tc (Reznik et al., 1995; Thomsen et al.,
1988). This mode predominantly couples to off-nodal
electrons in a way that is highly momentum, tempera-
ture and family dependent (Anzai et al., 2017; Cuk et al.,
2004; Plumb et al., 2013; Zabolotnyy et al., 2007). For ex-
ample, it cannot effectively couple in single-layer cuprates
due to symmetry constraints. In bilayer Bi-2212, where it
does couple, the kink shows a strong energy shift with the
superconducting gap as the temperature goes from below
to above Tc (Johnston et al., 2010; Lee et al., 2008). This
“gap-shifting” behavior reflects the modified phase space
for electron-phonon scattering due to the opening of the
superconducting gap. Due to the similar energy scales
of these optical phonons and the superconducting gap,
mode identification from kinks usually requires detailed
analysis in the superconducting state (Lee et al., 2008;
Sandvik et al., 2004).
An even lower energy mode around 10 meV (feature γ)
is observed in Bi-2212 and Bi-2201. Its coupling strength
weakens rapidly with hole-doping (Fig. 22(c)(d)), and
its momentum-dependent kink energy tracks the d-wave
momentum dependence of the superconducting gap be-
low Tc (Anzai et al., 2010; Kondo et al., 2013a; Vishik
et al., 2010; Ying-Ying et al., 2013). Such a momentum-
dependent form of gap-shifting is interpreted as coupling
to forward scattering channels (q ≈ 0) either from low-
energy phonons or out-of-plane impurities (Hong et al.,
2014; Johnston et al., 2012), which may play a role in
enhancing the d-wave superconductivity.
All phonon energies in cuprates have an upper bound
at ∼100 meV due to oxygen being the lightest com-
posing element. Yet several nodal dispersion anoma-
lies exist at higher binding energies. At 100-150 meV,
broad self energy humps are seen in near nodal spec-
tra in Bi-2212 (Borisenko et al., 2006; He et al., 2013a;
Zhang et al., 2008b), some interpreted as a final state
effect specifically with low energy laser-based photoe-
mission (Miller et al., 2015). At 300-400 meV, a uni-
versal nodal spectral “waterfall” – near-vertical, inco-
herent spectral intensity – breaks the nodal dispersion,
where both dipole-transition matrix element effects and
intrinsic strong electronic correlation effects (for exam-
ple, spinon-holon separation) are proposed to contribute
(Fig. 15(c)) (Graf et al., 2007; Meevasana et al., 2008;
Moritz et al., 2010; Rienks et al., 2014; Zhang et al.,
2008a). Because of the steep quasiparticle dispersion,
the nodal and near-nodal spectra can not only be used to
extract the normal state electron self-energy (Kaminski
and Fretwell, 2005; Meevasana et al., 2008; Zhou et al.,
2007b, 2005a), but also further invert the anomalous self
energy in the superconducting state to directly reveal in-
teractions in the pairing channel (Bok et al., 2016) (see
also Section III.A).
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FIG. 23 Rapid change of the antinodal mode coupling across
the critical doping. Parallel momentum integrated antinodal
spectra for (a) optimally doped and (b) heavily overdoped
Bi2Sr2CaCu2O8 at different temperatures. The integration
window is indicated by the red bar in the inset schematic
Fermi surface. (c) Doping dependence of the spectral weight
of the antinodal “dip” feature, reflecting the mode-coupling
strength. The insets show false color plots of the antinodal
spectra in the superconducting state for (a)optimally doped
and (b) heavily overdoped Bi2Sr2CaCu2O8. Adapted from
(He et al., 2018a).
2. Coupling to the antinode
Unlike the dispersion anomalies near the node, mode
coupling takes the form of spectral weight redistri-
bution near the antinode partly due to the lack of
sharp quasiparticle dispersions to directly intercept with.
In optimally doped Bi-2212, the antinodal dispersion
gradually develops a spectral weight depression around
70 meV below the superconducting pairing temperature
(Fig. 23(a)(c)), reminiscent of the density of states in su-
perconducting Pb as a result of strong electron-phonon
coupling (Cuk et al., 2004; Dessau et al., 1991; Devereaux
et al., 2004; Rowell and Kopf, 1965). This has been in-
terpreted as either coupling to the oxygen B1g phonon
(∼36 meV in Bi-2212) or the spin-resonance mode en-
demic to d-wave superconductors (∼40 meV in Bi-2212),
with additional spectral weight contributions from the
bilayer splitting in Bi-2212 (Borisenko et al., 2003; Cam-
puzano et al., 1999; Dahm et al., 2009; Devereaux et al.,
2004; Gromko et al., 2003; He et al., 2018a). The strong
temperature dependence across Tc of the spectral depres-
sion has been used as evidence for coupling to the spin-
resonance mode (Abanov and Chubukov, 1999; Dahm
et al., 2009). However, in this scenario, the mode energy
must scale with the superconducting gap size. In con-
trast, a constant energy offset is observed between the
superconducting gap and the spectral depression over a
wide doping range, suggesting that this mode is instead
associated with the oxygen buckling B1g phonon (He
et al., 2018a). The substantial spectral weight redistribu-
tion from binding energy around ∆sc + Ωph to the quasi-
particle peak exemplifies the intricate relation between
the mode coupling and the superconducting quasiparticle
spectral weight, which is further linked to the superfluid
density and phase coherence by an empirical proportion-
ality (Cho et al., 2019; Feng et al., 2000). In contrast,
in heavily hole-doped systems, the spectral weight de-
pression at the gap-shifted mode energy is substantially
weaker, and most of the superconducting quasiparticle
weight comes from within ∆sc of the chemical potential
(Fig. 23(b)(d)).
3. Phonons and superconductivity
The role of electron-phonon coupling in high-Tc su-
perconductivity remains complex yet intriguing. Isotope
substitution yields substantial change on the superfluid
density but negligible effect on Tc (Pringle et al., 2000;
Tallon et al., 2005). Phonons are also known to in-
timately participate in the charge order phenomenon,
which directly competes with superconductivity (Black-
burn et al., 2013; Chaix et al., 2017; He et al., 2018b;
Le Tacon et al., 2014). These all highlight the challenge
for traditional metrics to understand the physics in this
complex superconductor, a fact that is not surprising in
view of the pseudogap and competing orders, all of which
make it difficult to disentangle microscopic contributions
using macroscopic quantities. The sign-changing d-wave
pairing symmetry naturally favors the electronic mech-
anism with repulsive interaction, rather than the sign
conserving breathing phonon that connects the antinodal
electrons (Sandvik et al., 2004; Scalapino, 1995). How-
ever, small-q coupling phonons like the B1g mode and
the ∼10 meV low-energy mode are predicted to enhance
d-wave pairing (Devereaux et al., 2004; Johnston et al.,
2010, 2012; Li et al., 2016). Indeed, a four-fold change of
the superconducting gap size is found to be accompanied
by a simultaneous rapid change of both electron-phonon
and electron-electron interactions (He et al., 2018a). This
is evidenced by the strengthening of mode coupling at the
antinode over the same narrow doping window in which
the pseudogap vanishes and the superconducting gap-to-
Tc ratio normalizes to the BCS limit (He et al., 2018a;
Vishik et al., 2012; Zhong et al., 2018). This indicates
that these interactions turn a weaker d-wave supercon-
ductor to a stronger but more complex superconductor.
The involvement of phonons, both in pair-enhancing and
pair-breaking in the context of strong electronic correla-
tion, needs to be carefully evaluated further. The current
progress from photoemission indicates clear involvement
of phonon coupling in the superconductivity, and a po-
tential multi-channel pairing mechanism that resembles
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that of the monolayer FeSe/SrTiO3 heterostructure (Sec-
tion V.E.2).
F. Outlook
High-Tc cuprate will continue to receive focused inter-
est especially from ARPES investigation, thanks to the
simplicity in its bare electronic structure and the rich-
ness in its derivative phases. On the one hand, many
classic questions can be addressed with more versatile
sample preparation methods and environment control,
such as the delineation of intertwined orders and phase
boundaries, the family- and layer-dependence of charge
distribution and polarizability, quantification of carrier
doping beyond the parabolic relation, and interfacial
superconductivity tuning. In addition, the pursuit of
the superconducting mechanism will see new possibili-
ties for breakthrough in the heavily overdoped region,
where the normal state is more coherent. The nature of
the superconductor-to-metal quantum phase transition
at the far end of the superconducting dome will also re-
ceive more attention, in a way akin to the historical de-
velopment in the superconductor-to-insulator transition
at very low doping near the Mott limit. Last but not
least, the electron-doped cuprates – and the role of long
range AFM order and apical oxygen – will receive more
focused investigation due to the continued improvement
in energy resolution. On the other hand, the search for
new emergent states will continue, such as possible spin
liquid near the Mott limit and the strange metal phe-
nomena at high temperatures. Cuprate phenomenology
also serves as a source of inspiration for out-of-the-box
concepts such as correlation driven topological order and
AdS-CFT formulation.
V. IRON-BASED SUPERCONDUCTORS
A. Overview
The cuprate superconductors were the lone family of
unconventional high-Tc superconductors until a new class
of high-temperature superconductors was discovered in
iron-based pnictide (FePn) (Chen et al., 2008b; Kami-
hara et al., 2006, 2008; Rotter et al., 2008), and sub-
sequently chalcogenide (FeCh) compounds (Hsu et al.,
2008). Superconducting Tc, defined as the temperature
of the Meissner signal onset and zero electrical resis-
tance, reaches above 50 K in bulk single crystals (Ren
et al., 2008; Wu et al., 2009). Single-particle probes
of energy gaps and electrical transport report Tc val-
ues in excess of 55 K in thin films (Ge et al., 2015;
He et al., 2013b; Wang et al., 2012b).10 On top of
the iron-based superconductors’ (FeSC) high Tc, the ex-
citement also lies in their rich material systems, wide
range of compositional tunability, and the prospect that
they can be conceptualized as the multi-band counter-
part of the strongly correlated single-band cuprate su-
perconductors. The addition of Hund’s coupling JH to
FeSCs of various correlation strengths U unlocks both
new experimental paths and theoretical frameworks to
capture even richer physics beyond single-band corre-
lated systems (Fig. 25(c)). There exist comprehensive
reviews on the materials (Chen et al., 2014; Hosono et al.,
2018; Johnston, 2010; Paglione and Greene, 2010; Stew-
art, 2011; Wang et al., 2011a), correlation effects includ-
ing the magnetism and nematicity (Dagotto, 2013; Dai,
2015; Dai et al., 2012; Davis and Lee, 2013; Fernandes
and Chubukov, 2016; Fernandes et al., 2014; Georges
et al., 2013; Haule and Kotliar, 2009; Si et al., 2016),
superconducting pairing mechanism (Bang and Stewart,
2017; Chubukov, 2012; Hirschfeld et al., 2011; Scalapino,
2012), and thin film forms of FeSCs (Lee, 2018; Pustovit
and Kordyuk, 2016). This section will focus on the role
of ARPES in advancing the understanding of FeSC.
Fig. 24(a) inset shows the body-centered tetrago-
nal structure of one archetypal iron-pnictide BaFe2As2,
where the alkaline earth metal layers and iron-pnictogen
layers sandwich each other. Significant charge trans-
fer between these two layers results in Fe 3d6 config-
uration, from which the multi-orbital low-energy elec-
tronic states originate. Within each layer, the pnicto-
gen/chalcogen atoms alternately pucker above and be-
low the adjacent Fe plaquettes, creating a tetrahedral
crystal field that moderately elevates the t2g orbitals
(dxy, dyz, dxz) above the eg orbitals (d3r2−z2 , dx2−y2).
Fig. 24(c) shows the representative low-energy band dis-
persions along high symmetry momenta, with the t2g or-
bital contents most dominant (Cvetkovic and Tesanovic,
2009; Lebegue, 2007; Lu et al., 2008; Singh, 2008). Due
to the glide-plane symmetry (reflection on the Fe-plane
followed by a translation along diagonal Fe-Fe direction)
of the pnictogen/chalcogen atoms, each two adjacent
Fe atoms are inequivalent, resulting in a 2-Fe Brillouin
zone (Fig. 24(b)(d), grey diamond), which by symmetry
operations can be “unfolded” to a 1-Fe Brillouin zone
(Fig. 24(b)(d), red square) (Johnston, 2010). In the lat-
ter case, any derived electronic structure has to be folded
back into the 2-Fe zone in order to match experimental
observations (Kasahara et al., 2010). It should be cau-
tioned that during this virtual folding process, orbital
contents can change due to a glide-mirror symmetry on
the Fe-plane (Brouet et al., 2012; Lin et al., 2011). The
10 The actual Tc value on this thin film system is still a contested
topic, in part due to the difficulty of direct magnetic and trans-
port measurements.
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sists of three hole pockets centered around Γ, and two
electron pockets located at the 2-Fe zone corner 11. Such
multi-band low-energy electronic structure, together with
the interactions therein, sets ground for the extremely
rich phases that emerge in FeSC systems.
In FeSCs, proper chemical replacement in practically
any atomic site can lead to superconductivity (Chen
et al., 2009a; Dai et al., 2015; Jiang et al., 2009; Kasa-
hara et al., 2010; Lai et al., 2014; Liu et al., 2010b; Nandi
et al., 2010; Parker et al., 2010). Resembling the cuprate
superconductors but to a lesser degree (Fukuzumi et al.,
1996), dopants placed in the charge reservoir layer lead
to more robust superconductivity than direct doping in
the conduction plane (Ye et al., 2014). Meanwhile, the
11 The symmetry notation in the Brillouin zones of FeSC can be
different, mainly due to the different c-axis stacking between the
122 and 11/111/1111 families. See (Johnston, 2010) for a de-
tailed discussion.
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dopants modify the electronic states via changes in not
only the carrier concentration, but also the Fe-As bond
angle, strength of competing magnetic ground states and
the level of disorder (Khasanov et al., 2011; Li et al.,
2012; Zhang et al., 2014a). Fig. 24(a) shows a represen-
tative phase diagram in the K-doped BaFe2As2 system.
In the stoichiometric parent compound, the system starts
off behaving like a bad metal with linear resistivity and
magnetic susceptibility in the high temperature tetrago-
nal phase (Rotter et al., 2008). Upon cooling, it consec-
utively undergoes an orthorhombic structural distortion
at Tstructure (Ts) and an antiferromagnetic transition at
TNe´el (TN ) within 1 K of each other (Huang et al., 2008).
The ground state is a collinear antiferromagnetic spin
density wave (SDW) state with a slightly elongated a-
axis in which iron moments align antiferromagnetically,
and a compressed b-axis in which iron moments align
ferromagnetically. While the orthorhombicity is smaller
than 1% (Su et al., 2009; Tomic´ et al., 2013), 20%-100%
in-plane electronic nematicity is observed through resis-
itivity measurements on detwinned single crystals (Chu
et al., 2010). The larger electrical resistance along the
shorter, ferromagnetically ordered b-axis also signifies
nontrivial low-energy electronic state evolution, empha-
sizing the need for a direct determination of the elec-
tronic structure. Further electron or hole doping will
simultaneously suppress Ts and TN , and eventually in-
duce superconductivity (Chen et al., 2009a; Jiang et al.,
2009; Kasahara et al., 2010; Lai et al., 2014; Nandi et al.,
2010; Parker et al., 2010). Strong nematic fluctuation
and strange metal transport behaviors prevail above the
superconducting dome, beneath which a critical point is
suggested (Fernandes et al., 2014; Hussey et al., 2018; Si
et al., 2016). Further electron doping towards 3d7 usually
restores metallicity to the normal state, while hole dop-
ing towards 3d5 steers towards stronger electronic corre-
lation (Yi et al., 2017). Intriguingly, chemical pressure
(via nominal isovalent doping) and hydrostatic pressure
on the iron-based parent compounds can also produce
similar phase diagrams to those from heterovalent doping
(Colombier et al., 2009; Dong et al., 2013; E. Klintberg
et al., 2010; Jiang et al., 2009; Liu et al., 2010b), with an
exception in the Fe(Se,S) system. There, the chalcogen
height from the iron-plane responds differently to chem-
ical and physical pressure (Matsuura et al., 2017). This
aspect does not have an as comprehensive counterpart in
the cuprate phase diagram.
Although intense effort has been invested towards
a unified understanding of the magnetism and su-
perconductivity in all FeSC, a wide distribution of
family-dependent properties encumbered early efforts.
In Pr/Ce/LaFeAsO1−xFx (1111 systems), supercon-
ductivity does not coexist with the SDW phase
(Fig. 25(a)) (Luetkens et al., 2009; Rotundu et al., 2009;
Zhao et al., 2008). In (Ba,K)Fe2As2, Ba(Fe,Co)2As2
and BaFe2(As,P)2 (122 systems) and Co/Ni/Cu-doped
NaFeAs (Co/Ni/Cu-Na111 system), superconductivity
and SDW coexist in the underdoped region. And the
structural transition is much more separated from the
AFM transition in temperature on the electron doped
side than the hole doped side (Fig. 25(a)) (Chen et al.,
2009a; Kasahara et al., 2010; Nandi et al., 2010; Parker
et al., 2010; Wang et al., 2013a). In the iron-chalcogenide
FeSe (11 system), despite strong AFM fluctuations,
only the nematic phase exists under ambient pressure
(Fig. 25(a)) (Matsuura et al., 2017; Wang et al., 2016b).
Adding to the peculiarity, in Li(Fe,Co)As (Co-Li111 sys-
tem), both the magnetic phase and the nematic phase
are absent, and the superconductivity starts right from
the stoichiometric parent compound with Tc = 18 K
(Fig. 25(a)) (Dai et al., 2015). The reported super-
conducting gap symmetry, gap sizes and fermiology
are also widely family-dependent, ranging from node-
less to nodal gap structures on different Fermi surface
sheets, where the gap-to-Tc ratios (for the larger gap)
roughly fall between the cuprates and more conven-
tional superconductors such as MgB2 and (Ba,K)BiO3
(Fig. 25(b)) (Borisenko et al., 2010; Chen et al., 2010a;
deMedici et al., 2014; Ding et al., 2008; Drechsler et al.,
2018; Lin et al., 2008; Liu et al., 2011c; Medici, 2015;
Miao et al., 2012; Mou et al., 2011; Nakayama et al.,
2009; Okazaki et al., 2012; Watson et al., 2015; Xu
et al., 2013a; Ye et al., 2011; Yoshida et al., 2014; Zhang
et al., 2016b, 2011b, 2012b,b). However, it is believed
that a common thread linking them all is the Hamilto-
nian incorporating moderate Coulomb interaction U and
Hund’s coupling JH on the most dominant iron 3d or-
bitals (Fig. 25(c)) (Chubukov and Hirschfeld, 2014; Fer-
nandes and Chubukov, 2016). As such, factoring in the
vastly different correlation strengths, doping levels, and
the associated Fermi surfaces, the hope is to consistently
describe the many family-dependent properties of FeSC
with a universal, minimal microscopic Hamiltonian.
ARPES played an important role in the dissection of
multiple electronic degrees of freedom in FeSCs. This sec-
tion will first address electronic interaction effects with
decreasing energy/temperature: (1) the orbital charac-
ters and orbital-selective renormalization on the normal
state electronic structure (Fig. 24(e)), (2) the evolution of
the electronic structure in the nematic and SDW states
(Fig. 24(f)), (3) the pairing symmetry, pairing mecha-
nism and other properties of the superconducting state
(Fig. 24(g)). Finally, we discuss effects from the lat-
tice degree of freedom, mainly the enhanced electron-
phonon interaction due to strong electron correlation,
and interfacial superconductivity in thin film iron chalco-
genides (Fig. 24(h)). The discussion on possible topo-
logical superconductivity in FeChs will be elaborated in
Section VII.C.7.
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different correlation strengths. The bands are sketched ac-
cording to experimental data. The numbers represent the
renormalization factors on top of LDA calculated band dis-
persions (Yi et al., 2017). (f) Orbital selective quasiparticle
decoherence at high temperatures in FeTe0.56Se0.44. Adapted
from (Yi et al., 2015b). (g) dyz orbital renormalization fac-
tor positively correlates with the iron-chalcogen/pnictogen
bond lengths. (h) Relative renormalization strength between
dxy and dyz orbital-dominated bands as a function of iron-
pnictogen bond angle of different FeSC. The acronyms rep-
resent different FeSC families, and are fully indexed in (Yi
et al., 2017).
B. The normal state
1. Multi-orbital character
Identification of orbital characters constitutes the cru-
cial first step in the investigation of electronic properties
of multi-band metals like the FeSCs. As introduced in
Section V.A, the low energy electronic structure of FeSC
most prominently features the t2g d -orbitals. In the high
temperature tetragonal paramagnetic normal state, the
dxz and dyz orbital components near Γ rotate into each
other under 90◦ rotation, forming two hole-pockets near
the Brillouin zone center with alternating orbital con-
tents. The dxy-dominant band forms a hole pocket at
the 1-Fe BZ corner, which in reality folds into the 2-Fe
BZ center 12. In the meantime, together with the dxy
orbital, the dxz and dyz-dominant bands form elliptical
electron pockets at the 2-Fe zone corner with alternat-
ing orbital components along the Fermi surface. Fig. 26
(a)-(d) showcase the orbital content composition on the
Fermi pockets in the normal state of NaFeAs (Zhang
et al., 2012a). To delineate different orbital components
in each band, different combinations of crystal orienta-
tion and incident photon polarization are employed to
take advantage of the dipole transition matrix element in
the photoemission process (Fig. 26(c)(d)) (Brouet et al.,
2012; Lu et al., 2008; Wang et al., 2012c; Watson et al.,
2015; Yi et al., 2011; Zhang et al., 2012a) (Section II.D).
The family-dependent normal state electronic
structures reveal a close link between the iron-
pnictogen/chalcogen atomic arrangements and electronic
correlation strengths. While the former can be rou-
tinely measured by X-ray diffraction, the latter can be
quantified by taking the ratio between DFT calculated
and ARPES measured energy bandwidths, namely the
band renormalization. Fig. 26(e) shows the schematic
measured band dispersions along the Γ − M direction
in SrFe2P2, NaFeAs and FeSexTe1−x, which reflect
an increasing electronic correlations (Yi et al., 2017).
Indeed, reports of strong coupling phenomena such as
polaron formation exist in the Fe1.02Te system (Liu
et al., 2013). The dxz/yz band renormalization is shown
to correlate with the iron-pnictogen/chalcogen bond
length (Fig. 26(g)), and monotonically increase as
Fe filling approaches 3d5 over a wide range of FeSC
families (Yi et al., 2017).
2. Orbital-selective Mottness
Due to inter-orbital Hund’s coupling, the effect of
electronic correlation U on the dxy orbital is rela-
tively independent of that on other d orbitals (Georges
et al., 2013; Haule and Kotliar, 2009). This enables
orbital selective band renormalization and Mott tran-
sitions that affect dxy orbital contents more than the
rest (Si et al., 2016). Fig. 26(h) shows that as a func-
tion of iron-pnictogen/chalcogen bond angle, the dxy-
dominant band is more renormalized relative to that
of the dyz/xz-dominant band especially in the iron-
chalcogenides (Brouet et al., 2016; Yi et al., 2017). More-
over, temperature dependent studies found an orbital-
selective coherent-to-incoherent crossover on the dxy or-
bital at high temperature, similar to that in other com-
plex oxides (Fig. 26(f)) (Miao et al., 2016; Neupane et al.,
2009; Niu et al., 2016; Pu et al., 2016; Yi et al., 2015b,
12 In certain systems with strong dxy orbital renormalization or
electron doping, some of the zone center hole pockets can be
eliminated.
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FIG. 27 Band reconstructions associated with the nematic
order and collinear antiferromagnetic order in underdoped
FeSC. (a) Nematic order induced band shift along two high
symmetry cuts in BaFe2As2 at 80 K and 160 K (TN ∼138 K).
Adapted from (Yi et al., 2011). (b) Energy momentum cut
along Γ-M in the SDW state. Note the electron pocket folded
from the zone corner (green arrows). Adapted from (Kondo
et al., 2010). (c) Nematic band shift energy scale and the
SDW gap size at M point plotted against their respective
transition temperatures across various FeSC. Adapted from
(Tan et al., 2013; Yi et al., 2017).
2013). Such selective multi-orbital correlation has a pro-
found impact on various low temperature phases as dis-
cussed in the following sections.
C. Electronic nematicity and magnetic order
In underdoped BaFe2As2, cooling from the normal
state drives the system into a structural orthorhombic
and an electronic nematic phase (Avci et al., 2012), even
though either or both of these lower symmetry phases
may be absent in other families (Fig. 25). The system
symmetry is then lowered from C4 to C2, and a subse-
quent magnetic phase transition brings the system from
a paramagnetic to a collinear antiferromagnetically or-
dered state. Hence, one major early endeavor regarding
the electronic nematicity was determining whether it is
lattice (structure) driven, spin (magnetic) driven or or-
bital (charge) driven (Fernandes et al., 2014).
Due to the small structural orthorhombicity in this
phase region, single crystals naturally form twin domains
that are locally pi/2-rotated with respect to each other.
With typical domain size on the micron level (Chu et al.,
2010; Tanatar et al., 2010), early ARPES with ∼ 100µm
beam spot size inadvertently probed an admixture of
electronic structures from both domains, adding to the
complexity of an already multi-band system (Liu et al.,
2009a; Yi et al., 2009). Uniaxial pressure as low as 6 MPa
was later applied in-situ to detwin the sample (Chu et al.,
2010), revealing a 30-120 meV band shift between the
otherwise degenerate dyz and dxz components near the
zone boundary in the nematic phase (Kim et al., 2011b;
Shimojima et al., 2014; Watson et al., 2019; Yi et al.,
2011; Zhang et al., 2012a). Fig. 27(a) shows this band
shift in detwinned Ba-122 along two orthorgonal crystal
axes below the orthorhombic transition temperature Ts.
The nematic energy also scales monotonically with Ts
across different FeSC systems (Fig. 27(c), left panel) 13.
DFT calculation shows that such a large nematic split-
ting energy scale cannot be accounted for by the <1%
orthorhombic lattice distortion (Yi et al., 2011), disfavor-
ing the lattice-driven scenario for the electronic nematic-
ity. Moreover, piezoresistance measurements indicate di-
verging electronic nematic susceptibility approaching the
structural transition temperature, a further indication
of the structural transition being a consequence, rather
than the cause, of strong electronic nematicity (Chu
et al., 2012).
In the meantime, the resolution of either orbital or
spin origin for the electronic nematicity has been con-
sidered at best system-dependent. In the orbital-driven
scenario, the rising dyz orbital along AFM direction and
the sinking dxz orbital along FM direction cause differ-
ent electron filling, resulting in the primary order being
ferro-orbital order (Bo¨hmer et al., 2015; Lee et al., 2009a;
Lv et al., 2009). Such orbital ordering induces magnetic
anisotropy, which in turn drives the antiferromagnetic
transition at a lower temperature. This scenario is par-
ticularly relevant in bulk FeSe, where despite substan-
tial fluctuating magnetic moments, only the nematic or-
der exists, and clear band splitting is observed (Baek
et al., 2015; Nakayama et al., 2014; Shimojima et al.,
2014; Suzuki et al., 2015; Watson et al., 2015; Zhang
et al., 2015). However, simple ferro-orbital ordering im-
plies constant band shift over the entire k-space due to its
13 The original plot interpreted the band shift as the SDW gap, but
was later realized to come from the electronic nematicity (Tan
et al., 2013; Yi et al., 2019).
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localized nature (Kontani et al., 2011). This contradicts
the highly k-dependent anisotropic band shift observed
in most FeSCs that suggests nematic bond order (Pfau
et al., 2019; Suzuki et al., 2015; Zhang et al., 2016d).
In the meantime, in doped Ba-122 systems, magnetic
fluctuation is shown to scale with the orthorhombic fluc-
tuation (Fernandes et al., 2013), and the uniform mag-
netic susceptibility exhibits in-plane anisotropy (Kasa-
hara et al., 2012), alluding to a spin-driven nematic tran-
sition (Avci et al., 2014). In this case, spin-orbit cou-
pling carries the anisotropy from magnetic fluctuations
to break the lattice rotational symmetry at the same
or even slightly higher temperature (Fernandes et al.,
2014; Xu et al., 2008). Indeed at the Γ-point, a size-
able spin-orbit splitting of otherwise symmetry-protected
dxz/yz degeneracy has been observed in many FeSC com-
pounds (Borisenko et al., 2016; Brouet et al., 2012; Day
et al., 2018; Johnson et al., 2015; Suzuki et al., 2015).
While the nematic transition breaks the rotational
symmetry and anisotropically shifts energy bands, the
SDW transition breaks the translational symmetry, folds
Γ (My) and Mx (Γ
′) points into each other, and opens
up energy gaps wherever bands cross and symmetry pro-
tection is absent (Fig. 27(b)) (Kondo et al., 2010; Yi
et al., 2014). The detailed band reconstruction schemes
are comprehensively summarized in previous reviews
by (Ran et al., 2009; Shimojima et al., 2010; Yi et al.,
2017; Zhang et al., 2012a). Here it should be emphasized
that the C2 symmetry from the nematic phase and the or-
bital dependence are evident in the SDW gap anisotropy:
it is often the largest on dxy crossings, followed by dyz
and dxz segments (Richard et al., 2010; Yi et al., 2014,
2017). The emergence of the antiferromagnetic order
can be viewed from both the itinerant perspective (Fermi
surface nesting) and the localized perspective (local mo-
ment super-exchange) (Davis and Lee, 2013; Fernandes
and Chubukov, 2016; Si et al., 2016). In the former, the
family-dependence is rooted in the different Fermi surface
topology due to different electron filling and low-energy
band structure. Whereas in the latter, the more strongly
renormalized bands lose more coherent spectral weight
to form localized magnetic moments. Similar to the ne-
matic energy scale, the SDW gap energy also scales with
the ordering temperature across different FeSC families
(Fig. 27(c), right panel). It should be cautioned that in
many FeSC systems, it is non-trivial to cleanly separate
the SDW gap contribution from that due to the nematic
band shift. This implies that the extracted gap energies
in Fig. 27(c) should be viewed only as a general trend.
D. Superconducting properties
1. Pairing symmetry and orbital dependence
The superconducting transitions in bulk FeSC com-
pounds exhibit much more mean-field like behavior in
contrast to the strong fluctuations in the cuprates, largely
due to the much higher carrier density, smaller super-
conducting pairing energy, and more three dimensional-
ity (Hardy et al., 2010). The superconducting gap open-
ing temperature aligns well with thermodynamic and
transport transition temperatures (Chen et al., 2008a).
STS, ARPES, transport and thermodynamic measure-
ments report multi-gap behavior in the superconducting
state of FeSC compounds (Kuzmicheva et al., 2016; Stew-
art, 2011). The superconducting 2∆/Tc ratio (of the
larger gap) varies from family to family, ranging from
intermediate to weak coupling BCS limit (Kuzmicheva
et al., 2014). A case of BCS-BEC crossover has been
made on on the extremely shallow and small Γ hole
pocket in FeSe1−xTex, where the Fermi energy can
be tuned to match the superconducting gap size by
doping (Lubashevsky et al., 2012; Rinott et al., 2017;
Shibauchi et al., 2014). However, little associated ther-
modynamic evidence has been observed so far.
The pairing symmetry in FeSCs is highly system de-
pendent, partly due to the family-dependent Fermi sur-
face shapes and a vast distribution of (next-)nearest-
neighbor exchange interaction strengths (Fig. 28) (Davis
and Lee, 2013; Liu et al., 2011a; Si et al., 2016). Benefit-
ing from both advances in high resolution synchrotron-
based and laser-based ARPES, the momentum structure
of the superconducting gap amplitude on different Fermi
surface sheets can be determined with sub-meV resolu-
tion (Okazaki et al., 2012).
The most commonly discussed pairing symmetry is s±-
wave pairing in systems with hole and electron pock-
ets (Fig. 28(b) left panel). In this scenario, the Γ hole
pockets and the M electron pockets possess opposite
order parameter signs as suggested by the existence of
a strong (pi, pi) spin resonance at T < Tc in neutron
scattering (Christianson et al., 2008; Qiu et al., 2009;
Shamoto et al., 2010). This is necessitated by stronger
Coulomb repulsion for inter -pocket channels than in-
tra-pocket channels, made possible by the antiferromag-
netic spin fluctuation (Chubukov and Hirschfeld, 2014;
Hirschfeld, 2016; Wang et al., 2013a). ARPES finds
nodeless superconducting gaps in Co/K-doped Ba122,
NaFeAs (Ding et al., 2008; Lin et al., 2008; Liu et al.,
2011c), undoped and intercalated bulk FeSe (Mou et al.,
2011; Wang et al., 2011b; Xu et al., 2012a) on all Fermi
surface sheets (Fig. 28). Accidental or symmetry en-
forced nodes may still appear in systems with both elec-
tron and hole pockets (Wang et al., 2011a), as suggested
in bulk FeSe (Liu et al., 2018a), P-doped Ba122 and K122
systems (Fig. 28) (Okazaki et al., 2012; Ye et al., 2011).
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Meanwhile, when the system is heavily electron or hole
doped, the intra-pocket repulsion regains dominance ei-
ther due to increased inter-pocket screening or complete
removal of Γ hole pockets, and d-wave pairing ampli-
tude may be increased (Fig. 28(b) right panel) (Hirschfeld
et al., 2011; Lee, 2018). While nodeless anisotropic gaps
are consistently observed in the monolayer system and its
bulk counterparts (Du et al., 2018; Lee et al., 2014; Liu
et al., 2012; Niu et al., 2015; Zhang et al., 2016c; Zhao
et al., 2016), both s- and d-wave symmetry remain viable
possibilities as the proposed nodal direction does not al-
ways intercept with a Fermi surface (Du et al., 2018; Fan
et al., 2015; Ge et al., 2019). However, in heavily electron
doped AxFeSe systems, nodeless superconducting gaps
have been reported both at the zone center and the zone
corner electron pockets (Mou et al., 2011; Wang et al.,
2012d; Xu et al., 2012a; Zhang et al., 2011b). Recently,
pairing symmetry that breaks time-reversal symmetry
has been suggested in heavily hole-doped (Ba,K)Fe2As2
(Grinenko et al., 2018), although related ARPES study
is lacking.
Orbital selective pairing is considered relevant in ne-
matic FeSe systems, where the highly anisotropic C2 gap
function on the electron pocket roots in the inequivalence
of dxz and dyz orbitals (Liu et al., 2018a). In the mean-
time, the gap anisotropy in underdoped Na(Fe,Co)As
has been interpreted either as varying dxy orbital con-
tent along the Fermi surface (Zhang et al., 2013a), or
as a result of momentum-dependent competition with
SDW (Ge et al., 2013). The role of dxy orbital in FeSe,
on the other hand, is suggested to either have extremely
weak spectral coherence (Sprau et al., 2017) or move
above EF due to nematic splitting and band hybridiza-
tion at low temperatures or both (Huh et al., 2019; Yi
et al., 2019). Electronic correlation is considered central
to the superconductivity in FeSCs, and the supercon-
ducting Tc is shown to maximize for systems with inter-
mediate electronic correlation strength across different
families and dopings (Fig. 28(d)). However, the impact
from the highly family dependent low-energy electronic
structures should not be overlooked, because small dop-
ing changes can often drive dramatic Fermi surface topol-
ogy change in FeSCs. Importantly, the superconductiv-
ity in FeSCs also shows a wide range of family-dependent
isotope effects (Khasanov et al., 2010; Liu et al., 2009c;
Shirage et al., 2009), indicating complex lattice involve-
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ment amidst the highly intertwined orbital, magnetic and
electronic degrees of freedom. In particular, the role of
lattice will be discussed in Section V.E.
2. Competition with SDW
Detailed temperature dependent study of both the su-
perconducting gap and the SDW gap indicates a compe-
tition between the two, even though the two gaps are sub-
stantially separated in energy (Ge et al., 2013; Yi et al.,
2014). Nuclear magnetic resonance, Mo¨ssbauer spec-
troscopy and inelastic neutron scattering experiments
find that superconductivity only coexists with SDW
when the ordered moment is under 0.3µB (Fernandes
et al., 2010; Goltz et al., 2014; Laplace et al., 2012), in-
dicating their competing relationship. Other than an-
tiferromagnetic spin fluctuation, nematic fluctuation is
also postulated as another candidate to facilitate pair-
ing (Lederer et al., 2015; Shibauchi et al., 2014). How-
ever, lattice expansivity and high pressure experiments
have shown much less direct relation between supercon-
ductivity and nematicity in FeSe (Bo¨hmer et al., 2013;
Hosoi et al., 2016; Massat et al., 2018).
E. Coupled lattice and electronic effects
On top of the rich electronic effects, the role of the
lattice remains intriguing in FeSCs. The superconduct-
ing transition temperature Tc shows systematic depen-
dence on the iron-chalcogen bond angle, as reflected in
the Tc enhancement from 8 K to 37 K and the corre-
sponding phonon frequency change under modest pres-
sure in FeSe (Huang et al., 2010; Margadonna et al., 2009;
Medvedev et al., 2009; Mizuguchi et al., 2008). In addi-
tion, Tc depends sensitively on the pnictogen height, in
a fashion similar to its dependence on the band renor-
malization factor in Fig. 28(d) (Yi et al., 2017). This
suggests an intimate relation between the electronic and
lattice degrees of freedom that impact Tc. Such relation is
further re-enforced by family- and doping-dependent iron
isotope effects for both superconducting Tc and the SDW
in some FeSC systems (Khasanov et al., 2010; Liu et al.,
2009c; Shirage et al., 2009). From an ARPES perspec-
tive, close relationship between band renormalization and
local lattice structure, as well as polaronic behavior in
iron-chalcogenides are discussed in Section V.B.2. In this
section, the correlation-enhanced electron-phonon inter-
action is first discussed in bulk FeSe. Then an interface-
enhanced superconductivity in monolayer FeSe serves as
an example of the richness in these strongly coupled sys-
tems, and the possibility of multi-channel origins of their
extreme properties.
(a) (b)
FIG. 29 Coherent A1g phonon in FeSe. (a) The lattice dis-
placement (top) and band energy shifts (bottom) are resolved
by time-resolved x-ray diffraction and trARPES, respectively.
(b) Schematic of the lattice (top) and band (bottom) mod-
ulation due to the coherently excited mode. From (Gerber
et al., 2017).
1. Correlation enhanced electron-phonon interaction
The role of electron-phonon coupling in multilayer
FeSe films was reinforced in a multimodal experiment
combining lab-based trARPES with FEL-based time-
resolved x-ray diffraction (trXRD). Electron-phonon cou-
pling in a strongly correlated material is very difficult to
quantify directly. This time-domain experiment permit-
ted a precision not possible otherwise. In both measure-
ments, an ultrafast laser pulse was used to excite a coher-
ent A1g phonon (see Fig. 12(d)). trXRD tracked the real-
space lattice displacement, while trARPES monitored
the corresponding shift in the electronic binding ener-
gies (see Fig. 29). The ratio of these quantities yielded
a measurement of the electron-phonon deformation po-
tential far exceeding that predicted by DFT, and high-
lighed the role of electron correlations for enhancing the
electron-phonon coupling strength (Gerber et al., 2017).
This aspect of the electron-phonon interaction was rarely
discussed in earlier theoretical assessments of the phonon
contribution to superconductivity.
2. Interfacial superconductivity in thin-film FeSe
Monolayer FeSe film grown epitaxially on a SrTiO3
substrate was first measured by STS, showing a single-
particle spectral gap as large as ∼20 meV which persists
above 50 K (Wang et al., 2012b). Given the maximum
Tc of 8 K (37 K under pressure) in bulk FeSe (Hsu et al.,
2008; Medvedev et al., 2009), as well as the expectation
of stronger phase fluctuations in low dimensional thin
films, this initially came as a surprise.
As a result of a large work function difference, substan-
tial charge transfer occurs from the SrTiO3 substrate to
the monolayer FeSe film (He et al., 2013b; Liu et al.,
2012, 2014b; Tan et al., 2013). ARPES clearly provides
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FIG. 30 Layer and temperature dependence of the
FeSe/SrTiO3 thin film. (a) Fermi surface of monolayer, 2-
layer and 3-layer FeSe film at low temperature (left to right).
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from (Tan et al., 2013). (c) The M -pocket at 20 K (left)
and 65 K (right). (d) Temperature dependence of the super-
conducting gap on the M -pocket. Adapted from (Liu et al.,
2012).
such evidence, namely the lack of a nematic order recon-
structed Fermi surface (Fig. 30(a), left), the completely
occupied Γ hole bands, and the absence of an anisotropic
nematic band shift that would have broken C4 symme-
try (Fig. 30(b), left column) (Liu et al., 2012, 2014b; Tan
et al., 2013). The absence of Γ hole pockets challenges the
aforementioned inter-pocket pairing mechanism. Increas-
ing the layer number to two and three readily negates
the electron doping effect, and clear consequences from
compensated charge carriers and restored nematic order
under twinning can be seen (Fig. 30(a)(b), middle and
right column). Superconducting gap measurement at the
M point shows BCS-type gap closing behavior, with the
2∆/Tc ratio around the intermediate coupling value of 5
(Fig. 30(c)-(d)) (Lee et al., 2014; Liu et al., 2012).
Comparing with the optimally electron-doped bulk
K0.8Fe2Se2 (Tc ∼30 K) (Ying et al., 2012; Zhang et al.,
2011b) and Li0.8Fe0.2(OH)FeAs (Tc ∼41 K) (Zhao et al.,
2016), the putative superconductivity enhancement in
FeSe monolayer is proposed to come from either inter-
facial electron-phonon coupling, or enhanced magnetic
exchange J at the interface (Cao et al., 2014; Huang and
Hoffman, 2017; Lee et al., 2014; Peng et al., 2014).14
Experimentally, a cascade of “shake-off” replica elec-
tron bands at the M point have been observed, which
exist both in the normal and superconducting states
(Fig. 31(a)(b)) (Lee et al., 2014). This has been in-
terpreted as evidence for either intrinsic coupling to the
14 It should be cautioned that the transport Tc enhancement in
FeSe/SrTiO3 comparing to other intercalated and doped FeSe
systems has yet to be firmly established, and the origin of such
putative enhancement remains an open question.
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FIG. 31 Interfacial electron-phonon coupling in FeSe mono-
layer film. (a) Γ-M energy-momentum cut in FeSe/SrTiO3,
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conducting gap sizes on two intercepting M pockets from 7
FeSe/SrTiO3 samples, where 6 contain
16O (circles) and one
is with 18O (square). (e) Extracted electron-phonon interac-
tion strength η positively scales with the superconducting gap
size ∆. Adapted from (Song et al., 2019).
∼ 92 meV SrTiO3 LO4 optical phonon via the Franck-
Condon principle in the initial state (Coh et al., 2015;
Lee, 2018; Li et al., 2016; Zhang et al., 2016a), or due
to the electron’s post-emission interaction with the sur-
face Fuchs-Kliewer phonons. (Jandke et al., 2019; Li
and Sawatzky, 2018). The energetic separation between
the shake-off and primary bands probed by ARPES is
shown to be larger than the surface optical phonon en-
ergy probed by EELS (Li et al., 2019d; Song et al., 2019).
It is also found that a change up to a factor of four in
the substrate charge carrier density does not change the
replica band behavior (Jia and et al., 2020). These obser-
vations are consistent with strong electron-phonon cou-
pling effect in the initial states.
FeSe films grown on an orthorhombic rutile-TiO2 sub-
strate are shown to have similar superconducting gap,
Tc and shake-off bands to those grown on SrTiO3 (Re-
bec et al., 2017). This and other substrate-dependent
experiments rule out the putative role of nematicity and
strain-induced structural distortion in determining the
superconducting Tc (Huang et al., 2016b; Rebec et al.,
2017). Substrate isotope effect (Fig. 31(c)(d)), as well as
a positive correlation between the electron-phonon cou-
pling strength η and the superconducting gap size ∆ are
observed (Fig. 31(e)), lending support to a multi-channel
pairing mechanism (Song et al., 2019). In the meantime,
proposals and evidence also exist for a cooperative re-
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lationship between 2D-enhanced electron-electron corre-
lation and electron-phonon coupling (He et al., 2014a;
Mandal et al., 2017; Zhao et al., 2018), reminiscing
similar correlation-enhanced electron-phonon coupling in
bulk FeSe and cuprates.
F. Outlook
The iron-based superconductors are emerging as an
archetypal platform to understand and control multi-
orbital correlated physics. As a momentum-resolved
single-particle probe, ARPES will continue to drive the
understanding of nematicity in the context of orbital-
selective physics: Hunds-Mott localization, interplay
with magnetism and superconducting pairing. Unifi-
cation of the itinerant-local perspectives shall be fur-
ther pursued, with with appreciation of the key role
played by the Hund’s coupling. With the large num-
ber of FeSC families realized via highly systematic and
versatile chemical substitution, universal single-particle
properties of both the quantum critical phenomena
(magnetic and/or nematic) and the correlation effects
can be extracted. Interfacial engineering of supercon-
ductivity, particularly instigated by the thin-film iron-
chalcogenides, will also continue to grow into broader
material systems based on the methodology developed
and still developing in the FeSCs.
VI. LOW DIMENSIONAL SYSTEMS
A. Overview
Low dimensional systems have garnered increasing re-
search interest over the past two decades, in part fu-
eled by the discovery of graphene and its half-integer
quantum Hall effect at room temperature (Castro Neto
et al., 2009; Novoselov et al., 2004; Zhang et al., 2005).
Due to the spatial confinement and symmetry reduction
that are innate to low dimensions, interactions of types
and strengths that are uncommon in 3D become possi-
ble, giving rise to a wealth of new material properties
ranging from interfacial electron gasses to the high tem-
perature quantum spin Hall effect (Ohtomo and Hwang,
2004; Shkolnikov et al., 2002; Wu et al., 2018). Oper-
ationally, device fabrication and measurements on low
dimensional systems – 2D in particular – directly benefit
from mature technologies such as lithography and physi-
cal/chemical vapor deposition perfected through decades
of iterations in the semiconductor industry as well as me-
chanical exfoliation. This also offers a tried-and-tested
path from single device physics towards high-density inte-
gration and post-Moore’s Law electronics (Rhodes et al.,
2019; Schaibley et al., 2016; Waldrop, 2016). Combining
both aspects, unparalleled chemical and physical tunabil-
ity is brought to low dimensional systems, from which a
new era of synthesis-oriented quantum materials research
largely stems.
Due to the substantially reduced material volume com-
paring to bulk single crystals, traditional thermodynamic
(heat capacity, thermal transport) and x-ray/neutron
scattering probes face challenges in the study of low
dimensional materials. 15 Meanwhile, electrical trans-
port, optical spectroscopy, and various microscopies re-
main the major tools to investigate often micron-sized,
few-layer-thick samples and devices. Taking advantage
of the large interaction cross-section between deep UV
light and matter, ARPES has emerged as a powerful
technique in quasi-1D and 2D material studies (Catte-
lan and Fox, 2018; Mo, 2017). Reciprocally, the demand
to probe on the length scale of typical low dimensional
devices is also spurring the rapid development of ARPES
light sources with ∼10µm to ∼100 nm sized beam spots
(Section III.B).
This section will emphasize the unique role ARPES
has played on (1) graphitic systems and their correlation
effects, (b) spin-orbit coupling, charge order and Mot-
tness in transition metal dichalcogenides, (3) 2D electron
gasses and strong coupling effects in complex oxides and
their interfaces, and (4) spin-charge separation in quasi-
1D systems.
In-situ MBE-ARPES studies on few-layer FeSe and
complex oxide films are covered under other sections (see
Section V.E.2, Section VIII), and therefore will not be
reiterated here. For a detailed discussion on quantum
confinement in topological systems, see Section VII.C.3.
B. Graphene and other single-element monolayers
Graphene is a single layer of carbon atoms arranged
in a honeycomb lattice via covalent bonding. This lat-
tice structure results in a peculiar low energy electronic
structure mainly consisting of carbon pz electrons (pi
band), with two sets of doubly degenerate Dirac cones
(valleys) alternately residing on the six Brillouin zone
corners (Castro Neto et al., 2009; Vafek and Vishwanath,
2014). Such low energy electronic structure also evinces
fundamental concepts such as non-zero Berry’s phase in
what later became an important component of topolog-
ical materials research (Novoselov et al., 2005). Unlike
quantum well states in typical semiconductors, low en-
ergy charge carriers in graphene exhibit electron-hole de-
generacy, vanishing effective mass towards charge neu-
trality, negligible spin-orbit coupling (∼10−3 meV), and
approximately follow the Dirac equation of motion (Geim
15 For X-ray and neutron scattering on thin film samples, proper
choice of geometry on selected elements with large scattering
cross-section can still yield good signal (Need et al., 2018) even
down to the monolayer limit (Fang et al., 2017).
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FIG. 32 Band structure of graphene. (a) Monolayer graphene
and its computed Dirac cone band structure at the Bril-
louin zone corner. (b) Measured iso-energy contour at the
Dirac point energy ED of monolayer graphene. Adapted from
(Ohta et al., 2006). (c) Band structure near the Dirac point
and (d) k||-kz Fermi surface maps for monolayer to 4-layer
graphene. Adapted from (Ohta et al., 2007).
and Novoselov, 2007). Therefore, in addition to its many
intriguing physical properties, graphene is a solid-state
platform to interrogate relativistic concepts and phenom-
ena at the thermal energy scale (Stander et al., 2009).
Photoemission played a crucial role in determining its
electronic structure, dimensional crossover behavior, and
various electronic interaction effects.
Single to few layers of graphene can be synthesized
via high temperature vacuum annealing on the (0001)
surface of 6H-SiC (Emtsev et al., 2007); or isolated by
mechanical exfoliation from bulk graphite single crystals
due to the weak inter-plane van der Waals bonding. (For-
beaux et al., 1998; Novoselov et al., 2005, 2004). Syn-
chrotron based ARPES first confirmed the existence of
Dirac cone shaped bands in single- and bilayer graphene
using the former method (Fig. 32(a)-(c)) (Ohta et al.,
2007, 2006). Similar Dirac electrons are also observed in
bulk graphite (Zhou et al., 2006a). In particular, adding
a second or more layers results in energy splitting of the
Dirac cone, rounding out the energy-momentum disper-
sion from linear to hyperbolic, and giving rise to massive
Dirac fermions (Ohta et al., 2006). Surface charge dop-
ing via potassium adsorption is demonstrated to contin-
uously modify the band structure near the Dirac point,
which is interpreted as a result of broken symmetry be-
tween the top and bottom graphene layers (Ohta et al.,
2006). Further addition of graphene layers gradually re-
stores the Dirac band’s kz dispersion from zero to ∼1 eV
via discrete kz point addition in accordance to the layer
numbers (Fig. 32(c)(d)) (Ohta et al., 2007; Zhou et al.,
2006b).
In contrast to the early impression of graphene be-
ing a purely non-interacting system, a cascade of strong
band distortions are observed in doped graphene. Along
with thermal, optical and electrical transport measure-
ments, ARPES provides the momentum-resolved single-
particle evidence for a hierarchy of quasiparticle dynam-
ics. Figure 33(a) shows a series of dispersion anoma-
lies around the K-point at different carrier concentra-
tions (Bostwick et al., 2007). At ∼200 meV below EF,
electron-phonon coupling as strong as λ ∼ 0.3 is ob-
served to disrupt the otherwise linear dispersion. Be-
tween 0.5 eV and 1.0 eV below EF, signatures of plas-
maron formation are manifested through doubling of the
Dirac cones (Bostwick et al., 2010). Electronic correla-
tion effects are also clearly revealed through inter-layer
coupling to different substrates (Fig. 33(b)(c)). Here, the
Dirac cone can be renormalized differently from what
one would expect from a mode-coupling induced band
renormalization (Hwang et al., 2012), or even gapped
out (Zhou et al., 2007a). Interactions in graphene have
also been studied in trARPES via the photoexcited pop-
ulation dynamics, which can be modelled to evaluate the
relative contributions of Auger scattering and impact ion-
ization (Gierz et al., 2013; Johannsen et al., 2013).
Graphene-based heterostructures, especially those
formed with thin film transition metal dichalcogenides
and those with an inter-layer twisting angle, are also re-
ceiving more investigation with the rising interest in su-
perlattice (“Moire´”) engineering on 2D platforms. For
example, the superlattice potential between hBN, ruthe-
nium, or iridium and graphene is shown to induce both
low energy and high energy band gaps on the Dirac
band (Enderlein et al., 2010; Liu et al., 2010c; Pletikosic´
et al., 2009; Wang et al., 2016a). Twisting two graphene
layers relative to each other at small angles is proven
effective in tuning the bandwidth via interlayer band hy-
bridization (Peng et al., 2017). When the angle is exactly
30◦, the rotational symmetry remains while the transla-
tional symmetry is removed – resembling a quasi-crystal
(Fig. 33(d)). Anomalously strong inter-layer potential is
shown to scatter Brillouin zone corner Dirac electrons to-
wards the zone center, forming replicas with dodecagonal
rotational symmetry (Ahn et al., 2018).
In addition to graphene, borophene (monolayer boron),
all of group IV, and group V (with the exception of ni-
trogen) single-element monolayer systems have been syn-
thesized, covering an extremely diverse set of physical
phenomena ranging from the theoretically predicted ro-
bust quantum spin Hall insulator (Liu et al., 2011b; Xu
et al., 2013c) to tunable band gap semiconductor (Kim
et al., 2015). Photoemission studies in these systems
have mostly focused on eV-scale band structure identi-
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FIG. 33 Interaction effect in graphene systems. (a) Low
energy dispersion anomalies in doped graphene. Adapted
from (Bostwick et al., 2007). (b) Substrate effect causing band
renormalization in graphene. Adapted from (Hwang et al.,
2012). (c) Substrate induced gap opening on the Dirac point
for graphene-6H SiC heterostructure. Adapted from (Zhou
et al., 2007a). (d) Removal of translational symmetry and
the formation of dodecagonal Dirac electron replicas in 30◦
twisted bilayer graphene. Adapted from (Ahn et al., 2018).
fication (Feng et al., 2017, 2016; Mo, 2017; Vogt et al.,
2012; Zhu et al., 2015a), with the major limiting factor
being sample stability and availability especially towards
the less metallic side. Molten monolayer lead on Cu(111)
was used to pioneer the study of the single-particle spec-
tral function in a liquid (Baumberger et al., 2004). Sur-
prisingly, the Fermi surface and the Brillouin zone are
found to remain in the liquid metal phase, though the ra-
dial pair-correlation length becomes exponentially small.
C. Transition metal dichalcogenides
Many of graphene’s intriguing properties come from its
low-energy Dirac electrons and weak spin-orbit coupling,
which makes it a near zero-gap semiconductor. However,
transistors for a logic circuit utilize “on-and-off” switch-
ing behavior, requiring a non-zero energy gap. Transition
metal dichalcogenides (TMDCs) are a family of similarly
layered van der Waals materials, which contain semicon-
ductors with tunable eV-scale band gaps and sometimes
substantial spin-orbit coupling. Depending on different
intra-layer metal-chalcogen bond angle and inter-layer
stacking, TMDCs consist of 1T, 1T’, 1T”, 2H and 3R
phases (McDonnell and Wallace, 2016; Ouyang et al.,
2015). Mechanical exfoliation of single crystals, chem-
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FIG. 34 Lattice and electronic structure of layer-dependent
2H-MoX2 (X = S, Se). (a) Top and side view of the lattice
structure. (b) PEEM image of a CVD grown flake. (c) Bril-
louin zone and high symmetry points. (d) Micro-spot ARPES
results on monolayer flake and bulk MoS2. Adapted from (Jin
et al., 2013). (e)-(h) DFT calculation and experimental mea-
surements of monolayer (e-f) and 8 layer (g-h) band structures
of MoSe2. Unoccupied states are achieved via surface dosing.
Adapted from (Zhang et al., 2014d).
ical vapor deposition and molecular beam epitaxy are
all demonstrated to successfully obtain thin films down
to monolayer (Bhimanapati et al., 2015; Manzeli et al.,
2017; Scha¨fer, 2016; Zhou et al., 2018a). In addition to
the inherently excellent material tunability at low dimen-
sions, a wide selection of the constituent transition met-
als and chalcogens further bestows TMDCs a plethora
of physical phenomena, including magnetism, charge or-
der, Mottness, topological phases and superconductiv-
ity. The simplicity in sample preparation and richness in
manipulable physical properties jointly sparked intense
research interest in low dimensional TMDCs. ARPES,
especially when combined with in-situ MBE or a micro-
focused beam spot, often provides critical electronic ev-
idence and microscopic guidance for 2D TMD engineer-
ing (Mo, 2017).
Following the serendipitous discovery of up to a fac-
tor of 104 enhancement in luminescence quantum effi-
ciency of monolayer 2H-MoX2 (X = S, Se) compared
to its bulk form (Mak et al., 2010; Splendiani et al.,
2010), ARPES observed a clear indirect-to-direct band
gap transition going from multi-layer to monolayer films
(Fig. 34) (Jin et al., 2013; Yuan et al., 2016; Zhang et al.,
2014d). In particular, this was shown to be caused by
a rapid rise of the K-point valence band top. In the
meantime, the lack of inversion symmetry in the mono-
layer (or odd number of layers) 2H-phase implies spin
splitting of the energy bands. Indeed, 140-500 meV
spin-orbit splitting of the valence band is observed in
monolayer (Mo/W)(S/Se)2 (Alidoust et al., 2014; Zhang
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FIG. 35 Layer dependent CDW order revealed by band fold-
ing in 1T-TiSe2. Single-particle spectra in (a)(c) the normal
state and (b)(d) the CDW state of 1T-TiSe2. Yellow - mono-
layer thin film grown in-situ on bilayer graphene. Red - bulk
material. Adapted from (Chen et al., 2015b).
et al., 2014d), providing direct electronic evidence for the
mechanism of valley-selective optical excitations via cir-
cularly polarized light observed via photoluminescence
(Mak et al., 2012; Zeng et al., 2012) as well as trARPES
(Bertoni et al., 2016). Spin-resolved ARPES also re-
ports evidence for spin-polarization on the split valence
bands in MoSe2 and WSe2, with a strong dependence
on light-polarization and geometry as discussed in Sec-
tion II.E (Mo et al., 2016). Spin-orbit coupling also gives
rise to topological phases such as the quantum spin Hall
state, as discussed in Section VII.
Thin film TMDCs and their associated heterostruc-
tures also interact with light strongly, hosting excitons
with up to ∼30 ns radiative lifetime at room temper-
ature (Liu et al., 2015; Mak and Shan, 2016; Mohamed
et al., 2017). Direct determination of the exciton binding
energies in monolayer MoS2 and WSe2 on both insulating
and conductive substrates is achieved via the combina-
tion of optical reflectivity, ARPES, and angle-resolved
inverse photoemission (ARIPES) measurements (Park
et al., 2018). The exciton binding energy is substantially
reduced due to screening on a metallic substrate. Micro-
spot ARPES is also utilized to determine inter-layer band
alignments and exciton binding energies in MoSe2/WSe2
heterostructures (Wilson et al., 2017).
ARPES also plays an important role in the study
of superconductivity and charge order phenomena in
Ti/Zr/V/Nb/Ta based TMDCs and their thin films.
With the exception of 2H-NbS2, the superconductivity
here always occurs in a charge-density-wave (CDW) or-
dered state. In these systems, electron-phonon coupling
usually imprints strongly on the ARPES spectra (Rahn
et al., 2012), and the reduction of layer number can mod-
ify the system symmetry (Xu et al., 2018), usually leading
to a lower superconducting transition temperature and a
higher CDW order temperature (Duvjir et al., 2018; Ryu
et al., 2018; Ugeda et al., 2016; Xi et al., 2015). Sim-
ple Fermi surface nesting scenarios can at best explain a
few instances of incommensurate CDW phases such as in
VSe2 (Borisenko et al., 2008; Li et al., 2018d; Shen et al.,
2008), but is not universally applicable in TMDCs (Jo-
hannes and Mazin, 2008; Nakata et al., 2018; Zhu et al.,
2015b). For instance, ARPES on 1T-TiSe2 shows clear
band folding in the CDW state born out of a fully gapped
normal state, disfavoring the nesting scenario that would
require a Fermi surface to begin with (Chen et al., 2015b).
Combining HSE hybrid functional with GW approxima-
tion, this CDW formation and associated band gap evolu-
tion is ascribed to a band structure origin. Interestingly,
the associated ordering temperature and energy gap are
considerably larger in the monolayer limit than in the
bulk (Fig. 35) (Chen et al., 2015b). The weaker order in
the bulk system is due to dephasing of the CDW between
layers. With the indirect band gap comparable to the
thermal energy in the normal state, and the abnormally
strong intensity of the folded band in the charge ordered
state, it has also been proposed that the driving mech-
anism for this charge order may be excitonic (Cercellier
et al., 2007). The band-folding in bulk crystals has also
been studied by trARPES, where the timescale for the
disappearance of band-folding has been taken as evidence
for an excitonic CDW mechanism (Hellmann et al., 2012;
Rohwer et al., 2011). This appears to be supported by
simultaneously softened phonon and plasmon modes at
the charge ordering wave vector probed with momentum-
resolved EELS (Kogar et al., 2017). However, we note
that EELS and ARPES measure very different physical
quantities regarding exciton condensate. On the other
hand, the insulating behavior and CDW order in mono-
layer 1T-NbSe2 and bulk 1T-TaS/Se2 are attributed to
strong electronic correlation (“Mottness”), where the low
energy spectra are ubiquitously gapped without any sign
of coherent quasiparticles (Chen et al., 2019c; Lahoud
et al., 2014; Nakata et al., 2016).
D. 2DEG in transition metal oxides
Complex transition metal oxides behave quite differ-
ently from the rest of the chalcogenides, mostly because
of the exceptionally strong electron negativity of oxygen
atoms. As a result, they possess highly ionic bonding
(between metal and oxygen ions), much stronger charge
transfer (between layers), and higher tendency to form
dangling bonds and oxygen vacancies (on the surface and
interface). Each trait contributes uniquely to the pecu-
liar properties of a 2D electron gas (2DEG) that appears
on their surfaces, and to interfacial coupling on many
surfaces and interfaces.
Following the seminal discovery of a high mobility
2D electron gas at the interface between two insulat-
ing perovskites - LaAlO3 and SrTiO3 (Ohtomo and
Hwang, 2004), similar 2D conductive states were sub-
sequently discovered and demonstrated by ARPES on
SrTiO3 (110), (111), (001) surfaces (Fig. 36(b)) (King
et al., 2014; Meevasana et al., 2011; Ro¨del et al., 2014;
Santander-Syro et al., 2011; Walker et al., 2015, 2014;
Wang et al., 2014), and on KTaO3 (100) polar sur-
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FIG. 36 Surface 2D electron gas in SrTiO3. (a) 2DEG carrier
density versus UV irradiation dosage on the SrTiO3 (001) sur-
face. Adapted from (Meevasana et al., 2011). (b) Electronic
structure of the 2DEG on the SrTiO3 (001) surface. Note
the high in-plane dispersion and the lack of kz dispersion.
(c) Strong polaronic shake-off on the 2DEG surface state at
low carrier concentrations. (d) Maximum curvature plot of
panel (c) to highlight the shake-off bands. (e) EDC fitting of
the shake-off band consisting of multiple phonon side bands.
Adapted from (Wang et al., 2016c).
face (Bruno et al., 2019; King et al., 2012). 16 The
initial photoemission evidence was from the SrTiO3
(001) surface via either bulk crystal cleaving (Santander-
Syro et al., 2011) or progressive UV irradiation
(Fig. 36(a)) (Meevasana et al., 2011). Combining surface
atomic oxygen treatment with photoemission from oxy-
gen vacancy states, it is revealed that the surface 2DEG
comes from UV-induced oxygen vacancies (Walker et al.,
2015, 2014), and is mostly of Ti-3dxy character (Plumb
et al., 2014). The surface states also show clear quantum
confinement effects due to surface band bending, with
renormalization effects on the dxz and dyz bands (King
et al., 2014; Meevasana et al., 2011; Santander-Syro et al.,
2011). In the wake of surface enhanced superconduc-
tivity on monolayer-FeSe/SrTiO3 heterostructures (Lee
et al., 2014), strong electron-phonon coupling induced
polaronic shake-off spectra were retrospectively noticed
on the SrTiO3 surface state at low carrier concentrations
(Fig. 36(c)-(e)) (Chen et al., 2015a; Wang et al., 2016c).
Such strong coupling is interpreted as a consequence of an
exceptionally large Born effective charge associated with
16 Metallic states can also be created on the anatase TiO2 (001)
surface. But this state shows strong kz dispersion, implying a
3D nature (Moser et al., 2013).
the Ti-O bond stretching from the LO4 optical phonon
vibration (Lee et al., 2014).
In an effort to overcome the surface sensitivity and
lack of access to buried interfaces, soft X-ray ARPES at
Ti L3 and L2 edges (∼460 eV) is employed to penetrate
through a 18 A˚ thick LaAlO3 overlayer and probe the
interfacial 2DEG on a LaAlO3/SrTiO3 heterostructure
(Cancellieri et al., 2016). With a 40 meV energy resolu-
tion, both the surface states and their polaronic shake-off
can be clearly identified. When the soft X-ray photon
energy is tuned to match the depth profile of the het-
erostructure so to form a standing wave, layer-selectivity
may be achieved at the antinode of the photon field.
This technique was pioneered in probing the buried in-
terface in La0.7Sr0.3MnO3/SrTiO3 magnetic tunnel junc-
tions to maximize reflectivity at the La 3d5/2 absorption
edge (Gray et al., 2013, 2010), although the interpreta-
tion is still at an early stage.
It should be noted that 2D surface states also
frequently exist on semiconductor and metal sur-
faces (Bianchi et al., 2010; Jovic et al., 2017; LaShell
et al., 1996; Tamai et al., 2013). Due to the inherent
broken inversion symmetry on the surface, large spin
splitting may be observed if spin-orbit coupling is also
strong (LaShell et al., 1996; Tamai et al., 2013).
E. Quasi-1D systems
Further dimensional confinement leads to quasi-1D
materials, with even greater electronic instability and the
breakdown of the Landau quasiparticle description. Ex-
perimentally, these systems are either bona fide nano-
wires, or are effectively 1D because of highly anisotropic
valence electronic interactions. The former category re-
quires a carefully self-assembled/aligned nanowire ar-
ray (Ahn et al., 2004; Scha¨fer et al., 2008), or otherwise
nano-spot ARPES at synchrotron facilities with x-ray
zone-plate focusing optics (Arango et al., 2016) (see also
Section III.B). The latter mostly consists of Luttinger liq-
uid candidate purple bronze Li0.9Mo6O17 (Dudy et al.,
2012; Wang et al., 2009, 2006) 17, copper spin chain com-
pounds LiCu2O2 (Papagno et al., 2006), SrCuO2 (Kim
et al., 2006, 1996; Suga et al., 2004), organic chain
compound [Ni(chxn)2Br]Br2 (Fujimori et al., 2002), and
doped vanadium oxides β-Na1/3V2O5 (Okazaki et al.,
2004a), V6O13 (Suga et al., 2004).
One main feature of a 1D Luttinger liquid is the
fractionalized excitation of a photo-hole into its charge
17 A close cousin in the molybdenum purple bronze family is
K/Na0.9Mo6O17, which has higher symmetry (C3 rotation) by
forming three equivalent chain directions in-plane (Foury and
Pouget, 1993). This difference causes the system to have a bulk
charge order at 115 K, and a separate quasi-2D surface charge
order at 220 K (Mou et al., 2016b).
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FIG. 37 Evidence for spin-charge separation in the 1D chain
compound SrCuO2. (a) Raw energy distribution curves for
the bifurcated single-particle excitation consisting of spinon
(red) and holon (blue) branches. (b) Fitted dispersions col-
lapsed from different perpendicular momenta. The dashed
lines are band theory calculations, while the red and blue solid
lines are analytical fits to the spinon and holon dispersions.
Adapted from (Kim et al., 2006).
(holon) and spin (spinon) parts – a phenomenon known
as spin-charge separation (Fig. 37(a)) (Giamarchi, 2003;
Nozieres and Pines, 1999). In the absence of Landau
quasiparticles, the single particle spectral function re-
mains a well-defined quantity to describe the system’s re-
sponse to a single electron removal. Most recent ARPES
studies on correlated 1D chain compounds focus on inves-
tigating this aspect, often in conjunction with Hubbard
model calculations as a function of electron hopping t and
Coulomb repulsion U (Fujimori et al., 2002; Kim et al.,
2006, 1996; Papagno et al., 2006; Suga et al., 2004). In
particular, photoemission on SrCuO2 does show evidence
for two separate branches of excitation on the single-
particle spectrum along the chain direction, bounding a
region of excitation continuum in between (Kim et al.,
2006). Both branches are non-dispersive perpendicular
to the chain direction (Fig. 37(b)), reaffirming the 1D
nature of the electronic structure. The dispersions of
the two branches are governed by the charge hopping t
(holon), and the spin exchange J (spinon). The fitted
value of J = 0.27 eV agrees with respective optical and
inelastic neutron scattering results (Kim et al., 2006).
F. Outlook
Low dimensional materials have seen one of the most
prosperous quantum material research scenes in the past
decade, with probes tried and tested in graphene re-
search rapidly spilling over to new material systems such
as TMDCs and oxide films/interfaces. New device tech-
gap
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SS
FIG. 38 A simplified view of the band structure evolution
in topological states of matter studied by ARPES. A trivial
insulator has a finite bandgap between conduction (CB) and
valence bands (VB). Closure of the gap can produce a Dirac
semimetal with linear dispersion. Continued evolution of the
gap results in band inversion, which can produce a topological
insulator with surface states (SS) bridging the gap. The Dirac
semimetal becomes a Weyl semimetal if either time-reversal or
spatial-inversion symmetries are broken, whereas the topolog-
ical insulator exhibits exotic phenomena when coupled with
superconductivity and magnetism.
nology enabled new platforms – such as Moire´ systems
and freestanding oxide films – will likely continue to spur
new diversification in ARPES sample environment and
lightsources, such as higher level of integration of micro-
ARPES and in-situ device manufacturing with electrical
characterizations. Low dimensional systems are expected
to help shed light on traditionally hard correlation prob-
lems thanks to their excellent optical, mechanical, electri-
cal and magnetic tunability. Moreover, they shall expand
investigations in dimensionality-specific topics such as
those in quantum confinement, exotic topological states
of matter, or enhanced/stabilized order comparing to 3D
counterparts.
VII. TOPOLOGICAL MATERIALS
A. Overview
One of the cornerstones of condensed matter physics
is the classification of matter into distinct phases, which
is conventionally done by considering spontaneously bro-
ken symmetries. In the 1980’s a new paradigm emerged
in which matter began to be classified according to the
notion of topological invariants (Thouless et al., 1982;
Wen, 1995). In mathematics, a topological invariant is
a property that is maintained through smooth deforma-
tions of an object. Analogously, topological properties of
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a material are insensitive to smooth deformations of the
system’s Hamiltonian. (Here “smooth” refers to an adia-
batic perturbation which does not close an energy gap).
Thus, identifying the topological invariants of a material
gives robust predictive power for its physical properties.
A complete discussion on the topological classification
of matter is beyond the scope of this review, and is dis-
cussed in detail elsewhere (Haldane, 2017; Hasan and
Kane, 2010; Qi and Zhang, 2011). We instead give a
brief conceptual overview, then focus on developments in
which ARPES played a pivotal role in discovering or un-
derstanding topological phases by identifying nontrivial
topological electronic structures (Zhang et al., 2020).
B. Quantum Hall states
We begin with a brief overview of a family of two-
dimensional topologically non-trivial states known as the
quantum Hall states, including the quantum Hall insu-
lator (QHI), quantum spin Hall insulator (QSHI), and
quantum anomalous Hall insulator (QAHI). Although
the experimental study of these states is within the
purview of transport rather than ARPES measurements,
we begin with this overview because these states embody
concepts which are universal to all topological materials.
Moreover, the discoveries of these states have been re-
garded as milestones for our understanding of the topo-
logical classification of matter (Haldane, 2017).
The first example of a topological material is the QHI,
in which electrons are confined to two dimensions and
subjected to a strong out-of-plane magnetic field. Ap-
plication of an in-plane longitudinal electric field leads
to a transverse voltage drop given by a non-zero Hall
conductance σxy. Remarkably, σxy is precisely quantized
to integer multiples of e2/h, as has been confirmed for
up to one part per billion (von Klitzing, 2005). This
exact quantization, independent of material details, is a
reflection of the fact that σxy is a topologically invari-
ant property. The current is conducted along the sample
edge due to a general principle known as “bulk-boundary
correspondence,” which guarantees the existence of gap-
less conducting states at the interface where a topological
invariant changes (Hasan and Kane, 2010).
The QSHI, also known as a 2D topological insulator
(TI), is analogous to the QHI, except the role of an ex-
ternal magnetic field is replaced by the intrinsic spin-
orbit coupling, which acts as an effective magnetic field
with equal magnitude but opposite direction for electrons
with momenta +k and −k. Thus, the quantum spin
Hall state can be regarded as two copies of the quan-
tum Hall state, with each copy oppositely spin-polarized
and counter-propagating along the sample edge. This
leads to zero net charge Hall conductance, though the
spin Hall conductance is quantized to multiples of e/2pi
(Bernevig et al., 2006; Kane and Mele, 2005). The ex-
istence of quantized edge channels was experimentally
indicated in HgTe quantum wells by measuring the lon-
gitudinal four-terminal resistance (Konig et al., 2007).
Note that time-reversal symmetry is broken for the QHI,
but it is preserved for the QSHI. From a band structure
point-of-view, the strong spin-orbit coupling causes the
valence and conduction bands to invert in energy. Intu-
itively, one can imagine that if a material with inverted
band ordering is brought into contact with one with non-
inverted ordering, the gap must close somewhere in the
interface between the two materials. It is this gapless
interface state which is responsible for edge conduction
(even if the second “material” is vacuum), again demon-
strating the principle of bulk-boundary correspondence.
The QAHI can be regarded as a QSHI coexistent with
magnetic order (Chang et al., 2013a). Note that both
strong spin-orbit coupling and time-reversal symmetry
breaking are important in this case. As in the QHI, the
edge conduction leads to σxy quantized to integer multi-
ples of e2/h. Unlike the QHI, this quantized conduction
is due to the intrinsic magnetization of the material, and
not imposed by an external magnetic field.
This discussion exemplifies concepts such as band in-
version, the principle of bulk-boundary correspondence,
and the roles of spin-orbit coupling and time-reversal
symmetry. As we shall see, the power of ARPES lies in its
capability to measure electronic states both in the bulk
and at the boundary. In the bulk, ARPES can directly
resolve the energetic sequence of bands and whether they
exhibit inversion; on the boundary, ARPES can directly
resolve electronic states localized at the interface. The
influence of spin-orbit coupling is revealed through spin-
resolved ARPES measurements, while the role of time-
reversal (and other symmetries) is explored by material
synthesis and modification via doping/substitution.
C. Topological insulators
1. 3D strong TIs
The 3D strong TI can be understood as a three-
dimensional analog to the QSHI described above (Fu
et al., 2007; Moore and Balents, 2007; Qi et al., 2008).
Conceptually, one begins by considering a trivial insula-
tor with bulk valence and conduction bands of opposite
parity separated by an energy gap. In a 3D TI, the spin-
orbit interaction causes the bands to become inverted
(see Fig. 38). If this inversion occurs at an odd number of
points in the Brillouin zone, the material becomes topo-
logical (characterized by the so-called Z2 invariant) and
classified as a strong TI. Due to the bulk-boundary cor-
respondence, a strong TI exhibits gapless surface states
which are robust against any perturbation which main-
tains time-reversal symmetry. As a consequence, both
the 2D surface states of a 3D TI and the 1D edge states
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(a) (c)(b)
(d)
(e)
FIG. 39 Bi1−xSbx as the first 3D topological insulator. (a)-
(c) show the electronic structure for pure Bi, the alloy, and
for pure Sb, respectively. The band arrangement in pure Bi
is trivial, while the bands at the L-point of pure Sb are in-
verted. Within a critical doping range, the alloy becomes a
direct bandgap semiconductor while retaining the topologi-
cally non-trivial band inversion. Adapted from (Hasan and
Kane, 2010). (d) Cartoon and (e) ARPES measurement of the
surface state dispersion of Bi0.91Sb0.09, showing five Fermi-
level crossings. The arrows denote the spin polarization of
the bands, as verified by spin-resolved ARPES measurements.
Adapted from (Hsieh et al., 2009b).
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FIG. 40 ARPES measurements of the 3D topological insu-
lators (a) Bi2Se3 (Xia et al., 2009) and (b)-(d) Bi2Te3. The
topological surface state is observed linearly dispersing across
the bulk band gap. (c) The Fermi surface of Bi2Te3, showing
the anisotropic dispersion of the surface state. (d) MDCs of
the cut shown in (b). Adapted from (Chen et al., 2009c).
of a 2D QSHI are said to be protected by time-reversal
symmetry. The distinctive signatures of a 3D TI are
encoded in quantized magnetoelectric responses (Essin
et al., 2009; Qi et al., 2008) detectable in a high-precision
optical measurement (Wu et al., 2016). Unlike for the
2D QSHI, the transport signature is subtle (Hasan and
Kane, 2010), making ARPES an indispensable tool for
identifying 3D TI materials.
Following theoretical prediction (Fu and Kane, 2007),
the first experimentally observed 3D TI was the Bi1−xSbx
alloy (Hsieh et al., 2008). Both Bi and Sb are semimet-
als with negative indirect gaps, but finite direct gaps
throughout their entire Brillouin zones. In Sb, the va-
lence and conduction bands are inverted at the three
equivalent L points, but the absence of a global bandgap
precludes it from being classified as a TI (Fig. 39(a) and
(c)). However, there is a small range (0.07 < x < 0.22) in
which the alloy is a direct bandgap semiconductor at the
L points while still retaining the band inversion of Sb,
as shown in Fig. 39(b). ARPES experiments identified
surface states, as verified by their lack of kz dispersion
(Hsieh et al., 2008). Confirmation of their topological
origin was based on two criteria: (1) the bands cross EF
an odd number of times between the two time-reversal in-
variant momenta Γ and M (Fig. 39(e)), and (2) the bands
are spin-polarized and thus non-degenerate, as confirmed
by spin-resolved ARPES (Hsieh et al., 2009b). These ob-
servations, summarized in Fig. 39(d), together indicate
that the surface bands cannot be eliminated by any per-
turbation that maintains time-reversal symmetry.
The next 3D TIs to be theoretically predicted and ex-
perimentally discovered were Bi2Se3 and Bi2Te3 (Chen
et al., 2009c; Xia et al., 2009; Zhang et al., 2009). The ad-
vantages of these materials over Bi1−xSbx are that they
are free of alloying disorder and exhibit an exceptionally
clean electronic structure with a single Dirac cone surface
state. As shown in Figs. 40 (a) and (b) for Bi2Se3 and
Bi2Te3, respectively, the bulk bands are semiconducting
with a gap > 200 meV, while the surface states bridge
the gap near the Γ-point (Fig. 40(d)) and do not dis-
perse with kz (Chen et al., 2009c; Xia et al., 2009). As
shown in Fig. 40(c), the Fermi surface of Bi2Te3 consists
of a hexagonally-warped pocket from the surface state
and a bulk pocket from the conduction band which can
be tuned away from EF by doping (Chen et al., 2009c).
Spin-resolved ARPES measurements confirmed that the
surface state of these materials has the requisite helical
spin texture, with spins oriented predominantly in-plane
and tangential to the Fermi surface (Hsieh et al., 2009a).
Bi2Se3 and Bi2Te3 have been the key material platforms
to much of the later work on topological materials, in-
cluding the discovery of the quantum anomalous Hall ef-
fect (Chang et al., 2013a), and therefore appear promi-
nently in this review despite the abundance of newer ma-
terials.
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FIG. 41 Deviations from an ideal helical spin texture in 3D TIs. The ideal texture, shown in (a), consists of 100% polarized
in-plane spins tangentially oriented along an isotropic Dirac cone. Top row: Circular dichroism ARPES on Bi2Se3. (b) The
difference in photoemission intensity between left-hand and right-hand circularly polarized light. (c) By modeling matrix
elements in a spin-orbit coupled system, all three components of the spin-polarization can be calculated from the data. (d)
Summary of the deduced spin-polarization, including an out-of-plane component associated with hexagonal warping. Adapted
from (Wang et al., 2011c). Bottom row: Spin-orbital texture of Bi2Se3. (e) The spin-polarization measured by spin-resolved
ARPES reverses sign when the light polarization is rotated. Adapted from (Jozwiak et al., 2013). (f) This is because the
eigenstates are linear combinations of spin (arrows) and orbital (blue/green shapes) components. The experiment measures the
spin-polarization associated with the orbital component photoemitted by the incident light polarization. Adapted from (Zhang
et al., 2013b).
2. Topological protection and spin-polarization
While it is difficult to establish unambiguous proof,
ARPES does provide compelling evidence for the unusual
robustness of the topological surface state. Trivial sur-
face states are often found to be exquisitely sensitive to
disorder and surface adsorbates (Damascelli et al., 2000;
Noh et al., 2009; Yang et al., 2005). In contrast, the
surface states of Bi2Se3 have been clearly observed in
ARPES even after exposure to atmosphere (Benia et al.,
2011; Chen et al., 2012). More aggressive disorder, such
as removal of atoms by sputtering, causes the surface
state to migrate toward the deeper, unperturbed layers
(Queiroz et al., 2016). While these results are intriguing,
we caution that these demonstrations of robustness can-
not be taken as definitive proof of the topological nature
of the bands.
The robustness of the topological surface state is only
one aspect of a notion known as “topological protec-
tion.” Another consequence is the fact that nonmagnetic
backscattering from momentum k to −k on the surface
state is suppressed due to the fact that these states have
opposite spin orientations (Roushan et al., 2009). How-
ever, scattering to any state other than the one at −k is
still permitted. Via self-energy analysis, ARPES has de-
tected signatures of interband scattering with bulk states
(Park et al., 2010) as well as intraband electron-phonon
scattering, with reported coupling strengths ranging from
λ = 0.076 up to λ ∼ 3 (Chen et al., 2013; Hatch et al.,
2011; Kondo et al., 2013b; Pan et al., 2012), with the dis-
parate results likely attributed to differing experimental
resolution and sensitivities. Inter- and intra- band scat-
tering processes have also been documented in the time-
domain by trARPES (Sobota et al., 2012; Wang et al.,
2012e).
Another important consideration for the scattering
properties of the surface state is its deviation from the
ideal helical spin-texture shown in Fig. 41(a). The disper-
sion of the surface states of Bi2Te3 is hexagonally warped
at energies away from the Dirac point (see Fig. 40(c)),
which opens scattering channels associated with out-of-
plane components of the spin polarization (Alpichshev
et al., 2010; Fu, 2009). The out-of-plane spin was directly
measured by spin-resolved ARPES in Bi2Te3 (Souma
et al., 2011), and subsequently deduced by circular-
dichroism ARPES in Bi2Se3 (see Section II.D for a dis-
cussion on the relationship between spin-polarization and
circular dichroism) (Wang et al., 2011c), as shown in the
top row of Fig. 41.
An additional deviation from the ideal helical texture
is its partial spin polarization (<100%) due to the sub-
stantial spin-orbit coupling in these materials (Yazyev
et al., 2010). Early spin-resolved ARPES measurements
reported polarizations ranging from 25% (Souma et al.,
2011) to 75% (Pan et al., 2011), though subsequent the-
ory work showed that the photoelectron spin-polarization
is not equivalent to that of the initial state (Park and
Louie, 2012). In fact, later experiments showed that
the measured spin-polarization could be reversed or even
rotated out-of-plane by controlling the excitation pho-
ton polarization (Jozwiak et al., 2013; Sa´nchez-Barriga
et al., 2014; Xie et al., 2014; Zhu et al., 2014), as shown
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FIG. 42 (a) A series of three 2DEG states on a Bi2Se3 surface
contaminated with adsorbates. The lowest sub-band exhibits
Rashba-splitting due to strong spin-orbit coupling. (b) Model
for the formation of 2DEGs. The conduction band energy
Ec is subject to a band-bending potential near the surface,
leading to quantum confinement of the bulk wave function.
Adapted from (King et al., 2011b).
in Fig. 41(e). This is explained by the effect of spin-
orbit coupling: since spin is not a good quantum num-
ber, the eigenstates are linear combinations of spin and
orbital components, as shown in Fig. 41(f) (Cao et al.,
2013; Zhang et al., 2013b). These experiments highlight
the inherent complexity of a spin-resolved ARPES mea-
surement as expounded in Section II.E; here, the mea-
surement is only sensitive to the spin-polarization of the
photoemitted orbital component, which is controlled by
light polarization due to matrix elements.
3. Quantum confinement
The short mean free path for photoelectrons allows
ARPES to probe phenomena which occur exclusively at
the surface. For example, the chemical potential probed
by ARPES deviates from that measured in bulk-sensitive
transport measurements due to a band-bending potential
near the surface, as determined by comparison to quan-
tum oscillations (Analytis et al., 2010). This potential
continues to evolve after cleaving due to residual adsor-
bates in the UHV environment (Bianchi et al., 2010),
and can be accelerated by deposition of impurities (King
et al., 2011b; Wray et al., 2011). In both cases, suffi-
cient band-bending leads to quantum confinement of the
bulk wave function near the sample surface, which man-
ifests as a two-dimensional electron gas (2DEG) degen-
erate with the bulk bands (Chiang, 2000). As shown
in Fig. 42, the 2DEGs form a series of quantum well
states which are spatially localized in the band-bending
potential well. Moreover, due to the strong spin-orbit
coupling in the system, the 2DEGs exhibit Rashba split-
ting with a predominantly in-plane spin texture, as veri-
fied by spin-resolved ARPES measurements (King et al.,
2011b). This splitting is significantly larger than that
observed in semiconductor heterostructure 2DEGs and
Au(111) surface states (King et al., 2011b), and compa-
rable to the giant Rashba-type splitting observed for bulk
bands in non-centrosymmetric semiconductors (Ishizaka
et al., 2011). In addition to their potential application
for spintronics, these 2DEGs need to be considered when
interpreting transport measurements in TIs, since they
can contribute 2D conduction channels in addition to the
topological surface state (Bansal et al., 2012).
Quantum confinement can also be induced by exfolia-
tion or by fabricating thin film samples via layer-by-layer
growth using molecular beam epitaxy. In the latter ap-
proach, the samples are grown under UHV conditions and
typically transferred to an ARPES measurement cham-
ber without subjecting them to atmospheric exposure.
It was theoretically predicted that for a sufficiently thin
film, a 3D TI will transition to a 2D QSHI in an oscil-
latory fashion as a function of the film thickness (Liu
et al., 2010a; Lu et al., 2010). This is because the sur-
face state wavefunctions on opposite sides of the sample
begin to overlap and hybridize, opening up a gap at the
Dirac point. ARPES measurements on Bi2Se3 have ob-
served this gapped Dirac point for film thicknesses < 6
quintuple layers (QLs), as shown in Fig. 43, while at the
same time the bulk band structure is quantized into a
series of quantum well states due to the spatial confine-
ment (Sakamoto et al., 2010; Zhang et al., 2010). The
oscillatory behavior was not observed, possibly because
the oscillations dominantly manifest in the sign rather
than the magnitude of the gap (Liu et al., 2010a). It was
later shown that topologically protected surface trans-
port is diminished in sufficiently thin films (Taskin et al.,
2012; Wu et al., 2013). Interestingly, not all topological
states are gapped in the thin-film limit: in Sb, the film-
substrate interaction breaks the symmetry between the
top and bottom surfaces, which inhibits the hybridization
that would open a gap (Bian et al., 2012).
4. Magnetic topological insulators
A 3D TI subject to broken time-reversal symmetry is
associated with nontrivial magnetoelectric effects such as
image magnetic monopoles and topological Kerr/Faraday
rotations (Essin et al., 2009; Qi et al., 2008; Wu et al.,
2016). When reduced to the 2D limit, magnetic TIs
become a platform for studying the quantum anoma-
lous Hall effect (Yu et al., 2010), as was experimen-
tally demonstrated in thin films of Cr-doped (Bi,Sb)2Te3
(Chang et al., 2013a) and MnBi2Te4 (Deng et al., 2020).
In ARPES, a signature of broken time-reversal symme-
try in a 3D TI is the opening of a gap at the Dirac point,
as shown in the lower row of Fig. 38 (Liu et al., 2009b).
Experimentally this has been investigated by both bulk
doping (Chen et al., 2010b) and surface doping (Wray
et al., 2011) of magnetic impurities. As shown in Fig. 44,
a spectral weight suppression is clearly observed at the
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(a) (b)
FIG. 43 (a) ARPES spectra of Bi2Se3 thin films synthesized to the thickness shown (QL = Quintuple Layer). There is no
Dirac cone observed for sufficiently thin samples. (b) The gap at the Dirac point extracted as a function of film thickness. The
gapless topological surface state recovers for thicknesses > 6 QL. Adapted from (Zhang et al., 2010).
12% FeNon-magnetic(a) (b)
FIG. 44 Magnetically doped topological insulator. (a) Un-
gapped Dirac cone of Bi2Se3, and (b) gapped Dirac cone of
Fe-doped Bi2Se3. Adapted from (Chen et al., 2010b).
Dirac point of Bi2Se3 when Fe dopants are introduced
to the bulk, even in the absence of bulk ferromagnetic
order (Chen et al., 2010b). Subsequent work on Mn-
doped Bi2Se3 thin films revealed a gap derived from out-
of-plane ferromagnetic order, as demonstrated by closure
of the gap above the Curie temperature. Further evi-
dence for the magnetic nature of the gap was provided
by spin-resolved ARPES, which revealed an out-of-plane
component of the spin-polarization at the Γ-point. No
out-of-plane spin component was observed for systems
doped with non-magnetic impurities (Xu et al., 2012c).
Despite these positive observations, there remains a
number of important uncertainties on how Dirac cones
are gapped in the presence of magnetism, and even in
how gapped Dirac cones should be interpreted in general.
First, in certain circumstances it has been demonstrated
that Dirac point gapping may be completely unrelated to
the existence of magnetism (Bianchi et al., 2011; Sa´nchez-
Barriga et al., 2016). At the same time it remains un-
clear in what conditions magnetism is sufficient to open a
gap, since other groups have reported that deposition of
magnetic impurities does not open a gap (Schlenk et al.,
2013; Scholz et al., 2012; Valla et al., 2012). A recent
development which promises to shed light on this issue
kx (Å-1)
k y
 (
Å
-1
)
E B
 (
eV
)
x=0 x=0.4 x=0.8 x=1
trivial topological
0.1-0.1 0 0.1-0.1 0 0.1-0.1 0 0.1-0.1 0
0.2
-0.2
0
0
0.4
FIG. 45 Topological phase transition driven by chemical sub-
stitution in TlBi(S1−xSex)2. The doping level x is indicated
in the lower panels. For x . 0.6 the material is a trivial semi-
conductor, while for x & 0.6 the bandgap becomes inverted
and a topological surface states forms. Adapted from (Xu
et al., 2011).
was the prediction of MnBi2Te4 as an antiferromagnetic
TI (Li et al., 2019b; Otrokov et al., 2019; Zhang et al.,
2019a), with the first published ARPES results reporting
a gap of ∼ 100 meV (Lee et al., 2019; Vidal et al., 2019;
Zeugner et al., 2019). However, a series of works contra-
dicted this claim with reports of a gapless surface state
(Chen et al., 2019a,d; Hao et al., 2019; Li et al., 2019a;
Swatek et al., 2020). It seems likely that these discrepant
results are attributed to a hν-dependent photoemission
cross-section for the surface states (Chen et al., 2019a;
Hao et al., 2019). If it indeed proves to be the case that
the surface state is gapless, it may imply that the antifer-
romagnetic order is modified, multiple types of magnetic
orders coexist, or that the magnetism is disordered near
the surface (Hao et al., 2019).
5. Topological phase transitions
A topological phase transition can be driven by con-
tinuously tuning a material parameter through a range
which results in band inversion. Unlike a conventional
phase transition, this process does not involve a broken
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symmetry; instead, the phase transition is characterized
by a change in the topological invariant. A classic ex-
ample of a topological phase transition is the crossing of
a Landau level in a 2DEG under a changing magnetic
field, as in the quantum Hall effect (Hasan and Kane,
2010). In the context of 3D TIs, the most widely studied
system by ARPES is TlBi(S1−xSex)2 with the chemical
substitution x varied to tune both the spin-orbit inter-
action strength and lattice parameter. For x = 0 the
material is a trivial semiconductor, while for x = 1 it is
a 3D TI. As shown in Fig. 45, at the intermediate value
x ∼ 0.6 the bandgap closes, inverts, and a spin-polarized
topological surface state emerges (Xu et al., 2011). In-
terestingly, multiple groups have reported that despite
the band inversion the surface state remains gapped up
to x ∼ 1, an observation which is difficult to reconcile
with its topological classification. Potential explanations
given by these groups include the roles of spontaneously
broken symmetry (Sato et al., 2011), surface termina-
tion (Niu et al., 2012), bulk-surface scattering (Souma
et al., 2012), or surface disorder (Pielmeier et al., 2015),
though a comprehensive understanding is still lacking.
Another open issue is whether the surface states appear
discontinuously with x, or evolve smoothly through the
phase transition. ARPES measurements near the topo-
logical critical point suggest the latter possibility, as a
gapped, spin-polarized surface state begins to develop
spectral weight even on the trivial side of the phase tran-
sition (Xu et al., 2015f). In Bi2Se3, a signature of this
trivial surface state remains as a spin-polarized surface-
localized state degenerate with the bulk bands deep into
the topological phase (Jozwiak et al., 2016).
Another platform for studying topological phase tran-
sitions is provided by the Pb1−xSnxY (Y=Se,Te) class
of topological crystalline insulators (TCIs). TCIs repre-
sent a distinct topological phase from TIs because they
are protected by the point-group symmetry of the crys-
tal structure, in contrast to time-reversal as in the case
of TIs (Fu, 2011). SnTe was predicted to be a TCI pro-
tected by mirror symmetry, endowing the high-symmetry
surfaces with an even number of Dirac cones, in contrast
to the odd number required for Z2 TIs. PbTe and PbSe
were predicted to be topologically trivial but susceptible
to band inversion by application of pressure, strain, or
alloying (Hsieh et al., 2012). Indeed, as shown in Fig. 46,
Pb1−xSnxSe (x = 0.23) undergoes a topological phase
transition due to a temperature-dependent inversion of
the bulk bands (Dziawa et al., 2012). Unlike the ear-
lier example of TlBi(S1−xSex)2, here the bulk bands are
clearly resolved on both sides of the transition. ARPES
has also verified TCI phases in SnTe (Tanaka et al., 2012)
and Pb1−xSnxTe (Xu et al., 2012b).
trivial topological
FIG. 46 Topological phase transition driven by tempera-
ture in the crystalline topological insulator Pb1−xSnxSe (x =
0.23). At a temperature between 100 K and 200 K the bulk
band gap inverts, leading to the formation of topological sur-
face states. Reproduced from (Dziawa et al., 2012).
(a) (b)
FIG. 47 Monolayer 1T’-WTe2 as a quantum spin Hall insula-
tor. (a) Calculated band structure, showing the band inver-
sion enabled by spin-orbit coupling. (b) ARPES measurement
revealing a 45 meV bandgap, as indicated by the horizontal
dashed lines. Adapted from (Tang et al., 2017).
6. The quantum spin Hall effect revisited
As stated in Section VII.B, some of the first 2D topo-
logical systems studied included QSHIs such as HgTe
quantum wells at milliKelvin temperatures (Konig et al.,
2007). Recently there has been a renewed search for
QSHIs which are not dependent on a heterostructured
design and which exhibit a larger bandgap suitable for
application at higher temperature. Such a model system
could help reconcile some of the experimentally puzzling
aspects which remain for the HgTe quantum wells (Ma
et al., 2015; Nichele et al., 2016). One notable devel-
opment was the prediction of the quantum spin Hall ef-
fect in monolayer transition metal dichalcogenides (Qian
et al., 2014). ARPES work on monolayers of 1T’-WTe2
synthesized by molecular beam epitaxy supported this
prediction by measuring an inverted bandgap of 45 meV,
as shown in Fig. 47 (Tang et al., 2017), with simultaneous
reports of edge conduction in exfoliated films (Fei et al.,
2017). The quantum spin Hall effect, including quantized
edge conduction, was subsequently confirmed up to 100 K
in transport measurements (Wu et al., 2018). In later
experiments, the gap of monolayer 1T’-WSe2 was found
to be up to 130 meV (Chen et al., 2018; Ugeda et al.,
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2018). Other systems promising room-temperature ap-
plications include ultrathin Na3Bi (Collins et al., 2018),
Bismuthene on SiC (Reis et al., 2017), and Stanene on Cu
(Deng et al., 2018). These discoveries lie at the intersec-
tion of 2D and topological materials research fields and
make quantum spin Hall platforms more readily avail-
able.
A closely related phase is the 3D “weak” TI, which
can be regarded as a stack of QSHI layers (Fu et al.,
2007; Fu and Kane, 2007). For a bulk crystal one ex-
pects the top and bottom surfaces to be insulating, while
the side surfaces would exhibit 1D surface states. Exper-
imental verification by ARPES has been hindered by the
difficulty in measuring photoelectrons from the side sur-
faces of cleaved crystals. For candidate materials such as
ZrTe5 much of the supporting evidence has been limited
to showing that the top surfaces are insulating (Xiong
et al., 2017), though such reports have been controversial
due to the small gap (Manzoni et al., 2016). Possible indi-
cations of the side surface states have manifested as one-
dimensional features superposing the spectrum, possibly
attributed to photoemission from the edges of cracks in
the sample surface (Zhang et al., 2017b). Nano-ARPES
with sub-1 µm spatial resolution has been utilized to sep-
arately resolve the signal from the top (001) and side
(100) surfaces of β-Bi4I4, revealing a 1D state associated
solely with the side surface (Noguchi et al., 2019). This
is suggestive of a one-dimensional edge state, but as the
first measurement of its kind, follow-up work is required
to confirm that this is indeed an incontrovertible hall-
mark of a weak TI.
7. Topological superconductors
The theory of topological superconductors is analogous
to that of TIs, with the role of the insulating band gap
replaced by the particle-hole symmetric superconduct-
ing gap (Qi and Zhang, 2011; Schnyder et al., 2009).
Similarly, the gapless edge modes of TIs are replaced
by gapless Majorana states in topological superconduc-
tors, with the form of the wavefunction constrained by
the particle-hole symmetry of the Bogoliubov-de Gennes
Hamiltonian. An interesting situation arises when one
of these states is bound to the interface between nor-
mal and superconducting regions at a vortex. This state,
known as a Majorana zero mode, is an equal admixture
of electrons and holes, represents a quasiparticle which
is charge-neutral, has exactly zero energy, and is its own
antiparticle. It is therefore analogous to the Majorana
fermion, which has been hypothesized as a elementary
particle in nature but not yet experimentally observed
(Hasan and Kane, 2010; Qi and Zhang, 2011). In con-
trast, Majorana zero modes are non-fermionic since they
obey non-Abelian statistics, which allows them to form
the basis for the field of topological quantum computa-
tion (Nayak et al., 2008).
The simplest theoretical proposal for a system exhibit-
ing Majorana zero modes involves a superconductor with
spinless px + ipy pairing. It was later realized that the
non-spin-degenerate bands of a 3D TI surface state, if
driven to superconduct, would resemble a spinless px+ipy
superconductor which maintains time-reversal symmetry
(Fu and Kane, 2008). Many efforts focused on induc-
ing superconductivity in TIs via the proximity effect.
For example, scanning tunneling spectroscopy measure-
ments on Bi2Se3 thin films fabricated on superconducting
NbSe2 revealed a superconducting gap > 0.5 meV for film
thickness < 3 QLs, though complementary ARPES ex-
periments showed that the Dirac cone features a sizable
hybridization gap (Wang et al., 2012a). Further experi-
ments showed that even the hybridization-gapped Dirac
cone hosts spin-polarized carriers, and exhibits a super-
conducting gap of ∼ 0.5 meV up to Tc ∼ 7 K, with
the superconducting gap size decreasing with film thick-
ness (Xu et al., 2014b). In a related development, su-
perconducting gaps were demonstrated in up to 10 QL
Bi2Se3 films on polycrystalline Nb substrates (Flo¨totto
et al., 2018). Finally, we mention that superconducting
gaps up to 15 meV were reported up to 60 K in Bi2Se3
films grown on a cuprate superconductor (Wang et al.,
2013b), though follow-up studies brought this observa-
tion into question, citing unfavorable conditions due to
mismatched Fermi surface topologies, incompatible lat-
tice symmetries, and a short coherence length (Xu et al.,
2014c; Yilmaz et al., 2014).
Another approach is to identify superconducting mate-
rials which intrinsically exhibit topological surface states.
An intensely investigated potential platform is the iron-
based superconductor FeTe1−xSex (x = 0.45), where
ARPES revealed possible signatures of a topological sur-
face state crossing the gap between bulk bands near
the Γ-point. These states are spin-polarized, and ex-
hibit an isotropic superconducting gap up to 1.8 meV
with Tc=14.5 K (Zhang et al., 2018). Scanning tun-
neling microscopy measurements discovered a zero bias
peak in vortex cores, which is a necessary but not suffi-
cient condition for establishing a Majorana bound state
(Wang et al., 2018). Similar ARPES observations have
been reported in other materials in the iron-based su-
perconductor family (Liu et al., 2018b, 2019b; Zhang
et al., 2019b). In all of these materials, the identifica-
tion of the topological surface state is not as unambigu-
ous as in the Bi2Se3-family due to small bulk gaps and
nearly-overlapping bulk bands, and there remains con-
siderable controversy in the interpretation of the ARPES
data (Borisenko et al., 2019a). Recently, topological sur-
face states were also suggested in superconducting MgB2
(Zhou et al., 2019b), TaSe3 (Nie et al., 2018) and 2M-
WS2 (Fang et al., 2018), which all remain to be further
scrutinized.
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8. Topological Kondo insulator candidates
In a topological Kondo insulator, the role of a bulk in-
sulating gap is played by the hybridization gap between
itinerant carriers and localized f -electrons in a heavy
Fermion material (see Section VIII.F) (Dzero et al.,
2010). These materials are noteworthy in that electron
correlations play a central role in the formation of the in-
verted band structure. One prominent yet controversial
example is SmB6. Some measures of the Fermi surface,
such as quantum oscillations, provide evidence for two-
dimensional states (Li et al., 2014), though additional
signals attributed to the bulk indicate that much is not
yet understood about quantum oscillations in a Kondo
insulator (Tan et al., 2015). Several ARPES works sup-
ported the existence of topological states with the obser-
vation of surface states within the bulk Kondo gap (Jiang
et al., 2013; Neupane et al., 2013; Xu et al., 2013b) which
are spin-polarized (Xu et al., 2014a). However, doubts
have been raised about the interpretation of these fea-
tures, especially due to the role of surface termination
(Zhu et al., 2013a), bending of the chemical potential in
the near-surface region (Frantzeskakis et al., 2013), and
coexistence of topologically trivial Rashba-split surface
states (Hlawenka et al., 2018). Due to these and other
open questions (Dzero et al., 2016), it remains unclear
whether SmB6 can be considered a topological Kondo
insulator.
9. Other TIs
Several dozen TIs have been experimentally studied in
the years following the initial discovery of Bi1−xSbx in
2008 (Ando, 2013). trARPES has been a useful tool
for its ability to resolve topological states even when
unoccupied in equilibrium (Niesner et al., 2012; Sobota
et al., 2013b; Yan et al., 2015a; Zhang et al., 2017a).
It is now recognized that topological materials are not
nearly as rare as one might expect: large-scale theoretical
searches have predicted thousands of topological materi-
als, estimating that up to 30% of materials in nature are
topologically non-trivial, with ∼ 12% being TIs (Tang
et al., 2019; Vergniory et al., 2019; Zhang et al., 2019c).
These studies have published freely accessible, searchable
databases, thus bringing end to the era in which topo-
logical materials are evaluated on a case-by-case basis.
10. Platform for Floquet physics
TIs have served as a platform for studying non-
equilibrium Floquet-Bloch states using trARPES (see
Fig. 12(e)). These states follow from the Floquet the-
orem, which shows that a periodic perturbation with pe-
riod T leads to quasistatic eigenstates that are evenly
(a) (b)
FIG. 48 (a) Distinction between Floquet states and Volkov
states, which are dressing of electronic states in the solid
and vacuum, respectively. Both states can exist simultane-
ously. (b) Experimental measurement of Floquet-Bloch bands
on Bi2Se3. Red arrows highlight avoided crossings between
neighboring Floquet states. Adapted from (Mahmood et al.,
2016).
spaced in energy by 2pi~/T (Shirley, 1965). In a
trARPES experiment, the periodic perturbation is ap-
plied by the electric field of the pump pulse.
Floquet-Bloch bands were first demonstrated for the
topological surface states of Bi2Se3 excited with a
mid-infrared pump. Replica bands were observed,
with avoided-crossing gaps between neighboring Floquet
states. In addition, it was shown that dressing of the
Dirac cone with circularly-polarized light broke time-
reversal symmetry, and thus opened a gap at the Dirac
point (Wang et al., 2013c). One subtlety in studying
Floquet-Bloch states is that they are difficult to dis-
tinguish from laser-assisted photoemission (LAPE), in
which the photoelectron emits or absorbs photons into
so-called Volkov states. Both effects lead to replica
bands spaced by the photon energy; the distinction is
that Floquet-Bloch states are dressed in the solid, while
Volkov states are dressed in the vacuum. The polariza-
tion dependence of the intensities and avoided-crossing
gaps allows for discriminating these effects, and even sup-
pressing the Volkov states, see Fig. 48 (Mahmood et al.,
2016). We note that LAPE at photoexcited surfaces is
quite generic (Miaja-Avila et al., 2006); therefore, ob-
servation of replica features alone is insufficient for iden-
tifying Floquet-Bloch states, and hybridization between
the sidebands must be observed (Mahmood et al., 2016).
The sub-gap photon energy and clean Dirac structure is
what made Bi2Se3 an ideal platform for demonstrating
this distinctly non-equilibrium phenomenon, though it
should be noted that the topological property itself was
not strictly relevant.
D. Topological semimetals
Since the discovery of TIs, it has been recognized that
the topological classification of matter can be extended
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to semimetals. The first example we shall discuss is the
Dirac semimetal, which hosts a point of fourfold degen-
eracy about which the bands disperse linearly in all three
momenta dimensions (see Fig. 38, upper row). If in-
version or time-reversal symmetry is broken, the nodal
point splits into two doubly degenerate nodes separated
in momentum space, creating what is known as a Weyl
semimetal (Fig. 38, lower row). We shall discuss the ba-
sic concepts underlying the topology of these phases, and
highlight the role of ARPES in identifying the phases
and their characteristic surface states. For the interested
reader we refer to more comprehensive reviews on these
topics (Armitage et al., 2018; Turner and Vishwanath,
2013).
1. Dirac semimetals
Dirac semimetals are realized at the topological phase
transition in 3D TIs, when the bulk bandgap closes and
a fourfold degeneracy occurs. However, this degeneracy
is accidental since an infinitesimal change of the tun-
ing parameter will re-open the gap. The question arises
whether a Dirac semimetal can be realized as a more
robust electronic state. Indeed, it can happen when a
band inversion occurs between two bands which cannot
be mixed due to symmetry, as shown in Fig. 49(a). Note
that the fourfold degeneracies necessarily appear in pairs,
and can be gapped by breaking additional symmetries
(Armitage et al., 2018; Yang and Nagaosa, 2014).
Dirac semimetals were first observed by ARPES in
Na3Bi (Liu et al., 2014d) and Cd3As2 (Borisenko et al.,
2014; Liu et al., 2014c; Neupane et al., 2014), with the
salient features summarized in Fig. 49(b). In both cases,
the band crossings are protected by bulk c-axis rotational
symmetries. By mapping the electronic structure as a
function of kx, ky, and kz, the experiments confirm that
the Fermi surface consists of a pair of nodes, while the
bands disperse linearly along all three momenta direc-
tions. We note that while topological surface states have
been observed in Dirac semimetals (Xu et al., 2015e; Yi
et al., 2015a), they do not enjoy the same level of pro-
tection as in Weyl semimetals due to the fact that the
surfaces can break the spatial symmetries that preserve
the crossings in the bulk (Kargarian et al., 2016; Potter
et al., 2014).
2. Weyl semimetals
As mentioned above, a Weyl semimetal is created when
a Dirac semimetal is subjected to broken inversion and/or
time-reversal symmetry. Each Weyl node is associated
with an integer-valued topological index known as chi-
rality. Since chirality is conserved, a Weyl node is sta-
ble unless annihilated with a node of opposite chirality
kx
ky
kz
E
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FIG. 49 Dirac semimetals. (a) Cartoon of the band-inversion
mechanism of Dirac semimetal formation. If two 3D bands
of opposite parities are driven to invert, and are symmetry-
forbidden from mixing, they will necessarily form a pair of
fourfold degenerate Dirac nodes which disperse linearly as a
function of kx, ky, and kz. (b) Experimental realization in
Cd3As2. The 3D Fermi surface consists of a pair of nodal
points. A cut through a node reveals a linear band dispersion
(panel (iv)). Adapted from (Liu et al., 2014c).
(Armitage et al., 2018; Turner and Vishwanath, 2013).
Thus, Weyl nodes are intrinsically more robust than
Dirac nodes, which are chirality-neutral and therefore
depend on additional symmetries to protect against gap-
ping.
Like TIs, Weyl semimetals are associated with topo-
logical surface states, but they have the unusual property
that their Fermi surfaces form arcs in momentum space.
These arcs must connect Weyl points of opposite chiral-
ity, and are therefore topologically protected as long as
the Weyl points avoid annihilation by remaining sepa-
rated. Viewed as a geometrical construct, a Fermi sur-
face must be a closed contour, so the existence of a Fermi
arc appears anomalous. The key here is that the surface
states are not isolated since they merge into the bulk at
the Weyl points. In fact, the Fermi surface contour is
globally closed if one considers the arcs on opposite sides
of the sample (Armitage et al., 2018; Turner and Vish-
wanath, 2013; Wan et al., 2011). This is analogous to a
real-space lattice dislocation that propagates to opposite
sides of a crystal.
The first Weyl semimetals discovered were associated
with broken inversion symmetry. In this case the Weyl
nodes exist in multiples of four because time-reversal
symmetry maps a node at k onto a node at −k with the
same chirality; thus, another pair must exist to achieve
net zero chirality, as shown in Fig. 50(a). The first
materials studied by ARPES include TaAs (Lv et al.,
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FIG. 50 Weyl semimetals. (a) The simplest inversion sym-
metry breaking Weyl semimetal has four Weyl nodes, and the
simplest time-reversal symmetry breaking Weyl semimetal
has two Weyl nodes. (b) Band-mapping of the inversion sym-
metry breaking Weyl semimetal TaAs, with (c) a close-up of
the surface Fermi arcs compared to (d) a calculation. Adapted
from (Yang et al., 2015a). (e) Fermi surface mapping of TaAs
combining low-energy, surface-sensitive ARPES (green) with
soft x-ray, bulk-sensitive ARPES (orange). The soft x-ray
measurements isolate the bulk Weyl nodes, while the low-
energy measurements reveal the surface Fermi arcs connect-
ing them. (f) Schematic of this electronic structure, including
the bulk Weyl nodes and surface Fermi arcs. Adapted from
(Xu et al., 2015c).
2015; Xu et al., 2015c; Yang et al., 2015a), NbAs (Xu
et al., 2015b), and TaP (Liu et al., 2016; Xu et al.,
2015d). A band-mapping of the bulk and surface bands
is shown in Fig. 50(b), with a zoom-in of the Weyl nodes
and surface Fermi arcs in (c)-(d) (Yang et al., 2015a).
To verify the bulk and surface assignment of these fea-
tures, Fig. 50(e) shows an overlay of Fermi surfaces from
surface-sensitive low-energy ARPES with bulk-sensitive
soft x-ray ARPES. The Weyl node structure is clearly
associated with the bulk, while the arcs are associated
with the surface (Fig. 50(f)) (Xu et al., 2015c). There
has been some discrepancy in the identification and in-
terpretation of the Fermi arcs between various groups;
this may be because only their existence is topologically
protected, while the detailed dispersion can be highly
sensitive to the surface condition (Sun et al., 2015; Yang
et al., 2019a).
In the case of broken time-reversal symmetry the Weyl
nodes are created in pairs of opposite helicity (Fig. 50(a)).
The experimental evidence for Weyl semimetals with
broken time-reversal symmetry has been more elusive
(Kuroda et al., 2017), though recently there was com-
pelling evidence from ARPES and STM that Co3Sn2S2 is
a ferromagnetic Weyl semimetal with three pairs of Weyl
nodes (Liu et al., 2019a; Morali et al., 2019). Similarly,
Co2MnGa was found to be a magnetic Weyl semimetal,
exhibiting so-called line-nodes rather than nodal points
(Belopolski et al., 2019). For all these materials, to-date
only measurements in the ferromagnetic phase have been
reported.
For the Weyl node semimetals discussed thus far, the
Weyl fermions feature closed, nearly-circular constant-
energy contours with vanishing density-of-states at the
node. If the dispersion around the Weyl node tilts suffi-
ciently, the constant-energy contours become open, and
there is a finite density-of-states at the energy of the
node. These two cases have been classified as type I
and type II. While type II Weyl semimetals have been
reported in ARPES measurements (Deng et al., 2016;
Huang et al., 2016a), subsequent work has shown that
unambiguous identification is not straightforward since
the distinction between topologically trivially and non-
trivially Fermi arcs in the ARPES data can be remark-
ably subtle (Bruno et al., 2016). Just as is the case for
type I semimetals, measurements on a time-reversal sym-
metry breaking type II Weyl semimetal have been re-
cently reported (Borisenko et al., 2019b).
Finally, we emphasize that this is not an exhaustive
review of topological semimetallic states. Other exotic
states, including drumhead surface states in line-node
semimetals (Belopolski et al., 2019; Burkov et al., 2011)
and helicoid surface bands in chiral semimetals (Fang
et al., 2016; Sanchez et al., 2019; Schro¨ter et al., 2019),
among others, continue to be experimentally investi-
gated, with ARPES playing the leading role in charac-
terizing their nontrivial band topology.
E. Outlook
The pace of research on topological materials in just
over a decade has been breathtaking, with ARPES play-
ing a central role not only mapping their band disper-
sions, but also projecting out the spin-orbital compo-
nents of their wavefunctions. In the near term, there will
continue to be a strong effort toward identifying mag-
netic topological materials with unequivocal Dirac point
gapping. The development of small-spot ARPES will
pave the way for discovering novel topological physics at
edge channels and domain walls. The pursuit of a robust
topological superconductor will continue, with ARPES
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evidencing not only the topological surface states and
superconducting gap, but also measuring the dispersion
of the elusive Majorana quasiparticles. Finally, investiga-
tions will increasingly advance beyond systems described
by single-particle theory, with an emphasis on the rela-
tionship between topological phenomena and strong cor-
relations (Rachel, 2018).
VIII. OTHER MATERIALS
The sections above have exemplified the roles of
electronic/lattice interactions, multiorbital Hund’s cou-
plings, dimensionality, and spin-orbit interactions for giv-
ing rise to a variety of rich electronic phenomena. How-
ever, the material systems described by these ingredients
are certainly not limited to the examples discussed so far.
To demonstrate the breadth of ARPES’s impact in con-
densed matter physics, we now provide a brief overview of
how ARPES has facilitated a microscopic understanding
of various other material families. These families include
metals/semimetals with remarkable transport properties,
superconductors, f -electron systems exhibiting Kondo
physics, and charge density wave systems. This section
is primarily organized by physical phenomenon, though
material families which share similar compositions are
grouped where appropriate.
A. Conventional superconductors
The copper- and iron-based superconductors com-
prise a significant portion of ARPES studies on su-
perconductivity partly because of their large super-
conducting energy scales (∆sc ∼ 10-50 meV), match-
ing with the ARPES energy resolution at the time of
the materials’ discoveries. With the advent of high-
resolution (∼70 µeV) low-temperature (sub-K) small-
spot (∼100 nm to 1 µm) laser- and synchrotron-based
ARPES, spectroscopic features in superconductors with
Tc’s at single digit Kelvins begin to receive more inves-
tigations. This includes superconducting Boron-doped
diamond (∆sc = 0.78 meV, Tc = 6.6 K) (Ishizaka
et al., 2007), β-pyrochlore superconductor KOs2O6 (∆sc
= 1.63 meV, Tc = 9.6 K) (Shimojima et al., 2007) and
Sn (∆sc = 0.52 meV, Tc = 3.7 K) (Okazaki et al., 2012).
This subsection will focus on a collection of such super-
conducting systems, with an emphasis on the determina-
tion of superconducting gap size and momentum struc-
ture.
1. MgB2 and graphite intercalation compounds
MgB2 with Tc = 39 K holds the Tc record for any
binary compound under ambient pressure (Nagamatsu
et al., 2001). It has a clear isotope effect that is domi-
nated by the boron atoms (Bud’Ko et al., 2001), and the
electronic structure is characterized by bands associated
with highly covalent in-plane σ-bonds and out-of-plane
pi-bonds (Belashchenko et al., 2001). The superconduc-
tivity is postulated to be attributed to the highly anhar-
monic E2g optical phonon involving mainly boron mo-
tion (Hinks et al., 2001; Yildirim et al., 2001). These ob-
servations indicate that MgB2 is a conventional phonon-
mediated multi-band superconductor.
Early momentum-integrated superconducting gap
measurements reported a wide range of gap val-
ues (Rubio-Bollinger et al., 2001; Sharoni et al., 2001;
Takahashi et al., 2001), which were later realized to con-
tain contributions from both the σ and pi bands (Buzea
and Yamashita, 2001; Sologubenko et al., 2002; Yelland
et al., 2002). ARPES first reported direct measurement
of both σ and pi bands (Uchiyama et al., 2002) and their
respective superconducting gaps: 5.5-6 meV on the σ
band and a nearby surface band, and 1.5-2.2 meV on the
pi band (Fig. 51(a)) (Souma et al., 2003; Tsuda et al.,
2003). Subsequently, interband pairing was considered
to play a significant role in determining the coupling
strength and Tc (Choi et al., 2002; Dolgov et al., 2009).
With sub-meV energy resolution and the tightly focused
beam offered by a VUV laser lightsource, detailed doping,
angle, and isotope substitution dependence of the super-
conducting gaps were subsequently examined to great de-
tail especially near the Brillouin zone center (Mou et al.,
2015, 2016a; Tsuda et al., 2005). The σ bands exhibit
an isotropic superconducting gap and a strong mode-
coupling feature around 66.5 meV (Mg11B2) and 70 meV
(Mg10B2) (Fig. 51(b-d)).
A closely related material family includes graphite in-
tercalated compounds such as CaC6 and YbC6 (Emery
et al., 2005). In analogy to MgB2, these are multi-
band superconductors but with 2D pi bands derived from
stacked graphite sheets, and 3D free-electron-like inter-
layer bands derived from the s-orbitals of the intercalant
atoms. The superconductivity was theoretically pro-
posed to be a result of electron-phonon interactions be-
tween the pi and interlayer bands (Boeri et al., 2007;
Calandra and Mauri, 2005; Sanna et al., 2007). Early
ARPES work reported mode-coupling on the graphite
bands (Valla et al., 2009) and evidence for the existence
of the interlayer bands (Sugawara et al., 2009), with later
work evidencing the interband electron-phonon coupling
and superconducting gap on both bands (Yang et al.,
2014). More recently, similar mechanisms have been in-
voked to explain superconductivity in decorated mono-
layer graphene (Fedorov et al., 2014; Ludbrook et al.,
2015).
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FIG. 51 Spectral properties of superconducting MgB2. (a)
Temperature dependent energy gaps on the σ and pi Fermi
surface sheets. Adapted from (Tsuda et al., 2003). (b) Angle
dependent superconducting gap on two closely positioned σ
bands around Γ (red and blue). Adapted from (Mou et al.,
2015). (c) Γ-M energy-momentum dispersion anomaly of on
B-isotope substituted Mg11B2 (cyan) and Mg
10B2 (magenta).
(d) Electron self energy (real part) extracted for two B-isotope
MgB2 σ-bands. Adapted from (Mou et al., 2016a).
2. Bismuthates
Bismuthate superconductors, most in the doped forms
of Ba1−xKxBiO3 and BaPb1−xBixO3, have the highest
Tc (34 K and 13 K respectively) of all oxide supercon-
ductors predating the cuprates (Cava et al., 1988; Sleight
et al., 1993). The stoichiometric parent compound is a
Bi3+/5+ mixed valence perovskite semiconductor at room
temperature, where the differing ionic radii of Bi3+/5+
cause the BiO6 octahedra to buckle alternately into a
robust charge order (Cox and Sleight, 1976). Ion re-
placements not only introduce charge carriers, but also
cause an orthorhombic to tetragonal structural transi-
tion that accompanies the emergence of superconductiv-
ity (Sleight, 2015).
The low energy electronic structure of BaBiO3 is pre-
dominately composed of O 2p electrons, where a band
gap in excess of 0.4 eV is seen by ARPES on in-situ
grown thin films (Plumb et al., 2016). Strong kz dis-
persion and an isotropic 3-dimensional single Fermi sur-
face are observed in slightly K-overdoped bulk compound
(Tc = 22 K), where long range Coulomb interaction is
postulated to account for the expanded bandwidth and
enhanced electron-phonon coupling (Wen et al., 2018).
Superconducting gap measurements also show highly
isotropic momentum structure; a 2∆/kBTc ratio at the s-
wave BCS limit is observed. Strong electron-phonon cou-
pling causes a dispersion anomaly around 50 meV bind-
ing energy, with λ ∼ 1.3 (Wen et al., 2018). Taking into
account moderate electronic correlation enhancement, re-
cent GW perturbation theory calculations successfully
reproduced such a strong electron-phonon coupling con-
stant, thus ascribing the superconducting mechanism
to conventional phonon-mediated s-wave BCS type (Li
et al., 2019c; Wen et al., 2018).
B. Cobaltates and Rhodates
Cobaltates and rhodates exhibit many symmetry
breaking phases in their temperature-doping phase di-
agrams, but are most well known for their thermoelec-
tric properties (Foo et al., 2004). Their excellent fig-
ure of merit is interpreted as the combined effect of a
large Seebeck coefficient, high electrical conductivity and
low thermal conductivity. While the low thermal con-
ductivity is usually explained by anharmonic lattice rat-
tling (Voneshen et al., 2013), the large Seebeck coeffi-
cient used to be understood as a consequence of large
spin-orbital entropy (Wang et al., 2003). However, di-
rect ARPES measurement of the quasiparticle dispersion
instead shows that the Seeback coefficient is attributed
to the combined effects of a peculiar flat band top, with
electronic correlation and electron-phonon coupling in-
duced mass renormalization (Chen et al., 2017b; Kuroki
and Arita, 2007). In particular, by comparing the fully
occupied t2g bandwidths between the stronger correlated
sodium cobaltate and the weaker correlated potassium
rhodates, the electronic correlation is shown to double
the Seebeck coefficient from the rhodates to the cobal-
tates (Chen et al., 2017b). Via similar approaches, the
presence of well-defined quasiparticles in Sr2RhO4 also
enabled a direct, quantitative derivation of thermody-
namic properties from low-energy single-particle spec-
tra (Baumberger et al., 2006).
The doping evolution of the Fermi surface shape and
volume in NaxCoO2 also highlights various many-body
effects. Single particle hopping as small as 10 meV and
strong band renormalization are argued in the Curie-
Weiss metallic phase (Hasan et al., 2004; Yang et al.,
2004), although the total bandwidth is oberved to be
much larger. At x = 1/3 doping, the hexagonal Fermi
surface is shown to exhibit a strong CDW instability at a
nesting wave vector that corresponds to the cobalt sub-
lattice (Qian et al., 2006; Yang et al., 2007). At the
actual charge ordered doping x = 1/2, the Fermi surface
is argued to better trace the low-temperature-ordered
sodium sublattice (Qian et al., 2006). Measurements of
both the non-superconducting and a hydrated supercon-
ducting variant indicate a single large Fermi surface orig-
inating from cobalt’s a1g band, whereas the zone corner
e
′
g band always remains below, though near, the chemi-
cal potential (Hasan et al., 2004; Shimojima et al., 2006).
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FIG. 52 High resolution laser ARPES on Sr2RuO4. (a) Fermi
surface on a CO passivated Sr2RuO4. (b) Spectral intensity
on the energy-momentum cut along the red line in (a), where
the band splitting is used to extract the spin-orbit coupling
strength. Reproduced from (Tamai et al., 2019)
Similar observation has also been made in the weaker
correlated potassium rhodates (Chen et al., 2017b). The
missing e
′
g pocket has since been suggested as an extrin-
sic surface termination artifact (Pillay et al., 2008), a
disorder effect (Singh and Kasinathan, 2006), and a cor-
relation effect (Bourgeois et al., 2009); but no consensus
has been reached.
C. Ruthenates
In contrast to 3d transition metal compounds which
are dominated by electronic correlation effects, the heav-
ier and more orbitally-extended 4d/5d transition metal
compounds have a moderate Coulomb interaction U at
a comparable scale to the Hund’s coupling JH and spin-
orbit coupling λ. As one prominent example, ruthen-
ates have driven the development of new experimental
techniques since their discovery (Maeno et al., 1994).
Sr2RuO4 exhibits putative unconventional superconduc-
tivity that is highly tunable by strain (Hicks et al., 2014;
Ishida et al., 1998; Pustogow et al., 2019; Steppke et al.,
2017), has one of the cleanest 2-dimensional Fermi liq-
uid normal states up to ∼25 K (Mackenzie et al., 1996),
a strange high temperature phase that overshoots the
Mott-Ioffe-Regel limit (Cao et al., 2004; Tyler et al.,
1998), and strong spin-orbit interaction (Mackenzie and
Maeno, 2003).
Early photoemission experiments observed a rather
complicated Fermi surface in in-situ cleaved Sr2RuO4
single crystals. Not fully accounted for within the quan-
tum oscillation results, some of the Fermi pockets were
later recognized as surface reconstruction effects (Dama-
scelli et al., 2001; Ding et al., 2001; Okuda et al., 1998;
Shan-Yu et al., 2012). After deliberate surface passiva-
tion, the surface states disappear and three sharpened
bulk bands - α, β, γ (Fig. 52(a)(b)) remain (Tamai
et al., 2019). A cascade of low-energy dispersion anoma-
lies are identified between 15-80 meV on both the α and
β bands (Aiura et al., 2004; Ingle et al., 2005; Iwasawa
et al., 2005; Kim et al., 2011a), and a cuprate-like high
energy anomaly at 700-800 meV also signals the presence
of electronic correlation effects (Iwasawa et al., 2012).
High resolution ARPES measurements enabled by a new
generation of deep UV laser light source allow for de-
tailed band structure measurement and full Fermi surface
mapping covering almost the entire Brillouin zone (He
et al., 2016c; Tamai et al., 2019). This makes it pos-
sible to perform full-momentum extraction of the elec-
tronic self energy via a band-orbital basis transforma-
tion, leading to the revelation that the anisotropic self
energy is mainly a result of momentum-dependent or-
bital content mixing (Haverkort et al., 2008; Tamai et al.,
2019). This is further supported by spin-resolved ARPES
measurements on all three bulk bands, where the ap-
parent spin-orbit coupling strength λ is estimated to be
∼130±30 meV (Veenstra et al., 2014). By comparing
the energy and momentum splitting of β and γ bands
with DFT and dynamic mean-field theory (DMFT) cal-
culations, λ is re-evaluated at 200 meV, accounting for
both electronic correlation enhancement and quasipar-
ticle coherence factor renormalization (Haverkort et al.,
2008; Kim et al., 2018; Tamai et al., 2019). It is worth
pointing out that due to the momentum-independence of
the spin-orbit self energy in an orbital basis, it also offers
an ideal material platform to benchmark DMFT.
The physical properties of the ruthenate family are also
heavily influenced by a low-lying van Hove point, both
in Sr2RhO4 (Shen et al., 2007) and Sr3Ru2O7 (Tamai
et al., 2008). Tunneling and ARPES experiments con-
sistently identify high electron densities within ∼6 meV
of the Fermi level, which is interpreted as heavy Ru
4dxy electrons (Allan et al., 2013; Iwaya et al., 2007;
Lee et al., 2009b). In Sr2RuO4, the γ band van Hove
singularity near the zone boundary was first predicted
then observed to cross the Fermi level when subjected
to strain applied via substrate lattice mismatch on thin
film samples (Burganov et al., 2016) or mechanically
strained bulk crystals (Sunko et al., 2019). In-situ tuning
of compressive strain up to -4.1% on the closely related
(Ca,Pr)2RuO4 single crystal also causes the quasiparti-
cles to appear on the Fermi surface, inducing a insulator-
to-metal transition (Ricco` et al., 2018) (see Fig. 9(c)).
D. Iridates
The Ruddlesden Popper (RP) series iridate
Sr/Ban+1IrnO3n+1 with perovskite structure at-
tracted great research interest due to its variety of
exotic magnetic and electronic phases. The single-layer
compound (n = 1) is considered a spin-orbit coupled
Mott insulator. The system antiferromagnetically orders
at 240 K (with Sr) or 230 K (with Ba) with a total
angular momentum Jeff = 1/2 (Kim et al., 2008, 2009;
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FIG. 53 Fermi surface and development of quasiparticles in
iridates. (a) Fermi surface overlaid with the anisotropic en-
ergy gap (colored dots) in Sr2IrO4. (b) Emergence of quasi-
particles with electron doping in Sr2IrO4. Adapted from
(De La Torre et al., 2015).
Moon et al., 2008; Moser et al., 2014; Uchida et al.,
2014). As a system that also defies expected metallicity
and possesses correlation induced antiferromagnetism,
Sr2IrO4 has been widely considered as a second gateway
to illuminate the cuprate high-Tc problem (Wang and
Senthil, 2011; Watanabe et al., 2013). The bilayer
compound (n = 2) is a semiconductor that forms c-axis
collinear antiferromagnetic order at 285 K with a weak
ordering moment (Cao et al., 2002). And at n = ∞,
similar to the situation in ruthenate and manganite RP
series, the system develops metallicity and becomes a
correlated metal (Cao and Schlottmann, 2018; Moon
et al., 2008; Nie et al., 2015). While its magnetism has
been mainly investigated with resonant x-ray scattering
and neutron scattering techniques (Kim et al., 2014a;
Rau et al., 2016), photoemission plays an important role
in revealing the corresponding evolution in the electronic
structures.
Large incoherent spectral gaps are observed in both
stoichiometric Sr2IrO4 and Sr3Ir2O7, which may possess
topologically nontrivial surface states after in-situ sam-
ple cleaving (Brouet et al., 2015; Liu et al., 2014a; De la
Torre et al., 2014; Wojek et al., 2012). Doping La on
the Sr site or Rh on the Ir site drives a metal-insulator
transition (Chen et al., 2015c; Ge et al., 2011; Li et al.,
2013), during which clear low energy quasiparticle spec-
tral weight develops (Brouet et al., 2015; De La Torre
et al., 2015; He et al., 2015a; De la Torre et al., 2014)
(Fig. 53(b)). The stabilizing role of spin-orbit coupling
in the Mott insulating state was recently disentangled
from the doping effect via controlled Ru- and Rh- dop-
ing and careful analysis of orbital contents (Zwartsenberg
et al., 2020). The Fermi surface develops a band folding
that coincides with both the antiferromagnetic ordering
wave vector and a structural distortion due to IrO6 octa-
hedron rotation. The latter also exists in non-magnetic
isostructural rhodates (Fig. 53(a)) (Baumberger et al.,
2006; De La Torre et al., 2015; He et al., 2015a; De la
Torre et al., 2014). This folded Fermi surface manifests
as an “arc”-like feature that resembles the Fermi arc in
cuprates (see Section IV.D) (He et al., 2015a; Kim et al.,
2014b; De la Torre et al., 2014). With either bulk or sur-
face carrier doping, the low energy spectra indeed exhibit
an anisotropic energy gap that lacks clear quasiparticles,
prompting comparison to the pseudogap phenomenon or
even superconductivity in the cuprates (Fig. 53(b)) (Bat-
tisti et al., 2017; De La Torre et al., 2015; Kim et al., 2016;
Yan et al., 2015b). Measurements above the Ne´el tem-
perature show no sign of spectral gap closing, indicating
the Mott insulating nature of the system (Moser et al.,
2014). The electronic correlation may also give rise to
negative electronic compressibility – a lowering chemical
potential with electron addition, providing a potential
microscopic explanation for the tendency towards phase
separation in doped iridates (Chen et al., 2015c; He et al.,
2015b).
Another major iridate family Ln2Ir2O7 (Ln = lan-
thanide series or Bi) is of the pyrochlore structure. With
increasing lanthanide radius, the ground state gradually
evolves from magnetic insulator (Ln = Lu - Nd) to para-
magnetic correlated metal (Ln = Pr) (Matsuhira et al.,
2011). ARPES experiments in this family remain chal-
lenging, mainly due to the lack of an easy cleaving plane.
In the metallic compound Pr2Ir2O7, a cubic and time-
reversal symmetry protected Fermi node is observed by
ARPES, supporting the system as a correlated topologi-
cal material (Kondo et al., 2015b; Wan et al., 2011). Fur-
ther temperature dependent experiments on the all-in-
all-out spin ordered compound Nd2Ir2O7 shows a highly
3-dimensional metallic normal state with a similar Fermi
node (Guo et al., 2016; Nakayama et al., 2016). How-
ever, while the single particle gap only opens below the
magnetic transition, the quasiparticle also gradually loses
spectral coherence approaching zero temperature. This
indicates successive transitions from a metal to a Slater
insulator, then to a Mott insulator (Nakayama et al.,
2016).
Quantum spin liquid candidate honeycomb iridates
Na2IrO3 and α-Li2IrO3 are formed by edge-sharing IrO6
octahedra. This particular geometry contains 90◦ Ir-O-Ir
bonds that promote Kitaev interaction, in contrast to the
near-linear bond that promotes Heisenberg interaction in
the corner-sharing perovskite iridates (Jackeli and Khali-
ullin, 2009). While most of the focus remains on the mag-
netic degrees of freedom, photoemission confirms that the
size of the Mott gap (∼340 meV) is comparable to the
spin-orbit coupling strength (∼500 meV) (Comin et al.,
2012). With spatially resolved synchrotron ARPES, spu-
rious conductive surface states are observed to occur on
Na-terminated regions, postulated to locally kill the Mott
gap (Alidoust et al., 2016; Moreschini et al., 2017).
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E. Delafossite oxides
The materials PdCoO2, PtCoO2, and PdCrO2 are
anisotropic metals with remarkably high in-plane con-
ductivity. The conduction occurs in the Pd/Pt layers
separated by insulating CoO2/CrO2 layers; we refer to
(Mackenzie, 2017) for a comprehensive review. The bulk
electronic structure as measured by ARPES consists of a
single 2D band crossing the Fermi level with a hexagonal
cross-section which exhibits very weak correlation effects
(Kushwaha et al., 2015). This unusually clean electronic
structure makes these materials an excellent model sys-
tem for studying electronic interactions using ARPES.
The cleaved surface is polar, leading to the formation
of surface states clearly visible in ARPES. They are not
protected as in topological materials, as evidenced by the
relative ease with which they can be removed by disor-
der (Noh et al., 2009; Sobota et al., 2013a). The sur-
face states of PtCoO2 exhibit a large Rashba-like spin
splitting attributed to the atomic spin-orbit coupling of
the relatively lightweight Co, which is unlocked by the
unusually large magnitude of inversion symmetry break-
ing at the CoO2-terminated surface (Sunko et al., 2017).
Another interesting aspect of the surface states is that
they can host ferromagnetic order (Mazzola et al., 2018).
Independently, the bulk of these materials can also ex-
hibit magnetic order: in PdCrO2, the localized Cr
3+ ions
(S = 3/2) exhibit a 120◦ spin structure, making it pos-
sible to study the interaction of itinerant electrons with
a localized antiferromagnetic structure (Takatsu et al.,
2009). In ARPES this interaction manifests as a folding
of the itinerant Pd bands with respect to the antiferro-
magnetic zone boundary, which vanishes above the Ne´el
temperature TN = 37.5 K (Noh et al., 2015). This folding
was proposed to arise from a novel mechanism which con-
volves the ARPES spectrum of the itinerant layer with
the spin susceptibility of the AFM layer (Sunko et al.,
2020).
F. Heavy fermion systems
Heavy fermion systems are typically rare earths or ac-
tidines with partially filled 4f or 5f orbitals, in which
the charge carriers exhibit an effective mass up to three
orders of magnitude times larger than that of a bare elec-
tron. The essential physics can be described in terms
of a lattice of localized f -electron moments interact-
ing with an interpenetrating sea of conduction electrons.
Mediated by coherent Kondo scattering, the local mo-
ments form a many-body spin singlet with the conduc-
tion electrons. This results in the formation of a com-
posite quasiparticle which inherits the mass of the f -
electrons, and is expected to increase the Fermi surface
volume due to incorporation of the f degrees-of-freedom.
At the same time, the interplay between RKKY interac-
(a) (b)
FIG. 54 (a) ARPES spectrum from the heavy fermion sys-
tem YbRh2Si2, and (b) cartoon of the spectral function as
described by the periodic Anderson model. The renormalized
f -level, or Kondo resonance, exists below EF (shaded red)
and hybridizes with the dispersive Rh 4d conduction elec-
trons. From (Danzenba¨cher et al., 2011).
tions and Kondo screening leads to an antiferromagnetic
quantum critical point, often accompanied by unconven-
tional superconductivity (Hewson, 1993; Si and Steglich,
2010). Since the antiferromagnetism and superconduc-
tivity manifest at relatively low (< 10 K) temperature
scales, these phases and their associated quantum crit-
icality have been extensively studied by transport and
thermodynamics measurements, while ARPES has fo-
cused on higher-energy physics such as the degree of f−d
hybridization.
Since the f -electron cross section is strongly hν-
dependent, with diminishing intensity below ∼ 50 eV
(Yeh and Lindau, 1985), hν > 100 eV is routinely em-
ployed to exploit the enhanced f -electron signal. More-
over, soft x-ray (> 500 eV) ARPES has been useful for
suppressing the contribution of surface states and achiev-
ing true bulk sensitivity, albeit at the cost of compro-
mised energy resolution (Yano et al., 2007). Another
technical yet important limitation is imposed by safety
protocols concerning transuranic compounds, spurring
the development of separate dedicated ARPES facilities
for these materials (Graham et al., 2013).
Much of the ARPES work on f − d hybridization
has investigated 4f Ce- and Yb-based compounds. For
these materials, the spectral function is generally well-
described by the periodic Anderson model: the binding
energy of the bare f -electrons is renormalized by correla-
tions, forming a non-dispersive band near EF (also known
as the Kondo resonance) which then hybridizes with the
dispersive d-electron bands (Denlinger et al., 2001). One
advantage of Yb- over Ce- compounds for ARPES is
that the Kondo resonance is below EF (Fujimori, 2016).
Fig. 54(a) and (b) show the ARPES spectrum of a proto-
typical heavy fermion material YbRh2Si2, together with
a cartoon of the periodic Anderson model: the 4f Kondo
resonance below EF (shaded red) is incorporated into
the Fermi surface by hybridizing with the Rh 4d bands
(shaded blue) (Danzenba¨cher et al., 2011). Here a multi-
tude of flat bands are observed due to crystal-field split-
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ting of the 4f levels (Vyalikh et al., 2010). One of the cen-
tral questions concerns the temperature scale associated
with the f − d hybridization. ARPES measurements on
YbRh2Si2 found no significant changes from 1 K to 100 K
(Kummer et al., 2015), while measurements on CeCoIn5
suggest that dehybridization occurs above ∼200 K (Chen
et al., 2017a; Jang et al., 2017). Surprisingly, these values
vastly exceed the temperature scales for coherent Kondo
scattering inferred from resistivity measurements (Petro-
vic et al., 2001; Trovarelli et al., 2000). Further under-
standing is required to reconcile temperature-dependent
thermodynamic and transport properties with the single-
particle spectral function measured by ARPES.
5f -electrons have been studied in U-based compounds.
While some materials such as UPd3, UGe2, and USb2
do seem well-described by the periodic Anderson model
(Beaux et al., 2011), other materials such as UFeGa5
are better understood in an itinerant 5f -electron model
(Fujimori et al., 2006). One U-compound which has at-
tracted significant attention is URu2Si2 due to the ob-
servation of a phase transition in the specific heat at
THO = 17.5 K (Palstra et al., 1985). Though apparently
of magnetic origin, this has come to be known as the “hid-
den order” phase since magnetic order remains mysteri-
ously unobserved (Durakiewicz, 2014). ARPES revealed
the emergence of a flat band near EF in the hidden order
phase (Santander-Syro et al., 2009), and attributed it to
a doubling of the unit cell along the c-axis which folds the
Γ-point to the Z-point (Yoshida et al., 2010) and leads
to dramatic Fermi surface reconstruction (Bareille et al.,
2014). Other recent results suggest that these flat bands
already exist at higher temperatures, but below THO they
rapidly hybridize with the conduction electrons to form
sharp spectral features (Chatterjee et al., 2013). This
contrasts sharply with the high-temperature gradual on-
set of hybridization discussed in 4f -systems above, and
therefore appears to be a distinct signature of the hidden
order transition.
G. Extreme magnetoresistance semimetals
Since 2014 there has been a surge of research on
semimetals which exhibit large magnetoresistance such
as WTe2 (Ali et al., 2014), Cd3As2 (Liang et al., 2015),
LaSb (Tafti et al., 2016), among others in related fami-
lies. This effect has been termed extreme magnetoresis-
tance (XMR) due to the large magnitude (> 106%) and
non-saturating behavior up to remarkably high magnetic
fields. The mechanism for XMR has been under some
debate; with many of these materials exhibiting some
form of topological order, some works have suggested
that the XMR is associated with the lifting of topological
protection by the external magnetic field (Liang et al.,
2015; Shekhar et al., 2015; Tafti et al., 2016). Others
have argued for a conventional carrier compensation pic-
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FIG. 55 trARPES studies on the CDW in RTe3. (a) Tight-
binding Fermi surface for DyTe3, where orange and green rep-
resent the px and pz orbitals, respectively. Dashed lines rep-
resent the folded shadow bands. The CDW ordering vector
qCDW and gapped region are indicated. (b) Cut through the
gapped region after pumping, showing the gap and shadow
bands. (c) Due to photoexcitation of carriers, both sides of
the gap can be tracked, revealing a partial closure and os-
cillation of the gap amplitude. Adapted from (Rettig et al.,
2016).
ture (Pippard, 1989), in which the XMR derives from a
nearly equal concentration of electrons and holes such as
in WTe2 (Pletikosic´ et al., 2014) and LaSb (Zeng et al.,
2016). In topologically-trivial materials such as YSb, the
XMR is explained in terms of imbalanced carrier concen-
trations complemented with substantially different elec-
tron and hole mobilities (He et al., 2016a). More evidence
against an ostensible clean role of topology is provided
by a comparative ARPES study of LaX (X=Bi,Sb,As)
which showed that these materials belong to different
topological classes despite all exhibiting XMR (Nummy
et al., 2018). On the other hand, the carrier concen-
trations were shown to be strongly imbalanced in the
topologically-non-trivial LaBi (Jiang et al., 2018), fur-
ther raising questions about whether universal conclu-
sions can be drawn on the relative roles of topology and
carrier-compensation in this class of materials.
H. Rare-earth tritellurides
The CDW is a prototypical ordering phenomenon in
condensed matter which exemplifies the role of electron-
lattice interactions. In a canonical Peierls scenario, the
electronic energy gain of a lattice distortion overwhelms
the elastic energy cost, leading to a divergence of the elec-
tronic susceptibility at the wave vector which nests the
Fermi surface (q = 2kF) and an accompanying inter-unit
cell charge modulation (Gru¨ner, 1994). However, doubts
have been raised whether this concept of “Fermi surface
nesting” can be applied to real materials with finite tem-
perature, scattering rates, and imperfect nesting geome-
tries; instead, the q-dependent electron-phonon coupling
for all occupied states must be considered (Johannes and
Mazin, 2008). We further note that strong electronic cor-
relation effects can also give rise to exotic valence elec-
tron CDW or excitonic insulating states, which have a
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less pronounced influence on the lattice than the afore-
mentioned mechanisms (see Sections IV and VI.C).
The rare-earth tritellurides (RTe3) have been a model
system for ARPES to study CDWs. Structural studies
have revealed an incommensurate CDW in a broad range
of materials (R=La,Sm,Gd,Tb,Dy,Ho,Er,Tm) with tran-
sition temperatures in the range ∼ 240 ∼ 420 K (Di-
Masi et al., 1995; Ru et al., 2008). The normal-state
electronic structure is well-described by a tight-binding
model with weakly-hybridized quasi-1D px and pz or-
bitals (see Fig. 55(a)). Upon entering the CDW state,
ARPES shows that the bands are folded by qCDW lead-
ing to gapping of the Fermi surface and the formation of
shadow bands (Brouet et al., 2008, 2004; Gweon et al.,
1998; Moore et al., 2010). Although many of these results
are discussed in a canonical nesting-driven scenario, it
has been pointed out that q-dependent electron-phonon
coupling can have important contributions to determin-
ing qCDW (Eiter et al., 2013; Maschek et al., 2015).
trARPES has been extensively employed to investigate
the the dynamics of the order parameter (Leuenberger
et al., 2015; Rettig et al., 2014; Schmitt et al., 2008).
Fig. 55(b) shows a cut through the gapped region after
pumping, where the normally-unoccupied side of the gap
(above EF) is visible due to a non-equilibrium popula-
tion of electrons. As shown in Fig. 55(c), the gap not
only reduces in magnitude but also oscillates, reflecting
a coherent modulation of the order parameter known as
the amplitude mode. Interestingly, it has been suggested
that the nesting conditions themselves are dynamically
modified, raising the prospect of stabilizing order using
ultrafast excitations (Rettig et al., 2016).
I. Manganese oxides
The manganese oxides (manganites) have been the
subject of intense investigation because they exhibit
colossal magnetoresistance (CMR), in which the conduc-
tivity changes by orders of magnitude upon application
of a magnetic field (Ramirez, 1997). Unlike the XMR
effect in semimetals, this phenomenon is a manifestation
of the competition between many-body interactions in-
cluding structural, orbital, and spin degrees-of-freedom,
resulting in a complex phase diagram which hosts a va-
riety of magnetic phases. Several ARPES studies have
focused on both the single layer La1−xSrxMnO3 (Horiba
et al., 2016; Lev et al., 2015) and the bilayer mangan-
ite La2−2xSr1+2xMn2O7 (Mannella et al., 2005) in the
doping range around x ∼ 0.4, which is a ferromagnetic
metal below Tc ∼ 120 K and a paramagnetic insulator
above Tc. Many of the microscopic ingredients are gen-
erally agreed upon: the ferromagnetic state is mediated
by double-exchange interactions between Mn moments
which simultaneously favors electron delocalization. In
the high-temperature paramagnetic state, the electrons
undergo self-trapping due to the strong electron-phonon
interaction, forming small polarons with a tendency to
become localized at impurities. The fact that a mag-
netic field can tip the balance between these states is the
origin of the colossal magnetoresistance (Millis, 1998).
There is, however, some controversy on the role of po-
larons. Early ARPES work on the x = 0.4 doping re-
ported a pseudogapped Fermi surface with well-defined
quasiparticle peaks only in the (0,0)-(pi,pi) direction be-
low Tc, suggesting a common phenomenology with the
Fermi arc state in cuprates (Mannella et al., 2005). The
incoherent spectral weight was assigned to localized po-
larons, while the sharp peaks were taken as evidence
for a “polaronic metal” in which polaron condensation
acts in concert with double-exchange interactions to fos-
ter metallic conductivity. This hypothesis was supported
by a direct correlation between the quasiparticle spectral
weight and the dc conductivity (Mannella et al., 2007).
However, the universality of this observation was chal-
lenged by other experiments for x = 0.36 ∼ 0.38 report-
ing quasiparticle peaks in the (pi,0) direction persisting
well above Tc (de Jong et al., 2007; Sun et al., 2006, 2007).
More recently, a combined STM-ARPES study argued
that the intrinsic Fermi surface is gapped throughout
k-space both below and above Tc in the broad doping
range x = 0.3 ∼ 0.425. Quasiparticle peaks were only
observed in ARPES for < 5% of the cleaved surface, and
were assigned to regions with stacking-fault intergrowths
as separately observed in STM measurements (Massee
et al., 2011). Due to the reported phase separation, the
Fermi surface volume is an important metric for evalu-
ating the purity of the phase being measured. While a
unifying picture is still lacking in this class of materials
hosting many nearby phases, the spectral signatures of
highly polaronic physics appear to be robust.
IX. CONCLUSION AND OUTLOOK
The past two decades have witnessed an explosive
growth of research on quantum materials, with ARPES
playing the central role as a direct probe of electronic
structure in materials exhibiting strong interactions, mul-
tiorbital Hund’s coupling, low dimensionality, and strong
spin-orbit coupling. In parallel, theoretical calculations
from first principles and model Hamiltonians have devel-
oped rapidly, greatly adding value to the scientific output
of ARPES experiments. In strongly correlated states of
matter, ARPES has allowed for detailed investigation of
Fermi surfaces, order parameters, and mode-couplings, in
phases ranging from conventional Fermi liquid to spin-
ordered, charge-ordered, or superconducting states. In
topological materials, it has directly visualized the bulk
electronic structure responsible for non-trivial topology,
as well as the associated boundary states, particularly in
cases in which they are inaccessible to transport probes.
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Advanced synthesis techniques have made it possible to
explore these materials in lower dimensions, unlocking in-
teractions and phenomena that are non-existent in their
three-dimensional forms. These scientific pursuits have
been accelerated by increasingly sophisticated ARPES
measurement capabilities with space, spin, and time res-
olutions, all while pushing to ever lower temperatures,
thus resolving all the quantum numbers of the photoemit-
ted electrons in the relevant regions of the phase diagram.
Finally, while the material systems have conventionally
been limited to the two-dimensional plane of temperature
vs doping, the phase space for ARPES is now a multidi-
mensional landscape featuring non-thermal tuning knobs
such as mechanical strain and electrostatic gating.
ARPES is rapidly evolving from a stand-alone char-
acterization technique toward a platform for discovering
and controlling new quantum phenomena. Conventional
ARPES as a technique has matured to the stage that
complete-system solutions are now commercially avail-
able, which will fast-track the popularization of its basic
functionalities to the broader materials research commu-
nity as well as industry (Cabuil et al., 2007; Shallenberger
et al., 1998). Given the rapidly growing volume of re-
search, standardization of data acquisition, open-source
data analysis routines, and data storage is imminently
desired. At the same time, from the instrumentation
point-of-view, we foresee a major impact due to con-
tinued development of light sources. Fourth generation
synchrotrons are being built and coming online, offering
much improved brightness and thus spectral and spatial
resolution (Maesaka, 2015). Ultrafast laser technology
appears to be on the verge of a breakthrough, with Yb-
based fiber sources becoming increasingly turnkey and
achieving ever higher pulse energies at higher repetition
rates. With continued development, it is not difficult
to envision HHG deep into the VUV range in a regime
where space-charge is mitigated to a sub-10 meV level,
making these tunable sources attractive for ARPES and
trARPES alike. In parallel, the development of high-
repetition rate FELs at large-scale user facilities will pro-
vide access to the soft- and hard- x-ray regime, grant-
ing true bulk sensitivity (Gray et al., 2011). The pho-
toexcitation energies in both lab-based and FEL-based
trARPES will continue to push toward the mid-IR and
THz range (Reimann et al., 2018), allowing for surgical
excitation of select collective modes and driving of non-
equilibrium phases. Continued development of quasi-
continuous wave lasers extending deeper into the VUV
will pave the way for µeV-level resolution with sufficient
k||-space access to cover the entire Brillouin zone of all
materials of interest (He et al., 2016b). At the same time,
addressing physics on the µeV-scale such as conventional
superconductivity or long timescale fluctuations will re-
quire correspondingly low sample temperatures. Sub-
1 K temperature has been demonstrated using helium-
3 cryostats (Borisenko et al., 2010), with continued im-
provement expected with developments in thermal insu-
lation and radiation shielding.
On the photoelectron spectrometer side, it is clear
that multiplexing detectors will play an increasingly
prominent role, especially in the domain of spin-resolved
ARPES, where these efficiency gains will be used to
routinely map the spin- and orbital- part of wavefunc-
tions, with exquisite sensitivity to local symmetries.
Meanwhile, in sync with the deepening understanding
of photoemission theory, expansion of single photoemis-
sion to a multi-particle probe via interference effects and
multi-electron emission will spearhead the effort to di-
rectly address many-body correlation and entanglement
effects (Huth et al., 2014; Kouzakov and Berakdar, 2003;
Tru¨tzschler et al., 2017). On the sample side, in-situ
synthesis and environment tuning will permit access to
phases previously thought to be beyond the scope of an
ARPES experiment (Cattelan and Fox, 2018; Shen et al.,
2017; Trotochaud et al., 2016; Yamane et al., 2019). En-
abled by the in-lens deflector of modern electron spec-
trometers, the combination of electrified sample environ-
ment with nanoscale spatial-resolution will unlock a new
era of in-operando studies of fabricated devices and ex-
foliated heterostructures. The pace of concerted scien-
tific and technique co-development will continue, with
the rate accelerating with more rapid iteration between
experiment and theory.
ARPES will continue to be a leading tool to push the
frontier of quantum materials research, help set the in-
tellectual agenda by testing new ideas, discovering sur-
prises, and challenging orthodoxies. There is little doubt
that this technique is going to be at the focal point of the
necessary debates leading to new paradigms of physics.
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