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Abstract
We evaluate one generalisation of a class of discrete bidimensional models, the so called
Quantum Double Models, by introduce matter fields to the vertices of the lattice that sup-
ports these models. Beside the basic model properties, we studied its topological order
behaviour under the hypothesis that the basic states be indexed by cyclic Abelian groups.
In this generalisation, appears a new phenomenon of quasiparticle confinement due to the
action of the gauge group. As a consequence, the ground state degeneracy becomes indepen-
dent of the fundamental group of the manifold on which the model is defined, depending on
this action and on the second group of homology. Another feature of this generalisation is
the presence of the quasiparticles with non-Abelian fusion rules. These latter quasiparticles
are always required so that this lattice system can be excited and return to any of its vacuum
states.
1. Introduction
One of the current issues of interdisciplinary research involves models and technologies
that try support some kind of quantum computing [1, 2, 3, 4, 5]. Since the original purpose
of the Quantum Computation is to construct a generalisation of the Classical Computation
[6, 7] by using qunits [8], some of these models are theoretically proposed associating these
qunits to edges of some lattice. In general this lattice is chosen as the one that discretizes
some 2-dimensional compact orientable manifold to avoid any problems in reading data
encoded by these qunits. However, a crucial advantage of using lattices that discretize
these 2-dimensional compact orientable manifolds is the possibility of dealing with models
that, because they have a topological order [10], can perform some fault-tolerant quantum
computation [11, 12]. This is precisely the case of models such as Toric Code (D (Z2)) and
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its natural generalisation, so called Quantum Double Model (D (G)) [12, 13, 14]. In the case
of a D (G) where G is not a Abelian group, for instance, part of this fault-tolerant quantum
computation power is justified due to presence of non-Abelian anyons among its low energy
excitations [15].
Since the D (G), for instance, does not explore all the elements that define its lattice,
one paper was published recently [16] where this model was coupled with new qunits on the
lattice vertices (DM (G)). And as the D (G) can be viewed in terms of a gauge theory [13],
these new qunits, which are vectors that belong to an M-dimensional Hilbert space, were
denoted as matter fields. These gauge and matter fields interact with each other due to the
establishment of an algebraic action of the gauge group on this matter Hilbert space, which
appears explicitly in two of the three operators that define the DM (G) Hamiltonian.
However, although this Ref. [16] has explored important features of the DM (G), nothing
was said specifically about its topological order, nor about the presence of alleged non-
Abelian fusion rules associated with new quasiparticles. This presence was only conjectured
due to Ref. [17] shows that these fusion rules are present in Abelian systems that can be
interpreted as a kind of particular case of the DM (ZN). Thus, by noting that this Ref. [17]
also only conjectures that these non-Abelian fusion rules are present in all its models without
giving any explanation for this presence, we can affirm that the purpose of our work is to fill
the gap left by these two references. That is, our present paper is dedicated to (i) discuss
the topological dependence of the DM (G) ground states and to (ii) explain the reason why
these non-Abelian fusion rules appear in these models. We make such evaluation using the
D (ZN) as basis even because, as non-Abelian anyons are difficult to realize experimentally,
it is interesting to find Abelian systems that can support non-Abelian (quasi)particles among
their excitations [17].
This paper is organised as follows. In Section 2 we make a brief review of the D (G) in
order to introduce the DM (G) as its generalisation. This introduction is made in Section 3,
where we discuss some basic properties of the DM (G), as the fact that this generalisation
has a kind of algebraic order and some quasiparticles inherited from D (G) are confined. As
in Section 3 we present two examples in order to illustrate these basic properties, in Section
4 we take advantage of one of these examples to demonstrate why is always possible to
construct a DM (ZN ) that contain non-Abelian fusion rules when M > N > 2. Lastly, the
analysis of the algebraic and topological dependence of the DM (ZN) ground state is done
in Section 5 whereas Section 6 is dedicated to final remarks and future developments.
2. A brief review about the Quantum Double Models
Roughly speaking, the D (G) is a model whose construction is based on at least two
ingredients: (i) an oriented lattice L2 that can be understood as a CW-complex [18] by
discretizing a 2-dimensional compact orientable manifold M2; and (ii) vectors∣∣ϕj〉 = a(ϕ)0 |0〉+ . . .+ a(ϕ)N−1 |N − 1〉 (1)
of an N -dimensional Hilbert space HN that is customarily taken as a group algebra C (G)
[19]. This Hilbert space, which is associated with the j-th lattice edge, has a base Bj =
2
|φ1〉
|φ2〉
|φ3〉
|φ4〉
|φ5〉
|φ6〉
|φ7〉
|φ8〉
Figure 1: Piece of an oriented square lattice L2 that supports the D (G) where we see (i) the rose coloured
sector centred by the v-th vertex of this lattice, whereas (ii) the baby blue coloured sector refers to the f -th
face whose centroid can be interpreted as one of the vertices of a dual lattice and (iii) the cream coloured
sector represents a site s = (v′, f ′). Here, the highlighted edges (in black) correspond to Hilbert subspaces in
which, for instance, the vertex (the rose coloured sector) and face (the baby blue coloured sector) operators
act effectively.
{ |g〉 : g ∈ G} where G is a group not necessarily Abelian [12].
Once this distribution is made, a third ingredient becomes essential: by supposing that
this lattice is formed by Ne edges, and each of them corresponds to one HN as suggested
in Figure 1, it is necessary to indicate the Hermitian operators that can measure some
“physical” property of this toy model [9]. Among these operators, which act in the total
Hilbert space
HD(G) = H
Ne
N = HN ⊗ . . .⊗ HN︸ ︷︷ ︸
Ne times
associated with L2, the main one is the Hamiltonian [12]
HD(G) = −
∑
v
Av −
∑
f
Bf , (2)
which is given by the linear superposition of the operators
Av =
1
|G|
∑
g∈G
Agv and Bf = B
0
f . (3)
These operators (3) act effectively in the subspaces associated with the edges subsets that,
as shown in Figure 1, give structure to the v-th vertex and the f -th face of L2 respectively.
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Agv
a
b
c
d =
ga
gb
cg−1
dg−1
Bhf
a
b
c
d = δ (h, a−1bcd−1)
a
b
c
d
Figure 2: Definition of the operator components Agv and B
h
f , where the group element a is indexing a |a〉
basis element of the Hilbert subspace H and h is the holonomy of the f -th face. Here is important to note
that δ
(
h, a−1bcd−1
)
should be interpreted as a Kronecker delta that was written differently for the sake of
intelligibility; i.e., δ (h, x) = δhx, where x = a
−1bcd−1 is the usual G product.
Something that is not difficult to demonstrate is that, in accordance with the definition
given in Figure 2, the components of vertex (Av) and face (Bf ) operators fulfil the Drinfeld’s
Double algebra [20]
AgvA
g′
v = A
gg′
v , (A
g
v)
† = Ag
−1
v , B
h
fB
h′
f = δh,h′B
h
f ,(
Bhf
)†
= Bhf and A
g
vB
h
f = B
ghg−1
f A
g
v (4)
that gives name to the model. This algebra, for being such that [Av, Bf ] = 0 for all values
of v and f , is that makes the model to be solvable.
If we analyse these vertex and faces operators from the physical point of view, Av can be
interpreted as an operator that performs gauge transformations, whereas Bf is an operator
that measures flat connections [13]. That is, Bf measures trivial holonomies characterised
by h = 0 along the faces. As a natural consequence, as the Hamiltonian expression (2)
implies that the D (G) ground state |Ψ0〉 is such that
Av |Ψ0〉 = |Ψ0〉 and Bf |Ψ0〉 = |Ψ0〉 (5)
is valid for all values of v and f , when a Bf operates on a face that does not have a trivial
holonomy this means that the system is not in its ground state.
Since the term “ground state” has just been mentioned, it is important to make two
comments about it, and the first one is that |Ψ0〉 may not be unique. For the D (G) where
L2 discretizes a torus of genus g, for instance, the ground state degeneracy is n2g. The
second comment lies in the fact that, as we are aware of the Hamiltonian expression (2), if
we also know |Ψ0〉 we can obtain the entire energy spectrum of these models [22]. After all,
as
PD(G) =
∏
v
Av
∏
f
Bf
projects any state of HD(G) over the subspace defined by (5), all the elementary D (G)
quasiparticles are created by operators that anti-commute with PD(G).
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A¯gv α
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δ (θ (g, α) , γ) γ
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b
c
d
Cj a
α β = δ (θ (a, α) , β)
a
α β
Figure 3: Definition of the components A¯gv, B
h
f and Cj that define the vertex, face and edge operators
mentioned in (7) respectively. Here, in the same way that a indexes an element φa, the symbol α indexes
an element χα.
3. The Quantum Double Models coupled with matter
As already explained in the Introduction, our goal in this work is to evaluate the prop-
erties resulting from the assignment of new vectors
|χv〉 = a(χ)0 |0〉+ . . .+ a(χ)M−1 |M − 1〉
to Nv lattice vertices. These new vectors, which we denote as matter fields, belong to an
M-dimensional Hilbert space HM whose base Bv =
{ |α〉 : α ∈ S} does not need to be
indexed by a group: i.e., S is, a priori, just a set of indexes.
However, in order to construct this D (G) coupled with matter on the lattice vertices
(DM (G)), it is necessary (i) to define how the gauge and matter vectors are related to each
other and (ii) to declare how matter excitations can be detected. And the most consistent
way to do all this is by considering HM as a left CG-module [19] because its multiplication
θ : G×S → S defines how the gauge group acts on these matter fields. As already noted in
Ref. [16], this leads us to the Hamiltonian
HDM (G) = −
∑
v
A(G,S)v −
∑
f
B
(G,S)
f −
∑
j
C
(G,S)
j , (6)
where
A(G,S)v =
1
|G|
∑
g∈G
A¯gv , B
(G,S)
f = B
0
f and C
(G,S)
j = Cj , (7)
whose components are given by the Figure 3. As
[
A
(G,S)
v , B
(G,S)
f
]
=
[
A
(G,S)
v , C
(G,S)
j
]
=[
B
(G,S)
f , C
(G,S)
j
]
= 0 for all values of v, f and j, the DM (G) is also exactly solvable.
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By making a simple comparison between (2) and (6), some preliminary appointments
can already be made about this extended model based on a total Hilbert space
HDM (G) = H
Ne
N ⊗ HM ⊗ . . .⊗ HM︸ ︷︷ ︸
Nv times
= HD(G) ⊗ HNvM .
The first of them is the presence of an edge operator C
(G,S)
j in (6) that works literally as a
comparator ; i.e., C
(G,S)
j compares two neighbouring matter fields by checking whether they
are aligned by according to the θ perspective. From the physical point of view, it is quite
reasonable since, if all gauge qunits are “turned off” by the adoption of a trivial group
G =
{
0
}
, these matter fields characterise this DM (G) as a Potts Model [21].
The second appointment is that, as we already know (6), the entire DM (G) energy
spectrum can be obtained from the additional knowledge of the DM (G) ground state. This
ground state, which satisfy all the local vacuum conditions
A(G,S)v |ξ0〉 = |ξ0〉 , B(G,S)f |ξ0〉 = |ξ0〉 and C(G,S)j |ξ0〉 = |ξ0〉 ,
belongs to a subspace that is invariant by the action of
PDM (G) =
∏
v
A(G,S)v
∏
p
B
(G,S)
f
∏
j
C
(G,S)
j .
Hence, any DM (G) non-vacuum state can be obtained through an operator that anti-
commutes with PDM (G).
The third appointment is the presence of a “correspondence principle” between theD (G)
and the DM (G). This “correspondence principle” recover the first model as a particular
case of the latter when all matter fields are “turned off” by taking M = 1. After all, as the
only choice for θ, in this M = 1 case, is to be such that
θ (g, 0) = 0 , (8)
that equals the same non-choice we make in the D (G) due to the non assignment of any
matter field to the lattice vertices. In this fashion, the only substantial difference between
the D (G) thus obtained and the original is the presence of edge operators that no longer
compare anything: as all edge operator eigenvalues are equal to 1 when M = 1, this choice
(8) makes this difference as a mere constant that is added to all energy levels of this new
D (G).
3.1. Basic properties
As we have already said in the Introduction, the DM (G) that we analyse in this work is
indexed by Abelian groups. That is, we analyse models where the gauge group is G = ZN ,
and their vertex and face operators are represented by
A(G,S)v
∣∣
G=ZN
=
1
N
∑
g∈ZN
Θv (g) ◦
(
X†a
)g ◦ (X†b )g ◦ (Xc)g ◦ (Xd)g and (9)
B
(G,S)
f
∣∣∣
G=ZN
=
1
N
∑
g∈ZN
(
Zr
)g ◦ (Z†s)g ◦ (Z†t )g ◦ (Zu)g
6
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Figure 4: Here, we have the same piece of the oriented square lattice L2 already shown in Figure 1, now
supporting the DM (G). In this new case, the only fundamental difference is the presence of a new sector
(highlighted in light orange colour), which corresponds to the region where an edge operator of the DM (G)
acts effectively due to the presence of matter fields at lattice vertices.
respectively. Here,
X =
∑
h∈ZN
|(h+ 1)mod N〉 〈h| and Z =
∑
h∈ZN
ωh |h〉 〈h| ,
where ω = ei(2pi/N) is the generator of this gauge group, and the set Θ = {Θv (g) : g ∈ ZN}
(which is composed of matrices with order M) represents how each of the gauge group
elements acts on the matter fields.
3.1.1. Confined quasiparticles
Of course we also need to define a representation for the edge operator. However, some-
thing that is already clear from (9) is that, as the gauge structure of the DM (G) is exactly
the same as that of the D (G) [12, 13], the DM (G) supports the same D (G) quasiparti-
cles. In the case of our cyclic Abelian DM (ZN ), these quasiparticles are e
g (electric), mh
(magnetic) and ε(g,h), which are produced in pairs by the action of [22]
Z
g
j , X
h
j and “Y
(g,h)
j ” = Z
g
j ◦Xhj = Xhj ◦ Zgj (10)
on the lattice edges respectively.
Although it is possible to affirm that all the DM (ZN ) fusion rules are preserved here,
it is worth to note that a part of these quasiparticles acquires new properties. In order to
understand this is sufficient to note that, despite the electric quasiparticles can be moved
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Figure 5: Piece of a same lattice region at two different times in the DM (Z2). In the first piece (on left) we
have two quasiparticles m (in blue) that were created by the action of a single σxj , where the single orange
dot corresponds to the unique vacuum violation that is associated with edge operators. In the second piece
(on right) we have these same quasiparticles m after they have been transported by an operator (11). Note
that in the latter case we have five orange dots: one for each edge involved in this transport, making clear
the linearity related to the growth of the system energy in this transport, which is valid for any G = ZN .
without increasing the system energy, the same cannot be said about the others: the action
of Xhj on some lattice edge leaves a track that is detectable by Cj. That is, even though it
is possible to transport quasiparticles eg by using an operator like
Oz(g)γ =
∏
j∈γ
Z
±g
j , (11)
where γ is a path composed by two by two adjacent edges, transporting quasiparticles mh
always increases the system energy. This energy increases as a function of the number of
edges involved in this transport, as shown in Figure 5.
If we imagine for a moment that this system has some mechanism that can keep it
always with the lowest possible energy, we conclude that all quasiparticles mh and ε(g,h) can
be considered as confined. Although this conclusion seems to be based only on an exercise
of our imagination, it also stems from the fact that this energy increase prevents us, for
instance, from evaluating an individual statistic for these quasiparticles mh and ε(g,h) via
permutations. In this sense, it is also interesting to note that this “confinement idea” is
also reinforced by the perspective of elementary particle physics, since it is quite similar to
the mechanism that keeps quarks tightly confined. After all, as there is a correspondence
between this mh transport and to attempt to stretch a hadron (by moving one of its quarks
from the others), it is clear that, as nature prefers to create jets [23, 24] as tracks, jets
could also be identified in our example if an analogous mechanism existed in the DM (ZN).
Explicitly, these DM (ZN) jets would be new pairs of quasiparticles m
h detected along a
path γ∗ composed of L∗2 edges.
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3.1.2. The presence of an algebraic order
It is also worth to note that the presence of the tracks mentioned in the last paragraph
is independent of the presence of quasiparticles. After all, although an operator like
O
x(h)
γ∗ =
∏
j∈γ∗
X±hj (12)
cannot create pairs of quasiparticles mh when γ∗ is closed, the action of (12) leaves a track
that is measurable by some operators Cj. As a consequence, regardless of the DM (ZN)
having other vacuum states besides
∣∣ξ0〉 = 1√
2
∏
v′
Av′
(⊗
j
|0〉
)
⊗
(⊗
v
|0〉
)
, (13)
the DM (ZN ) ground state degeneracy does not depend on the order of the fundamental
group pi1 associated with M2.
In order to begin to understand how the DM (ZN) ground state degeneracy works, it
should be noted that, since the vertex operator must continue to satisfy the same algebra
(4), the set Θ, by representing how each of the gauge group element acts on the matter
fields, is also a representation of ZN . After all, by noting that every cyclic group has a
faithful block diagonal representation [25], we conclude that Θv (g) can be expressed as a
block diagonal matrix composed by shift submatrices
X ′ =
∑
h∈Z
N′
|(h+ 1)mod N ′〉 〈h|
because there are always at least two N ′ 6 M natural numbers that lead to matrices that
can represent ω. That is, the DM (ZN) ground state degeneracy is at least a function of the
number of cycles that the action θ defines.
3.1.3. Some examples
In view of all that we have said in this Subsection, it is convenient to present some
examples to help understanding the features just mentioned. And the first one we give is
the D2 (Z2), i.e., one whose gauge group is G = Z2 and the left CG-module is defined by
using a 2-dimensional Hilbert space.
Example 1: G = Z2 and S = {0, 1}
Here, there are at least two ways of representing the action θ: one, where it is represented
trivially by using an identity matrix of order 2, and therefore does not define a D2 (Z2)
substantially different from its correspondent D (Z2); and another, where θ is represented
faithfully by Θ (1) = σx. In the last case, the representations of the operators in (7) are
9
reduced to1
Av,1 =
1
2
(1v ⊗ 1a ⊗ 1b ⊗ 1c ⊗ 1d + σxv ⊗ σxa ⊗ σxb ⊗ σxc ⊗ σxd) ,
Bf,1 =
1
2
(1r ⊗ 1s ⊗ 1t ⊗ 1u + σzr ⊗ σzs ⊗ σzt ⊗ σzu) and (14)
Cj,1 =
1
2
(
1v1 ⊗ 1j ⊗ 1v2 + σzv1 ⊗ σzj ⊗ σzv2
)
,
which leads us to the only vacuum state (13) because the action defines a single cycle. Here,
we have the Pauli matrices [26]
σx |0〉 = |1〉 , σx |1〉 = |0〉 , σz |0〉 = |0〉 and σz |1〉 = − |1〉 ,
where the operators indexed by v and v(1,2) act on the matter fields assigned at the lattice
vertices, while others do the same with respect to the gauge fields arranged on the lattice
edges.
Something that (14) makes clear is that, in addition to the quasiparticles inherited from
the D (Z2), this D2 (Z2) also admits other quasiparticles arise by effect of some W
(J,K)
v :
Hv → Hv such that
Av,J ◦W (J,K)v =W (J,K)v ◦ Av,1 and Cj,K ◦W (J,K)v = W (J,K)v ◦ Cj,1 , (15)
where Av,J and Cj,K are the elements that define the respective projector sets Av and Cj .
In the case of this our specific example, these two sets are given by
Av = {Av,1, Av,2} and Cj = {Cj,1, Cj,2} ,
where
Av,2 =
1
2
(1v ◦ 1a ◦ 1b ◦ 1c ◦ 1d − σxv ◦ σxa ◦ σxb ◦ σxc ◦ σxd ) and
Cv,2 =
1
2
(
1v1 ◦ 1j ◦ 1v2 − σzv1 ◦ σzj ◦ σzv2
)
.
According to these expressions, the only satisfactory solution of (15) is given by
W (1,1)v = 1v , W
(1,2)
v = σ
x
v , W
(2,1)
v = σ
z
v and W
(2,2)
v = “σ
y
v” (16)
where, here, we opted for a “σyv”, analogous to that in (10), to express W
(2,2)
v only in
terms of the same operators that define the Hamiltonian. After all, as well as in QFT,
where Hamiltonians can be expressed in the Fock representation by using the creation a†
and annihilation a operators [27], these operators in (16) can also be expressed in terms
of adapted a† and a [22]. By the way, it is not difficult to see that by denoting the four
quasiparticles, which arise by the action of these four operators in (16), as Q(1,1), Q(1,2),
Q(2,1) and Q(2,2) respectively, their fusion rules are exactly those of Table 1.
1In these examples, we will omit the super indexes (G,S) associated with these operators in favour of a
lighter notation that will become very useful later on. From now on, we will also index the vertex, face and
edge operators that compose the Hamiltonian (6) with a “1” for a reason that will be clear later.
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(J,K) (1, 1) (1, 2) (2, 1) (2, 2)
(1, 1) (1, 1) (1, 2) (2, 1) (2, 2)
(1, 2) (1, 2) (1, 1) (2, 2) (2, 1)
(2, 1) (2, 1) (2, 2) (1, 1) (1, 2)
(2, 2) (2, 2) (2, 1) (1, 2) (1, 1)
Table 1: Fusion rules associated with the quasiparticles Q(J,K) of this DM (G) example that uses a gauge
group G = Z2 and a set of indexes S = {0, 1}, i.e., the D2 (Z2). Here, each input (J,K) corresponds to
one of these quasiparticles, which result from a fusion between two quasiparticles that index the rows and
columns of this table.
Example 2: G = Z2 and S = {0, 1, 2}
As the previous example has a unique vacuum state, it is essential to present a DM (ZN)
whose ground state is degenerate: it is the case of the D3 (Z2) because, as its matrix repre-
sentation Θ must perform permutations between the elements
∣∣0〉 =

10
0

 , ∣∣1〉 =

01
0

 and ∣∣2〉 =

00
1

 (17)
that compose Bv, its generator can be represented by
Θ (1) =

0 1 01 0 0
0 0 1

 . (18)
This matrix, by fixing one element of (17) whereas exchange others, defines two cycles
and therefore shows that this D3 (Z2) ground state is algebraically degenerate. After all,
although there is a transformation
O =
∏
v
Θ1 (1)v =
∏
v
Av
that connects the first vacuum state (13)
∣∣ξ(1)0 〉 = 1√
2
∏
v′
Av′
(⊗
j
|0〉
)
⊗
(⊗
v
|0〉
)
(19)
to another ∣∣ξ′(1)0 〉 = O∣∣ξ(1)0 〉 = 1√
2
∏
v′
Av′
(⊗
j
|0〉
)
⊗
(⊗
v
|1〉
)
11
and vice versa, there is no further transformation O′, which can be expressed as a product
involving operators that define the Hamiltonian, that can connect (19) to vacuum state
∣∣ξ(2)0 〉 = 1√
2
∏
v′
Av′
(⊗
j
|0〉
)
⊗
(⊗
v
|2〉
)
(20)
and vice versa. In this fashion, as we are still not concerned with any topological aspects
of M2, this two-fold degeneracy makes it clear that this example has two phases (which
characterize each one of these two independent vacuum states (19) and (20)) that have only
a kind of algebraic order.
It should be noted that, in order to obtain this ground state, we need not be con-
cerned with the edge operators Cj,1 because they cannot perform permutations between
the elements of (17). In the case of these operators, they belong to the set of projectors
Cj = {Cj,1, Cj,2, Cj,3}, whose elements must be orthonormal between them and those in
Av = {Av,1, Av,2} and Bf = {Bf,1, Bf,2 }.
As a matter of fact, to determine a representation for the operators in Cj , it is worth
noting that this inability to perform permutations is not restricted only to Cj,1: all the
operators in Cj only compare the matter fields assigned to two adjacent vertices. To find
these representations, it is interesting to note that there is already a set of three projectors
for the elements in (17): they are [17]
C(0)v =
1
3
(
1v + Zv + Z
2
v
)
, C(1)v =
1
3
(
1v + ω
2Zv + ωZ
2
v
)
and
C(2)v =
1
3
(1v + ωZv + ω
2Z2v
)
, (21)
where
Z =

1 0 00 ω 0
0 0 ω2

 ,
because ω = ei(2pi/3) is the generator of group Z3. Here, the super indexes (in parentheses)
labelling all these projectors (21) correspond to unique elements with non-null eigenvalues,
i.e., such that C
(α)
v |β〉 = δ (α, β) |β〉.
Consequently, as the representation of the two projectors that act on the elements as-
signed to the j-th edge are
s
(0)
j =
1
2
(
1j + σ
z
j
)
and s
(1)
j =
1
2
(
1j − σzj
)
(and therefore such that s
(h)
j |g〉 = δ (g, h) |g〉), we conclude that
Cj,1 = C
(0)
v1
⊗ s(0)j ⊗ C(0)v2 + C(0)v1 ⊗ s(1)j ⊗ C(1)v2 + C(1)v1 ⊗ s(0)j ⊗ C(1)v2
+ C(1)v1 ⊗ s(1)j ⊗ C(0)v2 + C(2)v1 ⊗ s(0)j ⊗ C(2)v2 + C(2)v1 ⊗ s(1)j ⊗ C(2)v2 (22)
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is the representation of the edge operator that defines the Hamiltonian of this example. In
relation to other operators in Cj , they can be obtained by noting that the orthonormality
requires [17]
Cj,R |χα, φj, χβ〉 = 〈χα|
[
Θ
(
φj
)]−1 ·XR |χβ〉 · |χα, φj, χβ〉 ,
where
X =

0 0 11 0 0
0 1 0

 .
Thus, using the same logic that has already led us to (22), we see that
Cj,2 = C
(0)
v1
◦ s(0)j ◦ C(2)v2 + C(0)v1 ◦ s(1)j ◦ C(0)v2 + C(1)v1 ◦ s(0)j ◦ C(0)v2
+ C(1)v1 ◦ s(1)j ◦ C(2)v2 + C(2)v1 ⊗ s(0)j ◦ C(1)v2 + C(2)v1 ◦ s(1)j ◦ C(1)v2 and
Cj,3 = C
(0)
v1
◦ s(0)j ◦ C(1)v2 + C(0)v1 ◦ s(1)j ◦ C(2)v2 + C(1)v1 ◦ s(0)j ◦ C(2)v2
+ C(1)v1 ◦ s(1)j ◦ C(1)v2 + C(2)v1 ◦ s(0)j ◦ C(0)v2 + C(2)v1 ◦ s(1)j ◦ C(0)v2 .
4. Why do quasiparticles with non-Abelian fusion rules exist in the DM (G)?
Note that, contrary to what we did in Example 1, the Example 2 was ended before we
commented about the quasiparticles created by operators that satisfy (15). This comment
was not done purposely because the D3 (Z2) is the simplest example, which has an univocal
non-trivial action, that can be used to answer the question that names this Section, i.e.,
why do quasiparticles with non-Abelian fusion rules exist in the DM (G).
4.1. Developing a little more the Example 2
Given (18), (19) and (20), we can classify all the elementary quasiparticles in theD3 (Z2).
And as the only quasiparticles that still need to be classified are those created by the
operators W
(J,K)
v , it is important to note that, due to the first relation (left) in (15), the
representations of these operators must be such that
W (1,K)v =

a1K b1K c1Kb1K a1K c1K
d1K d1K r1K

 and W (2,K)v =

 a2K b2K c2K−b2K −a2K −c2K
d2K −d2K 0

 ,
whose inputs are to be interpreted a priori as complex numbers.
By the way, it is precisely because these last expressions that we can define at least two
specific operators. The first one is
W (1,1)v =

1 0 00 1 0
0 0 1

 ,
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which does not perform any permutation between the elements in (17) and, wherefore,
creates a Q(1,1) that is interpretable as a vacuum quasiparticle. The second operator is
W (1,2)v =

0 1 01 0 0
0 0 1

 , (23)
which is exactly the same matrix that represents Θ1 (1) and, therefore, creates a quasiparticle
Q(1,2) throughout a permutation2 |0〉v ↔ |1〉v.
Although what we are about to say seems rather naive, we need to make two observations
here. And the first one is that the excitations created by these two operators satisfy one of
the fundamental requirements that must be satisfied by any quasiparticles: they are such
that
Q(1,1) ×Q(1,2) = Q(1,2) ×Q(1,1) .
That is, irrespective of the order in which they appear in a fusion process, they lead to
exactly the same products which, in this particular case, are Q(1,2).
The second observation we need to point out here (which may seem much more naive than
to say that the fusion between any quasiparticle with a vacuum quasiparticle is commutative)
is that Q(1,1) and Q(1,2) are created by permutations that did not involve the element |2〉v.
Despite the apparent naivety of this statement, it is precisely behind it that a fundamental
aspect becomes evident: none of the operatorsW
(1,1)
v andW
(1,2)
v can replace |2〉v by another;
the only operator that can do this (and still complete a commutative fusion rule with Q(1,1)
and Q(1,2)) is
W (1,3)v =

0 0 10 0 1
1 1 1

 . (24)
Thus, it is due to
W (1,3)v
∣∣0〉 = W (1,3)v ∣∣1〉 = ∣∣2〉 and W (1,3)v ∣∣2〉 = ∣∣0〉+ ∣∣1〉+ ∣∣2〉 (25)
that one of the most interesting aspects of this example becomes evident. As the composition
W (1,3)v ◦W (1,3)v =

1 1 11 1 1
1 1 3

 =

1 0 00 1 0
0 0 1

+

0 1 01 0 0
0 0 1

+

0 0 10 0 1
1 1 1


is associated with the fusion rule between quasiparticles Q(1,3), it is clear that this model
can support non-Abelian fusion rules [13].
2Here, we are using the index v only to emphasize that |α〉 is an element associated with a vertex.
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(J,K) (1, 1) (1, 2) (1, 3)
(1, 1) (1, 1) (1, 2) (1, 3)
(1, 2) (1, 2) (1, 1) (1, 3)
(1, 3) (1, 3) (1, 3) (1, 1) + (1, 2) + (1, 3)
Table 2: Fusion rules associated with the quasiparticles Q(J,K) of the D3 (Z2). Here, Q
(1,3) is being consid-
ered as a quasiparticle.
4.1.1. About the “absence” of additional quasiparticles
Since we are already fully aware about which operators W
(1,K)
v are actually capable of
creating quasiparticles in the D3 (Z2), it is appropriate to make the same evaluation about
W
(2,K)
v . And one of the first operators we can take in order to make this evaluation is
represented by
W (2,1)v =

1 0 00 −1 0
0 0 0

 .
After all, as
W (2,1)
∣∣0〉 = ∣∣0〉 and W (2,1)∣∣1〉 = −∣∣1〉
the excitation Q(2,1) it creates by acting on the vacuum state (19) behaves effectively as a
D (Z2) quasiparticle e. As a matter of fact, something that reinforces this identification is
the fact that
W (2,1)v ◦W (2,1)v
∣∣ξ(1)0 〉 = ∣∣ξ(1)0 〉 .
Despite what we have just said about Q(2,1) being perfectly correct, there is another
result that deserves our attention: it is
W (2,1)v ◦W (1,3)v =

0 0 10 0 1
0 0 0

 6=

0 0 00 0 0
1 1 0

 =W (1,3)v ◦W (2,1)v , (26)
which shows us that
Q(2,1) ×Q(1,3) 6= Q(1,3) ×Q(2,1) .
That is, although Q(2,1) is identified as a quasiparticle e, it cannot be incorporated into
this example that already admits Q(1,3) as a quasiparticle. Thus, since we come to the
same conclusion for the other particles Q(2,K), it is immediate to conclude that the only
quasiparticles Q(J,K) of this example, which consider Q(1,3) as a quasiparticle, are those
whose fusion rules are given in Table 2.
However, it is worth to note that, although (26) shows us that the excitation that is
created by W
(2,1)
v does not actually complete a commutative fusion frame with the three
quasiparticles in Table 2, when we leave aside Q(1,3) another commutative fusion frame is
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(J,K) (1, 1)′ (1, 2) (2, 1) (2, 2)
(1, 1)′ (1, 1)′ (1, 2) (2, 1) (2, 2)
(1, 2) (1, 2) (1, 1)′ (2, 2) (2, 1)
(2, 1) (2, 1) (2, 2) (1, 1)′ (1, 2)
(2, 2) (2, 2) (2, 1) (1, 2) (1, 1)′
Table 3: Fusion rules associated with the quasiparticles Q(J,K) of the D3 (Z2) that does not consider Q
(1,3)
as a quasiparticle. Here, the superscript (1, 1)′ labels a vacuum quasiparticle that is restricted only to the
vacuum state (19).
obtained by Q(1,2) and Q(2,1), and by the quasiparticles Q(1,1)
′
and Q(2,2) created by
W (1,1)v =

1 0 00 1 0
0 0 0

 and W (2,2)v =

 0 1 0−1 0 0
0 0 0


respectively. In other words, this last fusion frame shows us that, a priori, two situations
are possible: one, where we can excite the vacuum states (19) and (20) by creating a Q(1,3)
which has a non-Abelian fusion rule; and another, where the vacuum state (20) can never
be excited by the action of some W
(J,K)
v , whose Abelian fusion rules are shown in Table 3.
Howbeit, if we analyse these two possible situations from the physical point of view,
we conclude that second one may not make much sense for two simple reasons. The first
reason (which is the strongest) is that this capacity, to withdraw the system from its second
vacuum state (20) by the action of some W
(J,K)
v , legitimizes the presence of W
(1,3)
v among
the other operators that create quasiparticles, despite it does not appear among those which
define the Hamiltonian of the D3 (Z2). If it were not so, we could not even affirm that the
D3 (Z2) ground state is “matter degenerate” because we would have a state (20) that, from
the matter point of view, is useless. The second reason (which is the weakest but not least)
is that the fusion rules in Table 3 are exactly the same as those shown in Table 1. That is,
if we construct a D3 (Z2) by admitting the presence of this matterly useless state (20), we
are defining the same D2 (Z2) already presented in Example 1.
4.1.2. An interesting analogy
However, it is interesting to note that (25) does much more than to make clear that this
system can be withdrawn from its second vacuum state. What (25) does is to show that, if
we consider that the vacuum states (19) and (20) correspond to two phases that can coexist
in the same energy regime, it is possible to go from one phase to another, and vice versa,
via a condensation mechanism. That is, through
• a exchange W (1,3)v
∣∣0〉 = ∣∣2〉 in all vertices for a transition (19) to (20), or
• exchanges, which can be carried out using (several) combinations of the operators
W
(1,2)
v and W
(1,3)
v , for a transition (20) to (19).
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As a matter of fact, this process of filling the lattice vertices with quasiparticles shows us
that a vacuum thus obtained is similar, for instance, to that proposed by P. A. M. Dirac in
1929 [28], who claimed that the vacuum could be interpreted as an infinite “sea” of particles.
This Dirac proposal was a rather rudimentary attempt to solve the problem of states
with negative energies, in the equation that ended up taking its name [29], before the birth
of Quantum Electrodynamics [30]. However, despite this proposal is quite extravagant (by
imagining an infinite amount of charges filling all space) and does not allow us to calculate
anything, it survives today. After all, it intuitively illustrates how to create pairs of particles
and antiparticles in the vacuum, although this brings certain “prejudice” by considering an
electron as a real particle whereas a positron is considered as a hole [31].
Indeed, at the moment Dirac presented this idea of vacuum to scientific society we still
did not know all the particles we know today. It was precisely this lack of knowledge that
led him to believe, for instance, that a hole in this sea could be a proton and not a positron,
since the last one was also unknown and was only officially discovered by C. D. Anderson
in 1932 [32] 3. However, if we analyse this our D3 (Z2) by taking its first vacuum state (19),
we see that it is completely indifferent to think of the creation of Q(1,2) (which has a fusion
rule that identifies it as its own anti-quasiparticle) as
• something real, in a situation where W (1,2)v acts on the v-th vertex of a lattice that has
all vertices previously covered by quasiparticles Q(1,1), or
• a hole, in a situation where the same W (1,2)v acts on the v-th vertex of a lattice previ-
ously filled by quasiparticles Q(1,2).
In plain English, theDM (ZN) can model a physical reality as rudimentary as it was idealized
by Dirac and others in the early twentieth century.
4.2. The presence of non-Abelian fusion rules in the general case
Although everything we did in this Section was to prove why non-Abelian fusion rules
are present only in the D3 (Z2), it is not difficult to generalise this prove to all DM (ZN)
whereM > N > 2. After all, these non-Abelian fusion rules always occur when the elements
that define the action θ can be represented by matrices
Θ (g) =
(A (g) 0
0T 1
)
(27)
where A is a block diagonal representation of ZN expressed by shift matrices, and 1 is an
identity matrix. Note that it is always possible to do this definition because, by taking
A (g) = Xg, a possible representation for (27) in HM with M > N > 2 is given by
Θ (g) =
(
Xg 0
0T 1
)
.
3Although this official discovery was only recognized in 1932, positrons were first observed in 1929 by D.
Skobeltsyn [33].
17
That is, A is a block diagonal matrix composed by k shift matrices that has order o =
|S| − dim1.
The reader interested in analysing an example whose non-trivial action is not univocal
can go to Appendix A, where we present the D4 (Z2). However, in order to understand why
(27) is associated with the presence of non-Abelian fusion rules in the general case, it is
sufficient to note that, when α > o,
Θ (g)
∣∣α〉 = ∣∣α〉 .
After all, as it implies that the number dalg of cycles that this action defines is equal
to k + dim1, we can divide the DM (ZN) vacuum states in two disjoint sets: one Υ ={∣∣ξ(1)0 〉, . . . , ∣∣ξ(k)0 〉}, whose k elements allow us to obtain any DM (ZN) vacuum state by con-
densing quasiparticles of a same type Q(J,K); and another Υ˜, with dalg − k elements, which
allows us to do the same thing only if these condensations are carried out by using matter
quasiparticles with non-Abelian fusion rules. That is, in order to construct a DM (ZN) with
M > N > 2 where all vacuum states can be excited by a W
(J,K)
v , there is always a case in
which quasiparticles Q(J,K) with non-Abelian fusion rules are required.
5. The ground state degeneracy
According to the last two Sections, it is evident that the DM (G) ground state degeneracy
does not seem to depend on the topology of the manifold where the system is defined. This
degeneracy seems to depend only on a kind of algebraic order for two reasons. First, because,
when we ignore all topological properties associated with L2, the number of distinct vacuum
states is dalg. Second, because, since the transport of m
h always leaves tracks that are
detectable by Cj , none of the non-contractile dual paths cannot characterize any DM (G)
vacuum state.
In this fashion, by remembering that the D (G) ground state degeneracy depends on the
order of the fundamental group pi1 associated with M2, it is clear that the presence of the
sum ∑
j
C
(G,S)
j
in (6) puts an end to this dependence in the DM (G). After all, a Hamiltonian like
H ′DM (G) = −
∑
v
A(G,S)v −
∑
f
B
(G,S)
f
would be capable of returning to a situation where the ground state degeneracy, of these
alternative DM (G) modeled by H
′
DM (G)
, would depends on the order of pi1.
However, there is good reason to say that this degeneracy seems to depend only on a
kind of algebraic order. And this good reason can be understood by noting that the practical
effect of the action of (
X†a
)g ◦ (X†b)g ◦ (Xc)g ◦ (Xd)g . (28)
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Figure 6: On left, we have a cut-out of a two-dimensional lattice that houses a DM (ZN ) where two sets of
excitations were created by the action of two operators (28) around two neighbouring vertices. On right,
we see a projection (on a two-dimensional lattice embedded in L3) of two 3DC quasiplaques located next to
each other. Note that both excitations obey the same perimeter law.
is to allow the creation of the same set of excitations that, in the case of the 3-dimensional
code (3DC) presented in Ref. [22], we interpret as a quasiplaque. That is, although the
3DC is a basic model (since it was constructed by assigning 2-dimensional vectors (1) to
edges of a 3-dimensional cubic lattice L3 that discretizes a 3-dimensional manifold M3),
there is a correspondence between its quasiplaques and the excitations created by (28) in
any DM (ZN). After all, these 3DC and DM (ZN) excitations have the same energy and
obey the same perimeter law, as shown in Figure 6.
Thus, by noting that each 3DC quasiplaque is created by an operator that acts on a
single L3 edge, all this correspondence is more explicit by virtue of the DM (ZN ) excitations
created by (28) are also created by an operator acting on a single vertex. As a matter of
fact, as
Θv (g) ◦
(
X†a
)g ◦ (X†b)g ◦ (Xc)g ◦ (Xd)g = |G| ·Av − 1v ∏
j∈Sv
1j ,
the excitations produced by (28) and Θv (g) behave effectively as anti-quasiparticles of one
another. In this way, by noting that the independent vacuum states of the 3-dimensional
Toric Code (3TC) and anyDM (ZN) are obtained by putting quasiplaques and quasiparticles
Q(J,K), respectively side by side, it is exactly what allows completing this correspondence
as shown in Figure 7. That is, through a one-to-one correspondence between edges (which
pierce the quasiplaques that form the 2-dimensional surfaces that, if non-contractile, char-
acterize the different 3TC vacuums states) and vertices (where the quasiparticles Q(J,K) are
condensed in order to define the different DM (ZN) vacuum states).
Of course, in the case of the 3DC, the non-contractility of these “patchwork quilts” (which
are formed by these quasiplaque juxtapositions) follows as a consequence that they are
discretizations of the non-contractile 2-dimensional submanifolds of M2. This does not
seem to be the case for the DM (G), especially in view of the following theorem whose proof
is in Ref. [34].
Theorem 1. LetM2 be a compact connected surface without boundary. IfM2 is orientable,
then H2 (M2) ≃ Z. If M2 is not orientable, then H2 (M2) ≃ 0.
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Figure 7: In the figure above, we have a cut-out of the 2-dimensional lattice L2 that houses a DM (ZN )
exemplifying a vacuum situation, which is obtained by allocating quasiparticles (violet dots) over all vertices
of this lattice. In the figure below, we see the analogous situation that occurs in the 3DC, where a vacuum
is obtained through the juxtaposition of quasiplaques (in yellow) in the 3-dimensional lattice L3 that defines
this model. Each of these quasiplaques is ingrained in a single edge (in black) and this juxtaposition
completes the discretization of a surface embedded in L3.
However, when we analyse other situations, we conclude that the DM (G) still have a
topological order. Specifically, a topological order that, as in the 3DC, is associated with the
second group of homology H2 (M2). And one of these other situations can be understood
through the theorem below [34].
Theorem 2. LetK1 and K2 be connected cell complexes with K1∩K2 6= ∅, andK = K1∪K2.
Then, for k = 0, 1, 2, . . .,
Hk (K) = Hk (K1)⊕Hk (K2) .
That is, by considering two lattices that have no common element, which discretize two
disjoint 2-dimensional compact orientable manifolds M(1)2 and M(2)2 , as this Theorem 2
implies that
H2
(M(1)2 ∪M(2)2 ) = Z⊕ Z ,
the ground state degeneracy of a DM (G) defined on these lattices is d
2
alg. Thus, by extending
this result to the case where a DM (G) is defined on a disjoint union of n of these lattices,
we have
dDM (G) = dalg · . . . · dalg︸ ︷︷ ︸
n times
= dnalg .
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In other words, dDM (G) is a function of the quantity of sets Z that appear in the direct sum
that define the second group of homology.
However, when we consider another situation where M(1)2 and M(2)2 have one common
point q, the following theorem is useful [34].
Theorem 3. Let K1 and K2 be connected cell complexes with K1 ∩ K2 = {q} and K =
K1 ∪K2. Then K is a cell complex and
H0 (K) = Z and Hk (K) = Hk (K1)⊕Hk (K2) , where k > 0 .
That is, as all 2-dimensional compact connected orientable manifold is homeomorphic to
a 2-dimensional sphere or to a connected sum of 2-dimensional tori [34], when we take two
lattices L(1)2 and L(2)2 that discretize M(1)2 andM(2)2 respectively, this Theorem 3 shows that
the ground state degeneracy of this DM (G), which is defined on M′2 = M(1)2 ∪M(2)2 , may
depend on H2
(M(1)2 ∪M(2)1 ). The reason why we emphasize this term “may” is due to the
fact that this dependency only exists when the operators, which compose the Hamiltonian
(6) of this DM (G), act on all L′2 vertices, except at that vertex that belongs to L(1)2 ∩ L(2)2 .
Thus, by assuming that this is indeed the case, this latter theorem allows us to conclude
that the ground state degeneracy of this DM (G), which is constructed using a lattice L′′2 =
L(1)2 ∪ . . .∪ L(n)2 that discretizes the union of n 2-dimensional compact connected orientable
manifolds, joined “two by two” (D
(n)
M (G)), is again dDM (G) = d
n
alg. And since L′′2 can also be
identified as a 2-dimensional lattice when n = 1, it is also immediate to conclude that the
topological order has not been destroyed by the insertion of matter fields. This topological
order only became dependent on the second group of homology, which is evident only when
the DM (G) is defined on a union of 2-dimensional compact connected orientable manifolds
that transcends Theorem 1.
Anyhow, it is worth noting that, if the DM (G) operators act on all L′2 vertices, the
degeneracy of the DM (G) ground state is the same assigned to the models defined by using
a single manifold. This comment does not denigrate our previous comment about the fact
that DM (G), for instance, has topological order. After all, although this topological order
is no longer explicit via the ground state degeneracy, it is this topological order that allows
the creation of new domain walls. In order to illustrate how this works, it is enough to
consider the simplest case where we have two D2 (Z2) of the Example 1, each of them
defined on 2-dimensional lattices L(1)2 and L(2)2 . By supposing initially that these lattices
have no common element, it is clear we can put these two independent subsystems in different
vacuum configurations. However, when we glue these lattices via a single vertex, this new
situation can no longer be seen as a vacuum because the vertex common to these two lattices
belong to one of the configurations. In this way, an excited closed path appears around this
vertex, characterizing a domain wall.
6. Final remarks
According to all that we have just presented, it is quite clear that the cyclic Abelian
DM (ZN ) we evaluate have an algebraic order and, implicitly, a topological order too. In
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the case of this algebraic order, for instance, it is due to the action of the gauge group on
the matter fields. In the case of this implicit topological order, it is due to the fact that the
DM (ZN ) ground state degeneracy depends on the second group of homology.
Another notable conclusion is the presence of quasiparticles with non-Abelian fusion
rules. These quasiparticles are always necessary when this action of the gauge group is
represented by (27) so that the lattice system can go from one vacuum state to another
and vice versa. In this way, as whenever it is possible to define a DM (ZN ) with this action
representation when M > N > 2, we can affirm that there will always be a particular
case in which these non-Abelian fusion rules are present. In particular, when M and N are
coprime integers, DM (ZN) has necessarily these non-Abelian fusion rules because the only
way to represent this action is by (27). Thus, as this notable conclusion extends to any
2-dimensional lattice model that, for example, is described by a Hamiltonian
HAS = −
∑
v
A(ZN ,S)v −
∑
j
C
(ZN ,S)
j ,
this proves the conjecture made in Ref. [17] about the fact that, for all M > N > 2, its
Abelian systems host non-Abelian vertex excitations.
Although these non-Abelian fusion rules are quite similar to those of Fibonacci anyons
[13], all lead us to believe that they may not be used to perform any kind of quantum
computation with a D
(1)
M (ZN ) (i.e., with a DM (ZN ) defined on a lattice that discretizes a
single 2-dimensional compact orientable manifold). After all, the realization of a quantum
computation in models such as the D (G) is traditionally linked to the possibility of evaluate
the braids [35, 36], which are formed in M2 × [0, 1] due to the transport of quasiparticles
in M2. And it is exactly this possibility that we do not have here because, beyond the
quasiparticles mh and ε(g,h) show confinement features, Q(J,K) cannot be transported except
by a “teleport” operator
W
(J,K)
v′ ◦W (J,K)v
that transports it from a vertex v to another v′ completely arbitrary.
Anyhow, since the fact that the DM (ZN) have topological order only became evident
through a correspondence with 3-dimensional D (ZN), our work leaves open at least two
possibilities that are closely related, which may allow us to realize a quantum computation.
The first of them is to construct a 3-dimensional DM (G) where the vertex operators W
(J,K)
v
are changed by operators W
(J,K)
j that, by acting on edges that discretize a manifold per-
pendicular to M2, permit us to evaluate the braids mentioned in the last paragraph. The
second of these possibilities is to evaluate the main properties of the 4-dimensional D (G)
through a correspondence with these 3-dimensional DM (G). After all, unlike the DM (G)
at least the 4-dimensional D (Z2) is autodual [37, 38]. However, since the ground state of a
D
(n)
M (ZN) is topologically degenerate, a third possibility is to evaluate what can be obtained
from this model by using a quantum computing point of view. All this will be evaluated in
future works.
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Appendix A. Example: G = Z2 and S = {0, 1, 2, 3}
In order to evaluate models whose non-trivial action is not univocal, we take the DM (G)
where G = Z2 and S = {0, 1, 2, 3}. After all, this D4 (Z2) can be defined by using two
non-trivial actions. And the first of them is one that, by considering
∣∣0〉 =


1
0
0
0

 , ∣∣1〉 =


0
1
0
0

 , ∣∣2〉 =


0
0
1
0

 and ∣∣3〉 =


0
0
0
1

 (A.1)
as the representations of the elements in B4, can be represented as
Θ1 (1) =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 . (A.2)
Appendix A.1. Choice I
Due to this our first choice, the set Av of this our first case can be obtained by substituting
the (A.2) in the correspondent previous expressions. In relation to the set Cj , as
C(0)v =
1
4
(
1v + Zv + Z
2
v + Z
3
v
)
, C(1)v =
1
4
(
1v − iZv − Z2v + iZ3v
)
,
C(2)v =
1
4
(
1v − Zv + Z2v − Z3v
)
and C(3)v =
1
4
(
1v + iZv − Z2v − iZ3v
)
are such that C
(α)
v |β〉 = δ (α, β) |β〉, its elements are expressed as
Cj,1 = C
(0)
v1 ⊗ s(0)j ⊗ C(0)v2 + C(0)v1 ⊗ s(1)j ⊗ C(1)v2 + C(1)v1 ⊗ s(0)j ⊗ C(1)v2
+ C(1)v1 ⊗ s(1)j ⊗ C(0)v2 + C(2)v1 ⊗ s(0)j ⊗ C(2)v2 + C(2)v1 ⊗ s(1)j ⊗ C(3)v2
+ C(3)v1 ⊗ s(0)j ⊗ C(3)v2 + C(3)v1 ⊗ s(1)j ⊗ C(2)v2 ,
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Cj,2 = C
(0)
v1 ⊗ s(0)j ⊗ C(3)v2 + C(0)v1 ⊗ s(1)j ⊗ C(0)v2 + C(1)v1 ⊗ s(0)j ⊗ C(0)v2
+ C(1)v1 ⊗ s(1)j ⊗ C(3)v2 + C(2)v1 ⊗ s(0)j ⊗ C(1)v2 + C(2)v1 ⊗ s(1)j ⊗ C(2)v2
+ C(3)v1 ⊗ s(0)j ⊗ C(2)v2 + C(3)v1 ⊗ s(1)j ⊗ C(1)v2 ,
Cj,3 = C
(0)
v1
⊗ s(0)j ⊗ C(2)v2 + C(0)v1 ⊗ s(1)j ⊗ C(3)v2 + C(1)v1 ⊗ s(0)j ⊗ C(3)v2
+ C(1)v1 ⊗ s(1)j ⊗ C(2)v2 + C(2)v1 ⊗ s(0)j ⊗ C(0)v2 + C(2)v1 ⊗ s(1)j ⊗ C(1)v2
+ C(3)v1 ⊗ s(0)j ⊗ C(1)v2 + C(3)v1 ⊗ s(1)j ⊗ C(0)v2 and
Cj,4 = C
(0)
v1
⊗ s(0)j ⊗ C(2)v2 + C(0)v1 ⊗ s(1)j ⊗ C(3)v2 + C(1)v1 ⊗ s(0)j ⊗ C(3)v2
+ C(1)v1 ⊗ s(1)j ⊗ C(2)v2 + C(2)v1 ⊗ s(0)j ⊗ C(0)v2 + C(2)v1 ⊗ s(1)j ⊗ C(1)v2
+ C(3)v1 ⊗ s(0)j ⊗ C(1)v2 + C(3)v1 ⊗ s(1)j ⊗ C(0)v2
because they satisfy the same (22) provided we use (A.2).
Here, were are, once again, confronted with a model which has a ground state that is at
least two-fold degenerate. In the case of first vacuum state, it is explicitly given by
∣∣ξ(1)0 〉 = 1√
2
∏
v′
Av′
(⊗
j
|0〉
)
⊗
(⊗
v
|0〉
)
. (A.3)
The second vacuum state is obtained using the operator
O =
∏
v
X2v (A.4)
which, acting at all vertices in (A.3), leads us to4
∣∣ξ(2)0 〉 = O∣∣ξ(1)0 〉 = 1√
2
∏
v′
Av′
(⊗
j
|0〉
)
⊗
(⊗
v
|2〉
)
. (A.5)
With regard to quasiparticles Q(J,K), they are created by eight operators W
(J,K)
v that
satisfy (15). As a matter of fact, it is noteworthy that only six of them lead to quasipar-
ticles that do not identify with those of the TC. After all, while W
(1,1)
v creates a vacuum
quasiparticle Q(1,1) because it satisfies (15) when J = K = 1, the operator W
(2,1)
v creates a
Q(2,1) that satisfies the same as others of type e when J = 2 and K = 1.
Although our last comment is true, before we present the representations of W
(J,K)
v we
need to remember something important: in order to understand what are the elementary
quasiparticles in any example, we need to evaluate how they are created in each one of
4Note that, since (A.4) cannot be expressed as any product involving the operators Av,1, Bf,1 and Cj,1,
the degeneracy of this case is justified exactly in the same way as the previous example.
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(J,K) (1, 1) (1, 2) (1, 3) (1, 4) (2, 1) (2, 2) (2, 3) (2, 4)
(1, 1) (1, 1) (1, 2) (1, 3) (1, 4) (1, 5) (1, 6) (1, 7) (1, 8)
(1, 2) (1, 2) (1, 1) (1, 4) (1, 3) (2, 2) (2, 1) (2, 4) (1, 3)
(1, 3) (1, 3) (1, 4) (1, 1) (1, 2) (2, 3) (2, 4) (2, 1) (2, 2)
(1, 4) (1, 4) (1, 3) (1, 2) (1, 1) (2, 4) (2, 3) (2, 2) (2, 1)
(2, 1) (2, 1) (2, 2) (2, 3) (2, 4) (1, 1) (1, 2) (1, 3) (1, 4)
(2, 2) (2, 2) (2, 1) (2, 4) (2, 3) (1, 2) (1, 1) (1, 4) (1, 3)
(2, 3) (2, 3) (2, 4) (2, 1) (2, 2) (1, 3) (1, 4) (1, 1) (1, 2)
(2, 4) (2, 4) (2, 3) (2, 2) (2, 1) (1, 4) (1, 3) (1, 2) (1, 1)
Table A.4: Fusion rules associated with the quasiparticles Q(J,K) of the D4 (Z2) that is defined by action
(A.2).
the vacuum states. And, here, we have two of these states which, being independent of
one another, may react quite differently when operated by any W
(J,K)
v
5. Something that
reinforces the possibility of this occurring happening here is the fact that, since the current
action is represented by (A.2), whatever the specific matrices that represent these eight
operators, their more general expressions are such that
W (1,K)v =


a1K b1K c1K d1K
b1K a1K d1K c1K
p1K q1K r1K s1K
q1K p1K s1K r1K

 and W (2,K)v =


a2K b2K c2K d2K
−b2K −a2K −d2K −c2K
p2K q2K r2K s2K
−q2K −p2K −s2K −r2K

 . (A.6)
However, by realizing that Θ1 (1)v is a block diagonal matrix that can be expressed in
terms of Pauli matrices [26], it is immediate to realize that the operators, which create
quasiparticles Q(J,K) of this case, can be represented as
W (1,1)v =
(
1 0
0 1
)
, W (1,2)v =
(
0 σx
σx 0
)
, W (1,3)v =
(
0 1
1 0
)
,
W (1,4)v =
(
σx 0
0 σx
)
, W (2,1)v =
(
σz 0
0 σz
)
, W (2,2)v =
(
0 “σy”
“σy” 0
)
,
W (2,3)v =
(
0 σz
σz 0
)
and W (2,4)v =
(
“σy” 0
0 “σy”
)
.
That is, eight matrices that show us that we are dealing with a set of operators that (i) act
in the same way on (A.3) and (A.5) and (ii) lead to the Abelian fusion rules listed in Table
A.4.
5This is exactly what happens, for instance, with the vacuum states (19) and (20) when operated by (23)
or (24).
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Appendix A.2. Choice II
The second non-trivial choice we can make here is associated with an action that, being
represented by
Θ2 (1) =


0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

 , (A.7)
fixes two elements of (A.1). The first consequence of this new action is that, although it
does not modify the content of Bf , it modifies Av and Cj. In the case of the first modified
set, its new operators are
Av,R =
1
2
[
1v ⊗ 1a ⊗ 1b ⊗ 1c ⊗ 1d + (−1)R−1Θ2 (1)v ⊗ σxa ⊗ σxb ⊗ σxc ⊗ σxd
]
,
where R = 1, 2; in the case of the second set, we have
Cj,1 = C
(0)
v1
⊗ s(0)j ⊗ C(0)v2 + C(0)v1 ⊗ s(1)j ⊗ C(1)v2 + C(1)v1 ⊗ s(0)j ⊗ C(1)v2
+ C(1)v1 ⊗ s(1)j ⊗ C(0)v2 + C(2)v1 ⊗ s(0)j ⊗ C(2)v2 + C(2)v1 ⊗ s(1)j ⊗ C(2)v2
+ C(3)v1 ⊗ s(0)j ⊗ C(3)v2 + C(3)v1 ⊗ s(1)j ⊗ C(3)v2 ,
Cj,2 = C
(0)
v1
⊗ s(0)j ⊗ C(3)v2 + C(0)v1 ⊗ s(1)j ⊗ C(0)v2 + C(1)v1 ⊗ s(0)j ⊗ C(0)v2
+ C(1)v1 ⊗ s(1)j ⊗ C(3)v2 + C(2)v1 ⊗ s(0)j ⊗ C(1)v2 + C(2)v1 ⊗ s(1)j ⊗ C(1)v2
+ C(3)v1 ⊗ s(0)j ⊗ C(2)v2 + C(3)v1 ⊗ s(1)j ⊗ C(2)v2 ,
Cj,3 = C
(0)
v1 ⊗ s(0)j ⊗ C(2)v2 + C(0)v1 ⊗ s(1)j ⊗ C(3)v2 + C(1)v1 ⊗ s(0)j ⊗ C(3)v2
+ C(1)v1 ⊗ s(1)j ⊗ C(2)v2 + C(2)v1 ⊗ s(0)j ⊗ C(0)v2 + C(2)v1 ⊗ s(1)j ⊗ C(0)v2
+ C(3)v1 ⊗ s(0)j ⊗ C(1)v2 + C(3)v1 ⊗ s(1)j ⊗ C(1)v2 and
Cj,4 = C
(0)
v1
⊗ s(0)j ⊗ C(1)v2 + C(0)v1 ⊗ s(1)j ⊗ C(2)v2 + C(1)v1 ⊗ s(0)j ⊗ C(2)v2
+ C(1)v1 ⊗ s(1)j ⊗ C(1)v2 + C(2)v1 ⊗ s(0)j ⊗ C(3)v2 + C(2)v1 ⊗ s(1)j ⊗ C(3)v2
+ C(3)v1 ⊗ s(0)j ⊗ C(0)v2 + C(3)v1 ⊗ s(1)j ⊗ C(0)v2 .
The second consequence of (A.7) has a fairly direct relationship with the ground state.
After all, while the first vacuum (A.3) is already known, a second and a third are given by
∣∣ξ(2)0 〉 = 1√
2
∏
v′
Av′
(⊗
j
|0〉
)
⊗
(⊗
v
|2〉
)
and
∣∣ξ(3)0 〉 = 1√
2
∏
v′
Av′
(⊗
j
|0〉
)
⊗
(⊗
v
|3〉
)
. (A.8)
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Despite the apparent similarity between this
∣∣ξ(2)0 〉 and (A.5), it should be noted that these
two states are not the same because Θ2 (1) does not carry out the same transition |2〉v ↔ |3〉v
as Θ1 (1).
However, what is more important to be highlighted here concerns the new operators
W
(J,K)
v that, by satisfying the same (15) together with the operators in Av and Cj, are
represented by
W (1,K)v =


a1K b1K c1K d1K
b1K a1K c1K d1K
p1K p1K r1K s1K
q1K q1K u1K v1K

 and W (2,K)v =


a2K b2K c2K d2K
−b2K −a2K −c2K −d2K
p2K −p2K 0 0
q2K −q2K 0 0

 .
Note that, when we compare these last matrices with those in (A.6), it becomes clear
that, for each action we can choose, W
(J,K)
v may contain elements that are quite distinct in
each case. After all, by noting that (A.2) can be rewrite as
Θ2 (1) =
(
σx 0
0 1
)
,
we conclude that the operators
W (1;2,1)v =
(
σx 0
0 1
)
, W (1;2,2)v =
(
σx 0
0 σx
)
and W (1;1,2)v =
(
1 0
0 σx
)
, (A.9)
which create the respective Q(1;2,1), Q(1;2,2) and Q(1;1,2) that cannot be detected by vertex
operators, may act differently on the vacuum states. Explicitly,
• W (1;2,1)v only excites the vacuum state
∣∣ξ(1)0 〉 due to exchanges |0〉v ↔ |1〉v and does
nothing with the others, while
• W (1;1,2)v can excite the two vacuum states
∣∣ξ(2)0 〉 and ∣∣ξ(3)0 〉 via |2〉v ↔ |3〉v, but does
nothing with
∣∣ξ(1)0 〉.
By the way, it is exactly what justifies the nomenclature adopted for these quasiparti-
cles Q(J ;K1,K2). As the previous indexing (J,K) allows us to represent (i) a vacuum when
J = K = 1 and (ii) a non-vacuum otherwise, when we take advantage of the new indexes
(J ;K1, K2) it becomes possible to represent a vacuum that exists in one situation but not
in the other. It is exactly what happens with Q(J ;K1,K2) that, for instance, behaves as a
vacuum quasiparticle only on the
∣∣ξ(1)0 〉, when J = K1 = 1, and on the ∣∣ξ(2)0 〉 or/and ∣∣ξ(3)0 〉,
when J = K2 = 1.
In order to complete this example, it is worth noting that none of the operators in (A.9)
can take the system from its vacuum state (A.3) to its to the other vacuum states (A.8) and
vice versa. However, analogous to that explained on page 16, it is not difficult to notice that
the operator
W (1;3,3)v =
(
0 1+ σx
1+ σx 0
)
,
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which is responsible for producing a Q(1;3,3), can do this. Thus, as this latter operator leads
to a fusion rule
Q(1;3,3) ×Q(1;3,3) = 2Q(1;1,1) + 2Q(1;2,2)
which is non-Abelian, this is one more example of the conclusion presented in Subsection
4.2 about the existence of quasiparticles with non-Abelian fusion rules when the action of
the gauge group is represented by (27).
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