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SUMMARY 
T h e o b j e c t i v e o f t h i s r e s e a r c h w a s t o d e v e l o p a 
s i m p l e m e t h o d o l o g y t o t e s t f o r l e a r n i n g u s i n g a s m a l l s a m p l e 
s i z e a n d t o d e v e l o p a p r o c e d u r e f o r m e a s u r i n g t h e r a t e o f 
l e a r n i n g a t a n y p a r t i c u l a r t r i a l . F o r t h i s r e s e a r c h t h e t i m e 
b e t w e e n t r i a l s w a s c o n s i d e r e d i n s i g n i f i c a n t i n a f f e c t i n g 
p r e v i o u s l y g a i n e d k n o w l e d g e a n d t h e e r r o r . b e t w e e n a n y 
o b s e r v a t i o n a n d i t s e x p e c t e d . v a l u e , I s a s s u m e d t o b e 
N I D (0 , o 2 ) . 
e 
A s s u m i n g l e a r n i n g c a n b e d e s c r i b e d b y a p e r f o r m a n c e 
c u r v e o f t h e f o r m 2 = 1 - a t ^ t w o l i n e a r m e t h o d s a n d o n e n o n ­
l i n e a r m e t h o d w e r e d e v e l o p e d t o t e s t f o r l e a r n i n g b y e x a m i n i n g 
t h e r a t e o f l e a r n i n g o v e r s e v e r a l t r i a l s . S i n c e t h e c u r v e 
i s m o n o t o n i c a l l y i n c r e a s i n g a p o s i t i v e s l o p e w i l l b e 
i n t e r p r e t e d a s l e a r n i n g a n d a z e r o s l o p e w i l l c o r r e s p o n d t o 
n o l e a r n i n g o c c u r r i n g . T h e l i n e a r p r o c e d u r e s a r e b a s e d o n 
t e s t i n g t h e a v e r a g e r a t e o f l e a r n i n g t h a t o c c u r s o v e r s e v e r a l 
t r i a l s . S e v e r a l m e t h o d s f o r e s t i m a t i n g t h e a v e r a g e r a t e o f 
2 
l e a r n i n g a n d t h e v a r i a n c e o f t h e o b s e r v a t i o n s , a £ , w e r e 
i n v e s t i g a t e d . T h e b e s t m e t h o d f o r e s t i m a t i n g t h e a v e r a g e 
r a t e o f l e a r n i n g , b a s e d o n t h e m i n i m u m v a r i a n c e o f t h e e s t i m a t e , 
w a s t h e l i n e a r l e a s t s q u a r e s r e g r e s s i o n , LLSR m e t h o d , a n d t h e 
2 
b e s t e s t i m a t o r o f a £ , w h i c h r e s u l t e d i n t h e m o s t p o w e r f u l 
t e s t , w a s c o m p u t e d u s i n g t h e f i r s t d i f f e r e n c e s o f t h e 
xii 
o b s e r v a t i o n s . 
I n t h e n o n l i n e a r m e t h o d , e s t i m a t e s f o r a a n d t h e 
e 
p a r a m e t e r s " a " a n d " b " a r e o b t a i n e d a n d a t e s t o n t h e d e g r e e 
o f n o n l i n e a r i t y o f t h e f u n c t i o n i s c o n d u c t e d u s i n g B e a l e s 
m e a s u r e o f n o n l i n e a r i t y . I f t h e d e g r e e o f n o n l i n e a r i t y i s 
s m a l l e n o u g h t h e n t h e c o n f i d e n c e i n t e r v a l f o r t h e s l o p e a t 
a n y t r i a l c a n b e e v a l u a t e d b y u s i n g l i n e a r t h e o r y a p p r o x i m a t i o n s . 
I n a c o m p a r i s o n o f t h e - t w o p r o c e d u r e s , t h e l i n e a r m e t h o d s 
w e r e m o r e p o w e r f u l t e s t s , h o w e v e r , t h e n o n l i n e a r m e t h o d w a s 
a b l e t o p r o v i d e i n f o r m a t i o n o n t h e r a t e o f l e a r n i n g a t e a c h 
t r i a l w h e n t h e n o n l i n e a r i t y c o n d i t i o n s w e r e s a t i s f i e d a n d 
s i g n i f i c a n t l e a r n i n g w a s d e t e c t e d . T h e m o r e p o w e r f u l 
l i n e a r t e s t p r o c e d u r e w a s t h e L L S R m e t h o d , w h i c h c a n 
d e t e c t a n a v e r a g e r a t e o f l e a r n i n g o v e r 1 5 t r i a l s o f . 0 1 
a t a n a = . 0 5 l e v e l 9 5 1 o f t h e t i m e w h e n t h e s t a n d a r d 
d e v i a t i o n i s a < . 0 5 . 
e 
1 
C H A P T E R I 
I N T R O D U C T I O N 
I f a c o m p a r i s o n o f t w o o r m o r e s y s t e m s i s t o b e 
m e a n i n g f u l i t s e e m s r e a s o n a b l e t h a t e a c h s y s t e m s h o u l d b e 
o p e r a t i n g a t i t s f u l l p o t e n t i a l . W h e n t h e h u m a n f a c t o r 
e n t e r s i n t o t h e o p e r a t i o n o f a s y s t e m , t h e s y s t e m ' s f u l l 
p o t e n t i a l i s n o t r e a l i z e d u n t i l t h e o p e r a t o r ( s ) a r e " f u l l y 
learned." To determine i f t h e operators are f u l l y learned, 
o n e m u s t b e a b l e t o m e a s u r e t h e r a t e o f l e a r n i n g t h a t i s 
o c c u r r i n g o v e r s u c c e s s i v e p e r i o d s o f o p e r a t i n g t h e s y s t e m . 
A s s u m i n g l e a r n i n g c a n b e d e s c r i b e d b y a m o n o t o n i c f u n c t i o n , 
a f u l l y l e a r n e d s t a t u s w o u l d c o r r e s p o n d t o a z e r o r a t e o f 
l e a r n i n g . 
W h e n t h e c r e w o p e r a t i n g o n e s y s t e m I s f u l l y l e a r n e d 
w h i l e t h e c r e w o p e r a t i n g a s e c o n d s y s t e m i s n o t , a n e g a t i v e 
b i a s c o u l d b e i n t r o d u c e d i n t o t h e t e s t r e s u l t s o f t h e s e c o n d 
s y s t e m , r e n d e r i n g a n u n f a i r e v a l u a t i o n . T h i s b i a s w h i c h i s 
t h e r e s u l t o f a d i f f e r e n c e i n t h e p r o f i c i e n c y l e v e l s o f 
r e s p e c t i v e c r e w s o n c o m p e t i n g s y s t e m s i s a m a j o r c o n c e r n t o 
t h e U . S . A r m y O p e r a t i o n a l T e s t a n d E v a l u a t i o n A g e n c y ( O T E A ) 
d u r i n g o p e r a t i o n a l t e s t i n g a n d e v a l u a t i o n o f c o n t r a c t e d 
e q u i p m e n t . 
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B a c k g r o u n d 
T h i s s t u d y w a s p r o m p t e d b y t h e d e s i r e o f t h e U . S . 
A r m y O p e r a t i o n a l T e s t a n d E v a l u a t i o n A g e n c y ( O T E A ) t o d e t e r ­
m i n e i f a c r e w o r u n i t i s f u l l y l e a r n e d o n t h e o p e r a t i o n o f 
t h e s y s t e m b e i n g e v a l u a t e d . 
T h e p u r p o s e o f o p e r a t i o n a l t e s t i n g i s t o p r o v i d e 
i n f o r m a t i o n f o r u s e i n a n i n d e p e n d e n t e v a l u a t i o n o f t h e 
m i l i t a r y u t i l i t y , o p e r a t i o n a l e f f e c t i v e n e s s a n d s u i t a b i l i t y 
o f t h e t o t a l s y s t e m [1 ] . T h e r e a r e t h r e e s e q u e n t i a l t e s t s , 
O T I , O T I I , O T I I I , c h a r a c t e r i z e d b y e m p h a s i s o n t e s t i n g w i t h 
t y p i c a l u s e r o p e r a t o r s , c r e w s , o r u n i t s u n d e r r e a l i s t i c 
c o n d i t i o n s . E a c h s e q u e n t i a l t e s t c o n s i s t s o f s e v e r a l t r i a l s 
D a t a o b t a i n e d d u r i n g a p a r t i c u l a r s e g m e n t o f t h e s e q u e n c e i s 
a n a l y z e d t o d e t e r m i n e i f t h e n e x t p h a s e o f t h e t e s t s h o u l d 
b e c o n d u c t e d o r t h e n e w s y s t e m r e j e c t e d [2]. 
O p e r a t i o n a l t e s t I , ( O T I ) , u s u a l l y i s l i m i t e d i n 
s c o p e a n d f o c u s e s o n t h e p r i m a r y s y s t e m f u n c t i o n ( i . e . , 
f i r e p o w e r o f a w e a p o n , m o b i l i t y o f a t r a n s p o r t s y s t e m , e t c . ) 
T h e t y p e o f c o m p a r i s o n i s e i t h e r a g a i n s t a b a s e l i n e s y s t e m 
o r a m o n g c o m p e t i n g s y s t e m s . O p e r a t i o n a l t e s t I I , ( O T I I ) 
i s b r o a d e r i n s c o p e a n d i s c o n c e r n e d w i t h t e s t i n g o f e n g i ­
n e e r i n g p r o t o t y p e e q u i p m e n t a n d c o m p l e t e t e s t s u p p o r t 
p a c k a g e s i n v o l v i n g e n t i r e t r o o p u n i t s i n c o n t r o l l e d f i e l d 
e x e r c i s e s . T h e c o m p a r i s o n i s b e t w e e n t h e n e w s y s t e m a n d t h e 
s t a n d a r d s y s t e m w h i c h w o u l d b e r e p l a c e d . O p e r a t i o n a l t e s t 
I I I ( O T I I I ) , i n v o l v e s e v a l u a t i n g t h e p e r f o r m a n c e o f a s l a r g e 
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a u n i t a s f e a s i b l e , e m p l o y i n g t h e n e w s y s t e m v e r s u s t h e s a m e 
u n i t e m p l o y i n g t h e c u r r e n t s y s t e m i n u s e . I t i s i m p o r t a n t , 
t h e r e f o r e , n o t o n l y t o d e t e c t i f l e a r n i n g i s o c c u r r i n g b u t 
t o d e t e c t i t e a r l y i n t h e O T b e f o r e a d d i t i o n a l t i m e a n d 
m o n e y i s e x p e n d e d o n o b t a i n i n g p o s s i b l y m e a n i n g l e s s r e s u l t s . 
T o o b t a i n t i m e l y i n f o r m a t i o n f o r d e c i d i n g t o s t o p t h e O T 
w i l l u s u a l l y r e q u i r e a n o n s i t e e v a l u a t i o n o f t h e t e s t 
r e s u l t s . T h u s a n y m e t h o d o l o g y d e v e l o p e d m u s t n o t o n l y b e 
a b l e t o d e t e c t l e a r n i n g b u t m u s t a l s o b e a p p l i c a b l e i n a 
f i e l d e n v i r o n m e n t . 
F u n d a m e n t a l s o f t h e L e a r n i n g C u r v e 
A s s u m i n g t h e p e r f o r m a n c e o f t h e s y s t e m i s d e p e n d e n t 
o n o p e r a t o r p r o f i c i e n c y a n d c a n b e d e s c r i b e d b y a m o n o t o n i c 
f u n c t i o n , w e t h e n h a v e a s i t u a t i o n w h i c h c a n b e m o d e l e d b y 
t h e b a s i c l e a r n i n g c u r v e f u n c t i o n . 
L e a r n i n g d e f i n e d b y i m p r o v e d c y c l e t i m e o r p e r f o r m a n c e 
o v e r r e p e a t e d t r i a l s c a n b e d i v i d e d i n t o t w o d i s t i n c t 
p h a s e s : t h r e s h o l d l e a r n i n g a n d c o n d i t i o n e d l e a r n i n g . T h r e s h ­
o l d l e a r n i n g i s t h a t l e a r n i n g w h i c h o c c u r s p r i o r t o t h e t i m e 
t h e o p e r a t o r c a n d o t h e o p e r a t i o n f r o m m e m o r y . C o n d i t i o n e d 
l e a r n i n g i s t h a t l e a r n i n g w h i c h o c c u r s a f t e r t h e p e r s o n 
r e m e m b e r s h o w t o p e r f o r m t h e o p e r a t i o n w i t h o u t r e l y i n g o n a 
t r i a l a n d e r r o r p r o c e d u r e . F o r t h i s r e s e a r c h , o n l y t h e s e c o n d 
p h a s e o r c o n d i t i o n e d l e a r n i n g w i l l b e c o n s i d e r e d . 
A c c o r d i n g t o t h e f i n d i n g s o f p r e v i o u s r e s e a r c h s t u d i e s 
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[3], [5], 18], [9] , the learning process can be defined 
by an equation of the form: 
z = at" b (1-1) 
where 
z = cycle time 
a = a constant which is determined by the cycle time 
at the beginning of conditioned learning 
t = the cycle number from the start of conditioned 
learning 
b = a constant.which is determined by the rate of 
learning over trials. 
Although this function is continuous for values of t greater 
than zero, learning can only be meaningfully evaluated at 
discrete values of t. This particular equation describes 
the learning of an operation without any interruption of 
significant duration which could have a negative effect on 
previously learned information and skills. The values of the 
parameters will always be greater or equal to zero. 
In conducting trials during a particular phase of the 
operational test at OTEA, the time between trials sometimes 
varies but it is believed to have no significant effect on 
retention of previously gained knowledge and skills. 
Recently much interest has been focused on group 
learning patterns. Several case studies have been conducted 
to determine if group learning can be described by an 
equation similar in form to equation (1-1) . Although studies 
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i n t h i s a r e a h a v e b e e n s o m e w h a t l i m i t e d i n t h e i r s c o p e , i t 
a p p e a r s o n t h e s u r f a c e t h a t t e a m l e a r n i n g e x h i b i t s t h e s a m e 
p e r f o r m a n c e c u r v e d i s p l a y e d b y i n d i v i d u a l o p e r a t o r s [ 1 2 ] . . 
A n o t h e r w a y t o e x a m i n e l e a r n i n g i s b y a p e r f o r m a n c e 
c u r v e 
2 = l - a t " b (1-2) 
T h i s c u r v e i s b a s e d o n t h e s a m e t h e o r y a s t h e " c y c l e t i m e " 
c u r v e e x c e p t t h e a s y m p t o t e o f t h i s f u n c t i o n a p p r o a c h e s t h e 
v a l u e 1 ( s e e F i g u r e s 1-1 a n d 1-2). T h e p e r f o r m a n c e c u r v e 
i s b a s e d o n p e r c e n t a c h i e v e d f r o m t h e t o t a l p o s s i b l e o b t a i n ­
a b l e . T h i s m e t h o d o f r e c o r d i n g l e a r n i n g w o u l d b e a p p r o p r i a t e 
w h e n a c c u r a c y r a t h e r t h a n t i m e t o c o m p l e t i o n w a s t h e p r i m a r y 
o b j e c t i v e . T h e r e s t r i c t i o n s o n p a r a m e t e r " b " a r e t h e s a m e 
a s f o r t h e l e a r n i n g c u r v e , h o w e v e r , p a r a m e t e r " a " w i l l o n l y 
t a k e o n v a l u e s i n t h e i n t e r v a l [0,1]. 
A l t h o u g h t h e t h e o r e t i c a l a s y m p t o t e f o r t h e c u r v e i s 
o n e w h e n t h e n u m b e r o f t r i a l s a p p r o a c h e s i n f i n i t y , t h i s 
f u n c t i o n c a n a p p r o a c h a n y v a l u e b e t w e e n z e r o a n d o n e a s a 
w o r k i n g a s y m p t o t e b y u s i n g t h e p r o p e r c o m b i n a t i o n o f p a r a m e ­
t e r s " a " a n d " b . " A w o r k i n g a s y m p t o t e i s r e f e r r e d t o h e r e a s 
t h a t v a l u e o n t h e c u r v e w h e r e t h e c h a n g e i n p e r f o r m a n c e 
b e t w e e n t r i a l s i s s o s m a l l t h a t i t w o u l d b e c o n s i d e r e d 
n e g l i g i b l e f o r p r a c t i c a l p u r p o s e s . 
F o r e x a m p l e , i n a g i v e n t r i a l o f a n OT i f a w e a p o n 
i s f i r e d a t a t a r g e t 100 t i m e s , t h e t o t a l p o s s i b l e p e r f o r m a n c e 
w o u l d b e 100 h i t s o r 100 p e r c e n t . I f t h e w e a p o n i s o n l y 
, Number- of Trials 
Figure 1-1. Cycle Time Curve 
Number of Trials 
Figure 1-2. Performance Curve 
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c a p a b l e o f h i t t i n g 75 p e r c e n t o f t h e t a r g e t s w h e n f i r e d b y 
f u l l y l e a r n e d o p e r a t o r s , t h e n t h e f u n c t i o n d e s c r i b i n g t h e 
l e a r n i n g o f t h e o p e r a t o r s o v e r s e v e r a l t r i a l s w o u l d a p p r o a c h 
a n a s y m p t o t e o f .75 o n t h e p e r f o r m a n c e s c a l e . T h e t h e o r e t i c a l 
a s y m p t o t e o f t h e f u n c t i o n d e s c r i b i n g l e a r n i n g w o u l d o f 
c o u r s e s t i l l b e o n e ; h o w e v e r , f o r e v a l u a t i o n p u r p o s e s t h e 
o p e r a t o r s w o u l d b e c o n s i d e r e d f u l l y l e a r n e d a n d t h e w e a p o n s 
c a p a b i l i t y a s s u m e d t o b e l e s s t h a n 100% a c c u r a c y . 
I n b o t h c u r v e s , e q u a t i o n (1-1) a n d e q u a t i o n (1-2), 
t h e v a l u e o f t h e f u n c t i o n b e f o r e t h e f i r s t . t r i a l a n d b e t w e e n 
d i s c r e t e v a l u e s o f t h e t r i a l s h a s n o s i g n i f i c a n c e s i n c e t h e r e 
i s n o m e a s u r e o f k n o w l e d g e u n t i l a t r i a l i s c o m p l e t e d . 
T h e r e f o r e , w h e n d e a l i n g w i t h l e a r n i n g c u r v e e q u a t i o n s , 
w h e t h e r c y c l e t i m e o r p e r f o r m a n c e o r i e n t e d , t h e p r i m a r y 
c o n c e r n i s t h e d e s c r i p t i o n o f l e a r n i n g o v e r d i s c r e t e v a l u e s 
o f t > 1. 
B a s i s f o r a P e r f o r m a n c e C u r v e i n T e s t R e s u l t s 
B e f o r e c o n d u c t i n g a n y o p e r a t i o n a l t e s t s a t OTEA, 
t h e p a r t i c i p a n t s u n d e r g o a t h o r o u g h c o n d e n s e d t r a i n i n g 
p r o g r a m o n t h e s y s t e m t o b e e v a l u a t e d . D u e t o e x t r e m e l y 
h i g h c o s t s i n o p e r a t i n g t h e s y s t e m , m u c h o f t h e t r a i n i n g i s 
c o n d u c t e d p i e c e m e a l u n d e r s i m u l a t e d c o n d i t i o n s w h i c h m a y o r 
m a y n o t t r u l y r e p r e s e n t t h e p e r f o r m a n c e o f a c r e w i n a n 
a c t u a l s i t u a t i o n . I f a c r e w ' s p e r f o r m a n c e c o u l d b e i m p r o v e d 
b y a c t u a l l y o p e r a t i n g t h e s y s t e m , t h e n t h e t e s t r e s u l t s o v e r 
s e v e r a l t r i a l s o f a n OT s e g m e n t s h o u l d r e f l e c t i m p r o v e m e n t 
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t h r o u g h b e t t e r s c o r e s . I f a s u f f i c i e n t n u m b e r o f t r i a l s 
w e r e c o n d u c t e d t h e t e s t r e s u l t s w o u l d e v e n t u a l l y l e v e l o f f 
i n d i c a t i n g t h e c r e w ' s p e r f o r m a n c e h a s p e a k e d a n d t h a t n o 
f u r t h e r l e a r n i n g i s t a k i n g p l a c e . T h u s i t s e e m s r e a s o n a b l e , 
a n d O T E A t e s t r e s u l t s a r e c u r r e n t l y b e i n g e v a l u a t e d i n 
s u p p o r t o f t h i s c o n c l u s i o n , t h a t a p e r f o r m a n c e c u r v e f u n c t i o n 
c a n b e f i t t o t e s t r e s u l t s o f t h i s n a t u r e . 
O b j e c t i v e 
T h e o b j e c t i v e s o f t h i s r e s e a r c h a r e t w o f o l d . T h e 
f i r s t o b j e c t i v e i s t o d e v i s e a f i e l d e x p e d i e n t m e t h o d o l o g y 
f o r t e s t i n g i f t h e r a t e o f l e a r n i n g i s s i g n i f i c a n t l y d i f f e r e n t 
f r o m z e r o . T h e s e c o n d o b j e c t i v e i s t o d e v e l o p a m e t h o d o l o g y 
w h i c h c a n m e a s u r e t h e r a t e o f l e a r n i n g t a k i n g p l a c e a t a n y 
p a r t i c u l a r t r i a l . 
G e n e r a l A p p r o a c h 
S i n c e i t i s w e l l d o c u m e n t e d t h a t t h e c u r v e d e s c r i b i n g 
p e r f o r m a n c e a s l e a r n i n g p r o g r e s s e s f o l l o w s a n a s y m p t o t i c 
c u r v e , t h e r a t e o f l e a r n i n g t h e n c o u l d b e a n a l y z e d b y e i t h e r 
e v a l u a t i n g t h e f i r s t d e r i v a t i v e o f a c u r v e f i t t h r o u g h t h e 
d a t a p o i n t s o r e x a m i n i n g t h e s l o p e o f a l i n e b e t w e e n d a t a 
p o i n t s f o r s p e c i f i e d t i m e s . I f t h e f i r s t d e r i v a t i v e o f t h e 
c u r v e o r t h e s l o p e o f t h e l i n e I s p o s i t i v e , i t i s a n i n d i c a t i o n 
t h a t l e a r n i n g i s t a k i n g p l a c e . O n e p r o c e d u r e t o b e e x a m i n e d 
w i l l b e t o e s t i m a t e t h e s l o p e o f a l i n e a r m o d e l f i t t o t h e 
o b s e r v a t i o n s a n d t e s t f o r i t s s t a t i s t i c a l s i g n i f i c a n c e . 
The t e s t p r o c e d u r e i n v o l v e s s i m p l e a l g e b r a and r e q u i r e s n o 
i n f o r m a t i o n a b o u t t h e p a r a m e t e r s o f t h e a c t u a l c u r v e . 
The t e s t r e s u l t s on t h e s l o p e u s i n g a l i n e a r m o d e l 
w o u l d o n l y i n d i c a t e i f l e a r n i n g o c c u r r e d d u r i n g t h e t r i a l s 
and c a n p r o v i d e no i n f o r m a t i o n a s t o w h e t h e r t h e r a t e o f 
l e a r n i n g was d e c r e a s i n g o v e r t h e l a t t e r t r i a l s . 
A n o t h e r d r a w b a c k u s i n g l i n e a r m e t h o d s i s t h a t t h e 
r a t e o f l e a r n i n g w i l l be t e s t e d u s i n g an e s t i m a t e o f t h e 
v a r i a n c e o b t a i n e d by f i t t i n g . a. l i n e a r mode l o f t h e fo rm 
y ± = c + d t i + 6 i ( 1 - 3 ) 
w h e r e 
y^ r e p r e s e n t s t h e o b s e r v a t i o n a t t r i a l i 
t ^ r e p r e s e n t s t r i a l i 
c i s t h e i n t e r c e p t v a l u e 
d i s t h e s l o p e o f t h e l i n e 
6. d i f f e r e n c e b e t w e e n t h e o b s e r v a t i o n a n d t h e l i n e 
a t t r i a l i 
when t h e t r u e m o d e l i s t h e n o n l i n e a r f u n c t i o n 
y . = l - a t " b + e i ( 1 - 4 ) 
The e r r o r , e b e t w e e n any o b s e r v a t i o n , y ^ , and i t s 
e x p e c t e d v a l u e , z ^ , i s a s s u m e d t o b e i n d e p e n d e n t and 
n o r m a l l y d i s t r i b u t e d w i t h e x p e c t e d v a l u e o f z e r o and v a r i a n c e 
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2 2 o f c , N I D ( 0 , a ) . I f t h e e r r o r t e r m s u c h a s e . i s a s u m e' £ l 
o f e r r o r s f r o m s e v e r a l s o u r c e s , t h e n n o m a t t e r w h a t t h e 
p r o b a b i l i t y d i s t r i b u t i o n o f t h e s e p a r a t e e r r o r s m a y b e , 
t h e i r s u m £ ^ w i l l h a v e a d i s t r i b u t i o n t h a t w i l l t e n d m o r e 
a n d m o r e t o t h e n o r m a l d i s t r i b u t i o n a s t h e n u m b e r o f 
c o m p o n e n t s i n c r e a s e s b y t h e c e n t r a l l i m i t t h e o r e m [ 1 3 ] . 
A n e r r o r i n a t e s t o b s e r v a t i o n m a y b e a c o m p o s i t e o f a 
s c o r i n g d e v i c e e r r o r , a n e r r o r d u e t o a s m a l l l e a k i n t h e 
s y s t e m , a n e r r o r d u e t o a n u n e x p e c t e d p h y s i c a l a i l m e n t 
a f f e c t i n g t h e o p e r a t o r , a n e r r o r d u e t o c h a n g e s i n w i n d 
v e l o c i t y a n d s o o n . T h e c o m p o n e n t s o f t h i s e r r o r t e r m 
w o u l d n o t i n c l u d e t h o s e d e p e n d e n t o n o p e r a t o r p r o f i c i e n c y 
a n d l i k e l y t o d e c r e a s e w i t h a d d i t i o n a l r e p e t i t i o n s o r t r a i n i n g . 
T h i s l a t t e r t y p e o f e r r o r i s o f t e n u s e d t o r e c o r d l e a r n i n g 
a n d w o u l d b e r e f l e c t e d b y t h e p e r f o r m a n c e c u r v e . T h e e r r o r 
t e r m s i n e q u a t i o n ( 1 - 3 ) m a y b e l a r g e r t h a n i n e q u a t i o n ( 1 - 4 ) 
d u e t o a l a c k o f f i t o f t h e m o d e l w h i c h w i l l i n t u r n i n f l a t e 
a n y e s t i m a t e o f t h e v a r i a n c e u s e d i n t e s t i n g f o r t h e 
s t a t i s t i c a l s i g n i f i c a n c e o f t h e s l o p e , d . T h e c l o s e r t h e 
t r i a l o b s e r v a t i o n s a r e t o t h e a s y m p t o t e o f t h e e x p e c t e d 
c u r v e , h o w e v e r , t h e b e t t e r t h e e s t i m a t e o f t h e v a r i a n c e w i l l 
b e s i n c e t h e l a c k o f f i t c o m p o n e n t w i l l b e d e c r e a s i n g . 
T h e r e f o r e , a l i n e a r m e t h o d m a y b e a p p r o p r i a t e t o d e t e c t 
l e a r n i n g i f t h e e s t i m a t e o f t h e v a r i a n c e i s r e l a t i v e l y 
a c c u r a t e . 
A n o t h e r a p p r o a c h w i l l b e t o f i t a c u r v e t o t h e 
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o b s e r v a t i o n s u s i n g a n o n l i n e a r r e g r e s s i o n t e c h n i q u e a n d 
a n a l y z e t h e l o c a t i o n o f t h e t r i a l r e s u l t s i n r e l a t i o n t o t h e 
f i t t e d c u r v e . A l t h o u g h t h e e s t i m a t e o f t h e v a r i a n c e u s i n g 
n o n l i n e a r t e c h n i q u e s w i l l be more a c c u r a t e t h a n t h a t u s i n g 
t h e l i n e a r e s t i m a t e , t h e d i f f i c u l t y i n c o n d u c t i n g s i g n i f i ­
c a n c e t e s t i n g i s t h a t t h e e s t i m a t e s o b t a i n e d u s i n g n o n l i n e a r 
t e c h n i q u e s do n o t h a v e t h e l i n e a r p r o p e r t i e s n e c e s s a r y t o 
c o n d u c t t h e known s i g n i f i c a n c e t e s t s . I t may be p o s s i b l e 
h o w e v e r t o u s e l i n e a r t h e o r y r e s u l t s a s a p p r o x i m a t i o n s f o r 
d e t e r m i n i n g a c o n f i d e n c e r e g i o n f o r t h e p a r a m e t e r s o f t h e 
n o n l i n e a r m o d e l i f t h e d e g r e e o f n o n l i n e a r i t y i s n o t t o o 
l a r g e . I f t h e p e r f o r m a n c e f u n c t i o n s a t i s f i e s t h i s r e q u i r e ­
m e n t t h e n t h e r a t e o f l e a r n i n g c a n be d e t e r m i n e d by a n a l y z i n g 
t h e a p p r o x i m a t e d c o n f i d e n c e i n t e r v a l a b o u t t h e s l o p e a t 
s p e c i f i e d t r i a l s . T h i s p r o c e d u r e t h e n w o u l d p r o v i d e a means 
t o d e t e r m i n e how c l o s e t o b e i n g f u l l y l e a r n e d t h e o p e r a t o r s 
a r e a t e a c h t r i a l . 
M e a s u r e o f N o n l i n e a r i t y 
When a m o d e l i s n o n l i n e a r t h e r e i s an e s t i m a t i o n 
s p a c e , h o w e v e r , i t i s n o t d e f i n e d by a s e t o f v e c t o r s and 
may b e q u i t e c o m p l e x . I f t h e e s t i m a t i o n s p a c e c o n s i s t s o f 
a l l p o i n t s w i t h c o o r d i n a t e s { f ( x ^ , 9 ) , f ( x 2 > 9 ) , 
f ( x m , 9 ) } t h e n m i n i m i z i n g t h e sum o f s q u a r e s f u n c t i o n 
s s ( 8 ) c o r r e s p o n d s g e o m e t r i c a l l y t o f i n d i n g a p o i n t p on t h e 
e s t i m a t i o n s p a c e w h i c h i s t h e s h o r t e s t d i s t a n c e t o Y, t h e 
v e c t o r o f o b s e r v a t i o n s . 
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A s a m p l e s p a c e f o r a v e r y s i m p l e n o n - l i n e a r e x a m p l e 
i n v o l v i n g o n l y n = 2 o b s e r v a t i o n s y-^ and y 2 t a k e n a t x = x^ 
and x ~ x2> r e s p e c t i v e l y , and a s i n g l e p a r a m e t e r 0 i s 
i l l u s t r a t e d by D r a p e r a n d S m i t h [ 6 ] a n d i s r e p r o d u c e d i n 
F i g u r e 1 - 3 . The n o n - l i n e a r e s t i m a t i o n s p a c e c o n s i s t s o f t h e 
c u r v e d l i n e w h i c h c o n t a i n s p o i n t s { f ( x ^ , 0 ) , f ( x 2 > 0 ) a s t h e 
p a r a m e t e r , 0 , v a r i e s , and t h e i n d e p e n d e n t v a r i a b l e s x ^ , x 2 
a r e f i x e d . The p o i n t Y h a s c o o r d i n a t e s ( y ^ , y 2 ) a n d p i s 
t h e p o i n t o f t h e e s t i m a t i o n s p a c e c l o s e s t t o Y. When t h e 
l i n e a r i z a t i o n t e c h n i q u e i s a p p l i e d t o a n o n - l i n e a r p r o b l e m , 
a new o r i g i n i s s e l e c t e d , s a y 0 , and a l i n e a r i z e d e s t i m a t i o n 
s p a c e i n t h e fo rm o f t h e t a n g e n t l i n e a t 0 Q i s t h e n d e f i n e d . 
The l i n e a r e s t i m a t i o n s p a c e , c o n t a i n s t h e p o i n t s { f ( x , , 0 ) + 
8 f ( x 0 ) 9 f ( x 2 , 0 ) 1 0 
, f ( x 2 , 0 o ) .+ 3 0 a s 0 v a r i e s a n d x ^ x 2 a r e 
f i x e d . However i f t h e r a t e o f c h a n g e of f ( x , 0 ) i s s m a l l a t 
0 Q b u t i n c r e a s e s r a p i d l y , t h e u n i t s on t h e t a n g e n t l i n e may 
be u n r e a l i s t i c i n t e r m s o f d e t e r m i n i n g good e s t i m a t e s o f t h e 
p a r a m e t e r s t h a t w i l l m i n i m i z e t h e sum o f s q u a r e d e r r o r s 
b e t w e e n t h e o b s e r v a t i o n s and t h e p r o p o s e d m o d e l . A g a i n 
D r a p e r a n d S m i t h g i v e an e x c e l l e n t i l l u s t r a t i o n o f g r o s s 
i n e q u a l i t i e s i n t h e s y s t e m s o f u n i t s . See F i g u r e 1-4. 
In F i g u r e 1-4 t h e b e s t l i n e a r a p p r o x i m a t i o n o f t h e t r u e 
p a r a m e t e r s o l u t i o n f rom t h e p o i n t 0 = 0 Q i s t h e p o i n t 0 = Q Q . 
I t i s o b v i o u s t h a t i f t h e l i n e a r s o l u t i o n 0 = Q Q i s u s e d 
a s t h e n e x t s t a r t i n g p o i n t on t h e e s t i m a t i o n s p a c e we w i l l 
b e f u r t h e r f rom t h e b e s t p o i n t P t h e n was o u r o r i g i n a l 
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guess 6 = 8 Q = 0. If the degree of non-linearity is not too 
large, it may be possible to use linear theory results to 
approximate the confidence region for the nonlinear 
function. Therefore we need a procedure that will determine 
when linear theory results provide acceptable approximations 
to the nonlinear estimation problem. 
1 4 
Figure 1-3. Geometric Interoretation of Linearization 




The curve describing operator performance on a 
particular system is well defined in terms of the parameters 
"a" and "b." This curve can then be used as a basis for 
determining any given crew's, performance level on the system. 
-Determining the Distribution of the Linear Test Statistic 
A method for determining a crew's performance level 
when the curve is well defined is to examine the expected 
values of the observations. - The procedure would be to find 
the expected value for each trial observation by minimizing 
the sum of the squared errors between the observations and 
the known curve at discrete consecutive trial numbers. If 
the expected value that corresponds to the last observation 
is at the asymptote of the curve it is assumed the crew is 
fully learned. This procedure is summarized as follows. 
Given n observations denoted as y^ , y •••» Y n> label 
their respective trial numbers k, k+1, k n ^, and find 
the discrete value of k that will minimize the sum of 
squared errors between the observations and values on the 
curve computed at the corresponding observation trial numbers. 
The procedure for this is to find the discrete value 
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of k, k , on the known curve that corresponds to the minimum 
error between the first observation and the value of the 
known function (see Figure 2-1). Retaining the same labeling 
for the trial numbers corresponding to the observations, 
conduct a search over discrete values in the vicinity of 
k , and find the discrete value for k that minimizes the sum o 
of squared errors (Figure 2-2). Find the corresponding trial 
number, k + N - 1, for the last- observation, and then compute 
value of the known function at this value. If the value of 
the function at k + N - 1 Is the asymptotic value, this 
corresponds to the situation in which the expected value of 
the last observation Is the asymptote which means a fully 
learned status. 
Another approach to determining the performance level 
would be to conduct statistical tests on the observations. 
If the distribution of the error between an observation, y^, 
and its expected value, z^, is NID (0, a £ - ) , then the 
distribution of the observations at a given trial is NID 
2 




where c £ is an estimate for the true variance 
follows a student-t distribution. To test for learning over 
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o c-1 c c+1 
Figure 2-1. -Fitting First Observation to the Curve 
Theoretical Asymptote 
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Figure 2-2. Test Observations Fit to the Curve 
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t 
0 p i 
/ a 
( 2 - 2 ) 
where 
z e = asymptotic value 
y = average value of the observations 
since the expected value for y ± s z , when the observations 
are at the asymptote. If the variance is unknown, then an 
estimate must be found which will provide an unbiased 
estimate of the variance in order to conduct the test 
described in equation (2-2). 
discussed in Chapter I. If.E(y) = z; , then all the observa­
tions are at the asymptote and the rate of change between 
observations or the slope of the linear model will be equal 
to zero. The discussion that follows in the remainder of the 
section and in the next section will be devoted to obtaining 
2 
an estimate of a £ in order that the t-test may be used to 
test for learning. 
This ds the basis for conducting the linear tests 
Assuming then that the error term, , in any 
observation, y. , which fits the form 
y ( 2 - 3 ) 
is NID(0, CJ ) , a minimum variance unbiased estimate for the 
variance of an observation about its expected value would be 
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N 2 Z (y . -&."•) 
= i = ^ - — (2-4) 
N 
where y^ is the i^*1 trial observation 
z^ is the expected value of y^ 
Since in most cases the expected curve of the obser­
vations will be unknown, this procedure is of little 
practical value. 
2 
Estimating a When' the Paramters Are' Unknown 
, - £ ; : — - • ; 
Continuing with the performance curve as defined in 
equation (1-2) , performance will reach an asymptote as 
the number of trials increase. There is then some critical 
trial number, t , where further trials will show negligible 
improvement in proficiency. 
Consider a situation where no well defined curve 
exists. The expected values of the observations are 
unknown. To estimate, the variance using an equation similar 
in form to equation (2-4), an estimate for must be 
obtained. Consider the curve in Figure 2-3. 
In the remainder of this research, the word asymptote 
refers to the value of the curve where the rate of change 
over future trials is so small (say .00001) that it is 
















Figure 2-3. Performance Curve with Asymptote at z c 
Assume the results of several trials follow the curve 
described in Figure 2-3. If the test observations fit the 
curve beyond trial t 3 the differences in their expected 
values would be small enough to be considered zero for all 
practical purposes. The expected value for each observation 
is then considered to be equal to 'z , the value at the 
asymptote of the curve. Since the observations in this 
2 
situation are all distributed NID ( z c , a £ ) , an unbiased 
estimate for z^ in equation (2-4) would be the average of 
the observations. 
N 
y = z y./N 
i=l 1 
( 2 - 5 ) 
where y. — z + e. 
J 1 c 1 
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N 
E(y) = E[ Z (z.+e.)/N] 








i = l 1 E(y) = X T — but z. = z 
w 7 N l c 
therefore E(y) = N z c/N = ZQ 
Thus an efficient unbiased estimate for the variance [ll], 
using the sample average as the estimate of the z^'s when 
the observations are all at the asymptote is 
N 
? C y n - - y ) z 
s 2 = ̂ 1 -
b e N-l 
When the Observations are not at the asymptote, this esti­
mate of the variance will be inflated since the average of 
the observations, y, will no longer be an unbiased estimate 
for the expected value of each observation. The amount of 
bias will be a function of the distance that the expected 
values of the observations are from the asymptote of the 
true curve. 
Since the performance curve function is non-linear, 
there is no easy-to-apply procedure to obtain an 
unbiased estimate for the variance when the parameter 
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values are unknown. 
Several alternative techniques for estimating the 
variance will be examined in terms of the expected bias 
to determine a minimum biased estimator. The deviation of 
several estimators is contained in Appendix B. 
The three estimators to be investigated for 
estimating a 2 are: 
2 N :-
(OBS) ' = I (y.-y) /N-l - (2-7) 
i=i . 7 • • -
• • 2 N - 1 _ 2 (SEX) = (N-l) E (x.-x) /2N(N-2) (2-8) 
1=1 . 
( S E R ) 2 = (N 2+l)(N+2)(MS E)/(N 3-2N 2+N+1) (2-9) 
I N S U M M A R Y , T H E E X P E C T E D V A L U E S F O R T H E R E S P E C T I V E V A R I A N C E 
E S T I M A T O R S A R E : 
F R C N 2 + l)CN-2)MSE-, ,.- • 2 1 2 R N 3 + N *! • 2 •CL ^ ^ / - G + 1? -55 — L—TTO— E 2 -
N - 2 N Z + N + 1 E N ( N ^ - 2 N Z + N + 1 ) 1 2 i=l 1 
2 N .. 
(N + 1 ) ( . 1 z.) N 
- i=l R Y T . N+l * n , 2 T r j t 2 . E z.) ] 
i=l 1 1 1 i=l 1 
N - l 9 
(N-l) E (x - x ) Z 2 
H 1 2 N C N - 2 D } ' °e + 2 K ( N - 2 ) ^ C z i + l " 2 i ) N ~ I ] 
N-l 
E F ^ i - Y ) N-i 
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N o t e t h a t i f t h e e x p e c t e d v a l u e s o f t h e o b s e r v a t i o n s , t h e 
z ^ ' s , w e r e a l l a t t h e a s y m p t o t e , t h e b i a s f a c t o r i n a l l 
t h r e e e q u a t i o n s i s z e r o . As t h e d i f f e r e n c e b e t w e e n t h e 
e x p e c t e d v a l u e s o f t h e o b s e r v a t i o n s a n d t h e a s y m p t o t i c v a l u e 
o f t h e c u r v e i n c r e a s e s h o w e v e r , t h e e x p e c t e d b i a s v a l u e 
a s s o c i a t e d w i t h e a c h p r o c e d u r e c h a n g e s . The r e l a t i v e 
u s e f u l n e s s o f t h e e s t i m a t o r s w i l l be n u m e r i c a l l y a n a l y z e d 
i n C h a p t e r I I I . 
2 
Variance of the Estimators of Qe 
= 2 
I f t h e v a r i a n c e s o f t h e e s t i m a t o r s o f a a r e n o t 
s i g n i f i c a n t l y d i f f e r e n t , t h e n t h e e x p e c t e d b i a s may b e t h e 
o n l y c r i t e r i a n e c e s s a r y t o d e t e r m i n e t h e b e s t e s t i m a t o r 
( s e e F i g u r e 2-Ma) . I f on t h e o t h e r h a n d t h e v a r i a n c e s o f 
t h e e s t i m a t o r s d i f f e r s i g n i f i c a n t l y , t h e n i t i s p o s s i b l e t h a t 
t h e minimum b i a s e d e s t i m a t o r i s n o t t h e b e s t e s t i m a t o r i n 
t e r m s o f t h e p e r c e n t o f e s t i m a t e s w i t h i n t h e s p e c i f i e d 
t o l e r a n c e l i m i t s ( s e e F i g u r e 2 - 4 b ) . 
When t h e a l l o w a b l e e r r o r t o l e r a n c e f o r t h e v a r i a n c e 
e s t i m a t e i s 6 , t h e n e s t i m a t o r 1, I n F i g u r e ( 2 - 4 b ) , i s t h e 
b e t t e r e s t i m a t o r . When t h e a l l o w a b l e e r r o r i s 2 6 , h o w e v e r , 
t h e n e s t i m a t o r 2 i s b e t t e r s i n c e i t h a s t h e l a r g e s t p e r c e n t 
o f i t s e s t i m a t e s w i t h i n t h e t o l e r a n c e l i m i t s . 
The e x p e c t e d b i a s a s s o c i a t e d w i t h e a c h e s t i m a t o r i s 
a f u n c t i o n o f t h e e x p e c t e d v a l u e s o f t h e o b s e r v a t i o n s a n d i s 
2 4 
Estimator 1/ 1 / \ : Estimator 2 
J V \ 
\ 
/ / 1 \ 
N 
•^^^ • ,——^ ^ ! 
o - 6 o a + 6 
£ E [ a p •] E [ S ] C 
Figure 2-4a. Possible Distribution o£ Estimates when the 
Variances of the Estimates are Equal 
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Figure 2-4b. Possible Distribution of Estimates when the 
Variance of the Estimators are not Equal 
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o n l y - a f f e c t e d by c h a n g e s i n t h e p a r a m e t e r v a l u e s o r t h e s a m p l e 
s i z e . T h e r e f o r e , t h e d i f f e r e n c e b e t w e e n t h e e x p e c t e d v a l u e 
2 2 o f t h e e s t i m a t e f o r cr a n d t h e v a l u e o f a f o r s p e c i f i e d 
2 
a , b , a n d N, w i l l n o t c h a n g e a s t h e s i z e o f a ' c h a n g e s . 
2 
The m a g n i t u d e o f a w i l l be a f a c t o r h o w e v e r , i n 
d e t e r m i n i n g t h e e x p e c t e d b i a s i n t h e e s t i m a t e o f . S e e 
F i g u r e s ( 2 - 5 ) a n d ( 2 - 6 ) . T h i s i s i m p o r t a n t s i n c e t h i s i s 
t h e v a l u e t h a t w i l l b e u s e d t o c o m p u t e a n y s t a t i s t i c a l t e s t 
on t h e s l o p e . As t h e p r o c e s s v a r i a n c e i n c r e a s e s f o r s p e c i f i e d 
p a r a m e t e r v a l u e s a n d s a m p l e s i z e , t h e e x p e c t e d v a l u e o f t h e 
:: 2 
e s t i m a t e o f a £ a p p r o a c h e s t h e t r u e v a l u e o f a . As a £ 
i n c r e a s e s t h o u g h , t h e r e w i l l b e a c o r r e s p o n d i n g i n c r e a s e i n 
t h e v a r i a n c e o f t h e e s t i m a t o r . T h i s w i l l a f f e c t t h e 
d i s p e r s i o n o f t h e e s t i m a t e s a n d t h u s c o u l d a l s o a f f e c t t h e 
s o l u t i o n o f an e s t i m a t o r . See F i g u r e ( 2 - 5 ) and F i g u r e ( 2 - 6 ) . 
2 
I f t h e c o n t r i b u t i o n o f a t o t h e e s t i m a t o r v a r i a n c e 
£ 
f o r o n e e s t i m a t o r i s l a r g e r t h a n f o r a n o t h e r , a s i t u a t i o n 
: c o u l d a l s o o c c u r a s d e p i c t e d i n F i g u r e ( 2 - 7 a ) and F i g u r e ( 2 - 7 b ) . 
2 
, -. . When o£ i s s m a l l a s i n F i g u r e ( 2 - 7 a ) , e s t i m a t o r 2 i s 
2 
b e t t e r , h o w e v e r , i n F i g u r e ( 2 - 7 b ) w h e r e a ' i s l a r g e , e s t i m a t o r 
, 1 a p p e a r s t o do a s w e l l o r b e t t e r t h a n e s t i m a t o r 2 , To 
. . . d e t e r m i n e a b e s t e s t i m a t o r t h e n , t h e e f f e c t o f t h e v a r i a n c e 
t p n t h e e s t i m a t e s a s w e l l a s t h a t o f t h e p a r a m e t e r v a l u e s and 
- s a m p l e , s i z e m u s t b e e x a m i n e d . 
2 6 
F i g u r e 2 - 6 . E x p e c t e d B i a s S m a l l and D i s p e r s i o n o f 
E s t i m a t e s L a r g e When a i s L a r g e 
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A n e v a l u a t i o n o f t h e v a r i a n c e o f t h e e s t i m a t o r a s 
w e l l a s t h e e x p e c t e d b i a s f a c t o r w i l l t h u s b e r e q u i r e d b e f o r e 
2 
s e l e c t i n g t h e b e s t e s t i m a t o r o f a . A n e f f o r t w a s m a d e t o 
o b t a i n a c l o s e d f o r m e x p r e s s i o n f o r t h e v a r i a n c e o f e a c h 
2 
e s t i m a t o r i n t e r m s o f t h e t r u e v a r i a n c e , , a n d t h e e x p e c t e 
v a l u e s o f t h e o b s e r v a t i o n s , t h e z ^ ' s . D u e t o t h e c o m p l e x 
f o r m s i n v o l v e d , t h i s a p p r o a c h w a s a b a n d o n e d i n f a v o r o f 
a n a l y s i s b y c o m p u t e r s i m u l a t i o n . T h e r e s u l t s o f t h e s i m u l a ­
t i o n s t u d y w i l l b e p r e s e n t e d i n C h a p t e r I I I . 
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F \o ] E[a ] 
e l £ 2 
Figure 2-7a. Possible Effect on Dispersion of the Estimates 
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Figure 2-7b. Possible Effect on Dispersion of the Estimates 
of o as the True Value of a Increases 
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Linear Methods to Test for Learning 
Since the performance curve describing the progress 
of t ra in ing is an asymptotic funct ion, i t may be possible 
to determine when a unit is f u l l y learned by examining the 
slope of a l ine f i t through the t r i a l observations or examin-
the rate of change between the observations. I f the rate of 
change i s la rge , then learning i s taking place and when the 
rate of change approaches zero, a very small amount of learning 
is occurring which corresponds to approaching a " f u l l y 
learned" s ta tus . An appropriate method to determine the 
leve l of performance then would be to test i f the slope of 
the l inear model f i t through the observations or the rate 
of change between observations is s ign i f i can t ly greater than 
zero. 
Linear Methods of Analysis 
As discussed e a r l i e r , i f the rate of learning is large 
and the error variance of reasonable s i ze , i t may be possible 
to detect learning by examining the slope using l inear 
approximation methods. Several methods, which can be 
solved by simple hand ca lcu la t ions , are examined using the 
variance of the slope as a basis for comparison in select ing 
which is best . Those l inear approximation methods which 
provide the smallest variance for the slope w i l l be selected 
for further study and possible appl icat ion. 
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L e t D E !•':=" a v e r a g e of o b s e r v a t i o n s i n f i r s t g r o u p 
D 
t h e n 
k = a v e r a g e of o b s e r v a t i o n s i n s e c o n d g r o u p 
d ATG = D L " D E ( 2 - 1 0 ) 
V a r ( d A T G ) = V a r ( D L - D E ) 
N / 2 N 
V a r ( d f l r T i n \ = V a r ( E y . / ( N / 2 ) ) + V a r ( E y . / ( . N / 2 > ) 
A T G ) 1=1 1 ' i = N / 2 + l 1 
( N / 2 ) a £ 2 ( N / 2 ) a £ 2 
V a r ( d f l r ? r J = — ^ - + p— 
A i ( j ( N / 2 ) 2 (N/2.) • 
4a 2 
V a - ( d A T G ) = V - ( 2 - X 1 ) 
b . T t A v e r a g e of C o n s e c u t i v e D i f f e r e n c e s (ACD)" . I n 
t h i s m e t h o d t h e a v e r a g e o f t h e d i f f e r e n c e s b e t w e e n c o n s e c u t i v e 
o b s e r v a t i o n s i s a n a l y z e d t o d e t e r m i n e i f l e a r n i n g i s 
o c c u r r i n g . 
a . " A v e r a g e o f Two G r o u p s ( A T G ) " . I n o r d e r t o 
o b t a i n an e s t i m a t e o f t h e s l o p e i t i s n e c e s s a r y t o h a v e a t 
l e a s t t w o p o i n t s . The a v e r a g e o f two g r o u p s m e t h o d d i v i d e s 
t h e d a t a a t t h e m i d p o i n t o f t h e t r i a l s i n t o two g r o u p s . The 
a v e r a g e o f t h e o b s e r v a t i o n s i s c o m p u t e d f o r e a c h g r o u p , a n d 
t h e d i f f e r e n c e b e t w e e n t h e a v e r a g e s t e s t e d t o d e t e r m i n e i f 
t h i s d i f f e r e n c e i s s i g n i f i c a n t l y g r e a t e r t h a n z e r o . I f t h e r e 
w e r e an odd n u m b e r o f o b s e r v a t i o n s , t h e m i d d l e o b s e r v a t i o n 
w o u l d n o t b e c o n s i d e r e d i n t h e c o m p u t a t i o n s . 
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N-l 
V A R ( < W • V A R (>V>^ 
V a r ( d A C D ) = 2a^ 2/(N-l) 2 (2-13) e 
c. "Average of Two Groups Using Consecutive Differences 
(ATGCD) 1 1. This method is a combination of methods "a" and 
"b". The observations are divided into two groups and the 
differences between observations are computed in each group. 
Then computing the difference between the average obtained 
in the latter group with that of the earlier group one 
obtains an estimate of the slope with corresponding variance 
as follows: 
N/2 
M y 1 + 1 - y i ) 
, D E = 
N/2 
N 
D = N / C 2 + 1 . ) 1 + 1 1 
L N/2. 
^ATGCD D L " D E 0 (2-14) 
16a 2 
V a r ( d A T G C D ) = V a ^ D L - D E ) = — ^ 2 ( 2 ~ 1 5 ) 
dACD = V*'1 ^2-12) i=l 
N-l 
V a r ( d A C D ) = Var( #Z x./N-l) 
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Z t . 2 = N ( N + 1 ) ( 2 N + 1 ) ( 2 _ 1 8 ) 
i = i 1 r 5 
T - N+l 
As in the ATG method, if there is an odd number of observations, 
the middle observation would be disgarded. 
d. "Linear Least Squares Regression (LLSR)". This 
method fits a line through the observations such that the 
total of the distances squared of the observations from the 
line is minimized. Draper and Smith [6] provide an excellent 
description of the details involved. A brief summary of the 
procedure is given later in this Chapter. 
An estimate of the slope is defined as: 
;• z ( t 1 - t ) ( z i ) 
dLLSR = 7 T — ' ( 2~ 1 6 ) 
• z (t .-tr 
where t. = trial number i 
I 
= expected value of the observation 
at time i 
and the slope variance is defined as 
2 2 
V a r ( d L L S R ) -IT-^ZT = N I" _ _p (2"17) Z(t.-t) Zt. .-2tZt.+Nt^ 
1=1 1=1 
Since the trials are consecutive from 1 to N the following 
closed form expressions for t can be used in the above equation 
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, = N(N-fl) 
Zl 2" 
Then 2 
V a r ( d L L S R ) = N{ N+T) (2N+T) _ g (N+1" } ( N (N+l)) + N(N+l)2 
12a 2 
V a r ( d T T q R ) = (2-19) 
L L B K N ( N ^ + I ) 
For N>2, the linear last squares regression method provides 
the best estimates for the .variance of the slope. See Figure 
(2-8). The average of consecutive differences, ACD, method 
was the next best procedure,. The average of, two groups 
method becomes, the" third best procedure when N=8, but the 
estimate of the variance of the slope is still quite large in 
comparison to the ACD and the LLSR methods. 
From the several methods considered for detecting 
learning through analyzation of the slope,-: the two best 
procedures, using the minimum variance as the. selection cri­
teria, appears to be the average of consecutive differences 
(ACD) method and the linear least squares regression (LLSR) 
method. 
To complete the analysis of the linear approximation 
procedures, the expected value of the estimate of the slope 
using the ACD method and the LLSR method will be examined. 
Let I represent the true average rate of learning for the 
process over N trials. An expression for I then is 
3 4 








• 5 a 
LLSR Method 
ATGGD; Method 
3 4 5 
Number.of Trials 
Figure (2-8). Variance of the Average 
Slope Estimates 
z , T - z 
£ = 
£ = 
N ' H 
a - a t N 
" " T F T 
-b 
(2-20) 
T h e e x p e c t e d v a l u e o f a n e s t i m a t e o f £ u s i n g t h e A C D 
m e t h o d i s 
E I d A C D ] = 
N 
1 = 1 
y - M - y i 
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• E I—R*RN _ J 
_ CL-atN"B+£N)-(L-at1"b+e1) 
+• -b A. - AT 
E [ d A C D J = since t ± = 1 and E ( E i ) = 0 (2-21) 
As expected, the estimate of the slope using the ACD method 
is unbiased. 
The expected value of an estimate of £ using the LLSR 
method is derived as fol lows: 
N-
.1 ̂ V ^ i 
E t d L L S R ] = E ? 
Z ( t . - t ) Z 
i=L 1 
= - J J — - — E [ ( t 1 - t ) (z 1 +c 1 ) + ( t 2 - t ) (z 2 +e 2 ) + 
I ( t . - t ) 2 
i=L 1 
= N 1 . r(t i-t)z 1+CT 2-t) ( z 2 + . . . + ( t N - t ) z N ] 
I ( t . - t ) 2 
i-1 1 
N 
Replacing the Et. Ts with expressions in terms of N we get 
i = l 1 
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1 2 r r . N + l s „ . f + N + l \ _ . - 7 l i t - , - —T—JZ-I + C t ? - — * r - ) z ~ + 
N ( N + 1 ) 1 z z . z 
" i t . z . - i 2 . 
N ( N Z + 1 ) i = l 1 1 N ( N Z + 1 ) i = l 1 
- b 
S u b s t i t u t i n g 1 - a t ^ f o r w e g e t a n e x p r e s s i o n o f t h e f o r m : 
1 2 - - Z t . ( l - a t . - b ) - M ^ i i - g ( i - a t 
N ( N Z + 1 ) i = l 1 1 N ( N Z + 1 ) i = l 
= 1 2 [ Z t . - a Z t . - b + 1 ] - W i l l + 6 C N ^ 1 1 a J t - b N ( N Z + 1 ) i = l 1 i = l 1 N < N Z + 1 ) N ( N Z + 1 ) i = l 1 
N , ( N + l ) Z t . " D N 
E t d L L S R ] " ^ t " £ t " b + 1 ] ( 2 - 2 3 ) 
N ( N Z + 1 ) 1 i = l 1 
S u b t r a c t i n g t h e t r u e v a l u e o f t h e a v e r a g e r a t e o f l e a r n i n g 
f r o m t h e e s t i m a t e i n e q u a t i o n ( 2 - 2 3 ) w e c a n o b t a i n t h e 
e x p e c t e d b i a s . 
L e t 3 r e p r e s e n t t h e a m o u n t o f b i a s i n e q u a t i o n ( 2 - 2 3 ) , 
t h e n 
N h 
( N + D I t " D N a . a t - b 8 = I ^ - I t f b + 1 ] - I - ^ r r f - ] ( 2 - 2 4 ) 
N C N Z + 1 ) Z i = l 1 w 1 
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When the value of b equals zero in equation (2-24) which 
corresponds to the expected values of the observations all 
being equal to the asymptotic value, the expected bias is 
zero. The bias factor in equation (2-24) is negative which 
means we should expect the estimate for the average rate of 
learning using the LLS method to be less than the value 
defined in equation (2-21). 
In summary, we now have two methods to test for 
learning which exhibit the following, characteristics:' 
(i) The LLSR method.provides a biased estimate for 
the average rate, of learning; however, it has 
the smallest slope variance of all' methods examined. 
- (ii) The ACD method provides ah unbiased estimate for 
the average rate of learning but, the slope 
variance is larger than that in the LLSR procedure. 
The bias factor in equation (2-24) will be computed 
and its effect analyzed for various combinations of parameter 
values and sample size.in Chapter III. A discussion of the 
two best linear test procedures is in the next two sections. 
. Average of Consecutive Differences (ACD) Method 
If the test observations are at the asymptote of the 
curve, the difference between the observations will follow 
2 a normal distribution with mean of zero and variance of 2a 
£ 
Given N trial observations with no information concerning the 
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t r u e v a r i a n c e o r t h e p a r a m e t e r s o f t h e a c t u a l c u r v e , w e 
e x a m i n e t h e a v e r a g e o f t h e c o n s e c u t i v e d i f f e r e n c e s i n t h e 
o b s e r v a t i o n s w h i c h c o r r e s p o n d s t o t h e a v e r a g e r a t e o f 
l e a r n i n g o v e r t h e N t r i a l s . 
D e f i n e x ^ a s t h e d i f f e r e n c e b e t w e e n o b s e r v a t i o n 
y i + 1 a n d y i . T h e n 
N - l E ( x ) = E [ t x . / N - l ] i = l 1 
, N - l 
E ( X ) = E I z C y i + 1 - y I ) / N M ] 
i = l 
N - l E« = .\ 
i = l 
1 N " 1 
E W . 2 C z c - z c D 
1 = 1 
z c = e x p e c t e d v a l u e o f a n 
o b s e r v a t i o n a t t h e a s y m p t o t e 
E(x) = u = 0 v x 
F r o m e q u a t i o n (2-13) t h e v a r i a n c e o f t h e a v e r a g e o f t h e 
c o n s e c u t i v e d i f f e r e n c e s w a s d e f i n e d a s : 
V a r x = 2Q £ . 2 / C N-1) 2 
w h e r e x = d A C D 
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2 
x - u 
t = 2 X V 2 - ( 2 - 2 5 ) 
0 2 S y V ( N - l ) z .• ... 
T e s t i n g a t a s i g n i f i c a n c e l e v e l o f a , 
I f t > t ,>T ., R e j e c t H 
o a N-l J... o 
I f t 5 t ' , Do n o t r e j e c t H o a N-l J o 
S i n c e i t i s q u i t e p o s s i b l e t h a t t h e t r i a l o b s e r v a t i o n s 
w i l l n o t a l l be a t t h e a s y m p t o t e , o u r e s t i m a t e o f t h e 
v a r i a n c e w i l l b e i n f l a t e d due t o b i a s a s d i s c u s s e d e a r l i e r . 
U s i n g a b i a s e d e s t i m a t e o f t h e v a r i a n c e w i l l r e d u c e t h e p o w e r 
o f t h e t e s t w h i c h i s d e f i n e d a s : 
Power o f t e s t = 1 . 0 - P J f a i l i n g t o r e j e c t H Q when H Q i s f a l s e ] 
U s i n g an u n b i a s e d e s t i m a t e o f a £ , t h e t e s t s t a t i s t i c f o r t h e 
d i f f e r e n c e s w i l l f o l l o w t h e t - d i s t r i b u t i o n . A t e s t t o 
d e t e r m i n e i f t h e a v e r a g e s l o p e b e t w e e n o b s e r v a t i o n s i s 
s i g n i f i c a n t l y d i f f e r e n t f rom z e r o w o u l d b e : 
H Q : s l o p e < 0 f u l l y l e a r n e d 
H^ : s l o p e > 0 n o t f u l l y l e a r n e d 
C o m p u t e : 
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The r a t i o n a l e f o r t h i s i n t e r p r e t a t i o n i s t h a t u s i n g an 
i n f l a t e d e s t i m a t e f o r t h e s l o p e v a r i a n c e i n e q u a t i o n ( 2 - 2 5 ) 
i n c r e a s e s t h e p r o b a b i l i t y o f f a i l i n g t o r e j e c t t h e n u l l 
h y p o t h e s i s , H q , when i t i s n o t t r u e . T h i s i s b e c a u s e i f t h e 
t e s t s t a t i s t i c 
t = * - ° 
\ ^ i s t I a ^ ) / ( N - l ) 
i s g r e a t e r t h a n t ^ , ^ _ 2 u s i n g a b i a s e d e s t i m a t e f o r t h e 
variance in the denominator, it will remain greater than 
t ' . . . - when an u n b i a s e d e s t i m a t e i s u s e d . On t h e o t h e r h a n d , c r N - 2 
i f t i s g r e a t e r t h a n t , > T _ u s i n g an u n b i a s e d e s t i m a t e f o r o b • a N-2 
t h e v a r i a n c e , i t may n o t b e g r e a t e r i f a b i a s e d e s t i m a t e i s 
u s e d , t h u s c r e a t i n g a s i t u a t i o n w h e r e we w o u l d f a i l t o r e j e c t 
H when I n f a c t i t i s f a l s e . T h e r e f o r e i f t h e t e s t s t a t i s t i c o 
i n d i c a t e s t h e s l o p e i s s i g n i f i c a n t l y g r e a t e r t h a n z e r o , we 
c a n a s s u m e l e a r n i n g i s o c c u r r i n g , o t h e r w i s e t h e r e s u l t s 
may b e u n r e l i a b l e . 
A summary o f t h e c o m p u t a t i o n s r e q u i r e d t o c o n d u c t 
t h e t e s t on t h e s l o p e u s i n g t h e ACD m e t h o d f o l l o w s : 
Compute a n e s t i m a t e o f t h e s l o p e : 
H = y N ~ y i 
ACD N - l ( 2 - 2 6 ) 
Compute an e s t i m a t e f o r t h e s t a n d a r d e r r o r o f t h e s l o p e : 
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2 [ E s t ( a 2 ) ] 
s . e . ( d A C D ) = 1 — ( 2 - 2 7 ) 
( N - l ) 2 • 
Compute t h e t e s t s t a t i s t i c : 
d - 0 
t Q = - ^ - ^ ( 2 - 2 8 ) 
s \ e . (d „ ^ ) 
° ACD 
Compare t e s t s t a t i s t i c a t d e s i r e d s i g n i f i c a n c e l e v e l 
I f t Q > t 'a N-2 L e a r n i n g i s o c c u r r i n g , r e j e c t H. 
I f t n - t „ 0 No c o n c l u s i o n 0 a , N - 2 
The L i n e a r L e a s t S q u a r e s R e g r e s s i o n (LLSR) M e t h o d 
As d i s c u s s e d e a r l i e r , t h i s m e t h o d i n v o l v e s f i t t i n g 
a l i n e a r m o d e l o f t h e fo rm ' 
*i = 0 + ^ L L S R H + S i ( 2 " 2 9 ) 
w h e r e y^ = v a l u e o f t h e o b s e r v a t i o n 
t ^ = t r i a l n u m b e r t h a t c o r r e s p o n d s t o y^ 
c = y i n t e r c e p t v a l u e 
G^LLSR = d i f f e r e n c e b e t w e e n t h e o b s e r v a t i o n a n d 
t h e l i n e a t t r i a l i . 
6^ = d i f f e r e n c e b e t w e e n t h e o b s e r v a t i o n a n d 
t h e l i n e a t t r i a l i . ' 
t h r o u g h t h e o b s e r v a t i o n s , b a s e d on m i n i m i z i n g t h e sum o f 
s q u a r e s o f d e v i a t i o n s o f t h e o b s e r v a t i o n s f r o m t h i s l i n e . 
The s l o p e o f t h e l i n e , d L L S R , a t t h e a s y m p t o t e o f t h e 
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c u r v e i s e s s e n t i a l l y t h e a v e r a g e o f t h e d i f f e r e n c e s b e t w e e n 
t h e e x p e c t e d v a l u e s o f s u c c e s s i v e o b s e r v a t i o n s . T h e r e f o r e 
t h e t e s t s t a t i s t i c f o r t h e s l o p e o f t h e l i n e u s i n g t h e LLSR 
m e t h o d f o l l o w s t h e same d i s t r i b u t i o n a s t h e t e s t s t a t i s t i c 
f o r t h e d i f f e r e n c e s i n t h e ACD m e t h o d , n a m e l y t h e t - d i s t r i -
b u t i o n t h e t e s t f o r l e a r n i n g w o u l d t h e n b e : 
H q : s l o p e < 0 F u l l y l e a r n e d 




d L L S R " ° 
12 Sy f - ( 2 - 3 0 ) 
N(N" + 1) 
w h e r e d L L S R i s , t h e e s t i m a t e d s l o p e f o r t h e l i n e a r m o d e l . 
Compare a t a s i g n i f i c a n c e l e v e l 
I f t Q > t a > N _ 2 L e a r n i n g i s o c c u r r i n g , R e j e c t H Q 
I f t < t _ No c o n c l u s i o n 
O a N-2 
As t h e b i a s f a c t o r i n c r e a s e s , t h e w i d t h o f t h e c o n f i d e n c e 
i n t e r v a l f o r t h e s l o p e i n c r e a s e s o r e x p r e s s e d a n o t h e r w a y , 
t h e t e s t s t a t i s t i c , t , d e c r e a s e s . 
o 
As was p r e v i o u s l y s h o w n , u s i n g a b i a s e d e s t i m a t e f o r 
t h e v a r i a n c e v e r s u s an u n b i a s e d e s t i m a t e when t e s t i n g t h e 
s l o p e , e q u a t i o n ( 2 - 2 8 ) , r e s u l t s i n a l e s s p o w e r f u l t e s t . 
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w h e r e 
t ^ r e p r e s e n t s t r i a l n u m b e r 1 
y^ r e p r e s e n t s t h e o b s e r v a t i o n t h a t c o r r e s p o n d s t o 
t r i a l i 
T h i s a l s o h o l d s t r u e f o r t h e e s t i m a t e o f t h e a v e r a g e r a t e 
o f l e a r n i n g . As was t h e c a s e w i t h t h e ACD m e t h o d , t h e t e s t 
r e s u l t s may be u n r e l i a b l e i f t h e s l o p e t e s t s t a t i s t i c i s 
l e s s t h a n t h e c o m p a r i s o n v a l u e , "t , ^ 2* 
I n t h e d i s c u s s i o n o f t h e m e t h o d t h a t f o l l o w s , i t i s 
a s s u m e d t h a t t h e r e a d e r i s f a m i l i a r w i t h t h e l i n e a r l e a s t 
s q u a r e s r e g r e s s i o n p r o c e d u r e . The LSSR e q u a t i o n s r e q u i r e d 
t o c o n d u c t t h e s l o p e t e s t a r e p r e s e n t e d w i t h o u t t h e d e r i v a t i o n . 
( F o r a d e v e l o p m e n t o f t h e e q u a t i o n s , s e e D r a p e r and S m i t h 
1 6 ] . ) 
The s l o p e o f t h e l i n e i s f o u n d by m i n i m i z i n g t h e sum o f 
t h e s q u a r e d e r r o r s b e t w e e n t h e o b s e r v a t i o n s and t h e f i t t e d 
l i n e e q u a t i o n ( 2 - 2 9 ) • By t a k i n g t h e f i r s t d e r i v a t i v e o f t h e 
e q u a t i o n f o r t h e sum o f s q u a r e d e r r o r s w i t h r e s p e c t t o e a c h 
o f t h e p a r a m e t e r s c and < * L L S £ , i t i s p o s s i b l e t o s o l v e t h e t w o 
r e s u l t i n g e q u a t i o n s s i m u l t a n e o u s l y t o o b t a i n an e s t i m a t e 
f o r t h e s l o p e . 
N 
Z ( V t O y . 
d LLSR = N ( 2~ 3 1 ) £ C t . - t ) z 
1 = 1 1 
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t is the average of the t. 
i 
y is the average of the y ± 
2 
with this estimate of the slope and replacing S^ in equation 
2 
(2-30) with an estimate for a £ we can conduct a test for 
2 
learning. Using an appropriate estimate for a £ , the 
estimate of the standard error for d - ^ s ^ is 
s . e . ( d L L S R ) = 12 E s t ( c £ 2 ) / [ N ( N 2 + 1 ) ] 
In summary, to use the LLSR method to test for learning, 
one need only compute the following steps 
, N ' 
I (t.-t)(y.) 
t = 1=1 
LLSR N 0 
... z (t.-t)^ : : 
i=l 1 
(2-32) 
. 12 Est (c 2 ) 




" H 0 : ^LLSR * 0 
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I f t > t ' > M « r e j e c t H o t h e r w i s e t h e t e s t m u s t b e r e g a r d e d o a N -2 o to 
a s i n c o n c l u s i v e . 
N o n - L i n e a r M e t h o d t o T e s t f o r L e a r n i n g 
I f t h e d e g r e e o f n o n - l i n e a r i t y i n a p a r t i c u l a r p e r f o r ­
m a n c e c u r v e i s s m a l l e n o u g h , i t m a y b e p o s s i b l e t o e x a m i n e 
t h e s l o p e b a s e d o n l i n e a r t e c h n i q u e s . M e a s u r e s o f n o n -
l i n e a r i t y h a v e b e e n d e v e l o p e d b y B e a l e [ 4 ] w h i c h i n d i c a t e 
w h e n t h e d e g r e e o f n o n - l i n e a r i t y i n a n o n - l i n e a r f u n c t i o n i s 
s m a l l e n o u g h t o j u s t i f y a p p r o x i m a t i o n s u s i n g l i n e a r t h e o r y 
r e s u l t s . A r e v i e w o f B e a l e s p r o c e d u r e f o l l o w s . 
C o n s i d e r t h e n o n - l i n e a r m o d e l n = f ( x , ~ e ) w h e r e 6 i s 
a ( p x l ) v e c t o r o f p a r a m e t e r s a n d x i s a v e c t o r o f i n d e p e n d e n t 
v a r i a b l e s . G i v e n n i n d e p e n d e n t o b s e r v a t i o n s o n t h e r e s p o n s e 
^ = C v i > v 2 - > • • • • > y n ) > a l e a s t s q u a r e s e s t i m a t e o f t h e p a r a m e t e r s 
B = ( 0 ^ > • • • > ' B p ' ) i s o b t a i n e d . T h e n t h e t a n g e n t p l a n e a p p r o x i ­
m a t i o n t o t h e s o l u t i o n l o c u s , e s t i m a t i o n s p a c e , i n t h e 
n e i g h b o r h o o d o f 0 i s g i v e n b y : 
- p A 3 f ( x . , 6 ) 
T - ( e ) « T i - . ( e ) + z ( e . - e . ) —• * \z i = i , 2 , . . . , n ( 2 - 3 5 ) i i j = i J J 9 9 1 e 
o r f ( e ) = r ice) + x ( e - e ) 
w h e r e n i C e ) = f ( x i , 6 ) . S i n c e x ( e ) d i f f e r s f r o m t h e a c t u a l 
p o i n t n ( e ) b e c a u s e o f t h e n o n - l i n e a r i t y o f e q u a t i o n [ 1 - 2 ] , a 
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crude measure o£ non-linearity would be 
m n P - 3f(x. ,0) ? 
% - \ . V I C V " C"ICE) " -\ C W 2 e j 'P] 
w=i 1=1 i=i j j J e (2-36) 
Qe " * 1 LNCEWD - T ( e w ) | | 2 
W=l 
Q is defined by Guttman and Meeter [6] as the sum of squares 
of the distances (in sample space) from the points n(0 ) to 
w 
the associated points x (0 ) on the tangent plane. By dividing 
Q by the quantity 
m n * 7 y m ~ A 
i ii u a q y-^mrr = Z I LN(eW)-N(e) 11 ( 2 - 3 7 ) 
w=l i=l w=l the sum of squared distances is normalized. Guttman and 
Meeter [6] go on to explain that since Qg has the 1dimension 
of the square of an observation and the quantity in equation 
(2-37) , the dimension of the fourth power of an observation, 
then the quantity 
A J HI ry III A 
N e = vsl Z MNCE w)-TXe W)IR/ Z 11 n ( e w )-n(E) 114 
w=l w=l 
2 2 where s is an estimate of a (the variance of the observa 
tions) , is a dimensionless quantity. This value of N 
can be regarded as the estimated normalized measure of the 
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n o n - l i n e a r i t y o f t h e m o d e l when e x p r e s s e d i n t e r m s o f t h e 
p a r a m e t e r s 6 . B e a l e s a y s t h a t t h e l i n e a r a p p r o x i m a t i o n i s 
s a t i s f a c t o r y i f 
N A 5 0 . 0 1 / F 9 a , p , N - p ( 2 - 3 9 ) 
s i n c e t h e r o o t mean s q u a r e v a l u e o f t h e d i s c r e p a n c y v e c t o r 
n ( 8 W ) - T ( 8 )• i s l e s s t h a n o n e - t e n t h t h e l e n g t h o f t h e i n t e n d e d 
v e c t o r T ( 6 ) - r j ( 0 ) . ( S e e F i g u r e 2 -9 b e l o w . ) 
I n t e n d e d D i s t a n c e 
S o l u t i o n L o c u s 
w 
\ D i s c r e p a n c y 
I D i s t a n c e 
n ( e ) 
w 
F i g u r e ( 2 - 9 ) . . I l l u s t r a t i o n o f D i s c r i p a n c y D i s t a n c e 
V e r s u s I n t e n d e d D i s t a n c e 
I n o u r c a s e , i f t h e d e g r e e o f n o n l i n e a r i t y , , o f 
t h e m o d e l , e q u a t i o n ( 2 - 3 ) , s a t i s f i e s i n e q u a l i t y ( 2 - 3 9 ) , 
t h e n t h e l i n e a r t h e o r y r e s u l t s , w i t h an a p p r o p r i a t e c o r r e c t i o n 
f a c t o r , c a n be a p p l i e d t o f i n d t h e c o n f i d e n c e r e g i o n f o r t h e 
n o n l i n e a r p e r f o r m a n c e f u n c t i o n f o r g i v e n v a l u e s o f 0 u s i n g 
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* 7 
Conversely, i t w i l l also be possible to f ind the confidence 
l imi ts on the parameters, 8 = ( a , b ) , by solving equation 
(2-40) when the confidence region for the function i s speci ­
f i e d . Going one step fur ther , i t w i l l also be possible then 
to compute the confidence l imi ts for the slope of the curve, 
where 
s l o p e = a b t " ( b + 1 ) ( 2 - 4 1 ) 
at any t r i a l , t^, by conducting a search over the periphery 
of the jo in t confidence region of the parameters. 
The correct ion factor discussed by Beale [4] , in 
2 
equation (2-40) when p=2 and s is replaced by SS(6 ) / (N -p ) i s , 
r i + N ( P + 2 > N 1 
(N-p)p "6 
and includes the measure of n o n - l i n e a r i t y , N Q , which allows 
for the ef fect on non l i n e a r i t y on the usual l inear theory 
r e s u l t s . 
As the difference between n(B ) - T (0 ) , for a non-
w w 
l inear function (see Figure 2-9) increases within the region 
where the inequal i ty sign in equation (2-39) does not change, 
the allowable size ^for the variance decreases. Therefore a 






restriction using linear theory approximation is that the 
variance might have to be unreasonably small for the approxi­
mations to hold. 
A study was conducted to determine the maximum size 
variance allowable for varying degrees of non-linearity of 
the performance curve function for a particular a level of 
significance. As the value of the coefficient or the expo­
nent in equation ( 1 - 2 ) increases, the maximum allowable 
variance decreases. The results are contained in tables 
( 3 - 1 8 ) and ( 3 - 1 9 ) . 
Procedure 
To assist in following the non-linear procedure used 
to test for learning, an overview of the steps required is 
presented, followed by ; a detailed discussion in Appendix A . 
1 : Estimate the parameters of the performance 
function and the variance using non-linear 
estimation techniques. 
A 
2 : Find the degree of non-linearity, N 0 3 for 
the estimated function using Beale's 
measure of non-linearity. 
A 
i. If N A < . 0 1 / F ' proceed to step 3 
A 
ii. If N Q > . 0 1 / F ,T stop, following 
procedure not valid 
3 : Determine the confidence limits for each 
Parameter of the performance function by 
satisfying equation ( 2 - 4 0 ) using- a direct 
technique. 
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Step M: Find the confidence limits for the slope at 
any particular trial using a direct search 
technique over the periphery of the joint 
parameter confidence region. The maximum 
and minimum values for the slope will be the 
upper and lower confidence limits respectively. 
Step 5: Examine the confidence limits for the slope: 
(i) If the confidence interval contains 
zero, do not reject the hypothesis 
that learning did not occur during this 
trial. 
(ii) If the confidence interval does not 
contain zero, then it can be concluded 
that learning is taking place during this 
trial. 
Steps 1-4 are explained in greater detail in Appendix C. 
A computer program is located in Appendix D. 
which estimates the parameters and the variance, tests the 
degree of nonlinearity and computes the confidence limits 
on the slope at any particular trial. 
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CHAPTER I I I 
EVALUATION OF PROCEDURES 
S i n c e t h e a c c u r a c y o f t h e t e s t on t h e s l o p e w i l l d e p e n d 
2 
on t h e q u a l i t y o f t h e e s t i m a t e o f a ' , a c o m p u t e r s i m u l a t i o n 
2 
was c o n d u c t e d t o c o m p a r e t h e e s t i m a t o r s o f p r e s e n t e d 
i n C h a p t e r I I . By v a r y i n g t h e p a r a m e t e r s f o r a n y g i v e n 
s a m p l e s i z e o f o b s e r v a t i o n s , we c a n s i m u l a t e d i f f e r e n t 
s i t u a t i o n s t h a t c o u l d o c c u r i n an a c t u a l t e s t . 
2 
E v a l u a t i o n o f t h e B i a s i n E s t i m a t i n g o*c 
The e x p e c t e d b i a s v a l u e was c o m p u t e d f i r s t f o r e a c h 
e s t i m a t o r f o r s p e c i f i e d p a r a m e t e r v a l u e s a n d s a m p l e s i z e . 
As t h e e x p o n e n t v a l u e , b , o r t h e c o e f f i c i e n t , a , i n c r e a s e d , 
t h e r e was a c o r r e s p o n d i n g i n c r e a s e i n t h e b i a s v a l u e 
a s s o c i a t e d w i t h e a c h e s t i m a t o r ( s e e F i g u r e s 3 - 1 t h r o u g h 
3 - 6 ) . T h i s r e s u l t i n g i n c r e a s e i n b i a s a s t h e p a r a m e t e r 
v a l u e s a r e i n c r e a s e d , c o r r e s p o n d s t o a m o r e s e v e r e l a c k o f 
f i t o f t h e l i n e a r m o d e l t o t h e a c t u a l p r o c e s s . The b e s t 
e s t i m a t o r u s i n g minimum e x p e c t e d b i a s a s t h e s e l e c t i o n c r i t e r i a , 
i s e q u a t i o n ( 2 - 8 ) . The e x p e c t e d b i a s o f t h i s e s t i m a t o r 
f o r g i v e n p a r a m e t e r v a l u e s and s a m p l e s i z e was a p p r o x i m a t e l y 
40 p e r c e n t l e s s t h a n t h e e x p e c t e d b i a s o b t a i n e d u s i n g t h e 
n e x t b e s t e s t i m a t o r , e q u a t i o n ( 2 - 9 ) . The e x p e c t e d b i a s 
a s s o c i a t e d w i t h e q u a t i o n ( 2 - 7 ) was 4 t i m e s l a r g e r t h a n t h e 
b i a s f a c t o r u s i n g e q u a t i o n ( 2 - 8 ) . 

F i g u r e 3-3. E x p e c t e d B i a s U s i n g E q u a t i o n ( 2 - 9 ) 
t o E s t i m a t e a 2 N = 6 . 
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. 1 2 , 
. 0 6 
.2 . 0 5 
CD A . 
+J . 0 4 
u 
£ . 0 3 
. 0 2 
Figure 3 - 5 . Expected Bias Using Equation ( 2 - 8 ) 
to Estimate a £ 2 , N = 1 5 
. 1 2 
. 0 6 , 
. 0 5 
•H . 0 4 
Figure 3 - 6 . Expected Bias Using Equation ( 2 - 9 ) 
to Estimate a^ .2, N = 1 5 
5 6 
A simulation study was conducted to evaluate the 
variance of each estimator for all combinations of sample 
size N = 6 , 1 5 ; standard deviation a £ = . 0 3 , . 0 5 , . 0 7 , . 0 9 ; 
and parameter values a = . 1 , . 3 , . 5 and b = 0 , . 4 , . 8 , . 1 . 2 . 
To reduce sampling variability in the evaluation, the same 
stream of normal randomly generated observations was used 
for each estimator. One run consisted of 1 0 0 0 experiments 
for the specified sample size, parameter values and variance. 
The results obtained, are In terms of percent of the extimates 
within the specified tolerance limits ( a ± . 6 ) , when using a 
particular estimator. 
Designating any estimate as good or bad depending 
on whether it falls within or outside the tolerance limits 
respectively, then the generating process of a particular 
estimator will follow a binomial distribution. Using the 
worst case for estimating the variance of the process, (i.e. 
p = . 5 ) , we can approximate the variance as . 2 5 / N . To 
obtain a 9 5 % confidence Interval for the percent of good 
extimates, p, with limits (p ± . 0 3 ) , an • appropriate sample 
size would be calculated as follows: 
P + . 0 3 = P + 2 / ^ 7 N 
Letting p = . 5 
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N =  4pq 
(.03) 
•N = 1100 
The number of experiments for each combination was set at 
1000. The actual variance for p may be less for a given 
condition since p = .5 will give the upper value of the vari­
ance for this process. 
Since the number of simulation runs Is sufficiently 
large, N = 1000, a normal approximation of the binomial 
variables can be used to construct a significance test [ll]. 
To determine if the percent of. good estimates using one 
estimator differs from the percent of good estimates using 




Z ( 3 - D 
If Zq > Z a / 2 r e J e c t Hq and assume there is a significant 
difference in the p values for the two estimators. 
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The a c t u a l v a r i a n c e of t h e d i f f e r e n c e b e t w e e n t h e 
P 1 ( l - P 1 ) + P 2 ( l - P p ) 
two s u c c e s s r a t i o s w i l l b e l e s s t h a n ^ • — d u e t o 
c o r r e l a t i o n b e t w e e n t h e e s t i m a t e s f rom t h e two e s t i m a t o r s . 
A l t h o u g h t h e a s s u m p t i o n o f i n d e p e n d e n c e b e t w e e n t h e v a r i a n c e s 
o f t h e s u c c e s s r a t i o s , P-|_ and p^, r e d u c e s t h e p o w e r o f t h e 
t e s t , we c a n g a i n some i d e a o f t h e s i g n i f i c a n c e o f t h e d i f f e r ­
e n c e b e t w e e n t h e two e s t i m a t o r s u s i n g e q u a t i o n ( 3 - D . 
The r e s u l t s and a n a l y s i s o f t h i s s t u d y on t h e e s t i m a -
- •- . 2 < t o r s o f a f o l l o w . When t h e t r u e " v a r i a n c e I s s m a l l ( a e e 
. 0 0 3 6 ) , t h e b e s t e s t i m a t o r i s e q u a t i o n ( 2 - 8 ) , r e g a r d l e s s o f 
t h e s a m p l e s i z e o r p a r a m e t e r v a l u e s o f t h e c u r v e . As t h e 
v a r i a n c e i n c r e a s e s h o w e v e r , e q u a t i o n ( 2 - 9 ) a p p e a r s t o p e r f o r m 
b e t t e r u n d e r c e r t a i n c o n d i t i o n s t h a n d o e s e q u a t i o n ( 2 - 8 ) . S e e 
F i g u r e s ( .3-7) t h r o u g h ( 3 - 1 4 ) . To e x a m i n e t h i s s i t u a t i o n 
f u r t h e r , t h e d i s t r i b u t i o n o f t h e e x t i m a t e s o f t h e v a r i a n c e 
a b o u t t h e i r r e s p e c t i v e e x p e c t e d v a l u e s was a n a l y z e d f o r 
d i f f e r e n t c o n d i t i o n s . The e f f e c t o f s a m p l e s i z e a p p e a r s t o 
be t h e same on e a c h e s t i m a t o r , ( i . e . l a r g e r N r e s u l t s i n 
s m a l l e r e s t i m a t o r v a r i a n c e ) and i s n o t s i g n i f i c a n t i n 
d e t e r m i n i n g t h e b e s t e s t i m a t o r . 
A g e n e r a l d e s c r i p t i o n o f t h e d i s t r i b u t i o n o f t h e ' 
e s t i m a t e s u s i n g e q u a t i o n ( 2 - 8 ) and e q u a t i o n (2 . -9 ) f o r a 2J 
d e s i g n i n t e r m s of a a n d p a r a m e t e r s " a " and , T b M i s d e p i c t e d 
i n F i g u r e s 3 - 1 5 t h r o u g h 3 - 2 2 . 
The r e s u l t s n o t e d w e r e : 
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N = 6 , a = . 3 0 , a • = . 0 3 , 6 = . 0 1 5 
8 1 . 9 
8 . 1 
JZ1 
7 6 . 7 
O B S S E X S E R 
b = . 4 0 
6 4 . 0 
. 1 
4 0 . 5 
O B S S E X S E R 
. b = . 8 0 
3 0 . 9 
0 
9 . 6 
O B S S E X S E R 
b - 1 . 2 0 




9 5 . 8 9 3 . 4 
2 6 . 0 
N = 6 , a = . 3 0 , a£ = . 0 3 , 6 = . 0 2 5 
8 8 . 8 
5 . 0 
O B S S E X S E R 
b = . 4 0 
6 7 . 5 
6 3 . 3 
0 
OTSSEX S E R 
b = . 8 0 
2 9 . 2 
U B S S E X S E R 
b = 1 . 2 0 
O B S r e p r e s e n t s e s t i m a t e s o b t a i n e d u s i n g e q u a t i o n ( 2 - 7 ) 
S E X r e p r e s e n t s e s t i m a t e s o b t a i n e d u s i n g e q u a t i o n ( 2 - 8 ) 
S E R r e p r e s e n t s e s t i m a t e s o b t a i n e d u s i n g e q u a t i o n ( 2 - 9 ) 
F i g u r e 3 - 7 . P e r c e n t o f E s t i m a t e s W i t h i n t h e I n t e r v a l 
( a e ± 6 ) w h e n N , a , a , b , a n d 6 a r e 






N = 1 5 , a = . 3 0 , a = . 0 3 , - 6 •= . 0 1 5 
9 6 . 5 
1.0 
8 9 . 1 
7 6 . 5 
0 
OBS SEX SER 
' b - ..40 
8 0 . 7 
1 2 . 9 
0 
DBS SEX SER 
b = . 8 0 
N = 1 5 , a = . 30., a 
1 .8 
9 9 . 9 9 8 . 5 9 9 . 6 
1 7 . 2 
. 2 
OBS SEX SER 
b = . 40 
OBS SEX SER 
b = 1 . 2 0 
= . 0 3 , 6 = . 0 2 
98 . 9 
5 9 . 4 
. 1 
OBS SEX SM 
b = . 8 0 
2 1 . 7 
OBS SEX SER 
b = 1 . 2 0 
OBS r e p r e s e n t s e s t i m a t e s o b t a i n e d u s i n g e q u a t i o n ( 2 - 7 ) 
SEX r e p r e s e n t s e s t i m a t e s o b t a i n e d u s i n g e q u a t i o n ( 2 - 8 ) 
SER r e p r e s e n t s e s t i m a t e s o b t a i n e d u s i n g e q u a t i o n ( 2 - 9 ) 
F i g u r e 3 - 8 P e r c e n t o f E s t i m a t e s W i t h i n t h e I n t e r v a l 
( a £ ± 6 ) when N , a , a , b , a n d 6 a r e 




7 0 . 3 
0 
4 7 . 3 
OBS SEX SER 
b = . 4 0 
N = 6 , a = . 5 0 , a £ = . 0 3 , 
5 = . 0 1 5 
1 3 . 6 
0 2 . 5 
OBS SEX SER 
b = . 8 0 
0 . 3 . 1 
OBS SEX SER 
b = 1 .20 
100 
4-> <D O 
.89.6 
0 
7 6 . 3 
OBS SEX SER 
b = . 4 0 
N = 6 , a = . 5 0 , a = . 0 3 , 6 
4 1 . 4 
0 
9.7 
7 7 I S S E X S E R 
b = . 8 0 
0 . 3 . 2 
OBSSX S S B — 
b = 1 . 2 0 
OBS r e p r e s e n t s e s t i m a t e s o b t a i n e d u s i n g e q u a t i o n ( 2 - 7 ) 
SEX r e p r e s e n t s e s t i m a t e s o b t a i n e d u s i n g e q u a t i o n ( 2 - 8 ) 
SER r e p r e s e n t s e s t i m a t e s o b t a i n e d u s i n g e q u a t i o n ( 2 - 9 ) 
F i g u r e 3 - 9 . P e r c e n t o f E s t i m a t e s 
( a E ± 6 ) when N , a £ , a 
S p e c i f i e d 
W i t h i n t h e I n t e r v a l 
, b , and 6 a r e 
= . 0 2 5 
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1 0 0 
O 
8 9 . 0 
0 
1 0 . 1 
m 
OBS SEX SER 
b = . 4 0 
N = 1 5 , a = . 5 0 , a £ = . 0 3 , 6 = . 0 1 5 
3 4 . 2 
0 
0 0 2 . 5 0 
OBS SEX SER 
b = . 8 0 
OBS SEX SER 
b = 1 . 2 0 
1 0 0 
U 
0* 
9 9 . 5 
0 
5 1 . 3 
8 5 . 5 
0 . 2 
1 5 , a 
. 0 2 5 
= . 5 0 , Q = . 0 3 , 
3 5 . 2 
0 0 
OBS SEX SER 
b = . 4 0 
OBS .SEX SER 
b = . 8 0 
OBS SEX SER 
b = 1 . 2 0 
OBS r e p r e s e n t s e s t i m a t e s o b t a i n e d u s i n g e q u a t i o n ( 2 - 7 ) 
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F i g u r e 3 - 1 0 . P e r c e n t o f E s t i m a t e s W i t h i n t h e I n t e r v a l 
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F i g u r e 3 - 1 2 . P e r c e n t o f E s t i m a t e s W i t h i n t h e I n t e r v a l 
( o £ ± 6 ) when N, a , a , b , and <5 a r e 
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F i g u r e 3 - 1 3 . P e r c e n t o f E s t i m a t e s W i t h i n t h e I n t e r v a l 
(o e ±6) When N, a , a , b , and 6 a r e 
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(i) As the variance of the process Increased for 
large values of parameter b, the dispersion of the estimates 
using either estimator appears to be a heavy tailed normal 
distribution. This should be expected since larger estimates 
of the variance are possible which will weigh the expected 
value of the estimates to the right. It is also worthwhile to 
point out that when parameter " a " is small in this situation, 
the majority of the estimates obtained were less than the 
true variance. Thus it appears, that near the asymptote, when 
the variance is large, the linear model approximation using 
the difference method result's in a "better fit" than the true 
model in terms of minimizing the sum of the squared errors.. 
(ii) When the variance of the process was large and 
both parameters small, the estimates using equation ( 2 - 8 ) 
appeared to be more dispersed about their expected value than 
the estimates using equation ( 2 - 9 ) about their expected 
value. When the expected value of the estimates is near the 
true value of the variance, a tighter distribution of the 
estimates about their expected value can result in more 
estimates falling within the tolerance limits (see Figure 
3-17). For the two situations discussed in (.1) and (ii) 
above, the estimator with the largest expected bias generates 
more estimates within the tolerance limits specified for 
this study. It is easy to see In Figures 3 - 1 7 and 3 - 1 8 
that if the tolerance limits were reduced it becomes more 
difficult to differentiate between which estimator is better. 
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i s : 
Compute a n e s t i m a t e o f a £ u s i n g e q u a t i o n . ( 2 - 8 ) 
N-l Q 




( i ) a e - ' 0 6 Use a £ a s c o m p u t e d 
( i i ) a £ > . 0 6 , a > .5 Use a £ a s c o m p u t e d 
( i i i ) a £ > . 0 6 , a < .5 Use e q u a t i o n ( 2 - 9 ) t o 
c o m p u t e an e s t i m a t e a £ 
The e f f e c t i v e n e s s o f t h i s r u l e , when c h o o s i n g an e s t i m a t o r 
f o r a £ , w i l l b e e v a l u a t e d I n c o n j u n c t i o n w i t h d e t e r m i n i n g 
F o r a l l o t h e r c o m b i n a t i o n s o f p a r a m e t e r s a n d v a r i a n c e s i z e 
e x a m i n e d , t h e b e s t e s t i m a t o r was t h e o n e w i t h t h e minimum 
e x p e c t e d b i a s . The r u l e f o r s e l e c t i n g w h i c h e s t i m a t o r o f 
a £ i s b e t t e r when t h e p a r a m e t e r s and t h e t r u e v a l u e o f a £ 
a r e known i s : 
I f : 
( i ) o 5 . 0 6 Use e q u a t i o n ( 2 - 8 ) t o e s t i m a t e a 
( i i ) a > . 0 6 , a - .5 Use e q u a t i o n ( 2 - 8 ) t o e s t i m a t e a 
( i i i ) a > . 0 6 , a < .5 Use e q u a t i o n ( 2 - 9 ) t o e s t i m a t e a 
S i n c e t h e t r u e v a l u e o f t h e p a r a m e t e r s and t h e a c t u a l v a r i a n c e 
w i l l n o t be k n o w n , we m u s t b a s e o u r r u l e on e s t i m a t e s f o r 
a n d p a r a m e t e r " a " . A g e n e r a l r u l e t h e n f o r s e l e c t i n g t h e 
b e s t e s t i m a t o r when o"£ a n d p a r a m e t e r " a " m u s t b e e s t i m a t e d 
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F i g u r e 3 - 1 5 . G e n e r a l D e s c r i p t i o n o f t h e D i s t r i b u t i o n o f t h e 
E s t i m a t e s o f o*e U s i n g E q u a t i o n s ( 2 - 8 ) a n d 
( 2 - 9 ) when oe i s S m a l l , a i s S m a l l , b i s 
S m a l l 
equation ( 2 - 8 ) ^equation 
s : N N ( 2 - 9 ) s 
/ i / \ 
N 
o -6 a o* +6 
E [ 6 ] E [ S ] 
e x R 
F i g u r e 3 - 1 6 . G e n e r a l D e s c r i p t i o n o f t h e D i s t r i b u t i o n o f t h e 
E s t i m a t e s o f a e U s i n g E q u a t i o n s ( 2 - 8 ) a n d 
( 2 - 9 ) when a i s S m a l l , a i s S m a l l , b i s 
L a r g e e 
7 0 
equation ( 2 - 8 ) 
equation ( 2 - 9 ) 
\ 
a £ -r 
EJ 
+ 6 
F i g u r e 3-1.7. G e n e r a l D e s c r i p t i o n o f t h e D i s t r i b u t i o n o f t h e 
E s t i m a t e s o f a e U s i n g E q u a t i o n s ( 2 - 8 ) a n d 
( 2 - 9 ) when a £ i s L a r g e , a i s S m a l l , b i s 
S m a l l 




£ E [ a ] 
a +6 
E [ S £ ] 
F i g u r e 3 - 1 8 . G e n e r a l D e s c r i p t i o n o f t h e D i s t r i b u t i o n o f t h e 
E s t i m a t e s o f a e U s i n g E q u a t i o n s ( 2 - 8 ) a n d 
( 2 - 9 ) when a i s L a r g e , a i s S m a l l , b i s 
L a r g e e 
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a -<5 a . E [ a ] a +5 
E [ a ] 
F i g u r e 3 - 1 9 . G e n e r a l D e s c r i p t i o n o f t h e D i s t r i b u t i o n o f t h e 
E s t i m a t e s o f a s U s i n g E q u a t i o n s ( 2 - 8 ) and 
( 2 - 9 ) when a i s S m a l l , a i s L a r g e , b i s 
S m a l l e 
e q u a t i o n ( 2 - 9 ) 








/ / s s 
c -6 a a +6 
^ > EJS ]• E [ S r ] 
x e R 
F i g u r e 3 - 2 0 . G e n e r a l D e s c r i p t i o n o f t h e D i s t r i b u t i o n o f t h e 
E s t i m a t e s o f a £ U s i n g E q u a t i o n s ( 2 - 8 ) a n d 
( 2 - 9 ) when o i s S m a l l , a i s L a r g e , b i s 
L a r g e e 
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e q u a t i o n 
( 2 - 8 ) y^y^ e q u a t i o n ( 2 - 9 ) 
s 
s 
X ^ " , 
X . — . 
a -6 a e e 
a J 
a + 6 
o 
E [ o ] 
F i g u r e 3 - 2 1 . G e n e r a l D e s c r i p t i o n o£ t h e D i s t r i b u t i o n o f t h e 
E s t i m a t e s o f a e U s i n g E q u a t i o n s ( 2 - 8 ) and 
( 2 - 9 ) when a i s L a r g e , a i s L a r g e , b i s 
S m a l l G 
e q u a t i o n ( 2 - 8 ) e q u a t i o n 













a -6 a +6 
E [ a ] 
V R 
F i g u r e 3 - 2 2 . G e n e r a l D e s c r i p t i o n o f t h e D i s t r i b u t i o n o f t h e 
E s t i m a t e s o f a £ U s i n g E q u a t i o n s ( 2 - 8 ) a n d 
( 2 - 9 ) when a i s L a r g e , a i s L a r g e , b i s 
L a r g e E 
73 
t h e b e s t t e s t p r o c e d u r e l a t e r i n t h i s c h a p t e r . 
C o m p a r i s o n o f t h e L i n e a r T e s t M e t h o d s 
T e s t L e a r n i n g 
T h e L L S R e s t i m a t e o f t h e a v e r a g e r a t e o f l e a r n i n g 
a s d e f i n e d b y e q u a t i o n ( 2 - 2 3 ) w a s a n a l y z e d i n t e r m s o f t h e 
p e r c e n t o f t h e t r u e a v e r a g e r a t e o f l e a r n i n g f o r v a r i o u s 
c o m b i n a t i o n s o f s a m p l e s i z e a n d p a r a m e t e r v a l u e s . I f t h e 
s i z e o f t h e s a m p l e i s i n c r e a s e d , t h e a m o u n t o f b i a s i n t h e 
e s t i m a t e o f t h e a v e r a g e r a t e o f l e a r n i n g , e q u a t i o n ( 2 - 2 0 ) 
u s i n g t h e L S S R m e t h o d s h o u l d a l s o i n c r e a s e i n a n e g a t i v e 
d i r e c t i o n . S t a t e d a n o t h e r w a y , a s t h e s a m p l e s i z e i n c r e a s e s , 
t h e e x p e c t e d v a l u e o f t h e L L S R e s t i m a t e o f a v e r a g e r a t e o f 
l e a r n i n g d e c r e a s e s . T h i s s h o u l d b e e x p e c t e d s i n c e t h e o b s e r v a ­
t i o n s o v e r t h e l a t t e r t r i a l s w i l l b e c l o s e r t o t h e a s y m p t o t i c 
v a l u e w h i c h w i l l h a v e a n e g a t i v e e f f e c t o n t h e s l o p e o f t h e 
L L S R m o d e l . 
A s c a n b e s e e n i n F i g u r e s 3 - 2 3 a n d 3 - 2 4 t h e e f f e c t 
o f N o n t h e e x p e c t e d v a l u e o f t h e a v e r a g e s l o p e e s t i m a t e 
u s i n g t h e L L S R m e t h o d i s m o r e p r o n o u n c e d t h a n i t s e f f e c t o n 
t h e A C D s l o p e e s t i m a t e , w h i c h i s u n b i a s e d . 
T r i a l Number t• 
Figure 3-23. LLSR Estimate of Slope in Relat ion to 
Average Rate of Learning, Also the ACD 
Estimate, when N is Small 
T r i a l Number t^ 
LLSR Estimate of Slope in Relat ion to 
Average Rate of Learning, Also the 
ACD Estimate, when N is Large 
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I n F i g u r e 3 - 2 4 , i f t h e v a l u e o f p a r a m e t e r b a p p r o a c h e s 
z e r o , t h e r a t i o o f t h e LLSR e s t i m a t e t o t h e a v e r a g e s l o p e 
w i l l a p p r o a c h 1 . When t h e v a l u e o f b i s z e r o , t h i s i s 
e q u i v a l e n t t o t h e e x p e c t e d v a l u e s o f t h e o b s e r v a t i o n s b e i n g 
a t t h e a s y m p t o t e o f t h e p e r f o r m a n c e c u r v e . We showed i n 
C h a p t e r I I t h a t u n d e r t h i s c o n d i t i o n t h e LLSR e s t i m a t e w i l l 
be u n b i a s e d . T h e r e f o r e when t h e v a l u e o f b I s s m a l l , t h e 
e x p e c t e d v a l u e o f t h e LLSR s l o p e e s t i m a t e w i l l b e v e r y c l o s e 
t o t h e a c t u a l a v e r a g e r a t e o f l e a r n i n g ; and a s t h e v a l u e o f 
b i n c r e a s e s , t h e e x p e c t e d d i f f e r e n c e b e t w e e n t h e LLSR 
e s t i m a t e and t h e t r u e a v e r a g e s l o p e w i l l i n c r e a s e . 
The e f f e c t o f p a r a m e t e r a i s n o t a s i n t u i t i v e l y o b v i o u s 
S i n c e p a r a m e t e r " a n c a n b e f a c t o r e d o u t o f b o t h e q u a t i o n 
( 2 - 2 3 ) and e q u a t i o n ( 2 - 2 0 ) , we s e e t h a t t h e e x p e c t e d v a l u e 
o f t h e LLSR e s t i m a t e and t h e t r u e a v e r a g e s l o p e c h a n g e by an 
e q u a l m u l t i p l e f a c t o r . T h e r e f o r e , a l t h o u g h t h e LLSR 
e s t i m a t e and t h e a c t u a l a v e r a g e s l o p e v a l u e s c h a n g e , t h e 
r a t i o o f t h e two v a l u e s i s n o t a f f e c t e d . T h i s r a t i o i s 
g r a p h e d i n F i g u r e 3 - 2 5 a s a f u n c t i o n o f t h e e x p o n e n t v a l u e , b , 
and s a m p l e s i z e , N. 
To e v a l u a t e t h e s i g n i f i c a n c e o f t h e b i a s i n t h e LLSR 
e s t i m a t e when t e s t i n g f o r l e a r n i n g , i t w i l l b e n e c e s s a r y t o 
e x a m i n e t h e e f f e c t on t h e c o m p u t e d t e s t s t a t i s t i c . R e c a l l 
t h a t t h e t e s t s t a t i s t i c f o r t h e LLSR m e t h o d i s 
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d LLSR t o 
and for the ACD method is 
d ACD - 0 
1 
Using the same estimate of the process variance when computing 
the slope variance for the LLSR and the ACD methods respectively, 
a comparison of the expected values of the test statistics 
was made. The ratio of the test statistics is graphed in 
Figure 3-26 as a function of the sample size, N. and the 
exponential value b. It should not be surprising to find 
that when the value of b is small for a particular sample 
size, the ratio of the LLSR test statistic to the ACD test 
statistic is greater than 1... This is because the ratio of 
the estimates for the average rate of learning using the 
LLSR and ACD methods is greater than the ratio of their 
respective variances. As the value of the exponent, b, 
increases for given .N, the ratio of the average slope esti^ 
mates becomes smaller and the ratio of the test statistics 
decrease. 
An increase in the sample size for any particular 
Figure 3-26. Ratio of Expected Test S t a t i s t i c s Using LLSR Test Procedure Versus the ACD 
Test Procedure 
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value of b will also affect the ratio of the test statistics. 
This is due to the fact that both the LLSR slop estimate and 
the corresponding standard deviation of this slope estimate 
decrease at a more rapid rate than the ACD slope estimate and 
its corresponding standard deviation for increases in N (see -
F i g u r e ( 3 - 2 6 ) . If the ratio of the slope estimates.. LLSR vs 
ACD, decreases more rapidly than the ratio of the correspond­
ing standard deviations of these estimates, then when N and b 
assume certain values, the ACD test procedure will become 
more powerful. Thus if we knew the parameter value b, we 
could select the more powerful test procedure by examining the 
sample size N. Since b will usually be unknown and difficult 
to estimate without using a computer search technique, we need 
a general rule based only on the sample size. 
Recall from Chapter I, that our purpose for developing 
the test procedures was to test if learning is occurring 
during an evaluation of a particular system. Since the people 
operating the system have undergone extensive training prior 
to the evaluation, it seems unlikely that.the rate of learning 
that could occur during the trials of this evaluation would be 
very large. Therefore the performance curve; measuring learning 
during an evaluation should rarely have a parameter value of 
b > 1.0. Based on this consideration 3 and referring back to 
i . • • • . 
Figure 3 - 2 6 , we can expect the best linear test procedure for 
detecting learning to be the LLSR method since the expected 
value of the test statistic for b < 1,0 is greater than that 
for the ACD method when N < 25. 
E v a l u a t i o n o f L i n e a r T e s t P r o c e d u r e s 
A s i m u l a t i o n s t u d y w a s c o n d u c t e d t o e v a l u a t e t h e 
f i n d i n g s i n t h e p r e v i o u s s e c t i o n c o n c e r n i n g t h e m o r e p o w e r f u l 
t e s t p r o c e d u r e f o r a l l c o m b i n a t i o n s o f s a m p l e s i z e , N = 6 , 
N - 1 5 ; a £ = . 0 3 , . 0 5 , . 0 7 , . 0 9 , a n d p a r a m e t e r v a l u e s 
a = . 1 , . 3 , . 5 a n d b = 0 , . 4 , . 8 , 1 . 2 . T h e t e s t p r o c e d u r e 
t h a t r e s u l t s i n t h e l a r g e s t p e r c e n t o f s i g n i f i c a n t t e s t 
s t a t i s t i c s f o r a g i v e n a l e v e l w h e n l e a r n i n g i s a c t u a l l y 
o c c u r r i n g w i l l b e s e l e c t e d a s t h e b e t t e r t e s t . T h e s t u d y w a s 
a l s o d e s i g n e d t o e v a l u a t e i f a n y o n e p a r t i c u l a r m e t h o d o f 
t h e t h r e e a l t e r n a t i v e s c o n s i d e r e d b e l o w w a s b e t t e r f o r 
e s t i m a t i n g o * . 
1 . U s i n g e q u a t i o n ( 2 - 8 ) u n d e r a l l c o n d i t i o n s 
2 . U s e e q u a t i o n ( 2 - 9 ) u n d e r a l l c o n d i t i o n s 
3 . A p p l y t h e r u l e f o r c h o o s i n g a n e s t i m a t o r b a s e d 
o n e s t i m a t e s o f a £ a n d p a r a m e t e r M a M a s d i s c u s s e d 
i n t h e p r e v i o u s s e c t i o n . 
T h e b e s t m e t h o d o f t h e t h r e e a l t e r n a t i v e s w i l l b e 
s e l e c t e d b a s e d o n t h e l a r g e s t p e r c e n t o f r u n s t h a t a p a r t i c u l a r 
a l t e r n a t i v e r e s u l t e d i n a n e s t i m a t e o f a - t h a t w a s c l o s e s t 
t o t h e t r u e v a l u e . O n e t h o u s a n d s i m u l a t i o n r u n s w e r e u s e d 
f o r e a c h c o m b i n a t i o n o f Q £ , s a m p l e s i z e a n d p a r a m e t e r v a l u e s 
t o i n s u r e t h a t t h e t r u e p e r c e n t o f d e t e c t i o n o f l e a r n i n g w o u l d 
b e w i t h i n ± 3 1 o f t h e s i m u l a t i o n r e s u l t s a t l e a s t 9 5 % o f t h e 
t i m e . T o r e d u c e t h e s a m p l i n g v a r i a b i l i t y i n t h e e v a l u a t i o n , 
8 0 
t h e same s t r e a m o f n o r m a l r a n d o m l y g e n e r a t e d o b s e r v a t i o n s was 
u s e d i n e v a l u a t i n g e a c h t e s t p r o c e d u r e . f o r a l l c o m b i n a t i o n s 
o f a , b , a £ , N . 
The r e s u l t s o f t h e f i r s t p a r t o f t h e s i m u l a t i o n s t u d y , 
t h e e v a l u a t i o n o f t h e t e s t p r o c e d u r e s , a r e g i v e n i n T a b l e s 
3 - 1 t h r o u g h 3 - 8 . The l a b e l s SEX, SER, a n d RULE c o r r e s p o n d 
t o m e t h o d s 1 , 2 , a n d 3 , r e s p e c t i v e l y , u s e d t o o b t a i n an 
e s t i m a t e o f a . E a c h b l o c k i n t h e t a b l e c o n t a i n s t h e e 
p e r c e n t o f t i m e s t h e LLSR t e s t d e t e c t e d l e a r n i n g , t ^ ; a n d 
t h e p e r c e n t o f t i m e s t h e ACD t e s t d e t e c t e d l e a r n i n g , t -p , 
u s i n g a p a r t i c u l a r m e t h o d f o r e s t i m a t i n g a ^ . The t e s t 
s t a t i s t i c s f o r e a c h t e s t p r o c e d u r e w e r e c o m p a r e d a t t h e 
a = . 0 5 l e v e l . 
The r e s u l t s s u b s t a n t i a t e o u r e a r l i e r f i n d i n g s t h a t 
t h e r a t i o o f t h e LLSR t e s t s t a t i s t i c t o t h e ACD t e s t s t a t i s t i c 
i s a f u n c t i o n o f t h e s a m p l e s i z e a n d p a r a m e t e r b . I n F i g u r e 
3 - 2 6 we f o u n d t h a t f o r v a l u e s o f b 5 1 .0 a n d s a m p l e s i z e o f 
N = 6 a n d N = 1 5 , we s h o u l d e x p e c t t h e LLSR t e s t p r o c e d u r e 
t o b e more p o w e r f u l t h a n t h e , ACD t e s t . The r e s u l t s i n 
T a b l e s 3 - 1 t h r o u g h 3 - 8 s u p p o r t t h i s . As t h e v a l u e o f b 
i n c r e a s e s f rom o n e t h e ACD t e s t p r o c e d u r e i s m o r e p o w e r f u l 
a n d t h e r e s u l t s a l s o v e r i f y t h i s . T h e t y p e I e r r o r a p p e a r s 
t o b e l a r g e r u s i n g t h e LLSR t e s t p r o c e d u r e , t h a n t h e t y p e I 
e r r o r u s i n g t h e ACD t e s t p r o c e d u r e . T h i s i s e x p e c t e d s i n c e 
t h e LLSR t e s t p r o c e d u r e g e t s m o r e p o w e r f u l I n c o m p a r i s o n t o 
8 1 
the ACD test procedure as b decreases (see Figure 3-10) , Also 
note however, that the type I error for the LLSR test pro­
cedure is greater than the specified a level but decreases 
as N increases. A possible explanation for this is that 
when parameters a and b are small, the estimates of a £ are 
approximately equally distributed about cr as shown in Figures 
3-15 and 3**17. If the estimate of c is smaller than a ' 
. £ £ ' 
which is the case over 50$ of the time, we increase the pro­
bability of obtaining a type I error, As the sample size 
increases,. the dispersion of the estimates of-a about the 
true value of a . becomes tighter .and we have fewer estimates 
£ ° 
of a which are substantially less than the true value of a , 
£ £ * 
thus decreasing the probability of a type T error. When the 
type one error was specified at a = ,10 the power of both 
test procedures increased.. See Table 3-9« 
The second objective of the simulation was to determine 
if one particular method for estimating a -was better under 
certain conditions than another. The results are shown in 
Tables 3 - 1 0 through 3 - 1 7 / Using either equation - ( . 2 ^ . 8 ) or 
equation (2-9) instead of applying the rule, yielded a larger 
percent of better estimates for almost all of the combinations 
examined. It appears then, that the estimates of"-a and 
parameter M a " are not accurate enough to use in applying our 
general rule. 
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T a b l e 3 - 1 . P e r c e n t o f S i g n i f i c a n t T e s t s f o r L e a r n i n g U s i n g 
T h r e e D i f f e r e n t M e t h o d s f o r C h o o s i n g an 
E s t i m a t e o f a e f o r G i v e n V a l u e s o f 
a , b , N, a n d oe. a = . 0 5 
N = •• 6 °e = . 0 3 
b = 0 b= . 4 b= = . 8 b = = 1 . 2 
SEX V = . 0 6 9 9 9 8 V 1 . 0 0 0 V . 9 9 9 
T D = = . 0 4 2 9 9 5 V 1 . 0 0 0 V 1 . 0 0 0 
a= . 5 SER 
= . 0 6 0 t R = 9 9 4 t R = 1 . 0 0 0 . 9 9 8 
T D = = . 0 4 0 T D = 9 8 2 T D = . 9 9 9 ' T D = . 9 9 6 
RULE 
tR= = . 0 6 9 9 9 7 ' t R = 1 . 0 0 0 t R = . 9 9 9 
T D = = . 0 4 2 
T D = 9 9 4 1 . 0 0 0 T D = . 9 9 7 
SEX 
t R = = . 0 5 9 V 9 1 3 H= . 9 8 3 V . 9 8 2 
= . 0 4 7 8 5 9 . 9 7 4 T D = . 9 8 5 
a= . 3 SER 
t R = = . 0 5 8 t R = 8 7 5 . 9 4 0 t R = . 9 3 9 
T D = = . 0 3 9 T D = 8 1 3 . 9 2 9 T D = . 9 1 8 
RULE 
t R = = . 0 5 9 t R = 9 1 4 t R " . 9 7 3 V . 9 5 9 
T D = = . 0 4 7 
T D = 8 6 2 
' D = 
. 9 . 6 6 T D = . 9 5 0 
SEX 
= . 0 5 6 t R = 3 1 8 t R = . 4 6 7 t R " . 4 9 7 
V = . 0 4 3 T D = 2 7 2 T D = . 4 1 5 . 4 5 2 
a= . 1 SER 
t R = = . 0 5 4 H= 2 9 1 t R = . 4 4 2 t R = . 4 4 6 
T D = = . 0 3 8 T D = 2 5 6 T D = . 3 9 5 T D = . 4 0 9 
RULE **
s = . 0 5 6 t R = . 3 1 8 t R = . 4 6 7 t R = . 4 9 7 
T D : = . 0 4 3 
T D = . 2 7 2 . 4 1 5 T D = . 4 5 2 
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Table 3-2. Percent of Significant Tests for Learning Usinj 
Three Different Methods for Choosing an 
Estimate of a-e for Given Values of 
a, b, N, and a £ . a = .05 
N =6 
b = 0 b=.4 
a = .05 
e 
















t D = . 070' 











t D=.06 0 




r R = 





t R = 





t R = 















t R = 
t D = 
881 
856 
t Rf.2 57 
t D=.218 
t R = 





t R = 





t R = 






















Table 3-3. Percent of Significant Tests for Learning Using 
Three Different Methods for Choosing an 
Estimate of o£ for Given Values of 





b= .4 °z 
= .07 












a=. 5 SER V V 
.085 
.078 




t R = . 933 
.924 
RULE t R
= ,08 3 
.081 
t R = 








t R = 
t D = 
.077 
.069 
t R = ,5 06 
.436 
t R = . 731. 
t D=.684 




a=. 3 SER 









t-Q= . 6 36 
t R = . 705 
.699 
RULE 
t R = 
t D = 
.078 
. 069 
t R " 
t D = 
. 509 
.451 
t R=.7 05 
t n=.649 
t R = 




t R = 
t D = 
.092 
. 089 




t R = 
t D = 
.249 
.225 
a=. 1 SER 
t R = 
t D = 
.092 





t R = . 238 
. 222 
RULE V V 
. 095 





t R = 




T a b l e 3 - 4 . P e r c e n t o f S i g n i f i c a n t T e s t s f o r L e a r n i n g U s i n g 
T h r e e D i f f e r e n t M e t h o d s f o r C h o o s i n g an 
E s t i m a t e o f a e f o r G i v e n V a l u e s o f 
a , b , N, a n d a . a = . 0 5 
N = = 6 0 = 
e 
= . 0 9 
B = 0 B = = . 4 b = . 8 b= =1.2 
SEX V V 
. 0 8 0 
. 074 
l R = 
t D = 
. 6 3 5 




8 4 3 
V 
V 
. 8 8 6 
. 8 74 
a = . 5 SER V V 
. 0 8 3 
. 0 7 1 
- H~ 
V 
. 6 5 8 
. 5 94 
t R = - 8 34 
799 
V 




. 0 7 7 
. 0 7 3 
. 6 8 0 
. 6 2 3 t D = « 
.86 2 
8 34 
V . 8 6 0 
. 865 
SEX V 
. 0 8 9 
. 082 
V . 395 
. 35 9 
t R = ' 




. 5 8 2 
a = . 3 SER V . 0 8 2 . 0 7 8 *R* t D = 
.. 395 
. 3 5 1 
t R = ' 




t D = 
. 5 5 8 
. 5 4 8 
RULE 
l R = 
V 
. 0 9 2 
. 0 8 0 
t R - . 4 02 
. 355 




V . 563 
. 554 
SEX V 
. 0 7 9 
. 0 7 1 
l R = . 1 6 4 
. 1 3 8 .. 
t R=« 
t D = -
199 
169 
. 2 3 5 
. 210 
a = . l SER V V 
. 078 
. 0 7 4 
t R = 
t D = 
. 1 5 7 
. 1 3 9 
t R = « 
t D " « 
191 
166 
. 2 2 2 
. 210 
RULE 
l R = . 0 8 2 
. 0 7 5 
t R = . 1 6 4 






T a b l e 3 - 5 . P e r c e n t o f S i g n i f i c a n t T e s t s f o r L e a r n i n g U s i n g 
T h r e e , D i f f e r e n t M e t h o d s f o r C h o o s i n g an 
E s t i m a t o r o f a f o r G i v e n a , b , N, and a . 
N = 15 a = . 0 3 
a = . 5 
a = . 3 
a = . 1 
0 b = . 4 b = 
CO
 b = = 1.2 
SEX 
. 0 3 9 




1 . 0 0 0 
V 
V 
1 . 000 
1 . 0 0 0 t D = 
1 . 000 
1.00.0 
SER V 
. 0 3 9 
. 0 3 9 V 
1 . 000 
1 . 0 0 0 
H m 
t D = 
1 . 0 0 0 
1 . 000 
t R = 
t D = 
1 . 0 0 0 
1 . 000 
RULE 
t R " 
V 
. 0 3 9 
. 0 5 0 
l.OOO 
I. OOO t D = 
1 . 000 
1 . 000 
t R ' 
t D = 
1 . 0 0 0 
1 . 000 
SEX 
t R = 
V 
. 064 
. 0 34 V 
1 . 0 0 0 
. 9 9 3 
t R = 
t D = 
1 . 0 0 0 
1 . 00 0 
V 
V 
1 . 000 
1 . 000 
SER V . 0 5 5 . 0 2 9 V 
. 9 9 8 
. 9 8 5 
t R " 
t-B" 
1 .00 0 
. 999 
. 9 9 9 
. 999 
RULE 
. 0 6 4 
. 0 3 4 
tR= 1 . 0 0 0 
. 9 9 3 
t R = 
V 
1 . 000 
1 . 000 V 
1 . 000 
1 . 000 
SEX V 
. 0 6 0 
. 0 5 7 
t R = 
V 
. 6 2 5 
. 4 6 2 t D = 
. 694 
. 5 9 6 t D = 
. 6 3 7 
. 6 6 0 
SER V V 
. 056 
. 0 4 4 
t R = 
V 
. 598 
. 4 3 1 
t R " 
t D " 
. 6 5 4 
. 5 5 6 
• V . 5 8 7 
. 5 90 
RULE V V 
. 6 6 0 
. 0 57 
t R " 
t D = 
. 6 2 5 
. 4 6 2 
t R " . 6 9 4 
. 5 9 6 
. 6 37 
. 6 6 0 
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T a b l e 3 - 6 . P e r c e n t o f S i g n i f i c a n t T e s t s f o r L e a r n i n g U s i n g 
T h r e e D i f f e r e n t M e t h o d s f o r C h o o s i n g an 
E s t i m a t o r o f o f o r G i v e n a , b , N , a n d 
a . a = . 0 5 
N = = 15 o* = . 0 5 
b= 0 b - . 4 b = . 8 b = 1 .2 
SEX V V 
. 0 6 2 
. 0 4 1 V 
1 . 0 0 0 
. 9 9 7 
V 
V 
1 . 0 0 0 
. 9 9 9 V 
1 . 0 0 0 
1 . 0 0 0 
a = . 5 SER V V 
. 0 6 0 
. 0 3 3 
V 
V 
. 9 9 7 
. 9 9 1 V 
. 9 9 9 
. 9 9 8 
V 
V 
. 9 9 6 
1 . 0 0 0 
RULE V 
. 0 6 2 
. 0 4 1 V 
1 . 0 0 0 
. 9 9 4 V 
. 999 
. 9 9 9 V 
. 999 
1 . 0 0 0 
SEX V 
t D = 
. 0 6 2 
. 0 4 1 
V 
V 
. 9 4 8 
. 8 1 7 
V 
V 
. 9 7 6 
. 9 6 1 
.V 
V 
. 9 6 6 
. 9 7 6 
a= . 3 SER V V 
. 0 6 0 
. 0 4 5 t D = 
. 9 3 0 
. 7 9 3 
. 9 5 8 
. 9 2 2 
V 
V 
. 8 9 5 
. 9 2 6 
RULE V V 
. 0 6 2 
. 0 4 4 
V 
V 
. 9 4 8 
. 8 1 5 V 
. 9 7 0 
. 9 5 5 t D = 
. 9 3 1 
. 9 6 7 
SEX 
. 0 5 3 
. 0 5 5 
V . 3 2 7 
. 2 4 7 V 
. 3 6 1 
. 3 2 0 
V 
V 
. 3 5 6 
. 3 6 2 
a = . l SER V V 
. 0 5 4 
. 0 4 6 
V 
V 
. 3 0 4 
. 2 1 6 
V 
V 
. 3 4 0 
. 2 9 7 
V 
V 
. 3 3 1 
. 3 1 5 
RULE V 
V 
. 0 5 4 
. 0 5 4 
V 
V 
. 3 3 2 
. 2 5 3 
V 
V 
. 3 6 4 
. 3 2 6 
V 
V 
. 3 6 3 
. 3 6 4 
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Table 3-7. Percent of S ign i f icant Tests for Learning Using 
Three Different Methods for Choosing an 
Estimator of o for Given a, b, N, a . 




N = • 15 = .07 





























RULE V .055 .047 V 
.989 














































































t =.053 tD=.226 tD=.249 tD=.229 
D T J T F K 
tD=.043 tD=.173 tD=.214 tD=.235 
39 
Table 3-8. Percent of Significant Tests for Learning Using 
Three Different Methods for Choosing an 
Estimator of o for Given a, b, N, and a . 
a = .05 
N=15 a = .09 
b = 0 b = .4 b = oo b = 1.2 






























RULE V V 
.055 
. 052 ' V 
.894 
. 7 79 
t D = 
.956 
. 913 V 
.895 
.934 

































































RULE V V 
.053 
.040 













T a b l e 3 - 9 . P e r c e n t o f S i g n i f i c a n t T e s t s f o r L e a r n i n g U s i n g 
T h r e e D i f f e r e n t M e t h o d s f o r C h o o s i n g an 
E s t i m a t i o n o f er f o r G i v e n a , b , N , a n d a . 
a = . 1 0 e € 
N = 6 a = . 0 3 
b = . 0 b = . 4 b = . 8 b = 1 . 2 
t R = . 1 1 0 t R = 1 . 0 0 0 t R = 1 . 0 0 0 t R = 1 . 0 0 0 
S E X t D = . 0 9 4 t D = . 9 9 8 t D = 1 . 0 0 0 t D = 1 . 0 0 0 
a= . 5 
a = . 3 
a = . l 
t R = . 1 0 5 t R = . 9 9 9 t R = 1 . 0 0 0 t R = . 9 9 9 
S E R t D = . 0 9 0 t D = . 9 9 7 t D = 1 . 0 0 0 t D = 1 . 0 0 0 
t D = . 1 1 0 t D = 1 . 0 0 0 t D = 1 . 0 0 0 t D = . 9 9 9 
TJTTT p K K K - K 
t D = . 0 9 4 t D = . 9 9 8 t D = 1 . 0 0 0 t D = 1 . 0 0 0 
t R = . 1 0 8 t R = . 9 7 4 t R = . 9 9 8 t R = . 9 9 8 
S E X t D = . 0 9 0 t D = . 9 5 2 t D = . 9 9 5 t D = . 9 9 8 
t R = . 1 0 9 t R = . 9 6 3 t R = . 9 9 7 t R = . 9 9 6 
S E R t D = . 0 8 9 t D = . 9 2 9 t D = . 9 9 0 t B = . 9 9 3 
t 1 3 = . 1 0 9 t D = . 9 7 2 t , ,= . 9 9 8 t B = . 9 9 6 PTTT P K K 
t n = - 0 9 0 t D = . 9 5 2 t D = . 9 9 3 t D = . 9 9 7 
t R = . 0 9 5 t R = . 4 5 0 t R = . 6 4 9 t R = . 6 4 1 
S E X t D = . 0 8 3 t D = . 4 0 4 t D = . 5 9 4 t D = . 6 3 5 
t T ) = . 0 9 5 t B = . 4 4 5 ^ = . 6 1 9 t B = . 6 0 7 
fiK t D = . 0 7 5 t D = . 3 9 9 t D = . 5 7 3 * t D = . 5 9 6 
t D = . 0 9 5 t , ,= . 4 5 0 t „ = . 6 4 9 t D = . 6 4 1 
TJTTT p K K K K 
t D = . 0 8 3 t D = . 4 0 4 t D = . 5 9 4 t D = . 6 3 5 
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The p r i m a r y c o n c e r n i s , h o w e v e r , t o s e l e c t t h e m e t h o d 
f o r e s t i m a t i n g t h a t w i l l r e s u l t i n t h e m o s t p o w e r f u l 
t e s t f o r d e t e c t i n g l e a r n i n g . C o m p a r i n g t h e t e s t p r o c e d u r e 
r e s u l t s w i t h t h e e s t i m a t o r r e s u l t s i t a p p e a r s t h a t u s i n g t h e 
minimum b i a s e d e s t i m a t e o f a d o e s n o t n e c e s s a r i l y r e s u l t i n 
t h e m o s t p o w e r f u l t e s t ( i . e . u n d e r t h o s e c o n d i t i o n s when 
e i t h e r e q u a t i o n ( 2 - 9 ) o r t h e g e n e r a l r u l e p r e s e n t e d on p a g e 
6 8 p r o v i d e d t h e l a r g e s t p e r c e n t o f minimum b i a s e d e s t i m a t e s o f 
a £ , t h e l a r g e s t p e r c e n t o f s i g n i f i c a n t t e s t s t a t i s t i c s i s 
o b t a i n e d when e q u a t i o n ( 2 - 8 ) I s u s e d to-• e s t i m a t e o £ „ 
R e c a l l t h a t when e i t h e r p a r a m e t e r " a " o r " V i s s m a l l , 
(a < . 1 ) , (b 5 . 4 ) , t h e o b s e r v a t i o n s a r e a l l v e r y c l o s e t o 
t h e a s y m p t o t e . U n d e r t h e s e c o n d i t i o n s t h e r a t e o f l e a r n i n g 
i s v e r y s m a l l and t h e c o r r e s p o n d i n g a v e r a g e s l o p e i s s m a l l . 
I f o"̂  i s l a r g e , t h e p r o b a b i l i t y o f d e t e c t i n g l e a r n i n g i s 
s m a l l . When o* g e t s s m a l l e r , t h e p r o b a b i l i t y o f d e t e c t i n g 
l e a r n i n g i n c r e a s e s . T h i s same i d e a h o l d s f o r e s t i m a t e s o f 
a . E x a m i n i n g t h e d i s t r i b u t i o n o f t h e e s t i m a t e s f o r b o t h 
e s t i m a t o r s i n F i g u r e s 3 - 1 5 t h r o u g h 3 - 2 2 i t a p p e a r s t h a t 
e q u a t i o n ( 2 - 8 ) w i l l a l w a y s p r o d u c e t h e l a r g e r p e r c e n t o f 
s m a l l e r e s t i m a t e s o f a g . T h e r e f o r e u s i n g e s t i m a t e s o f 
g e n e r a t e d u s i n g e q u a t i o n ( 2 - 8 ) when a p p l y i n g t h e LLSR t e s t 
p r o c e d u r e f o r a n y c o m b i n a t i o n o f s a m p l e s i z e , a £ a n d 
p a r a m e t e r v a l u e s r e s u l t s i n a m o r e p o w e r f u l t e s t f o r l e a r n i n g . 
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T a b l e 3 - 1 0 . R e s u l t s f o r E a c h o f t h e T h r e e M e t h o d s f o r 
C h o o s i n g an E s t i m a t o r o f o e i n Terms o f P e r c e n t 
o f Minimum B i a s e d E s t i m a t e s o f a 
N 6 a = . 0 3 
b=0 b = . 4 b = . 8: b = l . 2 
SEX= . 4 4 5 SEX= . 7 7 6 SEX= . 9 8 8 SEX= . 9 9 9 
a = . 5 SER= . 5 5 5 SER= . 2 2 4 SER= . 0 1 2 SER= .0,01 
RULE = . 4 4 7 RULE= . 7 7 8 RULE= . 8 9 7 RULE= . 5 8 3 
SEX= . 4 4 2 SEX= . 5 4 8 SEX= . 8 2 3 SEX= . 9 4 8 
a= . 3 SER= . 5 5 8 SER= . 4 5 2 SER= . 1 7 7 SER= . 0 5 2 
RULE= . 5 5 2 RULE = . 5 6 4 RULE= . 7 7 5 RULE= . 7 3 5 
SEX= . 4 5 5 SEX= . 4 4 0 SEX= . 4 7 1 SEX= . 5 1 4 
a= . 1 SER= . 5 4 5 SER= . s e p SER= , 5 2 9 SER= . 406 
RULE= . 4 6 1 RULE= . 4 5 9 RULE = . 4 7 6 RULE= . 5 2 6 
T a b l e 3 - 1 1 . R e s u l t s f o r E a c h o f t h e T h r e e M e t h o d s f o r 
C h o o s i n g an E s t i m a t o r o f a e i n Te rms o f 
P e r c e n t o f Minimum B i a s e d E s t i m a t e s o f a 
N = 6 a 
e 
= . 0 5 
b=0 b = . 4 b = . 8 b = l . 2 
SEX= . 5 76 SEX= . 5 6 0 SEX= . 7 9 4 SEX= . 9 5 2 
a= . 5 SER= . 4 2 4 SER= . 4 4 0 SER= . 2 0 6 SER= . 0 4 8 
RULE= . 4 8 6 RULE = . 5 8 4 RULE = . 6 6 7 RULE = . 5 9 3 
SEX= . 4 7 1 SEX= . 4 7 7 SEX= . 5 6 9 SEX= . 7 1 4 
a= . 3 SER= . 5 2 8 SER= . 5 2 3 SER= . 4 3 1 SER= . 2 8 6 
RULE = . 5 4 9 RULE= . 5 2 0 RULE= . 4 7 0 RULE= . 3 9 7 
SEX= . 4 3 1 SEX= . 4 3 5 SEX= . 4 9 2 SEX= . 4 7 9 
a = . l SER= . 5 6 9 SER= . 5 6 5 SER= . 5 1 8 SER= . 5 2 1 
RULE = . 5 3 6 RULE = . 5 4 8 RULE= . 5 1 9 RULE = . 5 3 3 
T a b l e 3 - 1 2 . R e s u l t s f o r E a c h o f t h e T h r e e M e t h o d s f o r 
C h o o s i n g an E s t i m a t o r o f oe i n Terms o f 
P e r c e n t o f Minimum B i a s e d E s t i m a t e s o f cr 
N = 6 o* = 
G 
. 0 7 
b = 0 b = . 4 b = . 8 b = l . 2 
SEX=. 543 SEX= . 4 8 7 SEX= . 7 4 1 SEX= . 798 
a = . 5 SER=. 457 SER= . 5 1 3 SER= . 256 SER= . 2 0 2 
RULE=. 4 7 3 RULE= . 5 1 7 RULE= . 5 3 9 RULE= . 5 4 7 
SEX=. 439 SEX= . 4 6 7 SEX= . 5 3 0 SEX= . 5 5 6 
a = . 3 SER=. 561 SER= . 5 3 3 SER= . 4 7 0 SER= . 4 4 4 
RULE=. 458 RULE= . 4 4 3 RULE = . 380 RULE= . 317 
SEX=. 461 , SEX= . 4 3 8 SEX= , 456 SEX= . 4 5 2 
a = . 1 SER=. 5 39 f - SER= . 562 ' : SER= . 5 4 4 SER= . 548 
RULE=. 44 8 RULE= . 4 5 9 RULE = . 4 6 5 RULE= . 4 4 5 
T a b l e 3 - 1 3 . R e s u l t s f o r 
C h o o s i n g an 
P e r c e n t o f 
E a c h o f t h e T h r e e M e t h o d s f o r 
E s t i m a t o r o f oe i n Terms o f 
Minimum B i a s e d E s t i m a t e s o f a 
N = 6 °e = . 0 9 
b = 0 b = . 4 b = . 8 b = l . 2 
SEX=. 449 SEX= . 4 9 8 SEX= . 558 SEX= . 6 6 8 
a = . 5 SER=. 551 SER= . 5 0 2 SER= . 4 4 2 SER= . 332 
RULE=. 443 RULE= . 4 73 RULE= . 5 5 4 RULE= . 6 0 1 
SEX=. 4 5 3 SEX= . 4 6 7 SEX= . 4 6 7 SEX= . 504 
a = . 3 SER=. 547 SER= . 5 3 3 : SER= . 5 3 3 SER= . 4 9 6 
RULE=. 492 RULE = . 4 8 2 RULE* . 4 3 8 RULE= . 4 4 7 
SEX=. 440 SEX= . 4 5 4 SEX= . 4 4 4 SEX= . 4 77 
a = . 1 SER=. 560 SER= . 540 SER= . 556 SER= . 5 3 2 
RULE=. 498 RULE = . 4 7 2 RULE = . 4 94 RULE = . 4 7 2 
T a b l e 3 - 1 4 . R e s u l t s f o r E a c h o f t h e T h r e e M e t h o d s f o r 
C h o o s i n g an E s t i m a t o r o f oe i n Terms o f 
P e r c e n t o f Minimum B i a s e d E s t i m a t e s o f a 
N = 15 a 
e 
. 03 
b = 0 b = . 4 8 b = l • 2 
SEX=. 426 SEX= . 9 9 1 SEX= . 9 9 9 SEX= 1 . 000 
a = . 5 SER=. 574 SER= . 0 0 9 SER= . 0 0 1 SER= 0 . 0 0 
RULE=. 426 RULE = . 989 RULE= . 9 9 5 RULE= • 893 
SEX=. 4 1 1 SEX= . 788 SEX= . 9 9 1 SEX= 999 
a = . 3 SER=. 589 SER= . 212 SER= . 0 0 9 SER= 001 
RULE = . 4 1 1 RULE= . 788 RULE= . 992 RULE = • 991 
SEX=. 39 7 . SEX= . 4 1 8 - SEX= . 5 0 6 SEX= 555 
a = . 1 SER=. 603 SER= . 582 ;:i SER= . 4 94 SER= 445 
RULE=. 397 RULE= . 445 1 - RULE= . 4 7 5 RULE= • 572 
T a b l e 3 - 1 5 , R e s u l t s f o r Each o f t h e T h r e e M e t h o d s f o r 
C h o o s i n g an E s t i m a t o r o f a £ i n Terms o f 
P e r c e n t o f Minimum B i a s e d E s t i m a t e s o f a 
N = 15 a £ = . 0 5 
b = 0 b = . 4 b = . 8 b = l . 2 
SEX=. 42 6 SEX= . 784 SEX= . 9 9 1 SEX=1 . 000 
a = . 5 SER=. 574 SER= . 216 SER= . 00 9 SER=0 . 000 
RULE=. 487 RULE= . 7 3 4 RULE= .. 794 . RULE=. 644 
SEX=. 387 SEX= . 5 0 9 SEX= . 750 SEX=. 896 
a = . 3 SER=. 613 SER= . 4 9 1 SER= . 2 5 0 SER=. 104 
RULE=. 508 RULE = . 5 5 5 RULE= . 5 8 6 RULE=. 542 
SEX=. 501 SEX= . 4 2 2 SEX= . 436 SEX=. 4 74 
a = . 1 SER=. 4 99 SER= . 5 78 SER= . 5 6 4 SER=. 526 
RULE=. 501 RULE- . 4 9 0 RULE= . 5 0 6 RULE=. 506 
95 
T a b l e 3 - 1 6 . R e s u l t s f o r Each of t h e The T h r e e M e t h o d s f o r 
C h o o s i n g an E s t i m a t o r o f a e i n Terms o f 
P e r c e n t o f Minimum B i a s e d E s t i m a t e s o f a £ 
N = 15 a = . 0 7 
b = 0 b = . 4 b = . CO b = l . 2 
SEX=. 405 SEX= . 6 1 2 SEX= . 893 SEX= . 969 
a = . 5 SER=. 595 SER= . 3 8 8 SER= . 1 0 7 SER= . 031 
RULE=. 430 RULE= . 5 26 RULE= . 568 RULE= . 5 1 7 
SEX=. 434 SEX= . 4 6 7 SEX= . 597 SEX= . 6 6 2 
a = . 3 SER=. 566 SER= . 5 3 3 SER= . 4 0 3 SER= . 3 3 8 
RULE=. 469 RULE= . 37 0 RULE= . 2 6 3 RULE = . 216 
SEX*.. 44 3 SEX= . 4 1 1 SEX= . 4 4 0 SEX= . 4 1 9 
a = . 1 SER=, 5 5,7 , SER= . 5 8 9 , SER= . 5 6 0 SER= . 5 8 1 
RULE-. 412 . RULE = . 4 4 9 RULE= . 4 1 1 RULE= . 3 9 4 
T a b l e 3 - 1 7 . R e s u l t s f o r 
C h o o s i n g an 
P e r c e n t o f 
Each o f t h e T h r e e M e t h o d s f o r 
E s t i m a t o r o f o*e i n Terms of 
Minimum B i a s e d E s t i m a t e s o f a £ 
N = 15 a £ 09 
b=0 b = . 4 : b = . 8 b = l . 2 
SEX=. 427 SEX= . 546 SEX= . 736 SEX= . 853 
a = . 5 SER=. 573 SER= . 4 5 4 SER= . 2 6 4 SER= . 1 4 7 
RULE=. 490 RULE= . 5 69 RULE = . 6 4 4 RULE = . 6 2 0 
SEX=. 422 SEX= . 4 5 6 SEX= . 4 74 SEX= . 5 6 7 
a = . 3 SER=. 578 SER= . 5 4 4 SER= . 5 2 6 SER= . 4 3 3 
RULE=. 553 RULE= . 5 1 6 RULE= . 4 7 8 RULE= . 4 3 8 
SEX=. 42 9 SEX= . 4 4 0 SEX= . 4 4 0 SEX= . 4 2 1 
a = . 1 SER=. 5 71 SER= . 5 6 0 SER= . 560 SER= . 5 7 9 
RULE=. 526 RULE= . 54 6 RULE= . 5 2 6 RULE= . 563 
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E v a l u a t i o n o f t h e N o n l i n e a r T e s t P r o c e d u r e 
A f i n a l s i m u l a t i o n s t u d y was c o n d u c t e d t o d e t e r m i n e 
i f t h e n o n l i n e a r t e s t p r o c e d u r e i s a m o r e p o w e r f u l t e s t t h a n 
t h e l i n e a r t e s t p r o c e d u r e s . The s t u d y was c o n d u c t e d u n d e r 
e x a c t l y t h e same c o n d i t i o n s a s w e r e u s e d f o r t h e l i n e a r t e s t 
e v a l u a t i o n ( i . e . same n o r m a l r a n d o m l y g e n e r a t e d o b s e r v a t i o n s 
w e r e u s e d ) . I n o r d e r f o r t h e n o n l i n e a r t e s t p r o c e d u r e t o 
y i e l d a s i g n i f i c a n t t e s t s t a t i s t i c , two c o n d i t i o n s m u s t b e 
s a t i s f i e d : 
( i ) The d e g r e e o f n o n l i n e a r i t y o f t h e c u r v e m u s t 
b e s m a l l e n o u g h t o a p p l y l i n e a r t h e o r y 
a p p r o x i m a t i o n f o r d e t e r m i n i n g c o n f i d e n c e 
l i m i t s on p a r a m e t e r s M a " and " b " . 
" ( i i ) The l o w e r l i m i t f o r b o t h p a r a m e t e r " a " a n d 
p a r a m e t e r " b " m u s t b e g r e a t e r t h a n z e r o f o r 
t h e l o w e r c o n f i d e n c e l i m i t o f t h e s l o p e 
a b t _ l 3 ~ l t o b e g r e a t e r t h a n z e r o . 
An a d v a n t a g e o f t h e n o n l i n e a r t e s t o v e r t h e l i n e a r 
t e s t p r o c e d u r e i s t h a t i t i s p o s s i b l e t o e s t i m a t e t h e r a t e 
o f l e a r n i n g a t a n y p a r t i c u l a r t r i a l by e x a m i n i n g t h e 
c o n f i d e n c e l i m i t s f o r t h e t r u e s l o p e a t t h a t t r i a l . T h e r e f o r e 
i f t h e d e g r e e o f n o n l i n e a r i t y i s s m a l l e n o u g h , l e s s t h a n 
. 0 1 / F , . t , i t w i l l b e p o s s i b l e t o c o n s t r u c t t h e u p p e r 
( 1 - a ) c o n f i d e n c e l i m i t f o r t h e t r u e r a t e o f l e a r n i n g a t a n y 
p a r t i c u l a r t r i a l . I f t h e v a l u e o f t h e u p p e r c o n f i d e n c e 
l i m i t , i n t e r m s o f r a t e o f l e a r n i n g i s d e t e r m i n e d t o b e 
i n s i g n i f i c a n t a t a p a r t i c u l a r t r i a l t h e n we c a n a s s u m e t h a t 
l e a r n i n g w i l l n o t b e a f a c t o r i n a n y f u t u r e t r i a l r e s u l t s . 
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A s c a n b e s e e n i n T a b l e 3 - 1 8 w h e n e i t h e r p a r a m e t e r " a " 
d e c r e a s e s o r p a r a m e t e r " b " i n c r e a s e s , t h e m a x i m u m a l l o w a b l e 
Q £ v a l u e f o r w h i c h l i n e a r t h e o r y a p p r o x i m a t i o n s o n t h e t e s t 
o f t h e s l o p e w i l l b e v a l i d , d e c r e a s e s . F o r t h e n o n l i n e a r 
t e s t p r o c e d u r e , t h e r e s u l t s i n T a b l e s 3 - 2 0 a n d 3 - 2 1 i n d i c a t e 
t h a t t h e d e g r e e o f n o n l i n e a r i t y i s t h e l i m i t i n g f a c t o r 
e x c e p t w h e n p a r a m e t e r " a " o r " b " i s s m a l l . A n e x p l a n a t i o n 
f o r t h i s f o l l o w s . W h e n p a r a m e t e r " b " i s s m a l l t h e r a t e o f 
l e a r n i n g i s s m a l l a n d t h e c u r v e i s a p p r o x i m a t e l y a s t r a i g h t 
l i n e . A t a n g e n t l i n e a p p r o x i m a t i o n f o r e s t i m a t i n g t h e v a l u e s 
o f t h e p a r a m e t e r s w o u l d d o v e r y w e l l u n d e r t h e s e c o n d i t i o n s . 
W h e n c £ i s l a r g e i n c o m p a r i s o n t o t h e a v e r a g e r a t e o f l e a r n i n g , 
i t w i l l r e d u c e t h e p o w e r o f t h e t e s t b e f o r e i t b e c o m e s a 
s i g n i f i c a n t f a c t o r i n a f f e c t i n g t h e d e g r e e o f n o n l i n e a r i t y . 
I f o n t h e o t h e r h a n d t h e v a l u e o f p a r a m e t e r " a ? T i s s m a l l , t h i s 
i m p l i e s t h a t t h e o b s e r v a t i o n s a r e a l l v e r y n e a r t h e a s y m p t o t i c 
v a l u e o f 1 . S i n c e w e c a n n e v e r d o a n y b e t t e r t h a n 1 0 0 1 , 
t h e a m o u n t o f d e v i a t i o n a b o v e t h e e x p e c t e d v a l u e i s l i m i t e d . 
I f o i s r e l a t i v e l y l a r g e t h e a m o u n t o f . d e v i a t i o n t h a t o c c u r s 
b e l o w t h e e x p e c t e d v a l u e m a y w e l l e x c e e d t h e l i m i t e d d e v i ­
a t i o n a b o v e t h i s e x p e c t e d v a l u e . T h i s w o u l d r e s u l t i n a 
f i t t e d c u r v e w i t h a n e g a t i v e v a l u e f o r b , b u t m o r e i m p o r t a n t 
i t w i l l a l s o r e s u l t i n a l o w e r c o n f i d e n c e l i m i t f o r t h e s l o p e 
w h i c h i n c l u d e s z e r o . A n e x a m i n a t i o n o f t h e o b s e r v a t i o n s f o r 
s e v e r a l s i m u l a t i o n r u n s w h e n p a r a m e t e r a • = . 1 a n d = . 0 3 
d i d r e v e a l t h i s t o b e t h e c a s e . 
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T a b l e 3 - 1 8 . Maximum A l l o w a b l e V a l u e o f a e f o r G i v e n V a l u e s 
o f " a " a n d " b " f o r L i n e a r T h e o r y A p p r o x i m a t i o n s 
t o be V a l i d a t a = . 0 5 L e v e l 
N = 6 
b = 0 . 0 b = . 4 b = . 8 b = 1 . 2 
a = . 5 00 . 0 7 8 9 9 7 . 0 4 2 5 2 5 . 0 3 1 0 2 6 
a = . 3 00 . 0 4 7 3 9 8 . 0 2 5 5 1 5 . 0 1 8 6 1 5 
a = . 1 00 . 0 1 5 7 9 9 . 0 0 8 5 0 5 . 0 0 6 2 0 5 
T a b l e 3 - 1 9 . Maximum A l l o w a b l e V a l u e o f a e f o r G i v e n V a l u e s 
o f " a " a n d " b " f o r L i n e a r T h e o r y A p p r o x i m a t i o n s 
t o be V a l i d a t a = . 0 5 L e v e l 
N = 15 
b = 0 b = . 4 b = . 8 b = l . 2 
a = . l 00 . 0 7 3 5 2 3 . 0 3 5 8 7 0 . 025137 
a = . 3 00 . 0 4 4 1 1 4 . 0 2 1 5 2 3 . 0 1 5 0 2 2 
a = . 5 ~ . 0 1 4 7 0 5 . 0 0 7 1 7 4 . 0 0 5 0 2 7 
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T a b l e 3-2 0 P e r c e n t o£ T imes L i n e a r A p p r o x i m a t i o n s c a n be 
Used, P-r A a n d t h e P e r c e n t o f T i m e s t h e S l o p e 
T e s t wfe§ S i g n i f i c a n t , P, 
b=0 
SS 
N = 6 
b = . 4 
a = . 03 
£ 
b = . 8 b = l . 2 
a = . 5 
P L A-1.000 
P s s = . 0 8 0 
P L A = 1 . 0 0 0 
p s s = i . 0 0 0 
P L A = . 8 95 
P s s = . 8 9 5 
P L A = . 6 2 3 
P s s = . 6 2 3 
a = . 3 
p l a = i . o o o 
P s s = . 0 7 1 
P LA= 
P = 
r s s 
. 956 
. 938 
P L A = . 3 9 9 
P S S = . 3 9 9 
P L A = . 2 0 0 
P s s = . 2 0 0 
a = . 1 P g s = . 0 5 3 
P LA= 
P = r S S 
. 2 6 7 
. 0 7 9 
P L A = . 0 5 6 
P s s = . 0 2 5 
P L A = - 0 4 1 
P s s = . 0 2 5 
T a b l e 3 - 2 1 P e r c e n t o f T i m e s L i n e a r A p p r o x i m a t i o n s c a n be 
Used P j j \ . a n d t h e P e r c e n t o f T i m e s t h e S l o p e 
T e s t was S i g n i f i c a n t Pgg 
b = 0 
N = 6 
b = . 4 
c = . 0 5 
£ 
b = . 8 b = l . 2 
a = . 5 
P L A = 1 . 0 0 0 
P g s = . 0 80 
P L A = . 9 51 
P s s = . 9 4 0 
P L A = . 4 3 8 
P s s = . 4 3 8 
P L A = . 1 8 7 
P s s = . 1 8 7 
a = . 3 
P L A = . 9 9 4 
P s s = . 0 7 2 
P LA= ' 5 7 9 
P s s = . 4 3 9 
P L A = - 1 0 4 
P s s = . 1 0 3 
P L A = . 0 5 6 
P g g = . 0 5 6 
a = . 1 
P LA= - 1 4 5 
P s s = . 0 1 5 P s s = . 0 0 8 
P L A = . 0 6 5 
P s s = . 0 0 5 
P L A = . 0 5 9 
P s s = . 0 1 6 
1 0 0 
T h e r e s u l t s i n t e r m s o f t h e p e r c e n t o f s i g n i f i c a n t 
t e s t s p e r 1 0 0 0 r u n s u s i n g t h e n o n l i n e a r t e s t p r o c e d u r e a r e 
g i v e n i n T a b l e s 3 - 2 2 a n d 3 - 2 3 . A s t h e v a l u e o f d e c r e a s e s , 
t h e p o w e r o f t h e n o n l i n e a r t e s t i n c r e a s e s w h e n t h e v a l u e s o f 
p a r a m e t e r s a a n d b e x c e e d s o m e c r i t i c a l n u m b e r . I t a p p e a r s 
t h a t t h i s c r i t i c a l v a l u e m a y b e n e a r . 2 . A s t h e s a m p l e s i z e 
i n c r e a s e s t h e p o w e r o f t h e n o n l i n e a r t e s t d e c r e a s e s . T h i s i s 
e v i d e n t b y c o m p a r i n g v a l u e s i n T a b l e s 3 - 1 8 a n d 3 - 1 9 s i n c e t h e 
m a x i m u m v a l u e o f f o r g i v e n p a r a m e t e r v a l u e s " a " a n d " b " 
d e c r e a s e s a s N i n c r e a s e s . 
A , c o m p a r i s o n o f t h e L L S R , t e s t p r o c e d u r e w i t h t h e n o n ­
l i n e a r t e s t p r o c e d u r e I s a l s o p r o v i d e d i n T a b l e s ( 3 - 2 2 ) a n d 
( 3 - 2 3 ) . 
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Table 3-22. Comparison of the Percent of Significant Tests 
for Learning Using the Nonlinear Procedure, 
tj^L, and the LLSR Procedure, tR. The results 
are based on 1000 simulation runs for each 
combination of a, b, N, and a £ . Tests were 
conducted at a = .05 level. 
N = 6 a = .03 
£ 




t m = .080 t M T = 1 . 0 0 0 t M T = .895 t M T = .623 NL NL NL NL 
t R =.067 t R = .998 t R =1.000 t R =1.000 
^ L ^ 0 7 1 t N L = - 9 3 8 Hi*. - 3 " % L = - 2 0 0 
t R =.059 t R = .913 t R = . 983 t R = .982 
t M T = .053 t M T = .079 t M T = .025 t M T = .025 
NL NL • NL NL 
t R =.056 t R = .318 t R = .415 t R = .497 
Table 3-23. Comparison of the Percent of Significant Tests 
for Learning Using the Nonlinear Procedure, 
t^L, a n d the LLSR Procedure, tR. The results 
are based on 1000 simulation runs for each 
combination of a, b, N and o £ . Tests were 
conducted at the a = .05 level. 
N = 6 a £ =' . 05 
b=0 b=.4 b=.8 b=1.2 
a= . 5 
a=. 3 
a=. 1 
t M T = .080 tv T T= .940 t M T = . 438 t M T = .187 NL NL NL NL 
t R =.086 t R = .958 t R = . 997 t R = .995 
t N L ^ 0 7 2 HL= - 4 3 9 H h s -103 HIT/'05* 
t R =.080 t R = .715 t R = .912 t R = .894 
t '=.015 t M T = . 008 t M T = . 005 t M T = .016 NL NL NL NL 
t R =.084 t R = .257 t R = .328 t R = .381 
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CHAPTER IV 
ILLUSTRATION OF THE PROPOSED PROCEDURE 
Examp1e 
The example problem chosen was an actual experiment 
conducted at Georgia Tech to determine the performance of a 
viscous damped tripod. The experimental results were in 
terms of standard deviation of the error .from a marked point 
while tracking a moving target at a constant velocity. The 
curve describing these results follows the form of equation 
(1-1). Although the linear test for learning can be applied 
directly to the learning curve data, a conversion to the 
performance curve will be made in order to apply the computer 
program as writtin for the nonlinear test procedure. 
To conduct a test for learning using the performance 
curve described by equation (1-2), a suitable scaling of the 
values must be :accomplished. Recall when performance is in 
terms of the percent of total possible that the lower limit 
at trial 1 was 0 and the upper limit of the curve at some 
future trial number was 1... A value of zero is what we might 
expect from an operator who Is totally unfamiliar with the 
system and a value of 100% Is the expected value obtained if 
the system meets the required specifications when operated by 
a fully trained individual or crew. 
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I n t h e v i s c o u s damped t r i p o d e x p e r i m e n t a l d a t a , 
v a l u e s t h a t c o r r e s p o n d t o t h e l o w e r and u p p e r l i m i t s f o r t h e 
p e r f o r m a n c e a s d i s c u s s e d a b o v e m u s t b e s e l e c t e d . The u p p e r 
l i m i t w i l l b e c h o s e n a s t h e minimum s t a n d a r d d e v i a t i o n o f 
e r r o r p r e d i c t e d b y t h e m a n u f a c t u r e r when t h e t r i p o d i s 
o p e r a t e d by a f u l l y l e a r n e d i n d i v i d u a l . The v a l u e s e l e c t e d 
t o c o r r e s p o n d t o t h e l o w e r l i m i t on t h e p e r f o r m a n c e c u r v e 
was t h e l a r g e s t s t a n d a r d d e v i a t i o n o f e r r o r v a l u e r e c o r d e d 
d u r i n g t h e f i r s t two t r i a l s o f t h e e x p e r i m e n t . The t r i p o d 
was o p e r a t e d by 5 d i f f e r e n t i n d i v i d u a l s w h o s e e x p e r i e n c e i n 
t r a c k i n g m o v i n g t a r g e t s v a r i e d . The l a r g e s t s t a n d a r d 
d e v i a t i o n o f e r r o r o v e r t h e f i r s t two t r i a l s was r e c o r d e d 
by a s u b j e c t who was t o t a l l y n a i v e a b o u t t h e o p e r a t i o n o f 
t h e t r i p o d p r i o r t o t h i s e x p e r i m e n t . 
The e q u a t i o n f o r o b t a i n i n g t h e p r o p e r s c a l i n g f a c t o r 
t o u s e i n t r a n s f o r m i n g t h e l e a r n i n g c u r v e d a t a t o a p e r f o r m a n c e 
c u r v e i s : 
w h e r e 
E^ r e p r e s e n t s t h e m a n u f a c t u r e r ' s s p e c i f i c a t i o n s 
Eg r e p r e s e n t s t h e l a r g e s t v a l u e f o r s t a n d a r d d e v i a t i o n 
o f e r r o r r e c o r d e d d u r i n g t h e f i r s t two t r i a l s 
Tp = t r a n s f o r m a t i o n f a c t o r f o r 1 u n i t o f c h a n g e i n 
t h e l e a r n i n g c u r v e d a t a . 
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The interpretation of the above computations is that 1 unit 
of decrease from the largest value recorded in the learning 
curve data will correspond to 1.0/[E.g-E^] increase from 
the minimum value, zero, on the performance curve. The 
equation for transforming a data point at a particular trial 
on the learning curve to the performance curve is 
V p = (Eg - trial result) (Tp) (4-2) 
V = (6.522 - trial result*.18443) 
P 
where represents, the corresponding value on the. performance 
curve. 
The results in column 2 below were obtained by an 
individual who was familiar with tracking moving objects but 
who had never operated this particular type of tripod before 
this experiment. A test,to detect if learning was occurring 
during the first 6 trials of the experiment will be conducted 
using both the LLSR test procedure and the nonlinear test 
procedure. If the nonlinear test is significant| the 100 
(l-a)% confidence limits will be evaluated for the slope of 
the curve at each trial to determine if the rate of learning 
becomes insignificant by trial 6. 
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T r i a l 
Number R e s u l t p *1 
X. 
" l 
( x r x ) 2 
1 4 . 2 1 2 4 . 4 2 6 0 . 1 3 2 8 . 0 0 3 5 6 4 - 1 . 0 6 5 0 
2 3 . 4 9 2 0 . 5 5 8 8 . 0 7 7 8 . 0 0 0 0 2 2 - . 8 3 8 2 
3 3 . 0 7 0 2 . 6 3 6 6 . 1 5 8 2 . 0 0 7 2 4 2 - . 3 1 8 3 
4 2 . 2 1 2 6 . 7 9 4 8 . 0740 . 0 0 0 0 0 1 . 3 9 7 4 
5 1 . 8 1 1 3 . 8 6 8 8 - . 0 7 7 3 . 0 2 2 6 2 0 1 . 3 0 3 2 
6 2 . 2 3 0 6 . 7 9 1 5 1 . 9 7 8 9 
Applying the LLSR test procedure at a = ,05 using an estimate 
of o from equation' (.2-8) yields the following; 
0* LLSR ~ ' 
H, LLSR > 0 
Comput e: 
I f H > ^ 0 5 , 4 
/ _ ^ L L S R - 0 
Tj r\ — - - • ~ """" 
12a 
N(N^+1> 
do not reject H 0 
reject H 0 
Compute an estimate of o£ using equation (.2^.8) 
(N-l) E ( x . - x ) 2 
2 i=l 1 
2N(N - 2 ) 
2 _ 5 ( . 033449") _ 
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C o m p u t e a n e s t i m a t e o f t h e s l o p e u s i n g t h e L L S R m e t h o d 
6 
E ( t . - t ) y . 
ci _ l-l 
L L S R ~ 
1=1 x 
* 1 . 4 5 8 
L L S R ~ - T 7 7 5 " 
d L L S R = - 0 8 3 3 
C o m p u t e t h e t e s t s t a t i s t i c , t : 
t 
o 




N ( N 2 + 1 ) 
, 0 8 3 3 
1 2 [ . 0 0 ^ 4 8 4 " 6 ( 3 6 + 1 ) 
t Q = 6 . 0 7 
S i n c e t Q > t ^ ^ ^ w e r e j e c t H q a n d c o n c l u d e l e a r n i n g 
i s o c c u r r i n g d u r i n g t h e s e 6 t r i a l s . 
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Applying the nonlinear test procedure at a = .05 
using the computer program in Appendix D, y ie lds the 
fol lowing r e s u l t s . 
Estimates of the parameters and are: 
a = .6017 
b = .6425 
a = .0656 
£ The measure of non l i n e a r i t y N. was computed as: 
N.a = .00161373 
C r i t i c a l Value = .001441 
The degree of nonl inear i ty for th is estimated curve i s too 
large to use l inear theory approximations to compute 951 
confidence l imi ts on the slope. Applying the test procedure 
at a = .10, the test for learning I s s ign i f i can t . The 901 
confidence in te rva l on the slope at each t r i a l i s : 
T r i a l 
Number 
lower confidence value = .1769 
upper confidence value = .7366 
lower confidence value = .0661 
upper confidence value = .1902 
lower confidence value = .0372 
upper confidence value = .0878 
lower confidence value = .0247 
upper confidence value = .0518 
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5 l o w e r c o n f i d e n c e v a l u e = . 0 1 8 0 u p p e r c o n f i d e n c e v a l u e = . 0 3 4 8 
6 l o w e r c o n f i d e n c e v a l u e = . 0 1 3 9 u p p e r c o n f i d e n c e v a l u e = . 0 2 5 4 
T h i s p a r t i c u l a r o p e r a t o r , e v e n t h o u g h f a m i l i a r w i t h t r a c k i n g 
t a r g e t s , s t i l l a p p e a r s t o b e l e a r n i n g a f t e r 6 t r i a l s . 
T h e r e f o r e w e w o u l d c o n c l u d e t h a t n o n e o f t h e 6 t r i a l o b s e r v a ­
t i o n v a l u e s a r e r e p r e s e n t a t i v e o f t h e p e r f o r m a n c e o f t h i s 
t r i p o d w h e n o p e r a t e d b y a f u l l y l e a r n e d i n d i v i d u a l . 
109 
CHAPTER V 
CONCLUSIONS AND RECOMMENDATIONS 
Conelusions 
This research involved the development of a simple 
methodology to test for learning in experimental results 
using small sample'sizes. In addition, a procedure for exam­
ining the instantaneous rate of learning at any particular 
trial of an experiment was also investigated.. 
Assuming learning can be described by a. mono ton 1c ally 
increasing performance curve of the form z = l-at~' , tests 
for learning were developed based on examining the rate of 
learning over several trails. Since the curve is monotonically 
increasing, a positive slope will be interpreted as learning 
and a zero slope will correspond to no learning occurring. 
For this research the time between, trials was considered 
Insignificant in affecting previously gained knowledge and 
the error between any observation and its expected value, z^s 
2 
is assumed to be NID ( 0 , a £ ) . 
To develop a simple methodology to test for learning and 
to provide a test that would measure the rate of learning at 
any particular trial, required two different approaches to 
the problem. The approach to developing a simplified test 
procedure involved examining four linear methods used to 
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estimate the average rate of learning over several trials. 
A comparison of the variances of the estimates of the average 
rate of learning for each method was made and those estimates 
with minimum variance were sleected for further analysis. 
The best linear method was the linear least squares regression, 
LLSR, method and the next best linear method was the average 
of the consecutive differences, ACD, method, Although the 
variance of LLSR estimate of the average rate of learning is 
smaller than the variance of the ACD method, the expected 
value of the LLSR estimate contains a negatiye bias factor 
while the expected value of the estimate of the average 
of learning using the ACD method is unbiased.. The amount of 
bias in the LLSR estimate of the average rate of learning 
increases as the sample size or the initial rate of learning 
increases. When the ratio of the,LLSR estimate of the average 
rate of learning to the ACD estimate of average rate of 
learning is smaller than the ratio of their corresponding 
standard deviations, then the ACD method becomes the more 
powerful test procedure. For sample sizes less that 24, 
the LLSR method is the best test procedure when a parameter 
b is less than or equal to one, 
In order to conduct either of the linear test procedures 
2 
an estimate of the process variance, , must be obtained. 
2 
Three estimators of a were examined to determine which 
Ill 
2 estimator provided estimators of a £ which resulted in the 
most powerful test for learning. These estimators were derived 
using the LLSR estimate of a ' the sum of the squared differ­
ences between the observations and their average, and the sum 
of the square differneces between the first difference of the 
2 
observations and their average. The estimator of a £ using 
the first difference of the observations provided estimates 
which resulted in the most powerful tests for learning. 
Since the rate of learning in performance evaluations 
is not expected to exceed a parameter value of b > 1,0, the 
most powerful test procedure would be the LLSR, This method 
is most powerful when the variance of the slope estimate 
2 is computed with an estimate of o obtained using the first 
£ 
difference estimator. To measure the rate of learning at any 
particular trial requires an analysis of the instantaneous 
slope of the curve at that point. The approach taken was to 
use linear theory approximations to estimate the slope.. If 
the degree of nonlinearity of the function Is small enough, 
it is possible to use a linear theory approximation to con-, 
struct a confidence interval for the true slope at any 
particular trial. In the nonlinear method, estimates for 
a £ and the parameters " a " a n d - M b " are obtained and a test on 
the degree of nonlinearity of the function is conducted 
using Beale's measure of nonlinearity.' If the degree of non-
linearity is small enough then it is possible to construct 
a confidence region for the parameters '"a" and :'b", By 
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computing the estimate of the slope over the points on the 
periphery of the parameter confidence region, the smallest 
and the largest value of the slope estimate can be obtained 
for the curve at a given trial. The smallest and largest 
value of the slope estimate correspond to the lower and 
upper confidence limits respectively on the true slope. The 
width of the confidence interval for the true slope will 
decrease over the latter trials until it will eventually 
include the value zero which indicates a fully learned status. 
Therefore if the upper confidence limit were less than some 
maximum acceptable rate of learning at-, a certain trial, then 
it would be concluded that learning would not be a factor in 
any future trial results. 
In a comparison of the two procedures, the linear 
methods were more powerful tests; however, the nonlinear 
method was able to. provide, information' on the rate of learning 
at each trial when the nonlinearity conditions were satisfied 
and significant learning was detected. When the degree of 
nonlinearity was- small enough to conduct the test, signifi­
cant learning was detected 95% of the time except when 
parameter "a" and M b M were small. The more powerful linear 
test procedure was the LLSR method, which can detect an 
average rate of learning over 15 trials of .01 at an a=.05 
level 95% of the time when the standard deviation is 
a .05. 
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The advantages of the linear test procedures over the 
nonlinear procedure are greater probability of detecting 
actual learning and the test can be applied using simple 
arithmetic and comparing computed and tabulated values as 
demonstrated with an example in Chapter IV.. 
Recommendations;:fo,r; Future Study 
In order to apply the nonlinear test procedure on results 
which follow the learning curve,, equation (1-1), the data 
must be transformed into data that follows the form of a 
performance curve,equation (1-2). The critical factor in 
the transformation of data is selecting a value from the 
learning curve data that would correspond to zero performance 
on the performance curve. If the value selected is too small, 
the scaling factor, T^, will be inflated and when the value 
selected is too large T^ will be deflated. The effect on 
the power of the test procedures is not clear since a 
2 deflated T„ results in a larger estimate for a as well as F. & £ 
a larger estimate for the average rate of learning., It is 
recommended that"future research be conducted to investigate 
the effect of errors in this transformation. 
If the error term in the learning curve model was 
multiplicative rather than additive as assumed in this study, 
the test procedures developed may not be adequate for 
detecting learning. It may be necessary to develop a new 
test procedure based on the logarithmic transform of the model. 
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ln(y) = ln(a) + b l n ( t i ) + ln(t±) 
where ln(y) = logarithm (y) 
A recommendation for future research would be to develop a 
methodology for detecting learning when the errors are log 
normally distributed. Assuming that ln(y^) is normally 
distributed then In(a) and b will be normally distributed; 
however, the distribution of e^- n^ a^ = a is not normally dis ­
tributed. The difficulty then in developing a test procedure 
for this approach will be In determining the distribution 
of the estimate of the slope, -abt" 1 3" 1. 
If the value of parameter b is known, it would be 
possible to select the test procedure which would be more 
powerful for detecting learning. It is known that if the 
value of parameter b increases for a given sample size and 
and a given value f o r ' V , that the average rate of learning 
also increases. If an estimate of the value of T'a?T is made 
using the first observation and the value of N is known, then 
it may be possible to determine the value of b by examining 
the estimate of the average rate of learning. Another 
recommendation for future research is to study the relation­
ship between the average rate of learning and parameter b in 
order to Increase the probability of choosing the more powers 
ful test when the true performance curve, is unknown. 
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APPENDIX A 
EXPLANATION OF; NOTATION 
Chapter I 
z^ value of the true performance curve at trial number i 
2 
a £ variance of an observation about its expected value 
error between the observation and its expected value at 
trial i 
Chapter II 
y. the observation at trial number i 
i ; 
z value of the performance curve at the asvmtote c -
y average of the observations 
x. the difference between y . i n and y. I Jl+l J I 
x average of the consecutive differences between the 
observations 
£ average rate of learning 
^ A n D estimate of the average/rate of learning using the 
average of consecutive differences (ACD) method 
^LLSR e s t i m a t e of , the average rate of learning using the 
the Linear Lease Squares Regression (LLSR) method 
2 2 §y minimum variance unbiased estimate of a 
N_ measure of degree of nonlinearity u 
n.(9") true value of the function at trial i when the parameter 
values are 6 = (6^ ? 8^ , .. , * 8p) 
T.(8) tangential approximation of the true function at trial 
I when the parameter values are W = ( 8^ ? 6^ , v , * 9 9p) 
2 2 (OBS) estimate of using equation (2-7) 
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C S E X ) estimate of a £ using equation (2-8) 
(SER) estimate of cj£ using equation (2-9) 
Chapter III 
/ \ 
E[a ] expected value of the estimate of a £ using the 
x average of consecutive differences estimator, 
equation ( 2-8 ) 
E[a ] expected value of the estimate of a using the 
R linear least squares.regression estimator' (equation 
2-9) ;•/ . 
OBS estimate of a £ using equation (2-7) 
SEX estimate, of a using equation ( 2 - 8 •). 
SER estimate of a £ using equation (2-9 ) 
RULE estimate o f a applying the general rule described 
on page 68for choosing an estimator 
t R percent of times the Linear Least Squares -Regression test procedure detected significant learning 
'D percent of times the Average of Consecutive Differences test procedure detected significant learning 
LA percent of time's that the degree of nonlinearity of the performance curve was small.enough to use linear 
theory approximations 
SS percent of times the nonlinear test procedure detected significant learning when linear theory 
approximations could be applied.. 
'NL percent of time the nonlinear test procedure detected significant learning 
T. P scaling factor for transforming learning curve data to a performance curve. 
largest value recorded in the learning curve data 
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APPENDIX B 
DERIVATION OF THE ESTIMATORS OF o 2 
• € 
Several alternative techniques for estimating the 
2 
variance, a £ , are examined in terms of expected bias to 
dtermine a minimum bias estimator. The first technique 
considered will be that presented in equation (.2—6). 
s 2 = l ( y . - y ) V ( N - i ) ( B - i ) 
e i = l 1 
2 
writing S as a function of the z.'s and taking expectations 
we have 
7 N 
E ( S z ) = E [ z ( y i - y ) / ( N - i ) ] 
e i = l 
• 1 N 2 - -2 J ^ E I ^ ( y 2 - 2 y . y + y 2 ) i = l 
N 
N . * Cz .+e , ) 
•_T i ' ° i ' N (z . + e . 1 
1 1 T = "I i = l 
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2 
N-l N-l N(N-l) 
where z is defined as the average of the expected values of 
the observations. 
7 2 1 ^ 7 N _ _ 7 E(S Z ) = a + [ £ z. -2 z z.z + Nz z] e- e N-1 L. -, l . - , 1 J 
1 = 1 1 = 1 
J 
Since z^ is a constant and ~ N10 (0 ,0^ ) the equation in 
reduced form is 
N 
N N 2 i . ̂  2 i N 
E ( S 2 ) ' jTT I * ( 2 , 2 + E ( c . ) 2 ) - 2 z . ( ^ ).-2 r 
e i = l 1 1 i = l 1N 1 * 1 
N N N 
* i N -Ei Zi- 9 'N -E n e i 9 
t e i ( l f V - ) ] + z e ( t — } + z e ( 1 t — 3 ] 
1 = 1 . : i = 1 N 
G i 2 2 
Simplifying where E(e^ )' -'• a ' and E C~-j^- ) = a /N 
N . 
' N ' Na 2 2 z i z 
E < S e ) • . V Zi / N ~ 1 + ~ 'N-l i=l 
N -2 ^ 2 
2N a 2/N -!n Z N a e 
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w h e r e y . i s t h e o b s e r v a t i o n a t t r i a l i . i 
A l t h o u g h t h e d i f f e r e n c e s a r e n o t I n d e p e n d e n t , t h e v a r i a n c e 
2 o f t h e x . f s w i l l c o n t a i n t h e t e r m o . T h e r e f o r e i t may 
I e J 
b e p o s s i b l e t o e x p r e s s t h e v a r i a n c e o f t h e x ^ ' s a s : 
A Var ( x . ) = a 2 + B (B-3) 
l e 
w h e r e A d e f i n e s some m u l t i p l i e r a n d B r e p r e s e n t s t h e b i a s 
f a c t o r due t o l a c k o f f i t o f t h e m o d e l and d e p e n d e n c e b e t w e e n 
t h e x^ v a l u e s . T h e n a c o m p a r i s o n o f e s t i m a t o r s c a n b e made 
i n t e r m s o f e x p e c t e d b i a s . The e x p e c t e d b i a s i n t h e e s t i m a t e 
2 
o f a ' u s i n g t h e sum o f s q u a r e d e r r o r s o f t h e c o n s e c u t i v e 
d i f f e r e n c e s b e t w e e n o b s e r v a t i o n s a b o u t t h e a v e r a g e 
2 N - l . 2 
S v Z = Z ( x . - x ) V N - 2 
X i = l 1 
Thus t h e f a r t h e r t h e o b s e r v a t i o n s o r t r i a l r e s u l t s a r e 
f rom t h e a s y m p t o t e t h e m o r e i n f l a t e d w i l l b e o u r e s t i m a t e o f 
t h e t r u e e r r o r v a r i a n c e . A c a n d i d a t e f o r c o n s i d e r a t i o n a s 
an e s t i m a t o r f o r t h e v a r i a n c e t h e n i s e q u a t i o n ( B - l ) . 
A n o t h e r s i m p l e t o a p p l y m e t h o d f o r e s t i m a t i n g t h e 
v a r i a n c e o f t h e p r o c e s s w o u l d b e t o u s e t h e f i r s t d i f f e r e n c e 
o f t h e s e r i e s o f o b s e r v a t i o n s 
x t = > v i - > ' i 
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i s d e r i v e d b e l o w 
E C S X 2 ) = E I - ^ - ] . 
N - l ? N - l 
. V x i " i } , N - i , ? n ( y i + r r i ) 2 
N - l 
E I N r 2 ;] = f f 7 £ < . * K y ^ y i ) - 1 = n - i 1 
N - l . V ^ i + l ^ i + l ^ V 6 ^ * 
• R ^ . V ^ i . i ^ ' i a M V 6 ^ - - — i n — ] 
1 = 1 
= N^T E ^ ! l C * i . l + e . i + i - z i - e i ) 2 - 2 I ( z i + 1 + e i + 1 - 2 i - e i ) 
1=1 
N - l N - l 
. z f z i + i + e i + r z i " e i ] 1 i z i + i + e ' i + i ' z i - £ i ] ? 
N . 2 
E C x i - x ) N - i N - l 
E I ^ 2 1 ' N^2 { E j / W ^ + r V ^ " 2 E ^ ^ 
N 
.S_[z, + 1 + e i + 1 - z i - e i ] N - l 
N - l 
1 N - l ; 
The r i g h t s i d e o f e q u a t i o n (B-4). may b e c o n s i d e r e d a s s e p a r a t e 
t e r m s a n d t h e e x p e c t e d v a l u e o f e a c h c o m p u t e d . 
First term: 121 
N - l 9 2 N - l ? ? N - l 
E { I C2 i + 1 + e i + 1-2.- e i) } - z1 + 2 I z . + 2 -2 Z z . z i + 1 
1=1 , 1=1 1=1 
+ 2 ( N - l ) a - 2 
N r l 2 2 E ( z . - z . ) Z + 2 ( N - l ) a / 
1=1 1 + 1 1 e 
Second term: 
• N - l . 
N - l . Z V I z i + l + e i + l " Z i ' e i ] 
- 2 . " . f n » i + i + e i ; r v e i " N - i — 
N - l z M + e w - z , - e , 
2 t { j i u i + 1 + £ i + r V £ i ^ M - i 
Z M + e M " Z 1 " £ T N - l 
2 E { ^ n - i : ) c * i + 1 + e i . r v e i 3 > 
2 E { c ! N ^ l 2 i ) c v e N - Z i - £ i ) } 
2 E { z 2 + z.. 2 - 2 z X T z - , + 2 z X T e x y - 2 z X T e - - 2 z , e X T - 2 e X T e , + 2 z , e-. + e X T 2 + e 2 N - l " L " N '"1 ^ N " 1 ' " " N 0 N ^ N ' l ""1°N "°N° 1 ""-1°1 ' °N ' ° 1 
T a k i n g t h e e x p e c t e d v a l u e o f e a c h q u a n t i t y i n s i d e t h e 
p a r e n t h e s e s t h e f o l l o w i n g r e s u l t i s o b t a i n e d 
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2 C Z X T 2 + Z l 2 ' 2 Z M Z 1 + 2 ^ ^ 2 ) N-l ^ N "1 " N " l 
-L. U ;Z ̂  ^ E 2 
N-l l z N Z1 J I T T 
Third term: 
N-l 
N-l i f i ( 2 i ^ ' e i " Z i " e i J l 2 l N: 2 / V £ N - z l + £ l > l 2 
E{ z p F i ~ J } = * L m J 
i=l 1 - 1 
N-l 1 2 2 2 
T * I Z N + 21 - 2 2 N Z 1 + 2 C 7 E : ] {N-l)- i = l 
( z N - 2 l ) 2 / 2 g £ 2 
N-l F T 
Now substitute the simplified quantities back into equation 
(B-4) to obtain 
N-l • p 
Z ( x i - x ) " ^ • 
E { 1 ^ 2 } • F2 C z i + 1-z I) 2 +2CN-l)a £ 2 - ^ ( z ^ ) 2 i = l 
*llL + ( Z N - Z 1 ) 2 2 a e 2 , N-l N-l FT T " i 
1 R2N(N-2) 2 A N; 1 R 
F T { N-l a £ + C Z I + R Z I ) 
N-l ' 
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I O C ^ - X ^ _ 2 N ^ 2 2 N - l ^JjV. 
M ~ F 2 } " I F T J °e ( N - 2 ) l 2 i + l ~ 2 i J " T R E J 
( B - 5 ) 
I n o r d e r t o c o m p a r e t h i s e s t i m a t e w i t h t h a t i n e q u a t i o n ( B - l ) 
we m u s t p u t i t i n t h e fo rm o f e q u a t i o n ( B - 3 ) . M u l t i p l y i n g 
b o t h s i d e s o f e q u a t i o n ( B - 5 ) by ( N - 1 ) / 2 N we o b t a i n : 
N , 1 ^ Z ( x i - x ) 2 ^ 2 + N - l r N : 1 V , 2 ^ N ' 2 ! ^ 
~ 2 N M W^2 \~ a e 2N(N-2) 1 ̂  L 2 i + 1 " z l J F F T J 
A n o t h e r e s t i m a t o r t o b e c o n s i d e r e d f o r e s t i m a t i n g 1 t h e 
v a r i a n c e i s t h e n 
? N ? 
S Z = ( N - l ) E ( x . - x ) / 2 N ( N - 2 ) (B-6) 
£ i = l 1 
Another procedure for estimating'the variance is to 
use the sum of squared residuals obtained when fitting a 
linear model through the observations using a least squares 
regression technique. This estimate of the variance will 
contain a bias factor due to lack of fit of the model as 
discussed in Chapter I. Using the linear least squares r e ­
gression equation for estimating the variance, the computation 
of the expected bias factor follows*. 
F o r d e r i v a t i o n o f t h e LLSR e q u a t i o n s s e e D r a p e r and 
S m i t h [5]. 
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TheiLLSR equation for estimating the variance is; 
N 
Z ( t i - t ) ( y i - y ) N 
N 7 N 2-, I=L 1 1 R V ^ V 
M S F - { [ . z y / - C z y . O / N " ~ ; 1 f V I 
^ I=L 1 I=L 1 E Ct.-t) Z 1 1 i-1 1 
N 
] . ^ i ^ i 1 - 1 - ] ) / ( N - 2 ) 
Compute t h e e x p e c t e d b i a s f a c t o r d u e t o l a c k o f f i t o f t h e 
LLSR m o d e l : 
E ( M S E ) - ^ • • { [ ? y ^ C . " y - ) 2 / N ] -
1 = 1 1 = 1 z ( t . - t ) 2 
i = l 1 
I E ( .Z ( t . - t ) ( y . - y ) z t . y ) ] VB~ 
i = l 1 1 1=1 1 1 
N N N 
[ E C Z ( t , - t ) ( y , - y ) z t , Z . y . / N ) ] } 
N Z ( t . - t ) 2 1 = 1 1 = 1 1 - 1 
i = l 1 
Examine each term inside the brackets separately: 
First term: 
r N 2 N 2 N ? ? i N 
i = l 1=1 i = l x x 
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N 2 2 N 2 Z z.L + (N-l) d" f + C Z z.) /N 
i = l 1 e 1=1 1 
S e c o n d t e r m : 
-, N N 
I T "= E t E ( V f ) C y - y ) z. t . y . ] 
z ( t . - t ) 2 i = 1 1 1 1 1 
1=1 1 
N ± N 
i=l ( t i - t ) Z 1 = 1 1 1 1 1 1 1 1 1 
N 
Z Ct^-.t-ei)-
N 2 N N N N 
N - 2 
Z ( t , - t ) z 
1=1 1 
[ ( Z t . z . ) - ( t Z z. Z t . z . ) - z Z t . Z t . z . 
i = l 1 1 1 = 1 xi=l 1 1 1 = 1 ^ = 1 1 1 
N N r N N N G 
+Nzt Z t.z. + Z t - a - t Z t - a - Z Z t . t . (-4U-) 
i-1 1 1 i=l 1 e .i-1 1 e i=l j=l 1 J N 
- 2 N - to~ Z t . ] 
e 1 = 1 1 
N 7 N N N 9 7 
-fl I ( Z t z ) / - z Z t . z t , z + z t . a Z 
1=1 1 1 1=1 1 1=1 1 1 1=1 1 e Z ( t , - t ) 
i-1. 1 
- 2 t Z t . a Z ] 
i-1 1 £ 
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Third term 
.. N N N 
- E[ z ( t . - t ) C y - y ) E t . E y . / N ] = 
1 » _ T -L -L • _ -t -L • -i' -L E ( t . - t ) 2 1 - 1 1 = 1 1 = 1 
i = l 1 
1 N N N N 
N( E t . - t ) 2 1 = 1 1 = 1 1 = 1 1 = 1 
i-1 1 
N N N . N N N N N 
E t . z - E t . e + E t z + • .E t e ] [ E t . E z . + E t . E e • ] 
i = l 1 i = l 1 1=1 i = l i = l 1 i = l 1 i = l 1 i = l 1 
N N N N ? 2 
[. E t , E z . E t . z , + ( E t O a 
N E ( t . - t ) 2 1 = 1 1 = 1 1 = 1 1 = 1 
i = l 1 
N ? N N ? N ?N N ? ? 
t ( E z . ) E t . - Nt E t . a - z ( E t O E z . - ( E t O a 
i = l 1 1=1 1 1=1 1 e i = l 1 i-i 1 i = l 1 e 
N N N ? 
+ N t z I t . E z . + Nt E t . a 
1=1 1=1 1=1 
N N N N 2 N 
[ E t . E z . E t . z . - t ( E z . ) E t . ] 
0 - - I L - - , L . _ - , L L . - , 1 • -1 1 
N I ( t . - t ) 2 1 = 1 1 = 1 1 - 1 1 = 1 1 = 1 
i-1 1 
R e p l a c i n g t h e q u a n t i t i e s i n e q u a t i o n ( B - 7 ) w i t h t h e i r 
e x p e c t e d v a l u e s : 
1 2 7 
E < M S E ) " ? T 2 { " l Z i 2 + C N - l ) 0 £ 2 - J ] Z i ) 2 / N - N 1 ICJT . z . ) 2 
i ^ V ^ " ( B - 8 ) 
N . N 2 N 2 2 N 
- z Z t . Z t . z . + a Z t . • - a t Z t . ] 
i = l 1 i-1 1 1 e i = l 1 e i-1 1 
.. N N N N 2 N 
+ — i r i [ Z t ± Z 2 i Z t i z i - t ( Z z i ) Z t i ] } 
N Z ( t . - t ) 2 1 = 1 1 = 1 1 = 1 1 = 1 1 = 1 
i-1 1 
S i n c e t h e t r i a l s a r e c o n s e c u t i v e i n t e g e r v a l u e s , a c l o s e d 
fo rm e x p r e s s i o n f o r t i n t e r m s o f N c a n b e made w h e r e 
i - 1 1 2 
? t 2 _ N ( N + 1 ) (2N+1 
i=l 1 = ~ — * 
7 N + l 
z 2 
? CT RT) 2 - N l ^ i i 
i = l 1 1 Z 
t h e n r e w r i t i n g e q u a t i o n ( B - 8 ) i n t e r m s o f N w h e r e a p p l i c a b l e 
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N ( N + 1 ) - ^ f _ . 2 ' N ( N + 1 ) (2N+1) ' 2 . N + 1 , ^ ( N * ! ) , , 
" ~ 2 2 if 1 ti 2i ae 1 5 J A E T _ N ~ N ~ ^ ~ J J 
N Z ( N Z + 1) z i = l 1 1=1 1 1 z z 
N '2 C Z z . ) z ] } 
i = l 1 
F a c t o r i n g a n d c o m b i n i n g l i k e t e r m s : 
rr-MQ ^ - rr 2 r N 4 - 2 N 3 + N 2 + N 1 . 12 r N +~N ^ „ 2 E ( M S F ) = a — ^ ] + j — L-^ro- Z z i " 
fi e N 4 - 2 N ^ + N Z - 2 N N ( N - 2 ) ( N Z + 1) 1 Z i = l 1 
( N 2 + 1 ) ( - V i ) 2 N N + 1 N 2 
1 Z i = l 1 1 z i = l 1 
P u t t i n g t h i s i n t h e fo rm o f e q u a t i o n (2-8) y i e l d s 
N ( N 3 + 1 ) f - 2 ) E[MS E] a / + 3 1 2 2 ? z, 2 
N(N -2N Z +N+1) G N(N -2N Z +N+1) 1 Z i = l 1 
N 2 
N M 2 i } N 
ECMS ) = ^ { Z z 2 + ( N - l ) G 2 - 1 = * - — i | EC Z t.z.) 2 




2 = C N 2 + 1 ) C N - 2 ) M S E / C N 3 - 2 N 2 + N + 1 ) (B-10) 
T h u s a n o t h e r e s t i m a t o r f o r t h e v a r i a n c e t h e n w o u l d b e 
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APPENDIX Q 
fCt.,a,b) = f C V a ^ l . afCt,a,b) (a-a0) 
+ 3 f ( t , a , b ) C b - b 0 ) fc-i) 
The m o d e l c o u l d t h e n b e w r i t t e n a s : 
Y4 = fCt4,a,b) . aftt̂ a,b) + afft(t-,»,b) + T6" ( C - 2 ) 
To s o l v e f o r new e s t i m a t e s o f t h e p a r a m e t e r s , m i n i m i z e t h e 
sum o f s q u a r e d e r r o r s . L e t 
d l = ( a" ao ) 
d2 = Cb-b0) 
6 = (a,b) 
NONLINEAR TEST PROCEDURE 
E s t i m a t i o n o f P a r a m e t e r s a n d V a r i a n c e 
Step 1 . Since we know that the degree of nonlinearity 
for the performance curve function i s small, a linearization 
m e t h o d f o r e s t i m a t i n g t h e p a r a m e t e r s s h o u l d work q u i t e w e l l 
[10]. I f a T a y l o r s e r i e s e x p a n s i o n o f t h e f u n c t i o n f ( t . , a , b ) 
a b o u t t h e p o i n t ( a , b ) i s c a r r i e d o u t and c u r t a i l e d a f t e r t h e 
f i r s t d e r i v a t i v e , t h e n an a p p r o x i m a t e e s t i m a t e f o r t h e f u n c t i o n 
f ( t ^ , a , b ) i s t h e n : 
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e.2 = [y.-f(t.,a 0,b 0) - ( 8-a 0) 
a o 
2 -t h e n m i n i m i z i n g w i t h r e s p e c t t o e we g e t 
3 c , 2 . 3 f ( t . , 9 ) 
1 - = 2 { - 3 ^ - | ^ i - £ ^ i ^ ^ -3a 
3 f C t . , e ) f ( t . , e ) 
- — J : — - | _ d , - - - - . i 1 ^ d 9 ] } 
3 a - ' e 1 3 ' e . 2 J / 
o 0 
3 - 2 , _ -.-
' 3 f (t,e). d . 3f ( t , e . ) • J N 
3a ' e - 0 a i 3b ' e 0 a 2 J > 
Then s o l v e t h e two e q u a t i o n s i n t w o unknowns f o r t h e 
d i r e c t i o n v e c t o r t h a t w i l l i m p r o v e t h e i n i t i a l e s t i m a t e s o f 
t h e p a r a m e t e r s 
3 f ( t i , e " ) n 3 £ ( . t . , e y _ n 3 f C t i , 6 ) 
l e 0 d i + ±*ml — 5 F - a T - l i 0 d 2 = — p l e 0 
[ Y i - f C t i ^ ) ] 
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n 3 f C t . , 1 0 n 3 f C t . , 6 ) n 3 f ( t . , 0 ) 
1 ~ l a 3b 1 6„ d l + .,FN ~8b 3b 10O a 2 = ^ SI 
The minimum d i s t a n c e t o move i n t h e new d i r e c t i o n D = 
( d - , c L ) f r o m 0 = (a , b ) w i l l b e 1 1 o v o o 
"e = e + v .. D (c -3) 
new o m m ^ D J 
where v_-„ is evaluated as follows: m m 
Compute the sum of squared errors for 
s s ( e ) - x i Y i - f C t . e ) ] 2 
w h e r e 6 = 0 + vD 
v. 
and v = 0, 1 /2 , -1 
Let Q(v ) = S S ( 0 y ) 
t h e n 
v m i n = 1 / 2 + 1 / 4 IQC0)-Q{1)]/IQCD-2QC1/2D+QC0)] 
U s i n g t h e new e s t i m a t e o f t h e p a r a m e t e r v e c t o r , 0 n e w > i n 
e q u a t i o n ( C - 3 ) a s t h e n e x t s t a r t i n g v a l u e , b e g i n a n o t h e r 
i t e r a t i o n . 
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P SS(9 ) 
S 2 = (C-4) 
£ N - 2 
where 0^ ^ represents the parameter values for the 1 t h 
iteration. 
S t e p 2 . Determine degree o f rionlinearity. The 
p r o c e d u r e , a s d i s c u s s e d e a r l i e r , e n t a i l s u s i n g B e a l e ' s 
m e a s u r e o f n o n l i n e a r i t y t o d e t e r m i n e i f t h e d e g r e e o f n o n -
l i n e a r i t y o f t h e p e r f o r m a n c e f u n c t i o n i s l e s s t h a n . 0 1 / 
E a p N p ' ^ ° c o m P u ' t e THE m e a s u r e o f n o n l i n e a r i t y , , 
t h e f u n c t i o n i s e v a l u a t e d a l o n g w i t h t h e c o r r e s p o n d i n g t a n g e n t 
p l a n e a p p r o x i m a t i o n , e q u a t i o n ( 3 - 3 4 ) , a t p o i n t s § = ( a , b ) 
i n t h e n e i g h b o r h o o d o f 0 = ( a , b ) . S i n c e t h e r e a r e two 
p a r a m e t e r s , a r e a s o n a b l e d e s i g n f o r c o n s i d e r i n g p o i n t s i n 
_ 2 
t h e n e i g h b o r h o o d o f 0 w o u l d be a 3 d e s i g n . I n o r d e r t o k e e p 
t h e d i s t a n c e b e t w e e n § , w = 1 , 2 , 3 , 8 and 0 i n 
p r o p o r t i o n t o t h e s i z e o f 0 a s 0 c h a n g e s , c o m p u t e t h e u p p e r 
a n d l o w e r v a l u e s o f t h e p a r a m e t e r s I n t h e 3 d e s i g n a s 
a ± 1 ( a ) ; b ± %(b) f o r e a c h p a r a m e t e r r e s p e c t i v e l y . A 
r e a s o n a b l e p e r c e n t a g e v a l u e w o u l d b e b e t w e e n 31 a n d 10%. 
When the value of D = 0, or some small incremental 
value, 6 = .000001, the best estimate is obtained for the 
parameters that minimizes the sum of squared errors. The 
corresponding variance would be 
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Step 3. Confidence i n t e r v a l fo r parameters. I f the 
degree of n o n l i n e a r i t y s a t i s f i e s i nequa l i t y (3-38) then an 
approximation fo r the l i n e a r theory confidence reg ion 
i • 
s s c e ) - s s ( e ) -< P l § $ - ] F i s P j N _ p i i • ^ E l | i ( c _ 5 ) 
can be used to f i n d the confidence i n t e r v a l fo r each parameter. 
A d i r ec t search procedure can be used to f i nd the end points 
of the confidence i n t e r v a l f o r each parameter as f o l l o w s : 
( i ) Holding parameter " a " at i t s least squares 
estimated va lue , search along the ax is of " b " 
i n both d i rec t i ons from b u n t i l equation (C-5) 
i s s a t i s f i e d . The smallest value fo r b and the 
la rges t value fo r b that s a t i s f y equation 
(C-5) are the lower and upper confidence l i m i t s 
r espec t i ve l y f o r b. 
( i i ) Repeat procedure i , revers ing the ro les fo r 
the parameters. 
Step 4. Confidence i n t e r v a l fo r the s lope . I f the 
j o i n t confidence reg ion fo r the parameters can be de f ined , 
then a confidence i n t e r v a l fo r the slope can be determined. 
Having determined the confidence i n t e r v a l f o r at least 
one parameter, say parameter " b M . we can conduct a search 
at incremental po in ts w i t h i n t h i s i n t e r v a l along the parameter 
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axis to obtain peripheral points of the joint parameter 
confidence region. The value of the slope for a given trial 
at any peripheral point corresponds to either an upper or 
lower limit for the slope at those particular values of 
(a,b). To determine the lower and upper limits of the slope 
at a given trial for the entire joint confidence region, 
select the smallest and largest value of the slope computed 
over the various periphery points. The smallest and the 
largest slope value correspond to the lower and upper 
confidence limits respectively for the slope at that given 
trial. 
Appendix D consists of a computer program which estimates 
the parameters and o^5 tests the degree of'nonlinearity and 




PROGRAM NL.NT EST(INPUT ,OUTPUT•TAPES™INPUT*T A P E 6 = 0 U T P U T ) DIMENSION TIME(50)•ME(10*20)*ALPHA(10)*BETA(10)*T(20)? COBS(50) COMMON I X C C BRACKET PARAMETER ESTIMATES AND READ I N LOWER VALUE F O R C EACH. CHOOSE LARGE NUMBER FOR INITIAL SUM OF SQUARES C UALUE » SSC « C 
READ* rN » A y B , F> F ( OBS ( I ) R I = 1?N)", READ** ( TIME (I ) r I'-l *N) \ R E: A Li % f ( T ( K ) f K -1 • N > C - ; C THIS PROGRAM SOLVES FOR PARAMETERS.- ' AB > ' B B B Y c MINIMIZING THE SUM OF SQUARED ERRORS USING A C GRADIENT TYF'E SEARCH PROCEDURE. C PARMADA " ' " PARMB-B -DO .11 K--1 * 1 0 0 F t j =Fi2~F"2i=F22 = 0 . 0 -Q 1 = Q 2 = " 0 . 0 DO 12 1 = 1 * N F1 = ( 0 . 0 - C 3 - 0/T I ME ( I ) **PARMB ) ) F2*(0 .0-(PARMA/(TIME(I)WAR'MB))*ALOG(1. O/TIME (I))) F11=F11+F1*F1 F 12~F12 + F1*F2 F£i=F21+F2*Fl F22=F22+F2*F2 Q1=Q1+ (0BS(I)-(1.0-PARnA/(TIME(I)>}̂ PARMB) ) > * F 1 G2==G2 + < OBS( I ) - ( 1 .0--PARMA/(TIME( I >**PARMB> ) > * F 2 12 CONTINUE C C SOLVE FOR ELEMENTS OFDIRECTION VECTOR T H A T W I L L C IMPROVE OUR ESTIMATES OF PARAMETERS " A " A N D 8 B " . C F I N I ' I C IT 1 B ANI'I E D2 " B Y S0L VING A 2X3 HATRIX • C I F ( F i t 5 . G T . H ) G O T O 1 3 F l : 1 5 = F U 5 * H 
01 !J-015*H 
13 I F C F 2 2 5 . G T . H ) G O T O 1 4 
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F 2 2 5 = F 2 2 5 * H Q 2 5 = Q 2 5 * H 1 4 D i = G 1 5 D 2 = Q 2 5 C C F I N D M A X I M U M D I S T A N C E * V M I N r . T O " P R O C E E D I N N E W C D I R E C T I O N F R O M C U R R E N T P A R A M E T E R V E C T O R T O G A I N C * A N I M P R O V E M E N T I N M I N I M I Z I N G S U M O F S Q U A R E D E R R O R S C W = 1 . 0 
6 5 A 1 = P A R M A B i = P A R M B A 2 = P A R M A + ( W * . 5 ) * D 1 B 2 = P A R M B + ( W * . 5 ) * D 2 A 3 = P A R M A + U 1 * D 1 B 3 = P A R M B + W * D 2 Q A 1 = G A 2 = G A 3 = 0 . 0 * . . D O 1 5 1 = 1 * N Q A 1 - Q A1 + <•• • BS < I ) - ( 1 t 0 - A1 / ( TIM E < I > * * B1 )' ) ;) * * 2 Q A 2 = G A 2 + ( 0 B S Q ) - ( 1 . 0 - A 2 / ( T I M E ( I ) > k X h 2 > ) ' • ) * * 2 G A 3 - Q A 3 + ( O B S ( I ) - ( 1 . 0 - A 3 / ( T I M E ( I ) * # B 3 ) ) ) - # # 2 1 5 C O N T I N U E , • V A L _ 1 = G A 1 + G A 3 U A L 2 = 2 . 0 * G A 2 -I F " ( V A L 1 . E G . U A L 2 ) G O T O 1 8 V M I N = 0 . 5 + . 2 5 * ( Q A 1 - G A 3 ) / ( G A 3 - 2 . 0 * G A 2 T G A 1 ) 1 8 A ' v ' = P A R M A + U M I N * W * D l . B V = P A R M B - f V M I N * W * D 2 
B W = 0 . 0 - 5 . 0 I F < B U . G T . B W ) G O T O 2 G O T O 1 6 2 G V = 0 . 0 DO 19 . 1 = 1 t - H Q V = G V + < O B S ( I ) - < 1 . O - A V / ( T I M E ( I ) **BV) ) . ) * * 2 1 ? C O N T I N U E U A L = Q V - Q A 1 • I F < V A L . L I . . 0 0 0 0 1 ) G O T O 2 0 W = W * . 5 W R I T E C 6 ? ? 7 ) G V 9 7 . F O R M A T ( s V Q V = B r F 1 1 . 8 ) 
G O T O 6 5 2 0 D 1 1 = D 1 D 2 2 = D 2 I F ( D 1 1 . G T . 0 . 0 ) G O T O 6 1 D l l = ( 0 . 0 - l . b ) * D l l 6 1 I F ( D l l . G T . . 0 0 0 0 0 1 ) G O T O 6 2 I F ( D 2 2 . G T . 0 . 0 ) G O T O 6 3 D 2 2 = ( 0 . 0 - l . 0 ) * D 2 2 6 3 I F ( D 2 2 . L T . . 0 0 0 0 0 1 ) G O T O 1 6 
1 3 8 
I F ( F ' A R M B B . E Q . P A R M B ) G O T O 1 6 6 2 P A R M A = P A R M A + V M I N * U * D 1 P A R M B = P A R M B + V M I N * W * D 2 P. A R M B B = P A R M B I F ( P A R M B . L T . 5 . 0 ) G O T O 1 1 G O T O 1 6 1 1 C O N T I N U E 1 6 S = ( U A l / ( N - 2 ) ) * * 0 . 5 W R I T E ( 6 » 1 7 ) P A R M A - P A R M B ? S 1 7 F O R M A T < e * / " F ' A R M A = " F F 1 1 . S ? 5 X , ' p A R M B = 'T C F 1 1 . 8 » 5 X y * S T Ii D E V = • • F 1 1 . 8 ) C C C H E C K D E G R E E O F N O N - L I N E A R I T Y U S I N G B E A L E " S M E T H O D C S N U M = 0 . 0 
S D E M = 0 . 0 -C • , ' 
C • G E N E R A T E C O M B I N A T I O N S O F T H E P A R A M E T E R S A B O U T T H E 
C E S T I M A T E D : V A L U E S , ' , 
C 
B 1 = P A E M B - 0 , 0 8 * P A R M B 
D O 2 1 1 = 1 , 9 A L F" H A ( I ) = F' A R M A - 0 . 0 S % P A R M A B E T A ( I ) = B i -f ( I - 1 ) 10 . 0 £ % P A F; M B • I F ( I . L E . 3 ) G O T O 2 1 A L P H A ( I ) = p f t R M A + 0 . 0 S * P A R M A B E T A < I > = B 1 + < 1 - 4 ) # 0 . 0 8 # P A R M B I F ( I . L E . 6 ) G O T O 2 1 A L F ' H A ( I ) ~ F ' A R M A I F ( I . E Q . - S ) G O T O 2 4 B E T A ( I ) - B 1 + ( I - 7 ) $ 0 . 0 8 % P A R M B G O T O 2 9 2 4 B E T A ( I ) = B 1 + 2 . 0 * 0 . 0 S % P A R M B 2 9 I F ( I . L E . S ) G O T O 2 1 B E T A ( I > = F ' A R M B 2 1 C O N T I N U E C C • T E S T D E G R E E O F N O N - L I N E A R I T Y C D O 2 2 1 = 1 . 9 D O 2 3 J = 1 * N 
; V E ( I • J ) = 1 . O - A L P H A ( I ) / ( T I M E ( J ) # * B E T A ( I ) ) 2 3 C O N T I N U E 2 2 ~ C O N T I N U E D O 2 5 1 = 1 . 8 
D E M - - 0 . 0 D O 2 6 J = l » N X = 0 . 0 - 1 . 0 / ( T I M E ( J ) * * B E T A - < 9 ) ) 
Y = 0 . 0 - A L P H A ( 9 ) * A L Q G < 1 . 0 / T I M E < J ) ) * ( < 1 . 0 / T I M E ( J ) ) * * B E T A 
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C<9) ) G =(VE(IfJ)-( VE < 9>J) + (ALPHA <I)-ALPHA(9))*X+(BETA(I) C-BETA(9))*Y))**2 SNUM=SNUM+Q I'i = ( VE (I, J ) -VE < 9 f J ) ) **2 DEM-DEN-FD 26 CONTINUE 
S H E M ~ SD E h + Ii E M * * 2 25 CONTINUE RESULT=P*(S**2)*(SNUM/SDEM) WRITE<6>27> S N U i * S D E M » R E S U L T 27 FORMAT<• "r'SNUM = " » F11 • 8 »5X »E SDEM = B»F11.8«5X* C " RESULT- \,F10.8) C C DETERMINE IF LINEAR THEORY RESULTS CAN DE USED AS APPROX-C IAMATIONS FOR PARAMETERS "A" AND c Bu C CPVAL=0.01/F IF (RESULT ,LE. CPVAL) GO..TO 31 WRITE(6.28) 28 FORMAT(" ByBDEGREE OF NON-LINEARITY TOO LARGE6) GO TO 60 C C COMPUTE THE CONFIDENCE LIMITS FOR THE SLOPE AT C SPECIFIED TIME C -C C COMPUTE THE COMPARISON VALUE FOR THE CONFIDENCE TEST C 31 UCL=P*<S**2>*r*(l .0+( <N*(P+2.0) )/(P*(N-P) > )*RESULT> S5E=<S**2>*<N-P> C C DETERMINE LOWER AND UPPER BOUNDS ON PARAMETER "B". C THEN CONDUCT A SEARCH ALONG THIS INTERVAL TO DETER-C MINE UPPER AND LOWER BOUNDS ON THE SLOPE. C • ̂  RED---0.0005 : BL--PARMB ••••• 34 BL=BL~RED 
PARJ=0.0 
DO 32 1 = 1 -N CBL-1. 0-PARMA/(TTHE(I)**BL) SPBL-(OBS(I)-CBL)**2 PARJ=PARJ+SPBL 32 CONTINUE DIF F B L - F" A R J - S S E IF (DIFFBL . GE. UCDGO TO 33 GO TO 34 
33 WRITE(6«35)BL 
14 0 
3 5 - F G R M A T C B / " B L = % F 1 1 . 8 ) B U = r ' A F v M B 3 8 . B U = B U + R E D P A R K = 0 . 0 D O 3 6 1 = 1 , N 
C B U = 1 . 0 - P A R M A / ( T I M E ( I ) * # B U ) •_ S P B U = < O B S < I ) - C B U ) * * 2 
P A R K = P A R K + S P B U 3 6 C O N T I N U E D I F F B U = P A R K - S S E .IF ( D I F F B U * G E . U C L ) G O T O 3 7 G O T O 3 8 3 7 W R I T E . ( 6 . 3 ? ) B U 3 9 F O R M A T ( ' ' t " B U = ' R Fl 1 . 8 ) M = ( B U - B D / \ 0 0 5 + 1 D O 4 0 K ~ 1 > N S L V A L = 99 . 0 ' U V A L = 0 . 0 - B 3 - - - B L - . 0 0 5 ' 
D O 5 4 J=lRH B 3 - B 3 + . 0 0 5 , ' 
. C O M P U T E L O W E R L I M I T F O R 6 A 6 G I V E N P A R T I C U L A R V A L U E "B" 
A L = P A R M A R E D = 0 . 0 0 5 • '' 4 3 A L = A L - R E D P A R L •- 0 . 0 D O 4 1 1 = 1 ? N C A L = 1 . 0 - A L / < f I M E ( I ; * # B 3 ) S P A L = ( O B S ( I ) - C A D * * 2 P A R L = P A R L + S P A L 4 1 C O N T I N U E Ii IFP" A L - F' A R L - S S E I F ( D I F F A L . G E * U C L ) G O T O 4 2 G O T O 4 3 
• C O M P U T E V A L U E O F S L O P E F O R G I V E N " A L 8 R ' B » T ( K ) 
4 2 S L ' L = ( A L * I < 3 ) / ( T < K ) * * ( B 3 + i . O ' ) ) 
, S A V E S M A L L E S T V A L U E O F S L O P E O V E R F U L L I N T E R V A L O F " B ' 
L O W E R I N T E R V A L O F " A " A N D S P E C I F I E D T I M E * * T ( K ) * 
I F ( S L L . L T . S L V A L ) G O T O 4 6 G O T O 4 7 4 6 S L V A L = S L L " A L V A L = A L • B L V A L = B 3 
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4 7 A U - P A R M A 5 0 A U - A U - F R E D P A R U = = 0 . 0 D O 4 8 1 = 1 y N C A U - 1 . O - A U / ( T I M E ( I ) & # B 3 ) S P A U = ( O B S < I ) - C A U ) * * 2 • P A R U = P A R I H - S P A U 
4 8 C O N T I N U E D I F F A U - P A R U - S S E I F ( D I F F A U 4 - G E . U C L ) G O T O 4 9 G O T O 5 0 
C 0 M P U T E V A L U E 0 F SL 0 P E FOR GIVEN 11 A U " v " B % ,! T ( K ) " 
4 9 S U L » < A U * B 3 > / ( T ( K ) * * + 1 . 0 ) ) 
S A V E L A R G E S T V A L U E O F S L O P E O V E R I N T E R V A L B B " y U P P E R I N T E R V A L O F " A " y A N D S P E C I F I E D T I M E y " T < I O • 
I F ( S U L < • G " i " . U V A L ) G O T O 5 3 G O T O 5 4 
5 3 U V A L - S U L A U V A L = A U r B U V A L = B 3 5 4 C O N T I N U E 
P R I N T O U T U P P E R A N D L O W E R C O N F I D E N C E I N T E R V A L V A L U E S F O R S L O P E y G I V E N T I M E * B T C I O " A L O N G W I T H T H E C O R -R E S P 0 N D I N G V A L U E S 0 F " A " y A N D " B " W R I T E ( 6 y 5 5 ) K * T < K ) y S L V A L * A L V A L y B L V A L ? U V A L y A U V A L y B U V A L 55 FORMAT ( u » " 1 ( " y 112 y " ) ~ " y F'4 • 1 y 4X y " SLVAL- "yF10,8? C 5 X y B A L V A L ™ " y F 1 0 . 8 y 5 X y " B L V A L " " ? F : I . O . 8 / 1 6 X y R U V A L - B ' y C F l O . S y S X ' y " A U V A L " , : y F : I . O . 8 y 5 X ' y " B U V A L - " y F l O . S ) 4 0 C O N T I N U E 6 0 S T O P E N D 
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