Let Z be a k -way array whose q 1 ×· · ·×q k elements are independent standard normal variables. For
Introduction
Let Z = (z j 1 ···j k ), j i = 1, . . . , q i , i = 1, . . . , k, be a k -way random array whose components are distributed independently according to the standard normal distribution N(0, 1) . Let h i = (h i1 , . . . , h iq i ) ∈ R q i , i = 1, . . . , k, be coefficient vectors and consider a multilinear form of degree k, or k -form, defined by is the ( k i=1 q i )-dimensional column vector consisting of the components of Z by the lexicographic ordering. We consider the maximum of the k -form under the condition h i = 1 for any i, i.e.,
and its standardized statistic
Here · denotes the usual Euclidean norm. Note that T k ≥ 0 and 0 ≤ U k ≤ 1 since
By imposing the additional condition that q 1 = · · · = q k ( = q, say), we also consider the symmetric multilinear form of degree k, or symmetric k -form, g k (h 1 , . . . , h k ; sym(Z)) . Here sym(Z) is the k -way array with (j 1 , . . . , j k )-th component It can be easily proved that the maximum in (1.3) is attained when h 1 = · · · = h k ( = h, say) holds. Therefore we can writẽ
g k (h, . . . , h; sym(Z)) = max h =1g
where h = (h 1 , . . . , h q ) ∈ R q and
Note thatT k ≥ 0 and 0 ≤Ũ k ≤ 1 for k odd, and that −1 ≤Ũ k ≤ 1 for k even. The primary purpose of this paper is to give some explicit formulas for the tail probabilities for T k , U k ,T k , andŨ k . More precisely, we shall give asymptotic series for P (T k ≥ a) and P (T k ≥ a) when a is large, and expressions for P (U k ≥ a) and P (Ũ k ≥ a) for a greater than a suitable constant. When k = 2 the k -way array becomes a q 1 × q 2 random matrix Z = (z j 1 j 2 ), and T 2 = max h 1 Zh 2 is the largest singular value of Z . Therefore T 2 2 is the largest eigenvalue λ 1 (ZZ ) of the q 1 × q 1 matrix ZZ , or λ 1 (Z Z) of the q 2 × q 2 matrix Z Z, where ZZ or Z Z are distributed according to the Wishart distributions W q 1 (q 2 , I q 1 ) or W q 2 (q 1 , I q 2 ), and I d denotes the identity matrix of order d . The distribution of the largest eigenvalue of the Wishart matrix was extensively studied because of its both practical and theoretical importance. When the expectation parameter matrix is the identity (i.e., the null case), the distribution of the largest eigenvalue can be obtained in principle by integrating out the other eigenvalues in the joint density of eigenvalues (e.g., Chapter 13 of Anderson (1984) ). Along this line, some algorithms for evaluating the distribution function were devised. See a survey paper by Pillai (1976) . Although this approach enables us to numerically evaluate the distribution functions, it does not yield explicit formula for the marginal distribution of the largest eigenvalue unless min(q 1 , q 2 ) is small.
The distribution of U 2 2 = λ 1 (ZZ )/tr(ZZ ) = λ 1 (Z Z)/tr(Z Z), the largest eigenvalue divided by the trace of the same Wishart matrix, has an important application in the analysis of variance. In the analysis of two-way layout data without replication, Johnson and Graybill (1972) proposed a test statistic for interaction effects, where the null distribution coincides with that of U 2 2 . Similarly when we extend their method to three-way layout, or multiway layout of higher order, the distribution of U 2 k , k ≥ 3, are needed. We summarize these applications in the analysis of multiway layout data in Section 2.1. Davis (1972) gave an algorithm to evaluate the distribution function for U 2 2 numerically, as well as the explicit expressions for min(q 1 , q 2 ) = 2, 3 . Using the method by Davis (1972) , Schuurmann et al. (1973) provided a table of quantiles.
The maximum of the symmetric 2-formT 2 is the largest eigenvalue of the symmetric matrix A = sym(Z) = (Z + Z )/2, (1.5) whose each diagonal element and upper off-diagonal element are independently distributed as the normal distributions N(0, 1) and N(0, 1/2), respectively. It is to be noted that the distribution of A is multivariate symmetric normal distribution, which is the limiting distribution of standardized Wishart matrix as degrees of freedom go to infinity. In Section 2.2 we show that the statisticsT 3 andT 4 arise as the limits of the test statistics for multivariate normality proposed by Malkovich and Afifi (1973) . In order to derive the tail probabilities of the maxima introduced above, we employ a geometric approach. Around sixty years ago, motivated by the work by Hotelling (1939) , Weyl (1939) defined the tube in the Euclidean space as well as the unit sphere of general dimension, and derived a formula for the volume of tube. For the history and applications to statistics, see Knowles and Siegmund (1989) . More recently, Sun (1993) has developed a general theory of the tail probability of the maximum of Gaussian random field with finite Karhunen-Loève expansion. Sun's theory states that the tail probability is expressed in terms of the geometric quantities which appear as the coefficients of Weyl's tube formula for a manifold defined by the Karhunen-Loève expansion. As we shall see later, evaluation of the tail probabilities for U k andŨ k can be reduced to the evaluation of the volume of tubes. Derivation of the tail probabilities for T k andT k are within the scope of Sun (1993) . However it is in general difficult to determine the coefficients in Weyl's tube formula. For example, although Sun (1991) discussed the tail probability of pursuit index in exploratory projection pursuit, she could not evaluate the corresponding geometric characteristics explicitly. In our paper, we elucidate the differential geometric structure of corresponding manifolds and determine the geometric characteristics in explicit forms.
Outline of this paper is as follows. In Section 2, applications of the distributions of the maxima introduced in Section 1 are explained. In the testing problems described in Sections 2.1 and 2.2, the distributions for U k andT k are required to calculate pvalues, respectively. In Section 3, we prepare geometric tools. In our recent paper, Takemura and Kuriki (1997) have developed the distribution theory for the projection onto convex cone. The maximum of Gaussian random field with finite Karhunen-Loève expansion can be regarded as the projection onto nonconvex smooth cone. We summarize the theory by Weyl (1939) and Sun (1993) in a form comparable to Takemura and Kuriki (1997) . We also give a theorem to calculate the critical radius, the extreme radius for which Weyl's tube formula is valid. Sections 4 and 5 are devoted to the statistics T k , U k ,T k , andŨ k . We elucidate the geometric structures of corresponding manifolds, determine the geometric quantities, and then obtain the formula for the tail probabilities. By giving some numerical examples we also demonstrate that the obtained expressions are practical enough for calculating p-values.
Applications to testing hypotheses
In this section we discuss testing problems where the distributions of the maxima introduced in Section 1 are required in calculating their p-values.
Tests for interaction in multiway layout without replication
Let x ij , i = 1, . . . , I, j = 1, . . . , J, be observed as two-way layout data without replication. For such data Johnson and Graybill (1972) assumed a model:
where α i , β j , g, u i , and v j are unknown parameters and ε ij is a random error distributed independently as N(0, σ 2 ) with σ 2 unknown. They proposed a test for interaction effects, or non-additivity, as a likelihood ratio test for testing H 0 : g = 0 . They showed that the critical region of the likelihood ratio test is given by
for some constant c, where Y = (y ij ) is a I × J matrix with (i, j)-th element
and λ 1 (Y Y ) is the largest eigenvalue of Y Y . Here the dot means the arithmetic mean with respect to the corresponding subscript, e.g.,
Under the null hypothesis H 0 : g = 0, the distribution of the likelihood ratio test statistic in (2.2) is shown to be that of U 2 2 in (1.2) with q 1 = I − 1, q 2 = J − 1 . As an extension of Johnson and Graybill (1972) , Kawasaki and Miyakawa (1996) considered the following model in the analysis of three-way layout without replication:
where ε ijk is distributed independently as N(0, σ 2 ), i = 1, . . . , I, j = 1, . . . , J, k = 1, . . . , K . Here as in (2.1) the parameters (αβ) ij , (αγ) ik , (βγ) jk , g, u i , v j , w k , and σ 2 are unknown. Using this model they proposed a test for the null hypothesis H 0 : g = 0 . The critical region of the likelihood ratio test is of the form
3)
, and w = (w 1 , . . . , w K ) are unit vectors, and 
In a similar fashion, one can extend this method to multiway layout of higher order. For the k -way layout data without replication we can propose the likelihood ratio test statistics as in (2.3), whose distribution under H 0 is that of U 2 k .
Tests for multivariate normality
Let x 1 , . . . , x n ∈ R q be n independently and identically distributed random vectors. Define the third and fourth sample cumulants with respect to the direction u ∈ R q , u = 0, by
. Motivated by Roy's union intersection principle, Malkovich and Afifi (1973) proposed tests for multivariate normality. The proposed test statistics are 
4 (i = 4) . Machado (1983) and Baringhaus and Henze (1991) proved that, under the null hypothesis that the distribution of x i is q -variate normal, √ nb 3 converges in distribution to max u∈S q−1 y 3 (u), and both √ nb 4 converge in distribution to the common limit max u∈S q−1 y 4 (u), as n goes to infinity.
Let z be a q 3 or q 4 -dimensional random column vector whose each component is distributed independently as N(0, 1) . Then it can easily be seen that the Gaussian fields y 3 (u) and y 4 (u) have representations
This means that √ nb 3 converges in distribution to √ 6T 3 , and √ nb
Distribution of the projection onto nonconvex smooth cone
In this section we summarize geometric tools mainly from Weyl (1939) , Sun (1993) , and Johansen and Johnstone (1990) in a form suitable for our development. Furthermore by reexamining Sun's derivation of the asymptotic expansion of the tail probability, we give upper and lower bounds for the tail probability P (T ≥ a) for the non-standardized maximum (such as T k orT k in (1.1) or (1.3)), which are valid for each a > 0 . We provide our own simplified proofs of these results in Appendix B.
2 ] = 1 with the index set I . We assume that x(t) has a finite Karhunen-Loève expansion: 
We put some assumptions on M .
which is smooth except for the origin. For x ∈ R p let x K ∈ K denote the projection of x onto K :
x K may not be unique but x K and x − x K are uniquely determined. In Takemura and Kuriki (1997) we investigated properties of projection onto a convex cone K . In the case of the convex cone x K is always uniquely determined and its distribution is nicely characterized asχ 2 distribution. By introducing a cone K in (3.2) it becomes clear that the results in this section are closely related to those in Takemura and Kuriki (1997) .
For nonconvex K we need to be concerned with the uniqueness of projection x K . The essential notions are the tube around M and critical radius (critical angle) of M with respect to the geodesic distance of S p−1 . Here the geodesic distance between two points u, v ∈ S p−1 is given by arccos(u v), which is the lengths of the part of the great circle joining u and v .
For 0 < θ < π the tube of geodesic distance θ around M on S p−1 is defined by
C θ (u) is the set of points v with the geodesic distance less than θ from u and such that the geodesic from u to v is orthogonal to T u (M) at u . Since M is a closed non-bordered submanifold of S p−1 we obviously have
The supremum θ c of θ for which M θ does not have self-overlap is called the critical radius (or critical angle) of M :
Note that the critical radius never exceeds π/2, which is attained when 
where P v is the orthogonal projection onto the tangent space
Remark 3.1 Let
be the square root of the argument of the supremum in (3.3 Let K θ denote the cone associated with M θ :
As before K denotes the cone associated with
The one-to-one correspondence
is of class C 1 and Weyl (1939) derived its Jacobian. We state the Jacobian in the following lemma.
Lemma 3.2 Let H(u, v) denote the second fundamental form of K at u with respect to the direction
where du denotes the volume element of M and dv denotes the volume element of
A simple proof of this Lemma 3.2 is given in Appendix A of Kuriki and Takemura (1997) . Let tr j H denote the j -th trace, i.e., the j -th elementary symmetric function of the
has at least one eigenvalue (principal curvature) equal to 0 with the eigenvector (principal direction) u . Therefore
and (3.5) can alternatively be written as
Moreover as shall be explained in Appendix A, the principal curvatures of K at u with respect to the principal directions orthogonal to u coincide with the principal curvatures of M at u . In other words H(u, v) appearing in (3.5) and (3.6) can be replaced with the second fundamental form of M at u with respect to v .
From Lemma 3.2 the volume of M θ , θ ≤ θ c , is obtained as follows. Let
denote the total volume of S d−1 and letB m,n (a) denote the upper tail probability of the beta distribution with parameter (m, n)
where
This formula was given by Weyl (1939) . A simple proof is given in Appendix B. Note that w d+1−e corresponds to the weight ofχ 2 distribution for piecewise smooth cone given in Theorem 2.4 of Takemura and Kuriki (1997) .
Now consider the tail probability of standardized maximum statistic. Let x(t) be given as in (3.1) and consider
Because z/ z has the uniform distribution over
If a ≥ cos θ c then Vol(M θ(a) ) is given by Lemma 3.3. For convenience we state this as a lemma.
Lemma 3.4 For
Now we consider the non-standardized statistic. Let
Denote the density and the upper tail probability of χ 2 distribution with m degrees of freedom by g m (a) andḠ m (a), respectively. Furthermore for a, b > 0 define
Q m,n (a, b) can be evaluated by numerical integration. It is also easy to obtain recurrence relations among Q m,n (a, b)'s.
Now we can state the following theorem.
and
Proof is given in Appendix B. Furthermore it is easy to see that
As a corollary to Theorem 3.1 we have the following result by Sun (1993) : 
The maximum of multilinear form
In this section we derive tail probabilities for the maximum T k (1.1) of multilinear form of degree k as well as its standardized statistic U k (1.2) defined in Section 1. Let
be a manifold of dimension
It is easy to check that M k is a submanifold of S p−1 satisfying Assumption 3.1. The statistics T k and U k are written as
respectively, where z is a p-dimensional column vector distributed as N p (0, I p ) . Then T k and U k are of the form of the random variables T and U in (3.9) and (3.8) whose tail probabilities can be derived by virtue of Lemma 3.4, and Theorem 3.1 or Corollary 3.1 of Section 3.
In Section 4.1 we determine the geometric quantities of M k . We first determine the tangent space T u (M k ) of the manifold M k at each point u ∈ M k , and obtain the metric (first fundamental form) G(u) = (g ij (u)) and the volume element du at u . Second we determine the orthogonal complement
In Section 4.2 the coefficient w d+1−e in (3.7) for M k shall be given. We perform double integration of the generalized trace tr e H(u, v) of the second fundamental form with respect to the volume element measure dv over
⊥ ∩ S p−1 followed by the integration with respect to the volume element du over M k . By dividing the result by
In addition to w d+1−e , we have to know the critical radius θ c of M k which is required by Lemma 3.4 and Theorem 3.1. Calculation of θ c by virtue of Lemma 3.1 is given in Section 4.3.
We present some numerical examples in Section 4.4 to show the accuracy of the obtained formulas.
Volume element and second fundamental form
We begin by determining the geometric quantities of M k . We introduce a local coordinate system to make calculations simple. Let t i = (t i1 , . . . , t i,q i −1 ) be a local coordinate system of
Taking a derivative of φ(t) with respect to t ia , we have
where δ ij is the Kronecker's delta and
which is a product of the volume elements of
We need to be careful about the fact that M k and
, since the signs of h 1 , . . . , h k−1 can be arbitrarily chosen.
Noting this fact, we have the following.
Corollary 4.1 The total volume of
be a p × (q i − 1) matrix, and let
be a q i × (q i − 1) matrix. Then the columns of two p × (q i − 1) matrices
Any vector orthogonal to u = h 1 ⊗· · ·⊗h k and the column spaces of B i , i = 1, . . . , k, can be written as
where e's are column vectors of appropriate sizes, e.g., e 12 is (
Now taking a second derivative we have
is written as a block matrix with (i, j)-th block
On the other hand, as we have seen in (4.2) 
Derivation of the coefficient w d+1−e
For fixed u ∈ M k we evaluate the integral
where dv is the volume element of
⊥ . We introduce a random variable and replace the integration with an expecta- 
.
Hence we have a representation of the integral (4.5) as
(4.6)
Note that the random vector y can be written as
Now we return to our problem of multilinear from of degree k . As we saw, 
indicates the set which contains a . Consider a set of m pairings (ii) For each pairing in (4.8), say (a 2l−1 , a 2l ), a 2l−1 and a 2l do not belong to the same set of (4.7), i.e., τ (a 2l−1 ) = τ (a 2l ), l = 1, . . . , m. 
where P (A) is the set of permutations of the elements of A . Since H = (h ab ) 1≤a,b≤d is a symmetric random matrix whose diagonal and upper off-diagonal elements are zero mean independent random variables (maybe a constant 0), even and π(a) = a, π(π(a)) = a, ∀a . In this case sgn(π) = (−1) e/2 , and by relabeling the indices of a's, non-vanishing terms in (4.9) can be written uniquely in the form of
Therefore for e even we have
Since the expectation in the right hand side is 1, and the summation is taken over all sets of m = e/2 pairings (4.8) satisfying (i) and (ii), we prove the lemma.
For k = 2 and 3, n k can be written as follows.
Lemma 4.4 For
11)
where the summation is taken over triplets (l 1 , l 2 , l 3 ) of integers such that 
ways of making m pairings of the form (4.8) satisfying (i) and (ii). Taking summation for feasible triplets (l 1 , l 2 , l 3 ) proves (4.11).
For k = 2, 3, the following recurrence formula is useful for calculating
otherwise.
Here in the last expression the arguments of n k should be reordered so that 
Proof. Consider the first element '1' of
ways where '1' makes a pairing with one element of A j . Then the last equation of the recurrence formula follows when m ≥ 1 and d k ≥ 1 . The other three equations are obvious boundary conditions for the recursion.
Now we proceed to integrating (4.5) with respect to du :
As we already saw, the integrand does not depend on u . Therefore the integration with respect to du over M k reduces to multiplying by a constant
Then from (4.6) the coefficient in (3.7) for M k is
E[tr e H(u, y)]
Summarizing the above calculations, we obtain the following theorem. 
Theorem 4.1 The nonzero coefficient w d+1−e in (3.7) for the tail probabilities of T k in (1.1) and U k in (1.2) is given by
(q + ν − 1) − e/2) Γ(q − e/2) Γ(ν − e/2) (e/2)! (4.12)
for e/2 = 0, 1, . . . , min(q, ν) − 1 ; the other w d+1−e 's are 0.
Note that we can assume ν ≥ q without loss of generality. Indeed (4.12) is symmetric in ν and q . 
(4.14)
This is another expression of the formula by Hanumara and Thompson (1968). They concluded that this formula is accurate enough for calculating significance levels and made a table of quantiles based on it. Although they did not state any mathematical properties, we now know that (4.14) is justified as an asymptotic expansion as x goes to infinity.
A proof of (4.13) shall be given in Appendix D.
Critical radius
In this subsection we obtain the concrete value of the critical radius θ c of the manifold M k in (4.1) by virtue of Lemma 3.1.
and the column spaces of
Then the orthogonal projection matrix onto T v (K k ) is given by
Note that bothṽ P vṽ andṽ v depend onṽ and v throughh i h i = x i (say) which takes values −1 ≤ x i ≤ 1 . Then by Lemma 3.1
Here we take the supremum by two steps: First, take the supremum under the restriction that i x i (= y, say) is fixed. Second, take the supremum with respect to −1 < y < 1 . By the relation between the arithmetic and geometric means, we have
where the equality holds if and only if x
Note that in (4.15) we can restrict y to be nonnegative. Here we give a lemma, whose proof is given in Appendix C.
Lemma 4.6
where the supremum is attained when z ↑ 1 .
Then by making a change of variable y = z k in (4.15), we have by Lemma 4.6 that cot 2 θ c = 2(k − 1)/k .
Theorem 4.2 The critical radius θ c of M k in (4.1) is given by
cos 2 θ c = 2k − 2 3k − 2 , k ≥ 2.
Examples

The maximum of 2-form (3 × 3)
Consider the statistic T 2 in (1.1) with q 1 = 3, q 2 = 3 . Then T 2 is the square root of the largest eigenvalue of the Wishart matrix W 3 (3, I 3 ) . Then p = q 1 q 2 = 9 and d = q 1 + q 2 − 2 = 4 . The approximate tail probability for T 2 is given by
Since the critical radius θ c is given by tan 2 θ c = 1, the lower bound is
Let M c denote the tube of distance θ c around M k . The upper bound is
where Vol(M c )/Ω 9 . = 0.990. In Figure 4 .1 the approximate tail probability by (4.17) as well as the exact tail probability calculated by the method of Pfaffian (e.g. Pillai (1976) 
The maximum of 3-form (2 × 2 × 2)
As another example we consider the statistic T 3 in (1.1) with q 1 = q 2 = q 3 = 2 . Then p = i q i = 8 and d = i (q i − 1) = 3 . Since n 3 (1, 1, 1; 0) = 1 and n 3 (1, 1, 1; 2/2) = 3, we have w 4 = π, w 2 = −3π/2, and the other w 's are 0. Therefore we have 
and 
The maximum of symmetric multilinear form
In this section we obtain tail probabilities for the maximumT k (1.3) of symmetric multilinear form of degree k and its standardized statisticŨ k (1.4) introduced in Section 1. The construction of this section is the same as that of Section 4. In Section 5.1 the geometric quantities such as the volume element and the second fundamental form are determined. The coefficient w d+1−e in (3.7) is given in Section 5.2. Section 5.3 is devoted to the calculation of critical radius. A numerical example is illustrated in the last Section 5.4.
Volume element and second fundamental form
Throughout Section 5, we use d and q − 1 interchangeably. As is the manifold M k in (4.1), it is easy to check thatM k is a submanifold of S p−1 satisfying Assumption 3.1. The statisticsT k andŨ k are written as
respectively, where z is a p-dimensional column vector distributed as N p (0, I p ) . Here it is to be noted that the representation (h ⊗ · · · ⊗ h) z is not of minimal dimension.M k or its associated coneK k = c≥0 cM k is degenerated. It is easily proved that
(see, e.g., Takemura (1993)). As stated in Remark 3.2 we have to be careful that the p = q k appearing in Theorem 3.1 should be replaced with p = q+k−1 k . First of all, we introduce a local coordinate system for the sake of convenience of calculation. Let t = (t 1 , . . . , t q−1 ) be a local coordinate system of
Taking a derivative of ϕ(t) with respect to t i , we have
is the (i, j)-th element of the metricḠ of S q−1 at h = h(t) . Therefore we have G = kḠ, and hence the volume element at u is 
Lemma 5.1 The volume element ofM
On the other hand when k is odd, it is easy to show thatM k and S q−1 are one-to-one. Noting this fact, we have the following.
Corollary 5.1 The total volume ofM k is
Here,
Since the columns of a q × (q − 1) matrix
is of rank q − 1 whose columns are orthogonal to h, it holds that 
Now taking a second derivative we have
Then v (∂ 2 ϕ/∂t i ∂t j ) is shown to be the (i, j)-th element of
On the other hand, as we have seen in (5.2), the metric G ofM k is written as k F F . Therefore we have the following lemma. 
Derivation of the coefficient w d+1−e
Now let us proceed to the evaluation of the integral
As in Section 4 we calculate this integral through taking an expectation. 
We have assumed that each component of E lm (l < m) is independently distributed as Here for C e = (c ij )
The expectation of the right hand side of (5.8) above does not vanish if and only if π(i) = i and π(π(i)) = i for any i . In this case sgn(π) = (−1) e/2 , and non-vanishing terms of the right hand side of (5.8) can be written uniquely in the form
Counting the number of ways of forming e/2 pairings from {1, 2, . . . , e}
we have for e even that
Hence from (5.7)
Now it remains to evaluate the integral
As in the case of multilinear form in Section 4, the integrand does not depend on u, and the integration with respect to du overM k reduces to multiplying by a constant
Then the coefficient in (3.7) is given by 
Critical radius
In this subsection we obtain the concrete value of the critical radiusθ c of the manifold M k in (5.1) by virtue of Lemma 3.1.
The orthogonal projection matrix onto T v (K k ) is easily shown to be
Put x =h h . Then by Lemma 3.1 we have
The last equality follows from Lemma 4.6.
Theorem 5.2 The critical radiusθ c ofM k in (5.1) is given by
cos 2θ c = 2k − 2 3k − 2 , k ≥ 2.
An example: the largest eigenvalue of 4 × 4 symmetric normal distribution
Let A be distributed as q × q multivariate symmetric normal distribution in (1.5). The asymptotic series for the tail probability of the largest eigenvalueT 2 = λ 1 (A) is given by Theorem 5.1. For example, for q = 4 we have
In this case the exact distribution function can be given by
where Φ(x) and φ(x) denote the cumulative distribution function and the density function of N(0, 1) , respectively (Kuriki (1993) ). In Figure 5 .1 the approximate tail probability (5.9) as well as the corresponding exact value by (5.10) are plotted by solid lines. (A monotonically decreasing curve corresponds to the exact value.) We can conclude that the asymptotic formula (5.9) is accurate enough when the tail probability is around 0.3 or less.
The lower and upper bounds Q L and Q U are also plotted by broken lines in 
are relatively large.
A Critical radius and local radius of curvature
Here we investigate the relation between the global critical radius and the local radius of curvature. In Section 3 we considered the tube of M ⊂ S p−1 with respect to the geodesic distance of S p−1 . For clarity and completeness of argument we first consider the tube in R p with respect to the ordinary Euclidean distance. It will be shown that geodesic curvature of M is closely related to the curvature of the cone K = c≥0 cM .
Let N be a non-bordered compact C 2 -submanifold of dimension d in R p . The tube around N with radius ρ is defined as
where y N is the projection of y onto N . As in Section 3 for x ∈ N we define
where T x (N) ⊥ denotes the orthogonal complement of the tangent space of N at x . Write y = φ(t) and x = φ(t + dt) . Then
, are the elements of the first fundamental form at y = φ(t) . On the other hand
Let
(If the right hand side is the zero vector, let w * = 0 .) Then
where 
Taking maximum with respect to the direction dt/ dt we have lim sup
where |λ max (w)| denotes the principal curvature having the largest absolute value. 1/|λ max (w)| is the local radius of curvature at y with respect the direction ±w . So far we considered the tube with respect to the Euclidean distance. We proceed to discuss the tube in the unit sphere S p−1 with respect to the geodesic distance. h(u, v) in (3.4) can be written as
which is identical to h(x, y) in (A. 
B Proof of Lemma 3.3 and Theorem 3.1
Let z be distributed as N p (0, I p ), and let r = z K , s = z − z K . By (3.6) P (z ∈ K θ ) = P (s < r tan θ) In fact, simple calculation yields that
By the convexity of the map ξ → (z 2 ) ξ , we have 
D Proof of (4.13)
In order to prove (4.13) we prepare a lemma. 
