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X線画像による胃癌検出のためのデータ拡張





X-ray examination is suitable for screening of gastric cancer. This is because X-ray examination can
be performed by radiologists, compared to endoscopy, which can only be performed by physicians, and
therefore more patients have the opportunity to receive it. However, the diagnostic accuracy of gastric
radiographs is considered to be low at 85.5%, and to address this problem, it is desirable to achieve
highly accurate and quantitative automated diagnosis using machine learning. In this paper, we propose a
diagnostic support method for detecting gastric cancer sites from gastric X-ray images with high accuracy.
The two new components of the proposed method are (1) Stochastic functional gastric image augmentation
(sfGAIA), which probabilistically generates gastric folds in X-ray images based on medical knowledge, and
(2) Inhibition boundary box, which automatically identifies and relearns regions that are likely to be falsely
detected as malignant regions. They enhanced the accuracy of the object detection model and improved the
performance of EfficientDet-D7 in detecting gastric cancer from 4,724 gastric radiographs of 145 patients
in a clinical setting by 5.9% in F1-score (recall: 90.2%, precision: 42 .5%).
Keywords : gastric cancer, X-ray images, data augmentation, negative sample training, convolutional
neural networks, computer-aided diagnosis
1. 背景

















































precision で 0.596 を報告している．ここで彼らは，独
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[8]，Faster R-CNN [9]，single-shot multibox detector














stochastic gastric image augmentation (sGAIA) を提
案した．学習と評価に異なる患者を用いた評価において















数を高くする Adaboost [17]などの boosting algorithm
に代表され，後者は古くは self-training [18] からはじ
























functional gastric image augmentation (sfGAIA) と，
(2)一時的に得られる false positiveの出力結果を学習に















data augmentation である，(1) Stochastic functional
gastric image augmentation (sfGAIA) および，高い
confidence scoreを伴い誤検出された bounding boxの
領域に対して”inhibition” classを割り当て検出されな












る領域を囲む bounding boxとその confidence scoreで
ある．
(1) Stochastic functional gastric image augmentation
(sfGAIA)
提案する sfGAIA は，我々の以前の提案である









ResNet101 を backbone とする Faster R-CNN による
胃癌の検出能を F1スコアで 6.9%の改善（recall 92.3%,
precision 32.4%）し，実用的なスクリーニング性能を実




Fig. 2 に提案する sfGAIA の処理の概略図を示す．
sfGAIAは sGAIAと同様以下の 4つのステップで構成
される．
Figure 2 Stochastic functional gastric image
augmentationの概要
• (1) エッジ強度の計算
初めに胃 X 線画像 I(x, y) のコントラスト強調
画像 Ie(x, y) を，グレースケール画像のヒスト
グラム均等化により生成．次にその勾配成分
∇Ie(x, y) と高周波成分 He(x, y) をそれぞれ取
得．これらの成分はそれぞれ [0, 1] に正規化さ
れ，次のように正規化されたエッジ強度 E(x, y)
を計算する．ただし x は [0,1] に正規化された x
の値である．
E(x, y) = (∇Ie(x, y) +He(x, y))/2 (1)
• (2) エッジ領域候補の選択確率の計算
胃ひだエッジ候補領域を画素ごとに確率的に選択
する．sfGAIA では sGAIA とは異なり，以下で
定義された確率を用いて各画素のエッジ強度 e =
E(x, y) から胃ひだエッジの確率マップ p(x, y)を
得る．


























Fig. 3に sfGAIAおよび sGAIAで用いた特徴強度 e
に基づく，強調選択確率 p(e)の比較を示す．
Figure 3 sfGAIAと sGAIAにおける強調選択確率の比較
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ら提供された 145 名の患者の臨床現場における胃 X 線
画像（放射線科医による病変アノテーションが 1,504

















力解像度 1,536 × 1,536 ピクセル，EfficientNet-B7 を
Backbone とする EfficientDet-D7 を用いた（特徴マッ
プのチャネル数 384，BiFPN の層数 8，分類/矩形ヘッ













いては，事前に任意の 1-fold における validation data
（5 名の患者の臨床現場における胃 X 線画像（放射線科








γ precision recall F1-score
2 35.7 89.6 51.1
4 39.6 91.7 55.3
6 31.2 91.7 46.6
8 32.8 89.6 48.0
10 30.3 89.6 45.3
b) 胃部 X線画像からの悪性領域の検出
提案手法を構成する sfGAIA と IBB の有効性を確認
するために，一般物体認識問題でよく用いられている













[23] を適用する．RandAugment は，全 14 種の aug-
mentation のうちからランダムに M 種を選び online
data augmentation を，強度 N で適用する．本課題は
grayscaleの画像であるため，Colorを省いた計 13種か
ら，M=4，N=3で，各モデルに適用する．
• sGAIA / sfGAIA : 従来手法である sGAIAある
いは，提案する sfGAIAを data augmentationに
追加する．






癌領域の検出精度を Table 2に，検出結果例を Fig. 4に
示す．提案手法である sfGAIA と IBB は，ResNet101








sfGAIA + IBB）の検出精度は，recall 90.2%，precision




















る false positive の出力結果を学習に活用し抑制する手
法を提案し，臨床現場での X 線画像からの胃癌腫瘍の
検出性能を大幅に向上させることを確認した．提案手
法 (baseline 2 + sfGAIA + IBB) の検出精度は，recall
Figure 4 sfGAIAの恩恵を受けた画像の結果例 (上段, 中
段)，sfGAIAを用いても検出を失敗した画像の結果例 (下段)
(a) Grand-truth, (b) baseline 2, (c) sfGAIA
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