We consider the optimal value reformulation of the bilevel programming problem. It is shown that the Mangasarian-Fromowitz constraint qualification in terms of the basic generalized differentiation constructions of Mordukhovich, which is weaker than the one in terms of Clarke's nonsmooth tools, fails without any restrictive assumption. Some weakened forms of this constraint qualification are then suggested, in order to derive Karush-Kuhn-Tucker type optimality conditions for the aforementioned problem. Considering the partial calmness, a new characterization is suggested and the link with the previous constraint qualifications is analyzed.
Introduction
The optimistic bilevel programming problem is an hierarchical optimization problem, where the so-called upper level problem is defined as min F (x, y) s.t. (x, y) ∈ X × R m , y ∈ (x);
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The functions F, f : R n × R m → R are continuous and throughout the paper, X and K(x) will be taken respectively as:
where the functions G :
If we assume that problem (1) has at least one feasible point, then a reformulation of this problem as a one level optimization problem is possible as:
where the optimal value function ϕ is defined by
Problem (3) is called the optimal value reformulation of problem (1). The two problems are globally and locally equivalent [1]. Our main concern in this paper is to derive KKT type optimality conditions for problem (3). For many years now, most of the work on bilevel programming has been focussed on the KKT reformulation of (1). To obtain this reformulation, the lower level problem is replaced by its KKT conditions under the assumptions that the problem be convex and an appropriate constraint qualification be satisfied. Not only the KKT reformulation is not equivalent to the initial problem (1) for local solutions, but it is more demanding in terms of differentiation. In fact, deriving first order necessary optimality conditions for (1) using the KKT reformulation usually requires the computation of second order derivatives for the functions defining the lower level problem. More details on how to derive necessary optimality conditions for (1) using the KKT reformulation can be found in [2] [3] [4] [5] .
The price to pay for the optimal value reformulation (3) is due to the nature of the optimal value function itself, which is source of nonsmoothness and the failure of well-known constraint qualifications like the Mangasarian-Fromowitz constraint qualification (MFCQ), the linear independence constraint qualification (LICQ) and the Slater constraint qualification. Already in 1995, Ye and Zhu [6] showed that the nonsmooth version, in terms of Clarke's generalized subdifferential of the MFCQ, fails for problem (3). In the same work, these authors introduced the weaker constraint qualification (CQ) named partial calmness after the stronger concept of calmness introduced by Clarke [7] . Using the Clarke subdifferential, necessary optimality conditions of KKT type where derived in [6, 8] under the partial calmness. Also Ye [9] extended the Abadie, Kuhn-Tucker, Zangwill, Arrow-Hurwicz-Uzawa, weak reverse and weak Slater constraint qualifications to problem (3). KKT type optimality conditions were then derived for problem (3) using the Michel-Penot subdifferential. Recently again Ye [10] considered problem (3), where the constraint function
