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Abstrakt
V pra´ci je popı´sana´ analy´za ARP protokolu za u´cˇelom elimina´cie jeho za´plavove´ho
sˇı´renia na linkovej vrstve, d’alej analy´za smerovacı´ch protokolov IS-IS, RIP, OSPF, BGP
ako mozˇnost’ ich vyuzˇitia pri tvorbe na´hradne´ho riesˇenia za´plavove´ho sˇı´renia ARP, avsˇak
na siet’ovej vrstve.
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Abstract
This thesis contains analyses of the ARP protocol with the aim of elimination of ARP
flooding on the data link layer, then analyses of routing protocols such as IS-IS, RIP, OSPF,
BGP as an option of using those to find a solution of this ARP flooding problem, moving
the needed information transport to the network layer.
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Zoznam pouzˇity´ch skratiek a symbolov
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DIS – Designated Router
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EIGRP – Enhanced Interior Gateway Routing Protocol
ES – End System
IGP – Interior Gateway Protocol
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IS-IS – Intermediate System To Intermediate System
ISO/OSI – International Standardization Organization/Open Systems
Interconnection
IPS – Internet Service Provider
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LSA – Link State Acknowledgment
LSP – Link State Packet
LSDB – Link State Database
MAC – Media Access Control
MED – Multi-Exit Discriminator
MTU – Maximum Transmission Unit
OSPF – Open Shortest Path First
PDU – Protocol Data Unit
PSNP – Partial Sequence Number Packet
RIP – Routing Information Protocol
RIPng – Routing Information Protocol next generation
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51 U´vod
Ciel’om tejto diplomovej pra´ce je navrhnu´t’ a implementovat’ rozsˇı´renie vhodne´ho sme-
rovacieho protokolu o mozˇnost’ distribu´cie naucˇeny´ch MAC adries medzi softwarovy´mi
prepı´nacˇmi realizovany´mi na platforme GNU/Linux. Vzniknute´ riesˇenie by malo eli-
minovat’ za´plavove´ sˇı´renie ARP dotazov medzi softwarovy´mi prepı´nacˇmi v ra´mci
prepı´nane´ho segmentu. V u´vode tejto pra´ce je najprv analyzovany´ protokol ARP a
popı´sane´ mozˇnosti spra´vy loka´lnych ARP tabuliek ako GNU/Linux prepı´nacˇov, tak
aj stanı´c. Dˇalej sa blizˇsˇie zozna´mime s balı´kom smerovacieho software Quagga, ktory´
slu´zˇi ako simula´tor smerovacı´ch protokolov na platforma´ch GNU/Linux. Je detailnejsˇie
popı´sany´ spoˆsob pra´ce Quaggy, taktiezˇ jednoducha´ insˇtala´cia a konfigura´cia pre jej
pouzˇı´vanie. V kapitole 4 sa pozrieme na smerovacie protokoly, ktore´ Quagga ponu´ka,
ich analy´zu a postrehy smerom k ich vyuzˇitiu pre distribu´ciu naucˇeny´ch MAC adries me-
dzi softwarovy´mi prepı´nacˇmi. V kapitole 5 je uvedeny´ na´vrh implementa´cie konecˇne´ho
riesˇenia ako aj popis samotnej implementa´cie. V za´verecˇnej kapitole je zhrnuty´ vy´sledok
tejto pra´ce a jej prı´nos.
62 ARP
ARP je servisny´ protokol linkovej vrstvy. Poskytuje vsˇeobecny´ mechanizmus, ktory´
umozˇnˇuje preklad logicky´ch adries protokolov siet’ovej vrstvy na fyzicke´ MAC adresy
spojovej vrstvy. Aj ked’ tento protokol bol poˆvodne navrhnuty´ na preklad logicky´ch ad-
ries na fyzicke´ adresy v sieti Ethernet, je pouzˇitel’ny´ aj na vyhl’ada´vanie fyzicky´ch adries
v iny´ch typoch sietı´, ktore´ podporuju´ vsˇesmerove´ vysielanie (sˇı´renie paketov ku vsˇetky´m
uzlom v danej podsieti). Kazˇdy´ pocˇı´tacˇ si udrzˇuje vlastnu´ ARP tabul’ku s naucˇeny´mi
va¨zbami IP - MAC adries. Pri komunika´cii pomocou protokolov vysˇsˇı´ch vrstiev je zna´ma
logicka´ adresa ciel’a. Pre dorucˇenie spra´vy k ciel’ove´mu pocˇı´tacˇu je vsˇak potrebne´ poznat’
jeho fyzicku´ adresu. Preklad adries sa vykona´va pomocou prekladovej tabul’ky (ARP
cache) s polozˇkami tvaru <typ protokolu, protokolova´ adresa, prislu´chaju´ca fyzicka´ ad-
resa >. Ak tabul’ka taky´to za´znam neobsahuje, pocˇı´tacˇ rozosˇle vsˇesmerovy´m vysielanı´m
ARP pozˇiadavku na MAC adresu ciel’ovej IP adresy. Ked’zˇe je to vsˇesmerove´ vysielanie,
dostane sa ku kazˇdej stanici v loka´lnom segmente siete a kazˇda´ stanica presku´ma jeho
obsah. Ak je pozˇadovana´ IP adresa zhodna´ s adresou stanice, stanica odpovie zaslanı´m
ARP Reply. Pocˇı´tacˇ, ktory´ vyslal vsˇesmerove´ vysielanie si tak aktualizuje svoju ARP
tabul’ku a odosˇle spra´vu ciel’ove´mu pocˇı´tacˇu (adresovane´mu ciel’ovou MAC adresou,
pra´ve zistenou z ARP).
Ak sa za´znam s fyzickou adresou ciel’ove´ho uzlu v tabul’ke nenacha´dza, informuje sa
vysˇsˇia vrstva, zˇe sa dany´ paket zahodı´ a vygeneruje sa novy´ paket nizˇsˇej vrstvy, ktory´
bude obsahovat’ paket typu ARP.
V prı´pade mapovania 32 bitovej IP adresy na 48 bitovu´ MAC adresu sa vygeneruje
novy´ paket.
• Hardware type: Typ fyzicke´ho rozhrania (napr. pre Ethernet je to 1)
• Protocol type: Typ protokolu (0x0800 pre IP)
• Hardware size: Vel’kost’ fyzickej adresy v B (pre Ethernet 6B)
• Protocol size: Vel’kost’ siet’ovej adresy v B (pre IP 4B)
• Opcode: Typ opera´cie (pozˇiadavka=1, odpoved’=2)
• Sender MAC address: Fyzicka´ adresa odosielatel’a
• Sender IP address: Siet’ova´ adresa odosielatel’a
• Target MAC address: Fyzicka´ adresa ciel’a (ak je zna´ma - toto pole vyplnˇuje odosie-
latel’ odpovede ”reply sender”)
• Target IP address: Siet’ova´ adresa ciel’a
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2.1 Spra´va CAM/ARP tabuliek
Loka´lne CAM/ARP tabul’ky(spravovane´ protokolom ARP na loka´lnom pocˇı´tacˇi) je
mozˇne´ spravovat’ cˇi uzˇ prida´vanı´m staticky´ch IP - MAC va¨zieb, ich odoberanı´m alebo
aktualiza´ciou. O vsˇetko sa stara´ ARP prokokol sa´m, je vsˇak mozˇne´ konfigurovat’ tieto
tabul’ky aj manua´lne a ury´chlit’ tak konvergenciu siet’ove´ho segmentu ty´m, zˇe nebude
nutne´ pre kazˇdu´ ciel’ovu´ IP adresu vysielat’ ARP Request, ale tieto va¨zby budu´ nakonfi-
gurovane´ manua´lne(staticky).
83 Quagga
Quagga je balı´cˇek smerovacieho softwaru, ktory´ poskytuje smerovacie sluzˇby vyuzˇı´vaju´c
smerovacie protokoly RIPv1, RIPv2, RIPng, OSPFv2, OSPFv3, IS-IS ako s podporou IPv4,
tak aj IPv6. Ma´ interaktı´vne uzˇı´vatel’ske´ rozhranie pre kazˇdy´ smerovacı´ protokol a pod-
poruje bezˇne´ klientske´ prı´kazy, pouzˇı´vane´ pri konfigura´cii smerovacˇov a prepı´nacˇov, ako
aj GNU/Linux stanı´c. Vd’aka tomuto dizajnu je mozˇne´ l’ahko Quaggu rozsˇı´rit’ o nove´ pro-
tokoly.
Nainsˇtalovany´ a spra´vne nakonfigurovany´ syste´m Quagga sa spra´va ako dedikovany´
smerovacˇ. Vymienˇa si teda smerovacie informa´cie s ostatny´mi smerovacˇmi cez smerova-
cie protokoly. Vyuzˇı´va tieto informa´cie k aktualiza´cii kernel smerovacej tabul’ky, takzˇe
da´ta smeruju´ vzˇdy na spra´vne miesto urcˇenia. Je mozˇne´ dynamicky menit’ konfigura´ciu
a taktiezˇ sledovat’ smerovaciu tabul’ku z uzˇı´vatel’ske´ho rozhrania Quagga. Je nutne´ nasta-
vit’ IP adresy jednotlivy´m rozhraniam a potom v prı´pade maly´ch sietı´ smerovat’ naprı´klad
pomocou staticky´ch ciest, alebo naopak pri rozsiahlejsˇı´ch siet’ach vyuzˇit’ vy´hody dyna-
micky´ch smerovacı´ch protokolov ako RIP, BGP, OSPF.
Konfigura´cia zalozˇena´ na UNIXovy´ch prı´kazoch sa vykona´va prı´kazmi route a if-
config. Obsah smerovacej tabul’ky je zobrazeny´ pomocou prı´kazu nestat. Va¨cˇsˇina ty´chto
prı´kazov funguje len ked ma´ uzˇı´vatel’ spra´vcovske´ privile´gia´. Quagga vsˇak vyuzˇı´va
u´plne iny´ administratı´vny syste´m. Existuju´ dva uzˇı´vatel’kske´ mo´dy:
• Normal mo´d: uzˇı´vatel’ moˆzˇe sledovat’ len stav syste´mu, nemoˆzˇe zasahovat’ do kon-
figura´cie
• Enable mo´d: uzˇı´vatel’ovi je dovolene´ menit’ syste´movu´ konfigura´ciu
zebra: Deklara´cia rozhranı´ a staticke´ smerovanie
bgpd: BGP smerovacı´ protokol
ospfd: OSPF smerovacı´ protokol
ospf6d: OSPF IPv6 smerovacı´ protokol
ripd : RIP v2 smerovacı´ protokol
ripngd: RIP Ipv6 smerovacı´ protokol
isis : IS−IS smerovacı´ protokol
Vy´pis 1: Mozˇnosti nastavenı´ Quaggy
3.1 Konfigura´cia Quaggy
Vzhl’adom k tomu, zˇe mnou vytvorene´ rozsˇı´renia Quaggy nie su´ momenta´lne zahrnute´
v distribu´cii Quaggy na jej oficia´lnych serveroch, je nutne´ Quaggu nainsˇtalovat’ a na-
konfigurovat’ z prilozˇene´ho CD. Po skopı´rovanı´ zdrojovy´ch su´borov je nutne´ v hlavnej
zlozˇke Quagga spustit’ autokonfigura´ciu simula´tora pomocou prı´kazu configure. Po kon-
figura´cii je potrebne´ skompilovat’ Quaggu pre Va´sˇ syste´m. To sa udeje pomocou prı´kazu
make v hlavnej zlozˇke Quagga. Po tomto kroku nasleduje samotna´ insˇtala´cia, ktora´ po-
zosta´va z kopı´rovania skompilovane´ho programu a podporny´ch su´borov do sˇtandardnej
9lokality. Po tom, ako je insˇtala´cia kompletna´, su´bory su´ skopı´rovane´ do /usr/local/bin a
/usr/local/etc.
V ra´mci Quaggy je mozˇne´ spu´sˇt’at’ jeden alebo viac smerovacı´ch protokolov. Pred
spustenı´m Quaggy je vsˇak nutne´ tieto protokoly sˇpecifikovat’ v su´bore /etc/quagga/da-
emons a Quaggu znovu spustit’. Ako ukazuje Vy´pis 2, pri spustenı´ Quaggy bude aktivo-








Vy´pis 2: Obsah su´boru /etc/quagga/daemons
Dˇalsˇı´m krokom v konfigura´cii Quaggy je vytvorenie konfiguracˇny´ch su´borov pre
kazˇdy´ modul, v /etc/quagga/. Kazˇdy´ modul je asociovany´ so sˇpecificky´m na´zvom
su´boru, ako ukazuje 3. Postacˇuju´cou podmienkou k u´spesˇne´mu behu Quaggy je aby








ripd : ripd .conf
ripngd: ripngd.conf
isis : isis .conf
Vy´pis 3: Asocia´cie modulov so su´borovy´mi na´zvami
Predvolene´ nastavenie Quaggy nedovol’uje pristupovat’ k jednotlivy´m modulom
vzdialene. Na sprı´stupnenie vzdialene´ho prı´stupu (Telnet) je nutne´ upravit’ konfi-
guracˇny´ su´bor debian.conf. K adrese loopback rozhrania je nutne´ pripı´sat’ aj adresy z
ktory´ch chceme vzdialene pristupovat’.
hostname quagga−router
username root nopassword
Vy´pis 4: Obsah vtysh.conf
Kazˇdy´ bezˇiaci modul je mozˇne´ spravovat’ pripojenı´m sa cez telnet k spra´vnemu portu,
cˇo vsˇak nie je vel’mi prakticke´(Vy´pis 5). Koˆli zjednodusˇeniu spra´vy bolo vytvorene´ takz-
vane´ VTYSH rozhranie. Jednotlive´ moduly Quaggy maju´ svoje vlastne´ rozhrania alebo
VTY linky pre komunika´ciu s nimi. Po insˇtala´cii je nutne´ nastavit’ tieto porty, aby sa
neskoˆr bolo mozˇne´ pripojit’ k jednotlivy´m modulom. Pre pouzˇı´vanie VTY liniek, je nutne´
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najprv vytvorit’ ich konfiguracˇny´ su´bor /etc/quagga/vtysh.conf, ktore´ho obsah je zobra-
zeny´ vo Vy´pise 4 a taktiezˇ je potrebne´ nastavit’ spra´vne prı´stupove´ pra´va.
zebrasrv 2600/tcp # zebra service
zebra 2601/tcp # zebra vty
ripd 2602/tcp # RIPd vty
ripngd 2603/tcp # RIPngd vty
ospfd 2604/tcp # OSPFd vty
bgpd 2605/tcp # BGPd vty
ospf6d 2606/tcp # OSPF6d vty
ospfapi 2607/tcp # ospfapi
isisd 2608/tcp # ISISd vty
Vy´pis 5: Nastavenie portov pre komunika´ciu s modulmi




Jedny´m z riesˇenı´ za´plavove´ho sˇı´renia ARP pozˇiadaviek je pra´ve vyuzˇitie Quaggy a
jej smerovacı´ch protokolov na distribu´ciu cˇi uzˇ ARP tabuliek samotny´ch, alebo iny´ch,
vhodny´ch konsˇtrukciı´. Pre tento spoˆsob riesˇenia je potrebne´ zvolit’ najvhodnejsˇı´ smero-
vacı´ protokol, ktory´ umozˇnˇuje prena´sˇanie taky´chto konsˇtrukciı´. Je vhodne´, aby protokol
umozˇnˇoval bud’ mozˇnost’ vytvorit’ si vlastne´ konsˇtrukcie, alebo nejaky´m spoˆsobom pod-
poroval prenos MAC a IP adries, ktore´ by po spracovanı´ mohli vytvorit’ ARP za´znam. V
nasleduju´cich podkapitola´ch su´ popı´sane´ najzna´mejsˇie smerovacie protokoly z hl’adiska
mozˇnosti ich vyuzˇitia na distribu´ciu potrebny´ch konsˇtrukciı´.
4.1 Vsˇeobecne o smerovanı´
Smerovanie je proces smerovania paketov zo zdrojove´ho uzla do ciel’ove´ho uzla v inej
sieti. Posielanie paketov k ich next-hopu vyzˇaduje od smerovacˇa vykonat’ dve za´kladne´
opera´cie: zistenie a vy´ber cesty a prepı´nanie paketov. Zistenie, prı´padne vy´ber cesty
zahr´nˇa presku´manie vsˇetky´ch ciest do ciel’ovej siete a vy´ber optima´lnej trasy. Pre sta-
novenie optima´lnej trasy su´ informa´cie vlozˇene´ do smerovacie tabul’ky, ktora´ zahr´nˇa
informa´cie ako ciel’ovej siete, next-hop a su´visiace metriky. Prepı´nanie paketov zahr´nˇa
zmenu ciel’ovej linkovej adresy na adresu next-hopu(siet’ova´ ciel’ova´ a zdrojova´ adresa
ostane nezmenena´).
Informa´cie, ktore´ smerovacˇ potrebuje poznat’, aby mohol smerovat’ paket:
• Ciel’ova´ adresa
• Susedne´ smerovacˇe
• Mozˇne´ cesty do vzdialeny´ch sietı´
• Najlepsˇiu cestu ku kazˇdej sieti
• Ako udrzˇiavat’ a verifikovat’ smerovacie informa´cie
Smerovacˇe sa dozvedaju´ o vzdialeny´ch siet’ach od susedny´ch smerovacˇov alebo od
administra´tora. Na za´klade ty´chto informa´ciı´ si potom smerovacˇe vytva´raju´ smerovacie
tabul’ky, v ktory´ch su´ ulozˇene´ informa´cie o cesta´ch do vzdialeny´ch sietı´. Cesty su´ bud’
priamo pripojene´, staticke´ alebo dynamicke´. Staticke´ cesty su´ nakonfigurovane´ admi-
nistra´torom. Dynamicke´ cesty sa smerovacˇ ucˇı´ od susedny´ch smerovacˇov pomocou sme-
rovacı´ch protokolov. Pri dynamickom smerovanı´ si smerovacˇe aktualizuju´ informa´cie v
navza´jom dohodnuty´ch intervaloch, prı´pade po zmena´ch v smerovacı´ch tabul’ka´ch. Ak
smerovacˇ dostane paket s ciel’ovou adresou, ktora´ nie je v jeho smerovacej tabul’ke, tento
paket zahodı´.
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4.1.1 Staticke´ versus Dynamicke´ smerovanie
Staticke´ smerovanie je proces prida´vania ciest rucˇne, administra´torom. Ten konfiguruje
ciel’ove´ siete, next-hopy a vhodne´ metriky. Cesta sa nezmenı´, poky´m ju nezmenı´ sa´m
administra´tor. Vy´hody staticke´ho smerovania:
• Zˇiadne na´roky na procesor smerovacˇa
• Zˇiadne vyuzˇitie sˇı´rky pa´sma na linka´ch
• Bezpecˇnost’(len administra´tor prida´va cesty)
Staticke´ smerovanie ma´ vsˇak aj svoje nevy´hody:
• Ak je pridana´ nova´ siet’, administra´tor ju musı´ dokonfigurovat’ na vsˇetky´ch sme-
rovacˇoch
• Nema´ prakticke´ vyuzˇitie v rozl’ahly´ch siet’ach
Na rozdiel od staticke´ho smerovania, dynamicke´ cesty sa prispoˆsobuju´ zmena´m
v prostredı´ siete automaticky. Ked’ doˆjde k nejaky´m zmena´m, smerovacˇe zacˇnu´ kon-
vergovat’ prepocˇı´tavanı´m ciest a distribu´ciou aktualiza´ciı´. Spra´va s aktualizovany´mi
informa´ciami sa sˇı´ri siet’ou cˇı´m donu´ti d’alsˇie smerovacˇe prepocˇı´tat’ svoje cesty. Proces
koncˇı´ ked’ skonverguju´ vsˇetky cesty. Tento proces vyuzˇı´va procesor smerovacˇa a taktiezˇ
spotrebova´va cˇast’ sˇı´rky pa´sma na linka´ch. Smerovacie protokoly definuje pravidla´ pre
smerovacˇe o vza´jomnej komunika´cii.
Existuju´ dva typy smerovacı´ch protokolov v siet’ach, vnu´torne´ smerovacie protokoly
(IGP) a vonkajsˇie smerovacie protokoly (EGP). IGP sa pouzˇı´va v siet’ach v spolocˇnom
autono´mnom syste´me. EGP slu´zˇia nau komunika´ciu medzi AS. Dˇalej sa smerovacie
protokoly delia podl’a typu algoritmu aky´ pouzˇı´vaju´ na Distance-vector a Link-state a
hybridne´ protokoly. Porovnanie dvoch najpouzˇı´vanejsˇı´ch typov je mozˇne´ vidiet v ta-
bul’ke 1. Hybridne´ protokoly vyuzˇı´vaju´ cˇasti z Distance-vector aj z Link-state protokolov.
Prı´kladom je EIGRP.
4.2 OSPF
Open Shortest Path First (OSPF) je smerovacı´ protokol pre IP siete. Vyuzˇı´va algoritmus
smerovania na za´klade stavu liniek a spada´ do skupiny vnu´torny´ch smerovacı´ch proto-
kolov, poˆsobiacich v ra´mci jedne´ho autono´mneho syste´mu.
OSPF je zrejme najpouzˇı´vanejsˇı´ vnu´torny´ smerovacı´ protokol (IGP) v rozsiahlych
podnikovy´ch siet’ach. IS-IS, d’alsˇı´ smerovacı´ protokol zalozˇeny´ na stave liniek, je cˇastejsˇie
vyuzˇı´vany´ vo vel’ky´ch siet’ach poskytovatel’ov sluzˇieb. Najpouzˇı´vanejsˇı´m vonkajsˇı´m sme-
rovacı´m protokolom je Border Gateway Protocol (BGP), hlavny´ smerovacı´ protokol me-
dzi autono´mnymi syste´mami v sieti Internet.
OSPF je protokol, ktory´ smeruje pakety len v ra´mci jednej smerovacej dome´ny (au-




Vidia siet’ z perspektı´vy susedne´ho smerovacˇa Vidia siet’ z vlastnej perspektı´vy
Metrika sa akumuluje od smerovacˇa k smerovacˇu Pocˇı´ta najkratsˇiu cestu k ostatny´m smerovacˇom
Aktualiza´cie sa opakuju´ periodicky Aktualiza´cie su´ vyvola´vane´
Pomala´ konvergencia Ry´chla konvergencia
Vysielanie smerovacej tabul’ky susedny´m smerovacˇom Vysielanie informa´ciı´ o stavu liniek vsˇetky´m smerovacˇom
Tabul’ka 1: Distance-vector versus Link-state smerovacie protokoly
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Obr. 2: Oblasti v OSPF
topologicku´ mapu siete. Topolo´gia urcˇuje smerovacie tabul’ky, podl’a ktory´ch robı´ sme-
rovacˇ smerovacie rozhodnutia, zalozˇene´ vy´hradne na ciel’ovej adresu IP na´jdenej v IP
paketoch. OSPF bol navrhnuty´ pre podporu Classless Inter-Domain Routing (CIDR) ad-
resne´ho modelu s premennou dl´zˇkou masky (VLSM). OSPF detekuje zmeny v topolo´gii,
ako je zlyhanie spojenia, vel’mi ry´chlo a konverguje na novu´ bez-slucˇkovu´ sˇtruktu´ru v
priebehu niekol’ky´ch seku´nd. Pocˇı´ta strom najkratsˇı´ch ciest pre kazˇdu´ cestu meto´dou
zalozˇenou na Dijkstra algoritme. Informa´cie o stavoch liniek su´ udrzˇiavane´ na kazˇdom
smerovacˇi ako link-state databa´zy (LSDB), cˇo je stromovy´ obraz celej topolo´gie siete.
Identicke´ ko´pie LSDB su´ pravidelne aktualizovane´ prostrednı´ctvom za´plavove´ho sˇı´renia
na vsˇetky OSPF smerovacˇe. OSPF smerovacou politikou na konsˇtruovanie smerovacı´ch
tabuliek sa riadia faktory na´kladov linky(externe´ metriky), ktore´ su´ spojene´ s kazˇdy´m
smerovacı´m rozhranı´m. Na´kladove´ faktory moˆzˇu byt’ vzdialenost’ smerovacˇa (round-trip
time), siet’ova´ priepustnost’ linky alebo dostupnost’ linky a jej spol’ahlivost’, vyjadrene´ ako
cele´ bezjednotkove´ cˇı´sla. To poskytuje mozˇnost’ dynamicke´ho vyvazˇovania za´t’azˇe me-
dzi smerovacı´mi cestami s rovnakou cenou. OSPF siete mozˇno sˇtruktu´rovat’ a delit’ do
oblastı´(Obra´zok 2), cˇı´m sa zjednodusˇuje administratı´va a optimalizuje sa preva´dzka a
vyuzˇı´vanie dostupny´ch zdrojov. Oblasti su´ oznacˇene´ 32-bitovy´mi cˇı´slami, vyjadreny´ch
bud’ len v desiatkovej, alebo cˇasto v osmicˇkovej su´stave, zna´mej z IPv4 adresne´ho za´pisu.
4.2.1 Spra´vy OSPF
OSPF pouzˇı´va pa¨t’ roˆznych typov spra´v pri vymienˇanı´ si ako informa´ciı´ o stavoch li-
niek, tak aj vsˇeobecny´ch, medzi smerovacˇmi v ra´mci autono´mneho syste´mu alebo oblasti.
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Obr. 3: Spolocˇny´ forma´t hlavicˇky OSPF
Kazˇdy´ typ OSPF spra´vy obsahuje trochu iny´ su´bor informa´ciı´. Vsˇetky typy vsˇak zdiel’aju´
podobnu´ sˇtruktu´ru spra´v, pocˇnu´c spolocˇnou 24-bajtovou hlavicˇkou. Ta´ umozˇnˇuje tran-
sport urcˇity´ch sˇtandardne vyzˇadovany´ch informa´ciı´, ako je naprı´klad cˇı´slo verzie OSPF,
ktora´ spra´vu vygenerovala. Umozˇnˇuje tiezˇ prijı´maciemu zariadeniu OSPF spra´vy ry´chlo
zistit’ typ obdrzˇanej spra´vy, takzˇe vie, cˇi je alebo nie je potrebne´ pokracˇovat’ sku´manı´m
zvysˇku spra´vy(3).
Spolocˇna´ OSPF hlavicˇka obsahuje:
• Version: Cˇı´slo verzie OSPF (2 pre verziu OSPF 2)
• Type: Typ OSPF spra´vy
1. Hello spra´va
2. Database Description
3. Link State Request
4. Link State Update
5. Link State Acknoledgment
• Packet Length: Dl´zˇka spra´vy v bajtoch spolu s 24 bajtami samotnej hlavicˇky
• Router ID: ID smerovacˇa, ktory´ vygeneroval tu´to spra´vu(IP adresa rozhrania,
ktory´m bola spra´va poslana´)
• Area ID: Identifika´tor OSPF oblasti, do ktorej spra´va patrı´
• Checksum: 16 bitovy´ kontrolny´ su´cˇet
• AuType: Indikuje typ autentika´ciea pouzˇitej v spra´ve
1. Zˇiadna autentika´cia (0)
2. Jednoducha´ autentika´cia heslom (1)
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Obr. 4: Forma´t OSPF Hello spra´vy
3. Kryptograficka´ autentika´cia (2)
• Authentication: 64 bitove´ pole pre autentika´ciu, ak je vyzˇadovana´
Za touto hlavicˇkou nasleduje telo spra´vy, ktore´ zahr´nˇa roˆzny pocˇet polı´, v za´vislosti
na type spra´vy.
4.2.1.1 OSPF Hello spra´vy: Tieto spra´vy maju´ hodnotu Type v hlavicˇke nastavenu´
na 1. Sˇtruktu´ra spra´vy je na Obra´zku 4.
Hello spra´va obsahuje:
• Network mask: Maska podsiete, ktorej smerovacˇ spra´vu posiela
• Hello Interval: Pocˇet seku´nd, ktore´ smerovacˇ cˇaka´ pred vyslanı´m d’alsˇej Hello
spra´vy
• Options: Ukazuje, ktore´ volitel’ne´ schopnosti OSPF smerovacˇ podporuje
• Rtr Pri: Priorita smerovacˇa, vyuzˇı´vana´ pri vol’be za´lozˇne´ho designated smerovacˇa
• Router Dead Interval: Pocˇet seku´nd, pocˇas ktory´ch musı´ byt’ smerovacˇ bez odozvy,
aby bol prehla´seny´ za failed
• Designated Router: Adresa designated smerovacˇa. Nastavene´ na 0 ak taky´ neexis-
tuje
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• Backup Designated Router: Adresa za´lozˇne´ho designated smerovacˇa
• Neighbors: Adresy vsˇetky´ch susedov, od ktory´ch tento smerovacˇ dostal Hello
spra´vu
4.2.1.2 OSPF Database Description spra´vy: Tieto spra´vy maju´ hodnotu Type v
hlavicˇke nastavenu´ na 2. Database Description spra´va obsahuje:
• Interface MTU: Najva¨cˇsˇia mozˇna´ vel’kost’ spra´vy, ktora´ moˆzˇe byt’ vyslana´ z tohto
rozhrania smerovacˇa bez fragmenta´cie
• Options: Ukazuje, ktore´ volitel’ne´ schopnosti OSPF smerovacˇ podporuje
• Flags: Sˇpecia´lne vlajky hovoriace o vlastnostiach vy´meny spra´v (I-initial, M-more
after this one, MS-1 master, 0 slave)
• DD Sequence Number: Sekvencˇne´ cˇı´slo Database Description spra´vy
• LSA Headers: Obsahuje LSA hlavicˇky, ktore´ nesu´ informa´cie o LSDB
4.2.1.3 OSPF Link State Request spra´vy: Tieto spra´vy maju´ hodnotu Type v
hlavicˇke nastavenu´ na 3. Za hlavicˇkou nasleduje jeden alebo viac opakovanı´ nasle-
duju´cich troch polı´, kazˇde´ opakovanie identifikuju´ce LSA, ktore´ smerovacˇ vyzˇaduje.
• LS Type: Typ pozˇadovanej LSA
• Link State ID: Identifika´tor LSA, va¨cˇsˇinou IP adresa smerovacˇa alebo pripojenej
siete
• Advertising Router: ID smerovacˇa, ktory´ vygeneroval LSA, ktore´ho aktualiza´cia je
hl’adana´
4.2.1.4 OSPF Link State Update spra´vy: Tieto spra´vy maju´ hodnotu Type v hlavicˇke
nastavenu´ na 4. Tieto spra´vy obsahuju´ len informa´ciu o pocˇte LSA v tele spra´vy nasledo-
vanu´ jednotlivy´mi LSA.
4.2.1.5 OSPF Link State Acknowledgment spra´vy: Tieto spra´vy maju´ hodnotu
Type v hlavicˇke nastavenu´ na 5. Dˇalej obsahuju´ zoznam LSA hlavicˇiek koresˇponduju´ce s
LSA, ktory´ch prijatie je ty´m potvrdene´.
4.2.1.6 Link State Advertisements(LSAs): Ako ste si mohli vsˇimnu´t’ vysˇsˇie, niektore´
typy spra´v obsahuju´ Link State Advertisemets, cˇo su´ vlastne polia nesu´ce topologicke´ in-
forma´cie o LSDB. Je viac typov LSA, ktore´ sa vyuzˇı´vaju´ na transport informa´ciı´ o roˆznych
typoch liniek(viac na obra´zku 5). Kazˇde´ LSA ma spolocˇnu´ 20 bajtovu´ hlavicˇku a za nˇou
d’alsˇie polia opisuju´ce linku. LSA hlavicˇka obsahuje informa´cie postacˇuju´ce na identi-
fika´ciu linky, ako su´:
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• LS Age: Pocˇet seku´nd, ktore´ uplynuli od vygenerovanie LSA
• Options: Ukazuje, ktore´ volitel’ne´ schopnosti OSPF smerovacˇ podporuje
• LS Type: Typ linky, ktoru´ LSA popisuje
• Link State ID: Identifika´tor linky, zvycˇajne IP adresa smerovacˇa alebo siete, ktoru´
linka reprezentuje
• Advertising Router: ID smerovacˇa, poˆvodcu LSA
• LS Sequence Number: Sekvencˇne´ cˇı´slo
• LS Checksum: Kontrolny´ su´cˇet LSA
• Length: Dl´zˇka LSA zahr´nˇaju´ca 20 bajtovu´ hlavicˇku
Za hlavicˇkou nasleduje telo LSA, obsahuju´ce sˇpecificke´ polia na za´klade LS Type pol’a.
Z hl’adiska vy´znamnosti pre vy´ber vhodne´ho smerovacieho protokolu na distribu´ciu po-
trebny´ch da´t tu uva´dzam len suma´rne informa´cie o ty´chto poliach:
• Pre bezˇne´ linky k smerovacˇu, LSA obsahuje identifika´tor smerovacˇa a metriku, kto-
rou je mozˇne´ ho dosiahnut’, ako aj detaily o smerovacˇi(okrajovy´ smerovacˇ oblasti,
hranicˇny´ smerovacˇ)
• LSA pre siete obsahuje masku podsiete a informa´cie o ostatny´ch smerovacˇoch v
sieti
• Suma´rne LSA obsahuje metriku a sumarizovane´ adresy, ako aj masku podsiete
• Externe´ LSA obsahuje niekol’ko d’alsˇı´ch polı´ dovol’uju´cich externe´mu smerovacˇu
komunikovat’
4.3 IS-IS
IS-IS je vnu´torny´ smerovacı´ protokol, navrhnuty´ pre pouzˇı´vanie v ra´mci administratı´vnej
dome´ny alebo siete. IS-IS je smerovacı´ protokol zalozˇeny´ na stave linky. Posiela spra´vy
o stave liniek cez siet’ smerovacˇov. Kazˇdy´ IS-IS smerovacˇ si buduje obraz o siet’ovej to-
polo´gii neza´visle z obdrzˇany´ch informa´ciı´. Podobne ako OSPF vyuzˇı´va Dijkstraov algo-
ritmus na vy´pocˇet najlepsˇı´ch ciest v sieti. Pakety su´ potom odoslane´ na za´klade spocˇı´tanej
idea´lnej cesty smerom k ciel’ovej stanici.
IS-IS smerovacˇ sa nazy´va Intermediate System (IS) a koncova´ stanice End System
(ES). Protokol vyuzˇı´vany´ pre komunika´ciu medzi ES a IS sa teda nazy´va ES-IS protokol a
protokol, pomocou ktore´ho moˆzˇu medzi sebou komunikovat’ smerovacˇe sa nazy´va IS-IS
protokol.
V ra´mci OSI dome´ny moˆzˇe byt’ definovane´ jedna alebo viac oblastı´. Oblast’ je logicka´
entita, je formovana´ skupinou susediacich smerovacˇov a liniek, ktore´ ich spa´jaju´. Vsˇetky
smerovacˇe v oblasti si vymienˇaju´ informa´cie o vsˇetky koncovy´ch staniciach, na ktore´
maju´ dosah. IS-IS smerovacˇe su´ navrhnute´ tak, aby zapadali do niektorej z oblastı´:
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Obr. 5: Typy LSA
• Level 1 (intra-area): smerovacˇe v ra´mci jednej oblasti, nemaju´ zˇiadne spojenie s inou
oblast’ou. Udrzˇiavaju´ spolocˇnu´ link-state databa´zu.
• Level 2 (inter area): medzioblastny´ smerovat’(medzi L1 oblast’ami)
• Level 1-2 (both): slu´zˇi na prepojenie L1 a L2 smerovacˇov. Udrzˇiavaju´ separovane´ L1
a L2 link-state databa´zy.
Level 2 smerovacˇe su´ medzioblastne´ smerovacˇe, ktore´ moˆzˇu nadviazat’ susedsku´
va¨zbu s iny´m Level 2 smerovacˇom. Smerovacie informa´cie si vymienˇaju´ len smerovacˇe
v jednej oblasti (Level 1 s Level 1, Level 2 s Level 2). Smerovacˇe z Level 1-2 si vymienˇaju´
smerovacie informa´cie s obidvoma levelmi (1 aj 2) a vyuzˇı´vaju´ sa tak na prepojenie
medzioblastny´ch smerovacˇov a smerovacˇov v ra´mci jednej oblasti. Hranice medzi IS-IS
oblast’ami su´ tak medzi smerovacˇmi Level 2 alebo Level 1-2. Vy´sledkom je, zˇe smerovacˇ
je vzˇdy su´cˇast’ou len jedinej oblasti. Skupina L2 smerovacˇov (vra´tane L1/L2 smerovacˇov)
a ich prepojenie tvorı´ IS-IS chrbticovu´ siet’(vid’ Obra´zok 6 ). Kazˇdy´ L1 smerovacˇ v ra´mci
oblasti udrzˇiava link-state databa´zu. L1/L2 smerovacˇe nepropaguju´ L2 cesty pre L1
smerovacˇe. Aby bolo mozˇne´ smerovat’ paket do inej oblasti, L1 smerovacˇ musı´ smerovat’
paket k L1/L2 smerovacˇu.
4.3.1 IS-IS Spra´vy
V ISO terminolo´gii sa pakety nazy´vaju´ Protocol Data Units (PDUs). Su´ tri katego´rie IS-IS
spra´v:
• IS-IS Hello spra´vy (IIHs): zakladaju´ a udrzˇiavaju´ susedstva´ medzi IS-IS susedmi.
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Obr. 6: Typy IS-IS smerovacˇov
Obr. 7: IS-IS hlavicˇka
• Link State PDUs (LSPs): spra´vy zodpovedne´ za distribu´ciu smerovacı´ch informa´ciı´
medzi IS-IS uzlami.
• Sequence Number PDUs (SNPs): tieto spra´vy kontroluju´ distribu´ciu LSP paketov.
Poskytuju´ mechanizmus na synchroniza´ciu link-state databa´z medzi smerovacˇmi
v ra´mci spolocˇnej oblasti.
Kazˇda´ katego´ria obsahuje roˆzne typy spra´v. Kazˇde´mu typu je priradene´ Type num-
ber. Vsˇetky IS-IS spra´vy su´ odosielane´ na multicastovu´ adresu v sieti LAN. Pre Level-1
smerovacˇe su´ pakety odosielane´ na 01-80-C2-00-00-14, pre Level-2 na 01-80-C2-00-00-15.
Tabul’ka 2 ukazuje roˆzne typy IS-IS paketov.
IS-IS paket ma´ hlavicˇku vel’kosti 8 bajtov. Obsahuje nasleduju´ce polozˇky:
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Katego´ria Typ paketu Type number
Hello LAN Level-1 Hello 15
LAN Level-2 Hello 16
Point-to-point Hello 17
LSP Level-1 LSP 18
Level-2 LSP 20
SNP Level-1 Complete SNP 24
Level-2 Complete SNP 25
Level-1 Partial SNP 26
Level-2 Partial SNP 27
Tabul’ka 2: Typy IS-IS paketov
• Interdomain Routeing Protocol Discriminator: Identifika´tor siet’ovej vrstvy pride-
leny´ pre IS-IS. Jeho hodnota je 0x83 hexadecima´lne.
• PDU Header Length: Sˇpecifikuje vel’kost’ PDU hlavicˇky v bajtoch(bytes).
• Version: Nastavene´ na 1.
• System ID Length: Indikuje pole System ID of NSAP addresses.
0 znamena´ dl´zˇku 6 bajtov.
255 oznamuje dl´zˇku 0 bajtov.
• PDU Type: Obsahuje PRU Type Number poukazuju´ci na typ PDU.
• Version2: Tiezˇ nastavene´ na 1.
• Maximum Area Addresses: Definuje maxima´lny pocˇet synonymicky´ch oblastny´ch
adries, ktore´ je mozˇne´ vyuzˇit’ v L1 oblasti.
0 znamena´, zˇe IS podporuje len tri oblastne´ adresy(by default).
Ake´kol’vek cˇı´slo od 1 do 254 znamena´ pocˇet povoleny´ch adries.
4.3.1.1 IS-IS Hello spra´vy: IS-IS Hello spra´vy sa vyuzˇı´vaju´ na objavovanie susedov
na pripojeny´ch linka´ch. Ked’ je sused objaveny´, spra´vaju´ sa ako keepalive spra´vy na
udrzˇiavanie susedstva. IS-IS sˇtandard odporu´cˇa aby boli IS-IS Hello spra´vy vtesnane´ do
o jeden oktet mensˇej spra´vy ako je vel’kost’ MTU. Su´ dva typy Hello spra´v: LAN Hello a
Point-to-point Hello spra´vy. LAN Hello spra´vy sa d’alej rozdel’uju´ na dva typy: Level-1 a
Level-2 LAN Hello. Obidva typy LAN Hello spra´v maju´ rovnaky´ forma´t.





Obr. 8: IS-IS Hello PDU
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• Source ID: Poˆvodca Hello spra´vy (MAC adresa).
• Holding Timer: Perio´da, ktoru´ ma´ sused cˇakat’ na Hello spra´vu skoˆr ako vyhla´si
suseda za mr´tveho.
• PDU Length: Vel’kost’ cele´ho PDU v bajtoch(bytes)
• Priority: Nesie hodnotu medzi 0 a 127, ktora´ je vyuzˇı´ta´ pre vol’bu DIS (Designated
IS). Predvolena´ hodnota je 64.
• LAN ID: Hodnota tohto pol’a je System ID plus Pseudonode ID.
Hello spra´vy moˆzˇu prena´sˇat’ d’alsˇie TLV, ako naprı´klad:
• Area Address(es): Obsahuje oblastne´ adresy nakonfigurovane´ na smerovacˇi, cˇo
znamena´, zˇe na jednom smerovacˇi moˆzˇe byt’ nakonfigurovany´ch viac adries.
• IS Neighbor(s): TLV vyuzˇı´vane´ len pre LAN Hello spra´vy. Level-1 LAN Hello
spra´vy zaznamena´vaju´ len L1 susedov, Level-2 LAN Hello zaznamena´vaju´ len L2
susedov. IS Neighbor(s) prena´sˇa MAC adresu susedov na loka´lnej sieti.
• Protocols Supported: Prena´sˇa Network Layer Protocol ID (NLPID) podporovany´ch
protokolov. Pre IP protokol je to hodnota 0x81.
• IP Interface Address(es): Obsahuje IP adresu rozhrania z ktore´ho bolo PDU po-
slane´.
• Padding: Vyuzˇı´va sa na doplnenie Hello PDU na asponˇ minima´lnu povolenu´
vel’kost’. Cisco IOS nastavuje tieto bity na nulu.
4.3.1.2 IS-IS Link State spra´vy: IS-IS vyuzˇı´va LSP na distribu´ciu a vy´menu sme-
rovacı´ch informa´ciı´ medzi IS-IS uzlami. IS-IS smerovacˇ zaplavuje oblast’ LSP spra´vami
kvoˆli identifikovaniu susedstiev, ich stavov a adresny´ch oblastı´, na ktore´ ma´ dosah.
Forma´t L1 a L2 spra´v je rovnaky´.
• PDU Length: Vel’kost’ cele´ho PDU v bajtoch
• Remaining Lifetime: Cˇas v sekunda´ch, pocˇas ktore´ho je LSP povazˇovane´ za platne´.
Cisco IOS pouzˇı´va cˇas 20 minu´t (1200 seku´nd).
• LSP ID: System ID, Pseudonode ID a LSP cˇı´slo aktua´lneho LSP.
• Sequence Number: Sekvencˇne´ cˇı´slo LSP.
• Checksum: Kontrolny´ su´cˇet obsahu LSP.
• Partition Repair (P-bit): Tento bit nie je podporovany´ v Cisco IOS.
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Obr. 9: IS-IS Link State PDU
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• Attachment (ATT): 4-bitove´ pole. Cisco IOS vsˇak vyuzˇı´va len 1 bit. Slu´zˇi na
ozna´menie cˇi je poˆvodca spra´vy(smerovacˇ) pripojeny´ k jednej alebo viacery´m
oblastiam.
• Overload (OL) bit: Ak ma´ vysielaju´ci smerovacˇ preplnenu´ pama¨t’, nastavı´ tento bit
na 1. Prijı´maju´ci smerovacˇ potom nebude vyuzˇı´vat’ tento smerovacˇ pre tranzit.
• IS Type: Ukazuje, cˇi smerovacˇ, ktory´ vyslal spra´vu je L1 alebo L2.
01- Level-1
11- Level-2
L1 a L2 pakety obsaju´ aj d’alsˇie TLV okrem uzˇ spomı´nany´ch Area Address(es), Proto-
cols Supported, IP Interface Address(es), ako naprı´klad:
• IP Internal reachability: Obsahuje priamo pripojene´ IP adresy spolu s maskami v
ra´mci smerovacej dome´ny. Taktiezˇ obsahuje metriku.
• IS Reachability: Obsahuje IS-IS susedov (zahr´nˇaju´c Pseudonodes) a metriku kazˇdej
linky k ty´mto susedom.
L2 LSP paket taktiezˇ obsahuje nasleduju´ce TLV:
• IP External reachability: Obsahuje IP adresy spolu s maskami, ktore´ nie su´ v smero-
vacej dome´ne a moˆzˇu byt’ dosiahnute´ niektory´m z rozhranı´ poˆvodne´ho smerovacˇa.
• Inter-domain Routing Protocol Information: Toto TLV umozˇnˇuje L2 LSP transpa-
rentny´ prenos informa´cii z externy´ch smerovacı´ch protokolov cez IS-IS dome´nu.
4.3.1.3 IS-IS Sequence Number spra´vy: CSNP spra´vy sa vyuzˇı´vaju´ na udrzˇiavanie
LSDB. DIS periodicky posiela multicastove´ spra´vy, v ktory´ch posiela vsˇetky LSP. L1 SNP
spra´vy sa posielaju´ vsˇetky´m Level-1 IS na multicastovu´ adresu 01-80-C2-00-00-14, zatial’
cˇo L2 SNP zase vsˇetky´m Level-2 IS s multicastovou adresou 01-80-C2-00-00-15.
Ak je databa´za rozsiahla, nemoˆzˇu byt’ vsˇetky LSP zahrnute´ v jednej SNP spra´ve.
Vd’aka tomu existuje Start LSP ID a End LSP ID pole. Ak jedna SNP spra´va obsahuje
vsˇetky informa´cie, Start LSP ID je nastavene´ na 0000.0000.0000.00-00 a End LSP ID na
FFFF.FFFF.FFFF.FF-FF.
PSNP je vel’mi podobne´ CSNP spra´vam, avsˇak posiela len niektore´ LSP, nie celu´ da-
taba´zu. Na peer-to-peer sieti sa PSNP vyuzˇı´va na potvrdenie prijatej LSP spra´vy. na LAN
sieti je PSNP vyuzˇı´vane´ k vyzˇiadaniu chy´baju´cich alebo novy´ch LSP spra´v.
Obidva druhy SNP spra´v obsahuju´ nasleduju´ce TLV pole:
• LSP Entries: TLV sumarizuju´ce LSP zoznamom, obsahuju´cim Remaining Lifetime,
LSP ID, Sequence Number a Checksum.
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Obr. 10: IS-IS Sequence Number PDU
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4.4 BGP
BGP - Border Gateway Protocol je protokol zodpovedny´ za smerovanie Internetu.
Udrzˇiava smerovacie tabul’ky IP sietı´ a prefixov, ktore´ urcˇuju´ dostupnost’ sietı´ medzi au-
tono´mnymi syste´mami. BGP je oznacˇovany´ ako path-vector protokol pretozˇe nevyuzˇı´va
tradicˇnu´ metriku vnu´torny´ch smerovacı´ch protokolov, ale robı´ smerovacie rozhodnutia
na za´klade ciest, siet’ovy´ch vlastnostı´(policies) a/alebo pravidiel pre filtrovanie. Vzniklo
ako na´hrada za Exterier Gateway Protocol (EGP), protokol umozˇnˇuju´ci plne decentrali-
zovane´ smerovanie kvoˆli prechodu z hlavne´ho ARPAnet modelu na decentralizovany´
syste´m, ktory´ zahr´nˇal NSFNET chrbticove´ siete a jeho zdruzˇene´ regiona´lne siete. To
umozˇnilo, aby sa stal internet skutocˇne decentralizovany´m syste´mom. Od roku 1994 sa
pouzˇı´va sˇtvrta´ verzia BGP. Vsˇetky predcha´dzaju´ce verzie su´ uzˇ zastarane´. Medzi hlavne´
vylepsˇenia vo verzii 4 patrı´ podpora beztriedneho medzi dome´nove´ho smerovania a
vyuzˇitie agrega´cie ciest, ktore´ zmensˇuje vel’kost’ smerovacı´ch tabuliek. Va¨cˇsˇina posky-
tovatel’ov internetovy´ch sluzˇieb musı´ vyuzˇı´vat’ BGP na preva´dzku smerovania medzi
sebou a d’alsˇı´mi ISP. Preto, aj ked’ ho va¨cˇsˇina uzˇı´vatel’ov internetu nepouzˇı´va priamo, je
BGP jedny´m z najdoˆlezˇitejsˇı´ch protokolov Internetu.
4.4.1 Verzie BGP
BGP-1:
• Dl´zˇka spra´vy v rozmedzı´ od 8 do 1024 bytov
BGP-2: Ta´to verzia uzˇ nepouzˇı´vala up, down, a horizontal vzt’ahy medzi autono´mnymi
syste´mami, ktore´ boli pouzˇite´ vo verzii 1. BGP-2 uviedlo taktiezˇ koncept atribu´tov ciest.
• Dl´zˇka spra´vy v rozmedzı´ od 19 do 4096 bajtov
BGP-3: Verzia 3 protokolu BGP rusˇı´ niektore´ obmedzenia pre pouzˇı´vanie atribu´tu
cesty NEXT HOP, a prida´va pole identifika´tor BGP do BGP OPEN spra´vy(jednotlive´ BGP
spra´vy v podkapitole 4.4.2 ). Taktiezˇ objasnˇuje postup pre distribu´ciu BGP ciest medzi
BGP susedmi v ra´mci autono´mneho syste´mu.
• Dl´zˇka spra´vy v rozmedzı´ od 19 do 4096 bajtov
BGP-4: Ta´to verzia umozˇnˇuje reprezentovat’ viac classful sietı´ v jednej polozˇke.
Atribu´t AS PATH bol upraveny´ tak, aby mohli byt’ popı´sane´ skupiny autono´mnych
syste´mov, rovnako ako aj individua´lne AS. Okrem toho bol obnoveny´ INTER–AS MET-
RIC atribu´t ako MULTI–EXIT diskrimina´tor. Boli pridane´ atribu´ty LOCAL–PREFERENCE
a AGGREGATOR.
• Dl´zˇka spra´vy v rozmedzı´ od 19 do 4096 bajtov
• Podporuje CIDR
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Obr. 11: Hlavicˇka BGP spra´vy
4.4.2 BGP spra´vy





Vsˇetky BGP spra´vy maju´ rovnaku´, fixnu´ vel’kost’ hlavicˇky, ktora´ obsahuje pole indi-
kuju´ce celkovu´ dl´zˇku spra´vy a typove´ pole oznacˇuju´ce typ spra´vy(Obra´zok 11).
4.4.2.1 BGP Open spra´vy: Po tom, ako je zalozˇene´ spojenie medzi dvoma BGP
syste´mami, tieto syste´my si vymienˇaju´ Open spra´vy, aby tak vytvorili plne´ spojenie
medzi nimi. Ked’ je spojenie zalozˇene´, dva BGP syste´my si moˆzˇu vymienˇat’ BGP spra´vy
a da´ta.
Open spra´va pozosta´va z BGP hlavicˇky a ty´chto polı´:
• Verzia: Aktua´lna verzia BGP je 4
• Cˇı´slo loka´lneho AS
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• Navrhovana´ hodnota Hold time cˇasovacˇa
• BGP identifika´tor: IP adresa BGP syste´mu
• Volitel’ne´ parametre Dl´zˇka pol’a a Parameter
4.4.2.2 BGP Update spra´vy: BGP syste´m posiela aktualizacˇne´ spra´vy na vy´menu
informa´ciı´ o dostupnosti jednotlivy´ch sietı´. BGP potom vyuzˇı´va tieto informa´cie na
skonsˇtruovanie grafu, ktory´ popisuje vzt’ahy medzi vsˇetky´mi zna´mimy AS.
Update spra´va pozosta´va z BGP hlavicˇky a ty´chto polı´:
• Unfeasible routes length: Dl´zˇka polı´, ktore´ obsahuju´ cesty vyradene´ z preva´dzky,
pretozˇe uzˇ nie su´ povazˇovane´ za dostupne´
• Withdrawn routes: IP adresove´ prefixy pre tieto cesty
• Total path attribute length: Dl´zˇka polı´, ktore´ obsahuju´ atribu´ty ciest
• Path attributes: Atribu´ty ciest, zahr´nˇaju´ce poˆvod cesty, atribu´t MED a informa´cie o
agrega´cii, komunita´ch
• Network layer reachability information (NLRI): IP adresne´ prefixy pouzˇitel’ny´ch
ciest propagovany´ch v aktualizacˇny´ch spra´vach
4.4.2.3 BGP Keepalive spra´vy: BGP syste´my si vymienˇaju´ keepalive spra´vy pre
priebezˇne´ zist’ovanie, cˇi linka alebo host spadli alebo uzˇ nie su´ dostupne´. Tieto spra´vy
musia byt’ vymienˇane´ dost’ cˇasto na to, aby nevyprsˇal timer Hold cˇasovacˇ. Pozosta´vaju´
len z BGP hlavicˇky.
4.4.2.4 BGP Notification spra´vy: Tieto spra´vy su´ vysielane´ BGP syste´mom vtedy,
ked’ je detekovany´ chybovy´ stav. Po tom, ako je spra´va poslana´, BGP a TCP spojenie
medzi BGP syste´mami su´ zatvorene´. Tieto spra´vy pozosta´vaju´ z BGP hlavicˇky spolu s
chybovy´m ko´dom a subko´dom, a da´t, ktore´ opisuju´ tu´to chybu.
4.4.3 BGP atribu´ty
S trasami, ktore´ su´ naucˇene´ prostrednı´ctvom BGP su´ spojene´ vlastnosti, ktore´ sa
pouzˇı´vaju´ na urcˇenie najlepsˇej cesty k ciel’u v prı´pade, zˇe existuje viac ciest. Tieto vlast-
nosti sa nazy´vaju´ BGP atribu´ty. Delia sa na zna´me(well–known) a volitel’ne´(optional).
Ich rozdelenie je v tabul’ka´ch 3 a 4.
K netranzitı´vnym BGP atribu´tom sa BGP syste´m spra´va tak, zˇe ak ich pozna´, tak ich
posˇle d’alej, ak ich vsˇak nepozna´, zahodı´ ich. Analogicky je to s tranzitı´vnymi atribu´tmi,















Tabul’ka 4: Volitel’ne´ BGP atribu´ty
4.5 RIP
Routing Information Protocol (RIP) je distance-vector smerovacı´ protokol, ktory´ pracuje
s pocˇı´tanı´m preskokov ako so smerovacou metrikou. Jeden preskok sa rovna´ jedne´mu
prechodu smerovacˇom. RIP predcha´dza smerovacı´m slucˇka´m implementa´ciou limito-
vane´ho pocˇtu povoleny´ch preskokov na ceste od zdroja k ciel’u. Maxima´lny pocˇet pre-
skokov pre RIP je 15. Limitovany´ pocˇet preskokov vsˇak tiezˇ obmedzuje vel’kost’ sietı´,
ktore´ moˆzˇu RIP podporovat’. Pocˇet 16 preskokov je povazˇovany´ za nekonecˇnu´ vzdiale-
nost’ a slu´zˇi na zrusˇenie neprı´stupny´ch, nefunkcˇny´ch, alebo inak nezˇiadu´cich ciest pocˇas
vy´berove´ho procesu. RIP implementuje split horizont, route poisoning a holddown me-
chanizmy, aby tak predcha´dzal propagovaniu nekorektny´ch smerovacı´ch informa´ciı´.
Poˆvodne kazˇdy´ RIP smerovacˇ prena´sˇal plne´ aktualiza´cie kazˇdy´ch 30 seku´nd. V
rannom nasadenı´ RIPu boli smerovacie tabul’ky dost’ male´ na to, aby vyt’azˇenie ne-
bolo signifikantne´. Ako vsˇak vel’kost’ sietı´ ra´stla, bolo jasne´, zˇe vzhl’adom k tomuto
cˇasove´mu intervalu bude kazˇdy´ch 30 seku´nd vel’mi vysoky´ na´rast zat’azˇenia liniek, aj
keby smerovacˇe tieto aktualiza´cie inicializovali v na´hodny´ch cˇasoch. Mysˇlienka bola,
zˇe v doˆsledku na´hodnej inicializa´cie by sa ta´to za´t’azˇ rozprestrela v cˇase, v praxi sa to
vsˇak nepotvrdilo. Sally Floyd a Van Jacobson v roku 1994 uka´zali, zˇe bez malej ran-
domiza´cie cˇasovacˇa aktualiza´ciı´ sa cˇasovacˇe po cˇase opa¨t’ zosynchronizuju´. Vo va¨cˇsˇine
su´cˇasny´ch siet’ovy´ch prostredı´ nie je RIP preferovanou vol’bou pre smerovanie, ked’zˇe
jeho doba konvergencie a sˇka´lovatel’nost’ su´ vel’mi t’azˇko porovnatel’ne´ s EIGRP, OSPF
alebo IS-IS (posledne´ dva su´ link-state smerovacie protokoly), a (bez RMTI) limitovany´
pocˇet preskokov taktiezˇ vy´razne obmedzuje vel’kost’ siete. Avsˇak, jeho vy´hodou je, zˇe je
l’ahke´ ho nakonfigurovat’, pretozˇe RIP nevyzˇaduje zˇiadne parametre na smerovacˇi, na
rozdiel od iny´ch protokolov. RIP je implementovany´ na vrchole UDP protokolu ako jeho




Maxima´lny pocˇet preskokov je 15 Maxima´lny pocˇet preskokov je 15
Triedny Beztriedny
Vsˇesmerove´ vysielanie Multicastove´ vysielanie na adresu 224.0.0.9
Nepodporuje VLSM Podporuje VLSM
Nepodporuje nespojite´ siete Podporuje nespojite´ siete
Tabul’ka 5: RIPv1 versus RIPv2
4.5.1 Verzie RIP
Vsˇetky nizˇsˇie spomenute´ verzie smerovacieho protokolu RIP sa sta´le pouzˇı´vaju´, va¨cˇsˇinou
vsˇak pre vy´ucˇbove´ u´cˇely alebo len v nie vel’mi rozsiahlych a komplikovany´ch siet’ach.
Priame porovnanie verziı´ RIPv1 a RIPv2 je mozˇne´ vidiet’ v tabul’ke 5.
RIP version 1 (RIPv1): Jednoduchy´ distance-vector protokol. Je vybaveny´ roˆznymi
technolo´giami ako naprı´klad Split Horizon a Poison Reverse, aby mohol poda´vat’ lepsˇı´
vy´kon v komplikovany´ch siet’ach.
• Najdlhsˇia cesta nemoˆzˇe prekrocˇit’ 15 preskokov
• RIP vyuzˇı´va staticku´ metriku pri porovna´vanı´ ciest
• Maxima´lna dl´zˇka datagramu je 512 bajtov, nezahr´nˇaju´c IP alebo UDP hlavicˇky.
RIP version 2 (RIPv2): Druha´ verzia prida´va niekol’ko novy´ch cˇr´t:
• Tagovanie externy´ch ciest
• Masky podsietı´
• Adresy next-hop smerovacˇa
• Autentika´cia
• Podpora multicastov
RIPng: RIPng(next generation) je nadstavba RIPv2 protokolu pre podporu IPv6, pro-
tokolu novej genera´cie. Hlavne´ rozdiely medzi RIPv2 a RIPng su´:
• Podpora IPv6
• RIPv2 podporuje RIPv1 updaty, RIPng nie. V tom cˇase sa predpokladalo, zˇe IPv6
smerovacˇe budu´ vyuzˇı´vat’ IPsec na autentiza´ciu
• RIPv2 umozˇnˇuje pripa´janie l’ubovol’ny´ch tagov k cesta´m, RIPng nie
• RIPv2 ko´duje next-hop do kazˇde´ho smerovacieho za´znamu, RIPng vyzˇaduje
sˇpecificke´ ko´dovanie next-hopov pre skupinu za´znamov
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Obr. 12: Hlavicˇka RIP spra´vy
4.5.2 RIP spra´vy
Kazˇda´ RIP spra´va obsahuje prı´kaz a cˇı´slo verzie a moˆzˇe obsahovat’ polozˇky azˇ do
25 za´znamov(ciest). Kazˇda´ cesta obsahuje identifika´tor adresnej rodiny, IP adresu do-
stupnu´ touto cestou a pocˇet preskokov na trase. Ak musı´ smerovacˇ odoslat’ viac ako
25 za´znamov, musı´ byt’ vyprodukovany´ch viac RIP spra´v. Na obra´zku 12 si moˆzˇeme
vsˇimnu´t’, zˇe prva´ cˇast’ spra´vy je tvorena´ sˇtyrmi oktetmi, a kazˇda´ cesta je 20 oktetov. Preto
je maxima´lna vel’kost’ spra´vy 4 + (25 x 20) = 504 bajtov. Vra´tane osem bajtovej hlavicˇky
UDP bude maxima´lna vel’kost’ datagramu RIP (bez IP hlavicˇky) 512 bajtov.
Hlavicˇka spra´vy RIP protokolu obsahuje tieto polozˇky:
• Command: Vzˇdy nastaveny´ bud’ na jednotku, cˇo znamena´ Request, alebo dvojku,
cˇo znamenat’ spra´vu s odpoved’ou. Existuju´ aj d’alsˇie prı´kazy, ale vsˇetky su´ bud’
zastarane´, alebo vyhradene´ pre su´kromne´ pouzˇitie
• Version: Verzia bude nastavena´ na jednotku pre RIPv1, na dvojku pre RIPv2
• Address Family Identifier: Identifika´tor adresnej rodiny je nastavena´ na dvojku pre
IP. Jedinou vy´nimkou je pozˇiadavka na plnu´ smerovaciu tabul’ku smerovacˇa (alebo
hostitel’a)
• IP address: Adresa ciel’a. Ta´to polozˇka moˆzˇe byt’ siet’ova´ adresa, adresa podsiete
• Metric: Pocˇet preskokov medzi 1 a 16
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4.5.2.1 RIP Request spra´vy: Request spra´vy su´ spra´vy vyslane´ smerovacˇom ine´mu
smerovacˇu za u´cˇelom zı´skania celej, alebo cˇasti jeho smerovacej tabul’ky.
4.5.2.2 RIP Response spra´vy: Spra´vy zaslane´ smerovacˇom obsahuju´ce vsˇetky alebo
cˇast’ svojej smerovacej tabul’ky. Tieto spra´vy nie su´ odoslielane´ iba ako reakcia na spra´vu
RIP Request.
4.6 Resume
Quagga ako balı´k smerovacieho software ponu´ka sˇiroke´ mozˇnosti cˇo sa ty´ka vyuzˇitia
smerovacı´ch protokolov, ako som spomenul v predcha´dzaju´com texte. Najroˆznejsˇie
smerovacie protokoly ponu´kaju´ rozmanite´ mozˇnosti. Z hl’adiska vopred pripraveny´ch
sˇtruktu´r sa ako najvy´hodnejsˇie javı´ pouzˇitie smerovacieho protokolu IS-IS, ktory´, ako
bolo spomenute´, ponu´ka mozˇnost’ vyuzˇit’ takzvane´ TLV polia, kde je mozˇnost’ definovat’
typ, dl´zˇku a hodnotu pol’a. Je teda mozˇne´ si upravit’ tieto TLV polia podl’a vlastnej
potreby, v mojom prı´pade teda na distribu´ciu IP a MAC adries medzi IS-IS prepı´nacˇmi
na platforme GNU/Linux. V ostatny´ch smerovacı´ch protokoloch by tiezˇ bola mozˇnost’
posielat’ l’ubovol’ne´ da´ta, avsˇak nemaju´ pripravene´ zˇiadne konsˇtrukcie, cˇo znamena´, zˇe




Po analy´ze vlastnostı´ pouzˇitel’ny´ch smerovacı´ch protokolov v kapitole 4 sa natı´ska ota´zka
ako na´rocˇna´, cˇi uzˇ cˇasovo alebo zlozˇitost’ou, je analy´za tisı´cov riadkov zdrojovy´ch ko´dov
za u´cˇelom ich d’alsˇej u´pravy v porovnanı´ s na´vrhom a vlastnou implementa´ciu sme-
rovacieho protokolu, ktora´ sa bude starat’ len o distribu´ciu spra´v nutny´ch k spra´vnej
funkcionalite syste´mu, bez d’alsˇej zbytocˇnej za´t’azˇe. Ako je v tejto kapitole spomenute´,
najvhodnejsˇı´m kandida´tom na distribu´ciu va¨zieb IP-MAC bez nutnosti vel’mi obsˇı´rnej
implementa´cie je smerovacı´ protokol IS-IS. Ma´ mozˇnost’ definovat’ si vlastne´ da´tove´ po-
lia pomocou TLV, kde je mozˇne´ sˇpecifikovat’ typ, vel’kost’ a obsah. Po snahe analyzovat’
spra´vanie sa modulu IS-IS som vsˇak zistil, zˇe bude menej cˇasovo na´rocˇne´ implemento-
vat’ vlastny´ smerovacı´ protokol, ako upravovat’ zdrojove´ ko´dy niekoho ine´ho. Samotny´
modul IS-IS obsahuje tisı´ce riadkov ko´du a nie je v nˇom jednoducha´ orienta´cia aj vd’aka
tomu, zˇe k nemu neexistuje zˇiadna programa´torska´ prı´rucˇka a komenta´rov v samotny´ch
zdrojovy´ch su´boroch nie je postacˇuju´ce mnozˇstvo. Preto som sa v neskorsˇej fa´ze rozhodol
implementovat’ vlastny´ proprieta´rny protokol, ktory´ sa bude starat’ o vy´menu potrebny´ch
informa´ciı´ medzi jednotlivy´mi prepı´nacˇmi.
Ked’zˇe je Linux napı´sany´ v programovacom jazyku C, rozhodol som sa moˆj proto-
kol programovat’ v rovnakom jazyku. Ul’ahcˇilo to tak pra´cu so syste´movy´mi su´bormi
a knizˇnicami. Pred samotnou implementa´ciou som analyzoval mozˇnosti komunika´cie
unixovy´ch pocˇı´tacˇov na sieti medzi sebou. Dostal som sa k cˇasto vyuzˇı´vany´m socke-
tom, ktore´ vel’mi dobre zapadali do mojej koncepcie komunika´cie na ba´ze klient - server,
kde server pocˇu´va na vopred stanovenom porte prı´padny´ ohlas klienta, a po zachytenı´
jeho signa´lu mu posiela svoju ARP tabul’ku. Klient zase, vysiela na adresu a port serveru
zˇiadost’ o ARP tabul’ku, ktora´ mu je na´sledne poslana´. Po tejto u´vodnej komunika´cii si
u´lohy vymenia a maju´ tak vymene´ ARP tabul’ky. Vzˇdy ked’ pribudne novy´ GNU/Linu-
xovy´ prepı´nacˇ, vymenı´ si informa´cie s najblizˇsˇie pripojeny´m prepı´nacˇom, ktory´ uzˇ komu-
nikuje mojı´m protokolom. Idea bola taka´, zˇe si prepı´nacˇe budu´ vymienˇat’ tieto informa´cie
vzˇdy po nejakom cˇasovom intervale, aby siet’ nebola zbytocˇne zahlcovana´ prı´padny´mi
vy´menami po kazˇdej zmene.
5.1 Distribu´cia ARP tabuliek
Aby sa ARP tabul’ka mohla distribuovat’, je nutne´ najprv loka´lnu ARP tabul’ku spracovat’,
vybrat’ z nej potrebne´ informa´cie a tie ulozˇit’ do vhodnej sˇtruktu´ry. V prı´pade zˇiadosti
o odoslanie ARP tabul’ky je potrebne´ pripravenu´ sˇtruktu´ru upravit’ do forma´tu preno-
sitel’ne´ho siet’ou, po prijatı´ opa¨t’ tabul’ku spracovat’ a ulozˇit’ potrebne´ da´ta do loka´lnej
ARP tabul’ky pocˇı´tacˇa. Vzhl’adom k neskorsˇiemu rozhodnutiu o spoˆsobe prijı´mania a
vysielania tabuliek (viac v podkapitole 5.3) som si vytvoril dve separovane´ tabul’ky
so sˇtruktu´rou zobrazenou vo vy´pise zdrojove´ho ko´du 6. Tabul’ka s pı´smenom I na
konci slu´zˇi na ulozˇenie pricha´dzaju´cich da´t z okolity´ch ARP tabuliek, a druha´ tabul’ka













static struct ARP entry ARP tableI[ARP TABLE SIZE];
static struct ARP entry ARP tableO[ARP TABLE SIZE];
Vy´pis 6: Sˇtruktu´ra ARP tabul’ky
O naplnenie ARP tabul’ky v prepı´nacˇi sa stara´ funkcia, ktora´ k zı´skaniu potrebny´ch
da´t vyuzˇı´va su´bor /proc/net/arp v linuxovom su´borovom syste´me, v ktorom je aktua´lna
ARP tabul’ka ulozˇena´. Po sˇtarte operacˇne´ho syste´mu tento su´bor obsahuje len IP-MAC
va¨zby priamo pripojeny´ch siet’ovy´ch rozhranı´. Tie si ta´to procedu´ra ulozˇı´ do svojich
vlastny´ch sˇtruktu´r, aby s nimi mohla potom d’alej pracovat’. V prı´pade zˇiadosti klienta o
ARP tabul’ku je ta´to jednoduchou funkciou spracovana´ do textove´ho ret’azca. Funkciu je
mozˇne´ vidiet’ vo vy´pise zdrojove´ho ko´du 7. Vzhl’adom k tomu, zˇe v loka´lnej ARP tabul’ke
nie su´ ulozˇene´ informa´cie o loka´lnych rozhraniach, je vhodne´ tieto informa´cie do novo
vzniknutej ARP tabul’ky moˆjho protokolu dodat’, preto som dopı´sal funkciu na zı´skanie
loka´lnych IP a MAC adries.
void add data(char ∗data, struct ARP entryO ∗tableO, int line)
{
int i=0;
while ( i < line)
{
strcat (data, tableO[i ]. IPaddr);
strcat (data, ” ” ) ;
strcat (data, tableO[i ]. MACaddr);




Vy´pis 7: Prı´prava ARP tabul’ky na odoslanie
5.2 Spracovanie ARP tabul’ky prepı´nacˇom
Po prijatı´ paketu s ARP tabul’kou je tento paket analyzovany´ a d’alej spracovany´. Prijaty´
paket je rozparsovany´ po jednotlivy´ch adresa´ch(IP a MAC), kde kazˇda´ adresa je ulozˇena´
do odpovedaju´cej bunky, ako moˆzˇeme vidiet’ vo vy´pise zdrojove´ho ko´du 8. Funkcia vra-
cia pocˇet riadkov ARP tabul’ky, aby nebolo nutne´ toto cˇı´slo znova zist’ovat’ pri zapisovanı´
informa´ciı´ do loka´lnej ARP tabul’ky.
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int parse buff(char ∗buf, struct ARP entryI ∗tableI)
{
char ∗obsah;
int i = 0;
obsah = strtok(buf, ” ” ) ;
while (obsah != NULL)
{
strcpy( tableI [ i ]. IPaddr, obsah);
obsah = strtok(NULL, ” ”);
strcpy( tableI [ i ]. MACaddr, obsah);





Vy´pis 8: Spracovanie da´t do ARP tabul’ky
Aby s ty´mito informa´ciami poslany´mi od susedny´ch stanı´c mohol pracovat’ samotny´
prepı´nacˇ a vyuzˇı´vat’ ich pri komunika´cii cˇi uzˇ so stanicami alebo d’alsˇı´mi prepı´nacˇmi, je
potrebne´ zapı´sat’ IP a MAC adresy do loka´lnej ARP tabul’ky. Je viac mozˇnostı´ ako tento
proble´m vyriesˇit’, vzhl’adom k tomu zˇe je moˆj protokol napı´sany´ v jazyku C, bolo by
vhodne´ v nˇom napı´sat’ aj funkciu za´pisu do loka´lnej ARP tabul’ky. Pri hl’adanı´ vhodne´ho
riesˇenia som vsˇak narazil na proble´m. Existuje niekol’ko na´strojov pracuju´cich s loka´lnou
ARP tabul’kou, avsˇak v prı´pade, zˇe by som chcel ich funkcionalitu vyuzˇit’, musel by
som k mojı´m zdrojovy´m su´borom zahrnu´t’ d’alsˇı´ch niekol’ko desiatok su´borov, z ktory´ch
vyuzˇijem len pa´r riadkov. Vzhl’adom k mozˇny´m zbytocˇny´m komplika´cia´m som sa rozho-
dol vyuzˇit’ to, cˇo je v kazˇdom unixovom syste´me dostupne´: shell. Vytvoril som si teda jed-
noduchy´ skript, ktore´mu preda´m parametre IP a MAC adresu, a on ich zapı´sˇe to loka´lnej
ARP tabul’ky.
GNU platforma ako taka´ doka´zˇe obsluhovat’ roˆzne vstupno-vy´stupne´ opera´cie na
vel’a roˆznych zariadeniach a objektov s vyuzˇitı´m jednoduchy´ch su´borov - read(cˇı´tanie),
write(za´pis), lseek(posune cˇı´tacej alebo zapisovacej hlavy). Avsˇak, va¨cˇsˇina zariadenı´ ma´
pa´r sˇpecia´lnych opera´ciı´, ktore´ do tohto modelu nezapadaju´, ako naprı´klad:
• Zmena fontu na termina´li
• Prevı´janie magnetickej pa´sky vpred alebo dozadu (nemoˆzˇe sa pohybovat’ v inkre-
mentoch bajtov, lseek je nepouzˇı´tel’ny´)
• Udrzˇiavanie smerovacej tabul’ky pre siet’(aj ARP tabul’ky)
Aj ked’ niektore´ objekty ako naprı´klad sockety a termina´ly maju´ ich vlastne´ sˇpecia´lne
funkcie, nebolo by prakticke´ vytva´rat’ ich pre vsˇetky tieto prı´pady. Namiesto toho ko-
munika´cia s kernelom prebieha cez takzvane´ ioctl() funkcie definovane´ v sys/ioctl.h.
Ioctl() funkcia ma´ minima´lne dva parametre, prvy´m je file-deskriptor (viac v podkapi-
tole 5.3.1) a druhy´m je vstupno-vy´stupny´ prı´kaz, ktory´ je na nˇom vykonany´. Na vy´pise
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zdrojove´ho ko´du 9 moˆzˇeme vidiet’ nutne´ prvotne´ vytvorenie socketu s parametrami ad-
resna´ rodina socketu(IP), typ socketu(Stream alebo Datagram vid’ podkapitola 5.3.1) a
protokol (0 pre loka´lnu komunika´ciu). Ioctl() funkcia je potom zavolana´ pra´ve na tento
socket s prı´kazom SIOCSARP(pridat’ alebo modifikovat’ ARP za´znam), ktore´ho paramet-
rom je sˇtruktu´ra req, kde je ulozˇena´ IP a MAC adresa za´znamu a takisto vlajka za´znamu
(0x02 pre kompletny´ za´znam, 0x04 pre permanentny´ za´znam).
struct arpreq req;
...
s = socket(AF INET, SOCK DGRAM, 0);
ioctl (s, SIOCSARP, (caddr t)&req);
Vy´pis 9: Inicializa´cia socketu a volanie funkcie ioctl()
5.3 Odosielanie a prijı´manie
Ako som uzˇ spomenul v u´vode tejto kapitole, Unixove´ syste´mu ponu´kaju´ mozˇnost’
vyuzˇit’ takzvane´ sockety na komunika´ciu cez siet’ove´ rozhrania. Socket je prostriedok
komunika´cie medzi procesmi Unixovy´ch syste´mov. Od iny´ch komunikacˇny´ch prostried-
kov sa lı´sˇi hlavne ty´m, zˇe tieto procesy nemusia bezˇat’ na jednom pocˇı´tacˇi. Ako takmer
vsˇetko v Unixovom syste´me, aj socket je su´bor. Procesy, ktore´ chcu´ komunikovat’ medzi
sebou vyuzˇı´vaju´ sˇpecia´lne funkcie na prı´stup k tomuto su´boru, a tak si jednoducho
vymienˇaju´ da´ta v obidvoch smeroch. Jednoducho povedane´, Unixovy´ socket je bitovy´
tok(stream) medzi procesmi, bezˇiaci cˇi uzˇ loka´lne, alebo na v ra´mci siet’ou spojeny´ch
Unixovy´ch syste´moch. Z hl’adiska mojich potrieb pri zaistenı´ komunika´cie na sieti je
vhodne´ spomenu´t’ dva typy socketov, aj ked’ je ich samozrejme viac. Tie dva spomı´nane´
typy su´ teda Stream sockety a Datagram sockety.
5.3.1 Stream a Datagram Sockety
Stream sockety su´ spol’ahlive´, spojovo orientovane´ komunikacˇne´ toky umozˇnˇuju´ce nie
len komunika´ciu medzi procesmi na roˆznych staniciach, ale aj medziprocesnu´ komu-
nika´ciu na jednej stanici. Socket sa vytvorı´ zavolanı´m funkcie socket(), ktora´ vracia file-
descriptor rovnako ako naprı´klad funkcia open(). Na cˇı´tanie alebo zapisovanie do soc-
ketu moˆzˇeme vyuzˇit’ naprı´klad funkcie read() a write(). Navysˇe je mozˇne´ pouzˇit’ nie-
kol’ko funkciı´ sˇpecia´lne pre sockety. Preto som sa rozhodol ich vyuzˇil aj pri prida´vanı´
ARP za´znamov, ako je spomenute´ v podkapitole 5.2. Teraz sa vsˇak budem venovat’ soc-
ketom slu´zˇiacim na komunika´ciu po sieti. Ak posˇlete na socket tri polozˇky v poradı´ 0 1
2, tak na opacˇnom konci prı´du v rovnakom poradı´ a taktiezˇ bez chyby(error free). To, zˇe
da´ta prı´du bez chyby zaist’uje pouzˇitie protokolu TCP ktory´ zaist’uje, zˇe da´ta su´ dorucˇene´
bez chyby a sekvencˇne. Z aplika´ciı´ alebo protokolov, ktore´ pouzˇı´vaju´ Stream sockety by
som spomenul dobre zna´my telnet a HTTP protokol ako prı´klady.
Datagramove´ sockety, niekedy nazy´vane´ aj nespojove´ sa tak nazy´vaju´ preto, zˇe ne-
existuje zˇiadna garancia, zˇe odoslany´ datagram bude dorucˇeny´, ani kedy bude dorucˇeny´.
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Obr. 13: Nadviazanie TCP spojenia
Iste´ vsˇak je, zˇe ak bude dorucˇeny´, tak bude taktiezˇ bez chy´b. Na rozdiel od Stream soc-
ketov, Datagram sockety vyuzˇı´vaju´ UDP protokol. Nespojove´ su´ preto, zˇe nie je nutne´
spojenie medzi dvoma stanicami, ako je tomu pri Stream socketoch. Tu len pripravı´te
da´ta, prilozˇı´te IP hlavicˇku s ciel’ovou adresou a da´ta su´ odoslane´.
Pri implementa´cii moˆjho protokolu je priam nevyhnutne´, aby boli da´ta dorucˇene´ v
spra´vnom poradı´, bez chy´b, a aby sa nestalo, zˇe sa cˇast’ cestou stratı´. Preto som si vy-
bral Stream sockety, ktore´ su´ spojovo orientovane´ a zamedzuju´ tak strate alebo vel’ke´mu
oneskoreniu prijatia da´t(pokial’ nie je pret’azˇena´ siet’).
5.4 Nadviazanie komunika´cie
Kazˇdy´ GNU/Linux prepı´nacˇ vyuzˇı´vaju´ci moˆj protokol si udrzˇiava zoznam susedov ob-
sahuju´ci IP adresy jednotlivy´ch komunikuju´cich stanı´c. Je to jednoducha´ sˇtruktu´ra obsa-
huju´ca len IP adresy. Aby bolo mozˇne´ spojenie nadviazat’, musı´ byt’ k dispozı´cii pra´ve
adresa ciel’a, ku ktore´mu sa chceme pripojit’. Je teda potrebne´ vyriesˇit’ proble´m nadviaza-
nia komunika´cie. Ako teda vyslat’ ARP tabul’ku, ked’ neviem kam? Na to som si vytvoril
funkciu, ktora´ po spustenı´ protokolu rozosˇle vsˇesmerovy´m vysielanı´m loka´lne IP adresy
spolu s MAC, aby ich tak mohli zachytit’ ostatne´ prepı´nacˇe, a poslat’ na ne ARP tabul’ku.
Server teda obdrzˇı´ jednu alebo viac IP adries, ktore´ porovna´ so svojou databa´zou suse-
dov a zistı´ tak, cˇi uzˇ tieto adresu v zozname ma´, alebo nie. Ak tam niektore´ adresy nema´,
tak ich do zoznamu prida´ a nadviazˇe s nimi TCP spojenie ako klient(Obra´zok 13). Taktiezˇ
si pricha´dzaju´ce IP a MAC adresy ulozˇı´ do loka´lnej ARP tabul’ky, aby pri zaha´jenı´ komu-
nika´cie nemusel vyuzˇı´vat’ ARP vsˇesmerove´ vysielanie. Nadviazany´m TCP spojenı´m si
klient vyzˇiada ARP tabul’ku, server mu ju posˇle a klient ju spracuje. Server, ktory´ ARP
tabul’ku vyslal, hned’ po tomto akte vysˇle svoju loka´lnu adresu, ktoru´ spracuje prepı´nacˇ,
ktory´ pra´ve prijal ARP tabul’ku. Opa¨t’ ju porovna´ so svojou databa´zou a na za´klade odpo-
vede na ota´zku cˇi adresu v zozname ma´ alebo nie sa rozhodne cˇo d’alej. Tento spoˆsob som
aplikoval preto, zˇe ked’ sa prepı´nacˇ pripojı´ do siete neskoˆr, nemusı´ zachytit’ vsˇesmerove´
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vysielanie ine´ho prepı´nacˇa a tak nedostane potrebne´ da´ta. Ty´mto spoˆsobom da´ o sebe
vediet’ hned’ po prihla´senı´, na cˇo moˆzˇu reagovat’ ostatne´ prepı´nacˇe.
5.5 Paraleliza´cia
Aby mohol program vyuzˇı´vaju´ci sockety su´cˇasne pocˇu´vat’ na jednom porte, a vysielat’ na
inom, je nutne´ beh programu paralelizovat’. Na samotne´ sockety je mozˇne´ vyuzˇit’ funkciu
select() alebo poll(). Tieto funkcie su´ schopne´ pracovat’ s tromi skupinami socketov:
1. skupina: sleduje, cˇi sa v niektorom sockete nenacha´dzaju´ pricha´dzaju´ce da´ta
2. skupina: sleduje, cˇi nie je mozˇne´ do niektore´ho socketu zapisovat’ da´ta
3. skupina: sleduje, cˇi sa niektore´ sockety nenacha´dzaju´ v chybovom stave
Potreboval som vsˇak paralelizovat’ aj d’alsˇie opera´cie a vy´pocˇty, preto som sa nech-
cel obmedzovat’ len na sockety, ale na paraleliza´ciu ako taku´. Ako zaujı´mava´ mozˇnost’
s javilo vyuzˇitie vla´kien, kde by procesy bezˇali v samostatny´ch vla´knach. Technicky je
vla´kno definovane´ ako neza´visly´ tok insˇtrukciı´, ktore´ho beh si moˆzˇe operacˇny´ syste´m
napla´novat’. Kazˇde´ vla´kno si udrzˇiava vlastny´ ukazovatel’ na za´sobnı´k, vlastne´ registre,
vlastnosti pla´novanie(priorita), vla´knu sˇpecificke´ da´ta.
V Unixovom prostredı´ teda vla´kno existuje v ra´mci procesu a vyuzˇı´va jeho zdroje,
ma´ vsˇak neza´visle´ riadenie toku. Duplikuje len najza´kladnejsˇie zdroje potrebne´ k jeho
neza´visle´mu behu, moˆzˇe vsˇak niektore´ zdroje procesu zdiel’at’ s iny´mi vla´knami, avsˇak
sa sta´le spra´vat’ rovnako neza´visle. Ked’zˇe vla´kna v ra´mci procesu zdiel’aju´ a vyuzˇı´vaju´
jeho zdroje, zmeny spoˆsobene´ jedny´m vla´knom su´ viditel’ne´ aj ostatny´m vla´knam, taktiezˇ
dva ukazovatele maju´ce rovnaku´ hodnotu ukazuju´ na rovnake´ da´ta a v neposlednom
rade cˇı´tanie a zapisovanie na rovnaku´ lokalitu v pama¨ti je mozˇne´, takzˇe si to vyzˇaduje
explicitnu´ synchroniza´ciu programa´tora. Aj to je teda doˆvod, precˇo vytvorit’ pre kazˇde´
vla´kno vlastne´ da´tove´ sˇtruktu´ry(nie vsˇetky).
Ako je vidiet’ vo vy´pise zdrojove´ho ko´du 10, hodnota funkcie pthread create() vracia
celocˇı´selnu´ hodnotu, 0 ak je u´spesˇna´, v opacˇnom prı´pade vracia cˇı´slo, ktore´ znamena´
chybu. Pri vytva´ranı´ vla´kien je nutne´ sˇpecifikovat’ funkciu, ktoru´ vla´kno spu´sˇt’a a
prı´padne´ parametre. Prı´kaz pthread join() cˇaka´ na skoncˇenie obidvoch vla´kien. Keby ne-
bol pouzˇity´, program skoncˇı´ po tom, ako spadne prve´ vla´kno, cˇo vlastne zabezpecˇuje beh
programu do nekonecˇna a mozˇnost’ paralelny´ch vy´pocˇtov. V prvom vla´kne teda vola´m
funkciu lineOne, ktora´ zabezpecˇuje rozoslanie loka´lnych adries vsˇesmerovy´m vysie-
lanı´m a potom pocˇu´va na porte asociovanom so vsˇesmerovy´m vysielanı´m pricha´dzaju´ce
adresy susedny´ch prepı´nacˇov. V prı´pade, zˇe nejake´ adresy obdrzˇı´ a nema´ ich uzˇ v zo-
zname susedov, spustı´ ARP klienta, ktory´ sa pripojı´ k ARP serveru s ciel’ovou adresou a
portom 3490, ktoru´ pra´ve obdrzˇal a prijme od neho ARP tabul’ku. Druhe´ vla´kno sa teda
stara´ o to, aby bola zˇiadost’ o ARP tabul’ku obdrzˇana´ a vypocˇuta´. Pocˇu´va teda na porte
3490, v prı´pade zˇe dostane zˇiadost’, posiela spa¨t’ zˇiadanu´ ARP tabul’ku. Tretie vla´kno
spu´sˇt’a funkciu time, ktora´ sa stara´ o aktualiza´cie, spomenute´ v nasleduju´cej cˇasti.
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Obr. 14: Proces versus Vla´kno
pthread t thread1, thread2, thread3;
int iret1 , iret2 , iret3 ;
iret1 = pthread create( &thread1, NULL, lineOne, (void ∗)IPlist ) ; // (void ∗) &
iret2 = pthread create( &thread2, NULL, lineTwo, NULL);
iret3 = pthread create( &thread3, NULL, time, (void ∗) IPlist ) ;
pthread join( thread1, NULL);
pthread join( thread2, NULL);
pthread join( thread3, NULL);
Vy´pis 10: Inicializa´cia vla´kien
5.6 Aktualiza´cie
Mozˇnostı´ ako aktualizovat’ ARP tabul’ky medzi susedny´mi prepı´nacˇmi je hned’ niekol’ko.
Insˇpira´ciu ponu´kaju´ aj smerovacie protokoly, kde sa vyuzˇı´va ako aktualiza´cia po vopred
stanovenom cˇasovom u´seku, tak aktualiza´cie vyvolane´ zmenou smerovacej informa´cie.
Z hl’adiska zat’azˇenosti siete sa javı´ ako vy´hodnejsˇia mozˇnost’ aktualizovat’ po zmene,
ak je vsˇak ty´ch zmien prı´lisˇ vel’a, nie je to azˇ taka´ vel’ka´ u´spora. Na druhej strane ak-
tualiza´cia po dohodnutom cˇasovom intervale moˆzˇe priniest’ vy´hody v tom, zˇe siet’ je
zat’azˇena´ len raz a to pra´ve pocˇas vy´meny ARP tabuliek. Aby som mohol obı´st’ nevy´hodu
vysokej za´t’azˇe na sieti v jeden moment, vyuzˇil som mozˇnost’ pocˇı´tat’ tento cˇasovy´ u´sek na
kazˇdom prepı´nacˇi zvla´sˇt’. Interval sa teda odvı´ja od cˇasu spustenia protokolu pre vy´menu
ARP tabuliek, nie od cˇasu kedy dva prepı´nacˇe nadviazali medzi sebou susedsky´ vzt’ah a
vymenili si prve´ informa´cie, cˇo ma´ za na´sledok rozprestretie za´t’azˇe do sˇirsˇieho cˇasove´ho
spektra(v za´vislosti na cˇasoch spustenia insˇtanciı´ protokolu). Po ubehnutı´ cˇasove´ho inter-
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valu teda TCP klient nadviazˇe spojenie so serverom a prijme aktualizovanu´ ARP tabul’ku.
Server opa¨t’ pocˇu´va na vopred dohodnutom porte, tentokra´t 3495, a v prı´pade nadviaza-
nia spojenia si pripravı´ ARP tabul’ku tak, zˇe precˇı´ta celu´ loka´lnu ARP tabul’ku a tu´ potom
posiela klientovi.
5.7 Obsluha protokolu
Protokol v adresa´ri src na prilozˇenom CD je pripraveny´ k pouzˇı´vaniu na GNU/Linux
platforma´ch, cˇi uzˇ staniciach alebo prepı´nacˇoch. Jediny´m krokom, ktory´ treba pred sa-
motny´m spustenı´m protokolu spravit’ je jeho kompila´cia, cˇo sa ucˇinı´ prı´kazom make
priamo v unixovom shelli. Zdrojove´ su´bory su´ tak skompilovane´ a pripravene´ k spus-
teniu. Pocˇas kompila´cie su´ vytvorene´ dva spustitel’ne´ su´bory, su´bor s na´zvom protocol,
ktory´m sa program spu´sˇt’a, a su´bor s na´zvom stop, ktory´m beh protokolu zastavı´te. Kvoˆli
pra´ci so syste´movy´mi knizˇnicami je nutne´ protokol spu´sˇt’at’ s pra´vami super-uzˇı´vatel’a.
Po spustenı´ su´boru protocol je program spusteny´ a bezˇı´ na pozadı´, takzˇe nie je mozˇne´ sle-
dovat’ zˇiadne vy´pisy na konzole a beh protokolu tak uzˇı´vatel’ovi nezasahuje do pra´ce na
konzole. Zastavenie behu protokolu je mozˇne´ vykonat’ zadanı´m prı´kazu stop na konzolu
a proces je hned’ ukoncˇeny´.
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6 Za´ver
Za´merom tejto diplomovej pra´ce bolo navrhnu´t’ a implementovat’ rozsˇı´renie vhodne´ho
smerovacieho protokolu o mozˇnost’ distribu´cie naucˇeny´ch MAC adries medzi softwa-
rovy´mi prepı´nacˇmi realizovany´mi na platforme GNU/Linux a zamedzit’ tak za´plavove´mu
sˇı´reniu ARP dotazov medzi softwarovy´mi prepı´nacˇmi v ra´mci prepı´nane´ho segmentu
v takej miere, zˇe riesˇenie bude disponovat’ mechanizmom na distribu´ciu potrebny´ch
ARP informa´ciı´, avsˇak nie na linkovej vrstve, ale na vrstve siet’ovej. Jednou z mozˇnostı´
bolo vyuzˇit’ balı´k smerovacieho software Quagga, ktory´ disponuje vsˇeobecne zna´mymi
smerovacı´mi protokolmi ako je RIP, IS-IS, OSPF, a vyuzˇit’ tieto protokoly na prenos
potrebny´ch informa´ciı´. Vyuzˇitie ty´chto protokolov znamenalo pochopenie spoˆsobu ich
pra´ce na u´rovni zdrojove´ho ko´du, jeho analy´za a na´sledny´ na´vrh konceptu da´tovy´ch
sˇtruktu´r mechanizmu v podobe rozsˇı´renia aktua´lnej verzie zdrojove´ho ko´du. Ako je
spomenute´ v podkapitole 4.6, niektore´ smerovacie protokoly uzˇ disponuju´ vol’ne upravi-
tel’ny´mi da´tovy´mi sˇtruktu´rami v zmysle mozˇnej sˇpecifika´cie da´tovej sˇtruktu´ry na prenos
l’ubovol’ne´ho forma´tu da´t(IS-IS TLV), no v ostatny´ch smerovacı´ch protokoloch by bolo
nutne´ implementovat’ vsˇetko potrebne´ pre transport ARP da´t od za´kladu. Po doˆkladnej
analy´ze som sa teda rozhodol implementovat’ vlastny´ protokol, ktory´ sa bude starat’ len
o prenos ARP informa´ciı´ na segmentoch siete. Protokol je dotiahnuty´ do takej fa´zy, zˇe
je schopny´ sa´m inicializovat’ a odpovedat’ na spojenia insˇtanciı´ protokolu na d’alsˇı´ch
prepı´nacˇoch v sieti, je schopny´ ARP informa´cie odoslat’ a spracovat’ do loka´lnych ARP
tabuliek a taktiezˇ, ako je spomenute´ v 5.6, vyuzˇı´va aj cˇasovane´ aktualiza´cie. Vzhl’adom
k mozˇnostiam tohto protokolu vyuzˇı´vat’ ho okrem GNU/Linux prepı´nacˇov aj na stani-
ciach je protokol vycˇleneny´ z balı´ka smerovacieho software Quagga a je spustitel’ny´ a
pouzˇitel’ny´ bez nutnosti insˇtala´cie a konfigura´cie Quaggy, cˇo vsˇak povazˇujem za prı´nos
z hl’adiska sˇirsˇej vyuzˇitel’nosti tohto protokolu nie len v softwarovy´ch prepı´nacˇoch, ale aj
v staniciach realizovany´ch na platforme GNU/Linux.
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A Obsah CD
Diplomova´ pra´ca obsahuje vlozˇene´ CD, na ktorom sa nacha´dza tento text v elektronickej
podobe vo forma´toch PDF a LATEX, zdrojove´ ko´dy Quaggy a zdrojovy´ ko´d s protokolom.
Adresa´r Podadresa´r Obsah
doc dip Text pra´ce, forma´t PDF a LATEX
src Quagga Balı´k smerovacieho software Quagga
Protokol Zdrojove´ su´bory Protokolu
Tabul’ka 6: Obsah CD
