Consider a polynomial F in m variables and a finite point ensemble S = S1 × · · · × Sm. When given the leading monomial of F with respect to a lexicographic ordering we derive improved information on the possible number of zeros of F of multiplicity at least r from S. We then use this information to design a list decoding algorithm for a large class of affine variety codes.
Introduction
In this paper we study affine variety codes over Clearly, the generalized Reed-Muller codes is a special example of such a code. Other well-known examples are the hyperbolic codes [6] , Reed-Solomon product codes [1] , (generalized) toric codes [10, 14, 3] , and Joyner codes [11] . In the present work we show that the dimension of E(M, S) equals |M| and we present a lower bound on the minimum distance which turns out to be sharp when |M| satisfies certain reasonable criteria. We then present a decoding algorithm for E(M, S). The algorithm is a straightforward generalization of the GuruswamiSudan decoding algorithm for Reed-Solomon codes [9] , except that it involves a preparation step. A main ingredient in the preparation step is information about how many zeros of multiplicity at least r a polynomial F (X 1 , . . . , X m ) can have given information about its leading monomial with respect to a lexicographic ordering. It is well-known that the generalized Reed-Muller codes can be viewed as subfield subcodes of Reed-Solomon codes. As demonstrated by Pellikaan and Wu [12, 13] this observation leads to an efficient decoding algorithm of generalized Reed-Muller codes via the Guruswami-Sudan decoding algorithm for ReedSolomon codes. When the variety does not equal S = F q × · · · × F q , or when M is not chosen as all the monomials of degree up to some number, such a neat result does not hold any more. Pellikaan and Wu also presented a direct interpretation of the Guruswami-Sudan decoding algorithm for generalized Reed-Muller codes. Even though Augot et al. improved the analysis of the latter algorithm dramatically [1, 2] the algorithm that uses the subfield subcode is still superior when decoding generalized Reed-Muller codes. The analysis by Augot et al. uses a generalization of the Schwartz-Zippel bound to also deal with multiplicity. A proof of this bound was given by Dvir et al. in [5] . Augot et al. then used their insight to generalize the second algorithm by Pellikaan and Wu (the direct interpretation of the Guruwami-Sudan algorithm) to Reed-Muller like codes over S = S 1 × · · · × S m , when S 1 = · · · = S m , and to Reed-Solomon product codes as well. Based on the generalized Schwartz-Zippel bound they estimated the decoding radius. In the present work we improve upon the methods from [5] to derive more detailed information on how many zeros of prescribed multiplicity a polynomial can have. Rather than using only information on the degree of the polynomial we use information on the leading monomial with respect to a lexicographic ordering. We present both a recursive algorithm to find such bounds and also closed formula expressions for the case of polynomials in two variables. The interpolation polynomial Q(X 1 , . . . , X m , Z) in the list decoding algorithm of the present paper can be viewed as a polynomial in Z with coefficients from F q [X 1 , . . . , X m ]. Having fixed the code to be used, in a preparation step we determine sets from which the coefficients must be taken. Here, we use our improved insight on how many zeros with prescribed multiplicity a polynomial can have given information about its leading monomial. The idea of a preparation step comes from [7] where an interpretation of the Guruswami-Sudan decoding algorithm without multiplicity was described for order domain codes. Our experiments show that the method of the present work is an improvement upon the situation where only the generalized Schwartz-Zippel bound is used for the design and the analysis of the decoding algorithm. Our algorithm works for codes of not too high dimensions. For small dimensions the algorithm often decodes more than d/2 errors.
Parameters of the codes
Throughout the paper we shall use the notation s i = |S i | for i = 1, . . . , m. Also we shall write n = |S| as clearly the length of E(M, S) equals |S|. First we show how to find the dimension of the code.
Proof. We only need to show that
constitutes a basis for F n q as a vectorspace over F q . For this purpose it is sufficient to show that the restriction of ev to
is surjective. Given (a 1 , . . . , a n ) ∈ F n q let
Here, we have used the notation
It is clear that ev S (F ) = (a 1 , . . . , a n ) and therefore ev S :
Consider an arbitrary monomial ordering. Let R(X 1 , . . . , X m ) be the remainder of F (X 1 , . . . , X m ) after division with
Hence, the restriction of ev S to (1) is indeed surjective.
We next show how to estimate the minimum distance of E(M, S). The Schwartz-Zippel bound [15, 17, 4 ] is as follows:
Theorem 2. Given a lexicographic ordering let the leading monomial of
The number of elements in S = S 1 × · · · × S m that are zeros of F is at most equal to
The proof of this result is purely combinatorial. Using the inclusion-exclusion principle it can actually be strengthened to the following result which is a special case of the footprint bound from Gröbner basis theory: Theorem 3. Given a lexicographic ordering let the leading monomial of
If for every M ∈ M it holds that N ∈ M for all N such that N |M then the bound is sharp.
Proof. The first part follows from Theorem 3. To see the last part write for i = 1, . . . , m, S i = {b
m with respect to any monomial ordering and evaluates to zero in exactly n − (
Finally, any monomial that occurs in the support of F is a factor of X 3 Bounding the number of zeros of multiplicity r
In the following let X = (X 1 , . . . , X m ) and T = (T 1 , . . . , T m ).
The concept of multiplicity for univariate polynomials is generalized to multivariate polynomials in the following way:
and a ∈ F m we define the multiplicity of F at a denoted by mult(F, a) as follows: Let r be an integer such that for
Elaborating on the results in [5] we find:
be its leading monomial with respect to a lexicographic ordering. Then for any finite sets
Theorem 2 now generalizes to the following result which we call the SchwartzZippel bound.
be a non-zero polynomial and let X i1 1 · · · X im m be its leading monomial with respect to a lexicographic ordering. Assume S 1 , . . . , S m ⊆ F are finite sets. Then over S 1 × · · · × S m the number of zeros of multiplicity at least r is less than or equal to
Just as we were able to improve upon Theorem 2 by using the inclusionexclusion principle we will also be able to improve upon Corollary 8. However, now the situation is much more complex and therefore the inclusion-exclusion principle is no longer sufficient. What we need to strengthen Corollary 8 is the following rather technical function: 
where Proof. The proof involves a modification of the method described in [5] . Due to lack of space we do not include it here. 
In a number of experiments listed in [8] we calculated the value D(i 1 , . . . , i m , r, q, . . . , q) for various choices of m, q and r and for all values of (i 1 , . . . , i m ) satisfying (3). We here list the maximal attained improvement obtained by using Proposition 10 rather than using Corollary 8. We do this relatively to the number of points q m . In other words we list in Table 1 The experiments also show distinct average improvement. This is illustrated in Table 2 where for fixed q, r, m we list the mean value of
The average is taken over the set of exponents (i 1 , . . . , i m ) = 0 where ⌊i 1 /q⌋ + · · · + ⌊i m /q⌋ < r holds. The values D(i 1 , . . . , i m , r, s 1 , . . . , s m ) may sometimes be time consuming to calculate. Therefore it is relevant to have some closed formula estimates of these numbers. We next present such estimates for the case of two variables. By Remark 11 the following proposition covers all non-trivial cases:
if s 1 (r − 1) ≤ i 1 < s 1 r and 0 ≤ i 2 < s 2 . The above numbers are at most equal to min{(i 1 s 2 + s 1 i 2 )/r, s 1 s 2 }.
Proof. The estimates are found by treating i 1 and i 2 as rational numbers rather than integers. Due to lack of space we do not give the details here.
The decoding algorithm
The main ingredient of the decoding algorithm is to find an interpolation polynomial
. . , X m )) cannot have more than n−E different zeros of multiplicity at least r whenever Supp(F ) ⊆ M. The integer E above is the number of errors to be corrected by our list decoding algorithm. To fulfill this requirement we will define appropriate sets of monomials B(i, E, r), i = 1, . . . , t and then require Q i (X 1 , . . . , X m ) to be chosen such that Supp(Q i ) ⊆ B(i, E, r). Rather than using the results from the previous section on all possible choices of F (X 1 , . . . , X m ) with Supp(F ) ⊆ M we only consider the worst cases where the leading monomial of F is contained in the following set: Definition 13.
Hence, M is so to speak the boarder of M. Definition 14. Given positive integers i, E, r with E < n let
Here, D r (X 
The decoding algorithm calls for positive integers t, E, r such that
where N (m, r) = m+r m+1 is the number of linear equations to be satisfied for a point in F m+1 q to be a zero of Q(X 1 , . . . , X m , Z) of multiplicity at least r. As we will see condition (5) ensures that we can correct E errors. We will say that (t, E, r) satisfies the initial condition if given the pair (E, r), t is the smallest integer such that (5) is satisfied. Whenever this is the case we define B ′ (t, E, r) to be any subset of B(t, E, r) such that
Replacing B(t, E, r) with B ′ (t, E, r) will lower the run time of the algorithm.
Algorithm 15. Input:
Received word r = (r 1 , . . . , r n ) ∈ F n q . Set of integers (t, E, r) that satisfies the initial condition. Corresponding sets B (1, E, r) . . . , B(t − 1, E, r) , B ′ (t, E, r).
Step 1 Find non-zero polynomial
. . , X m , Z) of multiplicity at least r for i = 1, . . . , n.
Step 2 Find all
Output: A list containing (F (P 1 ), . . . , F (P n )) for all F satisfying (6). Proof. The interpolation problem corresponds ton homogeneous linear equations inn + 1 unknowns. Hence, indeed a suitable Q can be found in time O(n 3 ). Now assume Supp(F ) ⊆ M and that dist H (ev S (F ), r) ≤ E. Then P j is a zero of Q(X 1 , . . . , X m , F (X 1 , . . . , X m )) of multiplicity at least r for at least n − E choices of j. By the definition of B(i, E, r) this can, however, only be the case if Q(X 1 , . . . , X m , F (X 1 , . . . , X m )) = 0. Therefore, Z − F (X 1 , . . . , X m ) is a factor in Q(X 1 , . . . , X m , Z). Finding linear factors of polynomials in (F q [X 1 , . . . , X m ])[Z] can be done in time O(n 3 ) by applying Wu's algorithm in [16] (see [13, p. 21] ).
Examples
Example 17. In this example we consider a point ensemble S = S 1 × S 2 with s 1 = 128 and s 2 = 64. We consider codes E(M, S) where M = {X i1 1 X i2 2 | i 1 + 2i 2 ≤ u}. Note, the weight 2 which corresponds to the number s 1 /s 2 . The performance of Algorithm 15 is independent of the field in which S 1 and S 2 live. In Table 3 we list the number of errors that we can correct when the function D r (i 1 , i 2 ) -is chosen to be D(i 1 , i 2 , r, 80, 80) (column D), -is the closed formula expression from Proposition 12 (column C), -or is the Schwartz-Zippel bound (column S), respectively. The row ⌊(d − 1)/2⌋ corresponds to half the minimum distance and the row Dim. is the dimension of the code. Example 18. This is a continuation of Example 17. We consider the same point ensemble but choose
That is, we consider Reed-Solomon product codes. In Table 4 we list the number of errors that can be corrected by Algorithm 15.
Example 19. In this example we consider a point ensemble S = S 1 × S 2 with s 1 = s 2 = 80. We consider codes E(M, S) where
That is, we consider Reed-Muller like codes. The performance of Algorithm 15 is independent on the field in which S 1 and S 2 live. In Table 5 we list the number of errors that we can correct when the function D r (i 1 , i 2 ) -is chosen to be D(i 1 , i 2 , r, 80, 80) (column D), -is the closed formula expression from Proposition 12 (column C), -or is the Schwartz-Zippel bound (column S), respectively. Column A corresponds to a bound from [2] on what can be achieved by applying their algorithm. The row A ∞ corresponds to what could theoretically be achieved by the algorithm in [2] if one uses high enough multiplicity. Assuming S 1 , S 2 ⊆ F 128 , E(M, S) corresponds to a puncturing of the generalized Reed-Muller code RM 128 (u, 2). This suggest that as an alternative to using Algorithm 15 one could decode with respect to RM 128 (u, 2) treating the punctured points as errors. The best known algorithm to decode RM 128 (u, 2) for the values of u considered in this example is the algorithm by Pellikaan and Wu which uses the subfield subcode approach. Row PW of the table explains what can be achieved by this alternative approach. 
