Summary. Data and computation alignment is an important part of compiling sequential programs to architectures with non-uniform memory access times. In this paper, we s h o w that elementary matrix methods can be used to determine communication-free alignment o f c o d e a n d d a t a . W e a l s o s o l v e the problem of replicating data to eliminate communication. Our matrix-based approach leads to algorithms which w ork well for a variety of applications, and which are simpler and faster than other matrix-based algorithms in the literature.
Introduction
A k ey problem in generating code for non-uniform memory access (NUMA) parallel machines is data and computation placement | that is, determining what work each processor must do, and what data must reside in each local memory. The goal of placement is to exploit parallelism by spreading the work across the processors, and to exploit locality b y spreading data so that memory accesses are local whenever possible. The problem of determining a good placement for a program is usually solved in two phases called alignment and distribution. The alignment phase maps data and computations to a set of virtual processors organized as a Cartesian grid of some dimension (a template in HPF Fortran terminology). The distribution phase folds the virtual processors into the physical processors. The advantage of separating alignment from distribution is that we can address the collocation problem (determining which iterations and data should be mapped to the same processor) without worrying about the load balancing problem.
Our focus in this paper is alignment. A complete solution to this problem can be obtained in three steps.
1. Determine the constraints on data and computation placement.
2. Determine which constraints should be left unsatis ed. 3. Solve the remaining system of constraints to determine data and computation placement. 1 An earlier version of this paper was presented in the 7th Annual Workshop on Languages and Compilers for Parallel Computers (LCPC), Ithaca, 1994. In the rst step, data references in the program are examined to determine a system of equations in which the unknowns are functions representing data and computation placements. Any solution to this system of equations determines a so-called communication-free alignment 6] | that is, a map of data elements and computations to virtual processors such that all data required by a processor to execute the iterations mapped to it are in its local memory. V ery often, the only communication-free alignment for a program is the trivial one in which e v ery iteration and datum is mapped to a single processor. Intuitively, e a c h equation in the system is a constraint o n d a t a a n d computation placement, and it is possible to overconstrain the system so that the trivial solution is the only solution. If so, the second step of alignment determines which constraints must be left unsatis ed to retain parallelism in execution. The cost of leaving a constraint unsatis ed is that it introduces communication therefore, the constraints left unsatis ed should be those that introduce as little communication as possible. In the last step, the remaining constraints are solved to determine data and computation placement.
The following loop illustrates these points. It computes the product Y of a sub-matrix A(11 : N + 1 0 11 : N + 10) and a vector X: If we enforce all of the constraints, the only solution is the trivial solution in which all data and computations are mapped to a single processor. In this case, we s a y that our system is overconstrained. I f w e drop the constraint o n X, w e h a ve a non-trivial solution to the resulting system of constraints, which maps iteration (i j) to processor i, and maps array e l e m e n ts A(i+ 1 0 j +10), X(i) and Y (i) to processor i. Note that all these maps are a ne functions | for example, the map of array A to the virtual processors can be written as follows: Since there is more than one processor involved in the computation, we have parallel execution of the program. However, elements of X must be communicated at runtime.
In this example, the solution to the alignment equations was determined by inspection, but how d o e s o n e s o l v e s u c h systems of equations in general? Note that the unknowns are general functions, and that each function may be constrained by s e v eral equations (as is the case for C in the example). To make the problem tractable, it is standard to restrict the maps to linear (or a ne) functions of loop indices. This restriction is not particularly onerous in general { in fact, it permits more general maps of computation and data than are allowed in HPF. The unknowns in the equations now become matrices, rather than general functions, but it is still not obvious how s u c h systems of matrix equations can be solved. In Section 2., we i n troduce our linear algebraic framework that reduces the problem of solving systems of alignment equations to the standard linear algebra problem of determining a basis for the null space of a matrix. One weakness of existing approaches to alignment is that they handle only linear functions general a ne functions, like t h e map of array A, m ust be dealt with in ad hoc ways. In Section 3., we s h o w that our framework permits a ne functions to be handled without di culty.
In some programs, replication of arrays is useful for exploiting parallelism. Suppose we w anted to parallelize all iterations of our matrix-vector multiplication loop. The virtual processor (i j) w ould execute the iteration (i j) a n d own the array element A(i + 1 0 j + 10). It would also require the array e lement X(j). This means that we h a ve to replicate the array X along the i dimension of the virtual processor grid. In addition, element Y (i) m ust be computed by reducing (adding) values computed by the set of processors (i ). In Section 4., we s h o w that our framework permits a solution to the replication/reduction problem as well.
Finally, w e give a systematic procedure for dropping constraints from overconstrained systems. Finding an optimal solution that trades o parallelism for communication is very di cult. First, it is hard to model accurately the cost of communication and the bene t of parallelism. For example, parallel matrix-vector product is usually implemented either by mapping rows of the matrix to processors (so-called 1-D alignment) or by mapping general submatrices to processors (so-called 2-D alignment). Which mapping is better depends very much on the size of the matrix, and on the communication to computation speed ratio of the machine 9]. Second, even for simple parallel models and restricted cases of the alignment problem, nding the optimal solution is known to be NP-complete problem 10]. Therefore, we m ust fall back on heuristics. In Section 5., we discuss our heuristic. Not surprisingly, our heuristic is skewed to \do the right thing" for kernels like matrix-vector product which are extremely important in practice.
How d o e s o u r w ork relate to previous work on alignment? Our work is closest in spirit to that of Huang and Sadayappan who were the rst to formulate the problem of communication-free alignment in terms of systems of equational constraints 6]. However, they did not give a general method for solving these equations. Also, they did not handle replication of data. Anderson and Lam sketched a solution method 1], but their approach i s u nnecessarily complex, requiring the determination of cycles in bipartite graphs, computing pseudo-inverses etc { these complications are eliminated by o u r approach.
The equational, matrix-based approach described in this paper is not the only approach that has been explored. Li To summarize, the contributions of this paper are the following. 1. We s h o w that the problem of determining communication-free partitions of computation and data can be reduced to the standard linear algebra problem of determining a basis for the null space of a matrix , which can besolved using fairly standard techniques (Section 2.2). 2. Previous approaches to alignment handle linear maps, but deal with a ne maps in fairly ad hoc ways. We s h o w that a ne maps can be folded into our framework without di culty (Section 3.). 3. We s h o w h o w replication of arrays is handled by our framework (Section 4.). 4. We suggest simple and e ective heuristic strategies for deciding when communication should be introduced (Section 5.).
Linear Alignment
To a void introducing too many ideas at once, we restrict attention to linear subscripts and linear maps in this section. First, we s h o w that the alignment problem can be formulated using systems of equational constraints. Then, we show that the problem of solving these systems of equations can be reduced to the standard problem of determining a basis for the null space of a matrix, which can be solved using integer-preserving Gaussian elimination.
Equational Constraints
The equational constraints for alignment are simply a formalization of an intuitively reasonable statement:`to avoid communication, the processor that performs an iteration of a loop nest must own the data referenced in that iteration'. We discuss the formulation of these equations in the context of the following example:
If i is an iteration vector in the iteration space of the loop, the alignment constraints require that the processor that performs iteration i must own B(F 1 i), A(F 1 i) a n d A(F 2 i), where F 1 and F 2 are the following matrices: The general principle behind the formulation of alignment equations should be clear from this example. Each data reference for which alignment is desired gives rise to an alignment equation. Data references for which s u bscripts are not linear functions of loop indices are ignored therefore, such references may g i v e rise to communication at runtime. Although we h a ve discussed only a single loop nest, it is clear that this framework of equational constraints can be used for multiple loop nests as well. The equational constraints from each loop nest are combined to form a single system of simultaneous equations, and the entire system is solved to nd communication-free maps of computations and data.
Reduction to Null Space Computation
One way t o s o l v e systems of alignment equations is to set C and D matrices to the zero matrix of some dimension. This is the trivial solution in which all computations and data are mapped to a single processor, processor 0. This solution exploits no parallelism therefore, we w ant to determine a non-trivial solution if it exists. We do this by reducing the problem to the standard linear algebra problem of determining a basis for the null space of a matrix.
Consider Since the numberofrows of U is one, the solution requires a one dimensional template. Iteration (i j) is mapped to processor i + j. A r r a ys A and B are mapped identically so that the`anti-diagonals' of these matrices are mapped to the same processor.
The general algorithm is outlined in Figure 2 .1.
Remarks
Our framework is robust enough that we can add additional constraints to computation and data maps without di culty. F or example, if a loop in a loop nest carries a dependence, we m a y n o t w ant to spread iterations of that loop across processors. More generally, dependence information can be characterized by a distance vector z, w h i c h for our purposes says that iterations i and i+z have to be executed on the same processor. In terms of our alignment model:
We can now easily incorporate (2.7) into our matrix system (2.3) by adding the following block column to V:
where zeros are placed to that UV dep = Cz. Adding this column to V will ensure that any t wo dependent iterations end up on the same processor.
In some circumstances, it may be necessary to align two data references without aligning them with any computation. This gives rise to equations 
Reducing the Solution Basis
Finally, one practical note. It is possible for Algorithm LINEAR-ALIGNMENT to produce a solution U which h a s p rows, even though all C j produced by
Step 5 have rank less than p. A simple example where this can happen is a program with two loop nests which h a ve no data in common. Mapping the solution into a lower dimensional template can be left to the distribution phase of compiling alternatively, an additional step can be added to Algorithm LINEAR-ALIGNMENT to solve this problem directly in the alignment phase. This modi cation is described next.
Suppose we compute a solution which c o n tains two computation alignments: U = ; C 1 C 2 : : :
Let r be the numberof rows in U. Let r 1 be the rank of C 1 , and let r 2 be the rank of C 2 . Assume that r 1 < r 2 . W e w ould like t o h a ve a solution basis where the rst r 1 rows of C 1 are linearly independent, as are the rst r 2 rows of C 2 | that way, i f w e decide to have a n r 1 -dimensional template, we a r e guaranteed to keep r 1 degrees of parallelism for the second loop nest, as well.
Mathematically, the problem is to nd a sequence of row transformations T such that the rst r 1 rows of TC 1 are linearly independent and so are the rst r 2 rows of TC 2 .
A detailed procedure is given in the appendix. Here, we describe the intuitive idea. Suppose that we h a ve already arranged the rst r 1 rows of C 1 to be linearly independent. Inductively, assume that the rst k < r 2 rows of C 2 are linearly independent a s w ell. We w ant to make t h e k + 1-st row o f C 2 linearly independent of the previous k rows. If it already is, we g o t h e next row. If not, then there must be a row m > k + 1 o f C 2 which is linearly independent of the rst k rows. It is easy to see that if we add the m-th row to the k + 1-st row, we will make the latter linearly independent of the rst k rows. Notice that this can mess up C 1 ! F ortunately, it can be shown that if we add a suitably large multiple of the m-th row, we can be sure that the rst r 1 rows of C 1 remain independent. This algorithm can be easily generalized to any n umberofC i blocks.
A ne Alignment
In this section, we generalize our framework to a ne functions. The intuitive idea is to`encode' a ne subscripts as linear subscripts by using an extra dimension to handle the constant term. Then, we apply the machinery in Section 2. to obtain linear computation and data maps. The extra dimension can be removed from these linear maps to`decode' them back i n to a ne maps.
We rst generalize the data access functions F i so that they are a ne functions of the loop indices. In the presence of such subscripts, aligning data and computation requires a ne data and computation maps. Therefore, we introduce the following notation.
Computation maps: C j (i) = C j i + c j 
Encoding a ne constraints as linear constraints
A ne functions can be encoded as linear functions by using the following identity.
where T is a matrix, and t and x are vectors. We can put (3.4) in the form:
Now w e let:
(3.6) can be written as:
As before, we w ould like to`cancel' the vector i Notice that although the space of virtual processors has two dimensions (because of the encoding of constants), the maps of the computation and data use only a one-dimensional subspace of the virtual processor space. To obtain a clean solution, it is desirable to remove the extra dimension introduced by the encoding.
We h a ve already mentioned that there is always a trivial solution that maps everything to the same virtual processor p = 0. Because we h a ve i ntroduced a ne functions, it is now possible to map everything to the same virtual processor p 6 = 0. In our framework it is re ected in the fact that there is always a row w T = ; 0 0 : : :0 1 0 : : :0 1 : : :0 0 1 (3.14) (with zeros placed appropriately) in the row space of the solution matrixÛ.
To \clean up" the solution notice that we can always nd a vector x such that x TÛ = w T . Moreover, let k be the position of some non-zero element in x and let J be an identity matrix with the k-th row replaced by x T (J is non-singular). Then the k-th row o f U 0 = JÛ is equal to w T and is linearly independent from the rest of the rows. This means that we can safely remove it from the solution matrix. Notice that this procedure is exactly equivalent to removing k-th row fromÛ. A more detailed description is given in the appendix.
Algorithm AFFINE-ALIGNMENT is summarized in Figure 3 .1.
Input:. A set of alignment constraints as in Equation (3.4).
Output:. Communication-free alignment mappings characterized by C j , c j , D k , d k .
1. AssembleF`matrices as in Equation 3.6.
2. Assemble block columns V q as in Equation (2.2) usingF`instead of F`. 3 . Put all block columns V q into one matrixV. 
Replication
As we discussed in Section 1., communication-free alignment m a y require replication of data. Currently, w e allow replication only of read-only arrays or of the arrays which are updated using reduction operations. In this section, we s h o w h o w replication of data is handled in our linear algebra framework. We use a matrix-vector multiplication loop (MVM) as a running example.
We are interested in deriving the parallel version of this code which uses 2-D alignment | that is, it uses a 2-dimensional template in which processor (i j) performs iteration (i,j). I f w e k eep the alignment constraint for A only, w e get the solution:
which means that iteration (i,j) is executed on the processor with coordinates (i j). This processor also owns the array e l e m e n t A(i j). For the computation, it needs X(j) a n d Y (i). This requires that X be replicated along the i dimension of the processor grid, and Y be reduced along the j dimension. We w ould like to derive this information automatically.
Formulation of replication
To handle replication, we associate a pair of matrices R and D with each data reference for which alignment is desired as we s h o w next, the fundamental equational scheme for alignment becomes RC = DF.
Up to this point, data alignment w as speci ed using a matrix D which mapped array e l e m e n t a to logical processor Da. I f D has a non-trivial nullspace, then elements of the array belonging to the same coset of the null-space get placed onto the same virtual processor that is, Da 1 = Da 2 , a 1 ; a 2 
null(D)
When we allow replication, the mapping of array e l e m e n ts to processors can be described as follows. Array element a is mapped to processor p if Rp = Da
The mapping of the array i s n o w a m a n y-to-many relation that can be described in words as follows:
{ Array elements that belong to the same coset of null(D) are mapped onto the same processors.
{ Processors that belong to the same coset of null(R) o wn the same data.
From this, it is easy to see that the fundamental equation of alignment becomes RC = DF. The replication-free scenario is just a special case when R is I. Not all arrays in a procedure need to be replicated | for example, if an array i s i n volved in a non-reduction dependence or it is very large, we can disallow replication of that array. Notice that the equation RC = DF is non-linear if both R and C are unknown. To make the solution tractable, we rst compute C based on the constraints for the non-replicated arrays. Once C is determined, the equation is again linear in the unknowns R and D. I n tuitively, this means that we rst drop some constraints from the nonreplicated alignment system, and then try to satisfy these constraints via replication.
We need to clarify what \ xing C" means. When we s o l v e the alignment system (2.3), we obtain a basis C basis for all solutions to the loop alignment. 3) and we are faced again with a non-linear system (T is another unknown)! The key observation is that if we are considering a single loop nest, then T becomes redundant since we can \fold it" into R. This lets us solve t h e replication problem for a single loop nest.
In our MVM example, once the loop alignment has been xed as in (4.1), the system of equations for the replication of X and Y is: 
Heuristics
In practice, systems of alignment constraints are usually over-determined, so it is necessary to drop one or more constraints to obtain parallel execution. As we m e n tioned in the introduction, it is very di cult to determine which constraints must be dropped to obtain an optimal solution. In this section, we discuss our heuristic which is motivated by scalability analysis of common computational kernels.
Lessons from some common computational kernels
We m o t i v ate our ideas by the following example. Consider a loop nest that computes matrix-matrix product:
9] provides the description of various parallel algorithms for matrix-matrix multiplication. It is shown that the best scalability is achieved by an algorithm which organizes the processors into a 3-D grid. Let p, q and r be the processor indices in the grid. Initially, A is partitioned in 2-D blocks along the p-r \side" of the grid. That is, if we l e t A pr beablock o f A, then it is initially placed on processor with the coordinates (p 0 r ). Similarly, e a c h b l o c k B rq is placed on processor (0 q r ). Our goal is to accumulate the block C pq of the result on the processor (p q 0). At the start of the computation, A is replicated along the second (q) dimension of the grid. B is replicated along the rst dimension (p). Therefore, we end up with processor (p q r) h o l d i n g a c o p y o f A pr and B rq . T h e n e a c h processor computes the local matrix-matrix product:
D pqr = A pr B rq (5.1) It is easy to see that the blocks of C are related to these local products by:
Therefore, after the local products are computed, they are reduced along the r dimension of the grid. We can describe this computation using our algebraic framework. There is a 3-D template and the computation alignment i s a n i d e n tity. p P. Therefore, the ratio for this case is ( p P = N). We conclude that 2-D case scales better than 1-D case 2 . In general, if we h a ve a d-dimensional stencil-like computation, then it pays to have a d-dimensional template.
The situation is somewhat di erent i n m a t r i x a n d v ector products and matrix factorization codes (although the nal result is the same). Let us consider matrix-vector product together with some vector operation between X and Y :
This fragment i s t ypical of many iterative linear system solvers ( 11])
. One option is to use a 1-D template by leaving the constraint f o r X in the matrixvector product loop unsatis ed. The required communication is an all-to-all broadcast of the elements of X. T h e c o m m unication cost is (N log(P )). The computation cost is (N 2 =P). This gives us communication to computation ratio of (log(P )P= N).
In the 2-D version, each processor gets an N= p P-by-N= p P block o f t h e iteration space and A. X and Y are partitioned in p P pieces placed along the diagonal of the processor grid ( 9] ). The algorithm is somewhat similar to matrix-matrix multiplication: each b l o c k o f X gets broadcast along the 2 In fact, the total volume of communication is smaller in the 2-D case, despite the fact that we had fewer alignment constraints satis ed (this paradoxical result arises from the fact that the amount of communication is a function not just of alignment but of distribution as well).
column dimension, each b l o c k o f Y is computed as the sum-reduction along the row dimension. Note that because each broadcast or reduction happens in parallel, the communication cost is (log( p P)N= p P) = (log(P )N= p P).
This results on the communication to computation ratio of (log(P ) This means that every processor gets all elements of X | i.e., i t i s a n a l lto-all broadcast. We h a ve already computed the alignments for the 2-D case in Section 4.. Because R X has rank 1, we h a ve a \parallelizable" broadcasts | that is, the broadcast along di erent dimensions of the processor grid can happen simultaneously. In general, if the replication matrix has rank r and the template has dimension d, t h e n w e h a ve broadcasts along d ; r dimensional subspaces of the template. The larger r, the more of these broadcasts happen at the same time. In the extreme case r = d we h a ve a replication-free alignment, which requires no communication, at all.
Implications for alignment heuristic
The above discussion suggests the following heuristic strategy. { If the above strategy fails, use a greedy strategy based on array dimensions as a cost measure. That is, try to satisfy the alignment constraints for the largest array rst (intuitively, w e w ould like large arrays to be \locked in place" during the computation). This is the strategy used by F eautrier 5].
Intuitively, this heuristic is biased in favor of exploiting parallelism in DO-ALL loops, since communication can be performed in parallel before the computation starts. This is true even if there are reductions in the loop nest, because the communication required to perform reductions can also be parallelized. This bias in favour of exploiting parallelism in DO-ALL loops at the expense of communication is justi ed on modern machines.
Conclusion
We h a ve presented a simple framework for the solution of the alignment problem. This framework is based on linear algebra, and it permits the development of simple and fast algorithms for a variety of problems that arise in alignment. A. Reducing the solution matrix
As we mentioned in Section 2.4, it is possible for our solution procedure to produce a matrix U which has more rows than the rank of any o f t h e computation alignments C i . I n tuitively, this means that we end up with a template that has a larger dimension than can be exploited in any loop nest in the program. Although the extra dimensions can be`folded' away during the distribution phase, we s h o w h o w the problem can be eliminated by adding an extra step to our alignment procedure. First, we discuss two w ays in which this problem can arise. So we h a ve obtained a processor space with the dimension being the sum of the dimensions allowed by (A.1) (say, p 1 ) and (A.2) (say p 2 ). However, these dimensions are not fully utilized since only the rst p 1 dimensions are used in loop 1, and only the remaining p 2 dimensions are used in loop 2.
A.1 Unrelated constraints
This problem is relatively easy to solve. In general, we can model the alignment constraints as an undirected alignment constraint graph G whose 3 For simplicity w e are considering linear alignments and subscripts. For a ne alignments and subscripts the argument is exactly the same after the appropriate encoding.
vertices are the unknown D and C alignment matrices an edges (x y) represents an alignment equation constraining vertex x and vertex y. alignments. We s o l v e the constraints in each connected component separately, a n d c hoose a template with dimension equal to the maximum of the dimensions required for the connected components.
A.2 General Procedure
Unfortunately, extra dimensions can arise even when there is only one component in the alignment constraint graph. Consider the following program fragment: { q bethenumberofrows in U. Also, by construction of U, q = r a n k (U). { r i be the rank of C i for i = 1 : : : s .
{ r max = m a x i frank(C i )g. Notice that r max 6 = q, in general.
We w ant to nd matrix W, so that: { numberofrows in W equals to r max . { each component o f W has the same rank as the corresponding component of U.
Here is the outline of our algorithm:
1. Perform elementary row operations on U to get U 0 in which e v ery component is reduced. 
B. A Comment on A ne Encoding
Finally, w e make a remark about a ne encoding. A sanity c heck for alignment equations is that there should always be a trivial solution which places b) Remove the extra row o f o f U that was induced by a n e e n c o d i n g .
(Section B.) c) If necessary apply the procedure described in Section A.2 to reduce the computation alignment components ofÛ. is orthogonal to this column ofV q . w is also orthogonal to the other columns ofV q , since only the last column has non-zeros, where w has 1s.
How can we remove an extra dimension inÛ that corresponds to w? N o t e that in generalÛ will not have a r o w t h a t i s a m ultiple of w! Suppose that U has r = r a n k (Û) r o ws: . . .u T r 1 C C C C C C C C C C A Now w e can just remove the w T row to get non-trivial solutions! Notice that we don't really have t o f o r m J(x) | w e h a ve t o n d x (using Gaussian elimination) and then remove t h èth row f r o m U such that x`6 = 0 .
