Abstract
Introduction
The traditional hard disk has been the dominant storage medium for desktop and server computer for over 25 years. Although hard disk storage capacity is advancing at a rapid rate, the mechanical latency of hard disk has improved only at 15% per year compared to the 50% per year speed improvement of memory. Within the past ten years, these differences in access rates have widened the performance gap from five to six orders of magnitude. [11] Recently, flash memory has become a critical component in building embedded systems or portable devices because of its non-volatile, shock-resistant, and power-economic nature. Its density and I/O performance have been improved to a level at which it can be used not only as a main storage for portable information systems [6, 7] but also as a cache memory for hybrid database storages [2, 4, 18] . Although flash memory is not as fast as RAM, it is a hundred times faster than a hard disk in data access operations. The detailed performance comparison of storage media is shown in Table 1 .1 [14] .
Table 1.1 Performance Comparison of Storages
Recent mobile applications require several features from hard disks, including low energy consumption and the ability to absorb external shock. These requirements are especially important in the case of notebook computers. Other features required by users of personal computers include fast boot times and data stability. Hybrid hard disk refers to a leading product that incorporates the advantages of flash into the hard disk drive, satisfying the requirements like energy consumption and reduced boot time. Hybrid hard disk adds NV Cache (Non-Volatile Cache) to the conventional hard disk drive; significantly improving the read and write caching functions for the enhancement of data input/output as well as the computer's overall capacity. Indeed, this is the first type to combine a magnetic storage device with digital semiconductor. Unlike the hard disk drive, which requires a certain rotational speed (5400 RPM) in order to boot, hybrid hard disk stores the boot-related data in a built-in flash cache memory. This enables an ultra fast boot time of less than five seconds: a remarkable [17, 19] Hybrid hard disk has flash memory playing a supplementary role to DRAM in order to dramatically reduce the boot time and improve system capacity. As the read-function of flash memory is much faster than that of a hard disk drive, it is possible to have the boot image file for a personal computer or other user files stored using the flash beforehand and read in order to achieve a faster system speed. This is particularly valuable for an OS that employs a 3D interface, such as Windows Vista.
Hybrid hard disk uses less electricity. Through the OS paging-out process (virtual memory manager stores unnecessary data onto the hard disk drive), personal computers regularly write data onto the hard disk drive. In other words, every time data is stored the hard disk drive, the hard drive needs to spin-up, consuming electricity: the more frequent the writing, the more electricity is consumed.
The two advantages of hybrid hard disk described above result in considerable improvements to capacity, electrical consumption and product reliability. Hybrid hard disk, however, has an essential trade-off between I/O performance and storage space. That is, a slow hard disk has the advantages of storage capacity and its storage cost while a fast flash memory has the disadvantage of its storage capacity and cost. Due to the advantages and disadvantages of the two media, traditional index management scheme which is based on only single media cannot be directly applied to the hybrid storage systems.
The remainder of this paper is organized as follows: In the next section, we describe the previous research done in the field of index management. In section 3, we present our flash node caching scheme for enhanced index management in detail, with HB +-Tree structure. Finally, the conclusion comprises section 4.
Related Studies
Previous approaches to dealing with indexing techniques that appear in the literature can be divided into two categories: disk-based and memory-based approaches. The disk-based approach achieves high index performance by reducing expensive disk I/O and disk space. The cost of slow disk access is much more expensive than that of fast CPU access in the course of an index search. Therefore, in order to optimize disk access, a disk-based system sets the index node size to the block size and includes as many entries as possible in a node [3] .
Two well-known index structures are B-Tree [5] for a general index and R-Tree [1] for a spatial index. RTree is usually implemented as a disk-based index structure for accessing a large collection of spatial data. Insertion, deletion, and re-balancing often cause many sectors to be read and written back to the same locations. For disk storage systems, these operations are considered efficient, and R-tree nodes are usually grouped in contiguous sectors on a disk for further efficiency considerations [12] . The disk-based index, however, could suffer from performance degradation due to serious disk I/O bottlenecks in real-time applications, such as moving object indexing in a GIS (Geographic Information System) database. In order to overcome this bottleneck, memory-based indexes were proposed.
The memory-based index aims to reduce CPU execution time and memory space since there is no disk I/O. In general, the memory-based indexing system outperforms the disk-based system in terms of index operation performance. However, the memorybased systems could suffer from unreliable data access due to system faults such as abrupt power failure. The well-known index structure for a memory-based system is T-Tree [5] . T-Tree has the characteristics of the AVL-Tree, which has O(logN) tree traverse. TTree also has the characteristics of B-Tree, which has many entries in a node for space-efficiency. T-Tree is considered a good structure for a memory-based index in terms of operation performance and space efficiency [8] . However, in [9] , the performance of the B-Tree could outperform that of the T-Tree due to the concurrency control overhead. Thus, for performance reasons, a memory-based system generally uses enhanced B-Trees as well as T-Trees.
In disk-based systems, each node block may contain a large number of keys. The number of subtrees in each node, then, may also be large. The Btree is designed to branch out in this large number of directions and to contain a lot of keys in each node so that the height of the tree is relatively small. This means that only a small number of nodes must be read from the disk to retrieve an item. The goal is to have quick access to the data, and this means reading a very small number of records [16] . That is, the depth of the tree is very important because the number of node access refers to the number of disk I/O in the course of the tree traverse to search for or insert a node. Thus, the disk-based system minimizes the disk I/O cost by using a shallow and broad tree index. The memorybased system, on the other hand, does not prefer a shallow and broad tree index. This is because the depth of the tree or the size of the tree node can be adjusted Enhanced Index Management for Accelerating Hybrid Storage Systems Siwoo Byun to improve index performance, and the node access cost is very low in fast RAM. As shown in section 1, hybrid hard disk has performance-cost trade-off due to the different characteristics of cheap hard disk and fast flash memory. The traditional disk-based or memory-based approaches are not suitable for the hybrid storage systems because they are closely fitted only to their own media, not on hybrid heterogeneous media. For this reason, any direct application of the traditional index implementation to a hybrid storage system could result in severe performance degradation, and could significantly reduce its reliability. Therefore, a new index management scheme which is based on the hybrid media, must be able to make effective use of the advantages of the features of each heterogeneous media while effectively overcoming their constraints.
Index Management for Hybrid Storages
In order to devise a new index management structure for hybrid storage systems, we focused on a B-Tree-based index, especially the B Tree is a well-known index tree designed for efficient index operations such as insertion, deletetion, and search. The idea behind B +-trees is that internal nodes can have a variable number of child nodes within some pre-defined range. As data is inserted or removed from the data structure, the number of child nodes varies within a node, and so the internal nodes are coalesced or split so as to maintain the designed range. Because a range of child nodes is permitted, B +-trees do not need re-balancing as frequently as other self-balancing binary search trees, but may waste some space since the nodes are not entirely full. The lower and upper bounds on the number of child nodes are typically fixed for a particular implementation [15] . The B +-tree is kept balanced by requiring that all leaf nodes have the same depth. This depth will increase slowly as elements are added to the tree, but an increase in the overall depth is infrequent, resulting in all leaf nodes being one more hop further removed from the root. By maximizing the number of child nodes within each internal node, the height of the tree decreases, balancing occurs less often, and efficiency increases. In [5] , the simulation shows that the average fill factor of 69% is the most optimal value in a B +-tree node. That is, saving too many entries in a node could lead to performance degradation due to frequent insert/delete operations caused by tree rebalancing. Thus, the 31% area of the node is reserved for future use.
We propose a flash node caching(FNC) that exploits both read caching and write caching techniques for hybrid storage systems. In order to improve I/O performance of hybrid storages, we reuse the free area of 31% as non-volatile data caches in flash memory. FNC scheme achieves high caching performance since high-speed flash memory is able to perform fast read and fast write operations. Moreover, the non-volatile characteristics of flash memory cache can prevent data damages from abrupt power failures. Since the flash memory is very expensive, we should use them space-efficiently without wasted areas. For the reason of space efficiency and frequent access, index nodes are stored in flash memory while data contents are stored in hard disk.
The basic idea of FNC is to reuse the free area of index leaf node as data caches to enhance I/O performance. (Figure 3 .2) FNC performs write caching when a new entry(key and pointer) is inserted into a flash node, and performs read caching when the data entry is fetched. The reason why we do not reuse the free area of internal nodes is that the total number of internal nodes is too small to enhance cache performance. Their ratio is less than 5% of the number of leaf nodes in our experiment.
For I/O performance in HB +-Tree, the physical page size of flash memory corresponds to the size of one node. That is, one page is allowed to contain either one internal node or one leaf node.
When the leaf node is updated due to the new entry insertion, FNC rewrite the entry array as well as data content pointed by the new entry. That is, the data content is written in the 31% free area as a cached data at the same time when entry array is updated in 69% used area of the leaf node. Note that the flash memory is written as a unit of a node block. Therefore, FNC has neither the space overhead nor time overhead incurred by the additional write operation for the cached data. The cached data content will be reflected to the hard disk in system idle time.
In case the size of the data contents is larger than that of the free area, we do not exploit the flash node caching technique. We can avoid most of this case by properly expanding flash node caching algorithm to use the free area of adjacent leaf nodes. However, since this expansion lead to high complexity of caching algorithm, we excluded the expanded algorithm in this paper. The free area of 512 byte block in flash memory is about 150 bytes and we think this size is enough to manage login members for a small-size web site. The free area of 2048 byte block is about 600 bytes and this data size is enough to support general business database for a medium-size web site. Remind that this constraint is only on the data size of single record, not on the number of data record. Note that the effectiveness of data caching such as FNC increases as the number of data record increases. As a result, FNC contributes to improve the I/O performance of hybrid storage systems by reusing the free area of leaf node as flash cache without space and time overhead.
Leaf Nodes
Write Caching 69% : 31% Tree management algorithms in [5] . The detailed procedure of handling index operations can be shown in a pseudo-code form as Algorithm 3.1. 
Conclusion
We proposed a new index management scheme based on HB +-Tree in order to improve index operation performance for hybrid hard disk systems. Unlike the previous B +-Tree-based approaches for hard disk and main memory, the HB +-Tree based scheme improves search and update performance by caching data objects in unused free areas of flash leaf nodes. Since HB +-Tree has a generic functionality of efficient index management for hybrid storage systems, it can be widely employed in portable and desktop computing systems.
