In this paper, we present a new methodology for developing systematic and automatic test generation algorithms for multipoint protocols. These algorithms attempt to synthesize network topologies and sequences of events that stress the protocol's correstness or performance. This problem can be viewed as a domainspecific search problem that suffen from the state space explosion problem. One goal of this work is to circumvent the state space explosion problem utilizing knowledge of network and fault modeling, and multipoint protocols. The two approaches investigated in this study are based on forward and backward search techniques. We use an extended finite state machine (FSM) model of the protocol.
I. INTRODUCTION
Network protocols are becoming more complex with the exponential growth of the Internet, and the introduction of new network services. In particular, the advent of IP multicast and the MBone enabled multipoint applications. To date, little effort has been exerted to formulate systematic methods and tools that aid in the design and characterization of these protocols.
In addition, researchers are observing new and obscure, yet all too frequent, failure modes over the internets [l] . Such failures are becoming more frequent, mainly due to increased heterogeneity, and may affect the proper operation of network protocols.
Network protocol errors are often detected by application failure. Such errors are hardest to diagnose when the behavior is unexpected. Even if a protocol is proven to be correct in isolation, its behavior may be unpredictable in an operational network, with interaction with other protocols and the presence of network failures. To provide a systematic methodology for testing of multipoint protocols, we present the STRESS framework that integrates test generation algorithms with simulation and implementation. We target robustness testing in the presence of network failures.
We investigate two approaches for test generation. The first approach, called the fault-independent test generation (FITG), uses a forward search algorithm to explore a subset of the protocol state space to generate the test events automatically. State and fault equivalence relations are used in this approach to reduce the search complexity. The second approach is called the fault-oriented test generation (FOTG), and uses a mix of forward and backward search techniques to synthesize test events and topologies automatically. We have applied these methods to multicast routing. Our case studies revealed several design errors, for which we have formulated solutions with the aid of our systematic method.
The rest of this document is organized as follows. Section I1 introduces the STRESS framework. Sections 111, IV, V present the search techniques, FITG and FOTG, respectively. Section VI presents related work and Section VI1 concludes. 0-7803-6494-5/00/$10.00 0 2000 IEEE
FRAMEWORK OVERVIEW
Robustness of a protocol is its ability to respond correctly in the face of network component failures and packet loss. This work presents a methodology for studying and evaluating multicast protocols, specifically addressing robustness and performance issues. We propose a framework that integrates automatic test generation as a basic component for protocol design, along with protocol modeling, simulation and implementation testing. The major contribution of this work lies in developing new methods for generating stress test scenarios that target robustness and correctness violation.
Our framework integrates test generation with simulation and implementation code. We call our proposal Systematic Testing of Robustness by Evaluation of Synthesized Scenarios (STRESS). As the name implies, systematic methods for scenario synthesis are a core part of the framework. We use the term scenarios to denote the test-suite consisting of the topology and events.
The input to this framework is the specification of a protocol, and a definition of its correctness requirements. Usually robustness is defined in terms of network dynamics or fault models. A fault model represents various component faults; such as packet loss, or machine crashes. The desired output is a set of test-suites that stress the protocol mechanisms according to the robustness criteria.
As shown in Figure 1 , the STRESS framework includes test generation, detailed simulation driven by the synthesized tests, and protocol implementation driven through an emulation interface to the simulator. Here, we focus on the test generation component.
A. Test Generation
The core contribution of our work lies in the development of systematic test generation algorithms for protocol robustness. Automatic test generation (TG) produces tests based on a model of the protocol. TG can be: a) fault-independent, or b) fault-oriented. Fault-independent TG works without targeting individual faults as defined by the fault model. Such an approach may employ a forward search technique to inspect the protocol state space (or an equivalent subset thereof), after integrating the fault into the protocol model. We use the notion of equivalence to reduce the search complexity.
In contrast, fault-oriented tests are generated for specified faults. Fault-oriented test generation starts from the fault (e.g. a lost message) and synthesizes the necessary topology and sequence of events that trigger the error. This algorithm uses a mix of forward and backward searches. We conduct case studies for the multicast routing protocol PIM-DM to illustrate differences between the approaches, and provide a basis for their comparison.
B. The system model
We define our target system in terms of network and topology elements and a fault model. Elements of the network consist of multicast capable nodes and symmetric links. The topology is an Nrouter LAN. A fault is a low level (e.g., physical layer) anomalous links can be either point-to-point links or LANs. The fault model is used to inject the fault into the test ' . The fault model may include: (a) Packet loss due to congestion or failures. We consider selective packet loss, where a multicast packet is received by some group members but not others, (b) Loss of state, e.g., multicast andor unicast routing tables, due to crashes, and (c) Network delays.
Usually, a fault model is defined in conjunction with the robustness criteria for the protocol. For our robustness studies we study PIM. One design goal for PIM is to be able to recover gracefully from single protocol message loss *. In addition, we study PIM protocol behavior in presence of crashes.
C. Test Sequence Definition
For our robustness studies we adopt a single-fault model, where a single fault occurs during a test sequence. We define two sequences, T =< el,ez, ..., e, > and T' =< el, ez, . . . , ej, f, e k , . . . , e,, >, where e; is an event and f is a fault.
Let P(q, T) be the sequence of states and stimuli of protocol P under test T starting from the initial state q. T i is a test sequence if the stable state P(ql T i ) reached after the occurrence of the fault is incorrect 3.
D. Test Scenario
A test scenario is defined by a sequence of (host) events, a topology, and a fault model. The events are actions performed by the host and act as input to the system; e.g., join, leave, or send packet. The topology is the routed topology of set of nodes and links. The nodes run the set of protocols under test or other supporting protocols. The 'We distinguish between tlr terms rrmr aidfault. An ermr is a fuilure of the pmwil as defined in Ur pmtnwl spiticntion. For example. duplication in packet delivery is an ermr for multicast muting. Note that a fault may I M~ necessarily be an ermr for the low level pnmcol.
'?hat is. king mhsi U) a single message 10s implies that transitions cause t~r protocol to move from one correct stahlc state U) another. even in the p s e n c e of selestive "sage 10s. 
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E. Brief description of PIM-DM
We apply our automatic test generation algorithms to a version of the Protocol Independent Multicast-Dense Mode, or PIM-DM [2] ' .
PIM-DM uses broadcast-and-prune to establish the multicast distribution trees. In this mode of operation, a multicast packet is broadcast to all leaf subnetworks. Subnetworks with no local members send prune messages towards the source(s) of the packets to stop further broadcasts. Routers with new members joining the group trigger Graft messages towards previously pruned sources to re-establish the branches of the delivery tree. Graft messages are acknowledged explicitly at each hop using the Graft-Ack message. PIM-DM uses the underlying unicast routing tables to get the next-hop information needed for the RPF (reverse-path-forwarding) checks. This may lead to situations where there are multiple forwarders for a LAN. The Assert mechanism prevents these situations and ensures there is at most one forwarder for a LAN.
The correct function of a multicast routing protocol is to deliver data from senders to group members without data loss. For our methods, we assume that a correctness definition is given by the protocol specification. For illustration, we discuss the protocol errors and the correctness conditions. PIM Protocol Errors and Correctness Conditions. In this study we target protocol design and specification errors. We are interested mainly in erroneous stable (i.e. non-transient) states. In general, the protocol errors may be defined in terms of the end-toend behavior as functional correctness requirements. In our case, for PIM-DM, an error may manifest itself in one of the following ways: I) black holes: consecutive packet loss between periods of packet delivery, 2) packet looping: the same packet traverses the same set of links multiple times, 3) packet duplication: multiple copies of the same packet are received by the same receiver(s), 4) join latency: lack of packet delivery after a receiver joins the group, 5) leave latency: unnecessary packet delivery after a receiver leaves the group ' , and 6 ) wasted bandwidth: unnecessary packet delivery to network links that do not lead to group members.
We assume that correctness conditions are provided by the protocol designer or the protocol specification. These conditions are necessary to avoid the above protocol errors in a LAN environment, and include: 1) If one (or more) of the routers is expecting to receive packets from the LAN, then one other router must be a forwarder for the LAN. Violation of this condition may lead to data loss (e.g. join latency or black holes). 2) The LAN must have at most one forwarder at a time. Violation of this condition may lead to data packet duplication. 3) If one of the routers is a forwarder for the LAN, then there must be at least one router expecting packets from the LANs. Violation of this condition may lead to leave latency.
SEARCH TECHNIQUES
The problem of test synthesis can be viewed as a search problem. By searching the possible sequences of events and faults over network topologies and chechng for design requirements, we can construct the test scenarios that stress the protocol. However, due to the state space explosion, techniques must be used to reduce the complexity of the space to be searched. We attempt to use these techniques to achieve high test quality and protocol coverage.
Following we present the GFSM model for the case study protocol (PIM-DM) to use it to analyze the complexity of the search and illustrate the algorithmic principles for FITG and FOTG.
A. The Protocol Model
We represent the protocol as a finite state machine (FSM) and the overall LAN system by a global FSM (GFSM). I. FSM model: Every instance of the protocol is modeled by a deterministic FSM consisting of: (i) a set of states, (ii) a set of stimuli causing state transitions, and (iii) state transition rules. For a system a, this is represented by the machine M i = (S, ~i , Si), where S is a finite set of state symbols, ri is the set of stimuli, and 6, is the state
II. Global FSM model:
The global state is defined as the composition of individual router states. The output messages from one router may become input messages to other routers. Such interaction is captured by the GFSM model in the global transition table. The behavior of a system with n routers may be described by M g = ( S g ,~9 , 6 9 ) , w h e r e S 9 : S 1 X S Z x . . . x S n i s t h e g l o b a l state space, r~: U ri is the set of stimuli, and 69 is the global state
The fault model is integrated into the GFSM model. For message loss, the transition caused by the message is nullified. Crashes may be treated as stimuli causing the routers affected by the crash to transit into a crashed state.
B. PIM-DM Model
Si). For a given group and a given source (i.e., for a specific source-group pair), we define the states 3. Timer events: these events occur due to timer expiration Exp and include the Graft re-transmission timer R t x , the event of its expiration RtxExp, the forwarder-deletion timer Del, and the event of its expiration DelExp. We refer to the event of timer expiration as (TimerImplacation).
4. External host events E x t : include host sending packets S P k t ,
host joining a group H Join or H J , and host leaving a group Leave
Global FSM (GFSM) model. Subscripts are added to distinguish different routers. These subscripts are used to describe router semantics and how routers interact on a LAN. An example global state for a topology of 4 routers connected to a LAN, with router 1 as a forwarder, 2 expecting packets, and 3 and 4 have negative caches, is given by {A, N H z , NC3, N C 4 ) ' .
C. Defining stable states
We are concerned with stable state (i.e. non-transient) behavior, defined in this section. To obtain erroneous stable states, we need to define the transition mechanisms between such states. We introduce the concept of transition classification and completion to distinguish between transient and stable states. We identify two types of transitions; externally triggered (ET) and internally triggered (IT) transitions. The former is stimulated by events external to the system (e.g., HJoin or Leave), whereas the latter is stimulated by events internal to the system (e.g., F P k t or G r a f t ) *.
A global state is checked for correctness at the end of an E T transition after completing its dependent IT transitions. Following is the table of events used. To check for the global system correctness, all stimulated internal transitions should be completed, to bring the system into a stable state. Intermediate (transient) states should not be checked for correctness (since they may temporarily seem to violate the correctness conditions set forth for stable states, and hence may give false error indication). The process of identifying complete transitions depends on the nature of the protocol. But, in general, we may identify a complete transition sequence, as the sequence of (all) transitions triggered due to a single external stimulus (e.g., HJoin or Leave). Therefore, we should be able to identify a transition based upon its stimuli (either external or internal). At the end of each complete transition sequence the system exists in either a correct or erroneous 'See Section V for more detailed semantics of GFSM.
We note that some transitions may be triggered due to either internal and external evenu. depending on the scenario. For example, a Prune may be triggered due to forwarding packets by an upstream router F P k t (an internal event), or a L e a v e (an extemalevent). stable state. Event-triggered timers (e.g., Del, Rtz) fire at the end of a complete transition.
IV. FAULT-INDEPENDENT TEST GENERATION
Fault-independent test generation (FITG) uses the forward search technique to investigate parts of the state space. As in reachability analysis, forward search starts from initial states and applies the stimuli repeatedly to produce the reachable state space (or part thereof). Conventionally, an exhaustive search is conducted to explore the state space. In the exhaustive approach all reachable states are expanded until the reachable state space is exhausted. We use several manifestations of the notion of equivalence to reduce the complexity of the exhaustive algorithm and expand only equivalent subspaces. To examine robustness of the protocol, we incorporate selective loss scenarios into the search.
A. Reduction Using Equivalences
The search procedure starts from the initial states ' and keeps a list of states visited to prevent looping. Each state is expanded by applying the stimuli and advancing the state machine forward by implementing the transition rules and retuming a new stable state each time. We use the equivalence notion to reduce the complexity of the search in three stages of the search. The first reduction we use is to investigate only the equivalent initial states. To achieve this we simply treat the set of states constituting the global state as unordered set instead of ordered set. For example, the output of such procedure for I.S. = { N M , EU} and the number of routers n = 2 would be:
The second reduction we use is during comparison of visited states. Instead of comparing the actual states, we compare and store equivalent states. Hence, for example, the states { N A , NH2) and { N H I , NF2} are equivalent. The third reduction is made based on the observation that applying identical stimuli to different routers in identical states leads to equivalent global states. Hence, we can eliminate some redundant transitions. For example, for the global state { N H I , NH2, F3) a Leave applied to R1 or Rz would produce the equivalent state { N H ' , N C ' , F'}. We call the algorithm after the third reduction the reduced algorithm. In all the above algorithms, a forward step advances the GFSM to the next stable state. This is done by applying all the intemally dependent stimuli (elicited due to the applied extemal stimulus) in addition to any timer implications, if any exists.
Only stable states are checked for correctness. 
R. Applying the Method
The protocol model is provided by the protocol specification, in terms of transition rules of the GFSM, and a set of initial state symbols. The design requirements for correctness are assumed to be also given by the protocol specification. This includes definition of correct states or erroneous states, in addition to the fault model if studying robustness. Also, the number of routers in the topology or topologies to be investigated (i.e., on the LAN) has to be specified.
Complexity of forward search for PIM-DM. We identified the initial state symbols to be { N M , EU}; N M for downstream routers and E U for upstream routers. The number of reachable states visited, the number of transitions and the number of erroneous states found were recorded. Summary of the results is given in Figure 2. The number of expanded states denotes the number of visited stable states. The number of 'forwards' is the number of times the state machine was advanced forward denoting the number of transitions between stable states. The number of transitions is the number of visited transient states, and the number of error states is the number of stable (or expanded) states violating the correctness conditions lo. We notice significant reduction in the algorithm complexity with the use of equivalence relations. The number of transitions is reduced from O(4") for the exhaustive algorithm, to O ( n 4 ) for the reduced algorithm. Similar results were obtained for the number of forwards, expanded states and number of error states. The reduction gained by using the equivalence is exponential ' I .
Summary of behavioral errors for PIM-DM.
We used the above algorithm to search the protocol model for PIM-DM. Correctness was checked automatically by the method by checking the stable states. By analyzing the sequence of events leading to error we were able to reason about the protocol behavior. We have studied "Note that each of the other error states is equivalent to at least one error state detected by the cases of up to 14-router LANs. More than 6 errors were discovered, causing wasted bandwidth, and black holes due to selective loss of Prune or Join messages.
Limitations. We should note some limitations of the current FITG method. The topology is an input to the method in terms of number of routers '*. Equivalence classes are currently given as input to the method. In this study we have used symmetries inherent in multicast routing on LANs. Identification of other equivalence classes is part of future work. The topology used in this study is limited to a single-hop LAN. Our work in [4] introduces the notion of virtual LAN to represent the multicast distribution tree.
In sum, the fault-independent test generation may be used for protocol verification given the symmetry inherent in the system studied (Le., protocol and topology). For robustness studies, where the fault model is included in the search, the complexity of the search grows.
V. FAULT-ORIENTED TEST GENERATION
In the fault-oriented test generation (FCYTG) method, the tests are generated for specific faults. The test generation algorithm starts from the fault(s) and searches for a possible error, establishing the necessary topology and events to produce the error. Once the error is established, a backward search technique produces a test sequence leading to the erroneous state, if such a state is reachable.
A. FOTG Method Overview
Fault-oriented test generation (FOTG) targets specific faults or conditions, and so is better suited to study robustness in the presence of faults in general. FOTG has three main stages: a) topology synthesis, b) forward implication and error detection, and c) backward implication. The topology synthesis establishes the necessary components (e.g., routers and hosts) of the system to trigger the given condition (e.g., trigger a protocol message). This leads to the formation of a global state in the middle of the state space 13. Forward search is then performed from that global state in its vicinity, i.e., within a complete transition, after applying the fault. This process is calledforward implication, and uses the search techniques in Section IV. If an error occurs, backward search is performed thereafter to establish a valid sequence leading from an initial state to the synthesized global state. To achieve this, the transition rules are reversed and a search is performed until an initial state is reached, or the synthesized state is declared unreachable. This process is called backward implication. The algorithmic details are mainly based on condition --t e f f e c t reasoning of the transition rules. This rea-"In the next section we present a new method that synthesizes the topology automatically as part '3The global state from which FOTG stam is synthesized for a given fault, such as a message to be of the search process.
lost.
soning is emphasized in the semantics of the transition table.
B. The Transition Table
The transition table describes, for each stimulus, the conditions of its occurrence. A condition is given as stimulus and state or transition (denoted by stimulus.state/trans), where the transition is given as startstate + endstate. We further extend message and router semantics to capture multicast semantics.
Stimuli and router semantics: Stimuli are classified based on the routers affected by them. Stimuli types include events that affect only the originating router and include H J , L, SPkt, GraftT,, Del and Rtx, unicast messages that are only processed by the destination, including GAck and G r a f t R c v , and multicast messages processed by all other routers in the group, including Assert, Join, Prune and F P k t . According to these different types of stimuli processing a router may take as subscript 'orig', 'dst', or 'other'. The 'orig' symbol designates the originating router of the stimulus or message, whereas 'dst' designates the destination of the message. 'other' indicates routers other than the originator.
Pre-Conditions: are of the form stimulus.stateftransition, where the transition is given as startstate --t endstate. If there are several pre-conditions, at least one pre-condition is necessary to trigger the stimulus. Example of a stimulus.state condition is the condition for Join message, namely, Pruneother.NHor;g, that is, a Joan is triggered by the reception of a Prune from another router, with the originator of the Join in N H . An example of a stimulus.transition condition is the condition for Graft trans- ' F d o t a c i + F d r t , N F d a t -t F d a t ' . Which W a n S (Fdst-Del -t (NFd., + F d a t ) . On the other hand, Prune postconditions are ' F d s G r o f t R , ,   G A c k   H J a i n   G r a f t T , ( N H -+ N H -R t s )   C P a f t R c , . F   N H d s t . R t +  N H d s t   G A c k . ( N F d a t -+ F d s t ) . to obtain valid backwarditeps toward an initial state. This process is N~ -+ M , c c a f t T , . ( N C -+ N H ) . repeated for preceding states in a depth first fashion. If all backward &l
Fd.#) XOR
C. FOTG details
Our FOTG approach consists of three phases: synthesizing the global state, forward implication, and backward implication. Synthesizing the Global State. Starting from a condition (e.g., protocol message) and using the transition table, a global state is synthesized. We refer to this state as the global-state inspected (GI), and it is obtained as follows:
1. The global state is initially empty and the inspected stimulus is initially set to the stimulus investigated.
2. For the inspected stimulus, the startState(s) of the transition of the post-condition are obtained. If these states do not exist in the global state G, and cannot be inferred therefrom, then they are added to the global state. 3. For the inspected stimulus, the endState(s) of the transition of the pre-condition are obtained. If these states do not exist in, and cannot be inferred from G then they are added to the global state.
4.
Get stimulus of the pre-condition of the inspected stimulus, call it newStim. If newstam is not external (Ezt), then set the inspected stimulus to newstam, and go back to step 2 15. At the end of this stage, the global state to be investigated is obtained.
Forward Implication. The states following GI (i.e. Gl+i where i > 0) are obtained through forward implication. We simply apply the transitions, starting from G I , as given by the transition table, in addition to implied transitions (such as timer implication). Furthermore, faults are incorporated into the search. For example, in the case of a message loss, the transition that would have resulted from the message is not applied. If more than one state is affected by the message, then the space is expanded to include the various selective loss scenarios for the affected routers. For crashes, the routers affected by the crash transit into the crashed state as defined by the expanded transition rules. Forward implication uses the forward search techniques described earlier in Section IV 16.
l5Note bat there may be several pre-conditions or post-conditions for a stimulus, in which c a e several choices can be made. These represent branching points in the search space.
l6 According to the transition completion concepL the proper analysis of behavior should SM from externally triggered transitions. For example. the analysis should not consider a Join without considering the PrtLne triggering it and its effects on the system. Thus, the global system state must be rolled back to the beginning of a complete uansition (i.e. the previous stable state) before applying Ihe branches are exhausted and no initial state was reached the state is declared unreachable.
To rewind the global state one step backward, the reverse transition rules are applied. Depending on the stimulus type of the backward rule, different states in GState are rolled back, e.g., for unicast destination of the stimulus is rolled back, but for multicast, all affected states are rolled back.
Note, however, that not all backward steps are valid, and backtracking is performed when a backward step is invalid. Backtracking may occur when the preceding states contradict the rules of the protocol. These contradictions may manifest themselves as:
Src not found: s r c is the originator of the stimulus, and the global state has to include at least one component to originate the stimulus. An example occurs for the Prune stimulus, for a global state  { N H , F, N F } , where the an originating component of the Prune (NC in this case) does not belong to the global state.
Failure of minimum topology check: the necessary conditions to trigger the stimulus must be present in the global topology. Examples of failing the minimum topology check include Join stimulus with global state { N H , N F } .
Inconsistency: to maintain consistency of the transition rules in the reverse direction, we must check that every backward step has an equivalent forward step. We must check that there is no transition z + y for the given stimulus, such that z E GState. Since if 2 remains in the preceding global state, the corresponding forward step would transform z into y and the system would exist in a state inconsistent with the initial global state (before the backward step) 17.
D. Applying The Method
The transition table is provided by the protocol designer Is, with a list of faults to be studied (e.g., selective loss of {Join, Prune}) and a set of initial states, in our case { N M , E U } . A definition of the correctness requirement should also be provided. The rest of the process is automated. The analysis for our case studies did not consider network delays. In order to study end-to-end protocols network delays must be considered in the model. In [4] we introduce the notion of virtual LAN to include end-to-end delay semantics.
The topologies constructed by FOTG are inferred from the mechanisms specified by the transition Losing the Join by the forwarding router Rk leads to an error state where router R, is expecting packets from the LAN, but the LAN has no forwarder.
Summary of Results.
We have studied single message loss scenarios for the Join, Prune, Assert, and G r a f t messages. We also studied crash scenarios. For brevity, we partially discuss our results here. For a detailed analysis of the results see [3]. We have used the sequences of events generated automatically by the algorithm to analyze protocol errors and suggest fixes for those errors.
Join:
A scenario similar to that presented in the illustrative example incurred an error. In this case, the robustness violation was not allowing another chance to the downstream router to send a Join. A suggested fix would be to send another prune by F D~I before the timer expires.
Prune: In the topology above, an error occurs when R; loses the Prune, hence no Join is triggered. The fix suggested above takes struct the necessary conditions for erroneous behavior by starting directly from the fault and avoiding exhaustive search. FOTG seems best fit to study protocol robustness in the presence of faults.
VI. RELATED WORK
The related work includes protocol verification and VLSI design.
Protocol verification addresses protocol properties, such as safety and liveness. In general, the two main approaches for protocol verification are theorem proving and reachability analysis [ 5 ] . In theorem proving, system properties are expressed in logic formulas, defining a set of axioms and constructing relations on these axioms. In contrast to reachability analysis, theorem proving can deal with infinite state spaces. Interactive theorem provers (e.g. VDM [6]) require hu-"For example, if the Assert mechanism that deals with duplicates was left out (due to a design error) the algorithm would not consuuct { F; , Fj ) topology Hence. FOTG is not guaranteed to detect duplicates in this case. So, FOTG may be used to evaluate behavior of specified mechanisms in the presence of network failures. but is not a general protocol verification tool. 2oHowever, statistics collected in our c a s study 131 show that unreachable states are not the determining factor in the complexity of the backward search. Hence, other reduction techniques may be needed to increase the efficiency of the method. man intervention, and hence are slow and error-prone. The number of axioms and relations grows with the complexity of the protocol. Moreover, these systems tend to abstract out network failures we are addressing in this study. Reachability analysis algorithms [7] attempt to generate and inspect all the protocol states that are reachable from given initial states. In general, such algorithm suffers from the 'state space explosion' problem. To circumvent this problem, state reduction and controlled partial search techniques [8] could be used. In our work we adopt approaches extending reachability analysis for multicast protocols. Our fault-independent test generation method borrows from controlled partial search and state reduction techniques.
VLSI design uses techniques for generation of test vector pattems. Test vector generation can be fault-independent or fault-oriented [9]. In the fault-oriented process, the main steps in generating a test vector are to excite the fault, and to propagate the resulting error to an observable output. Fault excitation and error propagation usually involve a search procedure with a backtracking strategy to undo contradiction in the assignment of line values. The line assignments performed may imply other line assignments. This process is referred to as implication. Forward implication is implying values of lines from the fault toward the output, while backward implication is implying values of lines from the fault toward the circuit input ". VLSI chip testing, however, is performed a given circuit, whereas protocol testing is performed for arbitrary and time varying topologies. Other related work includes verification of cache coherence protocols [ 101, which uses equivalence to reduce search complexity.
VII. CONCLUSIONS
In this study we have proposed the STRESS framework to integrate test generation into the protocol design process. Specifically, we targeted automatic test generation for robustness studies of multicast routing protocols. We have adopted a global FSM model to represent the multicast protocols on a LAN. In addition, we have used a fault model to represent packet loss and machine crashes. We have investigated two algorithms for test generation; namely, the fault-independent test generation (FITG) and the fault-oriented test generation (FOTG). Both algorithms were used to study a standard multicast routing protocol, PIM-DM, and were compared in terms of error coverage and algorithmic complexity. For FITG, equivalence reduction techniques were combined with forward search to reduce search complexity from exponential to polynomial. FITG does not provide topology synthesis. For FOTG, a mix of forward and backward search techniques allowed for automatic synthesis of the topology. We believe that FOTG is a better fit for robustness 21 Our approaches for protocol testing use some of the above principles; such as forward and backward implication. studies since it targets faults directly. The complexity for FOTG was quite manageable for our case study. Corrections to errors captured in the study were proposed with the aid of our method and integrated into the latest PIM-DM specification. More case studies are needed to show more general applicability of our methodology.
