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Abstract
In the LHC the use of superconducting magnets and
the high luminosity required for physics will make the
machine very challenging to operate. Two particular
problems will be a high sensitivity to beam losses and a
relatively poor field quality requiring the use of many
types of magnetic correction elements.  This may lead to
the inclusion of certain beam measurements in feedback
loops, making special demands on the control system. In
this paper, the main beam instrumentation related to these
two aspects of operating the LHC is described, namely
the beam loss, orbit, and tune measurement systems.
Aspects of the low-level acquisition systems and the
resulting demands on the control system performance are
presented. Calculations of the expected behaviour of
momentum, orbit, tune and chromaticity due to persistent
current decay and "snap-back" are discussed and
compared with the expected performance of the
corresponding instrumentation systems.
1  INTRODUCTION
This presentation resulted from the combination of two
talks given at the LHC Controls and Operations Forum:
“Beam Instrumentation” [1], presented by the author, and
“Dealing with Dynamics Effects” [2], presented by T.
Wijnands. The latter was a summary of a report being
prepared by a working group consisting of the author, M.
Lamont, L. Vos, and T. Wijnands [3].   At the request of
the organisers of the Forum, not all beam instrumentation
was covered, but only those systems considered likely to
have the most impact on the LHC control system
requirements : the measurement of beam loss, orbit and
tune. The detailed characteristics of all LHC beam
instrumentation may be found in the final report of the
LHC-ID working group [4].
The presentation was divided into 2 distinct parts :
(a) A description of beam instrumentation related to
machine protection, i.e. beam loss measurement and local
orbit stabilisation (section 2)
(b) A review of the requirements for the measurement
and control of beam parameters resulting from the
persistent current effects in the superconducting magnets
and a description of the main beam instrumentation
systems concerned, i.e. for orbit and tune (section 3).
2  BEAM INSTRUMENTATION RELATED
TO MACHINE PROTECTION
2.1  Ring Beam Loss Monitoring
About 3000 monitors will be attached to the cryostat at
6 positions along each main quadrupole QD/QF pair.
90% of the counting rate in each set of 3 detectors on the
same side of the cryostat will come from the nearest ring,
while 10% will be cross-talk from the other ring.  The
monitors will be connected to the 250 orbit crates, where
counters will integrate loss rates over 10 ms for each
batch.
Various technical options are still under study for the
detectors; but if the option with 2 PIN diode surfaces per
monitor is retained and all average beam rates have to be
transmitted to a central point every 10 ms, then there is a
large potential flow of data (~3 Mbytes/s for the whole
system).
It has been calculated that in this case transmission
over the orbit system 1 Mbit/s WorldFIP is just possible.
The matter needs further study, and in particular a
decision on the data-handling strategy is required (full
transmission of rates or local processing).
Data will also be stored for post-mortem use.  One
could imagine recording the last 256 s every 1s as well as
the last 2.56 s every 10 ms for all channels and batches,
which would make ~150 Mbytes in all.  Storing a certain
amount of turn-by-turn data could also be considered.
The data-storage options have not yet been finalised.
2.2  Beam Loss Monitors at Collimators
In each cleaning section (IR3 & IR7), there will be a
detector for each primary and secondary collimator, with
individual batch resolution, as in the ring.  In addition, at
the primary collimators, special radiation-hard devices
will be sampled with individual bunch resolution (40
MHz).  Using these devices, integration over ~10 turns
would allow very fast loss detection.
The primary purpose of these detectors is the precise
adjustment of the collimators.  The strategy for the
detailed use of the data is still under discussion
(potentially, ~1 kHz data rates available for each bunch);
but it is clear that these measurements in some form
would be a very powerful diagnostic to have available in
the control room (via a video display ?).
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2.3  Local Orbit Stabilisation
There is a clear requirement to stabilise the orbit in the
cleaning collimators (and probably injection sections) by
monitoring a limited number of standard BPMs with
closed loop feedback on a few local orbit correctors. This
could either be implemented within the planned global
orbit feedback (10 Hz sampling rate) or run in separate
local controllers.  In the latter case the sampling rate
could be the maximum accepted by the digital PC
controllers (50-100 Hz), with 10 Hz communication with
the global system, if required. Assuming that the
correctors involved are all warm magnets, the PC/magnet
combination involved could handle a closed loop
bandwidth of 10 Hz, with current changes limited to 2%
of the maximum current [5].
Although no decision will be taken in the near future,
there is a preference for the “local” solution, which could
probably be made more robust than a global system.
Useful input for this decision should be obtained from the
planned tests of a global orbit feedback system in the
SPS.
The absolute position stability requested (r 0.1-0.2
Vbeam) is very demanding at 7 TeV (r 20-40 Pm) and
needs confirmation before the considerable investment
involved is committed. This point is taken up in more
detail in [6].
3  PERSISTENT CURRENTS EFFECTS
AND BEAM MEASUREMENTS
3.1  Magnet Field Errors and Feed-forward
Correction
The multipole field errors in the main superconducting
dipoles and quadrupoles have many components and
sources; but when considering the need for possible
beam-based feedback to control their (undesirable) effects
it is only the (non-reproducible) persistent current decay
and snap-back that should be relevant. Of course, this
“non-reproducibility” is not random, but driven by the
superconductor’s “memory” of the powering history of
previous cycles. All other field errors (e.g. during
ramping) are expected to be reproducible and should be
adequately handled by feed-forward tables to correction
elements.
Sufficient knowledge on the behaviour of the persistent
current effects has now accumulated in the LHC Magnet
Test and Analysis Group, that they expect to be able to
predict about 80% of the persistent current decay and
snap-back already at start-up in 2005 [7].  The
contribution of real time measurements in reference
magnets is included in this 80% estimate.
In the following it is therefore assumed that after feed-
forward correction 20% of the “nominal” measured
persistent current error will remain to perturb the beam
parameters. In fact, the “nominal” errors correspond to
maximum values obtained with a long (> 1 hour)
injection plateau and no pre-injection stop.  In practice,
the decay and snap-back should be 30-50% smaller with
the nominal LHC cycle (pre-injection stop + 20 min.
injection), and so there is a certain safety margin built in
to the conclusions.
3.2  Beam Parameter Changes
The first row of Table 1 below shows the nominal
measured field errors for the persistent current decay and
snap-back for the harmonics of interest here (b1, b3, and b5
in the main dipole, and b2 in the main quadrupole).  The
rms spread on b1 over all the dipoles is an estimate based
on 30% of the average b1 value. This is significantly
larger than the r 30-40% total spread found in the HERA
dipoles [8], but only measurement of the production
dipoles will provide a more accurate value.  The 2nd row
shows the field error remaining after a 80% accurate
feed-forward has been applied to correctors.  These
correctors are the horizontal orbit dipoles for b1, the
tuning quadrupoles for b2, and the sextupole and decapole
spool pieces in the main dipole for, respectively, b3 and
b5.  The point on whether one can expect to reduce the b1
spread with feed-forward will be taken up below.
Table 1: Variation of b1, b3, and b5 in the main dipoles
and b2 in the main quadrupoles due to persistent current
decay (snap-back has same 'b
n
, but with opposite sign).
Field harmonic 'b1 V'b1 'b2 'b3 'b5
“Nominal” change 2.6 0.8 1.7 3.3 -0.4
After feed-forward .52 .15 .34 .66 -.08
 'b1
A residual b1 error of 0.52 units produces a momentum
error, 'p/p, of 5.10-5 on the injected batch. The RF
capture requirement that 'p/p be less than 10-4 is therefore
satisfied, without further correction.  The corresponding
radial shift on the 1st turn trajectory is 70 Pm, which
should be measurable by taking the average horizontal
position from the 500 measurements around the ring.
In addition, the uncorrected part of the b1 error
produces an energy mismatch in the quadrupoles that




nat is the natural chromaticity (100 units). This
gives 'Q = 0.005.
The compensation of the b1 error with the horizontal
correctors is not without side-effects.  O. Brunnig has
shown at the Forum [9] that fully compensating the b1
error of 2.6 units with the horizontal correctors produces
an additional orbit distortion with  peak values above r 1
mm.  If one accepts his requirement of ensuring no
additional orbit distortion above 0.5 mm peak value, then
a few global orbit corrections are needed during decay
and snap-back.
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One could also choose to avoid this additional orbit
distortion during the snap-back, by not correcting the b1
error at all. (The correction must be done during the
decay phase to allow the RF to capture the injected
batches). In that case the energy mismatch tune shift
would be 'Q = 0.026, an order of magnitude larger than
the target limit of  'Q < 0.003.  This error would
dominate that coming from the b2 snap-back in the main
quadrupoles (see section 3.2.3, below) and would need a
tune measurement and correction at least every few
seconds.  From this viewpoint, it would seem preferable
to correct the b1 error also during the snap-back.
 V'b1
The spread in magnitude of b1 errors around the ring
leads to a series of small kicks that generates an orbit
distortion (independently of the compensation of the
average b1 error). Using V'b1 = 0.5 in MAD generated a
horizontal closed orbit distortion of around 0.4 mm, with
a maximum excursion of 1.6 mm. This represents a 30%
reduction in the estimate of V'b1 = 0.8, which as
commented above seems rather large anyway.  The
measurements made on all the series magnets should in
principle allow the generation of orbit corrections to
effectively reduce V'b1, although whether this will be
done is not certain.  Applying the 80% “rule” reduces
V'b1 from 0.8 to 0.15.  Scaling the above MAD results
gives an rms orbit of 0.12 mm and a maximum excursion
of 0.5 mm.  These values are within the required
tolerances for the global orbit.  Even in the worse case of
no reduction of V'b1, only a few orbit corrections
would be required during decay and snap-back.
There are separate (and much stricter) requirements on
the orbits in critical sections of the machine (cleaning and
injection) that will be satisfied with local orbit feedback
systems (see section 2.3, above).
3.2.3  'b2
A residual b2 error of 0.34 in the main quadrupoles
produces a tune shift of 'Q = 0.002.  This must be
combined with the tune shift of 0.005 from the
uncorrected part of the b1 error (see section 3.2.1). There
is clearly a sign uncertainty as either multipole error may
be over- or under-corrected.  The resulting tune shift will
be in the range 0.003-0.007. This is very close to the
required tune stability of less than 0.003 and, at most,
would require a few corrections during decay or snap-
back.  An increase in the (feed-forward) correction
accuracy to 92% would also eliminate the need for further
corrections at all.
3.2.4  'b3
The residual b3 error of 0.66 corresponds to the large
chromaticity change of 34 units, which greatly exceeds
the desired variation of less than 1-2 units.  The accuracy
of the feed-forward correction would have to be better
than 99% to achieve this, which seems unreasonable to
expect.  Assuming that a suitable measurement could be
provided for closed loop feedback control of the
chromaticity, an estimate is made of the required
sampling rate in section 3.3.
3.2.5  'b5
The residual b5 error of 0.08 satisfies the requirement
 b5 < 0.18 quoted in [9].
3.3  Chromaticity Variation during Snap-back
The rate of variation of any beam parameter during the
snap-back depends on the ramp rate. A ramp starting with
a 6 minute slow parabolic function given by dI/dt = 9t
mA/s (0 < t < 360) has been proposed in [10]. An
empirical fit to the b3 snapback as a function of the
increasing current has been presented by L Bottura at the
Forum [11]:
b3 = 'b3[1-(I-Iinj)/'ISB]3
with 'b3 = 3.7, 'ISB = 27A.  By combining these two
formulae, the evolution of b3 during the snap-back can be
calculated.
A PI (Proportional-Integral) closed loop feedback was
then simulated at different sampling frequencies, with an
rms measurement error of 0.5 unit. The phase delay
between measurement and correction was ignored
because of the low characteristic frequency of the snap-
back (<< 1 Hz). The simulation was run with different
combinations of r 20% errors on the prediciton of the
parameters 'b3 and 'ISB. The conclusion was that with a
sampling frequency of 1 Hz the chromaticity could be
kept within the limits r 1.5-2.  This result was rather
independent of the exact form of the b3 error evolution.
(rms chromaticity error after feedback 0.55-0.7 units) As
an example, figure 1 shows the chromaticity evolution
before and after feedback, in the case where the feed-
forward underestimates both 'b3 and 'ISB by 20%.
Figure 1: Chromaticity variation during snap-back
before (red dotted curve) and after (blue points) closed
























3.4  Beam Orbit Measurement
Approximately 500 button monitors measuring in both
planes will be distributed around each ring (i.e. ~1000 in
all)  The 40 MHz acquisition electronics required for
measuring each bunch turn-by-turn will be located in
about 250 crates on the floor of the tunnel.
As the same electronics is to be used in the SPS-LHC
transfer lines, a specification had to be made in 1999 for
the prototype digital acquisition board being built in
TRIUMF, as part of the Canadian contribution to the
LHC.  The requirement expressed by the DEWG in
November 1998 for a global orbit feedback system with a
1 Hz closed loop bandwidth [12] led to the inclusion of
sampling of the orbit at 10 Hz in this specification, where
the orbit will be averaged over 20 ms (50 Hz
suppression).
In addition, this requirement has led to the proposal to
use a 1 Mbit/s WorldFIP fieldbus for the 10Hz
transmission of this average orbit data (i.e. averaged over
all bunches) to gateways to the control network backbone
in the alcoves and pits.  A standard 10 Mbits/s Ethernet
connection is proposed for on-demand readout of single
batch or bunch orbits or trajectories, multi-turn
measurements, and post-mortem data (approximately last
second, turn-by-turn).
3.5  Tune Measurement
Single kick beam excitation will be provided with 4 Q-
kickers (2 planes, 2 rings) providing 50 Pm - 1.6 mm
oscillation amplitude at 450 GeV and 3 - 100 Pm at 7
TeV,  at a maximum repetition rate of 2 Hz.  In addition a
set of dynamic aperture kickers will be available with 30
times the kick strength at a reduced repetition rate of 0.2
Hz. The transverse feedback system will be used for
multi-kick excitation (chirp, noise, . .).
The widest possible range of methods will be available
for measurements for feed-forward correction, in
particular harmonic analysis of swept frequency, PLL,
and FFT on single kick, noise excitation, or chirp.
Measurements on full intensity beams for physics will
be more delicate because of the limited emittance blowup
that is acceptable (10% in all from injection to physics,
beam measurements to contribute less than ~2%).  An
added complication will be the use of active transverse
damping with the associated broadening of the measured
tune peak. To illustrate the consequence of the 2%
emittance blowup limit, the effect of a series of single-
kick FFT Q measurements has been simulated.
It has been shown in [13] that the increment in rms
beam size 'V from a kick of amplitude 'x0 is given by :
where Wd is the damping time (for reduction of
oscillation amplitude to 1/e of initial value) and will be ~
50 turns [14];
and Wdc, the decoherence time of the oscillation (also for
1/e reduction in amplitude), is related to the beam rms
tune spread 'Q by :
Using the expected rms tune spread of 0.001 at
injection gives Wdc ~ 160 turns.
Beam oscillations damped by Wd and Wdc have been
simulated for different tune values, assuming the
expected single turn rms detector noise of 20 Pm from a
well-tuned stripline coupler. 128-turn FFTs have been
used to obtain the tune (with frequency interpolation
according to [15]). In order to obtain a tune error GQ of
3.10-4 (a factor of 10 below the required tune tolerance)
an initial kick of  0.4 mm is required.
Assuming, in addition, that the kicks are applied
sequentially to 4 of the 12 batches (leaving 4 for the other
plane, and the remaining 4 for other measurements), the
relative emittance increase of the 4 used batches is
calculated to be 0.087% per kick for an rms beam size of
1.2 mm, i.e. 23 tune measurements before 'HH ~ 2% is
exceeded.
Various scenarios for distributing these measurements
could be proposed.  One possibility would be to
concentrate on injection and snap-back, with for example
a measurement every 6 seconds during snap-back and
every 2 minutes during the injection plateau.  In addition
each batch injection would provide a tune measurement
from its injection oscillations, without any additional
beam excitation.
While these measurements might suffice to control the
small tune shifts due to persistent current effects, this
seems inadequate for a machine that is expected to be as
difficult to operate as the LHC. Less emittance blowup
could probably be obtained for the same measurement
precision by using chirp excitation via the transverse
feedback system; but the tune accuracy quoted above
takes no account of possible irregularities in the
(broadened) tune peak due to coupling and the presence
of synchrotron side bands.
The conclusion is that we must aim for a much higher
performance system compatible with low emittance
blowup and strong transverse damping.  R&D will,
therefore, start in the BI group on a high sensitivity/low
excitation system. The aim should be to be able measure
with sufficient accuracy at a few Hz (say d 10Hz for the
control system requirement). Our initial ideas on this
system are described in [6].
3.6  Field Error Correction at HERA-p
At injection energy (40 GeV), the persistent current
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magnet measurements at 1 Hz driving, respectively,
horizontal orbit and sextupole correctors. The resulting
stability of the chromaticity is claimed to be r 0.5 unit
[16], compared to a maximum b3 decay-induced
chromaticity change of ~50 units.
During the 5-stage ramp to 920 GeV, all important
multipole errors are corrected via pre-defined tables.  In
addition, b3 is corrected on-line from the reference
magnets up to 150 GeV.  While ramping, these automatic
corrections are supplemented with manual control knobs
for tune and chromaticity, used by the operators in
conjunction with the on-line tune-spectrum display
(update rate 2 Hz). This requires the operator to make a
visual estimate of the chromaticity from the tune-spread.
Given the much greater sensitivity of the LHC to beam
losses, it seems unlikely that such reliance on manual
correction could be acceptable in the LHC.
No closed loop feedback from beam measurements is
used.
The tune measurement system [17] operates
continuously at a repetition rate of 2 Hz, using the
otherwise unused transverse feedback deflection system
to excite the beam with a single sideband signal at 2.1
MHz. This signal is obtained by mixing a chirp centred at
the nominal fractional tune frequency (~13 kHz) with a
signal obtained by dividing the 208 MHz frequency from
the HERA RF system. Schottky-type detectors, resonant
at 8.31 MHz, measure the resulting oscillations (in the Pm
range). No excitation is used at top energy, where low-
level residual betatron oscillations produce enough signal
for tune measurement.
4  CONCLUSIONS
4.1  Machine Protection Beam Instrumentation
The beam loss system for the 2 rings will produce up to
3 Mbytes/s of data for possible transmission to a central
server, corresponding to the average beam loss rate
integrated over 10 ms. A decision is required on whether
all this data really has to handled centrally.  In addition, at
the primary collimators, the loss rates will be sampled
bunch-by-bunch with a ~10 turn integration time. The use
of this 1 kHz data flow also needs further consideration.
The local orbit stabilisation system needed in the 2
cleaning and probably 2 injection regions could be an
integral part of the proposed 10 Hz global orbit feedback
system or, alternatively, be purely local systems sampling
at 50-100 Hz. It is felt that local systems could be made
more robust and responsive than the global system, and
so for the moment separate local systems are preferred.
Tests on the SPS will provide useful experience.
The stability requirement expressed for the cleaning
sections is very demanding (20-40 Pm at 7 TeV) and
needs confirmation before embarking on the considerable
equipment investment required to satisfy it.
4.2  Orbit, Tune, and Chromaticity Feedback ?
Examination of the consequences of persistent current
effects (especially “snap-back”) on the main beam
parameters lead to the following conclusions.
Orbit : The requirement for a global orbit feedback
sampling at 10 Hz is not apparent from the study of
persistent current effects. It is however true that such a
facility may be useful for handling other problems in
operating the LHC. Both the BI and CO groups are
therefore pursuing the preparation of such a system.
Tune : The expected small tune shifts due to the
uncompensated snap-back of b1 in the dipoles and b2 in
the quadrupoles could probably (just) be corrected with a
“classical” slow tune measurement (e.g. at 0.2 Hz), with
the total number of measurements on a physics beam
limited by the acceptable emittance blowup. However,
even this is not certain, taking into account uncertainties
due to coupling and other distortions of the tune peak,
broadened by the presence of active transverse damping.
In addition, it is considered that other problems in
operating the LHC are likely to require a higher
measurement (and possibly feedback) capacity than this.
Therefore, R&D will start on a high sensitivity/low
excitation system with the aim of providing a
“continuous” (~ few Hz) measurement. The CO group
should assume a maximum 10 Hz transmission rate of
tune-spectra or corrections for closed-loop feedback.
Chromaticity : The large chromaticity changes
remaining after 80% correction of b3 are clearly
unacceptable.  The use of knobs to correct this (as done at
HERA) would seem excluded on a full intensity beam. A
measurement suitable for feedback at 1 Hz with an
accuracy of 0.5 unit would be just sufficient.  Although
the head-tail phase shift measurement [18] is a promising
candidate, more work is required on it in the SPS to
determine its potential. In addition, the beam kicks
required for the measurement may be unacceptable on a
beam for luminosity production.  On the other hand,  this
limitation would not prevent the use of the technique for
refining feed-forward corrections with measurements on
beams with more relaxed emittance requirements.
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