Deconvolution Estimation of a Mixture Distribution with Boundary Effects Motivated by Mutation Effect Distribution by Lee, Mihee
Deconvolution Estimation of a Mixture Distribution with
Boundary Effects Motivated by Mutation Effect Distribution
by
Mihee Lee
A dissertation submitted to the faculty of the University of North Carolina at Chapel
Hill in partial fulfillment of the requirements for the degree of Doctor of Philosophy in
the Department of Statistics and Operations Research.
Chapel Hill
2009
Approved by:
J. S. Marron, Advisor
Haipeng Shen, Advisor
Edward Carlstein, Committee Member
Christina L. Burch, Committee Member
Jon W. Tolle, Committee Member
Young K. Truong, Committee Member
c© 2009
Mihee Lee
ALL RIGHTS RESERVED
ii
ABSTRACT
MIHEE LEE: Deconvolution Estimation of a Mixture Distribution with
Boundary Effects Motivated by Mutation Effect Distribution.
(Under the direction of J. S. Marron and Haipeng Shen.)
Density estimation in measurement error models has been widely studied. However, most
existing methods consider only continuous target variables, hence they cannot be applied
directly to many real problems. Motivated by an evolutionary biology study, we consider
more general cases: the target distribution is a mixture of a continuous component and finite
numbers of pointmasses, which can cover most of practical problems. In this dissertation, we
approach the estimation of the distribution in three different ways under the framework of
measurement error models.
Our first proposal is of the Fourier type, which is obtained by generalizing Liu and Taylor
(1989). The proposed estimator has a closed form, and gives continuous and smooth density
estimators for the continuous mixture component. In addition, its convergence rate is compa-
rably fast. However, when the target distribution has non-smooth boundaries, it suffers from
a strong boundary effect. This motivates us to to propose two other methods of the sieve type;
one is based on maximum likelihood (ML), and the other uses least squares (LS). By easily
reflecting the known boundary information, they remarkably reduce the boundary problems,
which is another major contribution of this dissertation. Moreover, the use of penalization
improves the smoothness of the resulting estimator, especially the ML based estimator, and
reduces the estimation variance.
For each estimator, some asymptotic properties are explored by mathematical compu-
tation, and finite sample performances are illustrated via simulation studies. In addition,
the proposed estimators are applied to the virus lineage data in Burch et al. (2007), which
originally motivates this study. In this application, we not only estimate the mutation effect
distribution, but also visually validate the classical exponential assumption on the mutation
iii
effect distribution, using density envelope plots.
Keywords: Boundary effect, Deconvolution, Fourier transformation, Mixture distribution,
Measurement error, Penalization.
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Chapter 1
Introduction
Estimating the probability distribution of a random variable is one of the classical problems
in statistics. When some realizations of the random variable are given, many methods to
estimate its distribution have been developed from the classical statistical viewpoint. First, if
the distribution of the random variable comes from a known parametric family, or there are
good reasons to assume some specific distribution family as the truth, an assumed probability
distribution can be fit to the data by estimating only the unknown parameters. This process
is called parametric estimation. See, for example, Casella and Berger (2001) and Lehmann
and Casella (1998). When a parametric model is inappropriate, several methods have been
developed to estimate the distribution (Hastie et al., 2001). There is a large body of work
in this direction called nonparametric density estimation. Common methods in that area
include histogram, kernel smoothing, splines, etc.
When the information about the underlying distribution is correct, parametric estimation
is better than the nonparametric methods in two aspects. First of all, it is easier and needs
less amount of computation than the latter. Moreover, the convergence rate of the estimator is
faster in the case of parametric estimation. The drawback of parametric estimation is it highly
depends on the true distribution. That is, when the assumed true distribution is not correct,
its performance can be poor. On the other hand, nonparametric density estimation does not
need any assumption for the true distribution of the data except continuity or smoothness.
So, when there is little information about the underlying distribution, the nonparametric
approach is recommended.
The estimation of the distribution is particularly challenging when the true realizations
of the target variable are not observed. In this case, the classical distribution estimations
described above cannot be directly applied. Let X be the random variable whose distribution
we want to estimate. Because of some reasons, we can observe only the error contaminated
variable Y where
Y = X + Z, (1.1)
where Z is a measurement error with known probability density function fZ , and is inde-
pendent of the target variable X. To fit the underlying distribution based on the error
contaminated data, one naive method is to ignore the existence of the measurement error.
When the measurement error is much smaller than the target variable, the performance of
this approach is not too bad. However, when the measurement error is comparatively large,
so not negligible, this method can give an arbitrarily poor conclusion.
A better way is to take into account the existence of the measurement error and reduce
its effect from the observed data by using the known distribution information of Z, which is
called deconvolution method. Such a problem has been widely studied when X is a continuous
random variable having a continuous probability density function. There are large volume of
studies for the deconvolution problem.
Existing deconvolution methods fall into two groups: The first group is Fourier-based,
which uses ideas of Fourier- and Inverse Fourier transformations and kernel smoothing. For
detailed description of various methods and their asymptotic properties, see Devroye (1989),
Liu and Taylor (1989), Stefanski and Carroll (1990), van Es and Kok (1998), Wand (1998),
Hesse (1999), Delaigle and Gijbels (2002), Meister (2007), Hall and Meister (2007), Zhang
and Karunamuni (2008), Carroll and Hall (1988), Stefanski (1990), Fan (1991a,b) and so on.
The second group is for non-Fourier based methods. Many of such methods use basis
functions such as B-splines or wavelets to expand the target density (or distribution function),
before estimating the coefficients of the basis using various approaches. For example, see
Mendelsohn and Rice (1982), Koo and Park (1996), Cordy and Thomas (1997), Pensky and
Vidakovic (1999), Carrasco and Fleorens (2002), Johnstone et al. (2004), Hall and Qiu (2005)
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and Staudenmayer et al. (2008). In addition, other alternatives have been proposed such as
NPMLE (Groeneboom and Wellner, 1992; van Es and van Zuijlen, 1996; Jongbloed, 1998),
SIMEX (Stefanski and Bay, 1996; Wagner and Stadtmu¨ller, 2008), and TAYLEX (Carroll
and Hall, 2004; Wagner and Stadtmu¨ller, 2008).
In this dissertation, motivated by an evolutionary biology study, we are particularly inter-
ested in X which has a mixture distribution with both discrete and continuous components.
That is, X can be represented as
X =
{
aj , with probability pj , for 1 ≤ j ≤ ν,
Xc, with probability pν+1,
(1.2)
where the values of a1, . . . , aν are known constants, and Xc is a continuous random variable
with the density function fc. Then, estimating the distribution ofX is equivalent to estimating
both p = (p1, . . . , pν+1)T and the density fc. Here, each pj is the unknown mixing probability,
hence the estimation of p can be understood as the estimation of the mixture proportion.
However, our problem is quite different from the challenging classical mixture distribution
estimation problems (McLachlan and Basford, 1988; McLachlan and Peel, 2000) because
ν-mixture components are exactly known. Since most of the above literatures, especially
Fourier-type deconvolution methods, only consider the case where the target variable X has
a continuous distribution, they can not appropriately address the mixture structure.
Another important contribution of this dissertation is efficient handling of boundary ef-
fects. Suppose that fc is supported in a finite interval, and has a jump discontinuity at
boundaries. One of the most common assumption of Fourier-type methods is that the target
density is continuous (over the whole real line), they usually show serious boundary problems
even when X is purely continuous, like an exponential variable.
In the following three chapters, we approach the estimation of (p, fc) in three different
ways: the direct deconvolution estimation in Chapter 2, the sieve type estimation based
on maximum likelihood in Chapter 3, and another sieve estimation using least squares in
Chapter 4. The direct deconvolution estimator is of the Fourier-type, which is obtained by
generalizing Liu and Taylor (1989). It enjoys nice properties of other Fourier deconvolution
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type estimators, for example, closed forms of the estimators and comparably fast convergence
rates. However, it still suffers from the boundary problem. On the other hand, the estimators
proposed in Chapters 3 and 4 are based on the sieve methods (Grenander, 1981) which can
easily reflect the known boundary information of the target distributions. As a result, they
remarkably reduce the boundary problems. For the sieve methods, we focused on the case
where fc is supported on a finite interval. However they can be easily extended to general fc
with little loss of estimation precision, from the tightness property of any single probability
distribution.
In each chapter, we investigate the asymptotic properties of each estimator, and its finite
sample properties are studied via simulation studies. In addition, we apply the proposed
estimators to virus lineage data Burch et al. (2007), and compare the results.
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Chapter 2
Direct Deconvolution Estimation
2.1 Introduction
Mutations provide the raw material for evolution, so it is of fundamental importance to study
the distribution of the mutation effects in order to understand evolutionary dynamics Elena
et al. (1998). However, there is a limited literature on the estimation of the distribution
so far. In cases where measurements of individual mutation effects have been obtained, the
most common method is to fit exponential (or gamma) distributions to the difference of fitness
between unmutated and mutated individuals (Elena et al., 1998; Burch et al., 2007; Sanjuan
et al., 2004). This parametric approach is simple and easy, but it ignores the existence of
measurement errors that are not usually negligible. As a result, it fails to detect small effects
(Burch et al., 2007). Moreover, no serious work has been done to validate the parametric fit.
Instead of this parametric method, we approach the same problem via a nonparametric
deconvolution idea, especially based on the Fourier type method. Fourier deconvolution
methods have been widely studied, but most of the existing methods consider only the case
where the target variable has a continuous density function. In our motivating evolutionary
study in Section 2.5, two types of mutations exist: silent mutations that have no effect on the
fitness, and deleterious mutations that reduce the fitness. Both the frequency of deleterious
mutations and the size of the deleterious mutation effect are of biological interest. Hence, we
propose to model the underlying mutation effect distribution as a mixture of a pointmass at 0,
which corresponds to the silent mutation effect or no mutation, and a continuous distribution
for the deleterious mutation effect that is supported only on the positive real line. In this
case, existing methods from the deconvolution literature cannot be directly applied.
In this chapter, we focus on the case that the distribution of the target variable X is a
mixture of a pointmass and a continuous distribution, i.e. ν = 1 in (1.2). For notational
convenience, we will use the symbols p and a, instead of p1 and a1, from now on. Then, the
generalized density (Cuevas and Walter, 1992) of X, say fX , can be expressed as
fX(x) = pδa(x) + (1− p)fc(x), (2.1)
where δa denotes the Dirac delta at a, and fc is the density of Xc.
In Section 2.2, we propose the estimators for both the pointmass p and the continuous
density fc on top of measurement error models, by extending the idea of the classical Fourier
deconvolution estimation. Their asymptotic properties are also provided in Section 2.3, with
the technical proofs given in Section 2.6. Section 2.4 presents several simulation results to
illustrate the performance of the proposed estimators. In Section 2.5, the estimators are
applied to the virus-lineage data of Burch et al. (2007). In both simulations and real data
analysis, we only consider the case a = 0.
2.2 The Proposed Estimators
In this section, we propose the direct deconvolution estimators of p and fc of (2.1). The
estimators are derived below in Sections 2.2.1 and 2.2.2 respectively, along with theorems
about their asymptotic properties. Detailed proofs are provided in Section 2.6.
Deconvolution estimation of mixture densities is a natural approach, and our proposal
directly extends the method of Liu and Taylor (1989) to cases of mixtures of discrete and
continuous components. Let X be the variable with the mixture structure in (1.2) with
ν = 1, and let Y denote the corresponding variable contaminated by the measurement error
Z, defined as (1.1). Our procedure starts with estimating the density of Y , say fY , based
on the observations {Yi : i = 1, . . . , n}. Afterwards, the generalized density of X can be
obtained by directly deconvoluting fZ from fY , due to the independence assumption of X
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and Z.
The proposed estimators are attractive in the sense that they take into account the mea-
surement errors, and have closed form expressions that are easy to implement. Our experience
suggests that the estimator for fc performs well except near non-smooth boundaries. This
is a common problem that is shared by the existing deconvolution estimators. For example,
in our motivating application, the support is known to be positive. In this case, our density
estimator has some problem near the origin, but works well in the rest of the support. The
use of boundary information in deconvolution problem has been studied by Pensky (2002),
Hall and Qiu (2005) and Meister (2007). However they only consider the case where X has
a continuous distribution, and it is not clear how to extend their methods to general models.
2.2.1 Estimation of the Pointmass p
We consider the pointmass estimation first. The basic idea comes from the Inverse-Fourier
transformation (Billingsley, 1995). Since p is the probability that X takes the value a, it can
be obtained as
p = lim
T→∞
1
2T
∫ T
−T
exp(−ita) ϕX(t)dt, (2.2)
where ϕX is the characteristic function of X.
From (2.2), the pointmass p can be estimated by replacing ϕX with its estimator ϕˆX .
Hence we need to estimate the characteristic function of X. For that, we make use of the
relation Y = X + Z, and the independence between X and Z. It follows that ϕX = ϕY /ϕZ ,
where ϕZ is the known characteristic function of Z, and ϕY is the characteristic function of Y
that can be estimated by the empirical characteristic function of Y based on the observations,
i.e.
ϕˆY (t) =
1
n
n∑
j=1
exp(itYj).
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As a result, a naive estimator of p is proposed as
p˜ = lim
T→∞
1
2T
∫ T
−T
exp(−ita) ϕˆX(t) dt,
= lim
T→∞
1
2T
∫ T
−T
exp(−ita) · ϕˆY (t)
ϕZ(t)
dt,
= lim
T→∞
1
2T
∫ T
−T
1
n
n∑
j=1
exp(it(Yj − a))
ϕZ(t)
dt. (2.3)
One thing to be noted is that p is a probability, and hence a real number. However
the integrand of (2.3) contains a complex term, so it is not guaranteed that p˜ is a real
number. Therefore we take only the real part of p˜ as the estimator. Another problem is the
computational challenge caused by the limiting operation. To ease the difficulty, we replace T
by Tn, a sequence of positive real numbers which goes to infinity as n goes to infinity. Hence
we can get the final estimator pˆ of the pointmass as
pˆ =
1
2nTn
n∑
j=1
Re
∫ Tn
−Tn
exp(it(Yj − a))
ϕZ(t)
dt, (2.4)
where Re denotes the real part of the complex integral.
2.2.2 Density Estimation of the Continuous Component fc
To estimate fc, we also use the Inverse-Fourier transformation. In particular, when ϕX is an
integrable function, it is known (Billingsley, 1995) that the random variable X has a density
function fX of the form
fX(x) = lim
M→∞
1
2pi
∫ M
−M
exp(−itx)ϕX(t) dt.
In our problem,Xc is assumed to have a continuous density fc, so its characteristic function
ϕc is integrable. In addition, the mixture structure of X suggests that ϕc(t) can be expressed
as
ϕc(t) =
ϕX(t)− p · exp(ita)
1− p , (2.5)
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where ϕX(t) can be estimated in the same manner as discussed above in Section 2.2.1. Then,
fc can be estimated as
f˜c(x) = lim
M→∞
1
2pi
∫ M
−M
ϕˆc(t) exp(−itx)dt
= lim
M→∞
1
2pi
∫ M
−M
[
ϕˆX(t)− p exp(ita)
1− p
]
exp(−itx)dt
= lim
M→∞
1
2pi(1− p)
∫ M
−M
 1
n
n∑
j=1
exp
(
it(Yj − x)
)
ϕZ(t)
− p exp (it(a− x))
 dt.
As in the pointmass estimation, f˜c is not guaranteed to be a real-valued function. More-
over, the computation of f˜c also involves the limit operation. Therefore, we take only the
real part of the above integration, and replace M by Mn, a sequence of positive numbers
converging to infinity. In addition, since p is usually unknown, we plug in pˆ to replace p.
Hence the final form of the estimator fˆc is given as
fˆc(x) =
1
2pin(1− pˆ)
n∑
j=1
Re
∫ Mn
−Mn
[
exp
(
it(Yj − x)
)
ϕZ(t)
− pˆ exp (it(a− x))]dt. (2.6)
If the true probability p is known, then fˆc can be obtained using that value, which improves
the estimation performance.
2.3 Asymptotic properties of the Proposed Estimators
The estimator pˆ can be shown to be consistent as stated in Theorem 2.3.3. Below we first
derive the mean and the variance of the estimator in Lemmas 2.3.1 and 2.3.2. All the proofs
are given in Section 2.6.
Lemma 2.3.1. Let pˆ be the estimator of p as defined in (2.4), and assume that ϕZ(t) does
not equal to 0 for any t ∈ [−Tn, Tn]. Then the expectation of the estimator is given by
E(pˆ) = p+
1− p
2Tn
Re
∫ Tn
−Tn
ϕc(t) exp(−ita)dt,
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where ϕc is the characteristic function of Xc, the continuous component of X.
Remark 1. Note that Tn goes to infinity as n→∞, and Xc is a continuous random variable
with P (Xc = a) = 0. Hence the expectation of pˆ converges to p as n goes to infinity, which
suggests that pˆ is asymptotically unbiased.
The following Lemma 2.3.1 derives the variance of pˆ. We assume that the distribution of
the measurement error Z is symmetric about 0, which is a common assumption in measure-
ment error models.
Lemma 2.3.2. Suppose that the distribution of Z is symmetric about 0. Then the variance
of pˆ is given by
Var(pˆ) =
1
2nT 2n
∫ Tn
0
∫ Tn
0
[
Re
{
ϕV (s+ t) + ϕV (s− t)
}− 2Re{ϕV (s)}Re{ϕV (t)}
ϕZ(s)ϕZ(t)
]
dsdt,
where V = Y − a, and ϕV (·) is the characteristic function of V .
Remark 2. Note that the variance of the density estimator in Liu and Taylor (1989) is
Var(fˆn(x)) =
1
npi2
∫ Tn
0
∫ Tn
0
[
1
2
Re
{
ϕV (s+ t) + ϕV (s− t)
}−Re{ϕV (s)}Re{ϕV (t)}]
×ϕK(shn)ϕK(thn)
ϕZ(s)ϕZ(t)
dsdt.
The variance of the pointmass estimator pˆ has a very similar structure as that of fˆn(x) when
hn = 0. However Var(pˆ) converges to 0 much faster than Var(fˆn(x)). In fact,
Var(pˆ)
Var(fˆn(x))
= O(T−2n ), as n→∞.
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Based on the above two lemmas, we conclude that pˆ is consistent under some suitable
conditions in Theorem 2.3.3.
Theorem 2.3.3. Suppose that ϕZ(t) is not equal to 0 for any t, fc(a) has a finite value, and
the distribution of Z is symmetric about 0. In addition, suppose that there is a sequence Tn
satisfying
Tn →∞, 1
n1/2 Tn
∫ Tn
0
1
ϕZ(t)
dt→ 0 (2.7)
as n goes to infinity. Then pˆ converges to p in probability as n → ∞, i.e. pˆ is a consistent
estimator of p.
Remark 3. Theorem 2.3.3 suggests that the distribution of the measurement error Z highly
affects the choice of Tn, hence the convergence rate of the estimator. For example, when Z
has the standard normal distribution, Tn = log1/2 n satisfies (2.7). In this case, the variance
of the estimator is of the order log−3/2 n, i.e. Var(pˆ) = O(log−3/2 n) as n→∞.
Theorems 2.3.4 and 2.3.5 below provide some asymptotic properties of fˆc(x). For any
x 6= a, we show in Theorem 2.3.4 that the proposed density estimator is a consistent estima-
tor of fc(x) under some suitable conditions. In addition, under stronger conditions, Theorem
2.3.5 establishes the consistency of fˆc(x) at x = a. The proofs of the theorem are provided
in Section 2.6.
Theorem 2.3.4. Suppose that the conditions in Theorem 2.3.3 hold. In addition, suppose
that
Mn →∞, n−1/2
∫ Mn
0
1
ϕZ(t)
dt→ 0 (2.8)
as n goes to infinity. Then fˆc(x) converges to fc(x) in probability for any x 6= a.
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Theorem 2.3.5. Suppose that ϕZ(t) is not equal to zero at any t, fc(a) is finite, and the
distribution of Z is symmetric about 0. In addition to (2.8), suppose that
Mn = o(Tn), n−1/2
∫ Tn
0
1
ϕZ(t)
dt = O(1), (2.9)
as n→∞. Then fˆc(x) is a consistent estimator of fˆc(x) at x = a.
Remark 4. When comparing Theorem 2.3.5 with Theorem 2.3.4, the consistency of fˆc(x) at
x = a requires stronger conditions, which guarantee Mn(pˆ − p) → 0 in probability. This is
stronger than pˆ− p converges to 0, which is required in Theorem 2.3.4.
After obtaining pˆ and fˆc(x), the generalized density estimator of (2.1) is easily obtained
as
fˆX(x) = pˆδa(x) + (1− pˆ)fˆc(x). (2.10)
Under the conditions in Theorem 2.3.4, the consistency of fˆX(x) is easily shown by the con-
sistency of pˆ and fˆc(x), and Le´vy’s continuity theorem.
Corollary 2.3.6. Suppose that the conditions in Theorem 2.3.4 hold. Then, for any x 6= a,
fˆX(x) in (2.10) is a consistent estimator of fX(x).
In addition to the consistency, we obtain the actual convergence rate of fˆX in terms of
the mean squared error (MSE). There are two factors which affect the convergence rate: the
smoothness of the error distribution, and the smoothness of fc. We use the order of the
characteristic functions ϕZ(t) and ϕc(t) as t→∞ in order to describe the smoothness of the
corresponding distributions.
In Lemma 2.3.7, we obtain the order of Bias(fˆX(x)), which is determined by the tail
property of ϕc. Here, we consider two types of ϕc:
(B1) |ϕc(t)||t|β1 ≤ d1, for some β1 > 1 and d1 > 0 as t→∞;
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(B2) |ϕc(t)| exp(|t|β1/γ1) ≤ d1, for some β1 ≥ 1 and d1 > 0 as t→∞;
Lemma 2.3.7. Suppose that ϕZ(t) is not equal to zero for any t. Then, for any x 6= a,
Bias
(
fˆX(x)
)
=

O
(
T−1n +M
−β1+1
n
)
, under (B1 );
O
(
T−1n +M
−β1+1
n exp
(−Mβ1n
γ1
))
, under (B2 ).
The following Lemma 2.3.8 shows the order of the variance of fˆX(x), which depends on
the tail property of ϕZ(t). Again, we consider three types of error distributions:
(V1) |ϕZ(t)||t|β2 ≥ d2, t→∞, for some β2 > 1 and d2 > 0;
(V2) |ϕZ(t)| exp(|t|β2/γ2) ≥ d2, t→∞, for some β2 > 0, γ2 > 0 and d2 > 0;
In (V1), the constraint β2 > 1 comes from the fact that fZ is a continuous density, so that
its characteristic function |ϕZ | is integrable.
Lemma 2.3.8. Suppose that ϕZ(t) is symmetric about 0. Then,
Var
(
fˆX(x)
)
=

O
(
T 2β2−1n
n
+
M2β2+1n
n
)
, under (V1 );
O
(
1
nT β
∗
n
exp
(2T β2n
γ2
)
+
1
nMβ
∗−2
n
exp
(2Mβ2n
γ2
))
, under (V2 ),
where β∗ = 1 if β2 < 1, and β∗ = 2β2 for β2 ≥ 1.
From the above Lemmas 2.3.7 and 2.3.8, we can get the convergence rate of fˆX(x). The-
orem 2.3.9 below is for the case where (B1) and (V2) are satisfied. Note that the normal
distribution, which is the most common model for measurement errors, satisfies the condition
(V2) with β2 = 2. Exponential or gamma distributions can be examples of (B1). The re-
sults for other combinations can be obtained by the proof procedures similar to Theorem 2.3.9.
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Theorem 2.3.9. Suppose that ϕc and ϕZ satisfy (B1) and (V2), respectively. And assume
that ϕZ(t) = ϕZ(−t) 6= 0 for any t. Then, for any x 6= a, by choosing
Mn = (γ/4)1/β2(logn)1/β2 and Tn = (γ/4)1/β2(logn)α/β2 ,
we can get the follows: when α = min(β1 − 1, 1),
E
(
fˆX(x)− fX(x)
)2
= O
(
(logn)−2α/β2
)
, as n→∞,
Note that Fan (1991b) shows that when X is a continuous variable with the density
function fX , and Z is a super smooth error corresponding to (V2), the convergence optimal
convergence rate of fˆX has an order O((logn)−2α
∗/β2), where 0 ≤ α∗ < 1. Our result estab-
lished in Theorem 2.3.9 is very similar to this optimal convergence rate, even the assumptions
on the target distribution are different.
2.4 Simulation Studies
In this section, we perform three simulation studies to investigate the performance and prop-
erties of the estimators proposed in Section 2.2. All subsections have similar simulation
schemes: the pointmass p = 0.5 at 0, the sample size n = 300, the distribution of the mea-
surement error, etc. The only change is the distribution of the continuous component, which
is N(3, 1), N(0, 1) and Exp(1), respectively. These simulation setups cover a wide range of
scenarios, including overlapping mixture components and non-smooth boundaries. Details
are explained in each subsection.
An important issue in the deconvolution estimation is the choice of the integration range
parameters, Tn for estimating p, and Mn for estimating fc. Instead of selecting one pair
of such parameters, we adopt the scale space approach suggested by Chaudhuri and Marron
(2000). The idea is that we will try a range of parameters, and see the change of the estimators
as the parameters change.
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2.4.1 Case 1: Mixture of N(3, 1) and the Pointmass
We start with a variable X whose distribution is the mixture of a normal distribution with
mean 3 and standard deviation 1, and the pointmass at 0, with the mixing probability being
0.5, i.e.
X ∼
{
N(3, 1), with probability 0.5,
0, with probability 0.5.
In this case, the two components are not strongly overlapping. Moreover, the continuous part
is supported on the whole real line, so there is no boundary problem.
We assume the independent measurement error variable Z has a normal distribution with
mean 0 and standard deviation σ = 0.1. We simulate L = 100 random samples with size
n = 300 from the distribution of Y = X+Z, which is the convolution of the target distribution
and the distribution of Z.
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Figure 2.1: (Case 1) The left panel shows 100 simulated pointmass estimators (the gray
curves), and their average (the black solid curve), as functions of Tn which is the integra-
tion range parameter on the horizontal axis. In the right panel, each point is an individual
pointmass estimator, and the solid curve is a kernel density estimate of these 100 estimators.
The dotted and dashed vertical lines show the true value of the pointmass and the average
estimator, respectively.
Figure 2.1 summarizes the performance of the pointmass estimator for 100 simulated
data sets. Figure 2.1(a) shows the change in the pointmass estimator as a function of the
integration parameter Tn of (2.4), where the vertical axis shows the value of pˆ. The gray
curves show the pointmass estimators from the 100 samples and the black solid curve is the
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average of the 100 estimators. According to Figure 2.1(a), as Tn increases, the estimator
pˆ first decreases from 1, and increases slightly before stabilizing around the true pointmass
0.5 for Tn larger than 3. Once it stabilizes, the average estimator pˆ lies within the interval
[0.4983, 0.5010], which suggests a small bias when Tn is large enough. On the other hand,
the variance of the estimator increases as Tn increases.
For Figure 2.1(b), we choose a specific value of pˆ, from each gray curve Figure 2.1(a). Since
we found that the pointmass is usually overestimated in several simulation studies, and too
large Tn results in instability of the estimation, we choose the first local minimum of each pˆ as
our estimate, if it lies between 0 and 1. Otherwise, e.g. there is no local minimum, we choose
Tn which gives the smallest difference of pˆ, and the corresponding pˆ is used as our estimate.
Figure 2.1(b) shows the scatter plot of these 100 estimators. To show the distribution of these
estimators, their kernel density estimator (the solid curve) is plotted together. In addition,
the dotted and dashed vertical curves show the true value 0.5 and the average of the 100
estimators, respectively. For this selection method, the pointmass estimator tends to have a
slightly smaller value than the true value (the average of the 100 estimators is about 0.48).
Note that we use the same range for the horizontal axis in the corresponding panels of Figures
2.1, 2.4 and 2.7 to make the comparison clear.
Figure 2.2 plots the density estimator in (2.6) for various values of Mn. Here, the true
value of p = 0.5 is used in estimating the density fc, in order to study the performance of
density estimation with no influence from the pointmass estimation. In each panel, the black
solid curve is the average of the estimators from the 100 samples, while the gray dash-dot
curve is the true density fc. In addition, the gray solid curves are the average estimator ± 2
standard error, which play a role as a confidence band based on the 100 samples. Note that
in some panels the curves are completely overlapping.
Similar to the pointmass estimation, a large value of the integration range parameter Mn
corresponds to a small estimation bias. However, when Mn is too big, the estimator is very
wiggly, and some periodic component dominates the entire structure of the target function.
On the other hand, a small Mn gives a small estimation variance, but a large bias due to
over-smoothing. When Mn = 1.52, the estimator is almost the same as the true value of fc.
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Figure 2.2: (Case 1) Estimation of the continuous density (with known p). This plot shows
the proposed estimator of fc. Each panel corresponds to the estimator based on Mn =
1.50, 1.52, 1.56 and 1.58. In each plot, the dash-dot curve is the true density, the black solid
curve is the average estimator, and the gray solid curves show the average estimator ± 2
standard error, based on the 100 random samples.
Interestingly, the standard error of fˆc(x), reflected by the width of the confidence band, near
x = 0 is much larger than near x = 6. Since the normal density curve is symmetric about
its mean (3 in this case), one might expect the variations of the estimators fˆc(0) and fˆc(6)
would be similar, but this is not the case. The pointmass at 0 adds additional noise to the
estimation of the density function at 0. This is consistent with Remark 4, which states that
the consistency of fˆc(x) at x = a requires more assumptions than x 6= a.
Figure 2.3 shows the density estimators which are computed using the pointmass estimator
pˆ, plotted in Figure 2.1(b). Compared to the density estimators obtained from the true p, the
curves in Figure 2.3 show larger values near x = 0, which is the location of the pointmass.
This result can be explained by the underestimation of the pointmasss (0.478 on average).
Except for the neighborhood of x = 0, the performance of the density estimator based on pˆ
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Figure 2.3: (Case 1) Estimation of the continuous density (with estimated pˆ). This plot shows
the proposed estimator of fc, based on the pointmass estimator pˆ. Each panel corresponds to
the estimator based on Mn = 1.50, 1.52, 1.56 and 1.58. In each plot, the dash-dot curve is the
true density, the black solid curve is the average estimator, and the gray solid curves on the
100 random samples.
is similar to that based on p.
2.4.2 Case 2: Mixture of N(0, 1) and the Pointmass
The second simulation considers the mixture of the standard normal distribution and the
pointmass at 0 with a mixing probability of 0.5. Different from the first simulation, the
location of the pointmass 0 is now the same as the mode of the standard normal distribution,
so the two components are highly overlapping. We expect the pointmass p strongly affects
the estimation of fc, and pˆ is also affected by fc(x) near x = 0, which are confirmed below.
We make the same assumption about the measurement error variable Z. The sample size
and the number of iterations are also the same as the previous simulation, i.e., n = 300 and
L = 100.
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Figure 2.4: (Case 2) This plot shows the bias and variance in the estimation of the pointmass
p. In the panel (a), the black solid curve shows the average estimator, and the gray curves
are individual estimators. The horizontal axis Tn is the integration range parameter. The
panel (b) shows a kernel density estimator of 100 pointmass estimators. The dotted vertical
line shows the true value, and the dashed line shows the average estimator.
As in the previous case, in Figure 2.4(a), each gray curve shows an individual estimator
and the black solid curve is the average estimator. The overall trend of pˆ is similar to the
previous simulation, but the performance is worse as we expected: a slightly larger bias and
a much larger variance. Especially, the estimation variation is much larger when a large Tn is
used. This can be explained by the overlapping of the two mixture components. To estimate
the pointmass, we use the same criterion in choosing Tn as discussed in Case 1. As shown in
Figure 2.4(b), we can see the pointmass is overestimated (the average of the 100 estimators
is around 0.52).
Similar to Figure 2.2, Figure 2.5 shows the result of the density estimation, which is based
on the true p = 0.5. One big difference from the previous simulation is the trend of the
standard error. In the current simulation, both the estimator fˆc and the standard error are
almost symmetric about 0. In addition, the standard error has the biggest value at 0. This is
because the location of the pointmass is the center point of the continuous component. So its
effect on the estimation of fc(x) is the largest when x = 0, and decreases as x departs from
0. Like the first case, Mn = 1.52 gives the best fit, almost overlapping the target.
We also estimate fc based on the pointmass estimator pˆ, instead of p. As we discussed in
the previous simulation, overall performance of the density estimator fˆc(x) is similar to that
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Figure 2.5: (Case 2) This plot shows the direct deconvolution estimator of fc. Each panel
corresponds to the estimator based on M = 1.50, 1.52, 1.56 and 1.58. In each plot, the gray
dash-dot curve is the true density, the black solid curve is the average estimator, and the gray
solid curves show the average estimator ± 2 standard error.
based on the true p, except near x = 0. In opposition to Case 1, fˆc(x) is underestimated on
the neighbor of x = 0. It might be because that pˆ is overestimated (0.523 on average) in this
case.
In addition, we investigate the performance of the estimation of fX(x), which is our
essential estimand, in terms of the integrated squared bias, variance and mean squared error.
Figure 2.6 shows the above three numerical measures in log scale for various values of Mn.
Each panel of Figure 2.6 contains three curves. The gray dashed curve is for the case where
fX(x) is assumed to be a continuous, i.e. the pointmass component is ignored. The black
dashed curve displays the case where the true p = 0.5 is known, and hence used in estimating
fc(x). The black solid curve is used for the case where p is estimated, which fully reflects our
mixture assumption on fX(x) with unknown p.
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Figure 2.6: (Case 2) In Panels (a)-(c), the integrated squared bias, variance and mean squared
error of fˆX(x) are plotted versus Mn in log-scale. In each panel, the gray dashed curve is for
the case where p = 0 is assumed when estimating fc(x), the black dash-dot curve corresponds
to the case p = 0.5, and the black solid curve shows the case where pˆ is used in estimating
fc(x).
As one can expect, the performance (in terms of the mean squared error) is the best when
the true pointmass p = 0.5 is used, and the worst when the pointmass component is ignored.
When the estimated p is used, the estimation result is worse than the case p = 0.5, but is
much better than the case p = 0. In addition, when Mn is too large, all three cases perform
poorly.
2.4.3 Case 3: Mixture of Exp(1) and the Pointmass
The last simulation considers the mixture of the standard exponential distribution and the
pointmass at 0. The rest of the simulation setup is the same as the previous two cases, in
terms of the mixing probability, the measurement error distribution, the sample size, and the
number of iterations.
The difficulty in estimating the exponential density is that it has a non-smooth left bound-
ary, so the estimation would not be accurate near the left boundary (at 0). Moreover, the
location of the pointmass is near the peak of the exponential component. Like the second
case, the estimation of both p and fc is highly related, which makes the task harder.
As shown in Figure 2.7, the pointmass is a little overestimated. The same criterion as in
Case 1 is used to select Tn. The estimation variance and bias are similar with those of the
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Figure 2.7: (Case 3) This plot shows the bias and variance in the estimation of the pointmass
p. In the left panel, each gray curve is an individual estimator, and the black solid curve
shows the average estimator. The panel (b) shows the 100 estimators with its density. Here,
the dotted/dashed lines show the true/average estimator, respectively.
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Figure 2.8: (Case 3) This plot shows the direct deconvolution estimator of fc. Each panel
corresponds to the estimator based on M = 1.50, 1.52, 1.56 and 1.58. In each plot, the gray
dash-dot curve is the true density, the black solid curve is the average of the estimators, and
the gray solid curves show the average estimator ±2 standard error.
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second case, but slightly larger. The estimation of fc also has similar trend with the other
cases, in terms of a bias or a variance. In addition, it gives us very important information
on the boundary effect; Since the exponential density is supported only on the positive real
line, it is desirable that the estimator has only positive support. However, the support of fˆc
includes the negative real line, and fˆc is underestimated near 0, especially when Mn is small.
For large Mn, as shown in Figures 2.8(c) and (d), the estimator changes sharply near 0, and
oscillates on the negative real line. The variation on the negative real line can be considered as
noise in these cases, so the boundary problem is weaken. Hence a largerMn is preferred if the
target density has any bounded support. In this simulation, the density estimator performs
best when Mn = 1.56, which is much bigger than the previous two cases.
2.5 Application to the Virus-lineage Data
In this section, we illustrate the performance of the proposed estimators via an application
to the virus-lineage data in Burch et al. (2007). In this analysis, our goal is to estimate the
distribution of mutation effects on virus fitness.
2.5.1 Description on the data
For this data set, 10 virus lineages were grown in the lab for 40 days, in a manner that
promoted the accumulation of mutations in discrete random events. Plaque size was used as
a measure of viral fitness and measured everyday for each lineage.
Let Y be the reduction between two consecutive plaque size measurements. This Y is
the sum of two facts; one is the real mutation effect on plaque sizes, say X, and another
is a measurement error Z which comes from technical difficulties in measuring plaque sizes.
When the distribution of Z is known, the distribution of X can be estimated by the proposed
method. The relationship between two variables X and S is measured by Burch and Chao
(2004) as
X = 22.73 log(1 + S). (2.11)
Note that our final goal is to estimate the distribution of mutation effects on fitness, say S,
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not of X. It can be obtained from the relationship (2.11) and a simple change of variable
operation on the estimation results for X. Due to the scientific interest in the mutation effects
on fitness S, all the results are reported in terms of S.
In addition, the lineages were founded with a high fitness virus to ensure that during any
given time interval, there are only two possibilities in terms of mutations:
(i) No mutation occurs, or only silent mutations occur.
(ii) A deleterious mutation occurs.
The silent mutation is defined as a mutation that has no effect on virus fitness, hence the
theoretical mutation effect X of the case (i) is 0. On the other hand, deleterious mutations
reduce the plaque sizes, so the deleterious mutation effect on plaque sizes takes only positive
values. The probability distribution of the deleterious mutation effects is usually considered
as continuous. Hence the distribution of mutation effects can be expressed as the mixture of
a point mass at 0, corresponding to case (i), and a continuous distribution (for the deleteri-
ous mutations) which is supported only on the positive real line. Unfortunately, we cannot
observe the mutation effects without measurement errors, hence it is necessary to consider
the measurement-error model on top of the mixture structure.
2.5.2 Analysis Results
We consider the pointmass estimation result first. Figure 2.9 plots the pˆ versus Tn. In Figure
2.9(a), the pointmass p is estimated for Tn in the range [0.1, 10]; since we assume the normality
for the measurement error Z, the integrand of (2.4) may have very large value near tails. So
a large value of Tn results in instability of the estimation and too long computation time,
which is the reason we restrict the upper bound of Tn by 10. The estimator pˆ changes sharply
when Tn is large, which makes it difficult to see the precise change of pˆ for small values of
Tn. So in Figure 2.9(b), the picture is zoomed into the region to the left of the vertical bar,
i.e. for Tn between 0.1 and 4. From the simulation studies in Section 2.4, we have observed
that pˆ is usually overestimated, that is, it tends to be larger than the true parameter p. In
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addition, when Tn is large, variation of the estimation is very large. Hence we select the first
local minimum as the estimator for p, which is 0.9363 at Tn = 2.4.
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Figure 2.9: The panel (a) plots the estimator of the pointmass pˆ versus the range parameter
Tn = (0.1, 0.2, . . . , 10). The panel (b) shows pˆ only for Tn = (0.1, 0.2, . . . , 4) to get a more
precise view in the region of interest. The black dotted lines highlight the suggested Tn and
pˆ.
For the estimation of fc, we again use the scale space approach suggested by Chaudhuri
and Marron (2000). Figure 2.10 shows the density estimator fˆc for different values of Mn,
the integration range parameter. Each panel shows two density curves: for the black dash-
dot curve, pˆ = 0.9363 is used, and for the gray solid curve, we use pˆ = 0.9027 which is the
pointmass estimator given by Burch et al. (2007).
When the smaller pointmass is used, the peak location of the density curve estimator is
closer to 0. It is due to the difficulty of separating small deleterious mutation effects from
silent mutation effects. If we underestimate p, the proportion of silent mutations, some silent
mutations are considered as deleterious mutations that have small effects. Except this, the
effect of pointmass estimation is small on estimating the density curve. As shown in Figure
2.10, the two curves in each panel look very similar, and the curves change in the same way
as Mn changes.
We now discuss the effect of the integration range parameter. When Mn is small (for
example,Mn = 0.5), the estimator shows the overall trend of the density curve well. According
to Figure 2.10(a), the deleterious mutation effects are mostly distributed near 0. In this case,
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Figure 2.10: These plots show the density estimator fˆc for different values of Mn. In each
plot, the black dash-dot curve is the estimator when pˆ = 0.9363, and the gray curve is when
pˆ = 0.9027.
the density estimator has positive values even on the negative real line, which contradicts the
fact that the deleterious mutation effects are always nonnegative. This boundary effect shows
up better when Mn is larger. In Figure 2.10(d), the density estimator changes very sharply
near 0, and oscillates on the negative real line. The variation of the density curves on the
negative part can be considered as noise, and the true underlying density curve is supported
only on the positive real line.
2.6 Theoretical Proofs
In this section, we provide technical proofs for the lemmas and theorems in Section 2.3. Note
that the estimators pˆ and fˆc have similar structures with the density estimator of Liu and
Taylor (1989). Hence the proofs of the theorems are similar to their proof.
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Proof of Lemma 2.3.1 It can be seen by the simple change of variable technique. According
to the expression of pˆ,
E
(
pˆ
)
= E
[
1
2Tn
Re
{∫ Tn
−Tn
exp
(
it(Y − a))
ϕZ(t)
dt
}]
=
∫ ∞
−∞
∫ Tn
−Tn
1
2Tn
Re
{
exp
(
it(y − a))
ϕZ(t)
}
fY (y) dt dy.
Under the assumption that ϕZ(t) 6= 0, 1/ϕZ(t) is a continuous function, hence it is bounded
above on a compact set [−Tn, Tn]. In addition, |eit(y−a)| is bounded by 1. Hence the inner
integrand in the above integration is absolutely integrable. So the order of integration can be
changed based on Fubini’s theorem. Then, using the definition of the characteristic function
of Y , and the relation between ϕZ(·), ϕX(·) and ϕY (·), we have the following:
E
(
pˆ
)
=
1
2Tn
Re
∫ Tn
−Tn
exp(−ita)ϕX(t)dt
=
1
2Tn
∫ Tn
−Tn
exp(−ita)
{
p · exp(ita) + (1− p)ϕc(t)
}
dt
= p+
1− p
2Tn
∫ Tn
−Tn
exp(−ita) ϕc(t)dt.
This completes the proof. ¤
Proof of Lemma 2.3.2 When a random variable is symmetric about 0, its characteristic
function is a real valued function, and symmetric about 0. So ϕZ(·) is a real valued even
function. Then we can get
Var
(
pˆ
)
=
1
4nT 2n
Var
(∫ Tn
−Tn
cos t(Y − a)
ϕZ(t)
dt
)
=
1
nT 2n
E
(∫ Tn
0
cos tV −E(cos tV )
ϕZ(t)
dt
)2
,
where V = Y − a. The second equality is possible from Fubini’s theorem and the fact
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that cos(·) is also an even function. Recall the cosine product formula that 2 cosA cosB =
cos(A+B) + cos(A−B). Then the above equation becomes
Var
(
pˆ
)
=
1
2nT 2n
∫ Tn
0
∫ Tn
0
E
{
cos(s+ t)V + cos(s− t)V}− 2E(cos sV )E(cos tV )
ϕZ(s)ϕZ(t)
ds dt
=
1
2nT 2n
∫ Tn
0
∫ Tn
0
Re
{
ϕV (s+ t) + ϕV (s− t)
}−2Re{ϕV (s)}Re{ϕV (t)}
ϕZ(s)ϕZ(t)
ds dt.
This completes the proof. ¤
Proof of Theorem 2.3.3 To show the consistency, we will show that both the bias and the
variance of pˆ converges to 0. From Lemma 2.3.1,
bias
(
pˆ
)
=
1− p
2Tn
∫ Tn
−Tn
exp(−ita) ϕc(t)dt
=
(1− p)pi
Tn
· 1
2pi
∫ Tn
−Tn
exp(−ita) ϕc(t)dt.
Clearly (1−p)pi/Tn converges to 0, and the latter part converges to fc(a) because ϕc(t) is a
characteristic function of a continuous random variable Xc. Therefore the bias of pˆ converges
to 0 as n→∞.
Since |ϕV (t)| ≤ 1 for any t,
∣∣Re{ϕV (s+ t) + ϕV (s− t)} − 2Re ϕV (s)Re ϕV (t)∣∣ ≤ 4.
Then the variance of pˆ is bounded by
Var
(
pˆ
) ≤ 2
nT 2n
∫ Tn
0
∫ Tn
0
1
ϕZ(s)ϕZ(t)
ds dt = 2
(
1
n1/2 Tn
∫ Tn
0
1
ϕZ(t)
dt
)2
. (2.12)
Hence it converges to 0 according to (2.7). ¤
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Proof of Theorem 2.3.4 First, we divide fˆc(x) into three parts:
fˆc(x) =
1
2pi(1− pˆ)
∫ Mn
−Mn
Re
 1n
n∑
j=1
exp
(
it(Yj − x)
)
ϕZ(t)
− pˆ · exp (it(a− x))
 dt
=
1− p
1− pˆ
[
Re
2pi(1− p)
∫ Mn
−Mn
{
1
n
n∑
j=1
exp
(
it(Yj − x)
)
ϕZ(t)
− p · exp (it(a− x))}dt
+
Re
2pi(1− p)
∫ Mn
−Mn
(p− pˆ) exp (it(a− x))dt]
= T1(T2 + T3),
where
T1 =
1− pˆ
1− p,
T2 =
1
2pi(1− p)Re
∫ Mn
−Mn
{
1
n
n∑
j=1
exp
(
it(Yj − x)
)
ϕZ(t)
− p · exp (it(a− x))}dt,
and T3 =
1
2pi(1− p)Re
∫ Mn
−Mn
(p− pˆ) exp (it(a− x))dt.
To show the consistency of fˆc(x), we will show that T1 → 1, T2 → fc(x) and T3 → 0 in
probability, as n goes to infinity.
Since pˆ converges to p in probability by Theorem 2.3.3, T1 converges to 1 in probability.
It is because pˆ is a consistent estimator of p and f(x) = 1/(1− x) is a continuous function of
x except the case x = 1.
Now we show T3 converges to 0. Since we only consider the case x 6= a,
T3 =
1
2pi(1− p)
(
p− pˆ) ·Re ∫ Mn
−Mn
eit(a−x)dt (2.13)
=
p− pˆ
2pi(1− p)
∫ Mn
−Mn
cos t(a− x)dt = (p− pˆ) sinMn(a− x)
pi(1− p)(a− x) . (2.14)
Here, | sinMn(a−x)| is uniformly bounded by 1, and we already showed pˆ converges to p, i.e.
pˆ− p converges to 0 in probability. Hence T3 converges to 0 in probability.
For the last step, we will show that T2 converges to fc(x) in probability. For that, it suffices
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to show that E(T2) → fc(x), and Var(T2) → 0 as n goes to infinity. From the definition of
T2,
E(T2) =
1
2pi(1− p)Re
∫ ∞
−∞
∫ Mn
−Mn
{
exp
(
it(y − x))
ϕZ(x)
− p · exp (it(a− x))}fY (y) dt dy.
Since ϕZ(t) 6= 0 for any t, the absolute value of the above integrand is bounded by an
integrable function, i.e.
∣∣∣∣∣exp
(
it(y − x))
ϕZ(x)
− p · exp (it(a− x))∣∣∣∣∣ fY (y) ≤
(∣∣∣∣ 1ϕZ(x)
∣∣∣∣+ p
)
fY (y).
Then, by Fubini’s theorem, E(T2) is rewritten as
E(T2) =
1
2pi(1− p)Re
∫ Mn
−Mn
{
ϕY (t) exp(−itx)
ϕZ(t)
− p · exp (it(a− x))}dt
=
1
2pi(1− p)Re
∫ Mn
−Mn
{
ϕX(t)− p · exp(ita)
}
exp(−itx) dt.
=
1
2pi
Re
∫ Mn
−Mn
ϕc(t) exp(−itx) dt.
The last equality comes from (2.5). Since Mn goes to infinity as n increases,
E(T2)→ Re
(
1
2pi
∫ ∞
−∞
ϕc(t) exp(−itx)dt
)
= Re
(
fc(x)
)
= fc(x),
as n goes to infinity.
The next part shows the calculation of the variance of T2, which is very similar to the
computation of Var(pˆ) in the proof of Lemma 2.3.2.
Var(T2) = Var
 1
2npi(1− p)
n∑
j=1
∫ Mn
−Mn
{
cos t(Yj − x)
ϕZ(t)
− p · exp (it(a− x))} dt

= Var
 1
2npi(1− p)
n∑
j=1
∫ Mn
−Mn
cos t(Yj − x)
ϕZ(t)
dt

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By letting V = Y − x, we can get
Var(T2) =
1
npi2(1− p)2 E
[∫ Mn
0
cos tV − E cos tV
ϕZ(t)
dt
]2
=
1
npi2(1− p)2
∫ Mn
0
∫ Mn
0
[
Re
{
ϕV (s+ t) + ϕV (s− t)
}
2
−Re{ϕV (s)}Re{ϕV (t)}]
× 1
ϕZ(s)ϕZ(t)
ds dt
≤ 2
pi2(1− p)2
(
n−1/2
∫ Mn
0
1
|ϕZ(t)|dt
)2
. (2.15)
From (2.8), the above variance converges to 0 as n goes to infinity, hence T2 converges to
fc(x) in probability.
Therefore fˆc(x) = T1(T2 + T3) converges to fc(x) in probability, i.e. fˆc(x) is a consistent
estimator of fc(x). ¤
Proof of Theorem 2.3.5 The proof is the same as the proof of Theorem 2.3.4, except the
convergence of T3 in (2.13).
Since Mn →∞ and Mn = o(Tn), Tn also goes to infinity as n→∞. In addition, by (2.9),
1
n1/2Tn
∫ Tn
0
1
ϕZ(t)
dt =
1
Tn
· n−1/2
∫ Tn
0
∫ Tn
0
1
ϕZ(t)
dt =
1
Tn
·O(1)→ 0.
This means that all conditions in Theorem 2.3.3 are satisfied, so pˆ converges to p in probability.
Then T1 and T2 in the proof of Theorem 2.3.4 converge to 1 and fˆc(x), respectively. The
proof of these parts is exactly the same as that in the proof of Theorem 2.3.4.
The difficulty of providing the convergence of T3 comes from the fact that the integration
in (2.13) is not bounded when x = a. Since (2.13) is the same as Mn(pˆ − p)/(pi(1 − p)), it
suffices to show thatMn(pˆ−p) converges to 0 in probability, in order to show the convergence
of T3. When the condition (2.9) is satisfied,
E
(
Mn(pˆ− p)
)
= (1− p) · Mn
Tn
1
2pi
∫ Tn
−Tn
exp(−ita) ϕc(t)dt
→ (1− p) · 0 · fc(a) = 0.
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In addition,
Var
(
Mn(pˆ− p)
)
=
M2n
2nT 2n
∫ Tn
0
∫ Tn
0
Re
{
ϕV (s+ t) + ϕV (s− t)
}−2Re{ϕV (s)}Re{ϕV (t)}
ϕZ(s)ϕZ(t)
ds dt
≤ 2
(
Mn
n1/2Tn
∫ Tn
0
1
ϕZ(t)
dt
)2
→ 0.
This implies Mn(pˆ − p) converges to 0, so does T3. Hence fˆc(a) = T1(T2 + T3) converges to
fc(a) in probability. ¤
Proof of Lemma 2.3.7 Note that
Bias(fˆX(x)) = Bias(pˆ) + (1− p)
{
E(T2)− fc(x)
}
+ (1− p)E(T3),
where T2 and T3 are the same as those in the proof of Theorem 2.3.4.
From Lemma 2.3.1, the bias of pˆ is given by
Bias(pˆ) =
(1− p)pi
Tn
· 1
2pi
∫ Tn
−Tn
ϕc(t) exp(−ita)dt.
Since fc is continuous, ϕc(·) is integrable. In addition, Tn goes to infinite as n→∞. Hence,
from the Inverse-Fourier transformation,
1
2pi
∫ Tn
−Tn
ϕc(t) exp(−ita)dt → fc(a), as n→∞.
I.e. regardless of fc, the bias of pˆ has the order O(T−1n ), as n→∞. In addition, from (2.14),
we get
E(T3) = O
(
Bias(pˆ)
)
= O
(
T−1n
)
.
The order of E(T2) − fc(x) is determined by the tail property of ϕc; Again from the
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Inverse-Fourier transformation,
|E(T2)− fc(x)| =
∣∣∣∣ 12pi
∫ Mn
−Mn
ϕc(t) exp(−itx)dt− 12pi
∫ ∞
−∞
ϕc(t) exp(−itx)dt
∣∣∣∣
≤ 1
2pi
∫ −Mn
−∞
|ϕc(t)| dt+ 12pi
∫ ∞
Mn
|ϕc(t)| dt = I1 + I2
First, consider the case (B1). Then, for sufficiently large n,
I2 =
∫ ∞
Mn
|ϕc(t)|dt ≤
∫ ∞
Mn
d1t
−β1dt = O
(
M1−β1n
)
,
and by the similar computation, I1 can be easily shown to have the same order as I2.
Now, suppose that (B2) holds. When n is large enough,
I2 =
∫ ∞
Mn
d1 exp
(
− t
β1
γ1
)
dt
≤ d1
∫ ∞
Mn
(
t
Mn
)β1−1
exp
(
− t
β1
γ1
)
dt = O
(
M1−β1n exp
(
− M
β1
n
γ1
))
,
and I2 has the same order as I1. This completes the proof. ¤
Proof of Lemma 2.3.8 From (2.10), fˆX(x) can be expressed as
fˆX(x) = pˆδa(x) + (1− p)(T2 + T3),
where T2 and T3 are defined in the proof of Theorem 2.3.4. Hence the variance of fˆX(x) has
the form
Var
(
fˆX(x)
)
= (1− p)2{Var(T2) + Var(T3) + 2Cov(T2, T3)}
+{Var(pˆ) + 2(1− p)Cov(pˆ, T3) + 2(1− p)Cov(pˆ, T2)}δa(x).
Note that Var(T3) = O(Var(pˆ)) and Cov(pˆ, T3) = O(Var(pˆ)) from (2.14). In addition, by
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Cauchy-Schwartz inequality,
|Var(T2) + Var(T3) + 2Cov(T2, T3)| ≤ 2{Var(T2) + Var(T3)},
|Cov(pˆ, T2)| ≤
√
Var(pˆ)
√
Var(T2).
Hence we get Var(fˆX(x)) = O(Var(pˆ)) +O(Var(T2)), as n→∞.
Suppose that (V1) is satisfied. Then, there exists a constant c > 1 such that 1/|ϕZ(t)| ≤
(1/d2)tβ2 for any t ≥ c. Note that ϕZ(t) is continuous and ϕZ(t) 6= 0, 1/|ϕZ(t)|2 is also a
continuous function, hence is integrable on a compact interval [0, c]. From (2.12) and Jensen’s
inequality,
Var(pˆ) ≤ 2
n T 2n
∫ Tn
0
1
|ϕZ(t)|2dt
=
2
n T 2n
[ ∫ c
0
1
|ϕZ(t)|2dt+
∫ Tn
c
1
|ϕZ(t)|2dt
]
≤ 2
n T 2n
[ ∫ c
0
1
|ϕZ(t)|2dt+
∫ Tn
c
1
d22
t2β2dt
]
= O
(
n−1T 2β2−1n
)
,
and similarly by (2.15), Var(T2) = O
(
n−1M1+2β2n
)
. Finally, we get
Var(fˆX(x)) = O
(
n−1M1+2β2n
)
+O
(
n−1T 2β2−1n
)
.
Now, consider the case (V2). We can also find a constant c such that |ϕZ(t)| exp(tβ2/γ2) >
d2 for any t ≥ c. In this case,
∫ Tn
c
1∣∣ϕZ(t)∣∣2dt ≤
∫ Tn
c
1
d22
exp
(
2tβ2
γ2
)
dt = O
(
Tn exp
(
2T β2n
γ2
))
,
and hence
Var(pˆ) = O
(
1
nTn
exp
(
2T β2n
γ2
))
and Var(T2) = O
(
Mn
n
exp
(
2Mβ2n
γ2
))
.
In particular, when β2 ≥ 1, we can get a better upper bound of the variance; From the
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fact that tβ2 ≤ t · T β2−1n for any 0 < t ≤ Tn, therefore
∫ Tn
c
1∣∣ϕZ(t)∣∣dt ≤
∫ Tn
c
1
d2
exp
(
tβ2
γ2
)
dt
≤
∫ Tn
c
1
d2
exp
(
t · T β2−1n
γ2
)
dt = O
(
T 1−β2n exp
(
T β2n
γ
))
.
Combined with (2.12), it gives
Var(pˆ) = O
(
1
nT 2β2n
exp
(
2T β2n
γ
))
, and Var(T2) = O
(
M
2(1−β2)
n
n
exp
(
2Mβ2n
γ
))
,
which completes the proof. ¤
Proof of Theorem 2.3.9 Define α = min(β1 − 1, 1). Let Mn = (γ2/4)1/β2(log n)1/β2 and let
Tn = (γ2/4)1/β2(log n)α/β2 . By Lemma 2.3.7 and the fact 0 < α ≤ β1 − 1, we can get
Bias
(
fˆX(x)
)
= O
(
(logn)−2α/β2
)
+O
(
(log n)−2(β1−1)/β2
)
= O
(
(logn)−2α/β2
)
,
as n→∞.
Since α is at most 1, (2/γ2)T
β2
n = (1/2)(logn)α ≤ (1/2) log n, for any n ≥ 3. Then, from
Lemma 2.3.8, we can get
Var
(
fˆX(x)
)
= O
(
n−1T−2β2n exp
(2T β2n
γ2
))
+O
(
n−1M−2(β2−1)n exp
(2Mβ2n
γ2
))
≤ O(n−1/2(log n)−2α)+O(n−1/2(logn)−2(β2−1)/β2)
= o
(
n−1/3
)
= o
(
(log n)−2α/β2
)
, as n→∞.
Here, we can see the bias term dominates the variance. Finally we can get
E
(
fˆX(x)− fX(x)
)2 = Bias2(fˆX(x))+Var(fˆX(x)) = O((log n)−2α/β2),
as n→∞. This completes the proof. ¤.
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Chapter 3
Sieve Type Deconvolution Based on
Maximum Likelihood
3.1 Introduction
In Chapter 2, we proposed the direct deconvolution (DC) estimator for the special mixture
distributions in (2.1) based on Fourier deconvolution. However, the proposed estimator gives
poor performance at the known boundary; the DC estimator performs well when the target
distribution is smooth, e.g. normal distributions, but has boundary effects when the tar-
get distribution has non-smooth boundaries. For example, in the exponential simulation in
Section 2.4.3, the direct deconvolution density estimators put some probability mass on the
negative half-line, even the true density is only supported on the positive real line. Our moti-
vating application involves a single atom at zero and a continuous distribution whose density
is assumed to be supported only on the positive half-line. However it is not clear how to use
this known boundary information in implementing the direct deconvolution estimators, hence
it suffers from the boundary problem.
Here, we more focus on right handling of the known boundary information in estimating
distributions in measurement error models. In addition, we consider more general distribution
of X which can contain finitely many single atoms, i.e. 0 ≤ ν <∞ in (1.2).
Parametric fit can easily reflect the boundary by choosing distributions with bounded
support. However, it is extremely hard to check the validity of the assumed distribution.
Pensky (2002), Hall and Qiu (2005), Meister (2007) and Zhang and Karunamuni (2008)
propose nonparametric deconvolution estimators which reduce the boundary effects; however
they only consider the case where X is purely continuous. It might be possible to extend
their algorithms to our case, but it is not very straightforward. Ruppert et al. (2007) propose
a sieve type density estimator when the boundary is known. However, they consider some
special continuous mixture distributions, and do not incorporate measurement errors.
In this chapter, we approach the estimation problem via three main ideas: discretization,
maximum likelihood and penalization. First, we approximate the distribution of X using dis-
cretization, which gives a sieve of the distribution family. Then, we estimate the distribution
based on the maximum likelihood method in each sieve. The mixture structure and the known
boundary information are reflected in the construction of the sieve. The measurement error
problem is then solved via the computation of the likelihood function. In addition, when the
smoothness of the target distribution is assumed, we improve the proposed basic estimator
by using a roughness penalty function.
The remainder of this chapter is organized as follows. In Section 3.2, we explicitly state
the problem of our interest and the model, and then propose two sieve estimators along with
some estimation algorithms. Section 3.3 studies some minimal conditions for the consistency
of the proposed distribution estimators. Section 3.4 shows the performance of the proposed
estimators via a simulation study, and in Section 3.5, we apply the proposed estimators to
the virus-lineage data given by Burch et al. (2007), and validate the traditional exponential
assumption. Some technical details and proofs of the theorems appear in the Section 3.6.
3.2 Model and Methodology
In this section, first we describe the model which we are interested in, and then develop
two sieve estimation procedures. In particular, Section 3.2.2 provides the basic standard
sieve estimator, and Section 3.2.4 improves the proposed method by introducing a roughness
penalization on the estimator. Theoretical properties of the two estimators are investigated
in Section 3.3.
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3.2.1 Model
Suppose we observe independent and identically distributed data Y1, . . . , Yn, generated as
Y = X + Z, here X and Z are independent, Z has a known density fZ , and we wish to
estimate the distribution of X. We assume that, for an integer ν ≥ −1,
FX(x) = P(X ≤ x) = p1 I(a1 ≤ x) + · · ·+ pν I(aν ≤ x) + pν+1 P(Xc ≤ x), (3.1)
where the nonnegative quantities p1, . . . , pν+1 add up to 1, and the random variable Xc has a
continuous distribution. Without loss of generality, we can assume al < al+1 for any l. The
case ν = 0 corresponds to X being continuous, or, in effect, X = Xc. It will be assumed that
ν and the atoms a1, . . . , aν , although not their masses p1, . . . , pν , are known, which is true for
our virus lineage application. We wish to estimate p1, . . . , pν+1 and the distribution of Xc.
The practical problem discussed in Section 3.5, and which motivated our work, involved
ν = 1 and a1 = 0, and required Xc to be distributed on the positive half-line. Physical
considerations indicated that the density of Xc would likely have a jump discontinuity at
the origin, but be continuous on (0,∞). Even if there were no atom at zero, a conventional
method based on Fourier deconvolution, (i) would not respond well to the presence of a jump,
(ii) would be difficult to modify so as to incorporate that information, and (iii) would produce
a density estimator that took positive values on the negative half-line and was oscillatory, and
sometimes negative, in the tails. For more details, see Chapter 2.
The sieve techniques developed below do not suffer from these difficulties. Even in cases
where there is no atom and the density of Xc is smooth on the real line and without disconti-
nuities, our methodology is attractive, because it produces distribution and density estimators
which are bona fide distribution and density functions, respectively. This is of substantial
value in many practical problems. In particular, if one of our aims in estimating the distribu-
tion of X is to enable bootstrap simulation from the estimated distribution, then it is essential
that the estimator is a proper distribution function. Another advantage of our method is the
reduction of computational cost; the computation time is much shorter than in the case of
the direct deconvolution estimator in Chapter 2.
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3.2.2 Basic Description of the Estimation Method
We first consider the case where the distribution of X has a single atom (ν = 1), located at
zero (a1 = 0), and the distribution of Xc is supported on (0,∞). Our proposed method is of
the sieve type (Grenander, 1981): we first consider a sieve, which is a sequence of classes of
specific distributions, and restrict the problem to the estimation in the sieve. Then the sieve
is extended to the entire distribution space as the sample size increases, and hence we obtain
a solution of the original estimation problem.
In this setting we establish a lattice on the positive half-line, taking it to be the sequence
of points (j−0.5)h for j ≥ 1, where h > 0 plays a role not unlike that of a bandwidth, or of a
binwidth in histogram estimation. The distribution ofXc in (3.1) is then approximated by the
distribution of a random variable X˜c with potential atoms at each of the points xj = (j−0.5)h:
P(X˜c = xj) = θj for j = 1, . . . , r. (3.2)
Here, each θj is nonnegative, and
∑
j θj = 1, i.e. θ = (θ1, . . . , θr)
T determines an a discrete
distribution with r possible values. Having computed estimators (pˆ1, θˆ) of (p1,θ), see Section
3.2.3 below, we take (pˆ1, (1 − pˆ1)θˆT )T to be our initial estimator of the distribution of X,
approximated with atoms at zero and xj for j = 1, . . . , r. We describe at the end of Section
3.2.3 how to construct smooth estimators of the distribution and density functions of Xc.
We considered a model where there was an atom at zero and the distribution of Xc was
approximated by a histogram; in particular, Xc was taken to be uniformly distributed on
[(j − 1)h, jh], instead of having a mass at xj = (j − 0.5)h for j ≥ 1. However, this approach
did not perform as well as the method suggested by (3.2).
The proposed method can easily be extended to the general case where 1 < ν < ∞ and
Xc lies in a finite interval [a, b]. The only difference is choices of the lattice points x1, . . . , xr
in discretizing Xc. When every al lies outside [a, b], it is simple to find xj . One of the simplest
choice is xj = a + (j − 0.5)h for any j, which gives equally spaced grid points covering the
range of Xc.
A problem arises when some atoms of X lie on [a, b]. In order to make the estimation
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identifiable, each xj should be different from al, for any l = 1, . . . , ν. If there are just ν = 2
atoms in the interval [a, b] with known locations a1 < a2, we take h to equal (a2 − a1)/m for
an integer m, and take xjs covering the support of fc and satisfying
xj+1 = xj + h ∀ j, and min
j
|a1 − xj | = min
j
|a2 − xj | = h2 .
If there are ν > 2 atoms then we use potentially different values of h between adjacent atoms,
to ensure that the pseudo atoms ofXc are equally spaced there. We use the term pseudo atoms
since the majority of the θjs are artifacts of our method for approximating the distribution
of Xc; they have no direct counterpart in the true distribution.
3.2.3 A Standard Sieve Estimator
Suppose that the measurement error Z has a known density function fZ , and let fY be the
density of Y . In view of (1.1), our approximation, based on (3.2), to fY is given by
fY (y|p,θ) =
ν∑
l=1
plfZ(y − al) + pν+1
r∑
j=1
θjfZ(y − xj), (3.3)
where p = (p1, . . . , pν+1)T . There is a variety of different ways of estimating the parameters
p and θ. We shall suggest one of them below, namely maximum likelihood. The theoretical
properties of the estimation procedure will be investigated in Section 3.3.
According to (3.3), the log-likelihood function of (p,θ) can be written as
l(p,θ) =
n∑
i=1
log
[ ν∑
l=1
pl fZ(Yi − al) + pν+1
r∑
j=1
θj fZ(Yi − xj)
]
. (3.4)
We propose the standard sieve (SS) estimator for (p,θ) as the maximizer of the above log-
likelihood function, i.e.,
(pˆSS , θˆSS) = argmax
p, θ
l(p,θ) : pl ≥ 0, θj ≥ 0,
ν+1∑
l=1
pl = 1, and
r∑
j=1
θj = 1
 .
As it turns out, it is nontrivial to solve the above constrained maximization problem.
40
Below we describe an iterative algorithm to maximize the log-likelihood in (3.4).
An Iterative Maximization Algorithm
Step 1. Initialize: set p = (1, . . . , 1)T /(ν + 1) and θ = (1, . . . , 1)T /r,
and denote them as p(0) and θ(0), respectively;
Step 2. Update:
(a) θ(1) = argmax
θ
{
l
(
θ|p(0)) : θj ≥ 0 and ∑ θj = 1};
(b) p(1) = argmax
p
{
l
(
p|θ(1)) : pl ≥ 0 and ∑ pl = 1};
Step 3. Repeat Step 2 by setting p(0) = p(1) and θ(0) = θ(1) until convergence.
Note that in Step 2 of the above algorithm, l(θ|p(0)) denotes the conditional log-likelihood
of θ given that p = p(0), while l(p|θ(1)) is similarly defined. In Step 2(a), due to the con-
straint that θ determines a probability distribution, the maximization of the conditional
log-likelihood l(θ|p(0)) is not simple. This constrained maximization can be carefully solved
using a combination of the Karush-Kuhn-Tucker (KKT) condition in optimization (Bertsekas,
2005) and Newton’s iteration algorithm. Technical details of this optimization algorithm can
be found in Section 3.6. Since p also determines a discrete distribution, the maximization in
Step 2(b) is established as in Step 2(a).
Once we obtain the estimator (pˆSS , θˆSS), we take pˆSS to be our estimator of p =
(p1, . . . , pν+1)T . In addition, as a density estimator of Xc, we construct a continuous function
on (x1−0.5h, xr+0.5h) by interpolating (xj , θˆj)s. For example, we can use linear interpolation
as follows. Notice that
θj = P (X˜c = xj) = P (xj − 0.5h ≤ X˜c < xj + 0.5h)
≈ P (xj − 0.5h ≤ Xc < xj + 0.5h) ≈ hfc(xj).
For sufficiently small h and a smooth function fc, the interpolated estimator can be con-
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structed as
f˜SSc (x) =
θˆj−1
h
+
θˆj − θˆj−1
h(xj − xj−1)(x− xj) for x ∈ [xj−1, xj) (3.5)
for any 1 ≤ j ≤ r+1, and 0 otherwise. We set x0 = x1− 0.5h, xr+1 = xr +0.5h, θˆ0 = θˆ1 and
θˆr+1 = θˆr. Then f˜SSc is a continuous density function which is supported in [x0, x0+ rh), and
has the value 0 outside the interval. The distribution estimator F˜SSc can be easily obtained
from f˜SSc .
3.2.4 A Penalized Sieve Estimator
The standard sieve estimation described above in Section 3.2.3 involves discretizing the dis-
tribution of the continuous component Xc. As a result of this discretization, the resulting
density estimator fˆSSc can be rather rough for finite samples. To reduce this problem, in this
section, we introduce into the estimation procedure a roughness penalty on θ.
More specifically, we consider the following penalized log-likelihood function,
lλ(p,θ) = l(p,θ)− λP (θ), (3.6)
where l(p,θ) is the log-likelihood in (3.4), P (·) is some roughness penalty on θ, and λ is a
penalty parameter that balances the effects of the log-likelihood and the penalty term. We
then propose the penalized sieve (PS) estimator for (p,θ) as the maximizer of the above
penalized log-likelihood (3.6), i.e.,
(pˆPS , θˆPS)=argmax
p,θ
{
lλ(p,θ) : pl ≥ 0, θj ≥ 0,
ν+1∑
l=1
pl = 1, and
r∑
j=1
θj = 1
}
.
Considering again the penalized criterion (3.6), the roughness penalty P (·) can be any
function that decreases when θ gets smoother. For example, we can choose the sum of first
order squared differences, i.e. P (θ) =
∑r
j=2(θj − θj−1)2. This function has the minimum
value 0 when all θjs are the same. Another possible choice is the sum of second order squared
differences, P (θ) =
∑r−1
j=2(θj+1 − 2θj + θj−1)2, which is minimized when the (xj , θj) form a
straight line.
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The penalty parameter λ plays the role of a smoothing parameter. When λ = 0, the
penalty term disappears, and θˆPS is exactly the same as θˆSS , the standard sieve estimator.
As we pointed out earlier, the density estimator may not be smooth in this case. On the
other hand, as λ goes to infinity, the penalty term dominates the log-likelihood. As a result,
the estimator is flat in the limit if the first order squared difference is used as the penalty
function. We illustrate this trade-off via a simulation study in Section 3.4.3
An alternative approach is to combine the two sieve estimation procedures. First, we
estimate p by the standard sieve estimator pˆSS . After that, we apply the penalized sieve
estimation idea to get a smooth density estimator for fc. This means that we define θˆ
PS
as
the maximizer of the following penalized conditional log-likelihood function,
θˆ
PS
= argmax
θ
{
l(θ|pˆSS)− λP (θ) : θj ≥ 0 and
∑
θj = 1
}
.
After obtaining θˆPS , we can use linear interpolation in the same manner as discussed in
Section 3.2.4. This hybrid method results in a discrete distribution estimator pˆ with small
bias, as well as a smooth density estimator.
3.3 Consistency of the Proposed Estimators
In this section, our aim is to show that a consistent estimator of the distribution can be
obtained under the minimal assumption that the bandwidth h is of larger order than n−1.
That is, under some regularity conditions, FˆX(x) converges to FX(x) with probability 1,
where
FˆX(x) = pˆ1I(a1 ≤ x) + · · ·+ pˆνI(aν ≤ x) + pˆν+1
r∑
j=1
θˆjI(xj ≤ x), (3.7)
and FX is the true distribution of X as defined in (3.1). (It can be proved that if h is
O(n−1), then consistency is generally not possible.) We focus less on consistency of the
density estimator, since our conditions on fc do not require continuity of that function at any
point. If continuity of fc is assumed, then it can be proved that the interpolated estimator in
(3.5) is a consistent density estimator.
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In order to make our results simple to frame, we assume that the distribution of Xc has
a bounded density fc supported in a compact interval [a, b]. In general, it is not required
that the exact values of a and b are known. We construct the distribution estimator in a
potentially larger interval [a∗, b∗], where −∞ < a∗ ≤ a < b ≤ b∗ < ∞. Let c = min{a1, a∗}
and let d = max{aν , b∗}. Define
g(y) = g(y|c, d) = sup
c≤u1,u2≤d
fZ(y − u1)
fZ(y − u2) , (3.8)
and write F for the set of all distributions which have a mixture structure with atoms at
a1, . . . , aν and a continuous distribution supported in [a, b].
In addition, we assume that for some x0 ∈ [c, d], and a constant B > 0 not depending on
s,
for all integers s ≥ 1, E| log g(Y )|s + E| log fZ(Y − x0)|s ≤ s!Bs , (3.9)
inf
F∈F
Var
[
log
{∫
fZ(Y − x) dF (x)
}]
> 0 . (3.10)
Property (3.9) can be verified by direct calculation for a large class of densities fZ . For
example, the normal and Laplace distributions are both particular cases of the set of Subbotin
distributions SDγ(µ, σ2), with probability density
f(x|γ, µ, σ) = Cγ
σ
exp
(
− |x− µ|
γ
γσγ
)
,
where γ, σ > 0, −∞ < µ < ∞ and C−1γ = 2Γ(1/γ) γ(1/γ)−1. See Donoho and Jin (2004)
for discussion of this class. Property (3.9) holds for these and many other distributions, for
example distributions for which fZ has regularly varying tails, as in the case of Student’s
t-distribution. Property (3.10) can be established by contradiction, noting that if it fails then
there is an F ∈ F for which the variance equals zero, and that this is not possible for the
classes of error distributions just mentioned.
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Next we list regularity conditions, in which we take
fX(x) =
ν∑
l=1
plδal(x) + pν+1fc(x) (3.11)
to be the generalized density (Cuevas and Walter, 1992) of X,
(R1) fc is supported in the interval [a, b] and bounded above by a constant C > 0;
(R2) we construct the histogram approximation θ = (θ1, . . . , θr)T to fc in the interval [a∗, b∗],
where −∞ < a∗ ≤ a < b ≤ b∗ <∞, in which case rh ≤ b∗ − a∗;
(R3) the error density fZ satisfies the conditions (3.9) and (3.10);
(R4) we restrict each θj by insisting that θj ≤ C1h, where C1 ≥ C, the latter constant is as
in (R1), and C1 is arbitrarily large;
(R5) r = o(n);
(R6) the distribution of X is uniquely identifiable from its convolution with the distribution
of Z.
Assumptions (R1)–(R3) merely formalize constraints discussed earlier; (R4) requires that
our construction of the estimator reflects the boundedness assumption, but permits our prior
impression of the bound to be arbitrarily large; (R5) is the key assumption, and, since it
requires only r = o(n), or equivalently that the bandwidth h be of larger order than n−1, it
is the weakest possible condition of this type; and (R6) is a necessary condition, and holds if
(for example) the characteristic function of Z vanishes only on a set of measure zero. When
Xc has a smooth density fc, the constraint (R4) is not necessary in practice, since estimators
of the masses θj are only very rarely much larger than the probabilities associated with the
corresponding histogram blocks.
Theorem 3.3.1. Suppose that (R1)–(R6) hold. Then, with probability 1, the distribution
estimator given in (3.7), where pˆ = pˆSS and θˆ = θˆSS are obtained by the standard sieve
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estimation, converges to the true distribution of X.
The next theorem establishes the parallel consistency result for the penalized sieve distri-
bution estimator. For that, we need some extra conditions on the roughness penalty function
and the penalty parameter.
Theorem 3.3.2. In addition to (R1)–(R6), suppose that the roughness penalty P (·) is asymp-
totically bounded. If the penalty parameter λ increases slower than n, i.e. λ = o(n) as n→∞,
then FˆX(x) given by the penalized sieve estimation converges to the true distribution of X
with probability 1.
The detailed proofs of the above two theorems are given in the Section 3.6.1.
3.4 A Simulation Study
In this section, we perform a simulation study to investigate the performance of the proposed
estimators.
3.4.1 Simulation Description
To make the simulation scientifically relevant, our simulation scheme reflects the biological
context of the mutation effect distribution analyzed in Section 3.5. In biological experiments
when estimating the distribution of mutation effects on fitness (S), the most common approach
is parametric, which fits an exponential (or gamma) distribution. In practice, the mutation
effect itself cannot be measured directly; hence evolutionary biologists measure the mutation
effect through the change in a fitness-related characteristic over time. For our motivating
application, Burch and Chao (2004) measured virus plaque size reduction (X), and related it
to S using the experimentally determined parametric relationship (2.11).
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For our simulation, we first generate S from a mixture of a pointmass at 0 and an expo-
nential distribution such that
S ∼
{
Exp(0.12) with probability .1,
0 with probability .9,
where Exp(0.12) stands for an exponential distribution with mean 0.12. We then define X
according to (2.11). Hence, the distribution of X is a mixture of the pointmass at 0 with
probability 0.9, and a continuous distribution with density fc. In addition, fc is supported
only on the positive real line. This means that the distribution of X has a jump discontinuity
at 0, but is continuous in the rest of the support.
We consider X as the unobservable variable in whose distribution we are interested. What
we actually observe are the measurement error perturbed observations Y = X+Z, where the
measurement error Z has a normal distribution with mean 0 and standard deviation 0.48.
This value is suggested by analyzing the virus lineage data. We then simulate 100 random
samples of size n = 350 following the above simulation scheme. If interested as in the real
application of Section 3.5, the density estimate of S can be easily obtained from (2.11) and
simple change of variables.
3.4.2 Pointmass Estimation
For the pointmass estimation, we compare our standard sieve estimator with the direct de-
convolution (DC) estimator proposed in Chapter 2. Note that the DC estimator makes use
of Fourier deconvolution, which has difficulty incorporating boundary information.
The two panels of Figure 3.1 plot the 100 estimates given by the two estimators, respec-
tively. In each panel, the gray dots correspond to the individual estimates plotted at random
jittered heights to separate them out; we also superimpose a kernel density estimate (the
black solid curve); the dotted and dashed vertical lines indicate the location of the true point-
mass and the average of the 100 estimates. To make the comparison clear, the two panels are
plotted on the same horizontal range.
As one can see, the standard sieve (SS) estimator has a smaller bias and a smaller variance
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(b) Standard sieve estimation
Figure 3.1: Comparison of the pointmass estimation between (a) the direct deconvolution
estimator and (b) the standard sieve estimator. The dots are the 100 individual estimates
with jittered heights, superimposed on a kernel density estimate. The dotted vertical line is
the true pointmass. The dashed vertical line is the average estimate.
than the DC estimator. In fact, the average of the SS estimator is 0.898, which is very close
to the true value 0.9, while the average of the DC estimator is 0.884. In addition, the DC
estimator produces several extremely small estimates, which lead to a much larger standard
deviation.
3.4.3 Continuous Distribution Estimation
For density estimation, we compare the direct deconvolution estimator, the standard sieve
estimator and the penalized sieve (PS) estimator with λ = 100 and 10,000 in Figure 3.2.
For our sieve estimators, we use r = 10 lattice points, and the first order squared difference
as the smoothness penalty. The hybrid method described in Section 3.2.4 is used to derive the
PS estimators: First we estimate the pointmass by the standard sieve method (i.e. λ = 0),
and then estimate θ by the maximizer of the penalized log-likelihood. Since the target density
fc is continuous, we display the interpolated form of the estimators as in (3.5) to make the
comparison easier.
In each panel of Figure 3.2, a density-envelope, formed by a bundle of light gray curves,
is superimposed to represent the natural variation of the various estimators. Each light gray
curve is an individual estimator obtained for one of the 100 simulated data sets. The black
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(d) PS estimation with λ = 10, 000
Figure 3.2: Comparison of the density estimation between (a) the deconvolution estimator,
(b) the standard sieve estimator, (c) the penalized sieve estimator with λ = 100 and (d)
λ =10,000. In each panel, the black dashed curve shows the true density, each light gray
curve shows an individual density estimator, and the dark gray solid curve is an average of
the 100 estimators.
dashed curve and the dark gray solid curve show the true density and the average of the 100
individual estimators, respectively.
In Figure 3.2(a) we can see the serious boundary problem of the DC estimator near x = 0,
where it is seriously biased and it puts some positive probability mass even on the negative
half-line. Moreover, the density estimator takes negative values, which contradicts the basic
nonnegative property of probability density functions. In obtaining the DC estimator, we
used a suitable integration range parameter as suggested in Chapter 2.
As a comparison, the standard sieve (SS) estimator in Figure 3.2(b) is almost unbiased.
However, the estimation variance is large, as shown by the density envelope. As pointed out
in Section 3.2.4, the SS estimator is under-smoothed as it corresponds to the penalized sieve
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(PS) estimator with λ = 0. On the other hand, Figure 3.2(d) shows the PS estimator with
λ = 10,000, which is clearly over-smoothed: the bias of the estimator is too large, but the
estimation variance is very small.
Figure 3.2(c) plots the PS estimator for λ = 100, which performs the best among the
various estimators. It appropriately addresses the boundary effects exhibited by the DC
estimator. In addition, the individual estimates are very smooth, and the estimation variance
is much smaller than the standard sieve estimator. Furthermore, the average estimator is
very close to the true density curve, which means the bias is small. The optimal value of λ is
chosen by minimizing the integrated mean square error of the estimation, which is discussed
later in Section 3.5.2.
Comparing Figures 3.2(b)–(d), we can study the effect of the penalty parameter λ in the
sieve estimation. As λ increases, the estimator gets smoother, so a larger λ is preferred when
the target density is known to be smooth. In addition, the estimation bias gets larger, while
the variance gets smaller as λ increases, as illustrated later in Figure 3.5.
3.5 Application to the Virus-lineage Data
In this section, we apply the proposed estimators to the virus-lineage data analyzed by Burch
et al. (2007). Our primary goal is to estimate the distribution of the mutation effect on fitness.
In addition, we use the density-envelope plot to provide a graphical validation of the expo-
nential assumption on the mutation effect distribution. Such an assumption is widely made
in the evolutionary biology literature without much investigation into its validity. Details on
the data set can be found in Section 2.5.
3.5.1 Estimation Results
We now apply our estimators to the virus data. As for the pointmass, the standard sieve
estimator suggests that the proportion of no or silent mutations is pˆSS1 = 0.9095. This
estimate is similar to the pointmass estimate given by Burch et al. (2007), 0.9027, both of
which are smaller than 0.9363, the direct deconvolution (DC) estimate given in Chapter 2.
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As for the estimation of the continuous component, Figure 3.3 shows the various density
estimators of deleterious mutation effects. We compare our estimator with the classical para-
metric exponential fit, and the direct deconvolution estimator proposed in Chapter 2. For the
exponential fit, the method of moments is used to estimate the mean parameter. Note that
the direct deconvolution estimator (the gray dash-dotted curve) puts positive density on the
negative real line, which shows the seriousness of the boundary problem. As a comparison,
the standard sieve estimator (the gray solid curve) has the correct support but is rather noisy,
while the penalized sieve estimator (the black solid curve) with λ = 50 works very well. In
addition, the penalized sieve estimator is much smoother than the standard sieve estimator,
and visually similar to the fitted exponential density (the black dash-dotted curve). The value
λ = 50 is chosen as discussed in Section 3.5.2. In deriving the sieve estimators, we consider
r = 10 lattice points, and use the first order squared difference as the penalty function.
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Figure 3.3: The virus-lineage application. This plot shows various density estimators of the
deleterious mutation effects.
3.5.2 Validation of the Exponential Assumption
One more statistical issue we want to address is the validation of the exponential fit to the
mutation effect distribution. Exponential distributions are currently used to fit the mutation
effect distribution, but no serious work has been done to validate this parametric assumption.
Figure 3.3 shows that the entire trend of the nonparametric penalized sieve estimator is similar
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to that of an exponential distribution, but this is not enough to validate the exponential
assumption.
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
10
12
Deleterious mutation effect
P
ro
ba
bi
lit
y 
de
ns
ity
(a) λ = 0
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
10
12
Deleterious mutation effect
P
ro
ba
bi
lit
y 
de
ns
ity
(b) λ = 10
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
10
12
Deleterious mutation effect
P
ro
ba
bi
lit
y 
de
ns
ity
(c) λ = 100
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
10
12
Deleterious mutation effect
P
ro
ba
bi
lit
y 
de
ns
ity
(d) λ = 1, 000
Figure 3.4: Validation of the exponential assumption: the density-envelope plots for various
values of the roughness penalty parameter λ. The light gray curves form the envelope to show
the natural estimation variation, the black dash-dotted curve shows the exponential density
which generates the simulation samples, the black solid curve is the penalized sieve density
estimator obtained from the data, and the dark gray solid curve is the average of the 100 gray
curves.
To formally check the validity of the exponential assumption, instead of those numerical
measures, we propose to use the density-envelope plot, shown in Figure 3.4. To obtain the
envelope, we first fit an exponential distribution to our data, then generate 100 random
samples from the mixture of a pointmass at 0, and the fitted exponential distribution. The
simulated samples are of the same size as our original data. We then obtain the penalized
sieve density estimators for each sample. Finally these 100 estimators are plotted to form
the envelope. In addition to the envelope, the black dash-dotted curve shows the exponential
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density which generates the simulation samples, the black solid curve is the PS estimator
obtained from the data, and the dark gray solid curve is the average of the 100 light gray
curves.
The underlying idea of the density-envelope plot is that the samples generated from the
same population may give similar distribution estimators, when the same estimation technique
is used. We expect that the density estimates obtained from the data would close to the
density estimates based on the simulated samples, if the exponential assumption is correct.
The width of the formed envelope corresponds to the natural variation of the estimator, so
it can be understood as an acceptable range of the density estimates under the assumption
that the true distribution is the fitted exponential.
According to Figure 3.4, the PS estimator obtained from the data lies in the density
envelope in each panel. In particular, in Figures 3.4(c) and (d), the PS estimator almost
overlaps the average estimator. This implies that the difference between the PS estimator
and the fitted exponential density can be explained as natural variation. Equivalently, we can
state that an exponential distribution is a reasonable model for deleterious mutation effects.
The density-envelope plot also provides a tool for selecting the penalty parameter λ. From
these 100 envelope curves and the assumed true (exponential) distribution, we can compute
the empirical bias and variance of the penalized sieve estimator for each λ. Figure 3.5 (a)
plots the integrated squared bias, variance and mean squared error (MSE) of the PS estimator
for a range of λ on the log scale. The integrated MSE is minimized when λ = 50; hence we
choose this value to obtain our final estimator, which is plotted in Figure 3.5(b), along with
several other estimators.
3.6 Proofs and Technical Details
In this section, we provide technical proofs for the theorems in Section 3.3, and the detailed
implementation of the iterative algorithm in 3.2.3.
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Figure 3.5: Bias and variance tradeoff for the PS estimator. In panel (a), the horizontal axis
shows the value of λ on the log-scale. As λ increases, the estimation bias increases and the
variance decreases. In addition, the MSE is minimized when λ = 50. Panel (b) shows the
penalized density estimate with λ = 50, along with the corresponding density envelope plot.
3.6.1 Proof of the Theorems
Proof of Theorem 3.3.1 Let m = m(n) ≥ 2 be an integer. We shall choose m to diverge to
infinity as n increases, and such that
r
m
→ 0. (3.12)
Details will be given below (3.17). Consider a lattice of values of φ1, . . . , φr, where each φj is
expressed as mj/m, each mj is a nonnegative integer, and m1 + · · ·+mr = m. And suppose
that each φj ≤ C1h, where C1 is as in Assumption (R4). Then φj ≤ C2/r for some constant
C2 from (R1). Therefore, these φjs can assume at most C3m/r different values for some
C3 ≥ 1.
In addition, consider q = (q1, . . . , qν+1)T , where each ql = nl/[m/r], where [x] denotes
the integer part of x, nl is a nonnegative integer, and n1 + · · ·+ nν+1 = [m/r]. Then each ql
can have at most m/r different values. Write Q for the class of all τ ’s which have the form
τ = (q1, . . . qν , qν+1φT )T arising in this way. Then
card(Q) ≤
(
C3m
r
)r+ν−1
. (3.13)
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Define d(y|τ ) = log
{∑ν
l=1 qlfZ(y − al) + qν+1
∑r
j=1 φj fZ(y − xj)
}
, and let g be as de-
fined in (3.8). Note that if x0 ∈ [c, d] then, for all y,
1
g(y)
≤ exp{d(y|τ}
fZ(y − x0) ≤ g(y).
Therefore, |d(y|τ )| ≤ 2 max{log g(y), | log fZ(y − x0)|}, from which it follows that
|d(y|τ )|s ≤ 2s {| log g(y)|s + | log fZ(y − x0)|s}. (3.14)
This result, and the assumptions (3.9) and (3.10), imply that there exists a constant B1 > 0
such that
for all integers s ≥ 3, E{|d(Y |τ )|s} ≤ s!
2
Var
{
d(Y |τ )}2 Bs−21 , (3.15)
where B1 does not depend on τ or s. In view of (3.15), Bernstein-type bounds (Theorem 1.1
of De La Pen˜a (1999)) imply that if κ2 denotes an upper bound to Var{d(Y |τ )} for all τ . If
0 < η < κ2/B1, then
P
[∣∣∣∣ 1n
n∑
i=1
{d(Yi|τ )−Ed(Yi|τ )}
∣∣∣∣ > η] ≤ 2 exp(− n η22 [Var{d(Y |τ )}+B1 η]
)
≤ 2 exp
(−n η2
4κ2
)
. (3.16)
Note that Condition (3.14) implies that the upper bound κ2 exists and is finite.
Defining B2 = (4κ2)−1 and
δ(τ ) =
1
n
n∑
i=1
{d(Yi|τ )−Ed(Yi|τ )} ,
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we deduce from (3.13) and (3.16) that
P
{
sup
τ∈Q
|δ(τ )| > η
}
≤
∑
τ∈Q
P{|δ(τ )| > η}
≤ card(Q) · sup
τ∈Q
P{|δ(τ )| > η}
≤ 2
(
C3 m
r
)r+ν−1
exp
(−B2 n η2) . (3.17)
Since r = o(n) by (R4) and ν is finite, we may write ξ = ξ(n) = n/(r+ ν− 1), which diverges
to infinity as n goes to infinity. It suffices to treat the case where r is relatively large, and
indeed we may assume without loss of generality that ξ ≤ logn. Let m equal the integer part
of rC−13 exp(B2 ξ
1/2/2) and η = ξ−1/4. Then r/m→ 0 and
log
{(
C3 m
r
)r+ν−1
exp
(−B2 n η2)} ≤ (r + ν − 12
)
B2ξ
1/2 −B2 n ξ−1/2
= −B2 n
2
ξ−1/2 .
Hence, by (3.17),
P
{
sup
τ∈Q
|δ(τ )| > η
}
≤ 2 exp
(
−B2 n
2
ξ−1/2
)
,
which converges to zero faster than any power of n−1. Hence, by the Borel-Cantelli Lemma,
sup
τ∈Q
|δ(τ )| → 0 with probability 1 . (3.18)
Let P be the class of all pi = (p1, . . . , pν , pν+1θT )T , where each pl ≥ 0, θj ≥ 0, and∑
l pl =
∑
θj = 1. In fact, P is the class of all (r + ν)-variate discrete distributions. In
addition, each θj ≤ C1h, and given pi ∈ P, let τ = τ (pi) be the best approximation of τ in
the sense that it minimizes the L1 distance between pi and τ , i.e. ||pi−τ ||1 =
∑ν
l=1 |pl− ql|+∑r
j=1 |pν+1θj − qν+1φj | over all τ ∈ Q. By construction of Q,
||pi − τ ||1 ≤ r(ν + 2)
m
, (3.19)
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for sufficient large n from (3.12). Define D(y|τ ) =∑νl=1 qlfZ(y− al) + qν+1∑j φj fZ(y− xj)
and define D(y|pi) in the same way; and put
D(y|τ , pi) = |D(y|τ )−D(y|pi)|
min{D(y|τ ), D(y|pi)} ≥ 0 .
Property (3.19) implies that
∣∣D(y|τ )−D(y|pi)∣∣ ≤ r(ν + 2)
m
· sup
c≤u≤d
fZ(y − u) ,
from which it follows that D(y|τ , pi) ≤ r(ν+2)g(y)/m. Hence, if δ ∈ (0, 1] and r < m/(ν+2),
| logD(y|τ )− logD(y|pi)| = log{1 +D(y|τ ,pi)}
≤ log
{
1 +
r(ν + 2)g(y)
m
}
≤ δ + log{1 + g(y)} I
{
r(ν + 2)g(y)
m
> δ
}
≤ δ + {log 2 + log g(y)} I
{
r(ν + 2)g(y)
m
> δ
}
,
where the last inequality follows from the fact that g(·) ≥ 1. Therefore,
sup
pi∈P
∣∣∣∣ 1n
n∑
i=1
{
d(Yi|τ )− d(Yi|pi)
}∣∣∣∣ = ∣∣∣∣ 1n
n∑
i=1
{
logD(Yi|τ )− logD(Yi|pi)
}∣∣∣∣
≤ δ + 1
n
n∑
i=1
{
log 2 + log g(Yi)
}
I
{
g(Yi) >
mδ
r(ν + 2)
}
. (3.20)
In view of (3.12), the right-hand side of (3.20) converges to δ, with probability 1, as
n→∞. Since this is true for each δ > 0 then the left-hand side converges to zero:
sup
pi∈P
∣∣∣∣ 1n
n∑
i=1
{d(Yi|τ )− d(Yi|pi)}
∣∣∣∣→ 0 with probability 1 . (3.21)
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A similar argument shows that, as n→∞,
sup
pi∈P
∣∣E{d(Yi|τ )− d(Yi|pi)}∣∣→ 0 . (3.22)
Results (3.21), (3.22) and (3.18) imply that
sup
pi∈P
|δ(pi)| → 0 with probability 1 . (3.23)
Let FX denote the true distribution of X. For any p ∈ P, let fY (y|pi) =
∑ν
l=1 plfZ(y −
al) + pν+1
∑r
j=1 θj fZ(y − xj) denote the approximation to the density fY of Y , which is
obtained by approximating FX by the distribution with atoms a1, . . . , aν , x1, . . . , xr having
probability p1, . . . , pν , pν+1θ1, . . . , pν+1θr, respectively. Define the negative entropy, eY , of the
distribution of Y to be eY =
∫
(log fY ) fY . Now,
E{d(Y |pi)} =
∫
log {fY (y|pi)} fY (y) dy,
and the Kullback-Leibler divergence of the distribution with density fY ( ·|pi) from that with
density fY is given by
d{fY , fY ( ·|pi)} =
∫
log
{
fY
fY ( ·|pi)
}
fY ≥ 0.
Hence, eY −E{d(Y |pi)} = d{fY , fY ( ·|pi)}, and so by (3.23), and with probability 1,
eY − 1
n
n∑
i=1
d(Yi|pi) = d{fY , fY ( ·|pi)}+ o(1) , uniformly in pi ∈ P . (3.24)
Let pˆi denote a random element of P which gives a global maximum of ∑i d(Yi|pi)
over pi ∈ P. Knowing the distribution fX it is straightforward to construct a vector p˜i =
(p˜1, . . . , p˜ν , p˜ν+1θ˜1, . . . , p˜ν+1θ˜r)T ∈ P for which
d{fY , fY ( ·|p˜i)} → d(fY , fY ) = 0. (3.25)
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One can simply choose p˜l = P (X = al) for 1 ≤ l ≤ ν, p˜ν+1 = 1−
∑ν
l=1 p˜l, and θ˜j to equal the
probability that Xc ∈ [(j − 1)h, jh) for j ≥ 1. By definition of pˆi,
∑
i d(Yi|pˆi) ≥
∑
i d(Yi|p˜i).
Therefore, by (3.24) and (3.25), and with probability 1,
d{fY , fY ( ·|pˆi)}+ o(1) = eY − 1
n
n∑
i=1
d(Yi|pˆi )
≤ eY − 1
n
n∑
i=1
d(Yi|p˜i )
= d{fY , fY ( ·|p˜i )}+ o(1)→ 0. (3.26)
However d{fY , fY ( ·|pˆi)}, being a Kullback-Leibler divergence, is nonnegative, and therefore
(3.26) implies that d{fY , fY ( ·|pˆi)} → 0 with probability 1. Hence, with probability 1, the
distribution with density fY ( ·|pˆi) converges, almost surely, to the distribution with density
fY . The theorem then follows from this result and the assumption (R6). ¤
Proof of Theorem 3.3.2 The proof is very similar with the proof of Theorem 3.3.1. Define
pˆiPS as a global maximum of the penalized log-likelihood
∑
i d(Yi|pi) − λP (pi) over pi ∈ P.
By the definition of pˆiPS , it is clear that
n∑
i=1
d(Yi|pˆiPS) ≥
n∑
i=1
d(Yi|p˜i) + λ
{
P ( pˆiPS )− P ( p˜i )
}
,
where p˜i is chosen in the same way as in the previous proof. Then, from (3.24) and (3.25),
and with probability 1,
d{fY , fY ( ·|pˆiPS)}+ o(1) = eY − 1
n
n∑
i=1
d(Yi|pˆiPS)
≤ eY − 1
n
n∑
i=1
d(Yi|p˜i)− λ
n
{
P (pˆiPS)− P (p˜i)
}
= d{fY , fY ( ·|p˜i)}+ o(1) +O
(λ
n
)
→ 0, (3.27)
since P (·) is asymptotically bounded and λ = o(n). Because d{fY , fY ( ·|pˆiPS)} is nonnegative,
it converges to 0 with probability 1 by (3.27). Hence the distribution with density fY (·|pˆiPS)
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converges to the true distribution fY almost everywhere, with probability 1. Hence, from the
fact (R6), we conclude that the distribution estimator of X characterized by pˆiPS converges
to the true distribution with probability 1. ¤
3.6.2 Optimization details in the Sieve ML Estimation
Below we provide some technical details for the optimization algorithm involved in the sieve
estimation. For additional details, see Bertsekas (2005).
For the nonlinear constrained optimization, the most popular method uses Lagrange mul-
tipliers. Suppose that we want to maximize (or minimize) some function defined on the
r-dimensional space with k constraints. By introducing a new unknown variable, called the
Lagrange multiplier, for each constraint, this method replaces the problem by one of maxi-
mizing (or minimizing) an unconstrained function, the Lagrangian, in r + k variables.
The Karush-Kuhn-Tucker (KKT) condition is simply the generalization of the Lagrange
multiplier theorem. Compared to the fact that the Lagrange multiplier theorem contains
only the equality constraints, the KKT condition provides the analogous conditions in the
optimization problem with both the equality and inequality constraints.
Consider the following problem:
minimize {f(θ) : θ ∈ Rn} subject to h(θ) = 0, and g(θ) ≤ 0 (3.28)
with a strictly convex function f(·), a p-dimensional vector h(·) and an m-dimensional vector
g(·). From the KKT condition, the necessary and sufficient conditions for a unique minimum
point, say θ∗, are that there exist multipliers λ∗ ∈ Rp and s∗ ∈ Rm such that
∇f(θ∗) +
p∑
j=1
λ∗j∇hj(θ∗) +
m∑
j=1
s∗j∇gj(θ∗) = 0,
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where
h(θ∗) = (0, 0, . . . , 0)T , gj(θ∗)s∗j = 0 for any j,
g(θ∗) ≤ (0, 0, . . . , 0)T and s∗ ≥ 0.
Here, ∇ represents the derivative of a function.
In our case, for example Step 2(a) in the algorithm of Section 3.2.3, f(θ) is taken to be
the conditional negative log-likelihood of θ, i.e. f(θ) = −l(θ|p) = −l(p,θ) for some known
p, and l is the log-likelihood in (3.4). According to the form of the log-likelihood, f(θ) can
be expressed as f(θ) = −∑ni=1 log(ai + cTi θ), where n is the sample size, and ai and ci are
sample based constants such as
ai =
ν∑
l=1
plfZ(Yi − al)
and ci = (ci1, . . . , cir)T = pν+1
(
fZ(Yi − u1), . . . , fZ(Yi − ur)
)T
.
So f is a strictly convex function. In addition, h(θ) =
∑r
j=1 θj − 1 = eTθ − 1, where e is a
r-dimensional vector with entries 1, and g(θ) = −θ.
The standard approach for solving (3.28) is to consider the following penalized problem:
minimize
{
f(θ)− µ
r∑
j=1
log θj : θ ∈ Rr
}
subject to h(θ) = 0, and g(θ) ≤ 0,
for small positive µ. Note that θj should be greater than zero for this problem to make sense.
Then the necessary and sufficient conditions for this problem are
−
n∑
i=1
ci
ai + cTi θ
+ λe− µθ−1 = 0, and eTθ = 1, (3.29)
where θ−1 = (θ−11 , . . . , θ
−1
r ). We can get the solution of (3.29) using Newton’s iteration
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algorithm. If the solutions are θ(µ) and λ(µ), then by letting µ→ 0, we can obtain
θ∗ = lim
µ→0
θ(µ), and λ∗ = lim
µ→0
λ(µ).
This θ∗ corresponds to the standard sieve estimation θˆSS in Section 3.2.3. Similar results can
be derived for the penalized sieve estimator in Section 3.2.4.
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Chapter 4
Sieve Type Deconvolution Based on Least
Squares
4.1 Introduction
Sieve type estimators of a generalized density, which are based on the maximum likelihood
idea, are proposed in Chapter 3 under the model described in (1.1) and (1.2). In this chapter,
followed to that, we propose alternative sieve type estimation algorithm. We consider the
same mixture target distribution with bounded support, and the proposed method uses the
same type of sieve with the estimators in Chapter 3. The main difference is that the least
squares (LS) idea is used instead of ML in the actual estimation step.
Ruppert et al. (2007) is relevant to our study in a sense that they combine a sieve type
density estimator with LS idea, and consider the target distribution is a kind of mixture
distribution with the boundary problems. However, they only consider mixtures of a uni-
form distribution and other continuous distributions. In addition, they do not incorporate
measurement errors.
Previously, Mendelsohn and Rice (1982) also approach the deconvolution problem via LS:
they first model the target density using a linear combination of B-splines, and estimate the
spline coefficients by LS. Our proposal is different from their method in the following two
points:
• pointmasses are used as basis functions to expand (continuous) density functions;
• we define a distance between two probability distributions in terms of distribution func-
tions (or alternatively characteristic functions), instead of density functions.
In many contexts, LS methods require fewer assumptions, and are faster to compute than
ML methods. These properties are also found in our estimators. Compared to the ML-based
estimator in Chapter 3, our proposal requires shorter computation time, which is explored
in Section 4.4 along with other small sample properties via simulation studies. In addition,
Section 4.3 shows that the strong consistency of the proposed estimator can be established
under weaker conditions than assumptions for the ML-based estimator.
Section 4.5 shows how our methods can be applied in a real data situation; we apply
our methods to virus-lineage data in Burch et al. (2007), and compare with other estima-
tors. Technical details in implementing the proposed estimation algorithms and proofs of the
consistency theorems in Section 4.3 are given in Section 4.6.
4.2 The Proposed Estimators
Let fX be the generalized density of X. From the mixture structure of X given in (1.2), fX
can be expressed as
fX(x) =
ν∑
j=1
pjδaj (x) + pν+1fc(x). (4.1)
where fc is the density of Xc, and a1, . . . , aν are known. Hence the estimation of fX is
equivalent to the estimation of both a density fc and a finite dimensional parameter p =
(p1, . . . , pν+1)T . Since p determines a probability distribution, pls are nonnegative, and sum
up to 1.
We first approximate Xc by a discrete random variable X˜c which has values x1, . . . , xr.
In practice, xjs are chosen to be equally spaced, i.e. xj+1− xj = h for some h > 0, and X˜c is
constructed to satisfy
X˜c = xj if and only if Xc ∈ [xj − 0.5h, xj + 0.5h).
In this paper, we focus on the case that fc is supported on a finite interval [a, b], and has jumps
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at its boundaries. This boundary information can be easily reflected by choosing xjs only in
the known support of fc. For example, when Xc is a nonnegative random variable, we can
choose xj = (j−0.5)h for some h > 0. This h plays a role similar to the smoothing parameter
in kernel density estimation, and the same as the binwidth in histogram estimation.
The proposed estimation algorithm consists of three steps: to approximate the density
fc by some finite dimensional parameter, and estimate the parameter. The last step is the
reconstruction of the density function form the parameter estimates.
Let θ = (θ1, . . . , θr)T be the probability distribution of X˜c, i.e.
θj = P (X˜c = xj) for each j = 1, . . . , r,
where θj ≥ 0 and
∑
θj = 1. Roughly, θj can be understood as the approximated probability
that Xc lies in the interval [xj − 0.5h, xj + 0.5h), from the construction of X˜c. By replacing
Xc by X˜c, the generalized density fX is approximated by a linear combination of atoms such
as
f˜X(x|p,θ) =
ν∑
l=1
plδal(x) + pν+1
r∑
j=1
θjδxj (x).
Then our estimation problem turns into the estimation of finite dimensional parameters θ
and p.
The next step is the estimation of θ and p. We used maximum likelihood (ML) to estimate
these parameters in Chapter 3. Here, we use the least squares (LS) ideas, which improves the
ML method. Details on the estimation are given below Sections 4.2.1 and 4.2.2.
After obtaining estimators pˆ and θˆ, we get a naive estimator of fX(x) as
f˜X(x|pˆ, θˆ) =
ν∑
l=1
pˆlδal(x) + pˆν+1
r∑
j=1
θˆjδxj (x).
It can be improved by using a linear interpolation such as
fˆX(x|pˆ, θˆ) =
ν∑
l=1
pˆlδal(x) + pˆν+1fˆc(x|θˆ), (4.2)
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where
fˆc(x|θˆ) =
{ θˆj−1
h
+
θˆj − θˆj−1
h(xj − xj−1)(x− xj−1), for x ∈ [xj−1, xj), 1 ≤ j ≤ r + 1,
0, otherwise,
(4.3)
which is a linear interpolation of (xj , θˆj)s. To get a proper density function, we use x0 =
x1 − 0.5h, xr+1 = xr + 0.5h, θˆ0 = θˆ1 and θˆr+1 = θˆr. The estimator in (4.3) is attractive
especially when fc is known to be continuous because it gives a continuous density estimator.
4.2.1 LS on Cumulative Distribution Functions
To estimate p and θ, first we use cumulative distribution functions (cdf). A naive idea is to
minimize the distance between the true distribution of Y and the approximated distribution
function, which has the form
FSEY (y|p,θ) =
ν∑
l=1
plFZ(y − al) + pν+1
r∑
j=1
θjFZ(y − xj), (4.4)
where FZ is a distribution function of Z. This approach is reasonable, but the problem is
the true distribution of Y is unknown. As an alternative, we use the empirical distribution
function. A justification is that the empirical distribution function converges to the true
distribution as the sample size goes to infinity.
Hence we estimate p and θ by minimizing the distance between two distribution functions,
i.e.
(pˆ, θˆ) = argmin
p,θ
S(p,θ) = argmin
p,θ
∫ ∣∣∣Fˆn(y)− FSEY (y|p,θ)∣∣∣2w(y)dy, (4.5)
where Fˆn(·) = (1/n)
∑
k I(Yk ≤ ·) is the empirical distribution, and w(·) is a nonnegative
integrable weight function.
Note that S(·, ·) is a quadratic function of both p and θ. In addition, these parameters
are defined on compact subsets of Euclidean space. Hence there exists a unique minimizer of
(4.5). A problem is that the minimizer does not have a closed form because of the constraints
on p and θ. We use an iterative minimization to compute the unique minimizer. Details on
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the iterative estimation algorithm are given in Section 4.6.2.
4.2.2 LS on Characteristic Functions
An alternative is to base the estimation on characteristic functions instead of distribution
functions. Recall the convergence theorem (Chung, 2001) which says the convergence of the
characteristic function implies the convergence of the corresponding distribution. In addition,
the empirical characteristic function converges to the true function as the size of a random
sample goes to infinity. Hence we expect the distance between the empirical characteristic
function and the characteristic function corresponding to (4.4) might be short if the parame-
ters are well chosen.
From that, we estimate p and θ as follows:
(pˆ, θˆ) = argmin
p,θ
S(p,θ) = argmin
p,θ
∫ ∣∣∣ϕˆn(t)− ϕSEY (t|p,θ)∣∣∣2w(t)dt, (4.6)
where ϕˆn(t) = (1/n)
∑
k exp(itYk) is the empirical characteristic function, and
ϕSEY (t|p,θ) =
ν∑
l=1
ple
italϕZ(t) + pν+1
r∑
j=1
θje
itxjϕZ(t)
is the characteristic function of (4.4). Here, ϕZ(t) =
∫
eitzfZ(z)dz is the known characteristic
function of Z, and w(·) is a weight function which is nonnegative and integrable.
Similar to the cdf based estimation, S(·, ·) is a quadratic function of p and θ, which
are defined on the same compact sets; the only difference is the value of coefficients in the
minimization problem. Hence we can find the minimizer using a similar iterative algorithm.
Also, after obtaining the estimators of both p and θ, the distribution estimators can be
established using the formula (4.3).
From now on, we will call this method LS-chf, for notational convenience. Similarly, we
name the LS method based on the distribution function, discussed in Section 4.2.1, LS-cdf.
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4.3 Theoretical Properties
In this section, we show that the strong consistency of the proposed distribution estimator is
established under some minimal conditions.
Suppose that fc, the density of Xc, is supported on a bounded interval [a, b], and that
the estimator of FX is constructed on a potentially larger interval [a∗, b∗] which also cover all
pointmasses {a1, . . . , aν}. It is not required that a and b are known. Below, we list regularity
conditions on fX , h and w(·) for the consistent estimators.
(R1) fc is supported in the interval [a, b], and bounded above;
(R2) we construct the histogram approximation θ = (θ1, . . . , θr)T to fc in the interval [a∗, b∗],
where −∞ < a∗ ≤ a < b ≤ b∗ <∞, in which case rh ≤ b∗ − a∗;
(R3) h = o(1) as n→∞;
(R4) the weight function w is bounded, continuous, non-vanishing almost everywhere on the
range of Y , and satisfies
∫
w(t)dt = 1;
(R5) the distribution of X is uniquely identifiable from its convolution with the distribution
of Z.
Assumptions (R1) and (R2) are the basis of our model. The key assumption is (R3);
for the consistency of the distribution estimator, we only need r → ∞, or equivalently the
binwidth h→ 0 as the sample size n goes to infinity. (R4) and (R5) are necessary conditions
to get the unique FX in the given optimization problem.
These conditions are similar to those for ML type estimator in Chapter 3, but weaker:
we only need r → ∞, without additional condition r = o(n). In addition, assumptions
on the error distribution are disappeared. Indeed, since the empirical characteristic and
distribution functions are uniformly bounded, strong consistency can be shown under very
general assumptions.
Under these regularity conditions, the following Theorem 4.3.1 shows the consistency of
the distribution function estimators, which are obtained by the estimation procedure described
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in Section 4.2.
Theorem 4.3.1. Suppose that (R1)–(R5) hold. Then, with probability 1, the general distri-
bution estimator
FˆX(x|pˆ, θˆ) =
ν∑
l=1
pˆlI(al ≤ x) + pˆν+1
r∑
j=1
θˆjI(xj ≤ x), (4.7)
where pˆ = pˆLS and θˆ = θˆ
LS
are obtained from the LS estimation (either LS-cdf or LS-chf),
converges to the true distribution FX of X.
In Theorem 4.3.1, the weight function w is fixed for all n. However, in practice, it is
more common to consider a data-driven weight function. In the following Theorem 4.3.2, we
consider a sequence of weight functions {wn} which is bounded by an integrable function, and
converges to an nonnegative integrable weight function w.
Theorem 4.3.2. Suppose that (R1)–(R5) hold. Consider a sequence of weight functions
wn(·), which are nonnegative, integrable and satisfy,
∀y, wn(y) ≤ w∗(y) and wn(y)→ w(y) (4.8)
for some integrable and bounded function w∗. Then, with probability 1, the distribution esti-
mator (4.7) converges to the true distribution FX when θˆ and pˆ are obtained by
(pˆ, θˆ) = argmin
p,θ
∫ ∣∣∣Fn(y)− FSEY (y|p,θ)∣∣∣2wn(y)dy.
4.4 Simulation Studies
In this section, we perform two simulation studies to investigate finite sample performance of
the proposed estimators. In each simulation, L = 100 samples of size n = 329, which is the
same size as the virus-lineage data analyzed in Section 4.5, are generated from the following
scheme: Our target variable X has a mixture distribution of a pointmass at 0 (ν = 1 and
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a1 = 0), and an exponential distribution, i.e.
X ∼
{
0, with probability 0.9;
Exp(1), with probability 0.1.
Note that the exponential density is supported on the positive half line, and has a jump
discontinuity at the origin. The actual observation Y is determined as the sum of X and Z,
where Z is a noise variable generated from a population with mean 0 and standard deviation
σ = 0.1. The distribution of Z is taken to be normal in Section 4.4.1. In Section 4.4.2,
robustness of our method to a non-normal error distribution is studied. It also shows that
the efficiency of the proposed methods in terms of the computing time.
4.4.1 Case 1: Correctly Specified Error Distribution
First, we generate the error variable Z from a normal distribution, which is the most commonly
made assumption, with mean 0 and standard deviation σ = 0.1.
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Figure 4.1: (Case 1) LS-cdf based on the uniform weight over the range of observations. The left
panel shows the kernel density estimate for the simulated pointmass estimators with the average (the
solid vertical line) and the true value (the dashed vertical line). In the right panel, each gray curve is
the individual density estimate, and the black thick solid curve is the average of the gray curves. For
comparison, the true exponential density (the dashed curve) is displayed.
To implement the LS-cdf method, we first use a uniform weight functionw(t) = 1[M1,M2](t),
where M1 = min(Y ) and M2 = max(Y ). The left panel of Figure 4.1 is the scatter plot of the
LS-cdf pointmass estimates. The average and the standard deviation of the 100 simulated
estimates is 0.9146 and 0.0165, respectively. In the density estimation, shown in the right
panel of Figure 4.1, the average of the 100 simulated density estimates are displayed as the
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black solid curve. The average curve is lower than the true exponential density (the black
dashed curve) near the origin, the location of the pointmass. One reason is the overestima-
tion of the pointmass. Another possible reason is the sharp change of the true density near
the origin, and the use of the linear interpolation. In fact, the average curve is not smooth
enough, particularly between 0 and 2 where the true function changes quickly. This suggests
the use of higher order interpolations.
In fact, we tested uniform weight functions with various values of (M1,M2). However
only the results from the case (M1,M2) = (min(Y ),max(Y )) are displayed because of the
following two reasons: First, conceptually it is natural that the integration in (4.5) covers at
least the range of observations, which is the support of the empirical distribution function.
In addition, simulation results are not quite different as long as the interval [M1,M2] covers
the range of Y ; On the other hand, when (M1,M2) is narrower than the data range, the
performances of the density estimation are much worse.
In addition to the uniform weight, we also apply a weight function w = Fn(1−Fn), where
Fn is the empirical distribution function. This w puts the most weight when Fn = 0.5, and
little weight on tails, and no weight outside the sample range. As shown in Figure 4.2, the
most significant change is the performance of the density estimator in the tails: Fn is near 1
in the right tail, which implies almost zero weight. Hence the distance between the empirical
distribution function and the modeled distribution function in the tail is not seriously counted
in the estimation. This results in the poor performance of the density estimator in the right
tail. On the other hand, the weight function gives large values near the origin due to the
large probability mass at 0, which results in the small bias in the pointmass estimation.
Now, we move on to the LS-chf estimation, proposed in Section 4.2.2. The choice of
the weight function in the LS-chf method is more challenging, because of the complexity of
Fourier transformations. One fact which can be used here is that the smoothness of a function
is highly related to the decaying rate of its Fourier transformation. Hence we expect the choice
of w might affect the smoothness of the resulting estimator. Without any special information
on the target distribution, a natural approach is to use a uniform weight w(t) = 1[−M,M ](t)
for some M , which corresponds to no particular preference on the smoothness of the target
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Figure 4.2: (Case 1) LS-cdf based on non-uniform weight function, w(y) = Fn(y){1− Fn(y)}, which
puts more weight on the center part of the distribution. Compared to the uniform weight results, the
estimated density curve is smoother and has a thicker tail.
density.
In the left panel of Figure 4.3, we see the estimation performance in term of the integrated
bias, variance and mean squared error, as a function ofM . It is seen that the integrated mean
squared error (IMSE) becomes stable for M large enough. The middle and the right panels
of Figure 4.3 show the simulation results for M = 4, which gives the minimum IMSE. In
the middle panel, the 100 simulated pointmass estimates are displayed along with the kernel
density estimate; all estimates are distributed between 0.85 and 0.95 with the average 0.9081,
which gives smaller bias than the LS-cdf methods. In the density envelope plot (the right
panel), we can see the average estimator (the black solid curve) almost overlaps the true
density (the black dashed curve).
0 2 4 6
0
0.5
1
1.5
2
2.5
3
3.5
x 10−3
log2 M
 
 
Bias2
Var
MSE
0 2 4 6 8
0
0.2
0.4
0.6
0.8
1
 
 
True
Average
0.85 0.9 0.95
0
5
10
15
20
25
30
 
 
True
Average
Figure 4.3: (Case 1) LS-chf results. The left panel displays the integrated MSE of the generalized
density estimator. The middle and the right panels show the histogram of the pointmass estimator
and the density-envelope plot of the density estimator corresponding M = 4 which minimizes IMSE.
One thing to be noted here is thatM affects more on the density estimation than the point
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Figure 4.4: (Case 1) Density-envelope plots of LS-chf estimates for various values of M . As M
increases, the density estimator gets smoother with heavier tail.
estimation. Three panels of Figure 4.4 show the density envelope plots for casesM = 1, 8 and
128, which gives some idea how M affects the density estimation. First of all, M controls the
smoothness of the density estimator: as M increases, fˆc is smoother and has a heavier tail.
In addition, too small M gives large variance. The variance gets stabilized after some level
of M . This role of M is similar to that of the smoothness penalty parameter in (3.6)
One thing to be noted here is that M has a stronger effect on the density estimation than
on the point estimation. The three panels of Figure 4.4 show the density envelope plots for
cases M = 1, 8 and 128, which gives an idea how M affects the density estimation. First of
all,M controls the smoothness of the density estimator: asM increases, fˆc gets smoother and
its tail gets thicker. In addition, extremely small values of M give large estimation variances;
the variance gets stabilized after some point. These results show that the role of M looks
similar to that of the smoothness penalty parameter λ in (3.6).
4.4.2 Case 2: Misspecified Error Distribution
Here, we perform another simulation study to see the sensitivity of the proposed methods to
the assumptions on measurement error distributions.
We assume that Z comes from a normal distribution with mean 0 and standard deviation
0.1 in evaluating characteristic functions; however, the actual error Z is generated from a
uniform distribution with the same mean and standard deviation. These two distributions
have the same first three moments, but the shapes of the density curves are totally different.
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Other settings such as the sample size and the target distribution are exactly the same as the
previous simulation. Also, uniform weight functions are used for both LS-sieve estimates.
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Figure 4.5: (Case 2) LS-chf estimation. The left panel shows the integrated MSE along with integrated
bias and variance. The middle and right panels show the result from M = 4, which is the optimal in
terms of the IMSE.
Figure 4.5 shows the result of LS-chf. Compared to Figure 4.3 corresponding to normal
Z, we can see that the IMSE (displayed in the left panel) is larger for large M ; however,
the difference is not very big. Moreover, when M is relatively small, the IMSE is almost the
same as that of Case 1. Especially in the optimal case (M = 4), shown in the middle (the
pointmass estimation) and the right (the density estimation) panels, the result is quite similar
to that of Case 1: in fact, the biases of both pointmass and density estimates are almost the
same, but the estimation variances are a little larger.
Results of the LS-cdf are more interesting. Despite the violation of the normal assumption,
the IMSE of the pointmass estimates is even smaller than the IMSE in Case 1. The IMSE
of the density part is a little bigger compared to the IMSE of Case 1, but the increment is
about 1.5% of the entire IMSE. More details can be found in Table 4.1. For comparison,
results of the ML method in Chapter 3 are displayed as well. For ML and LS-chf, parameters
are chosen based on the IMSE of (fˆ), and the corresponding results are reported here. In
addition, the uniform weight function is used in implementation of the LS-cdf.
In Table 4.1, we can see that LS methods give smaller IMSE than ML in both simulations,
and the difference of IMSE(fˆ) between two simulations is also smaller. This indicates that
the LS methods, especially the LS-cdf, are more robust than the ML-based method. Here, the
most noticeable fact is that the LS methods require much shorter computation time, which
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Table 4.1: Numerical comparison of the performances of the three methods: LS-cdf, LS-chf and ML.
For both ML and LS-chf, parameters are chosen to minimize the IMSE of fˆ , and in LS-cdf, the uniform
weight function is used.
LS-cdf LS-chf ML
Case 1 Case 2 Case 1 Case 2 Case 1 Case 2
MSE(pˆ)×103 0.4854 0.4541 0.3684 0.4271 0.6134 0.7776
IMSE(fˆc) 0.0738 0.0749 0.0692 0.0901 0.0774 0.0851
IMSE(fˆ) 0.0013 0.0012 0.0010 0.0012 0.0015 0.0019
Time (sec/sim) 1.78 0.98 0.97 0.76 111.32 27.40
shows the efficiency of the LS methods.
4.5 Application to Virus-Lineage Data
In this section, we apply the proposed methods to the virus-lineage data (Burch et al., 2007)
in estimating the distribution of mutation effects on fitness S. As done in Chapters 2 and
3, we first apply the proposed methods to estimate the distribution of the mutation effect
on plaque sizes (X), and invert it to the distribution of S using the relationship (2.11) and
simple change of variables.
In order to reflect the nonnegativity of the deleterious mutation effects, we start with
constructing an equally spaced grid of 10 bins (r = 10) with the length h over [0, 10h]. The
binwidth parameter h is chosen so that
(the maximum observation) + 3σ ≤ 10h,
where σ is the standard deviation of Z. Then, the deleterious mutation effect is approximated
as a discrete variable having values xj = (j − 0.5)h, j = 1, 2, . . . , 10, with corresponding
probabilities θ1, . . . , θ10, respectively.
Figure 4.6(a) shows the LS-cdf results based on the uniform weight over the data range: it
gives the pointmass estimate pˆ1 = 0.8975, which is a little smaller (> 1%) than the pointmass
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Figure 4.6: Panel (a) shows the LS-cdf density estimate of the mutation effects distribution with the
pointmass estimate. Panel (b) shows the change of the LS-chf estimate of the pointmass probability p1
as a function of the integration rangeM . Panel (c) shows some of the corresponding density estimates
of fc.
estimate 0.9095 of the sieve-ML method in Chapter 3. The density estimate fˆc is visually
close to an exponential density. In fact, this fˆc is close to the standard sieve ML estimate in
Figure 3.3 but much smoother.
For the LS-chf method, uniform weight functions are also used. Figure 4.6(b) displays the
change of the pointmass probability estimates according to the change of the range parameter
M in (4.6). Here, it is clearly seen that there two typical levels of estimates; pˆ1 ≈ 0.915 for
small values of M , and pˆ1 ≈ 0.836 for large M . Recall the fact that in the simulation studies,
the smallest IMSE of the generalized density estimates is obtained when M is quite small,
and gets stable when M is large. From this point of view, it seems more reasonable to choose
pˆ1 = 0.915.
Figure 4.6(c) shows some of the LS-chf density estimates. Here, the density estimates
from M = 20, 21, 22 are displayed because the estimates based on large M are almost the
same as the estimates from M = 22. When M = 20, the density estimate looks close to the
LS-cdf estimate, but has a large bump near x = 0.3. Overall, the LS-chf tends to give rougher
density estimates than the LS-cdf method.
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4.6 Proofs and Technical Details
Here, we provide technical proofs of the theorems in Section 4.3. In addition, details on the
implementation of the iterative estimation procedures are given.
4.6.1 Proof of Theorems
Proof of Theorem 4.3.1. Proofs in the cases of the empirical characteristic function and
empirical distribution function are similar, so we shall treat only the latter.
For any (p,θ), define
S(p,θ) =
∫ {
Fˆn(y)− FSEY (y|p,θ)
}2
w(y)dy,
and I1(p,θ) =
∫ {
FY (y)− FSEY (y|p,θ)
}2
w(y)dy.
Let Π be a class of all vectors p = (p1, . . . , pν+1)T satisfying pj ≥ 0 for all j and
∑
pj = 1.
And let Θ be a class of r-dimensional vectors having the form θ = (θ1, . . . , θr) with θj ≥ 0
and
∑
θj = 1. Define (pˆ, θˆ) be a global minimum of S(p,θ) over (p,θ) ∈ Π×Θ.
Note that
S(p,θ) ≤ 2
∫ {
FSEY (y|p,θ)− FY (y)
}2
w(y)dy + 2
∫ {
FY (y)− Fˆn(y)
}2
w(y)dy
= 2 I1(p,θ) + 2 I2,
where I2 =
∫ {FY (y)− Fˆn(y)}2w(y)dy. From the integrability of w(·) in (R4), and the fact
sup
y
∣∣∣Fˆn(y)− FY (y)∣∣∣→ 0 almost surely,
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by LDCT, we get
0 ≤ lim
n→∞ I2 ≤ limn→∞ 2
∫ ∣∣∣Fˆn(y)− FY (y)∣∣∣w(y)dy
=
∫
lim
n→∞ 2
∫ ∣∣∣Fˆn(y)− FY (y)∣∣∣w(y)dy
≤ 2
∫
lim
n→∞ supy
∣∣∣Fˆn(y)− FY (y)∣∣∣w(y)dy = 0, (4.9)
almost surely.
In addition, it is straightforward to construct (p˜, θ˜) ∈ Π×Θ such that I1(p˜, θ˜) converges
to 0 as n→∞ from (R1) and (R3). Therefore, from the definition of (pˆ, θˆ), it is obvious that
0 ≤ S(pˆ, θˆ) ≤ S(p˜, θ˜)→ 0. (4.10)
Hence, from (4.9) and (4.10), with probability 1,
I1(pˆ, θˆ) ≤
∫
2
[{
FY (y)− Fˆn(y)
}2
+
{
Fˆn(y)− FSEY
(
y|pˆ, θˆ)}2 ]w(y)dy
= 2 S(pˆ, θˆ) + 2 I2 → 0 as n→∞.
Since w is continuous and non-vanishing as assumed in (R4), it is bounded above zero
on any finite interval. Hence convergence of I1(pˆ, θˆ) implies that the distribution estimator
FSEY (·|pˆ, θˆ) converges to the true function FY (·) on the range of Y . Since both FSEY (·|pˆ, θˆ)
and FY (·) are monotonically increasing, bounded above by 1, and bounded below by 0, this
results in the convergence on the whole real line. The theorem follows from this result and
(R5). ¤
Proof of Theorem 4.3.2. Similar to the proof of Theorem 4.3.1, for any (p,θ), we define
Sn(p,θ) =
∫ {
Fˆn(y)− FSEY (y|p,θ)
}2
wn(y)dy,
and I3(p,θ) =
∫ {
FY (y)− FSEY (y|p,θ)
}2
wn(y)dy,
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and let (pˆ, θˆ) be a global minimum of Sn(p,θ) on the parameter space Π×Θ. Then,
Sn(p,θ) ≤ 2 I3(p,θ) + I4
and I3(p,θ) ≤ 2 Sn(p,θ) + I4, (4.11)
where I4 =
∫ {FY (y)− Fˆn(y)}2wn(y)dy.
From the conditions (4.8), (R4) and boundedness of cumulative functions, by LDCT,
lim
n→∞ I4 =
∫
lim
n→∞
∣∣Fn(y)− FY (y)∣∣2w(y)dy = 0.
Let p˜ = (p˜1, . . . p˜ν+1) and θ˜ = (θ˜1, . . . , θ˜r) where
p˜l = P (X = al) for l = 1, . . . , ν
and θ˜j = P (xj − 0.5h ≤ Xc ≤ xj + 0.5h) for j = 1, . . . , r.
Clearly, with probability 1, FSEY (y|p˜, θ˜) converges to FY (y) almost everywhere from (R3).
Therefore, again by LDCT, we can get the almost sure convergence of I3(p˜, θ˜) to 0, which
implies Sn(p˜, θ˜)→ 0 with probability 1. From the definition of (pˆ, θˆ), Sn(pˆ, θˆ) also converges
to 0 almost surely, hence so does I3(pˆ, θˆ).
To get the convergence of the distribution estimator, it is suffices to show the difference
between I1(pˆ, θˆ) and I3(pˆ, θˆ) converges to 0.
sup
p∈ Π, θ∈Θ
∣∣I1(p,θ)− I3(p,θ)∣∣ ≤ ∫ ∣∣∣FY (y)− FSEY (y|p,θ)∣∣∣2 · ∣∣wn(y)− w(y)∣∣dy
≤ 4
∫ ∣∣wn(y)− w(y)∣∣dy → 0, by LDCT
since |wn(y)−w(y)| is bounded by a integrable function w∗(y)+w(y), and converges to 0 for
all y. Hence, ∣∣∣I1(pˆ, θˆ)− I3(pˆ, θˆ)∣∣∣ ≤ sup
p∈Π, θ∈Θ
∣∣I1(p,θ)− I3(p,θ)∣∣→ 0,
which completes the proof. ¤
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4.6.2 Details on Implementing the Proposed Methods
Since two methods in Section 4.2 are quite similar, we will mainly treat the LS-chf case, which
is more complicate.
Suppose that θ is fixed. Then S(p|θ) has a quadratic form of p. In addition, the parameter
space for p is given by
Π =
{
p ∈ Rν+1 : pl ≥ 0, and
ν+1∑
l=1
pl = 1
}
,
which is a compact set. From these facts, we can confirm the existence and the uniqueness
of the minimum of S(p|θ). The situation is the exactly same when p is fixed; the differences
are coefficients of the optimization problem, and the fact that θ is defined on
Θ =
{
θ ∈ Rr : θj ≥ 0, and
r∑
j=1
θj = 1
}
.
Hence we suggest to use an iterative algorithm to achieve the global minimum of S(·, ·)
as follows:
Step 1. Initialization: Set p(0) and θ(0);
Step 2. Updating:
p(1) = argmin
p∈Π
∫ ∣∣∣ϕˆn(t)− ϕSEY (t|p,θ(0))∣∣∣2w(y)dy
= argmin
p∈Π
pT
∫
a1(t)w(t)aT1 (t)dt p− 2
∫ {
b1(t)w(t)aT1 (t) + b2(t)w(t)a
T
2 (t)
}
dtp
θ(1) = argmin
θ∈Θ
∫ ∣∣∣ϕˆn(t)− ϕSEY (t|p(1),θ)∣∣∣2w(y)dy
= argmin
θ∈Θ
θT
∫
a3(t)w(t)aT3 (t)dtθ − 2
∫ {
b3(t)w(t)aT3 (t) + b4(t)w(t)a
T
4 (t)
}
dtθ
for some functions ais and bis, and constants c1 and c3.
Step 3. Set p(0) = p(1) and θ(0) = θ(1), and repeat Step 2 until converges.
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In particular, when Z is symmetric about zero, i.e. the characteristic function of Z is
real-valued, the coefficient terms in Step 2 (a) can be explicitly given as
[a1(t)]l =
{
ϕZ(t) cos(tal), for 1 ≤ l ≤ ν,
ϕZ(t)
∑r
j=1 θ
(0)
j cos(txj), for l = ν + 1,
[a2(t)]l =
{
ϕZ(t) sin(tal), for 1 ≤ l ≤ ν,
ϕZ(t)
∑r
j=1 θ
(0)
j sin(txj), for l = ν + 1,
b1(t) =
1
n
n∑
k=1
cos(tYk) and b2(t) =
1
n
n∑
k=1
sin(tYk).
Similarly, for all j = 1, . . . , r
[a3(t)]j = ϕZ(t)p
(1)
ν+1 cos(txj), [a4(t)]j = ϕZ(t)p
(1)
ν+1 sin(txj),
b3(t) =
1
n
n∑
k=1
cos(tYk)− ϕZ(t)
ν∑
l=1
p
(1)
l cos(tal),
and b4(t) =
1
n
n∑
k=1
sin(tYk)− ϕZ(t)
ν∑
l=1
p
(1)
l sin(tal).
In the case of LS-cdf, the algorithm is the exactly same, but has much simpler coefficient
vectors; in the above equations,
[a1(t)]l =
{
FZ(t− al), for 1 ≤ l ≤ ν,∑r
j=1 θ
(0)
j FZ(t− xj), for l = ν + 1,
[a2(t)]l = 0 for all l, b1(t) = Fˆn(t), and b2(t) = 0.
In addition, for all j,
[a3(t)]j = p
(1)
ν+1FZ(t− xj), [a4(t)]j = 0,
b3(t) = Fˆn(t)−
ν∑
l=1
p
(1)
l FZ(t− al), and b4(t) = 0.
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Future Work
Parameter Selection
In implementing the proposed estimators in practice, one of the most critical issue is the choice
of the corresponding parameters: Tn and Mn in the direct deconvolution, r (or equivalently
h) and λ in the sieve ML estimation, and r and M in the sieve LS methods.
In parameter selection, one natural approach is to minimize the (integrated) mean squared
error of the estimator. However, this can not be used in real situations because the true value
of fX is not known. Instead, Liu and Taylor (1989) suggested to use an upper bound of
the mean squared error (UMSE). In our direct deconvolution estimation, we already obtain
the upper bounds of the integrated bias and variance of the estimators in Lemmas 2.3.7 and
2.3.8, hence the UMSE-based method can be directly applied without any difficulty. Note
that the actual performance of the UMSE-based method highly depends on the sharpness
of the provided upper bound. An alternative is a more data-driven approach suggested by
Hesse (1999); instead of the unknown true IMSE, an estimated IMSE, which is obtained by
leave-one type cross validation, is used. Both methods are helpful especially in estimating Tn
and Mn in the direct deconvolution, and λ and M for sieve estimation.
The selection of r, the number of bins used in approximating the continuous density in
the sieve methods, can be studied in terms of the relationship between mixture models and
deconvolution problems. Measurement error models are special cases of mixture models; in
particular, after discretizing the density of the continuous component, the distribution of Y
can be easily understood as a mixture of homogeneous density functions with different loca-
tion parameters. From this viewpoint, the choice of r is equivalent to the choice of the number
of known mixture components, hence AIC, BIC or any other statistics for model selection
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can be used. More detailed discussion on model selection criteria and their properties can be
found in McLachlan and Basford (1988).
More Asymptotic Properties
We showed the consistency of the proposed estimators under some suitable conditions. Con-
sistency itself is an important property; however, convergence rates of the estimators can give
more information. In this dissertation, we obtain the convergence rate only for the direct
deconvolution case. Computation of the convergence rate is more challenging in the case of
the sieve estimators due to the absence of the closed form of the estimators. We might need
much stronger conditions on the error distribution to get the exact convergence rate.
Another interesting research area is asymptotic properties of the proposed estimator when
σ, the standard deviation of the error distribution, converges to 0 as the sample size n goes
to infinity. This asymptotic scenario particularly makes sense in the repeated measures case.
Delaigle (2008) gives some results for Fourier deconvolution estimators when the target vari-
able has a continuous density under this assumption. In our case, due to the estimation of
the pointmass, whose asymptotic properties are quite different from density estimation, the
properties might be more complicated even in the case of direct deconvolution estimation.
Other Issues
1. Extension of the proposed method to several cases:
Consideration of multi-dimensional target variables, or observations (or error variables)
with some special correlation structure can widen the application range of the proposed
method. In addition, applications of the proposed methods to the heterogeneous error
distributions are also meaningful.
2. Goodness of fit test in measurement error models:
There are several well-known methods to check whether the assumed distribution ap-
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propriately explains the data set; for example, the Kolmogorov-Smirnov test and the
Anderson-Darling test. They are based on nonparametric methodology, and hence are
robust. However, in measurement error models, it is not clear how to apply these meth-
ods. In addition, when the tests are applied to observations Yis directly, they have low
power, especially when the measurement error explains large proportion of the data. In
the real application of this dissertation, we visually check the validity of the exponen-
tial assumption by using the density envelope plots as in Figure 3.4. Numerical testing
could provide precise statistical inference relative to the graphical method.
3. Insufficient information on the error distributions and boundaries
In practice, the error distribution is rarely known, so it is often estimated. When the
target variable has a continuous density, the performance of a Fourier deconvolution es-
timator is explored by Meister (2004) under a misspecified/unknown error distribution.
When observations are measured repeatedly, like longitudinal data, the error distribu-
tion is estimable but is still not exact. In other cases, the problem is more serious.
Hence, it is important to study how the proposed estimators will perform under incor-
rect assumptions on the error distribution, which provides the level of robustness of the
estimators.
Similarly, we also assume that the support of the target distribution is known. However,
in practice, sometimes we know that the boundaries exist, but not their exact locations.
Meister (2006) explores this issue when the target distribution is purely continuous. If
we can generalize the method to the mixture structure, the application range of the
proposed methods can be extended.
4. Improvement of the direct deconvolution estimator:
One of the worst parts of the DC estimation studied in Chapter 2 is that the resulting
density estimator is not a proper density. Like other Fourier deconvolution estimation
methods, the resulting function has some negative values, and the integration may
not be 1. Glad et al. (2003) suggest some possible solutions to construct a bona fide
density function from the improper initial estimator, and study some properties of
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the reconstructed estimator. It might be possible to improve the direct deconvolution
estimator using these ideas.
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