Hybrid Nonlinear Observers for Inertial Navigation Using Landmark
  Measurements by Wang, Miaomiao & Tayebi, Abdelhamid
Hybrid Nonlinear Observers for Inertial Navigation Using
Landmark Measurements
Miaomiao Wang and Abdelhamid Tayebi
Abstract—This paper considers the problem of attitude, posi-
tion and linear velocity estimation for rigid body systems relying
on landmark measurements. We propose two hybrid nonlinear
observers on the matrix Lie group SE2(3), leading to global
exponential stability. The first observer relies on fixed gains, while
the second one uses variable gains depending on the solution of
a continuous Riccati equation (CRE). These observers are then
extended to handle biased angular velocity measurements. Both
simulation and experimental results are presented to illustrate
the performance of the proposed observers.
Index Terms—Inertial navigation system (INS); Hybrid ob-
servers; Landmark measurements; Pose and linear velocity
estimation
I. INTRODUCTION
The development of reliable attitude, position and linear
velocity estimation algorithms for inertial navigation systems
is instrumental in many applications, such as autonomous un-
derwater and ground vehicles, and unmanned aerial vehicles. It
is well known that the attitude of a rigid body can be estimated
using body-frame observations of some known inertial vectors
obtained, for instance, from an inertial measurement unit
(IMU) equipped with a gyroscope, an accelerometer and a
magnetometer [2]–[4]. The position and linear velocity can
be obtained, for instance, from a Global Positioning System
(GPS) [5]–[7]. As a matter of fact, IMU-based nonlinear atti-
tude observers rely on the fact that the accelerometer provides
a measurement of the gravity vector in the body-fixed frame,
which is true only in the case of negligible linear accelerations.
In applications involving accelerated rigid body systems, a
typical solution consists in using linear velocity measurements
together with IMU measurements with the so-called velocity-
aided attitude observers [8]–[12]. However, these observers
are not easy to implement in GPS-denied environments (e.g.,
indoor applications), where it is challenging to obtain the
linear velocity.
On the other hand, the pose (position and orientation) can
be obtained using estimators relying on inertial-vision systems
consisting of an IMU and a stereo vision system attached
to the rigid body [13]. Most of the existing pose estimators
are typically filters of the Kalman-type. Recently, nonlinear
geometric observers on Lie groups have made their appearance
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in the literature [14], [15]. Nonlinear pose observers designed
on SE(3) using landmark and group velocity measurements
have been considered in [16]–[19]. However, these observers
are shown to guarantee almost global asymptotic stability
(AGAS), i.e., the pose error converges to zero from almost
all initial conditions except from a set of Lebesgue measure
zero. Nonlinear hybrid observers evolving on SE(3) with
global asymptotic and exponential stability guarantees have
been proposed in [20] and [21], respectively.
It is important to point out that the dynamics of the attitude,
position and linear velocity are not (right or left) invariant,
and hence, the extension of the existing invariant observers
designed on SE(3) to the estimation problem considered in
this work is not trivial. Moreover, in practice, it is difficult
to obtain the linear velocity using low-cost sensors, in GPS-
denied environments. Therefore, developing estimation algo-
rithms that provide the attitude, position and linear velocity,
with strong stability guarantees, is of great importance (from
theoretical and practical point of views) for inertial navigation
systems.
In the present work, we formulate the estimation problem
for inertial navigation systems using the matrix Lie group
SE2(3) introduced in [22]. Then, we propose nonlinear ge-
ometric hybrid observers, relying on landmark measurements,
for the estimation of the pose, linear velocity and gyro-bias.
The proposed observers are endowed with exponential stability
guarantees and enjoy and interesting decoupling property that
will be detailed later. To the best of our knowledge, there
are no results in the literature achieving such strong stability
properties for the estimation problem at hand. In fact, most
of the existing results in the literature rely on linearizations
and the use of Kalman filtering approaches, see for instance
[23]–[25]. Recently, some interesting results dealing with the
estimation problem for inertial navigation systems, taking into
account the geometric properties of the system, leading to local
stability results, have been proposed in [22] and [26]. In fact,
an invariant Extended Kalman Filter (iEKF), using a geometric
error, has been proposed in [22], and a Riccati-based geometric
pose, linear velocity and gravity direction observer has been
proposed in [26].
Note that, in our preliminary work [1], we proposed a fixed-
gain hybrid observer for inertial navigation systems in the
gyro-bias-free case. In this paper, we provide a comprehensive
hybrid observer design methodology for inertial navigation
systems, with fixed and variable gains, using bias-free and
biased angular velocity measurements. Moreover, experimen-
tal results are presented to illustrate the performance of the
proposed observers.
The rest of this paper is organized as follows: Section
II introduces some preliminary notions that will be used
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throughout this paper. Section III is devoted to the design of
the hybrid nonlinear observers in the angular velocity bias-
free case. These results are extended to address the problem
of biased angular velocity in Section IV. Simulation and
experimental results are presented in Section V and Section
VI, respectively.
II. PRELIMINARY MATERIAL
A. Notations
The sets of real, non-negative real and natural numbers are
denoted as R, R+ and N, respectively. We denote by Rn the
n-dimensional Euclidean space, and denote by Sn the set of
(n+ 1)-dimensional unit vectors. Given two matrices, A,B ∈
Rm×n, their Euclidean inner product is defined as 〈〈A,B〉〉 =
tr(A>B). The Euclidean norm of a vector x ∈ Rn is defined
as ‖x‖ =
√
x>x, and the Frobenius norm of a matrix X ∈
Rn×m is given by ‖X‖F =
√〈〈X,X〉〉. The n-by-n identity
matrix is denoted by In. For each A ∈ Rn×n, we define E(A)
as the set of all eigenvectors of A, and E(A) ⊆ E(A) as the
eigenbasis set of A. Let λAi be the i-th eigenvalue of A, and
λAm and λ
A
M be the minimum and maximum eigenvalue of A,
respectively.
Let {I} be an inertial frame and {B} be a frame attached
to a rigid body moving in 3-dimensional space. Define R ∈
SO(3) as the rotation of frame {B} with respect to frame {I},
where SO(3) := {R ∈ R3×3|RR> = I3,detR = 1}. Let
p ∈ R3 and v ∈ R3 be the position and linear velocity of the
rigid-body expressed in the inertial frame {I}, respectively.
We consider the following extended Special Euclidean group
of order 3 proposed in [22]: SE2(3) := SO(3)×R3 ×R3 ⊂
R5×5 , which is defined as SE2(3) = {X = T (R, v, p)|R ∈
SO(3), p, v ∈ R3}. The map T : SO(3)×R3×R3 → SE2(3)
is defined by [22]
T (R, v, p) =
 R v p01×3 1 0
01×3 0 1
 .
For every X = T (R, v, p), one has the inverse of X as
X−1 = T (R>,−R>v,−R>p). Denote TXSE2(3) ∈ R5×5
as the tangent space of SE2(3) at point X . The Lie algebra
of SE2(3), denoted by se2(3), is given by
se2(3) :=
{
U =
[
Ω α v
02×3 02×3 02×3
]
∈ R5×5
∣∣∣∣
Ω ∈ so(3), v, α ∈ R3} ,
where so(3) = {Ω ∈ R3×3|Ω = −Ω>} denoting the Lie
algebra of SO(3). Let × be the vector cross-product on R3
and define the map (·)× : R3 → so(3) such that x × y =
x×y,∀x, y ∈ R3. Define the inverse isomorphism of (·)× as
vec : so(3) → R3 such that vec(ω×) = ω, (vec(Ω))× =
Ω,∀ω ∈ R3,Ω ∈ so(3). For any R ∈ SO(3), we define
|R|I ∈ [0, 1] as the normalized Euclidean distance on SO(3)
with respect to the identity I3, such that |R|2I = 18‖I3−R‖2F =
1
4 tr(I3 − R). Let the map Ra : R × S2 represents the well-
known angle-axis parametrization of the attitude, which is
given by Ra(θ, u) := I3 + sin θu×(1 − cos θ)(u×)2 with θ
being the rotation angle and u the rotational axis. For any
matrix A1 ∈ R3×3, define Pa(A1) as the anti-symmetric
projection of A1, such that Pa(A1) = (A1 − A>1 )/2. For
a matrix A1 ∈ R3×3, we define ψ(A1) = vec(Pa(A1)).
Then, one has the identity 〈〈A1, u×〉〉 = 2u>ψ(A1). Let
P : R5×5 → se2(3) denote the projection of A on the Lie
algebra se2(3), such that, for all U ∈ se2(3), A ∈ R5×5
one has 〈〈A,U〉〉 = 〈〈U,P(A)〉〉 = 〈〈P(A), U〉〉. For all
A1 ∈ R3×3, a2, · · · , a5 ∈ R3 and a6, · · · , a9 ∈ R, one has
P
A1 a2 a3a>4 a6 a7
a>5 a8 a9
 =
Pa(A1) a2 a301×3 0 0
01×3 0 0
 . (1)
Given a rigid body with configuration X ∈ SE2(3), for
all X ∈ SE2(3), U ∈ se2(3), the adjoint map Ad :
SE2(3) × se2(3) → se2(3) is given by AdXU := XUX−1.
For all X1, X2 ∈ SE2(3), U ∈ se2(3), one can verify that
AdX1AdX2U = AdX1X2U .
B. Hybrid Systems Framework
Define a hybrid time domain as a subset E ⊂ R+ × N in
the form
E =
J−1⋃
j=0
([tj , tj+1]× {j}),
for some finite sequence 0 = t0 ≤ t1 ≤ · · · ≤ tJ , with
the “last” interval possibly in the form ([tJ−1, tJ) × J) or
([tJ−1,+∞) × J). On each hybrid time domain there is a
natural ordering of points : (t, j)  (t′, j′) if t ≤ t′ and j ≤ j′.
Given a manifoldM, we consider the following hybrid system
[27]:
H :
{
x˙ ∈ F (x), x ∈ F
x+ ∈ G(x), x ∈ J (2)
where the flow map F :M→ TM describes the continuous
flow of x on the flow set F ⊂ M; the jump map G : M→
TM describes the discrete flow of x on the jump set J ⊂M.
A hybrid arc is a function x : dom x → M, where dom x
is a hybrid time domain and, for each fixed j, t 7→ x(t, j) is
a locally absolutely continuous function on the interval Ij =
{t : (t, j) ∈ dom x}. Note that x+ denotes the value x after
a jump, namely, x+ := x(t+) = limh→0+ x(t+ h). For more
details on dynamic hybrid systems, we refer the reader to [27],
[28] and references therein.
C. Kinematics and Measurements
Consider the following kinematics of a rigid body navigat-
ing in 3D space:
R˙ = Rω×, (3)
p˙ = v, (4)
v˙ = ~g +Ra, (5)
where ~g ∈ R3 denotes the gravity direction and g = ‖~g‖
denotes the gravity constant, ω ∈ R3 denotes the angular
velocity expressed in body-frame, and a ∈ R3 is the body-
frame “apparent acceleration” capturing all non-gravitational
force applied to the rigid body expressed in body frame.
We assume that ω and a are available for measurement.
In this paper, we consider the configuration of the rigid
body represented by an element of the matrix Lie group
X = T (R, v, p) ∈ SE2(3). Let us introduce the nonlinear
map f : SE2(3) × R3 × R3 → TXSE2(3), such that the
kinematics (3)-(5) can be rewritten in the following compact
form
X˙ = f(X,ω, a) :=
Rω× ~g +Ra v01×3 0 0
01×3 0 0
 . (6)
Consider a family of n landmarks available for measure-
ments, and let pi ∈ R3 be the position of the i-th landmark
expressed in the inertial frame {I}. The landmark measure-
ments expressed in the body frame {B} are denoted as
yi := R
>(pi − p), i = 1, 2, · · · , n. (7)
Practically, vision systems do not provide the 3D landmark
positions directly. However, one can, for instance, construct
the landmark positions using stereo bearing measurements
obtained from a stereo vision system, for example [29, Eq.
(26)]. Let ri := [p>i 0 1]
> ∈ R5 for all i = 1, · · · , n be
the new inertial reference vectors with respect to the inertial
frame {I}, and bi := [y>i 0 1]> ∈ R5 be their measurements
expressed in the body frame {B}. From (7), one has
bi = h(X, ri) := X
−1ri, i = 1, 2, · · · , n. (8)
Note that, the Lie group action h : SE2(3) × R5 → R5 is a
right group action in the sense that for all X1, X2 ∈ SE2(3)
and r ∈ R5, one has h(X2, h(X1, r)) = h(X1X2, r). For
later use, we define r := [r1 r2 · · · rn] ∈ R5×n and b :=
[b1 b2 · · · bn] ∈ R5×n.
Assumption 1. Assume that there exist at least three non-
collinear landmarks among the n ≥ 3 measurable landmarks.
It should be noted that Assumption 1 is common in pose
estimation on SE(3) using landmark measurements [16]–[21].
Define the matrix M :=
∑n
i=1 ki(pi−pc)(pi−pc)> with ki >
0, i ∈ {1, 2, · · · , n}, kc :=
∑n
i=1 ki and pc :=
1
kc
∑n
i=1 kipi.
The matrix M can be rewritten as M = A1 − kcpcp>c with
A1 :=
∑n
i=1 kipip
>
i . Given three non-collinear landmarks, it
is always possible to guarantee that the matrix M is posi-
tive semidefinite and has no more that one zero eigenvalues
through an appropriate choice of the gains ki. Some useful
properties are given in the following lemma.
Lemma 1. [21] Let M = M> be a positive semi-definite
matrix under Assumption 1. Consider the map ∆M : S2×S2 →
R defined as:
∆M (u, v) := u
>(tr(Mv)I3 −Mv)u, (9)
where Mv := M(I3 − 2vv>) and v ∈ E(M). Define the
constant scalar
∆∗M := min
v∈E(M)
max
u∈U
∆M (u, v). (10)
Then, the following results hold:
1) Let U be a superset of E(M) (i.e., U ⊇ E(M)), then the
following inequality holds:
∆∗M ≥

2
3λ
M
1 if λ
M
1 = λ
M
2 = λ
M
3 > 0
min{2λM1 , λM3 } if λM1 = λM2 6= λM3 > 0
tr(M)− λMmax if λMi 6= λMj ≥ 0, i 6= j
.
2) Let M be a matrix such that tr(M) − 2λMmax > 0, and
let U be a set that contains any three orthogonal unit
vectors in R3, then the following inequality holds:
∆∗M ≥ 23 (tr(M)− 2λMmax).
III. HYBRID OBSERVERS DESIGN USING BIAS-FREE
ANGULAR VELOCITY
A. Continuous observer and undesired equilibra
Let Xˆ := T (Rˆ, vˆ, pˆ) ∈ SE2(3) be the estimate of the state
X , where Rˆ denotes the estimate of the attitude R, vˆ denotes
the estimate of the linear velocity v and pˆ denotes the estimate
of the position p. Define the right-invariant estimation error as
X˜ := XXˆ−1 = T (R˜, v˜, p˜) with R˜ := RRˆ>, v˜ := v− R˜vˆ and
p˜ := p− R˜pˆ.
Consider the following time-invariant continuous observer
˙ˆ
X = f(Xˆ, ω, a)−∆Xˆ, (11)
∆ := −AdXc
(
P(X−1c (r − Xˆb)Knr>X−>c K)
)
(12)
where Xˆ(0) ∈ SE2(3) and Xc := T (I3, 0, pc) ∈ SE2(3) with
pc defined before. The gain parameters are given by
Kn = diag(k1, · · · , kn),K =
kRI3 03×1 03×101×3 0 0
01×3 kv kp
 , (13)
with kR, kp, kv, ki > 0, i = 1, 2, · · · , n.
Remark 1. Note that the proposed continuous observer is
designed on the matrix Lie group SE2(3) directly, which
is different from most of the existing Kalman-type filters.
The observer has two parts: the term f(Xˆ, ω, a) relying on
the measurements of ω and a, and an innovation term ∆
designed in terms of the estimated state Xˆ and landmarks
measurements.
Remark 2. A homogeneous transformation matrix Xc ∈
SE2(3) is introduced in the innovation term ∆, which intends
to transform the inertial vectors to a specific frame. Consid-
ering the transformation r¯i = X−1c ri, i ∈ {1, 2, · · · , n}, the
innovation term ∆ defined in (12 ) can be simplified as ∆ =
−AdXc(P((r¯ − X−1c Xˆb)Knr¯>K)) with r¯ = [r¯1, · · · , r¯n].
Choosing Xc = T (I3, 0, pc), leads to a nice decoupling
property in the closed loop dynamics, which will be discussed
later. Similar techniques can be founded in [20], [21].
Let y˜i := pi − pˆ − Rˆyi for all i = 1, 2, · · · , n. From the
definitions of r, b and Kn, one obtains
X−1c (r − Xˆb)Knr>X−>c = X−1c
n∑
i=1
ki(ri − Xˆbi)r>i X−>c
=∑ni=1 kiy˜i(pi − pc)> 03×1 ∑ni=1 kiy˜i01×3 0 0
01×3 0 0
 ,
where we made use of the fact (r−Xˆb)Knr> =
∑n
i=1 ki(ri−
Xˆbi)r
>
i . Then, from the definitions of K, the Adjoint map Ad
and the projection map P, the expression of ∆ defined in (12)
becomes
∆ = −
kRPa(∆R) kv∆p kp∆p − kRPa(∆R)pc01×3 0 0
01×3 0 0
 (14)
where ∆R :=
∑n
i=1 kiy˜i(pi−pc)> = (I3−R˜)>M and ∆p :=∑n
i=1 kiy˜i = kcR˜
>(p˜−(I3−R˜)pc). For the sake of simplicity,
let us define the new position estimation error p˜e := p˜− (I −
R˜)pc. In view of (6), (11) and (14), one has the following
closed-loop system:
˙˜R = −R˜(kRPa(MR˜))
˙˜pe = −kpkcp˜e + v˜
˙˜v = −kvkcp˜e + (I3 − R˜)~g
(15)
where we made use of the facts that Pa(∆R) = Pa((I3 −
R˜>)M) = Pa(MR˜) and ˙˜pe = ˙˜p− kRR˜Pa(∆R)pc. It is clear
that T (R˜, v˜, p˜) = I5 if and only if T (R˜, v˜, p˜e) = I5. Note
that the geometric errors v˜ and p˜e considered in this paper
are different from the linear errors (i.e., v − vˆ and p − pˆ)
considered in the classical EKF-based navigation filters. The
modified geometric errors we considered, lead to an interesting
decoupling property for the closed-loop system, where the
dynamics of R˜ are not dependent on p˜e and v˜ as shown in the
first equation of (15).
Proposition 1. Consider the closed-loop dynamics (15). Let
Ψ be the set of undesired equilibrium points (i.e., all the
equilibrium points except I5) of the closed-loop dynamics,
which is given by
Ψ :=
{
T (R˜, v˜, p˜e) ∈ SE2(3)|R˜ = Ra(pi, u), u ∈ E(M),
p˜e =
g
kckv
(I − R˜)e3, v˜ = kckpp˜e
}
. (16)
Proof. The proof of Proposition 1 is straightforward. For the
first identity ˙˜R = −R˜(kRPa(MR˜)) = 0, one has R˜ ∈ ΨM :=
{I3}∪{R˜ ∈ SO(3) : R˜ = Ra(pi, u), u ∈ E(M)} [30, Lemma
2] , while the set ΨM/{I3} is the set of undesired equilibrium
points of the rotational error dynamics. Substituting R˜ ∈ ΨM
into the identities ˙˜v = 0 and ˙˜pe = 0, one can easily verify
(16) from (15) .
Remark 3. From the dynamics of R˜ in (15), it is easy to
verify that the set {I3} is AGAS. It is important to mention
that, due to the topology of the Lie group SO(3) as pointed out
in [31], it is impossible to achieve robust and global stability
results with smooth (or even discontinuous) state observers
[30], [32]. Hence, the best result one can achieve with the
continuous observer (11)-(12) is AGAS. This motivates the
design of hybrid observers leading to robust and global
stability results as shown in the next section.
B. Fixed-gain hybrid observer design
Define the following real-valued cost function Φ : SE2(3)×
R5×n × R5×n → R+
Φ(Xˆ, r, b) :=
1
2
n∑
i=1
ki‖(ri − rc)− Xˆ(bi − bc)‖2 (17)
where rc :=
∑n
i=1
ki
kc
ri = [p
>
c 0 1]
> and bc :=
∑n
i=1
ki
kc
bi =
[y>c 0 1]
> with yc :=
∑n
i=1
ki
kc
yi = R
>(pc − p). From the
definitions of pc, kc and M , one can rewrite Φ(Xˆ, r, b) as
Φ(Xˆ, r, b) = 12
∑n
i=1 ki‖(pi − pc)− Rˆ(yi − yc)‖2 = tr((I3 −
R˜)M). Given a non-empty and finite transformation set Q ⊂
SE2(3), let us define a real-valued function µQ : SE2(3) ×
R5×n × R5×n → R as
µQ(Xˆ, r, b) := Φ(Xˆ, r, b)− min
Xq∈Q
Φ(X−1q Xˆ, r, b). (18)
The flow set Fo and jump set Jo are defined as follows:
Fo := {Xˆ ∈ SE2(3) | µQ(Xˆ, r, b) ≤ δ}, (19)
Jo := {Xˆ ∈ SE2(3) | µQ(Xˆ, r, b) ≥ δ}, (20)
with some δ > 0, and the set Q ⊂ SE2(3) given by
Q :={X = T (R, v, p)|R = Ra(θ, u), θ ∈ (0, pi]
u ∈ U, p = (I3 −R)pc, v = 0}. (21)
where the set of unit vectors U ⊂ S2 will be designed latter.
The sets Fo and Jo are closed, and Fo ∪ Jo = SE2(3). We
propose the following hybrid observer:
Ho1 :
{
˙ˆ
X = f(Xˆ, ω, a)−∆Xˆ Xˆ ∈ Fo
Xˆ+ = X−1q Xˆ, Xq ∈ γ(Xˆ) Xˆ ∈ Jo
(22)
∆ := −AdXc(P(X−1c (r − Xˆb)Knr>X−>c K)), (23)
where Xˆ(0) ∈ SE2(3) and the map γ : SE2(3)⇒ SE2(3) is
defined by
γ(Xˆ) :=
{
Xq ∈ Q|Xq = arg min
Xq∈Q
Φ(X−1q Xˆ, r, b)
}
. (24)
We define the extended space and state as Sc1 := SE2(3)×
SO(3)×R3×R3×R+ and xc1 := (Xˆ, R˜, p˜e, v˜, t), respectively.
In view of (15), and (21)-(24), one obtains the following hybrid
closed-loop system:
Hc1 :
{
x˙c1 = F1(x
c
1) x
c
1 ∈ Fc1
xc1
+ = G1(x
c
1) x
c
1 ∈ J c1
(25)
with Fc1 := {xc1 ∈ Sc1 : Xˆ ∈ Fo}, J c1 := {xc1 ∈ Sc1 : Xˆ ∈
Jo}, and
F1(x
c
1) =

f(Xˆ, ω, a)−∆Xˆ
−R˜(kRPa(MR˜))
−kckpp˜e + v˜
−kckvp˜e + (I − R˜)~g
1
 , G1(xc1) =

X−1q Xˆ
R˜Rq
p˜e
v˜
t
 .
where we made use of the facts: R˜+ = R(R>q Rˆ) = R˜Rq ,
p˜+ = p−R˜RqR>q (pˆ−(I3−Rq)pc) = p˜+R˜(I3−Rq)pc, p˜+e =
p˜+− (I3− R˜Rq)pc = p˜− (I3− R˜)pc = p˜e and v˜+ = v˜. Note
that the sets Fc1 ,J c1 are closed, and Fc1 ∪ J c1 = Sc1 . Note
also that the closed-loop system (25) satisfies the hybrid basic
conditions of [27] and is autonomous by taking ω and a as
functions of t.
The main idea behind our hybrid observer is the introduction
of a resetting mechanism to avoid the undesired equilibrium
points of the closed-loop system (25) in the flow set Fc1 , i.e.,
all the undesired equilibrium points of the closed-loop system
belong to the jump set J c1 . The innovation term ∆ and the
transformation set Q are designed to guarantee a decrease of
a Lyapunov function in both flow set Fc1 and jump set J c1 .
Proposition 2. Consider the hybrid dynamics Hc1 defined in
(25). Choose U as per Lemma 1 for the transformation set Q
in (21). Then, there exists a constant ∆∗M > 0 as per Lemma
1 such that for all δ < (1−cos θ)∆∗M , one has SE2(3)×Ψ×
R+ ⊆ J c1 .
See Appendix A for the proof. Proposition 2 provides
a choice for the hysteresis gap δ, ensuring that the set of
undesired equilibrium points of the flow dynamics of (25) is
a subset of the jump set J c1 .
Let us define the set A1 := {(Xˆ, R˜, p˜e, v˜, t) ∈ Sc1 : R˜ =
I3, p˜e = 0, v˜ = 0}. Now, one can state one of our main results.
Theorem 1. Consider the hybrid closed-loop system (25).
Suppose that Assumption 1 holds. Let ki > 0, i = 1, 2, · · · , n,
and choose the set U as per Lemma 1 and δ < (1−cos θ)∆∗M
with ∆∗M defined in (10). Then, the number of discrete jumps
is finite and the set A1 is uniformly globally exponentially
stable.
Proof. See Appendix B
Remark 4. In view of (14), (21), (22) and (24), the proposed
hybrid observer can be explicitly expressed, in terms of the
available measurements, as follows:
˙ˆ
R = Rˆω× + kRPa(∆R)Rˆ
˙ˆp = vˆ + kRPa(∆R)(pˆ− pc) + kp∆p
˙ˆv = ~g + Rˆa+ kRPa(∆R)vˆ + kv∆p
 Xˆ ∈ Fo
Rˆ+ = R>q Rˆ
pˆ+ = R>q (pˆ− (I3 −Rq)pc)
vˆ+ = R>q vˆ
 Xˆ ∈ Jo
where Rq = minRq∈Ra(θ,U)
∑n
i=1 ki‖(pi − pc) − R>q Rˆ(yi −
yc)‖2, ∆R and ∆p are defined in (14).
C. Variable-gain hybrid observer design
In this subsection we provide a different version of the
hybrid observerHo1 using variable gains relying on the solution
of a continuous Riccati equation. Let us define the following
gain map PK : R5×5 → se2(3) inspired by [19], such that for
all A1 ∈ R3×3, a2, · · · , a5 ∈ R3 and a6, · · · , a9 ∈ R, one has
PK
A1 a2 a3a>4 a6 a7
a>5 a8 a9
 =
kRPa(A1) Kva2 Kpa301×3 0 0
01×3 0 0
 .
(26)
where K := (kR,Kp,Kv) with kR > 0 and Kp,Kv ∈ R3×3
to be designed. The, we propose the following hybrid observer.
Ho2 :
{
˙ˆ
X = f(Xˆ, ω, a)−∆Xˆ Xˆ ∈ Fo
Xˆ+ = X−1q Xˆ, Xq ∈ γ(Xˆ) Xˆ ∈ Jo
(27)
∆ := −AdXc(PK(X−1c (r − Xˆb)Knr>X−>c )), (28)
where Xˆ(0) ∈ SE2(3). The map γ is defined in (24) and
the flow and jump sets Fo,Jo are defined in (19) and (20),
respectively. The gain map PK is given by (26). Note that
the main difference between the hybrid observers Ho1 and Ho2
is the innovation term ∆. Instead of using constant scalar
gains kv, kp as in the observer Ho1, the new observer Ho2
uses variable matrix gains Kv,Kp to be designed later in this
subsection.
In view of (6), and (26)-(28), one has the following closed-
loop system in the flows:
˙˜R = −R˜(kRPa(MR˜))
˙˜pe = −kcR˜KpR˜>p˜e + v˜
˙˜v = −kcR˜KvR˜>p˜e + (I3 − R˜)~g
(29)
Define the new variable x := [(R>p˜e)>, (R>v˜)>] ∈ R6. Note
that ‖x‖2 = ‖p˜e‖2 + ‖v˜‖2, which implies that p˜e = v˜ = 0
if x = 0. Let L := kc[Rˆ>K>p Rˆ Rˆ
>K>v Rˆ]
> ∈ R6×3 and
ν = [01×3 ~g>(R − Rˆ)]> ∈ R6. From (29) one obtains the
dynamics of x as
x˙ = A(t)x− LCx + ν (30)
with
A(t) :=
[−ω(t)× I3
03×3 −ω(t)×
]
, C :=
[
I3 03×3
]
. (31)
The variable-gain matrix L can be updated as L = PC>Q,
with P being the solution of the following CRE:
P˙ = AP + PA> − PC>QCP + V (32)
with P (0) ∈ R6×6 being a symmetric positive definite matrix,
and Q(t) ∈ R6×6, V (t) ∈ R6×6 are strictly positive definite
matrices.
Remark 5. Let L1, L2 ∈ R3×3 such that L = [L>1 , L>2 ]>.
Then, the gain matrices Kp and Kv can be computed as
Kp =
1
kc
RˆL1Rˆ
>, Kv =
1
kc
RˆL2Rˆ
> (33)
with L = PC>Q.
Lemma 2. Consider the pair (A(t), C) defined in (31). There
exist constants δ, µ > 0 such that for all t ≥ 0
W (t, t+ τ) :=
1
δ
∫ t+δ
t
Φ(τ, t)>C>CΦ(τ, t)dτ ≥ µI6 (34)
where Φ(t, τ) is the transition matrix associated with A(t).
See Appendix C for the proof. Lemma 2 guarantees that
the pair (A(t), C) is uniformly observable. Given V (t) and
Q(t) strictly positive definite, from [33], [34] and the recent
work in [29], it is easy to verify that P (t) is well-defined
on R+ and there exist two constants pm, pM > 0 such that
pmI6 ≤ P (t) ≤ pMI6 .
Define the extended space Sc2 := SE2(3)×SO(3)×R6×R+
and the extended state xc2 := (Xˆ, R˜, x, t). Let us define the
set A2 := {(Xˆ, R˜, x, t) ∈ Sc2 : R˜ = I3, x = 0, }. Let
|xc2|A2 ≥ 0 denote the distance to the set A2 such that
|xc2|2A2 := infy=(X¯,I3,0,t¯)∈A2(‖X¯− Xˆ‖2F + |R˜|2I +‖x‖2 +‖t¯−
t‖2) = |R˜|2I + ‖x‖2. Now, one can state the following result:
Theorem 2. Consider the inertial navigation system (6)-(7)
with the hybrid observer (27)-(28). Suppose that Assumption
1 holds. Let ki > 0, i = 1, 2, · · · , n, choose the set U as per
Lemma 1, and choose δ < (1 − cos θ)∆∗M with ∆∗M defined
in (10). Let kR > 0, Q and V being strictly positive definite.
Then, the number of discrete jumps is finite and the set A2 is
uniformly globally exponentially stable.
Proof. See Appendix D.
IV. HYBRID OBSERVERS DESIGN USING BIASED
ANGULAR VELOCITY
A. Fixed-gain hybrid observer design
In the previous section, nonlinear hybrid observers have
been design using non-biased angular velocity measurements.
In this section, we consider the case where the angular velocity
measurements contain an unknown constant or slowly varying
bias. Let bω be the constant unknown angular velocity bias,
such that ωy = ω + bω . Define bˆω as the estimate of bω and
b˜ω := bˆω − bω as the estimation error.
We propose the following hybrid nonlinear observer for
inertial navigation with biased angular velocity
Ho3 :

˙ˆ
X = f(Xˆ, ωy − bˆω, a)−∆Xˆ
˙ˆ
bω = −kωRˆ>ψ(∆R)
}
(Xˆ, bˆω) ∈ Fo × R3
Xˆ+ = X−1q Xˆ, Xq ∈ γ(Xˆ)
bˆ+ω = bˆω
}
(Xˆ, bˆω) ∈ Jo × R3
(35)
∆ := −AdXc(P(X−1c (r − Xˆb)Knr>X−>c K)), (36)
where Xˆ(0) ∈ SE2(3), bˆω(0) ∈ R3, kω > 0, Kn and K are
given by (13) and ∆R is given in (14). The map γ is defined
in (24) and the flow and jump sets Fo,Jo are defined in (19)
and (20), respectively.
Consider the extended space and state as Sc3 := Sc1 ×
R3 × R3 and xc3 := (xc1, bˆω, b˜ω). Let us define the set
A3 := {(xc1, bˆω, b˜ω) ∈ Sc3 : xc1 ∈ A1, b˜ω = 0}. Let |xc3|A3 ≥ 0
denote the distance to the set A3 such that |xc3|2A3 :=
infy=(X¯,I3,0,0,t¯,b¯ω,0)∈A3(‖X¯ − Xˆ‖2F + |R˜|2I + ‖p˜e‖2 + ‖v˜‖2 +
‖t¯−t‖2 +‖b¯ω− bˆω‖2 +‖b˜ω‖2) = |R˜|2I+‖p˜e‖2 +‖v˜‖2 +‖b˜ω‖2.
Before stating our next result, the following assumption is
made.
Assumption 2. The state X and angular velocity ω are
uniformly bounded.
Theorem 3. Consider the inertial navigation system (6)-(7)
with the hybrid observer (35)-(36). Suppose that Assumption
1 and Assumption 2 hold. Let ki > 0, i = 1, 2, · · · , n, and
choose the set U as per Lemma 1 and δ < (1 − cos θ)∆∗M
with ∆∗M defined in (10). Let kR, kp, kv, kω > 0. Then, for any
initial condition xc3(0, 0) ∈ Sc3 the number of discrete jumps is
finite, and the solution of xc3(t, j) is complete and there exist
κ, λF > 0 (depending on the initial conditions) such that
|xc3(t, j)|2A3 ≤ κ exp (−λF (t+ j)) |xc3(0, 0)|2A3 , (37)
for all (t, j) ∈ dom xc3.
Proof. See Appendix E.
Remark 6. Note that the parameters λF and κ depend on the
initial conditions, which is different from Theorem 1. This non-
uniform type of exponential stability is a consequence of the
angular velocity bias (see, for instance, the hybrid observers
on SO(3) in [35] and the hybrid observers on SE(3) in [21]).
Remark 7. The proposed hybrid observer can be explicitly
expressed, in terms of the available measurements, as follows:
˙ˆ
R = Rˆ(ωy − bˆω)× + kRPa(∆R)Rˆ
˙ˆ
bω = −kωRˆ>ψ(∆R)
˙ˆp = vˆ + kRPa(∆R)(pˆ− pc) + kp∆p
˙ˆv = ~g + Rˆa+ kRPa(∆R)vˆ + kv∆p︸ ︷︷ ︸
(Xˆ,bˆω)∈Jo×R3
Rˆ+ = R>q Rˆ
bˆ+ω = bˆω
pˆ+ = R>q (pˆ− (I3 −Rq)pc)
vˆ+ = R>q vˆ︸ ︷︷ ︸
(Xˆ,bˆω)∈Jo×R3
where Rq = minRq∈Ra(θ,U)
∑n
i=1 ki‖(pi − pc) − R>q Rˆ(yi −
yc)‖2, ∆R and ∆p are defined in (14).
B. Variable-gain hybrid observer design
In this subsection, we propose the following Riccati-based
hybrid nonlinear observer for inertial navigation with biased
angular velocity
Ho4 :

˙ˆ
X = f(Xˆ, ωy − bˆω, a)−∆Xˆ
˙ˆ
bω = −kωRˆ>ψ(∆R)
}
(Xˆ, bˆω) ∈ Fo × R3
Xˆ+ = X−1q Xˆ, Xq ∈ γ(Xˆ)
bˆ+ω = bˆω
}
(Xˆ, bˆω) ∈ Jo × R3
(38)
∆ := −AdXc(PK(X−1c (r − Xˆb)Knr>X−>c )), (39)
where Xˆ(0) ∈ SE2(3), bˆω(0) ∈ R3, kω > 0, Kn is given by
(13) and ∆R is given in (14). The gain map PK is given by
(26). The map γ is defined in (24) and the flow and jump sets
Fo,Jo are defined in (19) and (20), respectively.
In view of (6), and (38)-(39), one has the following closed-
loop system in the flows:
˙˜R = R˜(b˜×ω − kRPa(MR˜))
˙˜
bω = −Rˆ>ψ(MR˜)
˙˜pe = −kcR˜KpR˜>p˜e + v˜
˙˜v = −kcR˜KvR˜>p˜e + (I3 − R˜)~g
(40)
In view of (40), from the definition of the variables x, ν and
the matrix L, one has the dynamics of x as
x˙ = Ay(t)x− LCx + ν (41)
with C defined in (31) and
Ay(t) :=
[−(ωy(t)− bˆω(t))× I3
03×3 −(ωy(t)− bˆω(t))×
]
. (42)
The gain matrix L can be updated by L = PC>Q, with P
being the solution of the following CRE
P˙ = AyP + PA
>
y − PC>QCP + V (43)
where P (0) ∈ R6×6 is a symmetric positive definite matrix,
and Q(t) ∈ R, V (t) ∈ R6×6 are strictly positive definite
matrices. Note that matrices Kp and Kv can be easily obtained
from (33) with L = PC>Q.
Lemma 3. Consider the pair (Ay(t), C) with Ay(t) defined
in (42) and C defined in (31). There exist constants δ, µ > 0
such that for all t ≥ 0
W (t, t+ τ) :=
1
δ
∫ t+δ
t
Φ(τ, t)>C>CΦ(τ, t)dτ ≥ µI6 (44)
with Φ(t, τ) being the transition matrix associated with Ay(t).
The proof of Lemma 3 can be conducted using similar
steps as in the proof of Lemma 2, by introducing a rotation
matrix R¯(t) such that ˙¯R(t) = R¯(t)(ωy(t) − bˆω(t)) with
R¯(0) ∈ SO(3). Therefore, given V (t) and Q(t) being strictly
positive definite, one can also show that the solution of P (t) is
well-defined on R+ and there exist two constants pm, pM > 0
such that pmI6 ≤ P (t) ≤ pMI6.
Define the extended space and state as Sc4 := Sc2 ×
R3 × R3 and xc4 := (xc2, bˆω, b˜ω). Let us define the set
A4 := {(xc1, bˆω, b˜ω) ∈ Sc3 : xc2 ∈ A2, b˜ω = 0}. Let
|xc4|A4 ≥ 0 denote the distance to the set A4 such that
|xc4|2A4 := infy=(X¯,I3,0,t¯,b¯ω,0)∈A4(‖X¯ − Xˆ‖2F + |R˜|2I + ‖x‖2 +
‖t¯− t‖2 + ‖b¯ω− bˆω‖2 + ‖b˜ω‖2) = |R˜|2I + ‖x‖2 + ‖b˜ω‖2. Now,
one can state the following result:
Theorem 4. Consider the hybrid observer (38)-(39) for the
system (6)-(7). Suppose that Assumption 1 and Assumption 2
hold. Let ki > 0, i = 1, 2, · · · , n, and choose the set U as per
Lemma 1 and δ < (1 − cos θ)∆∗M with ∆∗M defined in (10).
Let kR > 0, kω > 0, Q and V being strictly positive definite.
Then, for any initial condition xc4(0, 0) ∈ Sc4 the number of
discrete jumps is finite, and the solution of xc4(t, j) is complete
and there exist κ, λF > 0 (depending on the initial conditions)
such that
|xc4(t, j)|2A4 ≤ κ exp (−λF (t+ j)) |xc4(0, 0)|2A4 , (45)
for all (t, j) ∈ dom xc4.
Proof. See Appendix F.
V. SIMULATION RESULTS
In this section, simulation results are presented to illustrate
the performance of the proposed hybrid observers. We make
use of the HyEQ Toolbox in Matlab [36]. We refer to the con-
tinuous inertial navigation observer (i.e., observer Ho3 without
jumps) as ‘CINO’, the fixed-gain hybrid inertial navigation
observer Ho3 as ‘HINO’, and the CRE-based variable-gain
hybrid inertial navigation observer Ho4 as ‘HINO-CRE’.
We consider an autonomous vehicle moving on a 10-meter
diameter circle (yellow dashed line) at 10-meter height, with
the trajectory: p(t) = 10[cos(0.8t), sin(0.8t), 1]. Consider
the initial rotation as R(0) = I3 and the angular velocity
as ω(t) = [sin(0.3pi), 0, 0.1]>. Moreover, 6 landmarks are
randomly selected such that Assumption 1 holds. We consider
the same initial conditions for each observer as: Rˆ(0) =
Ra(0.99pi, u), u ∈ E(M), vˆ(0), pˆ(0) = bˆω = 03×1. We
consider the gain parameters ki = 1/6, i = 1, 2, · · · , 6, kR =
1, kv, kp = 3, kw = 1, P (0) = 0.5I6 and V (t) = I6, Q(t) =
10I3, k(t) = 1,∀t ≥ 0. For the hybrid design, we choose
U = E(M), θ = 0.8pi, and δ = 0.3(1 − cos θ)∆∗M with ∆∗M
designed as per Lemma 1.
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Fig. 1: Simulation results with biased angular velocity bω =
[−0.1 0.02 0.02]> and additive white Gaussian noise of 0.4
variance in the measurements of ω and a, and 0.1 variance in
the landmark position measurements. The true and estimated
trajectories are shown in the first plot. The estimation errors of
rotation, position, velocity and angular velocity bias are shown
in second graph.
Simulation results are shown in Fig. 1. As one can see, the
proposed hybrid observers exhibit fast convergence when the
initial conditions are large. Simulation results also illustrate
the good performances of the proposed hybrid observers in the
presence of angular velocity bias and measurements noise.
VI. EXPERIMENTAL RESULTS
To further validate the performance of our proposed hybrid
observers, we applied our algorithms to real data from the
EuRoc dataset [37], where the trajectories are generated by a
real flight of a quadrotor. This dataset includes stereo images,
IMU measurements and ground truth. The sampling rate of
the IMU measurements from ADIS16448 is 200Hz and the
sampling rate of the stereo images from MT9V034 is 20Hz.
The ground truth of the states are obtained by a nonlinear
least-squares batch solution using the Vicon pose and IMU
measurements. More details about the EuRoC dataset can be
found in [37].
A. Experimental setting
Matched points left
Matched points right
Fig. 2: Example of features detection and tracking in the left
and right images from a stereo camera using the Computer
Vision System Toolbox with MATLAB R2018b. Pictures come
from the EuRoc dataset [37].
The images are undistorted with the camera parameters
calibrated using Stereo Camera Calibrator App. The features
are tracked via the Kanade-Lucas-Tomasi (KLT) tracker using
minimum eigenvalue feature detection [38], which are shown
in Fig. 2. Since no physical landmarks are available in the
EuRoc dataset, a set of ‘virtual’ landmarks are generated from
the stereo images and the ground truth pose at the beginning.
More precisely, the coordinate of the i-th landmark expressed
in the inertial frame is calculated as pi = RGyi + pG, where
RG, pG are the ground truth rotation and position of the
vehicle, yi denotes the current 3D position of the i-th point-
feature generated from the current stereo images. For the sake
of efficiency, we limit the maximum number of detected and
tracked point-features to 60. It is quite unrealistic to track the
same set of point-features through a long time image sequence.
Hence, when the number of visible point-features is less than
a certain threshold (6 in our experiments), a new set of point-
features is generated using current stereo images and ground
truth again. The accelerometer measurements are corrected via
the accelerometer bias provided by the ground truth. The 3D
coordinates of the point-features from stereo images expressed
in the camera frame (cam0) are transformed to the frame
attached to the vehicle using the calibration matrix provided
in the dataset. To remove matched point-feature outliers the
technique proposed in [39] has been used by choosing the
thresholds S = 30, D = 6.
B. Realtime implementation
Algorithm 1 Continuous-discrete HINO-CRE
Initialization: Xˆ(t0) ∈ SE2(3), bˆω(t0) ∈ R3, P (t0) ∈
R6×6 > 0.
Output: Xˆ(t), bˆω(t) for all t ≥ t0
1: for 1 ≤ k do
2: while tk−1 ≤ t ≤ tk do
3: Integrate the following equations:
˙ˆ
X = f(Xˆ, ωy − bˆω, a)
˙ˆ
bω = 0
P˙ = AyP + PA
>
y + V
4: end while
5: Set Xˆk|k−1 = Xˆ(tk), bˆω,k|k−1 = bˆω(tk) and Pk|k−1 =
P (tk)
6: if (t = tk) then
7: Compute the gain matrices
Lk = Pk|k−1C>(CPk|k−1C> +Q−1)−1
Kp =
1
kc
Rˆk|k−1L1,kRˆ>k|k−1
Kv =
1
kc
Rˆk|k−1L2,kRˆ>k|k−1
from Lk = [L>1,k, L
>
2,k]
> and Xˆk|k−1 =
T (Rˆk|k−1, vˆk|k−1, pˆk|k−1)
8: Compute the innovation terms ∆k and ∆R,k
9: Update the state estimates as
Xˆk|k = exp(−∆k)Xˆk|k−1
bˆω,k|k = bˆω,k|k−1 − kωRˆ>k|k−1ψ(∆R,k)
Pk|k = Pk|k−1 − LkCPk|k−1
10: if (µQ(Xˆk|k, r, bk) ≥ δ) then
11: Reset the state Xˆk|k = X−1q Xˆk|k, Xq ∈ γ(Xˆk|k)
12: end if
13: Set Xˆ(tk) = Xˆk|k, bˆω(tk),= bˆω,k|k and P (tk) =
Pk|k
14: end if
15: end for
In practice, the IMU measurements can be obtained at a high
rate, while the landmark measurements are often obtained, for
example with stereo cameras, at a much lower rate. Taking
into account this fact, we define a strictly increasing sequence
{tk}k∈N/{0} as the time-instants when the landmark mea-
surements are obtained. Inspired by the work of continuous-
discrete Kalman filter and extended Kalman filter in [40, page
194] and [41], we implement our hybrid observer HINO-CRE
as shown in Algorithm 1. The proposed algorithm has two
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Fig. 3: The experimental results using the EuRoc dataset [37] with large initial conditions: Rˆ(0) = exp(0.99pie×3 )RG, pˆ(0) =
vˆ(0) = bˆω(0) = 0. The true and estimated trajectories are shown in the left plot. The estimation errors of rotation, position,
velocity and angular velocity bias are shown in right plot.
parts: the states are continuously updated from IMU when no
measurements of landmarks are received (i.e., t ∈ (tk−1, tk));
when the measurements arrive (i.e., t = tk) the state variables
are updated using the landmark measurements. This type
of continuous-discrete observers for inertial navigation has
also been considered in [22], [39]. The CRE is continuously
integrated from the time tk−1 to the next time instant tk when
the new landmark measurements arrive, and then a numerical
discretization method is applied at the instant time tk. A
first-order numerical discretization method is applied to the
dynamics of the estimated angular velocity bias bˆω . However,
an exponential map based discrete update of Xˆ has been
considered, i.e., Xˆk|k = exp(−∆k)Xˆk|k−1, which guarantees
that Xˆk|k ∈ SE2(3). Note that the estimated state Xˆ is reset
once the condition µQ(Xˆ, r, b) ≥ δ (i.e., Xˆ ∈ Jo) is satisfied.
This algorithm can be easily modified for other observers
proposed in this paper which are omitted here.
C. Results
Two sets of experiments have been presented in this paper,
and the gain parameters are carefully tuned with a trade-off
between the convergence rate and the noise at steady state.
Note that higher gains result in faster convergence but amplify
noise at steady-state. As one can see in Fig. 3, the estimates
provided by both observers HINO and HINO-CRE, using the
measurements from IMU and stereo vision system, converge,
after a few seconds, to the vicinity of the ground truth. Note
that the ground truth pose is used to validate the performance
of the proposed algorithms and also to generate the virtual
landmarks in the experiments due to the lack of physical
landmarks.
VII. CONCLUSIONS
Nonlinear geometric hybrid observers for inertial navigation
systems, with global exponential stability guarantees, have
been proposed. The observers are designed on the matrix Lie
group SE2(3) using IMU and landmark position measure-
ments, relying on a resetting mechanism designed to avoid
the undesired equilibrium points in the flows and to ensure
a decrease of the Lypunov function after each jump. Both
ideal and biased angular velocity measurements have been
considered. Variable-gain versions of these observers, relying
on a CRE, have also been proposed to efficiently handle
measurements noise. Simulation and experimental results, il-
lustrating the performance of the proposed hybrid observers,
have been provided. For future work, it will be interesting
to investigate the practical scenario of multi-rate intermittent
measurements.
APPENDIX
A. Proof of Proposition 2
For each xc1 ∈ SE2(3) × Ψ × R+, let us rewrite R˜ =
Ra(pi, v) with v ∈ E(M), and Rq = Ra(θ, uq) with θ ∈ (0, pi]
and uq ∈ U. In view of (17) and (18), one can show that
µQ(Rˆ, r, b) = Φ(Xˆ, r, b)− min
Xq=T (Rq,pq,vq)∈Q
Φ(X>q Xˆ, r, b)
= tr((I3 − R˜)M)− min
Rq∈Ra(θ,U)
tr((I3 − R˜Rq)M)
= max
Rq∈Ra(θ,U)
tr(R˜(I3 −Rq)M)
= (1− cos θ) max
uq∈U
∆(uq, v)
≥ (1− cos θ) max
uq∈E(M)
∆(uq, v),
where we made use of the definition (9) and the fact that
maxuq∈U ∆(uq, v) ≥ maxuq∈E(M) ∆(uq, v) for any v ∈ R3.
From the definition of ∆∗M given in (10) such that for any
xc1 ∈ SE2(3)×Ψ× R+, one has
µQ(Rˆ, r, b) ≥ (1− cos θ) min
v∈E(M)
max
uq∈E(M)
∆(u, v)
≥ (1− cos θ)∆∗M > δ,
which gives SE2(3)×Ψ×R+ ⊆ J c1 from (20) and (25). This
completes the proof.
B. Proof of Theorem 1
Consider the following real-valued function LR : SO(3)→
R+ as
LR(R˜) = tr((I − R˜)M). (46)
Let M¯ := 12 (tr(Q)I3−Q),M := tr(M¯2)I− 2M¯2 and M¯ :=
1
2 (tr(M)I3−M). Applying the results in [35, Lemma 2], one
obtains
4λM¯m |R˜|2I ≤ LR ≤ 4λM¯M |R˜|2I , (47)
L˙R ≤ −λR|R˜|2I xc1 ∈ Fc1 (48)
where λR := 4kR%Mλ
M¯
m , and %M := minxc1∈Fc1 %(M, R˜) with
%(M, R˜) := (1 − |R˜|2I cos2(u, M¯u)) and u ∈ S2 denoting
the axis of rotation R˜. Moreover, one can verify that for all
xc1 ∈ Fc1 one has %(M, R˜) > 0 which implies λR > 0 in the
flows.
On the other hand, consider the following real-valued func-
tion Lp : R3 × R3 → R+ as
Lp(p˜e, v˜) = 1
2
‖p˜e‖2 + 1
2kckv
‖v˜‖2 − µp˜>e v˜. (49)
with some µ > 0. Let e2 := [‖p˜e‖ ‖v˜‖]>. One verifies that
e>2
[
1
2 −µ2−µ2 12kckv
]
︸ ︷︷ ︸
P1
e2 ≤ Lp ≤ e>2
[
1
2
µ
2
µ
2
1
2kckv
]
︸ ︷︷ ︸
P2
e2, (50)
The time derivative of Lp along the flows of (25) is given by
L˙p = p˜>e (−kckpp˜e + v˜) +
1
kckv
v˜>(−kckvp˜e + (I − R˜)~g)
− µ(−kckpp˜e + v˜)>v˜ − µp˜>e (−kckvp˜e + (I3 − R˜)~g)
= −kckpp˜>e p˜e + µkckvp˜>e p˜e − µv˜>v˜ + µkckpp˜>e v˜
+
1
kckv
v˜>(I − R˜)~g − µp˜>e (I3 − R˜)~g
≤ −(kp − µkv)kc‖p˜e‖2 − µ‖v˜‖+ µkckp‖p˜e‖‖v˜‖
+
g
kckv
‖v˜‖‖I − R˜‖F + µg‖p˜e‖‖I3 − R˜‖F .
Let c1 := max{ gkckv , µg}, one can further deduce that
L˙p ≤ −e>2
[
(kp − µkv)kc µkckp2
µkckp
2 µ
]
︸ ︷︷ ︸
P3
e2 + 4c1|R˜|I‖e2‖ (51)
where we made use of the facts: ‖I3 − R˜‖F = 2
√
2|R˜|I and
(‖v˜‖+ ‖p˜e‖) ≤
√
2(‖v˜‖2 + ‖p˜e‖)2 =
√
2‖e2‖. To guarantee
that the matrices P1, P2 and P3 are positive definite, it is
sufficient to pick µ as
0 < µ < min
{
1√
kckv
,
4kp
4kv + kck2p
}
.
To show exponential stability, let us consider the following
Lyapunov function candidate:
L(xc1) := LR(R˜) + εLp(p˜e, v˜), (52)
with some 0 < ε. Let |xc1|A1 ≥ 0 denote the distance to the
set A1 such that |xc1|2A1 := infy=(X¯,I3,0,0,t¯)∈A1(‖X¯ − Xˆ‖2F +
|R˜|2I + ‖p˜e‖2 + ‖v˜‖2 + ‖t¯ − t‖2) = |R˜|2I + ‖p˜e‖2 + ‖v˜‖2 =
|R˜|2I + ‖e2‖2. From (47) and (50), one has
α|xc1|2A1 ≤ L(xc1) ≤ α¯|xc1|2A1 , (53)
where α := min{4λM¯m , ελP1m }, α¯ := max{4λM¯M , ελP2M }. From
(48) and (51), one has
L˙(xc1) ≤ −λR|R˜|2I − ελP3m ‖e2‖2 + 4εc1|R˜|I‖e2‖
= − [|R˜|I ‖e2‖] [ λR −2εc1−2εc1 ελP3m
]
︸ ︷︷ ︸
P4
[|R˜|I
‖e2‖
]
≤ −λFL(xc1), (54)
where P4 is positive definite by choosing ε < λRλP3m /(4c
2
1),
and λF := λP4m /α¯ with α¯ given in (53). In view of the jumps
of (18)-(20), (25) and (46) , one shows
L(xc1+)− L(xc1)
= LR(R˜+)− LR(R˜) + εLp(p˜e+, v˜+)− εLp(p˜e, v˜)
= −Φ(Xˆ, r, b) + min
Xq∈Q
Φ(X>q Xˆ, r, b)
= −µQ(Xˆ, r, b) ≤ −δ, (55)
where we made use of the facts: LR = Φ(Xˆ, r, b),L+R =
minXq∈Q Φ(X
>
q Xˆ, r, b) from (17)-(18), and L+p = Lp from
p˜e = p˜e, v˜
+ = v˜. Using the facts L+R − LR ≤ −δ and (48),
one has LR(R˜(t, j)) ≤ · · · ≤ LR(R˜(0, 0))−jδ, where (t, j) ∈
dom xc1. From (47), one obtains j ≤ J := d4λM¯M/δe, where
d·e denotes the ceiling function. Hence, one can conclude that
the number of jumps is finite.
Since the solution of xc1 is complete and the number
of jumps is bounded, the hybrid time domain takes the
form dom xc1 = ∪J−1j=0 ([tj , tj+1] × {j}) ∪ ([tJ ,+∞) ×
{J}). In view of (54)-(55), one obtains L(xc1(t, j)) ≤
exp(−λF (t − tj))L(xc1(tj , j)) ≤ exp(−λF t)L(xc1(0, 0)) ≤
exp(λFJ) exp(−λF (t+j))L(xc1(0, 0)). Substituting (53), one
concludes that for each (t, j) ∈ dom xc1,
|xc1(t, j)|2A1 ≤ κ exp (−λF (t+ j)) |xc1(0, 0)|2A1 ,
where κ := exp(λFJ)α¯/α. This completes the proof.
C. Proof of Lemma 2
Let us introduce a time-varying rotation matrix R¯(t) with
R¯(0) ∈ SO(3) and ˙¯R(t) = R¯(t)(ω(t))×. Note that R¯(t) does
not have to be equal to R(t). Inspired from [29], define the
matrices:
T (t) =
[
R¯(t) 0
0 R¯(t)
]
, Ω(t) =
[
(ω(t))× 0
0 (ω(t))×
]
,
A¯ =
[
0 I3
0 0
]
.
It is easy to verify that T−1(t) = T>(t) and T˙ (t) = T (t)Ω(t).
Defining Φ¯(t, τ) = T (t)Φ(t, τ)T>(τ), one has
d
dt
Φ¯(t, τ) = T˙ (t)ΦT>(τ) + T (t)
d
dt
Φ(t, τ)T>(τ)
= T (t)Ω(t)ΦT>(τ) + T (t)A(t)Φ(t, τ)T>(τ)
= A¯T (t)Φ(t, τ)T>(τ)
= A¯Φ¯ (56)
where we made use of the facts that A(t) = A¯ −
Ω(t) and T (t)A¯ = A¯T (t). From (56), one concludes
that Φ¯(t, τ) is the state transition matrix associated to the
matrix A¯. Using the facts Φ(t, τ) = T (t)>Φ¯(t, τ)T (τ),
Φ(τ, t) = T (τ)>Φ¯(τ, t)T (t), T (τ)C> = C>R¯(τ) and
R¯(τ)R¯(τ)> = I3, one has Φ(τ, t)>C>CΦ(τ, t) =
T>(t)Φ¯(τ, t)>T (τ)C>CT (τ)>Φ¯(τ, t)T (t). Hence, one can
show that
W (t, t+ τ) =
1
δ
∫ t+δ
t
T>(t)Φ¯(τ, t)>C>CΦ¯(τ, t)T (t)dτ
Note that the pair (A¯, C) is (Kalman) observable, i.e.,
rank[C,CA¯, · · · , CA¯6] = 6. Therefore, from [33], [34] there
exist positive constants δ¯, µ¯ such that for all t ≥ 0 one has
W¯ (t, t+ δ¯) :=
1
δ¯
∫ t+δ¯
t
Φ¯(τ, t)>C>CΦ¯(τ, t)dτ ≥ µ¯I6,
with Φ¯(t, τ) being the transition matrix associated with A¯ as
shown in (56). Choose δ ≥ δ¯ and µ ≤ δ¯δ µ¯I6. Therefore, for
all t ≥ 0 one has W (t, t + τ) = δ¯δT>(t)W¯ (t, t + δ¯)T (t) ≥
δ¯
δ µ¯T (t)
>T (t) ≥ µI6, where we made use of the fact that
T (t)>T (t) = I6. This completes the proof.
D. Proof of Theorem 2
The proof of Theorem 2 is similar to the proof of Theorem
1. In view of (21), (24), (27)–(30) and (32), one obtains the
following hybrid closed-loop system:
Hc2 :
{
x˙c2 = F2(x
c
2) x
c
2 ∈ Fc2
xc2
+ = G2(x
c
2) x
c
2 ∈ J c2
(57)
where the flow and jump sets are defined as: Fc2 :=
{(Xˆ, R˜, x, t) ∈ Sc2 : Xˆ ∈ Fo, } and J c2 := {(Xˆ, R˜, x, t) ∈
Sc2 : Xˆ ∈ Jo}, and the flow and jump maps are given by
F2(x
c
2) =

f(Xˆ, ω, a)−∆Xˆ
−R˜(kRPa(MR˜))
Ax−KPCx + ν
1
 , G2(xc2) =

X−1q Xˆ
R˜Rq
x
t
 .
Note that the sets Fc2 ,J c2 are closed, and Fc2 ∪J c2 = Sc2 . Note
also that the closed-loop system (57) satisfies the hybrid basic
conditions of [27] and is autonomous by taking ω, a, A and
P as functions of t.
Consider the following Lyapunov function candidate:
L(xc2) := LR(R˜) + εL¯p(x), (58)
with ε > 0, the real-valued function LR(R˜) = tr((I − R˜)M)
defined in (46), and the real-valued function L¯p : R6 → R+
defined as
L¯p(x) = x>P−1x (59)
It is easy to verify that 1pM ‖x‖2 ≤ L¯p ≤ 1pm ‖x‖2. Recall (47),
one has
α|xc2|2A2 ≤ L(xc2) ≤ α¯|xc2|2A2 , (60)
where α := min{4λM¯m , εpM }, α¯ := max{4λM¯M , εpm }. Using the
fact that P˙−1 = −P−1P˙P−1, the time-derivative of L¯p in the
flows is given by
˙¯Lp = x>(P−1A+A>P−1 − 2C>QC + P˙−1)x
+ 2x>P−1Dν
≤ −x>P−1V P−1x + 2x>P−1Dν
≤ − vm
p2M
x>x +
4
√
2g
pm
‖x‖|R˜|I (61)
where we made use of the facts −x>C>QCx ≤ 0, pmI6 ≤
P ≤ pMI6 and ‖ν‖ ≤ ‖I − R˜‖F ‖~g‖ = 2
√
2g|R˜|I . In view of
(48) and (61), one has
L˙(xc2) ≤ −λR|R˜|2I −
εvm
p2M
x>x +
4
√
2εg
pm
‖x‖|R˜|I
= − [|R˜|I ‖x‖]
[
λR − 2
√
2εg
pm
− 2
√
2εg
pm
εvm
p2M
]
︸ ︷︷ ︸
P4
[|R˜|I
‖x‖
]
≤ −λFL(xc2), xc2 ∈ Fc2 , (62)
where P4 is positive definite by choosing ε <
λRvmP
2
m/(8g
2p2M ), and λF := λ
P4
m /α¯ with α¯ given in
(60). Using the facts x+ = x and L¯p(x+) = L¯p(x), one can
also show that
L(xc2+)− L(xc2)
= LR(R˜+)− LR(R˜) + εL¯p(x+)− εL¯p(x)
≤ −δ, xc2 ∈ J c2 . (63)
Therefore, in view of (60), (62) and (63), the rest proof is
completed using similar steps as in Theorem 1.
E. Proof of Theorem 3
In view of (6), (14), (21), (24), (35)-(36), one has the
following hybrid closed-loop system
Hc3 :
{
x˙c3 = F3(x
c
3) x
c
3 ∈ Fc3
xc3
+ = G3(x
c
3) x
c
3 ∈ J c3
(64)
where the flow and jump sets are defined as: Fc3 :=
{(xc1, bˆω, b˜ω) ∈ Sc3 : xc1 ∈ Fc1} and J c3 := {(xc1, bˆω, b˜ω) ∈
Sc3 : xc1 ∈ J c1 }, and the flow and jump maps are given by
F3(x
c
3) =

f(Xˆ, ωy − bˆω, a)−∆Xˆ
R˜((Rˆb˜ω)
× − kRPa(MR˜))
−kpkcp˜e + v˜ − (Rb˜ω)×(p− pc − p˜e)
−kvkcp˜e − (Rb˜ω)×(v − v˜) + (I3 − R˜)~g
1
−kωRˆ>ψ(MR˜)
−kωRˆ>ψ(MR˜)

,
G3(x
c
3) =
[
(X−1q Xˆ)
> (R˜Rq)> v˜> p˜>e t bˆ
>
ω b˜
>
ω
]>
,
where the following facts have been used: p˜e = (p −
pc) − R˜(pˆ − pc), R˜(Rˆb˜ω)×(pˆ − pc) = (Rb˜ω)×R˜(pˆ − pc) =
(Rb˜ω)
×(p−pc−p˜e), R˜(Rˆb˜ω)×vˆ = (Rb˜ω)×R˜vˆ = (Rb˜ω)×(v−
v˜). Note that the sets Fc3 ,J c3 are closed, and Fc3 ∪ J c3 = Sc3 .
Note also that the closed-loop system (64) satisfies the hybrid
basic conditions of [27] and is autonomous by taking ωy , a,
p, v as functions of time.
Consider the real-valued function VR = tr((I3 − R˜)M) +
1
kω
b˜>ω b˜ω , whose time-derivative in the flows is given by
V˙R = tr(−R˜((Rˆb˜ω)× − kRPa(MR˜))M)− 2b˜>ω Rˆ>ψ(MR˜)
= −kR‖Pa(MR˜)‖2F ≤ 0
where we made use of the facts that tr(−MR˜(Rˆb˜ω)×) =
〈〈(Rˆb˜ω)×,MR˜〉〉 = 2ψ(MR˜)>Rˆb˜ω and tr(MR˜Pa(MR˜)) =
−〈〈Pa(MR˜),MR˜〉〉 = −〈〈Pa(MR˜),Pa(MR˜)〉〉. Then, one
concludes that VR is non-increasing in the flows. By following
Proposition 2, one has V+R−VR ≤ −δ in the jumps. Therefore,
for any xc3(0, 0) ∈ Sc3 , there exists cbω > 0 such that
cbω := sup(t,j)(0,0) ‖b˜ω(t, j)‖ for all (t, j) ∈ dom xc3. Note
that ‖b˜ω(t, j)‖2 ≤ VR(t, j) ≤ VR(0, 0), which implies that
cbω is bounded by the initial conditions.
Let us modify the real-valued function L¯R : SO(3)×R3 →
R+ as follows:
L¯R(R˜, b˜ω) = LR(R˜) + 1
kω
b˜>ω b˜ω − µ¯ψa(R˜)>Rˆb˜ω, (65)
where µ¯ > 0. Let e1 = [|R˜|I , ‖b˜ω‖]>. Following similar steps
as in the proof of [35, Theorem 1] and [21, Theorem 2], there
exists a constant µ¯∗ such that for all µ¯ ≤ µ¯∗ one has
cR‖e1‖2 ≤ L¯R ≤ c¯R‖e1‖2, (66)
˙¯LR ≤ −λ¯R‖e1‖2 xc3 ∈ Fc3 (67)
for some positive constants cR, c¯R and λ¯R. From [35, Theorem
1] and [21, Theorem 2], the constant λ¯R depends on cbω , which
is associated to the initial conditions.
On the other hand, we consider the real-valued functions Lp
defined in (49). Defining e2 := [‖p˜e‖ ‖v˜‖]>, one verifies that
e>2 P1e2 ≤ Lp ≤ e>2 P2e2 as shown in (50). From Assumption
2, there exist two constants cp, cv such that cp := supt≥0 ‖p−
pc‖, cv := supt≥0 ‖v‖. Then, in the flows of (64) one has
d
dt
‖p˜e‖2 = 2p˜>e (−kckpp˜e + v˜ − (Rb˜ω)×(p− pc − p˜e))
≤ −2kckp‖p˜e‖2 + 2cp‖p˜e‖‖b˜ω‖+ 2p˜>e v˜
d
dt
‖v˜‖2 = 2v˜>(−kckvp˜e − (Rb˜ω)×(v − v˜) + (I − R˜)~g)
≤ 2(cv‖b˜ω‖+ 2
√
2g|R˜|I)‖v˜‖ − 2kckv v˜>p˜e
− d
dt
p˜>e v˜ = (kckpp˜e − v˜ + (Rb˜ω)×(p− pc − p˜e))>v˜
+ p˜>e (kckvp˜e + (Rb˜ω)
×(v − v˜)− (I3 − R˜)~g)
≤ −‖v˜‖2 + kckp‖p˜e‖v˜‖+ cp‖v˜‖‖b˜ω‖
+ kckv‖p˜e‖2 + cv‖b˜ω‖‖p˜e‖+ 2
√
2g|R˜|I‖p˜e‖
where we made use of the facts: ‖I3 − R˜‖F = 2
√
2|R˜|I ,
((Rb˜ω)
×)> = −(Rb˜ω)×, x>(Rb˜ω)×x = 0,∀x ∈ R3. Let
c2 := max{cp + µcv, cvkckv + µcp}, c3 := 2
√
2gmax{ 1kckv , µ}
and c4 := max{c2, c3}. Then, the time-derivative of Lp in the
flows of (64) satisfies
L˙p ≤ −(kp − µkv)kc‖p˜e‖2 − µ‖v˜‖2 + µkckp‖p˜e‖‖v˜‖
+ c2(‖p˜e‖+ ‖v˜‖)‖b˜ω‖+ c3(‖v˜‖+ ‖p˜e‖)|R˜|I
≤ −e>2 P3e2 + 2c4‖e1‖‖e2‖, (68)
where P3 is given in (51), and the following facts have been
used: |R˜|I +‖b˜ω‖ ≤
√
2‖e1‖ and ‖v˜‖+‖p˜e‖ ≤
√
2‖e2‖. Pick
0 < µ < min
{
1√
kckv
,
4kp
4kv + kck2p
}
such that the matrices P1, P2 and P3 are positive definite.
Consider the following Lyapunov function candidate:
L(xc3) := L¯R(R˜, b˜ω) + εLp(p˜e, v˜), (69)
where ε > 0. From (66) and (49), one has
α‖xc3‖2A3 ≤ L(xc3) ≤ α¯‖xc3‖2A3 , (70)
where α := min{cR, ελP1m }, α¯ := max{c¯R, ελP2M }. From (67)
and (68), for any xc3 ∈ Fc3 one has
L˙(xc3) ≤ −λ¯R‖e1‖2 − ελP3m ‖e2‖2 + 2εc4‖e1‖‖e2‖
= − [‖e1‖ ‖e2‖] [ λ¯R −εc4−εc4 ελP3m
]
︸ ︷︷ ︸
P4
[‖e1‖
‖e2‖
]
≤ −λFL(xc3), (71)
where P4 is positive definite by choosing ε < λ¯RλP3m /c
2
4, and
λF := λ
P4
m /α¯. In view of (18)-(20), (49), (64) and (65) , for
any xc3 ∈ J c3 one has
L(xc3+)− L(xc3)
= L¯R(R˜+, b˜+ω )− L¯R(R˜, b˜ω) + εLp(p˜+e , v˜+)− εLp(p˜e, v˜)
= −δ − µ¯ψ(R˜)>Rˆb˜ω + µ¯ψ(R˜Rq)>R>q Rˆb˜ω
≤ −δ + 4µ¯cbω
where we made use of the results from (55), and the fact
‖ψ(R˜)‖ ≤ 1 from ‖ψ(R˜)‖2 = 4|R˜|2I |(1− |R˜|2I) ≤ 1,∀|R˜|2I ∈
[0, 1]. Choosing µ¯ < min{u¯∗, δ/2cbω}, one has
L(xc3+)− L(xc3) ≤ −δ∗, xc3 ∈ J c3 , (72)
where δ∗ := −δ + 2µ¯cbω > 0. In view of (71)
and (72), one has L(xc3(t, j)) ≤ L(xc3(0, 0)) − jδ∗ ≥
0, which leads to j ≤ J := dL(xc3(0, 0))/δ∗e.
This implies that the number of jumps is finite. More-
over, one has L(xc3(t, j)) ≤ exp(−λF t)L(xc3(0, 0)) ≤
exp(λFJ) exp(−λF (t+j))L(xc3(0, 0)). Substituting (70), one
concludes that for each (t, j) ∈ dom xc3,
|xc3(t, j)|2A3 ≤ κ exp (−λF (t+ j)) |xc3(0, 0)|2A3 ,
where κ := exp(λFJ)α¯/α. This completes the proof.
F. Proof of Theorem 4
The proof of Theorem 4 is similar to the proof of Theorem
2 and Theorem 3. In view of (21), (24), (38)–(41) and (43),
one obtains the following hybrid closed-loop system:
Hc4 :
{
x˙c4 = F4(x
c
4) x
c
4 ∈ Fc4
xc4
+ = G4(x
c
4) x
c
4 ∈ J c4
(73)
where the flow and jump sets are defined as: Fc4 :=
{(xc2, b˜ω) ∈ Sc4 : xc2 ∈ Fc2} and J c4 := {(xc2, b˜ω) ∈ Sc4 :
xc2 ∈ J c2 } with Fc2 ,J c2 given in (57), and the flow and jump
maps are given by
F4(x
c
4) =

f(Xˆ, ωy − bˆω, a)−∆Xˆ
−R˜(kRPa(MR˜))
Ayx−KPCx + ν
1
−kωRˆ>ψ(MR˜)
−kωRˆ>ψ(MR˜)
 , G4(x
c
4) =

X−1q Xˆ
R˜Rq
x
t
bˆω
b˜ω
 .
Note that the sets Fc4 ,J c4 are closed, and Fc4 ∪J c4 = Sc4 . Note
also that the closed-loop system (57) satisfies the hybrid basic
conditions of [27] and is autonomous by taking ωy , a, Ay and
P as functions of t. Consider the following Lyapunov function
candidate:
L(xc4) := L¯R(R˜, b˜ω) + εL¯p(x), (74)
where ε > 0, the real-valued function L¯R is defined in (65)
and the real-valued function L¯p is defined in (59). Using the
fact 1pM ‖x‖2 ≤ L¯p ≤ 1pm ‖x‖2 and property (66), one has
α|xc4|2A4 ≤ L(xc4) ≤ α¯|xc4|2A4 , (75)
where α := min{cR, εpM }, α¯ := max{c¯R, εpm }. From (67)
and (61), one obtains
L˙(xc4) ≤ −λ¯R‖e1‖2 −
εvm
p2M
x>x +
4
√
2εg
pm
‖x‖|R˜|I
= − [‖e1‖ ‖x‖] [ λ¯R − 2
√
2εg
pm
− 2
√
2εg
pm
εvm
p2M
]
︸ ︷︷ ︸
P4
[‖e1‖
‖x‖
]
≤ −λFL(xc4), xc4 ∈ Fc4 , (76)
where P4 is positive definite by choosing ε <
λ¯RvmP
2
m/(8g
2p2M ), and λF := λ
P4
m /α¯ with α¯ given in
(75). In view of (18)-(20), (59), (65) and (73), for any
xc4 ∈ J c4 one has
L(xc4+)− L(xc4)
= L¯R(R˜+, b˜+ω )− L¯R(R˜, b˜ω) + εL¯p(x+)− εL¯p(x)
= −δ − µ¯ψ(R˜)>Rˆb˜ω + µ¯ψ(R˜Rq)>R>q Rˆb˜ω
≤ −δ + 2µ¯cbω
where we made use of the results from (55), and the fact
‖ψ(R˜)‖ ≤ 1. Choosing µ¯ < min{u¯∗, δ/2cbω}, one has
L(xc4+)− L(xc4) ≤ −δ∗, xc4 ∈ J c4 , (77)
where δ∗ := −δ + 2µ¯cbω > 0. In view of (75), (76) and (77),
the rest of the proof can be completed by using similar steps
as in the proof of Theorem 3.
REFERENCES
[1] M. Wang and A. Tayebi, “A globally exponentially stable nonlinear
hybrid observer for 3D inertial navigation,” in Proceedings of the 57th
IEEE Annual Conference on Decision and Control (CDC), 2018, pp.
1367–1372.
[2] S. Bonnabel, P. Martin, and P. Rouchon, “Symmetry-preserving ob-
servers,” IEEE Transactions on Automatic Control, vol. 53, no. 11, pp.
2514–2526, 2008.
[3] R. Mahony, T. Hamel, and J.-M. Pflimlin, “Nonlinear complementary
filters on the special orthogonal group,” IEEE Transactions on automatic
control, vol. 53, no. 5, pp. 1203–1218, 2008.
[4] M.-D. Hua, G. Ducard, T. Hamel, R. Mahony, and K. Rudin, “Imple-
mentation of a nonlinear attitude estimator for aerial robotic vehicles,”
IEEE Transactions on Control Systems Technology, vol. 22, no. 1, pp.
201–213, 2014.
[5] M. Barczyk and A. F. Lynch, “Invariant observer design for a helicopter
UAV aided inertial navigation system,” IEEE Transactions on Control
Systems Technology, vol. 21, no. 3, pp. 791–806, 2013.
[6] A. Barrau and S. Bonnabel, “Invariant particle filtering with application
to localization,” in Proceedings the 53rd IEEE Annual Conference on
Decision and Control (CDC), 2014, pp. 5599–5605.
[7] H. F. Grip, T. I. Fossen, T. A. Johansen, and A. Saberi, “Nonlinear
observer for GNSS-aided inertial navigation with quaternion-based atti-
tude estimation,” in American Control Conference (ACC), 2013. IEEE,
2013, pp. 272–279.
[8] S. Bonnabel, P. Martin, and E. Salau¨n, “Invariant Extended Kalman
filter: theory and application to a velocity-aided attitude estimation
problem,” in Proceedings of the 48th IEEE Conference on Decision and
Control and the 28th Chinese Control Conference (CDC/CCC), 2009,
pp. 1297–1304.
[9] A. Roberts and A. Tayebi, “On the attitude estimation of accelerating
rigid-bodies using GPS and IMU measurements,” in Proceedings of the
IEEE CDC-ECC, Orlando, FL, USA, December 12-15, 2011, pp. 8088–
8093.
[10] M.-D. Hua, P. Martin, and T. Hamel, “Stability analysis of velocity-
aided attitude observers for accelerated vehicles,” Automatica, vol. 63,
pp. 11–15, 2016.
[11] M.-D. Hua, T. Hamel, and C. Samson, “Riccati nonlinear observer for
velocity-aided attitude estimation of accelerated vehicles using coupled
velocity measurements,” in Proceedings of the 56th IEEE Annual
Conference on Decision and Control (CDC), 2017, pp. 2428–2433.
[12] S. Berkane and A. Tayebi, “Attitude and gyro bias estimation using
GPS and IMU measurements,” in Proceedings of the 56th IEEE Annual
Conference on Decision and Control (CDC), Melbourne, Australia,
2017, pp. 2402–2407.
[13] H. Rehbinder and B. K. Ghosh, “Pose estimation using line-based
dynamic vision and inertial sensors,” IEEE Transactions on Automatic
Control, vol. 48, no. 2, pp. 186–199, 2003.
[14] S. Bonnabel, P. Martin, and P. Rouchon, “Non-linear symmetry-
preserving observers on Lie groups,” IEEE Transactions on Automatic
Control, vol. 54, no. 7, pp. 1709–1713, 2009.
[15] C. Lageman, J. Trumpf, and R. Mahony, “Gradient-like observers for
invariant dynamics on a Lie group,” IEEE Transactions on Automatic
Control, vol. 55, no. 2, pp. 367–377, 2010.
[16] J. F. Vasconcelos, R. Cunha, C. Silvestre, and P. Oliveira, “A nonlinear
position and attitude observer on SE(3) using landmark measurements,”
Systems & Control Letters, vol. 59, no. 3-4, pp. 155–166, 2010.
[17] M.-D. Hua, M. Zamani, J. Trumpf, R. Mahony, and T. Hamel, “Observer
design on the Special Euclidean Group SE(3),” in Proceedings of the
50th IEEE Conference on Decision and Control and European Control
Conference (CDC-ECC), 2011, pp. 8169–8175.
[18] M.-D. Hua, T. Hamel, R. Mahony, and J. Trumpf, “Gradient-like
observer design on the Special Euclidean group SE(3) with system
outputs on the real projective space,” in Proceedings of the 54th IEEE
Annual Conference on Decision and Control (CDC), 2015, pp. 2139–
2145.
[19] A. Khosravian, J. Trumpf, R. Mahony, and C. Lageman, “Observers for
invariant systems on Lie groups with biased input measurements and
homogeneous outputs,” Automatica, vol. 55, pp. 19–26, 2015.
[20] M. Wang and A. Tayebi, “Globally asymptotically stable hybrid ob-
servers design on SE(3),” in Proceedings of the 56th IEEE Annual
Conference on Decision and Control (CDC), 2017, pp. 3033–3038.
[21] ——, “Hybrid pose and velocity-bias estimation on SE(3) using inertial
and landmark measurements,” IEEE Transactions on Automatic Control,
DOI: 10.1109/TAC.2018.2879766, 2018.
[22] A. Barrau and S. Bonnabel, “The invariant extended Kalman filter as
a stable observer,” IEEE Transactions on Automatic Control, vol. 62,
no. 4, pp. 1797–1812, 2017.
[23] A. I. Mourikis and S. I. Roumeliotis, “A multi-state constraint Kalman
filter for vision-aided inertial navigation,” in Proceedings of IEEE
International Conference on Robotics and Automation (ICRA). IEEE,
2007, pp. 3565–3572.
[24] A. I. Mourikis, N. Trawny, S. I. Roumeliotis, A. E. Johnson, A. Ansar,
and L. Matthies, “Vision-aided inertial navigation for spacecraft entry,
descent, and landing,” IEEE Transactions on Robotics, vol. 25, no. 2,
pp. 264–280, 2009.
[25] G. Panahandeh and M. Jansson, “Vision-aided inertial navigation based
on ground plane feature detection,” IEEE/ASME transactions on mecha-
tronics, vol. 19, no. 4, pp. 1206–1215, 2014.
[26] M.-D. Hua and G. Allibert, “Riccati observer design for pose, linear
velocity and gravity direction estimation using landmark position and
IMU measurements,” in 2018 IEEE Conference on Control Technology
and Applications (CCTA). IEEE, 2018, pp. 1313–1318.
[27] R. Goebel, R. G. Sanfelice, and A. R. Teel, “Hybrid dynamical systems,”
IEEE Control Systems, vol. 29, no. 2, pp. 28–93, 2009.
[28] ——, Hybrid Dynamical Systems: modeling, stability, and robustness.
Princeton University Press, 2012.
[29] T. Hamel and C. Samson, “Riccati observers for the nonstationary PnP
problem,” IEEE Transactions on Automatic Control, vol. 63, no. 3, pp.
726–741, 2018.
[30] C. G. Mayhew and A. R. Teel, “Synergistic potential functions for hybrid
control of rigid-body attitude,” in Proceedings of American Control
Conference, 2011, pp. 875–880.
[31] D. E. Koditschek, “The application of total energy as a Lyapunov
function for mechanical control systems,” in Dynamics and Control of
Multibody Systems, ser. Contemporary Mathematics, J. E. Marsden, P.
S. Krishnaprasad, and J. C. Simo, Eds. Providence, RI: Amer. Math.
Soc., vol. 97, pp. 131–157, 1989.
[32] C. G. Mayhew and A. R. Teel, “Synergistic hybrid feedback for
global rigid-body attitude tracking on SO(3),” IEEE Transactions on
Automatic Control, vol. 58, no. 11, pp. 2730–2742, 2013.
[33] R. S. Bucy, “Global theory of the riccati equation,” Journal of computer
and system sciences, vol. 1, no. 4, pp. 349–361, 1967.
[34] ——, “The riccati equation and its bounds,” Journal of computer and
system sciences, vol. 6, no. 4, pp. 343–353, 1972.
[35] S. Berkane, A. Abdessameud, and A. Tayebi, “Hybrid attitude and
gyro-bias observer design on SO(3),” IEEE Transactions on Automatic
Control, vol. 62, no. 11, pp. 6044–6050, 2017.
[36] R. Sanfelice, D. Copp, and P. Nanez, “A toolbox for simulation of hybrid
systems in Matlab/Simulink: Hybrid Equations (HyEQ) Toolbox,” in
Proceedings of the 16th international conference on Hybrid systems:
computation and control. ACM, 2013, pp. 101–106.
[37] M. Burri, J. Nikolic, P. Gohl, T. Schneider, J. Rehder, S. Omari,
M. W. Achtelik, and R. Siegwart, “The euroc micro aerial
vehicle datasets,” The International Journal of Robotics Research,
2016. [Online]. Available: http://ijr.sagepub.com/content/early/2016/01/
21/0278364915620033.abstract
[38] J. Shi and C. Tomasi, “Good features to track,” in Proc. of IEEE conf. on
Computer Vision and Pattern Recognition. IEEE, 1994, pp. 593–600.
[39] M.-D. Hua, N. Manerikar, T. Hamel, and C. Samson, “Attitude, linear
velocity and depth estimation of a camera observing a planar target
using continuous homography and inertial data,” in Proceedings of IEEE
International Conference on Robotics and Automation (ICRA). IEEE,
2018, pp. 1429–1435.
[40] F. L. Lewis, L. Xie, and D. Popa, Optimal and robust estimation: with
an introduction to stochastic control theory, 2nd ed. Boca Raton, FL:
CRC press, 2007.
[41] G. Y. Kulikov and M. V. Kulikova, “Accurate numerical implementation
of the continuous-discrete extended kalman filter,” IEEE Transactions on
Automatic Control, vol. 59, no. 1, pp. 273–279, 2014.
