Quantum Monte Carlo Methods for Nuclei at Finite Temperature by Alhassid, Y.
ar
X
iv
:n
uc
l-t
h/
00
09
00
5v
1 
 5
 S
ep
 2
00
0
QUANTUM MONTE CARLO METHODS FOR NUCLEI AT FINITE
TEMPERATURE
Y. ALHASSID
Center for Theoretical Physics, Sloane Physics Laboratory, Yale University, New Haven,
Connecticut 06520, USA
E-mail: yoram.alhassid@yale.edu
We discuss finite temperature quantum Monte Carlo methods in the framework of
the interacting nuclear shell model. The methods are based on a representation of
the imaginary-time many-body propagator as a superposition of one-body prop-
agators describing non-interacting fermions moving in fluctuating auxiliary fields.
Fermionic Monte Carlo calculations have been limited by a “sign” problem. A
practical solution in the nuclear case enables realistic calculations in much larger
configuration spaces than can be solved by conventional methods. Good-sign in-
teractions can be constructed for realistic estimates of certain nuclear properties.
We present various applications of the methods for calculating collective properties
and level densities.
1 Introduction
A variety of models have been developed over the years to explain the observed
properties of nuclei in various mass regions. One of the more fundamental of these
models is the interacting shell model, where valence nucleons (outside closed shells)
move in a mean field potential and interact via a residual nuclear force. This
effective interaction can be traced back to the bare nucleon-nucleon interaction via
Brueckner’s G-matrix.
The nuclear shell model was applied successfully in the description of p1, sd2,
and lower pf -shell nuclei3,4,5. However, the size of the model space increases com-
binatorially with the number of valence nucleons and/or orbitals, and conventional
diagonalization of the nuclear Hamiltonian in a full shell is limited to nuclei up to
A ∼ 50.
At finite temperature many levels contribute, and diagonalization methods are
even more limited. However, there are methods that do not require direct diago-
nalization of the Hamiltonian. At temperature T the nucleus is described by its
free energy F (T ) = −T lnZ(T ), where Z(T ) = Tre−H/T is the partition func-
tion expressed in terms of the nuclear Hamiltonian H . It is difficult to calculate
the partition function because H includes interactions that are strong, and non-
perturbative methods are required. Thermal mean-field approximations, e.g., the
Hartree-Fock approximation, are useful and tractable. Small amplitude fluctua-
tions around the mean field can also be taken into account in the random phase
approximation (RPA). However, in the finite nuclear system, large amplitude fluc-
tuations are important. In fact, interaction effects can be taken into account exactly
when all fluctuations of the mean field are properly included. This is formally ex-
pressed by the Hubbard-Stratonovich transformation.6 In this transformation the
nuclear propagator in imaginary time is represented as a superposition of one-body
propagators that describe non-interacting fermions moving in fluctuating auxiliary
fields. Quantum Monte Carlo methods were developed to carry out the integration
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over the large number of auxiliary fields.7,8 These calculations are computation-
ally intensive and became feasible only with the introduction of parallel computers.
Similar methods were developed for strongly correlated electron systems.9,10
The initial applications of the Monte Carlo techniques were severely limited
by the “sign” problem, which is generic to all fermionic Monte Carlo methods
and occurs for all realistic nuclear interactions. We have developed a practical
solution to this sign problem8 that made possible realistic calculations in much
larger configuration spaces than could be treated previously.
Other quantum Monte Carlo methods were developed for the many-nucleon sys-
tem. Variational and Green function Monte Carlo methods were used successfully
to derive properties of light nuclei from the bare nucleon-nucleon force.11 Recently,
a hybrid Monte Carlo method was suggested, in which the spin variables are de-
coupled using the Hubbard-Stratonovich transformation.12
The shell model Monte Carlo (SMMC) methods are reviewed in Section 2. Some
of their applications are presented in Sections 3, 4 and 5.
2 Methods
2.1 The Hubbard-Stratonovich transformation
The shell model Hamiltonian contains a one-body part and a residual two-body
interaction. A generic Hamiltonian with two-body interactions can be brought to
the form
H =
∑
a
ǫanˆa +
1
2
∑
α
vαρˆ
2
α , (1)
where ǫa is the single-particle energy in orbital a, ρˆα are linear combinations of
one-body densities ρˆij = a
†
iaj , and vα are interaction “eigenvalues.”
The canonical density operator e−βH , where β = 1/kT is the inverse tempera-
ture, can also be viewed as the many-body evolution operator in imaginary time β.
The Hubbard-Stratonovich (HS) transformation6 is an exact representation of this
propagator as a path integral over one-body propagators in fluctuating external
fields σ(τ). It is derived by dividing the time interval (0, β) into Nt time slices of
length ∆β each, and rewriting e−βH =
(
e−∆βH
)Nt
. The propagator for each time
slice can be written as e−∆βH ≈∏a e−∆βǫanˆa∏α e− 12∆βvαρˆ2α to order (∆β)2. Each
factor with ρˆ2α can be written as an integral over an auxiliary variable σα
e−
1
2∆βvαρˆ
2
α =
√
β|vα|
2π
∫
dσαe
− 12∆β|vα|σ
2
αe−∆β|vα|sασαρˆα , (2)
where sα = ±1 for vα < 0 and sα = ±i for vα > 0. By introducing a different set
of fields σα(τn) at each time slice τn = n∆β, we obtain the HS representation of
the propagator
e−βH =
∫
D[σ]GσUσ , (3)
where
Gσ = e
− 12∆β
∑
α,n
|vα|σ
2
α(τn) (4)
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is a Gaussian weight, and
Uσ = e
−∆βhσ(τn) . . . e−∆βhσ(τ1) = T exp
(
−
∫ β
0
hσ(τ)dτ
)
(5)
is the propagator of non-interacting nucleons moving in time-dependent external
one-body auxiliary fields σα(τ). The one-body Hamiltonian in (5) is given by
hσ(τ) =
∑
a
ǫanˆa +
∑
α
sα|vα|σα(τ)ρˆα , (6)
and the metric in the functional integral (3) is
D[σ] ≡ Πα,n
[
dσα(τn)
√
∆β|vα|/2π
]
. (7)
The thermal expectation of an observable O can be represented from the HS
transformation (3) as
〈O〉 = Tr (Oe
−βH)
Tr (e−βH)
=
∫ D[σ]Gσ〈O〉σTrUσ∫ D[σ]GσTrUσ , (8)
where 〈O〉σ ≡ Tr (OUσ)/TrUσ is the expectation value of O for non-interacting
particles moving in external fields σ(τ).
The calculation of the integrands in (8) can be reduced to matrix algebra in the
single-particle space. To show that, we denote by Ns the number of valence single-
particle orbits, and represent the one-body propagator Uσ in the single-particle
space by an Ns × Ns matrix Uσ. The grand-canonical trace of Uσ in the many-
particle fermionic space can be expressed directly in terms of Uσ
Tr Uσ = det(1+Uσ) . (9)
Eq. (9) is just the grand-canonical partition function of non-interacting fermions
(moving in time-dependent external fields σ).
Similarly the grand-canonical expectation value of a one-body operator O =∑
i,j Oija
†
iaj can be calculated from
〈a†iaj〉σ =
[
1
1+U−1σ
]
ji
. (10)
The grand-canonical expectation value of a two-body operator can be calculated
using Wick’s theorem 〈a†ia†jalak〉 = 〈a†ial〉〈a†jak〉 − 〈a†iak〉〈a†jal〉 together with (10).
In practice, we are interested in canonical expectation values, for which the
number of particles A is fixed. Canonical quantities can be calculated by an exact
particle-number projection. The canonical (one-body) partition function is given
as a Fourier transform13
TrAUσ =
e−βµA
Ns
Ns∑
m=1
e−iφmA det
[
1+ eiφmeβµUσ
]
, (11)
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where φm = 2πm/Ns (m = 0, . . . , Ns) are quadrature points and µ is a chemical
potential. Similarly for a one-body observable O
TrA (OUσ) =
e−βµA
Ns
Ns∑
m=1
e−iφmA det
[
1+ eiφm+βµUσ
]
tr
(
1
1+ e−iφm−βµU−1σ
O
)
,
(12)
where O is the matrix with elements Oij . In practical calculations it is necessary
to project on both neutron number N and proton number Z, and in the following
A will denote (N,Z).
2.2 Monte Carlo methods
The integrands in (8) are easily calculated by matrix algebra in the single-particle
space (see, e.g., Eq. (9) and (10)). However, the number of integration variables
σα(τ) is very large. For small but finite ∆β, this multi-dimensional integral can be
evaluated exactly (up to a statistical error) by Monte Carlo methods.7
The first step is to define a positive-definite weight function
Wσ ≡ Gσ|Tr Uσ| . (13)
We can rewrite the expectation value (8) of an observable O as
〈O〉 =
∫
D[σ]WσΦσ〈O〉σ∫
D[σ]WσΦσ
, (14)
where
Φσ ≡ Tr Uσ/|Tr Uσ| (15)
is the sign of the one-body partition function.
In the Monte Carlo approach, a random walk is performed in the space of
auxiliary fields σ ≡ {σα(τm)} that samples the σ-fields according to the distribution
Wσ. The W -weighted average of any σ-dependent quantity Xσ can be estimated
from
〈Xσ〉W ≡
∫
D[σ]WσXσ∫
D[σ]Wσ
≈ 1
M
∑
k
Xσ(k) , (16)
where σ(k) are M uncorrelated samples. The statistical error of 〈Xσ〉W can be
estimated from the variance of the “measurements” Xσ(k) . Though a standard
random walk can be constructed by the Metropolis algorithm, a modification based
on Gaussian quadratures improves the efficiency in the nuclear case.14
Using (14) and (16), thermal expectation values are calculated from
〈O〉 = 〈〈O〉σΦσ〉W〈Φσ〉W ≈
∑
k〈O〉σΦσ∑
k Φσ
. (17)
Often the sign Φσ in (15) is not positive for some samples σ, and we must
“measure” it together with the observable 〈O〉σ .
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2.3 The Monte Carlo sign problem
When the average sign 〈Φσ〉W is smaller than its uncertainty, the Monte Carlo
method fails. This leads to the so-called Monte Carlo “sign” problem: the sign of
the integrand fluctuates among samples, and the integral is the result of a delicate
cancellation that cannot be reproduced with a finite number of samples. Often the
average sign decreases exponentially with β, and the problem becomes more severe
at low temperatures. The sign problem is generic to all fermionic Monte Carlo
methods9 and has severely limited their applications. In particular, the problem
occurs for all realistic effective interactions in the nuclear shell model. We have
developed a practical solution to the sign problem in the nuclear case that allows
realistic calculations in very large model spaces.8
Certain interactions can be shown to have a “good” sign. A time-reversal in-
variant Hamiltonian with two-body interactions can be written as
H =
∑
a
ǫanˆa +
1
2
∑
α
vα (ραρ¯α + ρ¯αρα) , (18)
where ρ¯α is the time-reverse of ρα and vα are real. When all vα are negative in the
representation (18), the grand-canonical partition function is positive-definite for
any sample σ and the interaction has a good sign. The proof is based on a general-
ization of Kramer’s degeneracy to the complex plane. The one-body Hamiltonian
that appears in the HS decomposition for (18) has the form
hσ =
∑
a
ǫanˆa +
∑
α
(vαsαρα + vαsαρ¯α) . (19)
When all vα < 0, sα = 1, and the Hamiltonian (19) is time-reversal invariant
h¯σ = hσ. The eigenstates of Uσ appear then in time-reversed pairs with complex
conjugate eigenvalues {λi, λ∗i }, and the grand-canonical partition function Tr Uσ =
det(1 +Uσ) = Πi|1 + λi|2 is positive-definite. The canonical partition function for
even-even nuclei is also positive-definite.
Realistic effective nuclear interactions have both positive and negative “eigen-
values” vα, leading to a severe sign problem at low T . However, the eigenvalues
that are large in magnitude are all negative and therefore have a good sign. This
property of realistic nuclear forces can be used in several ways to overcome the sign
problem.
In general, the Hamiltonian is decomposed into “good” and “bad” parts: H =
HG + HB. The good Hamiltonian contains the one-body part plus the two-body
terms with vα < 0, while the bad Hamiltonian contains the two-body terms with
vα > 0. We construct a family of Hamiltonians
Hg = HG + gHB (20)
that depends on a continuous coupling parameter g. For any g < 0, the Hamilto-
nian (20) is good-sign and accurate Monte Carlo calculations can be performed for
〈O〉g ≡ Tr (Oe−βHg )/Tr (e−βHg ). The dependence of 〈O〉g on g is expected to be
“smooth” and can therefore be extrapolated to g = 1. We found, through tests in
the sd- and lower pf -shell, that low-degree polynomial extrapolations (usually first
or second order) are sufficient. The extrapolation technique is used in Section 3.
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Certain nuclear properties such as collectivity and level densities can be reliably
calculated by constructing nuclear Hamiltonians that are completely free of the sign
problem.15,16 These Hamiltonians include correctly the dominating collective com-
ponents of realistic effective interactions.17 An example of a good-sign Hamiltonian,
used in the applications discussed in Sections 4 and 5, is
H =
∑
a
ǫanˆa − g0P (0,1)† · P˜ (0,1) − χ
∑
λ
kλO
(λ,0) · O(λ,0) , (21)
where
P (λ,T )† =
√
4π
2(2λ+ 1)
∑
ab
〈ja‖Yλ‖jb〉[a†ja × a
†
jb
](λ,T ) ,
O(λ,T ) =
1√
2λ+ 1
∑
ab
〈ja‖dV
dr
Yλ‖jb〉[a†ja × a˜jb ](λ,T ) . (22)
The modified annihilation operator is defined by a˜j,m,mt =
(−)j−m+ 12−mtaj,−m,−mt, and a similar definition is used for P˜ (λ,T ). The
single-particle energies ǫa are calculated from a Woods-Saxon potential plus
spin-orbit interaction.18 V in (21) is the central part of this potential, and the
multipole interaction is obtained by expanding the surface-peaked interaction
v(r, r′) = −χ(dV/dr)(dV/dr′)δ(rˆ − rˆ′). Since the monopole pairing and isoscalar
multipole-multipole interactions are all attractive, they lead to a good-sign
Hamiltonian (21).
Experimental gap parameters (found from odd-even mass differences) are used
to determine the pairing strength g0 through a particle-projected BCS calculation.
The parameter χ of the surface-peak interaction is determined self-consistently:
χ−1 =
∫∞
0 dr r
2 (dV/dr) (dρ/dr), where ρ is the nuclear density. The renormaliza-
tion factors kλ account for core polarization.
2.4 Particle-number reprojection
The SMMC methods are computationally intensive. Calculations can be done more
efficiently in the particle-reprojection technique.19 Suppose we use Monte Carlo
methods to sample a nucleus with A particles. The ratio ZA′/ZA between the
partition function of a nucleus with A′ particles and the partition function of the
original nucleus can be calculated from
ZA′(β)
ZA(β)
≡ TrA′e
−βH
TrAe−βH
=
〈
TrA′Uσ
TrAUσ
〉
W
, (23)
where 〈. . .〉W is defined in (16). Each of the partition functions within the brackets
in (23) is calculated from (9). The expectation value of an observable O for the
nucleus with A′ particles is calculated using
〈O〉A′ =
〈(
TrA′OUσ
TrA′Uσ
)(
TrA′Uσ
TrAUσ
)〉
W〈
TrA′Uσ
TrAUσ
〉
W
. (24)
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In the particle-reprojection method, the Monte Carlo sampling is carried out by
projecting on a nucleus with fixed A, and the partition functions and observables
are calculated for a family of nuclei with A′ 6= A using Eqs. (23) and (24).
In the following Sections we present some of the applications of the shell model
Monte Carlo approach.
3 Quenching of the Gamow-Teller strength
Gamow-Teller rates, especially in the iron region, are important inputs in models
of stellar collapse and supernova formation.20 They determine the electron-capture
rates, which in turn affect the electron-to-baryon ratio.
The Gamow-Teller transition operator is given by
GT± ∝ ~στ± , (25)
where ~σ and ~τ are the spin and isospin operators, respectively. The GT+ transition
operator changes a proton into a neutron, and its strength function can be measured
in (n, p) reactions.21 The total strength B(GT+) is found experimentally to be
strongly quenched relative to estimates based on the independent-particle model.
46 50 54 58 62 66
A
0
1
2
3
4
5
B(G
T +)
Experiment
Renormalized MC
48Ti
54Fe 56Fe
58Ni
64Ni
62Ni
60Ni
51V 55Mn
59Co
(∼ 63%)
Figure 1. Total Gamow-Teller strength B(GT+) in pf -shell nuclei. The solid symbols are the
renormalized SMMC strengths and the open symbols are the experimental results. 21 After Ref.
23.
Calculations that include up to 2p − 2h correlations account for some of the
observed quenching.22 To estimate how much of the quenching can be attributed
to proton-neutron correlations in the ground state, we performed SMMC calcula-
tions in the complete pf -shell for nuclei in the iron region.23 The total strength
is renormalized by (1/1.26)2 ∼ 63% to account for the normalization of the axial
coupling constant from its free value of gA = 1.26 to gA = 1 in the nuclear medium.
The renormalized strengths are shown in Fig. 1 in comparison with the experi-
mental values. We see good agreement across the shell. We remark that a similar
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renormalization of the Gamow-Teller operator in complete sd-shell calculations also
leads to an agreement with the data.2
We conclude that any observed quenching beyond an overall renormalization of
∼ 63% is due to proton-neutron correlations. This has been confirmed in conven-
tional shell model calculations in the pf -shell, where the Gamow-Teller strength is
found to decrease as a function of the number of particle-hole excitations that are
included in the model space.24
In SMMC it is also possible to calculate imaginary-time response functions and
invert them by the maxent method to obtain strength functions.7 Such methods
were used to calculate Gamow-Teller strength distributions for pf -shell nuclei.25
4 γ-soft nuclei
T = 1 MeV
T = 1=2 MeV
T = 1=3 MeV
γ

128
Te
124
Xe
0.00 0.10 0.20 0.30
β
γ
Figure 2. Free energy surfaces of 124Xe and 128Te at several temperatures. The surfaces are in-
ferred from shape distributions calculated in SMMC. The inset on the right shows typical intrinsic
shapes sampled in the Monte Carlo together with their standard deviation. After Ref. 15.
One of the outstanding problems in nuclear structure is to demonstrate that
various types of collectivity (known from phenomenological models of nuclear struc-
ture) emerge in microscopic calculations. In particular, nuclei in the 100 – 140 mass
region are known to be γ-soft, i.e., their potential energy is insensitive with respect
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to non-axial deformations. This region corresponds to the 50 – 82 shell (for both
protons and neutrons), and could not be solved previously in fully microscopic cal-
culations because of the prohibitively large size of the model space. Using SMMC
we have provided the first microscopic evidence of softness in this mass region15.
We have used the good-sign Hamiltonian (21) and, among the various multipole in-
teractions, kept only an attractive quadrupole interaction renormalized to account
for core polarization. A quadrupole pairing interaction (in addition to monopole
pairing) was necessary to obtain correctly the excitation energy of the first 2+ state
in tin isotopes.
To determine the quadrupole shape distribution P (qµ), we calculated for each
sample σ the average 〈Qµ〉σ and variance ∆2σ = 〈Q2〉σ − 〈Q〉2σ of the quadrupole
mass operator Qµ ≡
∑
r2Y2µ. It is convenient to convert the shape distribution in
the intrinsic frame P (q′0, q
′
2) to an effective free energy surface at finite temperature
using the relation26 P (q′0, q
′
2)dq
′
0dq
′
2 ∝ exp [−F (β, γ;T )/T ]β4| sin(3γ)|dβdγ, where
β and γ are the intrinsic quadrupole shape parameters. Such free energy surfaces
are shown in Fig. 2 for 128Te and 124Xe at several temperatures. The inset shows
typical intrinsic shapes, demonstrating the weak dependence of the free energy on
γ.
5 Level densities
Level densities are important for theoretical estimates of nuclear reaction rates. In
particular, level densities are necessary input for nucleosynthesis calculations. The
s and r processes are determined by the competition between neutron capture and
beta decay,27 and the neutron-capture rates are proportional to the level density of
the corresponding compound nucleus.28
Experimental data on level densities are available from different methods:29 di-
rect counting of levels at low energies, neutron and proton resonance data and
charged particle spectra at intermediate energies, and Ericson’s fluctuations at
higher energies.
Most conventional calculations of level densities are based on Fermi gas models
in which important correlations are neglected. It is often found however, that
empirical modifications of the Fermi gas formula (also known as Bethe’s formula30)
can describe well experimental data. Particularly useful is the backshifted Bethe
formula (BBF) where the ground state energy is backshifted by an amount ∆. The
backshift parameter originates in pairing correlations and shell effects. A modified
version of the BBF is due to Lang and Le Couteur31
ρ(Ex) ≈ g
√
π
24
a−
1
4 (Ex −∆+ t)− 54 e2
√
a(Ex−∆) , (26)
where t is a thermodynamic temperature defined by Ex −∆ = at2 − t and g = 2.
The experimental level densities for many nuclei are well described by (26) when
both a and ∆ are adjusted for each nucleus. It is therefore difficult to predict the
level density to an accuracy better than an order of magnitude.
The nuclear shell model provides a suitable framework for the microscopic cal-
culation of level densities. The dimensionality of the model space is often too large
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to allow for exact diagonalization, and truncations that might be appropriate for
low-lying states are not suitable at finite excitation energies. Instead we use the
Monte Carlo methods described in Section 2.
The calculations of level densities in SMMC16 are based on a thermodynamic
approach. The level density is obtained from the canonical partition function by
an inverse Laplace transform
ρ(E) =
∫ i∞
−i∞
dβ
2πi
eβEZ(β) . (27)
In practice we are interested in the average level density. It can be obtained from
(27) in the saddle point approximation
ρ(E) ≈ (2πβ−2C)−1/2eS , (28)
where the canonical entropy S and heat capacity C are given by
S = lnZ + βE ; C = β2(〈H2〉 − 〈H〉2) = −β2∂E/∂β . (29)
In SMMC we calculate the thermal energy E(β) as an observable (E(β) ≡
〈H〉β), and then find the partition function by integrating the exact thermodynamic
relation E = −∂ lnZ/∂β:
ln [Z(β)/Z(0)] = −
∫ β
0
dβ′E(β′) . (30)
Z(0) = Tr 1 is the total number of states in the model space. The entropy and
heat capacity are then calculated from Eqs. (29) to give the level density (28).
5.1 Level densities in the iron region
We have used the methods of Section 5 to calculate level densities for nuclei in the
iron region. The model space includes the pf+g9/2-shell, and is good for excitation
energies up to Ex ∼ 20 MeV. With the inclusion of the g9/2 orbit we can calculate
both even and odd parity states.
We used the good-sign Hamiltonian (21) and kept only the quadrupole, octupole
and hexadecupole terms with renormalization factors of k2 = 2, k3 = 1.5 and
k4 = 1. Using experimental odd-even mass differences we determined g0 ≈ 0.2
MeV.
Fig. 3 demonstrates the calculation of the level density of 56Fe. The top and
bottom insets show the entropy versus energy and the heat capacity versus β, re-
spectively. For comparison we show the Hartree-Fock (HF) results by dashed lines.
In the HF we observe a discontinuity in the heat capacity around β ∼ 1.3 MeV−1
due to a shape transition from a deformed to spherical nucleus. This discontinuity
is washed out by the fluctuations in the SMMC calculations. The total SMMC level
density for 56Fe is shown in Fig. 3 versus excitation energy Ex (solid squares). The
solid line is inferred from the experiment.32 We see good agreement between the
microscopic calculations and the data, without any adjustable parameters.
The SMMC level density can be well-fitted to the BBF. We can therefore extract
a and ∆ from the microscopic calculations. Fig. 4 shows the parameters a (left)
and ∆ (right) as a function of mass number for even-even nuclei in the mass range
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1 06
1 04
1 02
1 00
ρ 
[M
eV
-
1 ]
2 01 51 050
Ex [MeV]
2 0
1 0
0
S (
E)
-190 -180
E [MeV]
2 0
1 0
0
C 
(β
)
2.01.00.0
β [MeV- 1]
Figure 3. Total level density of 56Fe versus excitation energy Ex: SMMC (solid squares), exper-
iment (solid line) and HF (dashed line). The top inset shows the entropy S(E), and the bottom
inset is the heat capacity C(β). The solid squares are the SMMC results while the dashed lines
are obtained in the HF approximation. After Ref. 16.
A ∼ 50− 70.33 The SMMC results (solid squares) are compared with the empirical
values of Ref. 34 (solid lines). We observe that a varies smoothly with mass, but
that ∆ shows shell effects and is enhanced at N = 28 or Z = 28.
Figure 4. Single-particle level density parameter a (left) and backshift parameter ∆ (right) as a
function of mass number A, obtained by fitting the SMMC level densities to the BBF. The solid
lines are the empirical values of Ref. 34. Shown are results for even-even nuclei from Fe to Ge.
After Ref. 33.
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5.2 Level densities by particle-number reprojection
The projection on an odd number of particles introduces a new sign problem, even
for good-sign Hamiltonians. Moreover, the calculations of level densities are time-
consuming since each nucleus requires new Monte Carlo calculations for all tem-
peratures.
The particle-number reprojection method of Section 2.4 can be used to carry
out the Monte Carlo sampling for an even-even (or N = Z) nucleus A followed by a
reprojection to find the thermal energies for a series of nuclei A′. We have applied
this method to calculate the level densities of manganese, iron and cobalt isotopes
by reprojecting from 56Fe and 54Co.19 Since the Hamiltonian (21) depends on A
(mostly through its single-particle spectrum), suitable corrections should be made
to the thermal energy.
0 4 8 12 16 20
E
x 
(MeV)
100
102
104
106
108
ρ
54Co
55Co
56Co
57Co
58Co
59Co
60Co
Figure 5. Level densities of cobalt isotopes versus excitation energies obtained in the particle-
number reprojection method. The solid lines are fits to the BBF formula (26). After Ref. 19.
Results for the level densities of cobalt isotopes, reprojected from 56Fe, are
shown in Fig. 5. We observe that the level density of an odd-odd cobalt (e.g.,
54Co) is higher than the level density of the subsequent even-odd cobalt (55Co)
although the latter has a larger mass. The systematics of a and ∆ is shown in Fig.
6 for manganese, iron and cobalt isotopes, including odd-A and odd-odd nuclei.
The SMMC results (solid squares) are compared with the experimental values (x’s)
and the empirical formulas of Ref. 34 (solid lines). The staggering effect in ∆
originates in pairing correlations. The microscopic calculations are often in better
agreement with the data than are the empirical values.
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Figure 6. The single-particle level density parameter a (left) and backshift parameter ∆ (right)
in manganese, iron and cobalt isotopes. The values determined by particle-number reprojection
SMMC (solid squares) are compared with the experimental values (x’s) 29 and the empirical values
of Ref. 34 (solid lines). After Ref. 19.
5.3 Parity-projected level densities
We have calculated the parity dependence of level densities by introducing par-
ity projection in the HS representation. The projection operators on even- and
odd-parity states are given by P± = (1 ± P )/2, where P is the parity operator.
The parity-projected thermal energies E±(β) ≡ Tr(HP±e−βH)/Tr(P±e−βH) can
be written as
E±(β) =
∫
D[σ]WσΦσ [〈H〉σ ± 〈H〉PσζP (σ)/ζ(σ)]∫
D[σ]WσΦσ [1± ζP (σ)/ζ(σ)] , (31)
where ζ(σ) ≡ Tr Uσ, ζP (σ) ≡ Tr (PUσ) and 〈H〉Pσ ≡ Tr (HPUσ)/Tr (PUσ). PUσ
can be represented in the single-particle space by the matrix PUσ , where P is a
diagonal matrix with elements (−)ℓa (ℓa is the orbital angular momentum of the
single-particle orbit a). Consequently, the integrand in (31) can be calculated by
matrix algebra in the single-particle space. From E±(β) we calculate the positive-
and negative-parity level densities using the method discussed in Section 5.
The left panel of Fig. 7 shows the parity-projected level densities for 56Fe.
We see that ρ+ 6= ρ− even at the neutron resonance energies. This is contrary
to the common assumption of equal even and odd parity densities, often used in
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nucleosynthesis calculations.
It is difficult to calculate the odd-parity level density for the even-even nuclei at
low excitation energies because of a new sign problem introduced by the projection
P−. The sign problem affects less the odd-to-even partition function ratio. This
ratio is calculated from
Z−
Z+
=
[
1−
〈
ζP (σ)
ζ(σ)
〉
W
]/[
1 +
〈
ζP (σ)
ζ(σ)
〉
W
]
, (32)
and shown in the right panel of Fig. 7 for several nuclei in the iron region.
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Figure 7. Left: parity projected level densities ρ± in 56Fe. Right: odd-to-even partition function
ratio versus β for 56Fe, 60Ni and 68Zn. The symbols are the SMMC calculations and the solid
lines are obtained from Eq. (33) of the statistical quasi-particle model (see text). After Refs. 16
and 35.
The parity distribution as a function of temperature (or excitation energy) can
be understood in terms of a simple statistical model.35 The single-particle states are
divided into two groups of odd- and even-parity states. Assuming that the particles
occupy the single-particle states randomly and independently, the probability to
find n nucleons in states with parity π (π is the parity of the group with the
smaller occupation) is a Poisson distribution, P (n) = fne−f/n!, where f = 〈n〉.
For an even-A nucleus, an even (odd) parity many-particle state is obtained when
n is even (odd). We find a simple formula for the odd-to-even parity ratio
Z−(β)
Z+(β)
=
∑
n odd P (n)∑
n even P (n)
= tanh f . (33)
f is estimated from the Fermi-Dirac occupations of deformed single-particle states
with parity π. The distribution P (n) can be calculated in SMMC by projection
on states with parity π35. In the iron region we find good agreement with the
Poisson distribution above the pairing transition temperature of ∼ 1 MeV. Below
this temperature, our model is still valid but for the quasi-particles. f is now given
by36 f =
∑
a∈π fa =
∑
a∈π[1+e
βEa]−1 where Ea =
√
(ǫa − λ)2 +∆2 are the quasi-
particle energies (and λ is the chemical potential). The solid lines in Fig. 7 are the
result (33) of the quasi-particle model.
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Conclusions
We have discussed a quantum Monte Carlo approach to the interacting shell model
at finite and zero temperature. The initial applications of these techniques have
been severely limited by the Monte Carlo sign problem. A practical solution to
the sign problem in the nuclear case has allowed new realistic calculations that
could not be carried out in conventional diagonalization methods. Alternatively,
good-sign interactions can be constructed for realistic estimates of certain nuclear
properties (e.g., collective properties and level densities). We have presented a
variety of applications: the quenching of the Gamow-Teller strength, microscopic
evidence of γ-softness, and accurate calculations of level densities and their parity
distribution.
Finally, it is important to keep in mind that the Monte Carlo approach is com-
plementary to the conventional shell model approach; it cannot be used to calculate
detailed spectra but on the other hand it is very useful for finite and zero temper-
ature calculations.
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