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This paper presents an initial-value method for the solution of the in- 
homogeneous Fredholm integral equation 
s 
c 
u(t) = g(t) + 84 Ml t - Y I) 4~) dr. 
II 
These equations and an expansion formula of classical analysis allow a proposal 
to be made for calculating the solutions to the homogeneous equation 
j d(t) = h 
I 
WI t - Y I) 4(y) &. 
0 
The paper discusses possible numerical difficulties and presents extensions 
to other types of linear operators. 
I. INTRODUCTION 
Initial-value procedures for the solution of the inhomogeneous integral 
equation 
49 = g(t) + h j: w, 39 a9 4 
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have been given for a wide class of kernels in a series of earlier publications 
[l-3]. However, initial-value methods for the solution of the corresponding 
homogeneous problem 
(b(t) = x j; 4 Y) $(Y) dY (2) 
have been confined to one previous publication [4]. It presents an approach 
with the serious computational drawbacks of unknown initial conditions and 
an infinite system of equations. 
This paper’s thesis is that a suitable blend of classical, characteristic 
function theory and invariant imbedding, initial-value theory yields a practical 
computational approach for the nontrivial solutions of the homogeneous 
% (2). 
The problem to be considered is the homogeneous integral equation 
d(t) = A FC Nl t -Y 1)$(Y) dY, 
JO 
(3) 
where the kernel k is assumed to be expressible in the form 
k(r) = jl e-%(X) dz, r > 0. (4) 
The classical theory exploits the capability of solving the homogeneous 
problem to produce solutions to the inhomogeneous counterpart. The 
approach proposed here utilizes knowledge of solution methods for the 
inhomogeneous problem to obtain the characteristic values and functions. 
II. INITIAL-VALUE METHOD FOR THE INHOMOGENEOUS PROBLEM 
The following is a brief review of the results of [5] for the solution of the 
inhomogeneous integral equation 
u(t, 4 = g(t) + h j; 4 t - y I) U(Y, 4 dY, o<t<x. (5) 
Note that in Eq. (5) the variable x replaces the previously fixed upper limit c, 
since the invariant imbedding procedure views the solution at a fixed point t 
as a function of the interval length X. 
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The differential equations comprising the initial-value procedure for the 
solution are 
R,(a, 2, x) = - (; + -g R(w, x, x) + x [l + j: R(B’, z, x) m(o’) fM] 
(6) 
x 1+ [ j; q-5 z’, x) w(z’) da’] 7 x 3 0, 
e,(z, x) = - $ e(a, x) + [g(x) + X ji e(z’, x) w(i) dw’] 
x [l + j; R(u, z’, x) w(z’) U] , x 20; 
(7) 
u,(t, x) = [g(x) + h jl e(w', 4 44 dw'] 
x :I( s t, x, w’) w(w’) dw’, x>,t, O<s,x<l. 
(9) 
The appropriate initial conditions are 
R(w, x, 0) = 0, (10) 
e(z, 0) = 0, 
J(t, t, z> = h [ 1 + j: R(w’, z, t) w(z(‘) ~w’] , 
u(t, t) = g(t) + X j: e(w’, t) w(w’) dw’. 
Briefly, the computational procedure is to integrate the equations for the 
functions R and e from x = 0 to x = t. At this point, the equations for the 
functions J(t, x, x) and u(t, x) are adjoined with the initial conditions of Eqs. 
(12) and (13). The whole system for the functions R, e, J, and u is then 
integrated from x = t to x = c, the desired interval length. The function 
u(t, c) gives the solution of Eq. (5) at the fixed point t when the interval length 
is c. Note that the solution to a whole family of integral equations ‘is obtained, 
where the memb,ers of the family are parametrized by the interval length x. 
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III. CHARACTERISTIC LENGTHS 
Assume that the analytic structure of the integral operator is such that at 
most a countable number of interval lengths, x1 , x2 ,..., exist where the 
inhomogeneous problem fails to have a unique solution. According to the 
Fredholm alternative theorem, at precisely these lengths the homogeneous 
problem has a nontrivial solution. 
The initial-value theory of the previous section provides a means for 
obtaining all critical lengths associated with a fixed number A. The procedure 
is to integrate the equations for the function R from x = 0 to the first value 
of x for which R becomes unbounded. The value of x at which this happens is 
the first critical length associated with the number h. Through one of the 
methods to be discussed in Section V, the function R can be continued 
through the critical point. The next value of x > x1 for which R becomes 
infinite is the second critical length xs . In this way, one may procedure all the 
critical lengths for a given value of )r. These points determine functions 
Xl@), “z(q,... of critical lengths versus the parameter X. By varying the 
parameter h, the inverse functions X,(x) may be produced; i.e., the i-th 
characteristic value as a function of the interval length. Reference [6] gives 
curves of this type. Thus, in the remainder of this paper, these functions are 
assumed to be available. 
IV. CLASSICAL CHARACTERISTIC FUNCTION EXPANSIONS 
As an additional preliminary to the computational scheme for characteristic 
functions, a classical result is recalled. 
Consider the inhomogeneous integral equation 
f&x) = g(t) + A 1: R( I t - y I) u( y, x) dy, (14) 
where the kernel k as defined in Eq. (4), is such that it has only simple, real 
eigenvalues. Classical theory [7] shows that the solution may be expressed in 
the form 
up, x) = g(t) + h f i=l A&$-- ,&(t, x), i = 1, 2 ,...* (15) 
where &(t, x) is the i-th normalized characteristic function on the interval 
(0, x) associated with the characteristic value hi . Equation (15) holds for 
those values of x that are not a root of the function h(x) = X,(X) - h. In 
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Eq. (15) the coefficientfi(x) is given in terms of the i-th characteristic function 
by the usual inner product 
f&4 = j;g(Y) MY, 4 dY9 i = 1, 2,... . (16) 
This representation for the solution of the inhomogeneous problem of 
Eq. (14) in terms of the solutions to the homogeneous problem, plays a 
central role in the subsequent discussion. 
V. PROPOSED COMPUTATIONAL h/IETHoD 
To compute the solutions {k(t)} of the homogeneous integral equation 
w 4 = x ,; 41 if -Y I> MY, 4 dY, i = I,2 ,..., (17) 
the following computational scheme is proposed. 
First, for fixed X and for nonzero forcing term g(t), use the initial-value 
problem in Section II to solve the inhomogeneous problem for the interval 
0 < x < x1 , the first critical length associated with the parameter A. [Recall 
the assumption that the curves xi(A) have been computed previously using 
the ideas of Section III.] The crucial observation to be made from Eq. (15) is 
that in the limit as x +- x1 , 
~$W - 4 a 4 = f&4 M, XI). 
With the proviso that the forcing term g is such that 
(18) 
the right-hand side of Eq. (18) is an unnormalized eigenfunction. If the 
chosen function g is orthogonal to +r , use of the new function g, = g + E, 
0 < E < 1, will insure that the condition in Eq. (19) is satisfied. To obtain 
the higher characteristic functions, a continuation method must be employed 
to produce the solution of the entire initial-value problem for some interval 
length x such that X, < x < X, , where xa is the second critical length. Using 
this solution as a starting point, the second characteristic function is produced 
in the same manner as the first by the initial-value procedure. 
Two questions that arise are: 
1. How is the solution of the initial-value problem to be continued 
beyond the critical points X, , xa ,... ? 
6 CASTI, KALABA, AND SCOTT 
2. How does one know that the initial-value procedure will solve 
the inhomogeneous problem accurately for interval lengths that are close to 
critical lengths ? 
The answer to the second question will be discussed in Section VII. 
The first question has several possible answers: The new system of reci- 
procal functions R*(v, z, x), e*(x, z), J*(t, X, x), and u*(t, X) may be intro- 
duced as 
R*(v, 2, x) = l/R@, z, x), 
e*(x, z) = I/e(x, z), 
J*(t, x, x) = liJ(4 x, 4, 
u*(t, x) = l/z& X). 
An initial-value problem analogous to Eqs. (6)-(10) may be developed for 
the above system [Eq. (ZO)]. F or example, the equations for R*(v, a, X) are 
(21) 
Since the starred system will be passing through zero at x = x1 , while the 
original system is becoming unbounded, the following procedure can be 
used to continue the integration beyond critical lengths. 
1. Integrate the unstarred system until the functions R, e, J and u exceed 
a predefmed bound; 
2. Shift to the starred system of reciprocal functions and integrate it 
through the critical length continuing until this system exceeds some bound; 
3. Now shift back to the original system. 
Before employing this procedure, a caveat should be given. Computational 
experiments have shown that the function R(v, s, X) can become large for 
some (w, z) pairs while remaining small for others when x is near x1 . There- 
fore, for optimal results, the functions in the R matrix should be shifted on a 
component-by-component basis rather than all at once. 
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A second continuation method utilizes the following idea: under the 
assumptions given earlier about the kernel K, the functions R, e, ] and u have 
only poles at each critical value of X. Thus, one may use a Laurent expansion 
in the neighborhood of the singularity to pass beyond the critical length. For 
example, assume that the function R has a simple pole at x = x1 . Then, we 
may write 
R(w, x, x) = (x yxl) + $ dx - ‘l)n+ (22) 
Similar expansions obtain for the functions e, J, and u. To determine the 
coefficients in the expansion, a number of methods may be employed. Perhaps 
the simplest is to use a least-squares fit where the functions at m points 
12 x ) x )..., xm, 0 < xi < x1 are calculated, and then determine the coefficients 
so that the expression 
f [R(w, x, xi) - (xi Yxl) - % 4xi - XlP] * (23) 
i=l 
is minimized. Some experiments may be necessary to determine a reasonable 
placement of the points xi. If they are too close to x, , the computed values 
R(o, a, xi) may be inaccurate; and, if they are too far from x1 , the approxima- 
tion [Eq. (23)] may be poor. Also, one should observe that the success of this 
continuation method is highly dependent unpon knowledge of the precise 
nature of the singularity at x1 . 
The method of successive approximations furnishes another powerful 
tool for continuing beyond critical lengths. To utilize this procedure, some 
type of convergence-inducing transformation must be made upon the 
sequence obtained from the usual iteration formula, since the Neumann 
series is divergent for x > x1 . Reference [9] shows that a nonlinear trans- 
formation of Shanks type [8] may induce convergence in these types of 
divergent sequences. To simplify the necessary calculations, when using 
successive approximations as a continuation device, utilize the relations 
R(er, x, x) = 1: e-(2-f’)lvJ(y, x, z) dy (24) 
and 
e(x, z) = 1: e- (-y y, x) dy, (25) 
which are given in Ref. [5]. Thus, only the integral equations 
/(t, x, z) = Ae-(s-t)ls + h J: A(\ t - y I) J(y, x, z) dy (26) 
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and 
44 4 = g(t) + A j: k(~ t - 3l ;) u(y, 44 (27) 
need be solved via iteration. Knowledge of the functions /(t, X, .a) and u(t, X) 
for x > x1, in conjunction with Eqs. (24) and (25), enable initial conditions 
to be established on the system and the integration to be continued. 
A traditional method of solution for integral equations is to approximate 
the equations with a set of linear algebraic equations. Through the use of 
successive approximations as a continuation device, the observation was made 
that the solution of integral equations for the functions J and u was the crux 
of the matter; therefore, as an alternate approach, linear algebraic equations 
may be used to resolve the integral equations. This idea is advantageous 
because no auxiliary analytic manipulations, such as Shanks transforms, are 
necessary to obtain the solution. Briefly, the procedure is to replace Eqs. (26) 
and (27) by the approximate set 
J&x, 2) = Xe-(e-tJ’z + h f kiJj(X, x), (28) j-1 
Ui(4 = gi + x f kJj(X), O<x<l, i=l,2 )...) IV, X>X,, 
j=l (29) 
where 
J&, z) = J(h > x, z), (30) 
U,(x) = U(ti , x) (31) 
and 
gi = gw (32) 
The numbers Kii , i, i = 1, 2 ,..., N are determined by the type of quadrature 
formula used. Once the functions J(ti , X, a) and u(ti , X) are known for x > x1, 
the functions R and e may be determined via the approximate equations 
R(w, x, x) = f e--(‘-@“J(tk , X, X> oIk (33) 
k=l 
and 
e(x, 2) = fJ e-(s-ta)‘zu(tk , x) elk , 
k=l 
(34) 
where the numbers t, , elk , k = 1, 2 ,..., N, are the roots and weights of an 
appropriate quadrature scheme. 
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Various combinations of the above ideas may also prove useful. For 
example, the functions R(a, u, x) and e(x, x) may be determined by one of the 
first two methods for N different values of x > x, . Next, view Eqs. (33) and 
(34) as a set of linear algebraic equations for the functions J(t, x, z) and 
44 4. 
VI. AN ANALYTIC EXAMPLE 
As an example of the foregoing ideas, consider the integral equation 
u(t, x) = 1 + 1: e-lt-Yltl(y, x) dr. (35) 
This is the special case of Eq. (5) in which h = 1 and w(z) = 6(z - l), the 
Dirac delta function. The initial-value problem of Eqs. (6)-(13) gives, for 
this case, the equations 
W) = 1 + R2(x), R(O) = 0, (36) 
e,(x) = 1 + R(x) + e(x) R(x), e(0) = 0, (37) 
L(t, x) = J(t, x) R(x), _7(4 4 = 1 + R(t), (38) 
and 
dt, 4 = J(t, x) 11 + e(x)], u(t, t) = 1 + e(t). (39) 
In Eqs. (36)-(39), dependence on the parameters TJ and x has been suppressed 
since only the values 21 = x = 1 are involved for this example; i.e., R(x) 
denotes R( 1, 1, x). The explicit solution of the above initial-value problem is 
given by 
R(x) = tan x, 
e(x) = 
sinx - cos x + 1 
cos x , 
.I(4 4 = 
cos t + sin t 
cos x ’ 
and 
u(t, x) = set t + (cos t + sin t)(tanx 
(40) 
(41) 
(42) 
tan t). (43) 
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However, the nontrivial solutions of the homogeneous problem 
+(t, x) = j: e-It-yl+(y, x) dy 
are given by 
$(t, x) = sin(t + CC) 
for those values of x and OL such that 
(4) 
(45) 
tan a: = 1 (46) 
and 
tan(x + a) = - 1. (47) 
Thus, 01 = z-/4 and x = z-/2 comprise the (01, x) pair for the first characteristic 
function that, in its unnormalized form, is given by 
+(t) = const . sin(t + 7r/4). (48) 
By referring to Eq. (40), one can see clearly that the function R(x) has 
singularities for exactly those values of x where Eq. (44) has a nontrivial 
solution. Also, Eq. (43) and the fact that Eqs. (46) and (47) have only simple 
roots give 
h12[Al(x) - l]u(t, x) = const * sin(t + 7r/4), (49) 
where h,(7r/2) = 1. 
VII. NUMERICAL EVIDENCE 
In answer to the second question posed in Section IV, some numerical 
results of a previous study [lo] indicate that the initial-value procedure will 
solve the inhomogeneous problem accurately for interval lengths x that are 
close to the singular lengths xi . The equation dealt with in Refs. [9] and 
[lo] is 
u(t, x) = 1 + J: e(t+%4(y, x) dy. (50) 
This equation has the single critical length x1 = 0.54930615. The exact 
solution is given by 
u(t, x) = 1 + c(x) et, o<t<x<x,, (51) 
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where 
C(X) = 2(eZ - 1)/(3 - e”“). (52) 
Using the initial-value procedure, the problem has been solved for interval 
lengths x = 0.95~~ and x = 0.99~~ . Tables I and II display the results. 
TABLE I 
Solution of Eq. (20) for x = 0.95~~ = 0.52184 
t Initial-value method 
46 4 
Exact 
0 9.5563613 9.5549738 
0.313104 12.702231 12.700334 
0.52184 15.418554 15.416216 
TABLE II 
Solution of Eq. (20) for x = 0.99~~ = 0.54382 
u(t, 4 u(t, 4 
Initial-value method Exact 
0 44.578135 44.583903 
0.326287 61.391199 61.399193 
0.543813 76.066066 76.076003 
The above tables show that, when near the singular length, no special 
precautions are necessary to solve the inhomogeneous problem accurately 
for this integral equation. 
In view of the explicit soIution (Eq. (51)), the characteristic function 
$l(t, x1) is expected to be a scalar multiple of et. Thus, dividing the solutions 
of Table II by et should produce the unknown constant multiplier. Table III 
exhibits this calculation. 
TABLE III 
u(t, x)/e” for x = 0.99~~ 
t t(t, x)/et 
0 44.578135 
0.326287 44.29971 
0.543813 44.1586685 
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VIII. DISCUSSION 
Precisely the same ideas that have been stated above for integral equations 
with displacement kernels apply to other types of linear-functional equations 
that have initial-value formulations for their solution. For example, the two- 
point boundary-value problem 
i = au + bv, u(0) = 0, 
- ti = cu + dw, w(t) = c, 
treated in Ref. [I 11, or its matrix counterpart 
i = Ax + By, x(0) = 0, 
-j=cx+Lly, r(t) = c, 
has a solution in terms of a characteristic function expansion similar to Eq. 
(17). Consequently, the computational method of Section V, in conjunction 
with the appropriate initial-value problem, should yield a scheme for obtaining 
solutions to the homogeneous problem where c = 0. The same comments 
apply to the integral equation with degenerate kernel 
u(t) = g(t) + h SC f W)fi(y) U(Y) dy, 
0 &I 
or to the problem with the more general “semidegenerate” kernel, which are 
the subjects of Refs. [3] and [lo]. 
The foregoing approach possesses an interesting feature-to calculate the 
i-th characteristic function &(t), no knowledge of the function +i(t), j # i, 
is necessary. Thus, the current proposal shares with the Courant-Fisher 
procedure [7] the ability to produce isolated characteristic functions. 
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