for the problem of Kurosh (e.g. rings with identities [5] ) are readily obtained by the use of these radicals [4; 10] . In the present paper we define two new radicals containing, respectively, the semi-nilpotent radical and the locally finite kernel. An algebra A is called an LBI (LBD) algebra if every finitely generated submodule of A contains nilpotent (algebraic) elements of bounded index (degree). It is an open question whether these properties are really new properties or whether they are equivalent to semi-nilpotency and to local finiteness, respectively. Nevertheless, the study of the LBI radical and the LBD radical can be carried out and it is shown that these radicals satisfy all required properties of radicals [l] . It is proved that the LBI radical coincides with the maximal nil ideal of an algebra and the LBD radical is the maximal algebraic ideal of an algebra over nondenumerable fields. These results are applied to give an affirmative answer to the problems of Koethe and Jacobson for such algebras.
2. The Jacobson radical. Let A be an algebra over a field F. We recall that an element aEA is said to be a quasi-regular element in A if there exists an element bEA satisfying a + b+ab = 0. The element b is called a quasi-inverse of a. Generally, the quasi-inverse is not uniquely determined, but if b and c are two quasi-inverses of a then their difference x = b -c satisfies: x+xa = 0.
By the spectrum S(a) = 5V(a) of an element aEA we mean the set of all \EF for which the element -X_1a is not quasi-regular.
It is accepted to include 0 in S(a) unless A contains a unit and a is regular. By C(a) = Cp(a) we shall denote the complement of the spectrum S(a) in F. That is, C(a) is the set of all \EF for which -X_1a is quasi-regular. We shall also denote by N(a) =NF(a) the set of all \EF for which the equation (X -a)x = 0 has a nonzero solution in A. If X^X¿,/(X)r¿0 and let g(X) = (X-\f(\)^f(X))/(X -X) then g(X) is a polynomial in X and one readily verifies that2 g(a) EA and g(a) is the quasi-inverse of -X_1a. The rest is readily verified. Remark 1. Furthermore, one readily observes that in this case N(a) is finite and the quasi-inverses of -X_1a commute with a since they belong to the algebra generated by a. Here N(a) and C(a) are disjoint sets, which is not necessarily true in the general case.
Denote by Ox a quasi-inverse of -X_1a for \E:C(a). Theorem 1. 7/ aG-<4 is not algebraic over F and {Xy} is a set of nonzero different elements of C(a), then the corresponding set {a*,} are linearly independent over F.
Since ax is a quasi-inverse of -X_Ia it follows that -\~1a+a\ -X-1aax = 0. Hence:
This implies that (2) \o\ = a + ao\.
Multiplying (1) by X and substituting (2) one obtains 0 = \a -X2o\ + a\a\ = \a -\2a\ + a(a + aa\).
Hence
(1.2) \a + a2 -\2ax + a2ak = 0.
Multiplying now (1.2) by X and substituting (2) and continuing in this way we obtain:
For i=l this formula is exactly (1). We shall prove now that if the set {a\j} is linearly dependent over F then a is algebraic. Indeed let: Write (4) in a matrix form:
Since all the Xy were assumed to be different the matrix (Xj) is regular in F, hence multiplying (4') on the left by the matrix (Xj)-1 we obtain that a.jaxj = pj(a) for some polynomial p¡(a) of a. Since not all the ay are zero it follows that ax -q(a) for some X and some polynomial q(a) of a. Thus (1) implies that Q(a) =<z-\q(a)+aq(a) -0. Clearly X^O implies that q(a)9i\. Hence, Q(X) is a nonzero polynomial and this proves that a is algebraic.
Note that if q(X) is a polynomial of degree / then Q(X) is of degree / + 1. From (4') one readily observes that pj(X) and, therefore, also q(X) are at most of degree r-1. Hence the previous proof yields for algebraic elements that: is linearly independent over F.
Indeed let {xxy} be a maximal set of linearly independent elements taken from the set of all {xx}. If the two sets do not coincide then xx= ^ctjXxj for some \EN(a) and X^Xy for all j. Multiplying this equality on the left by a we obtain, in view of the definition of N(a), that Xx\= Z^yXyXx,-. It follows now by the fact that the xx,-are independent over F that \aj=ajkj for all/. Since xx^O, at least one of the ajT^O; hence X=Xy for some/. Contradiction.
Notations.
For any given set 5 we denote by card 5 the cardinal number of the set 5. We shall denote by A H the algebra obtained from A by extending the base field to H. Namely, AH=A ®H.
We shall deal with two radicals of the algebra A : the Jacobson radical of A [2] which we shall denote by 3(A) and the upper radical of A, denoted by Si (A). The latter is defined as the maximal nil ideal of A. In case S(A) contains also all one-sided nil ideals of A, this radical is known as the Koethe radical [ó] of A.
In the following results we deal with algebras A over F for which card F>(A:F).
For these algebras the condition that an element is algebraic or nil can be expressed by conditions on the set C(a) or on S(a): The sufficiency of the two parts of the proof follows immediately by the proof of Lemma 1. The necessity of the first part is an immediate consequence of Corollary 2 and the rest of the first part follows now by the proof of Lemma 1. Furthermore, that proof shows that S(a) contains the set of roots of the minimal equation of a. Hence if F is algebraically closed and S(a) = (0) it follows that card C(a)= card F and, therefore, a is algebraic. Consequently, the minimal equation of a is of the form A"n = 0, i.e., a is nilpotent.
This theorem fails if card F^(A:F). Since, for elements belonging to the Jacobson radical of an algebra A, the spectrum can contain at most the zero but yet one can construct examples of algebras over any field F whose radical 3(A) does not contain algebraic elements.
The preceding theorem can be applied to prove the converse of Lemma 1. It is known that nil ideals are quasi-regular ideals [2] . To prove the converse we consider a right quasi-regular ideal J in A. Let aEJ\ then -\~xaxEJ is quasi-regular for fixed xG^4 and for every \EF. This readily implies that card C(ax)= card F. It follows, therefore, by Theorem 3 that ax is algebraic. Thus, the right ideal aA is an algebraic ideal in A. Since aAEJ it follows that aA is also quasiregular, but it is known [2] that algebraic quasi-regular ideals are nil ideals. In particular, a2EaA is nilpotent and consequently a is also nilpotent. This proves that / is a right nil ideal.
This immediately implies: The preceding corollary can be applied to the following case: One easily verifies that a finitely generated algebra over F has at most a countable base, hence the preceding corollary implies that: Corollary 4. The Jacobson radical of a finitely generated algebra over a nondenumerable field is its nil radical. This is an immediate consequence of Theorem 4 and the fact that this corollary holds for quasi-regular right ideals [2] . This corollary will be later extended for arbitrary algebras over nondenumerable fields.
3. Algebras over nondenumerable fields. In the present section we confine ourselves to nondenumerable fields F. Let V' be an r-dimensional vector space over F. A subset UE VT is an algebraic set if U is the totality of the points (xu ■ ■ ■ , xr) E Vr which satisfy a (finite or infinite) set of polynomial equations fi(Xi, ■ • • , XT) =0. The polynomials fi(X) will be said to define the algebraic set U.
The important property of the nondenumerable fields for our purpose is: Lemma 4. Let U\, Ui, Us, • ■ ■ be a denumerable set of algebraic sets of VT; then either \SUi9*VT or else C" = V' for some integer n.
The proof is carried out by induction on the dimension r of the space Vr. For r -1, the sets Í7, are defined by polynomials in one variable; hence if these polynomials are not identically zero the algebraic set Ui contains only a finite number of points. Thus if Ui?¿ V for all i then each of them is finite and, therefore, their union U Ui is denumerable but V1 which in this case coincides with F is, by assumption, nondenumerable.
Consequently, U [/,•?* F1. This part of the proof fails for denumerable fields F. Since clearly every finite subset of Vx is an algebraic set, by suitably choosing the sets Ui one can obtain a denumerable set of algebraic sets for which U Ui will be the whole denumerable space V1. Consider (5) as a set of infinite homogeneous linear equations in the n+1 unknown Xo, ■ ■ • , X"; then a necessary and sufficient condition for the existence of a nonzero solution is that all the determinants of order4 (n + i)2 formed by the coefficients of (5) are zero. Let P(x; v) = \pon(x)' ' ' ' ' Pn*Sx)\ be* the determinant formed by the va, ■ ■ ■ , vn rows of the coefficients of the equations (5). Thus the preceding arguments show that the algebraic set Un defined by the set of the polynomial equations P(X; v)=0 where (v) = (v<¡, ■ ■ • , vn) ranges over all possible choices of rows satisfies the requirement of our lemma.
Note that the polynomial pn*(X) is a form of degree ¿w and the polynomial P(X ; v) is a form of degree g 0 + 1+ • • • +« = w(n + l)/2. Consider now the case of two elements a, bEA. Then a necessary and sufficient condition that a+xb is algebraic (nilpotent) of degree (index) gn is that P(l, x; v) =0 (pn,(\, x) =0) for all (v). Hence if these polynomials are not identically zero, it follows by their degrees that the number of solutions of these equations is at most w(w + l)/2 (n). This proves: Corollary 6. Let F be an arbitrary field and A an algebra over F. Let a, bEA. Then either every element of the form a+xb, xEF is algebraic (nilpotent) of degree (index) g« or at most n(n + l)/2 (n) of these elements are algebraic (nilpotent) of degree (index) gra.
The preceding lemmas yield:
Theorem 5. If A is an algebraic (nil) algebra over a nondenumerable field F, then every finitely generated submodule of A is of bounded degree (index).
For let ai, ■ ■ ■ , ar generate a submodule of A. Consider the algebraic sets Un and Wn defined in the preceding lemma. Since A is algebraic (nil) it follows that every element of the form Z*»0» ls algebraic (nil). In other words this means that Ut/"= Vr(UWn= Vr). It follows now by Lemma 4 that Un = Vr for some integer n(Wn = Vr) and this implies that every element of the form Zx»a> ¡s algebraic (nil) of degree = «.
Note that the preceding proof made no use of the fact that the whole algebra is algebraic (nil), only that the module generated by the a< has this property. Hence, we actually proved : Corollary 7. Every finitely generated algebraic (nil) module of an algebra A over a nondenumerable field is of bounded degree (index). 4 . The LBD and the LBI radicals. The results of the preceding section lead us to a definition of two new properties of algebras.
Definition. An algebraic algebra A over a field F will be said to be locally of bounded degree if every finitely generated submodule of A consists of elements of bounded degree. Such an algebra will be called an LBD algebra.
A nil algebra will be said to be locally of bounded index if every finitely generated submodule of A is of bounded index. These algebras will be called LBI algebras.
Remark 2. Clearly Theorem 5 states that every algebraic algebra over a nondenumerable field is an LBD algebra; and every nil algebra over a nondenumerable field is an LBI algebra.
Lemma 6. If A is an LBD (LBI) algebra over an infinite field F and HZ)F is an extension field of F, then the extension algebra Ah is also an LBD (LBI) algebra.
Let âj= ^Ojkhjk, ajkEiA and hjkOEH, be a finite set of elements of Ah. The module generated by the elements äj over H is clearly contained in the module generated by the elements ajk, which are also finite, over H. It suffices, therefore, to show that the finitely generated submodules oí Ah generated by elements of A are of bounded degree (index).
We deal first with the LBD property. Let Oi, • • • , arG-<4 and let {ey} be a basis of A over F, then [ev\ is also a basis of Ah over H. One readily observes that using the same base {e,} both for A and for Ah in the proof of Lemma 5, one obtains the same polynomials pnv(x) and P(x\ v). Thus an element E*»*1*1S algebraic of degree gra in A or in AH if and only if P(x; v)=0 for all possible (v). Now A was assumed to be an LBD algebra, hence P(x; v) =0 for all (x¿) for some integer n. Since F is infinite it follows that P(X; v)=0. This in turn implies that P(x; v) =0 for all x,EH which proves that the elements of the form Ex¿a« m Ah are algebraic of degree gw. Thus A¡¡ is also an LBD algebra.
A similar argument about the polynomials pn,(X) shows that if A is LBI algebra then A h is also.
We study now the properties LBD and LBI from the point of view developed in [l] . The results of the three parts of [l] will be quoted by the latin numeral of the part quoted followed by the number of the result quoted of that part. We shall restrict ourselves to infinite fields F.
Our main aim is to show: Theorem 6. The properties LBD and LBI are RZ properties in the sense of II, §6 and satisfy condition (Fr) of II, §2.
It is easily shown that both LBD and LBI satisfy the conditions (A), (B), (C2) and (Dr) (which included (D)) of II ( §2, p. 104), and also condition (Z) of II, §6. The proof of (Ci) of II for the two properties is similar and we restrict ourselves to the LBD property. To prove (Ci) we have to show that if A is an algebra containing an ideal Q such that both Q and A =A/Q are LBD algebras, then A is also.
To this end we consider a field H^) F such that H is nondenumerable.
One readily verifies that Qh=Q®H is an ideal in AH -A®H and that 1h = A~®H^Ah/Qh. Since (A :F) = (AH:H) it follows that the results of the preceding sections hold for the algebra AH. By Lemma 6 it follows that Qh and Ah are algebraic; hence clearly A h is algebraic. This, in view of Remark 2, yields that AH and, therefore, also A are LBD algebras. The last fact follows since the degrees of elements of A do not change when passing to AhCondition (Fr) of II, §2 states, in our case, that semi-simple LBD (LBI) algebras do not contain one-sided LBD (LBI) algebras, which in view of II, Lemma 3.1, is equivalent to the fact that if / is a right LBD (LBI) ideal in an algebra A then the ideal AJ has the same property. To prove this, consider a field iOFsuch that card H >(A:F) and hence card H>(AH -H). Consider the right ideal Jh = J®H in An-Jh is again an LBD (LBI) algebra in Ah-The proof now differs for the two properties LBD and LBI and we first dispense with the LBI property. For this property it follows by Theorem 4, which can be used in our case, that Jh is a quasi-regular right ideal in Ah. Hence AhJh = (AJ)®H is also a quasi-regular ideal in Ah [2] .
This implies by Theorem 4 that it is also a nil ideal, which by Remark 2 yields that it is also an LBI ideal. Clearly AhJh'DAJ implies that AJ is also an LBI ideal. Q.E.D.
The proof of this fact for the LBD properties is more difficult and we shall need the following lemmas:
Lemma 7. Let xG-4 be an algebraic element and let y A be an LBD right ideal in A ; then x+y is also algebraic.
We may assume that if A is an algebra over F then card F> (A : F), since by extending the base field F to a field of high cardinality the element x remains algebraic and the ideal y^4 remains an LBD ideal by Lemma 6 and if x+y is algebraic over the extended field it is also algebraic over the base field. Next we assert that N(x+y)KJC(x+y) is the field F with the possible exceptions of a finite number of elements. If this is shown then we may repeat the argument of Lemma 3 to show that card C(x+y) =card F. That is, by Lemma 2 it follows that card N(x+y) =card F and since the cardinal number of the union N(x+y)yJC(x+y) is equal to card F then card C(x+y) = card F. The latter is by assumption greater than (A:F), hence Theorem 3 implies that x+y is algebraic. To prove our assertion we consider the element -X_1(x+y) for \(¡_N(x). Let xx be the quasi-inverse of -X_1x and let q= -\~1(x+y)+x\-\~1(x+y)x\ = -X-1y(l+X\). If this element is quasi-regular then one readily verifies that -X-1(x+y) is quasi-regular and, actually, a quasiinverse of -\~1(x+y) will be the element xx+g'+xxg' where q' is a quasi-inverse of q. Hence, in this case \ÇiC(x+y).
If q is not quasiregular, i.e. -ÍG'S'Í'Z)! then since qÇ.yA, q is algebraic and by Lemma 1 it follows that since -l(£S(q), -lGA(g). Hence (\+q)z = 0 for some nonzero zG-4.2 Put z' = (l+xx)z. Then one readily verifies that (l-X-1(^+y))2' = (l-X-1y(l+xx))z = (l+g)z = 0. Thus XG7V(x+y). The proof of the assertion follows now from the fact that since x is algebraic, the set N(x) contains only a finite number of elements. This immediately implies: It follows now by the results of II that we can speak of the LBD radical and the LBI radical of every algebra A. We shall denote them by LBD(A) and LBI(^4) respectively. Theorem 6 shows that these two radicals satisfy the same properties as the semi-nilpotent radical [8] (see also III, Theorem 2) which we shall denote by LNL4) and the locally finite kernel ( [lO] and also example B of III, §3) which is denoted by LF(^4). Clearly every semi-nilpotent algebra is also an LBI algebra and the latter is a nil algebra. Similarly, every locally finite ideal is an LBD algebra, and the latter is an algebraic algebra. where An denotes the complete matrix ring of order n2 over A.
In particular if A is an algebraic algebra over a nondenumerable field F then LBD(^4) =A by Corollary 9. Hence the last theorem, together with Lemma 6 and Remark 2, yields a solution of the problems proposed by Jacobson [2] for algebras over nondenumerable fields:
Theorem 9. If A is an algebraic algebra over a nondenumerable field F then every extension algebra Ah and matrix algebra An are algebraic algebras. Furthermore, by Theorem 8 it follows that: Corollary 11. If A is a nil algebra over a nondenumerable field then the matrix ring An over A is also a nil algebra.
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