Percibiendo el entorno en los robots sociales del RoboticsLab by Alonso Martín, Fernando et al.
Percibiendo el entorno en los robots sociales del RoboticsLab
Fernando Alonso-Martín
University Carlos III of Madrid
famartin@ing.uc3m.es
José Carlos Castillo
University Carlos III of Madrid
jocastil@ing.uc3m.es
Álvaro Castro-González
University Carlos III of Madrid
acgonzal@ing.uc3m.es
Juan José Gamboa
University Carlos III of Madrid
jgamboa@ing.uc3m.es
Marcos Maroto
University Carlos III of Madrid
marmarot@pa.uc3m.es
Sara Marqués Villaroya
University Carlos III of Madrid
smarques@ing.uc3m.es
Antonio J. Pérez Vidal
University Carlos III of Madrid
100355616@alumnos.uc3m.es
Miguel Ángel Salichs
University Carlos III of Madrid
salichs@ing.uc3m.es
Resumen
La percepción del entorno es un aspecto clave pa-
ra cualquier robot que tenga que interactuar con
el mundo, objetos y personas de su entorno. Por
este motivo, el campo de la percepción sensorial
tiene una gran importancia. Este artículo describe
los mecanismos empleados para dotar a los robot
sociales del RoboticsLab, de la Universidad Car-
los III de Madrid, de la capacidad de percibir el
entorno. Desarrollos recientes en tecnologías sen-
soriales y algoritmos han permitido en los últimos
años alcanzar un nivel de percepción cercano al
de los humanos en algunas situaciones. La capa-
cidad de percibir el entorno comprende áreas de
investigación tan diversas como: la detección y re-
conocimiento de objetos, lugares, y personas; el
procesamiento del lenguaje natural; la detección,
localización, y reconocimiento de los toques pro-
ducidos por los usuarios con el robot; el análisis
del nivel de “enganche” en la interacción del usua-
rio con el robot, etc. En este artículo incluimos
una descripción de los tipos de sensores equipados
en los robots, los módulos software desarrollados,
y el gestor de la percepción que logra empaquetar
y unificar temporalmente la información suminis-
trada por cada uno de estos en diferentes niveles
de abstracción de la información percibida.
Keywords—Robótica social, percepción automá-
tica, gestor de la percepción, interacción humano-
robot
1. Introducción
El éxito de la Interacción Humano-Robot (HRI,
por sus siglas en inglés) depende en gran parte de
la capacidad que tengan los robots sociales de per-
cibir el entorno que les rodea. Es por ello, el interés
en desarrollar y mejorar las técnicas que permiten
llevarla a cabo. Es en este ámbito de la percep-
ción donde se están produciendo numerosos avan-
ces que han permitido, entre otras cosas, conseguir
vehículos con auto-pilotaje, automatizar comple-
tamente cadenas de producción, etc. Sin embargo,
su aplicación en robótica social resulta complejo,
debido a la enorme cantidad de campos de investi-
gación que involucra, tales como: reconocimiento
de voz, procesamiento del lenguaje natural, visión
artificial, balizas electrónicas, y un largo etcétera.
El trabajo en este campo se centra en desarrollar
nuevos sensores, nuevos algoritmos que usen estos
nuevos sensores o los ya existentes, y nuevas arqui-
tecturas de fusión de la información multisensorial
(también conocida información multimodal). La
amalgama de sensores que se pueden aplicar en
este campo es extensa: cámaras de color, de tem-
peratura, de profundidad; micrófonos de aire o de
contacto; sensores táctiles como son los capaciti-
vos, resistivos, piezoeléctricos; acelerómetros, gi-
róscopos, sensores de temperatura y luminosidad;
etc. Esta diversidad de sensores y métodos, unido
al creciente interés en su desarrollo para su aplica-
ción en todo tipo de dispositivos electrónicos y por
supuesto en robots, convierte a la percepción au-
tomática en campo de investigación en constante
crecimiento.
En este artículo se expone de manera concisa los
mecanismos métodos que se aplican en los robots
sociales del RoboticsLab de la Universidad Car-
los III de Madrid para dotarles de la capacidad de
percibir el entorno que les rodea. Reseñar que los
métodos empleados están en consonancia con el
estado del arte en esta área. El artículo continua
con un recorrido por la literatura relacionada en
la sección 2. En la sección 3 se describen los robots
del grupo, los sensores, los métodos para procesar
la información sensorial obtenida, y la arquitectu-
ra de fusión empleados en nuestros robots sociales.
Finalmente, en la sección 4 se presentan las con-
clusiones del trabajo desarrollado.
2. Trabajos relacionados
Los sistemas de percepción en robótica social tie-
nen gran importancia dado que las capacidades
de interacción y el conocimiento del entorno del
robot dependen en gran medida de ellos. Existen
numerosos trabajos que combinan información de
uno o más sensores para conseguir este objetivo.
Entre los robots con una percepción sencilla en-
contramos el robot Aibo [1] integra una serie de
botones en el cuerpo que utilizaba para conocer la
presencia de usuarios o el robot RHINO [2], que
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también interactúa con las personas a través de
una serie de botones.
Existen otros ejemplos de robots sociales que in-
tegran sistemas de percepción más sofisticados ca-
paces de detectar automáticamente los usuarios y
objetos a su alrededor. En esta línea, el robot Kis-
met [3] es capaz de detectar la cara y los ojos de
las personas frente a él. Además, este robot es-
tá equipado con un sistema de reconocimiento de
voz. El robot ALIAS [4] posee capacidades simila-
res al anterior, detectando la cara de los usuarios
y realizando análisis de voz. Adicionalmente, este
robot incorpora una tableta para HRI.
En el caso de los robots presentados en el proyec-
to MOnarCH [5], estos disponen de mecanismos
de percepción tanto para navegación por el en-
torno como para interacción. En el primer caso,
los robots utilizan información de sensores láser
y odometría para desplazarse. La percepción para
interacción se realiza a través de sensores de tacto
colocados en el robot, una pantalla táctil, análisis
de voz y cámaras externas.
Aparte de realizar simplemente detección de los
usuarios alrededor del robot, hay sistemas de per-
cepción que permiten el reconocimiento y segui-
miento de las personas. Este es el caso de platafor-
mas como Valerie [6], un robot recepcionista que
utiliza tarjetas magnéticas para reconocer a los
usuarios. En el caso del robot JiboJibo1, se realiza
un reconocimiento de rostros para diferenciar a los
usuarios, así como análisis de voz.
En Springer Handbook of Robotics’16 [7] se pre-
senta un extenso meta-análisis del estado del ar-
te en cuanto a métodos de percepción en robots.
En él, se describen y analizan los siguientes me-
canismos de percepción: sensores para percibir el
tacto, sensores de odometría y posicionamiento,
cámaras de profundidad para navegación, mani-
pulación, reconocimiento de objetos. Finalmente,
se dedica un capítulo a los mecanismos de fusión
de la información sensorial percibida en instantes
temporales, tanto métodos, como arquitecturas, y
aplicaciones de las mismas. En cuanto a métodos
para realizar la fusión de la información sensorial
se propone el uso de teoría bayesiana, mallas pro-
babilísticas, filtro de Kalman, métodos basados en
Monte Carlos. Por otro lado, se presentan varias
arquitecturas de fusión como: Distributed Field
Robot Architecture (DFRA) [8], Sensor Fusion Ef-
fects (SFX) [9], SEPIA [10], MESSIE (Multi Ex-
pert System for Scene Interpretation and Evalua-
tion) [11], Active Sensor Network (ASN) [12].
1Sitio web de Jibo: https://www.jibo.com
3. Nuestro sistema de percepción
3.1. Los robots sociales
El grupo de robots sociales de la Universidad Car-
los III de Madrid ha desarrollado tres plataformas
robóticas de investigación en Interacción Humano-
Robot (HRI). El primero de ellos, el robot Maggie
[13], es el más antiguo de los tres y su principal
objetivo ha sido interaccionar con niños de entre
4 a 14 años. El robot Mini [14] sirve como plata-
forma de investigación en interacciones con ancia-
nos con problemas cognitivos. Por último el robot
Mbot [15], desarrollado durante el proyecto MO-
narCH2, se ha destinado a la interacción con niños
en la planta pediátrica del hospital oncológico de
Lisboa (ver figura 1).
Figura 1: Los robots sociales del RoboticsLab.
Arriba, robot Maggie. Centro, robot Mini. Aba-
jo, robot Mbot.
2Sitio web del proyecto MOnarCH: http://
monarch-fp7.eu/
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3.2. Sensores empleados
Los robots sociales del RoboticsLab están dota-
dos de numerosos sensores que son empleados por
los módulos de percepción para “conocer” el en-
torno que les rodea. A continuación se presenta
una enumeración y breve descripción del conjunto
de sensores empleados:
Los micrófonos “de aire” son los más extensa-
mente usados en robótica y son empleados tra-
dicionalmente para tareas fundamentalmente de
procesamiento del lenguaje natural (NLP, por sus
siglas en inglés). Por tanto, los principales usos
son el reconocimiento de voz, identificación del ha-
blante, identificación de la emoción del hablante.
Adicionalmente, se pueden emplear micrófonos pa-
ra tareas de localización de la fuente de sonido y
para analizar el nivel de excitación sonora (arou-
sal) del entorno. El emplazamiento y la elección
del modelo concreto de micrófono debe ser analiza-
do en profundidad para cada caso. En este sentido,
existen multitud de tipos de micrófonos en función
del empleo que se quiera hacer del mismo. En el
caso de aplicarse fundamentalmente para tareas
de reconocimiento automático del habla conviene
el uso de micrófonos especialmente diseñados para
esta tarea. Además, se deberán integrar en el ro-
bot en la posición más ventajosa para evitar, en la
medida de lo posible, los ruidos producidos por el
propio robot (altavoces, motores, etc.) y al mismo
tiempo captar la voz de los posibles usuarios con
claridad.
Los micrófonos “de contacto” en nuestro caso
son empleados para dotar a los robots de “sen-
tido del tacto”, es decir para detectar y recono-
cer que tipo de contactos produce el usuario sobre
la superficie del robot. Estos micrófonos son muy
sensibles a captar cualquier vibración sonora pro-
pagada por un cuerpo sólido. Aprovechando esta
propiedad es posible analizar el tipo de contacto
que se produce cuando los usuarios tocan al ro-
bot. Este análisis, usando técnicas de aprendizaje
automático, permite clasificar el tipo de contacto
realizado, así como localizar en que zona del robot
se ha producido (ver figura 2).
Los sensores táctiles capacitivos proporcionan
información menos rica que los micrófonos de con-
tacto en el sentido de que su señal es normalmente
binaria (toque vs no toque). Aún así, por su sen-
cillez y bajo coste, se integra esta tecnología en
nuestros robots para dotar a los robots de la po-
sibilidad de detectar toques donde los micrófonos
de contacto no son factibles (p. ej. en partes del
cuerpo del robot con fuentes de ruido próximas
como motores).
Las cámaras son empleadas por los algoritmos de
Figura 2: Principales sensores de nuestros robots:
Arriba, izquierda, micrófono de contacto usado
como sensor de tacto; Arriba, derecha, cámara
Creative Senz3D; En el medio, izquierda, Leap-
Motion; En el medio, derecha, telémetro láser Ho-
kuyo. Abajo, las balizas electrónicas.
visión artificial en tareas como el reconocimien-
to de personas, objetos, lugares, emociones, y po-
ses. En nuestros robots se integran cámaras RGB
tradicionales y cámaras de profundidad como la
Kinect (I y II), Creative Senz3D (ver figura 2),
y Softkinetic DepthSense. Además de las cámaras
incorporadas en los propios robots, suele ser habi-
tual el uso de cámaras posicionadas directamente
en el entorno de trabajo del robot, en nuestro ca-
so empleamos cámaras omnidireccionales tanto en
el laboratorio como en las áreas donde se suelen
mover los robots.
El dispositivo LeapMotion3 (ver figura 2) es un
tipo especial de cámara empleada para interaccio-
nes a menos de 1.5 metros. Normalmente, y en
nuestro caso también, es empleado para detectar
los gestos realizados por los usuarios con las ma-
nos. Basándonos en su uso hemos desarrollado el
tradicional juego de “piedra, papel, o tijera” entre
los usuarios y nuestros robots.
El uso del magnetómetro o brújula es llevado a
cabo para detectar variaciones en el campo mag-
nético. Esto puede permitir al robot localizarse en
el entorno. Esta tecnología hace uso de lo que se
conoce como “huella magnética del edificio”. Los
acelerómetros y giróscopos permite detectar si
3www.leapmotion.com
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el robot ha sido levantado o si ha sufrido una caía
no programada.
Los telémetros como el láser, sonar, o infrarro-
jos son empleados para medir distancias del robot
respecto a los objetos y/o personas que le rodean
(ver figura 2).
Las balizas electrónicas proporcionan informa-
ción acerca de los usuarios alrededor del robot (ver
figura 2). Estos elementos no son capaces de dar
una posición exacta, sino que aportan una estima-
ción de la distancia de la baliza al receptor, siendo
posible establecer la posición de los usuarios den-
tro de zonas concéntricas. Asimismo, las balizas
permiten la identificación de los usuarios [16].
Al igual que los sensores de tacto, las pantallas
táctiles proporcionan información acerca de la in-
teracción de los usuarios con una pantalla, miti-
gando los problemas de reconocimiento asociados
a los sistemas NLP a la hora de proporcionar infor-
mación. Además, estos dispositivos proporcionan
un soporte gráfico que aumentan las posibilidades
de interacción del robot, pudiendo mostrar con-
tenido multimedia, información variada o realizar
juegos con el usuario.
Podrían emplearse sensores adicionales como ba-
rómetros, cámaras de temperatura, de huella dac-
tilar, de luz, etc. Sin embargo, para los módulos
que se han desarrollado. y que a continuación pre-
sentamos, no han resultado necesarios.
3.3. Módulos desarrollados para percibir
el entorno
Los robots sociales del grupo están dotados de téc-
nicas que combinan desarrollos software con hard-
ware para percibir el entorno. En concreto los mó-
dulos que se han desarrollado para dicha percep-
ción son los que enumeramos a continuación:
1. Detección y reconocimiento de personas [17]:
en la literatura podemos encontrar el empleo
de diferentes sensores y métodos para esta ta-
rea, las más habituales son mediante el em-
pleo de técnicas basadas en visión artificial, a
través del análisis del tono de voz del usua-
rio, o mediante el uso de balizas electrónicas.
En nuestro caso, es precisamente mediante la
combinación de estos tres modos como lleva-
mos a cabo esta tarea.
2. Detección y reconocimiento de objetos: de
igual forma que en el caso anterior, mediante
el empleo de algoritmos basados en el análisis
de las imágenes obtenidas por las cámaras del
robot, tanto de color como de profundidad, es
posible la detección y el reconocimiento de los
objetos, previamente conocidos, que rodean al
robot.
3. Detección y reconocimiento de lugares: me-
diante técnicas, normalmente aplicadas a ta-
reas de navegación, es posible localizar el ro-
bot en el entorno, identificando la sala en la
que se encuentra.
4. Detección y reconocimiento de emociones en
los usuarios [18]: mediante técnicas basadas
en el análisis facial de los rostros de los usua-
rios, así como otras técnicas basadas en el
análisis de la voz, e incluso imágenes de tem-
peratura, es posible clasificar la emoción de
los usuarios.
5. Detección y reconocimiento de poses/gestos
de los usuarios: es posible reconocer gestos
realizados por los usuarios como saludos, des-
pedidas, etc. Para ello se suele emplear técni-
cas basadas en el análisis del esqueleto del
usuario en secuencias de imágenes continuas
[19]. Asimismo, dispositivos como el LeapMo-
tion proporcionan información acerca de los
movimientos de las manos a través de técni-
cas de clasificación, que se pueden explotar
para interacción [20].
6. Evaluación del nivel de “enganche” (engage-
ment) de los usuarios con el robot: es de gran
interés conocer cuando los usuarios prestan
atención al robot durante la interacción o por
contra la interacción para ellos carece de inte-
rés. Para analizar el enganche se suelen tener
en cuenta aspectos como el número de veces
que el usuario mira al robot, el número de
turnos de diálogo, el grado de consecución de
los objetivos marcados en la interacción, etc.
7. Detección y reconocimiento de “toques” de los
usuarios en el robot [21]: los robots sociales
suelen estar dotados de la capacidad de de-
tectar cuando el usuario toca, al menos, una
parte determinada del robot, por ello existe
multitud de sensores y algoritmos para lle-
var a cabo esta tarea. En recientes trabajos
hemos presentado un sistema para detectar,
reconocer, y localizar el tipo de toque reali-
zado en cualquier parte del robot. Para ello,
nos hemos valido de micrófonos y técnicas de
análisis de audio y aprendizaje automático.
8. Procesamiento del lenguaje natural (detec-
ción de actividad de voz [22], reconocimiento
de voz. [23], enriquecimiento semántico [24]):
es deseable que el robot sea capaz de com-
prender y generar el lenguaje natural, para
interaccionar por voz con el usuario de mane-
ra satisfactoria.
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Figura 3: Módulo de agregación. La información proveniente de los módulos de procesamiento de los
sensores se unifica para proporcionar información de más alto nivel acerca del estado de las personas y
objetos en el entorno.
Cada uno de estos módulos emplea sensores y al-
goritmos que han sido descritos en profundidad en
los artículos citados.
3.4. Agregación
El módulo de agregación se encarga de recibir los
datos procesados por los módulos sensoriales y re-
lacionarla para proporcionar la información relati-
va al entorno en cada momento. Recordemos que
esta información es relativa a los usuarios y obje-
tos que rodean al robot, la posición del robot, la
emoción de los usuarios, etc. El objetivo de este
módulo es empaquetar y entregar esta información
en paquetes temporales con cierta coherencia tem-
poral y fusionar fuentes de información comple-
mentarias. Este tipo de procesamiento involucra
procesar información procedente de varios modos
o módulos perceptivos simultáneamente a lo largo
de un largo periodo de tiempo. La figura 3 mues-
tra un ejemplo de la arquitectura de percepción
con algunos de los módulos descritos en la sección
3.3.
La implementación de cada nivel de fusión de in-
formación se puede realizar fundamentalmente si-
guiendo dos posibles aproximaciones. La primera
de ella consiste en establecer reglas de manera ma-
nual, normalmente mediante experimentos y prue-
bas de campo. La segunda aproximación podría es-
tablecer reglas automáticamente usando técnicas
de aprendizaje automática e inteligencia artificial
usando un conjunto de datos de entrenamiento y
validación. Una aproximación híbrida entre la ma-
nual y la automática también se puede plantear
como una alternativa válida.
En nuestro caso hemos desarrollado ambas aproxi-
maciones. Reseñar que ciertos módulos sensoriales
anteriormente mencionados internamente también
incorporan mecanismos para fusionar información
obtenida por varios sensores diferentes o por varios
clasificadores. A modo de ejemplo el sistema de de-
tección de usuarios incorpora un Filtro de Kalman
Extendido. El sistema de detección de emociones
implementa un algoritmo de fusión bayesiano que
le permite mezclar la información que suministran
los algoritmos basados en visión con los basados
en sonido.
4. Conclusiones
En este artículo hacemos una revisión completa
del conjunto de técnicas empleadas para dotar a
los robots sociales del RoboticsLab de ciertas ca-
pacidades sensoriales que les permiten percibir su
entorno. Esta revisión incluye enumerar y descri-
bir los principales sensores empleados en los ro-
bots sociales, el conjunto de módulos perceptivos,
así como el gestor de la percepción que permi-
te mezclar la información suministrada por estos
módulos perceptivos.
El objetivo final es que los robots sociales sean
capaces de interactuar de manera natural con los
humanos, y para ello es fundamental lograr que
nuestros robots tengan capacidades sensoriales si-
milares a las de los humanos. El conjunto de capa-
cidades humanas, que de alguna forma se tratan
de imitar, es amplio. Entre estas capacidades se
encuentran las de de detectar y reconocer con que
humanos interactúan, que objetos les rodean, y en
que lugar se encuentran. La de procesar el lengua-
je natural, reconociendo y entendiendo el mensaje
verbalmente transmitido por los usuarios. La de
detectar y comprender los toques que realizan los
usuarios sobre la superficie del robot. Detectar y
clasificar las emociones de los usuarios que se ge-
neran durante la interacción, así como evaluar el
grado de enganche del usuario con el robot.
El uso de estas capacidades sensoriales, inspiradas
en las propias de los humanos, permite interaccio-
nes multimodales que usan varios modos/canales
de interacción, como son: la voz, el tacto, el uso
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de gestos, expresiones faciales, etc.
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