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Design and optical characterization of
anisotropic plasmonic metamaterials
at visible and infrared wavelengths
By
Nikolaos Vasilantonakis
What we are trying in all these discussions and talks here is to see if we
cannot radically bring about a transformation of the mind. Not accept things
as they are [...] but to understand it, to go into it, to examine it, give your
heart and your mind with every thing that you have to find out, a way of
living differently. But, that depends on you and not somebody else, because
in this there is no teacher...
– J. Krishnamurti –
Abstract
The field of plasmonics studies the interaction of light and free electrons in
metals, giving rise to excitation of surface waves, on a metallodielectric inter-
face. One branch of plasmonics is the design of metamaterials in visible and
infrared spectral range which are artificial structures designed to manipulate
the propagation of light in a way not possible with conventional materials.
This thesis is categorized in 3 main parts. The first part examines the ef-
fects of waveguided modes in Au nanorod metamaterial waveguides. It shows,
both theoretically and experimentally, that these materials can be designed
to control the sign and magnitude of modal group velocity depending on the
geometry and polarization chosen exhibiting high effective refractive indices
(up to 10) and have an unusual cut-off from the high-frequency side, providing
deep-subwavelength (λ0/6 – λ0/8 waveguide thickness) single-mode guiding.
This allows slow light to exist in such waveguides in a controllable environ-
ment which is a critical factor for nonlinear and active nanophotonic devices,
quantum information processing, buffering and optical data storage compo-
nents. The second part discusses, analytically and numerically, strategies for
biosensing and nonlinearity enhancement with hyperbolic nanorod metama-
terials. It shows how the sensitivity of unbound, leaky as well as waveguided
modes can be enhanced based on geometrical considerations. Additionally,
refractive index variation of the host medium produces 2 orders of magni-
4
5tude higher sensitivity compared to nanorod or superstrate refractive index
changes. In certain configurations, both TE and TM-modes of the meta-
material transducer have comparable sensitivities opening up opportunities
for polarization multiplexing in sensing experiments. The figure of merit of
the aforementioned structure is one order of magnitude higher than surface
plasmon polariton and localized surface plasmon sensors making it ideal for
sensitive-dependant applications such as chemo- and biosensors and nonlin-
ear photonic devices. The third part investigates Strontium Ruthenate thin
films as a new material for near-IR plasmonic applications. It is demonstrated
that their plasmonic behavior can be optimized by their deposition condi-
tions leading to a selective and tunable plasma frequency in 324 - 392 nm
range and epsilon-near-zero wavelength in 1.11 – 1.47 µm range. Applica-
tions of these films range from heat-generating nanostructures in the near-IR
spectral range, to metamaterial-based ideal absorbers and epsilon-near-zero
components, where the interplay between real and imaginary parts of the
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1.1 From optics to nano-optics: A historical
overview
The term “optics” is widely used not only for scientific reasons but also in
our daily experiences. Sentences that contain “optical field of view”, “optical
communications” or “optical signals” are mere examples of the catholic usage
of this word. From the physical point of view, optics is a branch of physics
that investigates the properties of light, such as light-light and light-matter
interactions, along with the fabrication of instruments for the detection of it.
The history of optics goes back to ancient times where many Greek sci-
entists and philosophers, like Ptolemy, Euclid and Empedocles, cogitated
about the properties and nature of light. During the 9th, 10th and 11th cen-
tury optics were also developed in the Islamic world from the contributions
of Al-Kindi, Ibn Sahl and Avicenna. A few centuries later in the medieval
Europe, Robert Grosseteste, Roger Bacon and Witelo tried to give a better
insight on light based on the work of the aforementioned scientists. However,
15
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the advent of optics started in the beginning of the 17th century where the
first optical device was introduced. Galileo Galilei is credited to be the first
who constructed telescope a in 1609 and a microscope in 1610 [1]. It is worth
mentioning two more pioneers in microscope development, Robert Hooke and
Antony van Leeuwenhoek. The resolution of their microscope was so high for
that period, that allowed them to observe the first blood cells and plant
tissues along with microscopic organisms, such as bacteria and protozoans,
initiating a new field known today as biology. During the same century, Jo-
hannes Kepler [2] derived the Kepler’s laws of planetary motion from the
astronomical observations of Tycho Brahe, Willebrord Snellius expressed the
mathematical law of refraction1 in 1621 and Rene` Descartes had indepen-
dently found the law of reflection [3]. Francesco Maria Grimaldi was first
to coin the term diffraction (from the Latin word “diffringere” meaning “to
break into pieces”) marking the beginning of diffractive optics. At the start
of the 18th century Isaac Newton published “Opticks” [4] one of the most rec-
ognized book to date, in which he developed the corpuscular theory of light.
A century later (1803), Thomas Young did the famous double slit interfer-
ometer experiment observing the interference pattern that emerges from two
closely spaced slits. The results supported his previous work [5] stating that
light has wavelike properties and was further enhanced by Augustin-Jean
Fresnel [6]. This raised a great dilemma of whether light should be consid-
ered a particle, according to Newtonian theory, or a wave. Regardless of the
answer, all these developments towards the theory of light had a drastic im-
pact in the advancement of optical technology. A few decades later, Abbe
1This law was first introduced by Ibn Sahl in 984. It was also examined by Ptolemy
and Witelo but due to luck of mathematical tools (absence of trigonometry) their results
were written in tables instead of equations.
1.1 From optics to nano-optics: A historical overview 17
[7] and Rayleigh [8], showed that microscope resolution is strongly connected
with the diffraction limit, a limit that does not depend only on wavelength
but also on the numerical aperture of the objective. To give a typical exam-
ple, a high resolution objective has numerical aperture of about 1.4 giving
a diffraction limit of about λ/3, which means that no resolution smaller the
one third of the wavelength can be obtained. As a consequence, the question
whether or not the diffraction limit could be overcome was raised. This was
the incentive for the invention of various techniques that allowed this limit
to be stretched propelling the field of nano-optics.
The field of nano-optics concentrates on sizes in the nm-scale, this is
the reason why high resolution is critical. One of the first techniques that
tried to stretch the diffraction limit (known as Abbe’s limit) was confocal
microscopy [9] first patented by Marvin Minsky in 1957 [10]. This led to the
invention of confocal fluorescent microscopy which proved a unique tool for
biomedical studies [10]. Pulsed laser radiation was the spark for the creation
of nonlinear optics which led to the invention of coherent anti-Stokes Raman
scattering microscopy [11] and multiphoton excitation [12] that increased
even more spatial resolution. Near field optical microscopy offered a great
alternative for high resolution imaging. It was first proposed by Synge [13]
in 1928 and the main idea was to exploit the properties of evanescent waves
on the vicinity of the specimen surface instead of acquiring the far field
domain spectra. This can be achieved by placing a detector with a minute
aperture (probe) very close to the surface of the sample (a distance much
smaller than the incident wavelength). To acquire a topological image of
the sample, the aperture scans the sample’s surface in small increments.
This technique allows the resolution of the image to depend only on the
numerical aperture and not the incoming wavelength. Due to experimental
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limitations at that time, Synge’s idea was soon forgotten and needed many
decades for the experimental confirmation [14] that showed sub-wavelength
imaging resolution as high as λ/60. Additionally, the invention of scanning
probe microscopy [15] further enhanced near-field imagining techniques since
it allowed high accuracy control between the distance of the probe and the
sample. To achieve high resolution images at optical wavelengths, Massey
[16] suggested that a piezoelectric device could be used for positioning the
probe. Soon after, the first experimental sub-wavelength resolution images at
optical frequencies were independently realized by Pohl et al. [17] and Lewis
et al. [18]. Today all these techniques and slight variations of them, such
as scanning near field optical microscopy, near-field reflection microscope,
photon scanning tunneling microscope and so on, are used in a plethora of
applications in different fields [19–22] affirming that nano-optics are here to
stay.
1.2 Basis of nano-optics
The aim of the current Section is to briefly describe the very basics of nano-
optics and show that, even at such small sizes, no fundamental physical law is
violated. Heisenberg’s uncertainty principle states that the uncertainty in the
spatial position of a particle along a direction multiplied by the uncertainty of
momentum (p) along the same direction cannot be smaller than ~/2, where
~ is the reduced Planck constant. If we choose direction to be x-axis, it can
be written as
∆px · ∆x ≥ ~/2 (1.1)
If the particle is replaced by a photon, the momentum will be p = ~k, where
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which means that as ∆x decreases, the magnitude of wavevector along the
x direction must be increased (spread) for the inequality to hold. To give a
better insight of the physical significance of Eq. (1.2) let us consider a photon
which is travelling in 2D space. If we mesh space in such a way that photon’s
position is very accurately known (left image of Fig. 1.1), it is impossible
to find its momentum since direction cannot be determined. Similarly, if the
mesh block is big enough for momentum measurement, the location uncer-
tainty increases since photon can be anywhere inside the meshed block (right
image of Fig. 1.1). An immediate consequence of this observation is that a
balance between the size of mesh (∆x) and photon’s momentum is required.
This requirement is given from Eq. (1.2) and represents not only a physical
law but a fundamental property of universe.
Figure 1.1: Heisenberg’s uncertainty principle for a photon. In the left image the
photon’s position is accurately known but momentum cannot be measured while
in the right, there is enough space to measure momentum, but this creates an
uncertainty of photon’s exact location inside the meshed block.
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The spread of wavevector plays a central point in nano-optics and can be
realized in various ways such as sending a light beam in a closely spaced slit
or focusing a ray of light in a focal spot using lens. In any case, the spatial
uncertainty must be small enough for a wide spread of k. The maximum
spread in a given direction, say x, cannot exceed the total length of k in




showing the proportionality of spatial uncertainty and wavelength. This re-
sult is very similar to Rayleigh’s and Abbe’s diffraction limit. An emerging
query is how it is possible to maximize k-spread without breaking Heisen-
berg’s uncertainty principle. To answer this, let us assume a photon travelling




z and its magnitude
should not exceed k = 2pi/λ. The main idea is to increase kx even above
threshold and simultaneously introduce a purely imaginary kz in order to
retain a total length of 2pi/λ. In this case, the wavevector spread along the
x-direction will also be enhanced and will not be strictly restricted from Eq.
(1.2). However, due to the purely imaginary kz, waves along this direction
are doomed to exponentially decay with distance due to the exp(ikzz) =
exp(−|kz|z) term. These type of waves are called evanescent waves. On the
other hand, the exponential term along x-direction is increased with distance,
since kx is real, leading to non-physical electromagnetic fields. So it appears
the aforementioned strategy is a mere mathematical trick with no physical
meaning, however all these results are correct for light travelling in an infi-
nite 2D space. If we add a different material (two semi-infinite media or an
inhomogeneity for example) then it might be feasible to have decaying fields
in one direction without the need of exponentially increasing fields on the
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other. In this case Rayleigh limit is not a limit any more and extreme field
confinement is possible. In this principle lies the heart of nano-optics and the
main challenge is to find the right conditions (material properties, structure
shape and so on) to achieve high field confinement.
1.3 Introduction to metamaterials
The vast majority of optical device functionality is based on interactions
between the incident waves and the materials used. Every year there are
numerous publications from scientists and engineers who propose a plethora
of different structures with novel properties. Nevertheless, the capability and
applicability of these devices is highly confined due to the available materials
used for fabrication. As a consequence, the need of synthetic or artificial
materials is imperative.
One way to approximate this problem is by structuring subwavelength
composite inclusions. Due to the small size of the inclusions, compared to
the incident wavelength, the macroscopic electromagnetic response can be
expressed in terms of the “effective” dielectric properties, that is a material
that combines the properties of the inclusions and the host environment to-
gether. Since these materials are man-made and fabricated in a way to achieve
specific optical response at specific frequencies, they are called metamateri-
als. The prefix “meta” comes from the Greek dictionary (μετα) which means
“beyond”. It states that this category of materials exhibit properties that are
beyond the conventional materials that nature provide us. It is a fairly new
field in science since the first appearance of the term “metamaterial” was in
2000 by Smith et al. [23].
To give a specific terminology of what a metamaterial is, we will use
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the definition from W. Cai and V. Shalaev that states [24]: A metamaterial
is an artificially structured material which attains its properties from the
unit structure rather than the constituent materials. A metamaterial has an
inhomogeneity scale that is much smaller than the wavelength of interest, and
its electromagnetic response is expressed in terms of homogenized material
parameters. It should be noted that the wavelength of interest corresponds
to free space wavelength and, for the purpose of this thesis, the inhomogeneity
scale takes place at energies where non-local effects can be neglected. Based
on this definition, the current thesis can also be included in the metamaterial
field. Nevertheless, this field is so broad that a more compact classification
is needed which is the scope of the next Section.
1.3.1 Categorization based on the effective parameters
Although metamaterial is a modern word, it includes material properties that
has been described almost 50 years ago like Veselago’s manuscript on left-
handed materials back in 1968 [25]. With the rapid growth of optical meta-
materials, especially during the last decade, a variety of research fields has
been emerged such as optical nonlinearity in metamaterials [26–28], extreme
chirality [29,30], optical magnetism [31,32], super resolution [33–36] and in-
visibility cloaking [37–39]. It is thus mandatory to even further categorize the
current thesis. This can be achieved through the usage of permittivity (ε) and
permeability (µ) since both parameters are used to describe the macroscopic
overall response of a material as a concrete medium2. Of course, from the
microscopic point of view, each atom or molecule can excite small dipoles
when an external field is applied. As a result, a periodic metamaterial has a
2In this case, ε and µ are called effective permittivity and permeability respectively
but for simplicity the current Section omits the “effective” term.
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periodic local field inside the unit cell and the field distribution cannot be
considered uniform. Nevertheless, because the incident light has large wave-
lengths compared to inhomogeneities’ size, it does not feel the local changes
of field distribution. Instead of that, the local optical response of each inho-
mogeneity is averaged ending up to a macroscopic uniform field distribution.
Due to this uniformity, there is a linear response of the electric field (E) with
the magnetic displacement (D) and similarly, the magnetic field (H) with
magnetic flux density (B). The ratio of these two pairs is the origin of per-
mittivity and permeability (i.e. ε = D/E, µ = B/H). It should be noted that
all materials, even dielectrics, exhibit absorption which makes the effective
parameters to be complex valued. In most cases, dielectrics have a negligible
absorption and thus their permittivity and permeability is considered purely
real. However, in general, different symbolism is used to distinguish the real
and imaginary parts.
The classification of materials can be achieved through the real permittiv-
ity (εr) and permeability (µr) as seen in Fig. 1.2 [40]. Typical materials like
transparent dielectrics have a positive set of εr and µr (grey quadrant). They
are often called real materials due to the negligible imaginary part mean-
ing that the effective parameters are equal to their real counterparts. Most
materials that nature provide us are in this branch and used in our every
day’s life. When εr and µr are negative, the direction of the induced electro-
magnetic field is opposite compared to the incident one. These are artificial
media called negative index materials (yellow quadrant) and have some pecu-
liar properties since they reverse physical phenomena such as electromagnetic
propagation, Snell’s law or Cherenkov radiation. In both combinations prop-
agation is allowed since the refractive index is positive (εrµr > 0). When
the product of εrµr is negative, refractive index becomes imaginary hence no
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Figure 1.2: Categorization of materials based on their effective parameters. The
axes depict the real part of permittivity (εr) and permeability (µr). The grey
quadrant corresponds to conventional dielectric materials while the yellow one to
artificial negative index materials. In both cases propagation is allowed since the
refractive index is positive. For the other two cases (red and green quadrants)
εr and µr have opposite signs leading to purely imaginary refractive index. No
propagation is allowed and evanescent waves are formed. Optical materials have a
very narrow permeability range close to 1 (green dashed line).
propagation is allowed leading to the formation of evanescent waves. Depend-
ing on whether εr or µr is negative, materials are categorized in the electric
plasma (red quadrant) or the magnetic plasma (green quadrant) field, respec-
tively. For noble metals, like Gold and Silver, the electric field is anti-parallel
to the displacement vector above the plasma frequency leading to εr < 0,
and similarly, in materials such as Cobalt and Nickel, the magnetic field is
anti-parallel to the magnetic induction exhibiting µr < 0 at certain wave-
lengths. In the field of optics (mainly visible and IR region), metals exhibit
non-magnetic behaviour and so µr ∼= 1 (green dashed line).
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The main scope in metamaterial research is to fabricate synthetic mate-
rials with the ability to enter regions of the effective parameter space (Fig.
1.2) that is impossible with any conventional medium and at the same time
without violating Maxwell’s equations. Due to the extra effective parameter
space, a better control of the optical response is possible. One way to tailor
the electromagnetic response is via the use of plasmonic metamaterials where
this thesis is dedicated. Although such materials can be created from the elec-
tric or magnetic plasma quadrants (Fig. 1.2), the former is more commonly
used in optics since it exhibits better optical properties. As a consequence,
the thesis is placed in the red quadrant where εr < 0 and µr > 0. Before ex-
amining such structures, a description on plasmonic metamaterials is needed.
Questions such as “what are plasmons and surface plasmon polaritons?” or
“what are the properties and the excitation conditions of plasmonic media?”
are important in the field of plasmonics and will be discussed in the next
Chapter.
1.4 Structure of thesis
This thesis consists of the following parts:
• Chapter 1: Introduction (this Chapter), started with a historical
overview of optics as a general term, and continued with the funda-
mental principles of nano-optics introducing the metamaterials as an
effective way to approach nano-scale applications. It ended with the
classification of materials based on their effective parameters defining
the effective parameter space where the current thesis is dedicated.
• Chapter 2: Nanoplasmonics, introduces two core excitations in plas-
monics, namely bulk and surface plasmons, and focuses on a particular
1.4 Structure of thesis 26
surface excitation, known as surface plasmon polariton, along with its
main applications. The dielectric function of metallic media is discussed
next; which provides an accurate theoretical description of the disper-
sive nature of such materials. Finally, the basic properties and excita-
tion conditions of surface plasmons polaritons are shown together with
the experimental configuration that was used here.
• Chapter 3: Light propagation in uniaxial anisotropic media
and principles of ellipsometry, introduces the metallic nanorod
metamaterials as a way to achieve hyperbolic dispersion, and explains
why hyperbolicity is critical. Light propagation in indefinite media is
discussed next and the effective medium theory is developed based on
the transfer matrix and Maxwell Garnett methods. The aforementioned
theory is then compared with numerical simulations to test its validity.
Lastly, the principles of spectroscopic ellipsometry are described along
with the experimental setup used in this thesis.
• Chapter 4: Designing guided modes of hyperbolic metamate-
rial slab waveguides, demonstrates, theoretically and experimentally,
the waveguiding properties and mode structure of planar anisotropic
metamaterial waveguides. It starts with a short introduction regarding
elliptic and hyperbolic regimes in metamaterials and continues with the
analytical and numerical examination of the mode structure of each
case for a slab waveguide geometry. We show that negative (positive)
group velocity can be achieved only when the waveguide is in the hy-
perbolic (elliptic) regime specified by a particular polarization of the
incident light. Next, we demonstrate the impact of the effective plasma
frequency in the mode dispersion and explain the non-monotonous pat-
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tern observed at increasing concentrations for the hyperbolic scenario.
Finally, the impact of a porous alumina layer on top of the waveguide
is presented. We describe how slow light can be achieved by carefully
structuring the porous alumina layer followed with the experimental
confirmation.
• Chapter 5: Refractive index sensing with hyperbolic metama-
terials, examines, analytically and numerically, the dependence of the
optical response of metallic nanorod metamaterials on refractive index
variations in commonly used experimental sensing configurations, in-
cluding transmission, reflection, and total internal reflection. The main
purpose is to develop a general strategy for maximising refractive in-
dex sensitivity for different configurations, taking into account contri-
butions from the superstrate, embedding matrix, and the metal itself.
Firstly, it shows how sensing can be increased for higher-order modes
and decreasing thickness of the transducer. Secondly, it demonstrates
how the sensitivity to changes in the refractive index of a host medium
is much stronger with respect to the superstrate or metal refractive in-
dices. Finally, it compares the figure of merit with conventional sensing
geometries and shows one order of magnitude higher sensing capabili-
ties when the hyperbolic metamaterial geometry is considered.
• Chapter 6: Optimizing Strontium Ruthenate thin films for
near-infrared plasmonic applications, investigates how the depo-
sition pressure of SrRuO3 thin films grown on MgO (001) substrate
can be modulated to achieve the best response for plasmonic applica-
tions. It begins with the structural characterization of the films based
on atomic force microscopy and X-ray diffraction techniques. It contin-
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ues with the electrical and optical examination for the determination of
carrier density, carrier mobility, plasma frequency and epsilon-near-zero
frequency at different oxygen pressures. Additionally, to understand
the nature of the optical properties, the measured optical constants
are compared with a Drude-Lorentz model. Finally, the properties of
SrRuO3 are compared with conventional plasmonic metals to dictate
the advantages/disadvantages of each one with emphasis on the field
of plasmonics.
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Chapter 2
Nanoplasmonics
In this Chapter we introduce the bulk and surface plasmon oscillations of
metals along with two dielectric function models for the realization of them,
namely Drude-Sommerfeld and Lorentz. We then focus our attention on a
specific surface charge oscillation called surface plasmon polariton and discuss
its fundamental properties for the simplest case of a planar metallodielectric
interface with anisotropic or isotropic characteristics. The excitation condi-
tions along with their limitations are also discussed for these type of waves.
Lastly, the localized surface plasmon polaritons are defined and examined for
an isolated ellipsoid based on the quasi-static approximation.
2.1 Plasmons and surface plasmon polaritons
Although there are many ways to classify a material by its properties, in
physics it is often categorized by the characteristic electron bandgap regime.
As a result there are three main types; materials with large (dielectrics), low
(semiconductors) and no (metals) bandgap. Since the valence and conduc-
tion band for metals overlaps, electrons are not tightly bounded with the
34
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ion core (nucleus) and are almost free to travel inside the metal. As a con-
sequence they exhibit very high conductivity and the interaction with the
electromagnetic radiation is closely connected by the free electrons in the
metal. There are various theoretical models describing the dielectric function
of metals (Section 2.2). For the simplest case where electrons are completely
unbounded from the nucleus, they oscillate 180◦ out of phase relative to the
incident electric field. This is the physical meaning of dielectric’s function
negative sign which is the root of high reflectivity of metals in the visible
spectrum.
The free electron model for metals allows volume (bulk) and surface
charge oscillations known as plasmons and surface plasmon polaritons (SPPs).
The term “plasmon” comes from “plasma” which is considered a state of
matter where the negative ions (charges) are free to move around without
interacting with the positive ion cores. This condition is automatically satis-
fied in metals, due to the absence of bandgap, but for non-metallic media an
external source is required to overcome the bandgap threshold (for instance
through heating). The existence of plasmons (both volume and surface) is
strongly connected with the interaction of metallic features with light. Al-
though plasmonic effects can appear from ultraviolet all the way up to mi-
crowave frequencies, the most commonly studied regime is the visible one
due to the plethora of nanoscale applications. The research field of optical
phenomena related to the electromagnetic behaviour of metals in the visible
regime is named nanoplasmonics.
Surface plasmons were first introduced by Ritchie [1] in 1957 and ex-
perimentally observed by Powell and Swan [2, 3] in 1959. In the following
decades, they were extensively studied by many scientists such as Otto [4],
Kretschmann [5] and Raether [6], making plasmonics a fundamental research
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area in nano-optics. Although SPPs can be excited through electron bom-
bardment in a metallodielectric interface the most common way is via optical
illumination. Electron-based techniques produce very high energy electrons
that are difficult to couple with SPPs due to very large momentum leading to
broad coupling regime. On the other hand, a light source produces photons
of specific energies and in more controllable environment ending up to well
defined spectral features. In its most basic form, an SPP propagates along
a metallodielectric interface in a wave-like fashion [7, 8] and decays expo-
nentially fast as we move away from the interface (Section 1.2). As a result,
SPPs are highly confined near the vicinity of the interface as will be shown in
Section 2.3. The subwavelength confinement leads to an enhancement of the
electromagnetic fields making them extremely sensitive to surface conditions
(such as the morphology of the interface). This is a key property in some
applications based on extraordinary sensitivity boundary conditions, such as
chemo- and biosensors [9,10]. Apart from the aforementioned, the 2D nature
of SPPs provides a plethora of applications such as optical computing and
signal processing [11–13], subwavelength waveguiding [14], near field imaging
[15], plasmonic light sources [16] and plasmonic nanolithography [17].
Manipulating highly confined SPPs on an interface, it is possible to scale
down photonic and optoelectronic devices to nanometric dimensions which
can greatly improve the energy consumption, lifetime and efficiency of them.
Due to the exponential decay of the normal to the interface electromagnetic
fields they cannot be observed directly with conventional far-field experi-
ments unless SPPs interact with a surface defect and couple into light. In
the past, it was possible to measure only the far field scattered light (due
to the interaction of the SPPs with boundary inhomogeneities) and examine
the SPP properties based on the scattering process [8], that was based on
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many assumptions. The reason for these assumptions was due to the uncer-
tainty of the microscopic structure of the surface. However, the development
of near field techniques such as near field optical microscopy (SNOM) [18],
energy electron loss spectroscopy (EELS) [19] and cathodoluminescence (CL)
[20], gave the chance to directly probe the SPP field over the surface they
are excited, with a lateral resolution of only 20 nm [21]. These discoveries
revolutionized the surface polariton examination [22–24], and many of their
properties (localization, backscattering, interference and so on) have been
thoroughly investigated directly on the surface [25,26].
2.2 Dielecric function of metals
The optical properties of noble metals have been extensively studied by many
authors [27, 28]. The scope of this Section is to give a short overview of the
physical process involved in such media and derive the theoretical formulas
for the examination of them. Since metals are absorbent and dispersive, the
dielectric function is complex valued and expressed in terms of frequency,
thus ε = ε(ω). Note that, as discussed in Section 1.3.1, metals have perme-
ability near unity for the visible-IR regime so the challenge is to derive an
expression for ε(ω). There are mainly two contributing factors (a) the con-
duction electrons can freely move inside the metal and (b) when the incident
photons have higher energies than metal’s interband transition threshold,
interband transitions can occur.
2.2.1 Drude–Sommerfeld model
In the case where electrons are completely unbounded from nucleus, the
dielectric response is given from the Drude–Sommerfeld model (commonly
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known as Drude model). Based on Newton’s second law, the motion of an









where me and e are the mass and charge of free electrons, while E0 and ω
are the amplitude and angular frequency of the driving electric field. The
symbol Γ is the damping term which is proportional to υF/l where υF is
the Fermi velocity (i.e. the velocity of electrons when their kinetic energy is
equal to the Fermi energy) and l is the electron’s mean free path between two










is the free plasma frequency, with ne and ε0 being the
number of free electrons per unit volume and permittivity of vacuum, respec-
tively. It is also useful to separate the real and imaginary parts of the above
expression as it will be insightful when time comes to examine the dispersion








The plasma frequency is a very important parameter for metals since above
that frequency they cease to have metallic behaviour (i.e. the permittivity
becomes positive).
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2.2.2 Lorentz model
As we will soon see the Drude–Sommerfeld model produces accurate results
for most metals in the IR spectrum or above. For frequencies where inter-
band transitions occur the aforementioned model starts to fail. A method to
overcome this discrepancy is by introducing a restoration force to make the
modelled electrons bounded even though they are not connected to a nucleus.












where m∗e is now the effective electron mass and γ is the damping coefficient
expressing the radiative damping of bound electrons. The extra term m∗eω
2
0r
comes from the spring-like connection of electrons with the nucleus based on
Hooke’s law. The solution leads to (read also Appendix A)
εLor(ω) = 1−
ω∗2p






is the effective plasma frequency with n∗e to be the volume
density of bound electrons. The resonant frequency of the spring is ω0 =√
k/m∗e with k to be the spring constant. Separating again the real and
imaginary parts we find




(ω20 − ω2)2 + γ2ω2
+ i
γω∗2p ω
(ω20 − ω2)2 + γ2ω2
(2.6)
In order to test the validity of Eq. (2.2) and (2.5), a comparison with
the experimental permittivity of Au taken from [30] is shown in Fig. 2.1.
From Fig. 2.1(a) and especially from Fig. 2.1(b) we observe that the Lorentz
model fits well only in the regime where electron transitions occur (< 600
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Figure 2.1: Comparison of the real (a) and imaginary (b) permittivity of Au,
based on the Drude and Lorentz models, with the experimental data taken from
[30]. The Lorentz model agrees well below 600 nm while the Drude one for greater
wavelengths. (c),(d) Same case as before, but adding the contribution of both
models (εDrude(ω) + εLor(ω)).
nm), while for greater wavelengths the Drude model dominates. The electron
transitions of noble metals and especially for Au considered here, are due
to d and s-p conduction electrons [31]. Additionally, the surface plasmon
resonance of Au is close to 2.38 eV (520 nm) meaning that both mechanisms
contribute to absorption. Consequently to make a dielectric function that
fits well through the whole spectral range a sum of these two models is
necessary. A very simple example is shown in Fig. 2.1(c) and 2.1(d) where
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the sum of εDrude(ω) and εLor(ω) is taken as the dielectric permittivity of
Au. It is obvious that this combined model has better agreement than its
individual counterparts alone. However, in order to improve the fitting, a
constant ε∞ = 6 offset was inserted which expresses the total contribution
of all higher-energy electronic polarizability. It should be noted that below
a free space wavelength of about 500 nm, the model still deviates from the
experimental data since only one oscillator is accounted. To improve the
agreement even further, more oscillators of the form of Eq. (2.5) can be
introduced.
2.3 Basic properties of surface plasmon po-
laritons
In the previous Section we explained how the dielectric function of metals
can be modelled for a broad range of wavelengths inside and outside the
interband transition regime. Here, we explain some basic properties of surface
plasmon polaritons based on some simple paradigms. We consider the case
of an electromagnetic wave in two half-space planar media. Although it is
not mandatory for the explanation of the fundamental physical properties
of SPPs, we take one of the two semi-infinite media to be anisotropic. The
reason for this choice will become apparent in the following Sections.
There are two possible configurations of the electromagnetic wave. The
first one is to have the magnetic field perpendicular to the k-plane, known
as TM- or p-polarization, and the other to have the electric field, known as
TE- or s-polarization. The later one is not used for the excitation of SPPs
because metals are non-magnetic since their permeability is close to unity
for all frequencies of interest (see Fig. 1.2). The only way to excite SPPs via
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TE-polarization is to use materials with negative permeability in order to
get a real solution of the SPP wavevector. However, this is outside the scope
of the current thesis and will not be discussed further, the reader can read
through Appendix B.2 for more information.
Let us consider the case of TM-polarized waves in 2 half-space media as
shown in Fig. 2.2. The material (ε1, µ1) is isotropic with µ1 = 1, while the
material (
∼
ε2, µ2) is anisotropic of the form
∼
ε2 = (εxx, εyy, εzz)
ᵀ and µ2 = 1.
The permittivity tensor has zero off-diagonal elements. The electromagnetic
fields for the two media, namely j = 1 and j = 2, can be written as
Ej = (Exj, 0, Ezj)
ᵀei(kxjx∓kzjz−ωt), j = 1, 2 (2.7)
Hj = (0, Hyj, 0)
ᵀei(kxjx∓kzjz−ωt), j = 1, 2 (2.8)
where the ∓kzjz term corresponds to the lower (z < 0) or upper (z > 0)
material.
Figure 2.2: TM-polarized waves inside a material (ε1, µ1) and a material (
∼
ε2, µ2).
Both media are considered semi-infinite.
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The main target is to derive the dispersion relation of SPPs and for that
the wavevector parallel to x-direction needs to be calculated. The macro-
scopic Maxwell’s equations with no net charge (ρ = 0) or current densities
(J = 0) for the Fig. 2.2 scenario take the form
∇ · (εjEj) = 0, j = 1, 2 (2.9)







Hj, j = 1, 2 (2.10)







εjEj, j = 1, 2 (2.12)
and the boundary conditions at the interface (z = 0)
(D2 −D1) · nˆ = 0 (2.13)
nˆ× (E2 − E1) = 0 (2.14)
nˆ× (H2 −H1) = 0 (2.15)
where nˆ is the unit vector normal to the interface. Applying Eq. (2.9)-(2.15)
we can find (read Appendix B) the following set of equations that connect





















Dividing Eq. (2.17) with Eq. (2.18) and based on the result of Eq. (2.16) we
can find the anisotropic SPP dispersion between two semi-infinite media
























Since the wavevectors are derived, the SPP excitation conditions can now
be investigated. For simplicity, let us assume that all permittivities have high
real parts compared to their imaginary counterparts. This practically means
that the SPP damping is negligible and the modes can propagate along the
interface for long distances. Nevertheless, this has no connection with the
excitation conditions which means that the imaginary parts can be safely
ignored. In order to have propagating waves along the interface we need kx to
be real valued and thus the normal components must be purely imaginary. If
kz1 and kz2 are imaginary, their ratio must be positive. Inspecting Eq. (2.16)
we see that this holds only when ε1 and εxx are opposite in sign [32]. As
a consequence, excitation of SPPs can only be realized when one medium
has dielectric properties and the other metallic. If for example the isotropic
dielectric medium has ε1 > 0, then the SPP excitation conditions require
the εxx < 0 and from Eq. (2.19)-(2.21) the εzz > ε1 if εzz is positive, or
εxxεzz > ε
2
1 if εzz is negative. The main outcome from the above paradigm is
the requirement of at least one component of the permittivity tensor to be
negative.
For the specific case where the anisotropic medium becomes isotropic we
have εxx = εzz = ε2 and Eq. (2.19)-(2.21) simplify to the well known isotropic
















, j = 1, 2 (2.23)
In order to get a real kx we need the sum and the product of permittivities to
be either both positive or both negative. Inspecting Eq. (2.23) we observe that
kzj can become imaginary only when the sum of permittivities is negative,
leading to ε1ε2 < 0 for kx to be real. We thus conclude to a fundamental
property of SPPs: The only way for surface plasmon polaritons to exist is by
having a metallodielectric interface regardless the anisotropy of the material.
Based on the results we have derived so far, we will examine a few more
physical properties of SPPs. To keep the examples simple, we consider only
isotropic materials. The only difference using anisotropic materials is the dif-
ferent response at various directions, however the basic principles governing
SPPs are still the same. Based on Fig. 2.2, let us assume that ε1 is a lossless
















k′′x are also real. The k
′
x part represents the SPP wavelength while the k
′′
x
is damping of the surface wave as it propagates along the interface due to
ohmic losses. To calculate the real and imaginary part of kx we need to insert
the complex ε2 into Eq. (2.22). Under the assumption |ε′′2|  |ε′2|, which is
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Figure 2.3: Isotropic SPP dispersion showing the real (k′x) and imaginary (k′′x)
components of the wavevector. The frequency gap distinguishes the dispersion into
a lower and higher frequency branch. Notice in the lower frequency part how the












Fig. 2.3 illustrates the aforementioned expressions for a SPP on a metal, with
a Drude-Sommerfeld permittivity, and air. A frequency gap is observed where
both components become purely imaginary meaning that no SPP can exist.
Notice also how in the lower frequency branch the damping term precipitously
increases as the SPP approaches higher wavevectors. All these phenomena










where λ is the wavelength of light in vacuum. For example, if a wave with
λ = 700 nm is in vacuum (ε1 = 1) and approaches a Au interface with [30]
ε2 = −16.8 + 1.07i the SPP wavelength will be approximately 680 nm. Since
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ohmic losses are present, it is reasonable to examine how far the surface wave
can travel. The propagation length (Lp) is defined as the distance a wave can
travel before its electromagnetic components are decreased by 1/e compared
to the initial ones. The reason why the value 1/e is used has to do with the




x in Eq. (2.7)
and (2.8) we can directly observe the exponential decay (e−|k
′′
x |x) of the fields
along the interface due to damping. The 1/e decay length happens when
Lp = 1/k
′′
x. For the same wavelength and permittivities as before, the SPP
propagation length is around 54 µm.
Another interesting parameter, is the decay length at directions normal
to the interface. Since the wavevector along the z-axis is purely imaginary,
there is no propagation and the fields start to decay immediately away from
the surface. For that reason, the characteristic decay where the fields are
decreased by 1/e is called skin depth (Ls). Based on the same assumption as





























Notice in the above expressions when |ε′′2|  |ε′2| the imaginary parts are
very small. For instance, if |ε′2|/|ε′′2| = 10 then k′1z/k′′1z = 22 and k′2z/k′′2z = 20.
Using the same permittivities as before and neglecting the imaginary part
for the kz terms, we find the skin depth to be 1/kz1 ≈ 443 nm and 1/kz2 ≈ 26
nm. This means that the electromagnetic fields decay much faster inside the
metal than into the dielectric.
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2.4 Excitation of surface plasmon polaritons
The excitation of surface plasmon polaritons requires energy and momentum
conservation along the interface. Since energy is given from E = ~ω and
momentum along a given direction from px = ~kx, the dispersion relation of
the SPP wavevector at different angular frequencies needs to be analysed.
We will examine the dispersion of a SPP in an isotropic metallodielectric
interface. The anisotropic scenario is thoroughly discussed in Section 5.2.
Let assume that the dielectric is air (ε1 = 1) and the dielectric function of
metal (ε2(ω)) follows either the Drude-Sommerfeld model (Eq. (2.2)) or the
Lorentz model (Eq. (2.5)). If we plug these two cases in Eq. (2.22) we can
plot the dispersion of a surface plasmon polariton in terms of the angular
frequency as shown in Fig. 2.4.
Figure 2.4: SPP dispersion relation for a semi-infinite air/metal interface without
(a) and with (b) ohmic losses. The green curve takes into account the interband
transitions while the blue one (Drude-Sommerfeld model) does not. The red line
is the light line in air. Figure (a) also shows the asymptotic lines for some charac-
teristic frequencies (black dashed lines).
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The green and blue curves show the SPP dispersion when the Lorentz or
the Drude-Sommerfeld model is taken into account, respectively. The light
line in air is also apparent for guidance (red line). There are also some
characteristic asymptotic dashed lines that mark some important frequen-
cies around which a drastic change of the dispersion is observed. The only
difference between the two graphs is that in Fig. 2.4(a) both models are con-
sidered lossless (i.e. the imaginary part is zero for all frequencies) while in
Fig. 2.4(b) losses are also accounted. From both images, especially from Fig.
2.4(a), we see that the dispersion is separated into a low-frequency and a
high-frequency part. The high-frequency branch is not a real SPP because
the kz component in metal is not purely imaginary any more. These are vol-
ume plasmons that exist inside the metal due to electron oscillations (read
Section 2.1). Conversely, the low-frequency branch corresponds to a real SPP
since it satisfies all the wavevector conditions for a surface mode to exist. For
the Lorentz model (green curve), the critical point where the two branches
separate is when ε′2 = −ε1. Since ε1 is positive then ε′2 should be nega-
tive which means that the angular frequency must always be greater than
the resonant frequency (ω0). This can be easily checked from Eq. (2.6). For
the Drude-Sommerfeld model we see two asymptotic lines. The one that is
closer to the low-frequency branch is observed when kx → ∞ which is true
when ε′2 → −ε1 (See Eq. (2.24)). This corresponds to the critical frequency
ω2 = ω2p/(1 + 1) − Γ2 (Eq. (2.3)) also known as surface plasmon frequency
(ωsp). For the asymptotic line closer to the upper frequency branch, we have
kx → 0 which is true when ε′2 → 0. From the same equation as before, this
is valid when ω2 = ω2p − Γ2. Considering the lossy case of Fig. 2.4(b), We
observe that the dispersion can not become infinite or zero no matter which
dielectric function model is used. On the contrary there is finite continuous
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transition that connects the low- and high-frequency parts. As the frequency
approaches the transition regime the losses increase dramatically and prevent
any further increase of kx. This is the reason why the SPP dispersion can
not extend to very high wavevectors and experimentally is always finite.
Another interesting feature with practical significance, is the larger SPP
wavevector than the wavevector of light in vacuum. Only for low energies the
light line asymptotically starts to approach the SPP dispersion. The physical
explanation for the increased momentum of SPPs is due to the strong cou-
pling of the electromagnetic field with the surface electrons. A forthcoming
dilemma is how a SPP can be excited if there is always momentum mismatch.
The simplest way to overcome this obstacle is by adding a dielectric
medium with refractive index n > 1. In this case, the slope of the light
line will be tilted by a factor of n since ω = ck/n. A simple paradigm that
shows the crossing of a higher index dielectric light line and the SPP disper-
sion based on Eq. (2.2) is shown in Fig. 2.5(a). One of the first experimental
demonstrations, known as Otto configuration [4], is depicted in Fig. 2.5(b).
In this arrangement, an evanescent wave is formed in the prism/air surface
and through tunneling it couples to the air/metal surface that can support
SPPs. Since kSPP = kprism sin θ, where kprism is the total wavevector inside
the prism, the momentum matching can be satisfied by tuning the angle of
incidence (θ). When the angle of incidence becomes equal to the critical an-
gle where a SPP is excited a minima in the reflection spectrum is observed
(more will be discussed in next Chapter). The major barrier of the previous
method was the difficult control of the air gap. To overcome this, a slightly
modified method was proposed a few years later, known as Kretschmann
configuration (Fig. 2.5(c)). Here, the air gap is replaced by a metal and the
evanescent fields in the prism/metal interface can tunnel through the metal
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Figure 2.5: Experimental excitation of SPPs. (a) When n > 1 the light line is
tilted by c/n and can couple to the SPP at the crossing point where both energy
and momentum are conserved. One common way to experimentally achieve this is
through the Otto (b) or Kretschmann (c) configurations. (d) Experimental setup
based on Kretschmann configuration.
slab and couple to surface waves in the metal/dielectric interface. It should
be noted that careful inspection of metal’s thickness is required. If the metal
is very thin the radiation damping of SPPs will be very intense due to the
radiation damping into the dielectric. On the other hand, if it is too thick
the evanescent waves will be absorbed and no SPPs will be excited. However,
it is easier to control the thickness of the metal rather than the air gap in
Otto’s method.
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In the current thesis the angular resolved spectroscopy was done based on
the Kretschmann configuration. Fig. 2.5(d) depicts the experimental setup.
The source, which is a typical white light lamp, creates a light beam that
passes through a polariser (entrance polariser) in order to specify the incident
polarisation (either TE- or TM-). The polarised beam then passes through
a ∞/f = 180 mm objective lens and reaches the sample area. It should
be noted that a pinhole with a 0.5 mm diameter aperture is placed just
before the lens in order to minimize the spread of the beam so that the
sample is under plane wave illumination at a single angle of incidence. The
measured wavelengths range from 400 nm to 900 nm giving a minimum angle
spread of δθmin = ±0.056◦ and maximum δθmax = ±0.126◦. Afterwards,
the beam approaches the interface of a semi-cylindrical prism of the same
refractive index as the sample’s substrate (Fig. 2.5(d)). The semi-cylindrical
shape guarantees that the incident light will always be normal to the prism’s
interface regardless the rotation angle of the source. An index matching fluid
is used to mount the sample on the flat interface of the prism (Nikon NF
immersion oil). After light is reflected from the sample, it enters a beam
splitter and 50% of light’s intensity goes to a visualization CCD and the
rest passes through a second polariser (exit polariser) and is directed to the
detection system. This system comprises of a spectrometer (Triax 322 from
HORIBA Yobin Yvon) coupled to LH2 cooled CCD.
Apart from the aforementioned methods there are a few other ways to ex-
cite SPPs. One way is via the scanning near-field optical microscopy (SNOM)
on the interface of a metallodielectric pair as shown in Fig. 2.6(a). The main
advantage of this technique is that light in its apex is confined to a single
spot acting as a point source. This allows selective illumination of structure
at a tiny point of interest making it ideal for the examination of surface plas-
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mon interactions since they remain unperturbed by the scattered wavelets
produced by a bigger size illumination spot [25]. The SNOM’s tip acts as
a scatterer and provides momentum matching meaning that the evanescent
component of the source can achieve in-plane wavevectors of any magnitude
and thus excite SPPs [25]. However, due to the fact these waves decay ex-
ponentially fast as we move away from the interface, the probe must be on
subwavelength distance from the interface.
Figure 2.6: Experimental configurations for the excitation of SPPs. Excitation
with a SNOM probe (a) a periodic grating (b) and surface features (c).
Another method that can support momentum conservation for the SPP
excitation is light diffraction on periodic gratings [7] (Fig. 2.6(b)). If a smooth
metal film is grated, the incident light can be diffracted along the grating
directions. The diffracted light whose wavevector matches the corresponding
one of the SPP can couple and excite it. Depending on various parameters
such as the thickness of the metal layer or the depth of the grating, SPPs
can be excited on both surfaces of the metallic layer outside the grating
area [33]. In general, when a surface has random roughness the excitation
requirements can be satisfied without any special configuration. The reason
is that all wavevectors are present on the vicinity of the surface [7, 8]. The
main obstacle in this scenario is the low SPP coupling due to the randomness
of wavevectors. The non-resonant excitation result in a low efficiency of SPP
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and high reflectivity. The momentum is also conserved because here kSPP −→
kSPP ± n2piα , where n is a natural number and α is the lattice constant of
grating. The extra term n2pi
α
, also known as grating wavevector, adds the
extra momentum needed.
A third method, similar to the grating one, is the use of surface features
such as small nanoparticles shown in Fig. 2.6(c). Features of any shape can
be used for the SPP excitation as long as their size remain small compared
to wavelength. All the configurations of Fig. 2.6 has been proved valuable
for different kind of experiments, however they will not be discussed further
since the Kretschmann configuration was used for the current thesis. The
reader can refer to [34] or [35] for more information.
2.5 Localized surface plasmons
In the previous Sections we discussed about the properties of surface plasmon
polaritons along with their excitation conditions. Here we introduce another
fundamental excitation of plasmonics tightly connected with the shape of
the (nano)particle. These modes arise from the coherent charge density os-
cillations due to the spatial confinement of the particle. Since the size of the
particle is considered a lot smaller than a planar interface where SPPs ex-
ist, the excited modes are non-propagating and are thus localized, hence the
term localized surface plasmons (LSPs). An immediate consequence of spatial
confinement of the particle is that LSPs can be excited by direct illumination
without the need of momentum matching methods (see Section 2.4).
For Ag and Au nanoparticles the LSP falls into the visible spectrum. For
this reason colloidal Au was, for many centuries, a fascinating material com-
monly used in the medieval cathedral windows or ornamental cups since it
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provided different colors based on the size and shape of nanoparticles. Over
the last years there has been a significant growth in the exploitation of col-
loidal Au for biological labels or markers in microscopic techniques [36]. The
intense light absorption and scattering of nanoparticles at their resonance,
the so-called localized surface plasmon resonance (LSPR), has found many
potential applications ranging from photovoltaics [37] to imaging, sensing and
photothermal therapy [38]. The strong confinement of the near-field at the
LSP resonance is used for surface-enhanced Raman scattering [39], nanopho-
tonic functionality [40], and as a chemo- or biosensor [41, 42] among others.
For an in-depth discussion regarding the biosensing capabilities of LSPs read
Chapter 5.
If an isolated spherical particle of size d and permittivity ε interacts with
an external electromagnetic field of wavelength λ d in a medium of per-
mittivity εm, then the phase of this field can be considered constant over the
particle volume. In this scenario the time-derivatives in Maxwell’s equations
can be neglected leading to the quasi-static approximation. The solution to
this problem is known as Laplace equation for the potential ∇2Φ = 0. The
electric field can then be found through E = −∇Φ. The general solution to
this problem can be found in standard textbooks, such as [43], leading to
Φin = − 3εm
ε+ 2εm
E0rcos(θ) (2.29)







where Φin, Φout are the potentials inside and outside the particle of radius R,
r is the space position, and θ is the angle between the external electric field,
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E0, and the induced dipole moment, p. Defining the polarizability g through





The above expression clearly shows a resonant behaviour when |ε+2εm| min-
imizes. This minimization corresponds to an LSP with a dipolar resonance
at Re(ε)=−2εm assuming that the Im(ε) is small. It is thus clear that if εm
is dielectric ε must be metal for the resonance to exist.
We now turn our attention to a slightly more general case closer to the
shape of the structures where this thesis is focused. The spherical particle is
now converted to an ellipsoid with semi-axes cx, cy, cz along the x-, y- and
z-directions, respectively. The scattering problem for an isolated ellipsoid can




3εm + 3Ni(ε− εm) , i = x, y, z (2.33)
where Ni is the depolarization factor (more information can be found in
Section 3.5). For the case where cx = cy = cz = R we get Nx = Ny = Nz =
1/3 and Eq. (2.33) simplifies to (2.32). The polarizability plays a crucial role
in the efficiency with which a particle scatters and absorbs light; this can be
directly observed in the scattering cross sections for the scattering, Csca, and





Cabs = k0Im(gi) (2.35)
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A particular class of ellipsoids are the prolate ellipsoids which are a good
approximation of the nanorod metamaterials which the current thesis mainly
investigates. In this scenario we have cx = cy < cz, so the aspect ratio, namely
cz/cx, can change drastically. Fig. 2.7(a) shows the impact of aspect ratio on
particle’s shape when varying it from 1 (sphere) to 10. When aspect ratio
becomes greater than unity two types of LSPs can be distinguished, one is
excited along the short axis of the ellipsoid, known as transverse mode, and
the other along the long axis, known as longitudinal mode. To see the optical
importance of the aspect ratio, the extinction cross section, defined as Cext =
Csca+Cabs, for various aspect ratios is depicted in Fig. 2.7(b) and Fig. 2.7(c)
for the transverse and longitudinal modes respectively. The nanoparticle is
Au taken from [30] while the surrounding medium has εm = 1.5
2. In both
cases Cext increases with aspect ratio which is due to the increased volume
of the nanoparticle (Fig. 2.7(a)). At the same time there is a slight blue-shift
of the transverse mode and a drastic red-shift of the longitudinal mode. The
reason for this is the actual change of the short and long semi-axes; the short
semi-axis changes only a little when the aspect ratio goes from 1 to 10, while
in the long semi-axis it increases sharply. To better visualize the mode-shift,
Fig. 2.7(d) demonstrates the resonant wavelength shift of the longitudinal
and transverse modes in terms of the aspect ratio. It is clear that controlling
aspect ratio it is possible to set the longitudinal mode position anywhere
from visible to infrared. Notice also how the two modes converge to a single
wavelength as the aspect ratio becomes unit. It should be emphasized that at
all times the condition λ cx,y,z must hold. For Fig. 2.7 the short semi-axis
was kept fixed at 5 nm while the long semi-axis was varied from 5 − 50 nm
so even at the extreme case where cz = 50 nm the minimum wavelength (450
nm) was still significantly higher.
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Figure 2.7: (a) Schematics of prolate ellipsoids at different aspect ratios shown
with numbers. Extinction cross sections of the (b) transverse and (c) longitudinal
modes with aspect ratio ranging from 1 to 10. (d) Resonant wavelength of the
transverse and longitudinal modes for the same aspect ratio range as before. No-
tice the drastic (slight) red-shift (blue-shift) of the longitudinal mode (transverse
mode).
To conclude, in this Chapter the fundamental excitations in plasmonics
were introduced along with the properties and excitation conditions of surface
plasmon polaritons. Nevertheless the anisotropic material used was indefinite.
In order to realize the actual structures examined in this thesis, a better
understanding of the theoretical tools is required; this is the scope of the
next Chapter.
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Chapter 3
Light propagation in uniaxial
anisotropic media and
principles of ellipsometry
Here the main theoretical formulas, used for the experimental analysis, are
extracted. We start with a short overview of hyperbolic metamaterials and
introduce the metallic nanorod arrays as a specific type of hyperbolic meta-
material which waveguiding properties are the core of this thesis. To ra-
tionalize this behaviour we present an approximate semi-analytical formu-
lation of that particular structure to calculate the optical response of the
system. We begin with the examination of the propagation of light in an in-
finite uniaxial anisotropic medium and derive the basic dispersion relation of
wavevector components along with the expression of the effective refractive
index in terms of the ordinary and extraordinary components. Based on the
transfer matrix method, the Fresnel coefficients and field distributions for an
isotropic multilayer system are expressed for both normal and oblique angle
of incidence. These results from the infinite uniaxial anisotropic material are
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used in combination with the Maxwell Garnett formalism to generalise the
transfer matrix method to support anisotropic layers as well. The resulting
semi-analytical model is then tested against numerical simulations to verify
its validity. Finally, the main theoretical framework of ellipsometry is pre-
sented in order to gather a better understanding of one of the experimental
instruments (ellipsometer) used in this thesis for the determination of a new
material in the field of plasmonics.
3.1 Metallic nanorods as hyberbolic metama-
terials
In the previous Chapter we discussed some basic properties of anisotropy in
metamaterials and compared them with their isotropic counterparts. There is
yet another fundamental characteristic of anisotropy that defines the shape of
the isofrequency surface. Let us consider a material represented by a diagonal
permittivity tensor expressed as ε = (ε⊥, ε⊥, ε‖) and µ = 1. The subscripts
⊥ and ‖ represent the perpendicular and parallel permittivity components
with respect to the optical axis, respectively. The wavevector isofrequency






















where kx, ky and kz are the wavevector components along the x-, y- and
z-axes, ω is the angular frequency of the wave and c the speed of light in free
space.
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Figure 3.1: Isofrequency surfaces of typical dielectric materials (a, b) and hyper-
bolic metamaterials (c, d). (a) Spherical (isotropic) and (b) elliptical (anisotropic)
isofrequency for a medium with ε⊥ = ε‖ > 0 and ε⊥ 6= ε‖, respectively. Type I
(c) and type II (d) hyperbolic metamaterial with ε⊥ > 0, ε‖ < 0 for the type I
case and ε⊥ < 0, ε‖ > 0 for type II. Note how the kz wavevector component can
be extended to infinity due to the hyperbolic nature of such material affirming
that infinite field confinement can be achieved along that direction. The red and
gold colors in (a)-(c) correspond to the ordinary and extraordinary isofrequencies.
Fabricating metallic nanowire arrays (e) or layered metal-dielectric structures (f)
it is possible to achieve type I and II hyperboloidal dispersion, respectively. Images
were constructed via POV-Ray imaging software.
Depending on the combination of ε⊥ and ε‖ various isofrequency sur-
faces can be produced. At frequencies where ε⊥ = ε‖ > 0 (isotropic case)
Eq. (3.2) has spherical shape (Fig. 3.1(a)) and elliptical when ε⊥ 6= ε‖ (Fig.
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3.1(b)). On the other hand, Eq. (3.1) always exhibits spherical isofrequency
since it depends only on ε⊥. Regardless the case, these shapes correspond
to dielectric materials since both permittivities are positive. At frequencies
for which ε⊥ > 0, ε‖ < 0 or ε⊥ < 0, ε‖ > 0, type I and type II hyperbolic
isofrequencies are formed as depicted in Fig. 3.1(c), (d), respectively. The
hyperbolic pattern then has a unique property compared to the spherical or
elliptical cases; it is unbounded, supporting modes with infinite momenta.
This means that a wavevector component can reach very high values making
extreme wavelength confinement possible along a given direction. It is one
of the major properties that make hyperbolic metamaterials (HMMs) such
an active research area [1]. A plethora of different fields, from spontaneous
emission enhancement [2] and acoustics [3] to heat transfer [4] and analogue
cosmology [5, 6], have shown great interest to this phenomenon. More pre-
cisely HMMs, such as nanowire arrays (type I HMMs) shown in Fig. 3.1(e) or
layered metal-dielectric structures (type II HMMs) shown in Fig. 3.1(f), have
been fabricated and numerous peculiar properties have been realized includ-
ing subwavelength imaging [7–9] and focusing [10,11], biosensing techniques
[12–14] and lifetime engineering [15–17].
In this thesis periodic1 Au nanorod arrays were structured and investi-
gated, we thus limit our discussion to type I HMMs. The choice was solely
due to fabrication reasons with the experimental work focusing on these
HMMs. Each structure has its own favoured properties, for instance metal-
dielectric layers can be used for hyperlensing [2] or enhanced photon density
of states with indefinite cavities [16] while an array of nanorods can be ap-
1Please note that there is no actual periodicity in neither the experimental structures
nor the effective medium approximation. A more accurate term could be “average period-
icity” or “pseudo-periodicity”. However, for the sake of simplicity we call it “periodicity”.
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Figure 3.2: Schematics of a hyperbolic metamaterial waveguide geometry consist-
ing of an array of Au nanorods. Middle-Right: Geometry and cross-section taken
across the rod of the unit cell. Left: Schematic of a Au nanorod metamaterial
array along with a typical SEM perspective view. The waveguide is sandwiched
between semi-infinite substrate and superstrate media of refractive index nsub and
nsup, respectively. A Au underlayer is usually present for fabrication reasons. The
refractive index of the matrix embedding the nanorods is nh. The thickness of the
Au underlayer film and nanorods are L1 and L2, respectively. The unit cell has
period d and radius r.
plied for optical data storage [18] or as nonlinear nanophotonic component
[19]. A general geometry of a hyperbolic waveguide made of Au nanorods is
depicted in Fig. 3.2. The structures are grown on cover slips meaning that
the refractive index of the substrate is similar to that of glass (nsub ≈ 1.5).
For the measurements the optical response of the system is collected in air,
thus nsup = 1. Between the waveguide and the substrate, a thin underlayer
film of Au is deposited to provide enough conductivity for the growth of the
nanorods. Since the nanorods are formed in a periodic fashion, the unit cell
can be defined with period d and nanorod radius r.
To experimentally fabricate the structure of Fig. 3.2 the following proce-
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dure is required: a) A 10 nm film of Ta2O5, acting as an adhesion layer for the
following multilayer deposition, is grown on a 200 µm cover slip followed by
the growth on a thin Au layer (L1 ≈ 10 nm). The reason why Ta2O5 is used on
top of glass is to keep Au from peeling off. Since it is only 10 nm thick it does
not affect the optical measurements. b) Next is the growth of a homogeneous
aluminium layer several hundreds of nanometres thick (L2 ≈ 500− 800 nm)
via magnetron sputtering. c) Lastly, the aluminium is anodized and periodic
pores are formed which can then be filled via electrochemical growth. The
anodization of aluminium, an in-house process called two-step anodization,
is an electrochemical process in which the metal is oxidized in an electrolytic
solution (here sulphuric acid was used) via chemical etching [20]. A great
effort has been made over the years towards the control and understanding
of the porous patterning in which the reader can refer to [21–29].
3.2 Light propagation in an anisotropic per-
mittivity medium
Anisotropic materials have the property to decompose a propagating light
beam due to the optical birefringence along different directions. As a con-
sequence the propagation of a plane wave becomes more complex since the
Poynting vector is not always parallel to the wavevector and the electric-
magnetic-wavevector triplet is not orthogonal any more2. In this Section we
derive the dispersion and field expressions in an infinite uniaxial anisotropic
medium. The resulted expressions will be of assistance later when the gener-
alized transfer matrix method will be formulated.
2However the electric displacement remains orthogonal to the magnetic field and
wavevector.
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Let us assume a plane wave of wavevector k travelling in a non-magnetic
infinite biaxial anisotropic medium. We set the Cartesian axes to coincide
with the principal dielectric axes in order to have only diagonal components
of the permittivity tensor. For the case of non-zero off-diagonal elements the
reader can refer to [30], however for the current scope this is not needed.


























where εi, i = xx, yy, zz is the permittivity along the x, y, z directions and
ni =
√
εi/ε0 is the respective refractive index. For the uniaxial scenario we
set the ordinary axes to εxx = εyy and the extraordinary axis to εzz. Thus,
uniaxiality requires the determination of only two wavevector components,
namely kx and kz, to fully solve the electromagnetic problem. If k forms an
angle θ from the optical axis z, then TM- and TE-polarization configurations3
can be drawn as in Fig. 3.3. From this scheme we can write the following
relation for wavevector
k = keˆ = k(iˆ sin θ + kˆ cos θ) = iˆkx + kˆkz (3.4)
where iˆ , kˆ are the unit vectors for the x and z directions respectively, and eˆ
is the unit vector parallel to k.
As always, we start from the source free Maxwell’s equations assuming a
harmonic time dependence
3Please note that in an infinite medium there are no polarization configurations but
rather ordinary and extraordinary solutions. However, for consistency with the following
Sections, the symbolism is retained.
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Figure 3.3: TE (a) and TM (b) configurations for a uniform plane wave travelling
inside an infinite anisotropic medium.
∇× E = iωµ0H (3.5)
∇×H = −iωD (3.6)
∇ ·D = 0 (3.7)
∇ ·H = 0 (3.8)
Since we have plane waves, we are looking for Bloch type solutions of the
form E(r) = E0e
ik·r and H(r) = H0eik·r so applying the permutation∇ → ik
we get
k× E = ωµ0H (3.9)
k×H = −ωD (3.10)
k ·D = 0 (3.11)
k ·H = 0 (3.12)
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The last two equations are not needed since they can immediately be ex-
tracted from Eq. (3.9) and (3.10) by dotting both sides with k. In analogy
with the isotropic case where k = nk0 = nω/c, it is convenient to define
the effective permittivity (εeff ) and effective refractive index (neff ) so that a
similar expression can also be used for anisotropic materials. Of course here
the effective parameters can not be trivially expressed since permittivity is









The main target now is to find a suitable expression for neff which satis-
fies all Maxwell’s equations. Substituting Eq. (3.13) to (3.9) and (3.10) and




eˆ × E (3.14)
E− D
ε0n2eff
= eˆ(eˆ · E) (3.15)
Since the electric displacement is linearly connected with the electric field
the determinant of Eq. (3.15) must vanish in order to avoid trivial solutions.
To calculate the determinant, it will first be easier to examine the field com-

























= cos θ(Ex sin θ + Ez cos θ) (3.18)
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The above relations are general due to the fact that no condition on polar-
ization was chosen. The next step is to solve the appropriate determinant for
each polarization.
For the TE-polarization Ex = Ez = 0 and Ey 6= 0 (Fig. 3.3(a)). From
Eq. (3.17) we can immediately see that the determinant vanishes only when
neff = nyy. This means that although light is inside an anisotropic medium,
it propagates as if the medium was isotropic because the electric field has only
one component along one of the principal directions of the crystal, namely the
y direction. Since the wavevector is known, the plane wave electromagnetic
response can be calculated leading to







−iˆ cos θ + kˆ sin θ
)
ei(k·r−ωt) (3.20)
k · r = k0nyy(x sin θ + z cos θ) (3.21)
where E0 is the initial magnitude of the electric field which is considered a
known parameter and Z0 is the impedance in vacuum.
TM-polarization (Fig. 3.3(b)) is a little bit more complicated but the
fundamental steps remain the same. Here we have Ex 6= 0, Ez 6= 0 and
Ey = 0. Rearranging the terms of Eq. (3.16) and (3.18) we can bring them
to the following eigenvalue form
cos2 θ − n2xxn2eff − cos θ sin θ




 = 0 (3.22)
Setting the determinant to zero we find the relation that connects the angle-
dependent effective refractive index with the refractive index along the x and
z directions










In order to check the validity of the expression we can multiply it by k2 and,











which is exactly the same expression as the one derived in Eq. (2.18). Yet
another check can be made by calculating the group velocity since we know
the wavevector dispersion from the aforementioned expression. Based on the
definition of group velocity, namely υg ≡ ∂ω/∂k, we can find υgx and υgz for





















From the above, it is clear that group velocity will not have the same direction
with the wavevector because θg 6= θ supporting the non-orthogonality of the
E−H− k triplet due to anisotropy. Note that the angles become the same
for the case of isotropic medium where nxx = nzz.
Let us now continue with the calculation of the electromagnetic field.
Since we are looking for solutions of the form {E(r),H(r)} = {E0,H0}eik·r
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and k has been derived (Eq. (3.23)), our only concern is to find the appro-
priate (E0,H0) set. Substituting Eq. (3.23) to (3.16) we can connect the Ex










z we can find Ex, Ez in terms of the (known)




2 θ + n4zz cos
2 θ
E0 (3.29)




2 θ + n4zz cos
2 θ
E0 (3.30)
Having derived the electric field, the magnetic field can be simply calculated




2 θ + n4zz cos
2 θ
(n2zz cos θiˆ − n2xx sin θkˆ)ei(k·r−ωt) (3.31)






2 θ + n2zz cos
2 θ√
n4xx sin
2 θ + n4zz cos
2 θ
ei(k·r−ωt) (3.32)
k · r = k0neff (x sin θ + z cos θ) (3.33)
Although the expressions seems to be complicated, we can confirm their va-
lidity for the limiting case of the anisotropic material, i.e. nxx = nzz = n.
Then the TM-fields will become E(r, t) = E0(cos θiˆ + sin θkˆ)e
i(k·r−ωt) and
H(r, t) = jˆ (nE0/Z0)e
i(k·r−ωt). Note how the magnetic field becomes indepen-
dent of the angle since it always remains oriented along the ordinary axis.
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3.3 Transfer matrix method for multiple pla-
nar interfaces at normal incidence
Here we derive some of the fundamental theoretical tools based on the trans-
fer matrix method. This formalism allow us to analytically calculate the opti-
cal response of a multilayer system of arbitrary thickness and constitutes the
core numerical component for almost all structures examined in this thesis.
The transfer matrix method is completed in two steps: At first we examine
the normal wavevector scenario (i.e. normal angle of incidence) and in the
next Section we generalize it to support oblique propagation.
From now on we omit the time dependence (e−iωt) of the electromag-
netic field and focus only on the space dependence unless otherwise speci-
fied. Consider a plane wave propagating along z-direction with the electric
field parallel to x-direction. We can then write the electromagnetic field as
E(z) = iˆEx(z) = iˆE(z) and H(z) = jˆHy(z) = jˆH(z). At the moment, let us
assume an infinite lossless and isotropic dielectric. The wave can travel along
either the z or the -z axis thus, without loss of generality, we can write the
fields as the sum of a forward-moving and a backward-moving wave
E(z) = E0+e




kˆ × E(z) (3.35)
where E0+ and E0− is the initial electric field in the positive and negative
direction respectively, and Z is the impedance of the material. Based on the
above, we can define the reflection coefficient as the portion of the electric
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We now want to calculate the reflection coefficient at two distinct points
inside the same material. If these points are z1 and z2, we can simplify the no-
tation by substituting {E(z1), H(z1), E±(z1),Γ(z1)} → {E1, H1, E1±,Γ1} for
point z1, and similarly for z2. If we set L = |z2 − z1| the forward {E1+, E2+}
and backward {E1−, E2−} electric fields can be expressed in a matrix form









Applying Eq. (3.36) at points z1 and z2 one can connect Γ1 and Γ2 with the




This basically shows that the reflection coefficient inside the same material
will be phase shifted by e2ikL between two points at distance L. Substituting
Eq. (3.37) to Eq. (3.34) and (3.35) we can derive the total electromagnetic










Since we examined the optical behaviour inside an infinite medium, we
can continue by adding an interface. So now we consider the case of two
half-space isotropic and lossless media where a plane wave approaches the
surface at normal incidence. Based on the previous notation, we set the first
medium (incident medium) to have the set of {E,H,E+, E−, Z} parameters
while the second one (transmitted medium) to have {E ′, H ′, E ′+, E ′−, Z ′}.
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The main scope again is to connect the backward and forward fields. For
normal incidence, both the electric and magnetic fields are tangential to to
the surface thus the boundary conditions require E = E ′ and H = H ′. Using
Eq. (3.34) and (3.35) we can express the forward and backward waves via
E+ +E− = E ′+ +E
′
− and Z
−1(E+ +E−) = Z ′−1(E ′+ +E
′
−). Solving them we


















where n and n′ is the refractive index of each medium. The ρ and τ are the
famous Fresnel coefficients that describe the elementary transmission and
reflection between the two media, respectively. It is noteworthy to mention
that in case it is required to find these coefficients from the n′ to the n
material, we can simply swap the primes in Eq. (3.41) and (3.42). From
the definition of Γ and with the assistance of Eq. (3.40) we can express the





Since we have an interface, it is also convenient to define the transmission
coefficient as the portion of the electric field that is transmitted in the second
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Figure 3.4: Single dielectric slab between two semi-infinite media at normal inci-
dence. Note that the arrows indicate the reflected and transmitted waves, not the
actual direction of the electric field.
So far we examined the case between two semi-infinite dielectrics. Let us
now turn our attention to a finite layer sandwiched between these media as
depicted in Fig. 3.4. Since now there are two interfaces, the subscripts 1 and
2 indicate the first and second interface, respectively. As before, the “+” and
“−” represent the forward (transmitted) and backward (reflected) waves,
while the non-prime and prime notations dictate the optical response just
before and after the corresponding interface. Note that since the nb medium is
infinite there is no backward wave in this medium, which means that Γ′2 = 0.
Similarly to the previous case, we need to find the reflection and transmission
coefficient along with the matrix that connects the backward and forward
waves at each interface. However, since now we have two boundaries, we care
about finding the overall transmission response into the nb medium, which is
E ′2+/E1+ (in accordance with Eq. (3.44)). Generally, the overall transmission
and reflection response are the most critical factors since these are measured
during the experimental characterization.
To calculate Γ1 we do the following: First we apply Eq. (3.42) on each
3.3 Transfer matrix method for multiple planar interfaces at normal
incidence 81
interface, then we use the propagation matrix based on Eq. (3.38) to relate
Γ′1 with Γ2, and finally we apply Eq. (3.43) for each surface to connect them














which expresses the total reflection response in terms of the refractive index
of each material, the thickness of the layer and the wavevector inside it.
Similarly, for the calculation of the overall transmission response (T1),
E1+ must be expressed in terms of E
′
2+. Via Eq. (3.40), {E1+, E1−} can be
related with {E ′1+, E ′1−}. Applying the propagation matrix (Eq. (3.37)) for
medium n1, we can connect {E ′1+, E ′1−} with {E2+, E2−} and re-evaluating
Eq. (3.40) on the second interface {E2+, E2−} can be expressed in terms of















The same principle can be applied for multiple layers. In that case we need
to apply Eq. (3.37) and (3.40) for each slab. Since the heart of these calcula-
tions is matrices multiplication, the process is called transfer matrix method
(TMM) and was first introduced by Abele`s back in 1950 [31]. Solving the




1 + ρ1ρ2e2ik1L1 ρ2 + ρ1e2ik1L1
ρ1 + ρ2e





Thus the overall transmission response will be
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Figure 3.5: Multilayer dielectric between two semi-infinite media at normal in-
cidence. Only the backward and forward fields for the left side of each layer are
shown. Note that the arrows under them indicate the reflected and transmitted
















= 1 + ρ1 , τ2 =
2n1
n1 + nb
= 1 + ρ2 (3.52)
Since the total electromagnetic fields are continuous across the interfaces, it
is straight forward to write {E1, H1} in terms of {E2, H2}. The calculations
are exactly the same as the derivation of Eq. (3.39) with the substitutions
{k, L, Z} → {k1, L1, Z1}.
We now have all the required knowledge to expand the TMM formal-
ism for the multilayer scenario as the one demonstrated in Fig. 3.5. The
main scope is to calculate the overall reflection (E1−/E1+) and transmission
(E ′M+1/E1+) response based on the TMM formalism. Similarly to the dis-
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cussed single layer scenario, the generalized elementary reflection coefficients
for the left (ρi) and right (ρ
′




= −ρ′i , i = 1, 2, 3...,M + 1 (3.53)








= 1 + ρ′i , i = 1, 2, 3...,M + 1 (3.55)
Repeating the same steps as the one in Eq. (3.49), we can express the back-










 , i = M,M − 1, ..., 1 (3.56)
From the above the reflection response at the ith layer can be found leading





, i = M,M − 1, ..., 1 (3.57)
Note that since there is no backward wave at the right side of the (M + 1)th
layer (See Fig. 3.5), it follows that ΓM+1 = ρM+1. The transmission response





, i = M,M − 1, ..., 1 (3.58)
where again for the (M + 1)th layer we have TM+1 = τM+1. It is worth
mentioning that finding the overall transmission (E ′M+1/E1+) is equal to
calculating T1 since Eq. (3.58) is recursive and thus stores the information
3.4 Transfer matrix method for multiple planar interfaces at oblique
incidence 84
of all higher layers. Finally, we can generalize Eq. (3.39) to extract the total
electromagnetic fields for the ith layerEi
Hi
 =




 , i = M,M − 1, ..., 1
(3.59)
with the conditions EM+1 = E
′




M+1 for the final
layer.
All the calculations we have done so far are based on Fig. 3.5. However
it is not obvious from that sketch whether it takes into account the realistic
case where multiple reflections and transmissions occur inside each layer. The
short answer is yes, all the expressions derived so far are rigorous. The reader
can refer to Appendix C for an in-depth investigation.
3.4 Transfer matrix method for multiple pla-
nar interfaces at oblique incidence
Here we generalize the previous Section and examine the case of light prop-
agation in a multilayer system at any angle of incidence. Additionally, light
propagation in lossy (e.g. metal) multilayer systems is discussed. We will see
that many equations derived at normal incidence retain the same form at
oblique incidence.
Let us assume that we have two dielectric isotropic materials of refractive
index n and n′. A plane wave propagating in n approaches the interface at
an angle θ. To keep it as general as possible, we assume a reflected wave in
both media as sketched in Fig. 3.6 for both polarizations. Generally, we can
write the incident and reflected wavefronts for the n medium as k± = iˆkx±+
jˆ ky± + kˆkz± and similarly for k
′
±. According to the boundary conditions,
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Figure 3.6: General scheme of forward and backward electromagnetic waves at
an interface for oblique incidence. Light propagates from material n to material n′
at an angle θ being either TE- (a) or TM-polarized (b).
the tangential components of the electric field must be continuous across the
interface. If we assume that the interface corresponds to z = 0 we can write
a condition that is valid for both polarizations
ET+e
ik+·r + ET−eik−·r = E′T+e
ik′+·r + E′T−e
ik′−·r (3.60)
where the “T” subscript denotes the transverse part of the electric fields
with respect to z-direction, i.e. ET = kˆ × (E × kˆ) = E − kˆEz (for both
polarizations). Using the general form of {k±,k′±} and setting z = 0 at the
interface, Eq. (3.60) becomes
ET+e








for the expression to be valid the propagation phase factors must be the
same for any {x, y} point along the interface, leading to the conservation of
wavevector components for that direction, namely
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kx+ = kx− = k′x+ = k
′
x− (3.62)
ky+ = ky− = k′y+ = k
′
y− (3.63)
If there is propagation only in the xz-plane, such as in Fig. 3.6, then ky+ = 0
(and so every ky component) and the planes of incidence and reflection will
coincide with xz-plane. This is valid for our case, because the actual geometry
of the structures characterized in the current thesis have the same symmetry
along the x- and y-axes. So even though 3D geometries are investigated, the
physical problem can be approximated in two dimensions.
Having derived all these expressions, we can simplify the notations for
the wavevectors as follows
k = k+ = iˆkx + kˆkz = iˆk sin θ + kˆk cos θ (3.64)
k− = iˆkx − kˆkz = iˆk sin θ − kˆk cos θ (3.65)





′ sin θ′ + kˆk′ cos θ′ (3.66)
k′− = iˆk
′
x − kˆk′z = iˆk′ sin θ′ − kˆk′ cos θ′ (3.67)
Using Eq. (3.64) and (3.65) we can decouple the contribution of the transverse
electric field along the x- and z-directions so that ET(x, z) = ET(z)ET(x)
with ET(z) = ET+e
ikzz+ET−e−ikzz and ET(x) = eikxx. Since the x-component
of wavevector is conserved (Eq. (3.62)), we have ET(x) = E
′
T(x). Thus, in
order to examine the response of ET we only need to calculate ET(z) since
ET(x) will simply cancel. The transverse part of the electric field in both
media can then be written as
ET(z) = ET+e
ikzz + ET−e−ikzz (3.68)







The main target then is to calculate {ET±,E′T±}. Generally, for oblique mov-
ing waves both TE and TM waves can exist at the same time, meaning that
the total electromagnetic fields will be
E(r) = ETM(r) + ETE(r) (3.70)
H(r) = HTM(r) + HTE(r) (3.71)
Each term can be further analysed into backward and forward fields leading
to
Ei(r) = Ei+(r) + Ei−(r) , i = TE, TM (3.72)
Hi(r) = Hi+(r) + Hi−(r) , i = TE, TM (3.73)
The above expressions are of course valid for the n′ medium by adding a prime
to all symbols. Let {A+, A−} be the amplitude of the initial backward and
forward electric field for TM-polarization and {B+, B−} for TE-polarization.
Then with the assistance of Fig. 3.6 we can write ETE+ = jˆB+e
ik+·r, ETM+ =
(iˆA+ cos θ − kˆA+ sin θ)eik+·r. The respective magnetic fields can be trivially
found from Eq. (3.35). Applying Eq. (3.70) and (3.71) for the forward wave
case in medium n we find




[(−iˆ cos θ + kˆ sin θ)B+ + jˆA+]eik+·r (3.75)
So the transverse components will be
ET+(r) = (iˆA+ cos θ + jˆB+)e
ik+·r (3.76)





(−iˆB+ cos θ + jˆA+)eik+·r (3.77)
Following the same steps for the reflected wave we have




[(iˆ cos θ + kˆ sin θ)B− − jˆA−]eik−·r (3.79)
and the transverse components become




(iˆB− cos θ − jˆA−)eik−·r (3.81)
Note that all the aforementioned expressions can also be applied for material
n′ by adding a prime to all symbols.
There are two more points we need to clarify before we can derive the
overall expression for the transverse electromagnetic fields. Firstly, the A±
and B± amplitudes correspond to the total fields so we need to find the appro-
priate expressions for their transverse counterparts. Secondly, the transverse
impedance should also be calculated for both polarizations. Inspecting Fig.
3.6(a) we observe that AT± = A± cos θ and from Fig. 3.6(b) BT± = B±. The
transverse impedance is defined as the ratio of the transverse components
(with respect to z-axis) of the electric and magnetic field. Therefore, for TE-
polarization we have ZTE = −Ey/Hx = Z/ cos θ while for TM-polarization
ZTM = Ex/Hy = Z cos θ. Summarizing all the expressions
AT± = A± cos θ (3.82)
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ZTM = Z cos θ (3.85)
So now Eq. (3.76), (3.77) and (3.80), (3.81) can be fully written in terms of
the transverse components only















Adding up Eq. (3.86)-(3.89) and omitting the common phase factor eikxx we
can calculate the total transverse fields for the n medium (and similarly for
the n′)
ET(z) = iˆETM(z) + jˆETE(z) (3.90)
HT(z) = −iˆHTE(z) + jˆETM(z) (3.91)
where
ETM(z) = AT+e













A reasonable question that emerges is why we did all these calculations
for the simple scheme of Fig. 3.6. The answer is the importance of Eq. (3.92)-
(3.95). If we compare them with Eq. (3.34) and (3.35) for the normal inci-
dence case, we will notice that they have exactly the same form with the
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substitutions Z → ZT and e±ikz → e±ikzz = e±ikz cos θ. This means that many
definitions and derivations for normal incidence will be exactly the same for
oblique incidence too. Based on Eq. (3.36), the transverse reflection coeffi-




From Eq. (3.37), the transverse propagation matrix for the forward and back-
ward transverse electric fields for two points at a distance L = |z2 − z1| in









From Eq. (3.38) we can find the transverse reflection coefficient propagation
ΓT1 = ΓT2e
2ikzL (3.98)









From Eq. (3.41) and (3.42) we can also write the transverse Fresnel coeffi-









where nT and n
′
T are the transverse refractive indices on the left and right
side of the interface, respectively. The expressions ρT = −ρ′T and τ ′T = 1 +
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ρ′T = 1− ρT are also valid here. The previous equations are correct for both
polarizations. We can verify the validity of Eq. (3.101) (and similarly for Eq.
(3.100)), by distinguishing the TE- and TM-case leading to the well known
elementary Fresnel reflection coefficients for oblique incidence
ρTM =
n cos θ′ − n′ cos θ
n cos θ′ + n′ cos θ
(3.102)
ρTE =
n cos θ − n′ cos θ′
n cos θ + n′ cos θ′
(3.103)
For θ = θ′ = 0 they both reduce to the reflection coefficient for normal
incidence (Eq. (3.42)).
We now have all the required tools to examine the dielectric multilayer
scenario for arbitrary angle of incidence as sketched in Fig. 3.7. Similarly to
the normal incidence, case we assume no reflected waves from the (M + 1)th
medium. All the incident angles in each medium are related via Snell’s law
of refraction
n0 sin θ0 = ni sin θi = nM+1 sin θM+1 , i = 1, 2, 3, ...,M (3.104)
Thus, by knowing the initial angle, θ0, it is possible to find all the remaining
angles if the materials n0, n1, ..., nM+1 are given. The phase thickness will
now be
δi = kziLi =
ω
c
niLi cos θi , i = 1, 2, 3, ...,M (3.105)
The transverse refractive indices for each medium will be
nTi =
ni cos θi (TE)ni/ cos θi (TM) , i = 0, 1, 2, ...,M + 1 (3.106)
From Eq. (3.53)-(3.55) we can write the elementary transverse reflection and
transmission coefficients for each layer
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Figure 3.7: Oblique propagation through a dielectric multilayer placed between
two semi-infinite media. Only the transverse backward and forward fields for the
left side of each interface are shown. The arrows under them indicate the reflected












= 1 + ρ′Ti , i = 1, 2, 3...,M + 1 (3.109)










 , i = M,M − 1, ..., 1
(3.110)
Of course for the (M + 1)th layer there is no backward wave so the limit










 , i = M,M−1, ..., 1
(3.111)
To calculate the reflection and transmission response of the system we can










, i = M,M − 1, ..., 1 (3.113)
with the same limit conditions as for the normal incidence case, ΓT(M+1) =
ρT(M+1) and TT(M+1) = τT(M+1). Finally, to find the total transverse electro-








 , i = M,M−1, ..., 1
(3.114)







T(M+1). The validity of the previous expression can
additionally be verified from [32] and [33].
So far we have examined dielectric materials only. However, as we have
discussed in the previous Chapters, lossy materials are of fundamental impor-
tance in the plasmonics field. Their two main characteristics are their disper-
sive (i.e. the frequency dependence) and absorptive (i.e. non-zero imaginary
part of refractive index) behaviour. Thus for the case of Fig. 3.7, the complex
permittivity and refractive index can be written as
εi(ω) = ε
R
i (ω) + iε
I
i (ω) , i = 0, 1, 2, ...,M + 1 (3.115)






= nRi (ω) + in
I
i (ω) , i = 0, 1, 2, ...,M + 1 (3.116)
where {εRi (ω), nRi (ω)} and {εIi (ω), nIi (ω)} correspond to the real and imag-
inary part of the permittivity and refractive index, respectively. Snell’s law
from Eq. (3.104) is still valid but now the angles θi are complex because the
refractive indices are. The transverse refractive indices are again given by Eq.
(3.106) but with ni and θi complex. The cos θi can be calculated from
cos θi =
√







, i = 1, 2, 3, ...,M (3.117)
If we know nTi we can find the complex elementary transverse reflection and
transmission coefficients from Eq. (3.107)-(3.109). The next step is to find
the phase thickness which will now be complex due to the complex nature of
the wavevector. Since we have isotropic media, we can calculate kzi knowing




xi = ωµ0εi. So the complex phase
thickness can be expressed as




n2i − n20 sin2 θ0 , i = 1, 2, 3, ...,M (3.118)
Since we know nTi and δi we can use Eq. (3.112)-(3.114) to find everything
else. We thus conclude that all the equations we derived for the multilayer
dielectric scenario are also correct for lossy media.
Recapitulating, the TMM allows us to analytically calculate the optical
response for the case of a multilayer system of a) arbitrary thickness Li,
b) for any material combination (lossy, lossless or dispersive), c) for any
angle of incidence θi and for d) TE- or TM-polarization. However, all the
above work is valid for the case of isotropic media. Since the core of this
thesis is connected with highly anisotropic metamaterials (read Section 5.2
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for instance), the method needs to be extended to account for anisotropy too.
This is the scope of the next Section.
3.5 Maxwell Garnett rule for multiphase mix-
tures
In this Section we apply an effective medium approach, called Maxwell Gar-
nett formalism, to derive the effective optical constants for a two-phase mix-
ture. We then combine the resulted expressions with the TMM method dis-
cussed previously, in order to have a fast semi-analytical method for the
determination of the optical response for a given system.
The scientific interest for the optical properties of inhomogeneous mul-
tiphase media mainly started from the second half of the 19th century. The
main aim of the developed theories is to derive the dielectric constant, usually
referred as effective dielectric constant, from the knowledge of the dielectric
constant of the ingredients and the filling factor of them. For that reason, all
these methods are usually called effective medium theories (EMT). A fun-
damental assumption of EMT is that the inhomogeneity is macroscopically
uniform. For the case of particles in metal-dielectric composites for instance,
this condition holds under the quasi-static limit by assuming that all parti-
cles are much smaller than the wavelength in the medium. When the size of
the particles starts to become comparable to the wavelength, EMT fails to
predict the correct response and only numerical models can be used.
The two most broadly used effective theories are the Maxwell Garnett
(MG) [34] and Bruggeman (BG) [35] theories developed in 1904 and 1935,
respectively. Their distinct difference is related to the way they treat the
medium’s constituents. The MG model treats them in an asymmetric way
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Figure 3.8: Effective medium treatment of a two-phase mixture via the Maxwell
Garnett (a) and the Bruggeman (b) methods. The Maxwell Garnett approxima-
tion distinguishes the inclusions from the host environment, while the Bruggeman
model treats all the constitutes in an equal (symmetrical) way. Images were con-
structed via POV-Ray imaging software.
so that the inclusions always have a smaller volume fraction compared to
the host medium, while the BG model treats the constituents in a symmet-
ric way by introducing grains (Fig. 3.8). This leads the MG model to be
accurate for inclusions with small volume fractions but becomes inaccurate
when they become comparable to the volume of the host medium. On the
other hand, the BG model may be accurate when the volume fractions of the
constituents become comparable. For fluid or semi-fluid mixtures, BG the-
ory is the preferred method because it can predict the percolation threshold
when the volume of one constituent is increased leading to the formation of
grain boundaries. However, it fails to predict optical features when the host
medium (high volume fraction) is clearly separated from the inclusions (low
volume fraction). For the scope of this thesis, there is a clear volume fraction
difference between the constituents (typically the host medium occupies 3 -
4 times more volume compared to inclusions), thus the MG theory is the rec-
ommended method. Additionally, the MG model can predict local features
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(like the surface plasmon frequency in metallic particles) which are of high
importance here.
Let us assume we have an inhomogeneous two-phase mixture as depicted
in Fig. 3.8(a). The host medium has permittivity εh and the inclusions εi.
Since it is a two-phase system, all the inclusions have the same permittivity
but their shape could in general be arbitrary. The mean electric field over a





E(r + r′)dr′ (3.119)
If the number of inclusions in volume V is j, the average electric field can be
expressed as













E(r + r′)dr′ (3.122)




j Vj/V is the total volume fraction of the inclusions and
wj = fj/f with fj = Vj/V . The 〈Eh(r)〉 and 〈Ej(r)〉 are the mean electric
fields for the host medium and the jth inclusion respectively.
Similarly to Eq. (3.120), the average polarization can be written as




where again 〈Ph(r)〉 and 〈Pj(r)〉 correspond to the host medium and the jth
inclusion. For the case of linear polarisation we have
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〈Ph(r)〉 = ε0χh〈Eh(r)〉 (3.124)
〈Pj(r)〉 = ε0χj〈Ej(r)〉 (3.125)
where χh = εh − 1 and χj = εj − 1 are the linear susceptibilities of the
host medium and inclusions respectively. In a similar way, we can define
the effective susceptibility (χeff ) that represents the whole structure (host
medium + inclusions) as a single unit
〈P(r)〉 = ε0χeff〈E(r)〉 (3.126)
Note here that χeff = εeff − 1 is, in general, a tensor since the effective
permittivity is not always the same along different directions. Substituting
Eq. (3.124)-(3.126) in Eq. (3.123) we obtain the following master equation
(1− f)(εeff − εhδ¯)〈Eh(r)〉+ f
∑
j
wj(εeff − εj δ¯)〈Ej(r)〉 = 0 (3.127)
where δ¯ is the unit diagonal tensor. This is a general expression valid for
linear polarization (i.e. linear optical measurements) but with no assumption
on either the shape or the orientation of the inclusions.
Since we have a general enough equation to begin with, we will now slowly
start to approximate the actual geometry of the structures investigated in
the current thesis. Let us consider the scenario of an isolated ellipsoid in a
uniform external field Eh. The field inside the ellipsoid will also be uniform
and can be linearly connected with the external via Ej = αjkEh where αjk
is the electric field tensor4 which, for the ellipsoidal case, is given by
4Not to be confused with the polarizability tensor.
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αjk =
εh
εh +Nk(εj − εh) , k = x, y, z (3.128)
The j represent the number of inclusion (here the ellipsoid is isolated so
j = 1, but we will soon extend it to many so we keep it for consistency) and
k is the electric field tensor along a given direction. The Nk is the depolariza-
tion factor which measures how much the electric field inside the ellipsoid is
decreased due to polarization. For an ellipsoid with semi-axes cx, cy, cz along
the x-, y- and z-directions, the depolarization factor along the x-axis takes















For the depolarization factors Ny and Nz, the semi-axis cx needs to be in-
terchanged with cy and cz, respectively. For the case where many ellipsoids
(inclusions) are counted, MG theory cannot continue analytically unless a
major assumption is made: The average electric fields inside and outside the
inclusions are also linearly connected similarly to the isolated scenario. This
means that 〈Ej(r)〉 = αjk〈Eh(r)〉 which is correct only when the ellipsoids are
not interacting with each other. Thus, any interaction between the inclusions
cannot be observed from MG theory and needs to be calculated numerically.
If we accept this hypothesis, we can replace it with Eq. (3.127) and get
(1− f)(εeff − εhδ¯) + f(εeff − εj δ¯)
∑
j
wjαjk = 0 (3.130)
So the main task now is to calculate
∑
j wjαjk which, depending on the
geometry (size, shape, orientation and so on), could be easy or difficult to
find. Solving for εeff we find
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εeff =
(1− f)εhδ¯ + fεj δ¯
∑
j wjαjk
1− f + f∑j wjαjk (3.131)
We are now ready to approximate the case of a periodic array of cylin-
drical nanorods which is the main backbone of this thesis. The cylinder
can be approximated to an ellipsoid with one axis (long semi-axis) always
greater than the other two. If we take the z-axis to be the long one, we have
cz  cx = cy. Since the cylinders are periodically aligned and they do not
interact with each other, we choose a unit cell of volume V and period d in
the xy plane with only a single inclusion inside (εj). As a consequence we
have
∑
j wj = 1, thus
∑
j wjαjk → αjk. Eq. (3.131) is then simplified to
εeff =
(1− f)εhδ¯ + fεj δ¯αjk
1− f + fαjk (3.132)
The above expression is valid when r, d λ0 (λ0 being the free space wave-
length) so that the effective medium can be considered homogeneous. It
should also be stated that when the cylinder has metallic properties (εh <
0), the radius should also be smaller than the skin depth to avoid non-
uniformities of the field distribution inside the cylinder. However, this re-
quires a Generalized Maxwell-Garnett (GMG) approach which is not consid-
ered here; the reader can look at reference [39] for more information. The
volume of the unit cell is V = d2l where l is the length of the z-semi-axis
while the volume of the cylinder is Vc = pir
2l with r corresponding to the
rod radius. Thus f = Vc/V = pi(r
2/d2) = pip2 where p is the porosity defined
as the radius, r, over the period, d. Porosity plays a crucial role in the opti-
cal response of the system and will be of great importance throughout this
thesis. Applying all the above to Eq. (3.132) we end up with
εeff =
(1− pip2)εhδ¯ + pip2εj δ¯αjk
1− pip2 + pip2αjk (3.133)
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Figure 3.9: A cylinder is an approximate case of an ellipsoid with one of its semi-
axes, here the z-axis, a lot greater than the other two. The depolarization factor is
then simplified to Nz ≈ 0 and Nx = Ny ≈ 0.5. The electric fields inside (Ej) and
outside (Eh) the cylinder are linearly connected through the electric field tensor.
So our only concern now is to calculate the electric field tensor which means
that the depolarization factor must be found along each semi-axis. Since
cz  cx = cy, Eq. (3.129) can be calculated numerically by setting the
appropriate semi-axes values. The long semi-axis for a typical structure here
is around 10 times larger than the short ones. Setting cz = 10 and cx = cy = 1
we get Nz ≈ 0 and Nx = Ny ≈ 0.5 (Fig. 3.9). As a result, the electric field
tensor for each direction will be
αz = 1 (3.134)
αx = αy =
εh
εh + 0.5(εj − εh) (3.135)
Substituting Eq. (3.134) and (3.135) to Eq. (3.133), the effective permittivi-
ties εeffz and εeffx = εeffy can be derived leading to
εeffz = pip
2εj + (1− pip2)εh (3.136)
εeffx = εeffy = εh
2p2εj + (pi
−1 − p2)(εh + εj)
2p2εh + (pi−1 − p2)(εh + εj) (3.137)
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The above relations express the effective permittivity for an array of cylin-
drical rods in terms of the permittivities of its constituents and geometry. It
should be noted that the expressions are still valid when the period along
the xy plane is asymmetrical. In that scenario we should replace p2 → pxpy,
where px and py are the porosities for the x- and y-directions respectively.
In order to combine the MG theory with the TMM, a final step is required.
Each layer in TMM is characterized by a unique permittivity tensor. However,
due to the symmetry of the cylindrical rods, two effective permittivities are
needed. To calculate the total effective permittivity in an uniaxial anisotropic
medium Eq. (3.23) in Section 3.2 will be of assistance. It is trivial to solve
it and find εeff in terms of εeffx and εeffy, but it should be noted that the
angle θ is the one inside the anisotropic layer. It is convenient for calculations
to have the substrate angle of incidence as the input one. Applying Snell’s
law between the substrate and the anisotropic layer we eventually get







where εsub and θ correspond to the permittivity and angle of incidence of
the substrate respectively. Eq. (3.138) allows us to treat an anisotropic array
of cylindrical rods as an effective medium with a single permittivity fully
compatible with the TMM. In the following Section we put all the calculations
we have done so far into test and compare them with numerical simulations.
At the same time we will discuss some useful quantities for the physical
understating of the periodic nanorod array examined here.
Summarizing, the MG approximation allows the determination of the
effective dielectric constant in terms of the dielectric function of the con-
stituents and the filling factor (porosity) of them. The limitations of the
effective medium approximation considered here, are the following: a) The
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volume of the host medium needs to be significantly higher than the volume
of inclusions. b) The mean electric fields inside and outside the inclusions are
linearly connected. For cylindrical arrays, c) both the radius and the period
should be smaller than the free space wavelength and, d) the field distribution
inside the cylinders is considered uniform even for metallic rods.
3.6 Comparison between EMT with numeri-
cal simulations and effects of the geome-
try on the optical response
The scope of this Section is to compare the semi-analytical theory, developed
in the previous Section, and compare it with 3D numerical models. The
results are then analysed and useful physical quantities are defined. Lastly,
the effect of geometry on the optical response of the nanorod metamaterial
is examined based on the effective medium approximation.
Let us first start with the minimalistic scenario of a thin Au film sand-
wiched between an isotropic substrate (nsub) and superstrate (nsup). We con-
sider this for two reasons: Firstly, the transfer matrix method (TMM) can
be directly compared with numerical simulations without the need of the
Maxwell-Garnett (MG) approximation since the structure has no anisotropy
and secondly, important physical quantities can be observed and defined that
will be of assistance in more complex structures.
The TM-polarized angular spectrum of reflectance and transmittance be-
tween TMM and finite element method (FEM) is depicted in Fig. 3.10(a).
The thickness of the Au film is 50 nm with permittivity -12.10 +i1.19 [40]
for λ = 637 nm. Substrate and superstrate have permittivity 1.52 and 1 re-
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Figure 3.10: (a) Angular dependence of reflectance and transmittance between
TMM and FEM for a 50 nm Au film at λ = 637 nm. The permittivity of the
substrate and superstrate is 1.52 and 1, respectively, while for Au is -12.10 +
i1.19 taken from [40]. The critical angle (θc) is at 41.8
◦ and the surface plasmon
polariton resonance angle (θSPR) at 44.3
◦. TM-polarization is considered with the
magnetic field along the z-axis. (b) Surface plot of Re(E)2 = Re(Ex)
2+Re(Ey)
2
between TMM and FEM at the θSPR angle. Both images are in good agreement
and show a SPP excited along the Au / superstrate interface.
spectively. There is an excellent agreement of the optical response between
the TMM and FEM which is expected because TMM is explicit theory (read
Appendix C).
For angles below 41◦, reflection losses are caused by the absorption of
Au and the simultaneous transmission into the superstrate. As the angle
approaches the critical value (θc) a phenomenon called total internal reflection
(TIR) occurs and reflectance approaches unity. At this point onwards, almost
all light is reflected back and a discontinuity in reflectance is observed because
transmittance suddenly becomes zero. The critical angle is given from sin θc =
nsub/nsup which is approximately 41.8
◦ for the structure of Fig. 3.10. Note
that only the real parts must be taken into account when complex valued
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refractive index materials are considered. Due to the TIR condition, the
fields inside the Au layer is a combination of two evanescent fields; one on
the substrate / Au interface and the other on the Au / superstrate interface
[33]. For angles slightly above TIR, there is a small reflection loss because of
the absorption of the metal film. As the angle of incidence further increases, a
strong dip in the reflectivity is observed due to the surface plasmon resonance
(SPR) phenomenon. At this stage, the momentum of the incident wavevector
matches the one of a surface wave, affirming the excitation of a SPP on the
Au / superstrate interface (Fig. 3.10(b)) explaining the reflectance minimum.
Reflectance however cannot become zero since, even at the SPR, there is still
some light the leaks out of the metal layer and into the substrate as Fig.
3.10(b) depicts. These modes are known as leaky modes. Finally, as the angle
of incidence is further increased, the reflectance increases rapidly until it
reaches unity at the extreme of 90◦.
Since the TMM for the isotropic homogeneous material is in excellent
agreement with numerical models, we can continue by comparing the EMT
as well. Let us first consider an alumina waveguide as shown in Fig. 3.2 but
with pores instead of Au rods. The energy range is 1.4 - 3.1 eV (∼ 400 - 900
nm) which corresponds mainly to visible wavelengths. The refractive indices
are nsub = 1.5, nh = 1.6, nsup = 1 and pores are made of air. Setting L1 = 50
nm, L2 = 300 nm, r = 25 nm and d = 60 nm, the reflectance dispersion
along the waveguide interface (kx = β) can be evaluated (Fig. 3.11(a), (b))
for the case of TM-polarization. The agreement between EMT and FEM is
very good and they both reveal two optical modes. Although they look the
same their nature is different. The high energy mode which is excited just
after the light line in the superstrate (dashed line, also named air line since
the superstrate is air), represents a propagating mode (leaky mode) which
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Figure 3.11: (a),(b) Reflectance dispersion between EMT and FEM for the struc-
ture of Fig. 3.2 with L1 = 50 nm, L2 = 300 nm, r = 25 nm and d = 60 nm. The
waveguide consists of air pores instead of Au rods (porous alumina). Refractive
indices are nsub = 1.5, nh = 1.6 and nsup = 1. The agreement between EMT and
FEM is very good with both methods showing a high energy leaky mode on the
right side of the TIR angle (dashed line). The lower energy mode is a SPP excited
on the Au / waveguide surface. (c),(d) Same as before but pores are now filled
with Au and L1 = 10 nm. The 3
rd, 4th and 5th leaky modes are clearly depicted in
both simulations. The 2nd mode is also visible in the FEM dispersion close to 1.42
eV, but not in EMT because it is located just below 1.4 eV. Optical constants of
Au are taken from [40] and only TM-polarization is considered.
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exists inside the waveguide but part of its electromagnetic field leaks out in
the substrate. For conventional dielectric waveguides, the reader can refer to
standard waveguide theory textbooks [41–43]. The low energy mode far from
the TIR line is a SPP excited on the Au / waveguide interface.
Let us now fill the pores with Au and recalculate dispersion. Using the
same refractive indices and geometrical parameters as before (apart from L1
which is now 10 nm), the EMT and FEM result in the dispersions of Fig.
3.11(c), (d) respectively. The agreement is still qualitatively good but now
small deviations start to occur. For instance, both figures show the 3rd, 4th
and 5th order waveguided modes but at shifted energies. The cut-off frequency
(i.e. the mode frequency when β = 0) for these modes is 1.65 eV, 1.85 eV and
1.95 eV based on the EMT while for FEM is 1.67 eV, 1.82 eV and 1.94 eV,
respectively. Additionally, the 2nd mode is also visible in the FEM dispersion
close to 1.44 eV but not shown in EMT because it is located at 1.36 eV. We
can also observe a different shape formation of the modes, especially around
the TIR line. Since only the pores are replaced by Au rods, it means that
EMT ceases to be very accurate when metallic waveguides are considered
but we can still get a dispersion close to the actual 3D model. Discrepancies
come from the increased scattering of the Au nanorods that cannot be tracked
with EMT. Additionally, the EMT model assumes uniform field distribution
inside the metallic nanorods which is not the case here, since the radius is
comparable to the skin depth of Au in the visible (∼ 25 nm). Thus from
this point onwards the EMT will be used and 3D numerical models will be
launched only when required.
Up to this point we showed that EMT is in good agreement with nu-
merical simulations even for the case of metallic waveguides. However, many
questions arise such as “how modes can be distinguished or manipulated?”
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or “How thin/thick the waveguide should be for efficient mode excitation?”.
To give some insight into these questions we should examine the connection
between geometry and optical response. There are three geometrical param-
eters that can be varied, the thickness of the Au film, L1, the thickness of
the waveguide, L2, and porosity, p.
As it is already mentioned the Au underlayer exists to provide enough
conductivity for the growth of the nanorods and does not have any additional
role. So its thickness is altered based on the coupling efficiency. For example,
Fig. 3.11(a) has L1 = 50 nm because the coupling efficiency (i.e. the rate of
light that is coupled to the modes over the overall one) of the modes shown,
is maximized. If L1 is thin the SPP will be strongly damped because of
radiation damping into the substrate while if it is thick most of light will get
absorbed and the SPP or leaky modes will no longer be efficiently excited.
Similar arguments apply for the structure of Fig. 3.11(c). We thus turn our
attention to the other two remaining parameters.
The variation of waveguide thickness is one way to shift the energy posi-
tion of optical modes. Fig. 3.12(a) demonstrates the monotonous red-shift of
the 2nd and 3rd order leaky modes for small changes of L2 at an angle of 70
◦
and a porosity of 0.4. It is clear that even a small increase of the thickness
can significantly red-shift the excited leaky modes. For example, when L2
goes from 200 nm to 240 nm, the 2nd order leaky mode shifts from 727 nm
to 793 nm while the 3rd one from 645 nm to 678 nm. Fig. 3.12(b)-(d) show
the reflectance dispersion for a broader range of waveguide thickness. It is
evident that regardless what angle of incidence examined, the 2nd and 3rd
order leaky modes tracked by the black and red arrows respectively, show a
monotonous red-shift as L2 varies from 200 nm to 300 nm. The 4
th and 5th
waveguided modes, tracked by a green and purple arrow respectively, are also
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Figure 3.12: Reflectance diagrams for the structure of Fig. 3.2 at various waveg-
uide thicknesses based on EMT. Porosity is 0.4 and L1 = 10 nm. The dashed
line corresponds to the superstrate light line and is there for guidance. Optical
constants of Au are taken from [40] and only TM-polarization is considered. (a)
Reflectance as L2 changes for θ = 70
◦. The monotonous red-shift of the 2nd and
3rd waveguided mode is shown as L2 increases. (b)-(d) Reflectance dispersion for
L2 = 200 nm, 250 nm and 300 nm, respectively. The black and red arrows track
the red-shift of the 2nd and 3rd waveguided mode as thickness increases. The 4th
and 5th waveguided modes are also visible at higher L2, tracked by a green and
purple arrow respectively.
visible in Fig. 3.12(c), (d) following the same pattern as discussed. Thus it is
possible to control the resonant position of such modes at visible wavelengths
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by the appropriate structuring of waveguide thickness.
Considering the thickness of a waveguide for efficient mode excitation,
it depends on the actual usage (potential applications) and fabrication lim-
itations. If a use for the waveguide requires a plethora of modes at different
energies, L2 should be thick, typically more than 400−500 nm, to allow more
modes to be excited. On the other hand fabrication conditions may limit the
maximum thickness that can be achieved. For example if the template (host
medium) of Fig. 3.2 is removed (so we end up in a free-standing array of
Au nanorods) the aspect ratio should not exceed 10 otherwise the nanorods
might collapse.
The last geometrical parameter is porosity. Because p = r/d it ranges
from 0 - 0.5; any higher value has no physical meaning since the diameter of
the rods will become higher than the period forcing them to partially merge
each other. Fig. 3.13(a) depicts the reflectance diagram when p varies for L2 =
400 nm at an angle of 70◦. In this case a non-monotonous shift of the 3rd and
4th order waveguided mode, tracked by a red and green arrow respectively,
is observed. More precisely when porosity is increased from 0.25 to 0.30 and
then to 0.35, the 3rd order waveguided mode blue-shifts from 746 nm to 735
nm and then red-shifts to 770 nm while the 4th order waveguided mode goes
from 689 nm to 660 nm and back to 680 nm. This behaviour is validated for
any angle of incidence as the dispersion graphs in Fig. 3.13(b)-(d) reveal. As
a result, the porosity factor allows the non-linear manipulation of the excited
optical modes.
From the initial queries, the one about the nature of the optical modes
is still not discussed. The standard way to categorize a mode is through the
inspection of the electromagnetic fields. The field formation and confinement
is usually enough to distinguish them. However, there are other indirect ways
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Figure 3.13: Reflectance for the structure of Fig. 3.2 for different porosities.
Thickness of the Au underlayer is 10 nm and waveguide 400 nm. The dashed line
corresponds to the TIR angle and is there for guidance. Optical constants of Au
are taken from [40] and only TM-polarization is considered. (a) Reflectance as p
varies for θ = 70◦. A non-monotonous shift of the 3rd (red arrow) and 4th (green
arrow) waveguided mode is shown as p increases. (b)-(d) Reflectance dispersion
for p = 0.25, 0.30 and 0.35, respectively, based on EMT. The red and green arrows
track the non-monotonous shift of the 3rd and 4th waveguided mode as porosity
increases. Similar trend holds for the other modes but is not clearly visible.
to overcome this obstacle. For instance as it is mentioned in Section 2.4, a
SPP has a characteristic dispersion so if a mode profile is deviating from it
we can safely neglect the SPP nature. For more complicated scenarios where
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the mode profiles are similar, like the one in Fig. 3.11(a), the geometry can
be of assistance. If we set L2 → 0 the waveguided mode will vanish while the
SPP one will remain in the dispersion diagram.
Although the initial queries have been discussed, new questions emerge
from the inspection of the dispersion graphs. a) Why in all dispersions shown,
there is a universal cut-off close to 2 eV? b) Why the dispersion diagrams
show a negative group velocity contrary to the conventional waveguides?
c) Why porosity produces a non-monotonous shift while the thickness of
the waveguide does not? All these have an important physical impact and
constitute a fundamental backbone of this thesis that is investigated both
theoretically and experimentally in Chapter 4.
3.7 Principles of spectroscopic ellipsometry
In this Section the basic principles of ellipsometry are discussed. Up to this
point there has been no specific reference to ellipsometry so there is no di-
rect link with the previous Sections. However, the measurements in Chapter
6 were acquired via ellipsometer and is thus important to introduce the main
characteristics of it. So the scope here is to explain only the basic theoretical
and experimental tools and not to perform a thorough analysis of ellipsom-
etry. For a more detailed overview, the reader can refer to [44] or [45].
3.7.1 Introduction
The first ellipsometer was realized in 1887 by Drude (mostly known from
the Drude-Sommerfeld model) [46] but the term “ellipsometer” was used for
the first time from Rothen in 1945 [47]. After that, many improvements and
modifications were introduced on that field by pioneers such as Paik and
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Brockis [48], Aspnes and Studna [49] or Muller and Farmer [50].
Ellipsometry is an optical technique that measures the reflection or trans-
mission of light from a sample [44, 45, 51, 52]. From the measured quantities
useful optical characteristics can be extracted such as the (complex) refrac-
tive index or thickness of a structure. The reason it is called ellipsometry
is due to the change of the polarization state upon reflection (or transmis-
sion). The incident light usually has linear polarization but after interaction
with sample it becomes elliptical. The physical explanation of the elliptical
polarized shape comes from the different reflection/transmission coefficients
between TE- and TM-polarization due to the different electric field (see for
instance Eq. (3.106)-(3.108) for the multilayer sample case). Thus ellipsom-
etry measures the change in the polarization state. During the acquisition
two angles, known as ellipsometric angles, are measured. They represent the
amplitude ratio (Ψ) and phase difference (∆) of the TE- and TM-polarized
orientations. For spectroscopic acquisitions, where a range of wavelengths is
used, a set of {Ψ,∆} is measured for each wavelength. Most ellipsometers
today have a broad wavelength range functionality from the UV to the IR.
In ellipsometry, the appropriate selection of the incident angle is crucial.
It is chosen based on the optimum sensitivity of the detected signal. The op-
timum sensitivity angle varies according to the refractive index of the sample
which makes it non-trivial to find. For that reason there are usually tables
with various sample characteristics (dielectric to metallic substrates, thin or
thick films, isotropic or anisotropic layers and so on) that state the recom-
mended angle to use. In theory any angle can be used from 0◦ to 90◦. However
it should be emphasized that normal incidence is not possible unless in-plane
anisotropy is introduced. At normal incidence the reflection and transmis-
sion coefficients are the same for both polarizations so no phase mismatch
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can occur making ellipsometry impossible.
One of the most advantageous properties of ellipsometry is the very high
precision of the acquisition that can lead to extremely accurate thickness
estimation of up to 0.1 A˚ [53]. Additionally it is a non-destructive technique
that is able to measure not only the optical constants of a material but also
its thickness (or thicknesses if a multilayer structure is considered). Moreover,
real-time monitoring is possible for instance when real-time growth occurs.
One the other hand, a major limitation is the requirement of an optical
model for the post-process data analysis which makes ellipsometry an indirect
method. Apart from the cases of simplistic structures, the optical models tend
to be complicated and it is the user who should accept or reject the ending
result. Another limitation is the large illumination spot size which leads to
low spatial resolution. As the feature sizes of structures become smaller and
smaller, the size of the illumination spot poses a serious problem. It should
be noted however that great effort has been made towards the improvement
of resolution leading to imaging ellipsometry and resolution as high as 0.5
µm [54].
To date, there is a broad range of applications based on ellipsometry. In
the life sciences it is used to measure the adsorption of proteins on surfaces
such as TiO2 [55], tantalum oxide [56] or plasma polymer films [57] and
time resolution of 0.1 s has been achieved [58]. Reflection ellipsometry along
with the TIR phenomenon explained in Section 3.6 has been employed for
biosensing techniques and a range of solutions has been determined from
lubricants in water [59] to DNA hybridization [60], sensitivity of proteins in
immunoassays [61] or detection of nucleic acid targets [62]. Moreover, imaging
ellipsometry has been applied for thickness determination of patterned thin
films [63] to roughness and imaging analysis of graphene monolayers [64].
3.7 Principles of spectroscopic ellipsometry 115
Various types of ellipsometers exist based on the configuration of the con-
stituent parts. At first, ellipsometry was done at a single wavelength with a
nulling technique (null ellipsometry) [65]. In this case, measurements were ac-
quired from the minimization of the reflected intensity by rotating a quarter-
wave plate until ellipticity was cancelled. However this method was slow and
an improved version was introduced named rotating analyser ellipsometer
[65]. Here, the quarter-wave plate was at a fixed angle such that the exit
light to be circularly polarized. The reflected elliptical light was then pass-
ing through a continuously rotating analyser producing a sinusoidal signal
which were Fourier analysed for the determination of the ellipsometric angles.
There were yet more improvements that led to the spectroscopic ellipsome-
ter that we know today. Many spectroscopic variations exist such as the
rotating analyser ellipsometry (PSAR), rotating compensator ellipsometry
(PSCRA) or rotating analyser ellipsometry with compensator (PSCAR). The
reader can refer to [44] for further information. In this thesis a specific spec-
troscopic method was used named phase modulation ellipsometry (PSMA)
which is discussed in the next part.
3.7.2 Ellipsometer configuration
As already mentioned, ellipsometry is based on the phase difference between
two polarized waves. There are different methods to obtain polarized light
such as dichroism [66] or double refraction with birefringent materials [67]. In
ellipsometry, polarization is achieved by reflection and was first explained by
Brewster in 1830 [68]. For this thesis the UVISEL 2 spectroscopic ellipsometer
from HORIBA Jobin-Yvon was used. Fig. 3.14(a) shows the schematics of
the devices integrated in ellipsometer along with the actual experimental
instrument.
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Figure 3.14: (a) Schematics of phase modulated ellipsometer setup. (b) Front
view of UVISEL 2 spectroscopic ellipsometer from HORIBA Jobin-Yvon. (c)
Closed view of the XYZ stage showing the change from linear to elliptic polar-
ization upon reflection.
Starting from the light source there are three main types used in ellip-
sometry. The tungsten-halogen lamp that functions from VIS to near-IR,
the Xenon (Xe) lamp that spans from near-UV to near-IR and the D2 lamp
which mainly extends from deep-UV to near-UV. Due to the broad wave-
length range the most common lamp is Xenon. Here a 150 W Xenon light
source was used. A shutter is located right after the light source in order to
control the exposure time (also referred as integration time). An optical fiber
(1 mm core diameter) is then used to couple light from the output of the
source to the input head.
The input head, which is called entrance goniometer, is able to move and
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thus the angle of incidence can be set. The “goniometer” is the combination
of two Greek words, γωνία which means “angle” and μετρώ which means
“count”. So the device does exactly what the name says; measure angles. A
second goniometer (exit goniometer) is also placed just after the reflection
of light from the sample. The angular range of the UVISEL 2 goniometers
is 35◦ to 90◦ (Fig. 3.14(b)) and angular resolution as high as 0.01◦ can be
achieved.
In the entrance goniometer there is a polariser installed and in the exit go-
niometer a second polariser, usually referred as analyser, is integrated. They
have a different designation because the polariser before the sample sets the
polarization state of the beam (for example TM-polarization) while the po-
lariser after the sample (analyser) determines the state of polarization after
the light has been altered by reflection. One of the first polarisers, known as
“Nicol prism”, was devised by W. Nicol in 1828 [69]. Other polariser varia-
tions were followed such as the “Glan-Thompson prism” designed by P. Glan
[70] and improved by S. P. Thompson [71]. Today most ellipsometers, espe-
cially the PSMA, use a polariser that is able to retain both polarizations.
For this a prism called “Wollaston prism” is integrated in the analyser. Wol-
laston prism consists of two calcite prisms cemented together. When the
elliptical ray of light enters the first part, the ordinary and extraordinary
waves propagate undeviated but with not the same speeds. The two parts
are at a cleavage angle that does not allow TIR to be reached and thus both
waves are able to enter the second part of the prism. The optic axes of the
two parts are perpendicular to each other which means that the ordinary
wave becomes extraordinary and vice versa. Due to the different optical axis,
the two rays are separated and thus polarization can be distinguished. The
deviation of the two outgoing beams is usually symmetric to the ingoing one.
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As they exit the second part, the two polarizations are further deviated due
to Snell’s law.
Thus there are two linearly polarized beams that exit the entrance go-
niometer, but only the one we are interested in is measured at a time. The
second spot is several centimetres off the sample and does not affect the ac-
quisition. The sample is placed on a computer controlled 200 mm x 200 mm
XYZ stage (Fig. 3.14(c)) and a camera is installed for surface analysis of the
detection area of the sample. There is also a motorised tilt camera for easy
alignment of the tilt angle of the sample.
Upon reflection, the beam enters the exit goniometer. Inside the goniome-
ter there are two main instruments; the analyser discussed previously and a
photoelastic modulator (PEM). The PEM induces a sinusoidal modulation of
the phase shift as a function of time. This is obtained by applying a time-
varying stress which in turn induces time-varying anisotropy in an although
isotropic medium (usually a silica bar is used which is isotropic in its equilib-
rium). A piezoelectric transducer with resonant frequency at 50 kHz creates
a mono-axial stress in the silica bar making it anisotropic. Since the refrac-
tive index between the ordinary and extraordinary axes is not the same,
light travels at different speeds and the two waves depict an out of phase
periodicity.
After the elliptically polarized beam leaves the exit goniometer, it reaches
a monochromator where light is analysed into its individual spectral compo-
nents (waves). Finally, the monochromatic wave enters a detector where it
gets amplified for data acquisition and processing. The UVISEL 2 detection
system is composed of a photomultiplier (PMT) for the UV and VIS spectral
range and a InGaAs detector for the IR spectral range.
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3.7.3 Theory of phase modulation ellipsometry
The main target here is to explain the basic theoretical steps needed for the
determination of the ellipsometric angles based on the PSMA configuration
of Fig. 3.14. The fundamental equation in ellipsometry connects the {Ψ,∆}
angles with reflection and transmission coefficients as follows
tan Ψei∆ ≡ ρp
ρs
(reflection ellipsometry) (3.139)
tan Ψei∆ ≡ τp
τs
(transmission ellipsometry) (3.140)
where ρs,p and τs,p are the reflection and transmission coefficients for TE and
TM polarisations, as discussed in Sections 3.3 and 3.4 respectively. As a con-
sequence, the ellipsometer first measures the angles {Ψ,∆}, then the Fresnel
coefficients and after that the refractive index or thickness of a material with
post-processing models.
Due to the requirement of polariser, analyser and modulator, the polar-
ization coordinate system changes as light travels from the source to the
detector. In order to connect the input and output polarized electric fields,
a formalism similar to the TMM has been introduced. It is known as Jones
matrix if light is fully polarized along a given direction or Muller matrix for
random or partially polarized light. The reader can refer to [44, 72, 73] for
more details. When the output electric field (EA) is determined, the detected
intensity can be measured from I = |EA|2. For the PSMA configuration it is
given from [74,75]
I(t) = I [I0 + Is sin(δ0 +B sin(ωt)) + Ic cos(δ0 +B sin(ωt))] (3.141)
where I is a pre-factor that depends on the reflectivity of the sample, the
transmission of the optical elements and lamp intensity; it is however can-
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celled in later calculations. B is the amplitude of the modulated signal of
frequency ω and δ0 is the residual anisotropy in the silica bar of the modu-
lator. Both B and δ0 are measured during the calibration of the system and
are thus considered known. The Fourier coefficients {I0, Is, Ic} are expressed
by the following relations [76]
I0 = [1− cos(2Ψ) cos(2A) + cos(2(P −M)) cos(2M)(cos(2A)− cos(2Ψ))
+ sin(2A) cos ∆ cos(2(P −M)) sin(2Ψ) sin(2M)] (3.142)
Is = sin(2(P −M)) sin(2A) sin(2Ψ) sin ∆ (3.143)
Ic = sin(2(P −M))[sin(2M)(cos(2Ψ)− cos(2A))
+ sin(2A) cos(2M) sin(2Ψ) cos ∆] (3.144)
So all the coefficients depend on the polariser (P ), analyser (A) and modu-
lator (M) angles. For ellipsometry measurements, the two most useful com-
binations are P −M = ±45◦, M = 0◦, A = ±45◦ known as configuration II,
and P −M = ±45◦, M = ±45◦, A = ±45◦ known as configuration III. The
Fourier coefficients for configuration II can be simplified to
I0 = 1 (3.145)
Is = ± sin(2Ψ) sin ∆ (3.146)
Ic = ± sin(2Ψ) cos ∆ (3.147)
and for configuration III
I0 = 1 (3.148)
Is = ± sin(2Ψ) sin ∆ (3.149)
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Ic = ± cos(2Ψ) (3.150)
The configuration I represents the case where the analyser is absent [75, 77]
but it is generally avoided because the detection system does not depend on
the polarization of light.
Since {I0, Is, Ic} have been expressed in terms of {Ψ,∆}, the next step
is to analyse the sine and cosine terms in Eq. (3.141). Setting δ = B sin(ωt)
the sin δ and cos δ can be expanded in the following Bessel series [78]
sin δ = sin(B sin(ωt)) = 2
∞∑
m=0
J2m+1(B) sin[(2m+ 1)ωt] (3.151)




Because the series is infinite the analysis becomes complicated, thus only the
first order terms are kept. Substituting m = 0 in Eq. (3.151) and m = 1 in
Eq. (3.152) we arrive at the following expressions
sin δ = 2J1(B) sin(ωt) (3.153)
cos δ = J0(B) + 2J2(B) cos(ωt) (3.154)
The intensity can then be rewritten as
I(t) = I{I0 + Is[(J0(B) + 2J2(B) cos(ωt)) sin δ0 + 2J1(B) sin(ωt) cos δ0]
+Ic[(J0(B) + 2J2(B) cos(ωt)) cos δ0 − 2J1(B) sin(ωt) sin δ0]} (3.155)
Although lengthier that Eq. (3.141) the sine and cosine terms are now simpli-
fied and will be of assistance for the forthcoming steps. The detected signal
can also be written in terms of its harmonic components
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S(t) = S0 + S1e
iωt + S2e
2iωt + ... (3.156)
where the S0-S2 are the coefficients of the first three harmonics. Comparing
Eq. (3.155) with Eq. (3.156) these coefficients are equal to
S0 = I[I0 + J0(B)(Is sin δ0 + Ic cos δ0)] (3.157)
S1 = I[2J1(B)(Is cos δ0 − Ic sin δ0)] (3.158)
S2 = I[2J2(B)(Ic cos δ0 + Is sin δ0)] (3.159)
We can see that the triplet {S0, S1, S2} is enough for the determination of the
coefficients {I0, Is, Ic}. This is why the higher harmonic terms were omitted







Finally, we can substitute the above expressions to Eq. (3.157)-(3.159) and
solve them to find Is and Ic
Is =
J2(B)Sω cos δ0 + J1(B)S2ω sin δ0
J1(B)(2J2(B)− J0(B)S2ω) (3.162)
Ic =
J1(B)S2ω cos δ0 − J2(B)Sω sin δ0
J1(B)(2J2(B)− J0(B)S2ω) (3.163)
Consequently, the determination of the ellipsometric angles from the detected
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Chapter 4
Designing guided modes of
hyperbolic metamaterial slab
waveguides
Hyperbolic metamaterials comprised of an array of plasmonic nanorods pro-
vide a unique platform for designing optical sensors and integrating nonlin-
ear and active nanophotonic functionalities. In this work, the waveguiding
properties and mode structure of planar anisotropic metamaterial waveguides
are characterized experimentally and theoretically. While ordinary modes are
typical guided modes of the highly-anisotropic waveguides, the extraordinary
modes below the effective plasma frequency, exist in a hyperbolic metamate-
rial slab in the form of bulk plasmon-polaritons, in analogy to planar-cavity
exciton-polaritons in semiconductors. They may have very low or negative
group velocity with high effective refractive indices (up to 5) and have an un-
usual cut-off from the high-frequency side, providing a deep-subwavelength
(λ0/6 − λ0/8 waveguide thickness) single mode guiding. These properties,
dictated by the hyperbolic anisotropy of the metamaterial, may be tuned by
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altering the geometrical parameters of the nanorod composite.
4.1 Introduction
Light interacts with a resonant medium by forming polaritonic waves. These
are mixed excitations of the electromagnetic field (photons) with quasipar-
ticles related to material resonances. These quasiparticles include phonons,
excitons in semiconductors and plasmons in conductors [1] or atomic ensem-
bles [2]. Exciton-polaritons are the most intensely studied having numerous
applications in semiconductor lasers [3–6]. When electromagnetic fields prop-
agate in resonant media, polaritonic waves are formed and their behaviour
is governed by a specific dispersion determined by the material resonances
and around which negative permittivity can be observed [1]. Both phonon-
polariton and exciton-polariton can exist in bulk of the material and at the
interface between their material and the adjacent medium as surface elec-
tromagnetic waves (surface polaritons). On the other hand, at frequencies
lower than the electron plasma frequency, only surface plasmon polaritons
(SPPs) have usually been considered, since electric fields do not significantly
penetrate metals over more than the skin-depth [7].
In this Chapter, the behaviour of bulk plasmon-polaritons in a planar
slab of metamaterial is studied both experimentally and theoretically. In a
microscopic consideration of the plasmonic nanorod metamaterial studied
here, these bulk plasmon polaritons arise from interacting cylindrical sur-
face plasmons (CSP) supported by individual nanorods forming the meta-
material [8], but can also be observed in multi-layered metal-dielectric-metal
metamaterials, where they arise from interacting smooth-film SPP modes
[9–11]. It is found that such extraordinary modes exhibit low or negative
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group velocity and low group velocity dispersion (GVD). Furthermore, a pe-
culiar high-frequency cut-off for transverse magnetic (TM) polarized modes
allows subwavelength single mode guiding with λ0/6−λ0/8 waveguide thick-
ness, in contrast to ordinary, transverse electric (TE) modes which behave
as the mode of conventional transparent dielectric waveguide. Bulk plasmon-
polaritons of an anisotropic plasmonic metamaterial slab can be considered in
analogy to the exciton-polaritons in a semiconductor cavity. Such electromag-
netic modes can be tailored by controlling the geometry of the metamaterial
design, and their properties can be utilized in applications requiring sensitive
control of both group and phase velocity dispersion such as waveguides [12],
sensors [13] or nonlinear optical devices [14]. For example, decreasing group
velocity, a phenomenon known as slow light, light-matter interaction can be
enhanced in photonic crystal waveguides [15] greatly increasing sensitivity.
Yet more applications can be found in communication networks where infor-
mation is encoded with pulses. Network buffering, data synchronization and
pattern correlation require pulse delays in a tunable environment that can
be achieved via the manipulation of group velocity [16].
Plasmonic nanorod metamaterials possess unique optical properties [2]
making them unrivalled for applications in imaging [17], sensing [18, 19], ul-
trasound detection [20], designing nonlinear optical properties [14,21,22] and
controlling quantum optical processes [23, 24]. These metamaterials exhibit
hyperbolic isofrequency surfaces in a spectral range where the real part of the
diagonal components of the permittivity tensor, corresponding to ordinary
and extraordinary axis, have opposite signs (read Section 3.1). We consider
a planar metamaterial waveguide formed by a finite thickness slab of aligned
Au nanorods as depicted in Fig. 4.1(a). The anisotropic geometry can be ex-
pressed through the Maxwell-Garnet (MG) approximation [25] as explained
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Figure 4.1: (a) Schematics of the planar metamaterial waveguide geometry con-
sisting of an array of Au nanorods. Left: Schematic of the metamaterial’s internal
structure and top-view atomic force microscopy image of the metamaterial used
in the experiment (topography variations is less than 10 nm). Center: effective
medium representation of the metamaterial slab placed between a semi-infinite
substrate (nsub) and a superstrate (nsup). Right: geometry and cross-section of the
unit cell of the metamaterial used in the numerical simulations. (b) Real and (c)
imaginary part of the effective permittivity of a Au nanorod metamaterial along
different crystallographic directions for p = 0.32 and εh = 2.56. Marked regions
show the spectral range over which hyperbolic dispersion of the metamaterial oc-
curs.
in Section 3.5 leading to Eq. (3.136)-(3.137). For the purposes of this Chap-




pεAuεh + εh(1− p)ε˜
pεh + (1− p)ε˜ (4.1)
εeffz = pεAu + (1− p)εh (4.2)
where the embedding medium is porous alumina (AAO) of permittivity εh =
2.56 while nanorods are made of Au and have permittivity εAu [26]. Here
p = pi(r/d)2 defines the nanorod filling factor, with d being the period of the
array, r is the nanorod radius and ε˜ = (εAu + εh)/2.
Depending on the geometrical parameters of the metamaterial and the
wavelength range, either elliptical, with Re(εeffx,y ) > 0 and Re(ε
eff
z ) > 0, or
hyperbolic, with Re(εeffx,y ) > 0 and Re(ε
eff
z ) < 0, dispersion can be achieved
as shown in Fig. 4.1(b). By adjusting the filling factor, hyperbolic dispersion
can be achieved throughout the visible and near-IR spectral ranges. For in-
stance, for a low filling factor of p = 0.03 hyperbolic dispersion occurs above
1310 nm, while for a high filling factor of p = 0.5 it occurs above 500 nm.
The spectral dispersion of the imaginary part of the permittivities follow
the expected dispersive behaviour for a resonant dielectric and an electron
plasma behaviour along x, y- and z- directions, respectively (Fig. 4.1(c)).
Let us introduce the effective plasma frequency of the metamaterial, for
the characterization of the metal-like behaviour for TM-polarized field, via
the free-electron Drude model [27] satisfying the condition Re(εeffz (ω
eff
p )) =
0. Using effective medium parameters (Eq. (4.1), (4.2)), the effective plasma
frequency can be derived as Re(εAu(ω
eff
p )) = (1 − p−1)εh. This expression
can be simplified for the Drude-like permittivity of Au given by εDrude =
εeff∞ −(ωp/ωeffp )2, where εeff∞ is the high frequency background (here εeff∞ = 6)
and ωp is the free-electron plasma frequency of Au, leading to
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Figure 4.2: Dispersion of plasmon-polaritons in an infinite Au nanorod metama-
terial along the ordinary (x, y) and extraordinary (z) directions: (a) the metamate-
rial parameters are as in Fig. 4.1, (b) the same as in (a) but with losses artificially
reduces 100 times to show the asymptotic behaviour, (c) the same as in (b) but
for p = 0.13. The light-line in AAO (green line) is also shown. The dashed line
shows the effective plasma frequency for extraordinary waves. The EVL regime
takes place between the dotted lines. Legend in (a) is the same for (b) and (c) as
well. Dispersions are from MG approximation.
ωeffp =
ωp√
εeff∞ + (p−1 − 1)εh
(4.3)
The aforementioned expression shows that the metamaterial’s effective plasma
frequency can be tuned by controlling the filling factor of nanorods, p, and
the permittivity of the host medium, εh.
In the case of a spatially infinite anisotropic material, invariant in the
z-direction, the electromagnetic wave dispersion can be plotted for both or-
dinary and extraordinary waves (read Section 3.2). For the ordinary scenario,
applying Eq. (3.23) with θ = 90◦ we immediately get neff = neffz meaning
that kx,y = k0
√
εeffx,y , where k0 is the wavevector of free space. Similarly for
the extraordinary case, we have θ = 0◦ leading to kz = k0
√
εeffz . Fig. 4.2(a)
depicts the aforementioned wavevectors for an infinite Au nanorod metama-
terial with p = 0.32. As expected, the ordinary wave has typical dispersion for
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transparent dielectric lying to the right of the light-line in the AAO matrix
since the effective refractive index is increased due to the presence of metal,
with the resonance, the so-called epsilon-very-large (EVL) regime [28, 29],
determined by the CSP excitation [8]. At the same time, the dispersion of
extraordinary waves is that of a typical metal with an effective plasma fre-
quency ωeffp = 2.2 eV corresponding to the metamaterial’s transition from
the elliptic to the hyperbolic regime. It is instructive to consider a “gedanken”
situation with reduced losses in Au that allows the nature of the dispersion
properties of ordinary and extraordinary waves to be clearly revealed (Fig.
4.2(b)). In the low-loss case, there is a range of frequencies where εeffx,y < 0
in the previously discussed EVL regime, where a bandgap opens in the TE-
mode dispersion. This TE-mode bandgap and the effective plasma frequency
for the TM mode can be tuned with the geometry of the metamaterial real-
ization. While for low nanorod filling factor, at least one of the mode is always
present and the metamaterial behaves either as an elliptic or as an hyperbolic
medium, for higher filling factors (p > 0.28) and low loss, metallic behaviour
can be observed in the frequency range where all diagonal components of
the effective permittivity tensor are negative simultaneously, εeffx,y < 0 and
εeffz < 0, resulting in the disappearance of bulk modes (Fig. 4.2(c)). This
regime, however, takes place in the wavelength range and for loss parameters
where nonlocal, spatial dispersion effects occur and that requires a differ-
ent theoretical treatment [8,30]. The propagation of extraordinary waves, in
which electric field is solely polarized along the long axis of the rods, is prohib-
ited below the effective plasma frequency (hyperbolic regime), as is expected
for conductors. However, as a result of the anisotropy of the metamaterial,
electrons plasma oscillation may still give rise to bulk plasmon-polaritons
propagating in the metamaterial below the plasma frequency in directions
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with c0 being the speed of light.
4.2 Mode structure of a metamaterial slab
The modes supported by a metamaterial slab, when one (z-) dimension is
taken to be finite, were studied for a metamaterial slab placed on a silica
substrate (nsub = 1.5) and with air as a superstrate (nsup = 1). The slab
Figure 4.3: (a),(b) Isofrequency contours in the first Brillouin zone calculated for
a frequency corresponding to a free-space wavelength λ0 = 700 nm for an infinite
Au nanorod metamaterial with p = 0.5 for (a) ordinary, TE, and (b) extraordinary,
TM, modes. In the elliptic regime (a), the dispersion is bounded and corresponds to
that of a typical anisotropic dielectric. The isofrequencies contours in superstrate
(air) and substrate (glass) are also shown. (c),(d) The mode position of a meta-
material slab (400 nm thickness) shown as the dots corresponding to intersection
of the isofrequency contours of the infinite metamaterial and the quantized values
of kz = q(pi/L), where q = ±1,±2,±3, ... resulting from the finite size of the slab
in the z-direction. (e),(f) Angular spectra of reflectance of the metamaterial slab
as in (c),(d) for λ0 = 700 nm calculated using TMM. The position of the modes
obtained analytically is shifted to higher wavevectors due to the analytic model
assumptions, influencing confinement of the modes.
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geometry quantizes the z-component of the wavevector of the infinite meta-
material to values determined by the mode order and slab thickness, such
as kz = q(pi/L) [31]. This practically means the modal behaviour at a given
frequency will be determined by the wavevectors satisfying both quantiza-
tion condition and bulk metamaterial dispersion. To illustrate this, Fig. 4.3
depicts the infinite and finite slab (400 nm thickness) isofrequency contours
for a free space wavelength of λ0 = 700 nm and 0.5 filling factor. The isofre-
quency contours of the metamaterial dispersion for TE (elliptic), Fig. 4.3(a),
(c), and TM (hyperbolic), Fig. 4.3(b), (d), modes show striking difference in
allowed wavevector ranges at the same frequency, which determines dissimi-
lar behaviour of these modes in both the infinite metamaterial as well as in a
metamaterial slab. Concerning the finite slab scenario (Fig. 4.3(c), (d)), these
solutions have an x-component kx(kz, q) of the wavevector associated to each
solution kz corresponding to the propagation constant β = kx(kz, q) of mode
q in the slab. In this instance, the elliptic dispersion allows for one unbound
mode with the solutions for the propagation constant within the isofrequency
contour in superstrate and substrate, as well as three waveguided modes. The
hyperbolic dispersion allows modes with q ≥ 5, with limits eventually im-
posed by both losses and the geometry of the nanorod composite as the EMT
breaks down for wavevectors near the boundary of the Brillouin zone. For
the considered example (Fig. 4.3(d)), the modes are present both within the
light lines (Fabry-Perot modes) and confined to the metamaterial (waveg-
uided modes). The reflectance corresponding to the isofrequency contours
and the mode quantization in the finite size slab is in a good agreement with
the TMM simulations giving the same number of modes with a small dis-
crepancy in their positions due to the overestimated mode confinement in
the analytical simulations (approximated boundary conditions) as shown in
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Fig. 4.3(e), (f).
Using TMM, the mode dispersion of a typical planar waveguide with
thickness of 400 nm made of metamaterial comprised with 100 nm period
and 40 nm radius nanorods was calculated via the evaluation of angular re-
Figure 4.4: Hyperbolic waveguide dispersion depicting the first five modes (q =
1− 5). The waveguide thickness is 400 nm with 100 nm period and 40 nm radius.
TMM model for TE- (a) and TM-polarization (b). The dashed line indicates the
effective plasma frequency. The vertical line corresponds to the first Brillouin zone
limit of the metamaterial realization when considering a square lattice of nanorods.
Analytic model for TE- (c) and TM-polarization (d). The air (magenta) and glass
(orange) light lines are shown in all graphs. The grey line in (c) corresponds to the
metamaterial light line.
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solved reflection spectra (Fig. 4.4(a), (b)). The rich families of modes have
been observed for both TE and TM-polarizations with distinctively differ-
ent behaviour. The modes in the reflection dispersion correspond to the re-
flectance minima where incident light is coupled to the modes. The complex
mode structure of the slab emerges as a consequence of spatial confinement of
plasmon-polaritons in the slab and is associated with both cavity resonances
and waveguided modes, above and below the light line in air, respectively. In
the cavity regime, the TM-polarized dispersion reveals discrete modes with
very low or negative group velocity. These unbound modes are not confined
to the metamaterial slab, being accessible to plane waves in both the sub-
strate and the superstrate. In this regime, the metamaterial slab simply acts
as a Fabry-Perot (FP) cavity for bulk plasmon-polaritons resulting in the
effects similar to those for cavity-polaritons in semiconductors. Between the
light-lines in substrate and superstrate, the modes are coupled to radiating
modes in the substrate (leaky modes), while being evanescent at the meta-
material/superstrate interface. Due to this coupling, the modes are “strongly
bent” near the light lines and may have positive, negative, or vanishing values
of the group velocity (Fig. 4.4(b)). The modes below the substrate-line are
truly guided modes decaying exponentially in both substrate and superstrate.
A similar analysis holds for the TE-polarized modes, but in this regime the
metamaterial slab acts as a typical anisotropic dielectric waveguide due to
the orientation of the electric field normal to the nanorod axes (ordinary
direction) and does not support bulk plasmon-polaritons. The marked differ-
ence between TE and TM-modes is in the opposite sign of the group velocity.
Neglecting a strongly dispersive behaviour in the vicinity of the light lines,
the TM-modes always show either negative or vanishing group velocity (Fig.
4.4(b)) while the group velocity of the TE-modes is always positive (Fig.
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4.4(a)).
In order to understand the observed mode structure, we adapted an an-
alytic description of the dispersion of ordinary and extraordinary waves in a
conventional anisotropic waveguide [32] to a hyperbolic metamaterial. Within
this framework, a planar hyperbolic waveguide is considered in the xy-plane
with phase-insensitive reflections at the metamaterial’s boundaries. Given
the 2D geometry of the waveguide, modes can be separated by TM- and

























where β is the propagation constant for each polarization (i.e. β = kx,y), q
is a positive integer referring to the mode number and L is the thickness of
the planar waveguide. To test the validity of Eq. (4.4) and (4.5), the first five
(q = 1− 5) waveguided modes are plotted in Fig. 4.4(c), (d) using the same
geometry as in the TMM case. Comparing the analytical dispersions (Fig.
4.4(c), (d)) with the ones from TMM (Fig. 4.4(a), (b)) it is evident their very
good agreement despite the assumptions.
At this point two limitations of the aforementioned models should be
noted. a) In the epsilon near-zero (ENZ) regime, near the effective plasma
frequency, a different treatment is needed to take into account non-local
effects [8], and this case is not considered here. a) The effective permittivities
extracted from Maxwell-Garnett approximation, are correct for the case of
non-interacting nanorods (read Section 3.5). This practically means that any
outcome that falls outside the first Brillouin zone (vertical line) cannot be
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trusted unless it is compared with 3D numerical simulations.
Both TE and TM-guided mode dispersions are bound at a high-frequency
side, converging, with the increasing mode number (q), to the effective plasma
frequency of the metamaterial, above which bulk plasmon-polaritons do not
exist. However, whilst TE-modes demonstrate conventional behaviour with
a low-frequency cut-off determined by the mode order, the behaviour of the
TM-modes is distinctly different. The TM-modes have a cut-off from the
high-frequency side but no low-frequency cut-off with increasing propagation
constant (βTM), limited only by the metamaterial realization via the Brillouin
zone. Thus, deep-subwavelength, hyperbolic metamaterial slabs may act as
multimode waveguides, a behaviour that draws its origin in the inverse scaling
law for hyperbolic metamaterial cavities [33].
Let us try to give a physical picture of group’s velocity negative sign
in hyperbolic media. It is known that group velocity is orthogonal to the
isofrequency surfaces [34,35]. Due to the hyperbolic shape of the isofrequency,
the z-components of the wavevector (k) and group velocity (υg) will be anti-
parallel (Fig. 4.5(a)) thus explaining the negative sign. Because the analytical
model is in good agreement with the TMM, we can use Eq. (4.4) and (4.5) to
mathematically investigate why the sign of group velocity changes between
different polarizations. Since group velocity is given from υg = ∂ω/∂β we




































The above expressions, especially for the TM-scenario, are complicated and
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Figure 4.5: (a) Isofrequency diagram of a hyperbolic medium showing the sign
difference between the z-components of the wavevector (black arrow) and group
velocity (red arrow). The green arrows indicate group velocity at other points.
Group velocity is proportional to the magnitude of arrows. (b) Real part of the
effective permittivities for the inspection of group velocity. Filling factor is the
same as in Fig. 4.1 (p = 0.32).
not very insightful at a first glance. It will be easier to interpret them if we
examine the effective permittivities in terms of energy as demonstrated in
Fig. 4.5(b). In the hyperbolic regime (white area) we have εeffx,y > 0, ε
eff
z < 0
while the respective slopes are ∂εeffx,y /∂ω > 0 and ∂ε
eff
z /∂ω > 0. Knowing
these we immediately observe that Eq. (4.6) is always positive since the
denominator cannot achieve negative values. For TM-polarization (Eq. (4.7)),
all the denominator terms are negative apart from (ω/c)2∂εeffz /∂ω which
remains positive. However the negative terms are always greater than the
positive one (in absolute values) as long as we remain in the hyperbolic regime
and away from the resonance of εeffx,y located at the boundary between the
elliptic and hyperbolic regimes. This gives us a mathematical explanation of
the group velocity sign for each polarization. In the elliptic regime (green
area) no general rule can be applied since both υgTE and υgTM can achieve
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positive, negative or vanishing values. It is important to emphasize that for
typical metamaterial geometries, the condition of negative group velocity is
satisfied for all TM-mode orders (q) and any waveguide thickness (L).
Figure 4.6: Eigenmode analysis for the 2D waveguide geometry of Fig. 4.9. (a),(d)
Eigenmode simulations clearly showing the negative (positive) sign of group veloc-
ity for TM (TE) polarization. (b) Electric field distribution of the first four modes,
marked with square in (a), and (c) the corresponding field cross-sections. (e),(f)
Same as before but for TE-polarization. The magnitudes of the fields in (b) and (e)
can be inspected from the field cross-sections as shown in (c) and (f), respectively.
To further support the aforementioned, eigenmode analysis was performed
based on the structure of Fig. 4.4. The dispersion diagrams in Fig. 4.6(a),
(d) clearly demonstrate the negative (positive) sign of group velocity for
TM (TE) polarization. Fig. 4.6(b) and 4.6(c) depict the electric field distri-
butions and the corresponding cross-sections of the first four (q = 1 − 4)
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waveguided modes for TM-polarization. The same graphs, but this time for
TE-polarization, are shown in Fig. 4.6(e), (f). As the mode number increases,
the field distributions show an increasing number of maxima and minima
(Fig. 4.6(b), (e)), which are typical of standing wave distributions inside
the waveguide, as expected from the analytical calculations. Depending on
the polarization, the waveguide acts either as a closed cavity with its field
maximum close to the centre (TE-case) or as an open cavity with the field
minimum at the centre (TM-case) of the slab waveguide. This is a direct
consequence of boundary conditions due to the 1D confinement along the
z-direction [31].
Taking into account the wavevector cut-off due to the metamaterial real-
ization (the Brillouin zone) and the high-frequency cut-off of the TM modes,
the wavelength range of around 2400− 3100 nm represents the single mode
guiding regime for p = 0.5, corresponding to a waveguide thickness range of
only λ0/6−λ0/8. The energy confinement for the fundamental mode (q = 1)
depends on operation frequency, but, when measured as the ratio between
the power flow inside the waveguide to the total power flow of the mode, is
on the order of 40% for an energy of 0.5 eV. This ratio increases for higher
order modes, as TM-modes become increasingly confined to the waveguide.
Numerical simulations show that losses for a given TM-mode number q re-
duce with increasing propagation constant. This behaviour is also captured
through the analytical model showing its origin as from the complex interplay
between the different components of the permittivity tensor (Fig. 4.1(b)) and
the waveguide dimensions. For TE-modes, since normal modal dispersion is
observed, losses increase with propagation constant. The dissipative nature of
the hyperbolic waveguide results in increasing losses for higher order modes,
as their confinement to the guide increases.
4.3 Non-monotonous shift of waveguided modes 149
4.3 Non-monotonous shift of waveguided modes
A peculiar property of nanorod metamaterials in the hyperbolic regime is the
non-monotonous change of the waveguided modes (leaky or purely waveg-
uided) at increasing filling factors. To understand this phenomenon let us













so that for frequencies higher than ωcut−off , propagation along the hyper-
bolic slab waveguide for a given mode order q is prohibited as β2TM < 0.
To illustrate this, Fig. 4.7(a) shows the cut-off frequency dependence for the
Figure 4.7: (a) The dependence of the high cut-off frequency TM-modes
(ωcut−off ) on nanorod filling factor, p, for q = 1 − 3 modes. The lines corre-
spond to analytic model and squares to TMM simulations. (b) Effective plasma
frequency, ωeffp , for the same filling factor range. The frequency threshold below
which the effective plasma frequency determines mode cut-off is for q ≥ 3 at p =
0.2, for q ≥ 2 at p = 0.13, while for p < 0.04, the cut-off for all modes converges
to the effective plasma frequency.
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q = 1− 3 TM-modes for various nanorod filling factors obtained analytically
and with the TMM formalism. The mode cut-off frequency monotonously
increases for p > 0.2 and then decreases for p < 0.2. The non-monotonous
behaviour and, in particular, the decrease for smaller nanorod filling factors
(smaller anisotropy of the metamaterial) is due to the decrease of the effective
plasma frequency, ωeffp , which imposes the bound on the existence of bulk
plasmon polaritons at the high frequency limit. For instance, when p < 0.2,
ωeffp < ωcut−off pushing all the modes with q ≥ 3 to lower frequencies (Fig.
4.7(b)). The mode density diverges as the frequency approaches the effective
plasma frequency, the cut-off for modes of different orders eventually con-
verge to a single value as ωeffp shifts to lower frequencies. The critical filling
factor where all the modes converge to a single value is located at p = 0.04
corresponding to a plasma frequency of 1 eV approximately (Fig. 4.7(b)).
4.4 Experimental results
The metamaterial slab was fabricated on a silica substrate (nsub = 1.5)
and with air as a superstrate (nsup = 1). The waveguide was fabricated
as described thoroughly in [36]. Fig. 4.8(a) depicts a 3 x 3 µm2 top-view of
the waveguide measured via atomic force microscopy (AFM). The maximum
height is close to 133 nm due to defects that occur during chemical etching
(the 2 bright spots in Fig. 4.8(a)), however the RMS roughness is only 12.5
nm. To verify the smoothness of the waveguide, the dashed area of Fig. 4.8(a)
(1 x 1 µm2) is independently investigated in Fig. 4.8(b). Here, the maximum
height is 49 nm and the RMS roughness is 4.8 nm. The same image also
reveals that AAO pores are filled with Au. To make this clear, Fig. 4.8(c)
shows an AAO porous structure with no Au inside (the black spots indicate
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Figure 4.8: (a) AFM top-view of a 3 x 3 µm2 periodic Au nanorod waveguide in
AAO matrix. (b) Enlarged view of the dashed area (1 x 1 µm2). (c) AFM top-view
of a porous AAO waveguide to enable comparison with (b). (d) Example for the
estimation of the average period. The cross-section is along the line in (b). (e)
Fourier plane of (b) for the examination of the hexagonal shape of the structure.
the absence of Au). To estimate the average periodicity of the waveguide,
the centre-to-centre distance was measured multiple times (> 50) at various
locations on the structure. A typical cross-section for the determination of
the average periodicity is shown in Fig. 4.8(d) depicting 2 periods measured
along the line of Fig. 4.8(b). The measured average period was (98 ± 11)
nm and, similarly, the average radius was (31 ± 4) nm. Consequently, the
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filling factor was 0.32 ± 0.02. The thickness of the waveguide was (340 ±
10) nm (not shown). Finally, to measure how close to hexagonal formation
the structure is, Fig. 4.8(e) shows the 2D-Fourier plane of Fig. 4.8(b). For
comparison, a perfect hexagon is sketched around the plane. The structure
has a hexagonal trend, but deviations occur due to different sizes and shapes
of each hexagon.
The modal dispersion of the aforementioned waveguide was determined
experimentally via reflectance measurements using the angular resolved spec-
trometer of Fig. 2.5. Given the 2D geometry of the waveguide, modes can be
separated in TM- and TE-polarizations. The measurements for TM- and TE-
polarizations are depicted in Fig. 4.9(a) and 4.9(c), respectively. Geometrical
constrains in the experimental configuration determine the low-wavevector
limit in the measured dispersions, while the high-wavevector limit is deter-
mined by the light line in the substrate. For that, the measured experimental
angular range was 20◦ − 75◦ in the substrate.
To interpret the dispersions, the experimental results were compared with
TMM simulations which are presented in Fig. 4.9(b) and 4.9(d). Starting from
TM-polarization, the dispersions reveal both cavity resonances and waveg-
uided modes, above and below the light line in air, respectively. More pre-
cisely, above the air light-line, the dispersion of TM-modes reveals discrete
modes with negative group velocity (Fig. 4.9(a)). These modes are not con-
fined to the waveguide, being accessible to plane waves in both the substrate
and the superstrate. In this regime the metamaterial slab simply acts as a
Fabry-Perot (FP) cavity. Between the light-lines in the superstrate and sub-
strate, the modes are coupled to radiating modes in the substrate (leaky
modes) while being evanescent at the metamaterial/air interface. Due to
this coupling the modes (indicated with curved dashed lines in Fig. 4.9(a),
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Figure 4.9: Experimentally measured (a),(c) and EMT simulated (b),(d) re-
flectance dispersions for a 340 nm thick metamaterial slab with p ≈ 0.32 (the
nanorod period is 100 nm and radius is 32 nm): (a),(b) TM, (c),(d) TE modes.
The light-lines in substrate (glass, green) and superstrate (air, magenta) are shown.
The Au nanorods are embedded in an AAO matrix. The modes with q = 2 − 4
are tracked with dashed lines as guide for the eye. The angular range measured
in the experiment (20◦ − 75◦ in the substrate) is indicated with the white boxes
in (b) and (d). (e) Experimental and simulated reflectance spectra at the angle of
60◦ for TM-polarization as extracted from (a) and (b). The modes (q = 2− 5) are
indicated with dashed lines. (f) Same but for TE-polarization.
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(b)) can have positive, negative, or vanishing small group velocity. The true
waveguided modes below the light-line in the substrate are not accessible
experimentally in the configuration used but had been examined analytically
and numerically in Section 4.2. A similar analysis holds for the dispersion
obtained for TE-modes (Fig. 4.9(c), (d)), but clearly only modes with posi-
tive group velocity are present in this case. For these modes, as was discussed
above, the metamaterial slab acts as an anisotropic dielectric waveguide due
to the orientation of the electric field along the y-axis only (normal to the
nanorod axis) and bulk plasmon polaritons are not excited. It is thus possible
to flip the sign of group velocity of the guided signal by altering polarization.
Based on the analytical model (Eq. (4.4) and (4.5)), we can now identify
the modes in the experimental reflectance as modes q = 2 to q = 5 (Fig. 4.9).
For the TM-modes, as the mode order increases, both the group velocity
and group velocity dispersion decrease, with the q = 4 mode having nega-
tive group velocity even between the substrate and superstrate light-lines.
In general, the experimental dispersions for the modes with q = 2 − 4 (Fig.
4.9(a), (c)) are in satisfactory agreement with the TMM modelled dispersions
(Fig. 4.9(b), (d)), indicating that the EMT is still applicable for the metama-
terial parameters and propagation constants considered and away from the
effective plasma frequency. Fig. 4.9(e), (f) show the reflectance diagrams for
TM and TE-polarization, respectively, for an angle of 60◦. The experimental
reflectance is in general lower to the theoretical one due to the increased
scattering and losses that are not tracked by the EMT model. The resonant
position for low-q modes is in good agreement with theory; it is important
however to explain discrepancies that occur for higher mode orders. It is
evident from Fig. 4.9(e) that the q = 5 mode is not observed in experimen-
tal reflectance. The reason is a combination of the higher losses and mode
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density for increasing q’s at increasing frequencies.
4.5 Impact of porous alumina on top of the
waveguide
In Section 3.1 we briefly discussed the two-step anodization procedure for the
fabrication of a Au nanorod array (more details can be found in [36]). Due
to the nature of this process, a porous AAO overlayer remains on top of the
hyperbolic waveguide that may be removed via Argon ion milling. Depending
on application, the AAO layer can have minor or major contribution. Here it
is shown, both theoretically and experimentally, that the AAO layer plays a
critical role in group velocity as it drastically alters the slope of the modes.
More precisely, when the AAO layer becomes comparable or thicker than the
nanorod waveguide, group velocity between the substrate-superstrate light
lines remains positive regardless the chosen polarization.
To understand this phenomenon, let us examine the TM-polarized opti-
cal response of a Au nanorod waveguide with and without a porous AAO
overlayer as depicted in Fig. 4.10(a), (b) respectively. Both dispersions have
exactly the same geometry with only difference the extra 300 nm AAO over-
layer in Fig. 4.10(b). It is evident that all the guided modes (q = 3 − 5),
observed below the air light line (solid line), switch from negative to positive
group velocity when the AAO layer is added. The dashed lines correspond to
the reflectance diagrams for three different incident angles as shown in Fig.
4.10(c), (d). These figures also demonstrate the transition of the modes from
negative (red-shift) to positive (blue-shift) group velocity. It should be noted
that when the thickness of the AAO layer is approximately lower that a third
of the Au nanorod thickness, the group velocity retains its sign (i.e. remains
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hyperbolic). The reason of this trend is the combination of the hyperbolic
(Au nanorod array) and dielectric (porous AAO) waveguide. Since it is a
two-layered system, the total refractive index depends on the effective re-
Figure 4.10: TM-polarized dispersion of a Au nanorod array without (a) and with
(b) a porous AAO layer on top. Notice how the mode group velocity below the air
light line (solid line) changes sign from negative to positive values. The dashed lines
in (a) and (b) correspond to the cross-sections (Reflectance) at different angles as
depicted in (c) and (d) respectively. When group velocity is negative the modes,
shown with arrows, exhibit a red-shift contrary to the positive case in which a
blue-shift is observed. The waveguide has 100 nm period, 25 nm radius and 300
nm thickness. The same geometry is considered also for the porous AAO. The
angle of incidence (AOI) is measured from the substrate (glass).
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Figure 4.11: Experimental (a) and theoretical (b) dispersion of a Au nanorod
waveguide with a porous AAO overlayer, for TM-polarization. (c),(d) Same as
before but for TE-polarization. Notice how the group velocity below the air light
line (solid line) remains positive regardless the polarization chosen. The waveguide,
for both the experimental and simulated dispersions, has 100 nm period, 25 nm
radius and 310 nm thickness. The same geometry is considered also for the porous
AAO but with a thickness of 250 nm. The angular range is 20◦ − 80◦ from the
substrate (glass). The modes q = 2− 4 are tracked with dashed lines.
fractive indices of both layers. As the thickness of the porous AAO increases,
the elliptic (dielectric) optical response dominates the hyperbolic one drasti-
cally affecting group velocity. It is thus possible to minimize group velocity
(i.e. achieve slow light) in any dispersion position by carefully structuring
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the porous AAO layer with respect to the Au nanorod waveguide.
To experimentally validate the aforementioned, a 310 nm Au nanorod
waveguide with a 250 nm porous AAO overlayer was fabricated and char-
acterized. The experimental and theoretical dispersions for TM-polarization
are demonstrated in Fig. 4.11(a), (b), respectively, while the TE-case in Fig.
4.11(c), (d). Both polarizations have good agreement with theory and show
three waveguided modes with mode numbers q = 2 − 4. The positive slope
of the q = 3 and q = 4 modes, below the air line (solid line), can be clearly
seen in Fig. 4.11(a) affirming the TE-like behaviour due to the porous AAO
overlayer. These modes are more bent than the dielectric ones in Fig. 4.11(c)
but definitely not flat or negatively sloped as the ones in Fig. 4.9(a) where no
overlayer was considered (purely hyperbolic waveguide). Note however that
above the air light line the structure retain its hyperbolic properties since
the modes are not confined to the waveguide, being accessible to plane waves
in both the substrate and the superstrate. In this regime the metamaterial
slab simply acts as a Fabry-Perot (FP) cavity.
4.6 Summary
In conclusion, we have investigated bulk plasmon-polariton excitations in
planar hyperbolic metamaterial waveguides. The most important outcomes
can be summarized as follows
1. The spectral range of waveguided modes is limited by the effective
plasma frequency of the metamaterial, below which conventional (like
in a dielectric slab) TE and negative group velocity TM-waveguided
modes exists. The negative group velocity as well as its dispersion
can be controlled by varying anisotropy of the metamaterial. For the
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nanorod metamaterial studied, these TM-modes are slow light modes
with group velocity down to −0.03c0 and have dispersion as low as 0.02
ps2/mm. The low frequency cut-off of these mode is determined by the
Brillouin zone related to a particular realization of the metamaterial,
and single mode guiding can be achieved in the planar waveguides of
λ0/6−λ0/8 thickness, depending on the anisotropy of the metamaterial.
2. TM-waveguided modes show a non-monotonous shift as filling factor
increases. The critical filling factor that reverses the trend of all modes
is close to 0.04; at this stage the effective plasma frequency is the upper
frequency limit at which the modes are sustained by the waveguide.
For even lower filling factors, the effective plasma frequency further
decreases and the modes eventually converge towards each other. For
increasing mode number, q, the critical filling factor is observed at
higher values and eventually converges to p = 0.34 as q →∞.
3. Having an elliptical waveguide (like the porous AAO used here) on top
a hyperbolic one (Au nanorod array) the effects of the later can be
counteracted. This practically means that the negative group velocity
of the modes, which is due to the hyperbolic metamaterial, can become
positive if a dielectric layer is added on top. Using the ion milling tech-
nique, the thickness of the dielectric layer can be precisely controlled
allowing the determination of group velocity as well. This way, group
velocity can be minimized achieving slow light.
These properties of hyperbolic metamaterial waveguides are interesting for
designing integrated deep-subwavelength sensors, quantum information pro-
cessing, nonlinear and active nanophotonic devices and optical data storage
components.
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Chapter 5
Refractive index sensing with
hyperbolic metamaterials
Metamaterials with hyperbolic dispersion based on metallic nanorod arrays
provide flexible platform for design of bio- and chemical sensors and nonlinear
devices allowing incorporation of index-dependent materials between and on
top of the plasmonic nanorods. In this Chapter, we investigate the refractive
index sensitivity of metamaterial’s resonances in different regimes. We first
start by comparing the dispersion and sensitivity of dispersion of a half-space
metallodielectric pair with isotropic or anisotropic response and discuss the
suitability of the later for sensing techniques. We then turn our attention to
the more realistic case of a periodic metallic nanorod array, and investigate
analytically and numerically the sensitivity of the mode response for small
variations of the refractive index of the superstate, the host medium or metal
itself. The results provide a general strategy for maximising refractive index
sensitivity and can be used as the basis for the design of new ultra sensitive
chemo- and biosensors outperforming both surface plasmons polaritons and
localised surface plasmons based transducers.
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5.1 Introduction to sensing with plasmonic
metamaterials
The refractive index sensitivity of plasmonic and waveguided resonances
forms the basis of commercial and newly emerging optical sensing techniques
for label-free biosensing and chemical identification [1–4] as well as active
nanophotonic components [5,6]. In the former class of applications, the pres-
ence of an analyte substance modifies the eingenmodes of the nanostructure,
a change that can be detected by a shift of the resonant wavelengths of the
structure or by changes of transmitted or reflected light intensity. In the
latter, the refractive index changes are induced by external stimuli, such as
temperature, acoustic pressure, external static electric or magnetic field, or
indeed optical field via nonlinear effects in the surrounding dielectric or metal
[6]. The strong modification of the optical response in plasmonic nanostruc-
tures arises from the strong confinement of the electromagnetic field near the
metal/dielectric interface. Both sensing and active nanophotonic devices can
make use of macroscopic thin metal films or nanostructured surfaces where
surface electromagnetic waves called surface plasmon polaritons (SPPs) prop-
agate, or nanoparticles and their assemblies supporting localised surface plas-
mons (LSPs) [2, 3, 7].
Surface plasmon resonance (SPR) biosensors use SPP waves for the de-
tection of binding events, lifetime measurements or molecule concentration,
based on the attenuated total internal reflection (ATR) configuration [1]. Due
to a strong field confinement of SPPs, sensing limits are greatly enhanced,
exceeding 3,000 nm per refractive index unit (RIU) [8] and can be even fur-
ther boosted via phase-sensitive interferometry [9]. Nonetheless, SPP-based
techniques have restrictions in detecting small molecule analytes, typically
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smaller than 500 Da, making it problematic for modern nanoscale chemi-
cal and biochemical tasks [10]. An alternative route is to use LSP modes
on plasmonic nanoparticles that provide an even stronger field confinement
and, thus, more sensitive to smaller-size molecules [2,11]. However, the over-
all sensitivity provided by LSPs is typically orders of magnitude smaller than
for SPPs, not exceeding 100− 300 nm/RIU [2,12].
Recently, plasmonic metamaterials have been demonstrated to provide
the record refractive index sensitivity for biosensing, ultrasound detection
and high effective Kerr-type nonlinearities [13]. In particular, the class of
anisotropic metamaterials based on arrays of strongly interacting, aligned
plasmonic nanorods exhibits hyperbolic dispersion, with one negative (εz)
and two positive effective permittivity tensor components (εx,y), leading to
a metamaterial with hyperbola-shaped isofrequency contours. This unique
isofrequency surface enables a plethora of applications, from guiding and
imaging beyond the diffraction limit [14,15] to enhanced nonlinearities [5,16]
and chemo- and biosensing [5,6,17]. Additionally, selected resonances of plas-
monic nanorod metamaterials have been shown to exhibit a strong sensitivity
to the thickness change of the dielectric load [18], ultrasensitive detection of
ultrasound [19], and ultrafast sub-ps response times due to optical nonlocality
[16].
5.2 Differences of isotropic and anisotropic
materials for sensing
The scope of this Section is to compare the sensing capabilities of isotropic
and anisotropic media and show the advantages of the later based on some
simple paradigms. We first inspect the dispersion relations for the half-space
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media discussed in Section 2.3 and compare the derived expressions for the
isotropic and anisotropic case. We then focus our attention on the sensitivity
of dispersion for each scenario and explain why sensing is important, from
the applied point of view, and why anisotropy plays a crucial role.
5.2.1 Comparison of dispersion
Based on the scheme of Fig. 2.2 and the calculations in Section 2.3, the SPPs
dispersion between iso- and anisotropic media can be compared. Let us as-
sume the material ε1 to be Au following the Drude-Sommerfeld model. The
material ε2 can either be isotropic (Eq. (2.22)) or anisotropic (Eq. (2.19)).
To examine these two cases, we can keep the permittivity component along
one direction fixed and vary the other. Fig. 5.1(a) and 5.1(b) demonstrate
the scenario where εiso2 = ε
ani
xx = 4 and ε
ani
zz varies from 1 to 9. An imme-
diate observation is when εanizz < ε
iso
2 the SPP dispersion shifts to higher
energies and vice versa. A similar shift is also true for the imaginary part
of the dispersion as shown in Fig. 5.1(b). Thus tuning permittivity along
a given direction the SPP resonance can be changed; this is not possible
with isotropic materials since, by definition, the optical response for a given
polarization remains unaffected along different axes. A more realistic case
where ε1 follows the experimental values from [20] is depicted in Fig. 5.1(c)
and 5.1(d). Here the SPP dispersion shift along the energy axis is still valid
but not so much distinct. The reason of the decreased energy shift is due to
the interband transitions of Au that occurs close to 2.1 eV (ω/ωp = 0.23).
What is more pronounced is the change of the resonance along the ordinary
axis. Note however that, although the SPP wavevector can be enhanced by
choosing the appropriate anisotropic permittivity, the imaginary part is also
increased thus losses become significant. The main outcome is that, regard-
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Figure 5.1: Comparison of SPP dispersion between isotropic and anisotropic
media. Real (a) and imaginary part (b) of dispersion for the structure of Fig.
2.2. Material ε1 follows the Drude-Sommerfeld model for Au (ωp = 1.367 × 1016
Hz). Material ε2 has ε
iso





zz varies from 1 to 9. (c), (d) Same as before but using the
experimental values for Au taken from [20]. Note how the dispersion can be tuned
by changing the anisotropic permittivity. (e), (f) Norm of the electric field showing
the excitation of a SPP in a metal-(an)isotropic interface with and without losses,
respectively. (g) Typical cross-sections of the electromagnetic field components at
that interface for various εanizz . Notice that both Ex and Hy are continuous at the
interface while Ez is not due to surface charge accumulation.
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less of the theoretical or experimental approximation, the SPP dispersion can
be tuned by carefully choosing the appropriate set of (εanixx , ε
ani
zz ), a feature
that is absent in isotropic media since they have no directionality.
To have a broader view of the validity of equations derived so far, we can
examine the electromagnetic field distribution for the SPP excitation. Since
the wavevectors are known, the fields for medium ε1 will be (read Appendix
B.1)
H1(r, t) = (0, H0, 0)
ᵀei(kxx−kz1z−ωt)






and for material 2
H2(r, t) = (0, H0, 0)
ᵀei(kxx+kz2z−ωt)







where H0 is a constant magnetic field amplitude and kx = kSPP . Note that for




2 it is simplified to the well known isotropic
expression. Based on the aforementioned equations, the field distributions
can be plotted. Fig. 5.1(e) and 5.1(f) show the norm of the electric field
for a SPP travelling along a typical metallodielectric interface (either iso- or
anisotropic) with and without losses, respectively. Note for the lossless case
the SPP can travel infinitely along the surface (i.e. Lp −→ ∞) while for the
lossy case Lp is finite due to the small, but non negligible, imaginary part of
the permittivity. Fig. 5.1(g) shows several cross-sections of the electromag-
netic field components for different permittivity values. It is clearly shown
that when εanizz increases the field components are more localized to the surface
leading to high light confinement regardless of the fact that the permittivity
along the x-direction is the same as in the isotropic case. The Ez component
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has a discontinuity at the interface due to surface charge accumulation. Note
however that the permittivities for the isotropic or anisotropic medium can
not change arbitrarily with respect to the metallic medium; they both need
to keep kx real and kz imaginary at all times as discussed in Section 2.3.
5.2.2 Comparison of sensitivity of dispersion
The examination of sensitivity, i.e. the change of the ordinary wavevector
with respect to permittivity, of the SPP dispersion is another important fac-
tor that plays a critical role in applications that depend on small changes
(typically 10−3 − 10−4) of the refractive index such as biosensors [2, 21–23].
As a consequence, having the ability to manipulate the sensitivity of the
dispersion is a key factor. Based on Eq. (2.19) and (2.22), we can measure
the derivative of the SPP dispersion with respect to permittivity, for the
anisotropic and isotropic scenario, respectively. To compare these two cases,
we follow the same recipe discussed before and keep the permittivity compo-
nent along one the direction fixed while varying the other. Letting ε1 be Au
taken from Johnson and Christy [20], we set εiso2 = ε
ani
xx and plot it for differ-
ent values of εanizz . The results are shown in Fig. 5.2 for a typical wavelength
of 600 nm (ε1 = −9.43 + 1.50i).







zz , can be tuned in order to achieve resonances




xx , the sensitivity with
respect to εanizz has greater values than the one with respect to ε
ani
xx (Fig.
5.2(a)) while the opposite occurs when εanizz > ε
ani
xx (Fig. 5.2(d)). Thus sen-
sitivity can be altered with the appropriate set of permittivity components
along different directions. The characteristic form of all sensitivities is due
to the surface plasmon resonance discussed in Section 2.4. Close to this reso-
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Figure 5.2: Sensitivity of SPP dispersion for a semi-infinite metallodielectric pair.
The metal is considered Au taken from [20], while the dielectric is either isotropic
or anisotropic. Figures (a) to (d) depict dispersion sensitivity for a broad range




zz is 4, 8, 15 and 20, respectively. Note how anisotropic
sensitivity can be tuned along the permittivity plane contrary to the isotropic one
which remains static since it is independent of εanizz . For all graphs the wavelength
was 600 nm giving ε1 = −9.43 + 1.50i.
nance there is a drastic increase of the slope, explaining the positive sensitiv-
ity peak, and then it sharply decreases for even higher permittivity values,
affirming the negative slope. Lastly, anisotropic sensitivity along a certain
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permittivity axis can be tuned with the appropriate permittivity compo-
nents. For instance, Fig. 5.2(d) shows that sensitivity with respect to εanixx is
superior to the one with respect to εanizz . This behaviour can be reversed by
having εanixx = 4 and let ε
ani
zz vary (not shown). The main outcome is that
anisotropy which is inserted through the tensorial form of permittivity can
create various sensing dispersions and at the same time control the position
where sensing is maximized through careful inspection of permittivity com-
ponents at a given wavelength. Conversely, the isotropic sensitivity can only
create a single sensitivity curve and remains static for variations of εanizz since
it has no directionality.
To investigate sensitivity in a more thorough way, we can examine the dis-
persion along the anisotropic permittivity plane. Keeping the same configura-





zz , for two typical wavelengths at 600 nm and 700 nm. A uni-
versal trend valid in all figures is the sign flip of sensitivity close to the reso-
nance (red and blue curves). This has already been discussed and is connected
with the surface plasmon resonance. The characteristic bending is due to the
change of the resonance along the permittivity plane. Comparing Fig. 5.3(a),
(b) with 5.3(c), (d) we observe that as wavelength increases, both anisotropic
sensitivities need a higher set of (εanixx , ε
ani
zz ) to satisfy the resonance condition.
This means that sensing can but tuned either through wavelength or permit-
tivity optimization. Although it is always easier to change the wavelength,
there are times where the frequency range is limited (for example applications
that function only in the visible spectrum), thus permittivity optimization is
the only way. Here anisotropy has a crucial role since it allows us to change
permittivity along different directions making it more flexible compared to
the isotropic counterpart. Lastly, the two anisotropic sensitivities have a com-
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Figure 5.3: Anisotropic sensitivity dispersion with respect to εanixx (a) and ε
ani
zz
(b) for a broad range of permittivities for a wavelength of 600 nm. (c), (d) Same as
before but for 700 nm. Note the increase of sensitivity close to the surface plasmon
resonance and the shift of it to higher (εanixx , ε
ani
zz ) as wavelength increases.
plementary behaviour close to the resonance. This means that, for a given
wavelength, if we need to achieve high sensitivity with respect to εanixx then
εanizz should be increased while ε
ani
xx decreased and vice versa.
So based on some simple paradigms, we showed how anisotropy allows
a more advanced manipulation of the SPP dispersion and at the same time
a more flexible sensing configuration with respect to the isotropic scenario.
However, the anisotropic permittivities were varied without any specific lim-
itation, which is of course not the case in the real world. Consequently, in
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the following Sections we investigate the refractive index sensitivity with
metallic nanorod hyperbolic metamaterials and their impact in biosensing
applications and nonlinear enhancement.
5.3 Numerical model
In this work, we present a comprehensive analysis of the anisotropic meta-
material’s optical response to refractive index changes in order to develop
strategies for optimising their sensing properties. We consider only the wave-
length range of hyperbolic dispersion and study reflection, transmission, and
total internal reflection modalities of operation, examining the role of per-
turbations of both the real and imaginary parts of the refractive index in the
superstrate, host medium in which nanorods are placed, as well as the metal
itself. All components of the permittivity tensor determine the formation of
these modes and, thus, their refractive index sensitivities. We study the re-
fractive index sensing capabilities of a metamaterial in several configurations
when the anisotropic metamaterial slab is illuminated in both conventional
and total internal reflection conditions and monitored the changes of the in-
tensity and spectra of transmission and/or reflection upon modifications of
the refractive index and absorption of the analyte as depicted in Fig. 5.4(a).
The metamaterial is considered to be composed of an array of Gold nanorods
arranged periodically (Fig. 5.4(a)). The thickness of the metamaterial slab
(height of the nanorods) is l, and it is sandwiched between a substrate and
superstrate with refractive indices of nsub and nsup, respectively.
The Maxwell-Garnett (MG) approximation (see Section 3.5) was followed
to derive the tensor of the effective permittivity of the anisotropic metama-
terial [24]. Considering an array of rods in the xy plane, the effective permit-
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Figure 5.4: (a) Left: Schematic of the metamaterial transducer made of an array
of Au nanorods embedded in a host environment (analyte); middle: Schematic of
the typical experimental realization of refractive index sensing experiments in the
reflection or transmission geometry; right: Schematics of the unit cell of the meta-
material. (b) Effective permittivities of the metamaterial in a water-like analyte
(nh = 1.33) with the nanorod period d = 100 nm and radius r = 40 nm. The green
area shows the hyperbolic dispersion regime where εz < 0. (c-f) Transmittance and
reflectance dispersions for (c),(e) TM- and (d),(f) TE-polarized light. Geometry is
the same as in (b). The substrate is glass (nsub = 1.5) and superstrate is water
(nsup = 1.33). Height of nanorods is l = 400 nm. In all dispersions the TIR occurs
at an angle of incidence of 62.46◦ indicated with dashed line.
tivities for ordinary and extraordinary axes take the form
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εeffx,y =
pεAuεh + εh(1− p)ε˜
pεh + (1− p)ε˜ (5.3)
εeffz = pεAu + (1− p)εh (5.4)
where p = pi(r/d)2 defines the nanorod filling factor, with d being the period
of the array and r is the nanorod radius, εAu and εh are the permittivities
of Au [20] and host medium, respectively, and ε˜ = (εAu + εh)/2. Note that
the same period is considered in both x and y directions, thus, εeffx = ε
eff
y .
The MG approximation breaks down for wavevectors close to the Brillouin
zone boundary, however for a typical period of 100 nm considered here, the
first Brillouin zone boundary is close to kx ≈ 31 µm−1, which is far from
the investigated regime (kx < 17 µm
−1). Additionally, the wavelength range
where Re(εeffz ) vanishes (ENZ regime) requires special considerations; the
ENZ and elliptic dispersion regime will not be considered in this work [25,26].
To examine the refractive index sensitivity of the optical properties of
the metamaterial, the effective permittivity has been designed to achieve hy-
perbolic dispersion throughout the visible spectral range. Fig. 5.4(b) shows
the real and imaginary parts of the components of the effective permittivity
tensor for a typical nanorod array parameters and a water-like permittivity
for the host medium. For this geometry, εeffz , the permittivity component
for light polarized along the nanorod axis, is negative for wavelengths longer
than approximately 475 nm (Fig. 5.4(b)), while the transverse permittivity
εeffx,y , for light polarized perpendicular to the nanorod axes, is always posi-
tive, exhibiting a resonant behaviour near a wavelength of 540 nm, where
the imaginary part of the permittivity reaches a maximum. For wavelengths
above 540 nm the transverse component of permittivity’s imaginary part is
small relative to its real counterpart and does not exhibit any resonances.
The reflectance and transmittance spectra of the metamaterial transducer
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have been calculated for angles of incidence (AOI) 0◦−90◦ using the transfer
matrix method [27] and taking into account a glass substrate (nsub = 1.5), a
water superstrate (nsup = 1.33), and Au nanorods of height l = 400 nm. Fig.
5.4(c), (e) and Fig. 5.4(d), (f) show the transmittance and reflectance disper-
sions for both TM and TE polarizations, respectively. Unbound modes that
leak in both substrate and superstrate exist below the critical angle θc appear
as maxima (minima) in the transmittance (reflectance), while “leaky” modes,
homogeneous in the substrate, are only present above θc and their effect is
most pronounced in the reflectance of the structure. These modes are quan-
tized solutions of the wavevector (kz) due to the 1D confinement of the meta-
material slab in the z-direction. For the glass/water (substrate/superstrate)
interface, total internal reflection (TIR) occurs at θc = 62.46
◦, above which
there is no transmission, and thus transmission-detection sensing is possible
only below TIR angles.
In order to compare the sensing capabilities of different transducers and
geometries, it is convenient to introduce two figures of merit (FoMs): FoMλ
to characterize the spectral shift induced by the refractive index changes
of an analyte and FoMI to characterize induced intensity variations of the
transmitted or reflected light. We define FoMλ = (∆λ/δλ)/∆n, where ∆λ is
the resonance shift of a metamaterial resonance to a refractive index change
∆n, and δλ is the full-width at half maximum of the resonance [28]. This
definition accounts simultaneously for both the wavelength shift of a given
mode per refractive index change, and the sharpness of the resonance. For
intensity measurements, FoMI = (∆I/I0)/∆n, where ∆I is the change of the
transmitted or reflected intensity corresponding to a refractive index change
∆n, and I0 is the initial intensity [28]. While intensity measurements are
simpler to implement than the spectral shift measurements, in some cases the
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later may provide better sensitivity [17]. We will use these FoMs to evaluate
the sensing capabilities of the metamaterial in the numerical results obtained
in the following Sections.
5.4 Analytical examination
Here the sensitivity of the effective permittivities along with the sensitivity
of the mode frequency is examined. We begin by investigating the sensing
dependence of εeffx,y,z in terms of the refractive index changes of the metama-
terial’s constituents and also the impact of geometry inserted via the filling
factor (p). The mode frequency dependence on the refractive index of the
constituents is discussed next, for both TE and TM polarizations.
5.4.1 Effective permittivity sensitivity to geometry and
refractive index variations of constituents
We begin by examining the sensitivity of the effective permittivities εeffx,y and
εeffz , which determine the optical response of the metamaterial, on the re-









Au, for the host medium and Au, respectively. The
modification of the refractive index of the metal can be achieved for example
in nonlinear optical experiments, when the metamaterial is under femtosec-
ond optical excitation due to the Kerr-type third-order nonlinearity of Au,
but can also be induced by environmental change in temperature or pressure
[17, 26]. The refractive index of the host medium can be changed in sensing
experiments when analyte is incorporated between the nanorods or if nonlin-
ear or temperature effects are important in the host dielectric. To evaluate
this sensitivity, we study the partial derivative of Eq. (5.3) and (5.4) with
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Figure 5.5: The spectral dependence of the derivative of the effective permittivity




Au and (d) ε
′′
Au modifications for a filling factor
of p = 0.5.
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where 1 < P = (1 + p)/(1 − p) ≤ 8.32. The above expressions allow us to
selectively track the response of the effective permittivities when either the
real or the imaginary part of the constituents’ permittivity changes. Fig. 5.5
illustrates this behaviour for the same metamaterial as in Fig. 5.4(b). The
response of εeffz to the refractive index modifications is extremely broadband
and constant across the spectral range considered for both the real and imag-
inary parts (Fig. 5.5(a)-(d)), determined solely by the nanorod filling factor
via p (Eq. (5.7) and (5.8)). On the other hand, εeffx,y exhibits the strongest
changes close to its resonance at 540 nm (Fig. 5.4(b)) and strongly decreases
for lower nanorod filling factors. Beyond the resonance at longer wavelengths,
inspecting the dependence of εeffx,y on the host medium refractive index, one
notices that it is always exceeds the sensitivity of εeffz (Fig. 5.5(a), (b)),
while both are similar at low nanorod filling factors. The εeffz sensitivity to
the refractive index of the plasmonic material dominates at long wavelengths,
while the resonant behaviour of εeffx,y proves in general more strongly sensitive
to the host medium refractive index.
To examine the impact of filling factor (p) more extensively, the dispersion





in Fig. 5.6. All refractive index sensitivity dispersions are dominated by a
dispersive-shape resonance, which red-shifts and increases in magnitude with
increasing nanorod filling factor. Both the dispersive behaviour and spectral
shift observed in Fig. 5.6 can be linked to the spectral sensitivity of the
resonance in εeffx,y shown in Fig. 5.4(b), which red-shifts with both an increase
in εh and nanorod filling factor. It is important to note that Fig. 5.6(a), (c)
are exactly the same; this is a direct consequence of the first equality of Eq.
(5.5). The same calculations were repeated for ε′Au and ε
′′
Au showing a similar
trend to Fig. 5.6, but with the resonant sensitivity approximately one order
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Figure 5.6: Real (a),(c) and imaginary (b),(d) derivatives of the effective permit-
tivity maps with respect to (a),(b) ε′h and (c),(d) ε
′′
h. Notice that (a) and (d) are
the same; this is a consequence of Eq. (5.5).
of magnitude smaller (data not shown).
5.4.2 Mode frequency dependence on the refractive in-
dex of analyte
All the components of the effective permittivity tensor are important for
defining the behaviour of TM modes of the metamaterial and, thus, their sens-
ing capabilities. At the same time, only εeffx,y components define TE modes.
To get better insight into the sensing properties of the unbounded, leaky, and
waveguided modes of the metamaterial transducer, we consider the same an-
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alytic model for the case of an anisotropic metamaterial layer as in Chapter 4.
Neglecting phase shifts at the metamaterial’s boundaries, we obtain a simple
analytical approximation for the wavevector component kx of TE and TM
modes supported by the metamaterial slab as [15]
(kTEx )
















where k0 = ω/c0, and quantization qpi/l emerges from the transversal con-
finement of the wavevector component perpendicular to the metamaterial’s
interfaces with the integer q > 0 referring to the mode number. Unbounded,
leaky, and waveguided modes then satisfy the condition kTE,TMx < nsupk0,























where the number of supported modes being determined by the sign of the
permittivity components. For higher-order modes, it may be necessary to
take into account deviations from the EMT due to spatial dispersion effects
[25]. The sensitivity of the mode frequency ωTE,TMq to variations in εh, for a




























































and similarly for Au. Note the connection of the mode frequency with respect
to the real and imaginary parts of permittivity; this is a direct consequence
of Eq. (5.5)-(5.8). Eq. (5.13), (5.14), along with Eq. (5.3), (5.4) indicate the
important interplay between the absolute values and variations in εeffx,y and
εeffz for determining shifts in mode frequencies, e.g. when one of the permit-
tivity component becomes small. Their relative contributions also depend on
the nanorod filling factor and wavelength.
The TM-mode position dependence with respect to the real part of the
constituents’ permittivities is plotted in Fig. 5.7 within the 1st Brillouin zone
to ensure EMT validity. As the mode number increases from q = 1 to q = 5
there is an order of magnitude increase in the sensitivity of the mode fre-
quency to the host medium refractive index variations (Fig. 5.7(a)) and a two
orders of magnitude increase to that of Au (Fig. 5.7(c)). The superior refrac-
tive index sensitivity of high-order modes is a consequence of their spectral
position close to the resonance in εeffx,y (Fig. 5.4) and the increased field gra-
dients inside the metamaterial for higher-order modes. These gradients are
determined by the mode’s spatial frequency qpi/l, increasing with increasing
q value or decreased sensor thickness l. Interestingly, this leads to an increase
in the mode sensitivity as the mode shifts to shorter wavelengths, a trend
opposite to that observed with conventional SPR or LSPR transducers. In
particular, shifting the resonance frequency of the fundamental mode (q = 1)
from 0.5 eV to 1.5 eV, by decreasing the metamaterial layer thickness from
500 nm to 130 nm, results in a 500% increase in sensitivity as monitored in
both transmittance and reflectance at normal incidence. An increase in the
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Figure 5.7: The TM-mode frequency shift with (a),(b) ε′h and (c),(d) ε
′
Au vari-
ations: (a),(c) the first five modes (q = 1 − 5) for l = 400 nm and (b),(d) the
fundamental mode (q = 1) for various transducer thicknesses. Geometry is the
same as in Fig. 5.4(b).
nanorod filling factor p, all other parameters being kept constant, leads to
a decrease in the sensitivity of the mode position. Again, this is reminiscent
of the increased mode delocalization within the metamaterial with decreas-
ing frequency. Comparing Fig. 5.7(a) and 5.7(c) we can also observe that,
for a given mode q, the rate of change of the resonance position is stronger
with respect to changes in the real part of the host permittivity compared to
changes in the real part of Au permittivity, ∂ωTMq /∂ε
′
h  ∂ωTMq /∂ε′Au . This
is the result of the modal field distribution being mainly present in the host
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medium.
The mode frequency sensitivity with respect to ε′′h and ε
′′
Au was also exam-
ined, giving a similar trend to Fig. 5.7(a), (c), but with a one-to-two orders
of magnitude smaller sensitivity to the variations in either ε′h or ε
′
Au (not
shown). This indicates that the real parts of both the host medium and Au
will affect sensing more than the imaginary counterparts. Monitoring the
analyte’s refractive index changes at normal incidence provides the lowest
sensitivity with regards to the modes’ spectral shift (Fig. 5.7).
As a next step, the impact of the thickness of the metamaterial trans-
ducer, l, was examined. Fig. 5.7(b), (d) show the q = 1 mode frequency
sensitivity with respect to ε′h and ε
′
Au as l varies from 300 nm to 600 nm.
In both cases, as the waveguide thickness increases, the sensitivity drops, in
agreement with the mode position shift to lower frequencies. A similar be-
haviour is observed for higher-order modes (not shown). This behaviour can
be clarified more explicitly by examining the normal incidence behaviour of
the mode resonance frequency, simplifying Eq. (5.14) to ∂ωTMq /∂{ε′h, ε′Au} =
−[c0pi(εeffx,y )−3/2/2l]∂εeffx,y /∂{ε′h, ε′Au}, clearly showing the inverse proportion-
ality of the mode resonance sensitivity to the metamaterial thickness l for
unbound modes. Thus, for a given mode number, a thinner transducer will
be more sensitive. This result has been verified using numerical simulations
as long as the mode considered had a frequency not exceeding that corre-
sponding to a free-space wavelength of 650 nm, or beyond the range of high
losses due to Im(εeffx,y ) (Fig 5.4(b)).
The same analysis, but this time when the TE-mode frequency varies, is
presented in Fig. 5.8. The mode frequency range in Fig. 5.8(a), (c) is approxi-
mately the same as in TM-case (Fig. 5.7(a), (c)) meaning that the sensing ca-
pabilities between these 2 polarizations are comparable (∂ωTMq /∂{ε′h, ε′Au} ∼
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Figure 5.8: The TE-mode frequency shift with (a),(b) ε′h and (c),(d) ε
′
Au vari-
ations: (a),(c) the first five modes (q = 1 − 5) for l = 400 nm and (b),(d) the
fundamental mode (q = 1) for various transducer thicknesses. Geometry is the
same as in Fig. 5.4(b).
∂ωTEq /∂{ε′h, ε′Au}). Only the fundamental mode (q = 1) has a different be-
haviour, with a mode frequency variation distinctively lower at low wavevec-
tors; this is due to the absence of cut-off frequency of the fundamental mode
for TE-polarization. It is important to note that TE-mode frequency varia-
tion is increasing faster at higher wavevectors, compared to the TM coun-
terpart, and eventually all the modes converge at very high wavevectors.
This phenomenon can be understood due to the positive group velocity of
TE waveguided modes as explained in Chapter 4 and [15]. Similarly to TM-
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scenario, the mode frequency sensitivity with respect to ε′′h and ε
′′
Au was also
examined giving one-to-two orders of magnitude smaller sensitivity compared
to ε′h or ε
′
Au (not shown).
Regarding the thickness of the metamaterial transducer (Fig. 5.8(b), (d)),
TE-mode frequency variation has comparable values, with respect to the TM
scenario, for low wavevectors (kTE,TMx < 15 µm
−1) but becomes significantly
higher as wavevector increases. A striking difference is the minor dependence
of TE-mode frequency change as l increases from 300 nm to 600 nm (Fig.
5.8(b), (d)). To understand this phenomenon let us investigate the effects
of TE polarization in the periodic nanorod array: The electric field (E) will
have only one component parallel to the interface, thus the electrons (e)
will exhibit an oscillation force, F = eE, which will also be parallel to the
interface. However the sensing medium is finite only along the extraordinary
axis meaning that electrons can not sense changes in thickness, l. As a result
the TE-mode frequency variation is expected to have lesser dependence in l
with respect to TM-case.
5.5 Numerical examination
In order to show the complete pattern of the metamaterial behaviour with the
refractive index modifications of its constituents, which are used to describe
the sensing capabilities of the metamaterial and its active nanophotonic prop-
erties, we have also numerically studied the modification of the metamaterial
resonances with changes of the complex refractive index of the superstrate,
nsup, and embedding medium, nh. These changes may originate from an un-
known analyte or a material with nonlinear or electro-optical properties used
for switching/modulation purposes. It may also be represented by Au itself
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as a source of nonlinearity for all-optical control or as temperature sensor.
We examine how the latter two parameters translate into the sensitivity of
the metamaterial transducer for the detection of the bulk refractive index
changes of an analyte. We first consider a non-absorptive analyte (Section
5.5.1) for which only the real part of the refractive index changes. Then, the
effect of changes in the absorption of analyte is studied (Section 5.5.2). Fi-
nally, the impact modifications of the refractive index of Au on the optical
properties of the metamaterial is discussed in Section 5.5.3. For all simu-
lations, the sensing geometry was kept the same as in Fig. 5.4(b) with a
nanorod height fixed at 400 nm.
5.5.1 Sensing variations in the real part of the refrac-
tive index
We start with the nonabsorptive case, corresponding to the situation of an
analyte consisting of nonresonant molecules. In this situation, changes in
the refractive index may be induced through Kerr nonlinearities of the host
medium or superstrate, electro-optical, thermo-optical or pressure effects.
Fig. 5.9(a)-(c) show the reflectance sensitivity (FoMI) for different wave-
lengths and angles of incidence for TM-polarization, when changes of the
refractive index originate from either the superstrate (∆nsup), host medium
(∆nh), or both simultaneously (∆nb). The FoMI has a dispersive behaviour,
changing sign in the vicinity of the mode resonances (Fig. 5.9(b), (c)). This
behaviour is observed as a result of a simultaneous change in both the inten-
sity (∆I) and wavelength (∆λ) of the metamaterial modes. However, when
∆I has a dominating role, the FoMI retains its sign (for example, in Fig.
5.9(a) for the angular range between 0◦ and 50◦). From Fig. 5.9(a), it is
clear that the strongest variations of the optical response are observed in the
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Figure 5.9: Spectral and angular dependencies of the intensity figure of merit
(FoMI) for the changes of the refractive index (∆n = 0.002) of superstrate (a),(d),
host medium (b),(e) and both (c),(f) for (a)-(c) TM-polarization and (d)-(f) TE-
polarization. Superstrate light line is also shown (white dashed line). Colour scale
is the same to enable comparison. (g) Cross-sections of (a)-(f) at normal incidence.
(h) Cross-sections of (a)-(f) tracking the q = 3 mode (horizontal dashed lines) at
1.7 eV for TM-polarization and q = 2 mode at 1.4 eV for TE-polarization. (i)
Cross-sections of (a)-(f) at angles where highest sensitivity is observed (vertical
dashed lines). All images were acquired from EMT approximation.
vicinity of the modes of the metamaterial transducer, but with a sensitivity
maximised near the critical angle θc. The reason is that when the refractive
index of the superstrate is changed by ∆nsup, the critical angle itself will
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be affected leading to a strong sensitivity along the superstrate light line,
the so-called near cut-off regime. This behaviour was also captured with 3D
numerical analysis showing an order of magnitude higher sensing close to θc
compared to lower angles.
A different behaviour is observed for the variations of the refractive index
of the host medium ∆nh (Fig. 5.9(b)). In this case, the sensitivity of leaky
modes is higher than that of unbound modes. When both the refractive index
of the host medium and the superstrate change, a combination of the above
individual cases is observed, although not just a simple addition of individ-
ual sensitivities since modes from the metamaterial layer are penetrating the
superstrate medium (Fig. 5.9(c)). Not surprisingly, the results show that a
small change in the refractive index of the superstrate affects the sensitiv-
ity only at angles very close to θc, while for any other incidence angle the
host medium has a dominating role. Both TM (Fig. 5.9(a)-(c)) and TE (Fig.
5.9(d)-(f)) modes of the metamaterial transducer have comparable sensitiv-
ities if the analyte is incorporated between the rods. Full wave simulations
confirmed this trend, but with TE modes exhibiting slightly lower sensitiv-
ity (not shown). This is not surprising giving the nature of the anisotropic
waveguided modes determined by all components of the effective permittivity
tensor. For low filling factors, the role of TM modes increases, when the εeffx,y
sensitivity becomes smaller (not shown).
Fig. 5.9(g)-(i) shows the sensitivity for selected wavelengths and angles
of incidence. The spectral dependence of FoMI at normal incidence (Fig.
5.9(g)) reveals that the mode with the highest sensitivity (q = 3) reaches
FoMI exceeding 400, with the host medium being mainly responsible for
this enhanced sensitivity. As mode number increases from q = 1 to q = 3,
the FoMI also increases in agreement with the analytical examination (Fig.
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5.7(a)). However, the q = 4 mode, located close to 2 eV, shows a decreased
sensing capability contrary to the analytical scenario. This is due to the
increased absorption of εeffx,y (Fig. 5.4(b)) at wavelengths below 650 nm (>
1.9 eV), which are not tracked with the analytical model discussed in Section
5.4. Fig. 5.9(h) examines the angular dependence of the sensitivity for the
modes with the highest sensitivities: (q = 3) at 1.7 eV for TM-polarization
and q = 2 at 1.4 eV for TE-polarization. These plots show a typical dispersive
behaviour of the mode position, with high sensitivities observed on both sides
of the resonance. As expected, the highest FoMI is observed above θc for
leaky modes. This behaviour is better observed in Fig. 5.9(i) which depicts
the global maximum FoMI for TM-polarization, for the q = 4 mode located
at a wavelength of about 645 nm and for an angle of incidence of about
79◦, above the critical angle. Similarly for the TE-case, the highest FoMI is
observed for the q = 2 mode for a wavelength close to 870 nm and at 84◦.
Only variations in the superstrate refractive index lead to high sensitivity
which lies just below θc, at 58.8
◦ for reasons already explained above. In the
following sections, we will concentrate only on the sensing with TM modes,
pointing out that in the case of absorption variation sensing TE-modes also
have comparable but slightly lower FoMI .
Regardless the polarization chosen, the q = 1 mode exhibits the highest
resonant shift reaching almost 4,000 nm/RIU, while the highest FoMλ ≈ 167
is observed for the mode q = 3, outperforming both SPR and LSPR sensors
which have typical FoMλ around 23 [2] and 8 [2,29], respectively. The origin
of such high FoMλ is in the influence of the analyte not only directly on
the electromagnetic mode properties, as usual for conventional sensors, but
also on the effective permittivity of the metamaterial which is connected
to the host medium refractive index (Fig. 5.5 and 5.6), on the microscopic
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level, this is the result of plasmon-plasmon interactions within the nanorod
array [18, 30, 31]. The intensity figure of merit (FoMI) is proportional to
(∆R/R0)/∆n and can be directly observed in Fig. 5.9. Depending on the
wavelength and AOI, FoMI can be as high as 25,000, significantly higher
that any LSP- and SPP-based [28] sensors (Fig. 5.9(i)). Both FoMI and
FoMλ can be further tailored and enhanced with geometrical parameters
of the transducer, with FoMλ reaching up to 300 has been experimentally
demonstrated [16].
5.5.2 Sensing variations in the imaginary part of the
refractive index
Turning to the impact of the absorption variations on the metamaterial trans-
ducer response, Fig. 5.10(a)-(c) show the reflectance variations for different
wavelengths and angles of incidence for TM-polarized incident light with
changes in the imaginary part of the refractive index of either the super-
strate (∆nsup), the host medium (∆nh), or both simultaneously (∆nb). Sim-
ilar to changes in the refractive index (Fig. 5.9(a)-(c)), the sensitivity of the
transducer originates from the modal dispersion of the metamaterial slab.
Interestingly, an increase in the absorption leads to an increased reflection
for some angles, while others behave oppositely. Again, an increased sensi-
tivity is observed for higher mode order moving from q = 1 to 3, with the
decreased sensitivity for the q = 4 mode due to losses (Fig. 5.10(d)).
Similarly to the nonabsorbing case, the mode with the highest FoMI (q =
3) depicted in Fig. 5.10(d), showed a resonant shift of more than 700 nm/RIU,
while the q = 1 mode exhibits the highest resonant shift reaching values close
to 4,000 nm/RIU. Tracking the q = 3 mode at various AOI (Fig. 5.10(e)),
its sensitivity is enhanced around both 20◦ and 85◦, where the mode is leaky.
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Figure 5.10: Spectral and angular dependencies of the intensity figure of merit
(FoMI) with the changes of the absorption (∆n = 0.002i) of superstrate (a),
host medium (b) and both (c), for TM-polarization. Superstrate light line is also
shown (white dashed line). Colour scale is the same to enable comparison. (d)
Cross-sections of (a)-(c) at normal incidence. (e) Cross-sections of (a)-(c) tracking
the q = 3 mode (horizontal dashed lines) at 1.7 eV. (f) Cross-sections of (a)-(c)
at angles where highest sensitivity is observed (vertical dashed lines). All images
were acquired from EMT approximation.
The FoMλ of the q = 3 mode in Fig. 5.10(d) is close to 167, similar to the
nonabsorbing analytes discussed in Section 5.5.1. However, its FoMI reaches
a value of almost 1,000, or at least twice higher than the corresponding one in
Fig. 5.9(g) for the same mode (q = 3) since the influence of the imaginary part
of the permittivity on reflection is stronger than the real one. The highest
FoMI in Fig. 5.10(f) exceeds 24,000, which is a significant 25% higher than
the TM-FoMI for sensing nonabsorbing analytes (Fig. 5.9(i)).
5.5 Numerical examination 195
5.5.3 The effects of refractive index variations in Au
Lastly, the dispersive sensitivity of the metamaterial for refractive index vari-
ations of the Gold nanorods (∆nAu) was investigated. These can be induced
either optically, via the Kerr-type nonlinearity of the metal, or via thermo-
optical effects. Fig. 5.11(a), (b) depict the reflectance variations when either
the real or the imaginary part of the refractive index of Au varies. Note that
the variations were set to be wavelength independent, which would corre-
spond to different electronic/lattice temperatures at different wavelengths,
to allow for comparison with the previous section but without altering the
generality of the results. The sensitivity is smallest below the superstrate
light line. More specifically, low-q modes exhibit lower sensitivities compared
to high-q modes, located close to 2 eV. Again, material losses at higher fre-
quency eventually limit the sensitivity of these modes as well. Interestingly,
the sensitivity observed here is smaller than those resulting from changes
in either host medium or superstrate discussed above. Examining again the
mode with the highest sensitivity (q = 3) at normal incidence as shown in
Fig. 5.11(c), (d), one can clearly see that FoMI is approximately one order of
magnitude less than for the scenarios in Fig. 5.9(g) and 5.10(d). The FoMλ
of the aforementioned mode to Au permittivity variations is 168, very close
to FoMλ observed for sensing of the analytes above. At the same time, the
intensity figure of merit for Au permittivity modification is much smaller
than for the sensing of analytes giving a maximum value of only 1,200 (Fig.
5.11(e)). It should be mentioned that the resonant shift per RIU is only a
few nm regardless of the mode chosen; a result that applies for variations in
both the real and imaginary part of the refractive index of Au.
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Figure 5.11: Spectral and angular dependencies of the intensity figure of merit
(FoMI) with the changes of (a) refractive index and (b) absorption of Au for TM-
polarization. Superstrate light line is also shown (white dashed line). Colour scale
is the same to enable comparison. (c) Cross-sections of (a)-(b) at normal incidence.
(d) Cross-sections of (a)-(b) tracking the q = 3 mode (horizontal dashed lines) at
1.7 eV. (f) Cross-sections of (a)-(b) at angles where highest sensitivity is observed
(vertical dashed lines). All images were acquired from EMT approximation.
5.6 Summary
In conclusion we have analysed, both analytically and numerically, the per-
formance of a metamaterial transducer in sensing applications varying dif-
ferent geometrical and optical parameters such as the refractive indices of
host medium, superstrate and Au as well as the filling factor and height of
nanorods. The main results can be summarized as follows
1. The analytical model showed the increased refractive index sensitiv-
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ities for higher-order modes (q) and decreasing thickness (l) of the
transducer. The dependence in thickness for TE-polarization was less
pronounced due to the absence of the extraordinary electric field com-
ponent. The numerical model captured the same trend as long as the
excited modes were away from the resonant absorption associated with
ordinary modes of the metamaterial.
2. The sensitivity to the changes in the refractive index of a host medium
was much stronger than that of the superstrate refractive index, con-
firming the important role of the interaction between plasmonic res-
onances of the nanorod assembly in the sensing performance of the
metamaterial (Fig. 5.12). Furthermore, the sensitivity was increased
when sensing changes in the analyte’s absorption. The sensing capabil-
ities of the metamaterial to changes in the refractive index of Au were
shown to be more modest. Interestingly, in certain configurations, both
TE (Fig. 5.12(a)) and TM (Fig. 5.12(b)) modes of the metamaterial
transducer have comparable sensitivities, opening up opportunities for
polarization multiplexing in sensing experiments.
3. Finally, the metamaterial transducer is shown to provide enhanced
sensing performance compared to both SPP and LSP-based geome-
tries presented in the literature to date, both in terms of FoMλ,I and
nm/RIU characteristics achievable. The above conclusions are valid in
the hyperbolic dispersion regime and may be modified if the operating
wavelength overlaps the ENZ regime of the metamaterial dispersion.
The results can be used as a design strategy to enhance flexibility of ultrasen-
sitive transducers for bio- or chemical sensors or nonlinear photonic devices
based on plasmonic hyperbolic metamaterials.
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Figure 5.12: Highest FoMI for the real and imaginary refractive index variations
of the different materials considered in this Chapter, for (a) TE and (b) TM-
polarization.
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Chapter 6
Optimizing Strontium
Ruthenate thin films for
near-infrared plasmonic
applications
Several new plasmonic materials have recently been introduced in order to
achieve better temperature stability than conventional plasmonic metals and
control field localization with a choice of plasma frequencies in a wide spectral
range. Here, we fabricated and studied low surface roughness (001) SrRuO3
thin films suitable for plasmonic applications. The films of different optical
parameters were obtained by pulsed laser deposition. The influence of dif-
ferent oxygen pressures (20 – 300 mTorr) during deposition on structural,
electrical and optical properties of thin films was examined and elucidated
the relationship between charge carrier dynamics and optical constants in
the near-infrared spectral range. The obtained results indicate the suitabil-
ity of SrRuO3 thin films for plasmonic applications with controlled plasma
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frequency and epsilon-near-zero wavelength in the 324 - 392 nm and 1.11 –
1.47 µm spectral range, respectively.
Note: This Chapter was a joint effort with Laurentiu Braic. Fabrication and
electrical characterization was done by him.
6.1 Introduction
Plasmonic nanostructures and metamaterials open up unprecedented pos-
sibilities to control and manipulate light at the nanoscale [1]. Plasmonic
phenomena originate from the collective oscillations of free electrons inter-
acting with electromagnetic field near the surface and require materials with
high concentration of free electrons and low loss, such as Ag and Au met-
als. Modern technological requirements on the physical and chemical proper-
ties of plasmonic materials, such as high temperature stability, compatibility
with CMOS semiconductor processing to name but a few, have stimulated
a search for alternative plasmonic media [2, 3]. Plasmonic properties of ITO
and doped-ZnO conductive oxides and TiN nitrides have already been demon-
strated [4, 5].
SrRuO3 (SRO) is a material with perovskite crystal structure that ex-
hibits orthorhombic symmetry at room temperature as demonstrated in Fig.
6.1(a). This results when the Sr-O bond length is less than two times the
Ru-O one, allowing the rotation of the Ru-O6 octahedra. It is the rotation
of the Ru-O6 octahedra which produces the orthorhombic unit cell of Fig.
6.1(a). At room temperature, the lattice constant is a = 5.5670 A˚, b = 5.5304
A˚ and c = 7.8446 A˚, along the [100], [010] and [001] crystallographic direc-
tions, respectively [8]. At higher temperatures the crystal lattice becomes
more symmetrical achieving tetragonal and cubic formations at 547 ◦C and
6.1 Introduction 206
Figure 6.1: (a) Schematic presentation of the orthorhombic unit cell of SrRuO3
at room temperature. The thick solid lines correspond to the pseudocubic unit
cell. The lattice constant along the [100], [010] and [001] directions is 5.5670 A˚,
5.5304 A˚ and 7.8446 A˚, respectively. Adapted from [6]. (b) Band structure of SRO
in a cubic perovskite crystal structure. The origin of the energy axis is the Fermi
energy. Adapted from [7].
677 ◦C, respectively [9]. Fig. 6.1(b) demonstrates the band structure of SRO
with cubic symmetry. The band structure is split into 3 regions; the Sr d or-
bital character above the Fermi energy (set at the origin of the energy axis),
the Ru d orbital character around the Fermi energy, and the O p orbital
character below the energy gap [7].
Although SRO properties are investigated for more than 50 years [10],
the milestone manuscript that brought them to the fore was the fabrication
of epitaxial single-crystal thin films by Eom et al. in 1992 [11]. After this,
a plethora of fabrication methods have been proposed such as pulsed laser
deposition (PLD) [12], magnetron sputtering [13], spin coating [14], or metal
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organic chemical vapour deposition (MOCVD) [15] among others. Some of
the most important characteristics of SRO are the high thermal and electrical
conductivity, and high thermal and chemical stability (up to 1200 K in oxidiz-
ing or inert-gas atmospheres) [16]. For these reasons SrRuO3 is widely used
as electrode material for semiconductors and ferroelectric devices [17,18], and
can be grown on Si substrates [19] or used as a standard substrate for the epi-
taxial growth of SrTiO3 and other functional materials [20–23]. Additionally,
It is used in heterostructure electronic devices as buffer layer for deposition of
high-temperature superconductors and ferroelectric materials [18,24]. It has
also recently been shown how SrRuO3/SrTiO3/SrRuO3 thin film capacitors
can be a potential candidate for dynamic random access memory (DRAM)
applications [25].
SrRuO3 exhibits carrier dynamic similar to that of the cuprate supercon-
ductors [26–28]. The mid-infrared optical conductivity is a common feature
of all ruthenium oxides, including SrRuO3 [29–32]. In general, the exper-
imental results for itinerant electron systems on the kinetic energy of the
electrons, as derived from optical conductivity data are in good agreement
with band-structure calculations with the deviations due to strong spin-orbit
coupling, which are specific for many inter-metallic compounds with d and
f electrons [33]. Considering the above described electronic properties, this
Chapter examines the potential of SrRuO3 thin films for plasmonic applica-
tions in the near-infrared spectral range, including optical telecommunication
frequencies. Here, it is shown that the optical properties of the films can be
controlled via growth conditions changing oxygen pressure during film deposi-
tion, and the epsilon-near-zero1 (ENZ) condition can be controllably achieved
1Generally, the ENZ is used for anisotropic materials like the one examined in Ch.
4 and 5. Here SRO is isotropic so its ENZ corresponds to the critical point where the
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in the wavelength range 1.11 - 1.47 µm, so that a negative permittivity and
plasmonic behaviour are observed at longer wavelengths.
6.2 Experimental details
All SrRuO3 thin films were deposited by PLD (Neocera Pioneer 120 sys-
tem) from a sintered SrRuO3 target on (001)-oriented single crystal MgO
substrates (Crystal GmbH, Berlin). The thin film deposition process was op-
timized to manufacture films with the best crystalline structure and electrical
conductivity [34]. Therefore, during the deposition the substrate temperature
was kept at 700 ◦C, while the oxygen pressure was varied between 20 and
300 mTorr. Detailed description of the thin film deposition process can be
found elsewhere [34]. All films were analysed ex-situ in open atmosphere, at
room temperature.
A X-ray diffraction system (Brucker D2 Phaser), equipped with a graphite
monochromator coupled with a scintillation counter detector using Cu Kα
radiation (λ = 1.5405 µm) was used in the Bragg-Brentano mode in or-
der to investigate the crystallographic structure and phase composition of
the films. Atomic force microscopy (AFM) was performed on a Brucker IN-
NOVA instrument. The film thickness of all samples measured using a Dektak
150 surface profiler was (100 ± 5) nm. The electrical resistivity and charge
carrier concentration and mobility of the films were investigated by Ecopia
HMS-3000 Hall measurement system with Van der Pauw geometry at 0.55 T
magnetic field, using soldered indium contacts.
The optical characterisation of the films was done using a Horiba Jobin-
Yvon Uvisel 2 ellipsometer (read Section 3.7.2). Phase-modulation reflection
isotropic permittivity crosses zero.
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ellipsometry was used for all measurements at a 70◦ angle of incidence while
the signal was acquired from an elliptical spot 2 mm x 0.7 mm in size. After
the acquisition, the data were post-processed to determine optical parameters
of the films in the wavelength range of 300 – 2000 nm. The MgO substrate
optical constants [35] and thickness of SrRuO3 were considered known and
only the refractive index was fitted via the Levenberg-Marquardt minimiza-
tion algorithm [36]. No pre-defined function (Drude, Tauc-Lorentz etc.) was
used for the determination of the optical constants of SrRuO3; they were all
directly fitted to the experimental data via the “point-by-point” method.
6.3 Results and discussion
This Section describes the main outcomes from the electrical and optical
characterization of SRO thin films under different oxygen pressures. We begin
with AFM analysis to determine the mean roughness of the films and X-ray
diffraction (XRD) for the inspection of inclusions. Subsequently, various elec-
trical and optical characteristics are compared at different oxygen pressures,
such as the change of carrier concentration, carrier mobility, permittivity and
epsilon-near-zero (ENZ) energy. Lastly, the properties of SRO are compared
with other standard metals to dictate the advantages/disadvantages of each
one for plasmonic applications.
6.3.1 AFM and XRD analysis
Let us begin by investigating the roughness a 100 nm thick SRO film grown
on MgO (001) substrate. Fig. 6.2(a) represents the AFM pattern of a 3 x 3
µm2 SRO surface. The highest peak is 8.3 nm while the green line corresponds
to the cross-section shown in Fig. 6.2(b). The root mean square (RMS) of the
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surface is 0.92 nm. From the above, it is evident that the film is very smooth
making it suitable for optical applications where the roughness needs to be
minimal. The same results were reproduced many times, for different SRO
films, with RMS never exceeding 3 - 4 nm (not shown).
Figure 6.2: (a) AFM pattern showing the roughness of a 100 nm thick SRO layer.
Analysed surface is 3 x 3 µm2 while the RMS roughness is 0.92 nm. The green
line corresponds to the cross-section shown in (b). (c) XRD diagrams of SRO films
grown on MgO (001) substrates at oxygen pressures varying from 20 - 300 mTorr.
Arrows show various crystallographic directions of SRO and RuO2.
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The XRD diagrams, for samples grown at oxygen pressures varying from
20 - 300 mTorr, are demonstrated in Fig. 6.2(c). The arrows show critical
angles at which characteristic intensity peaks are observed due to SRO or
RuO2 contribution. All films exhibit a predominant (001) orientation; in the
samples deposited at high oxygen partial pressures (100 – 300 mTorr) inclu-
sions of SRO (112) and (123) are more pronounced while the formation of
RuO2 (211) and (310) can be observed. We thus conclude that low oxygen
pressure samples (< 100 mTorr) have a better crystalline structure with less
inclusions.
6.3.2 Electrical and optical characterisation of SRO
As already mentioned, the optical constants of SrRuO3 films were determined
via direct fitting to the experimental data. In order to understand the nature
Figure 6.3: Real (a) and imaginary (b) permittivity of SrRuO3 as obtained from
100 nm thick film on MgO substrate grown at 100 mTorr oxygen pressure. The
data are fitted with the Drude-Lorentz oscillator of Eq. (6.1). Gray regions depict
the NIR regime (< 1.4 eV). Insets show the NIR response corresponding to the
greyed areas.
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of the optical properties, the spectral dependence of the permittivity was
fitted using the Drude model with a Lorentz-type oscillator to account for
the interband transition in ruthenate materials [31]. The fitting expression
will then have the form





ω2 − ω20 + iωΓ2
(6.1)
where high-frequency εb is the background permittivity, ωp is the plasma
frequency, ω0 is the frequency of the interband transition, A is a constant,
and Γ1 and Γ2 are the damping frequencies for the free and bound electrons,
respectively.
The free parameters of the aforementioned equation were then fitted to
the measured data. As an example, Fig. 6.3 shows the experimental and fitted
optical constants for the film prepared at 100 mTorr oxygen pressure. The
best fit (Fig. 6.3) was obtained for εb = 2.67, ωp = 3.41 eV, A = 6.98 eV,
ω0 = 3.38 eV, Γ1 = 0.98 eV and Γ2 = 3.23 eV; the goodness of fit was χ
2
= 1.33. The obtained spectral dependencies show that in the near infrared
(NIR) regime (< 1.4 eV), the Drude part of the permittivity dominates,
describing well the spectral behaviour of both the real and imaginary part of
the SRO film dielectric constant (insets of Fig. 6.3). As wavelength increases,
Re(εSRO) reaches the ENZ frequency at 0.84 eV (1470 nm), so that for the
photon energies below the ENZ frequency, Re(εSRO) becomes negative in
the measured spectral range up to 0.62 eV (2000 nm). Conversely, for the
same wavelength range, losses (i.e. Im(εSRO)) increase monotonously. In the
UV-VIS spectral range (> 1.4 eV), a non-monotonous behaviour is observed
which is related to the interband transition resonance, in good agreement
with [30]. The free parameters were re-evaluated for all the other films and
showed a similar agreement with the optical response of Fig. 6.3. Appendix
6.3 Results and discussion 213
D has the cumulative results of all the characterized films.
Continuing the investigation of SRO films, Fig. 6.4 depicts the corre-
sponding electrical and optical measurements. All the studied films exhibit
n-type conductivity and ohmic transfer function. The electron concentration
(Fig. 6.4(a)) decreases with increasing pressure, hinting at the influence of
trapped charges, produced by defects in the thin films or at the film/substrate
interface. At the same time, the electron mobility (Fig. 6.4(b)) is the largest
for the deposition pressures about 40 – 50 mTorr, while drops sharply for low
oxygen pressures and slowly decreases for larger ones.
The plasma frequency extracted from the fitted experimental data (Fig.
6.4(c)) decreases with the pressure following the trend of the measured elec-
tron concentration. The slight fluctuations of the plasma frequency are prob-
ably related to the free-charge trapping on the defect states modified in
different growth conditions. It is interesting to note that the charge carrier
concentration in the studied SRO films is on average approximately 10 times
higher than that of Au or Ag, while the carrier mobility is about 100 times
lower. Comparing the electron concentrations and plasma frequencies of the
SRO and plasmonic metals, one can notice the increased effective electron
mass in SRO as should be expected [37, 38]. The crossover (ENZ regime)
from dielectric (positive permittivity) to plasmonic (negative permittivity)
behaviour takes place in the spectral range 0.84 – 1.12 eV, depending on the
oxygen pressure (Fig. 6.4(c)). For all the studied films, plasmonic behaviour
is observed in the infrared spectral range. In this spectral range, the absorp-
tion (Im(εSRO)) is comparable to that of Au for the films deposited at higher
than 75 mTorr oxygen pressures.
The optical response corresponds well to the electric properties (Fig.
6.4(d)) with the decreased Re(εSRO) for low pressures below 100 mTorr cor-
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responding to the increased carrier concentration and, thus, stronger free-
electron contribution in Eq. (6.1). The decrease in mobility (i.e. increased
scattering) can be attributed to the increasing Re(εSRO) for pressures lower
than 40 mTorr. It should be noted that DC and optical-frequency scattering
loss may not necessarily be the same. Nevertheless, the electron concentra-
tion is high enough to provide negative permittivity at infrared wavelengths
Figure 6.4: Dependence on oxygen pressure of (a) carrier concentration, (b) car-
rier mobility, (c) plasma frequency (ωp) and ENZ frequency, (d) real and (e) imag-
inary parts of the dielectric constant of the 100 nm thick SrRuO3 films. The stan-
dard deviation for carrier density, carrier mobility, ωp and ENZ is 0.57, 0.46, 0.25
and 0.1 respectively.
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for all deposition parameters. The optical losses (the imaginary part of the
dielectric constant), have decreasing trend on the deposition pressure (Fig.
6.4(e)), again in agreement with the electron concentration and the Drude-
Lorentz model (Eq. (6.1)). This behaviour is increasingly pronounced for
longer wavelengths where the free-electron (Drude) part of permittivity be-
comes dominant.
6.3.3 Comparison of SRO with the optical constants
of noble plasmonic metals
The motivation for this section is to compare the optical properties, dis-
cussed previously, with the optical constants of Au, Ag and Al which are the
standard metals used in plasmonics. This will allow us to dictate the superi-
ority/inferiority of each material for specific applications. In Section 6.3.2, it
was shown that the best crystalline structure of SRO films can be achieved
at oxygen pressures close to 75 mTorr, as a result the SRO permittivity at
this pressure will be compared.
Let us start by plotting the real and imaginary parts of permittivity for
each material. Fig. 6.5(a) shows that for all the wavelengths, especially far
from the interband transition regime, |Re(εSRO)|  |Re(εAu,Ag,Al)|. Addi-
tionally, the absorption of Au and Ag has comparable values with SRO and
only Al shows significantly higher absorbing behaviour (Fig. 6.5(b)). All these
lead to the result that SRO does not have better optical properties due to
the enhanced dissipation of plasmonic modes.
However, in order to have a broader view, it is important to investigate
these materials in more detail. For that, the core characteristics of each ma-
terial are summarized in Table 6.1. SRO is a less scarce material than Au
or Ag which makes it cheaper. At the same time its weight is approximately
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Figure 6.5: Real (a) and imaginary (b) permittivity of SRO, Au, Ag and Al.
Notice that |Re(εSRO)|  |Re(εAu,Ag,Al)| for pretty much all the wavelength range.
At the same time absorption of Au and Ag is comparable to the one of SRO and
only Al exhibits significantly higher values.
four times lighter than Au and 2 times lighter than Ag which might not be
important when small structures are fabricated but will have an impact if
mass production is taken into consideration. Another key-factor is the melt-
ing point; SRO’s melting point is at 2302 ◦C [44] when Au, Ag and Al have a
melting point varying from 660 ◦C to 1064 ◦C. Applications in which temper-
SRO Au Ag Al
Bulk melting point 2302 ◦C [39] 1064 ◦C [39] 962 ◦C [39] 660 ◦C [39]
Thin film melting point - 600 ◦C [40] 527 ◦C [41] 550 ◦C [42]
Density 4.7 g/cm3 19.3 g/cm3 10.5 g/cm3 2.7 g/cm3
Price Cheap Expensive Expensive Cheap
Abundance High Low Low High
Table 6.1: General characteristics of SRO, Au, Ag and Al.
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Figure 6.6: Comparison of refractory plasmonic materials with metals such as
Au, Ag and Al. The crossover wavelength corresponds to ENZ where the material
becomes plasmonic. Image adapted from [43]. The SRO has been manually added
to enable comparison.
ature can locally reach very high values, such as nano-antennas, plasmonic
metals will loose their thermal stability while SRO not. SRO is also compat-
ible with and used in standard semiconductor technology and provides high
temperature stability to up to 1200 K needed in many plasmonic applications,
such as heat-assisted magnetic recording [45].
Over the last years, there has been a growing interest in the field of plas-
monics for materials with high melting point and chemical stability, known as
refractory plasmonics [43]. Fig. 6.6 demonstrates the melting point gap be-
tween refractory materials, with melting point higher than 2000 ◦C, and con-
ventional metals (blue circles). SRO has approximately 700 ◦C lower melting
point that other refractory materials but at the same time it has the smallest
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imaginary part of permittivity at 1000 nm. Additionally it is the only mate-
rial with such a high crossover (ENZ) wavelength that, as it is shown in this
Chapter, can be adjusted all the way up to telecommunication frequencies.
6.4 Summary
In this Chapter, SrRuO3 thin films on MgO (001) substrate were fabricated
by pulsed laser deposition at different oxygen pressures. The influence of the
oxygen pressure (20 – 300 mTorr) on structure, charge carrier dynamics and
optical properties were investigated. The main results are the following
1. Atomic force microscopy showed minor roughness of films, with RMS
never exceeding 4 nm, making them suitable for plasmonic applications.
The X-ray diffraction revealed that the best crystalline structure, char-
acterized by the absence of extra phases or directions of growth, was
obtained at the oxygen deposition pressures below 100 mTorr.
2. The investigated films exhibit plasmonic behaviour in the near-infrared
spectral range with the plasma frequency at 324 - 392 nm and epsilon-
near-zero pattern at 1.11 – 1.47 µm, depending on the deposition condi-
tions. Oxygen pressure of 100 – 200 mTorr provides best electronic and
optical properties, in this range of deposition parameters, for plasmonic
applications of the films.
3. The electron density decreases with the increasing pressure, hinting at
the influence of trapped charges, produced by defects in the thin films
or at the film/substrate interface. The impact of the defects can also be
mapped in the optical constants of SrRuO3 at various oxygen pressures.
6.4 Summary 219
4. The permittivity of SrRuO3 is inferior to noble metals such as Au,
Ag or Al meaning that the dissipation of optical modes is expected to
be more pronounced. However, SrRuO3 is a more abundant, cheaper
and light material than most metals. Additionally, its melting point
is 2302 ◦C which is at least 1000 ◦C higher than any noble plasmonic
metal. It is this property which makes SrRuO3 a better candidate for
high temperature applications such as nano-antennas or heat-assisted
magnetic recording.
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Conclusions and future work
Conclusions
This research work examined the optical behaviour of various plasmonic
metamaterials with extreme anisotropy. Although the results cover a wide
range of applications, from life to computer sciences, our guidance was not
solely the applicability but mainly our scientific curiosity to explain and un-
derstand optical phenomena. The main results can be summarized as follows
• We theoretically proposed and experimentally verified the behaviour
of bulk plasmon-polaritons in planar anisotropic metamaterial waveg-
uides. Unlike to TE-polarized modes which have typical dielectric re-
sponse, it was shown that the spectral range of TM-polarized hyper-
bolic waveguided modes is bound from the high-frequency side by the
effective plasma frequency of the metamaterial. These modes have neg-
ative group velocity and unusual high frequency cut-off with no cut-off
for high propagation constants, limited only by the Brillouin zone of
the metamaterial realisation. The negative group velocity as well as its
dispersion can be controlled by varying the anisotropy of the metama-
terial. For the nanorod metamaterial studied here, TM modes exhibited
slow light response with group velocity down to only 3% of the speed
of light and had group velocity dispersion as low as 0.02 ps2/mm.
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• We examined geometry and refractive index sensing with hyperbolic
matamaterials and provided general strategies for the optimization of
the sensing response. Refractive index variations of the host medium
resulted to at least 2 orders of magnitude increased sensing compared
to superstrate variations. Additionally, sensing was more pronounced
for higher-order unbound and leaky modes of the metamaterial sensor.
The impact of the transducer’s thickness showed a significant increased
sensing for the thinner metamaterial layers as long as modes were sup-
ported by the structure and TM-polarization was considered. These
results can be used as a general rule for the design and implementation
of new ultrasensitive devices for chemo- and biosensors.
• We explored and optimized Strontium Ruthenate thin films for near-
infrared plasmonic applications. The average roughness of such films
was only 4 nm make them suitable for optical techniques. The best
crystalline structure, characterized by the absence of extra phases, was
acquired for oxygen pressures below 100 mTorr. All films exhibited
tunable plasmonic behaviour in the near-infrared range with the plasma
frequency at 324 - 392 nm and epsilon-near-zero pattern at 1.11 – 1.47
µm, depending on the deposition conditions.
Future work
Many of the research topics in the current thesis allow future work and anal-
ysis. The theoretical and experimental demonstration of low group velocity
waveguided modes opens the possibility to achieve similar effects with other
mode excitations. For example, when a porous AAO layer is structured on
top of a thin Au slab, it is possible to control the SPP behaviour via ge-
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ometry similarly to the work presented here. Regardless the case, achieving
slow light in nanorod metamaterial waveguides opens new possibilities for
deep-subwavelength sensors, high-speed optical processing, telecommunica-
tion networks and optical data storage components. Furthermore, the fact
that ENZ becomes the upper cut-off frequency limit for low filling factors,
forces all the modes to converge at a single frequency allowing multimode ex-
citation and high density of states enhancing light absorption and emission.
The general approach of the sensing response with Au nanorod metama-
terials was to provide a universal method for the optimization of the sensing
capabilities with similar structures. The results can be used as a design strat-
egy to enhance flexibility of ultrasensitive transducers for bio- or chemical
sensors or nonlinear photonic devices based on plasmonic hyperbolic meta-
materials. The outcomes shown that absorption plays an equally important
role in sensing with respect to variations of the real part of the refractive
index. This opens a new way to effectively manipulate the sensing response
in such media. Additionally, both TE and TM-modes shown comparable sen-
sitivities, opening up opportunities for polarization multiplexing in sensing
experiments.
The optimization of Strontium Ruthenate (SRO) thin films showed their
suitability for near-infrared plasmonic applications. The adjustable epsilon-
near-zero (ENZ) makes SRO a promising ENZ component in the near-infrared
spectral range which is difficult to achieve with conventional plasmonic met-
als. A significant advantage of SRO is the high melting point which catego-
rizes it in the refractory plasmonics branch. As a result it is stable at very
high temperatures close to 1200 K, where conventional metals like Au or Ag
are not, making it attractive for metamaterial-based ideal absorbers, heat
generating nanostructures or heat-assisted magnetic recording. We are cur-
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rently working on another promising material which is TiN thin films. This
material exhibits 2 ENZ, one in the far-visible and the other in infrared,
which can both be controlled by deposition conditions. Similarly to SRO, it
is stable at high temperatures so all the aforementioned applications are ap-
plicable here as well. The controllable double ENZ allows applications such
as supercoupling effect, realization of delay lines and radiation directivity, to




This appendix examines the case of electrons bounded to the nucleus. The
unbounded case is a simplified view and can be directly derived once the
bounded solution is known. Apart form the force due to acceleration, there
are three more forces contributing to electron’s motion. Firstly, from the
classical point of view, electron and nucleus have a spring-like connection
obeying Hooke’s law. Thus the restoring spring force will be FH = −kr,
where k is Hooke’s constant which is proportional to the resonant frequency




e is the effective electron mass). Secondly, it is
assumed that electrons oscillate in a viscous fluid. As a result, there is a
viscous force given from Fd = −m∗eγυ, where γ is the damping coefficient
due to radiative damping of electrons. Thirdly, the electric field creates an
electric force of the form Fe = eE = eE0e
−iωt, where E0 is the amplitude of
the electric field. Taken all these forces into account, Newton’s second law
becomes
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In order to find the total solution of Eq. (A.1) the homogeneous and inho-
mogeneous solutions must be found.
A.1 Homogeneous solution
The homogeneous solution is derived by solving Eq. (A.1) with the right
hand side to be zero. The solution will be of the form c1e
ρ1t+ c2e
ρ2t where c1,
c2 are free parameters found from problem’s initial conditions and ρ1, ρ2 are








Although this is a totally acceptable solution, it tends to zero very fast re-
gardless the combination of c1 and c2. Its lifetime is typically in the range
of few ps so the system is homogeneously relaxed for all times above that
range.
A.2 Inhomogeneous solution
For the inhomogeneous case, we use the ansatz r(t) = r0e
−iωt. Replacing this





0 − ω2 − iωγ)
(A.3)
and thus






0 − ω2 − iωγ)
(A.4)
If the number of the effective electrons per unit volume is n∗e, then polariza-
tion will be p = en∗er(t) = en
∗
er0e
−iωt. Taking into account that the electric
field is E = E0e













is the effective plasma frequency.
In case we need to examine the unbounded electron model the restoring
force should be omitted (ω0 = 0) while the effective mass of the electrons
and the damping coefficient should now be replaced by the free electron mass
(me) and the damping frequency (Γ), respectively. This leads to a simplified









is the free plasma frequency.
Appendix B
Surface plasmon polaritons at
plane interfaces
In the current appendix we derive the dispersion relation for an SPP between
two semi-infinite planar materials. An electromagnetic wave, inside a material
with relative dielectric constants (ε1, µ1), reaches the interface of another
material with relative dielectric constants (ε2, µ2). Both polarizations are
examined as shown in Fig. B.1.
B.1 TM-polarization
In this case, the material (ε1, µ1) is considered to be isotropic with µ1 = 1,
while the material (
∼
ε2, µ2) is anisotropic of the form
∼
ε2 = (εxx, εyy, εzz)
ᵀ
and µ2 = 1. The off-diagonal elements of permittivity tensor are zero. For
TM-polarized waves, the fields of the two media j = 1 and j = 2 will be
Ej = (Exj, 0, Ezj)
ᵀei(kxjx∓kzjz−ωt), j = 1, 2 (B.1)
Hj = (0, Hyj, 0)
ᵀei(kxjx∓kzjz−ωt), j = 1, 2 (B.2)
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Figure B.1: An electromagnetic wave inside a material with relative dielectric
constants (ε1, µ1) reaches the interface of a material with relative dielectric con-
stants (ε2, µ2). The two possible polarized configurations for TM and TE are shown
in (a) and (b), respectively. Both media are considered semi-infinite.
where the ∓kzjz term corresponds to the lower (z < 0) or upper (z > 0)
material (see Fig. B.1).
We start from the macroscopic Maxwell’s equations (in Gaussian units)
with no charge (ρ = 0) or current densities (J = 0)
∇ · (εjEj) = 0, j = 1, 2 (B.3)







Hj, j = 1, 2 (B.4)







εjEj, j = 1, 2 (B.6)
Applying Eq. (B.3) for material (ε1, µ1) we get






⇒ Ex1kx1 − Ez1kz1 = 0 (B.7)
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and for material (
∼
ε2, µ2)






⇒ εxxEx2kx2 + εzzEz2kz2 = 0 (B.8)
Applying Eq. (B.4) for material (ε1, µ1) and knowing that H1 is parallel to
jˆ (unit vector of y-axis) we get














⇒ Ex1kz1 + Ez1kx1 = −ω
c
Hy1 (B.9)
Following exactly the same steps for material (
∼
ε2, µ2)
Ex2kz2 − Ez2kx2 = ω
c
Hy2 (B.10)
Applying Eq. (B.6) for material (ε1, µ1) we have
∇×H1 = −iω
c









i(kx1x−kz1z−ωt) ⇒ Hy1kz1iˆ +Hy1kx1kˆ =
−ωε1
c






where iˆ and kˆ are the unit vectors along the x- and z-axis, respectively.











Assuming no surface charges or currents, the boundary conditions at the
interface will give
(D2 −D1) · nˆ = 0⇒ D2z = D1z ⇒ ε1Ez1 = εzzEz2 (B.15)
nˆ × (E2 − E1) = 0⇒ Ex1 = Ex2 ≡ Ex (B.16)
nˆ × (H2 −H1) = 0⇒ Hy1 = Hy2 ≡ Hy (B.17)
where nˆ is the unit vector normal to the interface. Additionally, using Eq.
(B.15) and (B.17) to Eq. (B.12) and (B.14) we can see that
kx1 = kx2 ≡ kx (B.18)























Finally, dividing Eq. (B.20) with Eq. (B.21) and using the result of Eq. (B.19)
we can derive the dispersion relation of kx in terms of the dielectric functions

















εxx − εxxεzz k2x







Note that for εxx = εzz = ε2 it simplifies to the dispersion relation for
isotropic media. The components kz1 and kz2 can be easily expressed in terms
of permittivities by substituting Eq. (B.22) to Eq. (B.20) and (B.21) respec-
tively.
Since the wavevectors are known, the electromagnetic fields can also be
fully calculated. Let us consider the initial amplitude of the magnetic field
to be H0(= Hy). Then from Eq. (B.11)-(B.14) the electric amplitudes Ex1,
Ez1, Ex2 and Ez1 can be derived. Thus the total fields for material (ε1, µ1)
will be
H1(r, t) = (0, H0, 0)
ᵀei(kxx−kz1z−ωt)






and for material (ε2, µ2)
H2(r, t) = (0, H0, 0)
ᵀei(kxx+kz2z−ωt)








Here, the material (ε1, µ1) is considered to be isotropic, while the material
(ε2,
∼
µ2) is anisotropic of the form
∼
µ2 = (µxx, µyy, µzz)
ᵀ with zero off-diagonal
elements. For TE-polarized waves, the fields of the two media j = 1 and
j = 2 will be
Ej = (0, Eyj, 0)
ᵀei(kxjx∓kzjz−ωt), j = 1, 2 (B.25)
Hj = (Hxj, 0, Hzj)
ᵀei(kxjx∓kzjz−ωt), j = 1, 2 (B.26)
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where the ∓kzjz term corresponds to the lower (z < 0) or upper (z > 0)
material (See Fig. B.1). Applying Eq. (B.5) for material (ε1, µ1) we get







⇒ kx1Hx1 = kz1Hz1 (B.27)
and following the same procedure for material (ε2,
∼
µ2)
kx2Hx2µxx = −kz2Hz2µzz (B.28)
















⇒ kz1Hx1 + kx1Hz1 = ω
c
ε1Ey1 (B.29)
and for material (ε2,
∼
µ2)
kz2Hx2 − kx2Hz2 = −ω
c
ε2Ey2 (B.30)
Applying Eq. (B.4) for material (ε1, µ1) we get


































Like in TM- scenario we assume no surface charges or currents, thus
boundary conditions at the interface give
(B2 −B1) · nˆ = 0⇒ B2z = B1z ⇒ µzzHz2 = µ1Hz1 (B.35)
nˆ × (E2 − E1) = 0⇒ Ey2 = Ey1 ≡ Ey (B.36)
nˆ × (H2 −H1) = 0⇒ Hx2 = Hx1 ≡ Hx (B.37)
Plugging Eq. (B.35) and (B.36) to Eq. (B.32) and (B.34) we can verify the
continuity of kx
kx1 = kx2 ≡ kx (B.38)
























Finally, dividing Eq. (B.40) with Eq. (B.41) and using the result of Eq. (B.39)
we find the dispersion relation of kx as a function of the dielectric function


















ε2µxx − µxxµzz k2x






For the case where µxx = µzz = µ2 it simplifies to the dispersion relation
for isotropic media. Additionally, if µ1 = µ2, kx goes to infinity. This is the
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transmissions inside a layer
To understand the physical meaning of multiple reflections and transmissions
inside a layer we first need to find the time domain response of reflection and
transmission coefficients. Let us start by reshaping Eq. (3.45). We can write
the exponential term as 2k1L1 = ωT , where T = 2L1/υ1 is the time the light
needs to travel twice the thickness of the layer and υ1 is the velocity inside



















where A, B are unknowns (all these will become clear soon). If we set in Eq.
(C.2) z−1 = 1 and z−1 = 0, we can derive two formulas giving A = 1 and











The resulted expression can be expanded in power series of z−1. Having







Let us try to apply Taylor expansion in Eq. (C.3).

















x1 = (1− ρ21)ρ12(−ρ1−11 )x1






x2 = (1− ρ21)ρ22(−ρ2−11 )x2






xn = (1− ρ21)ρn2 (−ρn−11 )xn
The ending result will then be




Reverting back to frequency domain through z−1 = eiωT and knowing that
ρ′1 = −ρ1, τ1 = 1 + ρ1 and τ ′1 = 1 + ρ′1 = 1− ρ1 the reflection will become











In order to calculate the time response of reflection we need to shift








































2δ(t− nT ) (C.7)
Let us try to understand the significance of the above expression; for that
Fig. C.1 will be of assistance. At t = 0 part of the initial light is reflected at
the left interface giving a reflection coefficient of ρ1. At the same time, the
other part is refracted inside the layer with a transmission coefficient of τ1.
After t = T/2 the transmitted light is reflected on the right side of the slab
giving τ1ρ2, which can also be written as τ1ρ2δ(t−T/2). This portion of light
is then reflected backwards and reaches the left side of slab at t = T . The
same process repeats and another portion of light is reflected/transmitted.
This leads to a reflected pulse of τ1ρ2ρ
′
1δ(t − T ) and a transmitted pulse of
τ1τ
′
1ρ2δ(t− T ). Following the same process, the nth pulse transmitted to the






2δ(t−nT ). Summing all the terms we end
up to Eq. (C.7).
Following the same principle, the overall transmission can be derived.
In this case the delta function will be shifted on the right side of the layer
(i. e. nT → nT + T/2). Based on the time progression of the transmission




1 δ(t − nT − T/2).








1 δ(t− nT − T/2) (C.8)
Applying a Fourier transform, to move from time to frequency domain, we
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We can perform a Taylor expansion to the right side of the last equation. Let
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x = eiωT and f(x) = (1 + ρ2ρ1x)
−1 = (1− ρ2ρ′1x)−1.























































Thus Eq. (C.11) is satisfied meaning that Eq. (C.9) and (C.10) are indeed
the same. The results for both the overall time-dependant reflection and
transmission response are important because they state that Eq. (3.45) and
(3.50) are explicit formulas.
Appendix D
Table of SRO fitted
permittivity parameters
Oxygen εb ωp A ω0 Γ1 Γ2
pressure (eV) (eV) (eV) (eV) (eV)
(mTorr)
20 3.24 3.86 7.83 4.16 0.94 2.82
30 3.15 3.55 7.70 3.57 0.70 3.66
40 3.53 3.61 5.25 3.25 0.73 1.79
50 2.92 3.74 7.94 3.74 0.76 3.65
75 3.12 3.26 4.65 2.79 0.72 2.58
100 2.67 3.41 6.98 3.38 0.98 3.23
200 2.09 3.16 7.01 3.41 0.85 3.96
300 2.33 3.22 6.76 3.34 0.86 3.48
Table 1: Best fitted parameters of the Drude-Lorentz permittivity of Eq. (6.1)
with SRO films grown at different oxygen pressures.
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