A new nonlinear conjugate gradient method and an associated implementation, based on an inexact line search, are proposed and analyzed. With exact line search, our method reduces to a nonlinear version of the Hestenes-Stiefel conjugate gradient scheme. For any (inexact) line search, our scheme satisfies the descent condition
Introduction.
We develop a new nonlinear conjugate gradient algorithm for the unconstrained optimization problem min {f (x) : x ∈ n }, (1.1) where f : R n → R is continuously differentiable. The iterates x 0 , x 1 , x 2 , . . . satisfy the recurrence
where the stepsize α k is positive and the directions d k are generated by the rule
Here · is the Euclidean norm, g k = ∇f (x k )
T , and y k = g k+1 − g k ; the gradient ∇f (x k ) of f at x k is a row vector and g k is a column vector. If f is a quadratic and α k is chosen to achieve the exact minimum of f in the direction d k , then d T k g k+1 = 0, and the formula (1.3) for β N k reduces to the Hestenes-Stiefel scheme [22] . In this paper, however, we consider general nonlinear functions and an inexact line search.
As explained in our survey paper [19] , the nonlinear conjugate gradient scheme developed and analyzed in this paper is one member of a one-parameter family of conjugate gradient methods with guaranteed descent. Different choices for the parameter correspond to differences in the relative importance of conjugacy versus descent. The specific scheme analyzed in this paper is closely connected with the memoryless quasiNewton scheme of Perry [30] and Shanno [36] . In particular, the scheme (1.2)-(1.3) can be obtained by deleting a term in the Perry-Shanno scheme. If d k+1 is the direction generated by the new scheme (1.2)-(1.3), then the direction d P S k+1 of the Perry-Shanno scheme can be expressed as
where s k = x k+1 − x k . We observe in section 2 that the d k+1 term in (1.4) dominates the y k term to the right when the cosine of the angle between d k and g k+1 is sufficiently small and f is strongly convex. In this case, the directions generated by the new scheme are approximate multiples of d P S k+1 . The Perry-Shanno scheme, analyzed further in [34, 37, 39] , has global convergence for convex functions and for an inexact line search [36] , but in general, it does not necessarily converge, even when the line search is exact [33] . Of course, the Perry-Shanno scheme is convergent if restarts are employed; however, the speed of convergence can decrease. Han, Liu, and Yin [21] proved that if a standard Wolfe line search is employed, then convergence to a stationary point is achieved when lim k→∞ y k 2 = 0 and the gradient of f is Lipschitz continuous.
Although we are able to prove a global convergence result for (1.2)-(1.3) when f is strongly convex, our analysis breaks down for a general nonlinear function since β N k can be negative. Similar to the approach [13, 20, 38] taken for the Polak-Ribière-Polyak [31, 32] version of the conjugate gradient method, we establish convergence for general nonlinear functions by restricting the lower value of β N k . Although restricting β N k to be nonnegative ensures convergence, the resulting iterates may differ significantly from those of (1.2)-(1.3), and convergence speed may be reduced, especially when f is quadratic. In our restricted scheme, we dynamically adjust the lower bound on β N k in order to make the lower bound smaller as the iterates converge: (1.6) where η > 0 is a constant; we took η = .01 in the experiments of section 5.
For this modified scheme, we prove a global convergence result with inexact line search. When g k tends to zero as k grows, it follows that η k in (1.6) tends to −∞ as k grows when d k is bounded. Moreover, for strongly convex functions, we show that d k is bounded. In this case, where d k is bounded, the scheme (1.5)-(1.6) is essentially the scheme (1.2)-(1.3) when k is large since η k tends to −∞.
Another method related to (1.2)-(1.3) is the Dai-Liao version [7] of the conjugate gradient method, in which β N k in (1.2) is replaced with
where t > 0 is a constant parameter. Numerical results are reported in [7] for t = 0.1 and t = 1; for different choices of t, the numerical results are quite different. The method (1.2)-(1.3) can be viewed as an adaptive version of (1.7) corresponding to
With conjugate gradient methods, the line search typically requires sufficient accuracy to ensure that the search directions yield descent [6, 16] . Moreover, it has been shown [9] that for the Fletcher-Reeves [12] and Polak-Ribière-Polyak [31, 32] conjugate gradient methods, a line search that satisfies the strong Wolfe conditions may not yield a direction of descent for a suitable choice of the Wolfe line search parameters, even for the function f (x) = λ x 2 , where λ > 0 is a constant. An attractive feature of the new conjugate gradient scheme, which we now establish, is that the search directions always yield descent when d T k y k = 0, a condition which is satisfied when f is strongly convex, or the line search satisfies the Wolfe conditions. Theorem 1.
We apply the inequality
to the first term in (1.10) with
Hence, (1.9) follows by our previous analysis. By taking τ = β N k , we see that the directions generated by (1.2)-(1.3) are descent directions when d T k y k = 0. Since η k in (1.6) is negative, it follows that
Hence, the direction given by (1.5) and (1.6) is a descent direction. Dai and Yuan [8, 10] present conjugate gradient schemes with the property that d [8, 10] , the negativity of d
Our paper is organized as follows: In section 2 we prove convergence of (1.2)-(1.3) for strongly convex functions, while in section 3 we prove convergence of (1.5)-(1.6) for more general nonlinear functions. In section 4 we develop a new line search that is both efficient and highly accurate. This line search exploits properties of linear interpolants to achieve rapid convergence of the line search. High accuracy is achieved by replacing the sufficient decrease criterion in the Wolfe conditions with an approximation that can be evaluated with greater precision in a neighborhood of a local minimum. In section 5 we compare the Dolan-Moré [11] performance profile of the new conjugate gradient scheme to the profiles for the L-BFGS (limited memory Broyden-FletcherGoldfarb-Shanno) quasi-Newton method [25, 28] , the Polak-Ribière-Polyak PRP+ method [13] , and the Dai-Yuan schemes [8, 10] using the unconstrained problems in the test problem library CUTE (constrained and unconstrained testing environment) [4] .
Convergence analysis for strongly convex functions.
Although the search directions generated by either (1.2)-(1.3) or (1.5)-(1.6) are always descent directions, we need to constrain the choice of α k to ensure convergence. We consider line searches that satisfy either the Goldstein conditions [14] ,
where 0 < δ 2 < 1 2 < δ 1 < 1 and α k > 0, or the Wolfe conditions [40, 41] ,
where 0 < δ ≤ σ < 1. As in [8] , we do not require the "strong Wolfe" condition |g 
for all x on the line segment connecting x k and x k+1 , where L is a constant. If the line search satisfies the Goldstein conditions, then
If the line search satisfies the Wolfe conditions, then
Proof. For the convenience of the reader, we include a proof of these well-known results. If the Goldstein conditions hold, then by (2.1) and the mean value theorem, we have
where ξ ∈ [0, α k ]. Rearranging this inequality gives (2.4). Subtracting g T k d k from both sides of (2.3) using the Lipschitz condition gives
Since d k is a descent direction and σ < 1, (2.5) follows immediately. We now prove convergence of the unrestricted scheme ( 
That is, there exist constants L and μ > 0 such that
for all x and y ∈ L. 
Proof. Suppose that g k = 0 for all k. By the strong convexity assumption,
Since f is strongly convex over L, f is bounded from below. After summing over k the upper bound in either (2.1) or (2.2), we conclude that
Combining this with the lower bound for α k given in Lemma 2.1 and the descent property (1.9) gives
By Lipschitz continuity (2.7),
Utilizing (2.9) and (1.3), we have
Hence, we have
Inserting this upper bound for d k in (2.10) yields
which completes the proof. We now observe that the directions generated by the new conjugate gradient update (1.2) point approximately in the Perry-Shanno direction (1.4) when f is strongly convex and the cosine of the angle between d k and g k+1 is sufficiently small. By (2.9) and (2.11), we have 
By the bound for β
where c 2 is the constant appearing in (2.12). Combining (2.14) and (2.15), we have
This lower bound for d k+1 and the upper bound (2.13) for the y k term in (1.4) imply that the ratio between them is bounded by c 1 / √ 1 − 2c 2 . As a result, when is small, the direction generated by (1.2) is approximately a multiple of the PerryShanno direction (1.4).
Convergence analysis for general nonlinear functions.
Our analysis of (1.5)-(1.6) for general nonlinear functions exploits insights developed by Gilbert and Nocedal in their analysis [13] of the PRP+ scheme. Similar to the approach taken in [13] , we establish a bound for the change u k+1 − u k in the normalized direction 
Since γ > 0 by assumption, it follows from the descent property, Theorem 1.
Since L is bounded, f is bounded from below, and by (2.2) and (2.5), the following Zoutendijk condition [42] holds:
Again, the descent property yields
Define the quantities
By (1.5)-(1.6), we have
Since the u k are unit vectors,
By the definition of β − k and the fact that η k < 0 andβ N k ≥ η k in (1.6), we have the following bound for the numerator of r k :
Let c denote the expression Γ + 1/ min{η, γ} in (3.3). This bound for the numerator of r k coupled with (3.2) gives
Finally, by squaring (3.5), summing over k, and utilizing (3.1), we complete the proof.
Theorem 3.2. If the level set (2.6) is bounded and the Lipschitz condition (2.7) holds, then for the scheme (1.5)-(1.6) and a line search that satisfies the Wolfe con-
Proof. We suppose that both g k = 0 for all k and lim inf k→∞ g k > 0. In the following, we obtain a contradiction. Defining γ = inf { g k : k ≥ 0}, we have γ > 0 due to (3.6) and the fact that g k = 0 for all k. The proof is divided into the following three steps:
Combining this with (3.7) gives
Again, the Wolfe condition gives
Since σ < 1, we can rearrange (3.10) to obtain
Combining this lower bound for g T k+1 d k with the upper bound (3.9) yields
By the definition ofβ N k in (1.6), we havē
We now insert the upper bound (3.11) for |g 
where Γ is defined in (3.4) , and where C is defined as follows:
Here D is the diameter of L.
II. A bound on the steps s k . This is a modified version of [13, Thm. 4.3] . Observe that for any l ≥ k,
By the triangle inequality,
Let Δ be a positive integer, chosen large enough that Δ ≥ 4CD, (3.16) where C and D appear in (3.13) and (3.14). Choose k 0 large enough that
By Lemma 3.1, k 0 can be chosen in this way. If j > k ≥ k 0 and j − k ≤ Δ, then by (3.17) and the Cauchy-Schwarz inequality, we have
Combining this with (3.15) yields
III. A bound on the directions d l . By (1.5) and the bound onβ N k given in step I, we have
where Γ is the bound on the gradient given in (3.4). Defining
Above, the product is defined to be 1 whenever the index range is vacuous. Let us consider as follows a product of Δ consecutive S j , where k ≥ k 0 :
The first inequality above is the arithmetic-geometric mean inequality, the second is due to (3.18) , and the third comes from (3.16). Since the product of Δ consecutive S j is bounded by 1/2 Δ , it follows that the sum in (3.19) is bounded, and the bound is independent of l. This bound for d l , independent of l > k 0 , contradicts (3.1). Hence, γ = lim inf k→∞ g k = 0. The approach we use to find a point satisfying the Wolfe conditions (2.2)-(2.3) is somewhat different from the earlier work cited. To begin, we note that there is a fundamental numerical issue connected with the first Wolfe condition, (2.2). In Figure  4 .1 we plot F (x) = 1 − 2x + x 2 in a neighborhood of x = 1. The graph, generated by a MATLAB program using a Sun workstation, is obtained by evaluating F at 10,000 values of x between 1 − 2.5 × 10 −8 and 1 + 2.5 × 10
−8
and by connecting the computed points on the graph by straight line segments. The true graph is the parabola in Figure 4 .1, while the computed graph is piecewise constant. When devising an algorithm to minimize a smooth function, we often visualize the graph as smooth. But, in actuality, the computer's representation of the function is piecewise constant. Observe that there is an interval of width 1.8 × 10 −8 surrounding x = 1, where F vanishes. Each point in this interval is a minimizer of the computer's F . In contrast, the true F has a unique minimum at x = 1. The interval around x = 1, where F is flat, is much wider than the machine epsilon 2.2 × 10 −16 . This relatively large flat region is a result of subtracting nearly equal numbers when F is evaluated. In particular, near x = 1, 1 − 2x is near −1, while x 2 is near +1. Hence, when the computer adds 1 − 2x to x 2 , it is, in essence, subtracting nearly equal numbers. It is well known that there is a large relative error when nearly equal numbers are subtracted; the width of the flat interval near x = 1 is on the order of the square root of the machine epsilon (see [15] ). Now consider the function φ(α) = f (x k + αd k ). If φ(0) corresponds to a point in the flat part of Figure 4 .1 near x = 1, then the first Wolfe condition, (2.2), is never satisfied, assuming d k is a descent direction, since the right side of (2.2) is always negative and the left side can be only nonnegative. On the other hand, when we compute with 16 significant digits, we would like to be able to compute a solution to the optimization problem with 16-digit accuracy. We can achieve this accuracy by looking for a zero of the derivative. In Figure 4 .2 we plot the derivative F (x) = This leads us to introduce the approximate Wolfe conditions,
where δ < min{.5, σ}. The second inequality in (4.1) is identical to the second Wolfe condition, (2.3). The first inequality in (4.1) is identical to the first Wolfe condition, (2.2), when f is quadratic. For general f , we now show that the first inequality in (4.1) and the first Wolfe condition agree to the order of α 2 k . The interpolating (quadratic) polynomial q that matches φ(α) at α = 0, and φ (α) at α = 0 and α = α k , is
For such an interpolating polynomial, |q(α) − φ(α)| = O(α 3
. After replacing φ with q in the first Wolfe condition, we obtain the first inequality in (4.1) (with an error term of order α 2 k ). We emphasize that this first inequality is an approximation to the first Wolfe condition. On the other hand, this approximation can be evaluated with greater precision than the original condition when the iterates are near a local minimizer, since the approximate Wolfe conditions are expressed in terms of a derivative, not the difference of function values.
With these insights, we terminate the line search when either of the following conditions holds:
T1. The original Wolfe conditions (2.2)-(2.3) are satisfied.
T2. The approximate Wolfe conditions (4.1) are satisfied and
where k ≥ 0 is an estimate for the error in the value of f at iteration k. For the experiments in section 5, we took
where is a (small) fixed parameter. We would like to satisfy the original Wolfe conditions, so we terminate the line search whenever they are satisfied. On the other hand, when x k+1 and x k are close together, numerical errors may make it impossible to satisfy (2.2). If the function value at α = α k is not much larger than the function value at α = 0, then we view the iterates as close together, and we terminate when the approximate Wolfe conditions are satisfied.
We satisfy the termination criterion by constructing a nested sequence of (bracketing) intervals, which converge to a point satisfying either T1 or T2. A typical interval [a, b] in the nested sequence satisfies the following opposite slope condition:
Given a parameter θ ∈ (0, 1), the interval update rules are specified in the following procedure "interval update." The input of this procedure is the current bracketing interval [a, b] and a point c generated by either a secant step or a bisection step, as will be explained shortly. The output of the procedure is the updated bracketing interval 
The input c for the update routine is generated by polynomial interpolation. The interpolation is done in a special way to ensure that the line search interval shrinks quickly. In Figure 4 .3, where φ is concave, an initial secant step using function values at a and b yields a pointb to the right of the zero. A second secant step using function values atb and b yields a pointā to the left of the zero. On the other hand, if φ is convex as shown in Figure 4 .4, then an initial secant step using function values at a and b yields a pointā to the left of the zero. A second secant step using function values at a andā yields a pointb to the right of the zero. Hence, whether φ is convex or concave, a pair of secant steps, implemented in this way, will update one side of the interval, bracketing the zero, and then the other side. If c is obtained from a secant step based on function values at a and b, then we write
In general, we do not know whether φ is convex or concave. Consequently, the pair of secant steps is generated by a routine denoted secant 2 defined in the following way. We now analyze the convergence rate of the secant 2 iteration. Since the root convergence order [29] of the secant method is (1 + √ 5)/2, the order of convergence for a double secant step is (1 + √ 5) 2 /4. However, the iteration secant 2 is not a conventional double secant step since the most recent iterates are not always used to compute the next iterate; our special secant iteration was devised to first update one side of the bracketing interval and then the other side. This behavior is more attractive than a high convergence order. We now show that the convergence order of secant 2 is 1 + √ 2 ≈ 2.4, slightly less than (1 + √ 5) 2 /4 ≈ 2.6. 
converges to α * . Moreover, the interval width |b k − a k | tends to zero with root convergence order 1 + √ 2. Proof. Suppose that φ (α * ) > 0. The case φ (α * ) < 0 is treated in a similar way. Our double secant step, as seen in Figure 4.4, is   a k+1 = secant (a k , b k ) and b k+1 = secant (a k , a k+1 ) . (4.5) It is well known (e.g., see [3, p. 49] ) that the error in the secant step c = secant (a, b) can be expressed as
where ξ,ξ ∈ [a, b]. Hence, for our double secant step, we have
where C k and D k are constants depending on the second and third derivatives of φ near
Let E k denote the error vector
Given any λ ∈ (0, 1), it follows from (4.6) that there exists a neighborhood N of α * with the property that whenever a k < α * < b k with a k and b k ∈ N , C k and D k are bounded and E k+1 ≤ λ E k . Consequently, the iteration (4.5) is convergent whenever a 0 < α * < b 0 with a 0 and b 0 ∈ N . LetC andD denote the maximum values for C k and D k , respectively, when a k and b k ∈ N , and consider the following recurrence:
In other words, A k and B k generated by (4.7) bound the error in a k and b k , respectively.
Defining the variables
we have
The solution is
Observe that both v 0 and w 0 are negative when a 0 and b 0 are near α.
Hence, the root convergence order is 1 + √ 2. Since
b k − a k converges to zero with root convergence order 1 + √ 2.
Numerical comparisons.
In this section we compare the CPU time performance of the new conjugate gradient method, denoted CG DESCENT, to the L-BFGS limited memory quasi-Newton method of Nocedal [28] and Liu and Nocedal [25] , and to other conjugate gradient methods as well. Comparisons based on other metrics, such as number of iterations or number of function/gradient evaluations, are given in [18] , where extensive numerical testing of the methods is done. We considered both the PRP+ version of the conjugate gradient method, developed by Gilbert and Nocedal [13] , where the β k associated with the Polak-Ribière-Polyak conjugate gradient method [31, 32] is kept nonnegative, and versions of the conjugate gradient method developed by Dai and Yuan in [8, 10] , denoted CGDY and DYHS, which achieve descent for any line search that satisfies the Wolfe conditions (2.2)-(2.3). The hybrid conjugate gradient method DYHS uses
where β HS k is the choice of Hestenes and Stiefel [22] and β DY k appears in [8] . The test problems are the unconstrained problems in the CUTE [4] test problem library.
The L-BFGS and PRP+ codes were obtained from Jorge Nocedal's Web page at http://www.ece.northwestern.edu/∼nocedal/software.html. The L-BFGS code is authored by Jorge Nocedal, while the PRP+ code is coauthored by Guanghui Liu, Jorge Nocedal, and Richard Waltz. In the documentation for the L-BFGS code, it is recommended that between 3 and 7 pairs of vectors be used for the memory. Hence, we chose 5 pairs of vectors for the memory. The line search in both codes is a modification of subroutine CSRCH of Moré and Thuente [27] , which employs various polynomial interpolation schemes and safeguards in satisfying the strong Wolfe line search conditions.
We also manufactured a new L-BFGS code by replacing the Moré-Thuente line search with the new line search presented in our paper. We call this new code L-BFGS * . The new line search would need to be modified for use in the PRP+ code to ensure descent. Hence, we retained the Moré-Thuente line search in the PRP+ code. Since the conjugate gradient algorithms of Dai and Yuan achieve descent for any line search that satisfies the Wolfe conditions, we are able to use the new line search in our experiments with CGDY and with DYHS. All codes were written in Fortran and compiled with f77 (default compiler settings) on a Sun workstation.
For our line search algorithm, we used the following values for the parameters:
Our rationale for these choices was the following: The constraints on δ and σ are 0 < δ ≤ σ < 1 and δ < .5. As δ approaches 0 and σ approaches 1, the line search terminates more quickly. The chosen values δ = .1 and σ = .9 represent a compromise between our desire for rapid termination and our desire to improve the function value. When using the approximate Wolfe conditions, we would like to achieve decay in the function value, if numerically possible. Hence, we made the small choice = 10
for the error tolerance in (4.3). When restricting β k in (1.6), we would like to avoid truncation if possible, since the fastest convergence for a quadratic function is obtained when there is no truncation at all. The choice η = .01 leads to infrequent truncation of β k . The choice γ = .66 ensures that the length of the interval [a, b] decreases by a factor of 2/3 in each iteration of the line search algorithm. The choice θ = .5 in the update procedure corresponds to the use of bisection. Our starting guess for step α k in the line search was obtained by minimizing a quadratic interpolant.
In the first set of experiments, we stopped whenever
where · ∞ denotes the maximum absolute component of a vector. In all but three cases, the iterations stopped when (a) was satisfied-the second criterion essentially says that the estimated change in the function value is insignificant compared to the function value itself.
The CPU time in seconds and the number of iterations, function evaluations, and gradient evaluations for each of the methods are posted on the following Web site: http://www.math.ufl.edu/∼hager/papers/CG. In running the numerical experiments, we checked whether different codes converged to different local minimizers; we only provide data for problems in which all six codes converged to the same local minimizer. The numerical results are now analyzed.
The performance of the six algorithms, relative to CPU time, was evaluated using the profiles of Dolan and Moré [11] . That is, for each method, we plot the fraction P of problems for which the method is within a factor τ of the best time. In Figure 5 .1, we compare the performance of the four codes CG DESCENT, L-BFGS * , L-BFGS, and PRP+. The left side of the figure gives the percentage of the test problems for which a method is the fastest; the right side gives the percentage of the test problems that were successfully solved by each of the methods. The top curve is the method that solved the most problems in a time that was within a factor τ of the best time. Since the top curve in Figure 5 .1 corresponds to CG DESCENT, this algorithm is clearly the fastest for this set of 113 test problems with dimensions ranging from 50 to 10,000. In particular, CG DESCENT is fastest for about 60% (68 out of 113) of the test problems, and it ultimately solves 100% of the test problems. Since L-BFGS * (fastest for 29 problems) performed better than L-BFGS (fastest for 17 problems), the new line search led to improved performance. Nonetheless, L-BFGS * was still dominated by CG DESCENT.
In Figure 5 .2 we compare the performance of the four conjugate gradient algorithms. Observe that CG DESCENT is the fastest of the four algorithms. Since CGDY, DYHS, and CG DESCENT use the same line search, Figure 5 .2 indicates that the search direction of CG DESCENT yields quicker descent than the search directions of CGDY and DYHS. Also, DYHS is more efficient than CGDY. Since each of these six codes differs in the amount of linear algebra required in each iteration and in the relative number of function and gradient evaluations, different codes will be superior in different problem sets. In particular, the fourth ranked PRP+ code in Figure 5 .1 still achieved the fastest time in 6 of the 113 test problems.
In our next series of experiments, shown in Table 5 .1, we explore the ability of the algorithms and line search to accurately solve the test problems. In this series of experiments, we repeatedly solve six test problems, increasing the specified accuracy in each run. For the initial run, the stopping condition was g k ∞ ≤ 10 −2 , and in the last run, the stopping condition was g k ∞ ≤ 10 −12 . The test problems used in these experiments, and their dimensions, were the following: 6 . CURLY10 (1000) These problems were chosen somewhat randomly; however, we did not include any problem for which the optimal cost was zero. When the optimal cost is zero while the minimizer x is not zero, the estimate |f (x k )| for the error in function value (which we used in the previous experiments) can be very poor as the iterates approach the minimizer (where f vanishes). These six problems all have nonzero optimal cost. The times reported in Table 5 .1 differ slightly from the times reported at the Web site http://www.math.ufl.edu/∼hager/papers/CG due to timer errors and the fact that the computer runs were done at different times. In Table 5 .1, F means that the line search terminated before the convergence tolerance for g k was satisfied. According to the documentation for the line search in the L-BFGS and PRP+ codes, "Rounding errors prevent further progress. There may not be a step which satisfies the sufficient decrease and curvature conditions. Tolerances may be too small."
As can be seen in Table 5 .1, the line search based on the Wolfe conditions (used in the L-BFGS and PRP+ codes) fails much sooner than the line search based on both the Wolfe and the approximate Wolfe conditions (used in CG DESCENT and L-BFGS * ). Roughly speaking, a line search based on the Wolfe conditions can compute a solution with accuracy on the order of the square root of the machine epsilon, while a line search that also includes the approximate Wolfe conditions can compute a solution with accuracy on the order of the machine epsilon.
Conclusions.
We have presented a new conjugate gradient algorithm for solving unconstrained optimization problems. Although the update formulas (1.2)-(1.3) and (1.5)-(1.6) are more complicated than previous formulas, the scheme is relatively robust in numerical experiments. We prove that it satisfies the descent condition g , that is designed to achieve rapid decay in the width of the interval which brackets an acceptable step. The convergence order of secant 2 , given in Theorem 4.2, is 1 + √ 2. The performance profile for our conjugate gradient algorithm (1.5)-(1.6), implemented with our new line search algorithm, was higher than those of the wellestablished L-BFGS and PRP+ methods for a test set consisting of 113 problems from the CUTE library.
