ABSTRACT Demand-side flexibility management is a key enabler of the transformation towards the high penetration of renewable energy resources. We present a flexibility-management system called Flex4Grid, which is designed to provide a low-cost solution for residential consumers wishing to participate in power-grid balancing. The Flex4Grid system continuously forecasts the need for flexibility in a power grid and informs consumers about the flexibility-management periods. Consumers can provide their flexibility to an aggregator in exchange for a reward, which depends on the selected incentive scheme. The automation of the flexibility-management events is provided by interfacing with devices and the system via the Z-Wave and open platform communication unified architecture (OPC UA) technologies. The Flex4Grid system has been deployed in three pilots in Slovenia and Germany. A large-scale pilot in Celje, Slovenia, with 1047 participants, was used to collect statistical data regarding how consumers participate in the flexibility-management events. A critical peak-pricing incentive scheme was used in the Celje pilot. The smaller German pilots with a total of 185 participants were used for testing the technical capabilities of the system. User-satisfaction surveys were performed in all three pilots. The results indicate that the proposed approach is appropriate for engaging consumers in flexibility-management events. On average, the pilots' participants reduced their load by 10% during a peak event. The overall scores of the user-satisfaction survey were 3.4 and 3.9 on a 5-point Likert scale for the German and Slovenian pilots, respectively. These are good results for a prototype system; however, improvements to the stability and usability of the system are required.
I. INTRODUCTION
The energy sector is experiencing major transformations on both the consumption and generation sides. Electricity is becoming the primary energy carrier, as other energy sources are being replaced by electricity. A good example of this trend is the electrification of transportation that is taking place at the moment. On the production side, the trend is to replace fossil fuels with renewable energy sources (RESs).
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The concrete goals as part of this change are presented in the EU winter package, which sets a target of producing at least 32% of European energy with renewables by 2030. 1 The volatile nature of renewable energy sources in combination with the increase in electricity demand will present challenges to the whole power-system balance. Glimpses of these future challenges can be seen in Germany, which is a leader in the adoption of renewables. During high production periods, Germany has attempted to use only renewable energy and this has resulted in negative electricity prices and even compromised the balance of neighbouring countries' networks on rare occasions [1] . The challenges imposed by a high renewables' penetration are not limited to the level of the transmission system. The aims of self-consumption and user empowerment will increase the number of prosumers and the amount of energy produced within the distribution networks. The current distribution networks were designed for a one-way flow of electricity and it will be a major challenge for the Distribution System Operators (DSOs) to adjust to this situation [2] . In Germany, for example, DSOs are not allowed to control a prosumer's RES, so power can only be fed into the grid up to a certain amount, after which a curtailment is applied.
An important concept applied as a countermeasure to renewable integration and imbalance challenges is flexibility management, which refers to the intelligent use of generation, storage and demand-side resources for an energy and power balance [3] . The digitalization of our living environments through advances in Information and Communication Technology (ICT), such as mobile computing and the Internet of Things (IoT), provides many new possibilities for flexibility management [4] . For instance, IoT-enabled heat pumps, freezers, fridges, and other home appliances will make it possible to remotely monitor and control power usage and flexibility at the level of the appliance and in real time. The mobile infrastructure and smart phones in turn enable continuous interactions with consumers and prosumers, supporting the integration of residential buildings into the flexibilitymanagement value chain.
The research presented in this paper focuses on utilizing ICT technologies for the flexibility management of the residential sector, which constitutes up to 30% of the total electricity consumption in Europe. 2 Existing work related to flexibility management in the residential sector has mainly focused on the following topics: 1) flexibility potential analysis of various home appliances, 2) flexibility-management algorithms, 3) load-forecasting techniques and 4) communication protocols for flexibility management.
The flexibility potential of different types of home appliances has been analysed by Arteconi et al. [5] (heat pumps in Ireland), Zehir and Bagriyanik [6] , [7] (refrigerators in Turkey) and Safdarian et al. [8] (heating and ventilation systems in Finland). Different types of optimization algorithms for appliance aggregation in turn have been proposed, for example, by Ramanathan and Vittal [9] Ruiz et al. [10] and Tsui and Chan [11] . Building-level approaches to flexibility management have been proposed by Pipattanasomporn et al. [12] , Ozturk et al. [13] , Setlhaolo et al. [14] , Costanzo et al. [15] , Zhao et al. [16] , Fernandes et al. [17] and Adika and Wang [18] . In addition to these flexibility-management algorithms and architectures, an important aspect of flexibility management is load forecasting, which provides the basis for planning how this flexibility should be managed in practice. Various techniques have been studied for forecasting residential loads, including multivariate autoregressive models, support vector regression [19] , regression trees [20] , fuzzy logic [21] , feedforward neural networks [22] , and Long Short-Term Memory (LSTM) [23] and neural networks [24] - [31] . Moreover, various custom M2M communication protocols for demandside management in smart homes have been proposed in the literature [32] - [37] .
In this paper we present novel results on developing, deploying and running flexibility-management services in three European distribution networks, in Celje, Bonn and Bocholt. The main goal of the research was to study the possibilities of flexibility management with private households based on the following requirements: deployment and installation of the equipment at the household level need to be so intuitive that the end users can do it by themselves; monitoring and control tasks are to be fulfilled by the DSO's existing measurement infrastructure and off-the-shelf IoT solutions; existing mobile communication and Internet infrastructures are used for the communication; and costs per user should be minimal. It should be noted that although the flexibility-management solutions presented in this paper have been mainly designed and evaluated in the distributionnetwork setting, with a little configuration they can also be used in other types of flexibility-management use cases such as aggregation for energy and the Transmission System Operator's (TSO) reserve markets. The main contributions of the paper are:
1) A proof-of-concept implementation of a consumer flexibility-management system, called the Flex4Grid (F4G) system. 2) Results on deploying and maintaining large-scale flexibility-management pilots with end-users in three real-life distribution networks in Celje, Bocholt and Bonn. 3) Results on executing flexibility-management events and experiences with respect to engaging users in contributing to the peak reduction in distribution networks. The rest of the paper is structured as follows. Section II describes the F4G system architecture with a standard views and perspectives model. Section III presents the pilots in Celje, Bocholt and Bonn. Section IV describes the evaluation process and the main results obtained from the research. Section V concludes the paper.
II. FLEX4GRID SYSTEM
In this section, the F4G system's architecture is documented with five viewpoints and one perspective [38] . The viewpoints, including context view, functional view, communication view, implementation view, and deployment & operational view, are presented in Sections A-E. The security and privacy perspective is presented in Section F. 
A. CONTEXT VIEW
The context view is depicted in FIGURE 1. It identifies the key stakeholders and external systems as well as represents how the F4G system interacts with them. The F4G context view comprises four stakeholders: the Flexibility Operator, the End-user, the System Operator and the Developer.
The Flexibility Operator is a stakeholder who manages the flexibility in order to realize the business goals. The F4G system enables Flexibility Operators to manage flexibility by providing them with a means to forecast loads as well as to request flexibility at different levels of the power network. The F4G system supports the following three models for flexibility requests: Peak Time Rebate (PTR) [39] , Critical Peak Pricing (CPP) [40] and Demand Bidding (DB) [41] . In practice, the existing players, such as DSO, retailer, Balancing Responsible Party (BRP) or Virtual Power Plant Operator (VPPO), have the Flexibility Operator's role.
End-users, i.e., customers of the DSOs and retailers, provide individual flexibilities that are in turn aggregated by the F4G system. The end-user can be a prosumer or a consumer. The F4G system provides the end-users with three main services. First, it enables the end-users to offer their flexibility to the Flexibility Operator in exchange for benefits such as lower prices. Second, it provides users with real-time and historical data about their overall household consumption, the consumption at the level of home appliances as well as providing information about the users' energy production from renewables. Third, it enables the users to manage their home appliances remotely.
In addition to the stakeholders that benefit from the F4G services, there are two stakeholders responsible for the technical development and maintenance of the F4G system: Developer and System Operator. Developer is an umbrella term for stakeholders responsible for the system design and development. System Operators are stakeholders that deploy, run and manage the system once it has been deployed.
In addition to the stakeholders, the context view identifies key external systems that are relevant for the F4G system. These external systems include smart appliances, smart plugs, smart meters, home-automation systems and the DSO's Advanced Metering Infrastructure (AMI) system [42] . They provide the F4G system with the means to monitor and control household appliances in real time. The F4G system can also interface with smart meters locally via a two-way optical interface to collect the consumption and production data in real time. Additionally, the F4G system is designed to interact with the DSO's AMI system to fetch household-level consumption and production data from the previous day at 15-minute intervals.
B. FUNCTIONAL VIEW
The main concerns of the functional view are the responsibilities and interfaces of the F4G's functional components. The functional architecture of the F4G system consists of seven components, as illustrated in FIGURE 2.
The AMI Interface and the Local Gateway (Local GW) are the two components responsible for providing energyconsumption data to the F4G system. The AMI Interface is a service that collects end-user and substation energy-consumption data from the DSO's AMI system and publishes this data to the Prosumer Cloud Service (PCS) component. The Local GW provides an interface to flexibility resources, such as smart plugs, smart meters, renewables, and building-automation systems, deployed at the prosumer premises. It has three main functions. First, it publishes the state, load and consumption of the appliances as well as the current load, consumption and production of the household to the End-user Interface and PCS components. Second, it executes appliance -control commands, which are sent by the End-user Interface. Third, it performs load-balancing tasks orchestrated by the Flexibility Aggregation Service.
The PCS is responsible for storing and providing access to information produced by the different components of the F4G system. For example, it stores information about the consumption and production of devices and households, collects various event information and stores household, gateway and device configurations and settings. The consumption and production information collected is detailed to the level of devices or at the level of combined household -measurement point -values. The configuration and settings govern the households', gateways' and devices' behaviour and presentation in the system and provide an interface for the other F4G system's components.
The Flexibility Aggregation Service (FAS) is the functional component responsible for orchestrating flexibilitymanagement events by aggregating the household flexibilities exposed via the Local GW. The Flexibility Aggregation Service supports three different incentive models for flexibility management. The first model is a classic Critical Peak Pricing, where users have lower prices during off-peak hours and significantly higher prices during peak hours. The second model is based on the Peak Time Rebate scheme, where users are compensated based on the estimated amount of flexibility they offered during a peak. In practice, this is done by comparing the actual load of the household with the forecasted load. The third model is a new type of demandbidding scheme, where the price for flexibility is defined in automated and real-time flexibility markets. In this model the users can configure the price for their flexibility, whereas Flexibility Operators that are willing to pay the required fee can utilize the flexibility automatically in real time. The automated control of appliances during a flexibility-management event is also supported for the first and second models, but requires end-user authorization.
The Load Forecasting Service provides peak-prediction and peak-event result analyses services. It utilizes information about historical power loads and weather forecasts to provide predictions for the overall consumption in the next few days. For each day the prediction of the peak time and its value is provided in addition to the complete load profile of the day. The predictions are provided to the flexibility operator (e.g., the DSO) via the Flexibility Operator Interface. The Flexibility Operator utilizes this information to decide when the new peak events should be registered with the Flexibility Aggregation Service.
As the name implies, the Flexibility Operator Interface and the End-user Interface components provide user interfaces for the Flexibility Operator and End-user stakeholders to access the services provided by the F4G system. The implementation details of these interface components, as well as the other F4G system's components, are presented in Section D.
C. COMMUNICATION VIEW
The communication view addresses issues related to how data and information are encoded and transferred between the functional components of the F4G system. Table 1 presents the interoperability and communication technologies currently utilized in the F4G system. The technologies are mapped into the following three layers proposed by the GridWise Architecture Council [43] : basic connectivity, network interoperability, and syntactic interoperability.
Flex4Grid leverages on the end-user's own Internet connection for connecting the Local GW to the Internet. This enables large-scale deployments with lower costs than would be possible with cellular networks such as 4G. Ethernet is used to connect the Local GW to the customer's Internet access point. Despite the proximity constraint compared with Wi-Fi technology, Ethernet was selected to enable the plugand-play deployment of gateways without the need to configure the Local GW to connect to the customer's Wi-Fi network.
Z-Wave technology is used for connecting smart plugs to the Local GW. Z-Wave provides a full-stack interoperability solution from the basic connectivity level to the syntactic level [44] . It was selected because it was the most widely used open technology in the smart plugs at the time of the F4G system's design. In addition to the appliance-level data originating from the smart plugs, the current F4G system reference implementation is able to receive the household-level load, the consumption and the production data directly from smart meters with two-way optical interface supporting the IEC62056-21:2002 and IEC62056-1:2017 standards. A Universal Serial Bus (USB) is used to transfer the smart meter's data to the Local GW.
The F4G system follows the EU's Smart Grid referencearchitecture guidelines and utilizes the Internet Protocol (IP) as a networking technology between the functional components of the system. The syntactic level interoperability between the functional components is based on the RESTful Hypertext Transfer Protocol (HTTP) [45] , [46] and Message Queuing Telemetry Transport (MQTT) [47] protocols, as illustrated in FIGURE 3.
The REST communication paradigm is used for all the client-server interactions between the functional components of the F4G system. RESTful HTTP was selected because it offers proven scalability, extensibility and performance.
MQTT is a topic-based publish-subscribe protocol widely used in many IoT application domains [48] . In the F4G system, all the functional component interactions that are by nature event-based are implemented with MQTT. This type of information includes, for instance, all the smart plug and Local GW status and error messages. F4G also utilizes MQTT in all the functional component interactions requiring one-to-many or many-to-one communications. This includes, for example, real-time measurement data, which is passed from the Local GW both to the End-user Interface and to the Prosumer Cloud Service components with a single publish operation. MQTT is also used for all the control and configuration messages sent to the Local GW. This design choice was made because it allows the plug-and-play deployment of Local GWs in the prosumers' premises. To elaborate, in the publish-subscribe model the connection is initiated by the clients and all the messages sent to the Local GW will therefore pass a firewall without the need to configure the ports for inbound messages.
HTTP and MQTT both utilize a tree-like syntax for resource identification (i.e., URIs and MQTT topics). Both technologies are also payload agnostic and do not enforce any particular payload-serialization format. The current F4G system's reference implementation utilizes JavaScript Object Notation (JSON) for serializing all the HTTP and MQTT payloads. JSON was selected as the serialization format for the F4G data, because it is extendable, widely supported by different frameworks, and relatively compact, considering that it is a human-readable format. JSON can also be easily extended to the JSON-LD [49] format if there is a need to embed machine-interpretable semantics in the F4G message payloads.
D. IMPLEMENTATION VIEW
The implementation view describes the technical implementation of the F4G system's components.
The Local Gateway functional component consists of two main processes: Local Load Balancer and LinkSmart Local Connect. 3 The Local Load Balancer process handles flexibility-management events orchestrated by the Flexibility Aggregation Service. It is implemented with the Python programming language and uses SQLite [50] for persistent data storage. The LinkSmart LocalConnect is a middleware toolkit for building Internet of Things applications in local environments. It is used for communications between the Local Gateway and the other functional components of the F4G system. Z-Wave [51] and OPC [52] are used for interfacing with external systems. The Z-Wave interface is based on OpenZWave 4 and provides a way to interact with various Z-Wave devices such as smart plugs. The OPC interface is implemented on top of OpcDbGateway. 5 It provides a means for connecting legacy home-and building-automation systems such as KNX [53] . However, these types of systems were not available in the pilot deployments.
The Flexibility Aggregation Service consists of two main processes: the Event Manager Interface and the Global Load Balancer. The Event Manager Interface provides the REST interface for creating, deleting and browsing information about flexibility-management events, including the results. It is implemented with Python on top of the Flask microframework. Unicorn with NGINX as a reverse proxy is used to host the Event Manager Interface. Persistent data storage is implemented on top of MySQL [54] . The Global Load Balancer process is responsible for orchestrating the flexibility-management events registered via the Event Manager Interface. In practice, it polls events stored to the MySQL database and, depending on the event state, it performs one of the following actions: 1) Informs both the Local GWs and the End-user interfaces when the status of a flexibility-management event associated with their household changes (e.g., a new event is created, or an event is about to start or end). 2) Calculates the results of an event, stores them in the MySQL database and notifies the End-user interface about the results. The Firebase service is used for sending notifications to the End-user interface [55] . The End-user Interface is implemented for Android and iOS. The applications provide an interface for three distinct functionalities: single device monitoring and control, overall household as well as appliance power-consumption statistics, and peak-load shifting participation. FIGURE 4 illustrates two different views of the iOS version of the End-user Interface.
The Prosumer Cloud Service (PCS) is implemented in Python and uses the Tornado asynchronous web service 6 framework on top of the MongoDB 7 database for the backend implementation. MongoDB aggregations are used to pre-process the measurement data, synchronize the data on fixed time intervals and provide basic statistics for the endusers. The service provides the RESTful authorization engine for controlling access to the interfaces of the PCS. The same authorization engine is used by all the other services, namely, the Flexibility Aggregation Service, the Flexibility Operator Interface, the Load Forecasting Service, the End-User Interface and the MQTT broker. To avoid overloading the authorization service, the authorization decisions are cached 4 https://github.com/OpenZWave 5 http://www.saeautom.sk/en/products/opcdbgateway/ 6 https://www.tornadoweb.org/ 7 https://www.mongodb.com/ for a short period of time. Dogpile.cache 8 is used for the cache implementation.
The Load Forecasting Service consists of several load-forecasting models realized with an Artificial Neural Network (ANN) model, specifically a Long Short-Term Memory ANN (LSTM) [23] . This type of ANN was developed to memorize previous iteration results, further or nearer to the current iteration step, thus making it possible to model periodic occurrences in a time series [56] , similar to those in our consumption data. The ANN was built with one input, two hidden, and an output layer. The latter contained the consumption values for every 15-minutesinterval in the day (96 points), while each hidden layer contained 200 units. The input layer is defined with seven input parameters: temperature, radiation, precipitation, time of the day, day of the week, season and historical consumption from the previous week corresponding to each time point. The LSTM models are implemented with Keras [57] and Tensorflow. 9 Pandas [58] is used for the data manipulation and the analytics.
The AMI Interface consists of a multitude of microservices grouped according to their role within the AMI Interface. The AMI-IMPORTER group of microservices is responsible for importing the relevant data from the external AMI system. It provided loose integration via IMAP and FTP with an AMI system used by the pilot DSO in the F4G. For this purpose, the AMI data is exported daily into a file. Full integration with the AMI system was beyond our scope, due to its proprietary nature. The main role of the AMI-ROUTER microservice is forwarding messages to the right AMI-ETL service based on the settings; optionally it can also provide load balancing and scalability for the AMI-ETL microservices. The latter is responsible for (i) data extraction from different data formats, e.g., excel file, csv; (ii) data sanitizing, i.e., clean-up of data, and (iii) data transformation, i.e., conversion to a proper format or structure.
The Flexibility Operator Interface (FOI) comprises three groups of components based on the type of client interacting with it. The FOI Admin interface provides Flexibility operators, i.e., DSOs or third parties with the means to manage (create, update, delete) invitations, household profiles, gateway registrations, and scheduling of the global load events. The FOI User Page interface provides a registration page for participants. The FOI End-User interface provides the registration API for mobile devices.
E. DEPLOYMENT AND OPERATIONAL VIEW
The main concerns addressed by the deployment and operational view are system deployment and upgrade as well as monitoring of the system services during runtime.
The F4G system's components can be deployed on different kinds of computing platforms and network infrastructures depending on the needs of the Flexibility Operator. The example depicted in TABLE 1 assumes that the Flexibility Operator is a DSO who buys the technical operation of the F4G system from a third party.
The Flexibility Operator Interface and the AMI interface components are deployed to the DSOs' private servers. From the security point of view, this is the most natural setup as these components need to access the private information of the DSO's customers. The Flexibility Aggregation Service, Prosumer Cloud Service, Load Forecasting Service and the MQTT Broker are deployed on a third-party cloud infrastructure, where it is easier to maintain these components during the system runtime. The F4G cloud services are deployed and maintained using state-of-the-art technologies such as Ansible and Docker.
The Local Gateway acts as a gateway between the local Z-Wave network and the IP-based communication backbone, and therefore needs to be deployed at the end-user's premises. We selected Raspberry Pi 2 as the computing platform, because it is affordable and easily available. The RaZberry 10 card is used to provide the Z-Wave capability for the Raspberry Pi. In order to leverage on Docker-based software management on the Local GW, the Hypriot OS was selected as it was the only OS that had Docker support at the time when we started the F4G system's development.
The Android and iOS End-user Interface applications are designed for smartphones, but can also be used on tablets. Both applications are available in their respective app stores. The minimum OS versions are 10.0 and 4.4 for iOS and Android, respectively.
In addition to the functional components, the deployment view introduces two components that are solely responsible for monitoring and management of the F4G system: the System Monitoring Service and the Local GW Software Management Service. 10 http://razberry.z-wave.me/ The System Monitoring Service monitors the availability of the F4G functional components as well as the basic operating system's parameters of the cloud infrastructure, i.e., CPU and disk utilization, as well as memory. These statistics are collected in the PCS and the system supports email alerts if the parameters exceed pre-defined thresholds. The system-monitoring service is implemented on top of the Smart SNO, 11 which provides probes for various communication protocols, including Simple Network Management Protocol (SNMP), MQTT and HTTP.
Since the Local GW is located at the end-user's premises, it is mandatory to have proper means for remote software management to support the deployment of new functionality and bug fixes during the system's runtime. This is the role of the Local GW Software Management Service, which provides software management at two levels: host and application. The host-level version controller is implemented on top of Ansible as a periodic process that polls new Ansible playbooks to check whether an update is needed, e.g., OS, Ansible, and Docker engine. The role of the application-level version controller is to manage the actual F4G application software. It is implemented with Docker and supports event-based notifications of new application software images. It should be noted that we faced problems with Docker in the Raspberry Pi's during the piloting period due to several Docker-related bugs. In the end, we had to replace Docker with single-layer Ansible-based software-management system. 12 
F. SECURITY AND PRIVACY PERSPECTIVE
The F4G security and privacy solution should address the needs and concerns of all the stakeholders. The main assets of the system are collected and utilized personal data, Local GW control and management abilities, a flexibility-management system and trust-management services. Personal data is any information that could be used to identify a natural person, from names, surnames, mail addresses, home-devices consumption, smart-metering data to smart mobile-application logs.
When developing the security and privacy solution four basic principles were considered: prosumer ownership of the data, separation of concerns, need-to-know principle and separation of policy and enforcement. The first principle denotes that the data collected from the prosumers is owned by the prosumers. Any access to the data should be based on consent and prior agreement with the consumer. The consumer should be able to control the access to the data and be notified when the data has been used. The second principle is well known in the field of software engineering [59] . The F4G system aims to separate the security from the rest of the system with minimal interweaving, separation of distinct software services and modules in separate services, and the fine grain separation of system entities and roles to minimize possible impact on the system. The third, need-to-know principle argues for a minimal set of system entity privileges needed to perform entity-designated tasks in the system. The fourth principle argues for the clean separation of policy definition and enforcement and requires flexible and general accesscontrol mechanisms [60] .
The F4G system was built from the start with these principles in mind. The need-to-know principle is reflected as well in several system-entity types. Each identity is represented by a public-private-key pair and the corresponding public-key X.509 certificate. Known identities are (a) security entities, namely, certification authorities for issuing various types of cryptographic credentials, (b) system entities representing the services like the Prosumer Cloud Service (PCS), the Flexibility Aggregation Service (FAS), the Flexibility Operator Service (FOS), etc., (c) management entities like FAS manager and FOS manager, (d) a household representing the prosumer, (e) gateway, representing Local GW and (f) End-user Interface (EUI) identities representing the smart mobile application. Some system identities store in the certificate an entity role as well, like manager, collector, monitor, etc.
To illustrate entities usage in an example, the F4G solution distinguish between the household (or the prosumer) that owns the data and controls access to it, and the Local GW as a technical entity that can be updated, upgraded or replaced by the technology provider. The Local GW identity does not have access to the household data in the cloud or communication. The identities are created at different stages of a serviceprovisioning process. The gateway identity is created when the kit is instrumented at the technology provider and the household identity is created at the prosumer's home through an interaction with the PCS. The private key of the household is therefore known only to the prosumer. In similar fashion, the EUI identities are created. Any number of smart mobile devices can access the system simultaneously. The PCS and FOS have been used to synchronize the information about the household, dynamically create EUI identities and access control policies that reside at the PCS.
All the communication between the household, the Local GW, the cloud services, and the EUIs is secured by the TLS protocol [61] . The protocol provides data integrity, confidentiality, and authentication services for the data in the communication. The identities and roles of the clients obtained through the TLS protocol are used for access-control purposes. The same access-control mechanisms control access to the system interfaces, topics or data, accessible either through the MQTT protocol or REST services. The PCS service provides a policy-decision interface that is used by the other elements in the system. The decision is enforced at the elements themselves, supporting the of separation of the policy and the mechanisms.
The General Data Protection Regulation (GDPR) [62] compliant privacy dataflow implemented in the system follows the same security principles. Many of the security services presented support privacy from the start. Inner implementation and deployment of the system follows the separation of concerns and need-to-know principles through several design choices. These comprise splitting the responsibilities for technical building and preparing of the home kits to integrators, delivering the kit to DSOs since they are the controller of the consumer information data, allowing aggregators to manage users through pseudonymous identities and utilizing their (homes) flexibility in the events and the users to exclusively manage their data and access to it in the home kits, cloud storage and through mobile devices.
Before applying for participation in the flexibility programme all users needed to register at the FOS manager and gave explicit consent for personal data to be processed in the programme. The personal data categories in question were clearly presented to the user: smart meter address and owner data, home kit and smart grid measurements, mobile application data and answers to questionnaires. The consent gave explicit information how the data will be used in application and for research purposes.
III. PILOTS OVERVIEW
The Flex4Grid pilots were setup at three sites, namely, in Bonn, Germany, with 102 users, in Bocholt, Germany, with 83 users, and in Celje, Slovenia, with 1047 users. The pilots were rolled out in three phases: pre-pilot, first iteration and final pilot iteration. The aim of the pre-pilot was to run smoke tests under real conditions and be able to carry out bug fixing before the first pilot iteration started. During the first iteration, a small number of households participated in all three pilot sites. After iterative improvements to the Flex4Grid system based on test users' feedback, the final pilot iteration began and ran until the end of the project. In Bonn and Bocholt, all the users were equipped with a Flex4Grid kit (i.e., Local GW and smart plugs), presented in FIGURE 6. In Slovenia there were three different groups of users: with the Flex4Grid kit (266 households), with the kit and dynamic tariff (131 households), and non-kit users, i.e., those with the dynamic tariff only (650 households), i.e., leveraging smartmeter installations and the F4G mobile app.
Test users were acquired through local events where there was the possibility to advertise the project, through the DSO's VOLUME 7, 2019 FIGURE 6. Flex4Grid smart kit hardware.
own magazine, and through direct mailing with an invitation letter. In order to be able to provision 460 kits within a research project in a timely manner, the Flex4Grid team invested in the planning and automation of provisioning. After provisioning, the kits were sent to the test users who had first registered with the F4G system through a link provided automatically and could install the kit based on the instructions included in the kit.
After installing the kit and downloading the Flex4Grid mobile app for Android or iOS, the user could configure the app to show the appliances connected to the smart plugs. At this point, the data collection relating to power consumption started.
Regarding the maintenance of the software deployed in the local gateway at the households, since a manual update would not be acceptable to the typical user, the project designed and implemented a mechanism to remotely update the gateways.
To ensure that all the pilots remained up and running at all times, a commercial monitoring system called SmartSNO from the partner Smart Com was used throughout the project to remotely monitor the devices.
IV. EVALUATION
The F4G flexibility-management approach and its proofof-concept implementation were validated and evaluated through various pilot deployments with the following two metrics:
1) Reduction of peak loads 2) Average grade of user satisfaction on a scale of 1 (poor) to 5 (excellent) The Slovenian pilot was used to evaluate the first metric. All three pilots were used to calculate the second. In the Slovenian pilot we had access to the total load of the households as well as to the total load of the distribution network, which allowed us to calculate the necessary metrics. Additionally, in the Slovenian pilot we had a monetary incentive for people to participate in the pilot demand peak (PDP) events. The monetary incentive used was critical peak pricing (called ''PCPT'' -Pilot Critical Peak Tariff) and it was approved for pilot use in the real environment by the national regulator, which is very interested in its merits for residential flexibility management. With the PCPT a single fixed network fee charged by the DSO is replaced by a combination of two network fees. Besides a standard fee, which is a bit lower than the current fixed fee, the PCPT features a critical peak network fee, which is roughly ten times the fixed fee and the DSOs can charge it during the peak load periods of their choice, but only for an aggregate total of 50 hours per year.
Between September 2017 and March 2018 eleven PDP events were triggered in the pilot during peak load periods forecasted by the Flex4Grid system. The F4G system was used to notify pilot users about upcoming PDP events one day in advance. Data on these events were collected and analysed to evaluate the pilot's performance, most notably the userparticipation rate in the pilot and the reduction of the peak loads in the grid. Several PDP events were also tested in the other three pilots with the purpose of technically validating the F4G system. To measure the overall satisfaction of the pilot users a survey was implemented at the end of the pilot. This survey included all the pilots.
A. PEAK-LOAD REDUCTION
The peak-load reduction during the PDP events was analysed based on the relevant smart-meter data available for a subset of pilot users who had an appropriate smart meter installed.
Slightly more than 500 users participated in the first pilot event, while all subsequent pilot events had a constant number of 730 pilot users. The total number of users in all the events was more than 14,300. The control group of pilot experiments had more than 13,600 users. The users were assigned to one of 209 substations participating in the pilot; they were distributed evenly regarding the substations. FIGURE 7 presents example data from one of the PDP events. The solid red line in FIGURE 7 represents the mean of the mean consumptions of the control groups, which have the same size as the pilot group. The groups were created by random sampling from the control population. The sampling followed the same distribution according to the substations as were in the original pilot user group. It is clear that on average the pilot group does not have the same consumption as the control groups. Moreover, the collected data indicates that the pilot group's consumption was often different from the control group's consumption during the day and that often the pilot group's peaks were also considerably higher (20%) than the control group's peaks. Thus, the analysis of the harvested flexibility and peak reduction during the PDP events was not straightforward.
To tackle the flexibility issue, a comparison between the pilot and control groups' consumption across multiple days was used. The data shows that the pilot group's consumption, on average, is well above the control group's consumption on ordinary days. On event days the consumptions are closer together during the time of the event. The distributions of group differences in consumption on ordinary and event days are shown in V. It is clear that the PDP event distribution's mean is smaller than the ordinary day distribution mean. We use the difference between these means as the average load-reduction percentage. According to the collected data, this difference is 10%. In practice, this means that on average the pilot users reduced their aggregated peak loads by this amount for the period of the event.
B. USER SATISFACTION
The post-pilot survey was constructed with the aim to gauge user satisfaction about Flex4Grid as a service (overall pilot satisfaction, mobile application, kit and event notification service) and some other aspects, which are beyond the scope of this paper. The representative gender was male, who lives without children under 18 in the household. Respondents VOLUME 7, 2019 were, on average, younger in the German pilot, where most were either employed or a student living in an apartment. In the Slovenian pilot the respondents were older and living in a house, with the majority employed or retired.
The user satisfaction with overall participation in the pilot was measured with several different statements or items with a 5-point Likert scale (1-strongly disagree, 5-strongly agree), as satisfaction is not directly measurable. The overall satisfaction construct measured the user's level of content between the amount of information and support given against the effort and disruptions when reducing their consumption. We were also interested in the reception of the event notifications; therefore, additional constructed variables were defined.
The Flex4Grid system has two technical artefacts that directly concern the users, i.e., the mobile application and the Flex4Grid smart kit. In order to measure the satisfaction with both, we adopted two constructs from the commonly used Technology Acceptance Model [63] , which are the perceived usefulness and the perceived ease of use. These two constructs are frequently used to measure the user's acceptance of new technology in an organizational or individual context. We used the latter view and formed items to reflect these two constructs for the mobile application and for the Flex4Grid kit, in order to help measure the acceptance level and intent to use of each proposed technology.
The constructed variables with several items relate to the additional equipment, the mobile application(s), and to the notifications for the events. Items for each of the four constructed variables are presented in Table 2 , along with the mean and standard deviation for each item. The overall grade for each constructed variable is a mean score of a summated scale over all the participants and the number of items. For the summated scale we used the sum of values over all the corresponding items of each construct for each respondent.
In line with the methodology described above, the grade for the overall satisfaction was 3 for the German pilots. All the separate constructs were graded 3, except for the equipment overall, which was graded at 4. The results are shown in Table 2 . Participants in the Slovenian pilot showed more satisfaction, as the average grade was 4 for all the constructs. It should be noted that for most participants in the Slovenian pilot, smart meters were used to monitor the consumption, while in the German pilots every participant relied on the Flex4Grid smart kit.
C. DISCUSSION
The pilot systems were operating for more than one year and a half, which yielded some relevant experiences and insights. From the technical point of view, the execution of a large-scale pilot with a relatively mature, but still a nonproduction, system involving equipment in user homes as well as interfering with users' domestic routines proved to be a rather demanding task. The main lessons learned from the technical point of view are:
• Following the practices presented in the paper, it was possible to experiment with consumers' flexibility management at relatively low cost, with low maintenance, and with easy deployment. These aspects were important in order to pilot flexibility management with a large number of households in the frame of a research project. Moreover, the same approaches can be taken with real flexibility-management products in order to make the solutions feasible from a business perspective.
• The use of smart-grid standards such as the Common Information Model (CIM) [64] is recommended, but not optimal in practice because they are still not used by many DSOs due to the closed nature of pre-existing systems.
• Although the use of software containers seems to be the optimal solution for complex networked applications from the point of view of their deployment and easy updates, it can also cause some unexpected effects when utilized in computing platforms deployed at the enduser's premises. Therefore, it is important to properly assess the pros and cons of container-based software management for the given use case.
• Web technologies such as RESTful HTTP and JSON, as well as, IoT communication technologies such as MQTT and Z-Wave are well suited for these types of flexibility-management applications. OPC-UA provides standard technologies to collect data from building-management systems, but these systems are rare in residential households, which limits applicability in practice.
• Security and privacy are nowadays a tough requirement. Often, they are considered difficult to implement and are assumed not to be user friendly. The security solution implementation has shown that addressing security from scratch, fine grain access control and standardized cryptographic protocol usage can lead to an easy-to-use and secure system. The system development is not always easy, but the persistence pays off. The issues are the bootstrapping of the security solution, updating or changing the cryptographic material and alignment with the fellow developers of other system modules. From the privacy perspective, the system's privacy data flow understanding is of crucial importance. The system can be implemented in software and in deployment, like the production of the kits, shipping to customers, bootstrapping by the consumer, management by an aggregator, etc., without violation of the data-flow privacy. With all parties understanding the procedures of the system, deployment and usage can be made seamless for all actors, as has been shown in the pilots.
• Automated data analytics and data processing nowadays seem easy to implement and manage. The reality, in contrast, exposed all the weaknesses of data sources, either industrial or crafted for the pilot, the fragility of the data-processing pipelines, the sensitivity of the models and the need for cleaner and more effective metrics of how good the data analytics process actually is. • The planning of integrated systems must also accommodate non-technological processes, e.g., procurement, assembly/provisioning and deployment/bootstrapping of user kits. These are time-consuming activities that should be considered during the time and efforts scheduling for large-scale pilots. In the context of a research project this can easily come to a bottleneck.
From the functional point of view, the key aspect is the effectiveness of the approach, i.e., does the F4G system contribute to peak management by involving domestic users and how much flexibility can customers provide, on average. The pilots enabled the project to provide a quantitative estimate of 10% average flexibility per user considering the whole test group. If this amount of flexibility could be reliably summed over the whole distribution grid, the costs of grid infrastructure and maintenance could be reduced significantly. However, further studies will be needed to quantify these effects in practice.
From a user-engagement point of view, experiences from the pilots indicate that there is a gradually growing awareness and interest among customers about pending issues and novel technologies and services related to smart-grid management. Consequently, and as demonstrated by Flex4Grid, it has become more viable to implement large pilots in the range of a thousand users, where novel concepts, tariffs, technologies, and services can be thoroughly tested and validated before they are introduced into the production environment.
During the user acquisition, we noticed considerable interest from customers to adapt energy usage for economic and environmental reasons, especially if monetary incentives are involved. However, post-pilot questionnaires also indicate some areas for further work in light of potential improvements. Most notably, further research and development is required on the effectiveness of the approach concerning peak-event notifications, and specifically the usefulness and the ease of use of the mobile application and the smart kit. A straightforward comparison of the mean scores of the two constructs between the German and Slovenian pilot users shows that the design of the mobile application and the usefulness of the smart kit have to be improved to be more user friendly and without major disruptions. As noted above, the German pilot relied exclusively on the mobile application and the smart kit to gather data, while in the Slovenian pilot only a portion of the users had the option to use the kit, as the measurements were taken from the smart meters. Similarly, the mobile application is essential in connection to the kit, but only has an informative role (notifications and consumption monitoring) in the Slovenian pilot, since most of the users did not have the smart kit.
The effect of demographic bias (younger participants in the German project versus older in the Slovenian) and any cultural bias can additionally contribute to the differences in the scores. These kinds of biases should again be considered with the diffusion of the flexibility management services. Moreover, further interdisciplinary work involving social sciences is required when addressing the substantial dissonance between users' positive attitude towards shifting energy usage and their actual behaviour -the more their lives are affected by energy shifting, the less they are doing it in practice.
V. CONCLUSION
In this paper a consumer flexibility-management system, called Flex4Grid, was presented. The main idea behind the F4G system is to provide a simple and affordable solution for engaging residential consumers in flexibility management. The F4G system provides Flexibility Operators with the means for load forecasting and for managing flexibility distributed across residential buildings. Depending on the incentive scheme, consumers can participate in the flexibilitymanagement events either by acknowledging a notification from the Flexibility Operator or by actively offering their flexible loads via a demand-bidding scheme. The F4G system is designed to interface with existing home automation and smart appliances via Z-Wave and OPC UA technologies. The AMI system is used for collecting smart metering data.
The F4G system has been demonstrated and evaluated in three European distribution networks: one large-scale pilot in Slovenia with 1047 users, and two smaller pilots in Bonn and Bocholt with a total of 185 users. In the Slovenian pilot we had an opportunity to utilize monetary incentives for reducing peaks in the distribution network. In addition, we had near real-time data from the households and the network. It was therefore used for evaluating the flexibility-management services in practice. The other pilots were used for testing the technical feasibility and user satisfaction of the system and associated mobile applications.
The results show that people have an interest in participating in peak reduction when provided with monetary incentives. On average, the pilot users reduced their load by 10% when compared to the control group. In addition to evaluating the potential for flexibility management in practice, the research presented in this paper provided various lessons learned on implementing flexibility-management systems on top of Web and IoT technologies.
