Abstract Multiple instance learning is a challenging task in supervised learning and data mining. However, algorithm performance becomes slow when learning from large-scale and high-dimensional data sets. Graphics processing units (GPUs) are being used for reducing computing time of algorithms. This paper presents an implementation of the G3P-MI algorithm on GPUs for solving multiple instance problems using classification rules. The GPU model proposed is distributable to multiple GPUs, seeking for its scalability across largescale and high-dimensional data sets. The proposal is compared to the multi-threaded CPU algorithm with streaming SIMD extensions parallelism over a series of data sets. Experimental results report that the computation time can be significantly reduced and its scalability improved. Specifically, an speedup of up to 149× can be achieved over the multi-threaded CPU algorithm when using four GPUs, and the rules interpreter achieves great efficiency and runs over 108 billion genetic programming operations per second.
The proposal is evaluated over multiple multi-instance data sets and its execution times are compared with the multi-threaded CPU ones, in order to analyze its efficiency and scalability to larger data sets having different population sizes. Experimental results show the great performance and efficiency of the model, achieving an speedup of up to 149× when compared to the multi-threaded CPU implementation with SSE parallelism. The efficient rules interpreter demonstrates the ability to run up to 108 billion genetic programming operations per second (GPops/s), whereas the multi-threaded CPU interpreter runs up to 359 million GPops/s. Moreover, it has shown great scalability to two and four GPUs.
This paper is organized as follows. Section 2 defines the multi-instance problem and presents rule-based approaches. Section 3 presents a computational analysis of the multiinstance algorithm. Section 4 presents the GPU implementation. Section 5 describes the experimental study, whose results are discussed in Sect. 6. Finally, Sect. 7 presents the conclusions.
Multi-instance classification
This section defines the multi-instance problem and presents the basis of multi-instance rule-based models.
Problem definition
Standard classification consists in predicting the class membership of uncategorized examples, whose label is not known, using the properties of the examples. An example (instance) is represented using a feature vectorx, which is associated with a class label C. Traditional classification models induct a prediction function f (x) → C.
On the other hand, multi-instance classification examples are called bags and represent a set of instances. The class is associated with the whole bag although the instances are not explicitly associated with any particular class. Therefore, multi-instance models induct a prediction function f (bag) → C where the bag is a set of instances {x 1 ,x 2 , . . . ,x n }.
The way in which a bag is classified as positive or negative depends on the multi-instance hypotheses. In the early years of multi-instance learning research, multi-instance classification works were based on the standard or Dietterich hypothesis [12] . The standard hypothesis assumes that if the result observed is positive, then at least one of the instances from the bag must have produced that positive result. However, if the result observed is negative, then none of the instances from the bag could have produced a positive result. Therefore, a bag is positive if and only if at least one of its instances is positive. This can be modeled by introducing a second function g(bag, j) that takes a single variant instance j and produces a result. The externally observed result f (bag) can be defined as follows:
More recently, Weidmann et al. [44] defined three kinds of generalized multi-instance problems, based on employing different assumptions of how the classification of instances determines the bag label. These definitions are presence-based, threshold-based, and countbased.
-Presence-based is defined in terms of the presence of at least one instance of each concept in a bag (the standard hypothesis is a special case of this assumption which considers just one underlying concept).
-Threshold-based requires a certain number of instances of each concept in a bag.
-Count-based requires a maximum and a minimum number of instances of a certain concept in a bag. Regardless of the multi-instance hypothesis, MIL algorithms demand significant resources, taking excessive computing time when data size increases. Their high computational cost prevent their application in large-scale and high-dimensional real-world problems within reasonable time. However, the multiple instances learning process using data structures representation with bags and instances is inherently parallel. Therefore, we take advantage of the parallel capabilities of GPUs to speed up the learning process.
Rule-based models
Rule-based models are white box classification techniques which add comprehensibility to the knowledge discovery process in the form of IF-THEN rules. The comprehensibility of the knowledge discovered has been an area of growing interest and it is considered to be as important as obtaining high accuracy [2, 28] .
The evaluation of the rules over a data set requires the interpreting of the conditions expressed in the antecedent of the rule and checking whether the data examples satisfy them. The rule interpreter has usually been implemented in a stack-based manner, i.e., operands are pushed onto the stack, and when an operation is performed, its operands are removed from the stack and its result pushed back on. Therefore, its performance and the amount of time taken up depend on the number of examples, the number of rules, and their complexity (i.e., the number of conditions of the rule to evaluate).
Evolutionary Algorithms [19, 20] , and specifically, genetic programming [13] , have been successfully employed for obtaining classification rules. However, for every generation, a population of rules must be evaluated according to a fitness function. Thus, the algorithms perform slowly and their scalability is limited by the dimensionality of the data. The use of GPUs for the evaluation of individuals in evolutionary computation has demonstrated high performance in many studies. These studies include using genetic programming for stock trading [36] , classification rules [5, 18] , differential evolution [11, 42] , image clustering [29] , or optimization problems [14] . However, to the best of our knowledge, there are no GPUbased implementations of multi-instance classification rules algorithms to date. G3P-MI [48] is a grammar-guided genetic programming (G3P) [26] algorithm for multiinstance learning. It is based on the presence-based hypothesis and has demonstrated accurate classification and better performance than many other multi-instance methods. However, the large population required and the highly complex rules generated prevent the algorithm running as fast as desired, especially across large data sets. Therefore, a GPU-based parallel implementation of the algorithm makes for a very appealing and valuable proposal. Moreover, the GPU-based model to speed up the learning process is applicable to any other multiinstance rule-based method with any of the multi-instance hypotheses.
Computational analysis of the multi-instance algorithm
G3P-MI consists of the traditional stages of an evolutionary-based algorithm: initialization, selection, genetic operators, evaluation, and replacement. The initialization process creates a randomly initialized population of rules by means of a context-free grammar that conducts the generation of the rule syntaxes. The selection method selects the parent candidates from the population, on which the genetic operators (crossover and mutation) are applied, generating new rules (offspring). The evaluation checks the fitness of the offspring. The replacement selects the best rules from the parents and the offspring, leading the population to better fitness landscapes. This process is iteratively repeated along a given number of generations. However, it is well-known and it has been demonstrated in several studies [5, 18, 33] that the evaluation phase is the one that demands most of the computational cost of the algorithm, requiring from 90 to 99 % of the execution time, which increases as the data set becomes bigger. Thereby, significant effort should be focus on speeding up this stage. Thus, we analyze the computational cost of the evaluation function.
The evaluation consists on predicting the class membership of the examples of the data set and to compare with the actual class to measure the prediction error. Specifically, it measured the number of true positives (t p ), true negatives (t n ), false positives ( f p ), and false negatives ( f n ). These values are used to build the confusion matrix, from which any classification performance metric is obtained (sensitivity, specificity, accuracy, etc). Each individual from the population represents a rule which comprises several attribute-value conditions combined using logical operators. The evaluation process is usually implemented using two nested loops. Thereby, the algorithmic complexity of the fitness function is O(population size × number of examples). This makes the algorithm to perform slow when the population size and the number of examples of the data set increase. The pseudo-code of the fitness function is shown in Algorithm 1, particularized for the Dietterich hypothesis (a single positive instance makes the whole bag prediction as positive), and Algorithm 2, particularized for the generalized hypothesis. It is noted that for the Dietterich hypothesis, the inner loop must be stopped as soon as one instance is covered, whereas for the generalized hypothesis, it is necessary to evaluate all the instances of the bag. Therefore, performance on data sets having large bag sizes is penalized.
Algorithm 1 Evaluation: Dietterich hypothesis
Require: population_size, number_examples 1: for each individual within the population do 2: tp ← 0, fp ← 0, tn ← 0, fn ← 0 3: for each example from the data set do 4:
for each instance from the example's bag The evaluation process is noted to have three main stages: rule-instance coverage, bag class prediction, and confusion matrix computation. As seen, the complexity of the fitness function lies in the population size (number of rules) and the data set size (number of bags and instances). Evaluating them along high number of generations is the reason for the high computational cost of MIL algorithms and motivates their parallelization on GPUs. Fortunately, the evaluation of each rule is an independent computation problem (population-parallel approach). Moreover, the coverage of a rule against all the examples is also a paralellizable task (data-parallel approach).
Parallelization on multi-core CPUs and SSE
The parallelization of the evaluation in the CPU is straightforward by means of a populationparallel approach. The algorithm can take advantage of multi-core CPUs and create as many CPU threads as number of cores, evaluating independently and concurrently each of the individuals. Moreover, current processors include instruction set extensions specifically developed for increasing the performance of parallel workloads. Single instruction multiple data (SIMD) instructions are grouped in a instruction set included by most general-purpose processors and known as streaming SIMD extensions (SSE). These SIMD instructions provide a limited form of parallelism working at a small scale on multiple data. Nevertheless, the performance of implementations can be significantly improved as shown in other studies [10] . The evaluation function can take advantage of the SSE instructions to compute multiple instances at once, providing a limited form of data parallelism (data-parallel approach). In particular, there are load/store (_mm_load_ps, _mm_store_ps) and arithmetic/logical (_mm_add_ps, _mm_mul_ps, _mm_and_ps, _mm_or_ps) functions handle four single-precision floatingpoint values at once, increasing the efficiency of the CPU.
However, the hardware industry provide today 4-cores desktop processors, which limit the parallelism of this approach. Nevertheless, fortunate users having a CPU cluster or a grid environment may exploit this parallel approach having multiple nodes connected through a network. The data-parallel approach may be also employed for distributing rule evaluation among multiple hosts. However, this complicates the evaluator code by means of including more complex message transfer between the hosts and the network, which eventually reduces the efficiency of the process.
Multi-instance rules evaluation on GPUs
The evaluation of the rules is divided into three steps, each implemented in separate GPU kernel. The coverage kernel checks the coverage of the rules over the instances within the bags. The hypothesis kernel identifies bag instances that satisfy the concepts of the rule. Finally, the fitness kernel computes the quality of the rules. The data and computation flow are overviewed in Fig. 1 , whereas the GPU evaluation model is shown in Fig. 2 . Data memory transactions between CPU and GPU memories are shown dashed and light gray, whereas GPU kernels computation are shown dotted and black gray.
The data set is allocated transposed in the GPU global memory to facilitate memory coalescing. Data set values are copied at the beginning of the algorithm's execution and they can be transferred asynchronously while the population is being initialized. This means that no delay is introduced to the algorithm execution due to data set transfer to GPU memory. Rules and fitness are also stored in global memory, but they require synchronous transfers, meaning that the evaluation process cannot begin until the rules are copied to the GPU memory, and the evolutionary process cannot continue until the fitness values are copied in the host memory. Fortunately, the data size for both elements is very small and memory transfers complete within few nanoseconds, as measured by the NVIDIA Profiler tool. 
Coverage kernel
The coverage kernel interprets the rules and checks whether the instances of the data set satisfy the conditions of the rules. Example of a rule:
where At 1 , At 2 , and At 3 are attributes of the data set, and V 1 , V 2 , and V 3 are numeric values. Rules are easily represented in prefix notation and evaluated using stack-based operations due to its ability to distinguish the order of operations without parentheses. The example rule in prefix notation is as follows:
The implementation of a prefix interpreter require a stack and every operand/operator perform push/pop operations. Thus, the number of operations over the stack increases with the length of the rule. However, seeking for an efficient implementation on GPUs is not straightforward. GPUs are not especially designed for stack-based memory operations. Therefore, we propose to employ an intermediate rule representation to take advantage of the flexibility of the stack-based operations and minimize as well the number of stack operations. The conditions are internally represented in prefix notation whereas the rule set is written in postfix. The rule can be rewritten as:
The evaluation of every rule over single instance can be parallelized on the GPU using a two-dimensional matrix of threads. The kernel checks the coverage of the rules over the instances of the data set and stores the results of the coverage matching into an array. Threads are grouped into a 2D grid of thread blocks, whose size depends on the number of rules (width) and instances (height). Eventually, a warp (group of threads that are evaluated concurrently at a given time in the multiprocessor) represents the evaluation of a given rule over multiple data, following a SIMD model. Thereby, there is no divergence in the instruction path of the kernel, which is one of the known main reasons for decreasing performance and we avoid this issue. Moreover, reading from multiple data is guaranteed to be coalesced since threads are responsible of handling adjacent memory addresses. The array of the coverage result is also coalesced by addressing adjacent memory addresses. Coalescing avoids memory addressing conflicts and permits to improve efficiency of memory transactions.
Hypothesis kernel
The hypothesis kernel performs the class prediction for the bags, using the coverage results from the previous kernel. Three functions implement the different hypothesis concerning their requirements based on the presence-based, threshold-based, or count-based multiple instance hypotheses. The presence-based kernel only requires that one instance is active in order to predict the bag to be positive (Dietterich hypothesis) as previously shown in Algorithm 1. The threshold-based kernel computes first the count of the number of instances from the bag that satisfy the concepts of the rule. It predicts as positive if the count is higher than a minimum number of instances. The count-based kernel counts the number of active instances as does the threshold-based, but its prediction depends on a minimum and maximum number of active instances. The threshold-based and count-based are known as the generalized hypothesis which was shown in Algorithm 2. Counting is a reduction operation and there are several parallel ways to count using the GPU. However, the average bag size of the multiple instances data sets available is relatively very small, usually having less than 10 instances per bag. Therefore, a parallel reduction scheme of the counting process would be excessive and inefficient for such small number of values. Thereby, it is more efficient to propose a parallel prediction model in which a thread is responsible of the prediction of a single bag, and the thread iterates among the instances from the bag to check the number of covered instances.
It is very important to note that the Dietterich hypothesis only requires one instance to be active to predict the bag class as positive. Therefore, as soon as one instance is found to be active, there is no need to check the remaining instances in the bag. This allows a significantly amount of time to be saved, especially when the size of the bag increases. The CPU evaluator checks the instances from the bag from the first to the latest, and it is not known a priori if a positive instance is going to be found earlier or later. On the other hand, the GPU model checks in parallel all the instances at a given time. Therefore, the GPU checking process always requires a single scan to find any positive instance.
Furthermore, the generalized hypotheses (threshold-based and count-based) require all of the instances to be processed in order to predict the bag class using the count values. This means that the runtime of the CPU process is inevitably increased as the number of instances increases, not existing the possibility of an earlier loop breaking. On the other hand, the GPU approach keeps its efficiency and is capable of counting the number of positives instances for all bags in a single call. Therefore, it is expected to have better efficiency and speedups on the generalized hypotheses.
Fitness kernel
The fitness computation kernel evaluates the quality of the rule, i.e., its ability to perform accurate classifications. It computes the confusion matrix values to calculate some wellknown indicators in classification such as sensitivity, specificity, precision, recall, F-Measure. For instance, the goal of the G3P-MI [48] algorithm is to maximize both sensitivity and specificity, computing fitness as their product.
The confusion matrix values result from a reduction operation [46] of the bag class predictions and the actual values. The naive reduction operation is conceived as an iterative and sequential process. However, this operation can be parallelized using a 2-level parallel reduction with shared memory storage, and it is illustrated in Fig. 3 .
The first level of the reduction reads the bag class prediction and compares with the actual bag class. The outcome is one of the four possible values of the confusion matrix, which are stored in shared memory. The second level counts the partial results from shared memory and computes the fitness of the rules. To this end, 128 threads are employed. The reason for using 128 threads is that all threads in a thread block must share shared memory, which is limited in many architectures to 16 KB. Since a thread must employ 4 32-bit integers to count the confusion matrix values, it gives that a thread block requires 512 integers (2 KB) on shared memory. This limits the number of concurrent blocks to 8 per multiprocessor. Doubling the number of threads would only reduce the number of concurrent blocks capable of running in a multiprocessor, which reduces effective performance. Fortunately, this is parametrizable to adapt the number of threads to the capacities of the GPU, adapting automatically the configuration parameters in order to be capable of achieving maximum performance. The key point of the reduction is that accesses are fully coalesced to avoid memory addressing divergences, and shared memory, which provides fast and low latency access, is efficiently employed. This process is run in parallel for all the rules of the population.
Experimental setup
This section presents the experiments, hardware, and setup to evaluate the performance of the GPU model.
Hardware configuration
The experiments were run on a machine equipped with an Intel Core i7 quad-core processor (i7-3820) running at 3.6 GHz and 12 GB of DDR3-1600 host memory. The video cards used were two dual-GPU NVIDIA GTX 690 equipped with 4 GB of GDDR5 video RAM. Each GTX 690 video card had two GPUs with 1,536 CUDA cores. In total, there were 4 GPUs and 6,144 CUDA cores at default clock speeds. The host operating system was GNU/Linux Ubuntu 12.10 64 bit along with CUDA runtime 5.0, NVIDIA drivers 310.40, and GCC compiler 4.6.3 (O3 optimization level).
Configuration settings
The G3P-MI algorithm is implemented in the JCLEC software [41] and its main parameters (collected from the author's proposal) are shown in Table 1 .
On the other hand, the coverage and hypothesis kernels require to setup the number of threads per block. Table 2 shows the GPU occupancy data for the different number of threads per block. Occupancy is the ratio of the number of active warps per multiprocessor to the maximum number of possible active warps. Approximately 64 and 128 threads per block reports a multiprocessor occupancy of 38 and 75 %, respectively, limited by the shared memory per multiprocessor; 256, 512, and 1,024 threads per block report an occupancy of Occupancy of each multiprocessor (%) 38 75 100 100 100 100 %. In both cases, the number of active threads per multiprocessor is 2,048, but they differ in the number of active thread blocks per multiprocessor. Best choice is 256 threads per block since it provides full occupancy and a trade-off between the number of active thread blocks per multiprocessor and the total number of thread blocks. This guarantees the scalability of the model design for future GPUs with larger number of multiprocessors.
Experiments
The experimental study comprises two experiments. Firstly, the performance and efficiency of the rules interpreter is evaluated. Secondly, the rule-based classification performance is evaluated over a series of data sets. Detailed information about the experimental study is provided as additional material at link. 1 
Rules interpreter performance
The efficiency of rules interpreters is often reported using the number of primitives interpreted by the system per second, similarly to Genetic Programming (GP) interpreters, which determine the number of GP operations per second (GPops/s) [3, [30] [31] [32] . GP interpreters evaluate expression trees, which represent solutions to perform a user-defined task. In this experiment, the performance of the rules interpreter is evaluated by running over different number of instances and rules. This way, it achieves a sensitivity analysis of the effect of these parameters on the speed of the interpreter in terms of GPops/s.
Rule-based classification performance
The second experiment evaluates the performance of the proposal across a series of 13 realworld multi-instance data sets. However, these data sets may be categorized as medium size. In order to evaluate larger data, we generated 7 artificial data sets which comprise a wide dimensionality range, containing from 100 to 1 million instances. The objective of this experiment was to analyze the scalability of the GPU model regarding the data sets' complexity and dimensionality (number of bags, instances, and attributes). Moreover, the use of one, two, and four GPUs will provide useful information about its scalability to big data and multiple GPU devices. Experiments were run 100 times and the average runtimes are reported.
Results
This section presents and discusses the experimental results obtained from different experimental studies. Table 3 shows the rules interpreter performance regarding the number of rules and the number of instances, which determine the total number of GP operations (GPops) to be interpreted by the evaluator. The table provides the evaluation times expressed in milliseconds for the multi-threaded CPU with SSE parallelism and the GPU-based interpreter using one, two, and four GPUs. The number of GP operations per second (GPops/s) is calculated using the number of GPops evaluated and the time required. The multi-threaded CPU interpreter with SSE parallelism achieves up to 359 million GPops/s, whereas the GPU interpreter achieves up to 108 billion GPops/s when distributing the computation into four GPUs. Maximum performance is achieved when the number of rules or the number of instances are high enough to fill the GPU multiprocessors with enough thread blocks. In other words, maximum performance is achieved when the GPU cores are fully occupied by a large number of threads. On the other hand, performance is reduced when the number of rules or instances is small, i.e, there are less threads to compute. Nevertheless, even with a low number of rules or instances, the performance of the GPU-based interpreter is still significantly better than the multi-threaded CPU with SSE parallelism. The increasing performance of the interpreter is shown in Fig. 4 , which illustrates the interpreter performance regarding the number of rules to evaluate and the number of instances of the data set.
Rules interpreter performance
Moreover, Table 3 also shows the good scalability of the model from one to two and four GPUs, regardless the number of instances and rules to evaluate. In best performance scenarios with a high number of rules and instances, doubling the number of GPU devices doubles the interpreter's performance. Table 4 shows the performance of the G3P-MI algorithm using the Dietterich hypothesis. The table shows the runtime for evaluating the population of rules over multiple data sets, considering different number of attributes, bags and instances. The speedup is the ratio of multi-threaded CPU time to GPU time. Similarly to the interpreter performance, results indicate that the higher the dimensionality of the data, the better the speedup achieved. The best performance scenario in which the highest speedup is achieved (131×) corresponds with the process data set when using four GPUs, which allows the evaluation time to be reduced from 18 min to only 8.43 s, which is a significant reduction. On the other hand, good speedups are also achieved over small data sets with a low number of instances. It is important to note that even with a small data set, the speedup is greater than one, i.e., GPU runtimes are always lower than CPU ones. Thus, we can conclude that we recommend the use of GPU evaluation regardless of the size of the data set. This is nontrivial because in some computation problems, it is only recommended to use GPUs when the problem size is higher than a certain threshold. Table 5 shows the performance of the G3P-MI algorithm using the generalized hypothesis. Similarly to the presence-based hypothesis, the speedup follows the same trend line when the data set size is increased and also shows good scalability to multiple GPU devices. However, there is a significant difference which can be observed when analyzing performance over the artificial data sets. Specifically, note and compare the CPU evaluation times for the Artificial5 and Artificial6 data sets in Tables 4 and 5 . These data sets have the same number of instances, but the Artificial6 data set has 10 times the number of bags. For the presence-based hypothesis, Artificial6 triples the evaluation times of the Artificial5 data set, whereas for the generalized hypothesis their times are similar. This difference in the runtime is due to the Dietterich hypothesis behavior. As described in Sect. 4.2, the presence-based hypothesis allows instances matching to be stopped. However, for the generalized hypotheses, it is necessary to complete rule matching with all the instances of the bag to compute counts. Therefore, evaluation times for the generalized hypotheses depend on the number of instances rather than the number of bags, having the GPU higher speedups. Finally, the scalability of the model performance regarding to the increasing size of the data set is shown in Fig. 5 (log scale), which illustrates and summarizes the speedup values achieved with one, two, and four GPUs when compared to the multi-threaded CPU performance. This figure shows the speedup trend line and proves the great efficiency and scalability of GPUs. The figure indicates that as soon as the data set size is big enough, the high costs of the MIL algorithm makes the GPU parallelization highly recommended to run within reasonable time.
Rule-based classification performance

Concluding remarks
Multi-instance classification is a challenging task which has been solved using evolutionary rule-based algorithms such as G3P-MI. Evolutionary rule-based algorithms become slow when the dimensionality and complexity of the data set increases. In this paper, we proposed a GPU-based model for evaluating multi-instance classification rules to speedup the algorithm process. The GPU evaluation model was evaluated to analyze its efficiency regarding to the rules interpreter and classification performance and compared to the multi-threaded CPU SSE implementation over multiple data sets. The performance of the GPU rules interpreter achieved up to 108 billion GPops/s. The GPU evaluation model demonstrated efficient performance and to speed up the classification task up to 149×. Moreover, its efficiency increased as the dimensionality of the data. The distributed implementation into multiple GPUs allowed scalability across large-scale and high-dimensional data sets, in which the application of evolutionary rule-based algorithms, until now, was difficult within reasonable time.
Nevertheless, it is noteworthy to mention that highest speedups were obtained when using 4 high-performance GPUs on very big data sets, where GPUs are capable to show their full power. These scenarios are ideal for GPU parallelization (millions of parallel threads), while on other data sets with average size, GPUs show not such impressive speedups. Indeed, when comparing single-GPU performance, it was achieved similar performance than other related works in the literature. Using 4 high-performance GPUs is a non-trivial contribution while most of related works focus only on single-GPU designs, which prevent their scalability to multiple GPU devices. respectively. He has published more than 150 papers in journals and scientific conferences, and he has edited three books and several special issues in international journals. He has also been engaged in 11 research projects (being the coordinator of three of them) supported by the Spanish and Andalusian governments and the European Union. His main research interests are in the fields of soft computing, machine learning, data mining, and their applications. Dr. Ventura is a senior member of the IEEE Computer, the IEEE Computational Intelligence and the IEEE Systems, Man and Cybernetics Societies, as well as the Association of Computing Machinery (ACM).
