Abstract. It is considered Ornstein-Uhlenbeck process xt = x 0 e −θt + µ(1 − e −θt ) + σ t 0 e −θ(t−s) dWs, where x 0 ∈ R, θ > 0, µ ∈ R and σ > 0 are parameters. By use values (z k ) k∈N of corresponding trajectories at a fixed positive moment t, a consistent estimate of each unknown parameter of the Ornstein-Uhlenbeck's stochastic process is constructed under assumption that all another parameters are known.
Introduction
In mathematics, the Ornstein-Uhlenbeck process (named after Leonard Ornstein and George Eugene Uhlenbeck joint celebrated work [13] ), is a Gauss -Markov stochastic process ( see, for example, [4] , [20] ) that describes the velocity of a massive Brownian particle under the influence of friction. Over time, this process tends to drift towards its long-term mean: such a process is called mean-reverting( in this context, see, for example, [17] , [16] ) .
The process can be considered to be a modification of the random walk in continuous time, or Wiener process, in which the properties of the process have been changed so that there is a tendency of the walk to move back towards a central location, with a greater attraction when the process is further away from the center. The OrnsteinUhlenbeck process can also be considered as the continuous-time analogue of the discretetime process.
In recent years, however, the Ornstein-Uhlenbeck process has appeared in finance as a model of the volatility of the underlying asset price process(see, for example, [14, 15] ).
Note that the Ornstein-Uhlenbeck process, x t satisfies the following stochastic differential equation:
dx t = θ(µ − x t )dt + σdW t (1.1) where θ > 0, µ ∈ R and σ > 0 are parameters and W t denotes the Wiener process.
The solution of the stochastic differential equation (1.1) has the following form
where x 0 is assumed to be constant. The parameters in (2.2) have the following sense: (i) µ represents the equilibrium or mean value supported by fundamentals (in other words, the central location);
(ii) σ is the degree of volatility around it caused by shocks; (iii) θ is the rate by which these shocks dissipate and the variable reverts towards the mean;
(iv) x 0 is the underlying asset price at moment t = 0 ( the underlying asset initial price ); (v) x t is the underlying asset price at moment t > 0; There are various scientific papers devoted to estimate of parameter µ, σ and θ(see, for example [16] , [17] ). There least-square minimization and maximum likelihood estimation techniques are used for the estimating parameters σ and µ which work successfully. The same we can not say concerning the estimating the parameter θ (see, for example, [16] ).
The purpose of the present paper is to introduce a new approach which by use values (z k ) k∈N of corresponding trajectories at a fixed positive moment t, will allows us to construct a consistent estimate for each unknown parameter of the Ornstein-Uhlenbeck's stochastic process under an assumption that all another parameters are known.
The rest of the present paper is the following: In Section 2 we consider some auxiliary notions and facts from the theory of stochastic differential equations and mathematical statistics.
In Section 3 we present the constructions of consistent estimates for unknown parameters of the Ornstein-Uhlenbeck's stochastic process.
In Section 4 we present simulation of the OrnsteinUhlenbeck's stochastic process and some computation results.
2. Some auxiliary facts from the theory of stochastic differential equations and mathematical statistics 2.1. Some auxiliary facts from the mathematical statistics. We begin this subsection by the following definition. 
where # denotes a counting measure.
Definition 2.1.2 Let µ be a probability Borel measure on R and F be it's corresponding distribution function. A sequence (x k ) k∈N of elements of R is said to be µ-equidistributed
Lemma 2.1.1 Let (x k ) k∈N be 1 -equidistributed sequence on (0, 1), F be a strictly increasing continuous distribution function on R and p be a Borel probability measure on
Proof. We have lim
Corollary 2.1.1 Let F be a strictly increasing continuous distribution function on R and p be a Borel probability measure on R defined by F . Then for a set D F ⊂ R N of all p-equidistributed sequences on R we have :
Let {µ θ : θ ∈ R} be a family Borel probability measures in R. By µ N θ we denote the N -power of the measure µ θ for θ ∈ R. Definition 2.1.3 A Borel measurable function T n : R n → R (n ∈ N ) is called a consistent estimator of a parameter θ (in the sense of convergence almost everywhere) for the family (µ
holds true for each θ ∈ R.
Definition 2.1.4 A Borel measurable function T n : R n → R (n ∈ N ) is called a consistent estimator of a parameter θ (in the sense of convergence in probability) for the family (µ N θ ) θ∈R if for every > 0 and θ ∈ R the following condition lim
holds.
is called a consistent estimator of a parameter θ (in the sense of convergence in distribution ) for the family (µ 
holds. 
, then all conditions in Definition 2.1.6 will be satisfied.
In the sequel we will need the well known fact from the probability theory (see, for example, [20] , p. 390).
Lemma 2.1.2 (Kolmogorov's strong law of large numbers) Let X 1 , X 2 , ... be a sequence of independent identically distributed random variables defined on the probability space (Ω, F, P ). If these random variables have a finite expectation m (i.e., E(X 1 ) = E(X 2 ) = ... = m < ∞), then the following condition
2.2. Some auxiliary facts from the theory of stochastic differential equations. By use approuches introduced in [6] one can get the validity of the following assertions.
Lemma 2.2.1 Let's consider an OrnsteinUhlenbeck process x t satisfies the following stochastic differential equation:
where θ > 0, µ and σ > 0 are parameters and W t denotes the Wiener process. Then the solution of this stochastic differential equation (3.1.1) is given by
where x 0 is assumed to be constant.
Proof. The stochastic differential equation (3.1.1) is solved by variation of parameters. Changing variable
Integrating from 0 to t we get
whereupon we see
Lemma 2.2.2 Under conditions of Lemma 2.2.1, the following equalities
Proof. The validity of the item (i) is obvious. In order to prove the validity of the items (ii)-(iii), we can use the Ito isometry to calculate the covariance function by
Thus if s < t(so that min(s, t) = s), then we have
Similarly, if s = t (so that min(s, t) = s), then we have
1 − e −2θs) .
Estimation of parameters of the Ornstein -Uhlenbeck stochastic model
3.1. Estimation of the the underlying asset initial price x 0 in an OrnsteinUhlenbeck stochastic model. Let consider Ornstein-Uhlenbeck process
where θ > 0, µ ∈ R,σ > 0 and W s is Wiener process. Here (i) µ represents the equilibrium or mean value supported by fundamentals; (ii) σ is the degree of volatility around it caused by shocks; (iii) θ is the rate by which these shocks dissipate and the variable reverts towards the mean;
(iv) x 0 is the underlying asset price at initial moment t = 0(the underlying asset initial price);
(v) x t is the underlying asset price at moment t (t > 0);
.θ,µ,σ) be a Gaussian probability measure in R with the mean m t = x 0 e −θt + µ(1 − e −θt ) and the variance σ
Assuming that parameters t, θ, µ and σ are fixed, denote by γ x0 the measure γ (t,x0.θ,µ,σ) . Let define the estimate T n : R n → R by the following formula
Then we get
provided that T n is a consistent estimator of the underlying asset price x 0 ∈ R in the sense of convergence almost everywhere for the family of probability measures (γ x0 ) x0∈R .
Proof. Let's consider probability space (Ω, F, P ), where
for (x i ) i∈N ∈ R ∞ . It is obvious that (P r k ) k∈N is sequence of independent Gaussian random variables with the mean m t = x 0 e −θt + µ(1 − e −θt ) and the variance σ 
Remark 3.1.1 By use Remark 2.1.1 and Lemma 3.1.1 we deduce that T n is a consistent estimator of the underlying asset price x 0 ∈ R in the sense of convergence in probability for the statistical structure (γ x0 ) x0∈R as well T n is a consistent estimator of the underlying asset price x 0 ∈ R in the sense of convergence in distribution for the statistical structure (γ x0 ) x0∈R .
Theorem 3.1.1 Suppose that the family of probability measures (γ ∞ x0 ) x0∈R and the estimators T n : R n → R(n ∈ N ) come from Lemma 3.1.1. Then the estimators
(3.1.7) are infinite-sample consistent estimators of the underlying asset price x 0 for the family of probability measures (γ ∞ x0 ) x0∈R . Proof. Note that we have
which means that T (0) is an infinite-sample consistent estimator of the underlying asset price x 0 for the family of probability measures (µ
which means that T (1) is an infinite-sample consistent estimator of the underlying asset pricel x 0 for the family of probability measures (γ Lemma 3.2.1 For t > 0, x 0 ∈ R, θ > 0, µ ∈ R and σ > 0, let's γ (t,x0.θ,µ,σ) be a Gaussian probability measure in R with the mean m t = x 0 e −θt + µ(1 − e −θt ) and the variance σ
Assuming that parameters x 0 , t, θ and σ are fixed, for µ ∈ R let's denote by γ µ the measure γ (t,x0.θ,µ,σ) . Let define the estimate T * n : R n → R by the following formula
provided that T n is a consistent estimator of the equilibrium µ ∈ R in the sense of convergence almost everywhere for the family of probability measures (γ ∞ µ ) µ∈R . Proof. Let's consider probability space (Ω, F, P ), where
It is obvious that (P r k ) k∈N is sequence of independent Gaussian random variables with the mean m t = x 0 e −θt + µ(1 − e −θt ) and the variance σ
. By use Kolmogorov's Strong Law of Large numbers we get
Remark 3.2.1 By use Remark 2.1.1 and Lemma 3.2.1 we deduce that T * n is a consistent estimator of the equilibrium µ ∈ R in the sense of convergence in probability for the family of measures (γ ∞ µ ) µ∈R as well T n is a consistent estimator of the equilibrium µ ∈ R in the sense of convergence in distribution for the family of measures (γ : R ∞ → R defined by
are infinite-sample consistent estimators of the equilibrium µ ∈ R for the family of probability measures (γ
Proof. Note that we have
which means that T (0) * is an infinite-sample consistent estimators of the equilibrium µ ∈ R for the family of probability measures(γ
which means that T (1) * is an infinite-sample consistent estimators of the equilibrium µ ∈ R for the family of probability measures(γ 
3.3.
Estimation of the rate θ in Ornstein -Uhlenbeck stochastic model. We begin this subsection by the following lemma. Lemma 3.3.1 For t > 0, x 0 ∈ R, θ > 0, µ ∈ R and σ > 0, let's γ (t,x0.θ,µ,σ) be a Gaussian probability measure in R with the mean m t = x 0 e −θt + µ(1 − e −θt ) and the variance σ
1 − e −2θs . Assuming that parameters x 0 , t, µ and σ are fixed such that x 0 = µ, for θ > 0, let's denote by γ θ the measure γ (t,x0,θ,µ,σ) . Let define the estimate T * * n : R n → R by the following formula
provided that T * * n is a consistent estimator of the rate θ > 0 in the sense of convergence almost everywhere for the family of probability measures (γ
Remark 3.3.1 By use Remark 2.1.1 and Lemma 3.3.1 we deduce that T * * n is a consistent estimator of the equilibrium θ in the sense of convergence in probability for the family of probability measures (γ ∞ θ ) θ>0 as well T * * n is a consistent estimator of θ in the sense of convergence in distribution for the same family of probability measures. (1) * * : R ∞ → R defined by
and
are infinite-sample consistent estimators of the rate θ for the family of probability mea-
which means that T (0) * * is an infinite-sample consistent estimators of the parameter θ for the family of probability measures(γ
which means that T
(1) * * is an infinite-sample consistent estimators of the parameter θ for the family of probability measures(γ Estimation of the square of the degree of volatility σ around it caused by shocks in Ornstein -Uhlenbeck stochastic model. We begin this subsection by the following proposition. Lemma 3.4.1 For t > 0, x 0 ∈ R, θ > 0, µ ∈ R and σ > 0, let's γ (t,x0.θ,µ,σ) be a Gaussian probability measure in R with the mean m t = x 0 e −θt + µ(1 − e −θt ) and the variance
Assuming that parameters x 0 , t, µ and θ are fixed. For σ 2 > 0, let's denote by γ σ 2 the measure γ (t,x0,θ,µ,σ) . Let define the estimate T * * * n : R n → R by the following formula
provided that T * * * n is a consistent estimator of the square of the degree of volatility σ around it caused by shocks in the sense of convergence almost everywhere for the family of probability measures (γ
for (x i ) i∈N ∈ R ∞ . It is obvious that (P r k ) k∈N is sequence of independent Gaussian random variables with the mean m t = x 0 e −θt + µ(1 − e −θt ) and the variance σ
. By use Kolmogorov's Strong Law of Large numbers for a sequence of independent identically distributed random variables (X n ) n∈N , where
Remark 3.4.1 By use Remark 2.1.1 and Lemma 3.4.1 we deduce that T * * * n is a consistent estimator of the parameter σ 2 in the sense of convergence in probability for the family of probability measures (γ ∞ σ 2 ) σ>0 as well T * * * n is a consistent estimator of the parameter σ 2 in the sense of convergence in distribution for the same family of probability measures.
Theorem 3.4.1 Suppose that the family of probability measures (γ ∞ σ 2 ) σ 2 >0 and the estimators T * * * n : R n → R(n ∈ N ) come from Lemma 3.4.1. Then the estimators
are infinite-sample consistent estimators of the square of the degree of volatility σ around it caused by shocks for the family of probability measures (γ
which means that T (0) * * * is an infinite-sample consistent estimators of the parameter σ 2 for the family of probability measures (γ
which means that T In this section we give a short explanation whether can be obtained the simulations of the Ornstein -Uhlenbeck process. Similar simulations can be found in [17] . The simulation of the Ornstein-Uhlenbeck process can be obtained as follows:
where W t denotes Wiener process. Wiener (1923) gave a representation of a Brownian path in terms of a random Fourier series. If (ξ n ) n∈N is the sequence of independent standard Gaussian random variables, then
represents a Brownian motion on [0, 1]. Following Karhunen -Loeve well known theorem (see, [12] , [11] ), the scaled process
is a Brownian motion on [0, c].
n ) n∈N be a sequence of real numbers defined by y
denotes the integer part of the real number and (p n ) n∈N denotes the set of all prime numbers. Note that this sequence is uniformly distributed in (0, 1) for each k ∈ N (see, for example, [19] ) . Let Φ be a standard Gaussian distribution function in R . Then following Lemma 2.1.1, the sequence (x
n )) n∈N will be γ-uniformly distributed in R for each k ∈ N , where γ denotes a standard Gaussian measure in R.
In our simulation we use MatLab command random('Normal', 0, 1, p, q) which generates γ -uniformly distributed sequences (x of the Ornstein-Uhlenbeck's k-th trajectory at moment t = 0.5 when θ = 0.5, σ = 1, µ = −3 and x 0 = 3. 
will be the value of the Wiener's k-th trajectory at moment e 2θt − 1 for k ∈ N . Hence the value of the Ornstein-Uhlenbeck's k-th trajectory at moment t will be
sin πn(e 2θt − 1) πn (4.5) for each k ∈ N .
In our simulation we consider
sin πn(e 2θt − 1) πn (4.6) for 1 ≤ k ≤ 100. Below we present some numerical results obtaining by using MatLab and Microsoft Excel. In our simulation (i) n denotes the number of trials; (ii) x 0 = 3 is the underlying asset initial price; (iii) µ = −3 is the equilibrium or mean value supported by fundamentals; (iv) σ = 1 is the degree of volatility around it caused by shocks; (v) θ = 0.5 is the rate by which these shocks dissipate and the variable reverts towards the mean; (vi) t = 0.5 is the moment of the observation on the Ornstein-Uhlenbeck's trajectories;
(vii) z k is the value of the Ornstein-Uhlenbeck's k-th trajectory at moment t = 0.5(see, Figure 1 and Table 4 .1). Table 4 .2, we see that the consistent estimator T n works successfully. Table 4 .3, we see that the consistent estimator T * n works successfully. Table 4 .4. The value of the statistic T * * n for the sample(z k ) 1≤k≤n (n = 5i : 1 ≤ i ≤ 20) from the Table 4 .1 in the Ornstein-Uhlenbeck's stochastic model when θ = 0.5, σ = 1, µ = −3 and x 0 = 3.
