Abstract. We prove a result on the convex dependence of solutions of ordinary differential equations on an ordered finite-dimensional real vector space with respect to the initial data.
Introduction
Let E be a finite-dimensional real vector space ordered by a closed proper cone 1 C. Let 0 < T ≤ ∞, U ⊂ E be a non-empty open set, and f : [0, T ) × U → E be a locally Lipschitz continuous map. For any x ∈ U , the differential equation (1)
ψ(t) = f (t, ψ(t))
has a unique maximally extended solution ψ f (·, x) satisfying ψ f (0, x) = x. This solution is defined on a semi-interval [0, θ f (x)), where 0 < θ f (x) ≤ T . For any t ≥ 0, we set D f (t) = {x ∈ U : t < θ f (x)}.
Let D ⊂ E. A map g : D → E is called quasi-monotone increasing [11] if the implication x ≤ y, l(x) = l(y) =⇒ l(g(x)) ≤ l(g(y))
holds for all x, y ∈ D and l ∈ C * , where C * = {l ∈ E * : l(x) ≥ 0 for any x ∈ C} is the dual cone of C (E * is the dual space of E). A map g : D → E is called convex if D is convex and (2) g(λx + (1 − λ)y) ≤ λg(x) + (1 − λ)g(y)
for all x, y ∈ D and λ ∈ [0, 1]. A set D ⊂ E is said to be order regular if the relations x ∈ D and y ≤ x imply that y ∈ D.
Our aim is to prove the next theorem.
Theorem 1. Let U ⊂ E be a nonempty order-regular convex open set. Let 0 < T ≤ ∞ and f : [0, T ) × U → E be a continuous map. If f (t, ·) is quasi-monotone increasing and convex for all t ∈ [0, T ), then D f (t) is convex for any t ∈ [0, T ), and ψ f (t, ·) is convex thereon. 1 A set C in a real vector space E is called a cone if λC ⊂ C for any λ > 0. A cone C is said to be proper if C + C ⊂ C and C ∩ (−C) = {0}. A cone C induces a partial order on E if and only if it is proper.
In the formulation of Theorem 1, we do not require the local Lipschitz continuity of f because the latter is ensured by continuity and convexity (see Lemma 2 below) . Note that the quasi-monotonicity of f is a sufficient but not necessary condition for Theorem 1 to hold. For example, if f (t, x) = f (x) is a linear map, then ψ f (t, x) is linear and hence convex in x, but f may be not quasi-monotone increasing in this case. On the other hand, at least in the autonomous case f (t, x) = f (x), the convexity of f is necessary to maintain the validity of Theorem 1. Indeed, let f be locally Lipschitz, x, y ∈ U and z = λx + (1 − λ)y with 0 ≤ λ ≤ 1. Suppose D f (t) is convex for any t ∈ [0, T ), and ψ f (t, ·) is convex thereon. Then we have
ψ f (t, y) − y t for t small enough. Passing to the limit t → 0 in this inequality, we get f (z) ≤ λf (x) + (1 − λ)f (y), i.e., f is convex.
The question of convex dependence of solutions of (1) on initial data was first addressed in [7] , and then pursued in [5, 4] . In the last two papers, E was assumed to be an ordered Banach space and it was shown (for differentiable f in [5] and for general locally Lipschitz continuous f in [4] ) that ψ f (t, ·) is convex on any convex domain contained in D f (t) (in Appendix A to this paper, we give a very simple proof of this result). Here, we strengthen this result in the finite-dimensional case by proving the convexity of D f (t). Moreover, keeping in mind possible applications (see, e.g., an example in Section 5), we consider arbitrary open convex order-regular domains U rather than the case U = E studied in [5, 4] .
The paper is organized as follows. In Section 2, we show that the conditions imposed on f in Theorem 1 ensure its local Lipschitz continuity. In Section 3, we prove Theorem 1 in the case, where f is differentiable in the second variable. For this, we combine the technique developed in [5] with the well-known "blow-up property" of ODEs in finite dimensions: as t → θ f (x) for some x ∈ U , the maximal solution ψ f (t, x) of (1) must approach the boundary of the domain [0, T ) × U on which f is defined. In Section 4, we get rid of the differentiability assumption and prove Theorem 1 in the general case. Finally, in Section 5, we illustrate Theorem 1 by a concrete example of ODEs naturally arising in the theory of stochastic processes.
Convexity and local Lipschitz continuity
Let 0 < T ≤ ∞ and · be a norm on E. Let U ⊂ E be a non-empty open set.
for any compact set K ⊂ U and any t ∈ [0, T ).
Then f is locally Lipschitz continuous.
Proof. Since C is closed and C ∩ (−C) = {0}, the set C \ {0} is contained in an open half-space of E. This implies that the dual cone C * has a nonempty interior (see, e.g., [10] , Section I.4.4, Lemma 1). Let l 1 , . . . , l n ∈ C * be a basis of E * . Let the real-valued functions f 1 , . . . , f n on [0, T ) × U be defined by the relations f j (t, x) = l j (f (t, x)). Clearly, f j are continuous on [0, T ) × U and f j (t, ·) are convex on U for any t ∈ [0, T ). Let e 1 , . . . , e n ∈ E be the dual basis of l 1 , . . . , l n : l j (e k ) = δ jk . Then we have
Hence, it remains to prove that f j are locally Lipschitz continuous, i.e., satisfy (3) with · in the numerator replaced with | · |. Clearly, it suffices to check (3) in the case K = B x,r , where B x,r ⊂ U is a closed ball of radius r > 0 centered at x ∈ U . Let r ′ > r be such that B x,r ′ ⊂ U . By the continuity of f j , there is m > 0 such that |f j (τ, x)| ≤ m for any τ ∈ [0, t] and x ∈ B x,r ′ . By [12, Corollary 2.2.12], we have
for any x 1 , x 2 ∈ B x,r and τ ∈ [0, t]. The lemma is proved.
The differentiable case
In the rest of the paper, we assume that T ∈ (0, ∞] is fixed and set I = [0, T ). Our consideration is essentially based on the next comparison result that is a particular case of a more general theorem proved by Volkmann [11] in the setting of normed vector spaces.
Then we have x(t) ≤ y(t) for all t ∈ [0, t 0 ).
In fact, this comparison statement is essentially equivalent to quasi-monotonicity [9] , but the above formulation is enough for our purposes. The next lemma is a simple generalization of a well-known result for scalar-valued convex functions.
Proof. Let h = y − x and λ ∈ (0, 1). If g is convex on U , then
This implies that
In view of the closedness of C, passing to the limit λ → 0 yields (4). Conversely, let (4) hold and z = λx + (1 − λ)y. Then we have
Multiplying the left and right estimates by λ and 1 − λ respectively and summing the resulting inequalities, we obtain (2). The lemma is proved.
For differentiable functions, we have the following characterization of quasimonotonicity [3, Theorem 5].
Lemma 5. Let U ⊂ E be open and convex. A differentiable function g : U → E is quasi-monotone increasing on U if and only if the linear map g ′ (x) : E → E is quasi-monotone increasing for any x ∈ U .
Suppose f : I × U → E is a continuous map such that f (t, ·) is differentiable on U for all t ∈ I and the derivative f ′ (t, ·) is continuous on I × U (here and below, f ′ (t, ·) denotes the derivative of the map x → f (x, t) with respect to x for fixed t). Then f is locally Lipschitz, and we have
for any t ∈ I, and for any compact convex set K ⊂ U with a nonempty interior. Given x ∈ U and 0 ≤ t < θ f (x), we define the linear map B x (t) : E → E by setting
For x ∈ U and y ∈ E, we denote by w x y (t) the solution of the initial value problem
y is linear in y. For the norm of w x y , we have the standard bound (see, e.g., [2] , Chapter IV, Lemma 4.1)
Lemma 6. Let U ⊂ E be a convex open set and f : I × U → E be a continuous map such that f (t, ·) is differentiable on U for all t ∈ I and the derivative f ′ (t, ·) is continuous on I × U . Suppose f (t, ·) is convex and quasi-monotone increasing on U for all t ∈ I. For any x, y ∈ U , we have
Proof. It suffices to prove the left inequality in (9) because it implies the right one after interchanging x and y. Let s(t) = ψ f (t, y) − ψ f (t, x). By Lemma 4, we havė
By Lemma 5, the map B x (t) is quasi-monotone increasing for any t ∈ [0, t 0 ) and, therefore, the desired inequality follows from (7) and Lemma 3. The lemma is proved.
Since E is finite-dimensional, the closed ordering cone C is normal. In terms of the partial order induced by C, this means that there exists µ C > 0 such that the implication
If f is continuously differentiable in the second variable, Theorem 1 follows from the next lemma.
Lemma 7. Let U and f be as in Lemma 6 and suppose in addition that U is orderregular. Let x, y ∈ U , λ ∈ [0, 1], and z = λx + (1 − λ)y. Let t 0 = min(θ f (x), θ f (y)). Then we have θ f (z) ≥ t 0 and
Let 0 ≤ t < t 0 and K ⊂ U be a compact convex set with a nonempty interior such that ψ f (τ, x) and
where R K = sup ξ∈K ξ .
Proof. Let τ 0 = min(θ f (x), θ f (y), θ f (z)). Since z − x = (1 − λ)(y − x) and z − y = −λ(y − x), it follows from Lemma 6 that
for any 0 ≤ t < τ 0 . Multiplying the first and second inequalities by λ and 1 − λ respectively and adding the results, we get
. In view of (10), it follows from (13) that
Suppose that τ 0 < t 0 . Then we obviously have τ 0 = θ f (z). Since both u and v are continuous on [0, t 0 ), it follows from (15) that ψ f (t, z) is bounded on [0, θ f (z)). This implies that we can choose a sequence t k ↑ τ 0 such that ψ f (t k , z) converge to some x 0 ∈ E as k → ∞. By (13), we have ψ f (t k , z) ≤ u(t k ) for all k. As C is closed, it follows that x 0 ≤ u(τ 0 ). We hence have x 0 ∈ U because U is order-regular and u(τ 0 ) ∈ U by the convexity of U . On the other hand, we cannot have x 0 ∈ U because ψ f (t, z) is a maximal solution and must approach the boundary of I × U as t → θ f (z) (see [2] , Chapter II, Theorem 3.1). This contradiction shows that
Combining this relation with (13) and (14), we obtain (11). Let t ∈ [0, t 0 ) and K ⊂ U be a convex compact set with a nonempty interior such that both ψ f (τ, x) and ψ f (τ, y) lie in K for any τ ∈ [0, t]. It follows from (14), (8), (6), and (5) that
In view of (16), inserting this estimate and the obvious inequalities u(t) ≤ R K and λ(1 − λ) ≤ 1/4 in (15) yields (12) . The lemma is proved.
Proof of Theorem 1
To pass from continuously differentiable to arbitrary continuous functions, we shall need some results concerning the continuous dependence of solutions of (1) on the map f . Recall that Eq. (1) possesses a maximal solution satisfying a given initial condition if the function f : I × U → E is continuous. Note however that such a solution may be not unique if f is not locally Lipschitz continuous.
The next lemma easily follows from Theorem 3.2 in Chapter II of [2] .
. . be continuous maps from I × U to E. Suppose f is locally Lipschitz and f n converge to f uniformly on all compact subsets of I × U . Let ψ n ∈ C 1 ([0, θ n ), U ) be maximal solutions of
such that ψ n (0) converge to some u ∈ U as n → ∞. Then we have
Let 0 ≤ a < θ f (u) and n 0 be such that θ n > a for n > n 0 . Then the sequence ψ n0+k (t), k = 1, 2, . . ., converges to ψ f (t, u) uniformly on [0, a] as k → ∞.
. . be continuous maps from I × U to E. Suppose f is locally Lipschitz and f n converge to f uniformly on compact subsets of I × U . Let 0 < a < T and ψ n ∈ C 1 ([0, a], U ) be solutions of (17) such that ψ n (0) converge to some u ∈ U as n → ∞. If for some compact set K ⊂ U , ψ n (t) ∈ K for all t ∈ [0, a], then θ f (u) > a, and we have
Proof. Since f n are uniformly bounded on the compact set Q = [0, a] × K, Eq. (17) implies thatψ n are uniformly bounded. Hence, ψ n are uniformly equicontinuous. By the Arzelà-Ascoli theorem, it follows that the sequence ψ n is relatively compact in C[0, a]. Let ψ n k be a subsequence of ψ n uniformly converging to a function ψ. Obviously, ψ(0) = u and ψ(t) ∈ K for t ∈ [0, a]. Fix ε > 0. Because f is uniformly continuous on Q, there exists a δ > 0 such that f (t,
for any k ≥ k 0 , and in view of (17), the sequenceψ n k (t) converges to f (t, ψ(t)) uniformly on [0, a]. On the other hand, the uniform convergence ofψ n k implies that ψ is continuously differentiable andψ is the limit ofψ n k . This means that ψ satisfies (1). Since f is locally Lipschitz, this implies that ψ is the restriction of ψ f (·, u) to [0, a] and, therefore, θ f (u) > a. We thus see that all uniformly converging subsequences of ψ n have the same limit. As the sequence ψ n is relatively compact, we conclude that ψ n (t) → ψ f (t, u) uniformly on [0, a]. Replacing ψ n k with ψ n in the above proof, we obtain the uniform convergence ofψ n . The lemma is proved.
Proof of Theorem 1:
Proof. For κ > 0, we set U (κ) = {ξ ∈ U : B ξ,κ ⊂ U }, where B ξ,κ is the closed ball of radius κ centered at ξ. Clearly, the set U (κ) is open, convex, and order-regular for any κ > 0. Let t ∈ I, x, y ∈ D f (t) and z = λx + (1 − λ)y for some λ ∈ [0, 1]. We have to show that θ f (z) > t and inequality (11) holds. Let S ⊂ U be a convex compact set whose interior contains ψ f (τ, x) and ψ f (τ, y) for all τ ∈ [0, t]. Choose κ > 0 such that S ⊂ U (κ). Let ρ be a nonnegative smooth function on E such that ρ(ξ) = 0 for ξ > 1 and E ρ(ξ) dξ = 1. For any positive ε ≤ κ, we define the map f ε : I × U (κ) → E by setting
Let φ denote the restriction of f to I × U (κ). Clearly, f ε are smooth in the second variable and converge to φ uniformly on compact subsets of I × U (κ) as ε → 0. It is straightforward to check that f ε are convex quasi-monotone increasing maps on
where S κ is the closed κ-neighborhood of S. Our choice of κ ensures that t < min(θ φ (x), θ φ (y)). Let t ε = min(θ fε (x), θ fε (y)). By Lemma 8, there exists 0 < ε 0 ≤ κ such that t ε > t for any 0 < ε ≤ ε 0 and ψ fε (·, x) → ψ f (·, x) and ψ fε (·, y) → ψ f (·, y) uniformly on [0, t] as ε 0 ≥ ε → 0. Decreasing ε 0 if necessary, we can ensure that ψ fε (τ, x) and ψ fε (τ, y) lie in S for all τ ∈ [0, t] and ε ∈ (0, ε 0 ]. It follows from Lemma 7 that θ fε (z) ≥ t ε > t and
for any 0 ≤ τ ≤ t and 0 < ε ≤ ε 0 . Let r > 0 and K = (S − C) ∩ {ξ ∈ E : ξ ≤ r}. Since S is compact and C is closed, S − C is closed and, therefore, K is compact. The order-regularity of U (κ) implies that K ⊂ U (κ). By (20) and (21), we have ψ fε (τ, z) ∈ K for all 0 ≤ τ ≤ t if r is large enough. It follows from Lemma 9 that θ φ (z) > t and ψ fε (·, z) → ψ φ (·, z) uniformly on [0, t]. Obviously, D φ ⊂ D f and ψ φ is the restriction of ψ f to D φ . Hence θ f (z) ≥ θ φ (z) > t and passing to the limit ε → 0 in inequality (20) for τ = t yields (11) . The theorem is proved.
Example
As an illustration, we give an example of a system of ODEs that arises naturally in the theory of stochastic processes and satisfies all conditions of Theorem 1. We consider a so-called affine process evolving on the state space C := R d ≥0 (see [1] ). Such a process X = (X t ) t≥0 , can be regarded as a multi-type extension of the singe-type continuously branching process of [6] , which arises as a continuous-time limit of a classical Galton-Watson branching process. X is defined as a stochastically continuous, time-homogeneous Markov process starting at X 0 ∈ C, with the property that the moment generating function is of the form
for all (t, x) ∈ R ≥0 × R d , and where ψ :
We assume that the time-derivative of ψ(t, x) at t = 0,
exists and is a continuous function on the set U = {x ∈ R d : f (x) < ∞}. In this case the map ψ(t, x) satisfies the following differential equation:
Moreover, the components of the map f ( 
with I, the indicator function, where, for all i ∈ {1, . . . , d},
• µ i (dξ) are Borel measures on C \ {0} assigning finite mass to the set {ξ ∈ C : |ξ| > 1} and satisfying the integrability condition
The above conditions are both necessary and sufficient for the existence of X and referred to as admissibility conditions (see [1] ).
In the following we consider the ordering on R d induced by the cone R d ≥0 .
Assume that y ≤ x with y i = x i for some i ∈ {1, . . . , d}. It follows that
where we have made use of the admissibility conditions given above.
Appendix A
In this section we give a very simple proof of the convexity result [4] for ODEs in ordered normed spaces. Let E be a real normed space (not necessarily finitedimensional) ordered by a proper closed cone C. As shown in [11] , Lemma 3 holds for E if one of the following conditions is satisfied:
(1) C has a non-empty interior, (2) E is complete, (3) C is a distance set (i.e., for every x ∈ E, there is y ∈ C such that x − y is equal to the distance from x to C). As above, let T ∈ (0, ∞] and I = [0, T ). Theorem 1 in [4] follows immediately from the next result.
Theorem 11. Let E be an ordered normed space such that one of the above conditions is satisfied. Let U ⊂ E be an open convex set and f : I × U → E be a continuous locally Lipschitz map such that f (t, ·) is quasi-monotone increasing and convex on U for all t ∈ I. Let 0 < t 0 ≤ T and x 1 , x 2 , x 3 : [0, t 0 ) → U be differentiable maps such thatẋ i (t) = f (t, x i (t)), i = 1, 2, 3, and x 3 (0) = λx 1 (0) + (1 − λ)x 2 (0) for some λ ∈ [0, 1]. Then x 3 (t) ≤ λx 1 (t) + (1 − λ)x 2 (t) for all t < t 0 .
Proof. Set z(t) = λx 1 (t) + (1 − λ)x 2 (t) for t < t 0 . By the convexity of f , z(t) − f (t, z(t)) = λẋ 1 (t) + (1 − λ)ẋ 2 (t) − f (t, λx 1 (t) + (1 − λ)x 2 (t)) ≥ ≥ λ(ẋ 1 (t) − f (t, x 1 (t)) + (1 − λ)(ẋ 2 (t) − f (t, x 2 (t))) = 0 =ẋ 3 (t) − f (t, x 3 (t)) for all t < t 0 . Since z(0) = x 3 (0), the above-mentioned analogue of Lemma 3 for normed spaces implies that z(t) ≥ x 3 (t). The theorem is proved.
