On almost everywhere convergence and divergence of Marcinkiewicz-like means of integrable functions with respect to the two-dimensional Walsh system  by Gát, György
Available online at www.sciencedirect.com
Journal of Approximation Theory 164 (2012) 145–161
www.elsevier.com/locate/jat
Full length article
On almost everywhere convergence and divergence of
Marcinkiewicz-like means of integrable functions with
respect to the two-dimensional Walsh system
Gyo¨rgy Ga´t
College of Nyı´regyha´za, Inst. of Math. and Comp. Sci., Nyı´regyha´za, P.O. Box 166., H–4400, Hungary
Received 23 March 2011; accepted 30 September 2011
Available online 8 October 2011
Communicated by Paul Nevai
Abstract
Let |n| be the lower integer part of the binary logarithm of the positive integer n and α : N2 → N2.
In this paper we generalize the notion of the two dimensional Marcinkiewicz means of Fourier series of
two-variable integrable functions as tαn f := 1n
n−1
k=0 Sα(|n|,k) f and give a kind of necessary and sufficient
condition for functions in order to have the almost everywhere relation tαn f → f for all f ∈ L1([0, 1)2)
with respect to the Walsh–Paley system. The original version of the Marcinkiewicz means are defined by
α(|n|, k) = (k, k) and discussed by a lot of authors. See for instance [13,8,6,3,11].
c⃝ 2011 Elsevier Inc. All rights reserved.
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First, we give a brief introduction to the theory of the Walsh–Fourier series. Let P denote the
set of positive integers, N := P∪ {0}, and I := [0, 1). For any set E let E2 the Cartesian product
E × E . Thus N2 is the set of integral lattice points in the first quadrant and I 2 is the unit square.
Let E1 = E and fix j = 1 or 2. Denote the j-dimensional Lebesgue measure of any set E ⊂ I j
by mes(E). Denote the L p(I j ) norm of any function f by ∥ f ∥p (1 ≤ p ≤ ∞).
Denote the dyadic expansion of n ∈ N and x ∈ I by n =∞j=0 n j 2 j and x =∞j=0 x j 2− j−1
(in the case of x = k2m k,m ∈ N choose the expansion which terminates in zeros). ni , xi are the
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i-th coordinates of n, x , respectively. Set ei := 1/2i+1 ∈ I , the i th coordinate of ei is 1, the rest
are zeros (i ∈ N). Define the dyadic addition + as
x + y =
∞
j=0
|x j − y j |2− j−1.
The sets In(x) := {y ∈ I : y0 = x0, . . . , yn−1 = xn−1} for x ∈ I , In := In(0) for n ∈ P
and I0(x) := I are the dyadic intervals of I . The set of the dyadic intervals on I is denoted by
I := {In(x): x ∈ I, n ∈ N}. Denote by An the σ algebra generated by the sets In(x) (x ∈ I ) and
En the conditional expectation operator with respect to An (n ∈ N). C denotes a constant which
may be different from line to line.
For t = (t1, t2) ∈ I 2, b = (b1, b2) ∈ N2 set the two-dimensional dyadic rectangle, i.e.
two-dimensional dyadic interval
Ib(t) := Ib1(t1)× Ib2(t2).
For n = (n1, n2) ∈ N2 denote by En = En1,n2 the two-dimensional expectation operator
with respect to the σ algebra An = An1,n2 generated by the two-dimensional rectangles
In1(x
1) × In2(x2) (x = (x1, x2) ∈ I 2). For n ∈ P denote by |n| := max( j ∈ N: n j ≠ 0),
that is, 2|n| ≤ n < 2|n|+1. The Rademacher functions on I are defined as:
rn(x) := (−1)xn (x ∈ I, n ∈ N).
The Walsh–Paley system (on I ) is defined as the sequence of the Walsh–Paley functions:
ωn(x) :=
∞
k=0
(rk(x))
nk = (−1)
|n|
k=0
nk xk
, (x ∈ I, n ∈ N).
That is, ω := (ωn, n ∈ N). (For details see [1].)
Consider the Dirichlet and the Feje´r kernel functions:
Dn :=
n−1
k=0
ωk, Kn := 1n
n−1
k=0
Dk, D0, K0 := 0.
The Fourier coefficients, the n-th partial sum of the Fourier series, the n-th (C, 1) mean of
f ∈ L1(I ):
fˆ (n) :=

I
f (x)ωn(x) dx (n ∈ N),
Sn f (y) :=
n−1
k=0
fˆ (k)ωk(y) =

I
f (x + y)Dn(x) dx = f ∗ Dn(y),
σn f (y) := 1n
n−1
k=0
Sk f (y) =

I
f (x + y)Kn(x) dx = f ∗ Kn(y), (n ∈ P, y ∈ I ).
Moreover, for n ∈ N we have [10, page 7]
D2n (x) =

2n, if x ∈ In,
0, otherwise
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and for n ∈ P [10, page 28]
Dn(x) = ωn(x)
|n|
i=0
niri (x)D2i (x). (1)
Then, this gives S2n f (y) = 2n

In(y)
f (x)dx = En f (y) (n ∈ N). We say that an operator
T : L1(I j ) → L0(I j ) (L0(I j ) is the space of measurable functions on I j ) is of type (L p, L p)
(for 1 ≤ p ≤ ∞) if ∥T f ∥p ≤ C p∥ f ∥p with some constant C p depending only on p for all
f ∈ L p(I j ). We say that T is of weak type (L1, L1) if mes{|T f | > λ}| ≤ C∥ f ∥1/λ for all
f ∈ L1(I j ) and λ > 0 ( j = 1, 2). The two-dimensional Walsh–Paley functions, Dirichlet, Feje´r
and Marcinkiewicz kernels are defined as follows:
ωm(x) = ωm1(x1)ωm2(x2), Dm(x) = Dm1(x1)Dm2(x2) (m ∈ N2),
Km(x) = Km1(x1)Km2(x2), Mn(x) =
1
n
n−1
k=0
Dk,k(x) (m ∈ P2, n ∈ P),
where x ∈ I 2. Moreover, the two-dimensional Fourier coefficients, the m-th (m ∈ N2)
rectangular partial sum of the Fourier series, the m-th (m ∈ P2) (C, 1) mean and the n-th (n ∈ P)
Marcinkiewicz mean of f ∈ L1(I 2):
fˆ (m) :=

I 2
f (x)ωm(x) dx,
Sm f (y) :=
m1−1
k1=0
m2−1
k2=0
fˆ (k1, k2)ω(k1,k2)(y) =

I 2
f (x + y)Dm(x) dx,
σm f (y) := 1
m1m2
m1−1
k1=0
m2−1
k2=0
Sk f (y) =

I 2
f (x + y)Km(x) dx,
tn f (y) := 1n
n−1
k=0
Sk,k f (y) =

I 2
f (x + y)Mn(x) dx (y ∈ I 2).
Many papers investigate the behavior of the convergence (and some the divergence) properties
of the two dimensional Feje´r means with respect to the trigonometric or the Walsh system. We
mention the papers [7,4] (trigonometric) and [9,2] (Walsh–Paley system). This is another story
and also very interesting to discuss the almost everywhere convergence of the Marcinkiewicz
means 1n
n−1
j=0 S j, j f of integrable functions with respect to orthonormal systems. Although,
this mean is defined for two-variable functions, in view of the almost everywhere convergence
there are similarities with the one-dimensional case. On the one side, the maximal convergence
space for two-dimensional Feje´r means (no restriction on the set of indices other than they have to
converge to +∞) is L log+ L [4,2], and on the other side, for the Marcinkiewicz means we have
a.e. convergence for every integrable functions (for the trigonometric, Walsh–Paley systems).
We mention that the first result is due to Marcinkiewicz [8]. But he proved “only” for functions
in the space L log+ L the a.e. relation tn f → f with respect to the trigonometric system.
For the “L1 result” for the trigonometric, Walsh–Paley, and the so called bounded Vilenkin
systems see the papers of Zhizhiasvili [13] (trigonometric system), Weisz [11] (Walsh system),
Goginava [6,5] (Walsh system) and Ga´t [3] (Vilenkin systems). Some of these results (including
the proofs) can also be found in [12].
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After that, we turn our attention to the generalization of Marcinkiewicz means. Let α =
(α1, α2):N2 → N2 be a function. Define the following Marcinkiewicz-like kernels and means:
Mαn (x) :=
1
n
n−1
k=0
Dα1(|n|,k)(x1)Dα2(|n|,k)(x2), tαn f := f ∗ Mαn ( f ∈ L1(I 2), n ∈ P).
The main aim of this paper is to describe the functions α for we have the a.e. convergence relation
tαn f → f for each integrable two-variable function f .
The following properties will play a prominent role in this investigation project. (#B denotes
the cardinality of set B.) Roughly speaking they will be necessary and sufficient conditions.
#

l ∈ N:α j (|n|, l) = α j (|n|, k), l < n
 ≤ C (k < n, n ∈ P, j = 1, 2) (2)
max

α j (|n|, k): k < n
 ≤ Cn (n ∈ P, j = 1, 2). (3)
More precisely, we prove the “theorem of convergence”.
Theorem 1. Let α satisfy (2) and (3). Then we have tαn f → f for each f ∈ L1(I 2).
Condition (2) is clearly a necessary one in the following sense. Let α1(|n|, k) = 0, α2(|n|, k) = k
for every n, k ∈ N. Then (3) is satisfied and (2) is not. It is very simple to give a function
f ∈ L1(I 2) such as tαn f → f fails to hold a.e.. To construct an α with (2) which fails to satisfy
(3) and a f ∈ L1(I 2) such that tαn f does not converge to f a.e. is more complicated.
The “theorem of divergence” aims to show that (3) is also a necessary condition in a certain
sense. That is, we prove.
Theorem 2. Let γ :N → N be any function with property γ (+∞) = +∞. Then there exists a
function α satisfying (2),
max {α1(|n|, k): k < n} ≤ Cn, max {α2(|n|, k): k < n} ≤ Cnγ (n) (n ∈ P)
and f ∈ L1(I 2) such that lim supn∈N |tαn f | = +∞ almost everywhere.
Of course it would have been possible to write the conditions as α1 ≤ Cnγ (n) and α2 ≤ Cn.
We give a corollary of Theorem 1.
Corollary 3. Let (an) be a lacunary sequence of reals, i.e. an+1 ≥ anq for some q > 1 (n ∈ N)
and α satisfy conditions (2) and α j (n, k) ≤ Can (k < an, j = 1, 2) (modified version of
condition (3)). Then for every integrable function f ∈ L1(I 2) we have
1
an
an−1
k=0
Sα1(n,k),α2(n,k) f (x)→ f (x)
for a.e. x ∈ I 2.
Proof. The proof of this corollary runs as follows. Let bn = ⌈log2 an⌉ and
α˜ j (bn, k) =

α(n, k), if 0 ≤ k < an,
k, if an ≤ k < 2bn ( j = 1, 2).
Then, α˜ satisfies conditions (2) (trivially) and (3) since for k < an , α˜ j (bn, k) = α j (n, k) ≤
Can ≤ C2bn . By Theorem 8 (see in this paper below) it follows that for the maximal operator
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t α˜∗ f := sup |t α˜n f | we have mes

t α˜∗ f ≥ λ
 ≤ C∥ f ∥1/λ for all f ∈ L1(I 2) and λ > 0. Since
1
an
an−1
k=0
Sα1(n,k),α2(n,k) f =
2bn
an
1
2bn
2bn−1
k=0
Sα˜1(bn ,k),α˜2(bn ,k) f −
2bn
an
1
2bn
2bn−1
k=an
Sk,k f,
and consequently, |tαan f | ≤ 2|t α˜2bn f |+2|t id2bn f |+2|t idan f |, then (id denotes the “identical function”,
i.e. id(n, k) = (k, k)) tα∗ f ≤ Ct α˜∗ f +Ct∗ f . The ordinary maximal Marcinkiewicz operator is of
weak type (L1, L1) (see e.g. [3]) and this by standard argument [10] completes the proof of this
corollary. 
Now, we turn our attention to the proof of the convergence theorem. Our first main aim is to
prove that the operator tα∗ f := supn∈P |tαn f | is of weak type (L1, L1). In order to have this we
need a sequence of lemmas. The first, which – we may say – is the very base of the proof of
Theorem 1 is the most difficult one. However, the techniques of its proof will also be used in the
proof of the forthcoming lemmas.
Denote for k ∈ N Jk = Ik \ Ik+1 and ns :=∞k=s nk2k (n, s ∈ N). n0 = n, n|n|+1 = 0.
Lemma 4. Let a ∈ N. Then
a
t1=0
∞
t2=t1

Jt1×Jt2
sup
A≥a
sup
|n|=A
1
2A
A
s=t1
2
s−1
k=0
Dα1(A,ns+1+k)(x
1)Dα2(A,ns+1+k)(x
2)
 dx ≤ C.
Proof. First, for fixed t = (t1, t2), s, A we discuss the integral
Jt1×Jt2
sup
|n|=A
2
s−1
k=0
Dα1(A,ns+1+k)(x
1)Dα2(A,ns+1+k)(x
2)
 dx .
Check the function
2s−1
k=0 Dα1(A,ns+1+k)(x
1)Dα2(A,ns+1+k)(x
2) on the set Jt1 × Jt2 . Since we
have x2 ∈ Jt2 , then by (1) we have |D j (x2)| ≤ 2t2 for each j ∈ N and consequently
|Dα2(A,ns+1+k)(x2)| ≤ 2t
2
. On the other hand, again by (1) for x1 ∈ Jt1 we have
Dα1(A,ns+1+k)(x
1)
= ω[α1(A,ns+1+k)]t1+1(x
1)
t1−1
j=0
[α1(A, ns+1 + k)] j 2 j − [α1(A, ns+1 + k)]t12t
1

=: ω[α1(A,ns+1+k)]t1+1(x
1)[α1(A, ns+1 + k)]t1 .
Apply the Cauchy–Bunyakovsky–Schwarz inequality:
Jt2

Jt1
sup
|n|=A
2
s−1
k=0
Dα1(A,ns+1+k)(x
1)Dα2(A,ns+1+k)(x
2)
 dx1

dx2
≤

Jt2
2−t1/2

Jt1
sup
|n|=A
2
s−1
k=0
Dα1(A,ns+1+k)(x
1)Dα2(A,ns+1+k)(x
2)

2
dx1
1/2 dx2
=

Jt2
2−t1/2

Jt1
sup
|n|=A
2s−1
k,l=0
ω[α1(A,ns+1+k)]t1+1(x
1)ω[α1(A,ns+1+l)]t1+1(x
1)
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×[α1(A, ns+1 + k)]t1 [α1(A, ns+1 + l)]t1
× Dα2(A,ns+1+k)(x2)Dα2(A,ns+1+l)(x2)dx1
1/2
dx2
=: B1.
Since ns+1 depends only on ns+1, . . . , n A−1 (recall that n A = 1), then the supremum sup|n|=A
above also depends only on ns+1, . . . , n A−1. Thus,
B1 ≤

Jt2
2−t1/2
 1
n A−1=0
. . .
1
ns+1=0

Jt1
2s−1
k,l=0
ω[α1(A,ns+1+k)]t1+1(x
1)ω[α1(A,ns+1+l)]t1+1(x
1)
×[α1(A, ns+1 + k)]t1 [α1(A, ns+1 + l)]t1
× Dα2(A,ns+1+k)(x2)Dα2(A,ns+1+l)(x2)dx1
1/2 dx2
=

Jt2
2−t1/2
 1
n A−1=0
· · ·
1
ns+1=0
2s−1
k,l=0
[α1(A, ns+1 + k)]t1 [α1(A, ns+1 + l)]t1
× Dα2(A,ns+1+k)(x2)Dα2(A,ns+1+l)(x2)
×

Jt1
ω[α1(A,ns+1+k)]t1+1(x
1)ω[α1(A,ns+1+l)]t1+1(x
1)dx1
1/2 dx2 =: B2.
Discuss the integral
Jt1
ω[α1(A,ns+1+k)]t1+1(x
1)ω[α1(A,ns+1+l)]t1+1(x
1)dx1.
If it differs from zero, then the t1 + 1-th, t1 + 2-th, . . . coordinates of α1(A, ns+1 + k) and
α1(A, ns+1 + l) should be equal. Since (2) we have that for every k there exists only a bounded
number of l’s for which α1(A, ns+1 + k) = α1(A, ns+1 + l). These facts give that for every k
there exists – at most – C2t
1
number of l’s for which this integral is not zero.
Consequently,
B2 ≤ C

Jt2
2−t1/2
 1
n A−1=0
· · ·
1
ns+1=0
2s+t122t122t22−t1
1/2 ≤ C2A+t1 .
This means
Jt1×Jt2
sup
|n|=A
2
s−1
k=0
Dα1(A,ns+1+k)(x
1)Dα2(A,ns+1+k)(x
2)
 dx ≤ C2A+t1 .
This inequality immediately gives (a ∨ b = max(a, b))
a
t1=0
∞
t2=t1

Jt1×Jt2
sup
A≥a∨(t2−C)
sup
|n|=A
1
2A
A
s=t1
2
s−1
k=0
Dα1(A,ns+1+k)(x
1)Dα2(A,ns+1+k)(x
2)
 dx
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≤ C
a
t1=0
∞
t2=t1
∞
A=a∨(t2−C)
A
s=t1

2t1−A
≤ C
a
t1=0
∞
t2=t1
∞
A=a∨(t2−C)
(A − t1 + 1)

2t1−A
≤ C
a
t1=0
∞
t2=t1
((a ∨ t2)− t1)

2t1−(a∨t2)
≤ C
a
t1=0
a
t2=t1
(a − t1)

2t1−a + C
a
t1=0
∞
t2=a+1
(t2 − t1)

2t1−t2 ≤ C.
This inequality shows that if we want to complete the proof of this lemma, then we have to also
discuss the case supt2−C>A≥a . This follows that t2 should be at least a + C . That is, we have to
prove that the following integral is bounded.
a
t1=0
∞
t2=a+C

Jt1×Jt2
sup
t2−C>A≥a
sup
|n|=A
1
2A
A
s=t1
2
s−1
k=0
Dα1(A,ns+1+k)(x
1)Dα2(A,ns+1+k)(x
2)
 dx
=: B3.
The method we are going to use in order to discuss B3 is the same as we used for the
investigation of B1. The only difference is that in the situation of B1 we used the estimation
|Dα2(A,ns+1+k)(x2)| ≤ 2t
2
and in the case of B3 we use – by the help of (3) and the formula of
the Dirichlet kernel Dn (1) – the estimation |Dα2(A,ns+1+k)(x2)| ≤ C2A. The other steps of this
process are the same. That is,
B3 ≤ C
a
t1=0
∞
t2=a+C

Jt2
t2−C
A=a
1
2A
A
s=t1
2−t1/2
 1
n A−1=0
. . .
1
ns+1=0
22t
1
22A2s+t12−t1
1/2 dx2
= C
a
t1=0
∞
t2=a+C
t2−C
A=a
A
s=t1
2−t2−A−t1/2

2A−s+2t1+2A+s
= C
a
t1=0
∞
t2=a+C
t2−C
A=a
A
s=t1
2A/2+t1/2−t2
≤ C
a
t1=0
∞
t2=a+C
t2−C
A=a
(A − t1 + 1)2A/2+t1/2−t2
≤ C
a
t1=0
∞
t2=a+C
(t2 − t1 + 1)2t1/2−t2/2 ≤ C.
This completes the proof of Lemma 4. 
In the sequel with the application of Lemma 4 we prove the main tool with respect to the
maximal Marcinkiewicz-like kernel in order to prove that the maximal operator tα∗ is quasi-local
(for the definition of quasi-locality see e.g. [10, page 262]) and consequently it is of weak type
(L1, L1).
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Lemma 5. Let a ∈ N. Then
I 2\(Ia×Ia)
sup
n≥a−C
|Mαn (x)|dx ≤ C.
Proof. For t1 ≤ a − 1, t2 ≥ t1 and x ∈ Jt1 × Jt2 by (1) and (3) it is clear that
|Dα1(A,ns+1+k)(x1)Dα2(A,ns+1+k)(x2)| ≤ C2t
1+(t2∧A).
This gives
a
t1=0
∞
t2=t1

Jt1×Jt2
sup
A≥a−C
sup
|n|=A
1
2A
t1
s=0
2
s−1
k=0
Dα1(A,ns+1+k)(x
1)Dα2(A,ns+1+k)(x
2)
 dx
≤
a
t1=0
∞
t2=t1

Jt1×Jt2
sup
A≥a−C
1
2A
t1
s=0
2s+t1+(t2∧A)dx
≤
a
t1=0
a−C
t2=t1
1
2t1+t2
sup
A≥a−C
22t
1+t2−A +
a
t1=0
∞
t2=a−C
1
2t1+t2
22t
1
≤ C
a
t1=0
a−C
t2=t1
2t
1−a + C
a
t1=0
∞
t2=a−C
2t
1−t2 ≤ C.
This by equality
Mαn (x) =
1
n
A
s=0
ns
2s−1
k=0
Dα1(A,ns+1+k)(x
1)Dα2(A,ns+1+k)(x
2)
and Lemma 4 immediately gives
a
t1=0
∞
t2=t1

Jt1×Jt2
sup
n≥a−C
|Mαn (x)|dx ≤ C.
Similarly, we can also have
a
t2=0
∞
t1=t2

Jt1×Jt2
sup
n≥a−C
|Mαn (x)|dx ≤ C.
If we prove the almost everywhere relation
I 2 \ (Ia × Ia) ⊂

a
t1=0
∞
t2=t1
Jt1 × Jt2
 a
t2=0
∞
t1=t2
Jt1 × Jt2

=: J 1

J 2,
then the proof of Lemma 5 would be complete. This will be quite easy. Let x = (x1, x2) ∈
I 2 \ (Ia × Ia). Then, either x1 or x2 is (or both are) not an element of Ia . Say, x1 ∉ Ia . Then
x ∈ Jt1 for some t1 < a. If x2 ∈ Ia and x2 ≠ 0, then x ∈ J 1. If x1 ∈ Jt1 and x2 ∉ Ia , then
x1 ∈ Jt1 and x2 ∈ Jt2 for some t1, t2 < a. For t2 ≥ t1 we have x ∈ J 1 and for t1 ≥ t2 we have
x ∈ J 2. This procedure can be done if x1, x2 ≠ 0. The set of the points x = (x1, x2), where
either x1 = 0 or x2 = 0 is a zero measure set, so the a.e. relation I 2 \ (Ia × Ia) ⊂ J 1 × J 2 is
proved. That is, the proof of Lemma 5 is really complete. 
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Corollary 6. Let n ∈ P. Then
∥Mαn ∥1 ≤ C.
Proof. By Lemma 5 we have
I 2\(I|n|×I|n|)
Mαn ≤ C.
Besides, (1) and (3) gives
|Mαn (x)| ≤
1
n
n−1
k=0
|Dα1(|n|,k)(x1)||Dα2(|n|,k)(x2)| ≤ C
1
n
n−1
k=0
2|n| · 2|n| ≤ C22|n|.
Hence,
I|n|×I|n|
Mαn ≤ C
and this completes the proof of Corollary 6. 
Now, we can prove that the maximal operator tα∗ is quasi-local (for the definition of quasi-locality
see e.g. [10, page 262]) and then a bit later the fact that it is of weak type (L1, L1). In other words:
Lemma 7. Let f ∈ L1(I 2), supp f ⊂ Ia(u1) × Ia(u2),

f = 0 for some u ∈ I 2 and a ∈ N.
Then 
I 2\(Ia(u1)×Ia(u2))
tα∗ f (x)dx ≤ C∥ f ∥1.
Proof. From the shift invariancy of the Lebesgue measure we can suppose that u1 = u2 = 0.
If |n| ≤ a − C for some fixed constant C > 0 depending only on α1, α2, then we have by (3)
that α1(|n|, k), α1(|n|, k) < 2a for every k < n. Consequently, the kernel Mαn (x1, x2) (which
is a linear combination of two-dimensional Walsh–Paley functions ω j,k with j, k < 2a) is Aa,a
measurable. This implies
tαn f (y) =

Ia×Ia
f (x)Mαn (y + x)dx = Mαn (y)

Ia×Ia
f (x)dx = 0.
That is, |n| ≥ a − C can be supposed. By the theorem of Fubini and Lemma 5 we get
I 2\I 2a
tα∗ f =

I 2\I 2a
sup
|n|≥a−C
|tαn f |
=

I 2\I 2a
sup
|n|≥a−C


I 2a
f (x)Mαn (y + x)dx
 dy
≤

I 2a
| f (x)|

I 2\I 2a
sup
|n|≥a−C
|Mαn (z)dz|dx ≤ C

I 2a
| f (x)|dx = C∥ f ∥1.
This completes the proof of Lemma 7. 
Theorem 8. The operator tα∗ is of weak type (L1, L1) and it is also of type (L p, L p) for all
1 < p ≤ ∞.
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Proof. Now, we know that operator tα∗ is of type (L∞, L∞) which is given by Corollary 6 and
it is quasi-local (Lemma 7). Consequently, to prove that operator tα∗ is of weak type (L1, L1) is
nothing else but to follow the standard argument (see e.g. [10]). Finally, the interpolation lemma
of Marcinkiewicz (see e.g. [10]) gives that it is also of type (L p, L p) for all 1 < p ≤ ∞. 
Proof of Theorem 1. Next, we turn our attention to the proof of the theorem of convergence,
that is, Theorem 1. This is also a trivial consequence of the fact that the maximal operator tα∗ is
of weak type (L1, L1) and the fact that Theorem 1 holds for each two-dimensional Walsh–Paley
polynomial (which is also very easy to see). 
Next we turn our attention to the divergence project. In the sequel we give some necessary
preliminary assumptions.
In order to prove the divergence theorem, that is Theorem 2 we need several lemmas and
some preliminary assumptions. In one of the final steps of the construction of the counterexample
function we will need an almost everywhere convergence result with respect to some “absolute
Marcinkiewicz” means. Recall that Mn = 1n
n−1
k=0 Dk,k denotes the nth (original) Marcinkiewicz
kernel and tn f = f ∗ Mn the nth Marcinkiewicz mean of function f . Set t˜n f := f ∗ |M2n |. We
prove for the maximal operator t˜∗ f := supL |t˜2L f | the following lemma.
Lemma 9. Operator t˜∗ is of weak type (L1, L1) and it is of type (L p, L p) for 1 < p ≤ ∞.
Proof. The proof that t˜∗ is of type (L∞, L∞) is quite easy. It comes from the fact that
∥M2L∥1 ≤ C (see e.g. [3]) as
∥t˜∗ f ∥∞ ≤ ∥ f ∥∞∥M2L∥1 ≤ C∥ f ∥∞.
Next, we prove that t˜∗ is quasi-local. Recall the definition of quasi-locality. Let f ∈ L1(I 2),
supp f ⊂ Ik(u1)× Ik(u2),

I 2 f = 0 for some u = (u1, u2) ∈ I 2. Then we have to prove
I 2\[Ik (u1)×Ik (u2)]
t˜∗ f ≤ C∥ f ∥1.
(For more on quasi-locality see the book [10, page 262]). This means that t˜∗ is quasi-local. By
the shift invariancy of the Lebesgue measure it can be supposed that u1 = u2 = 0. If L ≤ k, then
t˜2L f (y) =

I 2
f (x)|M2L (y + x)|dx =

Ik×Ik
f (x)|M2L (y + x)|dx
= |M2L (y)|

Ik×Ik
f (x)dx = 0.
In [3, Lemma 3] one can find
I 2\I 2k
sup
n≥2k
|Mn| ≤ C
and consequently,
I 2\I 2k
sup
L≥k
|M2L | ≤ C
of course. By the above, L > k can be supposed. This gives
I 2\I 2k
t˜∗ f =

I 2\I 2k
sup
L≥k


I 2k
f (x)|M2L (y + x)|dx
 dy
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≤

I 2\I 2k

I 2k
| f (x)| sup
L≥k
|M2L (y + x)|dxdy
=

I 2k
| f (x)|

I 2\I 2k
sup
L≥k
|M2L (z)|dzdx ≤ C∥ f ∥1.
That is, the sublinear operator t˜∗ is quasi-local and it is of type (L∞, L∞). By standard
argument [10] it follows that it is of weak type (L1, L1). The Marcinkiewicz interpolation
theorem gives that t˜∗ is of type (L p, L p) for every 1 < p ≤ ∞. This completes the proof of
this lemma. 
For L ∈ N let φL : I 2 × I 2 → {z ∈ C: |z| = 1} be Lebesgue measurable and also suppose that
EL ,LφL(x, y) = 0 for all x, y ∈ I 2. (The conditional expectation operator EL ,L is taken with
respect to variable x ∈ I 2).
Define the following operator:
tφL
2L
f (y) :=

I 2
f (x)φL(x, y)M2L (y + x)dx
and its maximal function tφ∗ f := supL |tφL2L f |. In the sequel we prove
Lemma 10. Operator tφ∗ f is weak type (L1, L1) and it is of type (L p, L p) for every 1 < p ≤ ∞.
Moreover, limL→+∞ tφL2L f = 0 a.e. for all f ∈ L1(I 2).
Proof. Since |φL | = 1, then we have
tφ∗ f (y) ≤ sup
L

I 2
| f (x)||M2L (y + x)|dx = t˜∗| f |(y)
and by Lemma 9 we have
mes(tφ∗ f > λ) ≤ mes(t˜∗| f | > λ) ≤ C∥| f |∥1/λ = C∥ f ∥1/λ
and
∥tφ∗ f ∥p ≤ ∥t˜∗| f | ∥p ≤ C p∥ | f | ∥p = C p∥ f ∥p.
That is, operator tφ∗ f is of weak type (L1, L1) and it is of type (L p, L p) for every 1 < p ≤ ∞.
Now, we are to prove the a.e. equality limL→+∞ tφL2L f = 0.
This equality holds for every two-dimensional Walsh polynomial P since if for instance
P ∈ P2L ,2L (PN ,M = {

j<N ,k<M c j,kω j,k}), that is, P is AL ,L measurable, then for N ≥ L
we have
tφN
2N
P(y) = E0,0[P(·)φN (·, y)M2N (y + ·)] = E0,0(EN ,N [P(·)φN (·, y)M2N (y + ·)])
= E0,0

P(·)M2N (y + ·)

EN ,NφN (·, y)
 = 0.
Since the maximal operator supL |tφL f | is of weak type (L1, L1), then by standard argument [10]
we have that limL tφL f = 0 a.e. for every f ∈ L1(I 2). 
Let a/2, τ ∈ N and define a subset of the set of two-dimensional intervals I × I:
Ia,τ (x) :=

IL(x
1)× Ia−L(x2): a2 − τ ≤ L ≤
a
2

(x ∈ I 2).
It is easy to have
 Ia,τ (x) = I a2 (x1) × I a2+τ (x2), mes( Ia,τ (x)) = 2−a−τ . Moreover,
F ∈ Ia,τ (x) implies mes(F) = 2−a .
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We remark that since
a/2
L=a/2−τ
IL(x
1) = Ia/2−τ (x1),
a/2
L=a/2−τ
Ia−L(x2) = Ia/2(x2),
then the smallest dyadic rectangle containing
 Ia,τ (x) is Ia/2−τ (x1)×Ia/2(x2). Then, we prove:
Lemma 11. mes(
 Ia,τ (x)) = 1+τ/22a .
Proof. Denote (for the sake of this proof, only)
µk = mes

a/2−τ+k
L=a/2−τ
IL(x
1)× Ia−L(x2)

(k = 0, 1, . . . , τ ).
Then for k ≥ 1 we have
µk = µk−1 +mes

Ia/2−τ+k(x1)× Ia/2+τ−k(x2)

−mes

a/2−τ+k−1
L=a/2−τ
Ia/2−τ+k(x1)× Ia−L(x2)

= µk−1 + 2−a −mes(Ia/2−τ+k(x1)× Ia/2+τ−k+1(x2))
= µk−1 + 2−a − 2−a−1 = µk−1 + 2−a−1.
This gives
mes

Ia,τ (x)

= µτ = µ0 + τ2−a−1 = 2−a + τ2−a−1 = 1+ τ/22a .
This completes the proof of Lemma 11. 
Let (an) and (τn) be strictly monotone increasing sequences of natural numbers (besides, an is
even) satisfying
an−1/2 < an/2− τn (1 ≤ n ∈ N). (4)
Define the sets Jan ,τn (t),Ωan ,τn (t) recursively (t ∈ I 2, n ∈ N):
Ja0,τ0 := {t} , Ωa0,τ0(t) :=

Ia0,τ0(t) =
a0/2
L=a0/2−τ0
IL(t
1)× Ia0−L(t2).
Suppose that Ja j ,τ j (t),Ωa j ,τ j (t) are defined for j < n. Then decompose
Ia0/2−τ0(t1)× Ia0/2(t2)

\
n−1
j=0
Ωa j ,τ j (t)
as the disjoint union of dyadic rectangles of the form Ian/2−τn (x1) × Ian/2(x2). (By (4) it is
possible to do this). Take an element from each dyadic rectangle in order to represent the
rectangle. The set of x’s corresponding to these rectangles is Jan ,τn (t). That is,
Ia0/2−τ0(t1)× Ia0/2(t2)

\
n−1
j=0
Ωa j ,τ j (t) =

x∈Jan ,τn (t)
Ian/2−τn (x1)× Ian/2(x2).
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Then,
Ωan ,τn (t) :=

x∈Jan ,τn (t)

Ian ,τn (x).
In the sequel we prove the following a.e. relation:
Lemma 12. If
∞
n=0
τn
2τn = +∞, then the following a.e. equality holds
Ia0/2−τ0(t1)× Ia0/2(t2) =
∞
n=0
Ωan ,τn (t).
Proof. Determine the “filling ratio” of the set Ωan ,τn (t). For n = 0 this is equal to
mes(
 Ia0,τ0(t))
mes(Ia0/2−τ0(t1)× Ia0/2(t2))
=
1+τ0/2
2a0
2τ0
2a0
= 2+ τ0
2τ0+1
.
Taking account the procedure of the construction of the sets Ωan ,τn (t) we have that when we step
from n − 1 to n, we decompose the “remaining part” of the rectangle Ia0/2−τ0(t1)× Ia0/2(t2). In
other words, denoting
βn = 2+ τn
2τn+1
, µn = mes(Ωan ,τn (t)) (n ∈ N)
we get
µ0 = β0mes(Ia0/2−τ0(t1)× Ia0/2(t2)) = β0
2τ0
2a0
=: β0µ−1
µ1 = β1(µ−1 − µ0)
µ2 = β2(µ−1 − µ0 − µ1), . . .
µn = βn(µ−1 − µ0 − · · · − µn−1) (1 ≤ n ∈ N).
By induction (with respect to n) we prove that
µ−1 −
n−1
k=0
µk =
n−1
k=0
(1− βk) · µ−1.
If n = 0, then both sides are µ−1 (empty sum is zero, empty product is one). Suppose that we
have this equality for every nonnegative integer up to n − 1. Then prove it for n in the following
way:
µn = βn

µ−1 −
n−1
k=0
µk

= βn
n−1
k=0
(1− βk)µ−1.
Thus,
µ−1 −
n
k=0
µk = µ−1 −
n−1
k=0
µk − µn =
n−1
k=0
(1− βk)µ−1 − βn
n−1
k=0
(1− βk)µ−1
=
n
k=0
(1− βk)µ−1.
That is, the equality is proved.
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Since
∞
k=0 βk =
∞
k=0
2+τk
2τk+1 = +∞, then we have
∞
k=0(1 − βk) = 0 and consequently
limn→∞(µ−1 −n−1k=0 µk) = 0. This can be verified easily for instance as (βn → 0):
0 ≤
n
k=0
(1− βk) = 1n
k=0
1
1−βk
= 1n
k=0

1+ βk1−βk
 ≤ 1n
k=0
(1+ βk)
≤ 1n
k=0
βk
→ 0.
Recall that µn = mes(Ωan ,τn (t)) and also the fact that sets Ωan ,τn (t) (n ∈ N) are disjoint. This
gives
mes

Ia0/2−τ0(t1)× Ia0/2(t2) \
∞
n=0
Ωan ,τn (t)

= µ−1 −
∞
k=0
µk = 0.
This completes the proof of Lemma 12. 
Let t = (a0/2−τ0−1j=0 t1j e1j ,a0/2−1k=0 t2k e2k ) ∈ I 2. Lemma 12 gives
I 2 =

t1j ,t
2
k ∈{0,1}
j<a0/2−τ0, k<a0/2
∞
n=0
Ωan ,τn (t) =:

t∈T
∞
n=0
Ωan ,τn (t).
After that, we define functions fa,τ (x): I 2 → [0,+∞) as
fa,τ (x)
:=

τn2τn , if there exists a t ∈ T, n ∈ N, y ∈ Jan ,τn (t) such that x ∈

Ian ,τn (y),
0, otherwise.
In other words, denoting by 1B the characteristic function of set B ⊂ I 2 we have
fa,τ (x) =

t∈T
∞
n=0

y∈Jan ,τn (t)
τn2τn 1Ian/2(y1)×Ian/2+τn (y2)(x).
Since functions fa,τ will serve as fundamental functions in the counterexample function, then it
is necessary prove that they are Lebesgue integrable.
Lemma 13. For all (an), (τn) above we have
∥ fa,τ∥1 ≤ 2.
Proof.
I 2
| fa,τ (x)|dx =

t∈T
∞
n=0

y∈Jan ,τn (t)
τn2τn mes(1Ian/2(y1)×Ian/2+τn (y2) = 1)
=

t∈T
∞
n=0

y∈Jan ,τn (t)
τn2τn mes

Ian ,τn (y)

=

t∈T
∞
n=0

y∈Jan ,τn (t)
2
1+ 2
τn
mes

Ian ,τn (y)

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≤

t∈T
∞
n=0

y∈Jan ,τn (t)
2mes

Ian ,τn (y)

= 2

t∈T
∞
n=0
mes

Ωan ,τn (t)

≤ 2

t∈T
mes(Ia0/2−τ0(t1)× Ia0/2(t2)) = 2mes(I 2) = 2. 
The following lemma also plays a prominent role in verifying that the counterexample function
(to be given later) is really a counterexample function.
Lemma 14. Let (an), (τn) and set T as above. Then, for almost every x ∈ I 2 there exists
a unique t ∈ T, n ∈ N, y ∈ Jan ,τn (t) such that x ∈ IL(y1) × Ian−L(y2) for an L ∈{an/2− τn, an/2− τn + 1, . . . , an/2}. Besides,
1
2L
2L−1
k=0
Sk,2an−L fa,τ (x) ≥ τn/4 ≥ τ0/4. (5)
Proof. Recall the a.e. equality
x ∈

t∈T
∞
n=0
Ωan ,τn (t).
The construction of the sets Ωan ,τn (t) immediately gives that x ∈ IL(y1) × Ian−L(y2) for an
L ∈ {an/2− τn, an/2− τn + 1, . . . , an/2} for a unique t ∈ T, n ∈ N, y ∈ Jan ,τn (t). The
only thing to prove is relation (5). This will be an easy consequence of the fact that fa,τ is
nonnegative everywhere and so do the one-dimensional kernels K2L , D2an−L (for this see e.g.
[10, page 47]).
1
2L
2L−1
k=0
Sk,2an−L fa,τ (x) =

I×I
fa,τ (z)K2L (x
1 + z1)D2an−L (x2 + z2)dz1dz2
=

t∈T
∞
n=0

v∈Jan ,τn (t)
τn2τn
×

I×I
1Ian/2(v1)×Ian/2+τn (v2)(z)K2L (x
1 + z1)D2an−L (x2 + z2)dz1dz2
≥ τn2τn

I×I
1Ian/2(y1)×Ian/2+τn (y2)(z)K2L (x
1 + z1)D2an−L (x2 + z2)dz1dz2
= τn2τn

Ian/2(y
1)×Ian/2+τn (y2)
K2L (x
1 + z1)D2an−L (x2 + z2)dz1dz2. (6)
Since x1 + z1 ∈ IL , then we have K2L (x1 + z1) = 2
L−1
2 (see [10, page 47]). Consequently the
right side of (6) equals
τn2τn

Ian/2(y
1)×Ian/2+τn (y2)
2L − 1
2
2an−Ldz1dz2 ≥ τn/4.
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Recall that an/2 − τn ≤ L ≤ an/2 and consequently, an − L ≤ an/2 + τn . Thus
x2 + z2 ∈ Ian−L , D2an−L (x2 + z2) = 2an−L . This completes the proof of Lemma 14. 
Finally, we give the construction of the divergence example.
The Proof of Theorem 2. Let sequences (an), (τn) be defined as above and define the following
sequences:
τ 0 := (τ0, τ1, . . .), a0 := (a0, a1, . . .),
τ i := (τk, τk+1, . . .), ai := (ak, ak+1, . . .),
where k := min

j ∈ N: τ j > i3

, i ∈ P.
It is very obvious by Lemma 13 that f := ∞i=1 1i2 fai ,τ i ∈ L1(I 2). Moreover, ∥ f ∥1 ≤
2
∞
i=1 1i2 < 4.
Fix i ∈ P. Use the notation τ i = (τ i0, τ i1, . . .), ai = (ai0, ai1, . . .). Then let
T i =
t =
ai0/2−τ i0−1
j=0
t1j e
1
j ,
ai0/2−1
k=0
t2k e
2
k
 : t1j , t2k ∈ {0, 1} , j < ai0/2− τ i0, k < ai0/2
 .
Apply Lemma 14 with respect to sequence a = ai . Then, for a.e. x ∈ I 2 (we have
I 2 = t∈T i ∞n=0 Ωain ,τ in (t) a.e.) there exists a unique t ∈ T i , n ∈ N, y ∈ Jain ,τ in (t) such that
x ∈ IL(y1)× Iain−L(y2) for a ain/2− τ in ≤ L ≤ ain/2.
By using the fact that each fai ,τ i and one-dimensional kernels K2L , D2ain−L are nonnegative
everywhere by (5) in Lemma 14 we have
1
2L
2L−1
k=0
S
k,2a
i
n−L f (x) ≥
1
i2
1
2L
2L−1
k=0
S
k,2a
i
n−L fai ,τ i (x) ≥
1
i2
τ i0/4 > i/4.
Since ain = ak, τ in = τk for some k ∈ N and
ak−1/2 < ak/2− τk = ain/2− τ in ≤ L ≤ ain/2 = ak/2 < ak+1/2− τk+1,
then we have that for each L ∈ N there is maximum one ain such that ain/2 − τ in ≤ L ≤ ain/2.
Therefore, this ain can be denoted as A(L). Denote the set of L’s arising from this process above
by Λ.
Consequently, we get
lim sup
L∈Λ,L→+∞
1
2L
2L−1
k=0
Sk,2A(L)−L f (x) = +∞ (7)
almost everywhere. Let α1(L , k) = k, α2(L , k) = 2A(L)−L + k (0 ≤ k < 2L , L ∈ Λ). For the
Marcinkiewicz-like kernel Mα
2L
(z) we have
Mα2L (z) =
1
2L
2L−1
k=0
Dk(z
1)D2A(L)−L+k(z2)
= 1
2L
2L−1
k=0
Dk(z
1)D2A(L)−L (z
2)+ 1
2L
2L−1
k=0
Dk(z
1)rA(L)−L(z2)Dk(z2).
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Recall that A(L)− L = ain − L ≥ L and therefore EL ,LrA(L)−L(x + z) = 0. By Lemma 10 we
have that
lim
L∈Λ,L→+∞

I 2
f (z)rA(L)−L(x + z)M2L (x + z)dz = 0
a.e. for each f ∈ L1(I 2). This equality with (7) gives
lim sup
L∈Λ, L→+∞
|tα2L f | = +∞
a.e. Moreover, let α j (L , k) = k for L ∉ Λ, k < 2L ( j = 1, 2). For L ∈ Λ we also have
α2(L ,k)
2L
≤ 2A(L)−L+k
2L
< 2a
i
n−2L + 1 ≤ 22τ in + 1. Since τ in = τk for some k, ain/2− τ in ≤ L ≤ ain/2
and the strictly monotone increasing sequence a can be as big as we want with respect to τ , then
they can be given as 22τ
i
n + 1 ≤ γ (2L). That is, α j (L ,k)
2L
≤ γ (2L) for all L ∈ N and j = 1, 2.
This completes the proof of the divergence Theorem. 
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