Abstract-In the academic literature on cellular network design, resource allocation algorithms often attempt to maximize total utility or throughput over a short time period, and connection access control often admits arrivals if and only if there are sufficient resources. In this paper, we investigate how connection access control and resource allocation can be coordinated to jointly achieve maximum total utility. We propose a decomposition in which resource allocation maximizes long-term average utility for each system state, and connection access control maximizes long-term average utility over all system states. We discuss the resulting interface and give examples of algorithms that satisfy this decomposition and interface. Simulation results illustrate that the optimal connection access control policy may block applications with relatively low average utility per unit rate even when capacity is available, and that coordinated connection access control and resource allocation can outperform uncoordinated approaches.
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I. INTRODUCTION
H ERETOFORE, connection access control (CAC) and resource allocation (RA) have been designed to accomplish different goals in cellular networks. Resource allocation algorithms typically attempt to maximize the total utility of all active users, e.g., the total number of voice users or the total throughput of data users. In contrast, connection access control algorithms typically admit a new connection if and only if it is believed that capacity is available to ensure acceptable performance. Thus, while RA focuses on utility, CAC typically ignores utility and merely focuses on capacity.
Here, we investigate how CAC and RA can be coordinated to both focus on utility. There is ample reason to believe that coordination of CAC and RA could be beneficial. First, the volume of data traffic on 4G networks has surpassed that of voice, and video is quickly becoming the dominant traffic class by volume. It is expected that voice, data, and video will all be important revenue generators. Whereas the first three generations of The authors are with University of California, Irvine, Irvine, CA 92697 USA (e-mail: Chao.Yang@uci.edu; sjordan@uci.edu).
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Digital Object Identifier 10.1109/TNET.2014.2326168 cellular networks segregated capacity for voice and data applications, future networks will transmit all applications over the Internet Protocol (IP) and thereby share capacity among all application classes. Multiplexing of traffic classes with different quality-of-service (QoS) requirements presents a challenge to CAC and RA. When capacity was segregated, CAC and RA for voice could both focus on maximizing the number of voice users, and CAC and RA for data could both focus on maximizing throughput. In contrast, when capacity is shared, it no longer is meaningful for CAC to admit a new connection if and only if it is believed that capacity is available to ensure acceptable performance since such an admit decision for a voice call may result in an unacceptably high marginal decrease in utility for active data and video connections. Instead, we suggest that CAC should also focus on maximizing utility. Second, orthogonal frequency-division multiplexing (OFDM) is used in 4G networks. The total bandwidth is divided into a set of orthogonal narrowband subcarriers. Different users' channels on a particular subcarrier are often uncorrelated due to independent fading. Thus, OFDM systems often adaptively allocate subcarriers among multiple users based on instantaneous channel information [1] . The benefit of this approach increases with the number of users per cell. However, if too many users are admitted, the performance of each user decreases. Thus, coordinated CAC and RA may be particularly beneficial in OFDM systems.
There is a great deal of research literature on uncoordinated resource allocation and connection access control for cellular networks. Resource allocation algorithms usually attempt to maximize total throughput (see, e.g., [2] - [5] ) or total utility (see, e.g., [6] - [9] ). In some cases, the allocation attempts to satisfy the QoS requirements of the application, e.g., a minimum rate requirement for voice applications. Connection access control has typically depended upon the application type. For voice, CAC usually admits a new call if and only if there are available resources (see, e.g., [10] - [12] ). In contrast, data applications are often treated as not having any QoS requirement, and thus not requiring any CAC. CAC for video applications has been less addressed and remains an open problem.
However, there is little research literature on coordinated resource allocation and connection access control for cellular networks. A number of papers propose a weak type of coordination in which CAC admits voice users subject to available capacity and RA attempts to maximize the total utility of data users subject to performance constraints on voice users, see, e.g., [13] .
Other papers propose coordination by treating the goal as one of maximizing sum throughput of voice and data subject to QoS requirements, see, e.g., [14] .
The existing RA and CAC algorithms have several obvious drawbacks. First, RA principally focuses on instantaneous or short-term throughput or utility. These algorithms typically do not attempt to maximize long-term performance. Second, CAC algorithms often simply admit users if there is sufficient capacity (see, e.g., [10] - [14] ). However, the utility seen by each user is often a function of the number of active users, and admitting an arrival may cause a decrease in the total system utility. In addition, in systems with multiple classes of users, admitting an arrival of one class may result in a forced blocking in the near future of a user of a different class that may have resulted in higher utility or revenue. Third, the goals of current CAC and RA algorithms are different. The goal of CAC is often to evaluate if there are enough resources to admit arrivals. In contrast, the goal of RA is usually to maximize instantaneous or short-term throughput or total utility. Cooperation between CAC and RA is limited, and the system may not achieve long-term optimal performance.
Here, we propose coordinated CAC and RA on the basis of user utility. First, we suggest a joint optimization of long-term average user utility over both CAC and RA policies. We define the utility as the function of average rate within certain time window. This guarantees that CAC and RA have the same goal. Due to the high complexity of an exhaustive search for the optimal solution, we then propose a decomposition into separate CAC and RA problems, which make the cooperation between CAC and RA simple and efficient. Whereas traditional RA in the literature typically attempts to maximize total utility over a relatively short time period (see, e.g., [6] - [9] ), we propose that RA should attempt to maximize the long-term average utility for each system state, where the state is defined as number of active applications of each class. Whereas traditional CAC in the literature typically admits new connections if and only if there are available resources, we propose that CAC should attempt to maximize the long-term average utility over all system states.
We discuss the resulting interface between RA and CAC. The RA module evaluates the feasible region and the average total utility of each state and passes this information to the CAC module. Based on this information, the CAC module selects the admission policy, and based on this policy, decides whether to admit an arrival of each user class. Then, the CAC module passes the admission decision to the RA module, completing the feedback loop.
We also give examples of RA and CAC algorithms that satisfy this decomposition and interface. We show how stochastic dynamic programming can be used to find the optimal CAC policy. The optimal admission decision thus takes into account potential future utility. Using numerical examples, we illustrate that the optimal policy may not be to admit an arrival if there are sufficient resources and may block applications with relatively low average utility per unit rate even when capacity is available.
The rest of this paper is as follows. In Section II, we define a user's channel, rate, and utility. In Section III, we formulate a joint CAC and RA problem and propose a decomposition into separate CAC and RA problems. In Section IV, we provide an implementation example to explain how to evaluate the average utility of each state and how to use stochastic dynamic programming to design an connection access control policy. Finally, in Section V, the performance of our framework is illustrated by numerical simulation results.
II. SYSTEM MODEL
We consider a single-cell downlink OFDM system with subcarriers. The bandwidth of each subcarrier is assumed to be less than the coherence bandwidth of the channel so that the channel response can be considered flat. The rate of user on subcarrier at time is where is the power allocated, is the composite channel gain, is the noise power, and is the interference power. The channel gain is composed of fast fading that changes significantly in sequential time periods, slow fading and shadowing whichthat changes little in sequential time periods but may change significantly during a few seconds, and path loss that depends on user position and changes significantly during tens of seconds. 1 Fast fading on different subcarriers is assumed to be independent to each other. The total rate of user at time is the sum of the user's rate over all subcarriers Assume there are classes of applications. Each application class is associated with a utility function . We propose that users measure the satisfaction of applications by the average rate achieved within a time window , rather than by the instantaneous rate. The size of is determined by the application-e.g., for video applications, should correspond to several group-of-pictures, and for voice applications, should be tens of milliseconds (the minimum time scale over which humans can perceive differences in voice quality).
Denote the application of user by , and user 's average rate at time within the most recent window by . User utility is thus a function of average rate . We wish to consider elastic applications (e.g., data) modeled by concave utility, semi-elastic applications (e.g., video) modeled by sigmoid utility, and inelastic applications (e.g., voice) modeled by step utility; examples of each are shown in Fig. 1 .
The QoS requirement of an application is modeled by a minimum rate . Elastic applications do not have any rate requirement, so . The minimum rate of an inelastic application corresponds to the location of the step. For semi-elastic applications, the utility generated per unit rate is maximized at tan- . Thus, it is reasonable to assume that a compression algorithm would be designed on the assumption that the average rate is maintained above this threshold. 2 Arrivals of applications of class are assumed form independent Poisson processes with intensity , and the duration of connections of class are assumed to be independent and exponentially distributed with mean . Our notation is summarized in Table I .
III. JOINT FRAMEWORK
In this section, we first formulate a joint CAC and RA problem. Then, we propose a decomposition into separate CAC and RA problems and discuss the resulting interface between CAC and RA.
A. Joint CAC and RA Optimization Problem
We begin by consideration of the policy spaces for CAC and RA. For CAC, we assume that departures are never blocked, so that the policy space can be written as where (resp. ) denotes that an arrival of class should be blocked (resp. admitted). We call a user active if the user has been admitted to the system and has not yet departed. Denote the time of the th event (arrival or departure) by , and the set of active users at time by user is active at time For each arrival event , the CAC policy is given by . The state of the network is represented by a vector where is the number of active class-applications; the state just after event is denoted by . The CAC policy, denoted by thus decides on admission of a connection on the basis of the state immediately before the connection's arrival. The RA policy, denoted by and assigns powers to each user and subcarrier at each time on the basis of each user's historical channels and on the current state. We now turn to the desired optimization metric. It is common, in both multiclass connection access control problems and resource allocation problems, to consider efficiency and/or fairness. In connection access control, efficiency is often defined in terms of a weighted sum of admitted connections of the traffic classes, or equivalently as a weighted sum of blocking probabilities of traffic classes (see, e.g., [16] - [18] ). In contrast, fairness is often defined either as admitting all connections subject to performance constraints or as equalizing blocking probabilities of the traffic classes (see, e.g., [19] - [21] ). Efficiency and fairness are often viewed as a tradeoff, and hence some approaches try to balance the two goals (see, e.g., [22] ).
Similarly, in resource allocation, efficiency is often defined in terms of a weighted sum of throughput of throughput of the traffic classes (see, e.g., [3] and [23] ), whereas fairness is often defined as equalizing throughput of connections or of traffic classes (see, e.g., [24] and [25] ). Again, these are often viewed as a tradeoff, and some approaches try to balance them (see, e.g., [26] and [27] ). Some papers adopt the concept of utility, which can be a function of any performance metric including throughput. One advantage of utility is that it can be a nonlinear function of the performance metric, and can thus represent more complex goals than maximization of weighted throughput.
Resource allocation algorithms intended that use utility typically attempt to maximize the total utility of all active users during a short time period (see, e.g., [6] - [9] ), and connection access control algorithms typically admit a new connection if and only if it is believed that capacity is available to ensure acceptable performance (see, e.g., [10] - [14] ). Such uncoordinated RA and CAC has several disadvantages. First, if RA focuses on short-term performance, then long-term utility is not necessarily maximized. Second, in traditional CAC algorithms, the goal is to admit as many users as possible if there is enough capacity. However, this algorithm is suboptimal since the expected utility from the new arrival may well be less than the decrease in utility of current users resulting from their decrease in average future rate. Moreover, when residual capacity is low and a relatively low-paying application class arrives, admitting the new arrival may cause the system to lose the chance to admit a future arrival of a higher-paying user. Finally, the goals of RA and CAC are different, and the lack of cooperation limits long-term performance. We thus propose that both RA and CAC should focus on long-term user utility. By focusing on utility, CAC and RA have the same goal. When residual capacity is low and a relatively low-paying application class arrives, CAC can cooperate with RA to judge whether it is optimal to block the arrival with the hope that a higher-paying application may arrive soon.
There are several options for this metric. Whereas traditional RA in the literature typically attempts to maximize total utility over a relatively short time period, we propose that RA should attempt to maximize the long-term average utility for each system state. Define the duration of state as . Denote the average utility per unit time of state by Note that this metric thus averages utility over different time periods in which the state is the same, as opposed to maximizing short-term throughput. Whereas traditional CAC in the literature typically admits new connections if and only if there are available resources, we propose that CAC should attempt to maximize the long-term average utility over all system states. The joint connection access control and resource allocation problem is thus where denotes the total number of events.
The same optimization metric is thus used by both CAC and RA. When a new user arrives, CAC does not make an admission decision based only on current available capacity; it will cooperate with RA to evaluate both current and long-term utility. It is worth noting that the policy of admitting all users and maximizing total throughput is a special case in which and , . This formulation, however, requires the joint determination of the optimal CAC and RA policies. An exhaustive search among all possible CAC and RA policies within the joint policy space is almost certainly infeasible. In Section III-B, we thus attempt to decompose the problem into separate CAC and RA problems. The challenge is to formulate decomposed problems that retain the desired coordination and that can be implemented using a simple interface between the two modules.
B. Decomposition and Interface
We start with resource allocation. Traditional resource allocation focuses on one period of time and optimizes system performance during this period. We argue that resource allocation should attempt to maximize the long-term average utility for each system state, i.e., there should be a RA policy for each state . In an infinite length of time period, state occurs during time
The average utility of state over an infinite time period is thus where denotes cardinality.
For each state , resource allocation should maximize longterm average utility, and the resource allocation problem can be written as s.t.
( 1) where is the base station's downlink transmission power.
We define the feasible region as the set of states for which there exists a resource allocation that satisfies the constraints in (1) which can solve problem (1) We turn next to connection access control. While RA attempts to maximize the long-term average utility for each state, CAC should attempt to maximize the long-term average utility over all states. The major question is the following: Does CAC need detailed knowledge of the RA algorithm, or can it treat RA as a black box? The literature does not provide a clear answer to this question. To strengthen the modularity of the decomposition, we propose that CAC should treat RA as a black box and exchange a minimal set of information. The question remains as to what information will suffice. Does CAC need to know the power and subcarrier allocation? The resulting QoS? The utility earned as a function of time? We propose that CAC only needs to know , the feasible region, and , the set of average utilities earned in each state by the resource allocation policy. Does RA need to know the history of arrivals and departures? We propose that RA only needs to know the current state. The resulting interface is illustrated in Fig. 2 .
Based on this interface, the decomposed CAC problem becomes one of choosing an admission policy that maximizes long-term average utility over the entire feasible region (2) In summary, the RA module determines the feasible region and estimates the maximum average utility of each state , either by estimating utility as a function of the channel distribution or by direct observation of the real system. With this information, the CAC module can determine the optimal admission policy. Both of these roles can be done offline. Then online, when a user arrives, the CAC module determines whether to admit merely using a lookup based on state, and the RA module determines power and subcarrier allocation based on the current state and the current set of channel gains.
Cooperation is thus instilled between CAC and RA by sharing the same optimization metric of long-term average utility. The CAC and RA modules can treat each other as black boxes and communicate limited information via a simple interface. This decomposition provides flexibility to design CAC and RA policies separately and also reduces complexity.
IV. IMPLEMENTATION
In this section, we give examples of RA and CAC algorithms that satisfy the decomposition and interface proposed in Section III. This implementation will provide methods to estimate and to use stochastic dynamic programming to determine the optimal CAC policy.
A. Resource Allocation
Whereas the model above assumed continuous time, in real systems, resources are allocated during each time-slot [28] . We thus would like to formulate a discrete-time version of the RA problem. Define as the duration of a time-slot, , , and as . Then, the set of time-slots in which the system is in state is and the discretized average utility is where . Denote the total number of active users while in state by . In different epochs within , the total number of users is the same, but the active user set may be different. This makes it difficult to calculate . Thus, for each state , we propose to consider a fixed set of users over an infinite length of time. For simplicity of notation, for each state , we renumber the users from 1 to and restart time from 1 to , 3 and we therefore drop the from . Denote the power allocation by . Each subcarrier can be allocated to at most one user, thus denote the feasible set of power and subcarrier allocations by for at most one user . The discretized maximum average utility in state is then s.t.
We solve a dual problem by introducing a set of intermediate variables as bounds on the achieved rates, i.e., . The Lagrange is (4) where , are the Lagrangian multipliers associated with the rate constraints which are interpreted as rate prices [29] , and are the Lagrangian multipliers associated with the power constraints.
However, knowing the channel information for all is impractical, and we propose to estimate using the channel distribution. Define a random variable representing fast fading for user on subcarrier , whose distribution is presumed known; denote . Combine slow fading, shadowing, and path loss for user into a single random variable , whose distribution is presumed known; denote . It will be helpful to think of the power allocations as random variables and the achieved average rates as random variables that are functions of the random variables and and of the resource allocation policy. Denote the set of shadowing and path losses for all users except user by . We assume that the distribution of combined slow fading and shadowing is independent of . As Partition the domain of into slices, with the lower bound of slice denoted by . Denote the probability of slice by . When in slice , denote the power allocated to user on subcarrier by and the average rate of user by . The optimal policy is then given by set of Lagrangian multipliers for each user denoted by . The optimization problem (3) thus becomes
The derivation is in Appendix I. The discretized feasible region is which can solve problem (5) This optimization problem can be solved using a subgradient algorithm. The resulting complexity is polynomial in the number of users .
B. Connection Access Control
It remains to formulate and solve a discrete-time version of problem (2) . With the discretized feasible region, the CAC policy space becomes if where is a vector of zeros, except for one for the th component. The CAC policy must decide on admission of a connection on the basis of the state immediately before the connection's arrival.
The state is a continuous-time Markov chain. It can be converted into a discrete-time Markov chain via standard uniformization techniques [30, pp. 110, 209] as follows. The expected time in state under policy is (6) and a bound on these expected times is (7) where is the maximum number of class-applications in the network that can be calculated by allocating all the resources to class-applications. The embedded discrete-time Markov chain transition probabilities are given by if if else.
An equivalent discrete-time problem is The optimal CAC policy can then be determined using stochastic dynamic programming. The corresponding value iteration algorithm [30, p. 210 ] is (8) where denotes the iteration number, denotes the expected return of state , and is a possible next state.
In summary, the offline portion of the CAC module uses stochastic dynamic programming to determine the optimal connection control policy; this is then used online to decide upon admissions. Upon admitted arrivals or departures, the CAC module passes the new state to the RA module. Offline, the RA module uses problem (5) to determine a set of rate prices ; users in the same slice using the same application will face identical rate prices, denoted . These rate prices can be used online to allocate power and subcarriers based on the current state and the current set of channel gains using interpolation; if , then an interpolated rate price can be set to if , or if The complexity of the stochastic dynamic programming problem is not easy to express in terms of the size of the problem. The number of iterations required is discussed in Section V. However, this portion is completed offline, and the online calculation is very simple.
C. Analysis of CAC Policy
In this section, we characterize the near-optimal CAC policy for a special case of two classes of applications. There is a large amount of academic literature on CAC policies in various types of networks. A small proportion of these papers have succeeded at providing a characterization of the CAC policy that maximizes a specified metric among a specified class of policies. Foschini et al. [31] considered a system with two classes of applications requiring identical amounts of a shared single resource type. It proved that the policy that maximizes average revenue, among the class of coordinate convex policies, consists of a threshold on one of the application classes. Ross and Tsang [32] considered systems with two classes of applications that may require different amounts of a shared single resource type. It proved under certain conditions that the policy that maximizes average revenue, among the class of coordinate convex policies, may consist of a threshold on one or both of the application classes. Altman et al. [33] considers both a more general class of policies (Markov policies) and a more general class of single resource systems (with two or more classes of applications sharing a single type of resource). It proves that sometimes the optimal application classes can be ordered in terms of when it is optimal to admit them.
However, almost all of the literature characterizes optimal policies only in systems with a single type of resource. In the model considered in this paper, there are two types of resources: power and subcarriers. Jordan and Varaiya [34] considered systems with multiple classes of applications that may require different amounts of multiple types of resources. It proved that the policy that maximizes average revenue, among the class of coordinate convex policies, has a certain type of threshold structure.
However, in all of these CAC policy characterizations, the resource requirement is fixed during the duration of a connection, whereas in the model considered in this paper the resource requirement varies during the connection.
It appears to be very difficult to characterize the optimal CAC policy in systems with multiple application classes sharing multiple resources, particularly when resource requirements vary during the connection. We thus consider an approximated version of the optimization problem as follows. Remove the ceiling function from the expected time in state in (6) and from its corresponding bound in (7) . This approximation allows the maximization in the value iteration (8) to be replaced by a term that depends on whether (9) where the terms including are included only if and the terms including are included only if . This simplification makes it possible to provide a characterization of the optimal CAC policy for a special case of two classes of applications.
Theorem 1: If: 1) there are classes of applications; 2) the feasible region is a rectangle such that ; and 3) is monotonically increasing with for all fixed , then the CAC policy that satisfies (9) always admits class-1 arrivals while inside the feasible region.
The proof is given in Appendix II. An immediate corollary of Theorem 1 is that if there are classes of applications, if the feasible region is a rectangle such that , and if is monotonically increasing with both and , then the CAC policy that satisfies (9) admits all arrivals while inside the feasible region.
It is worth noting that the condition that the feasible region is a rectangle cannot be ignored. In Section V, we give an example in which the other conditions in the theorem are satisfied but the feasible region is not a rectangle, and show that the optimal policy is not as simply characterized.
V. SIMULATION RESULTS
In this section, we examine the performance of the proposed decomposition via simulation. We assume there are subcarriers, with each subcarrier occupying a bandwidth of kHz. The base station's downlink transmission power for all applications is 46 dBm. The path loss, including the antenna gain, is [28] where is the distance from the user to the base station and MHz is the central frequency. The shadowing follows a lognormal distribution with mean value 0 dB and variance 10 dB [28] . The domain of is partitioned into slices. Fast fading follows an Exponential distribution with mean value 1. The duration of one time-slot is ms [35] , and fast fading is generated every three time-slots independent of previous fading.
Users move at a constant speed of 10 km/h with direction determined by a random walk [36] through a hexagonal cell with intersite distance equal to 750 m. If users stay in the cell for a long period of time and/or if users' speed is high enough, these users are approximately uniformly distributed in a donut around the base station from km to km. We consider three types of applications: inelastic (voice), elastic (data), and semi-elastic (video). However, for purposes of illustration, in Sections V-A-V-C, we consider dynamic sharing of only two classes of applications at a time. The total system resources (power and subcarriers) are thus assumed to be statically partitioned between the two classes of focus and the remaining unmodeled classes.
A. Two Semi-Elastic Classes
We first focus on dynamic sharing of system resources between two classes of semi-elastic (video) applications. We presume that 40% of system resources are allocated to these two classes, i.e., subcarriers and dbm downlink power. Noise plus interference mW. The time window over which utility is evaluated is slots, corresponding a common choice for the length of one group of pictures in MPEG4. The utility function for a classapplication is if else where is also expressed in units of 100 kb/s, , , , kb/s, , , , kb/s. Both utility functions are sigmoid [29] ; we set the minimum rate requirements to the rate at the maximum average utility, which is given by kb/s and kb/s. The arrival processes are Poisson processes with intensities and , respectively, and the connection durations are exponentially distributed with means s and s, respectively. We use the value iteration algorithm to determine the connection access control policy. We set . The algorithm converges after 380 iterations to within . The feasible region and optimal coordinated connection access control policy are shown in Fig. 3 . The cell can admit class-1 applications, class-2 applications, or a bit less than a linear combination of the two. In general, class-1 applications are preferred since they generate a higher average utility per unit rate at their minimum rate, i.e., . When the state is on or above the upper boundary of the feasible region, the optimal CAC policy is to block all arrivals. When the state is far from the upper boundary, the optimal policy is to admit all arrivals. In a zone near the boundary as illustrated, the optimal policy is to admit only class-1 arrivals. As a result, the system will never enter a state with . In this scenario, it is worth noting that is monotonically increasing with both and over the entire feasible region. If the feasible region was rectangular, then Theorem 1 would lead one to expect that the optimal policy would admit all arrivals while inside the feasible region. The region in which the optimal policy admits only class-1 arrivals comes from the nonrectangular shape of the feasible region.
We would like to compare the coordinated connection access control (CCAC) policy to the other two policies. Clearly, the coordinated policy CCAC should perform at least as well as the greedy policy GCAC since it takes into account not only the average utility of the state if admitted, but also the expected utility earned in all future states. One may also expect that the greedy policy GCAC should outperform the traditional policy TCAC since it will block arrivals that decrease the current average utility . To compare the CCAC, GCAC, and TCAC policies, we simulate 40 min of arrivals and departures; the resulting average utility under each policy is shown in Table II . In this scenario, arrivals always result in an increase in the current average utility , and thus the greedy policy GCAC is identical to the traditional policy TCAC. Under the TCAC policy and heavy load, the two application types experience similar blocking probabilities; the differences are due to the different bandwidth requirements of the applications and small differences in the discrete shape of the state space boundary. However, as noted above, the optimal coordinated policy CCAC blocks class-2 arrivals when the residual capacity is low. As a result, under CCAC the system spends a substantially greater portion of time near the highest utility state (11, 0) than it does under TCAC, and thus CCAC achieves a much higher average utility than TCAC and GCAC. The increase in utility is due to a reduction in the blocking probability for type-1 applications and a corresponding increase in blocking probability for type-2 applications. This may be viewed by some as unfair, reflecting the tension between fairness and efficiency discussed above.
We also examine how well each policy adheres to the QoS constraints. To do this, we focus on the outermost four slices, to 35, which experience the lowest average rates. In Table III , we give the minimum average rate of all users in the given slice within each application class. We observe that each policy maintains average rates above the QoS requirement (300 kb/s for class 1, 625 kb/s for class 2) for all users.
Finally, we investigate the influence of the arrival rates of the two application classes on the connection access control policies. We consider four sets of arrival rates, of which two represent lighter loads and two heavier loads than used above. The optimal coordinated connection access control policy under each set of arrival rates is shown in Fig. 4 . The feasible region remains the same, and class-1 applications remain preferred. When the load is very light (e.g., , ) the optimal policy is to admit arrivals whenever the state upon admitting the arrival would remain in the state space, i.e., the TCAC policy. For light to heavy loads, as before there is a zone within the state space within which the optimal policy is to admit only class-1 arrivals. However, the location and size of this zone varies with the arrival rates. As the arrival rates increase, the zone expands, resulting in fewer class-2 arrivals being admitted. This occurs because the increased number of class-1 arrivals allows the system to be more selective about which arrivals to admit, as it becomes more likely that class-1 arrivals along will keep the system relatively busy.
In Fig. 5 , the total utility under these four sets of arrival rates and the original set of arrival rates are illustrated for each policy. As before, the TCAC and GCAC policies are identical. The total utility is the sum of individual utilities that depend on the achieved rates. When arrival rates increase, although the average number of terms in the sum increases due to more active users, the utility per user decreases since more users compete for the same resources. A well-designed connection access policy ensures that the increase in the number of active users dominates the decrease in the utility per users. Here, all three policies are well designed in this sense since they block arrivals if it would place the state outside the feasible region. Therefore, the total utility increases with arrival rates under all three policies. However, the difference between the total utility earned by the CCAC policy and the other policies increases with the arrival rates, reflecting the increased benefit of the additional complexity of CCAC under heavier loads.
B. Elastic and Semi-Elastic Classes
We next focus on dynamic sharing of system resources between one class of elastic applications (e.g., FTP) and one class of semi-elastic applications (video). As above, we presume that 40% of system resources are allocated to these two classes, i.e., subcarriers and dbm downlink power, and that noise plus interference mW. The time window over which utility is evaluated remains slots for the video traffic, but is increased to slots for the FTP traffic since it is elastic. The class-1 application is elastic with utility function where is expressed in units of 100 kb/s. The class-2 application is semi-elastic with the same utility function as the class-1 application in Section V-A. The arrival processes are Poisson processes with intensities and , respectively, and the connection durations are exponentially distributed with means s and s, respectively. Because there is no minimum rate requirement for elastic applications, there is no hard limit on the total number of active users running elastic applications. However, we observe that deployed systems often limit the number of active data users per cell, and thus we set an upper limit . The limit is assumed to be independent of the number of active video users, and thus the feasible region is rectangular. The limit on the number of active video users remains as in Section V-A. The value iteration algorithm converges after 1890 iterations to within . The feasible region is shown in Fig. 6 .
The average utility is monotonically increasing with for all fixed . Thus by Theorem 1, the optimal policy always admits class-1 arrivals.
However, the average utility is not monotonic with for all fixed , and thus the optimal policy does not always admit class-2 arrivals. In this scenario, the feasible region can be partitioned as illustrated in Fig. 7 ; in the region below the curve, is monotonically increasing with for fixed , and in the region above the curve, is monotonically decreasing with for fixed . The optimal coordinated connection access control policy is shown in Fig. 6 . It admits all class-1 arrivals while inside the feasible region (as guaranteed by Theorem 1), but only admits class-2 arrivals when the state is below the threshold illustrated. This optimal admission threshold is different than the partition based on the average utility . A more detailed investigation of the form of the optimal policy is presented in Appendix III.
To compare the CCAC, GCAC, and TCAC policies, we simulate 30 min of arrivals and departures; the resulting average utility under each policy is shown in Table IV . Because class-2 arrivals result in a decrease in the current average utility when the state is above the curve in Fig. 7 , the greedy policy GCAC outperforms the traditional policy TCAC. However, the coordinated policy CCAC outperforms GCAC by placing the threshold at a slight different location than the curve.
Finally, we examine how well each policy adheres to the QoS constraints. As above, we focus on the outermost four slices, Table V , we give the minimum average rate of all class-2 users in the given slice. Unlike the scenario with two semi-elastic classes, in this scenario we observe that users in the furthest slice from the base station experience an average rate below their QoS requirement (300 kb/s) under each of the three policies. This causes outage for some users far from the base station. Such outage can be addressed by adding an outage constraint that can be efficiently enforced by adding an outage price to the rate price; see [37] for details.
C. Elastic and Inelastic Classes
Our last scenario focuses on dynamic sharing of system resources between one class of elastic applications (e.g., FTP) and one class of inelastic applications (voice). Since these are two popular classes, we presume that 80% of system resources are allocated to these two classes, i.e., subcarriers and dbm downlink power, and that noise plus interference mW. The time window over which utility is evaluated remains slots for the FTP traffic and is set to a short slots for the voice traffic since it is inelastic. The class-1 application is elastic with the same utility function given in Section V-B. The class-2 application is inelastic with utility function if kb/s else where is expressed in units of 100 kb/s. The arrival processes are Poisson processes with intensities and respectively, and the connection durations are Exponentially distributed with means s and s, respectively. As in the previous scenario, because there is no minimum rate requirement for elastic applications, we set an upper limit , independent of the number of active voice users, and thus the feasible region is rectangular. The limit on the number of active voice users remains . The value iteration algorithm converges after 5160 iterations to within . The feasible region is shown in Fig. 8 .
The average utility is monotonically increasing with both and , and thus the optimal policy admits all arrivals while in the feasible region. The coordinated policy CCAC is thus identical to the TCAC and GCAC policies. The resulting average utility (from a 30-min simulation) is shown in Table VI .
Finally, we examine how well each policy adheres to the QoS constraints. As above, we focus on the outermost four slices, Table VII , we give the minimum average rate of all class-2 users in the given slice. We observe the policy maintains average rates above the QoS requirement of 32 kb/s for voice users.
VI. CONCLUSION
We have investigated how connection access control and resource allocation can be coordinated so that both focus on utility. Whereas previous resource allocation proposals have principally focused on maximizing instantaneous or short-term throughput or utility, and connection access control algorithms often simply admit users if there is sufficient capacity, here we have proposed that CAC and RA should both focus on maximizing long-term average utility.
We have found that joint CAC and RA can be decomposed into separate CAC and RA modules that treat each other as black boxes, and that the interface simply consists of an exchange of information about feasible states, current state, and average utilities in each state. This allows the RA module to maximize the long-term average utility for each system state, and the CAC module to maximize the long-term average utility over all system states. This decomposition provides flexibility in the design of the CAC and RA policies.
We also gave examples of RA and CAC algorithms that satisfy this decomposition and interface. The RA module determines a set of rate prices for each application based on a user's combined slow fading, shadowing, and path loss and uses these rate prices to allocate power and subcarriers. The CAC module uses stochastic dynamic programming to determine the optimal admission policy.
Simulation showed that the optimal CAC policy may block applications with relatively low average utility per unit rate even when capacity is available. This preferential treatment by application can result in much higher average utility while continuing to satisfy QoS constraints.
APPENDIX I
This appendix provides the derivation of (5). The first-order conditions for (4) result in an optimal power allocation (10) and that subcarrier should be allocated to the user (11) where where . The bound on the achieved rate is (12) The fluctuations in fast fading will average out during time window , whereas fluctuations in slow fading, shadowing, and path loss will not. Thus, we propose basing the average rate price on a user's combined path loss and shadowing, i.e., should be a function of , denoted . Furthermore, we propose using this average price to determine the bound by replacing in (12) so that they vary on the same timescale.
User 's achieved rate depends not only on its , but also upon other users ' and on all users' fast fading. Since fast fading will largely average out within time window , the expectation over can be brought inside the utility function without loss of accuracy. Other users' shadowing and path losses affect the resource allocation through determination of the power price , but consideration of them in determination of the resource allocation policy is too complex; thus, we also bring inside the utility function. Then Similarly, the total power can be written as a statistical average over an infinite time horizon
The QoS requirement can be written as We partition into slices. This leads to the quantized optimization problem (5 We wish to show that if , then . By the hypothesis, the terms and are negative. Also, the terms , , , and are positive if they exist. Consider in two cases: and .
Case 1:
: The number of terms in the difference depends on whether terms , , , and/or are included in , and similarly whether terms , , , and/or are included in . Since , includes term , and thus includes term . We will examine the situation in which contain only terms , and , and contains only terms and term , i.e., only includes positive terms and , and only includes negative term . In this situation, the difference is : We will examine the situation in which contains only terms and , and contains only term . In this situation, the difference is Each term in brackets is greater than zero, and thus . In situations where and/or contain different terms, it can be similarly shown that . We can prove Theorem 1 by mathematical induction. For the base case, we set . Since, is monotonically increasing with for fixed , so is . The induction step has been proven by Lemma 1. Thus, is monotonically increasing with for fixed . It follows that the corresponding CAC policy always admits class-1 arrivals while inside the feasible region.
APPENDIX III
This appendix explores the form of the optimal policy for the scenario in Section V for elastic and semi-elastic classes. To gain some insight, consider a rectangular feasible region such that on which average utility is: 1) monotonically increasing with ; 2) monotonically increasing with on ; and 3) monotonically decreasing with on . This example satisfies the hypothesis for Theorem 1, and thus the CAC policy that satisfies (9) always admits class-1 arrivals while inside the feasible region.
It is straightforward to prove that is monotonically increasing with on , and thus the iteration CAC policy also admits class-2 arrivals on while inside the feasible region.
It remains to determine the iteration policy on . On ,
Each term in brackets is negative, and thus the iteration policy blocks class-2 arrivals in this subset of the state space.
On the boundary between the two regions of monotonicity, it is a more complex situation. On and , the value iteration can still be written as (13) . However, the term is now positive. The iteration policy may thus either admit or block class-2 arrivals on the boundary between the two regions of monotonicity. As the iteration number increases, the boundary between the two regions of monotonicity may also move. Thus, while the optimal policy is likely to be a threshold policy, the threshold is likely to change from the initial boundary.
In the scenario with one elastic and one semi-elastic class, we see a similar phenomenon. The average utility is: 1) monotonically increasing with ; 2) monotonically increasing with below the curve; and 3) monotonically decreasing with above the curve. The optimal policy is a threshold policy, but the threshold differs slightly from the curve. His research interests include resource allocation, admission control, and network optimization for both computer networks and cellular networks.
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