Introduction
The linear regression analysis is often used to discovery dependencies of the empirical data.
Properties of empirical data including the type and level of uncertainty significantly affect on the results of the simulation. It is well-known, that the random uncertainty concept addressed by probability theory plays a fundamental role to study data uncertainty.
This work continues the research begun in [1] . As a new mathematical branch, the linear regression for interval-valued and histogram-valued variables presents a new study for uncertainty data processing [2] [3] [4] [5] .
This problem becomes more complicated if large amounts of data are processed. In this case it is useful to look at the empirical data in an aggregated form. Aggregation is a popular method of converting data. For example, the application of the histogram allows to reduce dimension of data set and level of uncertainty and to significantly increase the efficiency of numerical calculations. It is important to note that histograms are the examples of symbolic data used in the Symbolic data analysis [3] . Symbolic Data Analysis and Data Mining use histograms to study a variety of different processes and are applied for modeling the variability of quantitative characteristics. Histogram data models and histogram regression models based on the Symbolic analysis is a new important direction to discover knowledge in a data base.
In our study we consider a new approach to regression modeling using input data aggregation.
To develop our approach for performing efficient aggregation we employ piecewise polynomial aggregation functions, including piecewise linear functions and piecewise constant functions.
Histogram is a good example of piecewise constant functions of which are perfectly employed in our study.
To examine the structure of data aggregation we use the probability density functions (PDF). The concept of the mathematical aggregation functions is used to the regression modeling. To illustrate this we will regard the spline aggregation function in more detail. This approach will allow to employ the density function models as input and output data. It is of further importance that, the data uncertainty is studied to identify the relationship between the input and output characteristics when the input probability density functions are unknown. Thus, in order to describe any specific PDF we need to consider their spline interpolation.
In this work we propose a new linear regression model named a PDF-valued variable regression.
The abbreviated form of the regression model is called a Distributions Regression. If we use a spline aggregation model it is named a PDF-spline valued variable Regression Model and a Distributions Regression in shot. The following statements confirm the justification of PDF-spline models. The application of the spline procedures allows big data aggregating reduce the level of uncertainty and to significantly increase the efficiency of numerical calculations. These splines allow considerably accurate representions of the arbitrary distribution.
To demonstrate the degree of the relevance of the proposed methods to reality, we developed a theoretical study and provided numerical examples to illustrate it. With this we propose a conclusive discussion of this approach applicability to the uncertainty treatment and big data processing. The comparison of NPA and Monte Carlo method showed good agreement of the results. At the same time, numerical experiments demonstrate that the PDF arithmetic is more than hundred times faster than the Monte Carlo method [6] . As a result, the NPA approach can be successfully applied for solving computational and engineering problems.
The structure of the remaining sections is stated as follows. Section 2 reviews the data aggregation models. Section 3 covers the discussion the numerical arithmetic for probability density function.
In Section 4, we review the spline interpolation. In Section 5 we study the Spline aggregation. The questions about the application of the regression approach to spline-aggregated time series are discussed in Section 6, Section 7 concludes the paper.
Data aggregation
In this section we will look at data aggregation as a pretreatment method for subsequent for numerical modeling.
The essence of the aggregation procedure are methods for reducing the dimension of the original empirical data, knowledge discovery and reduce data uncertainty. Data aggregation procedure plays the most concerned role in the process of to extracting useful information from a large volume of data. The essence of the aggregation procedure is to constitute methods for reducing the initial data set to a less data collection. Aggregation can be considered as a data conversion process with a high degree of detail to a more generalized representation. An example of such procedures is a simple summation, calculation of the average, median, mode and range of maximum or minimum values.
The aggregation procedure has its own advantages and disadvantages. On the positive side, we note, that the detailed data are often very volatile due to the impact of different random factors, making it difficult to discover general trends and data patterns. In many cases it is useful first to look at numerical big data in an aggregated form such as a summation or an average.
It is important to bear in mind that the use of such aggregation procedures as averaging, exclusion of the extreme values (emission) and, smoothing procedure can lead to a loss of important information.
There are various methods of data aggregation. Therefore, the choice of the method of aggregation is a complex problem, as wrongly selected numerical methods of calculation may introduce additional uncertainty that was not presented in the original problem.
The data aggregation can use various mathematical models. NPA outlines the following key models histograms, frequency polygons and splines. These are the simplest splines. Although such functions are relatively simple, they have good approximating properties, and they can be tools for approximating probability density functions.
Spline. A spline is a sufficiently smooth polynomial function that is piecewise-defined, and possesses a high degree of smoothness at the places where the polynomial pieces connect (which are known as knots). We will consider the probability density of the random variables as an approximated spline.
Numerical arithmetic for Probability Density Function
To adapt the classical regression model to these kinds of data aggregation considered as PDFvalued variables we must use relevant numerical arithmetic. To meet this aim, we will consider in more detail the numerical operations on probability density functions developed in the framework of numerical probability analysis.
Let a system of two continuous random variables 1 2 (
, with probability density function be
, . The densities resulting from arithmetic operations on random variables following those distributions are given by [6] . For example, to find the probability density function 
To compute of the probability density function x y p / as the result of dividing of two random variables 1 2 x x / we use ∫ ∫
The probability density function p x,y resulting from multiplying of two random variables xy is computed accordingly by
Commutativity and associativity of arithmetic operations on addition and multiplication directly follows from these expressions. Let us consider the question of the existence of inverse elements in summa and multiplication operations. Note that there is a solution to the equation 0 a x + = which could be represented as a joint probability density function of ( ) a x , , show the inverse elements in summa operations for a. Similarly,we can easy construct the inverse element for multiplication. Let ( ) f x be probability density function for a random
is probability density function for random variable ax, where a is real variable.
We consider the problem of calculating by the derivative with respect to the parameter a for ax. It follows directly from the definition of the derivative that
Consider the case of computing the derivative with respect to the parameter a from ( )
Next, we calculate the derivative with respect to a for probability density function ax y f + of summa ax y + .
Let f 1 be probability density function of x, where f 2 is probability density function of y. If random variables (x, y) are independent, we can calculate the joint probability density function p(x, y) as a product of 1 2 ( ) ( ) ( ) p x y p x p y , =
, where p 1 , p 2 will be a probability density function of x, y. 
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Consequently ( ) p x y , is a polynomial
For example, we consider to build the density probability function x y p + for sum of two variables x y + .
Let it be necessary to calculate the value of the probability density function ( ) 
Since the integrand is the product of polynomials, we can calculate
Int , both analytically and by using the numerical integration procedures that are exact on polynomials.
Finally,we obtain the following form 
Spline interpolation
Prior to consideration of spline aggregation, we propose study of mathematical models applicable for the representation of splines and will discuss the interpolation questions with their application. 
The task of the spline construction is reduced for solving a system of linear algebraic equations with a tridiagonal matrix [8] 
Spline aggregation
Let consider the spline approach to build regression model with the Distributions-valued variables.
This approach is useful due to the following reasons. Underlying of this approach is the notion of the spline. The spline can be regarded as a mathematical object that is easy to describe and calculate the mathematical procedures and operations, in the process of maintaining the essence of data frequency distribution.
Since the spline is a piecewise polynomial function then it can be regarded as a data aggregation function in aggregation issues. Aggregation function performs numerical calculations on a data set and returns the spline values. Splines are useful for data uncertainty analysis due to fact that they adequately represent the random distribution of random variables.
Despite its simplicity, the spline also covers all possible ranges of probability density function estimation. Simple and flexible spline structure greatly simplifies their use in numerical calculations
and it has a clear visual image, which is useful for analytical conclusions. It is important to note that the construction of regression models with aggregated inputs require the use of appropriate numerical procedures. To this end, we consider numerical probabilistic analysis. We propose to use of the numerical probabilistic analysis to compute the arithmetic operations for the aggregated data and to apply for regression modeling.
Let us assume that we know the samples The basic kernel estimator may be written compactly as [7] 1 1
where ξ is a random variable with probability density function f(x).
The value of the mathematical expectation can be written as
In our study we propose to represent them by using a piecewise polynomial aggregation function, as long as it offers a good tradeoff between simplicity and accuracy.
Distributions Regression
Consider a linear model 
∑
For numerical realization, X 1 , X 2 were generated as sums of random variables with an IrvineHall distribution n = 3 and shifted by 1 and 2, respectively, ε with probability density function Thus, a numerical example showed the possibility of using distributions regression.
Conclusion
Data transformation during the data aggregation phase is an important direction in the analysis of data. Well-chosen data models at the aggregation stage allow determine the form of the input variables and select the appropriate procedures and arithmetic for later modeling.
The use of regression modeling on the basis of piecewise polynomial models opens up new possibilities in forecasting the problems of hydrology, remote sensing of the Earth, estimating the reliability of critical equipment.
