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Electron correlation effects caused by the topological zero mode of a hydrogenated graphene
vacancy, V111, with three adsorbed hydrogen atoms is discussed theoretically. A Kondo model is
derived from the multi-reference representation of the density functional theory, where exchange
scattering processes between the zero mode and low-energy modes in the Dirac cones are estimated.
Even when the Dirac cone is slightly off from the charge neutral point, a finite on-site correlation
energy, U0, for the zero mode of an isolated V111 allows the half-filling of the localized level giving
a spin s = 1/2. The anti-ferromagnetic Kondo screening mediated by higher order scattering
processes becomes dominant in the dilute limit of the vacancies. Our estimation of relevant two
body interactions certifies appearance of the Kondo effect at low temperatures.
I. INTRODUCTION
After the finding of graphene and its unique
properties,[1–3] there has been a lot of discussions on
possible electronic correlation effects in various defects of
graphene. In theory, correlation effects in defect-induced
magnetism were treated by applying several types of
models.[4–7] Actually, the Kondo effect in graphene was
highlighted for magnetic adatoms.[8–16] Furthermore,
vacancy induced magnetism was focused after exper-
imental findings were annouced,[17–21] for which the
Kondo effect was discussed theoretically.[6, 22–24] The-
oretical analysis of possible defective graphene struc-
tures has been continuously performed, where hydro-
genation of an atomic vacancy was analyzed by theo-
retical simulations.[17, 25–27]
Recently, identification of hydrogenated graphene va-
cancies (HGV) was successfully performed utilizing the
high-resolution scanning tunneling microscopy supported
by electronic structure calculations based on the den-
sity functional theory.[28, 29] This experimental result
revives researchers’ attention to HGV, among various de-
fect structures of graphene.[1, 4] Atomic hydrogen treat-
ment after Ar+ irradiation on a crystalline graphitic sam-
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ple is indeed an important method to create various types
of defects including hydrogenated atomic vacancy and
nano-holes in a controlled manner.
In the experiment,[28] two stable HGV structures,
called V111 and V211, were identified. The former, which
is a triply hydrogenated atomic vacancy, possesses a
topological localized state, i.e. the zero mode, according
to the local topological network of the π electron sys-
tem. While, the latter quadruply hydrogenated atomic
vacancy does not have the zero mode. Therefore, the for-
mer structure of V111 may have a localized spin s = 1/2.
Furthermore, electron correlation effects including the
Kondo effect may be expected, similar to the bare va-
cancy.
The zero-energy non-bonding localized state appears
owing to topological characteristic of the π network
around V111. Namely, around the vacancy, the number
of the B sublattice, NB, is locally less than that of the
A sublattice, NA, owing to the vacancy, assuming that
the original graphene has balanced sublattices. In the
argument of network topology of the π system, the dif-
ference of NA − NB = 1 certifies appearance of the π-
non-bonding state at the Dirac point. These features of
the special localized electron mode are completely repro-
duced in the band structure calculations. The simulated
STM image is almost perfectly identical to the real ob-
servation, where usage of the deformed atomic structure
optimized by the simulation is essential. Thus, the zero
mode localized around the V111 structure is confirmed
2both in experiment and by theory.[28]
The location of the zero mode of V111 along the energy
axis is at the Dirac point. This is always the case, when
we simulate a neutral graphene with the triply hydro-
genated atomic vacancy. In this condition, the occupa-
tion of the zero mode is just at the half-filling. Therefore,
a magnetic moment of s = 1/2 may appear in the real sys-
tem, as a Kramers doublet. The correlation effect should
be relevant for the magnetic property of V111, which may
give an isolated magnetic impurity. To confirm this pic-
ture, therefore, we need to go one step further beyond a
single-particle description of the ordinary density func-
tional theory (DFT).
In this communication, we propose a method to model
the correlated electron system of V111. By evaluating the
single-particle spectrum and two-particle effective scat-
tering amplitudes, we derive a kind of the s-d exchange
model[30] or a Kondo Hamiltonian[31] describing the ac-
tion of the zero mode appearing in the hydrogenated
graphene vacancy. The Kohn-Sham orbitals obtained by
the local density approximation[32] are used to estimate
the scattering amplitudes. Here, relevant two-body in-
teractions include the on-site repulsive interaction on the
zero mode and effective exchange scatterings between the
zero mode and the Dirac electrons.
Converting the exchange operator into a separable
form, we obtain an effective Anderson model with two
local orbitals. Applying the continuous-time quantum
Monte-Carlo calculation, we estimate the chemical po-
tential dependence of the electron number on these local
orbitals. The result suggests that the Kondo screening
of the spin 1/2 at the zero mode can happen. In our
representation, low-lying orbitals in the Dirac cones are
correlated with the zero mode, forming a local singlet
pair in the thermodynamic limit. This is a result of mag-
netic screening mediated by a kind of anti-ferromagnetic
super exchange. However, the total ground state remains
to be a doublet, which appears as a half-filled renormal-
ized spectrum of the Dirac cones. The state should keep
the zero-gap semiconducting feature of the graphene.
II. MODELS OF THE ZERO MODE ON V111
A. The zero mode
At the triply hydrogenated vacancy, each hydrogen
atom of V111 forms a σ bond with a carbon atom. We
have perfect termination of carbon σ dangling bonds at
this vacancy. All of the carbon atoms have saturated σ
bonds, and there is a π orbital at each carbon atom.
Here, lobes of the π orbital is oriented in a direction
nearly perpendicular to the local sp2 σ bonds. To de-
scribe a basic idea on the π topology, at first, we neglect
the deformation of graphene sheet around V111. By draw-
ing connections between neighboring π orbitals, we have
a honeycomb network with a vacancy. (Fig. 1)
To avoid effects of graphene edges, we may use the
periodic boundary condition along two in-plane direc-
tions. The structure containsNC carbon atoms and three
hydrogen atoms. The carbon network gives a bipartite
graph, where all vertices are grouped in one of two sub-
sets, A or B, such that two neighboring carbons con-
nected by an edge are contained in the other subsets, i.e.
one in A and the other in B. Owing to the vacancy site,
which is in the B sublattice, the number of A sublattice
sites is larger than that of B sublattice sites by 1, i.e.
NA −NB = 1. We have NC = NA +NB.
FIG. 1. The atomic structure of V111. Carbon atoms are
grouped into subsets, A and B, where atoms in A and B are
colored magenta and yellow, respectively. Hydrogen atoms
are in cyan. At each carbon site, we have a pi orbital. The con-
nections, each of which links two neighboring carbon atoms
in a pair, give a defective honeycomb network of V111. This
drawing is created by using XCrySDen.[33]
When we adopt a scheme of tight-binding description
for a pure π system, assuming that transfer parame-
ters are nearly the same and are non-zero only for each
neighboring pair of carbon sites, we have a tight-binding
model, i.e. the t only model. Introducing the creation
(and annihilation) operators, C†i,σ (Ci,σ), of a π electron
at the i-th carbon site, we have a Hamiltonian operator
of the t model,
HˆTBM = −t
∑
〈i,j〉
∑
σ=↑,↓
{
C†i,σCj,σ +H.c.
}
=
∑
σ=↑,↓
(
C†iA,σ, C
†
jB ,σ
)
HTBM
(
CiA,σ
CjB ,σ
)
=
NB∑
k=−NB
∑
σ=↑,↓
ε˜kc
†
k,σck,σ, (1)
HTBM =
(
0 HAB
HBA 0
)
.
Here, a symbol of 〈i, j〉 is used to specify a summation
with respect to the neighboring pair of carbon atoms. In
3the above expression of HˆTBM , the diagonal represen-
tation by c†k,σ and ck,σ is given by the unitary transfor-
mation to perform the diagonalization of HTBM . The
eigen energy, ε˜k, gives the spectrum of the t model on
the honeycomb network with a vacancy.
Here, the matrix HTBM is an (NC × NC) matrix
with an (NA × NB) submatrix HAB representing hop-
ping processes from a B site to an A site. The index
iA (or jB) runs only in the A (or B) sublattice sites
and
(
C†iA,σ, C
†
jB ,σ
)
is treated as a (1×NC) vector form.
The matrix HTBM has (NA ×NA) and (NB ×NB) zero
matrices as its diagonal submatrices, which represents
the bipartiteness leading us to a particle-hole symmetry.
The quasi spinor representation allows us to have a gauge
transformation,
C†iA,σ −→ diA,σ, C
†
jB ,σ
−→ (−1)× djB ,σ,
which gives
HˆTBM =
∑
σ=↑,↓
(
d†iA,σ, d
†
jB ,σ
)
HTBM
(
diA,σ
djB ,σ
)
= −t
∑
〈i,j〉
∑
σ=↑,↓
{
d†i,σdj,σ +H.c.
}
, (2)
so that the spectrum of the hole Hamiltonian is the same
as the original. With a single vacancy in the honeycomb
network, NA − NB = 1, since the rank of the matrix
HTBM is no more than 2NB = NA+NB−1 = NC−1, a
conclusion is that a zero eigen value appears at the center
of the spectrum. This argument is well known.[34] Fur-
thermore, when the spectrum of HTBM has a discrete
nature, the zero eigen mode is stable against perturba-
tion. In its diagonal form, the spectrum of HˆTBM , ε˜k,
is specified by an integer, −NB ≤ k ≤ NB. IN the t
model, ε˜−k = −ε˜k owing to the particle-hole symmetry.
The k = 0 mode is the zero mode with ε˜0 = 0.
This zero mode of the t model was analyzed in its
nature as a non-bonding damping mode.[5] In that
study, the authors considered a t-t′ model with a one-
dimensional boundary condition of a semi-infinite sys-
tem. The spectrum they considered was continuous at
the Dirac point, where the upper and lower continuum
in the spectrum touched the zero mode peak in a local
density of state. When the particle-hole symmetry is
broken, the zero mode became a resonance mode.
Let’s consider a supercell structure of NC carbon
atoms of V111 in a unit cell. We assume that there
are Ncell supercells as a whole, adopting the Born-von-
Karman periodic boundary condition. For the t model,
owing to the unbalanced sublattice structures, the total
system has Ncell × (NA − NB) zero modes. These zero
modes provide an exactly flat band for the t model.
Owing to a finite size of the cell, a gap at the Dirac
point can be formed. As for the t model, we may make
a choice of the supercell in a rhomboid form with NC =
2× (3n± 1)2 − 1. Here, n is an integer. We will call the
cell a (3n± 1)× (3n± 1) cell. On this system, the band
structure shows a gap at the K and K’ points of the folded
Brillouin zone (FBZ). The flat band appears as ingap
states. (For comparison with the DFT simulation, see
also Appendix A.) In this model V111 structure, we expect
stability of the flat band against small perturbation. As
for the other 3n× 3n supercell with NC = 2× (3n)2− 1,
the flat band touches the Dirac cones at the Γ point.
This is owing to an adjusted periodicity of Bloch wave
functions at K (or K ′), which allows one of recombined
Dirac-cone branches unaffected by the defect.
Similarly, we might have a nearly flat band in a gen-
eralized tight-binding model of V111, where long-range
transfer terms, s and p orbitals are considered. Using a
parameter sets of Papaconstantopoulos with additional
parameters for C-H σ bonds,[35, 36] we have obtained
band structures for V111. In the actual V111 structure, we
have slight corrugation of graphene plane around the va-
cancy. This is due to the geometric exclusion among hy-
drogen atoms coming from the inter-atomic interaction.
Therefore, for the calculation of the s-p model, we utilize
an atomic structure obtained by an optimization simula-
tion in a DFT-Kohn-Sham local-density-approximation
(LDA) scheme.[32, 37] The obtained band structures are
roughly similar to that of the t model. When we see su-
percells of n = 3, 4, we have always a nearly flat band at
the Fermi level,
The similarity in the band structures suggests that we
have a mapping from an eigen state of the s-p model
to a counterpart of the t model, at least when the
eigen modes around the Fermi level are concerned. The
(NC +1)/2+ (3NC +3)/2-th band of the s-p model may
be a correspondence to the (NC + 1)/2-th band of the
t model. Here, for a definition of the mapping, a π or-
bital at each carbon site is required. Actually, it is pos-
sible to define a local π orbital in the deformed graphene
structure of V111. (See a method in Appendix B.) Then,
our whole simulations suggest that there is a well-defined
topological mapping between an s-p model and the t
model as far as V111 in a finite cell structure with the
periodic boundary condition is considered.
The mapping among low-lying phase spaces of different
effective models allows us to call the low-lying flat band
“the zero modes”. When we take the limit of large super-
cell size, or NC →∞, the true relevance of the idea will
appear. Before going to this point, let us introduce the
DFT simulation and another effective many-body Hamil-
tonian.
B. Scaling of effective Hamiltonians
All of reported band structure calculations of V111 in
a super cell, based on the density functional theory, told
that a flat band appears around the Dirac point.[27, 28]
In this band, each eigen state of the Kohn-Sham Hamilto-
nian has a non-bonding character, where the wave func-
tion has a finite amplitude at every A-site carbon atom.
This flat band is made from a localized mode around the
4vacancy in each cell.
We have obtained the band structures by the DFT-
LDA model for (3n± 1)× (3n± 1) super cells with n =
2, 3, 4 as well as 3n × 3n cells with n = 2, 3, 4. Always,
we see the flat band, whose dispersion is essentially the
same as the previous results. (Appendix A) Interestingly,
around the Fermi energy, the dispersion relation in the
DFT-LDA modeling is always well reproduced by the s-
p tight-binding model. On an above mentioned finite
size cell, we know that the s-p model has a mapping to
the t model. Therefore, the flat-band mode coming from
the pure topological origin of the π network is identified
as the zero mode. This is a reason for the terminology,
which has already been used in Section I, and is a key for
the next discussion.
In an actual calculation with a 3n× 3n super cell, hy-
bridization between the Dirac mode and the zero mode
appears significantly at the Γ point of FBZ. However,
even in this supercell, the flat band keeps its iden-
tity, when we choose the k point apart from the Γ
point. Furthermore, there is a gap at the Dirac point for
(3n± 1)× (3n± 1) supercells, at least when n < O(10).
(Appendix A) Then, it is allowable to identify the flat
band as zero modes in a finite-sized cell.
When we consider mapping among single-particle eigen
states, we use effective single-particle descriptions. In
this representation, the zero mode might become a reso-
nance in general, especially in the thermodynamic limit.
For a test, we performed a finite-size scaling analysis of
the flat band both in DFT and the s-p tight-binding
model. (See the DFT results in Appendix A.) Actu-
ally, the flat band is shown to be merged in the lower
branches of the Dirac cone in the large cell size limit,
when we adopt a linear scaling of the energy as a func-
tion of 1/n within a selected series of (3n+1)× (3n+1).
The other series should show a similar behavior, when
they are properly analized. (See also Appendix C.)
To have the good definition of the zero mode, in a
thermodynamic limit, we adopt the next strategy. The
strong correlation effect is taken into account in each
finite-sized system, before approaching the limit. Hav-
ing a well-identified correlated eigen state in an effective
many-body model, we can have the limit by certifying
identity of the correlated ground state of HGV. Thus, we
consider a many-body model to describe correlation ef-
fects created by the special non-bonding damping mode,
i.e. the zero mode.
Here, we should comment on the eigen wavefunctions,
ψl(r), of a single-particle part of the Hamiltonian. Using
the set of {ψl(r)} as an expanding basis, we have a full
description of the many-body Hamiltonian. There, any
unitary transformation among the basis does not change
the final answer. We may make a good choice of the basis
set to have a well-converged description. Therefore, we
consider a representation obtained in a finite super cell
to construct the scaling and the limit.
The electron occupation of the zero mode in the many-
body ground state is the second key. Let us consider
neutral systems. For a finite super cell considered, the
flat band is half-filled in DFT or TBMs. Furthermore,
if we consider a cell with only one V111 structure in the
periodic boundary condition, one zero mode appears to
be just half-filled. Namely, one electron occupies a sin-
gle zero mode at the Fermi level in the non-interacting
particle picture.
Once the zero mode goes into a continuum of the Dirac
modes, and if we consider the electron occupation in a
free-particle picture, the zero mode has to be off from
the half-filling. We should have a finite amplitude of the
double occupation of the zero mode effectively in the elec-
tronic state, which implies that the correlation between
two electrons occupying the zero mode becomes non neg-
ligible. Therefore, we have to consider the correlation ef-
fect carefully in the thermodynamic limit. To keep away
from the energy increment by a finite amount of the dou-
ble occupation amplitude of the localized mode, we need
to take the large cell size limit, keeping identity of the
zero mode from the continuum of the Dirac-cone modes.
To have a description of the local electron correlation in
a DFT model, the Wannier transformation with the local
projection operators is often applied.[38–40] This method
derives a mapping from the branches around the Fermi
level of the DFT-LDA model to a tight-binding model.
When the number of low-lying modes are selected to be
the same, relevant eigen modes around the Fermi level
are mapped to the corresponding modes of a simplified
model, except for high-energy band crossing points.
In the Wannier-transformation scheme, to have the
complete expanding basis of the π system, every local π
orbital, φi(r), on the i-th carbon atom has to appear in
the transformed representation. The size and the shape
of φi(r) is almost the same, irrespective of the location
of the carbon site, i. Owing to this behavior, at least,
the on-site interaction strength on φi(r) is concluded to
be approximately the same for all the carbon sites.
The two-body effective interaction terms, e.g. the
Hubbard interaction, are given as an operator expansion
of the Coulomb scattering processes minus the mean-field
counter terms.[41–44] The interacting effective Hamilto-
nian along the line of the Wannierization takes the form
of the extended Hubbard model with NC sites. The scat-
tering processes in this representation should contain var-
ious off-site interactions, as well as the on-site Hubbard
interaction U .
Here, if one suppose that the longer-ranged interaction
is irrelevant to be neglected, and if on-site repulsion U
only is kept in a general tight-binding description, the
obtained Hubbard model might be less accurate for our
target system. The description could be shifted from the
true answer of the electronic structure in V111. This is
because we have a localized zero mode, in which the de-
velopment of the electron correlation evolves differently
from the extending quasi-particle modes in the Dirac
cones. Note that the both modes, the zero mode and the
quasi-particle modes, are given as combinations of φi(r).
But, the former is a localized state with exponentially
5decaying tails.
Rather than the usage of U on φi(r), we should classify
the scattering processes into an on-site interaction U0 on
the zero-mode and the others. Both of the scattering pro-
cesses include the off-site interaction in representation of
the LCAO picture using φi(r). This statement is easily
shown by expanding the U0 term, which will be given in
Eq. (4), into two-body effective interactions among sev-
eral π orbitals, φi(r). Long-range interaction processes
cannot be neglected.
Therefore, we go to the other way, starting from the
band structure, or the momentum-space representation
without using the Wannier transformation explicitly. Se-
lecting only (3n + 1)× (3n + 1) super cells, we evaluate
scattering amplitudes relevant for V111. Here, we uti-
lize the description by the multi-reference density func-
tional theory (MR-DFT), which allows us to introduce
two-body interaction terms as a quantum fluctuation
in the energy density functional.[45, 46] From now on,
the creation and annihilation operators, c†k,σ and ck,σ,
are to be defined by the basis given by the Kohn-Sham
effective single-particle Hamiltonian. The charge density,
n(r), is initially given by a local-density approximation
(LDA), which is reconsidered after obtaining a solution
of an effective many-body problem.
The correlation effect is counted by introducing a two-
body correlation function explicitly in the energy func-
tional. In the present situation, an important term is the
next. Let us introduce a mean electron number in the
zero mode, N0 = 〈nˆ0↑ + nˆ0↓〉. At the half-fillling of the
zero mode, N0 = 1. We need to subtract a contribution
from the Hartree term after consideration of the two-
body term explicitly. Thus we have a kind of two-body
effective Hamiltonian, H
(2)
0 .
H
(2)
0 =
U0
2
{
: (nˆ0↑ + nˆ0↓)
2
: −N0 (nˆ0↑ + nˆ0↓)
}
. (3)
Here : Aˆ : represents a normal ordering of a product, Aˆ, of
the Fermion operators and the number operator is given
as usual, nˆ0σ = c
†
k=0,σck=0,σ. Under a condition, N0 = 1,
we have a corresponding interaction term appearing in
the symmetric Anderson model,
H
(2)
0 = U0
(
nˆ0↑ − 1
2
)(
nˆ0↓ − 1
2
)
− U0
4
, (4)
providing that the total system is minimized when the
local charge neutral condition, N0 = 1, is kept.
One might consider a counter term coming from the
exchange-correlation potential. In the discussion of V111,
we suppose that N0 = 1 is kept by the correlation effect
in a range of µ. Actually, we can find a finite parame-
ter space of the resulting Kondo Hamiltonian, where the
N0 = 1 condition is kept. (See Section III B.) The cor-
relation causes redistribution of electrons in the Dirac
cone. However, it appears only as a tiny change in a
momentum distribution function along the energy axis.
Within a reasonable accuracy, the final charge density is
unchanged. This means that every functional of n(r) is
not shifted after inclusion of the explicit correlation ef-
fects via the short-range interaction (correlation) terms
in the effective Hamiltonian. Therefore, the contribution
of the DFT exchange-correlation energy is not relevant
for the present argument.
The value of correlation energy U0 in Eq. (4) is esti-
mated by evaluating it as a partially screened Coulomb
integral. We utilized the DFT-LDA simulation to have
the basis for the estimation. The plane-wave expansion
with the norm-conserving pseudo-potentials is adopted
with the cut-off of a value from 25 to 40 Ry. After check-
ing reasonable convergence in the estimated scattering
amplitudes, we utilize the value of 25 Ry for relatively
large simulation cells. The estimation results in U0 = 0.6,
0.6, 1.3 eV for 7×7, 10×10, and 13×13 cells, respectively.
(Fig. 2) Although the value is not converging systemati-
cally, we suppose that there is a finite value of U0 of order
eV.
In addition to Eq. (4), we have many types of scat-
tering processes promoting magnetic behavior. Owing
to finiteness of U0, we assume N0 = 1 at around the
charge neutral point, i.e. µ = 0. Among processes, we
keep the spin-dependent scatterings in a form of the s-d
interaction in our discussion. Similar estimation of the
spin-exchange scattering with the partial screening tells
us the next result.
Let us now consider amplitude Jkk′ of the spin-
dependent scattering. Here the sufix k may be inter-
preted as a combined index of the band and the wave
vector. In our formalism, however, we utilize a basis of
modes defined in a selected large super cell. Therefore,
k specifies a low-energy π mode. Note that the matrix
element, Jkk′ , represents a scattering amplitude of an
electron in a mode k to another mode k′ by a magnetic
scattering by the zero mode spin.
As the lowest order direct exchange scattering, Jdirectkk′ ,
we have always the diagonal ferromagnetic contribution,
Jdirectkk . This is only because the zero mode and each
Dirac mode are orthogonal with each other. The off-
diagonal terms in the first order are relatively smaller
than the diagonal element. Because the Dirac mode is
extending wave, while the zero mode is localized, the
absolute value of Jdirectkk′ decreases, when the super cell
size increases. We have actually a scaling relation of
Jdirectkk′ ∼ O(1/n), which goes to zero in the large cell
limit. Therefore, the exchange integral Jdirectkk′ should be-
have as a monotonically decreasing function of the cell
size. (Fig. 2)
There is a higher-order magnetic scattering term. A
typical second order contribution reads,
Jsuperkk′ =
1
2
∑
|ǫp|>ǫc
{
V(0k)→(0p)V(0p)→(k′0)
εp − εk
+
V(0k)→(p0)V(p0)→(k′0)
εp − εk
}
. (5)
Here, εk denotes the single particle energy of the mode k,
6where εk and εk′ are within a cut off of εc, and V(0k)→(pq)
is a Coulomb scattering amplitude. For details of deriva-
tion, see Appendix D.
Let’s suppose that we have a Born-von-Karmanbound-
ary condition for the description of the wave function of
the Dirac bands of graphene. Wave functions in the Dirac
cones are characterized by a wave vector around the K
or K’ points. When the difference of k from kK (or kK′)
is small, we have an asymptotic wave function, i.e. those
of the k · p approximation in the Weyl representation.
Introducing the envelop function, we have the long-wave
length limit for the low energy excitations. In this limit,
the exchange scattering within each valley should have a
momentum independent amplitude.
For V111, we have unbalanced sublattice structure.
Therefore, the so-called chiral symmetry in the pure
graphene is not used. Furthermore, we evaluate the am-
plitudes of two-particle scattering among modes at the
Γ-point in FBZ. Therefore, k represents the band index.
Namely, without using the Born-von-Karman boundary
condition, we perform a size-scaling analysis. The value
and the sign of Jsuperkk′ might depend on the cell size,
again.
In the large cell limit, we should have amplitudes which
are almost k-independent in the low energy regime ex-
cept for a degrees of freedom coming from the sublattice
site index. In this limit, the form of Eq. (5) can have a
non-negligible contribution owing to the integration with
respect to the intermediate modes. In addition, similar
to the old super-exchange mechanism, anti-ferromagnetic
contribution should be dominant, because of a larger do-
main for the intermediate state than that for ferromag-
netic processes.
Material dependence of Jsuperkk′ comes from the sign and
the magnitude of amplitude, V(0k)→(0p) and V(0p)→(k′0),
and the spectrum εk. In the present case, we have rela-
tively large contribution for the anti-ferromagnetic chan-
nel, where V(0k)→(0p)V(0p)→(k′0) is positive real valued.
In our estimation, we see a systematic increase of rel-
ative contribution in the anti-ferromagnetic channels for
larger cells. The order of magnitude for Jsuperkk′ is esti-
mated to be ∼ 0.2 eV in finite cells, whose temperature
scale is O(103) K. (Fig. 2) However, the convergence is
not enough achieved within an accessible cell size for the
DFT simulations.
To show converging behavior of the asymptotic form
of Jsuperkk′ , we combine results by the t model with the
DFT estimation. (See Appendix D.) In Fig. 2, the total
magnitude of Jsuper is multiplied by a factor to adjust
the two values for a cell of n = 3. In comparison with
Jsuper , the direct exchange Jdirect is negligible in the
large cell size limit.
C. Representation in a Kondo model
The effective model of V111 is represented by a Kondo
Hamiltonian below. Here, ǫ0 = ε0 − U0/2 − µ, and
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FIG. 2. Estimated interaction strength, U0 (red dots), J
direct
(green triangles), and Jsuper (blue dots). We adopt a (3n +
1)× (3n+ 1) cell with n = 2, 3, 4. The length L of the super
cell size is given by L = (3n + 1)
√
3a [A˚] with a [A˚] be the
bond length of pure graphene. For Jdirect, the dashed line
gives a guide to the eyes. The magenta squares are Jsuper
estimated by the t model, whose magnitudes are multiplied
by a constant, so that the data for n = 3 is adjusted to the
DFT estimation.
ǫk = εk − µ.
HKondo = H0 +HJ +HD, (6)
H0 =
∑
σ=↑↓
ǫ0c
†
0σc0σ + U0nˆ0↑nˆ0↓,
HJ = (c
†
0σ~σσσ′c0σ′)
∑
kk′
Jkk′ (c
†
kτ~σττ ′ck′τ ′),
HD =
∑
k,τ
ǫkc
†
kτ ckτ .
In Eqs. (6), H0 represents the energy level of the zero
mode and the on-site Coulomb repulsion U0 on the zero
mode. HJ represents the effective scattering process
of conduction electrons caused by exchange interactions
Jkk′ between the electrons on the zero mode and the
Dirac electrons. HD is the Hamiltonian for the Dirac
electrons. σ and τ indicate the spin components of elec-
trons on the zero mode and the Dirac electrons, respec-
tively. Repeated indexes, σ and τ , in HJ are assumed to
be summed with respect to the spin direction.
As discussed in Section II B, the simplest modeling of
V111 incorporating the correlation effect is to have the di-
agonal single-body term and the off-diagonal general two-
body terms. Among the two-body scatterings, the on-site
interaction at the zero mode and the exchange scattering
processes keeping the electron number of the zero mode
are relevant for the strong correlation regime. Therefore,
the above modeling is a natural model for HGV with
topological zero modes.
7D. Transformation to an impurity Anderson model
In order to treat the Kondo hamiltonian numeri-
cally, we transform HKondo into an effective Anderson
model.[47] We can convert the form of HJ in Eqs. (6)
into a separable form by diagonalizing Jkk′ with a uni-
tary matrix as
HJ = (c
†
0σ~σσσ′c0σ′)
∑
kk′
Jkk′ (c
†
kτ~σττ ′ck′τ ′)
= (c†0σ~σσσ′c0σ′)
×
∑
l
{
(
∑
k
c†kτUJ,kl)J¯l~σττ ′(
∑
k′
U−1J,lk′ck′τ ′)
}
= (c†0σ~σσσ′c0σ′)
∑
l
c¯†lτ J¯l~σττ ′ c¯lτ ′ . (7)
Here, J¯l are matrix elements of the diagonalized matrix,
J¯ = U−1J JUJ , and c¯
†
lτ (or c¯lτ ′) are given by
∑
k c
†
kτUJ,kl
(or
∑
k′ U
−1
J,lk′ck′τ ′). We assume that J¯l is ordered in a
descending series.
By considering the most effective J¯l=1 alone, and by
obtaining H¯D by substituting ckτ in an expansion with
c¯kτ for HD in Eqs. (6), we can transform HKondo into
HAnderson as
HKondo = HAnderson +O(1/NC),
HAnderson = H¯0 + H¯D + H¯hyb. (8)
Here, each term is given by,
H¯0 =
∑
σ=↑↓
ǫ0c
†
0σc0σ + U0nˆ0↑nˆ0↓
+
∑
σ=↑↓
ǫ′11c¯
†
1σ c¯1σ + J¯1(c
†
0σ~σσσ′c0σ′)(c¯
†
1τ~σττ ′ c¯1τ ′),
H¯D =
∑
k 6=1,σ
ǫ′kk c¯
†
kσ c¯kσ ,
H¯hyb =
∑
k 6=1,σ
(ǫ′k1c¯
†
kσ c¯1σ +H.c.).
Note that hybridization ǫ′k1 as single-body parts in
Eqs. (8) come from the off-diagonal elements of ǫ′kk′ =∑
k′′ U
−1
J,kk′′ǫk′′UJ,k′′k′ .
E. The s-channel exchange term
In the transformation in Section IID, we note that
there could be several J¯ls, which became non-negligible,
in general. Besides, UJ does give various off-diagonal
hybridization terms in addition to the diagonal term, H¯D.
Let’s evaluate these terms by considering an ideal case.
As discussed in Section II B, Jk,k′ approaches to a
constant asymptotically for the low-energy quasi-particle
modes, when the system size becomes enough large.
Therefore, the most typical model of Jk,k′ is a matrix
with constant elements.
Introducing an n× n matrix, J = (Jk,k′ ), as
J = J0


1 1 · · · 1
1 1 · · · 1
...
...
. . .
...
1 1 · · · 1

 , (9)
we see that J¯l=1 = nJ0 and J¯l>1 = 0. To diagonalize J ,
we can choose a unitary matrix
UJ =


1/
√
n 1/
√
2 1/
√
6 · · · 1/
√
n(n− 1)
1/
√
n −1/√2 1/√6 · · · 1/
√
n(n− 1)
1/
√
n 0 −2/√6 · · · 1/
√
n(n− 1)
...
...
...
. . .
...
1/
√
n 0 0 · · · −(n−1)√
n(n−1)


.
Indeed, the transformed J is,
U−1J JUJ = J0


n 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

 .
By applying UJ , the single-particle part is transformed.
Actually, the unitary transformation changes the diago-
nal matrix,
ǫ =


ǫ1 0 · · · 0
0 ǫ2 · · · 0
...
...
. . .
...
0 0 · · · ǫn


into
ǫ′ = U−1J ǫUJ =


ǫ′11 ǫ
′
12 · · · ǫ′1n
ǫ′21 ǫ
′
22 · · · ǫ′2n
...
...
. . .
...
ǫ′n1 ǫ
′
n2 · · · ǫ′nn

 .
Let us introduce another transformation to have an ideal
form. Taking a (n−1)× (n−1) unitary matrix uǫ′ which
diagonalizes a block matrix
ǫ′′ =


ǫ′22 ǫ
′
23 · · · ǫ′2n
ǫ′32 ǫ
′
33 · · · ǫ′3n
...
...
. . .
...
ǫ′n2 ǫ
′
n3 · · · ǫ′nn

 ,
we can make a unitary matrix UJǫ = UJUǫ where
Uǫ =
(
1 0
0 uǫ′
)
.
8The transformation by UJǫ keeps the diagonal form of
the J term.
J˜ = U−1Jǫ JUJǫ
= J0


n 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

 =


J˜l=1 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

 , (10)
while the ǫ term changes its shape into a desired form as,
ǫ˜ = U−1Jǫ ǫUJǫ =


ǫ˜1 V
∗
21 V
∗
31 · · · V ∗n1
V21 ǫ˜2 0 · · · 0
V31 0 ǫ˜3 · · · 0
...
...
...
. . .
...
Vn1 0 0 · · · ǫ˜n

 .
We see that the spectrum of ǫi is almost reproduced by
ǫ˜i, when n is enough large. Therefore, the Anderson
Hamiltonian shown in Section IID represents the Kondo
Hamiltonian without any essential correction, if Jk,k′ be-
haves as a constant among relevant quasi-particle modes.
In case when ǫi has degeneracy, we have additional
simplification in the transformed matrices, ǫ˜ and J˜ . This
comes from the s-wave nature of the present model in-
teraction, HJ , with J by Eq. (9). To see this behavior,
let assume that ǫi = ǫm for 1 ≤ i ≤ m. Let us consider a
transformation among degenerate states by,
UP =
(
UJ,m 0
0 I
)
,
UJ,m =


1/
√
m 1/
√
2 · · · 1/
√
m(m− 1)
1/
√
m −1/√2 · · · 1/
√
m(m− 1)
1/
√
m 0 · · · 1/
√
m(m− 1)
...
...
. . .
...
1/
√
m 0 · · · −(m− 1)/
√
m(m− 1)

 .
Here I is an (n−m)×(n−m) identity matrix. Introducing
another (n−m)× (n−m) matrix,
Jn−m = J0


1 1 · · · 1
1 1 · · · 1
...
...
. . .
...
1 1 · · · 1

 ,
we see that,
U−1P JUP =
(
U−1J,mJmUJ,m Jˆm
tJˆm Jn−m
)
,
U−1J,mJmUJ,m = J0


m 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

 ,
Jˆm = J0


√
m
√
m · · · √m
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

 ,
U−1P ǫUP = ǫ,
The above result is naturally interpreted using represen-
tations of the permutation group ofm elements. Namely,
only the fully symmetric representation has the exchange
contribution, while the other representations have zero
matrix elements, as far as J is assumed to be given by
Eq. (9). Keeping the symmetric representation, omitting
the others in the degenerate levels, we have a reduced
exchange matrix,
Jred = J0


m
√
m · · · √m√
m 1 · · · 1
...
...
. . .
...√
m 1 · · · 1

 ,
where Jred has no more constant matrix elements.
Therefore, we can choose each symmetric representation
created by degenerate states, which may be called states
of the s symmetry, to construct the reduced exchange
matrix.
When the matrix J is given as a matrix with constant
elements, our Hamiltonian reads as,
HKondo = HAnderson,
HAnderson = H˜0 + H˜D + H˜hyb. (11)
Here, each term is given by,
H˜0 =
∑
σ=↑↓
ǫ0c
†
0σc0σ + U0nˆ0↑nˆ0↓
+
∑
σ=↑↓
ǫ˜1c˜
†
1σ c˜1σ + J˜1(c
†
0σ~σσσ′c0σ′)(c˜
†
1τ~σττ ′ c˜1τ ′),
H˜D =
∑
k 6=1,σ
ǫ˜kc˜
†
kσ c˜kσ,
H˜hyb =
∑
k 6=1,σ
(Vk1 c˜
†
kσ c˜1σ +H.c.).
Here, c˜†lτ (or c˜lτ ′) are given by
∑
k c
†
kτUJǫ,kl (or∑
k′ U
−1
Jǫ,lk′ck′τ ′). The one-body Hamiltonian, H˜D, de-
scribes renormalized Dirac modes with the modified spec-
trum, ǫ˜k.
III. CALCULATION RESULTS AND
DISCUSSIONS
A. The CT-HYB-QMC method
In this section, we apply a numerical method for
an impurity-problem to the Anderson Hamiltonian de-
rived in the last section. We can trace the behav-
ior of HAnderson with a continuous-time hybridization-
expansion matrix solver (the CT-HYB-QMC solver) of
9the quantum Monte-Carlo method. The solver is pro-
vided by the TRIQS project.[48]
A reason for the application is its powerful ability to
handle the impurity problem with a few impurity sites.
In addition, the QMC algorithm is useful to treat a gen-
eral bath Green function. The temperature range in our
concern is accessible by CT-HYB-QMC. Another reason
is because the CT-HYB algorithm treats any interacting
impurity model with finite interaction strength of U0 and
Jk,k′ effectively.[49, 50] We applied a transformation to
the Anderson model, which allows us to apply the pack-
age with CT-HYB-QMC directly.
We regard the effective Anderson model described in
Eq. (8) or Eq. (11) as a two-site impurity Anderson model
(TIAM). The center orbital is the zero mode, φ0(r).
As a result of the transformation in Section IID, we
have an additional localized orbital. Let us name an
orbital, which is magnetically hybridized with the zero
mode by the exchange interaction of J˜l=1, ‘the first or-
bital’. As usual impurity Anderson systems, we have hy-
bridization terms, H˜hyb, which form ‘a Kondo cloud’ in
the renormalized Dirac modes. We calculated the mean
value of the number of electrons in ‘the first orbital’,
Nfirst = 〈nˆ1↑〉 + 〈nˆ1↓〉 where nˆ1σ = c˜†1σ c˜1σ, as well as
that in the zero mode, Nzero = 〈nˆ0↑〉 + 〈nˆ0↓〉, to char-
acterize the electronic state and the correlation effect in
the system.
B. Calculation results
As a consequence of the unitary transformation on the
Dirac modes, an energy level ǫ˜1, which is the site energy
of the first orbital, appears at the Dirac point. So, we
take ǫ0 = −U0/2− µ for the zero mode and ǫ˜1 = −µ for
the first orbital in this calculation.
The density of states in the low-energy excitations of
Dirac electrons are modeled by that of the t model. We
adopted a value t = 3.03[eV] for the nearest neighbor
transfer.[51] In this section, we take the inverse temper-
ature β = 100/t = 33[1/eV]. The interaction strength of
U0 = 1 [eV] is adopted.
We assume that each element Jk,k′ of the effective ex-
change scattering matrix J = (Jk,k′ ) is almost a constant
among the low-energy modes in the Dirac cone, and its
size |J | = J˜l=1 is in a range estimated in Sec. II B. There-
fore, we treat J˜l=1 as a parameter within this energy
scale.
Another parameter for this modeling is the energy
range of Dirac modes, for which Jk,k′ is finite. This value
corresponds to the matrix size n of J . We have checked
that the result is qualitatively the same irrespective of the
range of Dirac modes for which Vk1 is finite. Thus, we
adopt a continuous representation of ǫ˜k and Vk1, where
an average, V0, of Vk1 is taken for simplicity. We will
discuss dependence of the main results on Vk1, which is
assumed to be in a scale of J0 in simulations.
The chemical potential µ changes the Fermi level in the
Dirac electrons, which affects the occupation of localized
modes in turn. The chemical potential dependence of
Nfirst (and Nzero) of the model is obtained and shown
in Fig. 3.
In our model, the on-site interaction U0 at the zero
mode has enough large value of O(eV). Therefore, the
zero mode keeps its identity as a singly occupied mode.
Namely, N0 = Nzero is almost kept at 1, at least if
|µ| < U/2, where the condition of N0 = 1 is necessary
for the consistency as a simulation of MR-DFT. Then,
an unpaired spin exists at the zero mode. The problem
described by HAnderson is magnetic screening effect me-
diated by exchange interactions.
When |J | is smaller than about 0.1[eV], Nfirst drops
from 0.0 to 2.0 instantly. The result tells that electron
occupation at an effective localized level, i.e. the first
orbital, follows the un-correlated free electron behavior.
This is a weak-coupling limit of the system, although
U0 keeps the half-filling of the zero mode. Therefore,
when J˜l=1 is too small against other parameters, i.e. the
temperature and Vk1, we have a weak-coupling scheme
without magnetic screening,
When J˜l=1 is large enough, anti-ferromagnetic corre-
lation evolves between the zero mode and the effective
localized level, i.e. the first orbital. Indeed, Nfirst shows
a stepwise behavior. This behavior indicates that correla-
tion develops in the Dirac electrons. This result suggests
that Jkk′ in Eqs. (6) can mediate the Kondo screening
of the spin 1/2 in the zero mode at the low temperature.
The region for this screening to work has a V-shaped
structure opening in the larger |J | region widely against
µ in the µ-|J | space.
Here Vk1 is assumed to have a value of order 0.1 [eV].
When Vk1 is getting smaller, the graph shown in Fig. 3
becomes much sharper at the edges of the V-shaped
structure. Therefore, we conclude that the physical pic-
ture given here is qualitatively kept as far as |J | being
finite and Vk1 is small.
C. Strong coupling regime in the large system size
limit
The physical picture of the above result may be inter-
preted as follows. Consider a finite anti-ferromagnetic
coupling J˜l=1. This interaction creates or defines an
imaginative localized state as a linear combination of the
Dirac levels. (Fig. 4) This interaction-driven localized
orbital, i.e. the first orbital, is also half-filled, when µ
is at the Dirac point. An electron in this mode and the
zero-mode electron couple with the anti-ferromagnetic in-
teraction. Owing to a finite Vk1, however, the screening
becomes imperfect. A finite amplitude of the magnetic
moment may appear at the zero mode.
In our model, thus, we have a weak coupling limit of
J˜l=1 = 0 (Fig. 4 (a)) where an unscreened spin s = 1/2
remains at the zero mode, and a strong coupling regime
shown in Fig. 4 (c) where the perfect screening happens
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FIG. 3. (a) The number of electrons in “the first orbital”,
Nfirst, and its chemical potential dependence. The chemi-
cal potential is given by µ [eV]. The exchange interaction,
|J |, between the zero mode and the Dirac electrons is anti-
ferromagnetic. We can see continuous change of Nfirst where
|J | is small, and stepwise change of Nfirst where |J | is large.
(b) The number of electrons in the zero mode, Nzero. When
|µ| is smaller than U0/2 = 0.5 [eV], Nzero ≃ 1, and the zero
mode is kept at the half-filling.
as formation of a singlet pair between the zero mode and
the first orbital. When the weak coupling regime is real-
ized, we should have a free electron behavior in the Dirac
modes, which is not renormalized. While, in the strong
coupling regime, we should find a magnetic moment of
1µB mainly in the Dirac mode out of the zero mode.
Here we assumed that the g factor is 2 and µB is the
Bohr magneton.
The numerical result in the last section tells that the
half-filling, i.e. Nfirst = 1, is kept, even when µ is
slightly shifted around the Dirac point, if stability of
the screening happens owing to finite J˜l=1. Therefore,
the large |J | area in the V-shaped region is the strong-
coupling regime.
At this stage, one might suspect that the present result
is qualitatively different from those discussed in the pseu-
dogap Kondo problem.[4] Often the problem is analyzed
using the single-site impurity Anderson model (SIAM),
where an impurity site is embedded in a pseudogapped
semi-metal. Owing to the disappearing density of states
at the charge neutral point, magnetic interaction medi-
ated by the hybridization term between the impurity site
and the pseudogapped metal disappears. The heuristic
renormalization group approach concludes that an un-
screened spin remains to keep the system with the dou-
blet ground state. Therefore, the Kondo screening is con-
cluded to be lost for the model at the half-filling.
In our model, since the magnetic interaction is medi-
ated by two-body scattering terms V(0,k)→(pq), the inter-
action strength J˜l=1 remains to be finite. The exchange
is mediated by a kind of the super exchange process,
where scattering of electrons via the Coulomb interaction
causes virtual processes among unoccupied Dirac modes.
We can explain the existence of the process as effective
perturbation processes using a discretized spectrum as
illustrated in Fig. 4. On the contrary, the hybridization
between the zero mode and the Dirac electrons is always
zero in our modeling. Therefore, we call the mechanism
“scattering-driven Kondo screening”. This picture also
tells us that the large cell limit is inevitably in the strong-
coupling regime, as follows.
(a)
J    = 0
(b)
After performing the
Unitary transformation
(c)
J    >>
ε ε ε
V
∼ ∼
l=1 Vk1
k1
l=1
∼ ∼
J    l=1
∼
k k k
FIG. 4. Schematic viewgraph of crossover happened for
scattering-driven Kondo screening. (a) A center level by the
thick line represents a zero mode of V111 and the other lev-
els are from the Dirac cone. When J0 is negligible, the zero
mode with U0 > 0 has a single free spin. (b) The two-body
scattering processes by Jk,k′ mediate the relevant super ex-
change J0, where a unitary transformation given by Jk,k′ for
the metallic Dirac cone states selects the first orbital φ1(r),
defines renormalized spectrum ε˜i, and determines one-body
hybridization V1,k. (c) When J˜l=1 is kept finite, the screen-
ing happens, while V21 approaches zero, if the system size
increases, providing the renormalized Dirac cone.
Following the unitary transformation introduced in
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Sec. II D, we have another third zero energy mode in
resulted renormalized spectrum, ǫ˜k. (Fig. 4 (b)) Ow-
ing to Jk,k′ , we have a local singlet within two sites of
TIAM, i.e. the zero mode and the first orbital, in the
strong coupling regime. Then, an unpaired electron ap-
pears in another zero energy mode. (Fig. 4 (c)) This
crossover behavior from the weak to the strong coupling
limit allows to have the doublet ground state in the whole
parameter space considered. We may note that the real
magnetic regime with possible higher spin states appears,
only when Jkk′ behaves ferromagnetically. This can hap-
pen when Jdirect works.
Interestingly, the super-exchange process works most
effectively, when only a few Dirac modes around the
Fermi level come close to the zero mode energetically.
This condition is also met at the half filling.
As noted, the hybridization term, H˜hyb, is determined
by ǫk. When the system size grows, two low-lying Dirac
states around the Dirac point approach to zero. In this
limit, V21 goes to zero. Then, by taking the large size
limit, no matter small J˜l=1 is, as far as J˜l=1 is finite, we
have a strong coupling regime for the large system size.
The remaining Dirac electrons are, at the same time,
renormalized in its spectrum, i.e. from ǫk to ǫ˜k. The
number of the modes in ǫ˜k is reduced by one from that
of ǫk. Then, even though the free electron picture of the
Dirac cone gives an even-numbered spectrum of ǫk, the
renormalized Dirac band has another zero-energy mode
decoupled from the zero mode in the strong correlation
regime. Thus, we have a renormalized Dirac-cone state
in TIAM, which is different from a semi-metallic state in
an unscreened regime of SIAM.
When µ is changed by the order of J˜l=1, the half-filling
nature of the extra localized mode, i.e. Nfirst = 1, is lost
as shown in Fig. 3 (a). However, even when the magnetic
screening disappears, the strong on-site interaction U0 of
the zero mode may keep the localized spin 1/2 at the
center of V111. (Fig. 3 (b)) Therefore, around the Dirac
point, we may tune the local magnetic property of V111
only by changing the charge donation condition. As well-
known, the gate bias can control µ rather easily for the
graphene device structure.
IV. CONCLUSIONS
In conclusion, we derived a model for the zero mode of
the hydrogenated atomic vacancy of graphene, V111. The
model is given by a Kondo Hamiltonian, where the two-
particle scattering processes produce anti-ferromagnetic
super exchange between the zero mode spin and low-lying
modes of the Dirac cones. By way of a unitary trans-
formation, we introduced a two-site impurity Anderson
Hamiltonian, by which we traced the behavior of the
model with continuous-time quantum Monte-Carlo cal-
culation. The calculation results of the model suggests
that the spin 1/2 on the zero mode on the V111 structure
may be magnetically screened by the Dirac electrons at
low temperatures.
Since the total system is a Kramers doublet at the half-
filling, the remaining electron occupies the renormalized
Dirac spectrum of odd numbered modes. In our many-
body representation, however, the renormalized Dirac
cones keeps its nature as a zero-gap semiconductor.
Our result strongly suggests an interesting behavior of
V111, which had been created in a gate-biased graphene
channel of electronic devices. The present simulation tells
that the zero mode appears at the Dirac point, whose
spectrum at around the V111 structure can be controlled
qualitatively by the filling control. Behavior of the spin
1/2 can be easily controlled by the external charge dona-
tion in the graphene variants.
In this paper, we focused on V111. In this structure, a
single zero mode appears at the band center. When the
electron (or hole) doping in the host graphene becomes
large enough to create the Fermi surface structure, the
electron-hole symmetry is broken. The Friedel oscillation
in graphene[52, 53] would then be determined by a way
reconstructing a self-consistent charge distribution, n(r).
When a secondary order parameter in magnetism grows
at the same time, our multi-reference density functional
theory requires to determine the four current density as a
source of the internal electro-magnetic field. A magnetic
phase created by the RKKY interaction would, then, be
determined in a self-consistent way.
The description adopted in this paper takes several
approximations a priori. This is because we looked at
a many-body effect caused by “a pure zero mode” of
graphene. People have already derived enhanced spin-
orbit coupling driven by the σ-π mixing at a hydrogen
impurity,[54–56] whose signal in nature was reported.[57]
When we introduce an effective single-particle Hamil-
tonian taking the spin-orbit coupling into account, the
Kondo-type magnetic screening effect derived in this pa-
per might explain a reason for the seemingly weak spin
scattering by a localized electron in the zero mode. Fur-
thermore, magnetic field direction dependence of the elec-
tron spin resonance and detection of photo induced quan-
tum oscillation would complete our understanding of the
impurity state experimentally.
Our strategy of modeling is, however, hold for a wider
class of defects of graphene, or pseudogapped Kondo sys-
tems. Analysis of graphene vacancy and atom-adsorbed
graphene, as well as direct comparison with the exper-
iments will be discussed elsewhere, by which nature of
correlation effects in the zero mode of Dirac spectrum
shall be further explored.
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Appendix A: Bandstructure results by DFT-LDA
We show band structures of V111 in two super cells
given by the LDA calculations. The Born-von Karman
boundary condition is adopted. Fig. 5 is for the 6 × 6
cell, and Fig. 6 is for the 7× 7 cell. The density of states
of the former structure is shown in Fig. 7.
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FIG. 5. The LDA band structure of V111 in a 6×6 super cell.
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FIG. 6. The LDA band structure of V111 in a 7×7 super cell.
The size scaling of some relevant energies in the band
structure is shown in Fig. 8. Here, only (3n+1)×(3n+1)
super cells are considered. In the limit of L → ∞, the
energy of the bottom of the flat band given by the blue
line points an energy slightly below the gap closing point
of the Dirac modes. By counting the electron correlation
effect, however, our effective many-body model keeps the
zero mode as a half-filled localized orbital.
 0
 10
 20
 30
 40
 50
 60
 70
 80
-6 -4 -2 0 2 4
D
O
S[
sta
tes
/ce
ll/e
V]
 
Energy[eV]
FIG. 7. The LDA density of states for V111 in a 6 × 6 super
cell.
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FIG. 8. Scaling relation of relevant energy for a (3n + 1) ×
(3n + 1) series of the supercells. The band bottom and the
band top of the flat band (BBFB and BTFB) are given by the
data connected by the solid line and the dot-dashed line. The
shaded areas represent the energy range of the Dirac modes
at the Γ point in each super cell with the side-length L. The
gap by the vacancy creation approaches to zero in the limit
of L → ∞. The dashed lines are the top (or bottom) of the
Dirac branch appearing at the K (or K′) points in FBZ of
the super cell.
Appendix B: A definition of a pi orbital on a
deformed graphene
For the deformed graphene, we are able to define a π
network only by geometry of the atomic structure within
a linear combination of atomic orbital (LCAO) scheme.
The direction of a σ bond of a carbon atom is given
by either local C-C or C-H direction. We have three
direction vectors aij = (a
i
1j , a
i
2j , a
i
3j) with j = 1, 2, 3 for
the i-th carbon atom. These vectors determine three σ-
like orbitals, where each hybridized σ wave function is
given by
ψiσ,j(r) = C
i
2s,jφ
i
2s(r) +
∑
k=1,2,3
Ci2p,k,jφ2p,k(r), (B1)
where an index k = 1, 2, 3 corresponding to x, y, z. Here,
φi2s(r) and φ
i
2p,k(r) are the local atomic orbital in a spa-
tially fixed Cartesian coordinate. The coefficients are
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given by
Ci2s,j =
1
Cij
√
|aij′ · aij ||aij′′ · aij |
|aij′aij′′ |
, (B2)
C2p,k,j =
1
Cij
aikj , (B3)
Cij =
√√√√ |aij′ · aij ||aij′′ · aij |
|aij′aij′′ |
+
∑
k=1,2,3
(aikj)
2. (B4)
Here j, j′, and j′′ are mutually different. Note that, for
sp2-like hybridization, where the relative angle between
two different direction vectors aij and a
i
j′ are almost 2π/3,
the inner product aij · aij′ is negative valued.
Now, we have a unique local π wave function,
ψiπ(r) = D
i
2sφ
i
2s(r) +
∑
k=1,2,3
Di2p,kφ2p,k(r), (B5)
on each carbon atom, where ψiπ(r) is orthogonal to three
ψiσ,j(r). Thus, the coefficients, (D
i
2s, D
i
2p,k), are deter-
mined uniquely except for a global phase factor, so that
it is normalized and orthogonal to (Ci2s,j , C
i
2p,k) with
k = 1, 2, 3. We have also 1s orbitals φl1s(r) for three
hydrogen atoms (l = 1, 2, 3).
Using this definition of the π orbital, we can intro-
duce a topological mapping from the t model to another
tight-binding model in LCAO of σ and π orbitals. The
dimension of a subspace given by {ψiπ} is NC , while that
of LCAO is 4NC + 3. Therefore, we have a submatrix of
the LCAO Hamiltonian to be compared with HTBM in
Eq. (2). In a deformed structure, we have a finite transfer
term from σ to π orbital, as well as a long range trans-
fer term. The mapping from the second model to the t
model is defined as continuous reduction in both the σ-π
hybridization and the long-range π-π transfer.
Appendix C: Mappings between zero modes for
3n× 3n supercells
If one is required to consider another series of 3n× 3n,
we may i) introduce an effective magnetic flux to change
the gauge along an in-plane direction, ii) choose a Γ point
only calculation to have an effective band gap, and iii)
apply evaluation in the same manner as discussed be-
low. When we see a convergence of the obtained effective
model for n→∞, the description in the thermodynamic
limit is achieved.
If one requires direct identification of the zero mode
in 3n × 3n super cells, there is another way, which is
realized by incorporating two Wannier transformations.
The zero mode, φ0(r), may be given by adopting the
Wannier transformation of the center flat band. This
is always possible, since there is an energy window re-
quired for the definition. (Fig. 5) By the second Wannier
transformation of the whole π bands, we have defined
π orbitals φi(r) for V111. The set of Sπ = {φi(r)} is a
complete set of the π bands, by which the zero mode,
φ0(r), is well expanded. There is a way to derive a
non-orthogonal basis of {φ0, {φl}}, where we may choose
(NC−1) orbitals, φl(r), from Sπ. By applying an orthog-
onalization method, we can have an orthogonalized set of
S′π = {φ0, {φ˜l}}. Then, we have a unitary transforma-
tion connecting Sπ to S
′
π. Utilizing the transformation,
we can construct a Kondo Hamiltonian written in the
basis of S′π.
Appendix D: Super exchange mechanism for the
zero mode
In this appendix, we introduce an intuitive method to
derive a super exchange process between the zero mode
and a low-lying Dirac mode. For the purpose, considering
the spectrum, εk for the k-th Dirac mode, owing to the
correlation effect, we assume that the electron occupation
is one for the lowest k = ±1 modes, and that the zero
mode is singly occupied. The half electron occupation
in the k = 1 mode and a hole in the k = −1 mode can
emerge naturally in a correlated state.
We consider a state with a singlet pair,
|Ψ1〉 = 1√
2
(c†0↑c
†
k=1↓ − c†0↓c†k=1↑)|0˜〉. (D1)
Here the state |0˜〉 denotes a filled Dirac sea for k < −1
with an up electron occupying the lowest k = −1 mode.
|0˜〉 = c†k=−1,↑
∏
k<−1
c†k,↑c
†
k,↓|0〉. (D2)
For the present purpose, we may select an up state of a
doublet without loss of generality. In our description, the
empty modes of k > 1 and the filled modes of k < −1,
which are empty hole states, contribute to produce inter-
mediate virtual states in the super exchange processes.
Since the effective one-body Hamiltonian is diagonal-
ized, the virtual state is created by the effective two-body
Hamiltonian, which appears as the quantum fluctuation.
Since the zero mode with large U0 is in the strong correla-
tion regime, the occupation of the zero mode does hardly
fluctuate even in the virtual state. Therefore, a relevant
process happens via the correlated hopping Hˆch(0k)→(0p)
and the exchange hopping Hˆeh(0k)→(p0). We consider an
effective Hamiltonian for these processes,
Hˆch(0k)→(0p)
= V(0k)→(0p)
(
c†0,↑c
†
p,↓ck,↓c0,↑ + c
†
p,↑c
†
0,↓c0,↓ck,↑
)
,
Hˆeh(0k)→(p0)
= V(0k)→(p0)
(
c†p,↑c
†
0,↓ck,↓c0,↑ + c
†
0,↑c
†
p,↓c0,↓ck,↑
)
.
When p > k, the action of the effective two-particle
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Hamiltonian is,(
Hˆch(01)→(0p) + Hˆ
eh
(01)→(p0)
)
|Ψ1〉
=
(
V(0k)→(0p) + V(0k)→(p0)
) 1√
2
(c†0↑c
†
p↓ − c†0↓c†p↑)|0˜〉.
As an intermediate state owing to the quantum fluctu-
ation, a singlet is formed between the singly-occupied p
mode and the zero mode. For comparison, let us also test
a triplet state.
|Ψ2〉 = 1√
2
(c†0↑c
†
k=1↓ + c
†
0↓c
†
k=1↑)|0˜〉, (D3)
which behaves as,(
Hˆch(01)→(0p) + Hˆ
eh
(01)→(p0)
)
|Ψ2〉
=
(
V(0k)→(0p) − V(0k)→(p0)
) 1√
2
(c†0↑c
†
p↓ + c
†
0↓c
†
p↑)|0˜〉.
These are processes by quasi-electron excitation. (Fig. 9
(a)) There are other processes by quasi-hole excitation,
where a filled k = 1 state and a hole at a mode with
p < −1 appear. (Fig. 9 (b))
Using these results, we can readily obtain the expres-
sion of the super exchange energy mediated by the inter-
mediate states with ǫp as an energy difference between
two states, |Ψ1〉 and |Ψ2〉.
∆E(Ψ2)−∆E(Ψ1)
=
∑
|εp|>εk=1
2(V(0k)→(0p)V(0p)→(k0) + V(0k)→(p0)V(p0)→(k0))
εp − εk=1 .
The final form of the super exchange interaction between
the zero mode and a k mode has the next form as a
scattering of the electron at the k mode to another k′
mode.
Hˆsuperkk′ = J
super
kk′ (c
†
0σ~σσσ′c0σ′ ) · (c†kτ~σττ ′ck′τ ′), (D4)
with
Jsuperkk′ =
1
2
∑
|ǫp|>ǫc
{
V(0k)→(0p)V(0p)→(k′0)
εp − εk
+
V(0k)→(p0)V(p0)→(k′0)
εp − εk
}
. (D5)
Here ǫc is a cut off to separate the low-energy phase space
active for the exchange scattering and higher energy vir-
tual states. In a finite size system, we may choose only
the lowest excitation of k = ±1 for the low-energy modes.
While we see quasi-degeneracy at the k = 1 (or k = −1)
mode often in a super cell result. Therefore, we keep an
expression with the cutoff energy.
Relevant information on the estimation of Jsuperkk′ is
the next. One might suspect that the exchange hopping
amplitudes, V(0k)→(p0), might not be enough large to have
a finite value of Jsuperkk′ . We have tested overlap of the
(a)
(b)
εk εk εk
εk εk εk
0
k
p
0
k
pVch
Veh
VehVch
FIG. 9. Super-exchange processes in (a) an electron channel
and (b) a hole channel for the zero mode k = 0. The elec-
tron in a mode k interacts with the localized electron at the
zero mode via the correlated hopping Vch to make a virtual
state. The exchange hopping Veh exchanges two spins, which
completes the super exchange.
wave function of the t model. Let’s introduce eigen states
and eigen functions of the t model. In this appendix, we
omit the spin index in each expression for simplicity.
HˆTBM |ψk〉 = ε˜k|ψk〉, (D6)
|ψk〉 =
∑
i
ψk,iC
†
i |0〉, (D7)
ψk(r) =
∑
i
ψk,iφi(r), (D8)
∫
d3rφ∗i (r)φj(r) = δij . (D9)
The last equality is the orthogonality among the Wannier
orbitals. A next integral is estimated.
V˜(0k)→(p0)
=
e2
2
∫∫
d3rd3r′
ψ∗p(r)ψ
∗
0(r
′)ψk(r
′)ψ0(r)
|r− r′|
=
e2
2
∑
i1,i2,i3,i4
ψ∗p,i1ψ
∗
0,i2ψk,i3ψ0,i4 v˜i1,i2,i3,i4 , (D10)
v˜i1,i2,i3,i4
=
∫∫
d3rd3r′
φ∗i1(r)φ
∗
i2
(r′)φi3(r
′)φi4 (r)
|r− r′| . (D11)
Using an approximate expression v˜i1,i2,i3,i4 = v˜(|Ri1 −
Ri2 |)δi1,i4δi2,i3 with the position of the i-th carbon atom,
Ri, and
v˜(|Ri1 −Ri2 |) =
{
v0 for Ri1 = Ri2
v0
|Ri1−Ri2 |
for Ri1 6= Ri2 ,
we may evaluate asymptotic behavior of V˜(0k)→(p0) as
well as V˜(0k)→(0p) for a large super cell. In this estima-
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tion, however, we cannot determine the absolute value
of the integral, or v0, since φi(r) is not explicitly given.
Therefore, we choose a finite system to adjust Jsuper in
this evaluation to the value by the DFT result. The result
is shown in Fig. 2 of the main text.
Using the estimation by the t model, we can derive an-
other key. Let us show the local density of states around
V111. (Fig. 10) In the A-sites neighboring to the vacancy,
we have a clear indication of the zero mode as a sharp
peak of LDOS at the center of the spectrum. We see a
clear enhancement of LDOS at the A− 1 site, even when
the energy is rather in the Dirac spectrum. We have also
a slight signal of enhancement at the A − 2 site. This
result suggests us that local overlap between a low-lying
Dirac electron and the zero mode electron around V111.
Owing to this overlap of the wave function, we have non-
negligible contribution V˜(0k)→(p0) as well as V˜(0k)→(0p).
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FIG. 10. The local density of states (LDOS) of the V111 struc-
ture. The value is estimated by the t model with the 100×100
super cell. Each lines depict LDOS at the first carbon site in
the A sub-lattice (A−1), the nearest neighbor B-site (B−1),
the second nearest A-site (A − 2), the third nearest B-site
(B − 2), and a site apart from the vacancy (Bulk).
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