Abstract. We present a class of semi-implicit finite element (FE) schemes that uses arbitrary Lagrangian Eulerian methods (ALE) to solve the incompressible Navier-Stokes equations (NSE) on time varying domains. We use the kth order backward differentiation formula (BDFk) and TaylorHood Pm/P m−1 finite elements. The well-known telescope formulas of BDFk have been extended from k = 1, 2 to k = 3, 4, 5. They enable us to prove that when k ≤ 5, for Stokes equations on a fixed domain, our schemes converge at rate O(Δt k + h m+1 ). When the domain is varying with respect to time and when h/Δt = O(1), the convergence rate reduces to O(Δt k + h m ). For analysis, we assume that meshes at different time levels have the same topology. Consequently, our methods do not require the computation of characteristic paths and are Jacobian-free. Numerical tests for NSE on time varying domains are presented. They indicate that our schemes may have full accuracy on time varying domains and can handle meshes with large aspect ratio. The benchmark test of flow past an oscillating cylinder is also performed.
1. Introduction.
Method of lines and arbitrary Lagrangian Eulerian (ALE) method.
For motivation, let us start from the heat equation ∂ t u = Δu + f on a fixed domain Ω ⊂ R d with zero boundary condition. If we want to solve it numerically, we can approximate the time derivative ∂ t u by, say, However, once the space domain is varying with respect to time, the line x × [0, T ] may lie outside of the space-time domain Q. In that situation, method of lines fails because by determining u n (x), we need u n−1 (x), which may be undefined at that specific x. To overcome this difficulty, one can use the ALE methodology. To be precise, let Ω (t) be the space domain at time t. Throughout this paper, we assume we know how Ω (t) deforms (the case when it is unknown is addressed in [29] ). Once t reaches t n (which can be any number), we choose Ω (t n ) as the reference domain and construct a backward in time mapping Φ n (·, t) that maps x ∈ Ω (t n ) to y = Φ n (x, t) ∈ Ω (t) ∀ t ≤ t n . Note that we require
Now, define w n (x, t) = ∂ t Φ n (x, t), which is the velocity of Ω (t n ) . Then, because ∂ t u(x, t n ) = ∂ t u(Φ n (x, t n ), t n ), by the chain rule,
for any x ∈ Ω (t n ) . Here, please pay attention to our notation:
∇u(Φ n (x, t), t) := ∇ y u(y, t) y=Φ n (x,t) .
The nice thing about d dt t=t n u(Φ n (x, t), t) is that (Φ n (x, t), t) stays within the spacetime domain which allows us to discretize (w n (x, t n ) · ∇u(Φ n (x, t n ), t n )) · v(x, t n )dx. By the Reynolds transport theorem and using d dt v(Φ n (x, t), t) = 0, we can rewrite it as
Here ∇·(u⊗w n ) means i ∂ i (u j w n i ) when u is a vector. The proof of (1.5) is standard and can be found in many ALE papers including [29, 
4). (II) We take v = v(x), where v(x)
is a function defined on Ω (t n ) . Then, instead of (1.5), we have a more straightforward identity
The right-hand sides of (1.5) and (1.6) give two different weak formulations of ∂ t u. They can be directly used to approximate the time derivative without having to worry about the problem related to ∂ t u mentioned in the beginning of section 1.1. Direct ALE finite element schemes based on (1.5) and (1.6) are called conservative and nonconservative approximation schemes, respectively.
Geometric conservation law (GCL).
As (1.5) is a weak formulation of ∂ t u, we immediately start to worry if the conservative approximation schemes would retain the constant exact solution. This is not guaranteed if the temporal discretization is done naively, say, by the standard kth order backward differentiation formula (BDFk). If a numerical scheme can preserve the constant exact solution, it is said to satisfy the GCL condition. It is well known that preserving the constant exact solution is equivalent to the conservation of volume ((ρ, u, p) = constant satisfies (1.4) if and only if
dV − S U · ndS = 0). The paper [13, Proposition 3 .1] obtained a sufficient condition for satisfying GCL. The paper [12] showed that for nonlinear Downloaded 04/17/13 to 137.132.123.69. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php scalar conservation laws, satisfying GCL [12, eq. (21) ] was a necessary and sufficient condition for an ALE scheme to preserve the maximum principle. The paper [33] studied Lagrangian fluid solver and showed how the compressible Euler equations could be discretized in a manner that was compatible with nodal velocity so that GCL was exactly satisfied [33, eq. (5.5) ].
For finite element based direct ALE schemes, it is clear that nonconservative approximation schemes can easily retain the constant exact solution as they start from
u(x, t) · v(x, t)dx. We will use nonconservative approximation in this paper.
For conservative approximation schemes, one has to work harder to ensure GCL is satisfied. The paper [13] studied a first order conservative approximation scheme satisfying the GCL condition. It used backward Euler and an intermediate mesh (or intermediate meshes) to discretize the linear convection diffusion equation with zero boundary condition. The numerical solution satisfies u
. This is a property of the exact solution. The important thing is that the stability bound does not depend on the mesh motion. Unfortunately, as pointed out in [14] , second order conservative approximation schemes only have u [14, (30) ] or something similar [14, eq. (37) ]. The stability bound starts to depend on the mesh velocity w n .
BDF and high order schemes.
We will consider BDF based high order schemes in this paper. For that purpose, we have to introduce the telescope formulas for BDFk with k ≤ 5. They will allow us to prove error estimates using a simple energy method argument. To the best of our knowledge, the telescope formulas for k ∈ {3, 4, 5} are new.
For analysis, following [13, 14] , we assume that meshes at different time levels have the same topology. Of course, many physical systems experience topological changes in the dynamics. Even without physical motivations, we may need to adjust the connectivity of the mesh, or do a local refinement or coarsening to improve the mesh quality. But within a period of time, we can allow the topology of the mesh to stay the same. When the topology is unchanged, our schemes do not need to compute characteristic paths and are Jacobian-free (see section 4.4). This feature makes our schemes simple and efficient. When we have to change the mesh topology, techniques from indirect ALE method [30] should be borrowed.
The rapidly increasing computational power has stimulated higher resolution flow simulations on complex geometries. A standard reference for high resolution flow simulations is [8] , which contains a discussion on the advantage of using high order schemes [8, section 1.11.4] . It is easy to see that high order schemes will outperform low order schemes for error tolerances that are small enough. However, for many large-scale engineering calculations, large error tolerances at engineering level (10 −1 to 10 −2 ) are generally acceptable [2] . So second order temporally accurate schemes are widely used, while higher order schemes are generally avoided due to their increased cost per time step. However, according to [2] , in viscous flow simulations, the efficiency of a fourth order fully implicit Runge-Kutta scheme exceeds that of a second order scheme (using fully implicit BDF2) by a factor of 2.5 even at engineering error tolerance level. See also [25] . A similar report which favors high order schemes can be found in [24, Fig. 4.4] , where they compared fully implicit Runge-Kutta and semi-implicit (not fully implicit) Euler. We should add that when the order of temporal accuracy is set to be the same, our BDF based semi-implicit schemes are much Downloaded 04/17/13 to 137.132.123.69. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php more efficient than the high order schemes used in [2, 25, 24] . Even though we prove the stability of our semi-implicit schemes only for Stokes flow, for Navier-Stokes flow with high Reynolds number, we may still be able to use semi-implicit schemes, and at the same time weaken the convection term by moving the mesh in the direction of the flow, or using the characteristic Galerkin techniques of [38, 41, 15] , or combining both [39] . The new understanding of high order BDF schemes presented in this paper hopefully can stimulate further research in those directions.
Main results.
Our study is limited to direct ALE schemes for Stokes equations. We use nonconservative approximation, BDF time stepping, and inf-sup stable finite elements. Our main theoretical result is Theorem 5.2, which says that when h/Δt = O(1), BDFk (k ≤ 5) plus P m /P m−1 elements can reach kth order accuracy in time and mth order accuracy in space for the L 2 norm of the velocity error. When the domain does not move, the order of spatial accuracy can be raised to m + 1 which is then optimal (see Remark (3) after Theorem 5.2).
To simplify the presentation, we will not discuss NSE, but simply point out that by standard techniques [1, 21, 36 ] (see (6.2) ), the analysis can be extended to first and second order schemes of NSE when there are only no-slip boundaries.
For the rest of the paper, we will first discuss the telescope formulas (section 2). Then we present ALE methods and the nonconservative formulation for the Stokes equations (section 3). Section 4 is devoted to the discussion of the mapping between meshes at different time levels, assuming the meshes have the same topology. We will see how this mapping helps to avoid the computation of characteristic paths. The error estimates for the Stokes equations are proved in section 5. In the last section, we present numerical results for NSE.
Telescoping of BDF.
In this section, we will recall the old and then introduce some new telescope formulas for the BDFk (k = 1, . . . , 5) schemes of parabolic equations. To start, consider again the heat equation on a fixed domain:
where Γ D is the Dirichlet boundary and Γ N is the Neumann boundary, ∂Ω = Γ D ∪Γ N , and ∂ n u is the derivative of u along the outward normal. We use BDFk for the temporal discretization. In every step, we are given u n−i ∈ X = {v ∈ H 1 (Ω), v| ΓD = 0} for i = 1, . . . , k, and we need to solve for u n ∈ X such that
The values of {λ k i } are listed in Table 2 .1. For convenience, we also define Λ 0 u n := u n . It is well known that (2.1) is unconditionally stable when k ≤ 6. To the best of our knowledge, the proof is based on Gear's stability region approach [17, 46] . On the other hand, it is well known that for BDF1 and BDF2, the following telescope Downloaded 04/17/13 to 137.132.123.69. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php JIE LIU formulas enable us to prove the unconditional stability using energy method:
For example, when k = 1, we let v = Δt u n in (2.1) and obtain
where u 2 = u, u . After a summation on n from 1 to N , we obtain the stability u n−2 and Γu n−1 . But it seems, nevertheless, impossible to extend it to BDFk with k ≥ 4. We will present another approach which allows us to handle up to BDF5.
The advantage to use a telescope formula is that it can handle small perturbations easily since it is based on the energy method. The perturbations could come from an additional convection term or, in the ALE case, the change of the computational domain.
We learn from BDF1 and BDF2 that the key to obtaining stability for a BDF scheme is to choose proper v in (2.1) so that we can achieve telescoping of Λ k u n , v and positivity of ∇u n , ∇v simultaneously. An important observation is that we can relax the positivity condition of ∇u n , ∇v and allow it to contain a telescope as well.
We have the following identity for ∇u n , ∇v :
where a 0 , a 1 , a 2 are any constants. Here 
. By comparing the coefficients on both sides, we obtain a system of equations for {c 3 ij }. We can solve it numerically after some simplification. See Appendix A for details.
More generally, given some (a 0 , a 1 , a 2 ) with a 0 > 0 and a 1 , a 2 ≥ 0, we want to find {c
So we hope the coefficients of {u
. . , k+1} in (2.9) vanish. From that requirement, we obtain (k + 1)(k + 2)/2 equations for the (k + 1)(k + 2)/2 unknowns c k ij (1 ≤ j ≤ i = 1, . . . , k + 1). We call this nonlinear system of equations
, 5, our plan is to fix some (a 0 , a 1 , a 2 ) and solve the resulting F k (c k ) = 0 by Newton's method. In practice, we can simplify F k (c k ) = 0 a little bit further before we turn on Newton. The exact values of {a i } and {c k } never appear in the fluid dynamics calculation and hence are insignificant for practitioners. For analysts, what matters is the existence of a real solution with c k 11 = 0. The way we show the existence is to find it by brute force. We compute with 400 significant digits and find some numerical value of {c k }. We have checked that the resulting
−394 for k = 3, 4, 5. As an example, the procedure of finding {c
Of course, if the c k ij 's are rational or have simple closed forms, it will be easier to check whether F k (c k ) = 0 is satisfied. But we do not know how to choose (a 0 , a 1 , a 2 ) so that the resulting c k = {c k ij } has a simple form. We also do not know how to extend the above argument to k = 6 as the (a 0 , a 1 , a 2 )'s we have tried for BDF6 fail to produce real {c Table 2 .2. We comment that for k ∈ {3, 4, 5}, we can take some other values of (a 0 , a 1 , a 2 ) and obtain different {c k ij }'s. Our numerical experience is that taking (a 0 , a 1 , a 2 ) = (1, 0, 0) will not produce any real {c k ij } when k ≥ 3. Similarly, (a 0 , a 1 , a 2 ) = (1, 1, 0) does not seem to work for k = 5. 3. ALE methods and nonconservative weak formulation. Let us now consider the Stokes equations on a time varying domain:
Here u is the velocity, p is the pressure, and f is the body force. Γ D,t and Γ N,t are the Dirichlet (no-slip) and Neumann (traction/pseudotraction) boundaries at time t.
} is the space-time domain. We want to solve the equations up to time T , assuming we know the position of
3.1. ALE methods. As our notation indicates, we consider (3.1) merely as partial differential equations on a domain of dimension d + 1, which is Q. Because of (1.2) and Φ n (x, t n ) = x, we have the following theorem.
Theorem 3.1. When t reaches t n , we take Ω (t n ) as the reference domain and construct a backward in time mapping 
(1) Note that ALE methods do not require Φ n (x, t) to be differentiable in x. For the fully discrete scheme we will present, Φ n is merely in C 0 (Ω (t n ) ). (2) In continuum mechanics, the stress at time t could depend on the history of the motion up to time t. Using the current configuration as the reference configuration becomes a very natural and mathematically convenient choice. See [47] .
(3) Because Φ n (x, t n ) = x, the second term in (3.4) can also be written as
. So one can discretize (3.5) using explicit extrapolation. This is useful for NSE (see (6.1) and (6.2)).
Nonconservative weak formulation.
As mentioned in the introduction, we use the nonconservative formulation:
, and add them together. After integration by parts and using the boundary condition (3.2), we get the following equation (t n can be any number;
:
Here the notation A : B means i,j A ij B ij . 
The ALE mapping Φ
n and the fully discrete scheme.
Definition of Φ
n . We assume that meshes at different time levels have the same topology. Figure 3 .1 illustrates the procedure of constructing the Φ n mentioned in Theorem 3.1. The basic idea is to use the fact that any physical triangle T , no matter which time level it is at, is mapped to the same reference triangleT . 
Hereφ p is the pth basis function onT that is associated with the pth nodal point of T . a n,j p is the pth nodal point of T n,j and there are L nodal points on each triangle.
Among the L points, a n,j 0 to a n,j d are the vertices. When the edges of T n,j are all straight, the polynomial mapping (4.1) reduces to the more familiar affine linear mapping
which is a mapping between T n,j and 
which is piecewisely defined as
and Φ n seem to be complicated, but we never need to construct them explicitly when we write the computer program, as all computations are performed on the reference triangleT . For example,
Herex q denotes a quadrature point onT . The point
and is a quadrature point on T n−i,j . See Figure 3 .1.
Properties of Φ n .
Proposition 4.1. Let us use x n−i,j to denote a point on the jth triangle
The last term is independent of i. Letting i = 0 and i = i proves (4.6). 
Proof. By definition, for any x n,j ∈ T n,j , there exists a uniquex ∈T , so that
where p (j,r) is the mapping from the global index r to the local index p on the jth triangle, andφ p is the pth basis function onT . The last equation in (4.10) is by definition. The right-hand side of (4.10) is independent of i. Hence φ
Finite element (FE) scheme.
When the time reaches t n , we construct the mesh T n of Ω (t n ) (see section 6.1 for details). Then we define the mapping Φ n using (4.4). Next, we choose the P m /P m−1 Taylor-Hood FE and define
Here P m means mth order polynomials. Other inf-sup stable elements work equally well. For an isoparametric finite element mesh to have optimal approximation property, all its inner triangles and inner edges should be straight [27] . Our meshes have this property which makes the requirements v ∈ C 0 Ω (t n ) and q ∈ C 0 Ω (t n ) possible. To simplify the notation, let us introduce
From (3.6), it is clear that the FE scheme would be as follows:
Here w n (t n ) = ∂ t Φ n (·, t n ) and is defined on Ω (t n ) . Values of the λ k i 's are listed in 
dx exactly if we use quadrature with degree of precision greater than or equal to 2m on straight triangles and greater than or equal to 2m + deg(|
To determine u n h by (4.14), we need to know the value of u
, where x n q is any quadrature point on Ω (t n ) . Because of (4.7),
) because of (1.3) and (4.7).
Error estimates for the Stokes equations on a time varying domain.
The aim of this section is to prove Theorem 5.2. After some preliminary discussions, we break the proof down into five steps: (1) introducing the H 1 projection, (2) deriving the error equation, (3) choosing the test function and applying the telescope formula, (4) handling the divergence free restriction, and finally, (5) using the Gronwall inequality to conclude.
As the mesh and its size will change with respect to time, in our following discussion, we set h = max n≤[T /Δt],K radius of circumscribed circle of triangle K ∈ T n . We use C to denote a generic constant which does not depend on Δt and h, but may change from line to line. From now on, we use the notation
We assume the exact solution (u, p) satisfies
and assume that the mesh movement satisfies ((4.
Here k is the order of the BDF we take. We also assume that ∀n 
By the inverse function theorem, (5.3a) implies (5.3b) and vice verse when Δt is small. In (5.3), the derivatives are computed piecewise on each triangle of the mesh and we do not require Φ n (·, t n−i ) and its inverse to be globally C 1 in space. As we will see later, we need only (5.
Recall that
Because of assumptions (5.1) and (5.2), we know
H 1 projection on Ω (t n )
. Now we need to project the exact solution onto the FE space. For any (v 
As we have different time levels, we will use the notation
For P m /P m−1 Taylor-Hood elements, we have the approximate property
Then it is well known that (see [19, 
If the steady state Stokes equations on Ω (t n ) ,
have H 2 regularity (which means σ = 1 in (5.13)) (see [19, Chap. II, Def. 1.1]), then by the standard dual argument we can conclude (see [19, Chap. II, Theorem 1.9]) that 
). Carrying this σ in the following discussion can be very confusing. To light the burden, we assume Γ D,t n ∩ Γ N,t n = ∅. Then we do have (5.12).
Error equation. Let
We obtain the following from (5.5):
(5.14)
Using (5.12) very crudely, we get
We cannot remove the 1 Δt factor because
But if the domain does not move, (I−π If there are only no-slip boundaries, the gradient in g n 3 can be moved to the test function by integration by parts and we get | g
. Now, define the velocity and pressure errors
. Downloaded 04/17/13 to 137.132.123.69. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Subtracting (5.14) from (4.14), we get the following error equation:
Telescope formula.
Without loss of generality, let us fix the k in (5.20) to be five in the following discussion. Motivated by (2.9) with (a 0 , a 1 , a 2 ) = (1, 0, 2), we set
and plug it into (5.20) . This is legal because the right-hand side of (5.21) is in X n h according to Proposition 4.3. This is very crucial. With the v h defined above, we can apply (2.9) with 
. . , 5). Ignoring the prefactor
For simplicity, we have dropped the positive Θ 5 u n term in (2.9). The right-hand side is the sum of five terms; e.g., the first term is c
and the second term is 
At the same time, using the identity (2.5) with (a 0 , a 1 , a 2 ) = (1, 0, 2), the viscosity term in (5.20) becomes
. 
for the following four different choices of (f 0 , f 1 ):
Because of Lemma 5.1(ii) and (iv), the viscosity term (5.23) becomes 
where we have used (5.28) in the last step. Here, recall A :
Then because of assumption (5.3), the above calculation implies
for some small ε > 0. So, with v h defined by (5.21),
Error estimates.
We are now ready to finish the error estimates. 
where (1) and (2), for Stokes equations on a fixed domain with no-slip boundaries only, the right-hand side of (5.31) becomes
Δt appears because of (5.16). But if we use interpolation operator I h , because of (4.9) and (4.8), we do have
So if we change the π
, the right-hand side of (5.15) will be Ch m+1 . However, the interpolant of the exact solution is no longer divergence free in the discrete sense. When e 
additional error term will come from the viscosity term-we have to use 
Let q h = 0 in (5.27). Using (5.30) and the above inequality, we obtain
The last term in the above inequality comes from the estimations of g 
Using the inf-sup condition ∇e
, we obtain 
The desired result follows from the following Gronwall inequality (Lemma 5.3) with a n = Γ 5 e 
Lemma 5.3 (Gronwall inequality). Given Δt, γ, f 0 and a n , b n , c n sequences of nonnegative numbers for n ≥ 0, if the following inequality holds:
See [43] for a proof of the above lemma.
Numerical test.
We indeed test the schemes for the NSE instead of the Stokes equations. The convection term in NSE can be treated explicitly:
Here the β 
since we have to regenerate the matrices at each time step anyhow. Note that
. Because of (4.9), it can be computed without using the chain rule: 
). The FE package we have implemented is in some sense an upgraded version of iFEM due to Chen [4, 5] . iFEM is an adaptive piecewise linear FE package based on MATLAB. In particular, local mesh refinement and coarsening can be done fairly easily. For our purposes, we have extended it to Taylor-Hood isoparametric Lagrange elements P m /P m−1 with m = 2, . . . , 5. Note that pressure is defined on a hyperparametric mesh and we do keep that in mind when computing the pressure error. The FE mesh is generated by the DistMesh of Persson and Strang [37] .
6.1. The mesh updating algorithm we used. We have to keep updating the mesh during the computation. The mesh updating algorithm we take is rather simple: In each time step, we solve a linear anisotropic elasticity equation to obtain the mesh. The computation for the linear anisotropic elasticity equation is always performed on the same mesh-the P1 finite element mesh for Ω (t 0 ) . This mesh is denoted as T ref P 1 . So, at t = t 0 = 0, we form a linear system for the P1 finite element discretization of
The idea of increasing the stiffness of small elements to prevent them from being distorted comes from [34] .
Then each updating of the mesh involves three steps.
Step 1: When t reaches t n , since we assume we know the position of the fluid boundary, we can determine the positions of all boundary nodal points of T Step 2: Then, since we know the position of the fluid boundary, we can determine the positions of all nodal points on the boundary edges of T n .
Step 3: Recall that we use P m /P m−1 elements. To guarantee the optimal rate of approximation on an isoparametric finite element mesh, all its interior triangles should be straight and are standard Lagrange elements. But specific placement of interior nodal points on curved boundary triangles is mandatory [45, 6, 27] . Those restrictions allow us to determine all the nodal points of T n , once we have nailed down all the vertices and boundary nodal points of T n .
Accuracy tests. Our accuracy tests use the following exact solution:
u ex = cos(t) cos 2 (πx/2) sin(πy), − sin(πx) cos 2 (πy/2) , (6.4) p ex = cos(t) cos(πx/2) sin(πy/2). The inner boundary is the Neumann boundary (given traction force) and the outer boundary is the Dirichlet boundary (no-slip, given velocity). As boundaries are curved, isoparametric elements are used for elements touching the boundaries.
We first do the temporal accuracy check. The meshes shown in Figure 6 .1 are used only when Δt = 0.08. When we reduce Δt by half, we also globally refine the mesh so that h reduces to h/2. For the temporal accuracy test, we use P5/P4 elements and BDF5. We use either (6.1) or (6.2) for the nonlinear term. We take Δt = [0.08, 0.04, 0.02, 0.01] and integrate to t = 4 for each Δt. The velocity errors with different norms are tabulated in Table 6 .1. The values of the local convergence rate α =
are shown in parentheses which clearly indicate that we do have full temporal accuracy. Here E k is the error when Δt = Δt k (or h = h k in the next spatial accuracy check case).
Next we do the spatial accuracy check. The meshes shown in Figure 6 .1 are used as the coarsest mesh. When we globally refine the mesh so that h reduces to h/2, we also reduce Δt by half. For the spatial accuracy test, we use P3/P2 elements and BDF5. We use either (6.1) or (6.2) for the nonlinear term. We take Δt = [0.04, 0.02, 0.01, 0.005] to make sure that spatial error dominates and then we integrate to t = 4 for each Δt. The velocity errors with different norms are tabulated in Table 6 .2. The values of the local convergence rate α = 6.3. Test for the tolerance to meshes having large aspect ratio. Now, we like to show that the ALE techniques used in this paper are able to deal with meshes with large aspect ratio. The aspect ratio γ n for mesh T n is defined as But as the domain motion is prescribed, γ n does not depend on the numerical solution, the Δt we choose, and whether we use (6.1) or (6.2).
First, we examine the aspect ratios of the computations in Table 6 .1. They are shown in Figure 6 .2, corresponding to the four different meshes from the coarsest to the finest.
Next, we want to construct meshes with large aspect ratio. For that purpose, we change the number 0.15 in x(t) = Table 6 .1. Table 6 .3.
Fig. 6.3. Aspect ratios for meshes used in the computations in
with the rather simple mesh updating algorithm we adapted, the mesh would turn inside out during some computation. Then we rerun the test in Table 6 .1 keeping all the other parameters the same. To save space, we show only the results using (6.2) which, according to Table 6 .1, seems to generate more accurate results than using (6.1). The corresponding aspect ratios are shown in Figure 6 .3. We also plot the meshes used in the computations (Figures 6.4 and 6.5). Table 6 .3 and Figure 6 .3 indicate that our methods perform well on meshes with large aspect ratio.
Benchmark test.
Now we present the simulation of the two-dimensional flow past a transversely oscillating cylinder. The computational mesh is shown in the left plot of Figure 6 .6 and we use P5/P4 Taylor-Hood elements. For the time stepping, we use BDF5 plus (6.2) for the nonlinear term. Our experience is that (6.2) allows larger time step comparing with (6.1) when the viscosity is small and when k is large. We take Δt = 0.005. The radius of the cylinder is 0.5 and is centered at (0, 0) at t = 0. The initial fluid velocity is zero. Then the cylinder starts to oscillate vertically. At time t, the center of the cylinder is at (0, (0.2 − 0.2e , we set (ν(∇u + ∇u ) − pI)n = (0, 0) (see [28] ). We record the lift and drag coefficients (C d , C l ) = 2 S (ν(∇u + ∇u ) − pI)n, where S is the surface of the cylinder. We integrate to t = 450 and plot C d and C l for t ∈ [1, 450] (see the right plot of Figure 6 .6). Figure 6 .7 shows a snapshot of the vorticity contour plot (at t = 350). Using the data for t between 70.955 and 425.380 (so it contains six complete cycles), Downloaded 04/17/13 to 137.132.123.69. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php [48] . Given the fact that we are using a very coarse mesh, the computational results are quite acceptable, in the sense that among the results of us and [20, 48] , one result is near the average of the other two results. . Use meshes similar to the ones shown in Figure 6 . As an example, we now show in detail how we obtain the c any (u n , u n−1 , u n−2 , u n−3 ). Similar calculations have been performed to obtain the telescope identities for BDF4 and BDF5.
For BDF3, we are looking for the c k ij 's so that (2.8) is true for any (u n , . . . , u n−3 ). By comparing the ten coefficients of {u n−i u n−j : 0 ≤ j ≤ i ≤ 3}, we see that in order for (2.8) to be true, we need to solve the following ten equations with the same number of unknowns {c 
