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This dissertation describes techniques to store and process large graphs in
modern datacenters with high performance and strong consistency guarantees.
Graph-structured data is ubiquitous: social networks, content networks, cryp-
tocurrency transaction histories, and business analytics routinely store and ma-
nipulate large graphs. For reasons of scale, both in terms of data size as well
as workload volume, it is necessary to store such large graphs in a distributed
fashion. Moreover, graph workloads have unique characteristics, such as long
running read queries interspersed with shorter updates, that naturally lead to
a programming interface consisting of a hybrid of transactions and analytics.
Providing efficient and consistent access to graph-structured data is a signifi-
cant challenge.
This dissertation makes three contributions. First, it describes a novel tech-
nique to order distributed transactions by introducing the concept of an order-
ing service. An ordering service seeks to simplify the design of modern dis-
tributed systems by factoring out the task of ordering from the core system into
a separate service. Second, it details techniques that scale up the performance of
a centralized ordering service by combining it with a lightweight timestamping
mechanism. Third, it describes a full implementation of WEAVER, a new dis-
tributed, transactional graph store that includes mechanisms for practical and
efficient graph data management, such as dynamic resharding of graph parti-
tions and caching of query results. Overall, these techniques lead to a scalable
and consistent graph store that is capable of supporting modern distributed ap-
plications with high performance.
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CHAPTER 1
INTRODUCTION
In this dissertation, we present techniques for storing and processing large
graph-structured data with high efficiency and strong guarantees.
1.1 Motivation
Graph-structured data arises naturally in a wide range of fields that span sci-
ence, engineering, and business. Social networks, such as Facebook, store
both the social graph as well as the content network in graph stores [22]. So-
cial interaction analyses [85], such as those on Twitter, model interactions be-
tween users as large graphs. Cryptocurrency transaction histories also com-
prise a graph where vertices are wallets and edges are transactions. Knowl-
edge graphs [5, 107] structure topics as vertices while edges capture the under-
lying semantics of the relationships. Many modern datasets and applications
are modeled as a set of vertices with directed edges between them.
Because graph-structured data is ubiquitous, there is a growing need for
systems that can store and process such large graphs. A modern graph store
has at least three desirable features. First, similar to traditional databases, the
graph store should provide a well-defined and strong consistency guarantee for
its programming interface. The gold standard for consistency models is lin-
earizability for single operations and strict serializability for transactional inter-
faces [60]. Many data stores preemptively eschew strong consistency models in
the quest for better performance. Guarantees like eventual consistency [126, 34]
and causal consistency [77], while useful in certain scenarios, are often hard to
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understand and program against and lead to developer bugs and access viola-
tions [79].
Second, modern graph stores power applications that have high efficiency
requirements. Efficiency is a two-pronged challenge that consists of throughput
and latency. Throughput denotes the number of queries processed by the system
per unit time. Latency is a measure of the amount of time taken per query by the
system. Both of these metrics are important when measuring the efficiency of
a graph store. For example, in the case of Google Search which is powered by
the aforementioned knowledge graph [5], low latency is essential because it is a
user-facing application. On the other hand, throughput is the preferred metric
for performance of analytics and data mining workloads on large graphs [51].
Finally, typical operations on graphs comprise a hybrid of transactional up-
dates and large analytical queries. Transactional operations on graphs are use-
ful for point queries and updates. For example, operations such as reading a
vertex and its adjacent edges, or adding an edge between two vertices, are well-
suited for the transactional paradigm. Analytical queries, on the other hand,
enable bulk read of large portions of the graph and associated metadata. For ex-
ample, a breadth-first search style traversal that starts at a vertex may read the
entire connected component, which in general may be large. Similarly, bulk syn-
chronous algorithms such as PageRank [81] traverse the entire graph structure,
consisting of all vertices and edges, multiple times. Essentially, graph stores are
a specific instance of HTAP [64], systems designed to support workloads that
are a hybrid of transactional and analytical processing.
The combination of a strongly consistent and highly efficient graph store that
enables both transactional and analytical operations is the primary focus of this
2
dissertation. In the next section, we discuss challenges afforded by modern ap-
plications and graph-structure data that complicate the design and implemen-
tation of a modern graph store.
1.2 Challenges
Three key challenges with modern graph structured data and applications that
work with such graphs is the volume of the data, the scale of the workload, and
the specific nature of graph queries.
1.2.1 Data Volume
Modern graph structured data is extremely large. Facebook’s social graph cache
contains a vertex for every user as well as content item, and an edge for inter-
actions between users and content, which totals many petabytes of data [22].
Since Facebook ingests multiple billions of items per day [2], conservative es-
timates put the size of the graph on the order of trillions of graph elements.
Google’s knowledge graph stores upwards of 70 billion items [3]. Large web
graphs, which are used for data mining and page ranking purposes, comprise
hundreds of billions of vertices and edges [19, 6].
Such massive graphs pose a great challenge in efficient storage and query
processing. The scale of such data far exceeds the limits of commodity servers,
and techniques that distribute the storage without compromising efficiency are
a key challenge for applications that work with this data.
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1.2.2 Workload Scale
In addition to the scale of the data, the scale of the workload is an orthogonal,
yet equally important challenge. Twitter received 300 million tweets per day in
2016 [4], and 660 million tweets per day at its peak in 2014. Facebook received
350 million photo uploads per day in 2013 [1], and 6 billion likes per day in
2015 [2], each of which is a vertex or an edge in the social graph [22]. Google
Search, which is powered by their knowledge graph [5], received 1 billion search
queries per day in 2017 [113].
Such scale of queries represents a challenging workload for modern
databases. It would be hard to serve these queries from a single centralized
server, and thus distribution is an important challenge for query processing on
modern graphs as well.
1.2.3 Nature of Graph Queries
Finally, the inherent nature of graph queries represents a challenging workload.
Analytical queries such as traversals often read a large portion of the graph,
and consequently take a long time to execute. For instance, the average de-
gree of separation in the Facebook social network is 3.5 [15], which implies
that a breadth-first traversal that starts at a random vertex and traverses 4 hops
will likely read all 1.59 billion users. On the other hand, typical key-value and
point queries are much smaller; the NewOrder transaction in the TPC-C bench-
mark [120], which comprises 45% of the frequency distribution, consists of 26
reads and writes on average [42]. Techniques such as optimistic concurrency
control or distributed two-phase locking result in poor throughput when con-
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current queries try to read and write large subsets of the graph.
A technique for ordering hybrid transactional and analytical workloads on
large graphs with both strong consistency guarantees and high efficiency is a
key challenge for the success of any modern graph store.
1.3 Contributions
In this dissertation, we describe the design and implementation of distributed
graph stores that aim to achieve the triple of strong consistency, high efficiency,
and support for hybrid transactional and analytical programming interface for
graphs. We specifically focus on techniques that provide consistent operation
ordering, increasing scalability, and automatically managing the distributed
data and computation.
First, we achieve consistent and reliable operation ordering by introducing
the idea of an event ordering service. At a high-level, an event ordering ser-
vice is a new component designed to efficiently manage and order events in
a distributed system. It seeks to revolutionize the design of distributed systems
by factoring out the task of ordering—one of the toughest problems in asyn-
chronous networks—into a separate service. We implement a centralized event
ordering service called KRONOS. KRONOS uses abstract event identifiers in or-
der to efficiently order events and enable a variety of application-dependent
correctness guarantees. We use KRONOS to implement KRONOGRAPH, a dis-
tributed graph store that orders transactions in a strictly serializable transaction
history.
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Next, we improve the scalability of the centralized transaction ordering
mechanism using a novel timeline management technique called refinable time-
stamps. In the refinable timestamps paradigm, each query and transaction re-
ceives a timestamp upon entry in the system that enables partial order between
operations. For a small subset of the queries that are conflicting, the protocol
further refines the timeline of operations using a centralized, reactive mecha-
nism. Together, the combination of a lightweight proactive timestamping tech-
nique with a reactive precise refinement results in high-performance, scalable
event ordering. We use refinable timestamps to implement strict serializability
in WEAVER, a distributed transaction graph database that achieves near linear
scalability on social network workloads with 2 million transactions per second
using only 8 commodity server machines.
Finally, we present the overall design and implementation of WEAVER, in-
cluding novel techniques that enable a hybrid transactional and analytical in-
terface, dynamic sharding, partial query caching, bulk ingest of data, dynamic
code deployment, and historic queries. WEAVER leverages refinable timestamps
to order transactions, and in spite of a rich feature set, achieves throughput that
is 10× higher than commercial state of the art graph databases on mixed read-
write workloads.
We give an overview of each of the three contributions in the following sec-
tions.
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1.4 Reliable and Consistent Distributed Ordering
Ordering transactions is a key challenge to the correctness and performance of
a modern graph store. However, ordering is a challenge that transcends data
stores and is ubiquitous across many distributed systems. For example, consis-
tent updates to a software-defined network require reasoning about the order in
which configuration updates took place relative to routing requests. Similarly,
determining order is crucial in the forensic analysis of a network compromised
due to unauthorized intrusion.
In order to simplify distributed system design and enable ordering across
systems, we introduce the concept of an event ordering service. Such a service
enables users to dictate and to query order between events, both within and
across systems. Modern networked applications can leverage an ordering ser-
vice to determine the order of different operations, thereby avoiding the com-
plexity of complicated application-level logic. Moreover, an ordering service
enables composing the ordering decisions of different applications, as well as
ordering events that span applications—the events and ordering decisions of
one application may be used meaningfully by another application.
In Chapter 2, we discuss the spectrum of implementation choices for an
event ordering service, and we describe the design of KRONOS, an instantia-
tion of this concept. KRONOS enables two key functionalities. First, it allows
applications to record and enforce a desired order between events. Second, it
enables applications to query and deduce an already established order between
events.
While multiple implementations are possible, KRONOS keeps track of depen-
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dencies at a very fine granularity. KRONOS stores an event dependency graph
where each event corresponds to a vertex, and a directed edge between two ver-
tices signifies a happens-before relationship between the corresponding events.
By storing the ordering relationships in a logically centralized graph, KRONOS
enables composing ordering decisions across applications. We show in Chap-
ter 2 that our implementation is able to correctly and efficiently maintain the
order between events, and that it can lead to a graph store with a serializable
transaction history and good performance.
1.5 Scalable Transaction Ordering
We build upon the event ordering techniques described in the previous section
to improve their scalability. We introduce WEAVER, a new distributed graph
database that can scalably order transactions using refinable timestamps. This
technique uses a highly scalable and lightweight vector timestamp for ordering
the majority of operations and relies on a fine-grained event ordering service,
KRONOS, for ordering the remaining, potentially-conflicting reads and writes.
By relying on loosely synchronized clocks, the refinable timestamps mechanism
can reduce dependence on a centralized component without compromising on
the consistency guarantees.
The two-step ordering mechanism brings to light a tradeoff in distributed or-
dering. One source of ordering overhead is proactive synchronization of clocks
in WEAVER and other similar techniques like TrueTime [31]. The other ordering
overhead is reactive in techniques such as KRONOS. We discuss the implications
and balance of this tradeoff in Chapter 3.
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1.6 Graph Data Management
In addition to transaction ordering, a distributed graph store needs other careful
design decisions for high performance. WEAVER introduces node programs, a
new technique for executing read-only graph analyses on large dynamic graphs.
This, combined with a traditional transactional programming interface for up-
dates, leads to a hybrid transactional analytical API.
WEAVER includes several features designed for high performance and ease
of use. The key enabler for many of these features is the choice of multi-version
concurrency control. The different versions of the graph are defined by the re-
finable timestamps attached to each piece of data. This allows for many opti-
mizations. While initially WEAVER randomly partitions the graph by vertices,
it includes a dynamic resharding technique that migrates portions of the graph
data on-the-fly, even as the system is concurrently serving queries and trans-
actions. WEAVER enables partial and complete results of previous queries to
be cached for later reuse, without compromising consistency guarantees. Users
may issue queries against a historic version of the graph by leveraging the time-
stamp metadata attached to each version of graph vertices and edges. Finally,
a specialized implementation enables bulk loading a large graph for the initial
data ingest that sidesteps slower transactional paths. We describe these imple-
mentation details in Chapter 4.
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1.7 Summary and Organization
Overall, this dissertation describes multiple techniques that come together to
enable an efficient and consistent graph store. The key contribution is novel
distributed ordering paradigms, which we describe in Chapter 2 and Chapter 3.
In addition, a number of different features and performance optimizations en-
able a practical and fast graph store, WEAVER, which are detailed in Chapter 4.
We describe a full evaluation of the various components of the system, which
includes microbenchmarks focused on ordering, caching, and graph partition-
ing, as well as end to end benchmarks, in Chapter 5. Chapter 6 discusses a wide
variety of related work that spans distributed ordering, modern data stores, and
graph management. Finally, we conclude and discuss directions for future re-
search in Chapter 7.
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CHAPTER 2
DISTRIBUTED ORDERING SERVICES
2.1 Introduction
We first tackle the problem of consistently ordering transactions and analytical
queries in a graph store. Because modern graph data and applications have im-
mense scale, both in terms of data size as well as workload volume (Section 1.2),
we focus on a distributed system architecture and discuss the challenges of or-
dering transactions in such a scenario.
While ordering is a key challenge in the context of distributed data stores,
reasoning about time and order is central to the design and implementation
of nearly all distributed systems. In addition to distributed transactions, many
common applications such as network policy enforcement and forensic analysis
require a notion of order between events.
However, timing guarantees and reasoning about ordering is, at best, an
after-thought—modern distributed systems do not support time as a first-class
citizen. Many techniques have been previously suggested to capture depen-
dencies and ordering in distributed systems. The three most commonly used
approaches are Lamport timestamps [72], vector clocks [45, 83], and consensus-
based approaches [71, 96]. While these schemes differ in how they capture
dependencies (whether they are expressed in a happens-before relationship, a
time vector, or an assigned slot in a timeline), they share the same structure.
Namely, they are instantiated separately within each independent distributed
system and track dependencies solely within the purview of that system, often
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by monitoring communication at the boundaries of internal components. This
leads to the following problems:
• False negatives: Because a given system only knows of relationships
within its purview, it will miss any dependencies that are formed over
external channels [29, 72].
• False positives: Because false negatives have significant consequences,
distributed systems often err by conservatively assuming a causal rela-
tionship even when a true dependence might not exist. For instance, many
vector clock implementations will establish a happens-before relationship
between every message sent out and all messages received previously by
the same process, even if those messages did not play a causal role.
• Early assignment: Time ordering systems often impose an order too early
on concurrent events, thereby reducing the flexibility of the system. For
instance, Lamport timestamps and vector clocks order events at the time
when timestamps are assigned.
• Composition: Modern networked applications, including almost all high-
performance web services, are increasingly built on top of multiple dis-
tributed subsystems, and would benefit from a notion of dependence that
carries over and composes between independent subsystems.
The need for order in distributed systems manifests itself in two ways. First,
applications may need to establish a synthetically-created order between events
as dictated by the application logic. For example, achieving linearizability in a
distributed data store requires that an operation B get processed at every node
after a previously completed operation A. To achieve this, the application needs
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to record and maintain that A happened before B. Second, applications may
need to discover a naturally-occurring order between extant events in the system.
For instance, a per-packet consistent SDN requires that each packet discover
whether a network update happened before, or after, the packet arrival and
accordingly choose the forwarding rule at each switch. This scenario requires
discovery of order between events a posteriori to order assignment.
In this chapter, we propose a radically different approach to solve the chal-
lenge of managing order in distributed systems: an event ordering service. Such
a service factors event ordering out of independent subsystems into a shared
component that tracks timing dependencies between actions that traverse mul-
tiple subsystems, thereby reducing the complexity of the application. The event
ordering service is entirely responsible for managing the order between dis-
tributed events, and presents a simple API that enables applications to manage
the timeline of events. Moreover, the event ordering service enables composi-
tion of ordering decisions of different applications, as well as ordering events
across applications.
We first describe the API of our proposed event ordering service. Specifi-
cally, the API is centered around abstract events that hold application-specific
meaning. The various subsystems may contact the ordering service to create or
delete events with corresponding event handles. Subsequently, they may either
query the ordering service for a preexisting order between events, or issue a call
to assign an order between two events.
Next, we discuss the range of designs possible for such an ordering service.
Some system designs may rely on clock synchronization to achieve ordering
between events [88, 74, 31]. Other designs may refrain from making any syn-
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chronicity assumptions. This chapter includes a survey of the design space, in-
cluding other contemporary event ordering services inspired by our work [20],
in Section 2.3.
In the rest of this chapter, we describe KRONOS, a concrete instantiation of
the event ordering service concept. The main tenets of KRONOS’s approach are
threefold. First, it keeps track of dependencies at a very fine granularity; specif-
ically, it makes the case for maintaining the full event dependency graph. This
yields expressive systems that can distinguish and take advantage of concur-
rency where available. Second, it implements late time-binding, that is, picking
an absolute order of events that is congruent with constraints as late as pos-
sible. Late assignment of time order provides extensive freedom to applica-
tions on how to schedule a set of concurrent events whose time order is under-
constrained, a situation commonly encountered in practice. Finally and most
importantly, KRONOS enables applications to query the graph and determine if
two events are concurrent, which in turn identifies those instances where the
application can make its own decision on how to order these concurrent events.
We have built several applications and examples on top of KRONOS. Our
first application illustrates how KRONOS can be used to improve the user expe-
rience in a social network. The second application is KRONOGRAPH, an online,
strongly-consistent graph store that uses KRONOS to order writes and graph
traversals. Finally, we describe a transactional key-value store that uses KRO-
NOS to serialize transactions in an off-the-shelf key-value store.
Overall, this chapter makes three contributions. First, we introduce a new
abstraction for event ordering and propose a new service and minimal API for
distributed systems. Second, we describe the implementation of multiple appli-
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cations on top of an event ordering service, focusing mainly on the way in which
each application exploits the event ordering provided by KRONOS. Finally, we
present the full implementation of KRONOS, an instance of a centralized event
ordering service. We also discuss techniques to improve performance, both for
KRONOS as well as the applications built using KRONOS.
2.2 Event-based Abstractions
This section describes the core abstractions for an event ordering service, in-
cluding the programming interface, as well as the implementation of several
applications based on such a service. We discuss potential implementations in
Section 2.3.
2.2.1 Events
We propose a standalone shared service that tracks dependencies and provides
time ordering for distributed applications. The central entity in the ordering
service is an event, an application-determined set of state changes that take
place atomically, associated with a unique identifier. Events are akin to basic
blocks in programming languages; they may be as fine-grained as the execu-
tion of a single instruction or receipt of a single message, or as coarse grained
as system-wide state changes spanning multiple hosts. In practice, applications
create events that correspond to any number of actions they take internally in
response to externally-provided inputs. For example, a transactional key-value
store could map each transaction to a KRONOS event. KRONOS leaves the pre-
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cise semantics associated with events up to application and concerns itself with
establishing a partial order between events.
2.2.2 Event Dependency Timeline
The central task of the ordering service, then, is to enable applications to quickly
order events along a timeline using the event dependency graph. The ordering
service provides interfaces by which applications may:
• create new events,
• record and enforce a desired order between events, that is as-
sign order(e 1, e 2), and
• query and deduce an established order between events, that is
query order(e 1, e 2).
To permit applications using the ordering service to make decisions that rely
upon the timeline, it upholds two invariants called the coherency and monotonic-
ity invariants. The coherency invariant ensures that the events can be arranged
into a possible timeline by ensuring that the dependency graph is free of cycles.
The existence of an ordering relationship between events, potentially deduced
transitively through a series of direct orders, implies that the ordering service
has made a series of commitments that force one event to necessarily succeed
the other, in which case the ordering service communicates this ordering to ap-
plications so that they can act accordingly. The coherency invariant prevents
logical contradictions within the timeline represented by the event dependency
graph.
16
Kronos
A
B
C
Key-Value
Store
File
System
Graph
Store
A C
A B
B  C
A: Alice updates new photos which only her friends may access. The ACL is
stored in the key-value store, and the photos themselves are stored on the file
system.
B: Alice uploads a photo to the album and tags Bob in the photo. The photo is
stored on the file system, and the graph store records that Bob is tagged by the
photo.
C: Bob likes Alice’s photographs. This action checks the ACL, and records the
“like” in the graph store.
Figure 2.1: A social network built using an ordering service, a key-value
store, a graph store, and a file system. Each ordering service
event corresponds to an action in the application. The ordering
service ensures that the transitive dependency A  B  C
will be enforced at the key-value store as A  C, even though
the key-value store is unaware of event B.
The ordering service’s monotonicity invariant ensures that happens-before
relationships, once established, are incontrovertible. Applications may safely
commit to a particular time order once established by the service, as subsequent
operations can only further constrain, but never violate, established dependen-
cies. This enables clients to be able to issue side-effects and produce user-visible
output based upon the responses of the ordering service.
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2.2.3 Using the Abstraction
To see how the event dependency graph may be used by applications, consider
a social network that allows users to upload, tag, and like photographs of each
other. This application stores users’ photos in a file system, records tags and
“likes” in a graph store, and maintains ACLs in a key-value store. When Al-
ice uploads her photos to the application, it stores her photos in the file system
and updates the key-value store to store the ACLs. Similarly, when Alice up-
loads a photo in which she has tagged Bob, the application stores the photo on
the file system and records in the graph store that Bob is tagged in the photo.
Finally, Bob can like the photo, which records Bob’s actions in the graph store
only after checking that Bob is permitted to do so by the ACLs stored in the
key-value store. Since the system is consists of three separate components, in
the absence of order, it is possible for the ACLs setup by Alice in the first step to
be improperly retrieved in the third step, potentially exposing her photos to an
unintended audience.
This example social network application can use the ordering service to en-
sure that this disastrous situation is reliably avoided. Each user-facing change
to the social network is represented in the ordering service as an event. Thus,
when Alice initially uploads her photos or tags Bob, or when Bob likes Alice’s
photo, the application creates an event in the ordering service to represent the
user’s interaction with the service. Individual components of the social net-
work application will each process a different subset of these events, and each
can impose an order on the subset they process. The ordering service can then
maintain an application-wide consistent timeline that spans all events, as shown
in Figure 2.1. Figure 2.2 illustrates how the application may incrementally build
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Step 1 Step 2 Step 3
A
B
C
A
B
C
A
B
C
A: Alice updates new photos to an album.
B: Alice uploads a photo to the album and tags Bob.
C: Bob likes Alice’s photographs.
Figure 2.2: As dependencies are added between events, edges are added
to the event dependency graph. The application adds depen-
dencies between A, B, and C insteps 1 and 2. KRONOS pro-
hibits the application from adding the dependency C  A in
step 3 because the application already establishedA B  C.
the timeline within the ordering service. After Alice’s actions are recorded by
the ordering service, it ensures that Bob’s request will be correctly ordered after
Alice’s actions.
2.3 Design Space
The design space for an ordering service in distributed systems is surprisingly
rich.
2.3.1 Synchronous Designs
A natural approach to ordering using timestamps is the use of wall clock time.
The advantage of using real timestamps is that they automatically have seman-
tics that transcend system boundaries. If two systems timestamp their events
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Figure 2.3: The number of conflicting operations due to ambiguous time-
stamps issued by an NTP-based timeline oracle. This graph de-
picts a lower bound; actual numbers may be higher. As more
servers are added to the cluster, the uncertainty in timestamps
increases, reducing the efficacy of such a design.
internally using real clocks with infinite precision, they can share timestamp
data since the timestamps have common semantics for both the systems.
The ordering primitives for real timestamps have trivial, efficient implemen-
tations. query order returns the real time order between the two timestamps
while assign order (t1 ≺ t2) returns true if t1 happens before t2, otherwise it
returns false. Consequently, if the ordering service can be implemented using
real time, the distributed components of the application can execute ordering
primitives locally without ever having to contact the oracle.
Of course, the key challenge in such an implementation is ensuring the
clocks across the network stay synchronized. Clocks, when left to their own
20
devices, tend to drift; looser time bounds extend the range where two time
markers are incomparable. In Figure 2.3 we show the number of conflicting
timestamps issued by an NTP service [88] running for 10 minutes on a 12 server
cluster. In this experiment, each server synchronizes against a local stratum 2
server and is responsible for assigning timestamps to operations and we conser-
vatively estimate an incoming rate of 100,000 operations per server. The figure
shows that as we add more servers to the NTP cluster, the uncertainty in time-
stamps increases, and hence more operations receive incomparable timestamps.
There have been techniques in the past that improve on the synchroniza-
tion bounds [74] and subsequently use real time to achieve a total order among
events [31]. One example is Google’s TrueTime, which uses expensive high-
precision synchronization references like GPS and atomic clocks. To handle the
issue of incomparable timestamps, TrueTime-backed applications require arti-
ficial delays. More importantly, such timestamps do not permit the discovery
of total order a posteriori between events, which is unacceptable for applications
such as forensic analysis of data breaches.
2.3.2 Asynchronous Designs
At the other end of the design space, an ordering service can be asynchronous.
Such an implementation requires little to no synchronization between servers.
Any component of the distributed system can request an event handle from the
service, and can be issued an opaque handle as a response from the timeline
oracle. It can subsequently query the order between events by contacting the
oracle. Any component can also impose an order between events, by contacting
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the service.
2.3.2.1 Centralized Architecture
The event ordering service, as described in this chapter, implements a happens-
before relationship between the opaque event handles to realize the asyn-
chronous implementation. The simplest implementation of this concept is
through the use of an increasing counter implemented as a replicated state ma-
chine. One of the main drawbacks of using a replicated counter as an order-
ing service is that the service unnecessarily imposes order on events that may
never need to be ordered. The centralized counter is draconian in its order-
ing guarantees—every event is ordered with respect to every other event. This
leaves no room for concurrency, even when the application can tolerate it. In
Section 2.4, we discuss a centralized implementation that relaxes the total or-
dering constraint.
The main drawback of centralized designs is the inherent scalability bottle-
neck. As the number of networked components in the system increases, the
centralized service inevitably blocks fast progress in the system.
2.3.2.2 Distributed Architecture
In contrast, a completely distributed design of an ordering service is also possi-
ble. Lamport, in his seminal paper on distributed event ordering [72], describes
the Lamport clock technique for achieving a partial order between distributed
events. An ordering service that comprises multiple servers, each of which syn-
chronize their logical clocks using the Lamport clock algorithm, thereby pro-
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vides an entirely distributed implementation of an ordering service. Saturn is
yet another distributed event ordering service [20]. It relies on scalar, per-client
timestamps to achieve partially ordered events and enable a geo-replicated
causally consistent datastore.
Of course, the main drawback with such a design is that it guarantees only
partial order between events. Lamport clocks guarantee that if event a happens-
before event b, then clk(a) is smaller than clk(b). The converse is not guaranteed,
that is if clk(a) < clk(b), then amay not happen-before b. Even though the paper
describes a technique for achieving total order by breaking ties deterministically,
such a total ordering does not capture causality. Similar techniques such as
vector clocks [45, 83] and version vectors [82] also guarantee only partial order.
2.3.2.3 Hybrid Architecture
We can combine the centralized and distributed implementations to get the
best of both worlds. The Weaver graph database [38] describes such an asyn-
chronous ordering service. The main idea behind Weaver’s refinable timestamps
is to use loosely synchronized logical clocks, such as those described in Sec-
tion 2.3.2.2, to order the bulk of the operations, and resort to a centralized or-
dering service, such as those described in Section 2.3.2.1, for a small fraction of
the total number of operations that are concurrent and conflicting. This pro-
vides the scalability of sharding as well as the precision of centralization. We
describe refinable timestamps in detail in Chapter 3.
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2.3.3 Discussion
A whole range of designs are possible for an ordering service, from entirely
asynchronous ones to those that rely on tight clock synchronization. The re-
mainder of this chapter describes a specific implementation of the central-
ized architecture called KRONOS. Chapter 3 describes the implementation of
a hybrid technique that combines semi-synchronized vector clocks with asyn-
chronous KRONOS, and we defer a deeper evaluation of alternate designs to
future work.
2.4 KRONOS: A Graph-Based Ordering Service
Having discussed the event ordering abstractions and possible design space in
Section 2.2 and Section 2.3, we now describe, in detail, a particular implementa-
tion of an ordering service, called KRONOS.
Internally, KRONOS builds and maintains an event dependency graph, a di-
rected acyclic graph whose vertices correspond to events and whose edges cor-
respond to happens-before relationships1. An edge therefore succinctly represents
all the ordering related constraints between events spanning multiple applica-
tions.
Each of the methods described in Section 2.2 translates to an operation on the
graph. When the application creates a new event, KRONOS creates a new vertex
in the event dependency graph. Similarly, when the application establishes a
1We use the terms dependency and happens-before relationship synonymously throughout this
chapter. The term causal relationship is related but more specific and not synonymous; a happens-
before relationship can emerge without a causal relationship.
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create event() Create a new event and return a
unique identifier e.
acquire ref(e) Increment the reference count on e.
release ref(e) Decrement the reference count on e.
query order([(e1, e2), . . .]) Check the relationship between event
pairs ei ej in specified list, returning
ei  ej , ej  ei, or concurrent for
each.
assign order([(e1, order, e2, Create the set of relationships ei  ej
in specified list, if possible.
must/prefer), . . .])
Table 2.1: The KRONOS API. Applications primarily use query order
and assign order to establish dependencies.
happens-before relationship, KRONOS constructs a directed edge between the
two vertices. To check for a pre-existing relationship between two events, KRO-
NOS looks for a directed path between them. The direction of the path directly
encodes the happens-before relationship. The absence of a path between two
events indicates that they are concurrent.
2.4.1 KRONOS API
Applications interact with KRONOS through a simple API (Table 2.1) designed
around the event and dependency abstractions. This API enables applications
to manipulate, refine, and query the event timeline represented by the event
dependency graph. KRONOS’s API also permits atomic batching for efficiency,
and conditional operations for additional application-level control.
Broadly speaking, the KRONOS API is split into event-oriented calls and
traversal-oriented calls. The former allow applications to create and manage
events and control the garbage collection mechanism, while the latter to help
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discover precedence relationships between events of interest to the application.
2.4.1.1 Event Creation
Applications can add events to the KRONOS timeline with the create event
call, which creates a new vertex and returns a globally unique identifier. This
identifier may be passed to subsequent calls to query the graph or establish
happens-before relationships with the event.
2.4.1.2 Dependency Creation
The fundamental purpose of KRONOS is to enable applications to establish a
time order for events. It does this by permitting applications to incrementally
refine the timeline with new pairwise dependencies between events. KRONOS
ensures that any refinement specified by the application is logically coherent,
and maintains the abstraction’s invariants; it does not permit the application to
perform any refinement that violates them.
Dependencies may be created at any time during the lifespan of the event de-
pendency graph. For instance, in our social network application, each time Al-
ice and Bob interact with the service, KRONOS assigns the interaction a unique
event identifier, and orders this event identifier with respect to other events that
the application has previously created. These additional ordering constraints
enable KRONOS to clarify the order of events in the timeline without withdraw-
ing from any previously upheld guarantees. Consequently, events may be or-
dered by the application long after the interaction that precipitated the event’s
creation.
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Applications may use the assign order call to establish a dependency be-
tween a pair of events. On each call to assign order, KRONOS maintains
the coherency invariant by implicitly performing a graph traversal on the event
pair. Any operations that request an order that contradicts the result of the
traversal are aborted by KRONOS and the client is informed of the true order of
operations.
To enable a wide array of application behaviors, the KRONOS API enables
applications to express how to deal with requests that contradict a previously
established order. KRONOS applications may specify two kinds ordering be-
havior: must and prefer. A must ordering conveys a hard constraint from
the application that two events must be ordered in a specific way. Applica-
tions can use must constraints to store pre-existing relationships within KRO-
NOS, such as relationships that arise from the natural execution of the system.
For instance, when an application deletes an object, the delete is necessarily or-
dered after the preceding create. If a must request cannot be satisfied, KRONOS
aborts the entire assign order request without any side effects and returns
an error to the application. In contrast, a prefer ordering preference indicates
that the application would prefer that the events be ordered as specified in the
request, but is willing to accept a reversal if previously established constraints
make the request impossible. For example, applications typically prefer to re-
spond to events in their arrival order, as long as doing so does not violate timing
constraints. The application can use the prefer option to instruct KRONOS to
maintain the arrival order where possible and reorder them when necessary.
This permissive ordering is invaluable to applications that can reorder events,
as it improves performance while maintaining correctness.
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Figure 2.4: A diagram of the set data structure used to track visited ver-
tices. A vertex i is in the set if and only if sparse[i] < ptr
&& dense[sparse[i]] == i. Adding an element to the set is
done with sparse[i] = ptr; dense[ptr++] = i;. Clear-
ing the set is done in constant time by setting ptr = 0.
For performance reasons, KRONOS does not attempt to discover the minimal
set of prefer reversals to render a suggested assign order request coherent
with respect to the existing event dependency graph. Instead, KRONOS applies
all must edges before prefer edges, thereby ensuring that a prefer edge is
never established ahead of a must and thus will never cause an order assign-
ment to abort when it could have been satisfied. Once all must edges are satis-
fied, the prefer edges are applied in the order specified by the application. An
application can have some degree of control over which prefer edges are pri-
oritized through the order in which they appear in the assign order request.
Not providing a guarantee of optimality avoids an NP-complete problem while
providing a degree of control to the programmer.
KRONOS provides a powerful primitive reminiscent of test-and-set atomic
instructions that enables applications to specify a mix of must and prefer op-
erations that execute as one atomic batch. Clients may specify constraints to
check with the must flag set. Should all of the constraints be met, the batch will
be applied atomically, but if any constraint is not met, the batch will be aborted
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without effect. A mixed batch of must and prefer operations resembles con-
ditional test-and-set, where the must operations act as a conditional, and the
entire batch will succeed or fail atomically. These atomicity guarantees enable
safe yet concurrent use of the KRONOS service without requiring an external
lock service [24, 61].
2.4.1.3 Graph Traversal
The query order call enables applications to discover happens-before rela-
tionships captured by KRONOS. This call takes a pair of events, e1 and e2, and
returns whether e1  e22, e2  e1, or they are concurrent. To do this, KRONOS
performs a standard breadth-first search (BFS) to discover paths between e1 and
e2.
The KRONOS implementation pays careful attention to the cost of creating
new events and happens-before relationships. BFS is potentially a costly oper-
ation, whose latency can be O(|V |) where |V | is the number of events managed
by the system. Since a naive BFS would either require Ω(|V |) operations to ini-
tialize a visited bit field in every vertex or else dynamically allocate memory,
and since |V | can be large, KRONOS instead uses a technique that makes use of
uninitialized memory [21] to make the running time of BFS proportional to the
number of vertices traversed. To avoid dynamic allocation, and linear initial-
ization costs, KRONOS preallocates all memory required for graph traversal at
the time of vertex creation by creating two arrays, dense and sparse, of size
|V |. The sparse array corresponds to vertices, and maintains indices into the
dense array, which, in turn, indexes back into the sparse array. Initially, ptr is
2e1  e2 may be read as e1 happens before e2
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set to 0. When BFS visits a node i for the first time, KRONOS sets sparse[i]
to ptr, sets dense[ptr] to i and increments ptr. Checking to see if a node
i has been visited can then be accomplished by checking if sparse[i] < ptr
and dense[sparse[i]] == i. This optimization enables the core traversal
algorithm in KRONOS to require no memory allocation and only a single cache
line worth of initialization.
2.4.2 Garbage Collection
The event dependency graph abstraction described so far will grow without
bound as long as the distributed system is active. KRONOS employs garbage
collection to enable clients to safely shrink the event dependency graph. A crit-
ical invariant that KRONOS maintains is that all events that could be submitted
as arguments to any of the KRONOS API calls remain within the graph, since
they can be used as starting points in traversal operations. KRONOS enables
clients to dictate exactly which events can be used as arguments by exposing a
reference counting API to clients.
KRONOS associates a reference count with each event and enables clients
to acquire and release references through the acquire ref and release ref
calls. Each time a client acquires a handle to an event, the reference count is
incremented. Clients may at any time release the handle through a call to re-
lease ref, which decrements the reference count. Once an event’s reference
count reaches zero, the event may be garbage collected. Overall, this reference
counting mechanism ensures that all events that can be named by clients have
non-zero reference counts and are pinned in memory.
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Figure 2.5: KRONOS uses reference counting to determine when it is safe
to collect events. Because events are collected after their depen-
dencies are collected, B, C, and D remain in the graph despite
their 0 reference count.
To preserve transitive happens-before relationships, KRONOS does not
garbage collect events until their dependencies are garbage collected. For ex-
ample, Figure 2.5 shows an event dependency graph in which multiple events
remain in memory despite having zero references. Event A pins events B, C,
and D into memory, delaying their garbage collection until after release ref
is called on A.
Garbage collection is strict: each release ref call performs a topological
sort on the graph, removing vertices with zero references and their outgoing
edges. Thus, a single release ref call garbage collects a subset of all vertices
with zero references. In our example above, this means that once A’s reference
count goes to 0, A, B, C, and D will be collected immediately. The acyclic prop-
erty of the graph ensures that the operation will complete in bounded time, and
that all vertices may be eventually collected.
The KRONOS API exposes no means of removing edges to applications be-
cause doing so would violate the monotonicity invariant. Edges are removed
only after their source vertex is garbage collected. This ensures that edges per-
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sist until they may no longer affect any traversal.
2.4.3 Fault Tolerance
KRONOS achieves fault tolerance by replicating the event dependency graph
with state machine replication. Applications may treat KRONOS as a single, logi-
cally centralized service, and, due to state machine replication, the graph will be
transparently maintained on several physical servers simultaneously. Because
the KRONOS API is entirely deterministic, each API call directly corresponds to
a state transition in the replicated state machine.
KRONOS replicates the event dependency graph using chain replication,
which guarantees linearizability [123]. The exact number of KRONOS replicas
in the chain is a deployment specific decision and should reflect the maximum
number of simultaneous faults the system is likely to experience. A system look-
ing to tolerate f faults deploys f + 1 replicas. In response to a replica failure,
KRONOS requests reconfiguration of the chain via a coordination service [61, 24].
Both the normal case and failure case performance behavior follow from the
standard chain replication protocol.
The functionality provided by chain replication is not fundamental to KRO-
NOS’s design and could easily be provided by other strongly consistent replica-
tion protocols. We use chain replication because the linear nature of the chain
allows transactions to be pipelined at line rate without the fan-out/fan-in ex-
hibited by Paxos-based techniques.
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2.4.4 Scaling and Caching
The replicas necessary for fault tolerance provide a natural way to scale the sys-
tem. KRONOS can perform traversals on potentially stale replicas for improved
parallelism. Only traversals which indicate that events are concurrent must exe-
cute on an up-to-date copy of the graph. The monotonicity invariant upheld by
KRONOS guarantees that any ordered answer returned by a stale replica is in-
distinguishable from the answer that would be returned had the query executed
on the latest version of the graph.
Similarly, the monotonicity invariant permits widespread caching of traver-
sal results without sacrificing correctness. KRONOS and applications are free to
cache the results of traversals where doing so can improve performance. For
example, KRONOS can maintain an internal cache of traversal results for high-
degree vertices in order to improve traversal efficiency. Applications can freely
pass around traversal results related to events within the messages used to com-
mit the events.
2.5 Applications
In this section, we examine illustrative distributed applications to describe ex-
actly how these systems use KRONOS in practice. To simplify exposition, we
present these applications in their most simple form, omitting implementation
details about caching and batching in favor of straightforward explanations of
how they interact with KRONOS.
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2.5.1 Social Network
Social networks are often built around the notion of providing users with a time-
line of activity drawn from their social circles. A user’s timeline captures both
public posts and personal interactions between users, displaying social activity
along the timeline. While much of the activity in a social network is generated
independently, there are certain classes of interaction where the user expects or-
dering to be preserved. For instance, communication between users should be
preserved within the timeline—the timeline should never show a reply earlier
in the timeline than the message to which it is replying.
KRONOS provides a straightforward way to ensure that users’ timelines re-
flect these communication patterns without enforcing a total order on all time-
line activity. The social network may assign to each timeline post a KRONOS
event identifier, and then record communication patterns in KRONOS with as-
sign order. When displaying user’s timelines, the application can issue a
corresponding query order call to detect the partial order between events.
Figure 2.6 shows pseudocode for this social network application.
2.5.2 Graph Store
Graph structured data is ubiquitous and analysis of these large graphs has
prompted the development of specialized storage systems that directly store
and maintain these graphs [22, 33, 51, 104, 81]. We have used KRONOS to build a
horizontally scalable data store for graph-structured data called KRONOGRAPH.
KRONOGRAPH is built around a sharded architecture where the graph data
is partitioned across servers. The KRONOGRAPH API enables applications to
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def post_message(user, message):
e = kronos.create_event()
for friend in friends_of(user):
enqueue_in_timeline_for_user(timeline=friend,
source=user,
message=message,
event=e)
def reply_to_message(user, message, in_reply_to):
e = kronos.create_event()
kronos.assign_order([(in_reply_to, ’->’, e, ’must’)])
for friend in friends_of(user):
enqueue_in_timeline_for_user(timeline=friend,
source=user,
message=message,
event=e)
def render_timeline(user):
# messages is a list of (id, message) pairs
messages = get_messages_enqueued_for(timeline=user)
# message_pairs is every pair of message ids selected
# from the messages
message_pairs = all_pairs([m.id for m in messages])
orderings = kronos.query_order(message_pairs)
# This will perform a topological sort of the messages
# to ensure that sorted_messages abides by the partial
# orders specified within orderings. The remaining
# messages will be unaffected by the sort, enabling
# them to be displayed in their arrival order
sorted_messages = topological_sort(messages, orderings)
return sorted_messages
Figure 2.6: Pseudocode for maintaining social network timelines with
KRONOS. Users may post messages, which appear on timelines
in the order in which the system processes them. When users
use the social network’s reply mechanism, the network uses
KRONOS to order the messages. Users’ timelines are rendered
with respect to the order recorded within KRONOS, ensuring
that conversations flow naturally.
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incrementally build and maintain graph-structured data and perform isolated
queries on the graph.
KRONOGRAPH permits updates and queries to the graph that span multi-
ple hosts; consequently, KRONOGRAPH needs to apply operations in the same
order across multiple hosts. In the absence of ordering, graph queries that are
concurrent with updates could be applied in different orders at different hosts
simply because the underlying messages used to transmit the operations arrive
in a different order on each host. For example, imagine a graph consisting of
edge A − B, where the application removes A − B and adds B − C as one up-
date. An incorrect implementation could indicate that C is reachable from A,
when, in fact, there was no instance in time when that was true.
The intuition behind KRONOGRAPH is that shard servers process updates
and queries in their natural arrival order, except in cases where KRONOS indi-
cates that the natural arrival order would not form a coherent timeline. To do
this, KRONOGRAPH assigns to each update or query a unique KRONOS event
identifier as it enters the system. Upon receipt of a new update or query op-
eration, a shard server determines which vertices and edges are relevant to
the operation, and gathers the event identifiers for all previous operations that
affected these vertices and edges. The shard server then constructs a batch
assign order call to KRONOS that prefers that each of these previously-
processed events be ordered prior to the current operation.
Given the information available, the preferred order specified within an as-
sign order call is the most efficient ordering for the events. Should this order
be satisfiable, the shard server may perform the operation immediately, with-
out reordering it with respect to previously applied operations. Sometimes,
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the preferred order cannot be satisfied. For instance, if a pair of events arrive
on two different shard servers in a different order, the first shard server’s as-
sign order call will fix the order between these events. The second shard
server’s assign order call must necessarily indicate a reversal to match the
order returned in the first call. KRONOGRAPH shard servers can tolerate a re-
versed order that does not match their preferred ordering by reordering opera-
tions on the graph.
For updates, shard servers maintain version information for each vertex and
edge in the graph to order the updates. Vertices and edges contain a list of
modifications and their associated event identifiers, sorted by the relative order
of events. When KRONOS upholds the ordering specified in the assign order
call, the shard server simply appends the update to the list. Should KRONOS
indicate a reversal, the shard server inserts the update into its sorted position
within the list. The coherency invariant prevents cycles in the order, ensuring
that it is always possible to insert into the list and maintain its sorted order.
For queries, shard servers decide on their execution time using the infor-
mation returned from the KRONOS assign order call. If the assign order call
succeeds with no reversals, the KRONOGRAPH shard server should execute the
query on the graph that contains all previous updates. When KRONOS indicates
a reversal within the timeline, the shard server can construct an older version
of the graph that omits all updates that happen after the query. Updates that
are ordered strictly later than the query can easily be masked because of the
timeline information maintained alongside the graph.
KRONOS ensures that the shard servers execute queries in matching order
even as the queries traverse multiple shard servers. Every assign order call
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orders a query with respect to some subset of updates. KRONOS ensures that all
shard servers order a given query the same way with respect to a given update;
subsequent iterations of a query refine its place within the timeline by ordering
it with respect to additional updates. Localized queries that traverse a small por-
tion of the graph are ordered only with respect to updates on the same portion,
and will likely remain concurrent with respect to updates occurring elsewhere
in the graph.
While a straightforward implementation of KRONOGRAPH would query
KRONOS once per vertex or edge during a query, these costs may be avoided
with judicious use of batching and caching. Upon receipt of a query operation,
the KRONOGRAPH shard server optimistically selects the events for vertices and
edges in the graph could be traversed by the query operation, and requests that
KRONOS order the query consistently with respect to these optimistically cho-
sen events. This permits KRONOGRAPH to reduce the total number of calls to
KRONOS, and enables queries to traverse larger portions of the graph between
calls.
Internally, KRONOGRAPH relies upon caching to avoid unnecessary calls
and to limit the size of each batched call. Each KRONOGRAPH server inde-
pendently maintains an LRU cache of the pairwise order between events. Be-
cause of the monotonicity invariant, KRONOGRAPH servers may actively pre-fill
this cache with transitive relationships. For example, if KRONOGRAPH queries
KRONOS and sees that u  v, and the cache already contains v  w, the KRO-
NOGRAPH server can infer that u w without another call to KRONOS.
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2.5.3 Transactional Key-Value Store
Key-value stores have recently emerged as widely-used components in dis-
tributed services, mainly due to the high performance and scalability they offer.
Existing key-value stores, however, achieve high performance by limiting their
API; specifically, they restrict their clients to operate on a single object at a time.
We have used KRONOS to build a transactional key-value store that provides
ACID transactions, where each transaction may update multiple objects atomi-
cally and with full serializability.
Transactional key-value operations are inherently difficult because transac-
tions may span multiple hosts. Without coordination, concurrently executing
transactions would be processed in a different order on different hosts, violat-
ing serializability. One approach to adding this coordination would be to assign
a total order across all transactions, where the total order ensures that transac-
tions execute in the same order across all hosts. While such an approach would
safely ensure serializability, it would do so at the expense of concurrency. Trans-
actions which operate on disjoint sets of keys are able to execute concurrently,
but the system would expend resources enforcing a total order across these keys.
The key insight in our prototype key-value store is to create a new KRO-
NOS event for each transaction, and to order transactions that read or write
the same keys using KRONOS. This enforces a partial order across all trans-
actions using the event dependency graph, and ensures that transactions are
serializable, without actually serializing them. Servers incrementally build the
dependency graph by establishing an order between transactions within their
purview. Upon receipt of a transaction, a server examines the keys within its
partition, and issues an assign order call specifying that the transaction must
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be ordered after the last transaction which read or wrote each key. Should the
assign order call fail, the transaction will abort without effect.
Globally, the event dependency graph captures and enforces all dependen-
cies between transactions. The system does not enforce any order between
transactions not already ordered by the event dependency graph, as these trans-
actions’ individual operations may be applied in any order without violating
serializability. Put another way, any topological sort of the event dependency
graph will yield a schedule of transactions that is equivalent to the actual ex-
ecution that produced the event dependency graph. This permits maximum
flexibility between transactions, without requiring that they be applied in a to-
tal order.
2.6 Chapter Summary
This chapter proposed a new abstraction for tracking and managing dependen-
cies between events in a distributed system. This abstraction opens the door
for a new class of services in distributed systems, namely, event ordering ser-
vices, which enable applications to explicitly manage and refine the possible
timeline of events within the system. These new services provide a lingua
franca for timeline management, enabling multiple independently developed
components to form one integrated system that uses a common interface for
time and event ordering. This approach facilitates the implementation of high-
performance distributed systems that can provide strong guarantees by identi-
fying potential cases of concurrency wherever possible. This chapter also de-
scribed the design of KRONOGRAPH, a graph store built using KRONOS, a cen-
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tralized event ordering service.
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CHAPTER 3
SCALING TRANSACTION ORDERING WITH REFINABLE
TIMESTAMPS
3.1 Introduction
In the previous chapter, we introduced a new service-oriented paradigm for
event ordering in distributed systems that externalizes all ordering tasks to a
separate service. While this results in many benefits, such as simplified appli-
cation design, ordering compositionality across services, and opportunities for
greater concurrency, there is one key drawback to the KRONOS design. Because
it is a centralized service, there are ultimate limits to the scale that such a service
can support.
In this chapter, we attempt to scale up the ordering service enabled by the
KRONOS approach for ordering graph transactions without breaking applica-
tion consistency guarantees. Correctness and consistency in the presence of
changing data is a key challenge for graph databases. For example, imagine
a graph database used to implement a network controller that stores the net-
work topology shown in Figure 3.1. When the network is undergoing churn, it
is possible for a path discovery query to return a path through the network that
did not exist at any instant in time. For instance, if the link (n3, n5) fails, and
subsequently the link (n5, n7) goes online, a path query starting from host n1 to
host n7 may erroneously conclude that n7 is reachable from n1, even though no
such path ever existed.
Due to the unique nature of typical graph-structured data and queries,
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Figure 3.1: A graph undergoing an update which creates (n5, n7) and
deletes (n3, n5) concurrently with a traversal starting at
n1. In absence of transactions, the query can return path
(n1, n3, n5, n7) which never existed.
where queries are long-running analytics while transactions are shorter point
queries (Section 1.2), existing databases have offered limited support. State-
of-the-art transactional graph databases such as Neo4j [92] and Titan [33] em-
ploy heavyweight coordination techniques for transactions. Weakly consistent
online graph databases [22, 28] forgo strong semantics for performance, which
limits their scope to applications with loose consistency needs and requires com-
plicated client logic. Offline graph processing systems [51, 47, 81, 105] do not
permit updates to the graph while processing queries. Lightweight techniques
for modifying and querying a distributed graph with strong consistency guar-
antees have proved elusive thus far.
We introduce WEAVER, a new online, distributed, and transactional graph
database that supports efficient graph analyses. The key insight that enables
WEAVER to scalably execute graph transactions in a strictly serializable order
is a novel technique called refinable timestamps. This technique uses a highly
scalable and lightweight timestamping mechanism for ordering the majority
of operations and relies on a fine-grained ordering service for ordering the re-
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maining, potentially-conflicting reads and writes. This unique two-step order-
ing technique with proactive timestamping and a reactive ordering service has
three advantages.
First, refinable timestamps enable WEAVER to distribute the graph across
multiple shards and still execute transactions in a scalable fashion. There
are some applications and workloads for which sharding is unnecessary [87].
However many applications support a large number of concurrent clients and
operate on graphs of such large scale, consisting of billions of vertices and
edges [122, 68, 91], that a single-machine architecture is infeasible. For such
high-value applications [22, 107] it is critical to distribute the graph data in or-
der to balance the workload and to enable highly-parallel in-memory query pro-
cessing by minimizing disk accesses.
Second, refinable timestamps reduce the amount of coordination required
for execution of graph analysis queries. Concurrent transactions that do not
overlap in their data sets can execute independently without blocking each
other. Refinable timestamps order only those transactions that overlap in their
read-write sets, using a combination of vector clock ordering and the centralized
ordering service.
Third, refinable timestamps enable WEAVER to store a multi-version graph
by marking vertices and edges with the timestamps of the write operations. A
multi-version graph lets long-running graph analysis queries operate on a con-
sistent version of the graph without blocking concurrent writes. It also enables
many features such as historic queries which run on past, consistent versions of
the graph, dynamic resharding, and query caching.
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This chapter makes three contributions. First, it details the overall archi-
tecture of WEAVER, which is key to enabling highly efficient distributed graph
operations. Second, it describes the refinable timestamps mechanism for order-
ing distributed transactions. Third, it provides a theoretical proof that demon-
strates that refinable timestamps enable a strictly serializable execution history
of transactions in WEAVER. We defer discussion of WEAVER’s many perfor-
mance optimizations and graph data specific features to the next chapter.
3.2 WEAVER Abstractions
WEAVER combines the strong semantics of ACID transactions with high-
performance, transactional graph analyses. In this section, we describe the data
and query model of the graph store.
3.2.1 Data Model
WEAVER provides the abstraction of a property graph, i.e. a directed graph con-
sisting of a set of vertices with directed edges between them. Vertices and edges
may be labeled with named properties defined by the application. For example,
an edge (u, v) may have both “weight=3.0” and “color=red” properties, while
another edge (v, w) may have just the “color=blue” property. This enables ap-
plications to attach data to vertices and edges.
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def social_network_post(user, edge_predicates):
begin_transaction()
photo = create_node()
ownership_edge = create_edge(user, photo)
# attach metadata to the edge
assign_property(own_edge, "OWNS")
# iterate over edges at the user node
# check predicates for each neighboring vertex
# attach edge to enable visibility to the content
for edge in user.edges:
if edge.contains(edge_predicates):
access_edge = create_edge(photo, edge.neighbor)
assign_property(access_edge, "VISIBLE")
commit_transaction()
Figure 3.2: A WEAVER transaction which posts a photo in a social network
and makes it visible to a subset of the user’s friends.
3.2.2 Transactions for Graph Updates
WEAVER provides transactions over the directed graph abstraction. These trans-
actions comprise reads and writes on vertices and edges, as well as their asso-
ciated attributes. The operations are encapsulated in a weaver_tx block and
may use methods such as get_vertex and get_edge to read the graph, cre-
ate/delete_vertex and create/delete_edge to modify the graph struc-
ture, and assign/delete_properties to assign or remove attribute data on
vertices and edges. Figure 3.2 shows the code for an update to a social network
that posts content and manages the access control for that content in the same
atomic transaction.
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def bfs(node, program_params):
# return the list of next hop nodes for this program
next_hop = []
# visit node only if it has not been visited before
# visited field is stored in program-local state
if not node.program_state.visited:
for edge in node.edges:
# program parameters provid edge predicates
# check if edge contains these predicates
if edge.contains(program_params.edge_predicates):
next_hop.append((edge.neighbor, program_params))
node.program_state.visited = True
return next_hop
Figure 3.3: A node program in WEAVER which executes a BFS query on
the graph.
3.2.3 Node Programs for Graph Analyses
WEAVER also provides specialized, efficient support for a class of read-
only graph queries called node programs. Similar to stored procedures in
databases [49], node programs traverse the graph in an application-specific
fashion, reading the vertices, edges, and associated attributes via the node argu-
ment. For example, Figure 3.3 describes a node program that executes BFS us-
ing only edges annotated with a specified edge property via the edge predicate
check. Such queries operate atomically and in isolation on a logically consistent
snapshot of the graph. WEAVER queries wishing to modify the graph must col-
late the changes they wish to make in a node program and submit them as a
transaction.
WEAVER’s node programs employ a mechanism similar to the commonly
used scatter-gather approach [81, 47, 51] to propagate queries to other vertices.
In this approach, each vertex-level computation is passed query parameters
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(program params in Figure 3.3) from the previous hop vertex, similar to the
gather phase. Once a node program completes execution on a given vertex, it
returns a list of vertex handles to traverse next, analogous to the scatter phase.
A node program may visit a vertex any number of times; WEAVER enables ap-
plications to direct all aspects of node program propagation. This approach is
sufficiently expressive to capture common graph analyses such as graph explo-
ration [18], search algorithms [106], and path discovery [107].
Many node programs are stateful. For instance, a traversal query may store
a bit per vertex visited, while a shortest path query may require state to save
the distance from the source vertex. This per-query state is represented in
WEAVER’s node programs by node.program state. Each active node pro-
gram has its own state object that persists within the node object until the node
program runs to completion throughout the graph. As a node program tra-
verses the graph, the application can create program state at other vertices
and propagate it between vertices using the program params. This design
enables applications that implement a wide array of graph algorithms. Node
program state is garbage collected after the query terminates on all servers (Sec-
tion 4.3).
Since node programs are typically long-running, it is a challenge to ensure
that these queries operate on a consistent snapshot of the graph. WEAVER ad-
dresses this problem by storing a multi-version graph with associated time-
stamps. This enables transactional graph updates to proceed without block-
ing on node program reads. In the next section, we describe WEAVER’s time-
stamping mechanism.
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3.3 Refinable Timestamps
The key challenge in any transactional system is to ensure that distributed oper-
ations taking place on different machines follow a coherent timeline. WEAVER
addresses this challenge with refinable timestamps, a lightweight mechanism
for achieving a rough order when sufficient and fine-grained order when neces-
sary.
3.3.1 Overview
At a high level, refinable timestamps factor the task of achieving a strictly se-
rializable order of transaction execution into two stages. The first stage, which
assigns a timestamp to each transaction, is cheap but imprecise. Any server in
the system that receives the transaction from a client can assign the timestamp,
without coordinating with other servers. There is no distributed coordination,
resulting in high scalability. However, timestamps assigned in this manner are
imprecise and do not give a total order between transactions.
The second stage resolves conflicts that may arise during execution of trans-
actions with imprecise timestamps. This stage is more expensive and less scal-
able but leads to a precise ordering of transactions. The system resorts to the
second stage only for a small subset of transactions, i.e. those that are concur-
rent and overlap in their read-write sets.
The key benefit of using refinable timestamps, compared to traditional dis-
tributed locking techniques, is reduced coordination. The proactive stage is
lightweight and scalable, and imposes very little overhead on transaction pro-
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Figure 3.4: WEAVER system architecture.
cessing. The system pays the cost of establishing a total order only when con-
flicts arise between timestamped operations. Thus, refinable timestamps avoid
coordinating transactions that do not conflict.
This benefit is even more critical for a graph database because of the charac-
teristics of graph analysis queries: long execution time and large read set. For
example, a breadth-first search traversal can explore an expansive connected
component starting from a single vertex. Refinable timestamps execute such
large-scale reads without blocking concurrent, conflicting transactions.
3.3.2 System Architecture
WEAVER implements refinable timestamps using a timeline coordinator, a set
of shard servers and a backing store. Figure 3.4 depicts the WEAVER system
architecture.
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3.3.2.1 Shard Servers
WEAVER distributes the graph by partitioning it into smaller pieces, each of
which is stored in memory on a shard server. This sharding enables both mem-
ory storage capacity and query throughput to scale as servers are added to the
system. Each graph partition consists of a set of vertices, all outgoing edges
rooted at those vertices, and associate attributes. The shard servers are responsi-
ble for executing both node programs and transactions on the in-memory graph
data.
WEAVER shards the graph to enable the system to horizontally scale up with
both data volume as well as query volume. As the graph grows larger, one may
add more shards to the system to store the additional data. Additionally, the
extra shard servers may also allow serving more queries.
3.3.2.2 Backing Store
The backing store is a key-value store that supports ACID transactions and
serves two purposes. First, it stores the graph data in a durable and fault-
tolerant manner. When a shard server fails, the graph data that belongs to the
shard is recovered from the backing store. Second, the backing store directs
transactions on a vertex to the shard server responsible for that vertex by stor-
ing a mapping from vertices to associated shard servers. Our implementation
uses HyperDex Warp [42] as the backing store.
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3.3.2.3 Timeline Coordinator
The critical component behind WEAVER’s strict serializability guarantees is the
timeline coordinator. This coordinator consists of a user-configured number of
gatekeeper servers for coarse timestamp-based ordering and a centralized ordering
service, KRONOS, for refining these timestamps when necessary (Section 3.3.3,
Section 3.3.4). In addition to assigning timestamps to transactions, the gate-
keepers also commit transactional updates to the backing store (Section 3.5).
3.3.2.4 Cluster Manager
WEAVER also deploys a cluster manager process for failure detection and sys-
tem reconfiguration. The cluster manager keeps track of all shard servers and
gatekeepers that are currently part of the WEAVER deployment. When a new
gatekeeper or shard server boots up, it registers its presence with the cluster
manager and then regularly sends heartbeat messages. If the cluster manager
detects that a server has failed, it reconfigures the cluster according to WEAVER’s
fault tolerance scheme (Section 4.6).
3.3.3 Proactive Ordering by Gatekeepers
The core function of gatekeepers is to assign to every transaction a timestamp
that can scalably achieve a partial order. To accomplish this, WEAVER directs
each transaction through any one server in a bank of gatekeepers, each of which
maintains a vector clock [45]. A vector clock consists of an array of counter
values, one per gatekeeper, where each gatekeeper maintains a local counter
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Figure 3.5: Refinable timestamps using three gatekeepers. Each gate-
keeper increments its own counter for a transaction and peri-
odically announces its counter to other gatekeepers (shown by
dashed arrows). Vector timestamps are assigned locally based
on announcements that a gatekeeper has collected from peers.
T1〈1, 1, 0〉 ≺ T2〈3, 4, 2〉 and T3〈0, 1, 3〉 ≺ T4〈3, 1, 5〉. T2 and T4 are
concurrent and require fine-grain ordering only if they conflict.
There is no need for lockstep synchrony between gatekeepers.
as well as the maximum counter value it has seen from the other gatekeepers.
Gatekeepers increment their local clock on receipt of a client request, attach the
vector clock to every such transaction, and forward it to the shards involved in
the transaction.
Gatekeepers ensure that the majority of transaction timestamps are directly
comparable by exchanging vector clocks with each other every τ milliseconds.
This proactive communication between gatekeepers establishes a happens-
before partial order between refinable timestamps. Figure 3.5 shows how these
vector clocks can order transactions with the help of these happens-before rela-
tionships. In this example, since T1 and T2 are separated by an announce mes-
sage from gatekeeper 0, their vector timestamps are sufficient to determine that
T1〈1, 1, 0〉 ≺ T2〈3, 4, 2〉.1
1X ≺ Y denotes X happens before Y, while X  Y denotes either X happens before Y or X and
Y occur at the same time.
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Unfortunately, vector clocks are not sufficient to establish a total order. For
instance, in Figure 3.5, transactions T2, with timestamp 〈3, 4, 2〉, and T4, with
timestamp 〈3, 1, 5〉, cannot be ordered with respect to each other and need a
more refined ordering if they overlap in their read-write sets.2 Since transac-
tions that enter the system simultaneously through multiple gatekeepers may
receive concurrent vector clocks, WEAVER uses an auxiliary ordering service to
put them into a serializable timeline.
3.3.4 Reactive Ordering by Centralized Ordering Service
WEAVER uses a centralized ordering service, such as KRONOS, to refine and
keep track of happens-before relationships at a fine grain. The centralized order-
ing service maintains a dependency graph between outstanding transactions,
completely independent of the graph stored in WEAVER. Each vertex in the
dependency graph represents an ongoing transaction, identified by its vector
timestamp, and every directed edge represents a happens-before relationship.
KRONOS ensures that transactions can be reconciled with a coherent timeline by
guaranteeing that the graph remains acyclic (Chapter 2).
KRONOS’s API is centered around events. In this case, events correspond to
transactions in WEAVER. KRONOS enables primitives to create a new event to
track a transaction, to atomically assign a happens-before relationship between
sets of transactions, and to query the order between two or more transactions.
WEAVER’s implementation of the ordering protocol comprises such an
event-oriented API backed by an event dependency graph that keeps track of
2We denote this as T2 ≈ T4.
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transactions at a fine grain. The service is essentially a state machine that is
chain replicated [124] for fault tolerance. Updates to the event dependency
graph, caused by new transactions or new dependencies, occur at the head of
the chain, while queries can execute on any copy of the graph. This results in a
high-performance implementation that scales up to 6 million queries per second
on a chain of 12 servers, each with 8 cores.
WEAVER uses this high-performance centralized ordering service to estab-
lish an order between concurrent transactions which may overlap in their read
or write sets. Strictly speaking, such transactions must have at least one vertex
or edge in common. Since discovering fine-grained overlaps between trans-
action operations can be costly, our implementation conservatively orders any
pair of concurrent transactions that have a shard server in common. When two
such transactions are committing simultaneously, the server(s) committing the
transactions send an ordering request to KRONOS. KRONOS either returns an
order if it already exists, or establishes an order between the transactions. To
maintain a directed acyclic graph corresponding to the happens-before relation-
ships, it ensures that all subsequent operations follow this order.
Establishing a fine-grained order on demand has the significant advantage
that WEAVER will not order transactions that cannot affect each other, thereby
avoiding the overhead of the centralized service for these transactions (Sec-
tion 3.5.1, Section 3.5.2). Such transactions will commit without coordination.
Their operations may interleave, i.e. appear non-atomic to an omniscient ob-
server, but this interleaving is benign because, by definition, no clients can ob-
serve this interleaving. The only transactions that need to be ordered are those
whose interleaving may lead to an observable non-atomic or non-serializable
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outcome.
3.4 Ordering Tradeoffs
The two-step ordering protocol in refinable timestamps combines loosely syn-
chronized scalable clocks with a precise centralized ordering service. WEAVER’s
implementation of refinable timestamps uses vector clocks for timestamping
purposes. However, in principle, any clock synchronization method which pro-
vides partial order may work, such as the use of real time in Google’s Spanner
database called TrueTime [31].
The TrueTime technique uses system clocks which correspond to real wall-
clock time rather than logical counters. To synchronize the clocks, TrueTime
uses specialized hardware such as atomic clocks and GPS clocks to enable
high precision and low skew. Thus, for a successful TrueTime deployment,
the datacenters need to be augmented with such specialized hardware. If
such hardware is available, the TrueTime API returns a clock interval, such as
(start time,end time), which captures the uncertainty in the clock synchro-
nization.
In contrast, WEAVER’s technique uses vector clocks. Each new transaction
receives its own unique timestamp. One component of the timestamp, corre-
sponding to the gatekeeper which received the transaction, is up to date. The
other components of the vector may be slightly out of date depending on when
the last synchronization occurred with the other gatekeepers.
Both refinable timestamps and TrueTime ensure a partial order. Both meth-
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ods also have a similar overhead: TrueTime clocks need to be periodically up-
dated by polling various high precision time references, and vector clocks are
periodically synchronized using announce messages.
Inspite of similarities, WEAVER’s implementation uses refinable timestamps
due to reasons of simpler implementation, ease of deployment, and practicality.
TrueTime makes assumptions about network synchronicity and communication
delay, which are not always practical, even within the confines of a datacenter.
Synchronicity assumptions interfere with debugging, and maybe violated by
network delays under heavy load and systems running in virtualized environ-
ments. Further, a TrueTime system synchronized with average error bound ε¯
will necessarily incur a mean latency of 2ε¯. While TrueTime makes sense for the
wide area environment for which it was developed, WEAVER uses vector clocks
for its first stage.
Irrespective of implementation, refinable timestamps represent a hybrid ap-
proach to timeline ordering that offers an interesting tradeoff between proactive
costs due to periodic synchronization messages between gatekeepers, and the
reactive costs incurred at KRONOS. At one extreme, one could use KRONOS
for maintaining the global timeline for all requests, as in KRONOGRAPH, but
then the throughput of the system would be bottlenecked by the throughput
of the centralized ordering service. At the other extreme, one could use only
gatekeepers and synchronize at such high frequency so as to provide no oppor-
tunity for concurrent timestamps to arise. But this approach would also incur
too high an overhead, especially under high workloads. WEAVER’s key contri-
bution is to reduce the load on a totally ordering centralized ordering service by
layering on a timestamping service that manages the bulk of the ordering, and
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leaves only a small number of overlapping transactions to be ordered by KRO-
NOS. This tradeoff ensures that the scalability limits of KRONOS are extended
by adding gatekeeper servers. WEAVER’s design provides a parameter τ—the
clock synchronization period—that manages this tradeoff.
The clock synchronization period can be adjusted dynamically based on the
system workload. Initially, when the system is quiescent, the gatekeepers do
not need to synchronize their clocks. As the rate of transactions processed by
the different gatekeepers increases, the gatekeepers synchronize clocks more
frequently to reduce the burden on KRONOS. Beyond a point, the overhead
of synchronization itself reduces the throughput of the timestamping process.
We empirically analyze how the system can discover the sweet spot for τ in
Section 5.3.
3.5 Implementation and Correctness of Transactional Ordering
WEAVER uses refinable timestamps for ordering transactions. However, be-
cause node programs potentially have a very large read set and long execution
time, WEAVER processes node programs differently from read-write transac-
tions.
3.5.1 Node Programs
WEAVER includes a specialized, high-throughput implementation of refinable
timestamps for node program execution. A gatekeeper assigns a timestamp
Tprog and forwards the node program to the appropriate shards. The shards
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execute the node program on a version of the in-memory graph consistent with
Tprog by comparing Tprog to the timestamps of the vertices and edges in the multi-
version graph and only reading the portions of the graph that exist at Tprog.
In case timestamps are concurrent, the shard requests for an order from the
centralized ordering service.
When KRONOS receives an ordering request for a node program and a com-
mitted write from a shard, it returns the pre-established order between these
transactions to the shard, if one exists. In cases where a pre-established order
does not exist, because gatekeepers do not precisely order transactions, KRO-
NOS will prefer arrival order. This order is then established as a commitment
for all time; KRONOS will record the happens-before relationship and ensure
that all subsequent queries from all shard servers receive responses that respect
this commitment.
Because arrival order may differ on different shard servers, care must be
taken to ensure atomicity and isolation. For example, in a naı¨ve implementa-
tion, a node program P may arrive after a transaction T on shard 2, but before
T on shard 1. To ensure consistent ordering, WEAVER delays execution of a
node program at a shard until after execution of all preceding and concurrent
transactions.
In addition to providing consistent ordering for transactions, the centralized
ordering service ensures that transitive ordering is maintained. For instance, if
T1 ≺ T2 and T2 ≺ T3 is pre-established, then an order query between T1 and T3
will return T1 ≺ T3. This is because the dependency graph stored in KRONOS
has edges for T1 ≺ T2 as well as T2 ≺ T3, thus the query order(T1, T3) call will
return T1 happens before T3.
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Furthermore, because transactions are identified by their unique vector
clocks, we modify KRONOS’s implementation for WEAVER so that it is vector
clock-aware. Essentially, KRONOS can infer and maintain implicit dependencies
captured by the vector clocks. For example, if KRONOS first orders 〈0, 1〉 ≺ 〈1, 0〉
and subsequently a shard requests the order between 〈0, 1〉 and 〈2, 0〉, KRONOS
will return 〈0, 1〉 ≺ 〈2, 0〉 because 〈0, 1〉 ≺ 〈1, 0〉 ≺ 〈2, 0〉 due to transitivity.
To do this, we add a list of transactions in KRONOS per gatekeeper. When-
ever KRONOS receives a new transaction, either as part of a query order or
an assign order call, it first binary searches the new transaction in the corre-
sponding list and locates its correct position. Subsequently, it adds happens be-
fore edges between the new transaction and its preceding and subsequent trans-
actions in the list. For example, if the current state of the list corresponding to
the first gatekeeper is 〈1, 0〉 ≺ 〈2, 3〉 ≺ 〈4, 3〉, and KRONOS receives a new trans-
action with timestamp 〈3, 3〉 which was timestamped by the first gatekeeper as
well, KRONOS creates edges 〈2, 3〉 ≺ 〈3, 3〉 and 〈3, 3〉 ≺ 43. This mechanism en-
sures that KRONOS respects both vector clock ordering as well as dependency
graph ordering, at the cost of extra edges in the event dependency graph. To en-
able binary searching, the actual implementation is a array that is automatically
dynamically resized, such as a std::vector in C++.
3.5.2 Transactions
Transactions, which contain both reads and writes, result in updates to both
the in-memory graph at the shard servers and the fault-tolerant graph stored in
the backing store. WEAVER first executes the transaction on the backing store,
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thereby leveraging its transactional guarantees to check transaction validity. For
example, if a transaction attempts to delete an already deleted vertex, it aborts
while executing on the backing store. After the transaction commits successfully
on the backing store, it is forwarded to the shard servers which update the in-
memory graph without coordination.
To execute a transaction on the backing store, gatekeepers act as interme-
diaries. Clients buffer writes and submit them as a batch to the gatekeeper at
the end of a transaction, and the gatekeeper, in turn, performs the writes on the
backing store. The backing store commits the transaction if none of the data read
during the transaction was modified by a concurrent transaction. HyperDex
Warp, the backing store used in WEAVER, employs the highly scalable acyclic
transactions protocol [42] to order multi-key transactions. This protocol a form
optimistic concurrency control that enables scalable execution of large volumes
of transactions from gatekeepers.
Gatekeepers, in addition to executing transactions on the backing store, also
assign a refinable timestamp to each transaction. Timestamps are assigned in
a manner that respects the order of transaction execution on the backing store.
For example, if there are two concurrent transactions T1 and T2 at gatekeepers
GK1 and GK2 respectively, both of which modify the same vertex in the graph,
WEAVER guarantees that if T1 commits before T2 on the backing store, then T1 ≺
T2. To this end, WEAVER stores the timestamp of the last update for each vertex
in the backing store. In our example, if T1 commits before T2 on the backing
store, then the last update timestamp at the graph vertex will be T1 when GK2
attempts to commit T2. Before committing T2, GK2 will check that T1 ≺ T2. If
it so happens that the timestamp assigned by GK2 is smaller, i.e. T2 ≺ T1, then
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Figure 3.6: Each shard server maintains a queue of transactions per gate-
keeper and executes the transaction with the lowest timestamp.
When a group of transactions are concurrent (e.g. T3, T4, and
T5), the shard server consults KRONOS to order them.
GK2 will abort and the client will retry the transaction. Upon retrying, GK2 will
assign a higher timestamp to the transaction.
While gatekeepers assign refinable timestamps to transactions and thereby
establish order, shard servers obey this order. To do so, each shard server has a
priority queue of incoming transactions for each gatekeeper, prioritized by their
timestamps (Figure 3.6). Shard servers enqueue transactions from gatekeeper i
on its i-th gatekeeper queue. When each gatekeeper queue is non-empty, an event
loop at the shard server pulls the first transaction Ti off each queue i and exe-
cutes the earliest transaction out of (T1, T2, . . . , Tn). In case a set of transactions
appear concurrent, such as (T3, T4, T5) in Figure 3.6, the shard servers will sub-
mit the set to KRONOS in order to discover and, if necessary, assign an order.
WEAVER’s implementation of refinable timestamps at shard servers has
correctness and performance subtleties. First, in order to ensure that trans-
actions are not lost or reordered in transit, WEAVER maintains FIFO channels
between each gatekeeper and shard pair using sequence numbers. Second, to
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ensure the system makes progress in periods of light workload, gatekeepers pe-
riodically send NOP transactions to shards. NOP transactions guarantee that
there is always a transaction at the head of each gatekeeper queue. This pro-
vides an upper-bound on the delay in node program execution, set by default
to 10µs in our current implementation. Third, since ordering decisions made
by KRONOS are irreversible and monotonic, shard servers can cache these de-
cisions in order to reduce the number of ordering requests. Finally, KRONOS
supports batched query order requests, so a shard may create a batch of all
transactions that are at the head of each shard queue and submit that to KRO-
NOS. Thus, in our example of 3 concurrent transactions (T3, T4, T5) in Figure 3.6,
the shard server can discover the total ordering between the 3 transactions in a
single request, and reuse the order in multiple iterations of the event loop.
Having decided which transaction to execute next, the shard effectively cre-
ates a new version of the graph without eliminating its current state. Effectively,
the shards maintain an in-memory multi-version distributed graph by marking
each written object with the refinable timestamp of the transaction. For exam-
ple, an operation that deletes an edge actually marks the edge as deleted and
stores the refinable timestamp of the deletion in the edge object. Periodically,
the outdated versions of the graph which are no longer needed for any query
may be cleaned up using WEAVER’s garbage collection protocol (Section 4.3).
3.5.3 Proof of Correctness
In this section, we prove that WEAVER’s implementation of refinable time-
stamps yields a strictly serializable execution order of transactions and node
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programs. We structure the proof in two parts—the first part shows that the
execution order of transactions is serializable, and the second part shows that
the execution order respects wall-clock ordering. We assume that KRONOS cor-
rectly maintains a DAG of events that ensures that no cycles can arise in the
event dependency graph (Chapter 2).
Theorem 3.5.3.1. Let transactions T1, . . . , Tn have timestamps t1, . . . , tn. Then the
execution order of T1, . . . , Tn in WEAVER is equivalent to a serializable execution order.
Proof. We prove the claim by induction on n, the number of transactions in the
execution.
Basis: The case of n = 1, the execution of a single transaction T1 is vacuously
serializable.
Induction: Assume all executions with n transactions are serializable in
WEAVER. Consider an execution of n+ 1 transactions. Remove any one transac-
tion from this execution, say Ti, 1 ≤ i ≤ n+1, resulting in a set of n transactions.
The execution of these transactions has an equivalent serializable order because
of the induction hypothesis. We will prove that the addition of Ti to the exe-
cution also yields a serializable order by considering the ordering of Ti with an
arbitrary transaction Tj, 1 ≤ j ≤ n+ 1, i 6= j in three cases.
First, if both Ti and Tj are node programs, then their relative ordering does
not matter as they do not modify the graph data.
Second, let Ti be a node program and Tj be a read-write transaction. If
Ti ≺ Tj , either due to vector clock ordering or due to KRONOS, then the node
program Ti cannot read any of Tj’s updates. This is because when Ti executes
at a vertex v, WEAVER first iterates through the multi-version graph data (i.e.
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vertex properties, out-edges, and edge properties) associated with v, and filters
out updates that happen after ti (Section 3.5.1). If Tj ≺ Ti, then WEAVER ensures
that Ti reads all updates, across all shards, due to Tj . This is because node pro-
gram execution is delayed at a shard until the timestamp of the node program
is lower than all enqueued read-write transactions (Section 3.5.1).
Third, we consider the case when both Ti and Tj are read-write transactions.
Let Γx(Tk) denote the real time of execution of transaction Tk at shard Sx. If
ti < tj due to vector clock ordering, then Γx(Ti) < Γx(Tj) ∀x. (Section 3.5.2).
Similarly if tj < ti then Γx(Tj) < Γx(Ti) ∀x. For the case when ti ≈ tj , assume if
possible that Ti and Tj are not consistently ordered across all shards, i.e. Γa(Ti) <
Γa(Tj) and Γb(Tj) < Γb(Ti). When Tj executes at Sb, let T ′i be the transaction that
is in the gatekeeper queue corresponding to Ti. T ′i may either be the same as
Ti, or T ′i ≺ Ti due to sequence number ordering (Section 3.5.2). Since Γb(Tj) <
Γb(T
′
i ), we must have Tj ≺ T ′i . But since ti ≈ tj , it must also be the case that
t′i ≈ tj , and thus the decision Tj ≺ T ′i was established at KRONOS. Thus we
have:
Tj ≺ T ′i  Ti (3.1)
Now when Ti executes at Sa, let T ′j be the transaction in the gatekeeper queue
corresponding to Tj . By an argument identical to the previous reasoning, we
get:
Ti ≺ T ′j  Tj (3.2)
Equation 3.1 and Equation 3.2 yield a cycle in the dependency graph, which is
not permitted by KRONOS.
Since the execution of Ti is isolated with respect to the execution of an arbi-
trary transaction Tj ∀j, 1 ≤ j ≤ n + 1, we can insert Ti in the serial execution
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order of T1, . . . , Ti−1, Ti+1, . . . , Tn+1 and obtain another serializable execution or-
der comprising all n+ 1 transactions.
Theorem 3.5.3.2. Let transactions T1 and T2 have timestamps t1 and t2 respectively. If
the invocation of transaction T2 occurs after the response for transaction T1 is returned
to the client, then WEAVER orders T1 ≺ T2.
Proof. When both T1 and T2 are read-write transactions, then the natural exe-
cution order of the transactions on the transactional backing store ensures that
T1 ≺ T2. This is because the response of T1 is returned to the client only after the
transaction executes on the backing store, and the subsequent invocation of T2
will see the effects of T1.
Consider the case when the invocation of node program T2 occurs after the
response of transaction T1. If either t1 < t2 or t2 < t1 by vector clock ordering, the
shards will order the node program and transaction in their natural timestamp
order. When t1 ≈ t1, KRONOS will consistently order the two transactions across
all shards. KRONOS will return a preexisting order if one exists, or order the
node program after the transaction (Section 3.5.1). By always ordering node
programs after transactions when no order exists already, KRONOS ensures that
node programs never miss updates due to completed transactions.
Combining the two theorems yields that WEAVER’s implementation of re-
finable timestamps results in a strictly serializable order of execution of transac-
tions and node programs.
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3.6 Chapter Summary
In this section, we described techniques that aimed at scaling up distributed
transaction ordering. We introduced refinable timestamps, a new two-step or-
dering technique that performs lightweight partial ordering using vector time-
stamps, and resorts to precise total ordering based on a centralized ordering
service on demand for a subset of the operations. We described the full trans-
action protocol and its implementation in WEAVER, a distributed strictly serial-
izable graph database. We also detailed a proof of correctness that shows that
WEAVER’s ordering protocol results in a strictly serializable transaction execu-
tion history.
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CHAPTER 4
PRACTICAL GRAPH DATA MANAGEMENT
The previous chapter detailed WEAVER’s implementation of transaction and
query ordering using refinable timestamps. In this chapter, we describe mul-
tiple features designed to improve usability and performance of storing and
processing large graphs.
4.1 Bulk Data Load
While WEAVER’s transaction implementation provides high throughput in
many common cases, a pathological worst case scenario for the refinable time-
stamps protocol would be a write-heavy workload with high conflict rate. In
this case, many write operations belonging to different transactions would con-
flict at the shards, and would require resolution from KRONOS, the centralized
ordering service. This would, in turn, cause the system performance to be lim-
ited by the performance of KRONOS.
In our experience, the most common case where this arises in database man-
agement is during the initial data loading phase. The process of ingesting a
large graph in WEAVER involves performing a high rate of update operations.
Moreover, for vertices that have a high degree of relationships, the conflict rate
on the update operations can be high. This represents a scenario with a high
rate of conflict-heavy write operations.
Although it is possible to perform the initial data ingest using transactions,
WEAVER’s implementation includes a specialized bulk loading mode. In this
mode, shards ingest graph data from files on disk at a high rate. However,
68
while shards are in the bulk loading mode, no node programs or transactions
may execute in the system. In effect, the system enters in to a “write-only” state
in order to fully optimize for the pending data ingest.
While in the bulk loading mode, each shard reads its partition of the graph
from a file or multiple files from disk. The shard spawns bulk loading threads,
and each thread reads chunks of the data from the file sequentially. After read-
ing in a chunk from disk to memory, the thread processes that chunk by parsing
the data format to extract vertices, edges, and associated data in the form of key-
value pairs. To ensure that the threads can ingest the data with high-throughput
and no conflicts, the data is hash partitioned amongst the threads. Thus, each
thread is responsible for writing its own share of vertices, associated edges, and
metadata, isolated from the write sets of other bulk loading threads, thereby
guaranteeing no errors or conflicts.
Since the data is striped across the bulk loading threads, the data ingest pro-
cess is vulnerable to stragglers due to unequal data distribution. To address
the straggler problem, each shard ingests the data in chunks. Each bulk load-
ing thread reads the next chunk from disk and then processes it to load its own
share of data. Once a thread finishes its own work, it detects other straggling
bulk load threads, and assumes responsibility for loading some of the strag-
gler’s share. This ensures that bulk loading is not delayed due to unequal hash
partitioning of vertices to threads.
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4.2 Dynamic Code Deployment
WEAVER’s node programs are designed to enable users to execute arbitrary, of-
ten complicated graph algorithms with strong consistency on large graphs. Un-
like the transaction API which permits multiple operations enclosed within a
transactional block, the node program interface essentially permits issuing one
node program query at a time. Of course, the query can be complex and may
read a large portion of the graph as dictated by the user’s code. However, this
requires the node program code to be loaded on each shard prior to the client
issuing the request.
Compiling the node program logic in to the shard server has the obvious
drawback that users cannot innovate and deploy new node programs without
suffering service downtime. In such a scenario, when a user wants to issue a
new node program, it would first kill all database processes in the entire cluster,
then recompile the shard process with the new application logic, and then re-
deploy the cluster. While WEAVER’s fault tolerance scheme ensures that such a
process would correctly recover all data from disk, the inevitable service down-
time is a nuisance at best, and unacceptable for production systems with high
availability requirements.
For such scenarios, WEAVER’s implementation includes dynamic node pro-
gram code deployment. The user submits their new node program as a shared
object file. The shared object file is loaded by the shards, without service inter-
ruption, using the dlopen syscall. Once a shared object is loaded in to memory
with dlopen, WEAVER can locate the necessary node program functionality
from the shared object using the dlsym which enables locating the address of a
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symbol in the shared object. A naming convention enables symbols correspond-
ing to constructors, destructors, serialization methods, and node program logic
to be located in the user submitted shard object. After all shards load the node
program functionality dynamically, clients can issue new requests. This tech-
nique guarantees dynamic code deployment without service downtime.
4.3 Garbage Collection
WEAVER’s multi-version graph data model permits multiple garbage collection
policies for deleted objects. Users may choose to not collect old state if they wish
to maintain a multi-version graph with support for historic searches, or they
may choose to clean up state older than the earliest operation still in progress
within the system.
In the former case, WEAVER retains all versions of the graph in memory and
on disk. This permits users to issue node program queries with a timestamp
in the past. When a shard receives such a node program query at a vertex, it
compares the timestamp of the node program to all versions of the vertex and
executes the query on the one (and only) version of vertex that corresponds to
the node program timestamp. Such a garbage collection policy, or lack thereof,
enables an eidetic graph database.
In the latter case, WEAVER employs a simple algorithm for distributed
garbage collection. Each gatekeeper keeps track of outstanding node programs
which have begun execution and not yet completed. The gatekeepers periodi-
cally communicate the timestamp of the earliest outstanding node program to
each shard. The shards take the minimum of these timestamps to compute Te,
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the earliest possible node program that is still executing across the system. This
enables the shard servers to permanently delete all state with delete timestamp
earlier than Te. WEAVER uses the same garbage collection algorithm for cleaning
up events in the dependency graph of KRONOS. This is because future transac-
tions will have a timestamp strictly greater than Te and hence cannot conflict
with the expired events.
4.4 Graph Partitioning
The dynamic nature of the graphs that WEAVER supports presents opportuni-
ties and challenges for the system. In this section, we describe how WEAVER
rebalances load in response to changes to the underlying graph.
Graph partitioning is a very important factor for performance in a dis-
tributed graph store. If there are lots of edges that span across shards, then
query execution would entail sending many messages between servers. Graph
partitioning quality is directly proportional to network overhead, which affects
the overall efficiency of the system. In general, minimizing cross-partition edges
is a desirable property for sharded graphs.
State of the art graph partitioning techniques [63] require a centralized view
of the graph, wherein the entire adjacency list or matrix is available on a single
machine. Since such a view is not available in a distributed architecture such as
WEAVER, new techniques which partition the graph in a distributed fashion are
necessary.
Common graph applications often exhibit locality in their data access pat-
72
terns; that is, it is likely that a query which reads a particular vertex also reads
the neighbors of that vertex. WEAVER leverages this by migrating nodes across
shards based on changes in the graph structure. The key insight behind migra-
tion of graph vertices across shard servers is that colocating a vertex with the
majority of its neighbors can result in lower communication overhead during
query processing.
To facilitate dynamic migration of graph data across shards, WEAVER imple-
ments a generic graph repartitioning scheme which streams through the ver-
tices at each shard and decides whether to migrate the vertex to another shard
based on the vertex’s data. The repartitioning happens independent of the time-
line coordinator and permits concurrent updates to the graph. However, since
the repartitioning process is completely asynchronous, care must be taken to
avoid following stale edges to vertices that have recently migrated. WEAVER
maintains its consistency guarantees throughout the repartitioning process by
retaining a pointer at the source shard to the new location of the migrated ver-
tex and eventually garbage collecting the pointer when the changes due to the
migration is reflected in all graph store state.
The choice of migration policy is orthogonal to the rest of the system design,
and WEAVER can accommodate a large class of graph partitioning algorithms
which use vertex-local data. However, any practical graph partitioning heuristic
needs certain guiding principles. The heuristic should take into account the
structure of the graph and attempt to colocate as many neighbor vertices as
possible in order to minimize the number of edges cut. An equally desirable
characteristic is that the repartitioning heuristic should be lightweight. In order
to handle dynamic graphs, it should be possible to run the heuristic repeatedly
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without pausing graph queries and make vertex migration decisions locally at
each shard.
WEAVER uses the restreaming variant [95] of the Linear Deterministic
Greedy graph partitioning heuristic due to Stanton and Kliot [112]. This heuris-
tic streams through the vertex list and, for each vertex v, attempts to relocate v to
the shard which houses the majority of its neighbors, subject to server capacity
constraints.
4.5 Caching in a Dynamic Graph
In addition to locality in access patterns, graph analyses can benefit from
caching analysis results at vertices. Many typical traversal-oriented graph
queries explore a large portion of the graph. When such traversals cross shard
boundaries, they can be expensive to compute. For example, a reachability
query which attempts to discover if a vertex Vn is reachable from a vertex V1
would perform a breadth-first search starting at V1 until it reaches Vn or explores
the entire connected component. If Vn is reachable, the entire (V1, . . . , Vn) path
can be cached at each vertex Vi. Subsequent queries which attempt to reach Vj
starting at vertex Vi where i < j can avoid performing the costly traversal again
by simply reusing the cached path. For typical social networks where Vn is a
popular vertex, this optimization can save significant network traffic.
However, it is difficult to support caching in a scenario where the system
guarantees strong consistency, since query results may have complicated de-
pendencies, as graph-structured data often does. For instance, it is non-trivial
for a graph store to cache the path returned by a reachability query, because
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subsequent modifications to any vertex on the entire path may invalidate the
cached value.
WEAVER provides a caching interface which permits applications to memo-
ize the results of node programs along with the vertex data at the shard server.
WEAVER adopts an application-driven invalidation technique which can match
the semantics of the cached data. Applications built on top of WEAVER specify
the watch set, i.e. the graph data that decides the validity of the cached value.
When subsequent queries execute at the shard servers and find a cached value,
the queries also return all changes made to the watch set along with the query
results to the client. Clients may decide whether the value is still valid or needs
to be purged from the cache. In our example of reachability queries on a social
network, the cached value would simply be the vertex handle of the destination
vertex and the watch set for a cached reachability query would be the entire
cached path.
4.6 Fault Tolerance
WEAVER has a minimal approach to fault tolerance. To withstand f failures of
gatekeepers or shard servers, there need to f backup servers in the datacen-
ter. The backup servers register with the cluster manager but do not actively
replicate state from gatekeepers, shards, or the backing store. This approach
minimizes the common case overhead of replicating each update at gatekeeper
or shard to a backup server, and it also reduces the amount of data that is per-
sistently stored in the backing store.
In response to a gatekeeper or shard failure, the cluster manages spawns a
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new process on one of the live backup servers. The new process restores cor-
responding graph data from the backing store and recreates the partition of the
graph. However, restoring the graph from the backing store is not sufficient to
ensure strict serializability of transactions since timestamps and queues are not
stored at the backing store.
WEAVER implements additional techniques to ensure strict serializability. A
transaction that has committed on the backing store before failure requires no
extra handling: the backup server will read the latest copy of the data from the
backing store. Transactions that have not executed on the backing store, as well
as all node programs, are reexecuted by WEAVER with a fresh timestamp after
recovery, when resubmitted by clients. Since partially executed operations for
these transactions were not persistent, it is safe to start execution from scratch.
This simple strategy avoids the overhead of execution-time replication of or-
dering metadata such as the gatekeeper queues at shards and pays the cost of
reexecution on rare server failures.
Next, in order to maintain monotonicity of timestamps on gatekeeper fail-
ures, a backup gatekeeper restarts the vector clock for the failed gatekeeper. To
order the new timestamps with respect to timestamps issued before the failure,
the vector clocks in WEAVER include an extra epoch field which the cluster man-
ager increments on failure detection. The cluster manager imposes a barrier
between epochs to guarantee that all servers move to the new epoch in unison.
The remaining components of the architecture include the backing store.
KRONOS, and the cluster manager. We treat the backing store as a fault tol-
erant black box—any off the shelf, state of the art, production-ready database
suffices. Our implementation uses HyperDex Warp [42], which ensures fault
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tolerant and durable key-value operations. KRONOS is implemented as a fault
tolerant replicated state machine as described in Chapter 2. Finally, the cluster
manager may also be implemented as a fault tolerant replicated state machine,
similar to KRONOS, or we may employ an off-the-shelf configuration service
such as Apache Zookeeper [61, 46]. WEAVER implements its own replicated
cluster manager.
4.7 Demand Paging
WEAVER stores a sharded multi-version graph which is partitioned according to
the scheme described in Section 4.4. The graph data is stored in in-memory at
the shard servers, and a durable copy resides in the backing store (Section 3.3.2).
While WEAVER attempts to store as much of the graph data in memory as pos-
sible, the overall data size may grow beyond the cumulative available memory
across all shards.
If there is more data than memory available, WEAVER implements a form
of demand paging. Essentially, WEAVER implements a least recently used algo-
rithm at each shard to keep those nodes which have been used most recently in
memory. WEAVER uses the clock algorithm commonly used to implement page
replacement in operating systems as an approximation to the least recently used
algorithm [8]. WEAVER stores a circular list data structure with pointers to graph
vertices in memory. Each time a vertex is accessed that is already in memory,
the corresponding entry in the circular list is marked as “used”. When a “vertex
fault” occurs, that is, a query attempts to access a vertex that does not reside in
memory, WEAVER first chooses a vertex to evict. A pointer, called the clock hand,
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sweeps through the circular list and resets the used field of the vertex pointers
until it finds an unused vertex. WEAVER subsequently continues and evicts as
many vertices from memory as required in order to page in the new vertex for
the current query. Our implementation assumes that each vertex and associ-
ated data, including its adjacency list and key-value properties, can fit entirely
in memory at any shard.
4.8 Applications
WEAVER’s property graph abstraction, together with strictly serializable trans-
actions, enable a wide variety of applications. We describe three sample appli-
cations built on WEAVER.
4.8.1 Social Network
We implement a database backend for a social network, based on the Facebook
TAO API [22], on WEAVER. Facebook uses TAO to store both their social net-
work as well as other graph-structured metadata such as relationship between
status updates, photos, ‘likes’, comments, and users. Applications attributes
vertices and edges with data that helps render the Facebook page and enable
important application-level logic such as access control. TAO supports billions
of reads and millions of writes per second and manages petabytes of data [22].
We evaluate the performance of this social network backend against a similar
one implemented on Titan [33], a popular open-source graph database, in Sec-
tion 5.3.2.
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4.8.2 CoinGraph
Bitcoin [91] is a decentralized cryptocurrency that maintains a publicly-
accessible history of transactions stored in a datastructure called the blockchain.
For each transaction, the blockchain details the source of the money as well as
the output Bitcoin addresses. CoinGraph is a blockchain explorer that stores
the transaction data as a directed graph in WEAVER. As Bitcoin users transact,
CoinGraph adds vertices and edges to WEAVER in real time. CoinGraph uses
WEAVER’s node programs to execute algorithms such as user clustering, flow
analyses, and taint tracking. The application currently stores more than 80M
vertices and 1.2B edges, resulting in a total of ∼ 900 GB of annotated data in
WEAVER.
4.8.3 RoboBrain
RoboBrain [107] stores a knowledge graph in WEAVER that assimilates data and
machine learning models from a variety of sources, such as physical robot inter-
actions and the WWW, into a semantic network. Vertices correspond to concepts
and edges represent labeled relationships between concepts. As RoboBrain in-
corporates potentially noisy data into the network, it merges this data into exist-
ing concepts and splits existing concepts transactionally. WEAVER also enables
RoboBrain applications to perform subgraph queries as a node program. This
allows ML researchers to learn new concepts without worrying about data or
model inconsistencies on potentially petabytes of data [128].
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4.8.4 Discussion
The common theme among these applications is the need for transactions on
dynamic graph structured data. For example, if the social network backend did
not support strictly serializable transactions, it would be possible for reads to
see an inconsistent or out-of-date view of the graph, leading to potentially seri-
ous security flaws such as access control violations. Indeed, Facebook recently
published a study of consistency in the TAO database [79] which showed that
in a trace of 2.7B requests over 11 days, TAO served thousands of stale reads
that violate linearizability. Similarly, if CoinGraph were to be built on a non-
transactional database, then it would be possible for users to see a completely
incorrect view of the blockchain. This is possible because (1) the Bitcoin proto-
col accepts new transactions in blocks and partially executed updates can lead
to an inconsistent blockchain, and (2) in the event of a blockchain fork, a data-
base that reads a slightly stale snapshot may return incorrect transactions from
the wrong branch of the blockchain fork, leading to financial losses.
While it may be possible to build specialized systems for some of these ap-
plications that relax the strict serializability guarantees, we believe that pro-
viding transactional semantics to developers greatly simplifies the design of
such applications. Moreover, since semantic bugs are the leading cause of soft-
ware bugs [76], a well-understood API will reduce the number of such bugs.
Finally, WEAVER is scalable and can support high throughput of transactions
(Section 5.3), rendering weaker consistency models unnecessary.
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4.9 Chapter Summary
In this chapter, we provided various implementation details that comprise
the WEAVER graph store. The key enabler for many of WEAVER’s features
is the multi-version graph that underpins the storage layer—this permits his-
toric queries, consistent yet dynamic data resharding, application-driven query
caching, as well as dynamic code deployment. We also discussed many prac-
tical applications that are made possible by WEAVER, including a knowledge
graph and a cryptocurrency blockchain explorer.
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CHAPTER 5
EVALUATION
In this chapter, we perform a full evaluation of the various techniques de-
scribed in this dissertation. We first evaluate the performance of KRONOS, a
centralized instantiation of the transaction ordering technique used in our graph
store (Chapter 2). KRONOS’s evaluation includes both micro-benchmarks that
measure the scalability and performance of individual API calls, as well as end
to end benchmarks of applications built on top on KRONOS including KRONO-
GRAPH and a transactional key-value store.
Next, we evaluate the refinable timestamps protocol for ordering transac-
tions in a graph store (Chapter 3). Since the purpose of designing refinable
timestamps is to improve scalability of the centralized ordering service, we fo-
cus specifically on scalability of the ordering protocol. We also experimentally
measure the effect of τ , the clock synchronization period, on the tradeoff be-
tween proactive and reactive ordering in refinable timestamps.
Finally, we perform end to end evaluations of a full implementation of
WEAVER (Chapter 4). We compare WEAVER’s performance to a variety of state
of the art graph storage and processing systems on applications such as a Bitcoin
blockchain explorer, a social network backend, and graph analytics workloads.
We also measure the impact of WEAVER’s performance optimizations, specifi-
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cally the dynamic repartitioning and query caching features.
5.1 Centralized Ordering
We have fully implemented KRONOS to provide the functionality detailed in
Section 2.4, and have built multiple applications on top of it. In the first half
of our evaluation, we examine the performance of our sample applications to
demonstrate that it is feasible to build real-world applications using KRONOS.
In the second half of our evaluation, we use micro-benchmarks to investigate
important aspects of KRONOS’s design, paying careful attention to performance,
scalability, and resource usage. We finish our evaluation with a brief demonstra-
tion of KRONOS’s fault-tolerance.
Our experimental setup consists of fourteen well-provisioned servers. Each
server is equipped with two Intel Xeon 2.5 GHz E5420 quad-core processors and
16 GB of RAM. All servers are running 64-bit Debian 7 and are connected via
gigabit Ethernet.
5.1.1 Applications
In this section we attempt to answer the question, “Is it practical to build ap-
plications on KRONOS?” The performance of the resulting applications is im-
portant in evaluating whether KRONOS is a suitable choice for each application,
but should not be the only deciding factor. For small- to medium-sized ap-
plications, the composition property provided by KRONOS may be worth any
overhead that affects performance.
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Figure 5.1: Titan and KRONOGRAPH performing friend recommendation
calculations on a mutating graph in a 95% read/5% write
workload. KRONOGRAPH outperforms Titan by more than
50× for the Twitter social network. KRONOS enables KRONO-
GRAPH to perform queries that are fully isolated from the on-
going write operations, while Titan uses locking to make the
same guarantee.
For all of the application-specific benchmarks, we deployed a single instance
of KRONOS on its own server, to ensure that the cost of interacting with KRONOS
includes all relevant communication cost. The remaining servers in the cluster
deploy the application itself. We evaluate fault tolerance overheads separately.
5.1.1.1 Graph Store
We first evaluate KRONOGRAPH, our graph store built on top of KRONOS. For
an accurate comparison, we compare KRONOGRAPH to Titan [33], another on-
line graph store that permits users to query and incrementally alter the graph.
Titan employs lock-based techniques to provide isolation guarantees compa-
rable to KRONOGRAPH. We omit comparisons to other notable graph sys-
tems [51, 104, 81] because they do not support online operation and are thus
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incomparable to Titan and KRONOGRAPH.
Intuitively, queries and updates in KRONOGRAPH should be strictly less
expensive than in Titan because Titan’s lock-based techniques inhibit concur-
rency, while KRONOGRAPH exploits late time binding in KRONOS to allow non-
blocking behavior. Titan’s locks decide the order of graph operations; the first
process to grab a lock is implicitly ordered earlier than later lock-holders. KRO-
NOGRAPH explicitly manages the order of graph operations, and consequently
can perform multiple operations simultaneously, and resolve their order in one
call to KRONOS.
To characterize the difference in behavior between Titan and KRONOGRAPH,
we implemented a friend recommendation application in a social network on
top of both systems. Our application represents the social network as a graph
where individuals are represented by vertices, and edges symbolize friendship.
The application makes friend recommendations on the basis of maximizing mu-
tual friendship. For a given input, the algorithm will return the user with the
most number of friends in common. This mimics the behavior of many social
networks, where the structure of the graph is used to make further recommen-
dations to users [121].
We ran both of our friend recommendation algorithms on a subset of the
Twitter social network [84]. This graph consists of 81,306 individuals with
1,768,149 friendship links. For both implementations, we ran 32 parallel clients
with a workload generator that produced a mixed workload that performed
a friend recommendation 95% of the time, and introduced new individuals or
friendships to the graph the remaining 5% of the time. We can see in Figure 5.1
that the KRONOGRAPH friend recommendation algorithm outperforms the Ti-
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Figure 5.2: Transactional chains are fully three times faster than locking-
based implementations and achieve 94% of the throughput
of a “put-and-pray” approach built on MongoDB. This graph
shows a sample banking application performing transfers be-
tween accounts.
tan recommendation algorithm by more than 50×.
The performance gap between KRONOGRAPH and Titan is largely related
to the density of the graph. We generated two random graphs of varying den-
sity to use as inputs to our friend recommendation algorithm to confirm this
hypothesis. The denser of the two graphs had an average degree of 100, while
the sparser graph had an average degree of 10. We can see in Figure 5.1 that
KRONOGRAPH outperforms Titan by a factor of 8.3× and 1.4× respectively.
The variation in KRONOGRAPH’s performance across the three different
graphs gives us deeper insight into the performance characteristics of the sys-
tem beyond raw differences in throughput. Because the number of calls made
to KRONOS is related to the number of operations submitted by KRONOS clients,
we would expect that a bottleneck around KRONOS would limit the throughput
and restrict it from varying with the density of the graph. Batching and caching
in KRONOGRAPH are effective, and prevent KRONOS from becoming a bottle-
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neck. In our Twitter experiment, approximately 13.4% of operations required a
KRONOS traversal.
5.1.1.2 Transactions
In this section, we describe the evaluation of a transactional key-value store,
that provides ACID semantics, built using KRONOS. To evaluate this applica-
tion, we developed a prototypical banking application, similar to the one used
in nearly every database textbook to illustrate transactions [39]. Our applica-
tion processes users’ debits and credits, and transfers money between bank ac-
counts.
For comparison, we implemented the banking application on top of two
other data stores for a total of three comparable bank applications. Our first
bank application is built on the popular MongoDB NoSQL data store, where
account transfer consists of two independent write operations to MongoDB. Be-
cause MongoDB does not offer transactional semantics—it is only eventually
consistent—this application is likely to encounter undesirable behavior, such
as incomplete money transfers and lost deposits. Our second bank application
uses locking techniques, such as those used in Percolator [97], to synchronize
access to individual accounts and provide fully-serializable semantics. Finally,
we implemented transactional semantics using KRONOS as described in Sec-
tion 2.5.3. We used HyperDex [41] as the underlying key-value store in the
second and third implementations.
Figure 5.2 shows the throughput each implementation was able to achieve
when accessed by 64 concurrent clients. We see that the KRONOS-based variant
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Figure 5.3: KRONOS is a scalable system. This graph shows the aggre-
gate throughput achieved by a fixed number of clients calling
query order on a graph where each edge participates in, on
average, 5 happens-before relationships. Aggregate through-
put is measured across a 30 second window and the tight error
bars show the 5th and 95th percentiles for throughput observed
throughout the window.
outperforms the lock-based variant by a factor of 3×. The KRONOS-based trans-
actional key-value store achieves 94% the throughput of the non-transactional,
eventually-consistent MongoDB deployment. This comparison provides an ad-
vantage to MongoDB, as MongoDB provides relatively weak guarantees, while
the KRONOS-based transactional key-value store provides ACID transactions.
5.1.2 Micro-Benchmarks
In order to further explore the design decisions made in KRONOS, we present
several micro-benchmarks each of which explores a different aspect of KRO-
NOS’s design. KRONOS provides tools for explicit event creation and ordering.
We first examine the performance and scalability of order-related API calls as
they are by far the most costly aspect of KRONOS. We then investigate the time
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Figure 5.4: KRONOS quickly creates events. KRONOS can create a new
event in less than 57µs 99% of the time.
and resource costs associated with event creation, dependency creation, and
event garbage collection. Except where noted, these results do not include the
overhead of state machine replication, as it is largely separable from KRONOS’s
implementation.
5.1.2.1 Scalability
Our first experiment measures how additional servers enable KRONOS to han-
dle additional query order requests. In this experiment, we pre-loaded KRO-
NOS with a random graph over 10,000 vertices with 50,000 edges, and varied
the number of replicas used for satisfying query order requests. Each client
performs random query order requests on the graph, checking for preexist-
ing relationships. We deployed 64 clients that concurrently query the replicas
of the graph using the query order API. Figure 5.3 shows that KRONOS scales
well; each additional server enables the system to respond to proportionally
more query server requests.
89
5.1.2.2 Dependency Creation
When assigning order between two events, the dominating cost is graph traver-
sal. Once KRONOS traverses the graph, the cost of actually recording the de-
pendency is nearly trivial. We measured the time taken to create dependencies
that require no traversal, and found that, across 1 million events, dependency
creation completes in 49µs 14.7% of the time, and 50µs the remaining 85.3% of
the time. These numbers also reflect the additional cost of creating events above
and beyond the cost of a query order operation.
5.1.2.3 Event Creation
The next experiment examines the overhead of event creation and shows that
KRONOS creates events in constant time. Figure 5.4 shows a CDF of event
creation latency for 100 million events. KRONOS completes a majority of
event create operations in 44µs and 99% of operations in less than 57µs
These measurements include all allocation necessary to create the new event.
For this experiment, the client uses the KRONOS Python bindings to create and
acquire references to the events. The event creation latency was measured by
timing 10,000 sequential calls to event create, with no parallelism in the calls.
To avoid confounding effects relating to network latency and to isolate the per-
formance of the server itself, the client and server are co-located on the same
machine.
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Figure 5.5: KRONOS’s memory consumption scales linearly as events are
added. In this graph, a single client adds a total of 100 million
events sequentially, maintaining a reference to each one. The
memory usage is the maximum resident set size of the pro-
cess. Discontinuities in the graph are directly related to array-
doubling in the implementation.
5.1.2.4 Memory Consumption
Because KRONOS allocates all memory used by a vertex at event creation time,
it is important to quantify this cost. Figure 5.5 shows that 100 million events
occupy 12 GB of RAM and fit within main memory of a single server. The re-
ported memory consumption includes all memory necessary to track unique
event identifiers, perform traversal using the BFS algorithm and maintain one
reference per event. Applications will only allocate more memory when adding
edges, where each edge occupies 8 byte of space. The implementation dynami-
cally allocates memory to grow and shrink while remaining proportional to the
number of events and dependencies in the system.
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Figure 5.6: Garbage collection is efficient even for the absolute worst case
event dependency graph. In this experiment, fixed length
paths are created in the dependency graph such that releas-
ing a reference to the first event in the path garbage collects the
entire path.
5.1.2.5 Garbage Collection
KRONOS’s strict garbage collection scheme introduces minimal overhead. Be-
cause KRONOS uses strict garbage collection, the cost of releasing the final ref-
erence to a single event is proportional to the total number of events collected.
Figure 5.6 shows worst case garbage collection behavior of KRONOS. For this
experiment we control the number of events to be garbage collected by a sin-
gle release ref call. As expected, the time taken to perform strict garbage
collection grows linearly in the number of events to be collected.
5.1.2.6 Impact of Graph Structure
The cost of graph traversal is dependent upon the structure of the graph itself.
Intuitively, sparse graphs are quicker to traverse as the likelihood of touching
many vertices becomes lower as the graph becomes sparser. On the other hand,
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Figure 5.7: KRONOS is fast for sparse graphs. This graph shows the aggre-
gate throughput of query order operations on Erdo¨s-Re´nyi
graphs with 10,000 vertices and varying numbers of edges.
processing dense graphs will necessarily involve a longer traversal as more ver-
tices belong to large connected components. To test the behavior of KRONOS on
a variety of sparse and dense graphs, we generated random event dependency
graphs conforming to the Erdo¨s-Re´nyi Model [40]. Under this model, any two
points in the graph are connected with probability p. Accordingly, these graphs
have between 500 (p = 0.00001) and 5,000,000 (p = 0.1) edges, with larger val-
ues of p corresponding to denser graphs. Figure 5.7 demonstrates the impact
of graph density on the throughput of query order operations on a single in-
stance of KRONOS. For relatively sparse graphs where each vertex belongs to,
on average, less than 3 happens-before relationships, KRONOS can perform hun-
dreds of thousands of queries per second. As the density of the graph increases,
KRONOS’s throughput approaches a stable point where additional edges do not
alter throughput. The majority of applications will likely resemble sparse de-
pendency graphs as most applications do not need to impose a total order across
all events, but instead order small groups of events together.
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Figure 5.8: KRONOS automatically recovers from failures. This graph
shows the effects of server failure in a 3-server KRONOS de-
ployment. At the 30 second mark, the middle server in the
chain is killed. Another server is brought into the cluster to
take its place at the 60 second mark.
5.1.3 Fault Tolerance
KRONOS uses chain replication to provide fault tolerance. As a test of its fault
tolerance capabilities, we examined the performance of a 2-fault tolerant KRO-
NOS cluster. The underlying chain replication algorithm automatically removes
failed servers from the cluster and can integrate new servers transparently. Fig-
ure 5.8 shows the throughput of the 2-fault tolerant cluster as a server fails and
is re-added to the system. At the 30 second mark, the middle server in the chain
is killed. The system recovers quickly and stays available for further operation.
At the 60 second mark, a new server is introduced at the tail of the chain and
begins the healing process to restore the service to being 2-fault tolerant. Over-
all, KRONOS remains available and provides high throughput when servers are
removed or re-added. This graph includes all the overhead of our unoptimized
state machine replication implementation.
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Figure 5.9: Throughput of get_node programs. WEAVER scales linearly
with the number of gatekeeper servers.
5.2 Refinable Timestamps
In this section, we perform micro-benchmarks to measure the scalability of re-
finable timestamps, as well as the tradeoff between proactive lightweight time-
stamping and reactive precise ordering.
5.2.1 Scalability
To investigate how WEAVER’s implementation of refinable timestamps scales,
we measure WEAVER’s throughput on micro-benchmarks with varying number
of servers. We perform the first set experiments on a cluster of 28 machines each
of which has two 4 core Intel Xeon 2.5 Ghz L5420 processors, 16 GB of DDR2
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Figure 5.10: Throughput of local clustering coefficient program. WEAVER
scales linearly with the number of shard servers.
memory, and between 500 GB and 1 TB SATA spinning disks from the same
era as the CPUs. We perform this experiment on the Twitter 2009 snapshot [68]
comprising 41.7M users and 1.47B links (24.37 GB).
Figure 5.9 shows the throughput of get_node node programs in WEAVER
with a varying number of gatekeeper servers. For this experiment, we keep
the number of shard servers fixed. Since these queries are local to individual
vertices, the shard servers do relatively less work and the gatekeepers comprise
the bottleneck in the system. WEAVER scales to nearly 2 million transactions per
second with just 8 gatekeepers. This is because with each additional gatekeeper,
the system overall has more timestamping cycles.
However, as the complexity of the queries increases, the shard servers per-
form more work compared to the gatekeeper. The second scalability micro-
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benchmark, performed on a small Twitter graph with 1.76M edges (43 MB) [85]
using a cluster comprised of 14 machines similar to those in the previous exper-
iment, measures the performance of the system on local clustering coefficient
node programs. The local clustering coefficient of a vertex measures the degree
to which the neighborhood of a vertex is tightly knit. It is defined as the num-
ber of edges between all vertices in the neighborhood of a vertex, divided by
the total number of edges possible if the neighborhood was a clique. More for-
mally, if the set of vertices that are neighbors of a vertex v is N(v), then the local
clustering coefficient, LCC, is defined as
LCC(v) =
|(ei, ej) : ei, ej ∈ N(v)|
|N(v)| (|N(v)| − 1)
Local clustering coefficient programs require more work at the shards: each
vertex needs to contact all of its neighbors, resulting in a query that fans out to
one hop and returns to the original vertex. Figure 5.10 shows that increasing
the number of shard servers, while keeping the number of gatekeepers fixed,
results in linear improvement in the throughput for such queries.
The scalability micro-benchmarks demonstrate that WEAVER’s transaction
ordering mechanism scales well with additional servers, and also describe how
system administrators should allocate additional servers based on the workload
characteristics. In practice, an application built on WEAVER can achieve addi-
tional, arbitrary scalability by turning on node program caching (Section 4.5)
and also by configuring read-only replicas of shard servers if weaker consis-
tency is acceptable, similar to TAO [22]. We do not evaluate these mechanisms
in this experiment as they are orthogonal to transaction ordering. Node pro-
gram caching is separately evaluated in Section 5.3.5.
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Figure 5.11: Coordination overhead, measured in terms of timestamp an-
nounce messages and KRONOS calls, normalized by number
of queries. High clock announce frequency results in large
gatekeeper coordination overhead, whereas low frequency
causes increased KRONOS queries.
5.2.2 Coordination Overhead
Finally, we investigate the tension between proactive (gatekeeper announce
messages) and reactive (centralized ordering service queries) coordination in
WEAVER’s refinable timestamps implementation. The fraction of transactions
which are ordered proactively versus reactively can be adjusted in WEAVER by
varying the vector clock synchronization period τ .
To evaluate this tradeoff, we measured the number of coordination messages
due to both gatekeeper announces and KRONOS queries, as a function of τ , to or-
der the same number of transactions. Figure 5.11 shows that for small values of
τ , the vector clocks are sufficient for ordering a large fraction of the requests. As
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τ increases, the reliance on the KRONOS increases. Both extremes are undesir-
able and result in high overhead—low values of τ waste gatekeeper CPU cycles
in processing announce messages, while high values of τ cause increased la-
tency to due extra KRONOS messages. An intermediate value represents a good
tradeoff leading to high-throughput timestamping with occasional concurrent
transactions consulting KRONOS.
5.3 End to End Graph Store Evaluation
In this section, we evaluate the performance of a full WEAVER implementation
comprising 40K lines of C++ code. Unless otherwise mentioned, we turn off
dynamic repartitioning (Section 4.4) and node program caching (Section 4.5)
features in order to measure the core system performance.
5.3.1 CoinGraph
To evaluate the performance of CoinGraph we deploy WEAVER on a cluster
comprising 44 machines, each of which has two 4 core Intel Xeon 2.5 GHz L5420
processors, 16 GB of DDR2 memory, and between 500 GB and 1 TB SATA spin-
ning disks from the same era as the CPUs. The machines are connected with
gigabit ethernet via a single top of rack switch, and each machine has 64-bit
Ubuntu 14.04 and the latest version of WEAVER and HyperDex Warp [42]. The
total data stored by CoinGraph comprises more than 1.2B edges and occupies
∼ 900 GB on disk, which exceeds the cumulative memory (700 GB). We thus
rely on WEAVER’s demand paging technique to read vertices and edges from
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Figure 5.12: Average latency (secs) of a Bitcoin block query in blockchain
application. CoinGraph, backed by WEAVER, is an order of
magnitude faster than Blockchain.info.
HyperDex Warp in to the memory of WEAVER shards to accommodate the en-
tire blockchain data (Section 4.7).
We first examine the latency of single Bitcoin block query, averaged over
20 runs. A block query is a node program in WEAVER that starts at the Bit-
coin block vertex, and traverses the edges to read the vertices that represent
the Bitcoin transactions that comprise the block. We calibrate CoinGraph’s per-
formance by comparing with Blockchain.info [18], a state-of-the-art commercial
block explorer service backed by MySQL [111]. We use their blockchain raw
data API that returns data identical to CoinGraph in JSON format.
The results (Figure 5.12) show that the performance of block queries is pro-
portional to the number of Bitcoin transactions in the block for both systems,
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but CoinGraph is significantly faster. Blockchain.info’s absolute numbers in
Figure 5.12 should be interpreted cautiously as they include overheads such
as WAN latency, which is about 0.013s, and concurrent load from other web
clients. The critical point to note is that CoinGraph takes about 0.6–0.8ms per
transaction per block, whereas Blockchain.info takes 5–8ms per transaction per
block. The marginal cost of fetching more transactions per query is an order
of magnitude higher for Blockchain.info, due to expensive MySQL join queries.
WEAVER’s lightweight node programs enable CoinGraph to fetch block 350,000,
comprising 1795 Bitcoin transactions, 8× faster than Blockchain.info. The abso-
lute numbers from this experiment are given in Table 5.1.
Block Number of transactions CoinGraph BC.info
Latency StdErr Latency StdErr
1, 000 1 0.0045 0.0001 0.2623 0.0140
50, 000 1 0.0031 0.0001 0.2651 0.0130
100, 000 4 0.0053 0.0001 0.3396 0.0291
150, 000 10 0.0093 0.0005 0.4155 0.0283
200, 000 388 0.3161 0.0176 2.9040 0.1729
250, 000 156 0.0985 0.0009 1.6991 0.2007
300, 000 237 0.1594 0.0009 1.6145 0.1460
350, 000 1795 1.2732 0.0003 10.331 0.7926
Table 5.1: Average latency, in seconds, of a Bitcoin block query in
blockchain explorer applications. CoinGraph, backed by
WEAVER, is an order of magnitude faster than Blockchain.info.
We also evaluate the throughput of block queries supported by CoinGraph.
Figure 5.13 reports the variation in throughput of the system as a function of the
block number. In this figure, the data point corresponding to block x reports the
throughput, averaged over multiple runs, of executing block node programs in
CoinGraph for blocks randomly chosen in the range [x, x+100]. Since each node
program is reads many vertices, Figure 5.13 also reports the rate of vertices read
by the system. The system is able to sustain node programs that perform 5,000
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Each query is a multi-hop node program. Throughput de-
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get_edges 59.4%
Reads 99.8% count_edges 11.7%
get_node 28.9%
create_edge 80.0%
Writes 0.2% delete_edge 20.0%
Table 5.2: Social network workload based on Facebook’s TAO.
to 20,000 node reads per second.
5.3.2 Social network benchmark
We next evaluate WEAVER’s performance on Facebook’s TAO workload [22]
(Table 5.2) using a snapshot of the LiveJournal social network [12] comprising
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Figure 5.14: Throughput on a mix of read and write transactions on the
LiveJournal graph. WEAVER outperforms Titan by 10× on a
read-heavy TAO workload, and by 1.5× on a 75% read work-
load. The numbers over each bar denote the number of con-
current clients that issued transactions. Reactively ordered
transactions comprised 0.0013% of the TAO workload and
1.7% of the 75% read workload.
4.8M nodes and 68.9M edges (1.1 GB). The workload consists of a mix of reads
(node programs in WEAVER) and writes (transactions in WEAVER) that repre-
sent the distribution of a real social network application. Since the workload
consists of simple reads and writes, this experiment stresses the core transac-
tion ordering mechanism. We compare WEAVER’s performance to Titan [33],
a graph database similar to WEAVER (distributed, OLTP) implemented on top
of key-value stores. We use Titan v0.4.2 with a Cassandra backend running on
identical hardware. We use a cluster of 14 machines similar to those in Sec-
tion 5.3.1.
5.3.2.1 Throughput
Figure 5.14(a) shows the throughput of WEAVER compared to Titan. WEAVER
outperforms Titan by a factor of 10×. WEAVER also significantly outperforms
Titan across benchmarks that comprise different fractions of reads and writes as
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Figure 5.15: CDF of transaction latency for a social network workload on
the LiveJournal graph. WEAVER provides significantly lower
latency than Titan for all reads and most writes.
shown in Figure 5.14(b).
Titan provides limited throughput because it uses two-phase commit with
distributed locking in the commit phase to ensure serializability [103]. Since it
always has to pessimistically lock all objects in the transaction, irrespective of
the ratio of reads and writes, Titan gives nearly the same throughput of about
2000 transactions per second across all the workloads. WEAVER, on the other
hand, executes graph transactions using refinable timestamps leading to higher
throughput for all workloads.
WEAVER’s throughput decreases as the percentage of writes increases. This
is because the timeline oracle serializes concurrent transactions that modify the
same vertex. WEAVER’s throughput is higher on read-mostly workloads be-
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cause node programs can execute on a snapshot of the graph defined by the
timestamp of the transaction.
5.3.2.2 Latency
Figure 5.15 shows the cumulative distribution of the transaction latency on the
same social network workloads. We find that node program execution has
lower latency than write transactions in WEAVER because writes include a trans-
action on the backing store. As the percentage of writes in the workload in-
creases, the latency for the requests increases. In contrast, Titan’s heavyweight
locking results in higher latency even for reads.
5.3.3 Graph analysis benchmark
Next, we evaluate WEAVER’s performance for workloads which involve more
complicated, traversal-oriented graph queries. Such workloads are com-
mon in applications such as label propagation, connected components, and
graph search [106]. For such queries, we compare WEAVER’s performance to
GraphLab [51] v2.2, a system designed for offline graph processing. Unlike
WEAVER, GraphLab can optimize query execution without concern for concur-
rent updates. We use both the synchronous and asynchronous execution en-
gines of GraphLab. We use the same cluster as in Section 5.3.2.
The benchmark consists of reachability queries on a small Twitter graph [85]
consisting of 1.76M edges (43 MB) between vertices chosen uniformly at ran-
dom. We implement the reachability queries as breadth-first search traversals
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Figure 5.16: CDF of latency of traversals on the small Twitter graph.
WEAVER provides 4.3×-9.4× lower latency than GraphLab in
spite of supporting mutating graphs with transactions.
on both systems. In order to match the GraphLab execution model, we execute
WEAVER programs sequentially with a single client.
The results show that that, in spite of supporting strictly serializable on-
line updates, WEAVER achieves an average traversal latency that is 4× lower
than asynchronous GraphLab and 9× lower than synchronous GraphLab. Fig-
ure 5.16 shows that the latency variation for this workload is much higher
as compared to the social network workload, because the amount of work
done varies greatly across requests. Synchronous GraphLab uses barriers,
whereas asynchronous GraphLab prevents neighboring vertices from executing
simultaneously—both these techniques limit concurrency and adversely affect
performance. WEAVER allows a higher-level of concurrency due to refinable
timestamps.
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5.3.4 Dynamic Repartitioning
WEAVER’s design permits a wide-variety of streaming graph repartitioning al-
gorithms. Figure 5.17 shows the results of a simple evaluation of a WEAVER
implementation that uses the Linear Deterministic Greedy graph partitioning
heuristic introduced by Stanton et. al. [112] (Section 4.4). Compared to the exe-
cution of random BFS traversals on a hash-partitioned Twitter graph [85], an im-
plementation that first repartitions the graph using the LDG heuristic achieves
a 35% speedup in terms of average traversal latency.
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Figure 5.18: Latency for performing traversals. WEAVER’s caching frame-
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5.3.5 Caching
WEAVER enables graph queries to cache the results of the computation at ver-
tices. When a query performs a lot of computation, this can lead to large gains.
To evaluate WEAVER’s caching framework, we used two different work-
loads. The first workload simulates a social network scenario involving requests
that search the k-hop neighborhood of a user and then cache the data at the users
vertex. The prototypical example is Facebook graph search [106], where user’s
routinely ask questions such as: return the list of friends of friends who went to
the same high school, live in the same city, and share similar interests as the user.
Another example is rendering an image (a vertex in the graph), which requires
the system to explore the image’s neighborhood to figure out access control and
the list of people who liked/commented on the image. These types of queries
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can use extensive caching for speed up—we can cache the list of users in the first
case and the access control list in the second case. We generalize such a work-
load by executing, on the Twitter graph, set of two-hop traversals at vertices
chosen at random from a powerlaw distribution proportional to the out-degree
of the vertex and caching user-specified data gathered from this traversal at the
source.
The second workload simulates traversals which read a larger portion of
the graph. For example, discovering paths in a large SDN or content delivery
network involves traversing the source vertex’s connected component until we
reach the destination. The routes discovered from such queries can be cached
at the source, as well as the intermediate vertices, for subsequent queries. We
performed these evaluations a graph of the Gnutella peer-to-peer network.
Figure 5.18 shows that WEAVER’s caching scheme provides a speedup of
over 2× in terms of the average latency of requests for these two representative
workloads.
5.4 Chapter Summary
In this chapter, we performed various micro-benchmarks and end-to-end eval-
uations of the different systems built throughout the dissertation. We have the
following key findings:
• Microbenchmarks on KRONOS, a full implementation of the ordering ser-
vice concept, show that it can scale up to hundreds of thousands of opera-
tions per second on a single server.
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• Factoring out ordering from the core distributed system design into a sep-
arate service can lead to a variety of applications, such as graph stores
(KRONOGRAPH) and key-value stores, which perform favorably com-
pared to state of the art systems in the space. Such applications can also
uphold strong guarantees and reuse of ordering decisions across compo-
nents.
• WEAVER enables CoinGraph to execute Bitcoin block queries 8× faster
than Blockchain.info [18] (Section 5.3.1).
• WEAVER outperforms Titan [33] by 10× on social network workload [22]
(Section 5.3.2) and outperforms GraphLab [51] by 4× on node program
workload (Section 5.3.3).
• WEAVER scales linearly with the number of gatekeeper and shard servers
for graph analysis queries (Section 5.2.1).
• WEAVER balances the tension between proactive and reactive ordering
overheads (Section 5.2.2).
• significantly improves baseline performance with the help of dynamic
repartitioning (Section 4.4) and node program caching (Section 4.5).
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CHAPTER 6
RELATED WORK
We characterize past work into three categories: event ordering, data storage
and processing, and graph management.
6.1 Event Ordering
To our knowledge, KRONOS is the first system to introduce a service-oriented
approach to ordering in distributed systems. While prior work often addresses
event-ordering at the storage or communication levels, KRONOS provides a
more general abstraction that enables these applications and more.
Broadly speaking, prior work on ordering may be divided into the following
categories.
6.1.1 Causality Capturing Techniques
Determining the ordering of events is a classic distributed systems problem
with many well-known solutions. The problem was originally articulated as
the motivation for Lamport timestamps [72], which capture happens-before re-
lationships and provide a total ordering across events. However, Lamport time-
stamps can create spurious relationships that do not affect the correctness of the
application.
Vector clocks [45, 83] permit finer-grained partial orders than Lamport time-
stamps by establishing a partial order across events. Vector clocks use a vector
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of logical clocks to capture happens-before relationships. They enable more par-
allelism in the partial order than Lamport timestamps, but consume more space
to achieve this. In the worst case, vector clocks require as many entries as paral-
lel processes in the system [25] and exhibit significant overhead in deployments
where there is a high-rate of server or process churn. The trade-off inherent to
vector clocks is that the incidence of false relationships is inversely proportional
to the granularity at which the vector clock is maintained.
There has been much work on improving vector clocks. Clock Trees [11]
provide support for nested fork-join parallelism, Plausible Clocks [119] offer
constant size timestamps while retaining accuracy close to vector clocks. Hi-
erarchical Vector Clocks [66] provide more compact timestamps that adapt to
the structure of the underlying network. While these techniques improve the
trade-off between granularity and performance, they still restrict the kinds of
dependencies an application may specify, and are not fully general.
KRONOS takes an entirely different approach as compared to timestamp-
based systems in how it captures causality. It maintains an explicit event de-
pendency graph to track causality relationships and offers fine grain control to
the application. By externalizing event/dependency handling and management
and providing a unified API, KRONOS simplifies event-ordering management
for applications and enables dependencies to span application boundaries.
6.1.2 Ordering Primitives
Some recent systems have offered low-level timing and ordering primitives
that simplify high-level distributed system design, very much in the spirit of
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a global event ordering service proposed in this dissertation. TrueTime [31],
as discussed in detail in Section 3.4, is a clock primitive introduced by Google
that provides highly synchronized clocks with tight error bounds using spe-
cialized hardware such as atomic/GPS clocks. Mostly-Ordered Multicast [99]
is a primitive that provides best-effort ordered multicast messaging by lever-
aging particular characteristics in modern datacenter networks such as fixed
topology and software-defined networking. Other systems use a centralized
sequencer [98, 14, 43], which is one possible implementation of a centralized or-
dering service discussed in Chapter 2, to order appends to a shared distributed
log.
6.1.3 Consensus Protocols
Consensus protocols enable applications to construct a total order across all
events. Examples of consensus protocols for non-Byzantine scenarios include
Paxos [71], a crash-fault tolerant consensus protocol; Viewstamped replica-
tion [96] which operates in a primary-backup fashion; Tango [14], which repli-
cates in-memory data structures using a shared, totally-ordered log; and multi-
phase commit protocols [73, 110], a class of protocols that ensure all participants
in a distributed transaction agree on whether to commit or abort by special-
casing consensus [54].
KRONOS permits applications to maintain a partial order across events in the
system, increasing the flexibility with which events may be ordered. Of course,
applications may always institute a total order across all events using KRONOS.
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6.1.4 Application-Level Dependencies
Many systems rely on application-specific mechanisms to resolve and order
events. Dynamo [35] is an eventually consistent key-value store that improves
availability by using vector clocks to resolve concurrent writes. COPS [78]
provides low-latency geo-replication using causal consistency and uses an
application-specific conflict resolution mechanism to merge conflicting writes.
Saturn [20] provides geo-replicated causal event ordering. Others have advo-
cated for explicit causality by suggesting that applications explicitly select the
subset of happens-before relationships that the data store should preserve to
uphold application-level invariants [13].
These approaches are complementary to KRONOS because KRONOS pro-
vides a general method for event ordering in the form of a service. Appli-
cations may use KRONOS within the application-defined handlers of causally-
consistent data stores. Further, applications may explicitly, and directly, declare
happens-before relationships in KRONOS. Unlike other forms of application-
level dependency management, KRONOS permits the development of reusable
components that naturally compose to achieve application-specific guarantees.
6.2 Distributed Databases
6.2.1 Distributed Transactions
There has been much recent work on implementing protocols for transactions in
distributed data stores. Distributed Data Structures [56, 55] provided the key in-
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sight: for a general class of commonly-used data structures, such as hash tables,
logs, and graphs, designing a specialized high-performance consistent system
is well worth the engineering effort. HyperDex Warp [42] provides the linear
transactions protocol which performs multiple passes over the keys participat-
ing in a transaction to enable multi-key transactions. This was soon followed by
other work that applied the idea of transactional chains in geo-replicated scenar-
ios [132]. Spanner [31] leverages tightly synchronized global clocks using spe-
cialized hardware to provide WAN transactions. Other work explicitly trades
off consistency level of distributed transactions to ensure meeting service-level
performance agreements [116].
6.2.2 Concurrency Control
Pessimistic two-phase locking [53] ensures correctness and strong consis-
tency but excessively limits concurrency. Optimistic concurrency control tech-
niques [67] are feasible in scenarios where the expected contention on objects is
low and transaction size is small. FaRM [37] uses optimistic concurrency con-
trol and multi-phase commit protocol with version numbers over RDMA-based
messaging. Graph databases that support queries that touch a large portion of
the graph are not well-served by OCC techniques.
WEAVER leverages refinable timestamps to implement multi-version concur-
rency control [101, 93], which enables long-running graph algorithms to read a
consistent snapshot of the graph. Bohm [43] is a similar MVCC-based concur-
rency control protocol for multi-core settings which serializes timestamp assign-
ment at a single thread. Centiman [36] introduces the watermark abstraction—
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the timestamp of the latest completed transaction—over traditional logical time-
stamps or TrueTime. WEAVER uses a similar abstraction for garbage collection
(Section 4.3) and node programs (Section 3.5.1). Deuteronomy [75] is a central-
ized, multi-core database that implements MVCC using a latch-free transaction
table.
6.2.3 Consistency Models
Many systems internally manage event ordering and track inter-process com-
munication to provide causal consistency. Representative storage system exam-
ples include Bayou [117], a replica management system that exchanges logs be-
tween servers, allows for connection disruptions without preventing progress,
and manages conflict resolution of causally conflicting operations through a set
of user specified merge procedures. Depot [80] and SPORC [44] are cloud stor-
age systems which employ variants of Fork-Join-Causal or Fork* consistency
to enable practical cloud applications which can operate on untrusted cloud
servers. Causal multicast [16, 17] protocols respect causal order when deliver-
ing messages to applications. Causality is also useful for supporting speculative
execution [94], and bug and fault detection [10]. Externalizing event ordering to
KRONOS enables causal consistency guarantees that span multiple applications.
Many existing databases support only weak consistency models, such as
eventual consistency [22, 79]. WEAVER supports strictly serializable operations,
as do few other contemporary systems [31, 42, 92, 33].
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6.2.4 Fault Tolerance
KRONOS uses chain replication [123] to replicate its data. KRONOS’s reads from
stale replicas resemble the apportioned queries in CRAQ [115]. Unlike CRAQ,
the implementation used in KRONOS does not require querying the chain tail
to validate reads; the monotonicity invariant ensures that if a query returns a
result, the result is as valid as if it were generated by the tail itself.
Other components of WEAVER uses Paxos [71] to implement a fault tolerant
replicated state machine [108].
6.3 Graph Stores
6.3.1 Data Processing Systems
There exist many systems for large-scale processing of data, both graph-
structured and otherwise [81, 47, 105, 89, 51, 69, 104, 100, 129, 87, 27, 52, 134,
127, 23, 26, 48, 131, 130, 133, 118, 58, 65, 30].
While many of these systems have a graph-oriented API, others can support
graph operations as layer on top of their native API. In particular, dataflow-
based systems as described by [89, 52, 23] can support database operations by
treating each operation as a functional computation mapped over input data
and sequence of transactions [86]. This approach is, of course, very different
from the way traditional data stores such as WEAVER manage the system state.
One may expect that database operations implemented in an iterative dataflow
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model may have higher latency due to batching; the exact latency depends on
workload characteristics and the batch size. Moreover, a dataflow-based system
can recover from crash failures by re-executing the operations on the input data,
but this technique may be prohibitively expensive for large computations.
6.3.2 Online Graph Databases
The Scalable Hyperlink Store [90] provides the property graph abstraction over
data but does not support arbitrary properties on vertices and edges. Trin-
ity [109] is a distributed graph database that does not support ACID transac-
tions. SQLGraph [114] embeds property graphs in a relational database and
executes graph traversals as SQL queries. TAO [22] is Facebook’s geographi-
cally distributed graph backend (Section 4.8.1). Titan [33] supports updates to
the graph and a vertex-local query model. Roditty et al. [102] provide algo-
rithms and worst-case runtime analyses for a constrained set of operations, i.e.
reachability queries, on dynamic graphs.
Centralized graph databases are suitable for a number of graph process-
ing applications on non-changing, static graphs [87]. However, centralized
databases designed for online, dynamic graphs [92, 62, 70, 75] pose an inevitable
scalability bottleneck in terms of both concurrent query processing and graph
size. It is difficult to support the scale of modern content networks [122, 22] on
a single machine.
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6.3.3 Temporal Graph Databases
A number of related systems [59, 28, 50] are designed for efficient processing
of graphs that change over time. [59] creates an in-memory graph optimized
for spatial and temporal locality from a disk-based log of timestamped update
operations. WEAVER localizes different versions of a vertex and edge over time
by storing a multi-version graph, while WEAVER’s graph partitioning scheme
ensures spatial locality of neighboring vertices. In addition Chronos cannot pro-
cess transactional updates because it does not reconcile timestamps assigned by
different servers.
Kineograph [28] decouples updates from queries and executes queries on a
stale snapshot. It executes queries on the last available snapshot of the graph
while new updates are delayed and buffered until the end of 10 second epochs.
In contrast, refinable timestamps enable low-latency updates (Section 5.3.2, Sec-
tion 5.3.3) and ensure that node programs operate on the latest version of the
graph.
6.3.4 Graph Partitioning
At its core, the problem of partitioning a large graph in order to optimize dual
objectives—better load balancing and fewer edges cut— is an NP-complete
problem [9]. WEAVER employs a distributed streaming-based partitioning tech-
nique which leverages algorithms developed by others to reduce edge cuts and
communication costs [112, 95]. METIS is a state of the art partitioner that re-
duces the large graph into higher-level overlay graphs where each vertex corre-
sponds to multiple vertices in the original graph, and solves the partitioning on
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the smaller graph using heavyweight techniques [63]. Better graph partition-
ing algorithms will improve WEAVER’s overall performance, and are an area of
future work.
6.3.5 Query Caching
Gedik et al. [50] describe techniques to cache recent graph data in memory in
an architecture with multiple levels of storage, similar to WEAVER. However,
WEAVER’s caching infrastructure can also store partial or entire results of previ-
ous node program runs at multiple vertices in the graph. This opens up inter-
esting tradeoffs between storage capacity, query latency, and consistency. Nec-
tar [57] describes techniques that automatically process workloads and cache
frequently accessed datasets in large clusters for data-parallel batch process-
ing jobs. Many production relational databases have developed tools for au-
tomatically recommending materialized views that reduce query latency for a
specified workload [7, 135, 32, 125]. Automatic caching is an interesting future
direction for WEAVER.
120
CHAPTER 7
CONCLUSIONS AND FUTURE DIRECTIONS
Graph-structured data is ubiquitous in modern applications, and poses in-
teresting challenges. First, the scale of the data is immense: for example, social
networks regularly ingest billions of data items and terabytes of data per day.
Second, the workload is challenging: users of such applications cumulatively
issue millions of operations per day. Finally, the inherent nature of graph work-
loads is a mixture of short read-write transactions combined with long read-
only analytical queries. These unique challenges necessitate new techniques for
storing and processing large graphs.
7.1 Contributions
This dissertation first tackles the challenge of ordering graph transactions and
queries in a distributed architecture. To do so, it introduces the idea of an event
ordering service. In this paradigm, the task of ordering is presented as a service
in the datacenter, and the various distributed system components may issue
calls to the service to query and assign order between events. This dissertation
presents an API for such a service based on abstract application-defined events,
and also discusses various implementation techniques that cover synchronous
and asynchronous designs.
The first instantiation of the ordering service concept is KRONOS. KRONOS
tracks happens-before relationships at a fine grain, by storing the entire event
dependency graph as a replicated state machine. This enables the application
to leverage concurrency of events whenever possible, while also enabling com-
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positionality of ordering decisions across systems. KRONOS demonstrates that
an ordering service is capable of implementing a variety of modern distributed
applications: a transactional graph store, a transaction key-value store, as well
as a social network backend. Moreover, in spite of being centralized KRONOS
has good performance; applications built on top of KRONOS have comparable
or better efficiency than state of the art systems. Thus, for many small applica-
tions, even a centralized event ordering service can provide great performance.
Of course, KRONOS’s real benefit is simplifying the application design by elim-
inating the complexity of ordering from the core system design.
Next, we scale up the performance of KRONOGRAPH, the graph store im-
plemented on top of KRONOS, by introducing the idea of refinable timestamps.
This novel ordering protocol adds a layer of lightweight loosely synchronized
timestamps on top of the precise, centralized KRONOS ordering service. For
many workloads, the timestamping layer assumes the majority of the ordering
responsibilities, while KRONOS resolves the small subset of still conflicting op-
erations. This technique uncovers a tradeoff between proactive ordering due to
the clock synchronization frequency and reactive overhead of issuing KRONOS
calls. This dissertation explores the tradeoff empirically and discovers a sweet
spot which results in low overall overhead.
Finally, we describe the full implementation of WEAVER, a distributed graph
store that uses the refinable timestamps protocol to order transactions. In addi-
tion to a novel ordering protocol, WEAVER includes many performance opti-
mizations. We demonstrate that the quality of graph partitioning is crucial to
the performance of analytical graph queries due to load balancing and inter-
machine communication overhead. Because many modern graphs are dynamic
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and constantly evolving, this dissertation describes a technique to dynamically
reshard the graph partitions on-the-fly while the system is in production. Our
experience shows that streaming graph partitioning techniques that relocate
a vertex with the majority of its neighbors represent a good tradeoff between
graph partition quality and ease of distributed implementation. Moreover, we
also show that graph queries can benefit greatly from caching partial query re-
sults at the graph vertices, and we describe effective techniques that balance
data freshness and query latency.
7.2 Future Directions
This dissertation has uncovered many interesting directions for future research.
The key idea is that disparate, distributed components can cooperate on time-
line management with the help of a distributed service via a standardized API.
Modern production distributed systems do not make use of such distributed
services as Kronos and Refinable Timestamps. While this dissertation provided
many new ideas to enable a practical realization, more work needs to be done to
ensure such services become standard components of the distributed software
stack.
First, it would be interesting to see the extents of expressivity and flexibility
of factoring out ordering as a separate service. While we described applications
such as a social network backend and a graph store based on an ordering ser-
vice, there may be many more applications that can be simplified and made
more efficient when the ordering task is factored out. Conversely, it would be
interesting to explore the boundaries of what such an ordering service can ac-
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complish.
Next, the scalable refinable timestamps protocol presented in this disserta-
tion was used as the central ordering technique in WEAVER, but there is nothing
about the core protocol that limits its usage to only graph workloads. A future
research goal is to implement other distributed data structures using refinable
timestamps.
The clock synchronization frequency in refinable timestamps is a major tun-
ing knob which, in the current implementation, is adjusted empirically. How-
ever, one may design a technique that automatically detects the optimal clock
synchronization frequency based on past query arrival times and latency pro-
files. One potential way to accomplish this is to use a machine learning algo-
rithm that predicts the expected impact of a particular frequency setting on the
overall system efficiency.
Finally, WEAVER’s query caching technique, although highly effective, re-
quires manual adjustments and invalidation based on changes in the graph
structure by the application, and there are plenty of opportunities to automate
the caching layer. One of the key challenges for such a cache would be to main-
tain the overall system consistency guarantee. One the one hand, caching as
much as possible will lead to low query latency; on the other hand, many of
the cached items may soon become invalidated because of modifications to the
graph.
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7.3 Final Remarks
This dissertation is about techniques for storing large graphs consistently and
efficiently. The main focus of the work is on performance, ease of use, and
correctness. The key contributions are techniques for distributed ordering and
efficient graph data management. We hope the ideas presented in this thesis are
useful to others, and inspire future work on graph data management, and in
general large scale distributed systems.
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