Modelling the Elapsed Time between Two Events in a Basketball Game by MAVRIČ, LUKA
Univerza v Ljubljani
Fakulteta za racˇunalniˇstvo in informatiko
Luka Mavricˇ
Modeliranje pretoka igralnega cˇasa
med zaporednima dogodkoma na
kosˇarkarski tekmi
DIPLOMSKO DELO
UNIVERZITETNI SˇTUDIJSKI PROGRAM PRVE STOPNJE
RACˇUNALNISˇTVO IN INFORMATIKA
Mentor: prof. dr. Igor Kononenko
Ljubljana, 2017

Copyright. Rezultati diplomske naloge so intelektualna lastnina avtorja in
Fakultete za racˇunalniˇstvo in informatiko Univerze v Ljubljani. Za objavo in
koriˇscˇenje rezultatov diplomske naloge je potrebno pisno privoljenje avtorja,
Fakultete za racˇunalniˇstvo in informatiko ter mentorja.
Besedilo je oblikovano z urejevalnikom besedil LATEX.

Fakulteta za racˇunalniˇstvo in informatiko izdaja naslednjo nalogo:
Tematika naloge:
Kronolosˇko zaporedje kljucˇnih dogodkov na tekmi (t.i. podatki play-by-
play), ki se dandanes rutinsko zbirajo v vseh vecˇjih ligah najpopularnejˇsih
sˇportov, predstavljajo osnovo za simulacijo poteka hipoteticˇne tekme poljub-
nih nasprotnikov. Verjetnost naslednjega dogodka na tekmi je odvisna od
tega, kaj se je pred tem zgodilo in tudi, kdaj se je zgodilo. V okviru di-
plomske naloge uporabite metode strojnega ucˇenja na podatkih play-by-play
iz lige NBA in zgradite ter ovrednotite modele za napovedovanje pretoka
igralnega cˇasa med dvema zaporednima dogodkoma.

Rad bi se zahvalil druzˇini za podporo ter profesorju Kononenku in asi-
stentu Vracˇarju za potrpljenje.

Kazalo
Povzetek
Abstract
1 Uvod 1
1.1 Pregled podrocˇja . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Cilj diplomske naloge . . . . . . . . . . . . . . . . . . . . . . . 3
2 Orodja in knjizˇnice 5
3 Podatki 7
3.1 Identifikacija dogodkov . . . . . . . . . . . . . . . . . . . . . . 9
3.2 Kombinacije dogodkov . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Testiranje modelov . . . . . . . . . . . . . . . . . . . . . . . . 13
3.4 Neodvisne spremenljivke . . . . . . . . . . . . . . . . . . . . . 16
4 Linearni model 27
4.1 Analiza neodvisnih spremenljivk . . . . . . . . . . . . . . . . . 27
4.2 Analiza posameznih modelov . . . . . . . . . . . . . . . . . . . 29
4.3 Koncˇni model . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5 Regresijska drevesa 35
5.1 Orange . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.2 Nebinarna regresijska drevesa . . . . . . . . . . . . . . . . . . 37
5.3 Binarna regresijska drevesa . . . . . . . . . . . . . . . . . . . . 39
5.4 Koncˇni model . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6 Nevronske mrezˇe 43
6.1 Izbor strukture mrezˇe . . . . . . . . . . . . . . . . . . . . . . . 44
6.2 Izbor neodvisnih spremenljivk . . . . . . . . . . . . . . . . . . 44
6.3 Aktivacijska funkcija nevrona . . . . . . . . . . . . . . . . . . 47
6.4 Testiranje optimizacijskega algoritma . . . . . . . . . . . . . . 49
6.5 Testiranje razlicˇnih inicializacij utezˇi . . . . . . . . . . . . . . 49
6.6 Testiranje iteracij v postopku ucˇenja . . . . . . . . . . . . . . 51
6.7 Koncˇni model . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
7 Zakljucˇek 55
7.1 Koncˇni rezultati . . . . . . . . . . . . . . . . . . . . . . . . . . 55
7.2 Sklepna misel . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
Povzetek
Naslov: Modeliranje pretoka igralnega cˇasa med zaporednima dogodkoma
na kosˇarkarski tekmi
Avtor: Luka Mavricˇ
V diplomskem delu smo resˇevali problem napovedovanja pretoka cˇasa med
dvema dogodkoma na kosˇarkarski tekmi. Najprej smo preucˇili vhodne po-
datke, kjer so bile kombinacije dogodkov zapisane v kronolosˇkem zaporedju.
Podatke smo preoblikovali v obliko, primerno za uporabo v strojnem ucˇenju.
Pretok cˇasa smo napovedovali s pomocˇjo linearne regresije, regresijskih dre-
ves in nevronskih mrezˇ. Vsak algoritem smo na kratko predstavili, poiskali
najboljˇso kombinacijo neodvisnih spremenljivk in ostalih parametrov ter na
koncu predstavili najboljˇsi model. V zakljucˇku smo primerjali najboljˇse mo-
dele uporabljenih metod strojnega ucˇenja. Najboljˇse rezultate je dosegla
nevronska mrezˇa, najslabsˇe pa pricˇakovano linearna regresija. Za konec smo
strnili nasˇe ugotovitve ter predlagali sˇe nekaj predlogov za izboljˇsave.
Kljucˇne besede: kosˇarka, napovedovanje pretoka cˇasa, linearna regresija,
regresijska drevesa, nevronske mrezˇe.

Abstract
Title: Modelling the Elapsed Time between Two Events in a Basketball
Game
Author: Luka Mavricˇ
In this thesis, the problem of predicting the elapsed time between two events
in a basketball game is researched. First, our input data consisting of com-
binations of events in chronological order is studied, and then, the data is
prepared and transformed so that it becomes better suited for machine learn-
ing. The elapsed time is predicted with the help of linear regression, regres-
sion trees and neural networks. For each algorithm, a short description is
created; further, the best combination of independent variables and other
parameters is found and finally, the best model is presented. To conclude,
the best models of the utilized machine learning methods are compared. The
best results were achieved by neural networks, while linear regression, as ex-
pected, proved to be the worst. Finally, the findings are presented and a few
suggestions for improvements are added.
Keywords: basketball, prediction of the elapsed time, linear regression,
regression trees, neural networks.

Poglavje 1
Uvod
V danasˇnjem svetu ekipni sˇporti veljajo za najpopularnejˇse. Veliko ljudi se z
njimi ukvarja rekreativno, najbolj talentirani in resni pa se z njimi ukvarjajo
profesionalno. V tej diplomi se osredotocˇamo na profesionalni vidik ekipnega
sˇporta.
Ekipni sˇport lahko razdelimo na dve komponenti. Prva je fizicˇna pripra-
vljenost in tehnicˇno znanje posameznika, druga pa je ekipna taktika. Tre-
niranje fizicˇnih sposobnosti in posameznih elementov dolocˇenega sˇporta je
ponavadi podobna za igralce vseh ekip, medtem ko se takticˇna raven lahko
od ekipe do ekipe precej razlikuje. Taktiko dolocˇajo razni strokovnjaki, ki se
ponavadi imenujejo trenerji, selektorji, managerji ali kaj podobnega. Glavne
naloge teh strokovnjakov so takticˇna priprava ekipe, motivacija igralcev in
sprejemanje pravilnih odlocˇitev ter prilagoditev na nasprotnika med pote-
kom tekme. Ko se igralci sredi tekme znajdejo v tezˇki situaciji, jim pretekle
izkusˇnje v podobnih situacijah lahko pomagajo do boljˇse odlocˇitve. V tezˇkih
situacijah ima trener pomembno vlogo, saj se ponavadi on na podlagi pre-
teklih izkusˇenj in pa seveda tudi glede na situacijo na igriˇscˇu odlocˇi, katera
taktika je najprimernejˇsa v tistem trenutku. Toda kako dobro se trener lahko
odlocˇi? Koliko preteklih situacij je trener lahko preucˇil? Koliko razlicˇnih
spremenljivk je pri tem uposˇteval? Tu se pojavi vprasˇanje, ali bi mu pri tem
lahko pomagal racˇunalnik?
1
2 Luka Mavricˇ
Najbolj znan primer uporabe analitike v sˇportu prihaja iz sveta baseballa,
ko je ekipa Oakland Athletics izumila koncept, imenovan Moneyball. Ker
niso imeli dovolj financˇnih sredstev, da bi bogatejˇsim ekipam konkurirali v
kvaliteti igralcev, so se osredotocˇili na statisticˇno analizo in ugotovili, kateri
elementi statistike so pravzaprav zasluzˇni za uspesˇen napad posamezne ekipe.
Na podlagi dobljenih rezultatov so v ekipo pripeljali igralce, ki so bili mocˇni
v teh elementih statistike. Kljub tretjemu najnizˇjemu proracˇunu za placˇe
igralcev so se od uvedbe Moneyballa dvakrat zapored uvrstili v koncˇnico.
Liga NBA zˇe od nekdaj velja za najmocˇnejˇso kosˇarkarsko ligo na svetu.
Vsako leto je zbranih vecˇ podatkov o posameznih tekmah in igralcih v ligi,
kar omogocˇa vedno boljˇso analizo igre. Poleg klasicˇnih statisticˇnih elementov,
kot so procent meta iz igre, procent zadetih prostih metov, so se zacˇeli belezˇiti
tudi polozˇaji, iz katerih so igralci metali na kosˇ. Najnovejˇsi podatki sledijo
tudi gibanju igralcev na igriˇscˇu, kar omogocˇa sˇe boljˇso analizo posameznih
situacij.
Ekipe si ponavadi zˇelijo svoje igralce v napadu postaviti v ugodne situacije
za dosego kosˇa, v obrambi pa nasprotnika prisiliti v cˇim tezˇji met in tako
zmanjˇsati procent uspesˇnih metov. Mnoge ekipe so zˇe najele tako imenovane
analitike, ki ekipam pri tem svetujejo. Tako je recimo ekipa Houston Rockets
ugotovila, da se meti za 2 tocˇki iz blizˇine cˇrte za 3 tocˇke ne izplacˇajo.
Eden izmed pomembnih faktorjev kosˇarkarske igre je tudi cˇas. Kosˇarkarska
tekma lige NBA je razdeljena na sˇtiri cˇetrtine po 12 minut. V primeru ne-
odlocˇenega izida po pretecˇenih 48-ih minutah sledijo petminutni podaljˇski,
dokler ena ekipa ne zmaga. Cˇas za zakljucˇek napada je omejen na 24 sekund,
kar preprecˇuje zavlacˇevanje.
V ocˇeh trenerjev cˇas ponavadi ne igra prav pomembne vloge do same
koncˇnice tekme. Njihove ekipe v vecˇini primerov igrajo tempo, primeren do-
govorjeni taktiki. Seveda se ekipa mora prilagoditi tudi situaciji na igriˇscˇu.
V primeru da nasprotna ekipa v zelo kratkem cˇasu dosezˇe veliko sˇtevilo zapo-
rednih tocˇk, trenerji ponavadni umirijo dogajanje z dolgim napadom. Sˇe en
primer manipulacije s cˇasom je, ko se trenerji v zadnji minuti cˇetrtine odlocˇijo
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za hiter zakljucˇek napada z namenom, da bodo nekaj sekund pred koncem sˇe
enkrat dobili zˇogo. Dinamika tekme pa se ponavadi precej spremeni v zadnji
cˇetrtini. Ekipe, ki so v rezultatskem zaostanku, hitreje zakljucˇujejo napade,
medtem ko ekipe, ki so v prednosti, ponavadi igrajo na dolge napade.
Do teh zakljucˇkov smo priˇsli na podlagi izkusˇenj, ki smo jih pridobili s
spremljanjem preteklih tekem. V tej diplomi nas je predvsem zanimalo, ali
se pojavljajo sˇe kaksˇni drugi vzorci, ki jih s prostim ocˇesom morda ne vidimo.
1.1 Pregled podrocˇja
Velika vecˇina raziskovalcev, ki se ukvarjajo s podatkovnim rudarjenjem na
podrocˇju sˇporta, se osredotocˇa na napovedovanje rezultatov posameznih te-
kem [1]. Razlog za to je predvsem industrija sˇportnih stav.
Precej manj jih napoveduje izid posameznih elementov igre, na primer
uspesˇnost zadetih metov v kosˇarki [2] oziroma uspesˇnost zadetih strelov v
nogometu [5]. Trenerji bi lahko z uposˇtevanjem rezultatov omenjenih razi-
skav prilagodili takticˇne postavitve in tako svoje igralce poskusˇali postaviti
v polozˇaj, ko je verjetnost za dosego gola oziroma kosˇa najvecˇja.
Na podrocˇju dejanskega poteka tekme ni bilo narejenega veliko. Eden iz-
med redkih primerov je uporaba Markovega modela za simulacijo kosˇarkarskih
tekem [8], kjer so bili uporabljeni podatki play-by-play. Z vse vecˇjo multi me-
dijsko pokritostjo posameznih tekem pa se je povecˇala tudi kolicˇina podatkov.
Najnovejˇsi podatki namrecˇ sledijo igralcˇevim premikom po igriˇscˇu. Taksˇni
podatki so bili uporabljeni za napovedovanje dogodkov na kosˇarkarski tekmi
na podlagi trenutnega stanja na igriˇscˇu [9].
1.2 Cilj diplomske naloge
Glavni cilj diplomske naloge je ugotoviti, ali je mogocˇe iz zapisa zaporednih
dogodkov s kosˇarkarske tekme zgraditi model, ki bi uspesˇno napovedoval
pretok cˇasa med posameznima dogodkoma. Nasˇ problem se ne osredotocˇa le
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na vprasˇanje, ali je model sposoben prepoznati dolocˇene vzorce, ampak tudi,
ali kaksˇni vzorci sploh obstajajo.
V uvodnem poglavju je na kratko predstavljen koncept ekipnega sˇporta
in kosˇarkarska liga NBA. Navedena sta tudi dva primera uporabe analitike v
nekaterih profesionalnih ekipah. Na hitro so opisana tudi podrocˇja, s katerimi
se strokovnjaki podatkovnega rudarjanja ukvarjajo na podrocˇju sˇporta.
V drugem poglevju so predstavljena orodja in knjizˇnice, s katerimi smo si
pomagali pri urejanju podatkov in grajenju razlicˇnih napovednih modelov.
Sledi poglavje, v katerem je razlozˇeno, kaksˇni so nasˇi vhodni podatki.
Opiˇsemo tudi tezˇave, s katerimi smo se pri obravnavanju podatkov srecˇali in
kako smo jih resˇili.
V cˇetrtem poglavju smo s pomocˇjo linearne regresije zgradili nasˇ prvi na-
povedni model. Najprej smo analizirali posamezne neodvisne spremenljivke
in preverili njihov doprinos h kvaliteti modelov. Za tem smo testirali razlicˇne
kombinacije neodvisnih spremenljivk.
V naslednjem poglavju smo modelirali s pomocˇjo regresijskih dreves. Opi-
sali smo nekaj prednosti in slabosti, ki jih ima ta metoda strojnega ucˇenja,
na koncu pa smo podobno kot pri linearnem modeliranju testirali razlicˇne
kombinacije neodvisnih spremenljivk ter sˇe nekatere druge parametre.
V predzadnjem poglavju smo gradili nevronske mrezˇe. Po kratki pred-
stavitvi, kaj nevronske mrezˇe sploh so, smo testirali razlicˇne kombinacije
neodvisnih spremenljivk, struktur in ostalih parametrov ucˇenja ter na koncu
izbrali model, ki je prinesel najboljˇse rezultate.
V zakljucˇku smo primerjali najboljˇse modele posameznih metod stroj-
nega ucˇenja in dolocˇili najboljˇsi model. Razlozˇili smo tudi, kako omejenost
vhodnih podatkov onemogocˇa boljˇse napovedi in kako bi lahko posamezne
modele sˇe izboljˇsali.
Poglavje 2
Orodja in knjizˇnice
Vsa orodja in knjizˇnice, ki so uporabljene v diplomi, so odprtokodni.
R (programski jezik): R je programski jezik in okolje, namenjeno pred-
vsem statisticˇnemu racˇunanju. V nasˇi nalogi smo ga uporabili le za bra-
nje podatkov tipa RData in prepis teh podatkov v format csv (comma-
seperated-values). Podatke smo nato obrabnavali v programskem je-
ziku Python.
Python: Python zaradi svojega bogatega ekosistema zˇe od nekdaj velja za
enega izmed primarnih jezikov na podrocˇju podatkovnega rudarjenja.
Njegova glavna prednost pred ostalimi visokonivojskimi jeziki je manjˇse
sˇtevilo vrstic kode za realizacijo istega problema.
Numpy: Numpy je modul v programskem jeziku Python, namenjen pred-
vsem numericˇnim operacijam. Njegova najvecˇja odlika je zelo ucˇinkovito
racˇunanje z vecˇ dimenzionalnimi polji (ang. array), kar nam je priˇslo sˇe
kako prav, saj so nasˇi vhodni podatki predstavljeni kot dvo-dimenzionalno
polje. Prva dimenzija predstavlja posamezne vhodne primere, druga
dimenzija pa tocˇno dolocˇene komponente posameznega vhodnega pri-
mera.
Scrapy: Scrapy je knjizˇnica v programskem jeziku Python, ki poenostavlja
pisanje tako imenovanih pajkov. Pajek je objekt, s katerim avtomat-
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sko preiskujemo zˇelene spletne strani in iz njih pridobivamo podatke,
ki nas zanimajo. V nasˇem primeru smo preiskovali stran basketball-
reference.com. Iz podstrani, ki vsebujejo podatke o posameznih tek-
mah, smo izlusˇcˇili podatke o tempu igre.
Pandas: Python modul pandas vsebuje podatkovno strukturo DataFrame,
ki je zelo prirocˇna za predstavitev vhodnih podatkov. Omogocˇa nam
enostavno dodajanje in odstranjevanje stolpcev, spreminjanje tipa po-
datkov v posameznih stolpcih ter enostavno kreiranje pomozˇnih spre-
menljivk.
Statsmodels: Python modul statsmodels smo uporabili za dodajanje kon-
stant v strukturo DataFrame ter za gradnjo linearnih modelov.
Orange: Orange je v programskem jeziku Python napisan odprtokodni pro-
gram, ki omogocˇa vizualizacijo in podatkovno rudarjenje v obliki vizu-
alnega programiranja. To pomeni, da je v graficˇnem vmesniku potrebno
izbrati dolocˇene gradnike (vhodne podatke, metode strojnega ucˇenja,
vizualizacije podatkov, ...), za racˇunske operacije in samo modeliranje
pa poskrbi program sam. Uporabili smo ga za modeliranje regresijskih
dreves.
Keras: Za izgradnjo nevronske mrezˇe smo uporabili API imenovan Keras,
ki je napisan v programskem jeziku Python. Keras lahko deluje na
osnovi Python knjizˇnic Theano oziroma Tensorflow. Njun namen je
ucˇinkovito racˇunanje numericˇnih izrazov. Odlocˇili smo se za uporabo
knjizˇnice Theano, saj le ta omogocˇa ponovljivost rezultatov.
Matplotlib: Python knjizˇnico Matplotlib smo uporabili za izdelavo grafov.
Poglavje 3
Podatki
Kosˇarka je tako kot vsak ekipni sˇport sestavljena iz posameznih elementov
igre. Met za 2 tocˇki, skok v napadu in podaja so le nekateri izmed njih. Ko
se med tekmo zgodi dolocˇen element igre, lahko zapiˇsemo dogodek. Tu ni
nobenega dvoma.
Potek posamezne tekme je predstavljen v tako imenovanem play-by-play
zapisu, kar pomeni, da so dogodki zapisani v kronolosˇkem vrstnem redu.
Play-by-play zapisi, ki jih najdemo na uradnih sˇportnih spletnih straneh,
ponavadi zabelezˇijo, kaj se je zgodilo ob koncu posesti zˇoge dolocˇene ekipe
in ne, kaj vse se je dogajalo med samo posestjo. Glavni razlog za to je
preglednost zapisa, saj so v njem zabelezˇeni dogodki, ki dejansko vplivajo na
potek tekme.
Vhodni podatki so vsebovali play-by-play zapise tekem rednega dela iz
sezon 2012/2013, 2013/2014, 2014/2015, 2015/2016. Prvi dve sezoni smo
uporabili za ucˇno mnozˇico, tretjo za preverjanje najboljˇsih kombinacij para-
metrov znotraj posameznih metod strojnega ucˇenja, zadnjo pa za primerjavo
najboljˇsih modelov, ki smo jih dobili z razlicˇnimi metodami strojnega ucˇenja
(testna mnozˇica). Vhodne podatke smo dobili na spletni strani stats.nba.com
in jih zapisali v sˇtiri csv datoteke. Vsaka izmed njih predstavlja eno sezono
dogodkov. Posamezne vrstice so v csv datotekah predstavljene kot vrednosti,
locˇene z vejico. V podatkih imamo v eni vrstici zˇe zabelezˇena dva zaporedna
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dogodka ter tudi cˇas, ki je pretekel med njima. Format vrstice je naslednji:
COUNTER, DATE, AWAYNAME, HOME NAME, QUARTER, TIME, DIFF ,
PREVACT, ACT, DUR
COUNTER: predstavlja zaporedno sˇtevilko kombinacije dveh dogodkov v
sezoni
DATE: datum, na katerega se je zgodila kombinacija dveh dogodkov - for-
mat datuma: LLLLMMDD
AWAY NAME: kratica gostujocˇe ekipe
HOME NAME: kratica domacˇe ekipe
QUARTER: cˇetrtina, v kateri se je kombinacija dveh dogodkov zgodila
TIME: cˇas od dogodka PREVACT do konca cˇetrtine v sekundah
DIFF: razlika v tocˇkah med ekipama. V primeru vodstva domacˇe ekipe
je sˇtevilo pozitivno, v nasprotnem primeru pa negativno. V primeru
izenacˇenega izida je sˇtevilo enako 0
PREVACT: prvi dogodek v kombinaciji dveh dogodkov
ACT: drugi dogodek v kombinaciji dveh dogodkov
DUR: sˇtevilo sekund ki so pretekle med dogodkoma PREVACT in ACT
Primer vrstice v csv datoteki, ki predstavlja kombinacijo dveh dogodkov,
lahko vidimo v izpisu 3.1. Gre za 6267. kombinacijo dogodkov v sezoni.
Kombinacija se je zgodila 26.11.2012 na tekmi med ekipama New York Knicks
(gostujocˇa ekipa) in Brooklyn Nets (domacˇa ekipa). Prvi dogodek (HINB
- izvajanje iz avta domacˇe ekipe) se je zgodil 470 sekund pred koncem 2.
cˇetrtine. Deset sekund pozneje se je zgodil drugi dogodek (H2PA - zgresˇen
met za 2 tocˇki domacˇe ekipe). V cˇasu med dogodkoma je bil rezultat izenacˇen.
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Izpis 3.1: Primer vrstice v csv datoteki
6267 ,20121126 ,NYK,BKN,2 , 470 , 0 ,HINB,H2PA,10
Ti podatki so zˇe zelo dobro urejeni, a sˇe vedno vsebujejo napake. Ra-
zloga za napake sta dva. Prvi se pojavi, ko vhodne podatke uredimo po nekih
vnaprej napisanih pravilih, ki pa ne veljajo za vsako kombinacijo zapisa do-
godkov. Recimo po zadetem zadnjem prostem metu je v nasˇih podatkih
avtomatsko dodan dogodek izvajanje iz avta. Toda v primeru, da je zadet
zadnji prosti met predstavljal tehnicˇni prosti met, potem mu lahko sledi tudi
skok za zˇogo in ne izvajanje iz avta. Lahko bi si vzeli ogromno cˇasa in rocˇno
preverili ter popravili napacˇne kombinacije, a tako bi krepko presegli kolicˇino
cˇasa, ki smo si ga rezervirali za to diplomsko delo.
Drugi razlog za napake pa je lahko zˇe nepravilen originalen play-by-play
zapis. Tu ne moremo storiti nicˇesar, saj brez ogleda tekme ne moremo
dolocˇiti, kaj se je dejansko zgodilo in v kaksˇnem vrstnem redu. To lahko
povzrocˇi veliko zmedo, saj dolocˇen zapis zaporedja dogodkov lahko predsta-
vlja dve povsem razlicˇni, a sˇe vedno logicˇni zaporedji dogodkov.
Eden izmed takih primerov nastane, ko po zgresˇenem metu na kosˇ igralca
iz nasprotnih ekip poskrbita za mrtvo zˇogo. Sledi skok za zˇogo in igralec,
ki dobi skok, bo v play-by-play zapisu avtomatsko nagrajen sˇe z dobljenim
skokom za prvotno zgresˇen met. V play-by-play zapisu je trajanje med sko-
kom za zˇogo in avtomatsko pripisanim skokom vedno 0 sekund. Toda kaj se
zgodi, ko je vrstni red teh dveh dogodkov zapisan napacˇno, torej najprej skok
igralca po zgresˇenem metu in sˇele potem skok za zˇogo. Ta zapis dejansko
pomeni povsem drugacˇno dinamiko dogodkov. Lahko bi igralec dobil skok
za zˇogo in recimo 10 sekund kasneje bi priˇslo do mrtve zˇoge.
3.1 Identifikacija dogodkov
V zanki smo se sprehodili preko ucˇne mnozˇice in izlusˇcˇili vse razlicˇne zapise
dogodkov. Izkazalo se je, da se skozi 2 sezoni pojavi 38 razlicˇnih zapisov. Pri
pozornem pregledu dogodkov smo opazili, da prva cˇrka dogodka predstavlja
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ekipo, ki je pri dogodku sodelovala, preostale cˇrke pa predstavljajo dejanski
dogodek. Cˇrka H pomeni domacˇo ekipo, cˇrka A pa gostujocˇo. Iz tega lahko
sklepamo, da je vseh dogodkov dejansko 19, pri vsakem izmed njih pa lahko
sodeluje ali domacˇa ali gostujocˇa ekipa. Na primer zapis INB predstavlja
dogodek izvajanje iz avta. Cˇe iz avta izvaja domacˇa ekipa, je dogodek zapisan
kot HINB, cˇe pa gostujocˇa, pa AINB. Sledi seznam dogodkov:
1. INB - izvajanje iz avta
2. 2PA - zgresˇen met za 2 tocˇki
3. 2PM - zadet met za 2 tocˇki
4. 3PA - zgresˇen met za 3 tocˇke
5. 3PM - zadet met za 3 tocˇke
6. FT3A - zgresˇen prvi od treh prostih metov
7. FT3M - zadet prvi od treh prostih metov
8. FT2A - zgresˇen predzadnji prosti met
9. FT2M - zadet predzadnji prosti met
10. FT1A - zgresˇen zadnji prosti met
11. FT1M - zadet zadnji prosti met
12. DRB - skok v obrambi
13. ORB - skok v napadu
14. DREB - ekipni skok v obrambi
15. OREB - ekipni skok v napadu
16. F - osebna napaka
17. V - krsˇitev pravil (a ne osebna napaka)
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18. TO - izgubljena zˇoga
19. JB - skok za zˇogo
V tabeli 3.1 je prikazano, kolikokrat se kateri dogodek pojavi na katerem
mestu v kombinaciji dveh zaporednih dogodkov.
Tabela 3.1: Sˇtevilo pojavitev dogodkov v spremenljivkah prvi dogodek v
kombinaciji in drugi dogodek v kombinaciji.
Prvi dogodek v kombinaciji Drugi dogodek v kombinaciji
Domacˇa ekipa Gostujocˇa ekipa Domacˇa ekipa Gostujcˇa ekipa
INB 144709 147523 141998 144667
2PA 77304 79032 77304 79032
2PM 74562 72211 74853 72551
3PA 32119 33264 32119 33265
3PM 18246 18068 18428 18229
FT3A 111 88 111 88
FT3M 373 353 373 353
FT2A 6700 6506 6700 6506
FT2M 18542 17609 18542 17609
FT1A 7257 6949 7257 6949
FT1M 24539 23535 24539 23535
DRB 77272 74828 78481 75943
ORB 27247 26809 27370 26942
DREB 5094 5080 5245 5188
OREB 6044 6320 7909 8322
F 50499 51912 50503 51924
V 1074 1217 1074 1217
TO 35283 36012 35541 36260
JB 2165 2086 831 784
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3.2 Kombinacije dogodkov
Ker nasˇ problem temelji na napovedovanju cˇasa med dvema dogodkoma, je
zelo pomembno obravnavati vse mozˇne kombinacije dogodkov. Ko vidimo,
da zaporedje dveh dogodkov ni mogocˇe, ga lahko izlocˇimo in tako ne uvr-
stimo med vhodne primere. Dodatna prednost obravnavanja vseh primerov
je dolocˇitev kombinacij dogodkov, med katerimi vedno pretecˇe 0 sekund.
Tako se lahko metode strojnega ucˇenja osredotocˇijo na preostale primere.
Za vsakega izmed 19-ih dogodkov iz tabele 3.1 smo v locˇeno tekstovno da-
toteko izpisali vse kombinacije, kjer se obravnavani dogodek pojavi na prvem
mestu v kombinaciji. Za vsako kombinacijo smo izpisali tudi sˇtevilo pojavi-
tev skozi dve sezoni in pa povprecˇen pretok cˇasa med obema dogodkoma v
kombinaciji.
Izlocˇili smo kombinacije, ki se na tekmi ne morejo zgoditi. Prav tako smo
izlocˇili tudi vse kombinacije, kjer med dogodkoma mine 30 sekund ali vecˇ.
Cˇas napada je v ligi NBA omejen na 24 sekund, vzeli pa smo sˇe 5 sekund
rezerve.
Sˇtevilo vseh razlicˇnih kombinacij je 457, od katerih pa je 127 napacˇnih.
To pomeni, da bomo pretok cˇasa napovedovali za 330 razlicˇnih kombina-
cij. V kosˇarki se zgodi veliko kombinacij dogodkov, kjer med dogodkoma
vedno mine 0 sekund. Taksˇne kombinacije smo dolocˇili s pomocˇjo predzna-
nja kosˇarke. Za njih smo pretok cˇasa napovedovali rocˇno, saj vemo, da med
dogodkoma vedno pretecˇe 0 sekund. V nasˇih vhodnih podatkih je taksˇnih
kombinacij 149.
Sledila je vizualizacija sˇtevila kombinacij pri dolocˇeni tocˇkovni razliki v
odvisnosti od pretoka cˇasa med dogodkoma v kombinaciji. Graf je prikazan
na sliki 3.1.
Vidimo lahko, da se najvecˇ kombinacij zgodi, ko je razlika v tocˇkah med
ekipama majhna. Zagotovo pa najbolj zbode v ocˇi sˇtevilo kombinacij dogod-
kov, med katerima pretecˇe ena sekunda. Po ponovnem pregledu analize vseh
kombinacij smo ugotovili, da gre vecˇinoma za kombinacije zgresˇenih metov
in skokov za zˇogo.
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Slika 3.1: Sˇtevilo kombinacij pri dolocˇeni tocˇkovni razliki v odvisnosti od
pretoka cˇasa med dogodkoma v kombinaciji.
Naslednja vizualizacija predstavlja sˇtevilo kombinacij v odvisnosti od pre-
toka cˇasa, ko je prvi dogodek v kombinaciji zgresˇen met. Drugi dogodek ni
vedno skok. Lahko je tudi osebna napaka ali pa krsˇitev pravil (ang. vio-
lation). Na sliki 3.2 so prikazani trije grafi. Prvi predstavlja kombinacije
dogodkov, kjer je prvi dogodek zgresˇen met za 2 tocˇki, drugi kombinacije
dogodkov, kjer je prvi dogodek zgresˇen met za 3 tocˇke, tretji pa kombinacije
dogodkov, kjer je prvi dogodek zgresˇen zadnji prosti met.
Kot lahko vidimo, je porazdelitev pretoka cˇasa v vseh treh primerih sko-
rajda identicˇna. Taksˇnih kombinacij je 46.
3.3 Testiranje modelov
Cilj diplomske naloge je bila cˇim boljˇsa napoved pretoka cˇasa med dogodki
na kosˇarkarski tekmi. Pretok cˇasa bi lahko za vse kombinacije dogodkov
napovedovali po obcˇutku s pomocˇjo predznanja dinamike kosˇarkarske igre.
Nekatere napovedi bi bile tocˇne, saj je pri dolocˇenih kombinacijah pretok cˇasa
konstanten. Pri kombinacijah, kjer pretok cˇasa ni konstanten, pa verjetno
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Slika 3.2: Porazdelitev pretoka cˇasa v kombinacijah, ko je prvi dogodek
zgresˇen met.
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ne bi imeli mozˇnosti proti raznim racˇunskim modelom. To je tudi razlog,
da smo vhodne primere razdelili na tiste, ki jih napovedujejo modeli in tiste,
kjer je pretok cˇasa napovedujemo rocˇno.
Pretok cˇasa smo napovedovali za 330 razlicˇnih kombinacij dogodkov, ki
so razdeljene v naslednje tri skupine:
Vhodni primeri, kjer je pretok cˇasa vedno enak 0 sekund: Te primere
smo vedno napovedovali rocˇno (149 kombinacij).
Vhodni primeri, o katerih nimamo nobenega predznanja: Ti vhodni
primeri vsebujejo 135 kombinacij dogodkov, za katere pretok cˇasa ve-
dno napovedujejo modeli.
Vhodni primeri, kjer je prvi dogodek zgresˇen met: Ti vhodni primeri
vsebujejo kombinacije, kjer je opazˇena neka konstantna porazdelitev
pretoka cˇasa med dogodkoma (46 kombinacij). Za vsako kombinacijo
posebej smo na ucˇni mnozˇici izracˇunali povprecˇen pretok cˇasa, ki bo
uporabljen kot napoved pri rocˇnem napovedovanju pretoka cˇasa za te
kombinacije.
Vsako tehniko strojnega ucˇenja smo testirali na dveh vrstah podatkov:
Podatki 1: Modeli napovedujejo vhodne primere, o katerih nimamo nobe-
nega predznanja. Rocˇno napovedujemo vhodne primere, kjer med do-
godkoma vedno mine 0 sekund in vhodne primere, kjer je prvi dogodek
zgresˇen met.
Podatki 2: Modeli napovedujejo vhodne primere, o katerih nimamo nobe-
nega predznanja in vhodne primere, kjer je prvi dogodek zgresˇen met,
rocˇno pa napovedujemo samo vhodne primere, kjer je pretok cˇasa vedno
enak 0 sekund.
Razlog za taksˇno testiranje je nasˇe predznanje o kosˇarki. Po zgresˇenem
metu je v veliki vecˇini primerov naslednji dogodek skok za zˇogo. Pretok cˇasa
naj ne bi bil odvisen od ostalih neodvisnih spremenljivk, temvecˇ od odboja
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zˇoge od obrocˇa (lahko tudi primer, ko zˇoga ne zadane obrocˇa oziroma table).
Ker podatkov o odboju nimamo (dolg odboj, kratek odboj, vecˇ odbojev,
brez odboja, samo odboj od table, ...), lahko smatramo, da je nakljucˇen.
To pomeni, da bi bila najbolj smiselna napoved povprecˇen pretok cˇasa za
posamezno kombinacijo, izmerjen na ucˇni mnozˇici.
Ker pa nismo povsem prepricˇani, da je pretok cˇasa po zgresˇenem metu
neodvisen od ostalih neodvisnih spremenljivk, smo se odlocˇili testirati oba
nacˇina.
Kot merilo kvalitete modela smo vzeli povprecˇno absolutno napako na-
povedi, merjeno v sekundah.
3.4 Neodvisne spremenljivke
Neodvisne spremenljivke so lahko nominalne ali pa zvezne. Vrednosti prvih
so ponavadi oznake in med seboj niso v nikakrsˇnem kolicˇinskem razmerju,
vrednosti drugih pa so numericˇne. Pri dolocˇenih metodah strojnega ucˇenja
je potrebno zvezne spremenljivke standardizirati, saj v nasprotnem primeru
pride do tezˇav.
3.4.1 Nominalne spremenljivke
Nominalne spremenljivke morajo biti v nekaterih algoritmih strojnega ucˇenja
(linearna regresija, nevronske mrezˇe, ...) predstavljene v numericˇni obliki. To
omogocˇi pretvorba v pomozˇne spremenljivke. Poleg vsake neodvisne spre-
menljivke je zapisano, koliko pomozˇnih spremenljivk je potrebnih za pred-
stavitev te spremenljivke. Sˇtevilo pomozˇnih spremenljivk je za ena manjˇse
od sˇtevila vseh mozˇnih vrednosti neodvisne spremenljivke.
Mnozˇici vhodnih podatkov Podatki 1 in Podatki 2 vkljucˇujeta razlicˇne
vhodne primere, zato se na polozˇaju spremenljivk predhodnih in pred predho-
dnih dogodkov pojavljajo razlicˇne vrednosti. Pri spremenljivkah, ki vkljucˇujejo
kakrsˇno koli obliko predhodnega ali pred predhodnega dogodka, velja prvo
sˇtevilo pomozˇnih spremenljivk za Podatke 1, sˇtevilo v oklepaju pa za Po-
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datke 2. V seznamu mozˇnih vrednosti so najprej navedene vrednosti, ki se
pojavijo v Podatkih 1 in Podatkih 2, v oklepaju pa samo tiste, ki se pojavijo
v Podatkih 2.
Prvi dogodek v kombinaciji (s podatkom o ekipi)
Sˇtevilo pomozˇnih spremenljivk: 13
Mnozˇica mozˇnih vrednosti: FIRST-AOREB, FIRST-HOREB, FIRST-
AINB, FIRST-HDREB, FIRST-AJB, FIRST-HINB, FIRST-HTO, FIRST-
HDRB, FIRST-ADREB, FIRST-HJB, FIRST-HORB, FIRST-ATO, FIRST-
ADRB, FIRST-AORB
Prvi dogodek v kombinaciji je dogodek, od katerega merimo pretok cˇasa
do naslednjega dogodka (drugi dogodek v kombinaciji).
Drugi dogodek v kombinaciji (s podatkom o ekipi)
Sˇtevilo pomozˇnih spremenljivk: 15
Mnozˇica mozˇnih vrednosti: SECOND-A2PA, SECOND-AV, SECOND-
AJB, SECOND-A3PM, SECOND-HJB, SECOND-A2PM, SECOND-AF, SECOND-
H3PM, SECOND-HF, SECOND-H3PA, SECOND-HTO, SECOND-H2PA,
SECOND-A3PA, SECOND-ATO, SECOND-H2PM, SECOND-HV
Drugi dogodek v kombinaciji je dogodek, ki se zgodi za prvim dogodkom
v kombinaciji.
Predhodni dogodek (s podatkom o ekipi)
Sˇtevilo pomozˇnih spremenljivk: 30 (34)
Mnozˇica mozˇnih vrednosti: PREV-HDREB, PREV-A3PA, PREV-ADRB,
PREV-HORB, PREV-ATO, PREV-H2PA, PREV-HJB, PREV-AFT1A, PREV-
H3PM, PREV-H2PM, PREV-AF, PREV-HOREB, PREV-H3PA, PREV-
ADREB, PREV-HFT1A, PREV-AFT1M, PREV-A2PM, PREV-AORB, PREV-
HFT1M, PREV-HV, PREV-HF, PREV-HDRB, PREV-A3PM, PREV-None,
PREV-A2PA, PREV-AINB, PREV-AJB, PREV-AOREB, PREV-HINB, PREV-
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AV, PREV-HTO, (PREV-HFT2M, PREV-AFT2M, PREV-HFT2A, PREV-
AFT2A)
V spremenljivko predhodni dogodek zapiˇsemo dogodek, ki se je zgodil
pred dogodkom, zapisanem v spremenljivki prvi dogodek v kombinaciji. Gre
za dogodek, ki se v predhodnem vhodnem primeru nahaja v spremenljivki
prvi dogodek v kombinaciji. V primeru, da vhodni primer opisuje prvo kom-
binacijo dogodkov v cˇetrtini oziroma podaljˇsku, ima spremenljivka predhodni
dogodek vrednost None. To pomeni, da predhodnega dogodka ni.
Pred predhodni dogodek (s podatkom o ekipi)
Sˇtevilo pomozˇnih spremenljivk: 34 (38)
Mnozˇica mozˇnih vrednosti: PP-HDRB, PP-HF, PP-HDREB, PP-H3PM,
PP-H2PA, PP-HOREB, PP-A2PA, PP-AV, PP-AFT1M, PP-H3PA, PP-ADREB,
PP-AFT1A, PP-HFT1M, PP-A3PA, PP-ATO, PP-HFT2A, PP-HFT1A, PP-
A3PM, PP-A2PM, PP-HORB, PP-HTO, PP-AORB, PP-AF, PP-AFT2M,
PP-None, PP-HINB, PP-AOREB, PP-AJB, PP-HJB, PP-ADRB, PP-H2PM,
PP-AINB, PP-HV, PP-HFT2M, PP-AFT2A, (PP-HFT3M, PP-AFT3M, PP-
HFT3A, PP-AFT3A)
Spremenljivka pred predhodni dogodek predstavlja dogodek, ki se je zgo-
dil pred dogodkom, ki se nahaja v spremenljivki predhodni dogodek. Po-
dobno kot spremenljivka predhodni dogodek ima lahko tudi ta spremenljivka
vrednost None.
Prvi dogodek v kombinaciji (brez podatka o ekipi)
Sˇtevilo pomozˇnih spremenljivk: 6
Mnozˇica mozˇnih vrednosti: FIRST-TO, FIRST-DREB, FIRST-INB, FIRST-
OREB, FIRST-ORB, FIRST-DRB, FIRST-JB
Drugi dogodek v kombinaciji (brez podatka o ekipi)
Sˇtevilo pomozˇnih spremenljivk: 7
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Mnozˇica mozˇnih vrednosti: SECOND-F, SECOND-3PM, SECOND-3PA,
SECOND-TO, SECOND-2PM, SECOND-2PA, SECOND-JB, SECOND-V
Predhodni dogodek (brez podatka o ekipi)
Sˇtevilo pomozˇnih spremenljivk: 15 (17)
Mnozˇica mozˇnih vrednosti: PREV-DRB, PREV-JB, PREV-FT1A, PREV-
DREB, PREV-ORB, PREV-F, PREV-3PM, PREV-INB, PREV-None, PREV-
2PM, PREV-OREB, PREV-3PA, PREV-TO, PREV-2PA, PREV-V, PREV-
FT1M, (PREV-FT2M, PREV-FT2A)
Pred predhodni dogodek (brez podatka o ekipi)
Sˇtevilo pomozˇnih spremenljivk: 17 (19)
Mnozˇica mozˇnih vrednosti: PP-3PM, PP-FT2M, PP-TO, PP-2PM, PP-
OREB, PP-ORB, PP-None, PP-INB, PP-FT1A, PP-2PA, PP-DREB, PP-
FT1M, PP-DRB, PP-V, PP-FT2A, PP-JB, PP-3PA, PP-F, (PP-FT3M, PP-
FT3A)
Cˇetrtina
Sˇtevilo pomozˇnih spremenljivk: 3
Mnozˇica mozˇnih vrednosti: Q-1, Q-2, Q-3, Q-4
Kosˇarkarska tekma v ligi NBA je razdeljena na sˇtiri cˇetrtine po dvanajst
minut. V primeru da je izid po koncu rednega dela izenacˇen, se igrajo 5-
minutni podaljˇski, dokler ni znan zmagovalec.
V stolpcu QUARTER (cˇetrtina) so mogocˇe vrednosti od 1 do 4 (cˇetrtine v
rednem delu tekme), ter od 5 naprej v primeru podaljˇskov. Vrednost 7 torej
pomeni 3. podaljˇsek. Ker je podaljˇskov malo, smo jih obravnavali enako kot
zadnjih pet minut rednega dela tekme. To pomeni, da spremenljivka vedno
zavzame vrednosti od 1 do 4.
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Cˇas do konca cˇetrtine
Sˇtevilo pomozˇnih spremenljivk: 11
Mnozˇica mozˇnih vrednosti: TQ-0, TQ-1, TQ-2, TQ-3, TQ-4, TQ-5, TQ-
6, TQ-7, TQ-8, TQ-9, TQ-10, TQ-11
Cˇetrtino smo razdelili na 12 minutnih odsekov. Spremenljivka dobi vre-
dnost tistega odseka, v katerem se je zgodil prvi dogodek iz kombinacije.
Cˇas do konca tekme
Sˇtevilo pomozˇnih spremenljivk: 47
Mnozˇica mozˇnih vrednosti: T-0, T-1, T-2, T-3, T-4, T-5, T-6, T-7, T-8,
T-8, T-10, T-11, T-12, T-13, T-14, T-15, T-16, T-17, T-18, T-19, T-20, T-21,
T-22, T-23, T-24, T-25, T-26, T-27, T-28, T-29, T-30, T-31, T-32, T-33, T-
34, T-35, T-36, T-37, T-38, T-39, T-40, T-41, T-42, T-43, T-44, T-45, T-46,
T-47
Tekmo smo razdelili na 48 minutnih odsekov. Spremenljivka dobi vre-
dnost tistega odseka, v katerem se je zgodil prvi dogodek iz kombinacije.
Tocˇkovna razlika (s perspektive ekipe, ki ima posest zˇoge)
Sˇtevilo pomozˇnih spremenljivk: 8
Mnozˇica mozˇnih vrednosti: DIFF-POS=(-inf,-16], DIFF-POS=[-15,-11],
DIFF-POS=[-10,-6], DIFF-POS=[-5,-1], DIFF-POS=0, DIFF-POS=[1,5], DIFF-
POS=[6,10], DIFF-POS=[11,15], DIFF-POS=[16,inf)
S kombinacijo spremenljivk posest zˇoge in tocˇkovna razlika lahko ugo-
tovimo, ali vodilne ekipe resnicˇno igrajo daljˇse napade. Posest zˇoge smo s
predhodnim znanjem o kosˇarki dolocˇili rocˇno.
Tocˇkovno razliko smo razdelili v devet kategorij. Prva izmed njih je iz-
enacˇen rezultat, druga izmed njih vodstvo za vecˇ kot 15 tocˇk, tretja pa vod-
stvo nasprotne ekipe za vecˇ kot 15 tocˇk. Ostalih sˇest kategorij so intervali
po 5 tocˇk od -15 do +15.
Da vodilne ekipe resnicˇno igrajo daljˇse napade, potrjuje graf na sliki 3.3.
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Slika 3.3: Pretok cˇasa med dvema dogodkoma v odvisnosti od tocˇkovne raz-
like s perspektive ekipe, ki ima posest zˇoge.
Sˇe bolj pa je to opazno v zadnji cˇetrtini tekme, kar lahko vidimo na grafu na
sliki 3.4
3.4.2 Zvezne spremenljivke
Cˇas do konca cˇetrtine
Interval vrednosti: od 0 do 720
Vrednosti so predstavljene v sekundah. Ker cˇetrtina v kosˇarkarski ligi
NBA traja 12 minut, je maksimalno sˇtevilo sekund 720.
Cˇas do konca tekme
Interval vrednosti: od 0 do 2880
Tekma traja 48 minut plus morebitni podaljˇski. Ker je podaljˇskov malo,
so obravnavani kot zadnjih 5 minut tekme rednega dela.
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Slika 3.4: Pretok cˇasa med dvema dogodkoma v zadnji cˇetrtini oziroma po-
daljˇsku v odvisnosti od tocˇkovne razlike s perspektive ekipe, ki ima posest
zˇoge.
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Tocˇkovna razlika (s perspektive ekipe, ki ima posest zˇoge)
Interval vrednosti: od -56 do 54
Tempo igre ekipe, ki ima posest zˇoge
Interval vrednosti: od 86,874 do 103,100
Tempo igre je ocena sˇtevila posesti zˇoge posamezne ekipe v 48-ih minutah.
S pajkom smo se sprehodili po spletnih straneh z obnovami tekem in izlusˇcˇili
informacije o tempu igre. Za vsako ekipo smo izracˇunali povprecˇen sezonski
tempo igre od zacˇetka sezone do vsake njihove tekme v sezoni.
Pretok cˇasa med dogodkoma v predhodni kombinaciji
Interval vrednosti: od 0 do 63
V tej spremenljivki se nahaja sˇtevilo pretecˇenih sekund med dogodkoma
iz predhodne kombinacije. Uposˇtevani so tudi pretoki cˇasov predhodnih kom-
binacij, kjer je med dogodkoma minilo vecˇ kot 30 sekund.
Cˇas do konca cˇetrtine (standardizirano)
Interval vrednosti: od -1,713 do 1,731
Cˇas do konca tekme (standardizirano)
Interval vrednosti: od -1.717 do 1.730
Tocˇkovna razlika (s perspektive ekipe, ki ima posest zˇoge) (stan-
dardizirano)
Interval vrednosti: od -5.315 do 5.241
Tempo igre (standardizirano)
Interval vrednosti: od -2.214 do 4.076
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Pretok cˇasa med dogodkoma v predhodni kombinaciji (standardi-
zirano)
Interval vrednosti: od -1.719 do 7.321
3.4.3 Kratice spremenljivk
V spodnjem seznamu so navedene kratice, ki smo jih uporabili pri predsta-
vitivi posameznih modelov.
A1 - prvi dogodek v kombinaciji - brez podatka o ekipi (nominalna)
A2 - drugi dogodek v kombinaciji - brez podatka o ekipi (nominalna)
PA - predhodni dogodek - brez podatka o ekipi (nominalna)
PPA - pred predhodni dogodek - brez podatka o ekipi (nominalna)
A1P - prvi dogodek v kombinaciji - s podatkom o ekipi (nominalna)
A2P - drugi dogodek v kombinaciji - s podatkom o ekipi (nominalna)
PAP - predhodni dogodek - s podatkom o ekipi (nominalna)
PPAP - pred predhodni dogodek - s podatkom o ekipi (nominalna)
Q - cˇetrtina (nominalna)
TQD - cˇas do konca cˇetrtine (nominalna)
TGD - cˇas do konca tekme (nominalna)
DD - tocˇkovna razlika s perspektive ekipe, ki ima posest zˇoge (nomi-
nalna)
TQ - cˇas do konca cˇetrtine (zvezna)
TG - cˇas do konca tekme (zvezna)
D - tocˇkovna razlika - s perspektive ekipe, ki ima posest zˇoge (zvezna)
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P - tempo igre ekipe, ki ima posest zˇoge (zvezna)
PT - pretok cˇasa med dogodkoma v predhodni kombinaciji (zvezna)
TQS - cˇas do konca cˇetrtine (standardizirana zvezna)
TGS - cˇas do konca tekme (standardizirana zvezna)
DS - tocˇkovna razlika s perspektive ekipe, ki ima posest zˇoge (standar-
dizirana zvezna)
PS - tempo igre ekipe, ki ima posest zˇoge (standardizirana zvezna)
PTS - pretok cˇasa med dogodkoma v predhodni kombinaciji (standar-
dizirana zvezna)
3.4.4 Spremenljivke za opis ekip
Edina neodvisna spremenljivka, ki smo jo uporabili za opis ekip, je tempo
igre. Ta nam neposredno pove, katere ekipe rade igrajo hitre in katere
pocˇasne napade. Poznamo sˇe veliko spremenljivk, ki opisujejo kvaliteto ekip.
Preprostejˇse opisujejo vse mogocˇe ekipne statistike, kot na primer sˇtevilo
dosezˇenih tocˇk na tekmo, sˇtevilo dosezˇenih skokov na tekmo in tako naprej.
Ena izmed spremenljivk bi lahko bila tudi razmerje ekipe med zmagami in
porazi.
Pri sorodnem klasifikacijskem problemu, napovedovanja naslednjega do-
godka na tekmi poznamo tudi informativne ekspertne atribute (npr. four
factors), ki se uspesˇno uporabljajo pri modeliranju kosˇarke. Pri napovedova-
nju cˇasa med dogodki na kosˇarkarski tekmi pa teh atributov zaenkrat sˇe ni.
Atributi, ki opisujejo in ocenjujejo kvaliteto posameznih ekip, v svojih formu-
lah ne vsebujejo cˇasovne komponente, saj se na ta nacˇin enako obravnavajo
ekipe, ki rade igrajo hitre oziroma pocˇasne akcije.
Empiricˇne raziskave so pokazale, da niti ekspertni atributi four factors
niti neke druge statistike za opis ekip (na primer razmerje med hitrimi in
pocˇasnimi napadi) ne izboljˇsajo napovedi modela, ki uporablja samo cˇas do
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konca tekme in trenutno razliko v rezultatu (vsaj ne pri modeliranju tako
kakovostne in izenacˇene lige, kot je NBA). Meritve so bile opravljene na
regresijskih drevesih, ki napovedi generirajo z vzorcˇenjem primerov v listih.
Poglavje 4
Linearni model
Vecˇkratna (multipla) linearna regresija je metoda strojnega ucˇenja, ki proucˇuje
odvisnosti med vecˇimi neodvisnimi spremenljivkami in eno odvisno spremen-
ljivko. Linearna regresija poiˇscˇe hiperravnino, ki se najbolj prilega podatkom
in tako minimizira vsoto kvadratnih napak. V linearni regresiji kvadratno
napako predstavlja kvadrirana razlika med dejansko vrednostjo odvisne spre-
menljivke in napovedano vrednostjo odvisne spremenljivke. Linearni model
je dober, ko je povprecˇna kvadratna napaka dovolj majhna.
Vecˇ o linearni regresiji si lahko preberete v knjigi Introduction to Linear
Regression Analysis [6].
4.1 Analiza neodvisnih spremenljivk
Variabilnost odvisne spremenljivke je vsota z modelom pojasnjene variabil-
nosti in nepojasnjene variabilnosti. Delezˇ pojasnjene variance je kvocient
med pojasnjeno varianco in celotno varianco. Oznacˇimo ga z r2, imenujemo
pa ga determinacijski koeficient. Njegova vrednost nam pove, koliksˇen delezˇ
variance odvisne spremenljivke pojasnijo neodvisne spremenljivke, vkljucˇene
v model. Vecˇji kot je delezˇ pojasnjene variabilnosti, boljˇsi je model.
V tabeli 4.1 so rezultati, ki predstavljajo delezˇ variance, ki jo pojasni
model, v katerem je le ena neodvisna spremenljivka.
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Tabela 4.1: Vrednosti r2 predstavljajo delezˇ variance, ki jo pojasni model, v
katerem je le ena neodvisna spremenljivka.
Neodvisna spremenljivka r2 (Podatki 1) r2 (Podatki 2)
A1 0.335 0.614
A2 0.053 0.452
PA 0.320 0.549
PPA 0.050 0.322
A1P 0.336 0.614
A2P 0.053 0.452
PAP 0.320 0.549
PPAP 0.050 0.322
Q 0.000 0.000
TQD 0.019 0.014
TGD 0.023 0.015
DD 0.001 0.088
TQ 0.007 0.006
TG 0.000 0.000
D 0.001 0.053
P 0.004 0.002
PT 0.003 0.006
TQS 0.006 0.005
TGS 0.000 0.000
DS 0.001 0.027
PS 0.004 0.002
PTS 0.003 0.006
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V Podatkih 2 kombinacije, kjer je prvi dogodek zgresˇen met, napoveduje
model. Pretok cˇasa pri kombinacijah, kjer je prvi dogodek zgresˇen met, je
zelo predvidljiv. Posledicˇno lahko tudi model dokaj natancˇno napove pretok
cˇasa za taksˇne kombinacije. Pojasnjena varianca je pri modelih grajenih na
Podatkih 1 manjˇsa, ker ti podatki vsebujejo manj predvidljivih kombinacij.
4.2 Analiza posameznih modelov
Za gradnjo modelov smo uporabili spremenljivke, opisane pri analizi posa-
meznih spremenljivk. Uspesˇnost modelov smo dolocˇili z merjenjem napake
napovedi pri posameznih kombinacijah v sezoni 2014/2015. Rezultati testi-
ranj so prikazani v tabeli 4.3.
Model 0 predstavlja trivialni model. V njem je napoved za vsako kom-
binacijo enaka povprecˇnemu pretoku cˇasa, izmerjenem na vseh vhodnih pri-
merih ucˇne mnozˇice.
Najprej smo testirali spremenljivke, ki predstavljajo dogodke. Pri prvih
osmih modelih ugotovimo, da v linearnem modelu ni pomembno, ali imajo
dogodki podatek o ekipi ali ne. Testiranje smo zato nadaljevali s spremenljiv-
kami, ki nimajo podatka o ekipi, saj model vsebuje manjˇse sˇtevilo pomozˇnih
spremenljivk, kar posledicˇno pomeni preprostejˇsi model.
Pri modelih 9, 10, 11, 12 smo testirali najboljˇso kombinacijo predstavitve
cˇasa do konca tekme. Najboljˇso kombinacijo pri Podatkih 1 vsebuje model 12,
a ker nas je modul statsmodels opozoril na multikolinearnost, smo testiranje
nadaljevali z modelom 10. Pri Podatkih 2 je najboljˇsi rezultat dosegel model
11, zato smo testiranje nadaljevali s tem modelom.
Pri modelih 13, 14, 15 smo testirali najboljˇso kombinacijo spremenljivk,
ki predstavljajo tocˇkovno razliko med ekipama. Za nadaljnje testiranje smo
pri obojih podatkih uporabili model 13.
Pri modelih 16 in 17 smo dodali sˇe spremenljivki tempo igre in pretok cˇasa
v predhodni kombinaciji. Obe spremenljivki sta pomagali izboljˇsati napoved.
V modelu 18 smo spremenljivke z dogodki brez podatka o ekipi zame-
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njali s spremenljivkami, ki predstavljajo dogodke s podatkom o ekipi. Kot
lahko vidimo, sˇe vedno ni nobene razlike med dogodki s podatkom o ekipi in
dogodki brez podatka o ekipi.
Tabela 4.2: Mnozˇice neodvisnih spremenljivk, ki jih predstavljajo posamezne
sˇtevilke modela. Pri zadnjih sˇestih modelih je za Podatke 1 uporabljena
spremenljivka TGD, za Podatke 2 pa TGS.
Sˇtevilka modela Neodvisne spremenljivke
0 Trivialni model
1 A1
2 A1P
3 A1, A2
4 A1P, A2P
5 A1, A2, PA
6 A1P, A2P, PAP
7 A1, A2, PA, PPA
8 A1P, A2P, PAP, PPAP
9 A1, A2, PA, PPA, Q, TQD
10 A1, A2, PA, PPA, TGD
11 A1, A2, PA, PPA, TGS
12 A1, A2, PA, PPA, TGD, TQD
13 A1, A2, PA, PPA, TGD/TGS, DD
14 A1, A2, PA, PPA, TGD/TGS, DS
15 A1, A2, PA, PPA, TGD/TGS, DD, DS
16 A1, A2, PA, PPA, TGD/TGS, DD, PS
17 A1, A2, PA, PPA, TGD/TGS, DD, PS, PTS
18 A1P, A2P, PAP, PPAP, TGD/TGS, DD, PS, PTS
Rezultati za Podatke 1 so graficˇno predstavljeni na sliki 4.1, za Podatke
2 pa na sliki 4.2.
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Tabela 4.3: Kombinacije neodvisnih spremenljivk, ki jih predstavljajo sˇtevila
v stolpcu Model, se nahajajo v tabeli 4.2. Vrednosti v stolpcih Napaka so
merjene na sezoni 2014/2015, predstavljene pa so v sekundah.
Model r2 (Podatki 1) Napaka (Podatki 1) r2 (Podatki 2) Napaka (Podatki 2)
0 - 6.357 - 6.357
1 0.335 2.168 0.614 2.169
2 0.336 2.168 0.614 2.169
3 0.379 2.100 0.640 2.100
4 0.379 2.099 0.640 2.100
5 0.443 1.982 0.676 1.983
6 0.443 1.982 0.676 1.983
7 0.445 1.979 0.677 1.981
8 0.445 1.979 0.677 1.981
9 0.458 1.962 0.682 1.993
10 0.461 1.957 0.683 1.990
11 0.445 1.979 0.677 1.981
12 0.461 1.957 0.683 1.990
13 0.465 1.952 0.679 1.976
14 0.463 1.954 0.678 1.980
15 0.465 1.952 0.679 1.976
16 0.469 1.940 0.681 1.970
17 0.469 1.939 0.681 1.971
18 0.470 1.939 0.681 1.971
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Slika 4.1: Primerjava napak napovedi linearnih modelov v sezoni 2014/2015
na Podatkih 1.
Slika 4.2: Primerjava napak napovedi linearnih modelov v sezoni 2014/2015
na Podatkih 2.
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4.3 Koncˇni model
Kot lahko vidimo, smo boljˇse rezultate dobili z modeli naucˇenimi na Podatkih
1. To pomeni, da je rocˇno napovedovanje pretoka cˇasa pri dogodkih, kjer je
prvi dogodek zgresˇen met, pomagalo pri kvaliteti napovedi.
Za najboljˇsi model smo izbrali model 17, ker ima od vseh modelov z
enakim najboljˇsim cˇasom najmanj vhodnih atributov. Ima osem neodvisnih
spremenljivk, kar po pretvorbi v pomozˇne spremenljivke pomeni 102 vhodna
atributa. Uporabljene so spremenljivke prvi dogodek v kombinaciji, drugi
dogodek v kombinaciji, predhodni dogodek, pred predhodni dogodek (vse v
nominalni obliki brez podatka o ekipi), cˇas do konca tekme, tocˇkovna razlika
(obe v nominalni obliki), tempo igre ter pretok cˇasa v predhodni kombinaciji
(obe v standardizirani zvezni obliki).
Koncˇno uspesˇnost modela smo testirali na sezoni 2015/2016, kjer napaka
napovedi modela znasˇa 1.927 sekunde, varianca napake 7.684 sekunde, rela-
tivna napaka glede na napako trivialnega modela pa 0.305.
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Poglavje 5
Regresijska drevesa
Regresijska drevesa so vrsta odlocˇitvenih dreves, kjer je odvisna spremen-
ljivka zvezna. Za razliko od linearne regresije so sposobna modelirati neline-
arne relacije med odvisnimi in neodvisnimi spremenljivkami. Linearni modeli
modelirajo celotno mnozˇico vhodnih primerov, medtem ko odlocˇitvena dre-
vesa razdelijo celotno mnozˇico vhodnih primerov v manjˇse podmnozˇice, ki
so potem modelirane vsaka posebej. Zaporedje odlocˇitev od korena do lista
je samo pot, ki za vsak vhodni primer dolocˇi napoved. Vecˇ o odlocˇitvenih
drevesih si lahko preberete v knjigi Machine Learning and Data Mining [4].
5.1 Orange
Za modeliranje dreves smo uporabili program Orange, ki pri gradnji dreves
uporablja vnaprejˇsnje rezanje (ang. pre-pruning). Implementacija omogocˇa
gradnjo klasifikacijskih in regresijskih dreves. Za nasˇ problem smo upora-
bili regresijska, saj je odvisna spremenljivka zvezna. Zelo dobra lastnost
implementacije je sposobnost obravnave tako zveznih kot tudi nominalnih
neodvisnih spremenljivk. Prav tako je za nasˇ problem koristna sposobnost
gradnje nebinarnih dreves, saj imajo nekatere nominalne neodvisne spremen-
ljivke veliko mozˇnih vrednosti. V listih dreves se nahaja tocˇkovni model.
Celotna shema uporabljenih gradnikov je prikazana na sliki 5.1. Gra-
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Slika 5.1: Shema gradnikov v programu Orange.
dnika File vsebujeta ucˇno in testno mnozˇico. Gradnika Select columns nam
omogocˇata izbiro neodvisnih spremenljivk, ki jih zˇelimo uporabiti v posame-
znih modelih. Razlicˇne kombinacije neodvisnih spremenljivk smo testirali na
binarnih in nebinarnih drevesih. Binarizacija se nastavi v gradniku Tree, kjer
se prav tako nastavijo vrednosti sˇe nekaterih drugih parametrov. Vsak izmed
osmih gradnikov Tree je uporabil svojo kombinacijo parametrov iz tabele 5.1.
Tabela 5.1: Kombinacije parametrov za modeliranje regresijskih dreves.
Minimalno sˇtevilo primerov v listih Ne razcepi podmnozˇic, manjˇsih od
20 50
40 100
50 125
60 150
80 200
100 250
120 280
150 375
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Gradnik Test & Score ocenjuje kvaliteto modelov, napovedi na testni
mnozˇici so podane v gradniku Data Table, povprecˇno napako napovedi pa
smo izracˇunali v gradniku Python Script, ki omogocˇa pisanje Python kode.
5.2 Nebinarna regresijska drevesa
Nebinarna odlocˇitvena drevesa omogocˇajo razcep na vecˇ kot dve veji v po-
sameznem vozliˇscˇu. Rezultati testiranj razlicˇnih kombinacij neodvisnih spre-
menljivk na modelih nebinarnih regresijskih dreves so predstavljeni v ta-
beli 5.2.
Tabela 5.2: Vrednosti v stolpcih Napaka so merjene na sezoni 2014/2015,
predstavljene pa so v sekundah. P1 pomeni Podatki 1, P2 pa Podatki 2.
Neodvisne spremenljivke Napaka (P1) Napaka (P2)
1 A1, A2, PA, TGD 1.915 1.914
2 A1, A2, PA, TG 1.895 1.893
3 A1, A2, PA, TG, DD 1.910 1.908
4 A1, A2, PA, TG, D 1.891 1.889
5 A1, A2, PA, TGS, DS 1.891 1.889
6 A1P, A2P, PAP, TG, D 1.907 1.905
7 A1, A2, PA, TG, TGD, D 1.871 1.869
8 A1, A2, PA, TG, TGD, D, DD 1.870 1.868
9 A1, A2, PA, TG, TGD, D, P 1.868 1.866
10 A1, A2, PA, TG, TGD, D, PT 1.867 1.859
11 A1, A2, PA, TG, TGD, D, P, PT 1.864 1.856
12 A1, A2, PA, PPA, TG, TGD, D, P, PT 1.863 1.857
13 A1, A2, PA, TG, TGD, DD, D, P, PT 1.864 1.857
14 A1P, A2P, PAP, TG, TGD, D, P, PT 1.882 1.875
Modeli 1, 2, 3 in 4 pokazˇejo, da spremenljivki cˇas do konca tekme in
tocˇkovna razlika dajeta boljˇse rezultate v zvezni obliki. Model 5 potrdi, da
pri odlocˇitvenih drevesih standardizacija neodvisnih spremenljivk ne spre-
meni nicˇesar. Pri sˇestem modelu vidimo, da so pri neodvisnih spremenljiv-
kah, ki predstavljajo dogodke, veliko boljˇsa izbira tiste brez podatka o ekipi.
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Slika 5.2: Primerjava napak napovedi nebinarnih dreves v sezoni 2014/2015
na Podatkih 1.
V modelu 7 dodamo spremenljivko cˇas do konca tekme tudi v nominalni
obliki, kar prinese precejˇsnjo izboljˇsavo rezultatov. Podobno v modelu 8 po-
skusimo s spremenljivko tocˇkovna razlika v nominalni obliki, a izboljˇsava ni
tako ocˇitna. V modelih 9, 10, 11 so testirane razlicˇne kombinacije spremen-
ljivk tempo igre in pretok cˇasa v predhodni kombinaciji dogodkov. Obe sˇe
dodatno znizˇata napako napovedi. Modelu 12 je dodana spremenljivka pred
predhodni dogodek, ki pri Podatkih 1 izboljˇsa rezultat za 0.00012 sekunde,
pri Podatkih 2 pa ga poslabsˇa. Trinajsti model ponovno poskusi dodati
spremenljivko tocˇkovna razlika v nominalni obliki, a izboljˇsave rezultatov ni.
Zadnji model uporabi enake neodvisne spremenljivke kot model 11, le da do-
godkovne spremenljivke vsebujejo podatek o ekipi. Napovedi so pricˇakovano
precej slabsˇe. Rezultati za Podatke 1 so graficˇno predstavljeni na sliki 5.2,
za Podatke 2 pa na sliki 5.3.
Pri nebinarnih regresijskih drevesih boljˇse rezultate dobimo na Podatkih
2, kar pomeni, da drevesa kombinacije, kjer je prvi dogodek zgresˇen met,
napovedujejo bolje kot rocˇna napoved, ki temelji na predznanju kosˇarke.
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Slika 5.3: Primerjava napak napovedi nebinarnih dreves v sezoni 2014/2015
na Podatkih 2.
Za najbolˇsi model izberemo model sˇtevilka 11. Uporabljene spremenljivke
so prvi dogodek v kombinaciji, drugi dogodek v kombinaciji, predhodni do-
godek, cˇas do konca tekme (vse v nominalni obliki brez podatka o ekipi),
cˇas do konca tekme, tocˇkovna razlika, tempo igre in pretok cˇasa v predhodni
kombinaciji (vse v zvezni obliki).
5.3 Binarna regresijska drevesa
Program Orange pri gradnji binarnih dreves preprecˇuje uporabo nominal-
nih spremenljivk, pri katerih se pojavlja vecˇ kot 16 razlicˇnih vrednosti. Pri
Podatkih 2 je tako onemogocˇena uporaba spremenljivke predhodni dogodek.
Gre za eno izmed najpomembnejˇsih spremenljivk, brez katere so rezultati
obcˇutno slabsˇi. Posledicˇno smo se odlocˇili, da binarnih dreves na Podatkih
2 ne bomo gradili. Pri Podatkih 1 smo lahko od dogodkovnih spremenljivk
uporabili le spremenljivke prvi dogodek v kombinaciji, drugi dogodek v kom-
binaciji ter predhodni dogodek (vse brez podatka o ekipi). Prav tako nismo
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mogli uporabiti spremenljivke cˇas do konca tekme v nominalni obliki, saj
le ta vsebuje 48 razlicˇnih vrednosti. Rezultati gradnje binarnih modelov na
Podatkih 1 so prikazani v tabeli 5.3.
Tabela 5.3: Vrednosti v stolpcu Napaka so merjene na sezoni 2014/2015,
predstavljene pa so v sekundah.
Neodvisne spremenljivke Napaka (Podatki 1)
1 A1, A2, PA, TG, D 1.865
2 A1, A2, PA, TG, DD 1.865
3 A1, A2, PA, TG, DD, D 1.867
4 A1, A2, PA, TG, DD, P 1.874
5 A1, A2, PA, TG, DD, PT 1.863
6 A1, A2, PA, TG, DD, P, PT 1.869
Prvi trije modeli pokazˇejo, da je predstavitev spremenljivke tocˇkovna raz-
lika najuspesˇnejˇsa v obliki ene nominalne spremenljivke. V modelu 5 dodamo
spremenljivko pretok cˇasa v predhodni kombinaciji, kar prinese izboljˇsano
napoved. Cˇetrti in sˇesti model pokazˇeta, da je spremenljivka tempo igre pri
binarnih drevesih povsem neuporabna.
Za najboljˇsega se izkazˇe peti model.
5.4 Koncˇni model
Najboljˇso povprecˇno napoved pretoka cˇasa je prinesel 11. model pri nebi-
narnih regresijskih drevesih. V njem so uporabljene neodvisne spremenljivke
prvi dogodek v kombinaciji, drugi dogodek v kombinaciji, predhodni dogo-
dek, cˇas do konca tekme (vse v nominalni obliki brez podatka o ekipi), cˇas
do konca tekme, tocˇkovna razlika, tempo igre in pretok cˇasa v predhodni
kombinaciji (vse v zvezni obliki).
Vrednosti ostalih parametrov:
• Sˇtevilo notranjih vozliˇscˇ: 14020
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• Sˇtevilo listov: 8303
• Minimalno sˇtevilo instanc v listih: 60
• Ne razcepi podmnozˇic manjˇsih od: 150
Koncˇno uspesˇnost modela smo testirali na sezoni 2015/2016, kjer napaka
napovedi modela znasˇa 1.859 sekunde, varianca napake 7.152 sekunde, rela-
tivna napaka glede na napako trivialnega modela pa 0.294.
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Poglavje 6
Nevronske mrezˇe
Standardni algoritmi sledijo zaporedju ukazov in nas na koncu pripeljejo do
resˇitve dolocˇenega problema. Pomankljivost takega pristopa je omejenost na
resˇevanje problemov, ki jih zˇe znamo resˇiti. Zelo uporabno bi bilo resˇevati
tudi probleme, za katere sˇe ne vemo, kako bi jih resˇili.
Nevronska mrezˇa je racˇunski model, ki racˇunalniku omogocˇa ucˇenje na
podlagi opazovanih podatkov. Koncept njihovega delovanja temelji na delo-
vanju biolosˇkih mozˇganov. Sestavljene so iz vhodnih nevronov, ene ali vecˇ
skritih plasti nevronov in izhodnih nevronov. Ti nevroni so med seboj po-
vezani. Informacije niso procesirane linearno, temvecˇ paralelno skozi mrezˇo
nevronov. Po povezavah med nevroni se sˇirijo razlicˇno mocˇni aktivacijski
signali. Cˇe je kombinacija vhodnih signalov pri dolocˇenem nevronu dovolj
mocˇna, se ta aktivira, signal pa potuje v nadaljnje nevrone, ki so povezani z
njim. Primer nevronske mrezˇe je prikazan na sliki 6.1.
Nevronske mrezˇe imajo sposobnost izlusˇcˇiti pomen iz zapletenih in netocˇnih
podatkov. Prepoznajo lahko razlicˇne vzorce in trende, ki jih cˇlovek oziroma
ostali algoritmi niso zmozˇni. Ker nevronske mrezˇe same resˇujejo probleme,
je lahko njihovo delovanje nepredvidljivo. Trenutno ponujajo najboljˇse re-
zultate pri problemih prepoznavanja slik, govora in naravnih jezikov.
Vecˇ o nevronskih mrezˇah si lahko preberete v knjigi Neural Networks and
Deep Learning [7].
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Vhod 1
Vhod 2
Vhod 3
Izhod
Skrita
plast
Vhodni
nevroni
Izhodni
nevron
Slika 6.1: Primer nevronske mrezˇe s tremi vhodnimi nevroni, sˇestimi nevroni
v edini skriti plasti ter enim izhodnim nevronom
6.1 Izbor strukture mrezˇe
Kot smo zˇe omenili, so nevronske mrezˇe sestavljene iz vhodnih nevronov,
ene ali vecˇ skritih plasti nevronov in izhodnih nevronov. Sˇtevilo vhodnih
nevronov je odvisnih od v model vkljucˇenih neodvisnih spremenljivk. Izho-
den nevron je en sam, ker je nasˇ problem regresijski. Testiramo lahko torej
razlicˇne kombinacije sˇtevila skritih plasti in sˇtevila nevronov v posamezni
skriti plasti.
Vsako kombinacijo neodvisnih spremenljivk smo testirali na sˇtirih razlicˇnih
strukturah nevronskih mrezˇ, predstavljenih v tabeli 6.1.
6.2 Izbor neodvisnih spremenljivk
Nevronske mrezˇe se same ucˇijo iz vhodnih podatkov. Ker na postopek ucˇenja
dejansko nimamo veliko vpliva, smo preverili rezultate za sˇtevilne kombina-
cije neodvisnih spremenljivk.
Za testiranje najboljˇse kombinacije neodvisnih spremenljivk smo upora-
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Tabela 6.1: Sˇtevilo vhodnih nevronov je odvisno od izbora neodvisnih spre-
menljivk.
Sˇtevilo skritih plasti Sˇtevilo nevronov v posamezni skriti plasti
1 1 * sˇtevilo vhodnih nevronov
1 2 * sˇtevilo vhodnih nevronov
2 1 * sˇtevilo vhodnih nevronov
2 2 * sˇtevilo vhodnih nevronov
bili naslednje parametre:
• struktura mrezˇe: vsako kombinacijo smo testirali na sˇtirih strukturah,
predstavljenih v tabeli 6.1.
• aktivacijska funkcija nevronov: ReLU
• optimizacijski algoritem: Adam (ucˇni korak 0.001)
• inicializacija utezˇi: normal
• sˇtevilo prehodov preko ucˇne mnozˇice: 40
• velikost paketa: 100
V tabeli 6.3 je vsaka kombinacija predstavljena s strukturo mrezˇe, ki je
dosegla najnizˇjo povprecˇno napako napovedi.
Testiranje modelov 1 in 2 potrdi, da je spremenljivka cˇas do konca tekme
daje boljˇse rezultate v nominalni obliki. Model 3 nam pokazˇe, da spremen-
ljivka tocˇkovna razlika prav tako daje boljˇse rezultate v nominalni obliki. V
modelu 4 dodamo spremenljivko pretok cˇasa v predhodni kombinaciji, ki sˇe
dodatno izboljˇsa napoved. V modelu 5 dodana spremenljivka pred predhodni
dogodek napovedi ne izboljˇsa. Modeli 6, 7 in 8 nam lepo pokazˇejo, da boljˇse
rezultate dajejo tiste dogodkovne spremenljivke, ki ne vsebujejo podatkov o
ekipi.
Nadaljnja testiranja modelov zato vsebujejo dogodkovne spremenljivke,
ki ne vsebujejo podatkov o ekipi. Zvezne spremenljivke v modelih od 1 do 8 so
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Tabela 6.2: Mnozˇice neodvisnih spremenljivk, ki jih predstavljajo posamezne
sˇtevilke modela.
Model Neodvisne spremenljivke
1 A1, A2, PA, TGD, DS, PS
2 A1, A2, PA, TGS, DS, PS
3 A1, A2, PA, TGD, DD, PS
4 A1, A2, PA, TGD, DD, PS, PTS
5 A1, A2, PA, PPA, TGD, DD, PS, PTS
6 A1P, A2P, PAP, TGD, DD, PS
7 A1P, A2P, PAP, TGD, DD, PS, PTS
8 A1P, A2P, PAP, PPAP, TGD, DD, PS, PTS
9 A1, A2, PA, TGD, DD, P, PT
10 A1, A2, PA, PPA, TGD, DD, P, PT
bile standardizirane. V modelu 9 poskusimo z zveznimi spremenljivkami brez
standardizacije. Izkazˇe se, da so rezultati boljˇsi, cˇe zvezne spremenljivke niso
standardizirane. Zadnji model doda spremenljivko pred predhodni dogodek,
ki sedaj, ko so zvezne spremenljivke nestandardizirane, izboljˇsa rezultate.
Pri nekaterih kombinacijah neodvisnih spremenljivk, dajejo boljˇse rezul-
tate mrezˇe, ki uporabljajo Podatke 1, pri drugih pa mrezˇe, ki uporabljajo
Podatke 2.
Najboljˇso kombinacijo neodvisnih spremenljivk vsebuje model 10, ki upo-
rablja Podatke 2. Najboljˇse rezultate dosezˇe s strukturo (114, 114, 114, 1).
To pomeni, da ima model 114 vhodnih atributov, dve skriti plasti s po 114-
imi nevroni in en izhoden nevron. Kombinacijo neodvisnih spremenljivk smo
testirali sˇe na strukturah (114, 342, 342, 1), (114, 114, 114, 114, 1) in (114,
228, 228, 228, 1), a nobena izmed njih ni izboljˇsala rezultatov.
Model vsebuje spremenljivke prvi dogodek v kombinaciji, drugi dogodek
v kombinaciji, predhodni dogodek, pred predhodni dogodek (vse v nominalni
obliki brez podatka o ekipi), cˇas do konca tekme, tocˇkovna razlika (obe v no-
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Tabela 6.3: Rezultati testiranja razlicˇnih kombinacij neodvisnih spremenljivk
in struktur nevronske mrezˇe. Kombinacije neodvisnih spremenljivk, ki jih
predstavljajo sˇtevila v stolpcu Model se nahajajo v tabeli 6.2. Vrednosti
v stolpcih Napaka so merjene na sezoni 2014/2015, predstavljene pa so v
sekundah. V stolpcih Struktura vsako sˇtevilo predstavlja sˇtevilo nevronov
v posamezni plasti. Prvo sˇtevilo predstavlja vhodno plast, zadnje sˇtevilo
predstavlja en izhoden nevron, vsako vmesno sˇtevilo pa predstavlja po eno
skrito plast. P1 pomeni Podatki 1, P2 pa Podatki 2.
Model Struktura (P1) Napaka (P1) Struktura (P2) Napaka (P2)
1 (78, 78, 78, 1) 1.885 (87, 87, 87, 1) 1.881
2 (32, 64, 64, 1) 1.926 (41, 41, 41, 1) 1.920
3 (85, 85, 85, 1) 1.875 (94, 94, 94, 1) 1.871
4 (86, 86, 86, 1) 1.866 (95, 95, 95, 1) 1.862
5 (103, 103, 1) 1.866 (114, 114, 114, 1) 1.868
6 (115, 115, 1) 1.880 (133, 133, 133, 1) 1.878
7 (116, 116, 1) 1.871 (134, 134, 134, 1) 1.877
8 (150, 150, 1) 1.870 (172, 172, 1) 1.880
9 (86, 172, 172, 1) 1.850 (95, 190, 190, 1) 1.854
10 (103, 206, 206, 1) 1.844 (114, 114, 114, 1) 1.843
minalni obliki), tempo igre in pretok cˇasa v predhodni kombinaciji (obe v
zvezni nestandardizirani obliki). S tem modelom smo tudi nadaljevali na-
daljnja testiranja.
6.3 Aktivacijska funkcija nevrona
Aktivacijske funkcije v nevronske mrezˇe vkljucˇijo nelinearne lastnosti. Gre
za zelo pomemben koncept, saj z nevronskimi mrezˇami zˇelimo predstaviti
kakrsˇno koli funkcijo in ne samo linearne. V primeru, da ne bi uporabljali
nelinearnih aktivacijskih funkcij, bi na koncu ne glede na sˇtevilo skritih plasti
vedno dobili linearno funkcijo.
Za ucˇenje nevronskih mrezˇ se najvecˇ uporablja algoritem imenovan stan-
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Slika 6.2: Funkcija ReLU
dardno vzvratno razsˇirjanje (ang. backpropagation). Ker v postopku tega
algoritma med drugim pride tudi do odvajanja aktivacijske funkcije, mora
biti ta odvedljiva. Za aktivacijsko funkcijo posameznega nevrona smo iz-
brali zelo pogosto uporabljeno funkcijo ReLU (ang. Rectified linear unit).
Kot lahko vidimo na grafu 6.2, pa ta funkcija ni odvedljiva v tocˇki x = 0.
Ena izmed mozˇnih resˇitev je rocˇna/samodejna nastavitev vrednosti odvoda
v tocˇki x = 0. Pogosto uporabljene vrednosti so 0, 0,5 in 1.
Omenjena funkcija v nasprotju s sigmoidno funkcijo ne vsebuje racˇunsko
zahtevnih operacij, kar posledicˇno pomeni hitrejˇse ucˇenje. Poleg tega se izo-
gne tudi problemu izginjajocˇega gradienta, ki prav tako onemogocˇa hitrejˇse
ucˇenje. Funkcijo lahko opiˇsemo s preprosto enacˇbo:
R(z) = max(0, z)
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6.4 Testiranje optimizacijskega algoritma
Za optimizacijo smo uporabili algoritem, imenovan Adam [3]. Gre za na-
predno razlicˇico gradientnega spusta, ki osvezˇi vrednost utezˇi glede na po-
samezne vhodne aribute. To pomeni, da se pogosto pojavljajocˇi atributi
osvezˇujejo pocˇasneje, kot pa tisti, ki se pojavljajo manj pogosto. Za vsak
atribut v dolocˇenem trenutku je uporabljen drugacˇen ucˇni korak. Ta temelji
na preteklih izracˇunih gradienta za ta atribut. Posledicˇno je rocˇno prilaga-
janje ucˇnega koraka nepotrebno. Poleg tega Adam racˇuna tudi spremembe
momentuma za posamezne atribute, kar sˇe dodatno izboljˇsa optimizacijo.
Vrednost parametra ucˇni korak dolocˇa hitrost posodabljanja utezˇi. Te-
stirali smo razlicˇne vrednosti tega parametra. Rezultati so prikazani v ta-
beli 6.4.
Tabela 6.4: Rezultati testiranja ucˇnega koraka pri algoritmu Adam. Vredno-
sti v stolpcu Napaka so merjene na sezoni 2014/2015, predstavljene pa so v
sekundah.
Ucˇni korak Napaka
0.0001 1.871
0.001 1.843
0.01 1.862
0.1 1.963
0.2 4.342
0.3 4.344
Najboljˇsi rezultat smo dobili z ucˇnim korakom 0.001, zato smo testiranje
nadaljevali s to vrednostjo.
6.5 Testiranje razlicˇnih inicializacij utezˇi
Vcˇasih je veljalo preprosto pravilo, da se za zacˇetne vrednosti utezˇi uporabijo
majhne nakljucˇne vrednosti, danes pa knjizˇnice za strojno ucˇenje ponujajo
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vrsto razlicˇnih inicializacij zacˇetnih vrednosti utezˇi. V tabeli 6.7 so rezultati
razlicˇnih inicializacij, ki jih ponuja API Keras.
Inicializacija nicˇle (ang. zero) zacˇetne vrednosti utezˇi nastavi na 0. Nor-
malna inicializacija (ang. normal) nakljucˇne zacˇetne vrednosti generira na
podlagi normalne verjetnostne porazdelitve. Ena izmed izpeljank normalne
inicializacije je okrnjena normalna inicializacija (ang. truncated normal initi-
alitation), kjer so vrednosti, ki so od pricˇakovane vrednosti oddaljene vecˇ kot
dve enoti standardnega odklona, zavrzˇene. Vse izpeljanke normalne inicia-
lizacije imajo prikacˇkovano vrednost 0. Spreminja se le standardni odklon.
Zadnji dve inicializaciji v tabeli 6.5 generirata vrednosti na osnovi okrnjene
normalne inicializacije.
Zvezno enakomerna inicializacija (ang. uniform) zacˇetne vrednosti gene-
rira na podlagi zvezno enakomerne porazdelitve. Spreminjata se le zgornja
in spodnja meja, ki dolocˇata interval vrednosti (tabela 6.6).
Tabela 6.5: Izpeljanke normalne inicializacije. Spremenljivka nin predstavlja
sˇtevilo vhodnih nevronov v nevron, za katerega se generira vrednost utezˇi.
Spremenljivka nout predstavlja sˇtevilo nevronov, v katere gre aktivacija ne-
vrona, za katerega se generira vrednost.
Inicializacija utezˇi Standardni odklon
normal 0.05
truncated normal 0.05
he normal
√
2
nin
glorot normal
√
2
nin+nout
Najboljˇsi rezultat smo dobili z inicializatorjem imenovanim He normal,
ki smo ga potem uporabili pri nadaljnjih testiranjih.
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Tabela 6.6: Izpeljanke zvezno enakomerne inicializacije. Spremenljivka nin
predstavlja sˇtevilo vhodnih nevronov v nevron, za katerega se generira vre-
dnost utezˇi. Spremenljivka nout predstavlja sˇtevilo nevronov, v katere gre
aktivacija nevrona, za katerega se generira vrednost.
Inicializacija utezˇi Zgornja meja Spodnja meja
uniform −0.05 +0.05
lecun uniform −
√
3
nin
+
√
3
nin
he uniform −
√
6
nin
+
√
6
nin
glorot uniform −
√
6
nin+nout
+
√
6
nin+nout
6.6 Testiranje iteracij v postopku ucˇenja
Velikost paketa (ang. batch size) pri metodi najhitrejˇsega spusta nam pove,
koliko vhodnih primerov je pokazanih nevronski mrezˇi preden se zgodi poso-
dobitev utezˇi. Sˇtevilo prehodov preko ucˇne mnozˇice (ang. epochs) pa nam
pove, kolikokrat so nevronski mrezˇi pokazani vsi vhodni primeri. Rezultati
razlicˇnih kombinacij teh dveh parametrov so prikazani v tabeli 6.8. Kot lahko
vidimo, je najboljˇsa kombinacija sˇe vedno:
• sˇtevilo prehodov preko ucˇne mnozˇice: 40
• velikost paketa: 100
6.7 Koncˇni model
Koncˇni model vsebuje neodvisne spremenljivke prvi dogodek v kombinaciji,
drugi dogodek v kombinaciji, predhodni dogodek, pred predhodni dogodek
(vse v nominalni obliki brez podatka o ekipi), cˇas do konca tekme, tocˇkovna
razlika (obe v nominalni obliki), tempo igre, pretok cˇasa v predhodni kom-
binaciji (obe v nestandardizirani zvezni obliki).
Vrednosti ostalih parametrov:
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Tabela 6.7: Rezultati testiranja razlicˇnih inicializacij utezˇi. Vrednosti v
stolpcu Napaka so merjene na sezoni 2014/2015, predstavljene pa so v se-
kundah.
Inicializacija utezˇi Napaka
zero 4.340
normal 1.843
truncated normal 1.854
he normal 1.841
glorot normal 1.846
uniform 1.847
lecun uniform 1.845
he uniform 1.852
glorot uniform 1.853
• struktura mrezˇe: (114, 114, 114, 1) - 114 vhodnih nevronov, dve skriti
plasti s po 114-imi nevroni ter en izhoden nevron
• aktivacijska funkcija: ReLU
• optimizacijski algoritem: Adam (ucˇni korak = 0.001)
• inicializacija utezˇi: He normal
• Sˇtevilo prehodov preko ucˇne mnozˇice: 40
• Velikost paketa: 100
Koncˇno uspesˇnost modela smo testirali na sezoni 2015/2016, kjer napaka
napovedi modela znasˇa 1.838 sekunde, varianca napake 7.099 sekunde, rela-
tivna napaka glede na napako trivialnega modela pa 0.291.
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Tabela 6.8: Rezultati testiranja razlicˇnih kombinacij sˇtevila prehodov preko
ucˇne mnozˇice in velikosti paketa. Vrednosti v stolpcu Napaka so merjene na
sezoni 2014/2015, predstavljene pa so v sekundah.
Sˇtevilo prehodov preko ucˇne mnozˇice Velikost paketa Napaka
40 100 1.841
10 10 1.878
10 40 1.911
10 70 1.922
10 100 1.896
30 10 1.843
30 40 1.878
30 70 1.889
30 100 1.891
50 10 1.886
50 40 1.845
50 70 1.846
50 100 1.850
70 10 1.876
70 40 1.890
70 70 1.888
70 100 1.864
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Poglavje 7
Zakljucˇek
7.1 Koncˇni rezultati
V tabeli 7.1 so predstavljeni najboljˇsi modeli posameznih metod strojnega
ucˇenja. Kot lahko vidimo, je najboljˇsi rezultat dosegla nevronska mrezˇa,
nekoliko slabsˇega pa regresijsko dreveso. Pricˇakovano se je najslabsˇe odre-
zal linearni model, saj so bile v nasˇem problemu relacije med odvisnimi in
neodvisnimi spremenljivkami nelinearne.
Pri kombinacijah, kjer so prvi dogodki zgresˇeni meti, je rocˇna napoved na
podlagi kosˇarkarskega predznanja precej bolje napovedala pretok cˇasa, kot
pa linearni model. Pri nevronskih mrezˇah so si bili rezultati zelo podobni,
medtem ko so regresijska drevesa premagala rocˇno napoved pri omenjenih
kombinacijah. To se morda zdi nekoliko presenetljivo, saj naj bi bil odboj od
obrocˇa glede na nasˇe vhodne podatke nakljucˇen, a bolj kot dejanski odboj je
pomemben zapis posameznega dogodka. Zgresˇenemu metu v zadnji sekundi
lahko sledi zapis ekipnega skoka v napadu. Pretok cˇasa med dogodkoma je
torej 0 sekund, cˇeprav dejanskega skoka sploh ni bilo. Regresijska drevesa so
verjetno prepoznala taksˇne in podobne vzorce, medtem ko je rocˇna napoved
napovedala povprecˇen pretok cˇasa.
55
56 Luka Mavricˇ
Tabela 7.1: Primerjava rezultatov razlicˇnih metod strojnega ucˇenja. Vredno-
sti v stolpcu Napaka so merjene na sezoni 2015/2016, predstavljene pa so v
sekundah. Relativna napaka je merjena glede na napako Trivialnega modela,
ki vedno napove povprecˇen cˇas med dvema dogodkoma.
Metoda strojnega ucˇenja Napaka Relativna napaka Varianca napake
Trivialni model 6.325 1 13.607
Linearni model (Podatki 1) 1.927 0.305 7.684
Regresijsko drevo (Podatki 2) 1.859 0.294 7.152
Nevronska mrezˇa (Podatki 2) 1.838 0.291 7.099
7.2 Sklepna misel
Ugotovili smo, da so najpomembnejˇse spremenljivke, ki smo jih imeli na voljo
za napovedovanje pretoka cˇasa med dogodki, kar sami dogodki. Napadi se
naprimer hitreje zakljucˇujejo po skoku v obrambi, kot pa po izvajanju iz avta
po dosezˇenem kosˇu nasprotne ekipe. Eden izmed razlogov za to je vecˇ cˇasa za
postavitev obrambe. Napadi po skoku v napadu se v povprecˇju zakljucˇujejo
v le nekaj sekundah, saj igralec pogosto ujame zˇogo v blizˇini kosˇa, kar pomeni
ugodno pozicijo za met na kosˇ. Prav tako smo pokazali, da ekipe v vodstvu
ponavadi igrajo daljˇse napade, sˇe posebej na koncu tekme. Nekatere ekipe
igrajo hitrejˇso napadalnejˇso igro, spet druge pocˇasnejˇso, kar tudi vpliva na
pretok cˇasa med dogodki.
Vse zgoraj omenjene ugotovitve so zelo splosˇne ugotovitve dinamike kosˇar-
karske igre. V realnosti pa je pretok cˇasa med dogodkoma zelo odvisen od
situacije na igriˇscˇu, najpogosteje od postavitve igralcev. Cˇe ekipa ukrade
zˇogo pod svojim obrocˇem, je precej manjˇsa verjetnost za protinapad, kot pa
cˇe bi zˇogo ukradli na nasprotnikovi polovici. Tudi kadar ima ekipa prostega
igralca pod nasprotnikovem kosˇem, niti malo ni pomembno, kateri dogodek
je pripeljal do omenjene situacije. V (skoraj) vsakem primeru bo naslednja
podaja namenjena njemu za hitro dosego lahkega kosˇa.
Prostora za izboljˇsave je sˇe dovolj, vendar so le te vecˇinoma odvisne od
vhodnih podatkov, ki jih imamo na voljo. Dodatna neodvisna spremenljivka
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bi lahko bil recimo igralec, ki je pri dogodku sodeloval. Nekateri igralci v
dolocˇenih situacijah sprejemajo drugacˇne odlocˇitve kot drugi. Morda bi mo-
del lahko prepoznal stil igre posameznih igralcev in tako sˇe izboljˇsal napoved.
Kot smo omenili zˇe v uvodu, obstajajo tudi zˇe podatki, ki sledijo premikanju
igralcev po igriˇscˇu. Ti podatki bi zelo dobro opisali situacijo na igriˇscˇu in
verjetno sˇe dodatno izboljˇsali napoved.
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