Abstract. We study an abstract optimization problem arising from biomolecular sequence analysis. For a sequence A = a1, a2, . . . , an of real numbers, a segment S is a consecutive subsequence ai, ai+1, . . . , aj . The width of S is j − i + 1, while the density is ( i≤k≤j a k )/(j − i + 1).
that gene length [6] , gene density [36] , patterns of codon usage [29] , distribution of different classes of repetitive elements [6, 30] , number of isochores [2] , lengths of isochores [25] , and recombination rate within chromosomes [12] are all correlated with GC content. More research related to GC-rich segments can be found in [13, 15, 18, 20, 23, 24, 27, 33, 35] and the references therein.
Although GC-rich segments of DNA sequences are important in gene recognition and comparative genomics, only a couple of algorithms for identifying GCrich segments appeared in the literature. A widely used window-based approach is based upon the GC-content statistics of a fixed-length window [9, 14, 25, 26] . Due to the fixed length of windows, these practically fast approaches are likely to miss GC-rich segments that span more than one window. Huang [17] proposed an algorithm to accommodate windows with variable lengths. Specifically, by assigning −p points to each AT-pair and 1 − p points to each GC-pair, where p is a number with 0 ≤ p ≤ 1, Huang gave a linear-time algorithm for computing a segment of length no less than L whose score is maximized. As observed by Huang, however, this approach tends to output segments that are significantly longer than the given L.
In this paper, we study a previous abstraction of the problem. Let A = a 1 , a 2 , . . . , a n be a sequence of real numbers. A segment S of A is a consecutive subsequence a i , a i+1 , . . . , a j . The width of S is j − i + 1, i.e., the number of entries in S. The density of S is simply the average ( i≤k≤j a k )/(j − i + 1). Let L and U be positive integers with L ≤ U . The maximum-density segment problem takes A, L, and U as input and asks for a segment of A with the largest possible density among those of width at least L and at most U .
In its most basic form, the sequence A corresponds to the given DNA sequence, where a i = 1 if the corresponding nucleotide in the DNA sequence is G or C; and a i = 0 otherwise. In the work of Huang, sequence entires took on values of p and 1 − p for some real number 0 ≤ p ≤ 1. More generally, we can look for regions where a given set of patterns occur very often. In such applications, a i could be the relative frequency that the corresponding DNA character appears in the given patterns. Further natural applications of this problem can be designed for sophisticated sequence analyses such as mismatch density [28] , ungapped local alignments [1] , and annotated multiple sequence alignments [31] .
Nekrutendo and Li [25] , and Rice, Longden and Bleasby [26] employed algorithms for the case where L = U . This case is trivially solvable in O(n) time. More generally, when L = U , the problem is trivially solvable in O(n(U − L + 1)) time. Huang [17] studied the case where U = n, i.e., there is effectively no upper bound on the width of the desired maximum-density segments. He observed that an optimal segment exists with width at most 2L − 1. Therefore, this case is equivalent to the case with U = 2L − 1 and can be solved in O(nL) time in a straightforward manner. Recently, Lin, Jiang, and Chao [21] gave an O(n log L)-time algorithm for this case based on right-skew partitions of a sequence.
Other related work include algorithms for the problem of computing a segment a i , . . . a j with a maximum sum a i +· · ·+a j instead of a maximum density. Bentley [3] gave an O(n)-time algorithm for the case where L = 0 and U = n.
Within the same linear time complexity, Huang [17] solved the case with arbitrary L and U = n. More recently, Lin, Jiang, and Chao [21] solved the case with arbitrary L and U .
In this paper, we report the following new results:
-Case 1: U = n (or equivalently, U = 2L − 1). The maximum-density segment problem can be solved in O(n) time. This result exploits a non-nesting structure of locally optimal segments to improve upon the algorithm of Lin, Jiang, and Chao [21] . -Case 2: U and L are arbitrary. The maximum-density segment problem can be solved in O(n + n log(U − L + 1)) time.
We can generalize these two new results in a weighted variant of the problem on an input sequence A of n objects. Each object is represented by a pair of two real numbers (a i , w i ) for i = 1, . . . , n, with w i > 0 denoting the width. With these definitions, the density of a segment a i , . . . a j becomes ( i≤k≤j a k )/( i≤k≤j w k ).
The width constraint now requires that L ≤ w i + · · · + w j ≤ U . We can solve this weighted variant with the same running times as in Case 1 with w i > 0 and in Case 2 with w i ≥ 1, respectively. Note that computationally, this weighted variant can be used to compress a real number sequence A to reduce its density analysis time in practice or theory. The remainder of this paper is organized as follows. Section 2 introduces some notation and definitions. In Section 3, we carefully review the previous work of Lin, Jiang and Chao [21] , in which they introduce the concept of rightskew partitions. Our main results are presented in Section 4, and we discuss the generalization of these results to the weighted variant in Section 5. We conclude the paper with some open problems in Section 6.
Notation and Preliminaries
Recall that A = a 1 , a 2 , . . . , a n denotes the input sequence of real numbers. We let A(i, j) denote the segment a i , . . . , a j , w(i, j) = j − i + 1 the width of A(i, j), and µ(i, j) the density of A(i, j). We note that the prefix sums of the input sequence can be precomputed in O(n) time. With these, a value µ(i, j) can be computed in O(1) time, as
3 Right-Skew Segments
Lin, Jiang and Chao [21] define segment A(i, k) to be right-skew if and only if for all i ≤ j < k, µ(i, j) ≤ µ(j + 1, k). They prove that every A can be uniquely partitioned into right-skew segments A 1 A 2 . . . A m such that µ(A x ) > µ(A y ) for any x < y. They call this decomposition the decreasingly right-skew partition of A.
If A(i, k) is not right-skew, its decomposition must consist of the right-skew segment A(i, j) for some i ≤ j < k, followed by the unique partition of A(j+1, k). Because of this common structure, the decreasing right-skew partitions for all A(i, n) can be simultaneously represented by keeping a right-skew pointer, p[i] for each 1 ≤ i ≤ n, where A(i, p [i] ) is the first right-skew segment for the decomposition of A(i, n). They implicitly use dynamic programming to construct all such right-skew pointers in O(n) time.
In order to find a maximum-density segment of width at least L, they proceed by independently searching for the "good partner" of each index i. The good partner of i is the index j that maximizes µ(i, j) while satisfying w(i, j) ≥ L. In order to find each good partner, they make use of the following three lemmas.
Lemma 1 (Atomic). Let B, C and D be three real sequences with µ(B) < µ(C) < µ(D). Then µ(BC) < µ(BCD).
Lemma 2 (Bitonic). Let B be a real number sequence and C 1 C 2 · · · C m the decreasingly right-skew partition of a sequence C which immediately follows B.
Lemma 3. Given a real number sequence B, let C denote the shortest segment of B with width at least L realizing the maximum density. Then the width of C is at most 2L − 1.
Without any upper bound on the desired segment length, the consequence of these lemmas is an O(log L)-time algorithm for finding a good partner for arbitrary index i. Since only segments of width L or greater are of interest, the segment A(i, i + L − 1) must be included. Lin, Jiang and Chao [21] make use of the decreasingly right-skew partition of A(i + L, n) when searching for the good partner of i. If part of a right-skew segment improves the density of a candidate segment, then Lemma 1 assures that the entire right-skew segment should be included (C represents part of a complete right-skew segment CD in the statement of the lemma). Therefore, the good partner for i must be i + L − 1 or else the rightmost index of one of the right-skew segments from the partition of A(i + L, n). Lemma 2 shows that the inclusion of each successive right-skew segment leads to a bitonic sequence of densities, thus binary search can be used to locate the good partner. Finally, Lemma 3 assures that at most L right-skew segments need be considered for inclusion, and thus the binary search for a given i runs in O(log L) time. The result is an O(n log L) algorithm for arbitrary L and U = n.
Improved Algorithms
Our results make use of decreasingly right-skew partitions, as reviewed in Section 3. Our improvements are based upon the following observation. An exact good partner for an index i need not be found if it can be determined that such a partner would result in density no greater than that of a segment already considered. This observation allows us to replace the binary searches used by Lin, Jiang and Chao [21] , at cost of O(log L) time each, with sequential searches that result in an amortized cost of O(1) time each. Before developing our complete algorithms, we introduce the sweep-line data structure which manages the search for good partners.
A Sweep-Line Data Structure
Our data structure augments the right-skew pointers for a given interval with additional information used to speed up searches for good partners. In order to achieve improved efficiency, the structure supports searches limited in two ways:
1. The structure can be used to find matches for an arbitrary collection of values for i, however the queries must be made in decreasing order. 2. When asked to find the match for a left index, the structure will only find the true good partner in the case that the good partner has index less than or equal to all previously returned indices.
The data structure contains the following information, relative to fixed parameters 1 ≤ x ≤ y ≤ n: The data structure is initialized with procedure Initialize(x, y) for 1 ≤ x ≤ y ≤ n, as defined in Figure 1 . An example of an initialized structure is given in Figure 2 . Two other supported operations are given in Figures 3 and 4 .
Lemma 4 (Nesting). There cannot exist indices j and k such that
Proof. For contradiction, assume that j is the maximum such value achieving a violation. Consider the point when p[j] is determined in Initialize. The value p[j] is initially set equal to j at line 3, and is increased by each execution of line 5. We consider the first time that j < k ≤ p[j] < p [k] . Initially, p[j] = j, so the violation must be created at line 5. Immediately before that line, it must be
, this would be a contradiction to j < p[j] + 1 being the maximum violation of the lemma. Otherwise, it must be that
leading to another contradiction. Therefore, no such violation can occur.
⊓ ⊔ procedure Initialize(x, y)
end for 9 ℓ ← y; r ← y; b ← y 
end while 8 return r Proof. With the exception of lines 2, 7 and 9, the initialization procedure is simply a restatement of the algorithm given by Lin, Jiang and Chao [21] for constructing the right-skew pointers. An O(y − x + 1)-time worst case bound was proven by those authors.
To account for DecreaseI we note that ℓ is initialized to value y at line 9 of Initialize, is modified only when decremented at line 2 of DecreaseI, and remains at least x + 1 due to line 1 of DecreaseI. Therefore the loop executes O(y − x + 1) times and this cost can be amortized against the initialization cost. An O(1) amortized cost can account for checking the initial test condition before entering the loop.
In analyzing the cost of FindMatch we note that variable r is initialized to value y at line 9 of Initialize. By Lemma 6, b ≤ r ≤ p [b] , and so we note that the execution of line 2 of FindMatch always results in a strict decrease in the value of r. Therefore, the while loop of that routine executes O(y − x + 1) times. The only step within that loop which cannot be bounded by O(1) in the worst case is that of line 4. However, since each k appears in list S[r] for a distinct value of r, the overall cost associated with line 4 is bounded by O(y − x + 1). This, and the remaining cost of the while loop, can be amortized against the initialization cost. ⊓ ⊔
Maximum-Density Segment with Width at Least L
In this section, we consider the problem of finding a segment with the maximum possible density among those of width at least L. We present a linear time algorithm which makes use of the data structure developed in Section 4.1. The key to the correctness of the algorithm is the following lemma.
Lemma 9. For a given j, assume A(j, k) is a maximum-density segment, of those starting with index j and having width at least L. For a given i < j, assume A(i, m) is a maximum-density segment, of those starting with index i and having width at least L. If m > k, then µ(j, k) ≥ µ(i, m). 1 Call Initialize(1, n) to create data structure A maximum-density segment of A = a 1 , a 2 , . . . , a n of those with width at least L can be found in O(n) time.
Proof. The algorithm is given in Figure 6 . The correctness is a direct result of Lemmas 7 and 9. The running time bound is a direct consequence of Lemma 8. ⊓ ⊔
Maximum-Density Segment with Width at Least L, at Most U
In this section, we consider the problem of finding an interval with the maximum possible density among those of width at least L and at most U . When U ≥ 2L − 1, the upper bound is inconsequential by Lemma 3, and the linear-time algorithm from the previous section suffices. For L < U < 2L − 1, however, there is a subtle problem if trying to apply the previous algorithm directly. Without any upper bound on the width, a good partner for index i was chosen in the range A(p i , n) where p i is the minimum index such that w(i, p i ) ≥ L. The decreasingly right-skew decomposition of A(p i + 1, n) was used in the search for the good partner. In similar spirit, when later searching for a good partner for i − 1, the decreasingly right-skew decomposition of A(p i−1 + 1, n) was used. The beauty of the framework was the fact that the right-skew pointers simultaneously represent the decomposition for all segments of the form A(p + 1, n), for fixed endpoint n. Furthermore, Lemma 1 ensured that the right-skew segments could be treated atomically.
With an upper bound on the width, however, an atomic right-skew segment from the decomposition of A(p i + 1, n) may violate the upper limit. It appears that the more relevant decomposition, for a given i, is that of A(p i + 1, q i ) where q i the maximum index with w(i, q i ) ≤ U . Sadly, it is not apparent whether the structure of that decomposition can be reused as the right end of the interval changes for other values of i.
In the remainder of this section, we present an O(n + n log(U − L + 1))-time algorithm in the setting with both a lower bound and upper bound on the segment width. For a given index i, we know that the good partner lies in a range A(p i , q i ), as defined above. Rather than directly compute the decreasingly rightskew partition of A(p i + 1, q i ) for each i, we will compute decompositions for a collection of smaller blocks which exactly cover the range A(p i , q i ) yet can be reused for other values of i. We build a sweep-line data structure independently for each block and make use of a lemma which guarantees that we find the global solution to the problem, even if we do not find the true good partner for each i.
For ease of notation, we assume, without loss of generality, that the overall sequence A is padded with values so that it has length n which is a power of two. We consider n blocks of size 1, n/2 blocks of size 2, n/4 blocks of size 4, and so on until n/2 β blocks of size 2 β , where β = ⌊log 2 (U − L + 1)⌋. Specifically, we define block B j,k = A(1 + j * 2 k , (j + 1) * 2 k ) for all 0 ≤ k ≤ β and 0 ≤ j < n/2 k . We begin with the following lemma. Proof. The algorithm CollectBlocks is given in Figure 7 , and a sample result is shown in Figure 8 . We leave it as an exercise to verify the claim.
⊓ ⊔ Before presenting the main result for this section, we need the following variant of Lemma 9.
Lemma 11. For a given j, assume A(j, k) is a maximum-density segment, of those starting with index j, having width at least L, and ending with index in range [x, y]. For a given i < j, assume A(i, m) is a maximum-density segment, of those starting with index i, having width at least L, and ending with index in range
Proof. Identical to Lemma 9, as both k and m lie in range [x, y] . ⊓ ⊔ Theorem 2. A maximum-density segment of A = a 1 , a 2 , . . . , a n of those with width at least L and at most U can be found in O(n + n log(U − L + 1)) time.
Add block B j,k to the collection 8
end while 10 while (s ≤ q) do 11
Add block B j,k to the collection 16
end while Fig. 7 . Algorithm for finding collection of blocks to cover an interval. Proof. The algorithm is given in Figure 9 . First, we discuss the correctness. Assume that the global maximum is achieved by A(i, m). We must simply show that this pair, or one with equal density, was considered at line 14. Based on the width constraints, it must be that p ≤ m ≤ q, for p and q as defined in lines 9-10. By Lemma 10, m must lie in some B j,k returned by CollectBlocks(p, q). Because µ(i, m) is a global maximum, the combination of Lemmas 7 and 11 assures us that FindMatch at line 13 will return m (or an index achieving the same density). We conclude by showing that the running time is O(n + nβ). Notice that for a fixed k, blocks B j,k for 0 ≤ j < n/2 k − 1 comprise a partition of the original input A, and thus the sum of their cardinalities is O(n). Therefore, for a fixed k lines 3-5 run in O(n) time by Lemma 8, and overall lines 2-6 run in O(nβ) time. Lines 9-10 can be accomplished in O(1) time as p = i + L − 1 and q = i + U − 1 by definition. Each call to CollectBlocks from line 11 runs in O(1 + β) time by Lemma 10, and produces O(1 + β) blocks. Therefore, the body of that loop, lines 12-17, executes O(n + nβ) times over the course of the entire algorithm. Finally, we must account for the time spent in all calls to DecreaseI and FindMatch from lines [12] [13] . Rather than analyze these costs chronologically, we account for these calls by considering each block B j,k over the course of the algorithm. For a given block, the parameter values sent to DecreaseI are indeed strictly decreasing. Therefore by Lemma 8, each of these calls has an amortized cost of O(1), where that cost is amortized over the initialization costs for the blocks.
⊓ ⊔
Extensions to the Weighted Case
We can generalize the maximum-density segment problem to an input A of n objects, where each object is represented by a pair of two real numbers (a i , w i ) for i = 1, . . . , n, with w i > 0. We use the term "width" for w i rather than "weight" to avoid possible confusion in context, as this parameter appears as the denominator in the following "density" formula:
We note that the prefix sums can separately be computed for a k and w k in O(n) time, after which we can compute w(i, j) in O(1) time as
and µ(i, j) as described in Section 2. In this setting, we now ask whether we can find the segment with maximum possible density of those having L ≤ w(i, j) ≤ U . We offer the following two theorems.
Theorem 3.
A maximum-density segment of A = (a 1 , w 1 ) , . . . , (a n , w n ) of those with width at least L can be found in O(n) time.
Theorem 4.
If w i ≥ 1 for all i, then a maximum-density segment of A = (a 1 , w i ), (a 2 , w 2 ), . . . , (a n , w n ) of those with width at least L and at most U can be found in O(n + n log(U − L + 1)) time.
The algorithms as presented in Section 4 can be used essentially unchanged with the new computations for w(i, j) and µ(i, j). The only additional algorithmic change required is that for a given left index i, we must be able to calculate the effective range for the good partner search. Namely, we must find p which is the minimum index satisfying w(i, p) ≥ L and q which is the maximum index satisfying w(i, q) ≤ U . These values can be precomputed for all i in O(n) overall time by sweeping a pair of indices across the full sequence.
As far as the correctness, we note that the facts about right-skew segments provided by Lin, Jiang and Chao [21] do not in any way involve the width of segments, and so those results are unaffected by the width parameters. Those parameters only have effect once lower and upper bounds on the width are applied to the problem. All of our proofs from Section 4 were written so as to be valid with this weighted variant.
The running time bounds for the algorithms remain intact in this weighted version as well. The caveat that w i ≥ 1 from Theorem 4 is needed to guarantee that the cardinality of the interval [p, q] is at most (U − L + 1), so as to apply Lemma 10.
Conclusions
We have shown that if U = n (or equivalently, U = 2L − 1), we can solve the maximum-density segment problem in O(n) time. If U and L are arbitrary, we can solve the problem in O(n+n log(U −L+1)) time. These results hold for both the unweighted and weighted versions of the problem. Recently, the techniques of this paper have been expanded by the authors to achieve linear time when U and L are arbitrary; details will appear in a subsequent paper.
A further research direction is to generalize the input sequence A to an array of dimension two or higher. This generalization conceivably may have applications to image analysis in bioinformatics and other fields.
