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Detroit is currently experiencing an investment renaissance in the 7.2 square miles of the 
greater downtown area (“the 7.2”). Throughout the remaining 131.6 square miles, some 
neighborhoods have become “nodes” of real estate and social investment, while many other 
neighborhoods still struggle to attract the eye of investors (Thompson, 2017b). With a city-wide 
poverty rate of 35%, insufficient public transportation and limited access to jobs, most residents in 
the neighborhoods have not benefited at the same rate as the downtown core during this time of 
resurgence in the city (Jackman, 2014, 2016; Pandey, 2019). 
 Attempting to jumpstart investment in 10 “tipping point” neighborhoods, the Strategic 
Neighborhood Fund (SNF) was created as a collaboration between a local community development 
funding institution and city government (Aguilar, 2018; Jackman, 2016). Soliciting philanthropists, 
banks, and foundations to invest in real estate and social capital, the fund has attracted much 
attention yet offers investors little direction of how the money might be invested, and the public 
minimal information about the government’s intentions. Given the scale of Detroit’s challenges, it is 
often difficult for policymakers, real estate investors, and philanthropists to decide how to prioritize 
policies, grantmaking, or investing. 
Detroit is on the brink. The brink of good, the brink of bad, the brink of everything in 
between. Detroit is a gritty town of hard workers who face relentless struggles living in the city. 
Detroit’s structural decline—physical, financial, and social—has led many to claim that it is 
“post-apocalyptic,” with no chance of survival. Others see the potential for Detroit’s residents to 
rise up and take back the city that has let them down. Still others see the potential to capitalize on 
the disinvested land, remaking it for the needs of a few, and to the chagrin of many. The changes 
occurring in Detroit today are setting the scene for Detroit’s future—one that resembles an oddly 
familiar, racially segregated landscape in which many black and brown people struggle to get by, 
while white people with financial, social, and political capital continue to thrive. As this future 
plays out, new technologies and analyses are likely to play an increasingly large part; and it is 
worth investigating the nature of these technologies and their potential impact.  
Most Detroiters and decision makers are aware of the potential harms of investing 
without first understanding the community’s needs or planning for future change that may lead to 
physical or cultural displacement by way of gentrification. With these concerns being realized in 
the original three SNF neighborhoods, a concerted effort is being made to identify community 
investments – through policy, grants, or real estate or social investments – that are attuned to the 
community’s needs, investing in a socially impactful and responsible way that does not displace 
low-income residents. This research develops a technical tool that attempts to predict 
neighborhood change – as measured by indicators of socioeconomic “wellbeing” – and 
investigates the ethical challenges inherent in such a process. The technical component utilizes 
publicly available data to predict changes in socioeconomic status in Detroit neighborhoods from 
2012 to 2017 utilizing machine learning techniques. The research investigates how these data can 
shed light on Detroit’s socioeconomic changes since its declaration of municipal bankruptcy, if 
there is any predictive power to this data, and what the ethical ramifications of such quantitative 
assessments might be. Can data analysis and algorithms predict neighborhood change – 
gentrification or decline? Should such processes be utilized in the policymaking realm? This 
paper also presents an argument against the use of such algorithm alone as a decision-making 
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mechanism, especially without first working within the communities that might be most affected 
by its implementation in policy or investment decision-making. 
Although this research highlights the utility and risk of a machine learning algorithm in a 
limited scope, it identifies the stakes of what more powerful machinery can do, and lays the 
groundwork for a discussion of what anticipatory forms of governance might be necessary to 
ensure that needs of the community are met in the process of urban revitalization. Though 
beyond the scope of this research, these technologies hold the potential to bypass the democratic 
process to determine resource allocation and organize the urban landscape in a reflection of the 
algorithm, replete with the assumptions and biases built into the process. This research identifies 
these assumptions, biases, and the risks, though a more complete discussion of the risks in 
relation to democracy and public decision-making is warranted in future work. Methodologies 
such as this could be used in a variety of government settings, and it is necessary to investigate 
these processes in each instance to ensure that biases are not engrained in the algorithms, and 
that the algorithms are not utilized as the primary decision-making tool.  
This paper grounds this narrative with a brief history of Detroit, providing an overview of 
its unequal history and current state of development. I then discuss the various definitions of 
neighborhood change that are used in topics such as gentrification and urban disinvestment and 
decline. Chapter Two outlines the methodology of the data processing and analysis process 
showing how neighborhood change can be predicted through machine learning. Chapter Three 
focuses on the ethical challenges of machine learning and algorithms in policy and decision 
making, contextualizing this research within the Strategic Neighborhood Fund initiative, and 










 While I think that it is inappropriate to completely reduce an analysis of the city’s reality 
today to statistics, the data can help to frame the context of the city through comparison with 
others that are similar in history and current state. Detroit’s population shrank from a peak of 
nearly 2 million in the mid-1950s nearly by half to today’s approximately 688,000 (Sugrue, 
1996; U.S. Census Bureau QuickFacts Selected, 2017). Between 2000 and 2010, Detroit lost 
25% of its population (237,500 people), only 4% less than the people who were displaced or lost 
from New Orleans in the aftermath of Hurricane Katrina in 2005 (140,000 people) (Seelye, 
2011). The city’s median income is approximately $27,000 (compared to the county’s median 
income of $43,000, which takes into account much wealthier suburbs), has a poverty rate 
estimated at 36%, and nearly one in two children live below the poverty line (Mack, 2019; 
Saunders, 2018a).  
 Detroit also has an important history of social, economic, and geographic inequalities. 
Consistently ranked as one of the top locations that has the starkest contrast of racial composition 
between the city and suburbs, Detroit’s majority black population has fought through decades of 
racist federal and local policies, and continue to bear the brunt of the city’s structural 
inequalities. Despite Detroit being nearly 83% black and is the poorest largest city in the country, 
neighboring Oakland County is nearly 70% white, and is typically one of the wealthiest counties 
in the country (Schuetz, 2017; William H. Frey, Brookings Insitution, and University of 
Michigan Social Science Data Analysis Network, 2011). Detroiters often lack access to quality 
education, good paying jobs, and quality housing (Pandey, 2019; Sands, 2017). While these 
challenges exist across the city, it should be noted that the downtown area of Detroit – “the 7.2” 
– has recently received significant investment in its housing and other amenities like restaurants, 
shops, transportation, and is noted as the hub of investment often not seen in the rest of the city. 
This part of the city has been experiencing a “rebirth,” but it is clear that it may not be inclusive 
of all races and incomes (Derringer, 2014, 2017; Mondry, 2020; J. Williams, 2020). It is 
important to consider these inequalities within the context of the research, as the research and its 
questions are not ahistorical. Detroit has tried many times to “revitalize,” though to little avail.  
Since the years of Detroit’s longest-serving mayor, Coleman Young (led the city from 
1973-1993), the city’s physical landscape of the downtown area was consistently of mayoral 
focus while simultaneously the social welfare of the city’s residents continued to decline (Rich, 
1989). Coleman Young was succeeded by Dennis Archer, a “buddy” with the suburbs who 
attempted to bring more development and suburban-city partnerships to increase the economic 
vitality of the city in the 1990s, and Detroit continued to struggle economically and politically 
(Thompson, 2017a). The election of Kwame Kilpatrick in 2002 was thought to be the dawn of a 
new era for Detroit and unfortunately indictments on financial and political corruption in 2009 
resulted in Kilpatrick being sentenced to 27 years in prison. Kilpatrick’s years were highlighted 
with more borrowing and a debt restructuring plan that ultimately was key in the city’s 2013 
bankruptcy (Gallagher & Bomey, 2013). During the intermittent years of 2009 and 2013, the city 
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was led for an instant by Kenneth Cockerel Jr., and then for a few years by former Detroit Piston 
Dave Bing (Thomas, 2013). 
Bing was thought to provide a sense of stability and order to city government, although 
most of his actions were in response to the Great Recession and attempting to keep Detroit from 
collapsing into bankruptcy (Thompson, 2019). During this time, he acknowledged that the city 
could not financially upkeep the majority of its city services and discussed the potential of “the 
shrinking city.” Beginning as the Detroit Works Project, Bing commissioned a task force to 
explore options for the city’s “rightsizing”—moving residents in high vacancy areas to create 
denser neighborhoods—in order to better provide municipal services to residents (Oosting, 
2010). This project transformed into the Detroit Future City Framework (DFC), which 
researched and recommended city-wide changes to the physical landscape for Detroit’s next 50 
years (Detroit Future City, 2013). Much of this master plan included re-purposing vacant land for 
new uses, invigorating the economic sector--especially with minority owned businesses--as well 
as enhancing the city’s transportation and general infrastructure. Critics of the plan criticized it 
for being a neocolonial attempt to colonize Detroit with wealthier outsiders (mostly white), and 
for not better incorporating resident’s thoughts about what they wanted their neighborhoods to 
look like.  
Although not an official city plan, it was heralded by the city’s current mayor, Mike 
Duggan, who has also brought about many controversial developments during his tenure 
(“Redesigning Detroit: Mayor Mike Duggan’s Blueprint Unveiled,” 2015). Elected as a write-in 
candidate with the backing of the Detroit political elite, Duggan has been met with both support 
and frustrations of residents – the former businessman has fulfilled some of his campaign 
promises such as making sure all streetlights are operational, but has failed many residents by not 
finding pathways toward ensuring every resident has running water, or mitigating harm from tax 
foreclosures and evictions (Florida, 2014; Guyette, 2014; Manick, 2014; Sands, 2017; Schaefer 
& Walker, 2013; C. Williams, 2013). One of Duggan’s primary efforts has been to support a 
booming commercial sector, finding ways to bring more jobs within the city limits along with 
other amenities common in big cities (Gallagher, 2014; Hackney, 2014; Hulett, n.d.; Reese et al., 
2017; Terek & Guralnick, 2014; The Michigan Citizen, 2014).  
A key part of new development, businesses with primarily white-collar jobs have moved 
into previously-empty office buildings and have offered incentives for employees to take up 
residence in the city (Felton, 2014; Gallagher, 2014; Live Midtown, n.d.). Unfortunately, many 
of the permanent jobs created by the newly relocated businesses downtown are white-collar jobs 
that the average Detroiter does not qualify for, and much of this development is concentrated in 
the 7.2, raising rents and shifting the demographic makeup of these places in the process (Sands, 
2017). Duggan has consistently been explicit about wanting to attract a new tax base that can 
contribute to the municipal financial wellbeing of the city; and is competing with Detroit’s 
various suburban enclaves for this population. The new residents that he has intentionally 
attracted are whiter, wealthier, more educated, younger, and newer to Detroit, and are benefitting 
from these changes that Duggan has helped usher in. Coffee shops, boutique stores, and high-end 
grocery stores emerge on a monthly basis, filling storefronts and encouraging window-shopping 
as residents – of Detroit and the suburbs alike – now feel a safety and walkability that these 
neighborhoods did not have for many decades (Reese et al., 2017). 
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Simultaneously, longtime Detroiters – “legacy Detroiters,” or those who remained in the 
city limits over the decades despite its challenges – are still encountering daily challenges of 
paying rent, finding good jobs, having access to quality transportation, and getting running water 
(Florida, 2014; Foley, 2013b, 2014). During this time, many Detroiters have been frustrated that 
“the 7.2” has received special attention, while the majority of the city’s neighborhoods have not 
seen similar levels of physical or social investment (Archambault, 2019; Beshouri, 2013; 
Derringer, 2014; Foley, 2013a). The dichotomy of “two Detroits” has emerged as this new 
reality, and it is the current environment in which this research takes place.  
When Detroit was at its peak population of nearly 2 million people, 20-minute 
neighborhoods were everywhere throughout the city – residents could walk within 20 minutes of 
their home to the grocery store, to get their hair cut, to go to dinner, etc. In this vein, Duggan 
originally released plans for redeveloping the “20-minute neighborhood,” which morphed into 
the current Strategic Neighborhood Fund (SNF) – focusing investment dollars and real estate 
development into specific neighborhoods. The first identified neighborhoods became the focal 
neighborhoods of SNF’s initial investments – Islandview/The Villages, Southwest/Mexicantown, 
and Livernois/McNichols (Runyan, 2016). 
Mayor Duggan has worked hard to fulfill his 2017 campaign promise of “Every 
Neighborhood Has a Future,” of which the Strategic Neighborhood Fund has become a primary 
example for his efforts (Boyle, 2016; Runyan, 2016). In his efforts to attract new residents to the 
city, Duggan partnered with a variety of philanthropies and offered numerous tax subsidies to 
developers to build and rehabilitate housing and office space throughout the downtown and 
midtown neighborhoods, part of the 7.2. This approach takes a typical “build it and they will 
come” narrative – with nearly 4 million people in the Metropolitan Detroit area, there are many 
people who would likely want to move to Detroit if it could offer similar amenities to some of 
the inner-ring suburbs that are more attractive, or amenities that are competitive with other big 
cities (Crawford, 2018; Saunders, 2018b). 
Modeling their approach to that of the development in the midtown and downtown areas 
of the city from the past 10 years, SNF is infrastructure-centric, leaving much of the social and 
economic components to the non-profit and foundation realm (Invest Detroit, n.d.). However, 
when everything is built, and this new socioeconomic and demographic class of people start to 
move into the city, concerns of gentrification and displacement are at the forefront of many 
Detroiters’ minds.  
 
Change in Detroit: What is it, exactly? 
Detroit is a city of competing visions. Not just one neighborhood, one block, or one 
community; one whole city. Exemplary of the competing visions, some choose to describe 
Detroit as being split into two cities. The common delineation is that one of these cities is white, 
educated, and relatively wealthy. The other city is black, uneducated, and impoverished. One city 
has recently arrived or reappeared, while one has stayed the constant, struggling through the 
decline of the de-industrial age in Detroit. The conversations heard around Detroit today reflect 
the reality of change in the city, albeit having no concurrence among residents as to the value of 
this change—positive or negative. Headlines discuss the two extremes of the “two Detroits” 
vividly: “Is there Room for Black People in the New Detroit?”; “Newcomers move into bankrupt 
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Detroit”; “A ‘Tale of Two Cities’ As Detroit Looks to 2014”; “The First Shots in The War 
Against Detroit Hipsters Have Been Fired”; and, “A Friendly Reminder That The Universe Does 
Not Revolve Around Midtown,” among others (Foley, 2013a, 2013b; Hackney, 2014; Hulett, 
n.d.). The conversations that these headlines embody take place at all levels of society; among 
city residents, within non-profits, and during city council sessions.  
Addressing the city’s challenges – not only those of the competing visions, but also of the 
deep-seated structural inequalities that require many Detroiters to remain in poverty – is of 
foremost concern of the current administration. However, as this paper argues, the 
administration’s current process – by which public, philanthropic, and private dollars are 
channeled through the Strategic Neighborhood Fund – is likely driven not by social or wellbeing 
indicators, but rather by market indicators, hoping to generate the best return on an investment. 
As certain neighborhoods are targeted for these investments and begin to change in their 
demographic and socioeconomic makeup, additional investment without safeguards is likely to 
lead to gentrification in these neighborhoods. The following section explores change in Detroit 
currently and the topic of gentrification more broadly.  
 
Definitions 
The term gentrification was pioneered by sociologist Ruth Glass in the 1960s to describe 
the changing demographic and economic makeup in a few London neighborhoods. She noted 
how a new middle class moved into working class neighborhoods, and the subsequent raise in 
rent prices and property value displaced many people in the working class (Glass, 1964). In the 
United States, gentrification in this sense has been happening for a similar amount of time, 
although it was most poignantly noticed in the 1960s, and then throughout the next six decades 
to present, typically during times of growth after a recession (Hackworth & Smith, 2001). As 
well as being a class-conscious topic, gentrification takes on a particularly racial component, as 
communities of color inhabit the majority of disinvested inner cities (Hanlon, 2011; Jackle & 
Wilson, 1992; Smith, 1996). When a new middle class moves into these areas, the population is 
largely composed of a young, white, educated people carrying the associative cultural and social 
capital that is different from the people who are already living there (Zukin, 1987). As Doucet 
(2014) describes, gentrification is “…a social process: the upward class transformation of a 
neighbourhood and the displacement of its low-income population”(Doucet, 2014). 
With this change, even if there is not direct displacement of the initial population, the 
topic of cultural displacement is very pertinent, especially in the case of Detroit (Richardson et 
al., 2019). Cahill, a scholar of urban studies, discusses how, “Displacement is experienced in this 
regard as a process of effacement at the neighborhood scale, where the signs of personal and 
cultural heritages are erased” (Cahill, 2007). For example, in Detroit’s new entertainment 
district, community strongholds such as the corner party store and a local bar, as well as a few 
historic houses have been torn down to make way for the new stadium. While the party store and 
local bar are two disparate establishments in the footprint of the new project, they symbolize a 
larger change that is happening in some neighborhoods, as previously abandoned buildings are 
becoming coffee shops and art galleries. Ley and Zukin argue that the draw of the “urban kitsch” 
is something in particular that brings gentrifiers to the city, especially a city with an “idyllic” 
history (Ley, 1994; Zukin, 1987). This argument is particularly relevant to Detroit, once a 
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symbol of American greatness -- the “Arsenal of Democracy”, birth of the automobile and 
assembly line, Motown -- and now subject to a nostalgic lamenting and fascination with the “ruin 
porn” of the effects of disinvestment in the city’s physical landscape. 
While Cahill is accurate in the description of cultural displacement being a consequence 
(or definition) of gentrification, john a. powell’s conceptualization of gentrification in large, poor 
cities with large minority populations—like Detroit—is that any displacement that is felt is 
“intra-jurisdictional gentrification,” where people are forced by economic necessity to move to 
another place within the city’s limits (powell, 2013). He argues that this—intra-jurisdictional 
gentrification—is an economic necessity for poor cities, and that intra-jurisdictional 
displacement in poor cities is, “…less likely to be displacement in terms of housing but rather a 
fear of displacement in terms of power. There is concern that the influx of whites to the city 
foreshadows white domination.” Powell’s conceptualization of intra-jurisdictional is an 
appropriate way to think of gentrification in Detroit. 
Often identified through a lens of the gentrified and the gentrifiers, it is helpful to 
conceptualize the displacement in terms of power as gentrification is discussed by Moskowitz as, 
“Gentrification is not about individual acts; it’s about systemic violence based on decades of 
racist housing policy in the United States that has denied people of color, especially black 
people, access to the same kinds of housing, and therefore the same levels of wealth, as white 
Americans” (Moskowitz, 2017). Although the lived experience of gentrification plays out 
through these specific actions and movements of people in and out of neighborhoods, it cannot 
be viewed strictly through a transactional lens – these movements are all part of a system, one 
that is beset by capital and racism and inequality, and continues to dominate most of how our 
cities operate today.   
 
Is Everything Gentrifying? An Argument for Neighborhood Change 
For the purposes of this research, I would like to utilize a framework that distinguishes 
between gentrification and neighborhood change. Within this framework, I argue that 
displacement – either cultural or physical – is a necessary component of gentrification (Shaw, 
2001; Slater, 2006). This type of definition is supported by the literature and is helpful in 
delineating between gentrification and it’s encompassing partner, neighborhood change. In part, 
a neighborhood changing in demographic, socioeconomic, or physical ways contributes to a 
different lived experience for longtime residents (M. Davidson, 2008). However, neighborhood 
change is that which can precede gentrification through changes in social, economic, or 
demographic makeup of a community. Neighborhood change is best defined by Data Driven 
Detroit as being “…comprised of the economic or physical changes that could substantially 
affect the composition and culture of a community” (Quesnelle et al., 2019). Although broad, 
this definition encompasses the range of changes that are happening throughout Detroit today – 
some which may lead to displacement, and others which may only be the tip of the iceberg.  
Having undergone an “image makeover,” where cities are actively supporting the private 
sector’s housing development actions to encourage gentrification, gentrification has more 
recently become a tool of urban policy as opposed to a problem with which urban policy has had 
to concern itself (M. Davidson, 2008; Mark Davidson & Lees, 2005). While every neighborhood 
has not yet felt the immediate effects of increased investment in their central business district 
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through rising costs and displacement, much of the change identified through this research is 
more subtle – components of socioeconomic indicators that might tip off residents that the nature 
of their neighborhood might be changing. This effort is, in part, to encompass the component of 
gentrification that Moskovitz discusses as the “precursor” – when municipalities start to brand, 
offer tax incentives, and renew urban planning decisions such as streetscapes and zoning 
(Moskowitz, 2017).  
In Detroit, this is seen through the public-private partnerships such as the Downtown 
Development Authority and the Downtown Detroit Partnership; all collective cohorts of business 
and development interests that work with the city government to make the downtown area and 
greater 7.2 a safer, more attractive place to “live, work, and play”(D:hive, n.d.). It is these types 
of approaches that Detroit has been pursuing, now through the Strategic Neighborhood Fund, 
and it is important to frame these changes appropriately. It is true that many changes have 
already happened in Detroit that could be considered gentrification – specifically, much of the 
development in the 7.2 meets this criteria.  
However, this paper is not meant to be an in depth argument back and forth about the 
question of gentrification in Detroit, but rather offer a brief investigation into the term while 
conceptualizing other ways to consider neighborhood change. Commonly used today as a catch-
all term for “change” in an urban context, this paper intentionally does not utilize 
“gentrification” in describing most of the predicted “changes” throughout Detroit. As highlighted 
by Alan Mallach in “A Divided City,” while many forms of investment in the urban landscape in 
cities like Detroit can be rightfully thought of as impending expensive changes for a 
neighborhood, there is an importance in also highlighting the changes that are not shiny – 
identifying neighborhoods that might be considered “declining” in many of the socioeconomic 
indicators also thought to indicate gentrification (Mallach, 2018). Therefore, in utilizing this 
broader conceptualization, this research captures both changes that might be precursors to 
gentrification and their counterparts in disinvestment. 
 
Identifying Neighborhood Change 
 Arguably, the Strategic Neighborhood Fund fits into this definition, as well, though it is 
yet unclear how much gentrification will be utilized as a tool of urban policy as compared to a 
challenge that additional policies might have to address. SNF first directed its efforts to three 
neighborhoods – Islandview/Villages, 
Southwest/Mexicantown, and Livernois-
McNichols. These efforts were then 
expanded to include 7 additional 
neighborhoods – Islandview, Jefferson 
Chalmers, East Warren/Cadieux, 
Gratiot/7-mile, Campau/Banglatown, 
Russell Woods/Nardin Park, 
Warrendale/Cody Rouge, and Northwest 
Grand River. Some of these 
neighborhoods have historically held a 
strong middle class, despite the years of 
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disinvestment. The neighborhoods also boast central commercial corridors around which 
development might focus. 
 
The next chapter will delve deeper 
into the data processing and machine learning that identifies “changing” census tracts – those 
that are “ascending” in socioeconomic status, as defined by a collection of data indicators. These 
findings will be analyzed vis-à-vis the Strategic Neighborhood Fund neighborhoods, and provide 
an analysis of what the findings might mean in the context of equitable development in Detroit.  
 
  
Figure 1: Strategic Neighborhood Fund Neighborhoods (Runyan 2016) 
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Chapter 2: Measuring and Predicting “Change” 
There is evidence to suggest that data-driven decision-making 
(DDD) has become more ubiquitous across both the private and public 
sectors as sophisticated technologies have risen in popularity and 
effectiveness (Provost & Fawcett, 2013). It is important to understand the 
link between the data science methodologies and the decision-making – 
they are not one and the same. Provost et al outline this relationship nicely 
as it relates to the private sector in Figure 1(Provost & Fawcett, 2013). 
This section will outline the process by which data is processed, utilized in 
machine learning algorithms, and how the results might lead to decisions.  
Chapter 3 will then investigate how multiple components of this process – 
from data processing to decision-making – are embedded with certain 
ethical choices and ramifications that are important to consider, 
particularly when issues of social justice and equity are at stake (which 
they usually are). 
 
Can Neighborhood Change be Measured? Or Predicted? A Review of the Literature 
With the proliferation of data-driven decision-making and rise in computational social 
sciences, predicting neighborhood change is not necessarily a fringe component of urban studies 
(Adler, 2017; Helbich et al., 2013; Kontokosta & Jain, 2015; Lepri et al., 2018). More generally, 
predictive modeling is nothing new to government. Econometric models – regressions, 
difference in difference methodologies, and others – have been used for decades to predict 
economic growth and decline. These models have historically operated in a similar way as to 
machine learning – analyzing a large amount of data to find trends and predict the future. 
However, though econometric models are the bread and butter of financial policymaking, given 
the rise of new technologies, machine learning has emerged as a new leader in analytic prowess. 
Some governments have used predictive technologies to predict crime in cities (Mohler et al., 
2015). One of the more high-profile cases of government utilizing machine learning is in 
sentencing decisions based on likelihood of recidivism as calculated by a number of factors 
(Angwin et al., 2016). Other agencies use predictive modeling to predict fires, or to predict and 
prevent human trafficking (Hillenbrand, 2016; Quinn, 2016). 
Think tanks and research institutes such as the Urban Institute, the National 
Neighborhood Indicators Partnership (NNIP), and private entities such as Geolytics and others 
have aggregated both publicly available and proprietary data of cities to develop indicators and 
change markers of gentrification, growing this field of study as inequality in cities continues to 
increase (NNIP Mission | NNIP, n.d.; Pettit et al., 2019). Using data to predict neighborhood 
change, or gentrification, is an attempt to stem the tide of social, economic, and racial 
marginalization that has enveloped our cities. The theory follows that if we can prevent 
gentrification before it happens, or if we can mitigate its harms as it happens, maybe we have a 
chance at maintaining our cities for everyone, without anyone being displaced (Chapple & Zuk, 
2016). A lofty goal, it is one worth fighting for. However, these tools must be used within a 
consideration of the ethical implications of their design and implementation, a topic I will 
consider in depth in Chapter Three.  
Figure 2: Relationship Between Data 
Science and Decision-Making 
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Many of the studies that predict neighborhood change focus on individual locations and 
define “neighborhood change” in a variety of ways (Heidkamp & Lucas, 2006; Lee & 
Mergenhagen, 1984; Richardson et al., 2019). One of the primary challenges of defining 
neighborhood change is deciding which data to utilize as indicators and defining neighborhood 
typologies. There is no set agreement within theories of urban change as to what data points are 
most informative or relevant in analyzing change. For the purposes of the NNIP project, The 
Urban Institute reviewed the range of indicators that might be utilized as proxies for a changing 
neighborhood, identifying resident characteristics, housing markets and conditions, economic 
activity and investments, and neighborhood conditions as the primary categories by which 
analysts of neighborhood-level data might identify changes in a neighborhood, separate from a 
qualitative investigation (Pettit et al., 2019). Other scholars and researchers have utilized other 
methods and indicators, each of which are valid and important in their own way.  
Some of the earliest studies that used a data-driven or machine learning approach to 
identify revitalization and gentrification utilized a basic statistical approach, calculating housing 
and population changes in places like Nashville, others utilized a form of factor or discriminant 
analysis to score census tracts based on their similar indicators of change (Hammel & Wyly, 
1996, 1996; Heidkamp & Lucas, 2006; Wyly & Hammel, 1998, p. 00). More recent approaches 
utilize various forms of unsupervised learning and other machine learning techniques to predict 
gentrification (Royall & Wortmann, 2015; Winston & Walker, 2012). Owens (2012) utilizes 
Principal Component Analysis to reduce the dimensionality of data -- such as household income, 
rent, house values, percentage of residents with a degree, and those with a high status job—to 
determine socioeconomic status of parts of the city (Owens, 2012). Chapple et al have taken 
comprehensive approaches to calculating and predicting neighborhood change through logit 
models and various socioeconomic indicators associated with such changes (Chapple & Zuk, 
n.d.). Other studies have analyzed gentrification through Google Street View utilizing deep 
learning methods to assess a changed physical landscape (Ilic et al., 2019).  
 This research most closely follows Data Driven Detroit’s Turning the Corner report (a 
collaboration with the NNIP project on measuring neighborhood change), and borrows from the 
theory behind Owens methodology of PCA, and Reades et al. prediction of gentrification in 
London (Owens, 2012; Quesnelle et al., 2019; Reades et al., 2019). Data Driven Detroit’s 
analysis follows closely George Galster’s methodology and analysis of important indicators for 
neighborhood well-being (Galster et al., 2006). These categories are split into six types of 
indicators, of which D3 broke down into smaller categories to create an index approach to 
typologizing neighborhoods. For the purposes of utilizing machine learning, an exact replication 
of this methodology was not utilized, though referenced when selecting the dependent variables.  
 
Methodology 
 This research involved three primary components. First, data was selected for its 
applicability to the context and purpose of the research. Importantly, the data chosen is all 
publicly available data, meaning that any person who has access to a computer should be able to 
obtain this data. This was done intentionally to allow for replicability of the study for validation 
purposes, and in the spirit of open source data. A full list of indicators utilized as independent 
variables is available in Appendix A.  
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Then, “socioeconomic ascent,” the dependent variable, was defined using socioeconomic 
indicators via three different methodologies – a manual method, k-means unsupervised learning, 
and using dimensionality reduction through principal component analysis. Census tracts were 
labeled within each methodology as having “ascended” or “not ascended,” meaning the 
indicators stayed static or “declined”.1  
Utilizing these categories, machine learning algorithms were constructed and utilized to 
“predict” these changes within the realm of the various methods of selecting “ascending” tracts. 
The language is dichotomous because of an interest to highlight stark inequalities throughout the 
city, and for ease of data processing and utilization in the machine learning models. While 
characterizing census tracts into multiple categories may have been possible, it was determined 
that there were not enough data points to have a statistically significant number of census tracts 
in each category, which would likely skew the results.  
The results are then analyzed and discussed regarding the accuracy of the predictions, 
false positive and false negative rates of the models predicting correctly the ascending or not-
ascending tracts, and contextualizing the findings within the discussion of the Strategic 
Neighborhood Fund.  
 
Assumptions 
 It is important to first state the assumptions of this research that underlie the methodology 
and findings. It is assumed that the Strategic Neighborhood Fund is a gentrifying initiative – the 
changes that will result from increased investment in the SNF neighborhoods will change the 
fabric of these communities by becoming more attractive to those of higher socioeconomic 
status. The purpose of this research is to test the hypothesis that these neighborhoods already 
have precursors for gentrification as identified by their socioeconomic status – that predicting 
socioeconomic ascent is possible in these neighborhoods. The precursors to full-fledged 
gentrification (and, by necessity, displacement) are increases in socioeconomic indicators – these 
precursors should warn policymakers that these neighborhoods are likely to gentrify – and the 
machine learning models are hypothesized to predict this.  
 
Data sources and descriptions 
American Community Survey Data 
Data from the American Community Survey (ACS) from 2012 and 2017 was the primary 
source of socioeconomic and demographic data. These data set baseline methodology of how to 
approach this research. The data is collected each year by a sampling method –each year, the Census 
bureau selects a sampling of households from the Master Address File, with a single household 
appearing no more than once in a five year span (U.S. Census Bureau, 2008). This research utilizes 
ACS 5-year estimate data, where the samples taken over a five year span are averaged to arrive at the 
estimate, and a margin of error is calculated. To eliminate the possibility of overlapping data when 
 
1 An important note on the use of the language of “ascending” and “not ascending” – this language is used in a 
normative way to identify census tracts that are “changing” as per metrics of socioeconomic status – where higher 
incomes, home prices, less vacancy, and other indicators are considered to be “more desirable,” and therefore, when 
a tract has a positive change in these indicators, it is considered to be “ascending.” I acknowledge that this inherently 
separates census tracts by crude measures – something which is an inherent challenge in data-driven analyses such 
as this. This designation does not derive from lived experiences, and should be understood within this limitation.  
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comparing the two time points, 2012 and 2017 were utilized, as each years’ data are estimates of the 
previous four years and the immediate year, respectively. Within the research and social science 
industries, these estimates are often utilized as point in time estimates, which is how I conceptualized 
my research – how have census tracts changed in their socioeconomic status from 2012 to 2017 
based on data that is considered to be a socioeconomic indicator?  
 
Home Mortgage Disclosure Act Data 
Mortgage lenders report data per the Home Mortgage Disclosure Act (HMDA) each year – 
this data theoretically validates fair lending practices (FFIEC Home Mortgage Disclosure Act, n.d.). 
These data are helpful for providing more specific estimates of points in time from a numerical 
perspective – individual loan amounts and decisions about the applications are provided for each loan 
application. For the purposes of this research, I took a similar method to the ACS where data from 
HMDA for each census tract was averaged over the relevant time period. These data include the 
number of homes that were purchased (as identified using data filtering methodology utilized by the 
Urban Institute) and a median of the loan amounts applied for (Poethig et al., 2017). Tracts that did 
not have any mortgages issued but had mortgage loan applications were included – even if mortgages 
were not issued, the loan amount applied for is useful as a proxy for home valuation. This indicates 
interest in living in an area, and what willingness to pay to live in an area might be. Theoretically, 
both these numbers will increase in neighborhoods that are experiencing an ascent in socioeconomic 
status. 
 
City of Detroit Building Permit Data 
Building permit data made available by the City of Detroit’s open data portal were utilized to 
identify parts of the city that have experienced an increase or decrease in building attention during 
the time frame (Detroit’s Open Data Portal, n.d.). Since the City of Detroit does not have accessible 
data from 2008 or 2009, a point in time was utilized as the middle year in each of the 5-year time 
spans that the ACS data covers – 2010 and 2015 respectively. These years happened to be relatively 
representative of their respective time-year ranges – 2010 had just 10% more building permits issued 
than average from 2010-2012, and 2015 had only 5% more issued than average. Due to data 
limitations, it was determined that the point in time method was sufficient, though not perfect. The 
data utilized does not include any permit that was pulled for demolition – there have been many 
demolitions in Detroit during this time frame, with inconclusive evidence as to their effect. 
 
Data Manipulation: Three Different Dependent Variables 
 The original approach of this research was intended to replicate and validate the 
methodology of Reades et al. (2019) for predicting neighborhood change. However, when it 
became clear that there were significant challenges with the data available in Detroit that would 
make the results difficult to discern, two other methodologies were added that may provide other 
touchpoints of analysis for predictive purposes. If the general question that is driving this 
research is about the validity of predicting neighborhood change, it is worthwhile to enquire if 




Manually Selected – “Manual” 
One way to conceptualize a change in the socioeconomic makeup of an area is by the 
movement of people and increases in real estate development, both residential and commercial (M. 
Davidson, 2008; Mark Davidson & Lees, 2005; He, 2010; Lützeler, 2008). Therefore, this dependent 
variable – named Manual for the purposes of this paper – is a measure of percent change in 
population growth and number of building permits requested. If a census tract had a percent change 
increase in population and a building permit percent change increase larger than 0, it was considered 
an “ascending” tract, and was designated with a 1 (in the binary dependent variable 
conceptualization). The rest of the tracts were labeled “not-ascending” and were designated with a 0 
in the binary conceptualization. This process identified 80 census tracts out of 263 that experienced 
some amount of ascent in socioeconomic status from 2012 to 2017 per the definition of the Manual 
method. Upon review of these census tracts, they align closely with the neighborhoods of interest 
with the Strategic Neighborhood Fund, and the downtown/midtown neighborhoods (the 7.2). 
 
K-means Clustered – “K-Means” 
Another approach to selecting a dependent variable is that by which the algorithmic and 
statistical process of k-means clustering identifies similarities between data points – known for the 
purposes of this paper as the K-means method. The percent change in population, percent of homes 
that are vacant, median loan amount of homes purchased, household income, and number of building 
permits were utilized as datapoints by which the k-means process would identify clusters. These are 
data points theorized to indicate components of socioeconomic status – an increase or decrease in any 
of these indicators can help validate what might be happening in a neighborhood.  
After scaling the data with a z-score standard scaler, the data was clustered through a k-
means clustering approach. By minimizing the within cluster variance and maximizing the between-
cluster variance, this approach was theorized to provide a differentiation of types of census tracts. 
This approach was tried by Knorr (2019) and was seen to be successful in that case – so this was an 
attempt to both validate that approach and offer a comparison with the other processes (Knorr, 2019). 
Once the data is scaled and clustered, the cluster’s descriptive statistics are analyzed to identify 
which cluster has had percent change increases in their socioeconomic indicators – after running this 
model multiple times, there is consistently one cluster that—by looking at the descriptive statistics 
and changes—shows growth in population, income, home prices, permits, and a decrease in vacancy, 
and has approximately the same number of tracts inside the cluster that is similar to the “ascending” 
tracts of the Manual method.  
 
Principal Component Analysis – “SES (Socioeconomic Score)” 
This study design was modeled after work by Reades et al. (2019), and in part by Owens 
(2012). The process by which Reades et al. use dimensionality reduction to create their dependent 
variable for predicting neighborhood change in London was drawn upon when manipulating and 
fitting the principal component analysis. The data was gathered for each time frame and loaded into a 
dataframe for each time period. Each variable’s distribution was checked for potentially large ranges 
or any outliers or skew, as that would potentially limit the explanatory power of the PCA. Null values 
were dropped, and values of zero were imputed for census tracts that did not have any mortgages 
issued in either year. Similar to Reades et al.’s findings in London, the median income and mortgage 
prices had the largest amount of variance and were first scaled before scaling all of the data. Box-
Cox and transforming via the natural log were attempted but some census tracts included values of 
zero which limited the viability of these methods (G.E.P. Box and D.R. Cox, 1964). Eventually, a z-
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score standard scaling was attempted for these variables, but no significant difference was seen in the 
results of the PCA (Ciaburro, 2018). 
         Using the untransformed data, and checking to ensure there were no null values, the two 
years were concatenated together into a single dataframe, and the values were then loaded into an 
array. The data was then processed using a RobustScaler technique – one that limits the importance 
of outliers of the data by scaling according to the interquartile range; a helpful mechanism for data 
that might have a lot of variance based on outliers (Scikit-Learn 0.22.2 Documentation, n.d.). The 
scaled data is then fit and transformed with the PCA model, and the explained variance ratios of the 
components are identified. Although similar standardization approaches were attempted (scaling the 
individual variables before scaling the variables as an entirety) it resulted in no greater explained 
variance within the first component of the PCA. One important element of the study design and 
evaluation is that the data was all transformed and fit to the model together – in this way, the scores 
are more readily comparable between the two years. Because the score itself is not modelling change 
– it is merely applying dimension reduction to the data, modelling the data projected on the first 
principal component that was extracted from fitting the model to the data – using this first principal 
component to achieve the score for each year when using the entire dataset allows for rudimentary 
comparison between years. 
After first assigning the scores to each tract for each year based on the first principal 
component, the data is split into its respective year ranges and tracts are ranked in order according to 
these scores and assigned an absolute rank. Then, the tracts are assigned a percentile rank – this helps 
to identify a census tract’s change in relation to the other tracts. Deeper analysis that analyzes the 
change in ranking by standard deviation – to incorporate magnitude of change relative to the other 
tracts – is not included in this research, though should be considered in the future. 
 To select the “ascending” census tracts for the purposes of modeling, I ordered the census 
tracts by the amount by which they ascended in socioeconomic status absolute ranking and selected 
the top two quintiles of tracts as the “ascending” census tracts. While is change in rank does not 
necessarily align with an equal magnitude change in socioeconomic indicators, the proxy is used in 
order to more easily delineate between ascending and not ascending tracts. The top two quintiles 
were selected as it was closest in size to the other two identified “changed” census tract groups 
(manually-selected had 80 tracts, k-means clustered had 94 tracts, this resulted in 105 tracts). The 
descriptive statistics of this quintile also matched the underlying assumptions about a census tract 
that has experienced socioeconomic status change, such as an increase in population, home prices, 
number of mortgages, and number of building permits.  
 
Models Utilized 
 The prediction of each dependent variable was conducted via three machine learning 
algorithms to identify the best model. Logistic Regression, Support Vector Machine, and 
Random Forests were utilized with each dependent variable to understand which model 
performed best with each dependent variable. The most significant limitation in this research was 
the unbalanced dataset, with far fewer census tracts identified as having increased in 
socioeconomic status than not. To address this challenge, Gradient Boosting Machines were 
utilized in an attempt to manage the unbalanced data, though the findings were insignificantly 
different from the Random Forest. Other measures to balance the data set – such as upsampling 
the census tracts identified as changed, and the Synthetic Minority Oversampling Technique – 
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were attempted though similarly found to be inconclusive in changing the outcomes (Brownlee, 
2015, 2020). 
 
Training and Testing Data 
 Within machine learning, a dataset it typically split into a training and a testing group. 
The training group is utilized to tweak and tune the parameters of the model, and the testing 
group is utilized to assess the model’s strength. This process limits the potential of data-leakage, 
a problem that can result when the algorithm, or model, has had insight into the entirety of the 
dataset – both training and testing groups – which would alter the prediction outcomes. The 
dataset was randomly split into an 80/20 divide where 80% of the data would be in the training 
group and the model would test on 20% of the data.  
 Across the three different methods of selecting a dependent variable, there were only 
seven tracts that were identified in each method as being “ascending” tracts. However, the 
Manual method and K-Means method selected nearly all the same 67 census tracts as being 
“ascending,” and these tracts were primarily in areas that have seen some of the aforementioned 
development and demographic indicators that can be indicative of a changing neighborhood. 
Since the overlap of “ascending” census tracts by each method was limited and would have 
resulted in a more unbalanced dataset, each method utilized its own random split of the data. 
This limits the comparability between the various methods, so for statistical purposes, the 
different machine learning methods should be compared only within their respective dependent 
variable selection method.   
 
Results and Discussion 
 In measuring the results, the primary process by which I have determined the success of 
the models are in measuring the precision, recall, and F-1 measurement of the minority class, 
which is the census tracts that are identified ahead of time as being “ascending.” Precision is 
calculated as the number of true positives divided by the sum of true positives (predicted 
ascending correctly) and false positives (predicted ascending incorrectly). Recall is calculated as 
the number of true positives divided by the sum of true positives and false negatives (predicted 
not-ascending, actual is ascending). F1 measure is the “harmonic mean” of the two metrics, and 
is widely used as the accuracy metric for the models when the dataset is unbalanced (Brownlee, 
2020). The accuracy measure is a simple fraction of correctly predicted outcomes out of the total. 
Overall, in part due to the unbalanced classes, the models were very good at predicting the tracts 
that had not experienced socioeconomic status ascent through any of the methods by which the 
dependent variable was created. However, the models were not as accurate at predicting the 
“ascending” census tracts. A confusion matrix is shown for the best machine learning method 
within each dependent variable selection process.  
 
Manual Selection and Machine Learning 
 This process delivered some of the most promising results of predicting census tracts that 
have experienced an increase in building permits and population between 2012 and 2017. The 
logistic regression model showed 83% accuracy – and specifically 77% precision in predicting 
the changed census tracts with 62% recall. This is a promising result in that it is the most 
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rudimentary and easily replicable among the methodologies utilized. The SVM showed nearly 
identical results, hinting that it might also be a useful method. Likely due to the small, 
unbalanced dataset, the random forest performed most poorly.  
Logistic Regression  






 Not Ascending Ascending 
Not Ascending 35 (True Positives) 3 (False Positives) 
Ascending 6 (False Negatives) 10 (True Negatives) 
 
 
K-Means Clustering and Machine Learning 
 This methodology resulted in the best F1 metric utilizing the Support Vector Machine. 
Again, likely due to an unbalanced dataset, the random forest performed the poorest. However, 
compared to the random forests utilized in the Manual and SES approaches, the random forest 
performed strongest using the k-means clustering approach. 
SVM 
Confusion Matrix 





 Not Ascending Ascending 
Not Ascending 36 (True Positives) 1 (False Positives) 
Ascending 10 (False Negatives) 7 (True Negatives) 
 
Principal Component Analysis and Machine Learning 
 Although the PCA process, when validated with only anecdotal information, proved to be 
reasonably accurate and helpful in validating many of the changes taking place in the city, it was 
much more difficult for these machine learning algorithms to predict these changes. Out of the 
three selected dependent variables, the results of each model reported the worst metrics. While 
the logistic regression and SVM models had low precision and recall scores, resulting in only a 
50% and 63% accuracy metric for each model, respectively. However, the random forest 
performed much better with this method, with a precision of 58%, recall of 39%, and F1 of 49%, 
though the overall accuracy was measured at 70%. 
Logistic Regression 
Confusion Matrix 





 Not Ascending Ascending 
Not Ascending 23 (True Positives) 3 (False Positives) 
Ascending 15 (False Negatives) 13 (True Negatives) 
 
Machine Learning Results 
 The results of the machine learning process are interesting in that it shows the challenge 
of prediction using real-world data. One of the primary challenges with machine learning 
methodologies is in achieving a balanced dataset that can effectively train the training model to 
produce an accurate outcome using the unknown data. To understand the models’ strengths in 
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greater depth, it was helpful to identify that most of the models had stronger metrics when 
predicting the not changed or declining census tracts. The results of the model’s performance for 




Table 1: Results of Machine Learning Models 
 Precision  Recall  F1  Train Accuracy  Test Accuracy  
Manual 0.85 0.97 0.89 2.372 2.466 
Ascending 0.8 0.62 0.69   
Logistic 0.77 0.62 0.69   
SVM 0.77 0.62 0.69   
RF 0.8 0.25 0.38   
Not Ascending 0.85 0.97 0.89   
Logistic 0.85 0.92 0.89   
SVM 0.85 0.92 0.89   
RF 0.76 0.97 0.85   
Overall Accuracy    2.372 2.466 
Logistic    0.84 0.83 
SVM    0.84 0.83 
RF    0.70 0.80 
K-Means 0.88 0.97 0.87 2.6398 2.3562 
Ascending 0.88 0.53 0.62   
Logistic 0.75 0.53 0.62   
SVM 0.88 0.41 0.56   
RF 0.78 0.41 0.54   
Not Ascending 0.81 0.97 0.87   
Logistic 0.81 0.92 0.86   
SVM 0.78 0.97 0.87   
RF 0.78 0.95 0.85   
Overall Accuracy    2.6398 2.3562 
Logistic    0.78 0.79 
SVM    0.86 0.80 
RF    1.00 0.78 
SES 0.81 0.88 0.72 2.48 1.76 
Ascending 0.81 0.46 0.59   
Logistic 0.81 0.46 0.59   
SVM 0.67 0.36 0.47   
RF 0.67 0.21 0.32   
Not Ascending 0.61 0.88 0.72   
Logistic 0.61 0.88 0.72   
SVM 0.54 0.81 0.65   
RF 0.51 0.88 0.65   
Overall Accuracy    2.48 1.76 
Logistic    0.71 0.66 
SVM    0.77 0.57 
RF    1.00 0.53 
Grand Total 0.88 0.97 0.89 7.4918 6.5822 
 
 The models showed the best results when predicting the census tracts that were classified 
originally as “not ascending”. While this may be due in part to the unbalanced data, it is possible 
that there are closer similarities within the majority of the census tracts that have “not ascended” 
in socioeconomic status compared to those that do. Utilizing the Manual method, all three 
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methods recorded F1 values between .85 and .89. Similarly, the K-Means method also recorded 
F1 scores between .85 and .87. The SES method still performed most poorly with the best F1 
score of .72 utilizing the logistic regression. These findings suggest that the separation of census 
tracts utilizing these various methods of determining “socioeconomic ascent or decline” may be 
useful in machine learning.  
 One of the primary reasons that the SES method does not perform very well is due to the 
nature of how census tracts were classified as ascending or not ascending. Because a change in 
ranking – absolute or percentile-ranking – is not perfectly correlated with the relative change in 
indicators, using the score as a proxy for predicting the change is not necessarily a best practice. 
Although the SES score should be a proxy for a tract’s socioeconomic status, predicting a tract’s 
change in rank between years does not account for the entire city also changing at once, or for 
the specific magnitude in change of the indicators that create the score and subsequent rank. 
Although the dependent variable selected tracts as ascending that had increased in rank by more 
than 1 ranking spot between years, since all the other tracts were also changing, the meaning 
associated with this change is difficult to discern, especially when utilizing machine learning 
models.  
Reades et al. (2019) use a more sophisticated approach, in part due to the amount of data 
accessible to them in London, compared to what is available in this context in Detroit. While a 
closer following of Reades et al. was attempted for this research, closely following their 
methodology with such a small dataset resulted in poor results. Although using the ranking as a 
proxy was explored to see if the results were meaningful, this process should not be utilized to 
classify and predict a tract's socioeconomic ascent. 
 
Analysis of Census Tracts: Manual and K-Means selection methods 
 While the results of the machine learning methodologies are interesting, and suggest that 
there are some models that are effective at predicting these census tracts, it is helpful to do a 
deeper analysis of the census tracts that are identified through the simplest analysis – the Manual 
method. This method identified any census tract that had both a percent change increase in 
building permits and population to be “ascending,” and the remaining census tracts to be 
considered “not ascending”. Future research should compare these results with the K-Means and 
SES methods to determine any significant differences. 
 
Overall Changes between 2012-2017 
Overall, the median percent change in population for each census tract in Detroit was a 
decrease of 6.2% -- half of the city’s census tracts experienced larger losses, the other half 
experienced fewer losses and even some gains. When looking at the entire city, Detroit lost 
population during this time – across the whole city, there was an overall 5% population loss, or 
36,553 people. These data suggest that a few census tracts had population surges, while overall, 
the majority of the city’s census tracts lost people. It is likely that these tracts correlate with the 





Manually Selected Tracts: Ascending vs. Not Ascending 
 To recall, 76 census tracts were identified as “ascending” and 192 tracts were identified 
as “not ascending” using this method. One of the more interesting findings of this analysis is 
identifying the census tracts that had both a population and building permit percent increase 
between the two years. Compared to the city’s loss of 5% of its population, these census tracts 
experienced a 15% increase in population. In comparison, the rest of the census tracts – “not 
ascending”—had a 13% decrease in population. The other indicators show similar trends of the 
“ascending” census tracts faring better than the city during this time period – home prices 
decreased less overall, incomes grew by nearly 6% more than the rest of the city, and there was 
nearly double the percent change in number of mortgages issued. However, even these statistics 
are not evenly distributed among the “ascending” census tracts – when looking at the difference 
between median percent change and mean percent change of all the census tracts, it is clear that 
some census tracts experienced more population, more mortgages, and larger increases in home 
prices, permits, and incomes. It is important to note that these changes were not checked for 
statistical significance, and deeper statistical analysis is warranted.  
Comparing these measures is helpful to understand that the revitalization efforts driving 
population increases and a stronger housing market are not evenly distributed across the city, and 
are likely concentrated in only a few census tracts. This helps to show the stark inequalities that 
are taking place during these years, located primarily in the neighborhoods of downtown and 
midtown where the city’s first investments were focused in the years after bankruptcy, and also 
concentrated in the neighborhoods selected as part of the Strategic Neighborhood Fund. 
Particularly, when looking at the summary statistics of the “ascending” census tracts, although 
only half of these tracts had no percent increase in white population, the average percent change 
in white population was 99% between the two years. This is further supported by the “not 
ascending” census tracts experiencing the opposite – though its median was also 0% change, the 
not-ascending census tracts had a lower mean, and a lower maximum percent change. This 
suggests that there are a few census tracts that had a significant influx of white population, 
leading to cultural displacement, and likely some amount of subsequent displacement from 
gentrification (Richardson et al., 2019). However, a difference of means test suggests that the 
difference in means is not statistically significant – that the underlying distributions of the 





Figures 3 and 4: Percent changes of Socioeconomic Indicators 2012-20172 
Ascending – 
 Manual method Median % Change Mean % change Max % Change Min % Change 
Population 13% 19% 181% 0% 
Mortgages (raw 
change) 0 1.87 25 -6.8 
Home Prices -7% 10% 286% -100% 
Incomes 2% 9% 188% -31% 
Building Permits 85% 166% 1178% 0% 
% Black -3% -6% 71% -92% 
% White 0% 99% 6150% -100% 
% HS Degree -3% -2% 135% -83% 
% College Degree 4% 9% 220% -28% 
% Poverty 4% 12% 183% -73% 
% UE -29% -21% 97% -87% 
% renter 7% 30% 554% -99% 
 
 
Looking at the selected census tracts, it is interesting to see the overlap in amount of 
percent change increase in population with the Strategic Neighborhood Fund areas. The 7.2 – the 
area that experienced the first round of investment before SNF was created – is clearly outlined 
by the highest increases in population during this time period. Since the time periods measured in 
this data analysis precede the expansion of SNF to the additional neighborhoods, it is interesting 
to consider what components of these neighborhoods might have led to their selection. The 
census tracts identified in this map as “ascending” overlap with the SNF neighborhoods, except 
for the Gratiot/7-mile neighborhood. The logistic regression model predicts these changes with 
 
2 Because some census tracts had no mortgages issued in 2012, the raw change in mortgages is utilized as a measure. 
Not Ascending -
Manual method Median % Change Mean % change Max % Change Min % Change 
Population -14% -14% 41% -57% 
Mortgages (raw 
change) -0.2                        -.02                     14.6                      -8 
Home Prices -19% -10% 395% -100% 
Incomes 1% 6% 101% -73% 
Building Permits 0% 40% 1000% -92% 
% Black -3% -4% 184% -80% 
% White 0% 65% 3000% -100% 
% HS Degree -1% 0% 71% -44% 
% College Degree 6% 10% 201% -39% 
% Poverty -3% 3% 142% -72% 
% UE -31% -22% 162% -92% 
% renter 17% 39% 835% -87% 
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80% accuracy, a decent metric when utilizing real-world data. What these findings suggest are 
that these census tracts are likely to continue to “ascend” in their socioeconomic status and that, 
when paired with the Strategic Neighborhood Fund investments, this ascent may be costly for 
those who cannot afford changes in the environment’s socioeconomic status, such as rent and 
access to affordable food. If the neighborhoods are changing – potentially gentrifying – and there 
is a program that is intended to accelerate these changes focused on these neighborhoods – I 
would argue that the likelihood for gentrification and displacement is higher.  
Comparatively, the rest of the census tracts that are “not ascending” differ impressively in 
their descriptive statistics of measures of socioeconomic status – and likely, other measures of 
wellbeing. While the “ascending” tracts gained population (tied, in part to the definition of 
“ascent” in this case), the “not ascending” tracts experienced a median percent change of their 
population of minus 14%. Similarly, while there was an overall increase in mortgages issued 
across the “ascending” tracts by 68%, there was only a 1% increase in mortgages issued in the 
“not ascending” tracts, and home prices decreased by 20% in the “not ascending” parts of the 
city compared to only a 14% decrease in the “ascending” areas. Not only did the real estate 
market change in the “ascending” tracts, but so did peoples’ incomes – “ascending tracts had an 
increase in income by 7%, while the “not ascending” tracts’ incomes only increased by 1%.  
 




The primary challenges with this research were the lack of data (only analyzing 283 
census tracts), and the estimation of the data over the two five-year periods. Additionally, the 
data is not perfect as it comes from ACS estimates (samplings averaged over five years) and 
mortgage data that are reported only by lenders who write more than 50 loans, leaving out 
potential credit union data. The housing data also does not capture the amount of homes that are 
bought via cash sale – something that is known to be common in Detroit especially (the city’s 
average credit rating is far below the nation’s, limiting access to mortgages for many residents) 
(Poethig et al., 2017). This research would be valuable to replicate after the next census, as a 
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comparison between 2010 and 2020 would provide a much clearer and accurate picture of what 
changes might be happening demographically and spatially. Additionally, the primary reason 
why block groups were not utilized is because housing data at this level is often proprietary – 
instead, with the intention to have 100% publicly available data, this research could only conduct 
analyses at the census tract level. Block group level analysis might produce stronger results as it 
would provide more data points for analysis. 
Another primary challenge with this analysis is the process of selecting what might be 
classified as “ascent” in socioeconomic indicators. Though the best use of theory in the Manual 
method proved to be relevant to lived experience, the K-Means method provides similar results, 
suggesting that there is something that should be understood about the similarities between these 
“ascending” census tracts. This would require significantly more in-depth statistical work about 
the data, though would be helpful for understanding how these constructions are relevant to 
future work in identification and prediction of gentrifying areas.   
 
Key Takeaways 
 One of the primary questions that I sought out to answer was to figure out which of the 
methodologies of selecting a dependent variable is the “best,” and which machine learning 
algorithm is the “best.” In analyzing the results of the machine learning models, the Manual 
approach appears to work the best with all three models, predicting with the strongest accuracy. 
It is also the approach that is most easily replicable by those with beginner to moderate data 
analysis and machine learning knowledge – a promising finding for the purpose of members of 
the general public being able to utilize these findings for their own advocacy. Each method has 
its own merits, and all would be strengthened with more data to utilize – potentially conducting 
the analysis using census block groups. 
 However, the interesting results from the SES method that shows that the declining or 
static census tracts are easier to predict than the changed census tracts provokes an interesting 
question of the purpose of the algorithm. Specifically, these findings suggest that there are 
greater similarities among the majority of the declined or static census tracts that could suggest 
that policymakers take this into stronger consideration than only looking at the census tracts that 
have experienced some increase in socioeconomic status. What is clear from this rudimentary 
process utilized in this project is that basic machine learning methodology is limited in its ability 
to predict with confidence the changing nature of society. In part, this is due to limited data; 
Reades et al. were able to predict with better confidence in part due to the abundance of data that 
was available for the study in London.  Although each method of selecting a dependent variable 
and creation of the machine learning algorithm can be considered important and raise interesting 
questions, it is also important to address the broader questions about the attempt to predict 
neighborhood change in the first place. 
 
Related to SNF 
The implications of these findings as it relates to SNF is that these models identify parts 
of the city that are experiencing socioeconomic ascent – a precursor to gentrification and 
potential displacement. Additionally, the identified “ascending” tracts largely overlap with the 
SNF neighborhoods that either have recently received or are expected to receive increased 
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investments through the fund in commercial, real estate, and street scaping initiatives. Given the 
socioeconomic status of these neighborhoods, additional investments could lead to gentrification 
and its negative effects in these neighborhoods as the neighborhoods become more attractive to 
those with the social, economic, and cultural capital to move. Should elected or appointed 
officials use tools such as these to help direct policy or investments, it is arguable that stronger 
policies are necessary to mitigate what could be additionally harmful results of continued 
changes. 
Arguably, these components of neighborhood change identified in these data are certainly 
felt among the residents in neighborhoods that are already experiencing these changes – some of 
which are SNF neighborhoods. As Data Driven Detroit found through their qualitative analysis 
of two neighborhoods in Detroit, there were often intangible components to their neighborhoods 
changing that came along with the more tangible – houses being sold, new businesses opening up 
(Quesnelle et al., 2019). These intangible components were elements of community that are 
difficult to quantify – neighbors saying hello to one another, what police might be called for to 
address, or the simple act of showing up to community meetings and connecting with neighbors. 
The more tangible components such as new streetscapes, homes being rehabilitated, or 
demographic changes, are all elements that cities can theoretically have an easier time 
understanding. Chapple and Zuk found that since the rise of early warning systems for 
gentrification in the 1980s, public officials have increasingly utilized newer analyses attempting 
to quantify risk of gentrification and displacement (Chapple & Zuk, 2016). The basic findings of 
this research highlight the importance of considering what changes are already taking place in 
the SNF neighborhoods, and what that might mean for longtime residents as new investments 
begin to pour into their streets. Importantly, it is important to consider what types of investments 
that are not physical could be critical to help stabilize the neighborhood’s wellbeing while 
physical investments are made to revitalize. 
 The findings of this research suggest that there is reason to investigate how this research 
might be expanded to include other, nonconventional datasets. While this research was 
intentionally conducted with a limited dataset that is publicly available (so that the process could 
be replicated), it is reasonable to suggest that results would be more compelling with an 
expanded dataset, including sources that are proprietary. Such sources may be from mobile 
applications, business listings, real estate marketing or construction companies, or other 
companies that collect demographic or socioeconomic data. However, there are important ethical 
concerns that should be addressed with utilizing an expanded dataset – not only is the component 
of replicability of concern, but also the broader epistemological understanding of why and for 
what purpose the prediction is taking place. Without a conversation that investigates why we, as 
a society, might want to predict where socioeconomic changes are happening in our cities – and 
why we might not – utilizing machine learning for predicting our social and demographic 
changes runs a risk of being ethically murky at best, and consequentially harmful at worst.  
Of the studies discussed earlier in this chapter that have utilized forecasting or predictive 
methodologies within this realm, few have discussed the ethical and policy implications of such 
work, and what it means for these technologies to be available in the public sector. While this 
research is limited in its scope, it is the hope that it sparks further discussion of ways in which 
these tools can be utilized for good and continue to investigate the built-in assumptions upon 
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which the methods rest. The next section will focus on the ethical and policy implications of 
utilizing such technologies within the urban planning and development realm, and the ethical 





Chapter 3: Data, Machine Learning, and the Strategic Neighborhood Fund 
This research both utilizes data analysis and machine learning methodologies to identify 
and predict neighborhood change, and in the following section investigates the ethical 
dimensions of using such processes in the policy arena from a perspective of socioeconomic, 
racial, and geographic equity. As discussed earlier, the relevant context of this research is that of 
the Strategic Neighborhood Fund, the City of Detroit’s neighborhood revitalization investment 
mechanism, intended to draw financial investments from philanthropies, private sector 
developers, and other government entities and invest in neighborhood amenities in a select 
handful of neighborhoods throughout the city. A question of this research is to understand 
potential ethical challenges in utilizing a machine learning prediction of neighborhood change in 
approaching decisions related to the Strategic Neighborhood Fund. As a policy approach to 
“develop” some of Detroit’s neighborhoods, I investigate if technical tools such as these still 
serve the normative ends of equity by encouraging a normative ends of equity when applied to 
policy approaches that may have unclear outcomes regarding social and racial equity. In doing 
so, I explore the inherent danger of embedding – and hiding—politics and normative ways of 
thinking behind and within these tools. The following chapter will first include a discussion of 
the ethics of algorithms and machine learning, situate the ethical landscape vis a vis the Strategic 
Neighborhood Fund and a cautionary tale of Market Value Analysis, and assess the potential 
concerns of using this research’s process or results in any decision-making related to SNF.  
 
Data justice and data ethics: Ethical concerns of using data for decision-making and urban 
planning 
 
There are three primary ethical considerations relevant to this research, though this next 
chapter primarily focuses on one – the ethical concern of using technical tools to make political 
decisions that may have ramifications on the socioeconomic, racial, or geographic 
marginalization of the population. There are additional ethical concerns around the creation and 
use of quantitative data and metrics in comparison to more qualitative measures of peoples’ lived 
experiences, as well as the ethical considerations of equitable development decisions. However, 
these additional ethical considerations do not fall within the scope of this research and should be 
addressed in future work.  
 
Mapping the Ethics of Algorithmic Decision-making 
Increasingly, algorithms are being implemented in decision-making spaces – private and 
public – and the ethics of how these data are collected, analyzed, and drive outcomes are of 
particular concern. Mittelstadt et al (2016) map the current landscape of the ethics of algorithms 
in decision-making, and note that algorithms today are used to,  
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“…turn data into evidence for a given outcome…this outcome is then used to trigger and 
motivate an action that (on its own, or when combined with other actions) may not be 
ethically neutral. This work is performed in ways that are complex and (semi-
)autonomous, which complicates 
apportionment of responsibility for effects of 
actions driven by algorithms” (Mittelstadt et 
al., 2016). 
The authors importantly note that it is difficult to 
assign blame that is caused by algorithms and 
subsequent decisions made from the outcomes. 
Many ethicists of algorithms argue that harm is 
inherent in algorithms – a feature of the system, as 
the algorithm incorporates any biases in the data into 
its final output and outcome (Eubanks, 2017; 
Gangadharan et al., 2014). When creating a machine 
learning algorithm, various decisions are made about the type and form of data being utilized, 
and the outcomes depend on a multitude of decisions in the data’s cleaning and processing and in 
construction of the algorithm’s form and parameters.  
As Mittelstadt et al. (2016) note, inconclusive, inscrutable, and misguided evidence are 
all potential ethical complications in algorithm creation and use, which may lead to unfair 
outcomes and transformative effects, such as changing our conceptualization of the world and its 
sociopolitical organization. A discussion of such outcomes in this present research about 
neighborhood change is relevant – much of the evidence presented in the previous chapter might 
point to certain policy decisions that could be considered inconclusive, inscrutable, or misguided, 
and could lead to unfair outcomes or transformative effects that reconceptualize our urban 
framework in cities like Detroit.   
Encompassing all these challenges is that of traceability – a component that is often 
unattainable in machine learning algorithms – how can one trace where a specific outcome was 
reached based on the data input? This challenge leaves little agency for any member of the public 
to address some of the algorithmic violence and harms that are caused through the data 
manipulation and analysis process. Though it is not the focus of this paper, it is important to 
consider the ways in which data analysts and researchers might mitigate this harm, such as by 
creating research that is replicable and is traceable. Researchers must mitigate the risk that their 
process could be used for improper decision-making, and evaluate on a case by case basis how to 
make the information open and accessible – as an accountability measure for the public that may 
be harmed by the results of the research (Kenneally & Dittrich, 2012).  
The chapter will utilize Mittelstadt et al.’s framework for understanding the ethical 
implications associated with the development of the tool for predicting neighborhood change. 
Overarching this discussion is one about the concern of traceability and equity within algorithms 
and data-driven decisionmaking – something which is initially addressed as perhaps the most 
complex component of ethical challenges in employing algorithms, and deserves further 
discussion beyond the scope of this specific research. I briefly discuss how the process of 
building the algorithms in this research could arguably constitute inconclusive evidence, and the 
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risks associated with making decisions based on these findings. Second, I investigate how these 
algorithms’ opaque nature may limit the ability for the data subjects upon which the utilized data 
is based to know how their data is being used – in part due to the nature of the algorithm, and in 
part due to the risk of opening the algorithm’s creation to the public, risking bad actors utilizing 
it to “game the system”. Third, and perhaps most importantly, I discuss how the data’s initial 
processing and analysis is arguably the source of misguided evidence, as values are embedded 
within the code, and biases may result as a reflection of these values. Fourth, I discuss how 
actions, or policies, driven by algorithms can lead to unfair outcomes and further marginalization 
within Detroit, per the context of revitalization and gentrification that was discussed in the 
previous chapters. I will utilize a cautionary tale of Market Value Analysis – a form of data 
analysis that embeds politically-relevant norms and values into its process and results. Although 
not an automated algorithm, this is a complex process that involves similar opacity to machine 
learning algorithms, and machine learning algorithms are a likely next step or extension of this 
methodology. The final discussion mentions the potential risks of re-ontologizing the urban 
environment within a data-driven and algorithmic epistemology that embeds values into 
algorithmic biases, leading to questionable policymaking. I conclude with a discussion of 
policymaking within a data-driven context and argue the need for anticipatory governance of the 
use of machine learning technologies within the realm of public policy.  
 
Traceability: Accountability Challenges 
Some ethicists argue that harm is inherent in the creation of any algorithm that may have 
an impact on human life. The unknown decisions that are made in the algorithm, the biases that 
may be present in creating the algorithm, and the use of the algorithm’s results are all 
disconcerting factors that may impact equity considerations when the algorithm is utilized. 
Sandvig et al note that complex computer code, the unknowns that occur during the algorithm’s 
execution, and the intent of the creator all contribute to the need for a “Consumer Reports” of 
algorithms, so that the public can know the essential components of an algorithm and how it 
might be affecting their daily life (Gangadharan et al., 2014). Similarly, Martin argues that 
algorithms are not neutral, and are in fact value-laden, and that algorithm’s creators should be 
held responsible for any harms that occur from the result of the algorithm (Martin, 2019).  
As Sandvig et al argue that the intent of a private sector corporation through the use of 
algorithms for decisionmaking is unlikely to be in the citizen’s best interest, within the context of 
this research, I argue that this concern can be extended to the public sector in our current reality 
of the neoliberal state and rise in public-private partnerships. Importantly, within the context of 
the Strategic Neighborhood Fund, it is exactly the private sector that is seeking to benefit the 
most from any sort of investment into the fund, and it will likely seek to do so at the expense of a 
group of people – likely a socioeconomically, racially, or geographically marginalized 
population. In fact, it may be an implicit goal of such algorithms in the context of neighborhood 
change to continue to accelerate change, and utilize the algorithms as both a tool and justification 
toward these ends. In doing so, accountability and traceability of the algorithms origins, purpose, 
and construction is difficult to ascertain and often goes unquestioned, as policy and politics 
obscure the roots of decisionmaking.  
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Although the government should be seeking to act in the best interest of all its citizens, 
the calculus of who might be harmed utilizing such an algorithm may not be clear or 
intentionally considered by policymakers – further embedding systemic or structural racism 
within policymaking. Without a clear method of holding the algorithm or its creators accountable 
– due to the complexity of the code, unknown decisions in creating and built into the algorithm – 
the ethical concerns go beyond the creation of the algorithm to its potential unequal impact, and 
who should be held to answer for its potentially disparate impacts when driving policy. Sandvig 
et al call for an “audit” of various online and social media platforms to understand the 
inequalities and biases inherent in their respective algorithms, and I argue should be a point of 
future research and discussion in the public sector as well. Unfortunately, doing so for algorithms 
that drive public policy is highly unlikely, given the bureaucracy and nature of many local 
governments.  
 This risk of marginalization without accountability lies not only with the proposed 
algorithms from this research, but also within the greater set of algorithms that are increasingly 
being used in the public and private sectors related to the real estate market, health outcomes, 
and education. Therefore, it is imperative to discuss the broader challenges of such data 
manipulation and analysis within this context, and what it might mean for data-driven decision-
making moving forward. 
 
Inconclusive Evidence: “Evidence”-based Decision-making 
Uncertainty abounds when the algorithm is not predicting with a high-enough level of 
accuracy, and false positives and false negatives are frequent. This concern is part of a broader 
discussion of the epistemic issues of data analysis in policymaking and should be discussed more 
specifically in future research. Within the present data and model, the results outlined in Chapter 
2 show that accuracy metrics can be good – yet still not show the whole picture of what an 
algorithm might be missing. Understanding where the machine learning model might be 
inaccurate is challenging, though the final accuracy metric is an appealing measure by which 
people might like to make decisions, despite its uncertainty.  
There is limited ability within policymaking to handle uncertainties such as these, and 
policies driven by analyses such as this can be significant contributors to unfair outcomes.  
Mittelstadt et al.’s review of the literature on what amounts of data and correlations are credible 
for prompting action shows that there is typically only need for a “sufficient” amount of 
evidence from an algorithm to drive any sort of action, even when correlations or predictions in 
algorithms are particularly uncertain (Mittelstadt et al., 2016). As Ananny (2016) notes, “ 
algorithmic categories…signal certainty, discourage alternative explorations, and create 
coherence among disparate objects” (Ananny, 2016). These classifications can then result in an 
oversimplification that might result in decisions made from inaccurate or uncomplex data 
(Barocas, 2014). In the context of this research, processes such as the unsupervised learning of k-
means clustering is a perfect example of categories being determined by the algorithm, validated 
in part by the descriptive statistics and a normative understanding of “neighborhood change,” 
and presumed, for the purposes of the subsequent machine learning models, to be a way of 
“cohering” what might have seemed like disparate data points. Without engaging residents of the 
census tracts themselves to understand the lived experience as it relates to these data, it is 
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impossible to truly assign these categories for the purposes of decisionmaking – an inherent flaw 
in much public policy within the realm of science and technology (Joss & Brownlea, 1999).  
 
Inscrutable Evidence: Tension Between Evidence, Knowledge, and Autonomy 
When ground-truthing does not accompany the results or processes of complex data 
analytics and machine learning, even transparency of the data processing and machine learning 
algorithm itself do not sufficiently simplify how classifications are made. Oftentimes, this is 
because the necessary components of being “transparent” includes being both comprehensible 
and accessible. Cloaked in predictive measures such as machine learning algorithms, additional 
layers of complexity are added. By utilizing data in opaque processes such as machine learning 
algorithms, government becomes less accessible, trading off transparency for efficiency and 
limiting potential for oversight (Burrell, 2016; Schermer, 2011).Within this scenario, the power 
differential – between those who are familiar with the data and its processing and an average 
citizen with limited knowledge of sophisticated data analytics—is stark. Even when algorithms 
or their creations are made public, it can be difficult to understand not only the “black box” of 
the algorithm that delivers results without explanation. Again, though this is not within the full 
scope of this research, it deserves additional conversation as it relates to policymaking in the 
context of social, racial, and economic justice issues. 
Zarsky (2016) outlines the challenges of the rise of algorithms in decisionmaking as those 
of efficiency and fairness-based concerns, specifically related to the opaque and automated 
natures of algorithms. These tools do not necessarily change any sort of decision a public entity 
might make, rather, they can serve as a tool behind which public officials can hide in the name of 
“fairness,” with the “objective” algorithm driving the decisions. Within in their creation and use, 
the algorithms can hide a political agenda, either intentionally or unintentionally – in this case, 
one in which rising socioeconomic status and population numbers are considered indicators of 
wellbeing, even though lived experiences might suggest other types of indicators. This design 
upholds a political status quo despite the appearance of objectivity or fairness. Specifically, 
within the context of this research, indicators of increasing population and other measure of 
“wellbeing” as determined by the quantitative indicators are seen within policy spaces as 
successful components of increasing wellbeing, without knowing if residents’ lived experiences 
align with these measures. In fact, residents may have different conceptions of what constitutes 
their “wellbeing” that may not be captured in the data or algorithms, and this is not typically 
considered by policymakers, as instead there are “data-driven” decisions to hide behind.  
There is an important role for disclosure of the data and the algorithms’ structures, 
though this can also result in bad actors attempting to “game the system” (Zarsky, 2016). 
Machine learning algorithms such as the one proposed in this paper have the potential to be 
similar tools of discrimination. Algorithms and other data mining projects could lead to de facto 
redlining of a new type – where development and changes to the landscape are confined to only 
select neighborhoods because they might offer a higher return on investment. Similarly, if 
analyzed incorrectly, one might improperly infer a certain set of attributes about residents of 
certain parts of the city, and make decisions accordingly, which is another form of bias (Barocas 
2014). Still, it is within the interest of citizens – who are considered the ‘data subjects’, or those 
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from which the data was created’ – to know how data about them is being utilized, especially 
when there might be harmful ramifications for some of these citizens.  
 
Misguided Evidence: Value-Laden Processes leading to Biased Decision-making 
The bias that is written into this algorithm is not that of assigning positive or negative 
sentiment to any of the data points, but rather, a manufactured conception of socioeconomic 
status. This manufacturing – in this case, aligned with market-related conditions of the urban 
environment – is a reflection of the Mayor’s political and economic objectives. Utilizing 
Friedman and Nissenbaum’s (1996) conceptualization of how bias in algorithms can arise from 
social values found in the institutions and attitudes where the technology is produced,  
Mittelstadt (2016) et al highlight how, “Algorithms inherently make biased decisions. An 
algorithm’s design and functionality reflects the values of its designer and intended 
users…development is not a neutral, linear path.” This section explores how social biases – those 
which are embedded within a system or structure that reflects its overarching values – and how 
technical biases, or those related to the technical limitations of the data or algorithms, can create 
misguided evidence which leads to bias in decisionmaking (Friedman & Nissenbaum, 1996). 
Inherently, predicting neighborhood change by socioeconomic status could be thought of 
as a discriminatory act – identifying a class of people based on their class, utilizing proxies of 
wealth, homeownership, and population changes (Sandvig et al., 2014). Much of data mining and 
machine learning rely on data sources that reflect discriminatory policies and economic systems 
– and the decisions that occur after the data collection and analysis are the typical outcomes of 
such processes. Discriminatory acts of the mid-20th century such as redlining were in part due to 
data collection that utilized data as proxies for race and appeared on the surface to be non-




It is critical to understand that these data are not inherently “objective,” and that each 
choice made when designing research or constructing an algorithm is filled with the values of the 
human behind the data (Barocas et al., 2019). In the context of neighborhood change, each of 
these decisions to select variables or proxies of lived experience using data makes a variety of 
assumptions about what “change” can be defined as, and calculates these changes in an 
abstracted way from the lived experience – giving power to these data at an arms length from the 
conditions that underlie the numbers. In the case of this research project, I utilized a variety of 
qualitative research that discusses how “ascent” is measured in urban environments and what 
data can be analyzed to understand “socioeconomic status”. Though I attempted to ensure my 
research was thorough, unbiased, and objective, there are limitations to such an approach, and 
some assumptions were made for each step.  
Furthermore, my research uses this concept of “misguided evidence” by the nature of the 
data. The history of structural racism is built into the data that I used – as noted in Chapter one, 
Detroit developed unequally through systemic structures that marginalized the black population 
through racist local and federal policies. Each of these indicators – of housing, population 
mobility, real estate, race, and others – bears with it this history of Detroit being shaped through 
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racist housing, policing, and economic policies. Policy choices of the past have led to Detroit’s 
spatial, socioeconomic, and racial inequalities today, which is baked into the contemporary data 
which was analyzed in this research, and is used in policymaking on a daily basis. A deeper 
discussion of this point is warranted, though is beyond the scope of this research. 
 
Technical Bias 
Within the context of this research, the limitations of the chosen data are inherently 
ethical challenges. Utilizing a small dataset such as the one in this research is one of the reasons 
why the accuracy metrics were somewhat limited it their explanatory power. Similarly, should 
any of the steps in creating the algorithm – from determining the dependent and independent 
variables to the model’s actual structure – stray from statistically or computationally sound 
practices, the results could be skewed without an overt connection to the errors made in the 
creation of the algorithm. These characteristics are not uncommon for machine learning 
algorithms, and can result in unfair outcomes based on this misguided evidence. 
 
Unfair Outcomes: Marginalization and Discrimination 
Undergirding this discussion is the definition of harm – that the potential for harm exists 
at every step in a process that attempts to utilize machine learning to impact a societal outcome. 
Violence and harm exist in a multitude of forms throughout our society, and the use of 
algorithms, data, and information in decision-making where the outcomes may not be equal is 
one of the ways in which this violence and harm can manifest. Structural and systemic racism 
have embedded inequalities within daily life, and the data that is utilized to make decisions 
draws from an already unequal world, and often reinscribes this inequality. This research utilizes 
the framework and definition of algorithmic violence, defined by Safransky (2019) as “ … a 
repetitive and standardized form of violence that contributes to the racialization of space and 
spatialization of poverty.” In Safransky’s analysis of the use of Market Value Analysis in Detroit 
in the early 2010s, she highlights the importance of understanding the use of algorithms such as 
this within the context of algorithmic violence, given that the increasing use of data to drive 
decision-making has the potential to diffuse the blame of unpopular decision-making – and 
having it rest on the “objective” nature of the data.  
One of the primary questions that initiated this research was a curiosity to understand 
what data can help policy and decision makers in their daily work, and to investigate the ethical 
dilemma faced when making decisions based on data, and not necessarily lived experiences. 
Specifically, I was curious to know, within the context of the SNF investment vessel, is there a 
way in which data can help show policymakers that such an initiative might, in fact, be 
increasing inequality in the city? And could these results direct resources toward the initiatives 
and areas of highest need, instead of trying to get the best return on real estate investment? This 
research shows that while data can show the inequalities that are present – and predict a 
continuance of such inequalities with some reliability – there is plenty of fallibility within the 
data analytics and data science processes and the decisions that are made from these results that 
can result in greater harm than good. This section will investigate these questions, and engage 




With an intent to implement policy that aligns with political objectives, data is often used 
to validate policy and programs – utilizing peoples’ data – data about their lived experiences – to 
direct policy.  This is not to say that all data and its use in policymaking is bad. These same data 
can often be used to direct the most critical services to areas of highest need, or can validate the 
effectiveness of a current program or process that similarly helps those of most need. The costs 
and benefits of each use of data should be deliberated in the context of the normative policy 
goals – i.e., why the data is being used in the first place – and the integral ethical questions of 
using data and machine learning algorithms in the public realm similarly deserve investigation. 
While data points of a population can be helpful for policy and decision makers to sort through 
the massive data arrays and attempt to limit biases present in testimonies or anecdotes, the utility 
of these data points is a double-edged sword. There are ways in which these data can be used to 
vastly improve peoples’ lives – individually and collectively – and there are ways in which these 
data can be used to further engrain the capitalistic monopolization of real estate by way of 
gentrification. Arguably, that the results of data analysis is likely to be sculpted to fit whatever 
political or policy priorities exist – and the use of data to drive policymaking is ultimately a 
policy decision in and of itself.  
Detroit is currently experiencing a wave of gentrification that is closely linked to large-
scale capital, as has been seen in cities like New York in the late 1990s – where the public sector 
is recruiting large developers to address challenges at the neighborhood-level (Hackworth, 2019; 
Hackworth & Smith, 2001). This wave most recently happened immediately after the recession 
in the early 1990s in other cities, and Detroit is most familiar with the re-making of the 
Downtown and Midtown neighborhoods during the years following the Great Recession, and is 
continuing now into the neighborhoods beyond the core. These data of peoples’ socioeconomic 
status is most useful to the public and private sectors to identify where developers might be able 
to purchase land at a lower cost and encourage a wealthier class to support their return on 
investment through the purchasing of homes and businesses (Mark Davidson & Lees, 2005). Our 
present societal reality is such that socioeconomic data – and beyond – is obtainable and usable 
by governments, private companies, and other large institutions to make similar choices: who 
should be targeted for a policy, a product, a store, and who should be avoided (Croll, 2012). 
Increasingly sophisticated measures of collecting data through cell phones, cars, and other 
sensors in the urban environment feed data to these entities – consent obtained through hard to 
understand legal waivers in applications, websites, and by simply being a citizen (Catlett et al., 
2017; Shelton et al., 2015).  
Urban investments in the real estate and social sectors exists within this context, and 
within the current neoliberal configuration that encourages the public-private partnerships of 
government and capital to find the best return on investment. To accomplish this, increasingly 
complex data analysis and manipulation is occurring, with few options for the public to 
understand how decisions are made and how much of their own data is being used within these 
analyses (Zarsky, 2016). As such, predictive measures could also be utilized by the public sector 
to identify which neighborhoods might need anticipatory governance measures to slow the 
potential displacement of residents and encourage inclusionary development. Similarly, the 
predictive measures could help decisionmakers address the areas of the city that are predicted to 
either remain static or decline in the future – where policies might approach those challenges 
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differently. Generally, it is important to consider the flawed reliance on big data and 
sophisticated analysis techniques for policy decision-making, as outlined in depth in the 
following section.  
 
Market Value Analysis – A Cautionary Tale  
 As of this writing, there is no publicly available knowledge about specific calculations or 
reasoning behind real estate and social investments in the City of Detroit. However, the 
following section outlines how the city has tried to use a data-oriented approach to investment 
before, and how this story serves as a cautionary tale for what a more advanced data analytics 
process like machine learning could do in the city. This narrative cautions that the use of data – 
either through machine learning algorithms or otherwise – can be problematic when used to 
achieve urban planning goals that are already rife with disagreement. The addition of my 
research on using machine learning to achieve urban policy and planning goals serves as another 
example of the ethical questions that arise within this context. 
 
SNF and MVA 
One of the ways in which data is utilized in urban planning and development is by tying 
social, demographic, and economic data to the real estate market. Known as Market Value 
Analysis (MVA) -- identifying neighborhoods based on their economic vitality as per the 
conditions of the real estate market -- this process has been criticized for being reminiscent of the 
redlining practices of the early part of the 20th century. Developed and promoted by The 
Reinvestment Fund, a CDFI that partners with investors, governments, and other sectors to direct 
financial investments in cities, MVA analyzes a variety of metrics such as vacancy rates, housing 
prices, and commercial data to categorize neighborhoods based on their market vitality 
(Goldstein et al., n.d.). One of the key categories developed by the Reinvestment Fund through 
MVA is the “middle neighborhoods” – neighborhoods that have maintained a relatively stable 
housing stock and a predominantly middle class yet have seen some decline in various social and 
economic indicators. These neighborhoods are understood to be “tipping point” areas where 
cities can then direct investment in order to further “stabilize” the market. In a critique of MVA, 
Joshua Akers calls this process a shift toward an “emerging market city,” a city which is 
managed for the market and micro-market geographies rather than for the population itself 
(Akers, 2015). 
Admirably, SNF appears to be an asset-based community development approach to 
revitalization. In its brochure, SNF states that neighborhoods were selected based on criteria such 
as strong local leaders, neighborhood density, and proximity to historic areas and other 
neighborhood assets – components that do not appear to be strictly market oriented. However, by 
implementing “tools” such as neighborhood planning, improving streetscapes, redeveloping 
parks, rehabilitating homes, and strengthening commercial corridors – primarily infrastructure-
based projects – the approach appears to be more market-oriented than socially-driven by other 
community needs.  
The SNF approach appears to have a similar method as MVA, the method of choice for 
the approach of the Detroit Works Project and Detroit Future City plan of 2011. DWP 
encountered significant resident pushback and broader political problems when it was made clear 
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that the process selected “winners and losers” to receive increased investment and attention, and 
other areas would be repurposed for green or industrial spaces (Safransky, 2014, 2019). From 
present analysis there has been more limited pushback during the implementation of SNF, 
though a deeper analysis of the neighborhood planning component and the broader public 
engagement process is warranted to validate resident perceptions.  
SNF’s presentation of its investment plan in its primary public brochure has some of the 
components that were noted in the original DWP project as problematic for residents. As Akers 
(2015) notes, the shift toward a “trickle-down model for the allocation of public resources” is 
one which prioritizes the market components of a neighborhood rather than any of the present 
social, economic, or other realities which the neighborhood might be facing. The similarities in 
approach are highlighted in SNF’s “emergence” from the Woodward Corridor initiative, a 
“transit-oriented development plan.” Like DWP’s focus on transit plans and long-term 
development in various neighborhoods, SNF is similarly focusing on these long-term 
development initiatives, perhaps at the expense of some of the neighborhoods’ immediate needs. 
The fund is actively utilizing the learnings from the revitalization of Midtown and Downtown in 
the target neighborhoods, focusing on stabilizing the housing and commercial sectors, driven by 
the idea that this will maintain and increase the attractiveness of the neighborhood. In this sense, 
market data is the driving force of revitalization without much transparency as to this is the 
strategy and if there is a potential component of people-driven decision making. While SNF is 
explicitly attempting to revitalize neighborhoods and increase wellbeing for all residents, it is 
implicitly seeking to attract higher income residents, and change the socioeconomic status of 
many of these neighborhoods. Many residents are concerned that with this market-based focus, 
long-time residents may no longer be able to afford to live in these neighborhoods, or long-time 
Detroiters will not be able to afford to move to these neighborhoods once the amenities are in 
place (Carlisle, 2020).  
This is not to say that the community does not need these amenities – these 
neighborhoods can certainly benefit from improvements in each component of SNF. Most people 
would like to live in neighborhoods that are aesthetically pleasing and have a range of housing, 
shopping, and quality of life options. However, it is unclear how these improvements, driven by 
the private sector, are likely to address some of the immediate social and economic needs of 
residents in these neighborhoods such as income or health disparities – or that these concerns 
were considered initially.  
Specifically, it is unclear how an SNF objective such as “neighborhood planning to 
understand community needs” necessitates a focus on single family housing and strengthening 
the commercial corridors – what are some of the other community needs that might exist, and 
could SNF also address those needs? SNF does not provide any data or narratives that support 
the idea that single family housing and commercial corridors are, in fact, the primary needs of 
neighborhood residents. Though SNF identifies each neighborhood’s already existent assets, 
there is little public information about what components of SNF will address some of the social 
and economic challenges facing the neighborhoods as these changes are taking place. As is 
understood from the literature on machine learning and data ethics, market data – or data utilized 
to proxy a changing market – is one mechanism by which a program such as SNF is likely 
designed and can be assessed, reflecting and extending the broader political values that brought 
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the initiative to life.  The quantitative part of this research highlights these market-related data as 
likely helpful components of predicting neighborhood change, and align with this idea that cities 
could use these market-based data for reimagining the urban landscape behind the argument of 
seeing increases in “wellbeing” indicators”. 
It is currently unclear if SNF and those involved are interested in community well-being 
data – data related to poverty levels, employment, education, among others that might be 
identified by residents not captured in the market-based data. As a tool for infrastructure 
development and creating “emerging markets” in the neighborhoods, SNF is likely to be 
successful. This lack of reflexivity points to a focus on the more market-led components of their 
toolkit – single family housing and commercial corridors.  
 
Transformative Effects: Reontologizing the Urban Fabric 
The methodology and results of my research supports Safransky’s claim that these data 
tools are contributing to an unequal development of the urban environment through policies 
designed in the image of the data analysis. Particularly, the indicators that are utilized in my 
methodology are most closely related to real estate markets and a sense of financial wellbeing – 
number of building permits, mortgages, housing prices, incomes, and population changes. The 
differences in these indicators in census tracts that are considered to be “ascending” in 
socioeconomic status highlight the inequalities present in the city’s fabric – data which could 
also lead to policy decisions that continue this kind of investment, rather than addressing the 
challenges of socioeconomic and racial inequality associated with these data. Specifically, within 
the framework of the Strategic Neighborhood Fund, an analysis such as this one could arm 
policymakers with evidence that the investments are working, even though the data show that to 
be the case only in certain parts of the city. With the machine learning algorithms predicting 
these changes relatively accurately, policymakers could utilize this methodology to drive future 
decision-making, embedding the assumptions of what constitutes as “socioeconomic indicators 
or status” identified in the algorithmic process – into the policies.  
This embedding of assumptions relates most closely to the transformative effects 
component of Mittelstadt et al.’s (2016) normative framework – how unfair the evidentiary 
problems of algorithms can lead to transformative ways in which we think about our 
environment. With inconclusive and misguided evidence, using any of the processes or 
algorithms in this research might lead to policy decisions that label parts of the city as 
“ascending” or “not ascending,” potentially embedding these labels into the fabric of the city 
through these normative policy measures that direct investments to certain neighborhoods and 
not others. Using the results of an algorithm to determine what neighborhoods are “good,” 
sounds like a far-fetched possibility, though is actively being pursued in public and private 
sectors alike, and results of these processes might be changing how we conceptualize and talk 
about neighborhood change (Chapple & Zuk, 2016; NNIP Mission | NNIP, n.d.; Pettit et al., 
2019; Reades et al., 2019; Royall & Wortmann, 2015; Winston & Walker, 2012).  
 
Policy implications and recommendations 
Designing algorithms to predict neighborhood change – though potentially accurate – is 
likely not the necessary tool to affect a radical rethinking of community and economic 
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development practice. Although it can serve as an important validation tool for community 
organizations to communicate with policymakers, the likelihood of such a tool being utilized to 
maintain the status quo is high. Safransky (2019) argues that this is an intentional component in 
the rise of data-driven decision-making – utilizing data to absolve humans of potentially 
controversial ethical decisions. From a policy perspective, this condition must be investigated 
with greater depth – is there a way in which policy decisionmaking can avoid this ethical trap 
and limit the harms that may result from such actions? 
In fact, the findings of my research could support an argument in defense of the SNF 
initiative, and that argument could rest on the data at hand – that investments in these 
neighborhoods are working, and are achieving the policy outcomes that were intended, such as 
increased “wellbeing” by nature of the physical environment. Alternatively, these data and 
methodologies can also be utilized to advocate for a different kind of policy approach – one that 
might encourage investment or policies that are directed at different well-being measures, likely 
to be more socially-related, or defined by residents, or that are directed to neighborhoods that 
might not be attracting a population of  increasingly higher socioeconomic status. However, the 
potential to use these data for “good” purposes – in alignment with community needs and desires 
– cannot be done in the vacuum of following these specific data. Rather, a more comprehensive 
approach that centers the community’s needs, and may not rely on these data as much, is likely 
to result in better policy outcomes, addressing a more comprehensive set of needs. 
For the sake of academic writing, the tool created by this research serves its purpose --- it 
predicts with 80% accuracy the likelihood of a neighborhood’s socioeconomic ascent or decline. 
For the sake of implementing in a real-world setting, this tool does nothing more than pick 
winners and losers – what the current administration and structure already accomplishes. The 
data clearly shows parts of the city that have experienced stasis or decline on a variety of 
indicators, but investments are concentrated in the neighborhoods that have higher 
socioeconomic indicators. These indicators – housing and population related – are primarily tied 
to real estate and investment markets, not to basic needs and other components of wellbeing. 
Most importantly, qualitative evidence from residents would be critical for complementing this 
tool and offering a ground-truth that the data can validate. This is a space in which further 
research should be directed – seeking to understand how to best encapsulate residents needs and 
definitions of wellbeing, likely through some form of anticipatory governance that develops 
methodologies for understanding these concerns. 
Policymakers should consider the ethical challenges of algorithms when designing 
policy, seeking to understand how much of the evidence is possibly misguided, inscrutable, or 
inconclusive and what the transformations of society might occur based on this evidence. As the 
public sector’s expertise in advanced analytics continues to grow, there will be a need for an 
accountability measure, identifying the underlying assumptions of algorithms and analyses alike. 
Additionally, elected officials and appointed bureaucrats alike should take caution in the ability 
of data to direct policies and responses to a changing environment. The potential for harm from 
this process is significant, and there are few ways in which the public can hold accountable those 
who might be responsible.  
While this is, arguably, a feature of data-driven decisionmaking today – not a bug – it is 
imperative that research institutions such as the University of Michigan’s Center for Poverty 
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Solutions continue to investigate the ground-truth lived experiences of residents through surveys 
and focus groups, such as the Detroit Metropolitan Community Survey (DMACS). Organizations 
like Data Driven Detroit are equally critical non-partisan components of the system – although 
their primary purpose is to utilize data to inform policy and decisionmaking, within the context 
of neighborhood change, D3 takes the appropriate measures of ground-truthing the results with 
qualitative analysis through focus groups.  
However, what is lost in this broader process are the political choices that are likely to 
take shape that are masked behind the veil of the data manipulation and analysis. Even if the 
final product is accessible and tangible to the citizen public, it does not mean that decisions 
based on the data manipulation and analysis have any concern for what the public think should 
be done with the data. Oftentimes, decisions based on data crunching are made by non-elected 
bureaucrats – people who are hired into a government. With little accountability, these 
decisionmakers – policymakers – craft and shape a city to obtain certain goals. These goals are 
often purported to be in the public interest – helping the worst off, maintaining a competitive 
economic and regulatory environment, creating a better city for the future. However, it is 
necessary to investigate the methods and processes by which these goals are achieved. 
As noted above, one of the important components of future research would be to focus on 
data that is not strictly market oriented. What does it mean to analyze employment, education, or 
health data in these neighborhoods and how could it contribute to a more comprehensive 
approach to SNF that also centers some of the more immediate lived experiences of its residents? 
Similarly, what would it mean for policy priorities to reflect resident well-being over market-
based data or understandings? This is not to say that a failing housing market is not central to 
many residents’ current lived experiences – it most certainly affects people’s mobility and 
housing choices, safety, and other components of a healthy urban environment. However, with 
SNF’s primary focus on the “emerging markets” of these neighborhoods it is likely that the other 
components of wellbeing may get lost in the shuffle. Additional data analysis can offer a more 
comprehensive understanding of the neighborhoods when combined with the qualitative data and 
other survey-based research. It is important to collaborate these two research processes – by 




So what can the “analyst” do to counteract the preeminence and power of data in 
decision-making spaces? One of the key components to breaking down this barrier is by ensuring 
that complex predictive tools are made accessible to everyone. Not only should a technical 
expert be able to manipulate the tool, but so should anyone with a basic level of technology 
understanding (i.e. using a computer or a phone). If the algorithm itself is not easily 
manipulatable, then the variety of analyses of the findings should be made accessible. Through 
this accessibility, it is possible that residents could use the findings of a predictive algorithm to 
self-advocate for changes in their own neighborhoods. Not only can public officials make data-
informed decisions, but so, too, can the public – and decide to advocate for the resources and 
policies they need to thrive.  
43 
 
Although data can be utilized as a measure of socioeconomic status and to predict future 
status in city neighborhoods, it is imperative that scholars, policymakers, and community 
organizations think critically about the use of data in such circumstances. The commodification 
of a neighborhood through data is inherent in most societal and market structures and solidifying 
the use of these data to further policymaking goals should be done with caution. Processes and 
policies should be established to center resident needs, and investigate the multitude of social, 
political, and economic justice issues that are present to understand if machine learning can be 
used as a mechanism to address these needs. Without this, we are likely to hide behind the 





Independent Variables Source 
Total Population Estimate  ACS 
Percent estimate of residents under age 5 ACS 
Percent estimate of white residents ACS 
Total number of housing units  ACS 
Percent Estimate of vacant housing units ACS 
Percent Estimate of Renters  ACS 
Median Rent  ACS 
Percent Estimate of Renters who are housing 
burdened (housing costs between 31-35% of income)  ACS 
Percent Estimate of residents who are unemployed ACS 
median household income ACS 
Percent Estimate of residents receiving social security 
income ACS 
Percent Estimate of residents receiving SNAP benefits ACS 
Percent estimate of residents living below poverty line ACS 
Percent estimate of residents over age 65 ACS 
Percent estimate of residents with a High School 
degree or less ACS 
Percent estimate of residents with a Bachelor's degree 
or higher ACS 
Number of building permits issued by City of Detroit 
City of 
Detroit 
Number of mortgage applicants denied HMDA 
Number of mortgages issued HMDA 
Median mortgage amount HMDA 
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