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Abstract
We present some new results on sample path optimality for the ergodic control problem of a class of non-
degenerate diffusions controlled through the drift. The hypothesis most often used in the literature to ensure the
existence of an a.s. sample path optimal stationary Markov control requires finite second moments of the first hitting
times τ of bounded domains over all admissible controls. We show that this can be considerably weakened: E[τ2]
may be replaced with E[τ ln+(τ)], thus reducing the required rate of convergence of averages from polynomial
to logarithmic. A Foster–Lyapunov condition which guarantees this is also exhibited. Moreover, we study a large
class of models that are neither uniformly stable, nor have a near-monotone running cost, and we exhibit sufficient
conditions for the existence of a sample path optimal stationary Markov control.
Index Terms
ergodic control, sample path optimality, controlled diffusion, subgeometric ergodicity, empirical measures.
I. INTRODUCTION
Sample path optimality in the ergodic control of diffusions has been studied in [1]–[4]. For the analogous problem
in Markov decision processes (MDP) we refer the reader to [5]–[12]. In this paper we focus on non-degenerate
diffusions with a compact action space and controlled through the drift.
Consider a controlled diffusion process X = {Xt, t ≥ 0} taking values in the d-dimensional Euclidean space
R
d
, and governed by the Itoˆ stochastic differential equation
dXt = b(Xt, Ut) dt+ σ(Xt) dWt . (1)
All random processes in (1) live in a complete probability space (Ω,F,P). The process W is a d-dimensional
standard Wiener process independent of the initial condition X0. The control process U takes values in a compact,
metrizable set U, and Ut(ω) is jointly measurable in (t, ω) ∈ [0,∞) × Ω. Moreover, it is non-anticipative: for
s < t, Wt −Ws is independent of Fs which is defined as the the completion of σ{X0, Ur,Wr, r ≤ s} relative to
(F,P). Such a process U is called an admissible control, and we let U denote the set of all admissible controls.
We impose the usual assumptions on the data of the model to guarantee the existence and uniqueness of solutions
to (1). These are described in Section I-A.
We adopt the relaxed control framework [4, Section 2.3]. Thus, we extend the definition of U so that it takes
values in P(U), the space of probability measures on the Borel sets of U, and for a function f : Rd × U, we let
f(· , Us) ≡
∫
U
f(· , u)Us(du). For further details on relaxed controls see [4, Section 2.3]. Since the set of optimal
stationary controls, if nonempty, always contains precise controls, the ‘relaxation’ of the problem that allows P(U)-
valued controls results in the same optimal value as the original problem. Thus, adopting relaxed controls serves
only to facilitate the analysis.
Let c : Rd×U→ R be a continuous function bounded from below, which without loss of generality we assume
is nonnegative, referred to as the running cost. As is well known, the ergodic control problem, in its almost sure
(or pathwise) formulation, seeks to a.s. minimize over all admissible controls U the functional
lim sup
t→∞
1
t
∫ t
0
c(Xs, Us) ds . (2)
In equation (2), Xs denotes the process under the control U .
†This work was supported in part by the Office of Naval Research under the Electric Ship Research and Development Consortium, and
in part by a grant from the Army Research Office.
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A weaker, average formulation seeks to minimize
̺U := lim sup
t→∞
1
t
∫ t
0
E
U
[
c(Xs, Us)
]
ds . (3)
In this equation, EU denotes the expectation operator associated with the probability measure on the canonical
space of the process under the control U . We define the optimal ergodic value ̺∗ := infU∈U ̺U , i.e., the infimum
of (3) over all admissible controls. We say that an admissible control Uˆ is average cost optimal if ̺Uˆ = ̺∗. Also,
an average cost optimal control Uˆ is called sample path optimal, or pathwise optimal, if
lim sup
t→∞
1
t
∫ t
0
c(Xs, Uˆs) ds ≤ lim inf
t→∞
1
t
∫ t
0
c(Xs, Us) ds (4)
a.s., for all U ∈ U. It is evident that (4) asserts a much stronger optimality for Uˆ , viz., the most “pessimistic”
pathwise cost under Uˆ is no worse than the most “optimistic” pathwise cost under any other admissible control.
For a control U ∈ U we define the process ζUt of empirical measures as a P(Rd ×U)-valued process satisfying∫
Rd×U
f dζUt =
1
t
∫ t
0
∫
U
f(Xs, u)Us(du) ds , t > 0 , (5)
for all f ∈ Cb(Rd × U), where X denotes the solution of the diffusion in (1) under the control U . Suppose for
simplicity that the running cost is bounded. It is then well known that a sufficient condition for the existence
of a pathwise optimal stationary Markov control is that the family
{
ζUt : t ≥ 0
}
is a.s. tight in P(Rd × U) [4,
Theorem 3.4.7]. The hypothesis most often used in the literature to guarantee the tightness of the family {ζUt },
requires that the second moments of the first hitting time of some bounded domain be bounded uniformly over X0
in a compact set, and all admissible controls U ∈ U.
We define the family of operators Lu : C2(Rd) 7→ C(Rd) by
Luf(x) = 1
2
∑
i,j
aij(x)
∂2f
∂xi∂xj
(x) +
∑
i
bi(x, u)
∂f
∂xi
(x) (6)
for u ∈ U. We refer to Lu as the controlled extended generator of the diffusion. A Foster–Lyapunov condition
which is sufficient for the uniform boundedness of the second moments of hitting times is the following: There
exist a bounded domain D ⊂ Rd, and nonnegative functions V1 and V2 in C2(D¯c) ∩ C(Dc) which satisfy
LuV1 ≤ −1 , and LuV2 ≤ −V1 on D¯c , (7)
for all u ∈ U. Here, D¯ and Dc denote the closure and the complement of D, respectively. Let τ(D) denote the
first hitting time of the set D for the process in (1), and define EUx [ · ] := EU [ · | X0 = x], with x ∈ Rd. The
Foster–Lyapunov condition in (7) implies that EUx [τ(D) | X0 = x] ≤ V1(x), and EUx
[
τ(D)2
] ≤ 2V2(x) for all
U ∈ U and x ∈ Dc [4, Lemma 2.5.1].
The hypothesis that second moments of hitting times are bounded can be considerably weakened. As we show
in this paper, a sufficient condition for the the family
{
ζUt
}
to be a.s. tight is
sup
x∈K
sup
U∈U
E
U
x
[
τ(D) ln+(τ(D))
]
< ∞
for any compact set K ⊂ Dc, where ln+ denotes the positive part of the natural logarithm. We also show that the
second inequality in (7) may be replaced by LuV2 ≤ − ln+(V1).
A. The model
The following assumptions are in effect throughout the paper.
(A1) Local Lipschitz continuity: The functions
b =
[
b1, . . . , bd
]T
: Rd ×U 7→ Rd
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and σ =
[
σ
ij
]
: Rd 7→ Rd×d are locally Lipschitz in x with a Lipschitz constant κR depending on R > 0.
In other words, if BR denotes the open ball of radius R centered at the origin in Rd, then for all x, y ∈ BR
and u ∈ U,
|b(x, u) − b(y, u)|+ ‖σ(x) − σ(y)‖ ≤ κR|x− y| ,
where ‖σ‖2 := trace (σσT). We also assume that b is continuous in (x, u).
(A2) Affine growth condition: b and σ satisfy a global growth condition of the form
|b(x, u)|2 + ‖σ(x)‖2 ≤ κ1
(
1 + |x|2)
for all (x, u) ∈ Rd × U.
(A3) Local non-degeneracy: Let a := σσT. For each R > 0, we have
d∑
i,j=1
aij(x)ξiξj ≥ κ−1R |ξ|2 ∀x ∈ BR ,
for all ξ = (ξ1, . . . , ξd) ∈ Rd.
(A4) The running cost function c : Rd × U→ R+ is continuous.
The conditions in (A1)–(A3) are standard assumptions on the drift b and the diffusion matrix σ to guarantee
existence and uniqueness of solutions to (1). The running cost c is usually assumed to be locally Lipschitz in its
first argument. However, this is only used to obtain regular solutions to the Hamilton–Jacobi–Bellman equation,
something which does not concern us in this paper.
B. Markov controls
Of fundamental importance in the study of functionals of X is Itoˆ’s formula. For f ∈ C2(Rd) and with Lu as
defined in (6), it holds that
f(Xt) = f(X0) +
∫ t
0
LUsf(Xs) ds+Mt , a.s., (8)
where
Mt :=
∫ t
0
〈∇f(Xs),σ(Xs) dWs〉
is a local martingale.
Recall that a control is called Markov if Ut = v(t,Xt) for a measurable map v : R × Rd 7→ P(U), and it is
called stationary Markov if v does not depend on t, i.e., v : Rd 7→ P(U). It is well known that under Assumptions
(A1)–(A3), under any Markov control v, the stochastic differential equation in (1) has a unique strong solution
[13].
Let USM denote the set of stationary Markov controls. Under any v ∈ USM, the process X is strong Markov, and
we denote its transition function by P vt (x, ·). It also follows from the work of [14], [15] that under any v ∈ USM,
the transition probabilities of X have densities which are locally Ho¨lder continuous. Thus Lv defined by
Lvf(x) =
∑
i,j
aij(x)
∂2f
∂xi∂xj
(x) +
∑
i
bi(x, v(x))
∂f
∂xi
(x)
for v ∈ USM and f ∈ C2(Rd), is the generator of a strongly-continuous semigroup on Cb(Rd), which is strong
Feller, i.e., if f is bounded measurable function f , and t > 0, then the map x 7→ E[f(Xt) | X0 = x] is continuous.
We let Pvx denote the probability measure and Evx the expectation operator on the canonical space of the process
under the control v ∈ USM, conditioned on the process X starting from x ∈ Rd at t = 0. The operator LU for
U ∈ U is analogously defined.
In the next section, we summarize the notation used in the paper.
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C. Notation
The standard Euclidean norm in Rd is denoted by | · |, and R+ stands for the set of non-negative real numbers.
The closure, the complement, and the indicator function of a set A ⊂ Rd are denoted by A¯, Ac, and 1A, respectively.
We denote by τ(A) the first hitting time of A ⊂ Rd, i.e.,
τ(A) := inf {t ≥ 0 : Xt ∈ A} .
The open ball in Rd centered at the origin, of radius R > 0, is denoted by BR.
The Borel σ-field of a topological space E is denoted by B(E), and P(E) stands for the set of probability
measures on B(E). The space P(E) is always viewed as endowed with the topology of weak convergence of
probability measures (the Prohorov topology).
We introduce the following notation for spaces of real-valued functions on a domain D ⊂ Rd. The space Ck(D)
refers to the class of all functions whose partial derivatives up to order k exist and are continuous, and Ckb (Rd) is
the subspace of Ck(Rd) consisting of those functions whose derivatives up to order k are bounded.
We also need the following definition.
Definition 1.1: A function h : X → R, where X is a locally compact space, is called inf-compact on a set A ⊂ X
if the set A¯ ∩ {y : h(y) ≤ β} is compact (or empty) in X for all β ∈ R. When this property holds for A = X ,
then we simply say that h is inf-compact.
II. SAMPLE PATH OPTIMALITY FOR UNIFORMLY STABLE DIFFUSIONS
Recall that a control v ∈ USM is called stable if the associated diffusion is positive recurrent. We let USSM denote
the set of stable controls, and let µv stand for the unique invariant probability measure of the diffusion process
under the control v ∈ USSM. For v ∈ USSM, we define the ergodic occupation measure piv ∈ P(Rd × U) by
piv(dx,du) := µv(dx) v(du | x) ,
and let G denote the set of ergodic occupation measures (see Section 3.2.1 in [4]). It is well known that that G is a
closed and convex subset of P(Rd×U) [4, Lemma 3.2.3]. The controlled diffusion in (1) is called uniformly stable
if the set of ergodic occupation measures is compact. It is well known that the following condition is sufficient for
uniform stability: τ(D) is uniformly integrable with respect to {Pvx : v ∈ USM} for some bounded open domain D,
and some x ∈ D¯c. Conversely, if the controlled diffusion is uniformly stable then the uniform integrability property
holds with respect to the larger family {PUx : U ∈ U}, for any bounded open domain D and any x ∈ D¯c over [4,
Lemma 3.3.4].
It is well known (see [16, p. 19]) that uniform integrability of τ(D) is equivalent to the existence of some
nonnegative φ ∈ C(R+) satisfying φ(z) →∞ as z →∞, and
sup
U∈U
E
U
x
[
τ(D)φ
(
τ(D)
)]
< ∞ . (9)
A question posed in [17, Remark 5.10 (i)] in the context of countable MDPs was whether uniform integrability of
the hitting times is sufficient for pathwise optimality. A counterexample to this appeared very recently in [7]. Note
though that the optimal control problem in this example is equivalent to minimizing the “lim inf” for a function
which is bounded above. Even though this counterexample cannot be adapted for diffusions due to the nature of the
transition probabilities, it suggests that (9) may not be sufficient for pathwise optimality. It turns out, however, that
if (9) holds with φ = ln+, uniformly over all x in compact subsets of Dc, then the family of empirical measures
{ζUt : t ≥ 0} defined in (5) is a.s. tight for any U ∈ U.
As seen from the proof of [4, Theorem 3.4.11] the hypothesis of uniform boundedness of second moments of
hitting times is used in applying Kolmogorov’s strong law of large numbers for martingale difference sequences
(for more details see [18, Lemma 2.12]). But this can be accomplished under weaker hypotheses. Let {Yn} be
a sequence of integrable random variables defined on a complete probability space (Ω,F,P), and define Fn :=
σ(Y1, Y2, . . . , Yn), and
Sn :=
n∑
k=1
(
Yk − E [Yk | Fk−1]
)
, n ∈ N .
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Fairly recently, Stoica has established in [19, Theorem 2] that if supn∈N E
[|Yn| ln+|Yn|] <∞, then it holds that
Sn
n
a.s.−−−→
n→∞
0 .
This result is sharp. As shown in [20], given any centered random variable Z satisfying E[|Z|] < ∞, and
E
[|Z| ln+|Z|] =∞, there exists a martingale difference sequence {Zn} of identically distributed random variables,
having the same law as Z , such that Z1+···+Znn diverges almost surely as n→∞.
We present the following theorem.
Theorem 2.1: Suppose that for some bounded domain D ⊂ Rd, and any compact set K ⊂ Dc, it holds that
sup
x∈K
sup
U∈U
E
U
x
[
τ(D) ln+
(
τ(D)
)]
< ∞ .
Then {ζUt : t ≥ 0} is a.s. tight for any U ∈ U.
Proof: We follow the proof of [4, Theorem 3.4.11]. Without loss of generality we may assume D is an open
ball. Let D˜ be a ball containing D¯. Let τˆ0 = 0, and for k = 0, 1, . . . define inductively an increasing sequence of
stopping times by
τˆ2k+1 := inf {t > τˆ2k : Xt ∈ D˜c} ,
τˆ2k+2 := inf {t > τˆ2k+1 : Xt ∈ D} .
The assumption of the theorem implies of course that τ(D) satisfies (9), or, equivalently that it is uniformly integrable
with respect to {Pvx : v ∈ USM}. Thus, by Lemma 3.3.4 in [4] there exist inf-compact functions Φ ∈ C2(Rd) and
h : Rd × U→ R+, and a constant k0, satisfying
LuΦ(x) ≤ k0 − h(x, u) ∀(x, u) ∈ Rd × U .
This implies that
sup
x∈∂D˜
sup
U∈U
E
U
x
[∫
τ(D)
0
h(Xt, Ut) dt
]
<∞ .
Since h is inf-compact, and also inf
x∈∂D˜
inf
U∈U
E
U
x [τ(D)] > 0, it follows that set of probability measures ν defined
by ∫
Rd
f dν =
E
U
X0
[∫
τˆ2
0 f(Xt) dt
]
E
U
X0
[
τˆ2
] ∀f ∈ Cb(Rd) , (10)
for U ∈ U, and with the law of X0 supported on ∂D, is tight. By [4, Theorem 2.6.1 (b)], we have
sup
x∈∂D
inf
U∈U
E
U
x
[
τ
k(D˜c)
]
<∞
for any k ∈ N. This, together with the hypothesis of the theorem, imply that
sup
x∈D
sup
U∈U
E
U
x
[
τˆ2 ln
+
(
τˆ2
)]
< ∞ .
Therefore, we can use the strong law of large numbers for a martingale difference sequence to deduce that, for all
f ∈ Cb(Rd),
1
n
∫
τˆ2n
0
f(Xt) dt− 1
n
n−1∑
m=0
E
U
X0
[∫
τˆ2m+2
τˆ2m
f(Xt) dt
∣∣∣ Fτˆ2m
]
a.s.−−−→
n→∞
0 (11)
for all f ∈ Cb(Rd). We then proceed as in the proof of [4, Theorem 3.4.11] to show, using (11) and the tightness
of the measures ν defined in (10), that for any ǫ > 0 there exists N(ǫ) ∈ N such that if fℓ : Rd → [0, 1] is any
continuous function which vanishes on Bℓ and is equal to 1 on Bcℓ+1, then
lim sup
n→∞
1
τˆ2n
∫
τˆ2n
0
fℓ(Xt) dt ≤ ǫ a.s., ∀ ℓ ≥ N(ǫ) .
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Then a standard approximation argument using the number of cycles completed at time t defined as κ(t) = max {k :
t > τˆ2k} shows that
lim sup
t
1
t
∫ t
0
fℓ(Xt) dt ≤ ǫ a.s., ∀ ℓ ≥ N(ǫ) ,
which implies that the family of empirical measures {ζUt } is a.s. tight. This completes the proof.
We continue with the following lemma.
Lemma 2.1: Let D be a bounded C2 domain. If there exist nonnegative functions ϕ1 and ϕ2 in C2(D¯c)∩ C(Dc)
satisfying, for some v ∈ USM,
Lvϕ1(x) ≤ −1 ,
Lvϕ2(x) ≤ − ln+
(
ϕ1(x)
)
,
(12)
for all x ∈ D¯c, then
E
v
x
[
τ(D)
] ≤ ϕ1(x) ,
E
v
x
[
τ(D) ln+
(
τ(D)
)] ≤ 2ϕ1(x) + ϕ2(x) , (13)
for all x ∈ Dc.
Proof: Without loss of generality, since ϕ1 and ϕ2 can always be scaled, we may assume that ϕ1 ≥ 1 on Dc.
The first inequality in (13) is standard.
It is simple to verify that for any T > 0 we have
T ln+ T ≤
∫ T
0
ln+(T − t) dt+ T . (14)
Let τˆR := τ(D) ∧ τ(BcR), R > 0. Using Dynkin’s formula, we obtain
E
v
x
[∫
τˆR
0
ln
(
ϕ1(Xt)
)
dt
]
≤ ϕ2(x) . (15)
Conditioning at t ∧ τˆR, and using optional sampling and Jensen’s inequality, we obtain
E
v
x
[∫
τˆR
0
ln+(τˆR − t) dt
]
≤ Evx
[∫ ∞
0
ln(τˆR − t+ 1)1{t<τˆR} dt
]
= Evx
[∫ ∞
0
E
v
x
[
ln(τˆR − t+ 1)1{t<τˆR}
∣∣∣ FXt∧τˆR]dt
]
≤ Evx
[∫ ∞
0
1{t∧τˆR<τˆR} ln
(
E
v
Xt∧τˆR
[
τˆR + 1
])
dt
]
≤ Evx
[∫ ∞
0
ln
(
ϕ1(Xt∧τˆR) + 1
)
1{t<τˆR} dt
]
≤ Evx
[∫
τˆR
0
(
ln
(
ϕ1(Xt)
)
+ 1
)
dt
]
, (16)
where we use the inequality ln(z) + 1 ≥ ln(z + 1) for all z ∈ [1,∞). Combining (14)–(16), and letting R →∞,
we obtain the second inequality in (13).
Remark 2.1: It is evident from the proof of Lemma 2.1 that if we replace v in (12) by some U ∈ U, then (13)
holds for the process controlled under U . Likewise, if (12) holds for all u ∈ U, then (13) holds uniformly over
U ∈ U.
Consider the following hypothesis.
Hypothesis 2.1: There exist a bounded domain D ⊂ Rd, and positive functions V1 and V2, with Vi ∈ C2(Rd),
i = 1, 2, such that
LuV1(x) ≤ −1 , (17a)
LuV2(x) ≤ − ln+
(V1(x)) (17b)
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for all x ∈ Dc and u ∈ U.
We have the following corollary.
Corollary 2.1: Let Hypothesis 2.1 hold, and suppose that there exists vˆ ∈ USSM such that ̺vˆ is finite. Then
(a) There exists a stationary Markov control which is average cost optimal.
(b) Every average cost optimal stationary Markov control is pathwise optimal.
Proof: As shown in [4, p. 65] for any bounded domain D it holds that EUx
[
τ(D)] → ∞ as |x| → ∞. Since
by Itoˆ’s formula and (17a) we have V1(x) ≥ EUx
[
τ(D)] for all U ∈ U, it follows that V1 is inf-compact. Therefore,
(17b) implies that the set of ergodic occupation measures G is compact (see Lemma 3.3.4 (iv) in [4]). Since c is
bounded below, part (a) follows by [4, Theorem 3.4.5].
Part (b) follows by Theorem 2.1, Lemma 2.1, and Remark 2.1.
The pair of Lyapunov equations in Hypothesis 2.1 may be replaced by a single equation, which in many cases
it might be easier to verify (see Example 2.1 later in this section). Consider the following hypothesis.
Hypothesis 2.2: There exist an inf-compact function V ∈ C2(Rd), with V ≥ 1, and a constant C such that
LuV(x) ≤ C − ln(V(x)) ∀ (x, u) ∈ Rd × U . (18)
Let D be an open ball such that ln
(V(x)) ≥ 2C +1 for x ∈ Dc. Then, if we define V1 := V and V2 := 2V , it is
clear that (18) implies (17a)–(17b). Thus Hypothesis 2.2 implies Hypothesis 2.1. The Foster–Lyapunov condition
in (18) results in subgeometric ergodicity for the process [21, Theorems 3.2 and 3.4]. A similar estimate as in
Lemma 2.1 can be derived directly from (18), albeit we have to restrict to stationary controls. Without loss of
generality, let φ(y) := 1 + ln(y), y ∈ [1,∞) and select D and a constant C such that
LuV(x) ≤ C 1D(x)− φ
(V(x)) ∀ (x, u) ∈ Rd × U . (19)
Let I : [1,∞)→ R+ denote the ‘shifted’ logarithmic integral
I(z) :=
∫ z
1
ds
1 + ln(s)
.
Combining the identity
(I−1)′(z) = φ(I−1(z)) and [21, Theorem 4.1] we obtain
E
v
x
[I−1(τ(D))] ≤ V(x)− 1 ∀x ∈ Dc , ∀v ∈ USM .
Since I−1(z) grows as O(z ln(z)), the estimate of Theorem 2.1 follows.
The Foster–Lyapunov condition in (19) implies that, under any stationary control, the process is ergodic at a
logarithmic rate. Indeed, applying [21, Theorem 3.2] with Ψ1 the identity function, and Ψ2 = 1, it follows by (3.5)
in [21] that there exists a positive constant C0, such that∥∥P vt (x, · ) − µv( · )∥∥TV ≤ C0ln(t+ 1) V(x) ∀ (t, x) ∈ (0,∞) × Rd ,
and for all v ∈ USM, where
∥∥ ·∥∥TV stands for the total variation norm. See also [22, p. 1364] for the corresponding
results for Markov chains. For some other recent developments in this topic see [21]–[25].
The following is an example of a uniformly stable controlled diffusion which satisfies Evx[τ(D)p] = ∞ for all
p > 1, and all v ∈ USM, but Evx
[
τ(D) ln+
(
τ(D)
)]
<∞.
Example 2.1: Consider the one-dimensional controlled diffusion
dXt = −
Xt
(
1 +
[
ln(2 +X2t )
]−1/2
Ut
)
2 +X2t
dt+
√
2 dWt , (20)
with U = [1, 2]. We apply Theorem 3 (c) in [26] with A(x) := 2, B(x) := 2 and
C(x) := −
x2
(
1 +
[
ln(2 + x2)
]−1/2
v(x)
)
2 + x2
.
It then follows that for any v ∈ USM, r > 0, |x| > r, and p > 1, we have Evx[τ(Br)p] = ∞. Here, Br = [−r, r].
Thus the hitting times do not have any moments larger than 1.
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Let V(x) := 1+x2[ln(2+x2)]2. A straightforward calculation shows that for some large enough constant κ > 0
we have
LuV(x) ≤ κ− 3
2
[
ln(2 + x2)
]3/2 ∀ (x, u) ∈ Rd × U . (21)
This of course can be written as
LuV(x) ≤ C − ln(V(x)) ∀ (x, u) ∈ Rd × U ,
for some large enough constant C . Therefore, Hypothesis 2.2 is satisfied. Let h(x) :=
[
ln(2+x2)
]3/2
. By (21) and
Itoˆ’s formula we obtain
∫
R
h(x)µv(dx) ≤ 23κ for all v ∈ USM. In addition, (21) implies that the set of ergodic
occupation measures is compact. It then follows by Corollary 2.1 (a), that if c is a running cost which is bounded
below and such that x 7→ maxu∈U |c(x, u)| does not grow faster than
(
ln+|x|)3/2, then there exists v∗ ∈ USSM
which is average cost optimal for the diffusion in (20) [4, Theorem 3.4.5]. Moreover, every average cost optimal
stationary Markov control is pathwise optimal by Corollary 2.1 (b).
Remark 2.2: If the running cost c is not bounded below, one may obtain the same results by considering the
modulated hitting times
T (D) :=
∫
τ(D)
0
max
u∈U
|c(Xt, u)|dt .
Theorem 2.1 then still holds if we replace τ with T in the hypothesis. Analogously, if we replace (17a) by
LuV1(x) ≤ −g(x) ∀ (x, u) ∈ D¯c × U ,
where g ≥ 1 is some function that grows at least as fast as the map x 7→ maxu∈U |c(x, u)|, then Corollary 2.1
remains valid for a running cost c which is not necessarily bounded below.
III. SAMPLE PATH OPTIMALITY FOR A GENERAL CLASS OF DIFFUSIONS
The running cost is called near-monotone if there exists some ǫ > 0 such that the level set {(x, u) ∈ Rd ×
U : c(x, u) ≤ ̺∗+ ǫ} is compact. It is well known that if the running cost is near-monotone then every average cost
optimal stationary Markov control is necessarily pathwise optimal [4, Theorem 3.4.7]. In this Section we consider
a general class of ergodic control problems for which the diffusion is not uniformly stable, and the running cost is
not near monotone. They are characterized by the property that the running cost is near monotone when restricted
to some subset K ⊂ Rd, while a suitable Foster–Lyapunov condition holds on Kc. Models of this nature appear,
for example, as the limiting diffusions of multiclass queueing networks in the Halfin–Whitt regime [27].
Consider the following assumption.
Assumption 3.1: For some open subset K ⊂ Rd, the following hold.
(i) There exists Uˆ ∈ U such that ̺Uˆ <∞.
(ii) The level sets {(x, u) ∈ K × U : c(x, u) ≤ γ} are bounded (or are empty) for all γ ∈ (0,∞) .
(iii) For some smooth increasing concave function φ : R+ → R+, satisfying φ(z) →∞ as z →∞, some positive
inf-compact function V ∈ C2(Rd), and some positive constants κi, i = 0, 1, 2, it holds that
LuV(x) ≤ κ0 − κ1 φ
(V(x)) ∀ (x, u) ∈ Kc × U ,
LuV(x) ≤ κ2
(
1 + c(x, u)
) ∀ (x, u) ∈ K × U . (22)
(iv) The functions σ and ∇V1+φ(V) are bounded on Rd.
Observe that when K = Rd then the problem reduces to an ergodic control problem with near-monotone running
cost, whereas if K is bounded, we obtain an ergodic control problem for a uniformly stable controlled diffusion.
Theorem 3.1: Let Assumption 3.1 hold. Then
(a) There exists v∗ ∈ USSM which is average cost optimal.
(b) Every average cost optimal stationary Markov control is stable and pathwise optimal.
Proof: Part (a) follows by [27, Theorem 3.1], which also shows that an average cost optimal stationary Markov
control is necessarily stable.
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To prove part (b), define ψN : R+ → R+, for N ∈ N, by
ψN (z) :=
∫ z
0
1
N + φ(y)
dy ,
and ϕN : Rd → R+ by
ϕN (x) := ψN
(V(x)) , x ∈ Rd .
Let U ∈ U be some admissible control such that
lim inf
n→∞
∫
Rd×U
c(x, u) ζUtn(dx,du) < ∞ , (23)
for some increasing divergent sequence {tn}. Since c is inf-compact on K×U, it follows that ζUtn is a.s. tight when
restricted to B(K × U). Since ∇ϕN and σ are bounded, by Itoˆ’s formula and (22) we obtain
ϕN (Xt)− ϕN (X0)
t
=
1
t
∫ t
0
LUsϕN (Xs) ds
+
1
t
∫ t
0
〈∇ϕN (Xs),σ(Xs) dWs〉 . (24)
Arguing as in [4, Lemma 3.4.6], it follows that the second term on the right hand side of (8) converges a.s. to 0
as t→∞. We have
LuϕN (x) ≤


κ0−κ1φ(V(x))
N+φ(V(x)) + hN (x) on Kc ,
κ2(1+c(x,u))
N+φ(V(x)) + hN (x) on K ,
where
hN (x) := −φ′
(V(x))
∣∣
σ
T(x)∇V(x)∣∣2(
N + φ(V(x)))2 , x ∈ Rd .
Hence, by (23)–(24), for some constant C we obtain
lim sup
n→∞
∫
Kc×U
φ
(V(x))
N + φ
(V(x)) ζUtn(dx,du) ≤ CN ,
from which it follows that ζUtn is a.s. tight when restricted to B(Kc ×U). Therefore, it is a.s. tight in P(Rd ×U).
Hence, almost surely every limit point of {ζUtn} is an ergodic occupation measure [4, Lemma 3.4.6]. Therefore
lim inf
n→∞
1
tn
∫ tn
0
c(Xs, Us) ds ≥ inf
pi∈G
∫
Rd×U
c(x, u)pi(dx,du)
= ̺∗ .
This completes the proof.
IV. CONCLUSIONS
It is well known that uniform stability, or equivalently, uniform integrability of the hitting times, is equivalent to
the existence of a solution to the Lyapunov equation
LuV(x) ≤ C − g(x) ∀ (x, u) ∈ Rd × U , (25)
for some inf-compact function g and a constant C . Comparing (18) to (25), it follows that if V grows no faster
than eg then the conclusions of Corollary 2.1 follow. This closes significantly the gap between uniform stability
and sufficient conditions for pathwise optimality.
Even though the results of Section II are specialized to controlled diffusions, they are directly applicable to
irreducible MDPs with a countable state space, i.e., the model treated in [5].
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