Spectral classification is a commonly used technique for discriminating between two or more signals. One popular approach to spectral classification utilizes the autoregressive model. In this model a white Gaussian random process is filtered by an all-pole filter. The autoregressive model leads to a classifier derived from the asymptotic Gaussian likelihood function. Despite substantial prior research effort put into developing a robust classifier, the ability of classifiers to discriminate between signals is not great and in some instances is not even satisfactory. A non-homogeneous Poisson process is an alternative way to model the power spectral density. This type of model leads to a different likelihood function, the realizable Poisson likelihood function. Monte Carlo simulations and data analyses demonstrate that the realizable Poisson likelihood function classifier is more robust then the asymptotic Gaussian classifier. The realizable Poisson likelihood function classifier has a greater probability of correct classification than the asymptotic Gaussian for signals with low signal-to-noise ratios, channel distortion, or certain pole locations.
INTRODUCTION
Merriam-Webster defines "robust" as "capable of performing without failure under a wide range of conditions". 1 However, modern spectral classification techniques lack the robustness needed in today's high-tech, ever-changing world. When there are differences in the training spectra and the spectra under test, the performance of these techniques is severely diminished.
2 One example is an automatic speech recognition system, where differences between training data and observed data are largely the result of added noise and channel distortion. The differences result in the system not being able to distinguish between words, even words that have a large spectral distance.
One of the most widely used models in spectral classification is the linear prediction model, 3 often referred to as the autoregressive (AR(p)) process, where p is the model order. This model assumes a white Gaussian random process as an input to a linear all-pole filter with coefficients a[k] for k = 1, 2, ..., p, where p is the model order. From this representation, a classifier can be derived from the asymptotic likelihood function, taking the form of a modified Itakura-Saito distance measure, 3, 4 referred to in this paper as the Itakura-Saito. An alternative model has been proposed by Kay in Poisson Maximum Likelihood Spectral Inference. 4 In this model, the frequencies are distributed according to a nonhomogeneous Poisson point process, which leads to a different likelihood function, the realizable Poisson likelihood function (RPLF). This RPLF takes the form of the Kullback-Leibler divergence, a distance measure between two probability density functions (PDF)s, developed by Kullback and Leibler. 4, 5 In this paper, the performance of the RPLF and the Itakura-Saito was compared under varying conditions. The comparison was done first by performing simulations, and then by performing data analyses. A ranking of the performance of each classifier, determined by the overall probability of correct classification is presented. The simulations start with a baseline simulation, then a simulation with added noise, and finally a simulation with added channel distortions. After completing the simulations, the ISOLET database was used for data analyses. The ISOLET database consists of spoken letter names from 150 different people. 6 Letter names provide a good selection of data that is well modeled by an AR(p) process, 7 therefore, a good choice when comparing classifiers.
Through both simulation and data analyses, the results indicate the RPLF is a more robust classifier than the Itakura-Saito. The RPLF outperformed Itakura-Saito when noise and channel distortions were added to the data. The Itakura-Saito performed poorly when the poles of the AR(p) process are placed close to the unit circle, due to the asymptotic nature of the likelihood function it was derived from. The RPLF did not demonstrate the same deterioration in performance due to pole placement.
The remainder of the paper is organized as follows. Section two presents background information on spectral classification and includes the methods used to determine the robustness of the classifiers. The methods includes the plan for simulations, a discussion of the data used and the data analysis methods. Section three presents results of the simulations and the data analyses. The final section summarizes conclusions and further research opportunities.
BACKGROUND

Itakura-Saito
The Itakura-Saito distance is a distance function derived by Itakura and Saito at Nippon Telegraph and Telephone in 1970, taking the form
is the distance between the two power spectral densities (PSD)s P i (f ) and P j (f ). This form is derived from the asymptotic Gaussian likelihood function of an AR(p) process. 4 The derivation can be found in Kay(1993) , Kay(2016) , 4, 8 and starts from the exact form of this likelihood function,
If the input data is assumed to be zero mean, the covariance matrix C C C can be replaced with the autocorrelation matrix R R R . The large number of operations required to calculate the inverse autocorrelation matrix render this form of the likelihood function unusable in most instances, except for very small sample sizes, hence the need for the asymptotic form. Employing the log of the exact likelihood function, the asymptotic equivalent expression is
where I(f ) is the periodogram of the output data and P X (f ) is the PSD. A constant not affecting the PSD will not affect the results of classification. Therefore, the likelihood function can be shown to be equivalent to
The periodogram I(f ) is estimated from the data that needs to be classified, and the PSD P X (f ) is estimated from a template of known data. The classifier in (2) is a convex optimization problem where the result is zero, only when I(f ) is equal to P X (f ). When classifing a spectrum the classifier having the maximum ln(p X X X (x x x)) would be the one selected. 
Realizable Poisson Likelihood Function
The representation of the PSD by a nonhomogeneous Poisson process is presented in Poisson Maximum Likelihood Spectral Inference, 4 and a detailed treatment can be found in that paper. This model of the PSD takes the form of
A K ,Φ k are IID random variables, the amplitudes and phases are independent. The number of sinusoids N p is a Poisson random variable with mean λ 0 , and the F k are the point events in frequency where, 0 Figure 1 provides an illustrative example. Figure 1 : Illustration of an outcome of a marked Poisson process in frequency. 4 The x axis is frequency, the y axis is phase and the z is amplitude.
The classifier that results from this model takes the form
where theĪ(f ) is the normalized periodogram of the data under test and P X (f ) is the normalized PSD of the template data. This classifier is known to statisticians as the Kullback-Leibler divergence. This divergence is a tool for calculating the distance between two PDFs. In order for this distance measurement to work with PSDs and periodograms the PSDs and periodograms need to be normalized. For example, the periodogram is normalized byĪ
Much like the Itakura-Saito the Kullback-Leibler divergence is a simple convex optimization problem with equality only whenĪ(f ) is equal to P X (f ) . 
Methodologies 2.3.1 Simulations
The initial simulations comparing the RLPF and the Itakura-Saito provide baseline results. The simulations consisted of two second order all-pole filters, where the poles have the same fixed radius. The first all-pole filter had a fixed frequency, while the poles of second filter were swept in frequency. The RPLF and Itakura-Saito classifies an AR(p) process that was generated from one of the all-pole filters. The all-pole filter which generates the process was selected at random with the probability of being selected equal to one half. These and all subsequent simulations used a Monte-Carlo analysis employing twenty thousand realizations.
The next set of simulations added white Gaussian noise to the AR(2) process. For these simulations, the poles of the filters were held constant while the signal-to-noise ratio (SNR) was decreased. The final simulations included channel distortion, which takes the form of added zeros to distort the PSD. This was done by adding two zeros, at the same frequency as the poles, for the all-pole filter generating the AR(p) process. The radii of the zeros were increased to vary the effect of the zeros on the spectrum.
Data Analyses
Next letters from the ISOLET database were classified. The ISOLET database consists of 150 people, 75 female, and 75 male, uttering the name of each letter twice. The classification was speaker independent, using data from some speakers to create templates and the rest of the data for classification. In order to keep the analyses simple, letters that are stationary in nature were chosen: the five vowels, A, E, I, O and U. A 30ms interval was taken from the midpoint of the letter waveform. A model order of p = 12 was chosen. The analyses of the data followed the same basic structure as the simulations. First a baseline analysis was completed. Second, noise was added to the data, and then channel distortion, where the noise and channel distortion were added independently.
RESULTS
Simulations
Simulations began with the fixed poles of the all-pole filter set to f 0 = 0.3 * , radius r = 0.9 and sample sizes of N = 50, and N = 250. As expected when both poles were at the same frequency there was a probability of correct classification of one half, p cc = 0.5. It was also expected that since the Itakura-Saito is derived from the asymptotic Gaussian likelihood function, it would outperform the RLPF when the simulation had no added noise or channel distortion. However, this was not the case for the entire range. As presented in Figure 3a when frequency of the moving pole approached 0.34, the RPLF outperformed the Itakura-Saito. To investigate this unexpected finding, the next step was to check the true upper bound with the exact Gaussian likelihood function, using equation ( 
where p E (x x x) is the PDF of the exact Gaussian likelihood function and p A (x x x) is the PDF of the asymptotic Gaussian likelihood function. After analyzing above results and finding a distance measurement as the pole approaches the unit circle, the distance between the exact and asymptotic Gaussian PDFs increases rapidly. How close the pole has to the unit circle before it starts to diverge depends on the sample size, N . The smaller the sample size, the sooner the distance between the two PDFs will start to diverge as the pole approaches the unit circle.
Further simulations were performed without added noise. A summary of the results at different frequencies and radii are presented in Table 1 , and representative examples in Figure 5 . In Table 1 the frequency column is the frequency of the the fixed pole location filter associated with the second AR(p) processes. For each simulation, both sets of filter poles had the same fixed radii, presented in the radius column. These first simulations indicated that the RPLF was more robust to pole placement than the Itakura-Saito. Further simulations restricted the pole locations to areas where the Itakura-Saito is not adversely affected in order to control for this behavior. Table 2 presents the results of classification when white Gaussian noise was added, with example plots in Figure  6 . Table 2 , the Difference in Probability of Correct Classification (DPCC) is the probability of correct classification for the Itakura-Saito minus the probability of correct classification for the RPLF, p ccIS − p ccRP LF . This was calculated at the beginning and end of each simulation. The frequency of the poles for the two all-pole filters is presented in colums f 0 and f 1 , and the radius is the same for both of the filters in each simulation. The final simulations added channel distortion to the analysis; a representative result is presented in Figure 7 As expected, when the zeros were near the origin and had little effect on the periodogram, the Itakura-Saito outperformed the RPLF. As the channel distortion worsened, the RPLF performed better.
RLPF vs Asymptotic Gaussian with additive noise
For both the simulations with added noise and channel distortion, the RPLF was a more robust classifier.
When there was a low SNR ratio, or as the channel distortion increased, the performance of the RPLF did not drop off compared to the Itakura-Saito.
Data Analysis
The results of the simulations demonstrated that the RPLF is more robust in the presence of to certain spectral deformations than the Itakura-Saito. The next step was to perform the analysis with the ISOLET database to see if real data yielded the same results. First, a baseline analysis was completed with the raw data. Confusion matrices in Tables 3 and 4 summarize the results. The RPLF outperformed the Itakura-Saito in the baseline analysis. Several factors could be responsible for this difference, including those explored in the simulations, such as noise, channel distortion or pole placement. Without a test of significance, it is not clear whether the observed difference between classifiers is due to individual sample variation versus a true difference in performance between the RPLF and the Itakura-Saito. Future work, beyond the scope of this paper would be required to fully investigate this.
To take this analysis a step further, a classifier that is known to outperform the Itakura-Saito when classifying speech data was added to the analysis. That classifier is the euclidean distance measure of the linear prediction cepstrum coefficients (LPCC). In an analysis with all three classifiers, noise in the form of white Gaussian noise was added to the signal. The signal to noise ratio was decreased, and the probability of correct classification was computed with results in Figure 8 . Table 5 summarizes the results of all simulations and analyses with a ranking of the performance of each classifier, determined by the probability of correct classification. The classifier with the higher probability of correct classification got a lower number. If no classifier had a higher probability of correct classification for the entire range, as in the analysis with channel distortion, then the one that appeared to be the most robust over the majority of range was selected as superior. The Cepstrum classifier was only used in the data analysis with noise and with channel distortion, so it is only ranked for those two classifications. The RPLF outperformed the Itakura-Saito and the Cepstrum classifier and was a more robust classifier overall. The only time the Itakura-Saito performed better was with the simulated perfect AR(p) model. In every other simulation and data analysis test, the RPLF outperformed the Itakura-Saito.
CONCLUSIONS AND DISCUSSION
Conclusions
Summary of Results with
The RPLF exhibited superior performance, however, this analysis was limited because it was only tested with simulations and with speech data. Further analyses of both the RPLF and the Itakura-Saito classifiers are needed to determine if the RLPF is truly more robust across a variety of data types, including but not limited to medical, economic and environmental data.
The results gathered throughout this analysis of speech data is encouraging in the development and refinement of signal processing classifiers. As this analysis demonstrated, the more commonly use Itakura-Saito classifier was outperformed by the RPLF classifier on nearly all simulations and all data tests. If it is found that the RPLF classifier is a superior classifier across all data types, this could have far reaching implications for all applications of signal processing classification technology.
