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Chapitre 1
Historique et pre´sentation
du proble`me
1.1 Historique et re´fe´rences
La preuve de l’e´limination des quantificateurs dans les corps re´els clos [T], permit
de montrer que leur the´orie est o-minimale. Depuis ce re´sultat, de nombreuses
autres classes de fonctions re´elles ont e´te´ e´tudie´es par le biais de la the´orie des
mode`les ; le proble`me est de conside´rer (R,+, ., <) muni d’un certain ensemble
de fonctions E et d’analyser la the´orie comple`te de R dans le langage ainsi ob-
tenu.
Les re´sultats de mode`le-comple´tude, d’e´limination des quantificateurs
et d’o-minimalite´ de cette the´orie permettent de comprendre la ge´ome´trie de
E. Pour une introduction aux the´ories o-minimales, on pourra consulter, par
exemple, [C] ou [vdD1].
Une direction prise ces dernie`res anne´es est de choisir pour E un ensemble
d’applications de Rn dans R nulles en dehors d’un certain pave´ ouvert ou ferme´.
Ainsi, en 1986, Van Den Dries a montre´ l’o-minimalite´ des fonctions analy-
tiques restreintes [vdD2], c’est-a`-dire quand E est constitue´ par les fonctions
analytiques sur un pave´ ferme´ de Rn et nulles en dehors. Cette de´monstration re-
pose a` la fois sur le the´ore`me de Gabrielov [G] et le the´ore`me de pre´paration
de Weierstrass [B].
En 1988, Denef et Van Den Dries ont montre´ que cette meˆme classe de fonc-
tions admet l’e´limination des quantificateurs, en ajoutant la fonction inverse au
langage. [DvdD]
Rolin, Speissegger et Wilkie de´montre`rent en 2003 l’o-minimalite´ quand E est
l’une des classes quasi-analytiques de Denjoy-Carlman.[RSW]
Dans le prolongement de ces e´tudes, il est naturel de se demander si l’o-minimalite´
et l’e´limination des quantificateurs sont pre´serve´es dans des classes quasi-analytiques
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E plus ge´ne´rales ou plus fines. C’est le sujet de cette the`se.
Une des me´thodes les plus utilise´es pour e´tudier l’o-minimalite´ est celle des
the´ore`mes de pre´paration. Ces the´ore`mes permettent localement d’e´crire un
fonction sous la forme d’un produit de fonctions plus ”sympathiques”. Le pre-
mier de ces types de the´ore`me est celui de Weierstrass. (On ne le rappelle que
dans le cas qui nous inte´resse ; pour plus de de´tails, on pourra consulter, par
exemple, [B])
The´ore`me 1.1.1 (The´ore`me de Weierstrass) . Soit f ∈ R[[X1, ..., Xn+1]]
une se´rie formelle sur R ; on suppose que la se´rie re´duite de f par rapport a`
la variable Xn+1 n’est pas nulle et note d son ordre re´duit. Il existe un unique
couple (u, P ) ∈ R[[X1, ..., Xn+1]]×R[X1, ..., Xn+1] tel que u est inversible, P est
un polynoˆme distingue´ de degre´ d et
f = u.P
On re´duit ainsi une se´rie formelle a` un polynoˆme.
Speissegger et Van Den Dries ont ainsi e´tabli des re´sultats ge´ne´raux de pre´parations
dans certaines structures o-minimales [vdDS], de meˆme que Rolin et Lion [LR].
Daniel Miller a d’ailleurs obtenu des re´sultats [Mi] tre`s proches de ceux pre´sente´s
dans cette the`se, mais dans des syste`mes de Weierstrass, c’est-a`-dire des
classes ve´rifiant d’une certaine fac¸on le the´ore`me de pre´paration de Weierstrass.
Dans la the`se, on de´montrera aussi un re´sultat de ce type (cf partie 2.5)
Toutes les classes de fonctions e´voque´es jusqu’ici sont polynoˆmialement borne´es,
autrement dit borne´es par un polynoˆme au voisinage de +∞. On ne s’inte´ressera
dans la the`se qu’a` des classes E telles que l’ensemble des applications de´finissables
a` partir de E est polynoˆmialement borne´.
1.2 Pre´sentation de la the`se
F de´signe un ensemble de fonctions restreintes de Rn dans R, c’est-a`-dire d’ap-
plications nulles en dehors de pave´s qu’on choisit ici compacts ; et LF de´signe
le langage des anneaux ordonne´s contenant un symbole de fonction X
1
p , pour les
puissances 1p -ie`me (p ∈ Z∗) et un symbole de fonction pour tout fonction de F .
On interpre`te dans R le symbole X
1
p par l’application X
1
p usuelle rendue totale
en prolongeant par 0 si ne´cessaire. Ainsi, par exemple, 0−1 = 10 = 0. Les classes
quasi-analytiques E qui sont l’objet de cette the`se, sont de la forme E = F ou` F
est le plus petit ensemble de fonctions restreintes, C∞ sur des pave´s compacts,
qui contient F et ve´rifie les conditions suivantes :
- F contient les indicatrices des pave´s compacts (et donc toutes les fonctions
constantes de R)
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- cloˆture par ”germes” de fonctions implicites en 0, c’est-a`-dire que si f ∈ F
est C∞ autour de 0, f(0) = 0 et ∂f∂Xni (0) 6= 0, on ajoute a` F le ”germe” de la
fonction implicite de´finie par f en 0
- cloˆture par ”division C∞”, c’est-a`-dire que si f ∈ F et f = Xi.g sur un
voisinage de 0 avec g C∞ sur ce voisinage, on ajoute a` F le ”germe” de g en 0
On ne s’inte´resse qu’aux cas ou` F est quasi-analytique, au sens que toutes les
fonctions non nulles de F , C∞ sur un voisinage de 0 sont de multiplicite´ finie
en 0.
On pose L = LF . Soit T l’ensemble des formules universelles de L qui ex-
priment :
- le L-diagramme simple de R ;
- la the´orie universelle des anneaux ordonne´s ;
- la de´finition des racines p-ie`me et de l’inverse ;
- la de´finition de f , pour chaque f ∈ F ;
- le fait que f est borne´e.
T est ainsi une the´orie universelle du premier ordre. On notera L∞,n les ap-
plications de´finies par des termes n-aires de L et qui sont C∞ autour de 0.
Le but de la the`se est d’obtenir que :
1) la the´orie T conside´re´e est e´quivalente a` la the´orie comple`te de
R (muni de F)
2) la the´orie T est mode`le-comple`te.
Par (1), on obtient une axiomatisation universelle de la the´orie comple`te de
R au moyen de fonctions de Skolem fournies par L. Le fait que T est a` la fois
universelle et mode`le-comple`te implique, de plus, que T admet l’e´limination des
quantificateurs et qu’elle est o-minimale. (c.f partie 3.2)
Remarque :
a) Dans tous les cas, l’o-minimalite´ entraˆıne l’existence de fonctions de Skolem
de´finissables ainsi que l’existence d’une axiomatisation universelle et mode`le-
comple`te a` l’aide de ces fonctions. Mais il est inte´ressant d’avoir en plus, comme
ici, une description simple d’une telle axiomatisation.
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b) On obtient aussi que T admet la de´composition cellulaire C∞
Comme c’est souvent le cas, le proble`me central est de de´singulariser locale-
ment les courbes obtenues a` partir des termes du langage. Graˆce a` la translation,
on se placera toujours au voisinage de 0. Ainsi si t est un terme n-aire, on doit
savoir comment se comportent autour de 0, les solutions de l’e´quation
t(x1, ..., xn) = 0
On espe`re trouver pour cette e´quation un nombre fini de branches parame´tre´es,
de´finissables dans le langage. Cette situation se produisant de toute fac¸on dans
une structure o-minimale, elle est ne´cessaire pour avancer. Pour arriver a` cela, on
passe par une transformation de t, qui correspond a` un the´ore`me de pre´paration.
L’ide´e dans le cas n = 2 et la difficulte´ pour passer aux cas n ≥ 3 sont explique´es
dans la partie 1.4.
Le parti pris de la the`se est :
1) de travailler uniquement avec T afin d’obtenir que T est e´quivalent a` la
the´orie comple`te de R.
2) de se placer dans un mode`le non-standard de T , M, afin de ramener les
proble`mes d’e´tudes locales a` des e´tudes en des points infinite´simaux
3) de trouver les “bons” points infinite´simaux (c.f partie 2.2) : e´tant donne´s
n infinite´simaux de M, on veut trouver p ≤ n infinite´simaux F-inde´pendants
et qui engendrent au moyen de termes C∞ les n premiers. Ceci est inte´ressant
en soi mais, de plus, on sait qu’on doit arriver un tel re´sultat. Comme on veut
des transformations C∞, on constate que les p e´le´ments doivent engendrer aussi
une section de leur F-cloˆture (le cas n = 1 est, par exemple, imme´diat).
La de´monstration se de´roule suivant ce sche´ma.
1) on commence tout d’abord par donner sous le nom de famille stable, une
de´finition pre´cise de ces “bons” infinite´simaux ; ces familles sont F-inde´pendantes
et engendrent une section de leur F-cloˆture
2) on de´finit la notion de matrice, qui exprime la transformation des familles
stables (ou candidates a` l’eˆtre) par des fonctions C∞ du langage, lesquelles
appliquent en meˆme temps cette transformation aux voisinages autour de ces
familles
3) on s’occupe dans un premier temps uniquement des termes de L∞,n ; graˆce
aux familles stables, on arrive a` un the´ore`me de pre´paration.
4) on revient ensuite aux termes ge´ne´raux, l’e´tude ici n’e´tant plus locale mais
globale ; graˆce a` l’e´tude des termes C∞, par re´currence, on transforme aussi les
termes quelconques en termes plus “sympathiques”
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5) on de´montre que quelque soit une suite finie d’e´le´ments de M, mode´le de
T , il existe p ≤ n infinite´simaux qui forment une famille stable et engendrent les
e´le´ments initiaux au moyen de termes qui sont C∞ si les e´lements de de´part sont
limite´s et qui sont dans L∞,p ∪ { 1X } sinon ; on peut ainsi uniquement travailler
avec les familles stables dans les 2 dernie`res parties :
6) pour chaque mode`le M de T , on construit un plongement de M dans une
ultrapuissance de R
7) on de´montre enfin que la cloˆture existentielle de M dans cette ultrapuis-
sance est encore M
1.3 Rappels sur les corps ordonne´s
Dans la suite, on suppose que K est un corps ordonne´, C est un sous-corps de
K et G un sous-groupe de (K∗+, .). De plus, si L est un corps ordonne´, on notera
rcl(L) la cloˆture re´elle de L.
De´finition 1.3.1 . On de´finit les ensembles suivants :
1) l’ensemble des limite´s
OC = {x ∈ K;∃a ∈ C∗+ |x| ≤ a}
2) l’ensemble des infinite´simaux
oC = {x ∈ K;∀a ∈ C∗+ |x| ≤ a}
OC est un anneau local dont l’ide´al maximal est oC ; de plus, les ide´aux de OC
sont convexes. On pose O∗C = OC \ oC .
De´finition 1.3.2 . C est re´siduel dans K si
∀x ∈ OC ∃a ∈ C x− a ∈ oC
Pour x ∈ OC , l’e´le´ment a est unique ; on peut ainsi de´finir une application
appele´e partie standard et note´e std. On a ainsi
std : OC → C
et x− std(x) ∈ oC .
Dans ce cas, le quotient de OC par oC est e´gal a` C.
Remarque : R est toujours re´siduel dans ses extensions.
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De´finition 1.3.3 . G est une e´chelle sur C si
G ∩O∗C = {1}
De´finition 1.3.4 . G est une section de K sur C si G est une e´chelle et si
∀x ∈ K∗ ∃r ∈ G x
r
∈ O∗C
Pour x ∈ K∗, l’e´le´ment r est unique ; on peut ainsi de´finir une application
appele´e valuation et note´e val. On a ainsi
val : K∗ → G
et xval(x) ∈ O∗C .
On donne quelques proprie´te´s imme´diates de la partie standard et de la va-
luation.
Proposition 1.3.5 (Proprie´te´s de la partie standard) .
1) ∀(x, y) ∈ O2C std(x− y) = std(x)− std(y)
2) ∀(x, y) ∈ O2C std(x.y) = std(x).std(y)
3) ∀(x, y) ∈ O2C (x ≤ y ⇒ std(x) ≤ std(y))
Proposition 1.3.6 (Proprie´te´s de la valuation) .
1) ∀(x, y) ∈ K∗ ×K∗ val(x − y) ≤ max(val(x), val(y)) ; de plus, si val(x) <
val(y), val(x+ y) = val(y)
2) ∀(x, y) ∈ K∗ ×K∗ val(x.y) = val(x).val(y)
3) ∀(x, y) ∈ K∗ ×K∗ (x ≤ y ⇒ val(x) ≤ val(y))
Lemme 1.3.7 . Soit ² ∈ o∗C et P ∈ C[X] ; on note a la plus petite puissance
de P dont le coefficient est non nul. Ainsi il existe u ∈ C∗+ tel que
|P (²)| ≥ u.|²|a
Proposition 1.3.8 . Si K est re´el clos, OC = OrclC .
The´ore`me 1.3.9 . Si K est re´el-clos, il existe D, un sous-corps re´el-clos de
K tel que :
1) C ⊂ D
2) OC = OD
3) D est re´siduel dans K
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Proposition 1.3.10 . Si K est re´el-clos et C est re´siduel dans K, C est re´el-
clos.
The´ore`me 1.3.11 . Si K est re´el-clos et C est re´siduel dans K, il existe S,
un sous-groupe divisible de (K∗+, .) tel que :
1) G ⊂ S
3) S est une section de K sur C
Proposition 1.3.12 . On suppose que C est re´siduel dans K et que G est
une section de K sur C ; soit x ∈ K∗, il existe un unique couple de suites
((an)n∈N, (rn)n∈N) tel que an ∈ C et rn ∈ G, pour n ∈ N et
∀n ∈ N x =
i=n∑
i=1
an.rn + µ.rn
avec µ ∈ oC . De plus, (rn) est de´croissante.
Exemple 1 : On pose K = C(X). K est un corps ordonne´ pour l’ordre < tel
que, pour toute suite positive de C, (an),
a0 < a1.X < a2.X
2... < an.X
n
On a
OC = {F ∈ K(X); ord(F ) ≤ 0}
et
oC = {F ∈ K(X); ord(F ) < 0}
D’apre`s le the´ore`me de de´composition des fractions rationnelles, C est re´siduel
dans K(X) ; de plus le groupe des monoˆmes, {Xk; k ∈ Z} est une section de K
sur C. La proposition revient donc a` la formule de Taylor a` l’infini.
Exemple 2 : Soit C un corps o-minimal dans un langage L qui contient le
langage des corps. On note K le quotient des applications de´finissables sur C en
+∞. Si φ est une application de´finissable, on note φ˜, l’image de φ par ce quo-
tient. On sait que dans une structure o-minimale, toute application de´finissable
a une limite finie ou infinie, a` l’infini. On a
OC = {φ˜ ∈ K; limx→+∞φ(x) ∈ C}
et
oC = {φ˜ ∈ K; limx→+∞φ(x) = 0}
Proposition 1.3.13 . C est re´siduel dans K.
Comme C est un corps o-minimal, C est re´el-clos. Si on pose X l’image de
l’identite´ par le quotient, {Xq; q ∈ Q} est une e´chelle de K ; ainsi il existe un
section S de K sur C, contenant cette e´chelle. L’inte´reˆt de K est donne´ par le
the´ore`me suivant.
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The´ore`me 1.3.14 . K est une L-structure et C est une sous-structure e´le´mentaire
de K.
1.4 Exemple de de´singularisation
Pre´sentation du proble`me : Soit f une fonction de R2 dans R analytique
sur un voisinage U de 0. On suppose que f(0) = 0, que f est non-nulle sur U et
que f s’annule sur tout voisinage de 0, ailleurs qu’en 0, c’est-a`-dire
∀r > 0 ∃(x, y) ∈ R2 \ {(0, 0)} |x| < r ∧ |y| < r ∧ f(x, y) = 0. On veut re´soudre
localement autour de 0 l’e´quation
f(x, y) = 0
La manie`re classique de re´soudre ce proble`me est de´crite dans [DPT] ; ci-dessous
nous le re´solvons en utilisant une me´thode qui introduit celle de la the`se.
Dans la suite, on peut supposer sans restreindre la ge´ne´ralite´ du proble`me que
f s’annule sur tout voisinage strictement positif de 0, c’est-a-dire sur les ouverts
de la forme
∏n
i=1]0, ai[ avec ai > 0.
Notations :
- An sera l’ensemble des fonctions de Rn dans R analytiques sur un voisinage
de 0 et An,0 sera le sous-ensemble de An des applications qui s’annulent en 0.
De plus, on pose A∗n = An \ An,0 et A∗n,0 = An,0 \ {0}.
- L sera le langage total de R, c’est-a`-dire que les sous-parties de Rn sont
de´finissables dans ce langage
- on conside`re M une L-extension e´le´mentaire de R et sature´e pour tout
ensemble de formules de cardinal au plus celui de L. Si s est un symbole de L,
on note s˜ l’interpre´tation de s dans M.
M est donc un corps re´el-clos et R est re´siduel dans M. De plus, on sait
qu’il existe une section de M sur R. On applique a` M les notions introduites
pre´ce´demment en posant oR = o, OR = O ; on note donc val, la valuation ainsi
de´finie.
On introduit tout d’abord la de´finition et le re´sultat classiques suivants. La
proposition 1.4.2 est un the´ore`me de pre´paration. On note X la premie`re
variable et Y la deuxie`me.
De´finition 1.4.1 . Soit f ∈ A2 ; f posse`de un ordre si il existe i ∈ N tel que
∂if
∂Y i
(0) 6= 0
Si f posse`de un ordre, on notera ord(f), le plus petit entier ve´rifiant la proprie´te´
ci-dessus.
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Proposition 1.4.2 . Soit f ∈ A2 ; il existe g ∈ A2, posse´dant un ordre et n ∈ N
tels que
f = Xn.g
localement autour de 0.
On introduit maintenant deux propositions mode`le-the´oriques dont on va se
servir par la suite. La premie`re est tre`s lie´e a` l’axiome d’Ide´alisation de l’analyse
non-standard de Nelson [DR].
Proposition 1.4.3 . Soit σ une application de Mn dans l’ensemble des for-
mules sur L a` n variables libres. On suppose que
∀(x1, ..., xn) ∈Mn M |= σ(x1, ..., xn)[x1, ..., xn]
alors il existe F1, ..., Fp, p formules de Im(σ) telles que
M |= ∀x1 ... ∀xn (F1[x1, ..., xn] ∨ ... ∨ Fp[x1, ..., xn])
Preuve : on conside`re le n-type p = {¬σ(a1, ..., an); (a1, ..., an) ∈ Mn}. Si p
e´tait re´alise´ dansM, il existerait (c1, ..., cn) ∈Mn tel queM |= ¬σ(c1, ..., cn)[c1, ..., cn].
Or ceci est impossible par de´finition de σ. Donc p n’est pas re´alise´ dansM ; ainsi
p n’est pas finiment re´alise´ dans M, par saturation de M. De ce fait, il existe
F1, ..., Fp, p formules de Im(σ) telles que {F1, ..., Fp} n’est pas re´alise´ dans M.
Ceci permet de conclure.
proposition
Proposition 1.4.4 . φ ∈ A2,0 s’annule sur tout voisinage strictement positif
de 0 si et seulement si
∃(², δ) ∈ o∗+ × o∗+ φ˜(², δ) = 0
Preuve : Supposons que φ s’annule sur tout voisinage strictement positif de 0
alors
R |= ∀r > 0 ∃x ∃y (x > 0) ∧ (y > 0) ∧ (x < r) ∧ (y < r) ∧ (φ(x, y) = 0)
ainsi M satisfait la meˆme formule donc comme M posse`de un e´le´ment infi-
nite´simal, on peut prendre r ∈ o∗+, ce qui conclut.
Supposons qu’il existe (², δ) ∈ o∗+ × o∗+ tel que φ˜(², δ) = 0 ; alors pour tout
r ∈ R∗+, 0 < ² < r et 0 < δ < r d’ou` :
M |= ∃x ∃y (x > 0) ∧ (y > 0) ∧ (x < r) ∧ (y < r) ∧ (φ(x, y) = 0)
ainsi R satisfait la meˆme formule, ce qui conclut.
proposition
On peut maintenant e´noncer la re´solution du proble`me pose´ au de´but de ce
sous-chapitre.
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The´ore`me 1.4.5 . Soit f ∈ A∗2,0 telle que f s’annule sur tout voisinage stric-
tement positif de 0 ; alors il existe r ∈ R∗+ , p ∈ N applications θ1, ..., θp de A1,0
et n ∈ N, tels que
∀(x, y) ∈]0, r]2 (f(x, y) = 0⇔ ∃t ∈ [0, r 1n ] (x = tn∧(y = θ1(t)∨...∨y = θp(t)))
On va avoir besoin des lemmes suivants pour prouver le the´ore`me.
Lemme 1.4.6 . Soient f ∈ A∗2,0 d’ordre d > 1 et (², δ) ∈ o∗+ × o∗+ tel que
f(², δ) = 0 ;
1) soit il existe h ∈ A∗2,0 d’ordre strictement infe´rieur a` d, (b, n,m) ∈ N3,
a ∈ R∗+, φ ∈ A1 et (t, µ) ∈ o∗+ tels que
f(Xn, φ(Xn) + a.Xm +Xm.Y ) = Xb.h(X,Y )
sur un voisinage de 0, avec
² = tn
et
δ = φ(tn) + a.tm + µ.tm
2) soit il existe t ∈ o∗+, n ∈ N et θ ∈ A1 telle que δ = θ(t) et ² = tn.
Preuve :
Partie 1
Comme f est d’ordre d, d’apre`s le the´ore`me des fonctions implicites, il existe
une application φ, analytique sur un voisinage de 0 et qui s’annule en 0 telle que
∂d−1f
∂Y d−1
(X,φ(X)) = 0
sur ce voisinage. (Pour montrer que l’application est analytique, on peut par
exemple utiliser les fonctions holomorphes.)
On pose δ = φ(²)± µ, de fac¸on a` ce que µ soit positif. Ainsi µ ∈ o. On suppose
dans la suite, sans restreindre la ge´ne´ralite´, que δ = φ(²) + µ. Si µ = 0, on
conclut ; sinon, d’apre`s la formule de Taylor, on a
f(², δ) = 0 = f(², φ(²))+µ.
∂f
∂Y
(², φ(²))+
µ2
2
.
∂2f
∂Y 2
(², φ(²))+...+
µd
d!
.
∂df
∂Y d
(², φ(²))+µd.ζ
avec ζ ∈ o. Ainsi il existe i < d tel que
val(
µd
d!
.
∂df
∂Y d
(², φ(²))) = val(
µi
i!
.
∂if
∂Y i
(², φ(²)))
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Or, d’une part,
val(
∂df
∂Y d
(², φ(²))) = 1
donc
val(
µd
d!
.
∂df
∂Y d
(², φ(²))) = val(µd)
D’autre part, graˆce a` la proposition 1.4.2, il existe p ∈ N∗ tel que
val(
∂if
∂Y i
(², φ(²))) = val(²p)
Partie 2
De ce fait, il existe t ∈ o∗+ et α ∈ O∗+ tels que
² = tn
et
µ = α.tm
Comme α ∈ O∗+, il existe a ∈ R∗+ et κ ∈ o+ tels que α = a± κ. (Dans la suite,
on peut supposer que α = a+ κ.) Si κ = 0, on conclut ; sinon on pose
g(X,Y ) = f(Xn, φ(Xn) + a.Xm + Y.Xm)
Ainsi g ∈ A2,0 et g(t, κ) = f(², δ) = 0. D’apre`s la proposition 1.4.2, il existe
h ∈ A2, qui posse`de un ordre et b ∈ N tels que g(X,Y ) = Xb.h(X,Y ) ; on pose
ord(h) = c.
Partie 3
On a les deux e´galite´s suivantes :
val(
∂dg
∂Y d
(t, κ)) = val(tb).val(
∂dh
∂Y d
(t, κ)) = val(tm.d).val(
∂df
∂Y d
(tn, φ(tn)+a.tm+κ.tm)))
et
val(
∂cg
∂Y c
(t, κ)) = val(tb).val(
∂ch
∂Y c
(t, κ)) = val(tm.c).val(
∂cf
∂Y c
(tn, φ(tn)+a.tm+κ.tm))
Comme ord(f) = d, on tire de la premie`re e´galite´ val(tm.d) ≤ val(tb) ; comme
ord(h) = c, on tire de la seconde e´galite´, val(tb) ≤ val(tm.c). De ce fait,
m.c ≤ b ≤ m.d
Si c < d, on conclut ; sinon on a m.c = b = m.d. On se place dans ce cas. On va
montrer, a` la fin de la partie 5, que cette situation est impossible.
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Partie 4
On pose
v = max0≤i≤dval(
tm.i
i!
.
∂if
∂Y i
(tn, φ(tn)))
et
e = max{i ≤ d; v = val( t
m.i
i!
.
∂if
∂Y i
(tn, φ(tn)))}
Montrons que v = val(t)m.d.
Si v > val(t)m.d, alors e < d. De plus, graˆce a` la formule de Taylor, on a
val(tm.d).val(
∂ch
∂Y c
(t, κ)) = val(tm.e).val(
∂ef
∂Y e
(tn, φ(tn) + α.tm))
=
i=d−e∑
i=0
αi.
tm.(e+i)
i!
.
∂e+if
∂Y e+i
(tn, φ(tn)) + tm.d.λ
avec λ ∈ o.
On divise par v les e´galite´s.
val(tm.d).val( ∂
ch
∂Y c (t, κ))
v
∈ o
et
i=d−e∑
i=0
αi.
tm.(e+i)
i! .
∂e+if
∂Y e+i (t
n, φ(tn))
v
+
tm.d
v
.λ ∈ O∗
Cette situation e´tant impossible, v = val(t)m.d.
Partie 5
On conside`re les polynoˆmes P ∈M[X] et Q ∈ R[X] tels que
P =
i=d∑
i=0
Xi.
tm.i
i!
.
∂if
∂Y i
(tn, φ(tn))
et
Q =
i=d∑
i=0
Xi
i!
.std(
tm.i. ∂
if
∂Y i (t
n, φ(tn))
tm.d
)
Comme f(², δ) = 0 = P (α) + tm.d.γ, avec γ ∈ o, Q(a) = 0.
De plus, Q est un polynoˆme non nul dont le coefficient de degre´ d − 1 est nul.
Comme a 6= 0, a n’est pas une racine d’ordre d de Q. Il existe donc r < d
tel que Q(r)(a) 6= 0. Ceci signifie que h est d’ordre infe´rieur ou e´gal a` r, ce qui
est impossible.
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lemme
On en de´duit le re´sultat suivant.
Lemme 1.4.7 . Soient f ∈ A∗2,0 et (², δ) ∈ o∗+×o∗+ tel que f(², δ) = 0 ; il existe
n ∈ N, t ∈ o∗+ et θ une application analytique sur un voisinage de 0 tels que
² = tn
et
δ = θ(t)
Preuve :
1) D’apre`s la proposition 1.4.2, f(X,Y ) = Xb.h(X,Y ), avec b ∈ N et h ∈ A.
Comme f(², δ) = 0, h(², δ) = 0.
2) Si ord(h) = 1, il existe par le the´ore`me des fonctions implicites, une ap-
plication θ, analytique sur un voisinage de 0, telle que δ = θ(²). On peut ainsi
conclure.
3) Sinon, on utilise le lemme 1.4.6 ; ainsi soit on peut directement conclure,
soit on se rame`ne a` l’annulation d’une application h1 telle que ord(h1) < ord(h).
4) En ite´rant ceci suffisamment de fois, on se retrouve dans la situation soit
du 2, soit du de´but du 3. On peut de`s lors conclure dans le cas ge´ne´ral.
lemme
Revenons au the´ore`me :
Preuve - On conside`re l’application σ de M2 dans l’ensemble des L-formules
a` 2 variables telle que :
1) si x ≤ 0 ou y ≤ 0,
σ(x, y) = (X ≤ 0) ∨ (Y ≤ 0)
2) si x > 0 et y > 0 mais x /∈ o ou y /∈ o,
σ(x, y) = (X ≥ sup{a ∈ R; a ≤ x}) ∨ (Y ≥ sup{a ∈ R; a ≤ y})
3) si (x, y) ∈ o∗+ × o∗+ et f(x, y) 6= 0,
σ(x, y) = f(X,Y ) 6= 0
4) si (x, y) ∈ o∗+ × o∗+ et f(x, y) = 0,
σ(x, y) = ∃T (X = Tn) ∧ (Y = θ(T ))
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avec n et θ les objets trouve´s dans le lemme 1.4.7.
On se trouve dans les conditions d’applications de la proposition 1.4.3. On en
de´duit qu’il existe r ∈ R∗+ , p ∈ N applications de A1,0, θ1, ..., θp et n ∈ N, tels
que
∀(x, y) ∈ [0, r]2 (f(x, y) = 0⇒ ∃t ∈ [0, r 1n ] (x = tn∧(y = θ1(t)∨...∨y = θp(t)))
On s’inte´resse maintenant a` l’implication inverse. Soit (x, y) ∈ o∗+ × o∗+, tel que
f(x, y) = 0 ; il existe t ∈ o∗+, n ∈ N et i ≤ p tels que x = tn et y = θi(t). Ainsi
f(tn, θi(t)) = 0 ; comme f est analytique, ceci implique que f(Xn, θi(Xn)) est
localement nulle.
Graˆce a` ceci, on peut conclure.
theoreme
Dans la de´monstration ci-dessus, les arguments sont classiques. Le chapitre 2
utilisera des ide´es proches ; mais d’une part il doit le faire avec des fonctions
quasi-analytiques qui ne sont pas force´ment analytiques. D’autre part, lorsqu’on
conside`re des applications a` 3 variables, on ne peut plus utiliser la proposition
1.4.2. C’est cette difficulte´ qui ame`ne a` introduire les familles stables.
Chapitre 2
Etude de classes
quasi-analytiques
2.1 Pre´liminaires
De´finition 2.1.1 . On appellera basique, un pave´ compact de Rn tel que 0
appartient a` son inte´rieur. On dira qu’une application de Rn dans R est de´finie
par une fonction g sur un pave´ basique P si elle vaut g sur P et 0 en dehors.
Par extension, f est de´finie sur P si elle vaut 0 en dehors.
De´finition 2.1.2 . Soit F un ensemble d’applications de Rn dans R, chacune
de´finie sur un pave´ basique et C∞ sur ce meˆme pave´ ; on conside`re LF le lan-
gage des anneaux ordonne´s contenant un symbole de fonction X
1
p , pour les puis-
sances 1p -ie`me (p ∈ Z∗) et un symbole de fonction pour tout fonction de F . On
interpre`te dans R le symbole X
1
p par l’application X
1
p usuelle rendue totale en
prolongeant par 0 si ne´cessaire. Ainsi, par exemple, 0−1 = 10 = 0.
Soit F le plus petit ensemble de fonctions C∞ sur des pave´s basiques, qui
contient F et ve´rifie les conditions suivantes ; on suppose que f et g sont des in-
terpre´tations dans R de termes de LF , telles que f est d’arite´ n et h est d’arite´
n+ 1
1) R ⊂ F et les indicatrices des pave´s basiques appartiennent a` F .
2) De´finition implicite C∞ : si h est C∞ sur un pave´ basique P et si
h(0) = 0 6= ∂h∂Xn+1 (0) alors l’application de´finie par φ sur le pave´ basique D est
dans F , chaque fois que h(X1, ..., Xn, φ(X1, ..., Xn)) = 0 sur D et que ∂h∂Xn+1 6= 0
sur D × [−a, a] pour a ∈ R∗+.
3) Division C∞ : si f est C∞ sur un pave´ basique P alors l’application de´finie
par g sur le pave´ basique Q est dans F , chaque fois que g est C∞ sur Q ⊂ P et
f = Xi.g sur Q (1 ≤ i ≤ n).
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Remarque 2.1.3 .
1) Par le the´ore`me des fonctions implicites, il existe toujours φ et D comme
dans la condition 2 ci-dessus et φ est unique sur D.
2) En revanche D n’est pas unique ; mais plutoˆt que de faire le choix arbitraire
d’un seul pave´ D, nous appliquons 2 pour tous les couples φ et D possibles.
Cependant on peut montrer que l’ensemble F qui en re´sulte est le meˆme que si
un seul D e´tait choisi.
3) Il en va de meˆme pour 3.
4) La cloˆture de F est contenue dans sa cloˆture de´finissable, avec R comme
parame`tres. C’est imme´diat pour les assertions 1 et 2. Pour 3, il suffit de voir
que g peut eˆtre de´finie ainsi : soit (x1, ..., xn) ∈ Q, si xi 6= 0, g(x1, ..., xn) =
f(x1,...,xn)
xi
; sinon g(x1, ..., xn) = ∂f∂Xi (x1, ..., 0, ..., xn).
De´finition 2.1.4 . En utilisant les notations pre´ce´demment donne´es, on dira
que F est quasi-analytique si toutes les fonctions non nulles de F sont de
multiplicite´ finie en 0.
On conside`re ainsi dans la suite une famille F quasi-analytique et on pose
L = LF .
R est donc une L-structure ; on note TR sa the´orie.
On notera T la the´orie exprimant :
1) les proprie´te´s de F e´nonce´es dans la de´finition 2.1.2. On a donc une for-
mule universelle pour chaque e´nonce´ de 2 et 3 dans la de´finition 2.1.2. Nous
appellerons les formules, axiomes de de´finition implicite et axiomes de division
C∞.
2) la de´finition des puissances 1p -ie`me pour p ∈ Z∗, en pre´cisant qu’on pose
0−1 = 10 = 0 et x
1
p = 0 pour p pair et x ne´gatif.
3) le fait que chaque fonction de F est borne´e en valeur absolue (puisque conti-
nue sur un pave´ compact et nulle en dehors).
4) le diagramme simple de R pour L
5) les axiomes universels d’anneaux ordonne´s
T est ainsi une the´orie universelle et T ⊂ TR. De plus, R se plonge canoni-
quement dans tout mode`le de T . On de´montrera a` la fin que T ` TR.
Remarque 2.1.5 . Pour commencer, T de´montre toutes les identite´s t = 0, ou`
t ∈ L∞,n, qui sont dans TR, par l’axiome de division triviale t = X1.0.
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Ln de´signera l’ensemble des applications de´inies par des termes d’arite´s n.
L∞,n(P ) (respectivement L∞,n) sera l’ensemble des applications de´finies par
des termes d’arite´ n, C∞ sur le pave´ basique P (respectivement C∞ sur un
certain voisinage de 0). L∞,n0 (P ) (respectivement L∞,n0 ) sera le sous-ensemble
de L∞,n(P ) (respectivement L∞,n) des fonctions qui s’annulent en 0.
On peut remarquer que le langage ne contient pas de symbole pour les de´rive´es
partielles ; on va montrer maintenant qu’en fait il existe des applications de L
qui jouent ce role.
Proposition 2.1.6 . Soit f ∈ L∞,n(P ) et Q un pave´ basique inclus dans
l’inte´rieur de P , l’application h de´finie par ∂f∂Xi sur Q (1 ≤ i ≤ n) appartient a`L∞,n(Q).
On va avoir besoin d’une de´finition et d’un lemme pour de´montrer cette propo-
sition.
De´finition 2.1.7 . Soit E = (ti)i∈I un ensemble de termes de L∞,n ; on appelle
support de E, note´ supp(E), l’ensemble
{(j1, ..., jn) ∈ Nn;∃i ∈ I ∂
j1+...+jnti
∂Xj11 ...∂X
jn
n
(0) 6= 0}
Soit t ∈ L∞,n, on appelle support de t, note´ supp(t), le support de l’ensemble
{t}.
Lemme 2.1.8 . Soit t ∈ L∞,n(P ) tel que la premie`re coordonne´e des e´le´ments
de supp(t) n’est jamais nulle alors il existe f ∈ L∞,n(P ) telle que t = X1.f sur
P .
Preuve : On a :
∀(x1, ..., xn) ∈ P t(x1, ..., xn) =
∫ 1
0
dt
du
(0, u.x2, ..., u.xn)du+
∫ 1
0
dt
du
(u.x1, x2, ..., xn)du
on conside`re l’application s(X2, ..., Xn) = t(0, X2, ..., Xn) ; par de´finition de t,
on sait que toutes les de´rive´es partielles de s sont nulles en 0 ; en utilisant la
multiplicite´ finie de t, on obtient que s est nulle sur toute la projection de P .
Ainsi, on a :
∀(x1, ..., xn) ∈ P t(x1, ..., xn) =
∫ 1
0
dt
du
(u.x1, x2, ..., xn)du = x1.
∫ 1
0
∂t
∂X1
(u.x1, x2, ..., xn)du
On pose ainsi f(x1, ..., xn) =
∫ 1
0
∂t
∂X1
(u.x1, x2, ..., xn)du sur P et 0 en dehors de
P
lemme
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Preuve de la proposition 2.1.6 : Soit f ∈ L∞,n(P ) et Q un pave´ basique
inclus dans l’inte´rieur de P . On pose
g(X1, ...., Xn+1) = f(X1, ..., Xi +Xn+1, ..., Xn)− f(X1, ..., Xn)
CommeQ est dans l’inte´rieur de P , il existe a ∈ R∗+ tel que pour tout (x1, ..., xn) ∈
Q et pour tout y ∈ [−a, a], (x1, ..., xi + y, ..., xn) ∈ P ; ainsi g ∈ L∞,n+1(Q ×
[−a, a]). D’apre`s le lemme 2.1.8, g = Xn+1.φ surQ×[−a, a] avec φ ∈ L∞,n+1(Q×
[−a, a]). Or
φ(X1, ..., Xn, 0) =
∂f
∂Xi
(X1, ..., Xn)
sur Q. On pose ainsi h(X1, ..., Xn) = φ(X1, ..., Xn, 0).
proposition
Notation 2.1.9 . Soit f ∈ L∞,n(P ) ; comme F n’est pas clos par de´rivation
partielle et qu’il y a un proble`me d’existence au bord de P , on convient que
∂i1+...+inf
X
i1
1 ...X
in
n
de´signera l’application qui vaut ∂
i1+...+inf
X
i1
1 ...X
in
n
sur P2 (c’est-a`-dire le pave´
dont toutes les coordonne´es sont divise´es par 2) et non sur P , et 0 en dehors.
SoitM un mode`le de T , oM ⊂M repre´sentera l’ensemble des infinite´simaux de
M par rapport a` R et OM ⊂M, l’ensemble des limite´s. Si x ∈ O, on appelera
partie standard de x, note´ std(x) l’unique re´el tel que x− std(x) ∈ oM.
Dans la suite, jusqu’a` la fin du chapitre 2, on fixe un mode`le quelconque M et
on travaille uniquement dedans ; on notera ainsi o pour oM et O pour OM. De
plus, si t ∈ L, on notera encore t l’interpre´tation de ce terme dans M. Enfin,
on utilisera comme topologie pour M, la topologie classique de l’ordre.
On va relier les de´rive´es partielles de´finies ci-dessus aux de´rive´es partielles de
M.
Proposition 2.1.10 . Soit f ∈ L∞,n(P ) et (x1, ..., xn) ∈ Mn ∩ P2 , f est
de´rivable par rapport a` Xi en (x1, ..., xn) dans M et cette de´rive´e partielle
co¨ıncide avec l’interpre´tation du terme ∂f∂Xi .
Preuve : Soit f ∈ L∞,n(P ) et (x1, ..., xn) ∈Mn ∩ P2 . En utilisant les notations
de la preuve de la proposition 2.1.6, on a graˆce aux axiomes de division C∞ de
la the´orie T que
M |= ∀(u1, ..., un, un+1) ∈ P2 × [−a, a] g(u1, ..., un+1) = un+1.φ(u1, ..., un+1)
De plus, pour les meˆmes raisons,
M |= ∀(u1, ..., un, un+1) ∈ P2 ×[−a, a] φ(u1, ..., un+1) = φ(u1, ..., un, 0)+un+1.θ(u1, ..., un+1)
2.1. PRE´LIMINAIRES 25
avec θ ∈ L∞,n+1(P2 × [−a, a]).
Or graˆce aux axiomes 3 de T , il existe b ∈ R∗+ tel que
M |= ∀(u1, ..., un+1) ∈ P2 × [−a, a] − b ≤ θ(u1, ..., un+1) ≤ b
Ainsi on a bien que dans M
limh→0
f(x1, ..., xi + h, ..., xn)− f(x1, ..., xn)
h
= limh→0
∂f
∂Xi
(x1, ..., xn)+h.θ(u1, ..., un, h) =
∂f
∂Xi
(x1, ..., xn)
proposition
Corollaire 2.1.11 . Soit t ∈ L∞,n, pour tout (x1, ..., xn, ²1, ..., ²n) ∈ o2n
t(x1 + ²1, ..., xn + ²n) = t(x1, ..., xn) +
i=n∑
i=1
²i.
∂t
∂Xi
(x1, ..., xn) + µ.max1≤i≤n(|²i|)
avec µ ∈ o
Corollaire 2.1.12 . Soit t ∈ L∞,n(P ), t est C∞ sur P dans M.
Remarque 2.1.13 . La the´orie T ne comporte pas d’axiome exprimant la mul-
tiplicite´ finie des termes C∞ non nuls du langage ; en fait, ces e´nonce´s sont des
the´ore`mes de T par le biais de la ”division C∞” qui permet d’obtenir toutes les
formules de Taylor.
De´finition 2.1.14 . La valuation sur M utilise´e par la suite sera la valuation
naturelle croissante et sera note´e val ; si (x, y) ∈ o2, val(x) = val(y) si et
seulement si ∃(a, b) ∈M∗+ a.|x| ≤ |y| ≤ b.|x|
De´finition 2.1.15 . Soit (x1, ..., xn) ∈ on, cette famille est inde´pendante si
pour tout (q1, ..., qn) ∈ Qn non nul, le produit xq11 .....xqnn est infiniment petit ou
infiniment grand.
Dans le cas contraire, la famille est dite lie´e.
De´finition 2.1.16 . Un infiniment petit y est lie´ a` une famille {x1, ..., xn} si
il existe un uplet (q1, ..., qn) ∈ Qn tel que y et xq11 .....xqnn ont meˆme valuation.
De´finition 2.1.17 . Soient (x1, ..., xn) et (a1, ..., ap) des uplets de o ; a ¹ x s’il
existe n fonctions φ1, ..., φn de L∞,p0 et p termes t1, ..., tp de Ln tels que :
1) ∀ 1 ≤ i ≤ n xi = φi(a1, ..., ap)
2) ∀ 1 ≤ j ≤ p aj = tj(x1, ..., xn)
De´finition 2.1.18 . Soient (x1, ..., xn) et (a1, ..., ap) des uplets de o ; a ¹P x
si :
1) ∀ 1 ≤ i ≤ n xi = ami,11 .ami,22 ...ami,pp avec mi,l ∈ N
2) ∀ 1 ≤ j ≤ p aj = xkj,11 ..., xki,pn avec kj,l ∈ Q
On a ainsi que ¹P implique ¹. De plus, ces deux relations sont re´flexives et
transitives.
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2.2 Stabilite´
De´finition 2.2.1 (Stabilite´). Soit (x1, ..., xn) un n-uplet de o∗+, ce uplet est
stable si t(x1, ..., xn) est lie´ a` {x1, ..., xn}, pour tout terme t, non localement
nul dans M en (x1, ..., xn) et tel que t(x1, ..., xn) ∈ o.
On a quelques proprie´te´s imme´diates qui de´coulent de la de´finition de la stabilite´
et de la multiplicite´ finie.
Proposition 2.2.2 . Soient (a1, ..., an) et (x1, ..., xn) deux familles stables telles
que (a1, ..., an) ¹ (x1, ..., xn) alors :
1) xi est lie´ a` {a1, ..., an} et ai est lie´ a` {x1, ..., xn}, pour 1 ≤ i ≤ n.
2) si t ∈ L∞,n(P ) et si t(x1, ..., xn) = 0 alors t est nulle sur P .
3) toute permutation de (x1, ..., xn) conserve la stabilite´.
4) si (x1, ..., xn+1) est stable et si xn+1 est lie´ a` {x1, ..., xn}, (x1, ..., xn) est
stable.
Preuve : On va montrer les assertions 1 et 2. Comme (a1, ..., an) ¹ (x1, ..., xn),
il existe φ1, ..., φn dans L∞,p et t1, ..., tp dans Ln tels que xi = φi(a1, ..., ap) et
ai = ti(x1, ..., xn).
Dans le cas 1, comme (a1, ..., an) est stable, ti(a1, ..., ap) est soit nul, soit lie´
a` {a1, ..., ap} ; or xi 6= 0 donc xi est lie´ a` {a1, ..., ap}. De la meˆme fac¸on, ai est
lie´ a` {x1, ..., xn}.
Dans le cas 2, si t(x1, ..., xn) = 0 alors t est localement nul dans M autour
de (x1, ..., xn). Ainsi, d’apre`s le corollaire 2.1.11, t(x1, ..., xn) = t(0)+δ = 0 avec
δ ∈ o. Donc t(0) = 0. De plus, toujours graˆce a` ce corollaire, pour ² ∈ o,
t(x1, ..., xi + ², ..., xn) = t(x1, ..., xn) + ².
∂t
∂Xi
(x1, ..., xn) + µ.²
Ainsi pour ² suffisamment petit, ². ∂t∂Xi (x1, ..., xn) + µ.² = 0, ce qui entraˆıne
que ∂t∂Xi (0) = 0. On ite`re cet argument afin d’obtenir que toutes les de´rive´es
partielles de t sont nulles en 0. Par quasi-analycite´, t est donc localement nulle
dans R ; on sait maintenant que t est donc nulle sur tout le domaine re´el ou` elle
est C∞ et quasi-analytique ; ainsi t est nul sur P dansM par la remarque 2.1.5.
proposition
Proposition 2.2.3 . Soit (x1, ..., xn) un uplet stable ; soient s et t deux termes,
A et B deux ouverts de M tels que :
1) (x1, ..., xn) ∈ A
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2) s(x1, ..., xn) ∈ o et xn est lie´ a` {x1, ..., xn−1, s(x1, ..., xn)}.
3) s est continu sur A et t est continu sur B
4) ∀(u1, ..., un) ∈ A (u1, ..., un−1, s(u1, ..., un)) ∈ B et
∀(v1, ..., vn) ∈ B (v1, ..., vn−1, t(v1, ..., vn)) ∈ A
5) ∀(u1, ..., un) ∈ A t(u1, ..., un−1, s(u1, ..., un)) = un et
∀(v1, ..., vn) ∈ B s(v1, ..., vn−1, t(v1, ..., vn)) = vn
alors (x1, ..., xn−1, s(x1, ..., xn)) est stable.
Preuve : On poseX = s(x). Soit f ∈ Ln, on pose g(Z1, ..., Zn) = f(Z1, ..., Zn−1, s(Z1, ..., Zn)).
g est ainsi un terme de Ln et f(x1, ..., xn−1, X) = g(x). De ce fait, soit on a
que g n’est pas localement nul en x ; ceci implique que f(x1, ..., xn−1, X) est
lie´ a` {x1, ..., xn} et donc a` {x1, ..., X}, graˆce a` l’hypothe`se 2. Soit g est locale-
ment nul en x. On va montrer que ceci implique que f est localement nul en
(x1, ..., xn−1, X), ce qui conclura.
Dans ce cas, il existe un ouvert U ⊂Mn tel que (x1, ..., xn) ∈ U et g est nul sur
U . On pose ϕ : B → Mn telle que ϕ(v1, ..., vn) = (v1, ..., vn−1, t(v1, ..., vn))
et V = ϕ−1(U) ∩ B. Or U et B sont des ouverts, ϕ est continue sur B ;
donc V est un ouvert de Mn. De plus, par de´finition de X et graˆce aux hy-
pothe`ses 1, 4 et 5, (x1, ..., xn−1, X) ∈ V . Soit maintenant (a1, ..., an) ∈ V ,
g(a1, ..., an−1, t(a1, ..., an)) = 0. Or par l’hypothe`se 5,
f(a1, ..., an) = f(a1, ..., an−1, s(a1, ..., an−1, t(a1, ..., an)))
D’ou` f(a1, ..., an) = g(a1, ..., an−1, t(a1, ..., an)) = 0.
proposition
On en de´duit le corollaire suivant.
Corollaire 2.2.4 . Soit (x1, ..., xn) un uplet stable,
1) si
∏j=n
j=1 x
qj
j ∈ o avec qj ∈ Q et qn 6= 0, (x1, ..., xn−1,
∏j=n
j=1 x
qj
j ) est stable
2) on suppose que xn est lie´ a` {x1, ..., xn−1} et que f ∈ L∞,n0 est telle que
∂f
∂Xn
(0) 6= 0. On pose v = ±f(x1, ..., xn), de fac¸on a` ce que v soit positif ;
(x1, ...., xn−1, v) est stable
Preuve : On ve´rifie dans les cas 1 et 2 que les conditions de la proposition 2.2.3
sont satisfaites.
1) On pose, par exemple, A = B = {(x1, ..., xn) ∈Mn; (x1 > 0)∧ ...∧(xn > 0)},
s(x1, ..., xn) =
∏j=n
j=1 x
qj
j et t(x1, ..., xn) = (
xnQj=n−1
j=1 x
qj
j
)
1
qn
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2) On suppose que f(x1, ..., xn) > 0. Dans ce cas, on sait qu’il existe une fonction
t ∈ L∞,n telle que localement autour de 0 dans R,
f(X1, ..., Xn−1, t(X1, ..., Xn))−Xn = 0
On pose ainsi, par exemple, A = B = o, s = f . Le seul point de´licat est de
montrer que pour (u1, ..., un) ∈ on, t(u1, ..., un−1, s(u1, ..., un)) = un. On sait
que
f(u1, ..., un−1, t(u1, ..., un−1, s(u1, ..., un))) = s(u1, ..., un) = f(u1, ..., un)
Comme t(u1, ..., un−1, s(u1, ..., un)) ∈ o, t(u1, ..., un−1, s(u1, ..., un)) = un + ²
avec ² ∈ o. Ainsi, par Taylor, on a
f(u1, ..., un−1, t(u1, ..., un−1, s(u1, ..., un)))− f(u1, ..., un) = ².λ
avec λ ∈ O∗. De ce fait ² = 0.
corollaire
Proposition 2.2.5 . Soient (x1, ..., xn, y) et (a1, ..., an) deux familles stables
telles que (a1, ..., an) ¹ (x1, ..., xn) ; (a1, ..., an, y) est stable.
Preuve : Par hypothe`se, on a xi = φi(a1, ..., an) et ai = ui(x1, ..., xn) avec
φi ∈ L∞,n et ui ∈ Ln. Soit t ∈ Ln+1, on pose
s(X1, ..., Xn, Y ) = t(u1(X1, ..., Xn), ..., un(X1, ..., Xn), Y )
Soit s n’est pas localement nul en (x1, ..., xn, y) et dans ce cas, s(x1, ..., xn, y)
est lie´ a` {x1, ..., xn, y} ; ainsi t(a1, ..., an, y) est lie´ a` {a1, ..., an, y}. Soit s est
localement nul en (x1, ..., xn) ; dans ce cas, montrons que t est localement nul
en (a1, ..., an, y). Par de´finition, il existe un ouvert U tel que s est nul sur U
et (x1, ..., xn, y) ∈ U . On pose σ : on+1 → Mn+1 telle que σ(A1, ..., An, Y ) =
(φ1(A1, ..., An), ..., φn(A1, ..., An), Y ). On note V = σ−1(U). Ainsi (a1, ..., an, y) ∈
V . De plus, on sait que pour tout i ≤ n, ui(φ1(a1, ..., an), ..., φn(a1, ..., an)) = ai
donc il existe un ouvert Vi ⊂Mn tel que
∀(A1, ..., An) ∈ Vi ui(φ1(A1, ..., An), ..., φn(A1, ..., An)) = Ai
et (a1, ..., an) ∈ Vi. On pose W = V ∩
⋂i=n
i=1 Vi×o. Ainsi (a1, ..., an, y) ∈W . Soit
(A1, ..., An, Y ) ∈W ,
t(A1, ..., An, Y ) =
t(u1(φ1(A1, ..., An), ..., φn(A1, ..., An)), ..., un(φ1(A1, ..., An), ..., φn(A1, ..., An)), Y )
= s ◦ σ(A1, ..., An, Y )
Or σ(A1, ..., An, Y ) ∈ U donc t est nul sur W .
proposition
2.2. STABILITE´ 29
Lemme 2.2.6 .Soient t ∈ L∞,n+10 (P ) et (x1, ..., xn) une famille stable ; on sup-
pose qu’il existe (a1, ..., an) ∈ Nn tel que pour tout i ∈ N, il existe si ∈ L∞,n(P )
tels que
∂it
∂Xin+1
(x1, x2, ..., xn, 0) = xa11 ...x
an
n .si(x1, ..., xn)
alors il existe f ∈ L∞,n+1(P ) telle que t = Xa11 ...Xann .f sur P , avec ∂
if
∂Xin+1
= si.
Preuve : On constate tout d’abord que si
∂it
∂Xin+1
(x1, x2, ..., xn, 0) = xa11 ...x
an
n .si(x1, ..., xn)
graˆce a` la stabilite´,
∂it
∂Xin+1
(X1, X2, ..., Xn, 0) = Xa11 ...X
an
n .si(X1, ..., Xn)
pour (X1, ..., Xn, 0) ∈ P . Ainsi en appliquant le lemme 2.1.8 a1 + ... + an fois,
on obtient le lemme.
lemme
Quelques explications.
Les familles stables peuvent eˆtre vues comme des endroits ou` il ne se passe
rien. Comme localement (dans un mode`le M) autour des familles stables, il ne
se passe rien non plus, on est en pre´sence de zones neutres deM qui vont rester
neutres quelques soient les transformations par des termes de L qu’on fera subir
a` M.
Par exemple, on peut conside´rer un terme t ∈ L∞,3 ; on repre´sente graphique-
ment, dans o2, l’ensemble ou` t s’annule dans o (on ne s’inte´resse qu’on coˆte´
positif) ; il est clair qu’on ne sait pas a` l’avance que l’ensemble d’annulation de
t est de cette forme (on ne le saura qu’a` la fin...), il s’agit juste d’un exemple.
On repre´sente aussi une famille stable (x, y) de M.
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On voit que la famille stable n’est de´ja` pas sur les branches d’annulation de
t : la proposition 2.2.2 assure cela dans le cas ge´ne´ral. De plus, on voit graphi-
quement la zone neutre qui contient (x, y).
De´formons cette courbe par une transformation de L, l’application qui a` (X,Y )
associe (φ(X,Y ), ψ(X,Y )) avec φ et ψ deux termes C∞ autour de 0. On obtient,
par exemple, le graphique suivant.
La zone neutre de de´part est toujours clairement repe´rable : c’est la zone connexe
qui contient le point et qui est de´limite´e par les branches. On peut ainsi appliquer
autant de transformations que l’on veut ; les re`gles du jeu maintenant vont eˆtre :
¦ a` chaque e´tape de transformation, on doit pouvoir revenir en arrie`re ; ce retour
doit eˆtre C∞. On va introduire pour ce faire la notion de matrice : les transfor-
mations dont on parle sont en fait des sortes de matrices de passages, comme
en alge`bre line´aire.
¦ a` la fin, on veut arriver a` une situation sympathique. Voila` en fait ce vers
quoi on veut tendre.
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On a comple`tement de´singularise´ la zone neutre qui nous inte´ressait : on a re-
dresse´ les branches d’annulation qui bordait cette zone, jusqu’a` les envoyer sur
les axes. On ne s’occupe pas de ce qui est arrive´ a` la troisie`me branche.Cette
situation correspond au the´ore`me de pre´paration 2.4.9.
La famille stable (x, y) a donc agi comme une sorte de fil d’Ariane pour ne pas
perdre la zone neutre de de´part.
On a utilise´ le terme alge`bre line´aire par rapport aux matrices ; la comparai-
son ne s’arreˆte pas la`. Les familles stables peuvent aussi eˆtre vues comme une
sorte de base de on : les familles stables sont plus que libres (proposition 2.2.2)
et surtout ge´ne´ratrices (the´ore`me 2.5.13).
Il est toujours inte´ressant de trouver dans des structures des notions d’inde´pendance
et de ge´ne´ration ; par exemple, on a la notion d’inde´pendance dans la stabilite´
mode`le-the´orique ([P], entre autres). On peut aussi de´finir la transcendance
mode`le-the´orique dans un corps :
(x1, ..., xn) est transcendant si les seules focntions de´finissables qui s’annulent
en (x1, ..., xn) sont localement nulles
Dans les corps value´s, on a aussi la notion d’inde´pendance pour la valuation.
En fait, ces deux dernie`res notions ne sont pas suffisantes. C’est pourquoi on
introduit les familles stables.
Il faut remarquer que la stabilite´ englobe les notions d’inde´pendance pre´sente´es.
On peut de´montrer que les familles stables sont transcendantes. On montrera
aussi (corollaire 2.5.10) que toute famille inde´pendante est stable et meˆme (pro-
position 2.5.11) que si (x1, ..., xn) est stable et y est inde´pendant de (x1, ..., xn),
(x1, ..., xn, y) est encore inde´pendant.
Cependant, il faut noter que les familles stables ne sont pas des matro¨ıdes
([Wh]), contrairement a` ce qu’on attend ge´ne´ralement des familles inde´pendantes.
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2.3 Matrices
Supposons (a1, ..., ap) ¹ (x1, ..., xn) ; il existe donc σ1, ..., σn dans L∞,p et
t1, ..., tp dans Ln tels que xi = σi(a1, ..., ap) et ai = ti(x1, ..., xn). Nous souhai-
tons appelermatrice le n-upletM = (σ1, ..., σn), e´crire (x1, ..., xn) =M(a1, ..., an)
et (a1, ..., ap) ¹M (x1, ..., xn) et nous inspirer des notations matricielles pour la
transformation (σ1, ..., σn) qui envoie le point (a1, ..., ap) sur (x1, ..., xn). La suite
va pre´ciser ceci.
De´finition 2.3.1 . On appelle matrice de dimension n ∈ N (ou n-matrice),
un n-uplet de termes de L∞,n0 et on note Mn, l’ensemble de celles-ci.
Remarque 2.3.2 . Dans la suite, on conside`rera que si f ∈ L∞,p avec p ≤ n
alors f ∈ L∞,n ; les n− p variables restantes sont donc ”muettes”.
De´finition 2.3.3 On fixe (x1, ..., xn) ∈ on.
1) SoitM = (σ1, ..., σn) une n-matrice,M est de rang p (p ≤ n) en (x1, ..., xn),
si il existe p termes u1, ..., up de Ln tels que ui(x1, ..., xn) ∈ o et
xi = σi(u1(x1, ..., xn), ..., up(x1, ..., xn))
On note M−1 le p-uplet (u1, ..., up), de sorte que M−1(x1, ..., xn) ¹ (x1, ..., xn).
M−1 n’est pas force´ment unique, mais M−1 sera toujours suppose´ eˆtre spe´cifie´
quand on travaillera avec M .
Si M est de rang n, M est inversible.
Gn,p(x1, ..., xn) de´signera l’ensemble des n-matrices de rang p et Gn(x1, ..., xn)
l’ensemble des matrices inversibles.
2) Soit M une n-matrice, M est ouverte en (x1, ..., xn) si M est inversible
en (x1, ..., xn) et l’image d’un voisinage de M−1(x1, ..., xn) est un voisinage de
(x1, ..., xn).
On note On(x1, ..., xn) l’ensembles des matrices ouvertes en (x1, ..., xn).
3) On suppose dans la suite que (x1, ..., xn) est stable ; on appelle matrice
stable en (x1, ..., xn) de dimension n, une n-matriceM inversible en (x1, ..., xn)
telle queM−1(x1, ..., xn) est stable. On note Sn(x1, ..., xn) l’ensemble correspon-
dant.
On a ainsi la notation suivante.
Notation 2.3.4 . Soit M = (σ1, ..., σn) une n-matrice
2.3. MATRICES 33
1) si M est de rang p, (a1, ..., ap) ¹M (x1, ..., xn) si (x1, ..., xn) = M(a1, ..., ap)
et (a1, ..., ap) =M−1(x1, ..., xn).
Par analogie on introduit la notation ¹PM .
On introduit maintenant, graˆce aux matrices ouvertes, ce qui sera amene´e a` eˆtre
une ”extension” de la stabilite´ et ensuite le type de matrices correspondant.
De´finition 2.3.5 . Soit (x1, ..., xn) une famille stable et y ∈ o∗+, y est for-
tement lie´ a` (x1, ..., xn) si : y 6= φ(a1, ..., an, µ) pour toute famille stable
(a1, ..., an) ¹M (x1, ..., xn) avecM ouverte en (x1, ..., xn), pour tout infinite´simal
positif µ inde´pendant de {x1, ..., xn} ou nul, et enfin pour tout φ ∈ L∞,n+10 .
En particulier, si y est fortement lie´ a` (x1, ..., xn), y est lie´ a` cette famille : sinon
on a une contradiction en prenant y = µ dans la de´finition ci-dessus.
De´finition 2.3.6 . Soit (x1, ..., xn, y) ∈ on+1, avec (x1, ..., xn) stable et y for-
tement lie´ a` (x1, ..., xn), on appelle matrice pseudo-stable en (x1, ..., xn, y) de
dimension n, une (n+1)-matrice inversibleM = (σ1, ..., σn, σ) en (x1, ..., xn, y),
telle que :
- σ1, ..., σn sont inde´pendantes de la dernie`re variable (seules les n premie`res
variables sont effectives)
- la n-matrice N = (σ1, ..., σn) est stable et ouverte en (x1, ..., xn)
- si M−1 = (u1, ..., un, u), u1, ..., un ne de´pendent pas non plus de la dernie`re
variable et (u1, ..., un) = N−1
On note Pn(x1, ..., xn, y) l’ensemble de ces matrices.
Remarque 2.3.7 . En reprenant les notations de la de´finition ci-dessus, si
(x1, ..., xn) est stable et y est fortement lie´ a` (x1, ..., xn), u(x1, ..., xn, y) est for-
tement lie´ a` (u1(x1, ..., xn), ..., un(x1, ..., xn)). Ainsi si a1,...,an et y sont dans
o∗+ et si (a1, ..., an, ²) ¹M (x1, ..., xn, y) avec M pseudo-stable, ² est fortement
lie´ a` (a1, ..., an).
Notation 2.3.8 . Si σ ∈ L∞,n+1,M⊕σ de´signe la n+1-matrice (σ1, ..., σn, σ).
Toutes les matrices de Pn(x1, ..., xn, y), pour (x1, ..., xn) stables et y fortement
lie´ a` (x1, ..., xn) peuvent s’e´crire canoniquement sous cette forme.
De´finition 2.3.9 . On dira qu’une n-matrice M est positive si il existe un
ensemble U de M de la forme ∏i=ni=1 ]0, ai[ (ai ∈ R) tel que M est C∞ sur
U ∩ R× ...× R et
∀(b1, ..., bn) ∈ U M(b1, ..., bn) > 0
Notation 2.3.10 . Si M et N sont deux n-matrices MN sera la composition
canonique de M par N ; si t ∈ Ln, tM sera la composition de t par M .
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On donne quelques proprie´te´s des matrices.
Proposition 2.3.11 . Soit (x1, .., xn, y) ∈ on+1.
- SiM ∈ Gn(x1, ..., xn) (respectivement On(x1, ..., xn)) et N ∈ Gn(M−1(x1, ..., xn))
(respectivement On(M−1(x1, ..., xn))), alors MN ∈ Gn(x1, ..., xn) (respective-
ment On(x1, ..., xn)) et (MN)−1 = N−1M−1
- Supposons que (x) est stable, alors si M ∈ Sn(x) et N ∈ Sn(M−1(x)),
MN ∈ Sn(x)
- Supposons que y est fortement lie´ a` (x), alors si M ∈ Pn(x, y) et si N ∈
Pn(M−1(x, y)), MN ∈ Pn(x, y)
- Si M et N sont deux n-matrices positives, MN est encore positive.
Proposition 2.3.12 . Soient M une matrice ouverte en (x1, ..., xn), y ∈ o et
σ ∈ L∞,n+1 tel que
1) soit ∂σ∂Xn+1 (0) 6= 0
2) soit σ est polynoˆmiale, M ⊕ σ est inversible en (x1, ..., xn, y) et
∂σ
∂Xn+1
((M ⊕ σ)−1(x1, ..., xn, y)) 6= 0
alors M ⊕ σ est ouverte en (x1, ..., xn, y).
On donne tout d’abord une caracte´risation de ”M est ouverte”. On conside`re
pour cela une ultrapuissance M˜ deM ; on note o˜ l’ensemble des infinite´simaux
de M˜ par rapport a` M. On montre facilement :
Lemme 2.3.13 . Soient M une n-matrice inversible et (x1, ..., xn) ∈ on, on
poseM−1(x1, ..., xn) = (a1, ..., an) ;M est ouverte en (x1, ..., xn) si et seulement
∀(δ1, ..., δn) ∈ o˜n ∃(²1, ..., ²n) ∈ o˜n M(a1+²1, ..., an+²n) = (x1, ..., xn)+(δ1, ..., δn)
On peut revenir sur la proposition.
Preuve de la proposition 2.3.12 :On poseM−1 = (u1, ..., un) etM−1(x1, ..., xn) =
(a1, ..., an). On sait que
∀(δ1, ..., δn) ∈ o˜n ∃(²1, ..., ²n) ∈ o˜n M(a1+²1, ..., an+²n) = (x1, ..., xn)+(δ1, ..., δn)
Dans le cas ou`, ∂σ∂Xn+1 (0) 6= 0, on conside`re θ(X1, ..., Xn+1, Y ) = σ(X1, ..., Xn+1)−
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Y . Ainsi σ(X1, ..., Xn, φ(X1, ..., Xn, Y )) = Y dans un voisinage standard de 0.
(M ⊕ σ)−1 = (u1, ..., un, φ(u1, ..., un, .)). De plus, soit δn+1 ∈ o˜, on pose
²n+1 = φ(a1 + ²1, ..., an + ²n, y + δ)− φ(a1, ..., an, y)
²n+1 ∈ o˜ et σ(a1 + ²1, ..., an+1 + ²n+1) = y + δ avec an+1 = φ(a1, ..., an, y)
Dans le cas restant, on pose (M⊕σ)−1(x1, ..., xn, y) = (a1, ..., an, an+1), ∂σ∂Xn+1 =
f et α = f(a1, ..., an+1). On conside`re δn+1 ∈ o˜ et on pose ²′i = ²iα2 . Soit
P ∈ R[A1, ..., An+1, E1, ..., En, X] tel que
P = σ(A1+f(A1, ..., An)2.E1, ..., An+f(A1, ..., An)2.En, An+1)−σ(A1, ..., An+1)
+
i=ord(σ)∑
i=1
∂σ
∂Xn+1
(A1+f(A1, ..., An)2.E1, ..., An+f(A1, ..., An)2.En, An+1).
1
i!
.f(A1, ..., An)i.Xi
On utilise f(A1, ..., An)2 afin de “prolonger” de fac¸on C∞ σ au bord de son pave´
de de´finition. Ainsi
P (a1, ..., an+1, ²′1, ..., ²
′
n, X) = σ(a1 + ²1, ..., an + ²n, an+1 +X)− σ(a1, ..., an+1)
Il existe un polynoˆme Q ∈ R[A1, ..., An+1, E1, ..., En, X] tel que P = f2.Q ; de
plus ∂Q∂X (0) 6= 0. De ce fait, on a φ ∈ L∞,2n+2 telle que
Q(A1, ..., An+1, E1, ..., En, φ(A1, ..., An+1, E1, ..., En, Y )) = Y
sur un voisinage standard de 0. On pose ²n+1 = φ(a1, ..., an+1, ²′1, ..., ²
′
n,
δ
α2 ) ; on
obtient ainsi le re´sultat escompte´.
proposition
Proposition 2.3.14 . Soit M une n-matrice ouverte en (x1, ..., xn), toute per-
mutation des applications composant M donne une matrice ouverte.
Soient (x1, ..., xn) une famille stable et (y, ²) ∈ o∗+ × o∗+, dans la suite, on utili-
sera uniquement les transformations suivantes, a` une permutation pre`s, pour
passer de (x1, ..., xn, y) a` (x1, ..., xn, ²) :
A) y = ²i.xi11 ...x
in
n avec (i, i1, ..., in) ∈ Nn+1 et i 6= 0
B) y = σ(x1, ..., xn, ²) avec σ ∈ L∞,n+1 tel que ∂σ∂Xn+1 (0) 6= 0
C) y = a.xi11 ...x
in
n + ².x
i1
1 ...x
in
n avec a ∈ R∗ et (i1, ..., in) ∈ Nn
Notons M la matrice de passage de (x1, ..., xn, y) a` (x1, ..., xn, ²), c’est-a`-dire
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(x1, ..., xn, ²) ¹M (x1, ..., xn, y).
Dans les trois cas, A, B et C, M est inversible, pseudo-stable et ouverte en
(x1, ..., xn, y) d’apre`s la proposition 2.3.12. De plus, on a les re`gles suivantes :
1) (x1, ..., xn, y) inde´pendante et transformationA→ (x1, ..., xn, ²) inde´pendante
2 (x1, ..., xn, y) stable avec y lie´ a` (x1, ..., xn) et transformation A, B et C
→ (x1, ..., xn, ²) stable
Ainsi les matrices conside´re´es dans la suite ne seront que des produits de telles
matrices ; on laissera souvent le soin de ve´rifier que les matrices sont suivant le
cas ouvertes, stables, inversibles ou pseudo-stables et que les famille obtenues
sont stables (en utilisant ce fait et les propositions 2.3.11, 2.3.12 ou 2.3.14).
Quelques explications
On introduit les e´le´ments fortement lie´s pour les raisons suivantes. On va rai-
sonner dans la suite, par re´currence sur le nombre d’e´le´ments ; ainsi on conside`re
(x1, ..., xn) stable, c’est-a`-dire sympathique, et on prend y un infinite´simal quel-
conque.
¦ Soit y peut s’exprimer graˆce a` une famille stable de taille p ≤ n+ 1
¦ Soit non.
Si on se trouve dans le premier cas, on peut continuer la re´currence ; par contre,
dans le second cas, il faut travailler. Or le second cas correspond justement au
cas ou` y est fortement lie´.
La relation entre stabilite´ et fortement lie´ est donne´e par la proposition 2.4.7 : si
(x1, ..., xn) est stable et y est lie´ a` (x1, ..., xn), y est fortement lie´ a` (x1, ..., xn).
Il faut rapprocher cette proposition de la proposition 2.5.11 : si (x1, ..., xn) est
stable et y est inde´pendant de (x1, ..., xn), (x1, ..., xn, y) est stable.
De ce fait, au final, on fera des raisonnements sur l’inde´pendance de y par rap-
port a` la famille (x1, ..., xn).
2.4 De´singularisation C∞
Les re´sultats de la partie 2.4 sont locaux, c’est-a`-dire que sauf mention contraire,
on ne s’inte´resse qu’aux germes de termes en 0.
Proposition 2.4.1 . Soit (x1, ..., xn) une famille d’infinite´simaux strictement
positifs inde´pendants et E = (ti)i∈I un ensemble de termes de L∞,n0 (P ), non
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tous nuls ; il existe (a1, ..., an) une famille inde´pendante telle que (a1, ..., an) ¹PM
(x1, ..., xn) avec M ouverte en (x1, ..., xn) et
∀i ∈ I ti(x1, ..., xn) = am11 ...amnn .si(a1, ..., an)
avec (m1, ...,mn) ∈ Nn, si ∈ L∞,n(Q) (Q e´tant un pave´ basique) et ∃k ∈
I sk(0) 6= 0.
Preuve : On va utiliser une me´thode proche du polygoˆne de Newton. Comme
la famille est inde´pendante, on sait que {xp11 ...xpnn }, (p1, ..., pn) ∈ Nn, est anti-
bien ordonne´ pour la valuation. Soit A une partie de Nn, on pose I(A) =
{xj11 ...xjnn ; (j1, ..., jn) ∈ A}. I(supp(E)) posse`de un unique plus grand e´le´ment
pour la valuation qui est aussi son plus grand e´le´ment pour l’ordre : on note cet
e´le´ment xa11 ...x
an
n =M. On va raisonner en deux e´tapes.
Etape 1.
On va transformer une famille {x1, ..., xn, ..., xm} inde´pendante en une autre
famille inde´pendante afin de changer un quotient
xa11 ...x
an
n
x
an+1
n+1 ...x
am
m
∈ o
avec des puissances entie`res, en un simple produit.
Pour ce faire, on de´finit l’ordre de la fraction rationnelle X
a1
1 ...X
an
n
X
an+1
n+1 ...X
am
m
comme
e´tant la somme des ai (1 ≤ i ≤ m). Si le quotient conside´re´ est de´ja` un produit
simple, il n’y a rien a` faire. Sinon on pose ² = x1xn+1 si ce quotient appartient
a` o, ou ² = xn+1x1 dans l’ autre cas. Dans les deux cas, on remplace par ²,
soit x1 soit xn+1 suivant le cas conside´re´, dans le quotient de de´part. Le nou-
veau quotient obtenu avec ² abaisse l’ordre. On a ainsi que la nouvelle famille
(², x2, ..., xn+1) ou (x1, ..., xn−1, ²) suivant les cas conside´re´, est inde´pendante et
soit (², x2, ..., xn+1) ¹PM (x1, ..., xn), soit (x1, ..., xn−1, ²) ¹PM (x1, ..., xn), pour
une matrice M qui est ouverte par le cas A.
Comme l’ordre est un entier, en recommenc¸ant cette ope´ration suffisamment de
fois : on arrive a` la fin a` un simple produit.
Etape 2.
On conside`re sur Nn l’ordre R suivant :
(k1, ..., kn)R(k′1, ..., k′n)↔ k1 ≤ k′1 ∧ ... ∧ kn ≤ k′n
On sait que tout ensemble de Nn posse`de un nombre fini d’e´le´ments minimaux
pour cette relation d’ordre. Il en va donc de meˆme pour supp(E). On note Min
l’ensemble des e´le´ments minimaux de supp(E).
Graˆce a` l’e´tape 1, on transforme tour a` tour les quotients x
i1
1 ...x
in
n
M avec (i1, ..., in) ∈
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Min, en de simples produits. On remarque pour ce faire que si (u1, ..., un) ¹P
(v1, ..., vn), un produit de puissances entie`res de vi reste un produit de puis-
sances entie`res de ui. Maintenant, une fois toutes les transformations sur Min
re´alise´es, les quotients x
j1
1 ...x
jn
n
M avec (j1, ..., jn) ∈ supp(E) ont tous e´te´ change´s
en produits simples, car ils se de´composent en un produit de xi et un quotient
x
i1
1 ...x
in
n
M avec (i1, ..., in) ∈Min.
On obtient ainsi une nouvelle famille (u1, ..., un) ¹P (x1, ..., xn) inde´pendante,
telle que
∀v ∈ I(A) v =M.uq11 ...uqnn
avec (q1, ..., qn) ∈ Nn
En appliquant le lemme 2.1.8 a1 + ...+ an fois comme dans la preuve de 2.2.6,
on obtient la proposition.
proposition
Proposition 2.4.2 . Soit (x1, ..., xn, y1, ..., ym) une famille stable telle que
xp11 ...x
pn
n
yq11 ...y
qm
m
∈ o
(p1, ..., pn, q1, ..., qm) ∈ Q∗+n+m
il existe (u1, ..., un+m), une famille stable telle que (u1, ..., un+m) ¹PM (x1, ..., xn, y1, ..., ym)
et
xp11 ...x
pn
n
yq11 ...y
qm
m
= ur11 ...u
rn+m
n+m
avec (r1, ..., rn+m) ∈ Nn+m et M ouverte en (x1, ..., xn, y1, ..., ym).
Preuve : Soit Q = x
p1
1 ...x
pn
n
y
q1
1 ...y
qm
m
∈ o, avec (p1, ..., pn, q1, ..., qm) ∈ Q∗+n+m ; on pose
pi = aibi et qi =
a′i
b′i
, les ai, bi, a′i, b
′
i e´tant entiers non nuls. Le re´sultat a` mon-
trer est une version de l’e´tape 1 de la proposition pre´ce´dente ou` “inde´pendant”
est remplace´ par “stable”. C’est plus complique´ parce qu’il peut arriver ici que
xi
yj
∈ O∗, autrement dit xi et yj ont meˆme valuation. D’ou` l’e´tape 2 ci-dessous.
Etape 1.
On transforme tout d’abord ce quotient de puissances rationnelles en quotient
de puissances entie`res. Pour ce faire, on commence par poser v1 = x
1
b1
1 ; on rem-
place ainsi x1 par v1. On a bien (v1, x2, ..., xn) ¹P (x1, ..., xn) et donc aussi,
par 2.2.4, que (v1, x2, ..., xn) est stable. De plus, la puissance de v1 dans le quo-
tient est entie`re. On proce`de de la meˆme fac¸on pour remplacer un a` un tous
les xi par vi puis tous les yi par wi. De ce fait, on obtient a` la fin une famille
(v1, ..., vn, w1, ..., wm) ¹P (x1, ..., xn), qui est stable et telle que
Q = v
a1
1 ...v
an
n
w
a′1
1 ...w
a′m
m
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Le quotient est donc un quotient de puissances entie`res.
Etape 2.
On conside´re le cas particulier ou` tous les ui et les wi ont meˆme valuation
et ou` a1 = ... = an = a′1 = ... = a
′
m = α ; on a que
Q = ( v1...vn
w1...wm
)
α
On remplace un a` un wi par w′i = w
1
n.m
i . On a ainsi que (v1, ..., vn, w
′
1, ..., w
′
m) ¹P
(x1, ..., xn, y1, ..., ym) et, par 2.2.4, que cette nouvelle famille est stable. Et
Q = ( v1, ..., vn
w′1
m.n...w′m
m.n )
α
On remplace maintenant tour a` tour vi par v′i =
vi
w′1
m...w′mm
. Ainsi (v′1, ..., v
′
n, w
′
1, ..., w
′
m) ¹P
(x1, ..., xn, ..., y1, ..., ym) et, par 2.2.4, la famille (v′1, ..., v
′
n, w
′
1, ..., w
′
m) est stable.
De plus
Q = (v′1...v′n)α
On obtient ainsi la proposition dans ce cas particulier.
Etape 3.
On revient au cas ge´ne´ral obtenu a` la fin de l’e´tape 1 :
Q = v
a1
1 ...v
an
n
w
a′1
1 ...w
a′m
m
On va raisonner par re´currence a` la fois : sur le nombre - infe´rieur a` m + n -
d’e´le´ments de la famille stable intervenant effectivement (avec un exposant ai
ou a′i non nul) dans ce quotient ; et sur l’ordre a1 + ... + an + a
′
1 + ... + a
′
m de
ce quotient.
En effet, on va utiliser deux modes de transformation :
1) si il existe vi et wj tels que vi et wj n’ont pas la meˆme valuation, on proce`de
comme dans l’e´tape 1 de la proposition pre´ce´dente, ce qui permet d’abaisser
l’ordre.
2) si il existe vi et wj tels que vaii et w
a′j
j n’ont pas la meˆme valuation, on pose
d’abord wj = νaij et ensuite vi = µi.ν
a′j
j . Par 2.2.4, la nouvelle famille obtenue
en remplac¸ant wj par νj et vi par µi est stable et ¹P a` (v1, ..., vn, w1, ..., wm).
De plus, en effectuant le remplacement dans le quotient, on constate que seul
l’e´le´ment µi reste apre`s simplifications. On a donc abaisse´ le nombre d’e´le´ments
utilise´s dans le quotient (meˆme si la famille conserve m+ n e´le´ments).
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Maintenant, si tous les vi et les wj ont meˆme valuation et tous les vaii et les
w
a′j
j ont meˆme valuation, on se trouve dans le cas de l’e´tape 2, ce qui conclut.
De ce fait, en effectuant l’e´tape 3 plusieurs fois, soit on abaisse suffisamment le
nombre d’e´le´ments du quotient pour arriver a` n’utiliser plus qu’un seul e´le´ment,
et dans ce cas, la proposition est prouve´e, soit on reste “bloque´” au niveau du
nombre d’e´le´ments employe´s et dans ce cas on abaisse l’ordre, jusqu’a` conclure,
comme dans la proposition pre´ce´dente. Dans tous les cas, on arrive au re´sultat
escompte´.
proposition
Proposition 2.4.3 . Soit (x1, ..., xn) une famille stable de M et E = (ti)i∈I
un ensemble de termes de L∞,n0 (P ), non tous nuls (I peut eˆtre infini) ; il existe
(a1, ..., an) une famille stable telle que (a1, ..., an) ¹M (x1, ...., xn) avec M ou-
verte en (x1, ..., xn) et
∀i ∈ I ti(x1, ..., xn) = am11 ...amnn .si(a1, ..., an)
avec (m1, ...,mn) ∈ Nn, si ∈ L∞,n(Q) avec Q basique et ∃k ∈ I sk(0) 6= 0.
Preuve. On va raisonner par re´currence sur le nombre d’e´le´ments de la famille
stable (x1, ..., xn). Si n = 1, la proposition est vraie par 2.4.1 applique´ a` la
famille inde´pendante {x1}. Dans la suite on suppose qu’elle est vraie pour les
rangs infe´rieurs ou e´gaux a` n.
De´finition 2.4.4 . Soit E = (ti)i∈I un ensemble de termes (n+ 1)-aires, C∞
autour de 0 ; E posse`de un ordre s’il existe i0 ∈ I et n ∈ N tels que ∂
nti0
∂Y n (0) 6= 0 ;
on appellera ordre de E, qu’on notera ord(E), le plus petit entier n pour lequel
il existe i0 ∈ I ve´rifiant la proprie´te´ ci-dessus.
En particulier, on dira que t ∈ L∞,n+1 posse`de un ordre si {t} posse`de un ordre ;
on notera ord(t), l’ordre de {t}.
Les preuves des trois lemmes qui suivent vont utiliser l’hypothe`se de re´currence
en cours : que la proposition 2.4.3 est vraie pour toute famille stable a` n e´le´ments.
Lemme 2.4.5 . Soient (x1, ..., xn) une famille stable de M et E = (ti)i∈I un
ensemble de termes de L∞,n+10 (P×[u, v]), non tous nuls ; il existe (a1, ..., an) une
famille stable telle que (a1, ..., an) ¹M (x1, ..., xn) avec M ouverte en (x1, ..., xn)
et
∀i ∈ I ti(x1, ..., xn, .) = am11 ...amnn .si(a1, ..., an, .)
sur [u, v], avec (m1, ...,mn) ∈ Np, ∀i ∈ I si ∈ L∞,n+1(Q × [u, v]) avec Q
basique, et tel qu’un des sk posse`de un ordre.
Preuve : On sait qu’il existe i ∈ I tel que ti n’est pas nul donc, graˆce a` la
multiplicite´ finie, il existe j ∈ N tel que ∂jti
∂Xjn+1
(X1, ..., Xn, 0) est non nul sur
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P . On utilise alors l’hypothe`se de re´currence de 2.4.3 pour n, applique´e a` l’en-
semble { ∂jti
∂Xjn+1
(X1, ..., Xn, 0); (i, j) ∈ I×N} et a` la famille stable (x1, ..., xn). On
obtient ainsi qu’il existe (a1, ..., an) une famille stable telle que (a1, ..., an) ¹M
(x1, ...., xn) avec M ouverte en (x1, ..., xn) et
∀(i, j) ∈ I × N ∂
jti
∂Xjn+1
(x1, ..., xn, 0) = am11 ...a
mn
n .si,j(a1, ..., an)
avec (m1, ...,mn) ∈ Nn, si ∈ L∞,n(P ′) et ∃k ∈ I sk(0) 6= 0.
On utilise ensuite le lemme 2.2.6 pour les fonctions ∂
jti
∂Xjn+1
(M ⊕ 0).
lemme
Remarque 2.4.6 . La famille (ti) est C∞ sur le meˆme pave´ basique P ; dans
les preuves de la proposition 2.4.3 et du lemme 2.4.8, on ne pre´cisera pas
les domaines de C-infinite´ des fonctions obtenues aux diffe´rents niveaux des
de´monstrations. Cependant, dans ces preuves le lecteur devra s’assurer que le
nombre de transformations du pave´ P initial est fini, ce qui permet d’affirmer
que la famille finale est C∞ sur un meˆme pave´ Q.
On va avoir aussi besoin d’un lemme reliant la notion de stabilite´, de liaison et
de liaison forte.
Lemme 2.4.7 . Soient (x1, ..., xn, y) une famille stable ; si y est lie´ a` (x1, ..., xn),
y est fortement lie´ a` (x1, ..., xn).
Preuve : Supposons que y est lie´ a` (x1, ..., xn) mais n’est pas fortement lie´ a`
(x1, ..., xn) : il existe une famille stable (a1, ..., an) ¹M (x1, ..., xn), µ inde´pendant
de (x1, ..., xn) ou nul et φ ∈ L∞,n+1 tels que y = φ(a1, ..., an, µ). D’apre`s 2.4.5,
applique´ a` {φ}, on sait qu’il existe une famille stable (b1, ..., bn) ¹ (a1, ..., an)
telle que
φ(a1, ..., an, µ) = bm11 ...b
mn
n .s(b1, ..., bn, µ)
avec s ∈ L∞,n+1, (m1, ...,mn) ∈ Nn et ord(s) = d.
Ainsi, par Taylor d’ordre d applique´ a` s
y = bm11 ...b
mn
n .
i=d−1∑
i=0
∂is
∂Y i
(b1, ..., bn, 0).
1
i!
.µi + λ.µd
avec λ ∈ O∗. On pose g(X1, ..., Xn, Y ) = Y − Xm11 ...Xmnn .s(X1, ..., Xn, 0),
g(b1, ..., bn, y) n’est pas lie´ a` (b1, ..., bn) donc n’est pas lie´ a` (x1, ..., xn, y). Or
g n’est pas localement nul en (b1, ..., bn, y) donc (b1, ..., bn, y) n’est pas stable, ce
qui implique que (x1, ..., xn, y) n’est pas stable.
lemme
Lemme 2.4.8 . Soient E = (ti)i∈I , un ensemble de termes de L∞,n+10 (P ) tel
que ord(E) = d ≥ 1, (x1, ..., xn) une famille stable et y ∈ o, tels qu’on se trouve
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dans un des deux cas suivants :
1) (x1, ..., xn, y) est stable et y est lie´ a` (x1, ..., xn)
2) I est fini et y est fortement lie´ a` (x1, ..., xn)
alors il existe M ∈ On(x1, ..., xn, y), stable dans le premier cas et pseudo-stable
dans le deuxie`me, telle que (a1, ..., an, ²) ¹M (x1, ..., xn, y) et
∀i ∈ I ti(x1, ..., xn, y) = ap11 ...apnn .ui(a1, ..., an, ²)
avec
ord(uk(X1, ..., Xn, Y )) < d
pour un certain k ∈ I et ui ∈ L∞,n+1(Q) (Q ⊂ P ).
Preuve :
Partie 1
Soit j ∈ I tel que ord(tj) = d ; comme ∂
dtj
∂Xdn+1
(0) 6= 0, par les axiomes de
de´finition implicite C∞ de T , il existe une application φ ∈ L∞,n telle que
∂d−1tj
∂Xd−1n+1
(X1, ..., Xn, φ(X1, ..., Xn)) est localement nul. On pose µ = y−φ(x1, ..., xn)
ou µ = φ(x1, ..., xn) − y, de fac¸on a` avoir µ ≥ 0. (Dans la suite on supposera,
pour fixer les ide´es, que y = φ(x1, ..., xn) + µ) On remarque que
∂d−1tj
∂Xd−1n+1
(x1, ..., xn, y) =
∂d−1tj
∂Xd−1n+1
(x1, ..., xn, φ(x1, ..., xn))+µ.
∂dtj
∂Xdn+1
(x1, ..., xn, φ(x1, ..., xn))+µ.ζ
avec ζ ∈ o. Ainsi µ est de meˆme valuation que ∂d−1tj
∂Xd−1n+1
(x1, ..., xn, y)
Comme y = φ(x1, ..., xn) + µ, que l’on soit dans le cas 1 ou 2, µ n’est pas
nul et est lie´ a` {x1, ..., xn}.
Partie 2
Ainsi µ = α.xq11 ...x
qn
n avec (q1, ..., qn) ∈ Qn et α ∈ O∗. D’apre`s la proposi-
tion 2.4.2, il existe une famille stable (u1, ..., un) ¹N (x1, ..., xn) avec N ouverte
en (x1, ..., xn) telle que µ = α.u
p1
1 ...u
pn
n , avec (p1, ..., pn) ∈ Nn. On note a la
partie standard de α et on pose ² = µ − a.up11 ...upnn ou ² = a.up11 ...upnn − µ, de
fac¸on a` avoir ² ≥ 0 (Dans la suite, on supposera que µ = a.up11 ...upnn − ²). ² est
donc de valuation strictement infe´rieure a` celle de µ ; de plus, ² 6= 0.
En effet, si ² = 0 alors y = φN(u1, ..., un) + a.u
p1
1 ...u
pn
n , ce qui est impossible
dans le cas 1 ou 2.
Partie 3
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On pose pour i ∈ I,
si(X1, ..., Xn, Xn+1) = ti(N ⊕ (φN + a.Xp11 ...Xpnn +Xn+1))
De ce fait, pour i ∈ I et p ∈ N
∂psi
∂Xpn+1
(u1, ..., un, ²) =
∂pti
∂Xpn+1
(x1, ..., xn, y)
on a donc
∂d−1si
∂Xd−1n+1
(u1, ..., un, ²) =
∂d−1si
∂Xd−1n+1
(u1, ..., un, 0) + ².λ
avec λ ∈ O.
Comme val(²) < val( ∂
d−1tj
∂Xd−1n+1
(x1, ..., xn, y)),
val(
∂d−1sj
∂Xd−1n+1
(u1, ..., un, ²)) = val(
∂d−1sj
∂Xd−1n+1
(u1, ..., un, 0))
Comme ² 6= 0, les termes ∂d−1si
∂Xd−1n+1
ne sont pas tous nuls ; ainsi, par hypothe`se de
re´currence, il existe une famille stable (v1, ..., vn) ¹S (u1, ..., un), telle que
∀i ∈ I ∂
d−1si
∂Xd−1n+1
(u1, ..., un, 0) = vm11 ....v
mn
n .gi(v1, ..., vn)
avec gi ∈ L∞,n tel qu’un certain gk ne s’annule pas en 0 et (m1, ...,mn) ∈ Nn.
De ce fait,
val(vm11 ....v
mn
n ) ≥ val(
∂d−1sj
∂Xd−1n+1
(u1, ..., un, 0)) ≥ val(∂
d−1sj
∂Xd−1n+1
(u1, ..., un, ²)) > val(²)
On a donc ²′ = ²
v
m1
1 ....v
mn
n
∈ o∗+ et on conside`re, pour i ∈ I
σi(X1, ..., Xn+1) = si(S ⊕ (Xn+1.Xm11 ....Xmnn ))
Ainsi pour p ∈ N,
∂pσi
∂Xpn+1
(v1, ..., vn, ²′) = (vm11 ....v
mn
n )
p.
∂psi
∂Xpn+1
(u1, ..., un, ²)
De plus :
? pour p ≥ d,
∂pσi
∂Xpn+1
(v1, ..., vn, 0) = (vm11 ....v
mn
n )
d.hi,p(v1, ..., vn)
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avec hi,p = (V m11 ...V
mn
n )
p−d. ∂
psi
∂Xpn+1
(S⊕Id)(V1, ..., Vn, 0) ou` Id de´signe l’identite´
pour la dernie`re variable.
? pour p = d− 1, par le choix de v1,...,vn
∂pσi
∂Xpn+1
(v1, ..., vn, 0) = (vm11 ....v
mn
n )
d.gi(v1, ..., vn)
avec l’un des gi non nul en 0.
Partie 4
On applique l’hypothe`se de re´currence a` l’ensemble de termes F suivant
{ ∂
pσi
∂Xpn+1
(X1, ..., Xn, 0); i ∈ I ∧ p < d− 1} ∪ {(Xm11 ....Xmnn )d}
et a` la famille stable (v1, ..., vn) ; il existe donc une famille stable (w1, ..., wn) ¹T
(v1, ..., vn) telle que, pour tout terme t ∈ F
t(v1, ..., vn) = wl11 ...w
ln
n .θt(w1, ..., wn)
avec θt ∈ L∞,n tels qu’un certain θt ne s’annule pas en ze´ro et (l1, ..., ln) ∈ Nn.
On pose
ωi(X1, ..., Xn+1) = σi(T ⊕ Id)
On a ainsi que
∀(i, p) ∈ I × N ∂
pωi
∂Xpn+1
(w1, ..., wn, 0) = wl11 ...w
ln
n .ki,p(w1, ..., wn)
avec :
? pour p ≥ d, ki,p = θ(Xm11 ....Xmnn )d .hi,p.
? pour p = d− 1, ki,p = θ(Xm11 ....Xmnn )d .gi.
? pour p ≤ d− 1, ki,p = θ ∂pσi
∂X
p
n+1
(X1,...,Xn,0)
.
Il existe ainsi i ∈ I et p ≤ d − 1 tels que ki,p(0) 6= 0, ce qui permet d’affir-
mer, graˆce au lemme 2.4.5 que (ωi)i∈I est d’ordre infe´rieur ou e´gal a` d− 1.
lemme
On peut maintenant revenir sur la de´monstration de la proposition 2.4.3. L’hy-
pothe`se de re´currence sur n dit que 2.4.3 est vraie pour une famille stable
(x1, ..., xn) ; il reste a` le montrer pour une famille stable (x1, ..., xn+1). La pro-
position 2.4.1 permet de l’affirmer si la famille conside´e est inde´pendante. On
conside`re donc une famille stable (x1, ..., xn+1) qui n’est pas inde´pendante ; une
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permutation de la famille permet de supposer que xn+1 est lie´ a` {x1, ..., xn}. Et
(x1, ..., xn) est stable, par 2.2.2. On conside`re le processus suivant.
Processus
1) D’apre`s le lemme 2.4.5, il existe une famille stable (a1, ..., an) ¹M (x1, ..., xn)
telle que
∀i ∈ I ti(x1, ..., xn, .) = am11 ...amnn .si(a1, ..., an, .)
sur un intervalle [u, v], avec (m1, ...,mn) ∈ N, si ∈ L∞,n+1(Q× [u, v]) pour i ∈ I
et tel qu’un des si posse`de un ordre d. Si d = 0, la re´currence s’arreˆte, sinon on
passe a` l’e´tape suivante.
2) Comme xn+1 est lie´ a` (x1, ..., xn), il l’est a` (a1, ..., an) ; d’apre`s le lemme 2.4.7,
xn+1 est alors fortement lie´ a` (a1, ..., an) ; on peut appliquer le lemme 2.4.8. Il
existe donc N stable et ouverte telle que (b1, ..., bn, bn+1) ¹N (a1, ..., an, xn+1)
et
∀i ∈ I si(a1, ..., an, xn+1) = bp11 ...bpnn .ui(b1, ..., bn, bn+1)
avec ord((ui)) < d
3) En posant N = (σ1, ..., σn, σ), on a
∀i ∈ I ti(x1, ..., xn, y) = σ1(b1, ..., bn)m1 ...σn(b1, ..., bn)mn .bp11 ...bpnn .ui(b1, ..., bn, bn+1)
D’apre`s l’hypothe`se de re´currence applique´e a` l’ensemble
{σ1(X1, ..., Xn)m1 ...σn(X1, ..., Xn)mn .Xp11 ...Xpnn } en (b1, ..., bn), il existe une ma-
trice S stable et ouverte telle que (c1, ..., cn) ¹S (b1, ..., bn) et
σ1(b1, ..., bn)m1 ...σn(b1, ..., bn)mn .b
p1
1 ...b
pn
n = c
l1
1 ...c
ln
n .v(c1, ..., cn)
avec v ∈ L∞,n tel que v ne s’annule pas en ze´ro. On pose σi = v.ui(S⊕ Id) : on
a ainsi ord((σi)) < d.
4) On sait que la famille d’arrive´e (c1, ..., cn, bn+1) est stable et que bn+1 est
lie´ a` (c1, ..., cn). On peut donc reprendre le processus avec cette famille et les
applications σi.
On re´ite`re le processus autant de fois qu’il le faut pour obtenir a` la fin un
ordre nul.
proposition
Corollaire 2.4.9 . Soit (ti)1≤i≤p un ensemble fini de termes de L∞,n+1, non
tous nuls et soit y fortement lie´ a` une famille stable (x1, ..., xn) alors il existe M
ouverte et pseudo-stable en (x1, ..., xn, y) telle que (a1, ..., an) ¹M (x1, ..., xn, y)
et pour tout 1 ≤ i ≤ p
ti(x1, ..., xn, y) = am11 ...a
mn
n .hi(a1, ..., an, ²)
avec hi ∈ L∞,n+1 tels qu’un des hi ne s’annule pas en 0 et (m1, ...,mn) ∈ Nn.
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Remarque 2.4.10 . La preuve de 2.4.3 e´tablit en passant que les lemmes 2.4.5
et 2.4.7 sont vrais pour tout n ∈ N.
Quelques explications.
Comme d’habitude dans la de´singularisation des fonctions, on utilise les ide´es
d’Hensel. Soit t un terme C∞ autour de 0, n + 1-aire et (x1, ..., xn, y) des infi-
nite´simaux. On a par Taylor
t(x1, ..., xn, y) = t(x1, ..., xn, 0) + y.
∂t
∂Y
(x1, ..., xn, 0) + ....
On veut diviser par le plus gros des ∂
it
∂Y i (x1, ..., xn, 0) afin d’avoir une de´rive´e
de t par rapport a` Y non nulle en 0 et de pouvoir appliquer le the´ore`me des
fonctions implicites.
Malheureusement, on ne peut pas diviser comme on veut ; il faut donc arriver
a` trouver un diviseur commun a` tous les ∂
it
∂Y i (x1, ..., xn, 0), c’est la proposition
2.4.3.
Ensuite, une fois la division effectue´e, on utilise les ide´es classiques de re´currence
sur l’ordre de t, c’est le lemme 2.4.8.
Comme pour l’instant on ne connaˆıt pas le lien entre inde´pendance et stabilite´,
on est oblige´ de travailler paralle`lement avec ces deux notions ; c’est pourquoi
jusqu’a` la proposition 2.5.11, on de´montre, par des techniques un peu diffe´rentes,
les meˆmes propositions pour les familles inde´pendantes et les familles stables.
Ainsi on a les correspondances suivantes :
Stabilite´ ————————- Inde´pendance
Proposition 2.4.3 —————- Proposition 2.4.1
Proposition 2.5.7 —————- Proposition 2.5.9
2.5 Transformation des termes
Proposition 2.5.1 . Soient (t1, t2) ∈ L∞,n+1 × L∞,n+1, non nuls, (x1, ..., xn)
une famille stable et y ∈ o∗+, fortement lie´ a` (x1, ..., xn), tels que t1(x1,...,xn,y)t2(x1,...,xn,y) ∈
o ; alors il existe M ∈ Pn(x1, ..., xn, y) ∩ On+1(x1, ..., xn, y) et η ∈ L∞,n+1
tels que t1M(a1, ..., an, ²) = η(a1, ..., an, ²).t2M(a1, ..., an, ²), avec (a1, ..., an) =
M−1(x1, ..., xn).
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Preuve : On utilise le corollaire 2.4.9 ; ainsi il existeM ouverte et pseudo-stable
en (x1, ..., xn, y) telle que (a1, ..., an, ²) ¹M (x1, ..., xn, y) et pour i ∈ {1, 2}
ti(x1, ..., xn, y) = am11 ...a
mn
n .hi(a1, ..., an, ²)
avec hi ∈ L∞,n+1 tels qu’un des hi ne s’annule pas en 0 et (m1, ...,mn) ∈ Nn.
Si h2 s’annule en 0, alors h1 ne s’annule pas en 0 et ainsi
t1(x1,...,xn,y)
t2(x1,...,xn,y)
/∈ o ; de
ce fait, h2 ne s’annule pas en 0. On pose η = h1h2 .
proposition
Lemme 2.5.2 . Soient t ∈ L∞,n+1, alors :
1) si {x1, ..., xn+1} est une famille inde´pendante, t(x1, ..., xn+1) = 0→ t = 0
2) si (x1, ..., xn) est stable et y ∈ o∗+ inde´pendant de {x1, ..., xn}, t(x1, ..., xn, y) =
0→ t = 0
3) si (x1, ..., xn) est stable et y ∈ o∗+ est fortement lie´ a` (x1, ..., xn), t(x1, ..., xn, y) =
0→ t = 0
Preuve : Les deux premie`res assertions sont imme´diates : il suffit d’utiliser
la formule de Taylor a` tous les ordres ; l’assertion 3 est une conse´quence du
corollaire 2.4.9.
lemme
Corollaire 2.5.3 . Soit (s, t) ∈ L∞,n+1 × L∞,n+1 ; dans chacun des 3 cas du
lemme 2.5.2, si s(x1, ...., xn, y) = t(x1, ..., xn, y) alors s et t sont localement
e´gaux.
De´finition 2.5.4 . Soit (s, t) ∈ Ln × Ln ; s ∼ t si s et t sont e´gaux sur un
voisinage de 0 de la forme
∏
1≤i≤n]0, ai[, avec ai ∈ R∗+.
Lemme 2.5.5 . Soient (f1, ..., fp) ∈ L∞,n+1, (x1, ..., xn) une famille stable et
y ∈ o∗+, fortement lie´ a` (x1, ..., xn), tels que fi(x1, ..., xn, y) > 0 ; alors il existe
M pseudo-stable et ouverte en (x1, ..., xn, y) telle que fiM > 0 sur un voisinage
de 0 de la forme
∏
1≤i≤n]0, ai[, avec ai ∈ R∗+.
Preuve : On pose f = f1...fp ; d’apre`s le corollaire 2.4.9, il existe M pseudo-
stable et ouverte en (x1, ..., xn, y) telle que
fM(a1, ..., an, ²) = a
p1
1 ...a
pn
n .h(a1, ..., an, ²)
avec (p1, ..., pn) ∈ Nn et (a1, ..., an, ²) = M−1(x1, ..., xn, y). Cette relation est
localement vraie, par le corollaire 2.5.3 ; elle entraˆıne que le produit f1...fp est
localement e´gal a` une fonction strictement positive. Le lemme est ainsi de´montre´.
lemme
Corollaire 2.5.6 . SoientM1, ...,Mp des n+1-matrices, (x1, ..., xn) une famille
stable et y ∈ o∗+, fortement lie´ a` (x1, ..., xn), tels que Mi(x1, ..., xn, y) > 0 ; il
existe N pseudo-stable et ouverte en (x1, ..., xn, y) telle que MiN est positive.
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Proposition 2.5.7 . Soit t ∈ Ln+1 ; pour toute famille stable (x1, ..., xn), pour
tout y ∈ o∗+ fortement lie´ a` (x1, ..., xn) et pour toute matriceM ∈ Pn(x1, ..., xn, y)∩
On+1(x1, ..., xn, y), si t(x1, ..., xn, y) ∈ O, il existe N ∈ Pn(M−1(x1, ..., xn, y))∩
On+1(M−1(x1, ..., xn, y)) et il existe f ∈ L∞,n+1 tel que tMN ∼ f ; sinon il
existe N ∈ Pn(M−1(x1, ..., xn, y)) ∩ On+1(M−1(x1, ..., xn, y)) et il existe f ∈
L∞,n+1 tel que 1tMN ∼ f .
Preuve : Pour chaque t ∈ Ln, il existe un terme du langage dont t est l’in-
terpre´tation ; on va ainsi raisonner sur la hauteur d’un quelconque des termes
qui de´finissent t. On suppose dans la suite que (x1, ..., xn, y) satisfait les condi-
tions de la proposition et que la proposition vraie pour les termes de hauteur
h ∈ N.
Lemme 2.5.8 . Soient t1, ..., tp p termes de hauteur h et M une matrice de
Pn(x1, ..., xn, y), il existe une (n + 1)-matrice N ∈ Pn(M−1(x1, ..., xn, y)) ∩
On+1(M−1(x1, ..., xn, y)) telle qu’il existe p termes de L∞,n+1, f1, ..., fp tels
que tiMN ∼ fi ou 1tiMN ∼ fi, suivant si ti(x1, ..., xn, y) ∈ O ou non.
Preuve : On raisonne par re´currence sur p. Le lemme est imme´diat pour
p = 1. On conside`re donc (p + 1) termes, t1, ..., tp+1 ; pour i ≤ p + 1, si
de´signe tiM ou 1tiM selon le cas conside´re´. On sait, par hypothe`se de re´currence,
qu’il existe N convenable telle que siN ∼ gi avec gi ∈ L∞,n+1 pour i ≤ p.
De plus,par la proposition 2.5.7, il existe P convenable telle que sp+1NP ∼
gp+1, avec gp+1 ∈ L∞,n+1. On note I la matrice identite´. D’apre`s le corol-
laire 2.5.6, applique´ a` I et P , il existe Q ∈ Pn(P−1N−1M−1(x1, ..., xn, y)) ∩
On+1(P−1N−1M−1(x1, ..., xn, y)) telle queQ et PQ soient positives. Ainsi siNPQ ∼
giPQ et sp+1NPQ ∼ gp+1Q, ce qui conclut.
lemme
On peut revenir a` la de´monstration de la proposition. On a plusieurs cas a`
conside´rer, suivant le type de construction du terme.
Cas 1. h = 0 et t ∈ L∞,n+1.
Comme M est C∞, il suffit de poser N = I.
Cas 2. Les racines 1p -ie`me pour p ∈ N∗.
Soient t un terme de hauteur h et M ∈ Pn(x1, ..., xn, y) ∩ On+1(x1, ..., xn, y) ;
on va supposer, sans restreindre la ge´ne´ralite´ que t(x1, ..., xn, y) ∈ O, car les ra-
cines p-ie`me commutent avec l’inverse. On pose tM = s. On proce`de en 5 e´tapes.
1) On sait qu’il existe N convenable telle que sN ∼ f avec f ∈ L∞,n+1. Si f est
nulle, le terme t
1
pMN ∼ 0 et on conclut ; sinon, f(N−1M−1(x1, ..., xn, y)) 6= 0.
Si t(x1, ..., xn, y) /∈ o, alors f(0) 6= 0. Ainsi soit f(0) < 0 et p est pair, donc
t
1
pMN ∼ 0, ce qui conclut, soit f(0) > 0 ou p est impair. Dans ce cas, comme
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f
1
p ∈ L∞,n+1, t 1pMN ∼ f 1p , ce qui conclut. Dans la suite on conside`re les cas
restants.
2) D’apre`s le lemme 2.5.5, il existe P convenable telle que fP est de signe
constant sur un voisinage strictement positif de 0.
3) En appliquant le corollaire 2.5.6 a` I et P , il existeQ ∈ Pn(P−1N−1M−1(x1, ..., xn, y))
telle que Q et PQ sont positives. Ainsi sNPQ ∼ fPQ ; donc sNPQ est de signe
constant sur un voisinage strictement positif de 0.
On en de´duit que si p est pair et t(x1, ..., xn, y) < 0, s
1
pNPQ ∼ 0, ce qui
conclut. On se place maintenant dans les autres cas.
4) D’apre`s le corollaire 2.4.9, il existe R ∈ Pn(Q−1P−1N−1M−1(x1, ..., xn, y)
telle que fPQR ≡ Xq11 ...Xqnn .h(X1, ..., Xn, Xn+1) avec (q1, ..., qn) ∈ Nn et h1 ∈
L∞,n+1 qui ne s’annule pas en 0 ; on pose S = (σ1, ..., σn+1) avec pour 1 ≤ i ≤ n,
σi = X
2.p
i et σn+1 = Xn+1. Ainsi S ∈ Pn(R−1Q−1P−1N−1M−1(x1, ..., xn, y)).
De ce fait, il existe g ∈ L∞,n+1 tel que fPQRS = g2.p car h1 ne s’annule pas
en 0.
5) Il existe de`s lors T ∈ Pn(S−1R−1Q−1P−1N−1M−1(x1, ..., xn, y)) telle que
RST est positive ; ainsi sNPQRST ∼ g2.pRST , donc t 1pMNPQRST ∼ g2RST ,
ce qui conclut.
Cas 3. L’application inverse.
Soit t un terme de hauteur h et M ∈ Pn(x1, ..., xn, y) ; on pose s = tM . Si
t(x1, ..., xn, y) ∈ O, alors en raisonnant comme pre´ce´demment, il existe N ∈
Pn(M−1(x1, ..., xn, y)) telle que soit sN ∼ 0, soit sN ∼ f avec f ∈ L∞,n+1, de
signe constant sur les positifs. Dans le premier cas, 1sN ∼ 0 ; autrement 1sN ∼ 1f .
Si t(x1, ..., xn, y) /∈ O, il existe N ∈ Pn(M−1(x1, ..., xn, y)) telle que sN ∼ 1f
avec f ∈ L∞,n+1 et f de signe constant sur les positifs. Ainsi 1sN ∼ f .
Cas 4. La somme.
Soient t1 et t2 deux termes de hauteur h et M ∈ Pn(x1, ..., xn, y) ; on pose
s = (t1 + t2)M . Si t1(x1, ..., xn, y) ∈ O et t2(x1, ..., xn, y) ∈ O alors il existe
N ∈ Pn(M−1(x1, ..., xn, y)) telle que sN ∼ f avec f ∈ L∞,n+1.
Si t1(x1, ..., xn, y) ∈ O et t2(x1, ..., xn, y) /∈ O, il existeN ∈ Pn(M−1(x1, ..., xn, y))
telle que t1MN ∼ f et t2MN ∼ 1g avec (f, g) ∈ L∞,n+1 × L∞,n+1 et g
de signe constant sur les positifs. Ainsi sN ∼ f.g+1g ; comme g ∈ L∞,n+10 ,
g
1+f.g ∈ L∞,n+1, ce qui conclut.
Si t1(x1, ..., xn, y) /∈ O et t2(x1, ..., xn, y) /∈ O, il existeN ∈ Pn(M−1(x1, ..., xn, y))
telle que t1MN ∼ 1f et t2MN ∼ 1g avec (f, g) ∈ L∞,n+10 et de signe constant
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sur les positifs. Ainsi sN ∼ f+gf.g . Soit il existe P ∈ Pn(N−1M−1(x1, ..., xn, y))
telle que sNP ∼ 0, soit on utilise la proposition 2.5.1 pour conclure.
Cas 5. Le produit.
On raisonne de la meˆme fac¸on que pour la somme.
Cas 6. La composition par g ∈ L∞,p(P ).
Soient t1, ..., tp, p termes de hauteur h et M ∈ Pn(x1, ..., xn, y). On pose si =
tiM . Si il existe i0 ≤ p tel que ti0(x1, ..., xn, y) est en dehors de la projec-
tion de P sur la i0-ie`me coordonne´s, il existe N ∈ Pn(M−1(x1, ..., xn, y) telle
que si0N reste en dehors sur un voisinage strictement positif de 0 ; ainsi il
existe R ∈ Pn(N−1M−1(x1, ..., xn, y)) telle que g(s1NR, ..., spNR) ∼ 0. Autre-
ment, on sait qu’il existe N ∈ Pn(M−1(x1, ..., xn, y) telle que siN ∼ fi avec
fi ∈ L∞,n+1 et fi − fi(0) de signe constant sur les positifs. De ce fait, on pose
ϕ = g(f1(X21 , ..., X
2
n+1), ..., fp(X
2
1 , ..., X
2
n+1)) ; ainsi ϕ ∈ L∞,n+1. On obtient
donc en posant S = (X21 , ..., X
2
n+1) : g(s1NS, ..., spNS) ∼ ϕ.
proposition
Proposition 2.5.9 . Soient t ∈ Ln+1 ; alors pour toute famille inde´pendante
(x1, ..., xn) et pour toute matrice M ∈ Pn(x1, ..., xn)∩On+1(x1, ..., xn), il existe
N ∈ Pn(M−1(x1, ..., xn))∩On+1(M−1(x1, ..., xn)) telle que si t(x1, ..., xn) ∈ O,
il existe f ∈ L∞,n+1 tel que tMN ∼ f , sinon tMN ∼ 1f .
Preuve : Il suffit de reprendre tous les raisonnements depuis le de´but de la
partie 2.5 mais en utilisant la proposition 2.4.1 au lieu de la proposition 2.4.3.
proposition
Corollaire 2.5.10 . Soit (x1, ..., xn) une famille inde´pendante ; alors (x1, ..., xn)
est stable.
Proposition 2.5.11 . Soit (x1, ..., xn) une famille stable et y ∈ o∗+ inde´pendant
de {x1, ..., xn} ; la famille (x1, ..., xn, y) reste stable.
Preuve : On raisonne par re´currence sur le nombre d’e´le´ments de la famille
stable. La proposition est imme´diate pour n = 0. De plus, graˆce au corollaire
pre´ce´dent, on peut supposer qu’un des xi est lie´ a` (x1, ..., xi−1, xi+1, ..., xn, y).
De ce fait, graˆce a` l’hypothe`se de re´currence et au lemme 2.4.7, xi est fortement
lie´ a` (x1, ..., xi−1, xi+1, ...xn, y). On peut donc conclure a` l’aide de la proposition
2.5.7 et du corollaire 2.4.9.
lemme
Proposition 2.5.12 . Soient (x1, ..., xn) une famille stable, y ∈ o, tel que y
n’appartient pas a` la structure engendre´e par (x1, ..., xn) et t ∈ Ln+1, tel que
t(x1, ..., xn, y) ∈ o ; il existe une matrice M ouverte en (x1, ..., xn, y) telle que
tM ∼ f avec f ∈ L∞,n+1.
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Preuve : On peut supposer y > 0. Si y est fortement lie´ a` (x1, ..., xn), la
proposition est vraie graˆce a` la proposition 2.5.7. Sinon y = φ(a1, ..., an, ²) ou`
(a1, ..., an) ¹M (x1, ..., xn), avec M ouverte, φ ∈ L∞,n et ² inde´pendant de
{a1, ..., an} ou nul. Comme y n’appartient pas a` la structure engendre´e par
(x1, ..., xn), ² est non nul. Si (a1, ..., an, ²) est une famille inde´pendante, la
proposition est vraie graˆce a` la proposition 2.5.9. Sinon, comme (a1, ..., an) est
stable, il existe ai qui est fortement lie´ aux autres e´le´ments. La proposition 2.5.7
permet de conclure.
proposition
The´ore`me 2.5.13 . Soit (x1, ..., xn) ∈ o∗+× ...×o∗+ ; il existe une famille stable
(a1, ..., ap) telle que (a1, ..., ap) ¹ (x1, ..., xn) avec p ≤ n.
Preuve : On raisonne par re´currence sur le nombre d’e´le´ments de la famille.
Le the´ore`me est imme´diat pour n = 1. Soit (x1, ..., xn, y) des infinite´simaux
strictement positifs ; par hypothe`se de re´currence, il existe une famille stable
(a1, ..., ap) ¹ (x1, ..., xn) (p ≤ n). Si y n’est pas fortement lie´ a` (a1, ..., ap)
alors il existe une famille stable (b1, ..., bp) ¹M (a1, ..., ap) avec M ouverte et
il existe ² ∈ o+ inde´pendant de (b1, ..., bp) ou nul, tels que y = φ(b1, ..., bp, ²)
avec φ ∈ L∞,n+1. Si ² = 0, on conclut ; sinon comme (b1, ..., bp, ²) reste stable,
on conclut aussi. On suppose maintenant que y est fortement lie´ a` (a1, ..., ap).
Soit t ∈ Lp+1, en utilisant la proposition 2.5.7 puis le corollaire 2.4.9, il existe
M ∈ Pp(a1, ..., ap, y) et M ouverte telle que tM ∼ 0 ou tM(c1, ..., cp, ²) =
cm11 ...c
mp
p .h(c1, ..., cp, ²) avec (c1, ..., cp, ²) ¹M (a1, ..., ap, y), (m1, ...,mp) ∈ Np
et h ∈ L∞,p+1 qui ne s’annule pas en 0. Dans le premier cas, le terme t est
localement nul en (a1, ..., ap, y), car M est ouverte ; autrement, comme y est
fortement lie´ a` (a1, ..., ap) et que (c1, ..., cp) ¹ (a1, ..., ap), t(a1, ..., ap, y) est lie´ a`
{a1, ..., ap}, par choix de M .
theoreme
Corollaire 2.5.14 . Soient (x1, ..., xn) une famille stable, y ∈ o et t ∈ Ln+1
tel que t n’est pas localement nul en (x1, ..., xn, y) ; si t(x1, ..., xn, y) = 0 alors y
appartient a` la structure engendre´e par (x1, ..., xn).
Preuve : Supposons que y n’appartienne pas a` la structure engendre´e par
(x1, ..., xn) ; y est fortement lie´ a` (x1, ..., xn) sinon le terme serait localement
nul en (x1, ..., xn). Il existe ainsi une matrice M ∈ Pn(x1, ..., xn, y) telle que
tM(c1, ..., cp, ²) = cm11 ...c
mp
p .h(c1, ..., cp, ²) avec (c1, ..., cp, ²) =M−1(x1, ..., xn, y)
et h qui ne s’annule pas en 0. Cette condition e´tant impossible, on conclut.
proposition
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Chapitre 3
Conse´quences
mode`le-the´oriques
3.1 Construction de plongements
Les trois faits suivants re´sultent aise´ment de l’o-minimalite´ et de l’e´limination
des quantificateurs dans les corps re´els clos.
Fait 3.1.1 . Soient A un corps re´els clos et K et L deux corps ordonne´s tels
que A se plonge dans K par i et dans L par j ; soient X un ensemble, σ1, une
application de X dans K et σ2, une application de X dans L tels que :
∀n ∈ N ∀P ∈ A[X1, ..., Xn] ∀(x1, ..., xn) ∈ Xn P (σ1(x1), ..., σ1(xn)) = 0 (
respectivement > 0) ↔ P (σ2(x1), ..., σ2(xn)) = 0 ( respectivement > 0)
Il existe un plongement k du corps engendre´ par les σ1(x), x ∈ X, dans L
tel que k(σ1(x)) = σ2(x) et k ◦ i = j.
Fait 3.1.2 . Soient A un corps re´els clos et B un corps ordonne´s tel que A se
plonge dans B par i ; il existe une ultrapuissance A de A telle que B se plonge
dans A par j avec j ◦ i e´gal au plongement canonique de A dans A.
Fait 3.1.3 . Soient A un corps re´els clos et B et K deux corps ordonne´s tels
que A se plonge dans B par i et dans K par j ; il existe L un corps ordonne´
tel que B se plonge dans L par k et tel que K se plonge dans L par k′, avec
k ◦ i = k′ ◦ j. De plus, en vertu du fait 2, on peut supposer que L est une
ultrapuissance de A et que k ◦ i est le plongement canonique de A dans L.
Proposition 3.1.4 . SoientM un mode`le de T et J une famille stable deM de
taille n, il existe, iJ , un plongement de corps deM dans R, une ultrapuissance
de R, tel que iJ restreint a` R est e´gal au plongement canonique de R dans R et
tel que :
∀t ∈ L∞,n iJ(t(x1, ..., xn)) = t(iJ(x1), ..., iJ(xn))
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ou` le t du deuxie`me membre est l’interpre´tation canonique de t dans R.
Preuve : On raisonne par re´curence sur la taille de la famille J . Pour n = 0,
l’initialisation est imme´diate.
On conside`re ainsi une famille stable de taille n + 1, que l’on ordonne et note
(x1, ..., xn, xn+1), avec xn+1 le plus petit. On sait qu’il existe une famille stable
(a1, ..., ap) avec p ≤ n telle que (a1, ..., ap) ¹M (x1, ..., xn). Par hypothe`se de
re´currence, on a construit i(a1,...,ap). Soit t ∈ L∞,n+1 ; on a, graˆce a` Taylor :
∀ p ∈ N |ia1,...,an(t(x1, ..., xn+1))− t(ia1,...,ap(x1), ..., ia1,...,ap(xn+1))| ≤ xpn+1
Si t(x1, ..., xn+1) > 0 alors t(x1, ..., xn+1) est lie´ a` {x1, ..., xn+1} ; de ce fait,
t(ix1,...,xn(x1), ..., ix1,...,xn(xn)) > 0. Si maintenant, t(x1, ..., xn+1) = 0, t est
localement nul dans R donc t est nul en (ia1,...,ap(x1), ..., ia1,...,ap(xn+1)). En
appliquant le fait 3.1.1, suivi du fait 3.1.2 et 3.1.3, on peut conclure.
proposition
Corollaire 3.1.5 . Soient M un mode`le de T et (x1, ..., xn) une famille d’in-
finite´simaux de M ; il existe jx1,...,xn un plongement de corps de M dans R,
et une ultrapuissance de R telle que j restreint a` R est e´gal au plongement
canonique de R dans R et telle que :
∀t ∈ L∞,n jx1,...,xn(t(x1, ..., xn)) = t(jx1,...,xn(x1), ..., jx1,...,xn(xn))
Preuve : On suppose sans restreindre la ge´ne´ralite´ que tous les xi sont non nuls.
On sait qu’il existe une famille stable (a1, ..., ap) ¹ (x1, ..., xn). Ainsi d’apre`s la
proposition pre´ce´dente, on conclut en posant jx1,...,xn = ia1,...,ap .
corollaire
Corollaire 3.1.6 . SoientM un mode`le de T et (x1, ..., xn) une famille d’e´le´ments
de M, il existe kx1,...,xn un plongement de corps de M dans R, et une ultra-
puissance de R telle que kx1,...,xn restreint a` R est e´gal au plongement canonique
de R dans R et telle que :
∀t ∈ L∞,n kx1,...,xn(t(x1, ..., xn)) = t(kx1,...,xn(x1), ..., kx1,...,xn(xn))
Preuve : Si un des xi est infiniment grand, kx1,...,xn est e´gal a` n’importe quel
plongement de corps de M dans R ; car pour t ∈ L∞,n, t(x1, ..., xn) = 0.
Sinon on pose xi = ai + ui.²i avec ai ∈ R, ui ∈ {−1, 1}, ²i ∈ o+. On pose ainsi
kx1,...,xn = j√²1,...,√²n
(On utilise les
√
²i afin de pouvoir conside´rer la fonction s ci-dessous ; s permet
de prolonger de fac¸on C∞ la fonction t au bord de son pave´ de de´finition.)
En effet, soit t ∈ L∞,n(P ), on a trois cas possibles. Si un des xi est en dehors
de P , il en va de meˆme de j√²1,...,√²n(xi) ; donc on conclut dans ce cas. Si tous
les ai sont dans l’inte´rieur de P , on conclut aussi par de´finition de j√²1,...,√²n .
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Enfin si un des ai est sur le bord de P et si tous les xi sont dans P , on pose
s(X1, ..., Xn) = t(a1 + u1.X21 , ..., an + un.X
2
n). Ainsi s ∈ L∞,n ; de plus
j√²1,...,√²n(t(x1, ..., xn)) = j√²1,...,√²n(s(
√
²1, ...,
√
²n)) =
s(j√²1,...,√²n(
√
²1), ..., j√²1,...,√²n(
√
²n)) = t(j√²1,...,√²n(x1), ..., j√²1,...,√²n(xn))
corollaire
Proposition 3.1.7 . Soit M un mode`le de T , il existe un L-plongement de M
dans une ultrapuissance de R qui pre´serve les re´els.
Preuve : La proposition est imme´diate d’apre`s le corollaire pre´ce´dent.
proposition
3.2 Cloˆture existentielle
Dans la suite, on conside`re un mode`leM de T qui se plonge dans les conditions
de la proposition pre´ce´dente dans une ultrapuissance R de R. On assimileraM
et son image dans R.
Proposition 3.2.1 . Soient (x1, ..., xn) ∈Mn∩on et y ∈ R∩o. Soit t ∈ Ln+1 ;
si t(x, y) = 0 (respectivement t(x, y) > 0), il existe (u, v) ∈ M2 tel que pour
tout w ∈ R compris entre u et v, t(x,w) = 0 (respectivement t(x,w) > 0).
Preuve : Si y appartient a` M, on conclut ; ainsi dans la suite de la preuve, on
suppose que y /∈ M. Il existe tout d’abord une famille stable de R, (a1, ..., ap)
(p ≤ n), telle que (a1, ..., ap) ≤ (x1, ..., xn) ; ainsi il existe M une matrice telle
que (x1, ..., xn) =M(a1, ..., ap) et ai appartient a`M. On pose s(X1, ..., Xp, Y ) =
t(M(X1, ..., Xn), Y ). On a deux cas a` envisager.
Cas 1. t(x, y) = 0.
Si s n’est pas localement nul en (a1, ..., ap, y), y appartient a` la structure en-
gendre´e par (a1, ..., ap) donc appartient a` M, ce qui est exclu. Ainsi s est lo-
calement nul en (a1, ..., ap, y) ; on conside`re donc U , le plus grand ouvert de
Rp+1 qui contient (a1, ..., ap, y), sur lequel s est nul et tel que la trace de U
sur la droite (a1, ..., ap, Y ) est convexe. On note X, la trace de U sur la droite
(a1, ..., ap, Y ). On peut supposer que X est borne´, sans restreindre la ge´ne´ralite´.
Comme X est de´finissable, X posse`de une borne supe´rieure v et infe´rieure u. On
peut supposer aussi que u et v sont infinite´simaux sans restreindre la ge´ne´ralite´.
On ne va s’occuper que de u, le cas de v e´tant similaire. On va montrer que
u ∈M. Supposons que u /∈M. Alors il existe une matrice N , telle que sN ∼ f
ou` f ∈ L∞,n+1. L’image de N contient ainsi un ouvert V tel que (α0, u) ∈ V ;
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or U ∩ V 6= ∅. Ainsi f est nulle sur f−1(U ∩ V ) qui est un ouvert non vide. De
ce fait f est localement nulle ce qui implique que s est nul sur V , ce qui est
impossible.
Cas 2. t(x, y) > 0.
On sait qu’il existe une matrice N telle que sN ∼ f avec f ∈ L∞,n+1. Ainsi il
existe un ouvert contenant (a1, ..., ap, y) tel que s est strictement positif sur cet
ouvert. Comme pre´ce´demment, on conside`re U , le plus grand ouvert de Rp+1
qui contient (a1, ..., ap, y), sur lequel s est strictement positif et tel que la trace
de U sur la droite (a1, ..., ap, Y ) est convexe. De la meˆme manie`re, on se place
dans le cas ou` U posse`de une borne infe´rieure u. Si u /∈ M, il existe une ma-
trice P telle que sP ∼ g avec g ∈ L∞,n+1. Par continuite´ de g, s(a1, ..., ap, u)
est nul ou strictement positif. Si s(a1, ..., ap, u) = 0, comme s ne peut pas eˆtre
localement nul en (a1, ..., ap, ), u ∈ M. Autrement si s(a1, ..., ap, u) > 0 comme
pre´ce´demment, cette condition est incompatible avec l’hypothe`se de maximalite´
de U .
proposition
Corollaire 3.2.2 . M est existentiellement clos dans la the´orie T .
The´ore`me 3.2.3 . T est mode`le-comple`te et T est e´quivalente a` TR.
Preuve : Soient M et N deux mode`les de T tels que M se plonge dans N .
Comme N se plonge dans une ultrapuissance R de R et comme M est existen-
tiellement clos dans R, il existe une extension e´le´mentaire deM dans laquelle N
se plonge ; de ce fait, T est mode`le-comple`te. Pour ces raisons, T est e´quivalente
a` TR.
theoreme
Corollaire 3.2.4 . T admet l’e´limination des quantificateurs, est o-minimale
et toutes les fonctions de´finissables dans T sont polynoˆmialement borne´es.
Preuve : On va utiliser pour ce faire la proposition suivante plus ge´ne´rale ; on
pourra par exemple consulter [CK] ou [P] pour plus de de´tails.
Proposition 3.2.5 . Soit T une the´orie universelle et mode`le-comple`te ; T ad-
met l’e´limination des quantificateurs.
Preuve : On note L le langage de la the´orie T et pour n ∈ N∗ fixe´, on pose
L′ = L∪{c1, ..., cn}, ou` c1,...,cn sont n nouvelles constantes. SoitM un mode´le
de T et (a1, ..., an) ∈Mn ; on note < a > la structure engendre´e par (a1, ..., an)
dans M et D(a) l’ensemble des conse´quences sans quantificateurs de < a >,
dans le langage L′. (< a >, a1, ..., an) est une L′-structure ; de plus, comme T
est universelle et mode`le-comple`te, une L′-structure N satisfait T ∪D(a) si et
seulement si N |= T et < a > se plonge dans N .
Soit F [X1, ..., Xn] une formule de L telle que (M, a1, ..., an) |= F [X1, ..., Xn] ; (<
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a >, a1, ..., an) |= F (c1, ..., cn) et comme T est universelle et mode´le-comple`te,
tout mode´le de T∪D(a) satisfait F (c1, ..., cn). Ainsi F (c1, ..., cn) est une conse´quence
de T∪D(a). Il existe donc une formule φ(c1, ..., cn) deD(a) telle que F (c1, ..., cn)
est e´quivalente a` φ(c1, ..., cn) pour la the´orie T .
proposition
De l’e´limination des quantificateurs, on tire l’o-minimalite´ et la borne polynoˆmiale
sur les fonctions de´finissables graˆce a` la quasi-analycite´.
corollaire
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Chapitre 4
Conclusion
Nous donnons des exemples de questions pose´ees par la the`se.
Les premie`res questions portent sur le caracte`re constructif des preuves de la
the`se.
Question 1. Peut-on restreindre les constantes utilise´es dans la classe F , de
fac¸on a` ne plus conside´rer R tout entier ?
Comme on peut le constater, R entier est utilise´ dans la construction de la
classe F . L’utilite´ de R re´side dans le fait que R est toujours re´siduel dans ses
extensions de corps ordonne´s. Cet argument est important dans la partie 2.6.
Le proble`me est qu’ainsi, on ne peut pas parler de re´cursivite´. Or la me´thode
de de´singularisation donne´e semble constructive et on aimerait pouvoir formali-
ser cette ide´e. Il faut donc pour cela restreindre les constantes de F . Le candidat
naturel pour ce remplacement est la cloˆture existentielle du vide par F et les
fonctions implicites. La question 1 est ainsi relie´e a` la suivante.
Question 2. Quelle est la complexite´ du diagramme simple de la cloˆture du vide
par F et les fonctions implicites.
On est aussi amene´ a` se demander si les arguments employe´s dans cette the`se
sont ge´ne´ralisables a` des classes de fonctions plus grosses.
Question 3. Peut-on ge´ne´raliser les re´sultats de la the`se (e´limination des quan-
tificateurs et o-minimalite´) a` des classes F ⊂ C∞(]0, 1]n) ?
Les classes de fonctions de Puiseux sont o-minimales [M]. Nous essayons ac-
tuellement d’obtenir aussi des re´sultats d’e´limination des quantificateurs dans
ces classes.
On peut aussi poser la question suivante encore plus ge´ne´rale.
Question 4. Peut-on e´tendre les re´sultats de la the`se a` toutes les classes F
telles que RF est o-minimale et polynoˆmialement borne´e ?
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Une re´ponse positive mettrait a` pied d’oeuvre pour la question ouverte sui-
vante.
Question 5. Existe-il une classe de fonctions E telle que RE est o-minimale
et polynoˆmialement borne´e mais ne satisfaisant pas la de´composition en cellules
C∞ ?
On sait de´ja` qu’il existe des classes de fonctions E telles que RE est o-minimale
et polynoˆmialement borne´e mais ne satisfait pas la de´composition en cellules
analytiques [vdDRS].
Alors que cette the`se se limite a` des cas polynoˆmialement borne´s, depuis la
de´couverte de l’o-minimalite´ de l’exponentielle [W], e´norme´ment de travaux sur
l’exponentielle re´elle ont e´te´ lance´s ([vdDMM] par exemple).
Question 6. Peut-on e´tendre les me´thodes quand on ajoute l’exponentielle a` F ?
Cette question est lie´e a` la suivante.
Question 7. Quels types de re´sultats peut-on avoir graˆce aux me´thodes de la
the`se quand on ajoute l’exponentielle, la de´rive´e et la composition comme sym-
boles au langage ?
Ces deux interrogations sont en rapport avec des travaux sur les corps de
transse´ries ([vdH], [MR],...). On espe`re obtenir dans le cadre des structures
ordonne´es des re´sultats analogues a` ceux des the´ories diffe´rentielles classiques,
dans le cadre des corps alge´briquement clos.
Nous revenons maintenant sur des questions concernant directement la construc-
tion de F .
Question 8. Comment construire de fac¸on syste´matique F pour obtenir F
quasi-analytique ?
On a tout d’abord le re´sultat suivant.
Lemme 4.0.6 . Soit F une classe de fonctions C∞ de´finies sur des pave´s ba-
siques telle que la cloˆture de F par R, somme, produit et fonctions implicites
est quasi-analytiques ; alors F est quasi-analytique.
C’est-a`-dire que rajouter la cloˆture par racines n-ie`mes et par division exacte
n’entraˆıne pas de de´ge´ne´rescence de la classe.
On peut enfin se demander comment construire F quasi-analytique a` partir
d’une transse´rie donne´e.
Question 9. Soit ϕ ∈ R[[R]] et Σ l’ensemble des troncages de φ ; a` quelles
conditions peut-on trouver un ensemble de fonctions re´elles F telle que RF est
o-minimale et pour tout ψ ∈ Σ, il existe f ∈ F dont le quotient par les voisinages
positifs de 0 correspond a` ψ.
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