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ON FINITE VOLUME DISCRETIZATION OF INFILTRATION DYNAMICS IN
TUMOR GROWTH MODELS
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Abstract. We address numerical challenges in solving hyperbolic free boundary problems
described by spherically symmetric conservation laws that arise in the modeling of tumor
growth due to immune cell infiltrations. In this work, we normalize the radial coordinate
to transform the free boundary problem to a fixed boundary one, and utilize finite volume
methods to discretize the resulting equations. We show that the conventional finite volume
methods fail to preserve constant solutions and the incompressibility condition, and they
typically lead to inaccurate, if not wrong, solutions even for very simple tests. These
issues are addressed in a new finite volume framework with segregated flux computations
that satisfy sufficient conditions for ensuring the so-called totality conservation law and the
geometric conservation law. Classical first-order and second-order finite volume methods
are enhanced in this framework. Their performance is assessed by various benchmark tests
to show that the enhanced methods are able to preserve the incompressibility constraint
and produce much more accurate results than the conventional ones.
1. Introduction
Modeling the tumor growth due to immune cell infiltration using partial differential
equations (PDE) has been an active research area in recent years. One of the earliest papers
addressing this phenomenon from a mathematical point of view is by Evelyn F. Keller and
Lee A. Segel [17], who model the cell movements by Brownian motion and conclude
that they generally move towards a region with high chemoattractant concentration. The
Patlak-Keller-Segel (PKS) chemotaxis system, which describes the interaction between the
cell and the chemoattractant, is then studied both theoretically and numerically by various
authors [1, 3, 11, 23, 18, 9, 6]. Existing literature focuses on solving the PKS system on a
fixed domain; hence they are suitable for describing the cell movements inside the tumor
but not for modeling how the tumor grows. Recently, B. Niu and the authors of the current
paper propose a free boundary model that extends the PKS system to describe the growth
of tumor due to immune cell infiltration [21]. In this model, the immune cells are attracted
by the chemoattractant that usually has higher concentration inside the tumor and enter
the tumor boundary; the mean cell movement velocity is derived by assuming the cells
are incompressible, i.e., the total cell number per unit volume is assumed to be constant.
The incompressibility is a crucial assumption – because the cells have fixed volume, when
immune cells enter through the tumor boundary they need to compete with native ones for
space and eventually promote tumor growth.
It should be noted that treating biological systems as free boundary problems is by no
means new. In the literature, there are numerous successful studies addressing the existence
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and uniqueness of solutions to such PDE systems [5, 8] as well as conducting well-behaved
numerical simulations [16]. We would like to emphasize, however, that these studies rely
on the fact that the same velocity field is used for the advection of all cell species; hence
a characteristic method (in the analytical approach) or a Lagrangian strategy (in the com-
putational approach) can be applied. This is not the case with infiltration dynamics, as
by nature the invading species and the native ones are carried by different velocities. It
is worth mentioning that in a recent work by A. Friedman et al. [13], the authors prove
the global existence and uniqueness of solutions to a free boundary problem that contains
infiltrating species; however, the governing equations therein are of parabolic type, which
is very different from what we’re considering here – because there is no diffusion term for
cell species, the model considered in this paper does not contain regularization and shocks
do occur in the solution process.
Studies on free boundary problems of hyperbolic type that involves infiltration dynam-
ics, to our best knowledge, remain scarce in the literature. In this work, we attempt to
close this gap by proposing a new finite volume framework for the discretization of a gen-
eral class of equations. Particularly, we consider the migration of two categories of cell
species – the cell species belonging to the first category move inside the tumor and will
never cross the boundary, whereas the second category involve all the infiltrating species;
the motion of both types are governed by hyperbolic equations. The methodology is de-
scribed in a very general setting, in the sense that it is not restricted to any particular cell
proliferation, apoptosis, and interaction models. To this end, the method we propose is
suitable for the investigation of any similar systems, such as the plaque development and
the wound healing processes [13, 15, 12]. However, for the ease of statement we set our
context in tumor growth modeling and use the term “cell” to refer to any entities that play
a part in the incompressibility constraint, see Section 2.
In previous work [21], the spherically symmetric free-boundary problem is considered
and solved numerically by first mapping the physical coordinates onto a fixed logical one
and then discretization using the conventional finite volume methods, see also Section 2 for
a brief review of this model. Although the shocks are captured nicely, clear violation of the
incompressibility assumption is observed, especially near the tumor center. A major cause
is that incompressibility is not enforced directly by the model; instead, it is assumed in the
derivation of the velocity equation. In addition, geometrical source terms appear when we
change from the physical coordinate to the logical one; and existing finite volume methods
cannot balance them well, even when the solutions are constants.
To resolve these issues, we investigate a simplified model that easily extends to the
full tumor growth model of [21]. The totality conservation law (TCL) and the geometric
conservation law (GCL) are defined and justified as the criterion for any numerical method
to maintain constant solutions and satisfy the incompressibility condition. The new finite
volume methods are developed in three stages. First, we design a general finite volume
framework for solving the model system, and extend the TCL and GCL to the discrete level,
called DTCL and DGCL, respectively, where the first letter “D” stands for “discrete”. Next,
we propose several consistency properties, so that for any numerical flux that satisfies these
properties, the resulting method will satisfy both DTCL and DGCL. Finally, the classical
first-order upwind method and the second-order MUSCL flux [25] are enhanced according
to these conditions.
The remainder of the paper is organized as follows. In Section 2 we briefly review the
original tumor growth model as well as the incorporation of the incompressibility assump-
tion. Then, a simplified model that captures the most important features is described in
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Section 3. The main results and the proposed methods are derived in Section 4, where we
propose the DTCL and DGCL conditions and prove sufficient conditions for the numerical
method to satisfy these conditions. Extensive numerical tests are provided in Section 5 to
assess the performance of the enhanced methods, which is compared to the existing finite
volume methods. Finally, Section 6 concludes this paper.
2. A Review of the Tumor Growth Model and Its Finite Volume Discretization
In the tumor growth model proposed earlier [21], we consider the movement of glioma
(or cancer) cells, necrotic cells, and immune cells, whose number densities are denoted
by G(r, t), N(r, t), and M(r, t), respectively. Here r is the distance from a point inside
the (spherically symmetric) tumor to the center and t is the time ordinate. The cells are
supposed to be incompressible, in the sense that one expects:
(2.1) G(r, t) + N(r, t) + M(r, t) = θ ,
for some constant θ that designates the total number of cells per unit volume.
The velocities of the cell movements are determined by two aspects. First, because of
the incompressibility assumption each cell takes a fixed volume; hence when the cells are
squeezed they tend to move to the nearby region and eventually cause the tumor to grow
or shrink. The velocity due to the cell-volume-preserving mechanism is denoted by V(r, t),
and it is the solely velocity that is responsible for the movement of glioma cells and necrotic
cells. Second, in addition to V , the immune cells are also guided by the chemoattractant
concentration, as discussed by Evelyn F. Keller and Lee A. Segal [17] in the early 1970s.
The corresponding velocity is denoted by U(r, t), and it is positive related to the gradient
∂A(r, t)/∂r, where A(r, t) is the chemoattractant concentration.
In the spherical coordinates, the equations that govern the cell movements are thusly
given by:
∂G
∂t
+
1
r2
∂
∂r
[
r2GV
]
= f (r, t,G,N,M) ,(2.2a)
∂N
∂t
+
1
r2
∂
∂r
[
r2NV
]
= g(r, t,G,N,M) ,(2.2b)
∂M
∂t
+
1
r2
∂
∂r
[
r2M(V + U)
]
= h(r, t,G,N,M) ,(2.2c)
U = α
∂A
∂r
.(2.2d)
Here α > 0 is a positive parameter that is supposed to be constant; and f ,g,h are source
terms that describe the production and diminishing of the cells. In this paper, we follow the
convention that a single upper case letter denotes a dependent variable to be solved, and a
single lower case letter designates an independent variable or a prescribed function. Our
numerical method will not depend on the particular forms of the source functions; from a
modeling point of view, however, examples of these functions are given below. Let λ and
µ be the self-production and transformation rates of the cancer cells, we have:
(2.2e) f (G,N,M) = λG−µG ;
here µ is the rate at which the cancer cells convert to necrotic cells, which are removed
from the tumor by the rate δ, hence one can model:
(2.2f) g(G,N,M) = µG−δN ;
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and finally if the only way that the immune cells are gone is through their own death, which
happens at the rate ρ, then the source term h can be modeled as:
(2.2g) h(G,N,M) = −ρM .
For more details about the rationale behind these source functions, the readers are referred
to [21] and the references therein.
The equations (2.2a)–(2.2d) are valid for all (r, t) : 0 ≤ r ≤ R(t), where R(t) > 0 is the
radius of the tumor at time t, whose growth is governed by:
(2.2h) R′(t) = V(R(t), t) .
The equation for the velocity field V(r, t) is derived by summing up (2.2a)–(2.2c) and
invoking the incompressibility assumption (2.1):
(2.2i)
1
r2
∂
∂r
[
r2θV + r2UM
]
= f + g + h .
To complete the system, the chemoattractant A is generally secreted by the glioma cells
and subject to the diffusion rate ν and diminishing rate γ:
(2.2j)
∂A
∂t
= ν
1
r2
∂
∂r
[
r2
∂A
∂r
]
+
χmG
β+G
−γA , 0 ≤ r < +∞ .
Note that this equation is valid on the entire domain since the chemoattractant exists in
the entire body, which is supposed to be much larger than the tumor. The indicator func-
tion χ in the second term of the right hand side equals 1 when 0 ≤ r ≤ R(t) and equals 0
otherwisely.
Finally, the governing equation (2.2) is complemented by appropriate initial conditions
for G, N, M, and A such that (2.1) is satisfied, and the following boundary conditions:
∂G(0, t)
∂r
=
∂N(0, t)
∂r
= 0 ,(2.3a)
∂M(0, t)
∂r
= 0 , M(R(t), t) = Mbc(t) if U(R(t), t) < 0 ,(2.3b)
∂A(0, t)
∂r
= 0 , lim
r→+∞A(r, t) = 0 ,(2.3c)
V(0, t) = 0 .(2.3d)
Here the second part of (2.3b) is known as the incoming boundary condition and Mbc is
the prescribed embient number density of immune cells.
2.1. Conservation form in normalized coordinates. To avoid the difficulty of dealing
with a time-varying domain, we cast the equations to the normalized coordinates (η,τ) =
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(R(t)/t, t) and rescale the equations to obtain a conservation system:
∂(η2R2G)
∂τ
+
∂
∂η
[(
V
R
− ηR
′
R
)
η2R2G
]
= η2R2 f (G,N,M)−η2R′RG ,(2.4a)
∂(η2R2N)
∂τ
+
∂
∂η
[(
V
R
− ηR
′
R
)
η2R2N
]
= η2R2g(G,N,M)−η2R′RN ,(2.4b)
∂(η2R2M)
∂τ
+
∂
∂η
[(
V
R
− ηR
′
R
+
U
R
)
η2R2N
]
= η2R2h(G,N,M)−η2R′RM ,(2.4c)
U =
α
R
∂A
∂η
,(2.4d)
1
η2R
∂
∂η
[
η2(θV + UM)
]
= f + g + h ,(2.4e)
for all 0 ≤ η ≤ 1 and τ ≥ 0; and
(2.4f)
∂(η2R2A)
∂τ
+
∂
∂η
[(
−ηR
′
R
)
η2R2A
]
= ν
∂
∂η
(
η2
∂A
∂η
)
+
χmη2R2G
β+G
−γη2R2A−η2R′RA ,
on the domain 0 ≤ η < +∞, τ ≥ 0, and χ is the indicator function that equals 1 when
0 ≤ η ≤ 1 and 0 otherwise. Finally, the radius is evolved as:
(2.4g) R′(τ) = V(1, τ) .
Note that the −η2R′R terms are new, and they appear because of our change of coordinates.
The boundary conditions are given by:
∂G(0, τ)
∂η
=
∂N(0, τ)
∂η
= 0 ,(2.5a)
∂M(0, τ)
∂η
= 0 , M(1, τ) = Mbc(τ) if U(1, τ) < 0 ,(2.5b)
∂A(0, τ)
∂η
= 0 , lim
η→+∞A(η,τ) = 0 ,(2.5c)
V(0, τ) = 0 .(2.5d)
2.2. Finite volume discretization. In previous work, the conservative equations (2.4a)–
(2.4c) and (2.4f) are discretized by the standard finite volume methods, see for exam-
ple [25, 19]. We briefly review the first-order upwind method here as well as introduce
some notations that will be used throughout the paper.
The logical domain η ∈ [0, 1] is divided into Nη uniform intervals1, each of which has
length ∆η = 1/Nη; and we denote the interval faces by η j = j∆η and interval centers by
η j−1/2 = ( j−1/2)∆η. For easy reading, we use the integer subscripts to denote nodal vari-
ables, whereas the half-integer subscripts to denote the variables that are associated with
intervals, such as the interval-averages.
In particular, because the cell numbers are conserved quantities, in the general finite
volume discretization these variables are defined for each interval, and they’re denoted by
G j−1/2, N j−1/2, and M j−1/2, where 1 ≤ j ≤ Nη. Considering in addition the forward-Euler
1To avoid confusion, we reserve the word “cell” exclusively for denoting the cell species; whereas the com-
monly used “cell” in finite volume discretization is referred to as “interval” throughout the paper.
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time integrator and designating the discrete solutions at time step τn by the superscript n,
the general finite volume discretization reads:
(Rn+1)2Gn+1j−1/2− (Rn)2Gnj−1/2
∆τ
+
FG,nj −FG,nj−1
η2j−1/2∆η
= (Rn)2 f nj−1/2−R′nRnGnj−1/2 ,(2.6a)
(Rn+1)2Nn+1j−1/2− (Rn)2Nnj−1/2
∆τ
+
FN,nj −FN,nj−1
η2j−1/2∆η
= (Rn)2gnj−1/2−R′nRnNnj−1/2 ,(2.6b)
(Rn+1)2Mn+1j−1/2− (Rn)2Mnj−1/2
∆τ
+
FM,nj −FM,nj−1
η2j−1/2∆η
= (Rn)2hnj−1/2−R′nRnMnj−1/2 ,(2.6c)
where f nj−1/2 = f (G
n
j−1/2,N
n
j−1/2,M
n
j−1/2) and h
n
j−1/2 and g
n
j−1/2 are similarly computed; the
radius related quantities are:
(2.6d) R′n = VnNη , R
n+1 = Rn +∆τVnNη .
We define the velocity at the nodes, and VnNη is the numerical approaximation to V(1, τ
n),
see also the discussion below (2.8).
The numerical flux FX,nj , where X stands for G, N, or M, is an approximation to the
corresponding flux for X at η j. If we apply the existing finite volume methods to compute
these numerical fluxes, for example, by using the first-order upwind flux, we have:
FG,nj = F upw
VnjRn − η jR′nRn ; η2j−1/2(Rn)2Gnj−1/2, η2j+1/2(Rn)2Gnj+1/2
 ,(2.7a)
FN,nj = F upw
VnjRn − η jR′nRn ; η2j−1/2(Rn)2Nnj−1/2, η2j+1/2(Rn)2Nnj+1/2
 ,(2.7b)
FM,nj = F upw
VnjRn − η jR′nRn + U
n
j
Rn
; η2j−1/2(R
n)2Mnj−1/2, η
2
j+1/2(R
n)2Mnj+1/2
 .(2.7c)
Here the upwind flux is defined as:
(2.8) F upw(W; Xl, Xr) =
 WXl , if W ≥ 0WXr , if W < 0 ,
where the subscripts l and r mean “left” and “right”, respectively, and W is the local ad-
vection velocity at the interval face between the two interval values Xl and Xr.
In (2.7), the velocity variables Vnj and U
n
j , where 0≤ j≤Nη, are collocated at the interval
face η j. Here the velocity V is computed using the integral form of (2.4e):
Vn0 = 0 ,(2.9a)
Vnj =
1
θη2j
j∑
k=1
η2k−1/2R
n( f nk−1/2 + g
n
k−1/2 + h
n
k−1/2)−
1
θ
Unj M
n
j , 1 ≤ j ≤ Nη ,(2.9b)
where M j is computed as the mean of surrounding interval-averaged values: M j = (Mnj−1/2 +
Mnj+1/2)/2, except for the last node, in which case MNη = MNη−1/2. As for the velocity
U, we have Un0 = 0 and U
n
j = α(A
n
j+1/2 − Anj−1/2)/(∆ηRn), where Anj−1/2 is the averaged
chemoattractant concentration on [η j−1, η j]. The chemoattractant concentration is com-
puted by approximating the convective term (2.4f) by straightforward finite volume dis-
cretization and the diffusion term by central difference approximation. Because the only
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Figure 2.1. Solutions to the tumor growth problem.
role of A is to compute the nodal velocities Unj , the method we will propose later is inde-
pendent of how A is computed, as long as the nodal Unj is computable; more details are
provided in the next section.
2.3. A simple case study. Whether (2.1) can be maintained by the solutions to (2.2) re-
mains an open problem, since analytical approach to solve these equations remain difficult.
Nevertheless, one may justify that (2.1) should be respected by adding (2.2a) to (2.2c) to
obtain:
∂Θ
∂t
+
1
r2
∂
∂r
[
r2ΘV + r2MU
]
= f + g + h ,
where Θ = G + N + M; and then incorporating (2.2i):
(2.10)
∂Θ
∂t
+
1
r2
∂
∂r
[
r2(Θ− θ)V
]
= 0 .
Clearly, the equation (2.1), or equivalently Θ ≡ θ is a solution to the latest equation.
In this section, we consider a simple case whose parameters and initial/boundary con-
ditions are given as follows:
• Most diminishing rates are set to zero except for λ, which models the self-production
of the glioma cells:
λ = 1.0 , µ = δ = ρ = 0.0 .
• We normalize the cell number by setting θ = 1.0, and in the chemoattractant equa-
tion:
m = 30.0 , β = 1.0 , γ = 0.0 , ν = 1.0 , α = 1.0 .
• The initial radius is R(0) = 1, and the initial cell numbers are:
G(r,0) = 0.5 , N(r,0) = 0.0 , M(r,0) = 0.5 ,
for all 0 ≤ r ≤ 1 and the initial chemoattractant concentration is:
A(r,0) =
 53 − 16 r2 0 ≤ r ≤ 13
2 e
− 29 (r−1) r ≥ 1
• The boundary condition for M is Mbc = 0.5.
The numerical method of Section 2.2 is used to solve this problem until T = 1.0 with
Nη = 50 uniform intervals and fixed time step size ∆t = 0.005, which satisfies the Courant
stability condition for all steps. The radius growth history and the final cell numbers are
plotted in the left panel and the right panel of Figure 2.1, respectively.
Note that for this problem, N is always zero (and so is our numerical solutions), hence
we clearly observe the violation of incompressibility in the numerical solutions at T = 1.0,
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Figure 2.2. History of the incompressibility constraint violation index dθ.
especially near the tumor center. To make this point clearer, the L1-norm of G + M − 1 is
defined as:
(2.11) dθ(tn)
def
==
∫ R(tn)
0
∣∣∣G(r, tn) + M(r, tn)−1∣∣∣dr ≈ Rn
Nη
Nη∑
j=1
∣∣∣∣Gnj−1/2 + Mnj−1/2−1∣∣∣∣ ,
where Rn ≈ R(tn) is the numerical solution of the radius at tn. The history of dθ is provided
in Figure 2.2, where we observe violation of the incompressibility constraint in increasing
magnitude as t grows. In the rest of the paper, we try to address this issue and investigate
enhancement of existing finite volume methods to improve the numerical results.
3. A Model Problem and The Totality Conservation Law
To make the idea clear, we consider a simplified model instead of the original one. First
of all, only two cell species are considered, namely the glioma cells G and the immune
cells M. Second, noticing that the chemoattractant A is only used to compute the velocity
field U, in this simplified model we treat U as a given velocity field and denote it by u
since it is prescribed; A is thusly ignored altogether. To this end, the governing equations
in spherical coordinate are given by:
∂G
∂t
+
1
r2
∂
∂r
[
r2GV
]
= f ,(3.1a)
∂M
∂t
+
1
r2
∂
∂r
[
r2M(V + u)
]
= h ,(3.1b)
1
r2
∂
∂r
[
r2(V + uM)
]
= f + h , V(0, t) = 0 ;(3.1c)
where 0 ≤ r ≤ R(t) and 0 ≤ t ≤ T ; the radius function R : [0, T ] 7→ R+ satisfies:
(3.1d) R′(t) = V(R(t), t) .
As before, the lower case letters in (3.1) represent prescribed functions:
(3.1e) u = u(r, t,G,M) , f = f (r, t,G,M) , g = g(r, t,G,M) .
We further require that u = 0 at r = 0 for all t ∈ [0, T ].
Note that in (3.1c) there is no θ, comparing to the previous model; indeed, we have
supposed that θ = 1 and require the initial condition to satisfy:
(3.2) G(r,0) + N(r,0) = 1 , ∀ 0 ≤ r ≤ R(0) .
Similar as before, we can define the total number Θ(r, t) = G(r, t) + H(r, t); then the
incompressibility assumption requires Θ ≡ 1. If this holds, we actually have a very con-
venient way to estimate the growth of the tumor. In particular, let C(t) denote the total
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number of cells in the tumor; then on the one hand the assumption Θ ≡ 1 indicates:
(3.3) C(t) =
∫ R(t)
0
4pir2Θ(r, t)dr =
∫ R(t)
0
4pir2dr =
4
3
piR(t)3 ,
hence the rate of change in C(t) is:
(3.4) C′(t) = 4piR′(t)R(t)2 .
On the other hand, the only mechanism such that the new cells can enter the tumor is
through the boundary condition for M at r = R(t):
(3.5) C′(t) = −4piR(t)2u(R(t), t)Mˇ(t) ,
where u is the prescribed infiltration velocity and Mˇ(t) is the flow out of/into the tumor:
(3.6) Mˇ(t) =
{
M(R(t), t) , u(R(t), t) ≥ 0 ;
Mbc(t) , u(R(t), t) < 0 ,
where as before Mbc(t) is the prescribed ambient number of immune cells. Equating (3.4)
and (3.5), we obtain an ODE for R(t):
(3.7) R′(t) = −u(R(t), t)Mˇ(t) ,
which will help us design numerical tests for which the exact tumor growth curve can be
calculated.
3.1. The totality conservation law. Adding (3.1a) and (3.1b) then equating the right hand
side with that of (3.1c), we obtain an analogy of (2.10):
∂(r2Θ)
∂t
+
∂
∂r
[
r2ΘV + r2Mu
]
= r2( f + g) =
∂
∂r
[
r2(V + uM)
]
,
or equivalently:
(3.8)
∂(r2Θ)
∂t
+
∂
∂r
[
r2(Θ−1)V
]
= 0 ,
which admits the solution Θ(r, t) ≡ 1 regardless of the other variables if the initial condi-
tion (3.2) holds.
If we replace one of G and M by their sum Θ, an equivalent PDE system is obtained by
replacing either (3.1a) or (3.1b) by (3.8) without changing the solutions. Hence we expect
the incompressibility constraint G(r, t)+ M(r, t) = Θ(r, t) ≡ 1 in the solutions of the original
system of equations.
Because (3.8) describes the conservation of the sum of the two species, we call it the
totality conservation law or TCL in the context of current work and expect the numerical
method satisfies a discrete version to be specified later.
3.2. The model, TCL, and GCL in normalized coordinate system. Similar as before,
after the coordinate transformation (r, t) 7→ (η,τ) = (r/R(t), t), we obtain the model in the
normalized coordinates:
∂(η2R2G)
∂τ
+
∂
∂η
[(
V
R
− ηR
′
R
)
η2R2G
]
= η2R2 f −η2R′RG ,(3.9a)
∂(η2R2M)
∂τ
+
∂
∂η
[(
V
R
− ηR
′
R
+
u
R
)
η2R2M
]
= η2R2g−η2R′RM ,(3.9b)
1
η2
∂
∂η
[
η2
(V
R
+
u
R
M
)]
= f + g , V(0, t) = 0 ;(3.9c)
10 X. ZENG, M. SALEH, AND J. TIAN
the computational domain is (η,τ) ∈ [0, 1]×[0, T ] for some positive T > 0; and R : [0, T ] 7→
R+ denotes the radious of the spherical domain, which satisfies:
(3.9d) R′(τ) = V(1, τ) .
The lower case letters in (3.9) represent prescribed source terms.
Correspondingly, the equation (3.8) is converted to:
∂(η2R2Θ)
∂τ
− ηR
′
R
∂
∂η
[
η2R2Θ
]
+
1
R
∂
∂η
[
η2R2(Θ−1)V
]
= 0 ,
or equivalently:
(3.10)
∂(η2R2Θ)
∂τ
+
∂
∂η
[
η2R(Θ−1)V
]
− ∂
∂η
[
η3R′RΘ
]
= −η2R′RΘ ,
which is the TCL in the normalized coordinates. In (3.8), both terms vanishes if we set
Θ = 1; whereas in (3.10) setting Θ = 1 yields the identity:
(3.11)
∂(η2R2)
∂τ
+
∂
∂η
[
−η3R′R
]
= −η2R′R .
This equation only involve geometric quantities and it is rooted in using a mesh coordinate
(normalized coordinate system) that is different from the physical one (the radial coordi-
nates). Similar identities are studied in other contexts, especially the arbitrary Lagrangian-
Eulerian (ALE) methods, see for example [10, 22], where it is called the geometric con-
servation law or GCL. In this work, we follow this convention and call (3.11) the GCL
for the free-boundary problem in radial coordinates. At the continuous level, (3.11) holds
naturally; but we will see in a moment that it may not hold at the discrete level. Existing
literature has demonstrated that violating GCL at the discrete level lead to unstable solu-
tions; in this work, we thusly require the proposed method to satisfy a discrete version of
GCL, called the discrete geometric conservation law (DGCL), which will also be specified
in the next section.
4. An Enhanced Finite Volume Method
Neither TCL nor GCL is automatically satisfied by classical finite volume discretiza-
tions. For example to see why GCL could be violated, let us consider a numerical dis-
cretization of (3.11), so that GCL is satisfied discretely, and look at what this discretization
may look like. Using a mesh with Nη uniform intervals and nodal velocities Vnj where
0 ≤ j ≤ Nη, if the straightforward forward Euler time-integrator is used (see for example,
Section 2.2), we have the following formula to update the solutions from tn to tn+1:
1
∆τn
[
η2j−1/2(R
n+1)2−η2j−1/2(Rn)2
]
+ R′nRnD j−1/2
[
−η3
]
= −η2j−1/2R′nRn ,(4.1a)
R′n = VnNη ,(4.1b)
Rn+1 = Rn +∆τnVnNη ,(4.1c)
where (4.1a) collocates at the interval center η j−1/2 andD j−1/2 is the spatial discretization
for ∂η at η j−1/2 as a result of the finite volume discretizations of (3.1). Rearranging (4.1a)
there is:
D j−1/2
[
−η3
]
= −η2j−1/2−
η2j−1/2
∆τn
(Rn +∆τnVnNη )
2− (Rn)2
VnNηR
n = −η2j−1/2−η2j−1/2
2 + ∆τnVnNηRn
 .
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This is a highly undesirable property, because it means that when we apply the chosen
numerical discretization D j−1/2 to a purely geometric quantity −η3, the result needs to
depend on the solutions of both V and R.
An easy way to fix the issue is to make sure that the radius update satisfies:
(4.2) R′n =
(Rn+1)2− (Rn)2
2∆τnRn
,
then (4.1a) reduces to:
(4.3) D j−1/2(−η3) = −3η2j−1/2 ,
which is independent of V and R as desired.
For example, if one wish to update the radius as Rn+1 = Rn + ∆τnR′n, c.f., (4.1c), then it
requires R′n to be computed as R′n = VnNη (1 + (1/2)∆τ
nVnNη/R
n) rather than (4.1b). In this
paper, however, we propose to compute R′n as:
(4.4) R′n =
(
1− 1
4
∆η2
)−1
VnNη ,
and then compute Rn+1 according to (4.2). The motivation is to make sure that our numer-
ical method is compatible with the no-flux biological condition at the moving boundary,
see the discussion after the proof of (4.6).
The preceding case study indicates that we must design the time-integrator carefully;
furthermore, the spatial discretization D j−1/2 needs to compute the derivative of third-
degree polynomials exactly, as required by (4.3).
The rest of this section focuses on constructing finite volume methods that satisfy both
the GCL and TCL in a discrete sense, which is yet to be made precise. To this end, we
follow the same notations as before and denote discrete cell numbers by Gnj−1/2 and M
n
j−1/2,
where 1 ≤ j ≤ Nη, and they represent:
Gnj−1/2 ≈
1
∆ηη2j−1/2(Rn)2
∫ η j
η j−1
η2(Rn)2G(η,τn)dη ,(4.5)
Mnj−1/2 ≈
1
∆ηη2j−1/2(Rn)2
∫ η j
η j−1
η2(Rn)2M(η,τn)dη , 1 ≤ j ≤ Nη ;(4.6)
the discrete velocities are given by:
Vnj ≈ V(η j, τn) , 0 ≤ j ≤ Nη ,(4.7)
unj = u(η j, τ
n) , 0 ≤ j ≤ Nη ,(4.8)
where no special approximation is needed for u since it can be evaluated explicitly, c.f. (3.1e).
The remainder of this section is organized as follows. A general finite volume formu-
lation is provided in Section 4.1 and our main result is given in Section 4.2, where both
DGCL and TGCL are defined and sufficient conditions for numerical methods to satisfy
these conditions are provided. The subsequent sections then focus on various numerical
fluxes that obey these conditions.
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4.1. A general finite volume formulation. The explicit first-order time-accurate finite
volume formulation of (3.9a) and (3.9b) is obtained by integrating these equations over
each interval [η j−1, η j] and then discretizing the time-derivative by forward-Euler method:
η2j−1/2[(R
n+1)2Gn+1j−1/2− (Rn)2Gnj−1/2]
∆τn
+
1
∆η
[
FG,nj −FG,nj−1
]
(4.9)
= η2j−1/2(R
n)2 f nj−1/2−η2j−1/2R′nRnGnj−1/2 ,
η2j−1/2[(R
n+1)2Mn+1j−1/2− (Rn)2Mnj−1/2]
∆τn
+
1
∆η
[
FM,nj −FM,nj−1
]
(4.10)
= η2j−1/2(R
n)2gnj−1/2−η2j−1/2R′nRnMnj−1/2 , 1 ≤ i ≤ Nη .
FG,nj and F
M,n
j are numerical fluxes for G and M at η j, respectively:
FG,nj ≈
(
V
R
− ηR
′
R
)
η2R2G
∣∣∣∣
η=η j, τ=τn
,(4.11)
FM,nj ≈
(
V
R
− ηR
′
R
+
u
R
)
η2R2M
∣∣∣∣
η=η j, τ=τn
.(4.12)
In Section 2.2, the velocities V/R−ηR′/R and V/R−ηR′/R + u/R are used to compute the
two fluxes FGj and F
M
j , respectively. For our problems, however, it is advantageous to
consider each component of the velocity separately; namely, we segregate the numerical
fluxes as:
FG,nj = F
G,n
V, j + F
G,n
R′, j ,(4.13)
FG,nV, j ≈ Vη2RG , FG,nR′, j ≈ −η3R′RG ;
FM,nj = F
M,n
V, j + F
M,n
R′, j + F
M,n
u, j ,(4.14)
FM,nV, j ≈ Vη2RM , FM,nR′, j ≈ −η3R′RM , FM,nu, j ≈ uη2RM .
The velocity equation is obtained similarly as before, but we keep the approximation to
uη2R2M as unspecified:
(4.15) η2jR
nVnj +F
M,n
u, j =
j∑
k=1
∆η
(
η2k−1/2(R
n)2 f nk−1/2 +η
2
k−1/2(R
n)2gnk−1/2
)
.
Here FM,nu, j approximates uη
2R2M at (η j, τn); and the source terms on the right hand side
are computed the same way as those in (4.9) and (4.10). In Section 2.2, FM,nu, j is approxi-
mated by averaging Mnj−1/2 and M
n
j+1/2; as we will see soon, this is a good choice for our
problem.
4.2. Sufficient conditions for DTCL and DGCL. It is fair to assume that we use the
same flux function to compute the numerical fluxes associated with the same velocity,
such as FG,nV, j and F
M,n
V, j ; to this end we suppose:
FX,nV, j = F nj ({Xnj−1/2+k : −l ≤ k ≤ r}, P) ,(4.16)
FX,nR′, j = Fˆ nj ({Xnj−1/2+k : −l ≤ k ≤ r}, Pˆ) ,(4.17)
where l ≥ 0 and r ≥ 1 are fixed numbers denoting the stencil of the flux function, X repre-
sents either species, and the parameter setsP and Pˆ are placeholders for high-resolution
fluxes that are described later.
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We distinguish the flux functionsF nj and Fˆ nj because the former approximates the fluxes
due to a spatially varying velocity V whereas the latter can be interpreted as fluxes due to a
spatially constant velocity R′; furthermore, we maintain the subscript j and the superscript
n in these generic functions to indicate their dependence on the spatial coordinates η, do-
main size Rn, as well as R′n, which are determined independently from the finite volume
discretizations.
For our next purpose, we note that both flux functions are in the form F ({Xnj−1/2+k :
−l ≤ k ≤ r}, · · · ), where the omitted quantities represent the parameters that are the same
when the flux function is applied to compute fluxes for different species, such as G and M,
respectively.
Definition 4.1. The flux function F ({Xnj−1/2+k : −l ≤ k ≤ r}, · · · ) is called additive if for
all X, Y and Z = X + Y:
F ({Xnj−1/2+k : −l ≤ k ≤ r}, · · · ) +F ({Ynj−1/2+k : −l ≤ k ≤ r}, · · · )
= F ( {Znj−1/2+k : −l ≤ k ≤ r}, · · · ) .(4.18)
where the omitted inputs are kept the same in all the three function evaluations.
Furthermore, we define the V-consistency for the flux function F nj of (4.16) and cubic-
preserving for the flux function Fˆ nj of (4.17) as follows.
Definition 4.2. The numerical flux function F nj of (4.16) is V-consistent if for all Vnj :
(4.19) F1,nV, j = η
2
jR
nVnj ,
that is, setting Xnj−1/2+k = 1, ∀k in the right hand side of (4.16) yields η2jRnVnj .
Definition 4.3. The numerical flux function Fˆ nj of (4.17) is cubic-preserving if
(4.20)
1
∆η
(
F1,nR′, j−F1,nR′, j−1
)
= −3η2j−1/2R′nRn .
Note that F X,nR′, j can be treated as the flux for an advection equation with the spatially
constant velocity −R′nRn and convected variable η3X, this will be our basis to construct a
cubic-preserving flux function, see the further discussions in Section 4.5.
The purpose of this section is to derive sufficient conditions such that our method satis-
fies GCL and TCL discretely. To this end, we have the following definitions:
Definition 4.4. The method given by (4.9), (4.10) and (4.15) satisfies the DGCL provided
that: Suppose Mmj−1/2 +G
m
j−1/2 = 1 for all j and m = n,n+1, then we can derive (4.15) from
(4.9) and (4.10).
Definition 4.5. The method given by (4.9), (4.10) and (4.15) satisfies the DTCL if they
lead to a conservative discretization of (3.8).
Now we state the main theorem that will eventually guide us in the construction of the
enhanced numerical methods.
Theorem 4.6. The numerical method given by (4.9), (4.10) and (4.15) satisfies both DGCL
and DTCL if: (1) F nj is additive and V-consistent, (2) Fˆ nj is additive and cubic-preserving,
(3)FM,nu, j = F
M,n
u, j , and (4) R
′n equals the right hand side of (4.2).
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Proof. Adding (4.9) and (4.10) then incorporating (4.15), we have:
η2j−1/2
∆τn
[
(Rn+1)2(Gn+1j−1/2 + M
n+1
j−1/2)− (Rn)2(Gnj−1/2 + Mnj−1/2)
]
+
1
∆η
(
FM,nu, j −FM,nu, j−1
)
1
∆η
(
FG,nV, j + F
M,n
V, j −FG,nV, j−1−FM,nV, j−1
)
+
1
∆η
(
FG,nR′, j + F
M,n
R′, j −FG,nR′, j−1−FM,nR′, j−1
)
= η2j−1/2(R
n)2 f nj−1/2 +η
2
j−1/2(R
n)2gnj−1/2−η2j−1/2R′nRn(Gnj−1/2 + Mnj−1/2)(4.21)
=
Rn(η2jV
n
j −η2j−1Vnj−1)
∆η
+
1
∆η
(
FM,nu, j −FM,nu, j−1
)
−η2j−1/2R′nRn(Gnj−1/2 + Mnj−1/2) .
Define Θnj−1/2 = G
n
j−1/2 + M
n
j−1/2 and Θ
n+1
j−1/2 = G
n+1
j−1/2 + M
n+1
j−1/2 as before; following the
additivity of the fluxes F nj and Fˆ nj we obtain:
FG,nV, j + F
M,n
V, j = F
Θ,n
V, j and F
G,n
R′, j + F
M,n
R′, j = F
Θ,n
R′, j .
Invoking in addition the assumption thatFM,nu, j = F
M,n
u, j , we obtain from (4.21):
η2j−1/2
∆τn
[
(Rn+1)2Θn+1j−1/2− (Rn)2Θnj−1/2
]
+
1
∆η
(
FΘ,nV, j −FΘ,nV, j−1
)
+
1
∆η
(
FΘ,nR′, j−FΘ,nR′, j−1
)
(4.22)
=
Rn(η2jV
n
j −η2j−1Vnj−1)
∆η
−η2j−1/2R′nRnΘnj−1/2 .
Clearly (4.22) represents a conservative finite volume discretization of the continuous to-
tality conservation law (3.8) using the same flux functions F nj and Fˆ nj ; hence the method
satisfies DTCL.
Now we move on to show DGCL and to this end assume Θnj ≡ 1 and Θn+1j ≡ 1, then
(4.22) reduce to:
η2j−1/2
∆τn
[
(Rn+1)2− (Rn)2
]
+
1
∆η
(
F1,nV, j −F1,nV, j−1
)
+
1
∆η
(
F1,nR′, j−F1,nR′, j−1
)
(4.23)
=
Rn(η2jV
n
j −η2j−1Vnj−1)
∆η
−η2j−1/2R′nRn .
Since R′n = ((Rn+1)2− (Rn)2)/(2∆τnRn), (4.23) is equivalent to:
(4.24)
1
∆η
(
F1,nV, j −F1,nV, j−1
)
+
1
∆η
(
F1,nR′, j−F1,nR′, j−1
)
=
Rn(η2jV
n
j −η2j−1Vnj−1)
∆η
−3η2j−1/2R′nRn .
This equality is trivial to prove following the V-consistency of F nj and the cubic-preserving
of Fˆ nj . Hence we conclude that given all the assumptions as stated, and that Mmj + Gmj =
Θmj = 1, ∀ j and m = n,n+1, (4.9) and (4.10) gives rise to (4.15). Thus the method satisfies
DGCL. 
In the theorem and its proof, we only considered the radius update condition (4.2). On
the one hand, the theorem only requires Rn, R′n, and Rn+1 to be related by (4.2); and it does
not pose any restriction on how R′n is to be computed. On the other hand, biologically
people do not expect any G to flow across the moving boundary, which translates to:
(4.25) F1,nV,Nη + F
1,n
R′,Nη = 0 ,
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and no geometrical flux at η = 0:
(4.26) F1,nR′,0 = 0 .
However, the V-consistency condition requires that:
F1,nV,Nη = η
2
NηR
nVnNη = R
nVnNη ,
and incorporating (4.26), the cubic-preserving condition requires:
F1,nR′,Nη = F
1,n
R′,0 +
Nη∑
j=1
(F1,nR′, j−F1,nR′, j−1) = −∆η
Nη∑
j=1
3η2j−1/2R
′nRn =
(
1− 1
4
∆η2
)
R′nRn .
Hence the no-flux condition (4.25) indicates VnNη =
(
1− 14 ∆η2
)
R′nRn, or equivalently (4.4)
as proposed before.
4.3. A review of the conventional flux functions. We briefly review the conventional
finite volume method in the context of (3.9); particularly we consider the spherically sym-
metric conservation law for a generic species X in spherical coordinates and radial advec-
tive velocity W:
(4.27)
∂(η2R2X)
∂τ
+
∂
∂η
[
W(η2R2X)
]
= 0 ,
where we omitted any source terms on the right hand side since their approximation is
generally independent of the finite volume discretizations.
The conservative variable of (4.27) is X˜ def== η2R2X rather than X, particularly the variable
for the interval [η j−1, η j] is X˜ j−1/2 = η2j−1/2R
2X j−1/2. Hence (4.27) is simply the conserva-
tive advection equation for X˜ by the velocity W:
(4.28)
∂X˜
∂τ
+
∂
∂η
(
WX˜
)
= 0 ,
whose finite volume discretization (at the semi-discretized level) reads:
dX˜ j−1/2
dτ
+
1
∆η
(
F j−F j−1
)
= 0 ,
where F j ≈WX˜
∣∣∣
η=η j
and F j−1 ≈WW˜
∣∣∣
η=η j−1
.
If the conventional first-order upwind flux is used (see Section 2.2), there is:
(4.29) F j = F upw(W j; X˜ j−1/2, X˜ j+1/2) ,
where W j is the nodal velocity at η j and F upw is given by (2.8).
Extension to higher accuracy is achieved by the limited polynomial reconstruction. One
of the most widely used second-order extension is given by the high-resolution MUSCL
method [25]:
(4.30) F j = F muscl(W j; X˜ j−3/2, X˜ j−1/2, X˜ j+1/2, X˜ j+3/2, φ j−1/2, φ j+1/2) ,
where φ j−1/2 and φ j+1/2 are slope limiters and the MUSCL flux function is:
F muscl(W j; Z j−3/2, Z j−1/2, Z j+1/2, Z j+3/2, φ j−1/2, φ j+1/2)(4.31)
def
== F upw
(
W j; Z j−1/2 +
1
2
φ j−1/2∆Z j, Z j+1/2− 12φ j+1/2∆Z j+1
)
,
where ∆Zk = Zk+1/2 − Zk−1/2, k = j, j + 1 and Z is a generic variable that equals X˜ in the
case of (4.30). The slope limiter φ j−1/2 ∈ [0, 1] usually depends on the solutions, but only
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weakly in the following sense. Slope limiters are introduced to reduce the magnitude of
the slope such that the reconstruction will not create any new local extremum – a property
called monotone preserving. Hence if setting φ j−1/2 = c satisfies the monotone preserving
property for some particular value c, so is all slope limiters φ j−1/2 ∈ [0, c]. For this reason
the slope limiters are introduced as free (or more precisely semi-free) parameters.
The bounds for slope limiters are nonlinear functions of the discrete solutions, for ex-
ample, the minmod limiter computes:
(4.32) φ j−1/2 = ϕminmod(∆Z j−1, ∆Z j) =

0 , ∆Z j−1∆Z j ≤ 0 ,
min
(
∆Z j−1
∆Z j
, 1
)
, ∆Z j−1∆Z j > 0 .
Other widely used limiter functions can be found in [20, 19, 26].
Meanwhile, we show that these conventional flux functions are neither V-consistent nor
cubic-preserving. The latter is easy to verify; indeed, the upwind flux is only first-order
accurate and the MUSCL flux is at most second-order; whereas cubic-preserving requires
a third-order flux for advection equations.
Let us focus on the V-consistency and consider, for example, the upwind flux F upw.
Then V-consistency requires that F upw(V j/R; η2j−1/2R2, η2j+1/2R2) = η2jRV j; however, this
equality does not hold either when V j ≥ 0, in which case according to (2.8):
F upw
(
V j
R
; η2j−1/2R
2, η2j+1/2R
2
)
= η2j−1/2RV j , η
2
jRV j ;
or when V j > 0, in which case:
F upw
(
V j
R
; η2j−1/2R
2, η2j+1/2R
2
)
= η2j+1/2RV j , η
2
jRV j .
In the next sub-sections, we focus on designing numerical methods such that they lead
to a method that satisfies both DGCL and DTCL, following the results of Section 4.2.
4.4. Modified fluxes: Part I. In this section, we construct V-consistent fluxes F nj by
modifying the conventional upwind or MUSCL fluxes; in the latter case a synchronized
limiter is introduced to ensure the additivity property as required by Theorem 4.6. The
fluxes FX,nV, j and F
X,n
u, j will subsequently be constructed accordingly.
To construct a V-consistent flux F nj , instead of applying the conventional flux functions
to the conservative variables X˜, we consider the primitive ones X. Particularly, a first-order
upwind method for (4.16) can be constructed by setting l = 0, r = 1, and P = ∅:
(4.33) F nj ({Xnj−1/2, Xnj+1/2}) = η2j (Rn)2F upw
VnjRn ; Xnj−1/2, Xnj+1/2
 .
Because F upw(Vnj /Rn; 1, 1) ≡ Vnj /Rn, the flux (4.33) is V-consistent.
Similarly, extension to higher-order accuracy can make use of the MUSCL flux (4.31):
F nj ({Xnj−3/2, Xnj−1/2, Xnj+1/2, Xnj+3/2}, {φX,nj−1/2, φX,nj+1/2})(4.34)
= η2j (R
n)2F muscl
VnjRn ; Xnj−3/2, Xnj−1/2, Xnj+1/2, Xnj+3/2 ,φX,nj−1/2, φX,nj+1/2
 ,
φX,nk−1/2 = ϕ
minmod(∆Xnk−1, ∆X
n
k ) , k = j, j + 1 .(4.35)
Here P = {φX,nj−1/2, φX,nj+1/2} and the minmod limiter can be replaced by any other limiter
of choice. It is not difficult to verify that if Xnk−1/2 ≡ 1, the MUSCL flux F muscl gives
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rise to Vnj /R
n regardless of the values of the limiters; hence the flux function (4.34) is
V-consistent, no matter what limiter we will choose.
Next the additivity of these fluxes is considered, which is essentially requiring that the
fluxes are linear in the inputs X j−1/2. Hence the upwind fluxes are by nature additive; for
example let us consider F nj given by (4.33) and suppose Vnj ≥ 0, then:
FG,nV, j + F
M,n
V, j = F nj ({Gnj−1/2, Gnj+1/2}) +F nj ({Mnj−1/2, Mnj+1/2})
= η2j (R
n)2F upw
VnjRn , Gnj−1/2, Gnj+1/2
+η2j (Rn)2F upw VnjRn , Mnj−1/2, Mnj+1/2

= η2j (R
n)2 ·
Vnj
Rn
Gnj−1/2 +η
2
j (R
n)2 ·
Vnj
Rn
Mnj−1/2 = η
2
j (R
n)2 ·
Vnj
Rn
Θnj−1/2
= η2j (R
n)2F upw
VnjRn , Θnj−1/2, Θnj+1/2
 = FΘ,nV, j .
The argument for the case Vnj < 0 is similar; hence F nj is additive.
Extension to the MUSCL-based fluxes (4.34) is not straightforward, as the limiter func-
tion is generally nonlinear. Following the discussion below Equation (4.31), we can cir-
cumvent this difficulty by synchronizing the limiters for G and M, that is:
FG,nV, j = η
2
j (R
n)2F muscl
VnjRn , Gnj−3/2, Gnj−1/2, Gnj+1/2, Gnj+3/2, φnj−1/2, φnj+1/2
(4.36)
FM,nV, j = η
2
j (R
n)2F muscl
VnjRn , Mnj−3/2, Mnj−1/2, Mnj+1/2, Mnj+3/2, φnj−1/2, φnj+1/2
(4.37)
where φnk−1/2 = min
(
φG,nk−1/2, φ
M,n
k−1/2
)
, k = j, j + 1 ,(4.38)
here φG,nk−1/2 and φ
M,n
k−1/2 are obtained by applying (4.35) to X = G and X = M, respectively.
Note that the same limiters are used to compute the two fluxes. To show the additivity, we
assume again without loss of generality that Vnj ≥ 0, then:
FG,nV, j = η
2
j (R
n)2 ·
Vnj
Rn
(
Gnj−1/2 +
1
2
φnj−1/2(G
n
j+1/2−Gnj−1/2)
)
,
FM,nV, j = η
2
j (R
n)2 ·
Vnj
Rn
(
Mnj−1/2 +
1
2
φnj−1/2(M
n
j+1/2−Mnj−1/2)
)
⇒ FG,nV, j + FM,nV, j = η2j (Rn)2 ·
Vnj
Rn
(
Θnj−1/2 +
1
2
φnj−1/2(Θ
n
j+1/2−Θnj−1/2)
)
= η2j (R
n)2F muscl
VnjRn ; Θnj−3/2, Θnj−1/2, Θnj+1/2, Θnj+3/2, φnj−1/2, φnj+1/2
 .
The latest flux is in general not a monotone flux for Θ, since the selected limiter may be
too large. Nevertheless, this is not an issue since Θ is not our numerical solution; and as
long as G and M are computed using monotone fluxes, we won’t run into stability issues.
Nevertheless, if one wishes to ensure monotone flux for Θ as well, all that needs to be done
is to compute the limiter φΘ,nk−1/2 by applying (4.35) to X = G + N, and include this φ
Θ,n
k−1/2 in
the minimum of the right hand side of (4.38).
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Finally, we compute the u-fluxes for M by:
(4.39) FM,nu, j = η
2
j (R
n)2F upw
 unjRn ; Mnj−1/2, Mnj+1/2

for first-order accuracy or:
(4.40) FM,nu, j = η
2
j (R
n)2F muscl
 unjRn ; Mnj−3/2, Mnj−1/2, Mnj+1/2, Mnj+3/2, φnj−1/2, φnj+1/2

for second-order accuracy, where the limiters are the same ones computed by (4.38).
4.5. Modified fluxes: Part II. To construct a cubic-preserving flux FX,nR′, j, however, we
cannot follow the same strategy as in the previous section. Indeed, if this flux is defined as:
FX,nR′, j = η
2
j (R
n)2F upw
(
−η jR
′n
Rn
, Xnj−1/2, X
n
j+1/2
)
,
supposing R′n ≥ 0 and setting Xnk−1/2 ≡ 1 we have:
F1,nR′, j−1 = −η3j−1R′nRn , F1,nR′, j = −η3jR′nRn
⇒ 1
∆η
(
F1,nR′, j−F1,nR′, j−1
)
= −
(
3η2j−1/2 +
1
4
∆η2
)
R′nRn ,
which is different from −3η2j−1/2R′nRn, as required by the cubic-preserving property.
To proceed, we recognize that a higher-order and nonlinearly stable flux can be obtained
by a polynomial reconstruction of the solutions on each interval such that the total variation
does not increase, and apply the upwind flux to the two reconstructed values on both sides
of the interval face. In the MUSCL scheme, the reconstruction is achieved by limiting the
slope of a linear function that preserves the interval average; in this section, we adopt the
average-preserving and monotone cubic reconstruction of the Piecewise Parabolic Method
(PPM) [7], but construct the flux differently.
Let X be a generic variable as before, the PPM reconstruction in normalized coordinates
ξ = (η−η j−1)/∆η on the interval [η j−1, η j] reads:
X(ξ) = X j−1/2,−+ ξ
(
X j−1/2,+−X j−1/2,−+ X6, j−1/2(1− ξ)
)
,(4.41)
X6, j−1/2
def
== 6X j−1/2−3(X j−1/2,−+ X j−1/2,+) .(4.42)
Here X j−1/2,− and X j−1/2,+ are the two end values that are defined as:
X j−1/2,− = X j−1/2 +φXj−1/2,−(X j−1−X j−1/2) ,(4.43)
X j−1/2,+ = X j−1/2 +φXj−1/2,+(X j+1−X j−1/2) ,(4.44)
where Xk
def
==
7
12
(Xk−1/2 + Xk+1/2)− 112(Xk−3/2 + Xk+3/2) , k = j−1, j .(4.45)
The value Xk, k = j− 1, j are third-order reconstructions of the face values when the data
is smooth; and the two limiters φXj−1/2,± are decides as follows:
(a) If (X j−X j−1/2)(X j−1−X j−1/2) ≥ 0, we have a local extrema and set:
(4.46) φXj−1/2,− = φ
X
j−1/2,+ = 0 .
FVM OF INFILTRATION IN TUMOR GROWTH 19
(b) If (a) is not true, and if
∣∣∣X j−X j−1/2∣∣∣> 2 ∣∣∣X j−1−X j−1/2∣∣∣ or ∣∣∣X j−1−X j−1/2∣∣∣> 2 ∣∣∣X j−X j−1/2∣∣∣,
the corresponding reconstructed profile is not monotone on the interval [η j−1, η j] and
we compute:
(4.47) φXj−1/2,+ = −
2(X j−1−X j−1/2)
X j−X j−1/2
in the former case, and
(4.48) φXj−1/2,− = −
2(X j−X j−1/2)
X j−1−X j−1/2
in the latter case.
(c) Otherwise, set the remaining limiter, which is φXj,−, or φ
X
j,+, or both, to one.
Finally, denoting X
n
j−1/2 = η3j−1/2X
n
j−1/2 we compute the flux Fˆ nj of (4.17) as:
Fˆ nj
(
{Xnj−5/2, Xnj−3/2, Xnj−1/2, Xnj+1/2, Xnj+3/2, Xnj+5/2}, {φX,nj−1/2,+, φX,nj+1/2,−}
)
(4.49)
def
== F upw
(
−R′nRn; Xnj−1/2,+, Xnj+1/2,−
)
.
Here X
n
k−1/2,± are computed according to (4.43) and (4.44) with data X
n
k−1/2; and the lim-
iters φX,nj−1/2,± are computed as φ
X
j−1/2,± according to (a-c) given previously.
Theorem 4.7. The flux FX,nR′, j = Fˆ nj , which is given by (4.49), satisfies (4.20), i.e.,:
1
∆η
(
F1,nR′, j−F1,nR′, j−1
)
= −3η2j−1/2R′nRn
for j ≥ 4.
Proof. We suppress the superscript n for simplicity and let Xk−1/2 ≡ 1, ∀k, then the recon-
structed values Xk, k ≥ 2 are given by:
(4.50) Xk =
7
12
(
η3k−1/2 +η
3
k+1/2
)
− 1
12
(
η3k−3/2 +η
3
k+3/2
)
= η3k −
1
4
ηk∆η
2 .
Now we compute the limiters φXk−1/2,± for k ≥ 3. First of all:
Xk −Xk−1/2 = η3k −
1
4
ηk∆η
2−η3k−1/2 =
3
2
η2k−1/2∆η+
1
2
ηk−1/2∆η2 > 0 .
Xk−1−Xk−1/2 = η3k−1−
1
4
ηk−1∆η2−η3k−1/2 = −
3
2
η2k−1/2∆η+
1
2
ηk−1/2∆η2 < 0 ,
thus the condition in (a) does not hold. Continuing to check the conditions in (b), we have:
2
∣∣∣Xk −Xk−1/2∣∣∣− ∣∣∣Xk−1−Xk−1/2∣∣∣ = 32η2k−1/2∆η+ 32ηk−1/2∆η2 > 0 ,
2
∣∣∣Xk−1−Xk−1/2∣∣∣− ∣∣∣Xk −Xk−1/2∣∣∣ = 32η2k−1/2∆η− 32ηk−1/2∆η2 > 0 ,
hence neither condition in (b) is true. Thus we conclude that φXk−1/2,± = 1 for all k ≥ 3;
consequently Xk−1/2,− = Xk−1 and Xk−1/2,+ = Xk.
Finally we can calculate the flux F1,nR′, j for all j ≥ 3. Because X j+1/2,− = X j = X j−1/2,+,
regardless of the sign of R′n, there is:
(4.51) F1,nR′, j = −R′nRnX j = −R′nRn
(
η3j −
1
4
η j∆η
2
)
,
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thus for j, j−1 ≥ 3:
1
∆η
(
F1,nR′, j−F1,nR′, j−1
)
= −R
′nRn
∆η
[(
η3j −
1
4
η j∆η
2
)
−
(
η3j−1−
1
4
η j−1∆η2
)]
= − R
′nRn
∆η
[(
(η j−1/2 +
1
2
∆η)3− (η j−1/2− 12∆η)
3
)
− 1
4
(η j−η j−1)∆η2
]
= − R
′nRn
∆η
(
3η2j−1/2∆η+
1
4
∆η3− 1
4
∆η3
)
= −3η2j−1/2R′nRn .
This concludes that the constructed flux is cubic-preserving. 
Theorem 4.7 addresses the cubic-preserving for intervals far away from the bound-
aries; next we consider boundary intervals and focus on those near the origin first. More
specifically, we need to consider the cubic-preserving on the first three intervals [0, ∆η],
[∆η, 2∆η], and [2∆η, 3∆η]. Following a similar procedure in the preceding proof, cubic-
preserving on these three intervals amounts to:
F1,nR′,2 = −R′nRn
(
η32−
1
4
η2∆η
2
)
,(4.52a)
F1,nR′,1 = −R′nRn
(
η31−
1
4
η1∆η
2
)
,(4.52b)
F1,nR′,0 = 0 .(4.52c)
Note that (4.52c) is enforced automatically as the boundary condition at the origin; hence
we focus on the first two, which are guaranteed if:
X2 =
15
2
∆η3 , X1 =
3
4
∆η3 ,
and that φX,n3/2,± = φ
X,n
1/2,± = 1 when all X’s are 1. The required X2 is precisely given by the
formula in (4.43) or (4.43); thus we just need to look at X1 and the limiters. To this end,
utilizing the knowledge that when X is defined as η3X, we expect X = 0 at η = 0 and define
X1 by the modified formula:
(4.53) X1 =
7
12
(X1/2 + X3/2)− 112(X5/2−X1/2) .
According to this definition, φX,n3/2,± = 1 when X ≡ 1 as desired; but on the first interval we
have φX,n1/2,− = 1 and φ
X,n
1/2,+ = 2/5 following the criterion before, particularly (4.47). Hence
we need to relax it. A simple fix could be derived by the following reconstruction on the
interval [0, ∆η] utilizing the knowledge that X ∼ η3 near η = 0:
X(ξ) = ξ3(X1/2,+ + X6,1/2(1− ξ2)) , X6,1/2 def== 12X1/2−3X1/2,+ ,
X1/2,+ = X1/2 +φX1/2,+(X1−X1/2) .
As before X6,1/2 is defined such that the mean of X(ξ) is X1/2 for any right end value X1/2,+.
Because X1/2,− ≡ X0 ≡ 0, there is no way to design the limiter such that X(ξ) is monotone
if X1/2 , 0 and X1 is too close to X1/2. To this end, we design φX1/2,+ as follows instead of
the generic construction for other intervals:
(a’) If X1/2X1 ≤ 0 or if 3
∣∣∣X1∣∣∣ ≤ 8 ∣∣∣X1/2∣∣∣, we set φX1/2,+ = 0.
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(b’) If (a’) is not true, and if
∣∣∣X1∣∣∣ > 6 ∣∣∣X1/2∣∣∣, we define
(4.54) φX1/2,+ =
5
X1/X1/2−1
.
(c’) Otherwise, φX1/2,+ = 1.
Following this modified definition, when X1/2 = η31/2 =
1
8 ∆η
3 and X1 = 34 ∆η
3, the limiter is
precisely φX,n1/2,+ = 1.
Finally we ensure the additivity of the fluxes FG,nR′, j and F
M,n
R′, j by constructing the limiter
φnj,± for both species as follows. For j ≥ 2:
(A) If (M j−M j−1/2)(M j−1−M j−1/2) ≥ 0 or (G j−G j−1/2)(G j−1−G j−1/2) ≥ 0, we set:
(4.55) φnj−1/2,− = φ
n
j−1/2,+ = 0 .
(B) Otherwise, we compute:
α1 = min
2
∣∣∣M j−1−M j−1/2∣∣∣∣∣∣M j−M j−1/2∣∣∣ , 2
∣∣∣G j−1−G j−1/2∣∣∣∣∣∣G j−G j−1/2∣∣∣
 ,
and
α2 = max

∣∣∣M j−1−M j−1/2∣∣∣
2
∣∣∣M j−M j−1/2∣∣∣ ,
∣∣∣G j−1−G j−1/2∣∣∣
2
∣∣∣G j−G j−1/2∣∣∣
 .
(B1) If α2 > α1, use (4.55).
(B2) Otherwise if α1 < 1, set:
(4.56) φnj−1/2,− = 1 , φ
n
j−1/2,+ = α1 ;
and if α2 > 1, set:
(4.57) φnj−1/2,− = α
−1
2 , φ
n
j−1/2,+ = 1 .
Similarly for the first interval, we have:
(A’) If X1/2X1 ≤ 0 or 3
∣∣∣X1∣∣∣ ≤ 8 ∣∣∣X1/2∣∣∣ is true for either X = G or X = M, we set φn1/2,+ = 0.
(B’) Otherwise set:
(4.58) φn1/2,+ = min
1, 5
G1/G1/2−1
,
5
M1/M1/2−1
 .
4.6. Modified fluxes: Part III. In the last part of the modified fluxes, we consider the
intervals near the right boundary η = 1. Particularly, these are the intervals whose flux
calculation requires solutions beyond the computational domain.
At ηNη , we notice that the velocity V/R−ηR′/R ≡ 0 due to (3.9d). Hence the numerical
fluxes need to satisfy the following identity:
(4.59) FX,nV,Nη + F
X,n
R′,Nη = 0 ,
where X = G or X = M. In fact, practically we set both fluxes FX,nV,Nη and F
X,n
R′,Nη to zero for
convenience.
The remaining flux FM,nu,Nη is computed as:
(4.60) FM,nu,Nη = η
2
Nη (R
n)2F upw
unNηRn ; MnNη−1/2, Mbc(tn)
 ,
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no matter which flux function is used for interior nodes.
At ηNη−1, calculating F
X,n
V,Nη−1 using the upwind flux (4.33) does not require any intervals
beyond η = 1 hence no modification is needed. The MUSCL flux (4.34), however, requires
the phantom variable XNη+1/2. To this end, we avoid the linear reconstruction on the last
interval and modify the numerical flux as:
(4.61) FX,nV,Nη−1 = η
2
Nη−1(R
n)2F upw
VnNη−1Rn ; XnNη−3/2 + 12φnNη−3/2∆XnNη−1, XnNη−1/2
 ,
where X = G or X = M and φnNη−3/2 is computed according to (4.38). Similarly, the flux
FM,nu,Nη−1 is given by:
(4.62) FM,nu,Nη−1 = η
2
Nη−1(R
n)2F upw
unNη−1Rn ; MnNη−3/2 + 12φnNη−3/2∆MnNη−1, MnNη−1/2
 ,
where φnNη−3/2 is the same limiter used in (4.61).
In order to compute FX,nR′,Nη−1 using the modified PPM method in Section 4.5, we need
to use a biased stencil to interpolate X to obtain:
(4.63) XNη−1 =
1
12
(3XNη−1/2 + 13XNη−3/2−5XNη−5/2 + XNη−7/2) .
Using this definition, when X ≡ 1 we have XNη−1 = η3Nη−1 − ηNη−1∆η2/4, c.f. (4.50). Fol-
lowing the same procedure in the proof of Theorem 4.7, we have φXNη−3/2,± = 1 and thusly
the cubic-preserving property holds for the interval [ηNη−3, ηNη−2].
Finally, to ensure cubic-preserving on the next interval [ηNη−2, ηNη−1], all that needs to
be done is to design XNη properly such that the limiter φ
X
Nη−1/2,− takes the value 1 when
X ≡ 1. This can be achieved by the extrapolating formula:
(4.64) XNη =
1
12
(25XNη−1/2−23XNη−3/2 + 13XNη−5/2−3XNη−7/2) .
Note that XNη is only used for computing the limiter φ
X
Nη−1/2,−.
4.7. Higher-order accuracy in time. The preceding sections fully specify the discretiza-
tion with first-order and second-order accuracy in space, and first-order accuracy in time.
Here the temporal integration is achieved by the forward Euler (FE) method; hence ex-
tension to higher-order accuracy in time can be easily achieved by using Total Variation
Diminishing (TVD) Runge-Kutta methods [24, 14]. In particular, we consider the second-
order TVD Runge-Kutta, denoted by TVD-RK2 in the rest of the paper, to match the
spatial order of accuracy when the MUSCL fluxes are used. For this purpose, we denote
the solution as S = {G, M, V, R} and let the method proposed before with FE integrator be
summarized as:
(4.65) Sn+1 =M∆τn (Sn) ,
here the subscript ∆τn denotes the time-step size; then the method using TVD RK2 reads:
S(1) =M∆τn (Sn) ,
S(2) =M∆τn (S(1)) ,(4.66)
Sn+1 = 1
2
(
Sn +S(2)
)
.
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Here the average is defined in the natural way, for example, Gn+1j = (G
n
j + G
(2)
j )/2 and
Rn+1 = (Rn + R(2))/2, etc.
Before concluding this section, we have three remarks.
Remark 1. The computation of the time step size ∆τn is according to the classical
Courant condition for linear stability. However, the original formula needs to be adjusted
since segregated advection velocities are used in the enhanced methods. In the case of
the upwind flux combining with first-order explicit time-integrator, the method remains
conditionally stable and the analysis as well as the formula for the corresponding Courant
condition are provided in Appendix A.
Remark 2. The methodology extends naturally to the original tumor growth prob-
lem. In particular, the fluxes for G, N, M are segregated similarly; and in extension to
the MUSCL flux or PPM flux, the limiter synchronization needs to take into account all
species.
Remark 3. When the tumor growth model (2.2) is considered, one typically requires an
implicit time-integrator for updating the chemoattractant concentration A to avoid tiny time
step sizes. It is then very natural to ask how the enhancement can be applied with implicit
solvers. We briefly address this issue in Appendix B in the case of the backward-Euler
method and the class of Diagonally Implicit Runge-Kutta (DIRK) methods, and provide
brief numerical results for comparison.
5. Numerical Assessment
We assess the performance of the numerical methods of Section 4 using various bench-
mark tests. First, we consider the model problem (3.9) and verify the DTCL and DGCL
properties of the proposed method.
5.1. The model problem. To assess the numerical performance, we consider a series of
tests that are characterized by spatially constant solutions, “prescribed” growth, and non-
monotonic radius change, respectively. For all the tests, we set the initial radius as R(0) =
1.0. The purpose of these tests is to assess the ability of the enhanced methods to satisfy the
totality conservation law and geometric conservation law discretely. Hence for each test
below, we compare the numerical results that are obtained by using four different methods:
• The conventional finite volume method with upwind fluxes as described in Sec-
tion 2.2.
• The conventional finite volume method with MUSCL fluxes with the TVD-RK2
time-integrator as described in Section 4.7.
• The enhanced finite volume method with upwind V and u fluxes and cubic-preserving
R′ fluxes, as required by Theorem 4.6.
• The enhanced finite volume method with MUSCL V and u fluxes and cubic-
preserving R′ fluxes, as required by Theorem 4.6, and TVD-RK2 time-integrator
as described in Section 4.7.
The first two methods are denoted by “Conv. Upwind” and “Conv. MUSCL”, respectively;
and the two enhanced ones are denoted by “Enhc. Upwind” and “Enhc. MUSCL”, respec-
tively, in the subsequent tests. For all the methods, the fixed Courant number αcfl = 0.8 is
used.
5.1.1. Test 1: Spatially constant solutions – single species. In the first two tests, the ve-
locity field u is manufactured such that (3.1) allows solutions that are independent of the
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Figure 5.1. Histories of dθ on a 50-interval grid.
spatial coordinate. Indeed, assuming f ≡ h ≡ 0 and G(r, t) = G(t), (3.1a) indicates:
G′(t) +
1
r2
∂
∂r
(r2V(r, t))G(t) = 0 .
Thus V has to vary linearly in r and with abuse of notation we write V(r, t) = rV(t), where
V(t) satisfies:
G′(t) + 3V(t)G(t) = 0 ⇒ G(t) = e−3
∫ t
0 V(s)dsG(0) .
Similarly, supposing further M(r, t) = M(t), (3.1b) indicates u(r, t) also varies linearly in r
and u(r, t) = ru(t); hence we have:
M′(t) + 3(V(t) + u(t))M(t) = 0 ⇒ M(t) = e−3
∫ t
0 (V(s)+u(s))dsM(0) .
Lastly, (3.1c) is satisfied if and only if V(t)+u(t)M(t) ≡ 0. To this end, we let V(t) = V0 > 0,
which indicates:
(5.1) G(t) = e−3V0tG(0) , M(t) = 1− e−3V0tG(0) , u(t) = − V0
M(t)
= − V0
1− e−3V0tG(0) .
It is easy to check that (5.1) indeed solves the model problem, providing the boundary data:
(5.2) Mbc(t) = 1− e−3V0tG(0) .
In this case, the radius growth is exponential:
(5.3) R′ = RV0 ⇒ R(t) = eV0t .
In the first test, we set V0 = 0.5 and consider the initial condition:
(5.4) G(r,0) = 0.0 , M(r,0) = 1.0 .
It is easy to tell that when the initial data G(r,0) is zero, so is G(r, t) for all t > 0. This is
indeed satisfied by all our numerical solutions, whether using the conventional methods or
the enhanced ones; hence we will not plot G in the next results. Solving the problem on a
grid of 50 uniform intervals until T = 2.0, the histories of the incompressibility constraint
violation index (2.11) are plotted in Figure 5.1. We clearly observe that the incompressibil-
ity constraint is satisfied by both enhanced methods, whereas both conventional methods
lead to increasing violation of this constraint as t grows.
In Figure 5.2, we plot the radius histories and the profile of M(r,T ) in the left panel and
the right panel, respectively. Here in Figure 5.2a, the reference radius growth curve (5.3)
is plotted against the numerical ones; and we can see that all numerical solutions are close
to the reference one, with the MUSCL fluxes provide slightly more accurate results than
the upwind ones. Figure 5.2b show that conventional methods fail to preserve constant
solutions for a single species, indicating the violation of the geometrical conservation law;
whereas both enhanced methods satisfy DGCL.
The same tests are performed on finer grids, with 100, 200, and 400 cells, respectively;
and we have very similar plots as before. In Figure 5.3, the final radius is plotted for each
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Figure 5.2. Solutions to test 1 on a 50-interval grid.
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Figure 5.3. Final radius (test 1) by various methods on a sequence of four grids.
Table 1. Numerical errors in radius of test 1 at T = 2.0.
Nη
Conv. Upwind Conv. MUSCL Enhc. Upwind Enhc. MUSCL
Error Rate Error Rate Error Rate Error Rate
50 -6.97e-3 -1.86e-2 -2.12e-2 -8.37e-3
100 -4.01e-3 0.80 -8.46e-3 1.14 -1.07e-2 0.98 -4.27e-3 0.97
200 -2.21e-3 0.86 -3.67e-3 1.20 -5.40e-3 0.99 -2.15e-3 0.99
400 -1.18e-3 0.91 -1.55e-3 1.24 -2.71e-3 1.00 -1.08e-3 0.99
Table 2. L1-errors in M(η,T ) of test 1 at T = 2.0.
Nη
Conv. Upwind Conv. MUSCL Enhc. Upwind Enhc. MUSCL
Error Rate Error Rate Error Rate Error Rate
50 6.03e-2 1.38e-2 3.89e-16 8.62e-16
100 3.46e-2 0.80 6.67e-3 1.05 8.18e-16 N/A 5.94e-16 N/A
200 1.95e-2 0.83 3.24e-3 1.04 3.71e-15 N/A 7.43e-16 N/A
200 1.09e-2 0.85 1.58e-3 1.04 9.80e-16 N/A 1.34e-16 N/A
method on the sequence of four grids; and they’re compared to the exact value. In addition,
quantitative comparison is provided in Table 1 and Table 2, which summarizes the errors
in the final radius and the numerical solutions in M, respectively. In order to evaluate the
errors in M, we consider the L1-error in the normalized coordinate that is defined as:
Nη∑
i=1
∆η
∣∣∣∣MNτk−1/2−M∗(ηk−1/2,T )∣∣∣∣ ,
where Nτ is the time step at T and M∗ is the exact solution given by (5.1); for this particular
problem, we have M∗ ≡ 1. From Table 2, we see that the numerical error in M by the
enhanced methods is at the scale of the machine accuracy, which indicates that they satisfy
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Figure 5.4. Solutions to test 2 on a 50-interval grid.
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Figure 5.5. Final radius (test 2) by various methods on a sequence of four grids.
the discrete geometric conservation law; in comparison, the conventional finite volume
method gives much larger errors.
5.1.2. Test 2: Spatially constant solutions – two species. In the second test, we set again
V0 = 0.5 as in the previous problem, but consider the initial condition:
(5.5) G(r,0) = M(r,0) = 0.5 ,
and modify the boundary condition accordingly, so that the exact solution is given by (5.1).
On the coarsest grid with 50 uniform cells, the numerical solutions at T = 2.0 by all four
methods are plotted in Figure 5.4. Again, the numerical radius growth agrees well with the
exact one for all methods. All four methods fail to compute spatially constant solutions in
G and M, see Figures 5.4a and 5.4b; comparing the conventional and enhanced methods,
however, we see clearly that the enhanced ones produce solutions with much less over-
shoots or undershoots. In Figure 5.4d, once more we observe the satisfaction of DTCL by
the enhanced methods, as the incompressibility constraint is well preserved.
Similar as the previous test, the final radii computed by all four methods on a sequence
of four meshes are plotted in Figure 5.5; and the numerical errors are summarized in Ta-
ble 3–5 for quantitative comparison. For this test, the interaction between the two cell
numbers causes the L1-errors in Table 4–5 to be much larger than the previous case; how-
ever, the enhanced methods still produce much more accurate solutions than the conven-
tional ones. In addition, it is no coincidence that for both enhanced methods, the L1-errors
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Table 3. Numerical errors in radius of test 2 at T = 2.0.
Nη
Conv. Upwind Conv. MUSCL Enhc. Upwind Enhc. MUSCL
Error Rate Error Rate Error Rate Error Rate
50 -6.25e-3 -2.53e-2 -1.93e-2 -7.71e-3
100 -3.79e-3 0.72 -1.27e-2 0.99 -9.75e-3 0.98 -3.94e-3 0.97
200 -2.12e-3 0.84 -6.30e-3 1.01 -4.91e-3 0.99 -1.99e-3 0.98
400 -1.13e-3 0.91 -3.11e-3 1.02 -2.46e-3 1.00 -1.00e-3 0.99
Table 4. L1-errors in G(η,T ) of test 2 at T = 2.0.
Nη
Conv. Upwind Conv. MUSCL Enhc. Upwind Enhc. MUSCL
Error Rate Error Rate Error Rate Error Rate
50 1.86e-3 1.57e-3 5.03e-4 1.09e-3
100 1.13e-3 0.72 9.79e-4 0.68 2.67e-4 0.91 5.76e-4 0.93
200 6.63e-4 0.77 5.83e-4 0.75 1.40e-4 0.94 2.98e-4 0.95
400 3.81e-4 0.80 3.39e-4 0.78 7.18e-5 0.96 1.53e-4 0.97
Table 5. L1-errors in M(η,T ) of test 2 at T = 2.0.
Nη
Conv. Upwind Conv. MUSCL Enhc. Upwind Enhc. MUSCL
Error Rate Error Rate Error Rate Error Rate
50 6.18e-2 1.43e-2 5.03e-4 1.09e-3
100 3.55e-2 0.80 6.99e-3 1.03 2.67e-4 0.91 5.76e-4 0.93
200 2.01e-2 0.82 3.44e-3 1.02 1.40e-4 0.94 2.98e-4 0.95
400 1.12e-2 0.84 1.70e-3 1.02 7.18e-5 0.96 1.53e-4 0.97
in M are the same as those in G on the same grids; this is because when DTCL and DGCL
are satisfied, the two variables sum up to a constant value, whose numerical error is on the
scale of machine precision, as shown in the previous test.
5.1.3. Test 3: Monotone growth with constant boundary condition. In the view of (3.7),
we can setup the velocity u and boundary condition Mbc accordingly to obtain almost any
desired monotonic growth pattern. To be more specific, suppose a growth curve Rˆ(t) with
Rˆ′ > 0 is desired; all that we need to do is to make sure:
u(Rˆ(t), t) < 0 , u(Rˆ(t), t)Mbc(t) = −Rˆ′(t) .
Indeed for the simplified model (3.1), if u(R(t), t) < 0 for all t, then the growth of R(t) is
completely determined by the boundary velocity and the boundary condition. In this test,
we consider a constant boundary condition Mbc(t) = 0.5, and set up u such that R grows
linearly as R(t) = R(0) + V0t, where V0 = 0.5:
(5.6) u(r, t) = −2V0 sin
(
pi r
2(R(0) + V0t)
)
.
Here u(r, t) is nonlinear in space, c.f. the previous test; and we do not expect the solutions
to stay constant across the domain.
In Figure 5.6, we plot the numerical solutions for G and M at T = 2.0 by all four methods
as well as the histories of the radii and dθ. All methods predict well the linear growth of
the radius. Comparing the conventional methods and the enhanced ones, when the former
are used, clear overshoots near the origin and spurious oscillations near the right boundary
in both G and M are observed; however, both enhanced methods seem to lead to smooth
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Figure 5.6. Solutions to test 3 on a 50-interval grid.
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Figure 5.7. Final radius (test 3) by various methods on a sequence of four grids.
solutions. Similar patterns are observed on finer grids: the enhanced methods produce
smooth solutions whereas the conventional ones lead to oscillations whose magnitudes
increase as the grid is refined. In Figure 5.6d, we see that the incompressibility constraint
is much better preserved by the enhanced methods. In comparison to the previous two tests,
dθ in this case is not at the machine precision level for the reason that the proposed methods
are DGCL and DTCL for the interior nodes, whereas our theory does not address whether
it is possible to satisfy these properties with arbitrary incoming data Mbc. This is exactly
what happened here – because of the jump in the boundary condition and the numerical
solution at the last interval, small incompressibility violation is created and propagated
towards the origin of the domain. Nevertheless, the enhanced methods show significant
improvement over their conventional counterparts.
In Figure 5.7 and Table 6 we provide the convergence of the final radii by all methods
on the same sequence of grids as well as quantitative comparisons. Clearly, the enhanced
methods provide much more accurate results than the conventional ones.
5.1.4. Test 4: A prediction problem with non-monotone radius change. Finally, we con-
sider a test whose radius change cannot be predicted, by considering the velocity:
(5.7) u(r, t) = V0 sin(r(1 + t)) ,
where V0 = 0.5 is a constant that is small enough to prevent the domain from vanishing.
Numerical solutions on a grid of 50 uniform interval are plotted in Figure 5.8. Similar
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Table 6. Numerical errors in radius of test 3 at T = 2.0.
Nη
Conv. Upwind Conv. MUSCL Enhc. Upwind Enhc. MUSCL
Error Rate Error Rate Error Rate Error Rate
50 3.46e-2 1.30e-2 -2.54e-3 -2.08e-3
100 1.57e-2 1.14 5.37e-3 1.28 -1.30e-3 0.97 -1.06e-3 0.97
200 7.60e-3 1.04 2.58e-3 1.06 -6.59e-4 0.98 -5.33e-4 0.99
400 3.77e-3 1.01 1.27e-3 1.02 -3.31e-4 0.99 -2.67e-4 1.00
0 0.2 0.4 0.6 0.8 1 1.2
Radial coordinate: r
0
0.5
1
1.5
2
2.5
3
G
Conv. Upwind
Conv. MUSCL
Enhc. Upwind
Enhc. MUSCL
(a) Cell numbers for G at T = 2.0.
0 0.2 0.4 0.6 0.8 1 1.2
Radial coordinate: r
0
0.5
1
1.5
2
2.5
3
M
Conv. Upwind
Conv. MUSCL
Enhc. Upwind
Enhc. MUSCL
(b) Cell numbers for M at T = 2.0.
0 0.5 1 1.5 2
Time: t
0.8
0.9
1
1.1
1.2
Tu
m
or
 ra
di
us
: R
(t)
Conv. Upwind
Conv. MUSCL
Enhc. Upwind
Enhc. MUSCL
(c) Radius growth history.
0 0.5 1 1.5 2
Time: t
0
0.05
0.1
0.15
0.2
0.25
L 1
-
n
o
rm
 o
f G
+M
-1
Conv. Upwind
Conv. MUSCL
Enhc. Upwind
Enhc. MUSCL
(d) Histories of dθ.
Figure 5.8. Solutions to test 4 on a 50-interval grid.
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(a) dθ histories on a 200-interval grid.
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Figure 5.9. dθ histories of test 4 on two finer grids.
as before, the enhanced methods produce much smoother solutions than the conventional
ones, and the overshoots near the origin is in much smaller magnitudes. Figure 5.8d reveals
that the incompressibility constraint is much better preserved by the enhanced methods,
whose small violation is due to the boundary conditions.
For this test, the overshoot in G near the origin by the conventional methods increases
rapidly as the mesh is refined, and eventually kill the computations when 400 uniform
intervals are used to discretize the domain. In Figure 5.9 we plot the dθ histories on a 100-
interval grid and a 200-interval grid in the left panel and right panel, respectively. Table 7
summarizes the final radii by all methods on the sequence of the four grids; note that we do
not compute the numerical error as before since the exact value is unknown. In the table,
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Table 7. Numerical solutions of the final radius of test 3 at T = 2.0.
Nη Conv. Upwind Conv. MUSCL Enhc. Upwind Enhc. MUSCL
50 1.0777 1.0757 1.0713 1.0711
100 1.0763 1.0747 1.0735 1.0734
200 1.0754 1.0745 1.0745 1.0745
400 nan 1.0747 1.0749 1.0749
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Figure 5.10. Solutions to the tumor case study on a 50-interval grid.
no data is reported for the conventional upwind method since the computation breaks up
around t = 1.2, c.f. Figure 5.9b; in addition, the conventional MUSCL method seems to
produce non-monotone “convergence” pattern, whereas both enhanced methods seem to
provide monotonic and convergent solutions.
5.2. The tumor growth model. Next we consider the tumor growth model (2.2) and our
first test revisits the case study in Section 2.3. Then, a set of parameters are chosen accord-
ing to the study of [21] to assess the impact of using the enhanced methods in practical
predictions. The PDE system (2.2) involves one more equation for the velocity field U; for
all the four methods including the enhanced ones, we use the same discretization method
as described in Section 2.2 to update A.
5.2.1. The case study revisited. Using the same initial and boundary conditions as in Sec-
tion 2.3, the tumor growth model (2.2) is solved by the four methods until T = 1.0. The
sample solutions on a grid of 50 uniform intervals are plotted in Figure 5.10. From Fig-
ure 5.10d we clearly see that the enhanced methods lead to much smaller incompressibility
violation than the conventional methods. The numerical solutions show similar pattern as
the simpler model in Section 5.1.3; and we observe alike oscillations in the solutions by
the conventional methods. Nevertheless, the radius growth histories seem to compare well
among different methods; and this observation is made more precise by Table 8, which
summarizes the terminal radii at T = 1.0 by all four methods on a sequence of four grids.
FVM OF INFILTRATION IN TUMOR GROWTH 31
Table 8. Numerical final radius of the tumor case study at T = 1.0.
Nη Conv. Upwind Conv. MUSCL Enhc. Upwind Enhc. MUSCL
50 2.1843 2.1748 2.1625 2.1670
100 2.1809 2.1737 2.1666 2.1689
200 2.1763 2.1718 2.1682 2.1693
400 2.1730 2.1705 2.1688 2.1693
Table 9. Parameters of the PDGF-driven glioma problem. For the bio-
logical interpretation of each parameter, the readers are referred to [21].
Parameter Value Dimension
λ 0.48 day−1
µ 0.33 day−1
δ 0.45 day−1
ρ 0.9 day−1
ν 6.048 mm2 ·day−1
m 1.5e+5 pg ·ml−1 ·day−1
β 1.0e+5 cell ·mm−3
γ 1.0e+2 day−1
α 0.6 mm2 ·ml ·day−1 ·pg−1
θ 1.0e+6 cell ·mm−3
5.2.2. The tumor problem of [21]. Finally, we consider the tumor model describing the
PDGF-driven glioma cells in the previous work [21], where the set of parameters are cho-
sen so that the survival length matches experimental data. Here the survival length is
defined as the time Tterm when the radius reaches 5.0 mm. The parameters and their dimen-
sions are summarized in Table 9.
The initial tumor size is given by R(0) = 0.2 mm and other initial conditions are:
G(r,0) = 0.84 θ, H(r,0) = 0.155 θ, M(r,0) = 0.005 θ, r ∈ [0, R(0)) ;
A(r,0) = 1000 exp(−r2) , r ∈ [0, +∞) .
The boundary condition for M describes the environmental number density for the immune
cells: Mbc(t) = 0.005 θ. Numerical solutions to this problem on a uniform grid of 50
intervals are plotted in the left panel of Figure 5.11, where the solutions of the radius, the
glioma cells (G), and the total number of cells (G + H + M) at Tterm are plotted from top to
bottom. For comparison, the solutions computed on a uniform grid with 200 intervals are
provided side-by-side in the right panel of the same figure. Although the exact solutions to
this problem is unknown, we have the following observations:
• The conventional methods seem to underestimate the growth rate of the tumor; and
the modified methods provide much faster convergent results, c.f. Figure 5.11a.
• The solutions to cell species are very different between the conventional methods
and the enhanced ones – particularly near the tumor boundary the conventional
FVMs produce overshoots that grows significantly on finer grids, whereas the en-
hanced ones predict a flat plateau, that could possibly represent the “rim” that is
reported in many existing studies [4]. See Figure 5.11b.
• The incompressibility condition is severely violated by both conventional meth-
ods; whereas the enhanced ones respect this constraint very nicely, see Figure 5.11c.
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Figure 5.11. Numerical solutions on two grids: (left) 50 uniform inter-
vals, (right) 200 uniform intervals.
Table 10. Survival length (day) of the PDGF-driven model.
Nη Conv. Upwind Conv. MUSCL Enhc. Upwind Enhc. MUSCL
50 48.8644 53.0510 58.5284 58.5276
100 50.4446 54.5993 58.4433 58.4408
200 54.0926 57.1748 58.4223 58.4212
400 57.6348 58.4293 58.4177 58.4174
Quantitative comparisons are provided in Table 10, which summarizes the survival length
Tterm computed by all four methods on a sequence of four grids. This table reveals that
although the conventional methods predict Tterm that is somewhat different from that by
the enhanced methods, the predictions converge nevertheless to the same value as the grid
is refined. Hence we claim that the enhanced methods indeed improve the accuracy of the
numerical simulation.
Finally, it is worth noting that although the conventional methods compute very different
solutions in the cell numbers, they seem to give reasonable predictions on the tumor growth
curves, which explains why the numerical results compare reasonably well to experimental
data in the previous work [21]. To close this section, we provide an explanation to the
phenomenon by utilizing a relation that is analogous to (3.7). Particularly, when the tumor
grows monotonically as in the present case, a simpler formula determining the growth
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Figure 5.12. Histories of ∂A(R(t),t)∂r on two uniform grids.
pattern is:
R′(t) = −α∂A(R(t), t)
∂r
Mbc(t) .
Since Mbc is a constant, the growth is determined by the chemoattractant concentration
gradient at the tumor boundary. Because A is governed by the diffusion-reaction equa-
tion (2.2j), its profile is less affected by different cell number solutions in G. Particularly,
we plot numerical solutions to ∂A(R(t),t)∂r by various methods in Figure 5.12, and see that
the difference between the conventional methods and enhanced methods is less significant
than the difference in the cell number solutions.
6. Conclusions
We propose a finite volume framework with segregated fluxes for numerical computa-
tion of free boundary problems that model infiltration dynamics in spherically symmetric
tumor growth. Under this framework, sufficient conditions for ensuring the geometric
conservation law on a moving grid and the incompressibility constraint are derived; and
classical first-order and second-order finite volume methods are enhanced following these
requirements. The numerical performance of the enhanced methods are assessed by sev-
eral representative tests, either for a simplified model or a full PDGF-driven tumor growth
model; and their solutions exhibit significant improvements over those by conventional
methods. More importantly, the cell-incompressibility condition is well respected by the
enhanced methods but not by the conventional one; and it is shown to be crucial to deliver
convergent and stable solutions on refined grids.
It worth noting that, although the MUSCL-type methods generally produce more ac-
curate solutions than the upwind ones, they do not deliver second-order convergence even
when the solutions are smooth. This is probably due to the integro-differential nature of
the governing equation; and how to improve the second-order methods will be addressed
in future work. Nevertheless, the methodology to ensure the DGCL and DTCL properties
for MUSCL-based methods is expected to remain the same; hence it is addressed in the
current paper instead of in future publications.
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Appendix A. Splitted velocities for advection equations
In Section 4, we split the advection velocity for species and compute the fluxes sep-
arately. In this section, we briefly investigate the stability associated with the splitting
strategy by the classical von Neumann analysis. Since i is used to denote the imaginary
unit, we’ll use j to denote the grid index. Let us consider the following one-dimensional
advection equation:
(A.1)
∂G
∂τ
+ V
∂G
∂η
= 0 ,
where G is the advected quantity and V is the constant advection velocity. Following the
splitting strategy, we rewrite V as the sum of K constants:
(A.2) V = V1 + V2 + · · ·+ VK
and solve the corresponding equation by the first-order upwind fluxes and first-order for-
ward Euler time-integrator:
(A.3)
Gn+1j−1/2−Gnj−1/2
∆τ
+
K∑
k=1
F upw(Vk; Gnj−1/2, Gnj+1/2)−F upw(Vk; Gnj−3/2, Gnj−1/2)
∆η
= 0 ,
where ∆τ is the time step size and F upw is given by (2.8).
Clearly, the fluxes collapse into two groups, namely those associated with positive
velocities and those associated with negative ones. Denoting V+ =
∑
1≤k≤K, Vk>0 Vk and
V− =
∑
1≤k≤K, Vk<0 Vk, (A.3) simplifies to:
(A.4)
Gn+1j−1/2−Gnj−1/2
∆τ
+
V+(Gnj−1/2−Gnj−3/2)
∆η
+
V−(Gnj+1/2−Gnj−1/2)
∆η
= 0 .
Following the standard von Neumann analysis, we write:
(A.5) Gnj−1/2 = a
nei jκ∆η ,
where a is the so called amplifier coefficient and κ is the arbitrary wave number; the nu-
merical method is stable if and only if there is a ∆τc > 0, such that for all 0 ≤ ∆τ ≤ ∆τc we
have |a| ≤ 1 for all κ ∈ R.
Denoting θ = κ∆η for simplicity, plugging (A.5) into (A.4) we have:
an+1ei jθ −anei jθ
∆τ
+
V+
∆η
(anei jθ −anei( j−1)θ) + V−
∆η
(anei( j+1)θ −anei jθ) = 0 ;
and it follows that:
a = 1− V+∆τ
∆η
(1− e−iθ)− V−∆τ
∆η
(eiθ −1) .
Let the Courant numbers corresponding to V+ and V− be α+ = V+∆τ/∆η ≥ 0 and α− =
−V−∆τ/∆η ≥ 0, respectively, it is easy to compute that:
a = 1− (α+ +α−)(1− cosθ) + i(α+−α−) sinθ ⇒
|a|2 = (1− (α+ +α−)(1− cosθ))2 + ((α+−α−) sinθ)2
= (1− (α+ +α−)(1− cosθ))2 + ((α+ +α−) sinθ)2−4α+α− sin2 θ
= 1−2(α+ +α−)(1−α+−α−)(1− cosθ)−4α+α− sin2 θ
= 1− [2(α+ +α−)(1−α+−α−) + 4α+α−(1 + cosθ)] (1− cosθ) ;
it follows that |a| ≤ 1 for all θ ∈ R if and only if for these θ:
2(α+ +α−)(1−α+−α−) + 4α+α−(1 + cosθ) ≥ 0 ,
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or equivalently, α+ +α− ≤ 1. Hence the explicit split method is conditionally stable and the
Courant condition is:
(A.6) (|V+|+ |V−|)∆τ ≤ ∆η or
 K∑
k=1
|Vk |
∆τ ≤ ∆η .
Similarly, using the implicit first-order backward Euler time-integrator instead, one
computes:
a =
1
1 +α+(1− e−iθ)−α−(eiθ −1) =
1
1 + (α+ +α−)(1− cosθ) + i(α+−α−) sinθ ,
and |a| ≤ 1 is equivalent to:
(1 + (α+ +α−)(1− cosθ))2 + (α+−α−)2 sin2 θ ≥ 1 ,
which holds naturally for all θ. To conclude, the implicit split method is unconditionally
stable.
Appendix B. Implicit Enhanced Finite Volume Methods
In this appendix we extend the enhanced method of Section 4 to implicit time-integrators.
First, let us consider the backward Euler time-integrator, which is unconditionally stable
combined with the segregated upwind flux, as shown in the previous appendix.
To illustrate the idea, in order to update the solutions from τn to τn+1, all spatial dis-
cretizations happen at τn+1 instead of τn, c.f. the explicit methods. For example, the
counterpart of (4.9) reads:
η2j−1/2[(R
n+1)2Gn+1j−1/2− (Rn)2Gnj−1/2]
∆τn
+
1
∆η
[
FG,n+1j −FG,n+1j−1
]
(B.1)
= η2j−1/2(R
n+1)2 f n+1j−1/2−η2j−1/2R′n+1Rn+1Gn+1j−1/2 ,
where FG,n+1j approximates:
(B.2) FG,n+1j ≈
(
V
R
− ηR
′
R
)
η2R2G
∣∣∣∣
η=η j, τ=τn+1
,
and it is segrated into FG,n+1j = F
G,n+1
V, j + F
G,n+1
R′, j .
In Section 4, (4.2) is obtained from the explicit formula (4.1); hence it needs to be
modified to:
(B.3) R′n+1 =
(Rn+1)2− (Rn)2
2∆τnRn+1
.
In analogous of (4.4), we compute R′n+1 such that:
(B.4) R′n+1 =
(
1− 1
4
∆η2
)−1
Vn+1Nη .
Now we have similar to Theorem 4.6 the following result:
Theorem B.1. The numerical method given by the implicit version of (4.9), (4.10) and
(4.15), c.f., (B.1), satisfies both DGCL and DTCL if: (1) F n+1j is additive and V-consistent,
(2) Fˆ n+1j is additive and cubic-preserving, (3) FM,n+1u, j = FM,n+1u, j , and (4) R′n+1 equals the
right hand side of (B.3).
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Figure B.1. Implicit solutions to the test in Section 5.1.1 on a 50-cell grid.
The proof is completely analogous and omitted here.
Extension to higher-order implicit time-integrators are straightforward by using the Di-
agonally Implicit Runge-Kutta (DIRK) methods, which are well documented in many texts
on numericla methods for ordinary differential equations, such as [2]. In essense, a DIRK
method is a multi-stage method with higher time accuracy, where each stage is equivalent
to a backward Euler step; hence the method described before extends naturally to these
time-integrators. The particular one that we will use in combine with MUSCL in space is
the second-order DIRK method given in Section 361 of [2].
To demonstrate the numerical performances, we repeat the test in Section 5.1.1 using a
much larger Courant number αcfl = 10.0. The solutions on a grid of 50 uniform cells as well
as the convergence plots of the terminal radii are plotted in Figure B.1. Comparing these
figures to Figures 5.1–5.3, we can draw very similar conclusions, indicating the successful
extension of the enhanced methods in Section 4 to implicit time-integrators.
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