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Abstract
We prove that if X is a -nite pre-x set and w is a non-periodic bi-in-nite word, possessing
3 disjoint X -factorizations, then the combinatorial rank of X is at most card(X )− 2. This is one
of the rare cases when a cumulative defect e$ect is known to hold. Finally, connections to the
critical factorization theorem are discussed. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Defect theorem is one of the fundamental properties of words. It states that if a set of
n words satis-es a non-trivial relation, then these words can be expressed as products
of at most n− 1 words, i.e., any non-trivial relation on words implies a defect e$ect,
cf. [13]. Actually, as emphasized in [3, 5], there does not exist just one, but several
theorems which formalize the above defect e$ect, depending on the requirements put
on these n− 1 words.
As argued in [6], defect theorems can be viewed as a weak dimension property
of words. It is weak since a -nite set X of words can satisfy several di$erent, or
independent as it is formalized in [6], relations without forcing a larger defect e$ect
than 1, i.e., a larger defect e$ect than is forced by a single relation. On the other hand,
the compactness property of word equations, established in [1, 4], guarantees that a
-nite set of words cannot satisfy in-nitely many independent relations.
The above motivates to study the following, in some sense dual, problems. First,
how large independent systems of relations on n words can exist that they do not force
a defect e$ect larger than k, i.e., allow a set X of n words of rank at least n − k to
satisfy these relations, cf. [6, 12]. Here the rank can be de-ned in a number of ways,
see [3], for example as the combinatorial rank which is the smallest number of words
needed to express all words of X as product of these words. The second problem area
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asks to -nd conditions (on relations or sets of words) which imply a cumulative defect
e$ect, i.e., if the set X of n words satisfy k relations, then X is of rank at most n− k.
We attack in this note, the second problem. We interpret, in a natural way, a relation
on words from X as a double X -factorization of some -nite or in-nite word.
There are only very few results in the direction of our second problem. The graph
lemma, Lemma 1 in Section 2, is such an example where the type of relations is
restricted. A similar indepth result is proved in [2], extending ideas of [7–9], where it
is shown that if X is a code and has unbounded synchronizing delay in both directions,
then the rank of X is at most card(X )− 2.
Our starting point is a recent result proved in [10], see also [11], stating that if a
non-periodic bi-in-nite word possesses two di$erent X -factorizations, then the rank of
X is at most card(X ) − 1. As emphasized in [10] it is essential to use the notion of
the combinatorial rank described above. We ask the following:
Problem 1. Let X be a set of n words and w, a non-periodic bi-in-nite word. Is it true
that if w possesses k disjoint X -factorizations, for k6card(X ), then the combinatorial
rank of X is at most card(X )− k + 1?
As we have mentioned, the problem is solved aKrmatively in [10] in the case when
k =2. We do not have either a counterexample or a proof for larger values of k.
However, we are able to prove the following result. If a non-periodic word possesses
3 disjoint X -factorizations, where X is a pre1x set, then the combinatorial rank of X
is at most card(X )− 2. Even this simple case seems to be quite complicated to prove.
Finally, we note that the above problem is connected to the fundamental critical
factorization theorem, or more precisely to its application, cf. in [13, Chap. 8]. This
application studies, for a -nite set X of words, the number of disjoint X -interpretations
of a given -nite word. In particular, it gives a result which is similar to our problem
in the case when k =card(X ), cf. Section 4.
2. Preliminaries
In this section, we -x our terminology and state a few lemmas on combinatorics of
words needed for the proofs of our results. For unde-ned notions we refer to [13, 3].
Let  be a -nite alphabet and X a -nite subset of +. We are mainly interested
in the case when X is a pre1x set, i.e., no word of X is a pre-x of another word of
X . We denote the fact that a word u is a pre-x of v as u¡v. The set of all -nite,
in-nite and bi-in-nite words over  are denoted by ∗, N and Z, respectively.
Hence, formally a bi-in-nite word is a mapping fw :Z→, usually written as
w = : : : a−1a0a1 : : : with ai = fw(i):
An X -factorization of w is any sequence of words from X , yielding w as their products.
Formally, an X -factorization of w∈Z is a mapping F :Z→X ×Z such that for each
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k ∈Z if F(k)= (; i) and F(k + 1)= (; j), aiai+1 : : : aj−1 = , i.e., the position i is a
starting position of the factor  in w. We say that X -factorization F is periodic, if there
exists an integer k0 such that for any integer k, F(k)= (; i) and F(k + k0)= (; j)
with = . Further, we say that two X -factorizations F1 and F2 of a bi-in-nite word
are
• di4erent, whenever there is a k0 ∈Z such that for each k ∈Z, F1(k0) =F2(k),
• disjoint, whenever the starting positions of all factors in F1 are distinct from the
ones in F2,
• shift-equivalent, if there is a k0 such that whenever F1(k)= (; i) and F2(k0 + k)
= (; j), then = .
Example 1. Let X = {; ; ; }, where = aa, = baab, = baaaab and = aba. The
non-periodic bi-in-nite word
w1 = : : : baabaabaaaabaaaab · · · = N(baa)b(aaaab)N
has three di$erent X -factorizations: F1 =N()()N, F2 =N()()N and F3 =
N()N, which are pairwise non-shift-equivalent and are depicted as follows:
Clearly, these three factorizations are pairwise disjoint and also non-periodic.
Example 2. Let X be the same set as in the previous example. Take any non-periodic
bi-in-nite word w2 in the set {aabaab; aabaaaab}Z. Any such bi-in-nite word has 3
di$erent X -factorizations: F1 ∈{; }Z, F2 ∈{; }Z and F3 ∈{; }Z, assum-
ing that elements in the sets are selected in the same order as for w2. For example,
we will consider a part of w2 in the form
w2 = · · · aabaab:aabaaaab:aabaab · · ·
The corresponding parts of three X -factorizations are depicted as follows:
Again, three X -factorizations are pairwise disjoint, non-shift-equivalent and non-
periodic, assuming that the bi-in-nite word w2 is so.
We de-ne the combinatorial rank of X ⊆+ by the formula
rc(X ) = min{card(Y ) |X ⊆Y+}:
For the sake of completeness, we remind that
rc(X )6rf (X )6card(X );
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where rf (X ) denotes the free rank (or simply the rank) of X de-ned as the cardinality
of the base of the smallest free semigroup containing X , cf. [3].
Example 1 (continued). Clearly, rc(X )= 2, since X ⊆{a; b}+, but for no word % the
inclusion X ⊆ %+ holds. On the other hand, since X is a pre-x code we conclude that
rf (X )= 4.
Example 1 together with results in [10] show that in order to obtain the defect e$ect
for bi-in-nite words we have to use the combinatorial rank. It is also necessary to
consider non-periodic X -factorizations or non-periodic bi-in-nite words.
Example 3. In this example we show that there is a pre-x set X without any defect
e$ect and a periodic bi-in-nite word with k disjoint X -factorizations.
Let X = {; }, where = a and =(ba)k−1b. Clearly, the bi-in-nite word w=(ab)Z
has k disjoint X -factorizations of the form ()Z. They are all shift-equivalent, but
di$erent. On the other hand, we have rc(X )= 2= card(X ).
Next we recall one crucial result on words that we shall need in our later consid-
erations. For its proof the reader is referred to [3, 5]. We need some terminology. We
associate a -nite set X ⊆+ with a graph GX =(VX ; EX ), called the dependency graph
of X , as follows: the set VX of vertices of GX is equal to X , and the set EX of edges
of GX is de-ned by the condition
(x; y) ∈ EX if and only if xXN ∩ yXN = ∅:
We emphasize that the assumption that words in X are non-empty is crucial. Then we
have
Lemma 1 (Graph Lemma). For each 1nite set X ⊆+; the combinatorial rank of X
is at most the number of connected components of GX .
We shall also need the following simple lemma.
Lemma 2. Consider words x; y; x′; y′; v∈+ and z1; z2; w1; w2 ∈∗ satisfying equa-
tions
xz1 = vyw1;
x′z2 = vy′w2: (1)
If y= x; y′= x′ or y= x′; y′= x; i.e.; if {x; x′}= {y; y′}; then x and x′ are comparable;
i.e.; one is a pre1x of the other.
Proof. Consider, for example, the -rst case: y= x and y′= x′. Without loss of gener-
ality, we can assume that |x|6|x′|. If |x′|6|v|, then x′6v and also x6v, which implies
that x6x′, and we are done. Hence, assume that |x′|¿|v|, i.e., v¡x′. Now, if |x|6|v|,
J. Karhum$aki, J. Ma%nuch / Theoretical Computer Science 273 (2002) 81–97 85
Fig. 1. An illustration of ti .
then x6v6x′ and we are again done. Thus, the only case we have to consider is
the case |x′|¿|x|¿|v|. We can substitute x= v Ox, x′= v Ox′ for some Ox; Ox′ ∈+. Eqs. (1)
transform to
Oxz1 = v Oxw1; Ox′z2 = v Ox′w2:
We obtained the system of equations of the same type, but with | Ox|¡|x| and | Ox′|¡|x′|.
Hence, after a -nite number of steps, it must happen that the x’s obtained, say x˜ and
x˜′, are comparable. Clearly, if Ox; Ox′ are comparable, then so are x; x′. Inductively, we
obtain that x and x′ are comparable.
In the second case, the proof is the same.
3. An example of a cumulative defect eect
In this section we prove our main result.
Theorem 1. Consider a pre1x set X ⊆+. Let w be a bi-in1nite word over  with
3 di4erent X -factorizations F0; F1; F2. If the word w is non-periodic; then the combi-
natorial rank of X is at most card(X )− 2.
Before we start with a proof of the theorem, we de-ne X -di$erences, triples and
minimal triples. Consider a bi-in-nite word, possessing three disjoint X -factorizations
F0; F1; F2. Take an arbitrary occurrence of 0 ∈X in the X -factorization F0 and -nd,
for i=1; 2, the -rst end point of an i ∈X in the X -factorization Fi to the right from
the beginning of the 0, see Fig. 1.
Let us denote the word between the beginning of 0 and the end of i by ti. We
call the pair (t1; t2) an X -di4erence, or more precisely, an X -di$erence with respect to
the triple (F0; F1; F2). In what follows, we simply call it an X -di$erence.
Note that t1 and t2 are always comparable. Assume that we have an occurrence
of X -di$erence (t1; t2) followed by an occurrence of X -di$erence (t′1; t
′
2) in w. Fig. 2
depicts such a situation, when |t1|6|t2| and |t′1|6|t′2|. The triple (f0; f1; f2) is called a
(t1; t2; t′1; t
′
2)-triple. Note that a (t1; t2; t
′
1; t
′
2)-triple satis-es
f0t′1 = t1f1; f0t
′
2 = t2f2: (2)
We say that an X -di$erence (t˜1; t˜2) occurs inside a triple (f0; f1; f2), if the -rst letters
of t˜1 and t˜2 occur inside the word f0. Then we say that a (t1; t2; t′1; t
′
2)-triple is minimal,
if there is no occurrence of X -di$erence (t1; t2) or (t′1; t
′
2) inside the triple.
86 J. Karhum$aki, J. Ma%nuch / Theoretical Computer Science 273 (2002) 81–97
Fig. 2. An illustration of a (t1; t2; t′1; t
′
2)-triple.
Example 4. Let us illustrate the previous de-nitions on the bi-in-nite word w1 from
Example 1. Take as 0, for instance, the -rst  in the factorization F0 depicted in the
-gure of Example 1. Then 1 = , t1 = aab and 2 = , t2 = a:
Hence, we have an occurrence of X -di$erence (aab; a) marked above with two
black lines. Taking as 0 the -rst  in the factorization F0, we -nd an occurrence of
X -di$erence (b; ba). We have (aab; a; b; ba)-triple (; ; ):
It contains inside of it occurrences of X -di$erences (b; ba) and (aab; a), hence it is
not minimal. On the other hand, the following (b; ba; aab; a)-triple (; ; ) is
minimal, since it contains inside of it only an occurrence of X -di$erence (aaaab; a):
Indeed, here it is important to remember that the order of the factorizations is -xed.
Our proof of Theorem 1 is very similar to the proof of Theorem 1 in [11], assuming
that we have already proved the following two lemmas:
Lemma 3. Consider a pre1x set X ⊆+. Let w be a bi-in1nite word over  with
3 di4erent X -factorizations F0; F1; F2. If the word w possesses two di4erent minimal
(t1; t2; t1; t2)-triples; then rc(X )6card(X )− 2.
Lemma 4. Consider a pre1x set X ⊆+. Let w be a bi-in1nite word over  with
3 di4erent X -factorizations F0; F1; F2. If the word w possesses; for some non-empty
words t1; t2; t′1 and t
′
2;
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1. a minimal (t1; t2; t1; t2)-triple without any occurrence of X -di4erence (t′1; t
′
2) inside
of it;
2. a minimal (t1; t2; t′1; t
′
2)-triple; and
3. a minimal (t′1; t
′
2; t
′
1; t
′
2)-triple;
then rc(X )6card(X )− 2.
We will prove rather technically Lemma 3 later, while the proof of Lemma 4 is left
for the reader since it can be done in a very similar way. Now, let us illustrate the
situations these two lemmas deal with on an example.
Example 5. In Example 2 we have exactly the situation considered in Lemma 3. The
non-periodic bi-in-nite word
w2 ∈ {a2ba2b; a2ba4b}Z;
contains exactly two di$erent minimal (aab; a; aab; a)-triples (; ; ) and (; ;
).
In Example 1 we can -nd an illustration of the case considered in Lemma 4. The
bi-in-nite word
w1 = N(ba2)b(a4b)N;
contains:
1. the minimal (aab; a; aab; a)-triple (; ; ) without any occurrence of X -
di$erence (aaaab; a) inside of it,
2. the minimal (aab; a; aaaab; a)-triple (; ; ), and
3. the minimal (aaaab; a; aaaab; a)-triple (; ; ).
Proof of Theorem 1. Since X is a pre-x, we can assume that all three X -factorizations
are pairwise disjoint. Lemmas 3 and 4 imply that if we assume that the combinatorial
rank of X is at least card(X )− 1, then any two minimal (t1; t2; t1; t2)-triples are equal,
and all the following three triples there cannot occur in w: a (t1; t2; t1; t2)-triple without
any occurrence of X -di$erence (t′1; t
′
2) inside, a (t1; t2; t
′
1; t
′
2)-triple and a (t
′
1; t
′
2; t
′
1; t
′
2)-
triple. Since t1; t2 are suKxes of words in X , there are only -nitely many di$erent
X -di$erences. By the pigeon-hole principle, there exists an X -di$erence (t′1; t
′
2), which
occurs an in-nite number of times in the word w. Each two consecutive occurrences
de-ne the minimal (t′1; t
′
2; t
′
1; t
′
2)-triple. If there are in-nitely many occurrences to the
right and also to the left from an arbitrary point in w, then clearly all three
X -factorizations and the bi-in-nite word w are periodic, which is a contradiction.
Hence, without loss of generality, we assume that there are occurrences of (t′1; t
′
2; t
′
1;
t′2)-triple only to the right from a point P. Therefore, by the pigeon-hole principle,
there must be an X -di$erence (t1; t2) occurring an in-nite number of times to the left
from the point P in w. Clearly, a (t1; t2; t1; t2)-triple occurring to the left from the point
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Fig. 3. An illustration of the de-nition of pi; ri ; r′i for i=0.
P in w does not contain any occurrence of X -di$erence (t′1; t
′
2). Obviously, there is a
(t1; t2; t′1; t
′
2)-triple in the word w, which is a contradiction.
Proof of Lemma 3. Let us consider two di$erent minimal (t1; t2; t1; t2)-triples (f0; f1;
f2) and (f′0 ; f
′
1 ; f
′
2 ). Without loss of generality, we can assume that |f0|6|f′0 | and
t1¡t2. Note that t1 = t2 since factorizations F1; F2 are disjoint.
Denote t0 = 1 and let s1; s2 ∈+ be such words that t1 = s1, t2 = t1s2. We de-ne, for
06a6b62,
s(a;b] = sa+1 : : : sb:
Notice that for a= b, s(a; b] = 1; for 06a62, ta= s(0; a]; and for a6b6c, s(a; c] = s(a; b]
s(b; c]. Next, we de-ne ±-notation: for arbitrary a; b∈{0; 1; 2} let
s+(a;b] =
{
s(a;b]; if a ¡ b;
1; otherwise;
s−(a;b] =
{
s(b;a]; if b ¡ a;
1; otherwise:
Eqs. (2) imply that
f
(′)
a s(a;b] = s(a;b]f
(′)
b ; for a ¡ b: (3)
Eq. (3), for each a¡b, represents actually two equations: one with and one without
the primed symbols, hence the notation f(′). Note that for a=0 we have only another
transcription of Eqs. (2) and for a=1, b=2 we have
f1s2 = s2f2; f′1s2 = s2f
′
2:
Using our ±-notation we can restate Eq. (3) for any 06a; b62:
s−(a;b]f
(′)
a s+(a;b] = s
+
(a;b]f
(′)
b s
−
(a;b]: (4)
Indeed, it is easy to check that for a¡b and b¡a we get exactly Eq. (3) and for a= b
tautology f(′)a =f
(′)
b .
Let pi ∈X ∗ be a common pre-x of fi; f′i over the alphabet X and let ri; r′i ∈X ∗ be
words such that fi =piri and f′i =pir
′
i (see Fig. 3).
Note that if fi =f′i for any i=1; 2; 3, then by (2) and the choice of (t1; t2; t1; t2)-
triples, fi =f′i for all i=1; 2; 3. This is impossible since X is a code and the triples
are di$erent. Thus, since |f0|6|f′0 | we have r′i =1 for all i.
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Fig. 4. An illustration of ui’s.
Let i0; i1; i2 be the order of the ends of pi’s in the bi-in-nite word w, as depicted in
Fig. 4. Note that since the X -factorizations are disjoint, the words u1, u2 are non-empty.
Hence, we have that |ti0pi0 |¡|ti1pi1 |¡|ti2pi2 |, where, we remind, t0 = 1.
Example continued. Let us change the indices of factorizations F1 and F2, so that the
condition t1¡t2 is satis-ed. Hence, we will consider (a; aab; a; aab)-triples (; ; )
and (; ; ) with s1 = a and s2 = ab. Then,
p0 = ; r0 = ; r′0 = ;
p1 = ; r1 = ; r′1 = ;
p2 = ; r2 = ; r′2 = :
Since |p0|¡|t1p1|¡|t2p2|, the order of pi’s is i0 = 0, i1 = 1 and i2 = 2, and u1 = ba
and u2 = a.
Proof continued. We have
ti0pi0u1 = ti1pi1 ; ti1pi1u2 = ti2pi2 ; ti0pi0u1u2 = ti2pi2 : (5)
Taking the -rst equation and multiplying both sides by ri1s
−
(i0 ; i1] we obtain
s(0; i0]pi0u1ri1s
−
(i0 ; i1] = ti0pi0u1ri1s
−
(i0 ; i1]
(5)
= ti1pi1ri1s
−
(i0 ; i1] = s(0; i1]fi1s
−
(i0 ; i1]:
This is equivalent to
s−(i0 ; i1]pi0u1ri1s
−
(i0 ; i1] = s
+
(i0 ; i1]fi1s
−
(i0 ; i1]
(4)
= s−(i0 ; i1]fi0s
+
(i0 ; i1] = s
−
(i0 ; i1]pi0ri0s
+
(i0 ; i1];
hence u1ri1s
−
(i0 ; i1] = ri0s
+
(i0 ; i1]. In the similar way we obtain
u1r
(′)
i1 s
−
(i0 ; i1] = r
(′)
i0 s
+
(i0 ; i1]; (6)
u2r
(′)
i2 s
−
(i1 ; i2] = r
(′)
i1 s
+
(i1 ; i2]; (7)
u1u2r
(′)
i2 s
−
(i0 ; i2] = r
(′)
i0 s
+
(i0 ; i2]: (8)
If rij =1, for j=0; 1, then Eqs. (6) and (7) imply s
+
(ij ; ij+1] =1, and hence also ij¡ij+1
and |rij+1 |¡|s(ij ; ij+1]|6|tij+1 |. By the de-nition of the X -di$erence, we then obtain rij+1
= 1, otherwise there is an ∈X in the X -factorization Fij+1 , which ends before the end
of fij+1 and after the end of f0, as illustrated in Fig. 5. But this is impossible by the
de-nition of X -di$erence, see Fig. 1.
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Fig. 5. A hypothetical situation where  would exist.
Fig. 6. A part of the dependency graph for the case (ii).
We have three possibilities:
(i) ri0 = ri1 = ri2 = 1; i0¡i1¡i2;
(ii) ri0 = 1; ri1 = 1;
(iii) ri0 = 1; ri1 = ri2 = 1; i1¡i2.
Case (i): In this case there is a middle occurrence of the X -di$erence (t1; t2) in the
minimal (t1; t2; t1; t2)-triple (f′0 ; f
′
1 ; f
′
2 ), which is a contradiction.
Case (ii): Let x; x′; y; y′ ∈X be the -rst letters of ri0 ; r′i0 ; ri1 ; r′i1 , respectively. Hence,
r(′)i0 = x
(′) Or(′)i0 and r
(′)
i1 =y
(′) Or(′)i1 with some Ori0 ; Or
′
i0 ; Ori1 ; Or
′
i1 ∈X ∗. Clearly, since pi0 and pi1
are maximal common pre-xes, x = x′ and y =y′. Using this notation, Eqs. (6) trans-
form to
u1y
w1︷ ︸︸ ︷
Ori1s
−
(i0 ; i1] = x
z1︷ ︸︸ ︷
Ori0s
+
(i0 ; i1];
u1y′ Or′i1s
−
(i0 ; i1]︸ ︷︷ ︸
w2
= x′ Or′i0s
+
(i0 ; i1]︸ ︷︷ ︸
z2
:
Hence, by Lemma 2, the pair {x; x′} is di$erent from the pair {y; y′}.
The dependency graph contains at least 6 distinct edges, as shown in Fig. 6, card(X )
+ 4 vertices and, most importantly, at most card(X ) − 2 components. Hence, we can
bind the combinatorial rank of X using Graph Lemma
rc(X )6rc(X ∪ {u1; u2; s1; s2}6card(X )− 2:
Example continued. We have x= ; x′= ; y=  and y′= , so {x; x′} = {y; y′}. By
Eqs. (3), (6) and (7) the set X satis-es the following six equalities:
s1 = aa:baab:a = a:aba:aba = s1;
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s2 = aba:aba:ab = ab:aa:baab = s2;
u1 = ba:aba = baab:a = s1;
u1 = ba:aa:aba = baaaab:a = s1;
u2 = a:baab = aba:ab = s2;
u2 = a:aa:baab = aa:aba:ab = s2:
Hence, the dependency graph
has two components, so by Graph Lemma, rc(X )62.
Proof continued. Case (iii). Let us recall Eqs. (8), where we set ri2 = 1
u1u2s−(i0 ;i2] = ri0s
+
(i0 ;i2]; u1u2r
′
i2s
−
(i0 ;i2] = r
′
i0s
+
(i0 ;i2]: (9)
Assume that r(′)i0 starts with x
(′) ∈X , where again x must be di$erent from x′. Note that
x and x′ are connected in the dependency graph through u1. If |x|6|u1u2|, then x and
x′ are comparable, a contradiction to the pre-x property of X . Thus, we have u1u2¡x,
which implies that s−(i0 ; i2] =1, and also i1¡i2¡i0. Therefore, i0 = 2; i1 = 0 and i2 = 1.
Eqs. (9) simplify to
u1u2s2 = r2; u1u2r′1s2 = r
′
2; (10)
where r2 and r′2 start with x and x
′, respectively.
Since r0 = r1 = 1, Eq. (3) for a=0; b=1 implies
s1p1 = p0s1: (11)
Again since r0 = r1 = 1, Eq. (7) without primes gives u2 = s1. Hence, Eq. (7) with
primes simpli-es to
s1r′1 = r
′
0s1: (12)
Fig. 7 illustrates the parts of factorizations Fi1 and Fi2 corresponding to Eqs. (11)
and (12).
Let us analyze Eqs. (11) and (12). For j=0; 1, let p˜j be the maximal common
pre-x of pj =fj and r′j over the alphabet X and let pj = p˜jr˜pj and r
′
j = p˜jr˜r′j , for
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Fig. 7. An illustration of Eqs. (11) and (12).
some p˜j; r˜pj ; r˜r′j ∈X ∗. There are two possibilities:
(a) p˜0 ends later than p˜1, i.e., p˜0 = s1p˜1u for some u∈+;
(b) p˜1 ends later than p˜0, i.e., p˜0u= s1p˜1 for some u∈+.
Since the factorizations F0 and F1 are disjoint, u must be non-empty.
Case (a): Eqs. (11) and (12) imply
ur˜p0s1 = r˜p1 ; ur˜r′0s1 = r˜r′1 :
Note that both, r˜p1 and r˜r′1 , are non-empty. Hence, we can assume that r˜p1 and r˜r′1 start
with di$erent symbols y and y′ and so, y and y′ are connected in the dependency
graph through u. It is enough to show that the pair {y; y′} is di$erent from the pair
{x; x′}, since after that the end of the proof is essentially the same as the one in the
case (ii). Using Eqs. (3) and (10) we derive
v︷ ︸︸ ︷
u1u2p˜1 r˜r′1s2
(10)
= r′2;
u1u2p˜1︸ ︷︷ ︸
v
r˜p1s2 = u1u2f1s2
(3)
= u1u2s2f2
(10)
= r2f2:
Setting in Lemma 2, v= u1u2p˜1 we obtain {y; y′} = {x; x′}.
Example 8. Consider again set X = {; ; ; } from Example 1. Recall that = aa,
= baab, = baaaab and = aba. We will take any non-periodic word w3 in the
set {aabaab; aabaabaa}Z. It has 3 di$erent X -factorizations in the sets: {; }Z,
{; }Z and {; }Z. Note that this example is equivalent to Example 2, we have
only changed order of X -factorizations.
The pieces of all 3 factorizations of w3 can be illustrated as follows:
We have two di$erent (a; aab; a; aab)-triple (; ; ) and (; ; ), with
s1 = a, s2 = ab and
p0 = ; r0 = 1; r′0 = ;
p1 = ; r1 = 1; r′1 = ;
p2 = ; r2 = ; r′2 = :
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The order of pi’s is i0 = 2; i1 = 0 and i2 = 1 with u1 = b and u2 = a= s1. This is case
(iii). It is easy to check that the set X satis-es Eqs. (11) and (12)
s1 = s1; s1 = s1:
Next, we have
p˜0 = ; r˜p0 = ; r˜r′0 = 1;
p˜1 = 1; r˜p1 = ; r˜r′1 = :
Hence, |s1p˜1|¡|p˜0|, i.e., p˜0 ends in w3 later than p˜1, so we are in case (a) with u= a.
Eq. (11) and (12) imply
us1 = ; us1 = ;
hence,  and  are connected through u in the dependency graph of the set X . On
other hand Eqs. (10),
u1u2s2 = ; u1u2s2 = ;
imply that  and  are connected through u1. Hence again, the dependency graph has
2 components:
Proof continued. Case (b). The proof is similar as in the previous case. Eqs. (11) and
(12) imply
r˜p0s1 = ur˜p1 ; r˜r′0s1 = ur˜r′1 : (13)
Eq. (3) implies that s2 is a pre-x of f1 =p1 = p˜1r˜p1 . We will show that x and x
′ are
comparable, and hence X is not a pre-x.
First, assume that s2¡p˜1. Since, by (10), x¡r2 = u1u2s2, it is enough to show that x
′
and u1u2s2 are comparable. Again by Eq. (10) we have x′¡r′2 = u1u2r
′
1s2 = u1u2p˜1r˜r′1s2.
And since s2¡p˜1; x
′ and u1u2s2 are comparable.
Second, we will assume that |p˜1|¡|s2|, i.e., s2 = p˜1! for some !∈+. By the def-
inition of X -di$erence, we have |p˜0r˜p0 |= |p0|= |f0|= |f2|¿|s1s2|. On the other hand,
|p˜0|¡|p˜0u|= |s1p˜1|¡|s1s2|. Therefore, the word r˜p0 must be non-empty. If also r˜r′0 = 1,
then we can proceed as in case (a), choosing y and y′ to be the starting symbols of
r˜p0 and r˜r′0 over the alphabet X .
Unfortunately, it can also happen that r˜r′0 = 1. Let us consider this case. We have
r′0 = p˜0. The word p˜1 in r
′
1 in Fig. 7 should end after the beginning of s1. By the
de-nition of X -di$erence, this is only possible if r′1 = p˜1 and r˜r′1 = 1. The second of
Eqs. (13) implies u= s1, so we have
s1p˜1 = p˜0s1; by (12); s1r˜p1 = r˜p0s1; by (13):
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Fig. 8. An illustration of triples (f0; f1; f2) (down) and (f′0 ; f
′
1 ; f
′
2 ) (up) in case (iii.b) when Orr′0
is the empty
word. Note that triples are same to the left of the dashed line, but they can di$er to the right of it.
Thus, we can perform the same kind of analysis as we did for Eqs. (11) and (12).
Then either r˜p0¡p˜0, or p˜0¡r˜p0 , or the words p˜0 and r˜p0 are not comparable. In the -rst
case, we will show that x and x′ are comparable, as we wanted. In the second case, we
obtain equations again of type (11) and (12), and we can continue inductively. Since
the words in the new equations are shorter, we have to arrive at one of the other two
cases after a -nal number of steps. In the third case, we can take the starting symbols
of p˜0 and r˜p0 over the alphabet X for the values of y and y
′ and proceed as in case
(a).
Hence, consider the -rst case r˜p0¡p˜0. Multiplying this inequality by s1 and using
Eqs. (13), we obtain r˜p1¡p˜1. Since p˜1!= s2¡f1 = p˜1r˜p1 , we have !¡r˜p1¡p˜1. Hence,
u1u2s2 = u1u2p˜1! ¡ u1u2p˜1p˜1 ¡ u1u2p˜1p˜1! = u1u2p˜1s2 = u1u2r
′
1s2;
which together with Eq. (10) gives that x′ and u1u2s2 are comparable. This is, as we
have seen before, a contradiction.
Note that in the proof of Theorem 1 we have used the fact that at least 1 of
the X -factorizations is non-periodic, and not the fact that the bi-in-nite word w is
non-periodic. Hence, we have proved the following theorem.
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Theorem 2. Consider a pre1x set X ⊆+. Let w be a bi-in1nite word over  with
3 disjoint X -factorizations F0; F1; F2. If at least one of three X -factorizations is
non-periodic; then the combinatorial rank of X is at most card(X )− 2.
Nevertheless, under assumption that X is a pre-x, this theorem is equivalent to
Theorem 1. The following example shows that in Theorem 2, but not in Theorem 1,
we have to put some assumptions on the set X , for example, that it is a code.
Example 9. Let X = {; ; }, where = ababa; = b and = ababab. Then the peri-
odic bi-in-nite word w=(ab)Z has three disjoint X -factorizations of the form {; }Z.
We can choose them to be non-periodic and not shift-equivalent. The combinatorial
rank of the set X is 2, so in this case the defect e$ect is only by 1.
A variant of our problem related to Theorem 2 is as follows.
Problem 2. Let X be a code and w a bi-in-nite word. Is it true that if, for k6card(X );
w possesses k disjoint X -factorizations, such that at least one of them is non-periodic,
then the combinatorial rank of X is at most card(X )− k + 1?
There are two natural directions to generalize Theorems 1 and 2: either relax the
pre-x condition or assume more than three factorizations. We believe that the ideas of
our above proof can be used to prove at least some such extensions.
4. A connection to the critical factorization theorem
In this section, we recall an application of the critical factorization theorem, cf. in
[13, Chap. 8], and look at how it is connected to Problem 1 in the cases k =card(X )
and k =card(X ) + 1. First, we need a few de-nitions.
Let w= a1a2 : : : an be a word of length n over the alphabet . A positive integer p
is a period of w if, for any i∈{1; : : : ; n− p}; ai+p= ai. The minimal period of w is
called the period of w, denoted as p(w).
Let X be a set of non-empty words over the alphabet . An X -interpretation of a
word w∈+ is a sequence x; x1; : : : ; xn; y of words such that
xwy = x1; : : : ; xn;
where, for any i∈{1; : : : ; n}; xi ∈X; x is a proper pre-x of x1 and y is a proper suKx
of xn. Two X -factorizations x; x1; : : : ; xn; y and x′; x′1; : : : ; x
′
m; y
′ of w are disjoint, if for
each i6n and j6m, we have x−1x1; : : : ; xi = x′−1x′1; : : : ; x′j.
The application of the critical factorization theorem states, cf. [13].
Proposition 1. Let w∈+ and X ⊆+ be a 1nite set satisfying p(x)¡p(w) for all
x∈X . Then w has at most card(X ) disjoint X -interpretations.
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Already in [13] it was noted that the bound in the proposition is close to the
optimal: for each n¿2, words of the form w∈ (a2n−2b)+ have exactly n disjoint X -
interpretations for X = {an; b; aba; : : : ; an−1ban−1}.
It was conjectured by Sch'utzenberger that the exact value in Proposition 1 is card(X )
− 1. If this would be true, it would imply that a non-periodic bi-in-nite word can
possess at most card(X ) − 1 disjoint X -factorizations, which is also an immediate
consequence of an aKrmative answer to our Problem 1 in the case k =card(X ). But
in [14] an example was given showing that the bound in Proposition 1 is optimal.
Corollary 1. Let X be a set of non-empty words and w a non-periodic bi-in1nite
word. Then w can possess at most card(X ) disjoint X -factorizations.
Proof. Let wi ∈; i∈Z be letters of the bi-in-nite word w
w = : : : w−2w−1w0w1w2 : : : :
We de-ne the sequence {ui}i¿0 of -nite words as follows:
ui = w−i : : : w−1w0w1 : : : wi:
Clearly, p(ui+1)¿p(ui). Hence, the sequence {p(ui)}i¿0 is a non-decreasing sequence.
Assume that it is upper bounded, i.e., there are positive integers j; p such that, for all
i¿j; p(ui)=p. Then the bi-in-nite word w is periodic with a period p, which is a
contradiction. Thus, there exists a positive integer j such that p(uj) is greater than the
periods of words in X . Assume that w possesses card(X )+1 disjoint X -factorizations.
We can construct, in a natural way, card(X )+ 1 disjoint X -interpretations of the word
uj. But this together with Proposition 1 yields a contradiction.
The above motivates us to formulate a stronger version of our Problem 1.
Problem 3. Let w∈+ and X ⊆+ be a -nite set satisfying p(x)¡p(w) for all x∈X .
Is it true that w has at most card(X ) + 1− rc(X ) disjoint X -interpretations?
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