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This paper discusses an innovative simulation model based approach for long exposure atmospheric
point spread function (PSF) reconstruction in the context of laser guide star (LGS) multiconjugate
adaptive optics (MCAO). The approach is inspired from the classical scheme developed by Véran et al.
[J. Opt. Soc. Am. A 14, 3057 (1997)] and Flicker et al. [Astron. Astrophys. 400, 1199 (2003)] and recon-
structs the long exposure optical transfer function (OTF), i.e., the Fourier transformed PSF, as a product
of separate long-exposure tip/tilt removed and tip/tilt OTFs, each estimated by postprocessing system
and simulation telemetry data. Sample enclosed energy results assessing reconstruction accuracy are
presented for the Thirty Meter Telescope LGS MCAO system currently under design and show that per-
cent level absolute and differential photometry over a 30 arcsec diameter field of view are achievable
provided the simulation model faithfully represents the real system. © 2012 Optical Society of America
OCIS codes: 010.1080, 010.1330.
1. Introduction
Point spread function (PSF) knowledge is critical for
any existing or proposed adaptive optics (AO) astro-
nomical science program aiming at obtaining high
angular resolution information. Examples of such
programs include photometry and astrometry in
crowded and sparse stellar fields, detection and char-
acterization of exoplanets, determination of precision
orbits at the Galactic Center to test general relativity
and black hole growth models, dynamics of early
galaxies, and gravitational lensing [1–5]. In order
to enable these science programs, AO systems on
existing and future extremely large telescopes are
required to meet tight photometry and astrometry
budgets. For instance, the laser guide star (LGS) mul-
ticonjugate adaptive optics (MCAO) system, under de-
sign for the Thirty Meter Telescope (TMT), is required
to provide 2% differential photometry (relative bright-
ness between two point sources) over a 30 arcsec dia-
meter field of view (FoV) for a 10 min integration at a
wavelength of 1 μm, and 50 microarcsec root-mean-
square (RMS) time dependent differential astrometry
(relative separation between two point sources) over
the same FoV for a 100 s integration in H band [6,7].
The mathematical quantity that is actually deter-
mined in PSF reconstruction (PSFR) is the second-
order statistics of the residual phase, namely the
structure function (SF), i.e., the variance of the differ-
ential phase between two points in the telescope
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aperture. The optical transfer function (OTF), i.e.,
the normalized Fourier transform of the PSF, is then
computed from the SF via the long exposure formula
(long exposure means that the residual speckle noise
is assumed to have completely averaged out):
dOTFu  Φ−1 Z d2xAxAx λue−Dˆx;xλu=2; (1)
where hats denote reconstructed quantities, Φ R
d2xA2x is the PSF flux, u  ux; uy is the focal
plane angular frequency coordinate, Ax is the
real-valued telescope pupil function, and Dx; x0 de-
notes the residual phase SF between two aperture-
plane points with coordinates x and x0 (units of
rad2), i.e.,
Dx; x0  hϕx − ϕx02i; (2)
where angle brackets denote temporal averaging and
ϕx the residual aperture-plane phase at coordinate
x (assumed to have zero mean). For a telescope with a
circular aperture of diameter D0, the OTF has a cir-
cular support of radius equal toD0=λ (telescope cutoff
frequency). The diffraction limited OTF is simply ex-
pressed as in Eq. (1) with Dx; x0  0, i.e.,
OTFDLu  Φ−1
Z
d2xAxAx λu: (3)
The reconstructed PSF is obtained by the inverse
Fourier transform of Eq. (1):
dPSFθ  ΦF−1f dOTFugθ; (4)
where θ  θx; θy is the focal plan angular coordinate
(conjugate variable to u), and F−1 denotes the inverse
Fourier transform operator. The estimated Strehl
ratio (SR) and enclosed energy (EE) are given by the
following expressions:
cSR  dPSF0
PSFDL0

R
d2u dOTFuR
d2uOTFDL
;dEEΩ
 Φ−1
Z Ω=2
−Ω=2
dθx
Z Ω=2
−Ω=2
dθy dPSFθ
 Ω2
Z
d2u dOTFusincuxΩsincuyΩ; (5)
where Ω denotes the angular width of the square in-
tegration domain. The reconstructed atmospheric
AOOTF [Eq. (1)] is real-valued, i.e., it assumes a zero
temporal mean phase, an assumption that leads to a
symmetric PSF, i.e., dPSFθ  dPSF−θ. Modeling of
static telescope and optomechanical phase aberra-
tions (common and noncommon path) is possible,
however, reconstruction of such biases (which pro-
duce a nonsymmetrical PSF) requires the use of
phase diversity techniques [8,9] (possibly tomo-
graphic techniques for aberrations at nonzero conju-
gation altitudes), and is not studied in this paper.
Véran pioneered AO PSFR in 1997 by developing a
practical method to reconstruct the long exposure
OTF of a bright natural guide star (NGS) target from
the wavefront sensor (WFS) measurement covar-
iance matrix accumulated during the exposure
[10]. There is no anisoplanatism for such an observa-
tion since the NGS is the science target. Fusco et al.
in 2000 [11], and later Britton et al. in 2005 [12], ex-
tended Véran’s technique to capture a key missing
component: angular anisoplanatism, providing the
astronomical AO community a complete PSFR tool
for classical NGS single-conjugate AO (SCAO) obser-
vations. SR errors of 4% in K-band are reported on
the Palomar AO system (order 16 × 16) at the 5 m
Hale Telescope for observations of a bright star sepa-
rated by 21 arcsec from its companient star (28%
measured companient SR versus 27% predicted SR),
and 100 microarcsec differential astrometry for a
2 min exposure using 50 reference stars. Measure-
ments of the turbulence profile provided the neces-
sary input for the angular anisoplanatism filter
computation in these experiments. Recently, Jolis-
saint reported 5% K-band SR error at the 10 m Keck
Telescope for bright NGS AO observations [8] and
stressed two critical steps to achieve this level of per-
formance: estimation of the static/quasi-static optical
aberrations (common and non-common path), and
knowledge of the atmospheric turbulence profile.
Flicker, in 2008, pushed the theory further by devel-
oping an analytical PSFR algorithm for LGS SCAO,
estimating the long exposure OTF as a product of
separate long exposure tip/tilt removed (TTR) and
tip/tilt (TT) OTFs, the former including the effect
of focal anisoplanatism (FA) [13] (a block diagram
is given in Fig. 2 of Section 2).
To the best of our knowledge, PSFR for multi-LGS
tomography AO systems has been discussed so far
only for the ground-layer AO (GLAO) facility system
under design for the large binocular telescope [14].
For LGS MCAO, multiple low-order NGS WFSs are
required to correct low-order tomographic null-
modes invisible to the high-order LGSWFSs but pro-
ducing absolute and differential magnification on the
science focal plane [15], commonly referred to as tip/
tilt anisoplanatism (TTA). More importantly, the ef-
fects of angular and focal anisoplanatism are very
different from what they are for LGS GLAO and
SCAO: the PSF is much more uniform across an ex-
tended FoV (characterized by the generalized isopla-
natic angle [16]) and the TTR SR of a point source at
infinity (science target) is actually larger than that of
a point source in the same direction but at finite-
range (the LGS of the multi-LGS constellation point-
ing to the science target), since the deformable
mirror (DM) fitting step is optimized for the science
target at infinity, not for the finite range LGSs. The
LGS OTF thus has to be boosted by some amount
greater than unity to yield the science TTR OTF,
meaning that the latter cannot be expressed as a pro-
duct of individual OTF error terms, and cross-
coupling terms need to be taken into account. All this
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makes an analytic derivation very difficult, if possi-
ble at all. This behavior, as well as other differences
between the LGS and the science TTR SFs andOTFs,
are illustrated in Fig. 1. Important features to note
are that the science TTR to LGS SF ratio [i.e., the
extrapolation filter described in Eq. (15)] is smaller
than unity (i.e., the LGS SR is smaller than the
science TTR SR), insensitive the seeing variations
(i.e., the filter is robust against seeing modeling er-
rors), but sensitive to LGSWFS signal level (opposite
behaviors of the science TTR and LGS SF make the
filter sensitive to this type of modeling error). In con-
trast to SF ratios, OTF ratios are sensitive to seeing
variations.
Inspired from Véran et al. [10] and Flicker et al.
[17], the approach described in this paper recon-
structs the LGS MCAO long exposure OTF as a pro-
duct of separate TTR and TT components, each
estimated from a combination of AO system teleme-
try data as well as simulation model data (a block
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Fig. 1. (Color online) Upper left panel shows science TTR to LGS SF for the TMT LGS MCAO system for three observing conditions:
baseline (base), 10% reduced Fried parameter (09r0), and 20% reduced LGSWFS signal level (08pde). Note that themagnitude of these SF
ratios is smaller than unity, the SF ratio is insensitive to seeing variations, but sensitive to LGS WFS signal level variations. Upper right
panel shows science TTR to LGSOTF ratios computed from the SFs illustrated on the left panel. Bottom panel shows LGS and science TTR
SF ratios to illustrate how SFs vary with seeing and LGS WFS signal level.
Sys. NGS data:
avg. pixel intens.
centroider
grad. cov. mat.
Sys. LGS data:
avg. pixel intens.
centroider
grad. cov. mat.
DM fitting SF
grad. nse cov. mat.
Sys. tel-nse
TT OTF  
grad. nse cov. mat.
Sys. tel-nse+fit-alias
LGS SF
Cn2
profiler r0
*
Sys. Science
OTF
aliasing SF
focal/angular
anisoplanatism TTR SF
Sys. Science
TTR OTF
angular anisokinetism TT SF
Sys. anisokinetism
TT OTF  
Fig. 2. (Color online) Block diagram of the classical LGS SCAO PSFR scheme, illustrating the main steps involved in the algorithm. The
acronym “Sys.” has been prefixed to quantities related to or extracted from the AO system telemetry data. This notation is useful
to distinguish quantities derived from simulation models. Static and quasi-static slowly varying telescope and AO phase errors,
e.g., optomechanical errors, residual sodium layer tracking errors, etc., are omitted at this stage of the study.
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diagram is given in Fig. 3 of Section 2). Namely, an
LGS SF is reconstructed from the measurement cov-
ariance matrix of the LGS WFS pointing to the
center of the science FoV (we will call this direction
“on-axis”). It is then extrapolated to the science
target (direction and infinite range) using a precom-
puted filter obtained from a high-fidelity simulation
model of the full system. A science TTR OTF is then
computed from the science TTR SF, and is finally
multiplied by a science TT OTF estimated from
the global measurement covariance matrix of multi-
ple low-order TT NGS WFSs typically patrolling a
larger field than the science FoV.
The paper is organized as follows. Section 2 pro-
vides a review of the classical LGS SCAO PSFR
scheme and draws upon it to introduce our proposed
simulation model based approach for LGS MCAO.
Performance evaluation is presented in Section 3,
and conclusions are given in Section 4.
2. Simulation Model Based Approach to PSFR for
LGS MCAO
A. Review of Classical Scheme for LGS SCAO
The integrand in Eq. (1) is typically discretized on a
nodal aperture-plane grid whose sampling Δx is
equal to the WFS subaperture size, dSA, and u is dis-
cretized on a square grid of width equal to 2D0=λwith
sampling Δu  Δx=λ. The number of grid points in a
single dimension is thus equal to twice the WFS or-
der, i.e., n  2D0=Δx. Equations (1) and (4) are thus
arrays of size n × n. Note that since the SF Dˆx; x0 in
Eq. (1) is a four-dimensional (4D) quantity, its sto-
rage scales as the square of that of the OTF [which
is only a two-dimensional (2D) quantity]. Namely, de-
noting by N ∼ n2π=16 ∼ n2=5 the total number of
reconstructed aperture-plane grid points inside the
telescope aperture Dˆ can be stored in the form of a
symmetric matrix of sizeN ×N. The correlation type
integral, Eq. (1), is then computed for all spatial
shifts λux; uy by fetching the appropriate SF matrix
elements. A Matlab routine is available from the
authors to the interested readers wishing to imple-
ment the technique. As pointed by Flicker et al.
[13], although it might have seemed computationally
challenging at one time, Eq. (1) can nowadays easily
be computed for extremely large telescope apertures
on a modern laptop computer, and it is unnecessary
to resort to the aperture-averaging approxima-
tion, i.e., approximating the 4D SF by a 2D SF as
suggested by Véran et al. in [10]. From discrete Four-
ier transform properties, the reconstructed PSF,
Eq. (4) is Nyquist sampled, i.e., its sampling is
Δθ  λ=2D0, and it spans a total angular width
equal to 1=Δu  λ=Δx.
Flicker, in 2008, developed an analytical PSFR al-
gorithm for LGS SCAO, estimating the science SF,
Dˆx; x0 in Eq. (1) as the sum of separate TTR and
TT SFs, both computed for a point source at infinite
range in the science direction [13]:
D^x; x0  D^TTRx; x0  D^TTx − x0; (6)
where DˆTTR denotes the TTR SF, which, as described
in Fig. 2, includes focal and angular anisoplanatism,
and DˆTT is the TT SF, which is shift-invariant, i.e.,
dependent only upon the 2D relative separation be-
tween two aperture-plane points, expressed as
follows:
DˆTTλu  16λ=D02uTCˆTTu; (7)
Fig. 3. (Color online) Block diagram of the proposed LGSMCAOPSFR scheme, illustrating the main steps involved in the algorithm. The
acronyms “Sys.” and “Mod.” have been prefixed to quantities related to, or extracted from, either the real AO system or the simulation
model telemetry data. Static and quasi-static slowly varying telescope and AO phase errors are omitted at this stage of the study.
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where CˆTT denotes the reconstructed modal Zernike
TT phase covariance matrix (2 × 2, in units of rad2).
Substituting Eq. (6) into Eq. (1) yields:
dOTFu  dOTFTTu dOTFTTRu; (8)
where dOTFTTR is expressed as in Eq. (1) in terms of
DˆTTR, and dOTFTT is the TT OTF, expressed as:
dOTFTTu  e−DˆTTλu=2: (9)
Equation (138) of the final report [13] provides the
expression of the FA SF projected onto the DM influ-
ence functions (controlled modes), and should be
used to compute the FA component of DˆTTRx; x0
for LGS SCAO systems (LGS SCAO observations
with e.g., the Keck, Gemini, Subaru, Lick, and
Palomar telescopes). A block diagram of Flicker’s ap-
proach, illustrating the main steps of his algorithm,
is provided in Fig. 2.
The necessary telemetry data consists of (i) the ac-
cumulated measurement covariance matrix, (ii) the
subaperture average pixel intensities, and (iii) the
average centroider gain, for both the LGS and TT
NGS WFSs. The LGS SF is reconstructed from the
LGS WFS measurement covariance matrix. This
step requires to “denoise” and “dealias” the measure-
ment covariance matrix, as well as to add in the un-
seen DM fitting error. Denoising is performed by
postprocessing the subaperture average pixel inten-
sities and centroider gain, whereas “dealiasing” and
“adding in fitting” is performed from a simulation
model capturing the main WFS detector characteris-
tics as well as the type of DM influence functions, and
requires good knowledge of the Fried parameter,
which can be obtained either from a dedicated turbu-
lence profiler near the telescope, or from a DM seeing
estimation technique recently validated on the sky at
the Keck telescope [8]. Mathematically, these steps
can be represented in the following form:
CˆLGS  RLGSCgLGS − CˆgLGSnseRLGST − Cˆalias  Cˆfit;
(10)
where CgLGS denotes the LGS WFS measurement
covariance matrix (subscript g stands for gradient,
we assume that the system uses a Shack-Hartmann
WFS providing approximately twice as many mea-
surements as reconstructed phase points in the Fried
geometry), C^gLGSnse denotes the estimated measure-
ment noise covariance matrix, obtained by postpro-
cessing the subaperture average pixel intensities
and centroider gain (see for instance [18] for formu-
las for a matched filter centroiding algorithm), RLGS
is the gradient-to-phase reconstruction matrix, Cˆalias
is the estimated N ×N covariance matrix of the spa-
tial aliasing error, and Cˆfit the estimated covariance
matrix of the unseen DM fitting error. Both Cˆalias and
Cˆfit are retrieved either from analytical formulas
[19], or a dedicated offline AO error budget simula-
tion tool directly accumulating these type of phase
error covariance matrices at coarse resolution
(Δx  dSA). The negative sign on the measurement
noise covariance matrix in Eq. (10) has to be under-
stood from the fact that measurement noise has to be
removed, whereas that on the aliasing covariance
matrix has been suggested by Correia for AO sys-
tems implementing minimum variance reconstruc-
tion matrices (whose regularization strongly
attenuate aliasing) [20]. Note that the noise removal
step, CgLGS − CˆgLGSnse, may not always result in a po-
sitive semidefinite covariance matrix (eigenvalues
greater or equal to zero), hence an eigenvalue decom-
position is required to null eventual negative eigen-
values, and similarly for the aliasing removal step.
The phase reconstruction matrix, RLGS, is typically
assembled following a least-squares criteria, i.e.,
RLGS  ΓTΓ†ΓT; (11)
where Γ denotes the phase-to-measurement influ-
ence matrix, and † denotes pseudoinverse. For a
Shack-Hartmann WFS and a reconstruction grid
in the Fried geometry (grid points located at subaper-
ture vertices), wafflelike modes are poorly sensed and
need typically to be filtered out via regularization.
CˆLGS is then transformed into a SF matrix, which,
by definition, is related to the latter as follows:
DˆLGS  diagCˆLGS1T  1 diagCˆLGST − 2CˆLGS;
(12)
where 1 denotes the column vector of all 1 s. DˆLGS is a
N ×N symmetric indefinite matrix (eigenvalues
positive and negative) with zeros along the diagonal
and positive values elsewhere. At this point, it re-
mains to extrapolate the reconstructed LGS SF to the
science target (direction and infinite range). We
note that for a LGS SCAO system, FA leads to a re-
sidual TTR phase SF for a point source at infinite
range that is larger inmagnitude than that for a point
source in the same direction but at finite range. The
precomputed FA SF, Eq. (138) in [13], is thus summed
to DˆLGS to yield the reconstructed science TTR SF,
DˆTTR. Note that this step requires knowledge of the
turbulence profile.
This terminates the processing of the high-order
LGS data. We now turn to processing of the TT
NGS data. A TT covariance matrix in the direction
of the NGS is computed from the de-noised covar-
iance matrix of the TT NGS WFS:
CˆTTNGS  CgNGS − CˆgNGSnse; (13)
where CgNGS denotes the NGS TT WFS 2 × 2 mea-
surement covariance matrix, and CˆgNGSnse denotes
the estimatedmeasurement noise covariancematrix,
obtained by postprocessing the NGS TT WFS suba-
perture average pixel intensities and centroider
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gain. The TT covariance estimate Eq. (13) is finally
extrapolated to the science direction by addition of a
TT anisokinetism covariance term, computed from
Eq. (110) of [13] by substitution of the Zernike TT
modes for the weighting functions appearing inside
the integral. The result is then transformed into the
TT SF Eq. (7), and finally OTF Eq. (9).
B. Extension to LGS MCAO
The LGS MCAO approach described in this paper is
inspired from the above classical LGS SCAO PSFR
scheme. A block diagram is provided in Fig. 3.
An LGS SF, DˆLGS, is reconstructed from the mea-
surement covariance matrix of the LGS WFS point-
ing to the center of the science FoV following the
steps described in Eqs. (10)–(12). Note that RLGS
reconstructs the residual phase covariance matrix
of only a single LGS WFS, and is therefore not a to-
mographic reconstruction matrix. In particular, it is
unrelated to the tomographic reconstruction algo-
rithm implemented in the real system.
Next, following Flicker et al. [17], a TT OTF for the
science target (direction and infinite range) is esti-
mated from the denoised global measurement covar-
iance matrix of multiple low-order TT NGS WFSs
patrolling typically a larger field than the science
FoV, a procedure that generalizes the SCAO science
TT OTF estimation described in Fig. 2 to the tomo-
graphic case. Mathematically
CˆTT  HTTRNGSCgNGS − CˆgNGSnseRNGSTHTTT;
(14)
where CˆTT denotes the estimated 2 × 2 TT Zernike
covariance matrix for the science direction, RsysNGS de-
notes the modal tomographic NGS phase reconstruc-
tion matrix, reconstructing typically five modes
consisting of global TTand three quadratic modes de-
fined on two layers from at least six measurements
(provided by three TT NGS WFSs), and HTT denotes
the projection matrix onto local TT along the science
direction of interest. Estimation of the NGS WFS
measurement noise covariance matrix, CˆgNGSnse in
Eq. (14), is performed by postprocessing the average
detector pixel intensities and centroider gains from
all NGSWFSs, also recorded as part of the telemetry
data. Note that this denoising step may not always
result in a positive semidefinite covariance matrix,
hence an eigenvalue decomposition may be required
to null eventual negative eigenvalues. The science
TT OTF Eq. (9) is then computed by substituting
Eq. (14) into Eq. (7). We find that the accuracy of this
TT reconstruction strongly depends upon the NGS
constellation (location and brightness of the NGSs),
suggesting that either angular anisokinetism or
high-order LGS-uncorrected aliasing is missing from
Flicker’s formula Eq. (14).
At this point, it remains to extrapolate the recon-
structed LGS SF to the science target (direction and
infinite range). We opted to base our extrapolation
strategy on a high-fidelity simulation model of the
full system. It is important to note that the simula-
tion model requires knowledge of the atmospheric
turbulence profile, in particular accurate knowledge
of the Fried parameter. This profile can be estimated
either offline by postprocessing the cross-covariance
measurement matrix of a pair of LGSs from the
multi-LGS constellation, or directly online. Such a
turbulent profiling method has been demonstrated
in simulations [21] and on the sky at the Gemini
South telescope [22]. We will use superscript “mod”
to indicate data extracted from (or quantities related
to) the simulation model (quantities without this
superscript are extracted from the real system).
Three possible uses of the simulation model data
are proposed:
• The simplest use, termed “no reconstruction”
provides the simulated science PSF as the recon-
structed PSF, thereby bypassing the previously de-
scribed LGS and TT reconstruction steps. We find
that this approach is inaccurate when the simulation
model is slightly detuned (for instance in the Fried
parameter) from the real observing conditions.
• The second use of the simulation data, termed
“unbalanced extrapolation” employs the simulated
LGS and science TTR SFs (these quantities can be
directly computed from the simulated residual
phase) to perform the LGS-to-science extrapolation
step. Note that in order to make this extrapolation
step robust against modeling errors in the Fried
parameter, we find that it is critical that it be per-
formed in SF rather than in OTF space. The extra-
polation filter is thus computed as the ratio of the
simulated science TTR SF to the simulated LGS
SF, and is applied as a multiplicative filter to the
reconstructed system LGS SF. Mathematically, this
is expressed as follows:
DˆuTTR  DˆLGS
DmodTTR
DmodLGS
; (15)
where superscript u indicates that it is the so-called
“unbalanced” TTR science formula, and subscript
“mod” indicates quantities accumulated in simula-
tion from the simulated residual phase, i.e., accumu-
lation of Eq. (2) for the TTR science and LGS phases,
i.e., the residual TTR phases for an on-axis point
source at infinite and finite range respectively.
Multiplication and division in Eq. (15) are performed
component-wise (component-wise operations cannot
be performed on the covariance matrix since they
produce indefinite matrices).
• Finally, the third use of the simulation model,
termed “balanced extrapolation,” supplements the
aforementioned LGS and TT estimation steps with
similar steps performed from simulation telemetry,
i.e., from simulated measurement covariance ma-
trices. The extrapolation filter is then computed as
the ratio of the simulated science TTR SF to the
reconstructed simulation LGS SF, i.e., the SF recon-
structed from the on-axis LGS WFS measurement
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covariance matrix recorded as part of the simulation
telemetry data. Mathematically, this is expressed as
in Eq. (15) but with a hat (to indicate an estimated
quantity) in the denominator of the SF ratio:
DˆbTTR  DˆLGS
DmodTTR
DˆmodLGS
; (16)
where superscript b indicates that it is the so-called
“balanced” TTR science formula, DˆmodLGS is obtained
following the same procedure that lead to Eq. (12),
with CgLGS − CˆgLGSnse in Eq. (10) replaced by CmodgLGS−
CˆmodgLGSnse, i.e., equivalent quantities but retrieved
from the simulation model. CmodgLGS is directly accumu-
lated in simulation, whereas CˆmodgLGSnse is obtained by
postprocessing the simulation subaperture average
pixel intensities and centroider gains.
Note that for the ideal case of a simulation model
perfectly matched to the system, DˆLGS  DˆmodLGS, i.e.,
Eq. (16) provides an exact estimate of the TTR SF,
which constitutes an important result since the for-
mula is therefore expected to perform well provided
the simulation model does not depart too far off from
the real system (quantified in Section 3). We find
that, provided the simulation model is sufficiently
close to the real system, such an approach relaxes
the LGS SF reconstruction accuracy requirements,
in particular it eliminates the need for spatial filter-
ing and dealiasing (i.e, these steps can be omitted in
the postprocessing of the system and simulated on-
axis LGS WFS measurement covariance matrices).
Finally, in order to address the missing term in
Flicker’s TT OTF formula, balanced extrapolation
is also performed on the TT component of the OTF
by multiplying Flicker’s TT OTF estimate by an ex-
trapolation TT filter, expressed as the ratio of the
simulation science TT OTF to the reconstructed si-
mulation science TT OTF. This new filter is defined
in OTF space since the ratio of two TT SFs is no long-
er a TT SF, and the TT Zernike mode covariance ma-
trix is nondiagonal (off-diagonal magnitude can be as
large as diagonal values), preventing component-
wise operations. Mathematically, this is expressed
as follows:
dOTFbTT  dOTFTT OTFmodTTdOTFmodTT ; (17)
where superscript b indicates that it is the so-called
“balanced” TT science formula, dOTFTT is Flicker’s
(unbalanced) estimate obtained by substituting
Eq. (14) into Eq. (7) and then Eq. (9), OTFmodTT is ac-
cumulated in simulation from the simulated TT
residual science phase, and dOTFmodTT is obtained fol-
lowing the same procedure that lead to dOTFTT, with
CgNGS − CˆgNGSnse in Eq. (14) replaced by CmodgNGS−
CˆmodgNGSnse, i.e., equivalent quantities but retrieved
from the simulation model. Equation (17) is equiva-
lently expressed in terms of the TT Zernike mode
covariance matrices as follows:
CˆbTT  CˆTT  CmodTT − CˆmodTT ; (18)
where CmodTT denotes the actual simulation TT modal
covariance matrix in the science direction of interest,
and Cˆu;modTT the estimate computed from simulation
NGS WFS telemetry data following the same proce-
dure that lead to CˆTT. Equation (18) defines a valid
TT modal covariance matrix provided the expression
is positive definite. Note that for the ideal case of a
simulation model perfectly matched to the system
(i.e., CˆTT  CˆmodTT ), Eq. (18) provides an exact estimate
of the TT covariance matrix.
We end this section with a note on discretization
effects. Since Eqs. (15) and (16) are computed at
coarse resolution (Δx  dSA), the DM fitting and
aliasing errors are underestimated. In order to cor-
rect for this error, the following procedure should
be followed: (i) bilinearly up-sample Eq. (8) to a fine
resolution,Δx0=λ ≪ Δx=λ, (ii) transform to “log OTF”
space by taking the negative logarithm of the bili-
nearly up-sampled reconstructed OTF divided by
the diffraction limited OTF, (iii) multiply by a pre-
computed filter, (iv) inverse transform to return to
OTF space. Such a procedure also provides a means
to properly extrapolate the reconstructed PSF Eq. (4)
to a large FoV equal to λ=Δx0. The filter (which de-
pends mainly on the DM influence functions) is pre-
computed by an offline AO simulation, and is
expressed as a log OTF ratio, whose numerator is
computed from the accumulated residual phase
sampled at fine resolution Δx0, and denominator
from the bilinearly up-sampled OTF resulting from
the accumulated residual phase sampled at the re-
construction resolution Δx  dSA. As illustrated in
Fig. 4, such a filter is independent of the value of
the Fried parameter since the log OTF is essentially
an aperture-averaged SF, and an SF ratio is insensi-
tive to seeing, which is not the case for a simple
minded OTF ratio (Fried parameter dependence of
the numerator and denominator OTFs does not can-
cel out, in fact shift-invariant SFs subtract in an OTF
ratio). All simulation results presented in Section 3
are given for simulated PSFs accumulated from re-
sidual phases coarsely sampled at the reconstruction
resolution; hence this additional filtering step has
not been implemented.
3. Performance Evaluation
In order to evaluate the accuracy of the LGS MCAO
PSFR algorithm defined in Section 2, a set of 50,000
step simulations were performed on a pair of GTX
580 Graphics Processing Units using the in-house
developed Multithreaded Adaptive Optics Simulator
[23,24]. The TMT LGS MCAO system under design
was simulated to high fidelity, and the achieved
simulation speed was 100 ms=step (i.e., 2 orders of
1 November 2012 / Vol. 51, No. 31 / APPLIED OPTICS 7449
magnitude slower than real-time), which includes
PSF and covariance matrix computations on the
D0  30 m aperture-plane grid sampled at Δx 
dSA  1=2 m. PSFR accuracy has been assessed by
computing J-band EE error curves, EE −dEE=EE,
whose values near the origin correspond to the SR er-
ror. The analysis has been performed over a 30 arcsec
diameter science FoV. The seven-layer turbulence/
wind profile shown in Table 1 has been simulated.
The profile was obtained from measurements per-
formed during the three-year TMT site testing cam-
paign on Mauna Kea [25]. The outer scale at each
layer is L0  30 m. Two profile strengths were simu-
lated: a baseline strength r0 of 18.6 cm (correspond-
ing to median Mauna Kea seeing, i.e., 0.55 arcsec at
500 nm), and a 09r0 strength of 16.7 cm (correspond-
ing to roughly 65 percentile Mauna Kea seeing, i.e.
0.62 arcsec at 500 nm). The profile isoplanatic angle
is 2.2 arcsec, and the 2 DM generalized isoplanatic
angle [16] for a DM conjugation range of 11.2 km
is 8.2 arcsec. The Greenwood frequency is 22 Hz.
All these atmospheric turbulence parameters are
quoted at a reference wavelength of 500 nm.
The system implements separate high-order LGS
and low-order NGS servo loops [26]. The LGS loop
runs a tomographic minimum variance wavefront
reconstruction algorithm at 800 Hz from measure-
ments from six high-order LGS Shack-Hartmann
WFSs (each of order 60 × 60). The NGS loop runs a
classical least-squares reconstruction matrix, RNGS,
at low frame rate (generally around 90 Hz), control-
ling five modes, defined as global TT and three TTA
modes distributed on the system’s two DMs, from the
combined measurements from a tip/tilt/focus/
astigmatism (TTFA) NGS WFS (i.e., an order 2 × 2
Shack-Hartmann WFS) and two additional full-
aperture TT NGS Shack-Hartmann WFSs [15].
The TTFANGSWFS is required in order to disentan-
gle the atmospheric and mesospheric sodium layer
focus errors. Such a low-order NGS loop is required
in order to minimize image distortion (absolute
and differential magnification) due to residual atmo-
spheric TT jitter across an extended FoV.
Regarding the servos, the LGS loop implements a
simple type I servo with a gain of 50%, whereas the
NGS loop uses a more sophisticated type II servo,
whose parameters (sampling frequency, modal gains
and lead filter cross-over frequency, and phase
margin parameters) are obtained from an optimi-
zation procedure performed by a separate high-
fidelity sky coverage simulation tool [27,28]. Sample
NGS loop theoretical error rejection curves are
plotted in Fig. 5. Each curve is given by
10 log10j1=1HOLj2, where HOL denotes the
open-loop transfer function of the NGS loop (product
of WFS, servo lag, digital-to-analog conversion,
cascaded integrators and lead filter transfer func-
tions [29]), and illustrates the characteristic −40 dB
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Fig. 4. (Color online) Illustration of OTF reconstruction errors introduced by discretization effects. Top panel shows simulated J-band
TMT LGSMCAOOTFs obtained by sampling the residual aperture-plane phase either at 1=2 m or at 1=64 m. Bottom panel shows the EE
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Table 1. Turbulence Profile Relative Weights and Wind Speed
Altitude (km) 0 0.5 1 2 4 8 16
Wind Speed (m=s) 5.6 5.8 6.2 7.6 13 19 12
Weights (%) 46 13 4 5 12 9 11
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rejection per decade below the ∼3 Hz–3 dB rejection
bandwidth. The four different curves correspond to
four different sets of servo parameters investigated
in this paper (each optimized for a particular NGS
asterism).
Finally, each LGS WFS subaperture is imaged by
an array of up to 16 × 6 detector pixels [500 milliarc-
seconds (mas) pixel scale on the sky], whose intensi-
ties are converted into subaperture average phase
gradient by linear matched filter weights [18],
whereas each NGS WFS subaperture is imaged by
4 × 4 detector pixels (Nyquist sampled in H band,
i.e., 5.7 mas pixel scale on the sky for the 2 TT WFSs
and 11.4 mas pixel scale for the TTFA WFS), whose
intensities are similarly converted into average
phase gradient by linear matched filter weights.
All these features are fully integrated in the simula-
tion model. Readout noise was simulated at the level
of three electrons RMS per read per pixel, both for
the high-order LGS and low-order NGS WFSs.
Two distinct LGS WFS signal levels were simulated:
900 (baseline) and 720 (08pde) photo-detected elec-
trons per subaperture per sampling period [30].
The accuracy of the PSFR scheme has been
assessed by assigning some of the data to the “real
system,” some to the “simulation model,” and perfor-
ming the postprocessing steps described in Section 2.
Namely, we have considered the following four (sys-
tem, model) combinations: (09r0, 09r0), i.e., perfectly
matched simulation and system, both in 09r0 turbu-
lence, (09r0, base), i.e., system in 09r0 turbulence,
model in baseline turbulence, (jit, base), i.e., system
and model in baseline turbulence with system im-
pacted by an unmodeled 2 Hz, 3 mas RMS TT jitter,
and (08pde, base), i.e., system and model in baseline
turbulence with system impacted by an unmodeled
20% LGS WFS signal reduction on all LGS WFSs.
For each of these four cases, PSFR accuracy has been
broken down into individual TTR and TT reconstruc-
tion errors, and total reconstruction error, which in-
cludes the two fundamental PSFR errors: TTR/TT
decoupling approximation and long-exposure ap-
proximation. The (09r0, 09r0) matched system and
model scenario is of interest to assess the accuracy
of the unbalanced TTR and TT reconstructions, as
well as that of the fundamental TT/TTR decoupling
and long exposure approximations.
We have performed the PSFR performance evalua-
tion study for four different NGS asterisms. Constel-
lation geometries and star magnitudes are shown in
the top panels of Fig. 6. Each asterism consists of a
TTFA and two TT stars. The black constellation (as-
terism 1) is an ideal symmetrical asterism of stars of
equal magnitude (19 in. J band) on a 30 arcsec radius
circle. The red, blue, and brown constellations (aster-
isms 2, 3, 4) are asymmetrical (all within a 1 ft. ra-
dius NGS patrol field) and of stars of different
magnitude. Sampling frequencies are respectively
100, 80, 90, and 66 Hz (result of an optimization pro-
cedure performed by a separate high-fidelity sky cov-
erage simulation tool [27,28]). Bottom panels display
the signal-to-noise ratio (SNR) of each WFS (TTFA,
TT, TTordering), as well as the RMS noise equivalent
angle in units of mas (NEA, i.e. the square root of the
trace of CˆgNGSnse) at the sampling frequency of the
loop. To give a point of comparison, for D0  30 m,
the diffraction limited J band PSF full-width at half
maximum (FWHM) is λ=D0 ∼ 8.6 mas, and the TT
WFSs pixel scale is 5.7 mas (H band Nyquist
sampling). A 40% end-to-end optical throughput
(telescope AO instrument) has been assumed
to compute the SNR.
Figure 7 displays NGS loop performance during a
∼50 s exposure time. Performance is given in terms
of cumulative NGS modes (i.e., global TT and three
TTA modes) and TT mode WFE averaged over a
1700 × 1700 FoV. Performance has been averaged over
five uncorrelated realizations of atmospheric frozen
flow turbulence. The plots are indicators of NGS loop
stability and stationarity. The initial transients ob-
served in some of the curves disappear once the aver-
aging time exceeds a few seconds. The cumulative
curves are otherwise very stable and flat, indicating
that the NGS loop is stable and stationary for all
4 × 4 cases investigated. The jitter case refers to
the baseline condition with an additional injected
TT jitter sine wave at 2 Hz and of an RMS value
equal to σθ  3 mas angular displacement on the
sky, i.e., a WFE of σTT  D0σθ=4 ∼ 109 nm. As seen
from Fig. 5, the NGS type II servo loop rejects this
disturbance to ∼ − 10 dB in variance (i.e. ∼68%
in. RMS).
We start by discussing PSFR accuracy for the
on-axis direction, i.e., the center of the science FoV.
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Fig. 5. (Color online) Sample error rejection curves for the NGS type II servo loop.
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Results are broken down into TTR, TT, and total EE
reconstruction error. The total error includes the
TTR and TT reconstruction errors as well as the fun-
damental decoupling error (OTF estimated as the
product of TTR and TT OTFs) and the long-exposure
approximation. The following line styles have been
adopted throughout the paper: dotted lines are EE
errors for PSFs generated directly by the simulation
model without any postprocessing of system or si-
mulation WFS telemetry (the “no reconstruction”
approach), solid lines are errors for PSFs estimated
using “unbalanced extrapolation,” and dashed lines
are errors for PSFs estimated using “balanced extra-
polation.” Line colors follow Fig. 7’s legend.
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Figure 8 illustrates sample results for the ideal
case of a simulation model perfectly matched to
the system. Such a scenario is clearly unrealistic, but
of importance to assess the TTR and TT reconstruc-
tion errors for unbalanced extrapolation (balanced
extrapolation and the no reconstruction approach
yielding both exact TTR and TT reconstructions in
such a case).
Salient features are the following:
(1) In order to yield the science TTR PSFR error
curve displayed in solid in the upper left panel, an
ad hoc Laplacian squared (also known as biharmo-
nic) regularization matrix with ∼25%weight relative
to the largest eigenvalue of ΓTΓ had to be included in
the computation of ΓTΓ† in Eq. (11). The necessity
to include this regularization term is not fully under-
stood, but is believed to be related to the presence
of wafflelike modes originating from the Shack–
Hartman Fried geometry. Although the few eigenva-
lues in the null space of ΓTΓ are clustered 12 orders
of magnitude below the rest of the spectrum (which
spans 3 orders of magnitude), applying a truncated
singular value decomposition to ΓTΓ does not solve
this problem, regardless of the thresholding level.
Without regularization, the SR error is ∼30%, it
drops to ∼5% for a 15% regularization weight
(38 mas RMS) and to ∼0% for a 25% weight
(49 mas RMS). We have verified that similar error
levels occur for the ideal case of noise-free, fully lin-
ear Shack–HartmannWFSs. Note that there is still a
∼1.5% EE error in the PSF tail for an integration
window of width ∼0.25λ=r0 ∼ 350 mas, likely related
to inaccurate reconstruction of residual aliasing and
fitting error.
(2) The TT error (which is strongly NGS asterism
dependent) is negative, i.e., the estimated SR is too
high (estimated TT covariance matrix is too weak).
The fact that Flicker’s formula, Eq. (14), does not
generally do a good job at estimating the science
TT covariance matrix suggests that it misses a
TTA term or a high-order LGS-uncorrected atmo-
spheric turbulence aliasing term or possibly a combi-
nation of both. This missing term is captured in the
balanced extrapolation formula Eq. (18) as will be
seen further below. We should also point out that
the simulation results discussed by Flicker et al. in
[17] are somewhat oversimplified since (i) the simu-
lated atmosphere consisted of only TT and quadratic
modes, and (ii) NGSWFSs were modeled using a geo-
metrical linear model (infinite dynamic range).
(3) The TT error is concentrated in the PSF
core (in an area of size equal to roughly twice the
PSF FWHM), and gradually degrades between the
different asterisms following Fig. 7’s NGS loop
performance degradation. The Maréchal approx-
imation relating SR loss to TT WFE, σθ=λ=D0∼
2=π

− lnSRTT
p
, indicates that in order to yield a
SR estimation error of respectively 1%, 2%, and
3%, the RMS TT estimation error, σθ, has to be re-
spectively equal to 6%, 9%, and 11% of the diffraction
limited PSF FWHM, λ=D0, which places a chal-
lenging requirement on the TT reconstruction
algorithm.
(4) The end-to-end total (final) reconstruction er-
ror (which includes the decoupling and long exposure
error), is largely dominated by the TT reconstruction
error and to a smaller extent by the footprint of
the LGS PSF reconstruction error in the PSF tails.
The small, nonzero value of the total error for the
100 101 102
−2
−1
0
1
TT
R
 E
E 
Er
ro
r (
%)
Integ. Box Width (mas)
(09r0,09r0)
100 101 102
−8
−6
−4
−2
0
TT
 E
E 
Er
ro
r (
%)
Integ. Box Width (mas)
(09r0,09r0)
100 101 102
−6
−4
−2
0
To
t. 
EE
 E
rro
r (
%)
Integ. Box Width (mas)
(09r0,09r0)
u recon
b recon
no recon
Fig. 8. (Color online) On-axis PSF EE reconstruction error for the ideal case of a simulation model perfectly tuned to the system. See text
for details.
1 November 2012 / Vol. 51, No. 31 / APPLIED OPTICS 7453
balanced formula quantifies the magnitude of the
decoupling and long exposure errors, which is negli-
gible for the four NGS asterisms investigated in
this paper.
Figures 9, 10, and 11 assess PSFR accuracy for the
case of a simulation model detuned from the system
by respectively a 10% Fried parameter error, an
unmodeled 2 Hz, 3 mas TT jitter, and a 20% LGS
WFS signal level error (the same model simulating
the baseline observing condition has been adopted
for all three cases). For the balanced extrapolation
Eq. (16), the LGS reconstruction matrix Eq. (11) does
not need to incorporate regularization, and the alias-
ing term, Cˆalias, can be excluded from both DˆLGS and
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DˆmodLGS. Although this leads to large LGS PSFR errors
for the system and the model, these errors cancel out
in the SF ratio, and the science TTR PSFR is accu-
rate. Salient features for the case of a simulation
model detuned in seeing are the following:
(1) The TTR PSFR error is robust against such
errors, a result that applies to both unbalanced
and balanced extrapolation. The balanced formula
provides superior reconstruction quality since it
eliminates the LGS reconstruction error in the
PSF tail.
(2) The TT error for Flicker’s formula shows
the same pathology that was discussed in Fig. 8
because the formula is model independent and the
system is in the same observing condition as
in Fig. 8.
(3) The TT error for the balanced approach is
significantly reduced compared to the error for the
unbalanced approach: three out of the four NGS as-
terisms investigated yield subpercent TT SR errors.
(4) The end-to-end reconstruction error for the
balanced approach is at the subpercent level for
three out of the four NGS asterisms investigated,
and entirely concentrated in an SR error.
Salient features for the case of an unmodeled TT
jitter are the following:
(1) The TTR error for the balanced approach is
robust against such errors, yielding essentially no
reconstruction error.
(2) The TT error for the balanced approach is sig-
nificantly smaller than the error for the unbalanced
approach, but a residual SR error remains, whose
magnitude is at or above the percent level.
(3) The end-to-end reconstruction error for the
balanced approach is entirely dominated by the TT
error for the four asterisms investigated.
Finally, salient features for the case of a 20% LGS
WFS signal level modeling error are the following:
(1) There is a conflicting behavior between the
science and LGS PSFs for a modeling error of this
type: while the science SR is degraded by a LGS
WFS signal level reduction, the LGS SR actually
improves, thereby leaving a nonzero residual error
in the SF ratios, which translates into TTR SF
errors. This is clearly observed in Fig. 11, where both
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unbalanced and balanced formulas amplify the error
made by relying exclusively on the simulation model
(dotted curve). Accurate LGS WFS signal level esti-
mation is thus important to minimize the error in-
duced by the SF ratio for such detunings.
(2) The end-to-end reconstruction error for the
balanced approach is entirely dominated by the
TTR error.
The remaining figures of the paper assess J-band
absolute and relative photometry errors over a 30
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arcsec diameter circular FoV. Figure 12 shows the re-
lative SR variability across such a field with respect
to the on-axis Strehl value, i.e., 100SR − SR0=SR.
Variations typically range from 15%–20% at the edge
of the field. Figure 13 illustrates the absolute photo-
metry error, i.e., 100SR − cSR=SR, for the balanced
approach, along the 30 arcsec wide x  0, y  0, x  y
and x  −y field point lines for the cases of (i) a simu-
lation model perfectly matched to the system, (ii) a
simulation model with a 10% Fried parameter error,
(iii) an unmodeled 2 Hz, 3 mas TT jitter, and (iv) a
20% LGS WFS signal level error. Case (i) indi-
cates that the error due to the decoupling and long-
exposure approximations are below the percent level
for asterisms 1–3, and can reach 2% for asterism 4.
Cases (ii)–(iv) indicate that errors are mostly uni-
form across the FoV and tend to slightly increase
at the edges. Figure 14 displays the relative photo-
metry error, i.e., 100cSR=dSR0 − SR=SR0, for the
balanced approach. The error is below 3% for all
cases investigated.
4. Conclusions
We have discussed an innovative simulation model
based approach for atmospheric PSFR in the context
of LGS MCAO. The approach is inspired from the
classical PSFR scheme developed by Véran et al.
in 1997 [10] and Flicker et al. in 2003 [17], and con-
sists in using a simulation model to (i) postprocess a
single high-order LGS WFS measurement covar-
iance matrix to compute a TTR OTF for the science
target at infinite range, (ii) postprocess the global
measurement covariance matrix of the multiple
low-order NGSWFSs controlling TTand TTA to com-
pute a TT OTF, and (iii) multiply both OTFs. WFS
telemetry postprocessing is performed identically
on both system and simulation in order to “balance”
the algorithm, thereby enhancing its robustness and
accuracy. Sample high-fidelity Monte Carlo simula-
tions for the TMT LGS MCAO system indicate that
percent level absolute and differential photometry
over moderate fields of views are achievable, pro-
vided the simulation model faithfully represents
the real system. Sensitive model parameters include
overall Fried parameter (∼10% accuracy required),
LGS WFS signal level (∼20% accuracy required)
and TT jitter.
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