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Chapter 1
Introduction
This doctoral thesis develops the statistical inference in view of the interpola-
tion problem and shrinkage estimation for a second-order stationary process. These
days, interpolation problem is getting important for missing data analysis and high-
resolution analysis in statistics. In statistics for time series, interpolation problem
for some unobserved data has been investigated in several ways. For a stationary
process, when the spectral density is known, the best interpolator is given in Grenan-
der and Rosenblatt (1957) and Hannan (1970). Since the spectral density is usually
unknown a priori, it is important to consider the influences of the misspecification
of the spectral density. When we fit the pseudo spectral density, Taniguchi (1980)
discusses the interpolation problem. In this dissertation, we investigate parameter
estimation based on the misspecified interpolation error. Furthermore, we observe
that, under the misspecification, the usual pseudo interpolator is not optimal, and
we see that the proposed shrinkage interpolator improves the usual one in the sense
of the mean squares interpolation error. We also see that the shrinkage estimator
for the autocovariance structure of a Gaussian stationary vector-valued time series
is useful in some cases.
This doctoral dissertation is organized by 4 chapters. We give the explanations
of chapters. In Chapter 2, we investigate the asymptotics of the newly proposed es-
timator which minimizes a contrast function based on the misspecified interpolation
error for a stationary process. We propose a new way to estimate the parameter of
a stationary process by minimizing a contrast function, which is based on the mis-
specified interpolation error, and can be expressed in terms of a parametrized pseudo
spectral density and the periodogram based on an observed stretch. It is shown that
the estimator of parameters is
√
n-consistent and asymptotically normal. Although
the criterion based on the misspecified interpolation error is expected to be the best
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in the sense of the smallest mean squares error for extrapolation based on past and
future information, we show that, in general, the estimator is not asymptotically
efficient, which is against our expectations.
In Chapter 3, we develop improved estimation for the autocovariance structure
to the case of a vector-valued Gaussian stationary process. Under a criterion of the
generalized mean squares error, we propose the two empirical Bayes estimators in the
cases of the mean is zero and non-zero. It is shown that the two shrinkage estima-
tors improve the usual autocovariance matrices, and the asymptotic risk differences
are evaluated similarly to the case of scalar-valued Gaussian stationary processes.
This result seems useful to investigate the autocovariance structure of vector-valued
Gaussian dependent observations.
Chapter 4 discusses the misspecified interpolation problem for stationary pro-
cesses, and in order to get a better pseudo interpolator in the sense of the mean
squared interpolation error (MSIE), we propose a shrinkage estimator of the usual
pseudo interpolator. We evaluate the MSIE of the pseudo shrinkage interpolator,
and provide a condition when the pseudo shrinkage interpolator improves the usual
pseudo interpolator. We also propose the practical shrinkage interpolator and give a
numerical example of the shrinkage interpolator which has an interesting feature.
Throughout this thesis, Z, R denote the set of all integers, the set of all real
numbers, respectively. i denotes the imaginary unit, i.e., i =
√−1. For the sequence
of random variables (or vectors),
p−→ denotes the convergence in probability, and d−→
denotes the convergence in distribution. We denote the indicator function by 1(·).
δ(m,n) denotes the Kronecker’s delta function. For a positive integer q, Iq denotes a
q× q identity matrix. For a matrix (or vector) X, X ′ and X∗ denote the transpose
matrix (or vector) and the conjugate transpose matrix (or vector), respectively. For
a matrix A, ∥A∥ denotes the Euclidean norm. ⊗ denotes the Kronecker product of
matrices. ◦ denotes the Hadamard product (entrywise product) of matrices.
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Chapter 2
Asymptotic Theory of Parameter
Estimation by a Contrast Function
Based on Interpolation Error
2.1 Introduction
There has been much discussion of prediction problems of time series analysis. In
these problems, the interpolation problem for missing data has been addressed, e.g.
Rozanov (1969), Rozanov (1972), Taniguchi (1980) and Taniguchi (1981b). For pa-
rameter estimation in the presence of missing data, Dunsmuir and Robinson (1981a)
and Dunsmuir and Robinson (1981b) proposed a popular method without interpo-
lation, which is based on the idea of the amplitude modulating spectral density in
Parzen (1963). Suppose that {Xt} is a second order stationary process with spectral
density g(λ). Grenander and Rosenblatt (1957) first evaluated the interpolation error
of the best linear interpolator Xˆ0. Taniguchi (1980) evaluated the p missing points
interpolation error of the linear interpolator {Xˆ1, . . . , Xˆp}. If g(λ) is known, we can
give the best linear interpolator and evaluate the interpolation error of the interpola-
tor. However, g(λ) is usually unknown a priori. Taniguchi (1980) also evaluated the
pseudo interpolation error when we fit fθ(λ) to g(λ). Thus, before fitting the pseudo
parametric spectral density fθ(λ) to g(λ), it is interesting to consider the problem
of parameter estimation with a criterion to minimize the pseudo interpolation error.
On the other hand, various methods for parameter estimation for stationary pro-
cesses are proposed. Among these methods, one is the minimum contrast estimation.
There have been many proposals for contrast function which represents the disparity
between fθ(λ) and g(λ) based on the prediction error, which is an integral func-
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tional of g(λ)/fθ(λ). For example, for a bijection function Φ(·), Taniguchi (1981a)
proposed D(fθ, gˆn) =
∫ π
−π
[Φ(fθ(λ))
2 − 2Φ(fθ(λ))Φ(gˆn(λ))]dλ as a disparity mea-
sure between fθ(λ) and gˆn(λ), a nonparametric estimator of g(λ), and showed the
asymptotic properties of the estimator which minimizes D(fθ, gˆn) with respect to
θ. For a sufficiently smooth contrast function K(·), Taniguchi (1987) also proposed
D(fθ, gˆn) =
∫ π
−π
K(fθ(λ)/gˆn(λ))dλ as the disparity measure between fθ(λ) and gˆn(λ)
and showed the asymptotic normality of the estimator minimizing D(fθ, gˆn).
In this chapter, we assume that {Xt} is a stationary process with mean 0, and in-
troduce contrast disparity based on the pseudo interpolation error and the prediction
error as a measure between fθ(λ) and g(λ). The estimation is executed by minimiz-
ing the estimated version of the disparity based on the periodogram. Generally, the
interpolator is considered to have richer information than that of the predictor, since
the predictor only uses the past information while the interpolator uses two-sided
information. Surprising properties of the estimators are obtained. The contrast func-
tion based on the prediction error leads to Whittle’s likelihood, and it is known that
the estimator is asymptotically efficient. However, although the interpolator uses
the past and the future information, it is unexpectedly shown that the estimator
with the contrast function based on the interpolation error is NOT asymptotically
efficient in general.
This chapter is organized as follows. Section 2.2 explains maximum likelihood es-
timation which is based on the prediction error, and introduces parameter estimation
based on interpolation error. Section 2.3 discusses the one missing point interpola-
tion and the asymptotic distribution of estimator which minimizes the estimated
version of it. Section 2.4 investigates the asymptotic variance of estimator and the
asymptotic efficiency of the previous estimator. Section 2.5 discusses the multiple
missing time points interpolation and the asymptotic distribution of estimator which
minimizes the estimated version of the interpolation error. Section 2.6 provides an
interesting numerical example for Sections 2.3 and 2.4. The proofs of theorems are
given in Section 2.7.
2.2 Maximum likelihood estimation based on pre-
diction error and parameter estimation based
on interpolation error
In this section, we first introduce the maximum likelihood estimation for Gaussian
stationary process, and we see that it is based on the prediction error. Then we
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compare it with parameter estimation based on interpolation error. As a fundamental
method of parameter estimation for a stationary process, quasi maximum likelihood
estimation with Whittle (1952, 1962)’s likelihood has been well-discussed. In what
follows, we explain the method in Anderson (1977).
Let {Xt} be a scalar-valued autoregressive moving average (ARMA) process gen-
erated by
p∑
j=0
bjXt−j =
q∑
j=0
ajϵt−j, (2.2.1)
where a0 = b0 = 1, aq ̸= 0, bp ̸= 0 and {ϵt} ∼ i.i.d. N(0, σ2). Note that {Xt} is a
Gaussian stationary process with mean 0 and spectral density
fθ(λ) =
σ2
2π
∣∣∣∣∣
q∑
j=0
aje
ijλ
∣∣∣∣∣
2
∣∣∣∣∣
p∑
j=0
bje
ijλ
∣∣∣∣∣
2 ,
where θ = (b1, . . . , bp, a1, . . . , aq, σ
2) ∈ Θ ⊂ Rm, (m = p + q + 1). We now consider
estimation of θ based on an observed stretch {X1, . . . , Xn}. A fundamental method
to estimate θ is maximum likelihood estimation. For a vector of the observed stretch
Xn = (X1, . . . , Xn), it is seen that Xn is an n-dimensional Gaussian random vector
with mean 0 and covariance matrix Σn,θ ≡ Var(Xn). Then the Gaussian likelihood
is expressed as
L(θ) =
1
(2π)n/2(detΣn,θ)1/2
exp
{
−1
2
X ′nΣ
−1
n,θXn
}
. (2.2.2)
Thus the Gaussian log likelihood is
l(θ) = −n
2
log 2π − 1
2
log detΣn,θ − 1
2
X ′nΣ
−1
n,θXn. (2.2.3)
Now we will rewrite the log likelihood in terms of the spectral density fθ. To the
purpose, we assume the following conditions for {Xt} and {ϵt}.
Assumption 2.2.1. (i) X−j = Xn−j, for j = 0, . . . , p− 1.
(ii) ϵ−k = ϵn−k, for k = 0, . . . , q − 1.
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Assumption 2.2.1 implies that {Xt} and {ϵt} are circular processes, that has
little influence on {Xt} and {ϵt} when n is large. To see another expression of the
log likelihood l(θ) under the assumption, we introduce
M =
(
0′n−1 1
In−1 0n−1
)
,
where 0n−1 is an (n− 1)-dimensional vector whose entries are 0. Then we can see
Mn = In, M
′ =Mn−1, (M k)′ =Mn−k = (M−1)k,
where M 0 ≡ In. Using the above properties, (2.2.1) can be rewritten as
B(M )Xn = A(M )εn, (2.2.4)
where A(M ) =
∑q
j=0 ajM
j, B(M ) =
∑p
j=0 bjM
j and εn = (ε1, . . . , εn)
′. Note that
M is diagonalized by an n × n unitary matrix U = (n−1/2ei2πjk/n)j,k=1,...,n, that is,
M = UΛU ∗, where Λ = diag(e−i2π/n, e−i2π·2/n, . . . , e−i2π·n/n). From this, we have
M k = UΛkU ∗, and
A(M ) = UA(Λ)U ∗, B(M ) = UB(Λ)U ∗. (2.2.5)
Since M is real-valued, we can see M ′ = M¯ ′ = UΛ¯U ∗, and
A(M )′ = UA(Λ¯)U ∗, B(M )′ = UB(Λ¯)U ∗,
A(M )−1 = UA(Λ)−1U ∗, B(M )−1 = UB(Λ)−1U ∗.
(2.2.6)
Since Xn = B(M)
−1A(M )εn from (2.2.4), noting that (2.2.5) and (2.2.6) and
E(εnε
′
n) = σ
2In, it holds that
Σn,θ = Var(Xn)
= E[B(M)−1A(M )εnεn
′A(M )′B(M )−1
′
]
= U [σ2B(Λ)−1A(Λ)A(Λ¯)B(Λ¯)−1]U ∗
= U diag(2πfθ(λ1), . . . , 2πfθ(λn)) U
∗
= UDU ∗ (say),
where λj = 2πj/n for j = 1, . . . , n. Thus, from
detΣn,θ = detD =
n∏
j=1
{2πfθ(λj)}
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and
Σ−1n,θ = UD
−1U ∗,
we obtain
l(θ) =
n
2
log 2π − 1
2
log
n∏
j=1
{2πfθ(λj)} − 1
2
X ′nUD
−1U ∗Xn.
Noting that Xn
′U = (
√
2πFn(λ1), . . . ,
√
2πFn(λn)) (n-dimensional row vector),
where Fn(λ) is the finite Fourier transform of {Xt} defined as
Fn(λ) = 1√
2πn
n∑
t=1
Xte
itλ,
we can see
l(θ) = −n
2
log 2π − n
2
log 2π − 1
2
n∑
j=1
log fθ(λj)− 1
2
n∑
j=1
|Fn(λj)|2
fθ(λj)
= −n log 2π − 1
2
n∑
j=1
{
log fθ(λj) +
In(λj)
fθ(λj)
}
, (2.2.7)
where In(λ) is the periodogram defined by In(λ) = |Fn(λ)|2. (2.2.7) implies that
maximizing l(θ) is asymptotically equivalent to minimizing
DW (fθ, In) =
∫ π
−π
{
log fθ(λ) +
In(λ)
fθ(λ)
}
dλ.
Thus we can get the quasi maximum likelihood estimator θˆn = argminDW (fθ, In).
DW is called Whittle likelihood. In the above case, we assume that {Xt} is a circular
Gaussian ARMA model, but we can discuss similarly for a Gaussian stationary pro-
cess. Moreover, for a non-Gaussian stationary process, we can use DW for maximum
likelihood estimation. By the general theory on maximum likelihood estimation, θˆn
is known to be asymptotically efficient.
Next, we see that the estimator of parameter obtained by minimizing Whittle
likelihood is equivalent to that obtained by minimizing the prediction error when the
spectral density is misspecified. Let {Xt} be a zero mean scalar-valued stationary
time series, which has the unknown true spectral density g(λ). Consider fitting the
following AR(p) spectral density
fθ(λ) =
σ2
2π
1∣∣∣∣∣
p∑
j=0
a
(f)
j e
ijλ
∣∣∣∣∣
2 , (a
(f)
0 = 1),
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to g(λ), where θ = (a
(f)
1 , . . . , a
(f)
p , σ2)′ = (a(f)
′
, σ2)′, and a
(f)
1 , . . . , and a
(f)
p satisfy the
following assumption.
Assumption 2.2.2. Let the roots of
p∑
j=0
a
(f)
j z
j = 0 be z1, . . . , zp. The absolute values
of z1, . . . , and zp are all larger than 1.
This setting is not too artificial because of the following proposition.
Proposition 2.2.1 (Brockwell and Davis (1991)). For ε > 0, if g is a symmetric
continuous spectral density, then there exists a spectral density fAR(λ) of an AR(p)
process satisfied Assumption 2.2.2 such that
|fAR(λ)− g(λ)| < ε, for all λ ∈ [−π, π].
When we observed Xt−1, Xt−2, . . ., we consider predicting Xt. Under the misspec-
ification of spectra, the best one-step ahead pseudo linear predictor is
Xˆft = −
p∑
j=1
a
(f)
j Xt−j,
(see e.g. Brockwell and Davis (1991), p.177, Example 5.3.1), and the misspecified
prediction error is
E[|Xt − Xˆft |2] = E


∣∣∣∣∣
p∑
j=0
a
(f)
j Xt−j
∣∣∣∣∣
2


=
p∑
j=0
p∑
l=0
a
(f)
j a¯
(f)
l R(j − l), (2.2.8)
where R(h) = E(XtX¯t+h) =
∫ π
−π
eihλg(λ)dλ. Thus we have
(2.2.8) =
∫ π
−π
p∑
j=0
p∑
l=0
a
(f)
j a¯
(f)
l e
i(j−l)λg(λ)dλ
=
∫ π
−π
|Aa(f)(λ)|2 g(λ)dλ, (2.2.9)
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where Aa(f)(λ) =
p∑
j=0
a
(f)
j e
ijλ. Then we obtained the misspecified prediction error
in terms of the spectra. Hereafter we will find the misspecified prediction error in
Whittle likelihood
DW (fθ, g) =
∫ π
−π
{
log fθ(λ) +
g(λ)
fθ(λ)
}
dλ. (2.2.10)
From Assumption 2.2.2, fθ(λ) is factorized as the following form
fθ(λ) =
σ2
2π
1
|(1− z1eiλ) · · · (1− zpeiλ)|2
=
σ2
2π
{
p∏
j=1
(1− zjeiλ)(1− z¯je−iλ)
}−1
where |zj| < 1, j = 1, . . . , p. Then, using the following formula
log(1− z) =
∞∑
k=1
zk
k
for |z| < 1,
the first term of (2.2.10) is evaluated as
∫ π
−π
log fθ(λ)dλ
=
∫ π
−π
{
log
σ2
2π
−
p∑
j=1
[log(1− zjeiλ) + log(1− z¯je−iλ)]
}
dλ
= 2π log
σ2
2π
−
p∑
j=1
{∫ π
−π
(
∞∑
k=1
zkj e
ikλ
k
+
∞∑
k=1
z¯kj e
−ikλ
k
)
dλ
}
= 2π log
σ2
2π
.
Thus we have
DW (fθ, g) = 2π log
σ2
2π
+
2π
σ2
∫ π
−π
|Aa(f)(λ)|2 g(λ)dλ
= 2π log
σ2
2π
+
2π
σ2
E[|Xt − Xˆft |2]. (2.2.11)
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Noting that, in the second term of (2.2.11), E[|Xt − Xˆft |2] is dependent on a(f)
but independent from σ2, we can see that minimizing DW (fθ, g) with respect to θ
is equivalent to minimizing the misspecified prediction error E[|Xt − Xˆft |2]. Thus
we can obtain an asymptotically efficient estimator of parameter by minimizing the
misspecified prediction error.
So far we see parameter estimation when X1, . . . , Xn are observed. If we get also
the past data X−n, . . . , X−1, we can expect better estimation for parameter. Under
the setting, similarly to minimizing the misspecified prediction error, we can consider
estimating the parameter by minimizing the misspecified interpolation error. The
misspecified interpolation error is obtained by Taniguchi (1980). In the next section,
we discuss parameter estimation based on the misspecified interpolation error.
2.3 One missing point interpolation
In this section, we first follow Taniguchi (1980) to show the general form of the
interpolation error in the case of p missing points and then see parameter estimation
by a contrast function based of one missing point interpolation. Let {Xt, t ∈ Z}
be a zero-mean non-deterministic second order stationary process with true spectral
density g(λ). Suppose there are p (p < n) missing points in the observation X(t),
t ∈ Ap ≡ {1, . . . , p}. Let Mp denote the closed linear manifold generated by e−ijλ,
j ̸∈ Ap. To formulate the problem evidently, define e(λ) = (e−iλ, . . . , e−ipλ)′ and
F (λ) = e(λ)e(λ)∗, then to find the interpolator for the missing points is equivalent
to seek a response function h(λ) minimizing
tr
∫ π
−π
(e(λ)− h(λ))g(λ)(e(λ)− h(λ))∗dλ,
where h(λ) ∈ Mp. From the results of projection, (e(λ) − h(λ))g(λ) must be
orthogonal to Mp, that is to say,∫ π
−π
(e(λ)− h(λ))g(λ)eikλdλ = 0, k ∈ Ap.
Therefore, there exists a constant matrix C such that
(e(λ)− h(λ))g(λ) = Ce(λ).
From the orthogonality again, the interpolation error matrix Σg, i.e.,
Σg =
∫ π
−π
(e(λ)− h(λ))g(λ)e(λ)∗dλ = 2πC
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shows the matrix C real. Also, we have
Σg =
∫ π
−π
(e(λ)− h(λ))g(λ)(e(λ)− h(λ))∗dλ = C
∫ π
−π
g(λ)−1F (λ)dλ C.
With non-deterministicity of the process, we see that Σg = 2πC is nonsingular and
therefore we obtain
C =
(
1
2π
∫ π
−π
g(λ)−1F (λ)dλ
)−1
,
and further
h(λ) =
(
Ip − g(λ)−1
(
1
2π
∫ π
−π
g(λ)−1F (λ)dλ
)−1)
e(λ).
Generally, we do not know the true spectral density in advance. For the process
{Xt, t ∈ Z}, suppose we fit a pseudo true spectral density fθ(λ) , θ ∈ Θ ⊂ Rm to
g(λ). In this chapter, Θ is supposed to be a compact set. In this case, the interpolator
depending on the pseudo true spectral density is given by(
Ip − fθ(λ)−1
(
1
2π
∫ π
−π
fθ(λ)
−1F (λ)dλ
)−1)
e(λ).
As a result, the interpolation error matrix is given by
Σ =
{
1
2π
∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
g(λ)
fθ(λ)2
F (λ)dλ
}{
1
2π
∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
,
(2.3.1)
Next, we consider estimation for the parameter θ by minimizing a contrast function
based on the one missing point interpolation error for X0. With the same line of the
deviation of the interpolation error, the pseudo interpolation error for the missing
point X0 is given by {
1
2π
∫ π
−π
1
fθ(λ)
dλ
}−2{∫ π
−π
g(λ)
fθ(λ)2
dλ
}
.
Write the criterion based on the spectral density by
DI(fθ, g) =
{
1
2π
∫ π
−π
1
fθ(λ)
dλ
}−2{∫ π
−π
g(λ)
fθ(λ)2
dλ
}
, (2.3.2)
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and estimate θ which minimizes DI(fθ, g). To compare with Gaussian asymptotic
efficiency, we assume that {Xt} is a Gaussian stationary process. The general case
including non-Gaussian stationary process is given in Section 2.5. The periodogram,
based on the observed stretch {X1, . . . , Xn}, is defined by
In(λ) =
1
2πn
∣∣∣∣∣
n∑
t=1
Xte
itλ
∣∣∣∣∣
2
.
Let the estimator θˆn be defined by
θˆn = argmin
θ∈Θ
DI(fθ, In). (2.3.3)
To discuss the asymptotic properties of θˆn, we need the following assumptions.
Assumption 2.3.1. (a) There exist positive numbers M1 and M2 such that
0 < M1 ≤ fθ(λ) ≤M2 <∞.
(b) For R(h) = E(XtXt+h),
∞∑
h=1
h|R(h)|2 <∞
is satisfied.
(c) fθ(λ) is twice differentiable with respect to θ, and the derivatives are continuous
with respect to λ ∈ [−π, π].
(d) fθ1(λ) = fθ2(λ) a.e. λ ∈ [−π, π] holds if and only if θ1 = θ2.
Theorem 2.3.1. Under Assumption 2.3.1, for the estimator defined by (2.3.3), it
holds that
(a) θˆn
p−→ θ0 ,
(b)
√
n(θˆn − θ0) d−→ N(0, 4π U(θ0)−1V (θ0)U(θ0)−1) .
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Here, θ0 is the true parameter of fθ(λ), and
U(θ) =
{∫ π
−π
1
fθ(λ)
dλ
}{∫ π
−π
1
fθ(λ)3
∂
∂θ
fθ(λ)
∂
∂θ′
fθ(λ)dλ
}
−
{∫ π
−π
1
fθ(λ)2
∂
∂θ
fθ(λ)dλ
}{∫ π
−π
1
fθ(λ)2
∂
∂θ′
fθ(λ)dλ
}
, (2.3.4)
V (θ) =
∫ π
−π
1
fθ(λ)2
[{∫ π
−π
1
fθ(µ)
dµ
}
1
fθ(λ)
∂
∂θ
fθ(λ)−
{∫ π
−π
1
fθ(µ)2
∂
∂θ
fθ(µ)dµ
}]
×
[{∫ π
−π
1
fθ(µ)
dµ
}
1
fθ(λ)
∂
∂θ′
fθ(λ)−
{∫ π
−π
1
fθ(µ)2
∂
∂θ′
fθ(µ)dµ
}]
dλ
=
{∫ π
−π
1
fθ(λ)
dλ
}2{∫ π
−π
1
fθ(λ)4
∂
∂θ
fθ(λ)
∂
∂θ′
fθ(λ)dλ
}
−
{∫ π
−π
1
fθ(λ)
dλ
}{∫ π
−π
1
fθ(λ)2
∂
∂θ
fθ(λ)dλ
}{∫ π
−π
1
fθ(λ)3
∂
∂θ′
fθ(λ)dλ
}
−
{∫ π
−π
1
fθ(λ)
dλ
}{∫ π
−π
1
fθ(λ)3
∂
∂θ
fθ(λ)dλ
}{∫ π
−π
1
fθ(λ)2
∂
∂θ′
fθ(λ)dλ
}
+
{∫ π
−π
1
fθ(λ)2
dλ
}{∫ π
−π
1
fθ(λ)2
∂
∂θ
fθ(λ)dλ
}{∫ π
−π
1
fθ(λ)2
∂
∂θ′
fθ(λ)dλ
}
,
(2.3.5)
and U(θ0) is invertible.
2.4 Evaluation of asymptotic distribution of the
estimator
In this section we consider whether the estimator θˆn defined by (2.3.3) is asymp-
totically efficient. Hereafter, we define the Fisher information matrix by
F(θ) = 1
4π
∫ π
−π
∂
∂θ
log fθ(λ)
∂
∂θ′
log fθ(λ)dλ.
We say that θˆn is asymptotically efficient when the asymptotic variance of θˆn attains
the inverse matrix of Fisher information matrix F(θ)−1. The following theorem
indicates the case when θˆn is asymptotically efficient is extremely limited.
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Theorem 2.4.1. For the asymptotic variance of θˆn, it holds that
4π U(θ0)
−1V (θ0)U(θ0)
−1 ≥ F(θ0)−1 (2.4.1)
Here the matrix inequality {∗} ≥ {·} means that the matrix {∗}− {·} is nonnegative
definite. In (2.4.1), the equality holds if and only if there exists an m×m constant
matrix C, where m is dimension of parameter, such that[{∫ π
−π
1
fθ(µ)
dµ
}
1
fθ(λ)
∂
∂θ
fθ(λ)−
∫ π
−π
1
fθ(µ)2
∂
∂θ
fθ(µ)dµ+ C
∂
∂θ
fθ(λ)
]
θ=θ0
= 0,
(2.4.2)
a.e. λ ∈ [−π, π].
We exemplify the inequality (2.4.1) by the following two cases.
Example 1. Let {Xt} be generated by following AR(1):
Xt = θXt−1 + εt, |θ| < 1, εt ∼ i.i.d.N(0, σ2). (2.4.3)
The spectral density of {Xt} is
fθ(λ) =
σ2
2π
1
|1− θ exp(iλ)|2 . (2.4.4)
It is seen that
U(θ) = 25π4(1− θ2) , V (θ) = 28π7(1− θ2)2,
and
4π U(θ)−1V (θ)U(θ)−1 = 1.
Also we know that
F(θ) = 1
1− θ2 .
Then
1 = 4π U(θ)−1V (θ)U(θ)−1 ≥ F(θ)−1 = 1− θ2, (2.4.5)
which implies that θˆn is not asymptotically efficient except for θ = 0.
Example 2. Let {Xt} be generated by the MA(1):
Xt = εt + θ εt−1, |θ| < 1, εt ∼ i.i.d.N(0, σ2). (2.4.6)
The spectral density of {Xt} is
fθ(λ) =
σ2
2π
|1 + θ exp(iλ)|2. (2.4.7)
14
Then
4π U(θ)−1V (θ)U(θ)−1 = 1− θ4,
and
F(θ) = 1
1− θ2 .
Hence,
1− θ4 = 4π U(θ)−1V (θ)U(θ)−1 ≥ F(θ)−1 = 1− θ2. (2.4.8)
Therefore θˆn is not asymptotically efficient except for θ = 0.
These two examples show that θˆn is asymptotically efficient if and only if {Xt}
is a trivial Gaussian process, that is, {Xt} is generated by i.i.d.N(0, σ2).
2.5 Multiple missing time points interpolation
In this section, we develop the general theory for parameter estimation based on
the multiple missing points interpolation error without the assumption of Gaussian-
ity.
Let {Xt, t ∈ Z} be a linear process generated by
Xt =
∞∑
j=0
G(j)et−j
where G(j)’s are non-random scalar-valued coefficients, and {et; t ∈ Z} satisfies
E(et) = 0, E(etes) = δ(t, s)σ
2, σ2 > 0. Denote by B(t) the σ-field generated by
{en;n ≤ t}. Also, we assume that {et} is fourth order stationary and the joint
fourth cumulant Qe(t1, t2, t3) ≡ cum(et, et+t1 , et+t2 , et+t3) satisfies
∞∑
t1,t2,t3=−∞
|Qe(t1, t2, t3)| <∞.
Thus the process {en} has a fourth-order spectral density Q˜e(λ1, λ2, λ3), which is
given by
Q˜e(λ1, λ2, λ3) =
(
1
2π
)3 ∞∑
t1,t2,t3=−∞
Qe(t1, t2, t3)e
−i(t1λ1+t2λ2+t3λ3).
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QX(t1, t2, t3) and Q˜X(λ1, λ2, λ3) are defined similarly for the process {Xt}.
We consider the estimator of θ which minimizes (2.3.1). That is to say, suppose
the criterion D(fθ, g) is defined by
DMI(fθ, g)
= tr
[{
1
2π
∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
g(λ)
fθ(λ)2
F (λ)dλ
}{
1
2π
∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1]
.
and the estimator θ˜n is defined by
θ˜n = argmin
θ∈Θ
DMI(fθ, I
(p)
n ), (2.5.1)
where
I(p)n (λ) =
1
2πn
∣∣∣∣∣
n∑
t=p+1
Xte
itλ
∣∣∣∣∣
2
.
Next, we impose the following assumptions.
Assumption 2.5.1. (a)
∞∑
j=0
(1 + j2)|G(j)| <∞, and there exists a positive con-
stant δ such that for all |z| ≤ 1,
∣∣∣∣∣
∞∑
j=0
G(j)zj
∣∣∣∣∣ ≥ δ.
(b) for a non-negative integer m, it holds that
V ar[E{etet+m|B(t− τ)} − δ(m, 0)σ2] = O(τ−2−ϵ), ϵ > 0,
uniformly in t.
(c)
E|E{et1et2et3et4 |B(t1 − τ)} − E{et1et2et3et4}| = O(τ−1−η), η > 0,
holds uniformly in t1 and t1 ≤ t2 ≤ t3 ≤ t4.
(d) For any ρ > 0 and for any integer L ≥ 0, there exists Bρ > 0 such that
E[T (n, s)21{T (n, s) > Bρ}] < ρ
uniformly in n and s, where
T (n, s) =
1√
n

 L∑
r=0
{
n∑
t=1
et+set+s+r − σ2δ(0, r)
}2
1/2
.
16
(e) There exists positive numbers M1 and M2 such that
0 < M1 ≤ fθ(λ) ≤M2 <∞.
(f) fθ(λ) is not a constant function of λ. fθ(λ) is twice differentiable with respect
to θ, and all the derivatives are continuous with respect to λ ∈ [−π, π].
(g) fθ1(λ) = fθ2(λ) a.e. λ ∈ [−π, π] holds if and only if θ1 = θ2.
Theorem 2.5.1. Under Assumption 2.5.1, for the estimator θ˜n defined by (2.5.1),
the following assertions holds.
(a) θ˜n
p−→ θ0 ,
(b)
√
n(θ˜n − θ0) d−→ N(0, U˜(θ0)−1(4πV˜ (θ0) + 2πW˜ (θ0)) U˜(θ0)−1) ,
where the (j, l)th element of U˜(θ0), V˜ (θ0) and W˜ (θ0) are given by
U˜jl(θ0) = tr
[
2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)3
(
∂
∂θj
fθ(λ)
)(
∂
∂θl
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
−
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θl
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
−
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θl
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1]
θ=θ0
,
V˜jl(θ0) =
∫ π
−π
1
fθ0(λ)
2
tr[Aj,θ0(λ)F (λ)]tr[Al,θ0(λ)F (λ)]dλ,
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W˜jl(θ0) =
∫ π
−π
1
fθ0(λ1)
2
1
fθ0(λ2)
2
tr[Aj,θ0(λ1)F (λ1)]tr[Al,θ0(λ2)F (λ2)]
× Q˜X(−λ1, λ2,−λ2)dλ1dλ2,
respectively, and
Aj,θ0(λ) =
2
fθ0(λ)
(
∂
∂θj
fθ0(λ)
)({∫ π
−π
1
fθ0(µ)
F (µ)dµ
}−1)2
−
({∫ π
−π
1
fθ0(µ)
F (µ)dµ
}−1)2{∫ π
−π
1
fθ0(µ)
2
(
∂
∂θj
fθ0(µ)
)
F (µ)dµ
}
×
{∫ π
−π
1
fθ0(µ)
F (µ)dµ
}−1
−
{∫ π
−π
1
fθ0(µ)
F (µ)dµ
}−1{∫ π
−π
1
fθ0(µ)
2
(
∂
∂θj
fθ0(µ)
)
F (µ)dµ
}
×
({∫ π
−π
1
fθ0(µ)
F (µ)dµ
}−1)2
.
2.6 Numerical studies
We consider parameter estimation by the contrast function based on interpolation
error (2.3.2) when {Xt} is generated by AR(1) process (2.4.3). In this case, the
spectral density of {Xt} is given by (2.4.4). First, we set the true parameter θ = θ0,
and generate the data {X1, . . . , Xn} by (2.4.3). Next we estimate θ by minimizing
the criterions:
DI(fθ, In) =
{
1
2π
∫ π
−π
1
fθ(λ)
dλ
}−2{∫ π
−π
In(λ)
fθ(λ)2
dλ
}
,
DW (fθ, In) =
∫ π
−π
{
log fθ(λ) +
In(λ)
fθ(λ)
}
dλ.
In the following,
θˆ(I)n = arg min
θ∈(−1,1)
DI(fθ, In),
and
θˆ(W )n = arg min
θ∈(−1,1)
DW (fθ, In).
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It is well-known that θˆ
(W )
n is asymptotically efficient (e.g. Dzhaparidze (1986)). We
check that θˆ
(I)
n is less efficient than θˆ
(W )
n by a numerical experiment.
When θ0 = 0.2 and n = 10, Figures 2.1 and 2.2 show the interpolation error
DI(fθ, I10) and Whittle Likelihood DW (fθ, I10) respectively. In this case, we obtain
the estimate θˆ
(I)
10 = 0.348 and θˆ
(W )
10 = 0.218.
-1.0 -0.5 0.5 1.0
0.5
1.0
1.5
Figure 2.1: the example of DI(fθ, I10)
-1.0 -0.5 0.5 1.0
-4
-2
2
4
Figure 2.2: the example of DW (fθ, I10)
Next we carry out the Monte Carlo experiments for 100 replications and calculate
the mean-square error (MSE). Table 2.1 shows the MSE of θˆ
(I)
n and θˆ
(W )
n when θ0 =
0.2, n =10, 100 and 1000. Tables 2.2 and 2.3 show the MSE of θˆ
(I)
n and θˆ
(W )
n when
θ0 = 0.9, n = 10, 100, 1000, and θ0 = −0.98, n = 10, 100, 1000, respectively. By
(2.4.5), when θ0 = 0.2, θˆ
(I)
n is asymptotically inefficient. Then we can see that the
MSE of θˆ
(I)
n is larger than that of θˆ
(W )
n . Otherwise, when θ0 = 0.9 and θ0 = −0.98,
for large n, θˆ
(W )
n is overwhelmingly more efficient than θˆ
(I)
n . We can understand
this phenomenon that when |θ0| is nearly 1, the difference between the asymptotic
variance of θˆ
(I)
n and that of θˆ
(W )
n becomes large by (2.4.5).
2.7 Proofs of theorems
This section provides the proofs of theorems.
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Table 2.1: MSE of θˆ
(·)
n at θ0 = 0.2
n = 10 n = 100 n = 1000
MSE of θˆ
(I)
n 0.102816 0.008119 0.001158
MSE of θˆ
(W )
n 0.073473 0.007221 0.001119
Table 2.2: MSE of θˆ
(·)
n at θ0 = 0.9
n = 10 n = 100 n = 1000
MSE of θˆ
(I)
n 0.092542 0.007444 0.001044
MSE of θˆ
(W )
n 0.109756 0.003539 0.000166
Table 2.3: MSE of θˆ
(·)
n at θ0 = −0.98
n = 10 n = 100 n = 1000
MSE of θˆ
(I)
n 0.149757 0.002762 0.000405
MSE of θˆ
(W )
n 0.169468 0.001887 0.000060
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2.7.1 Proof of Theorem 2.3.1
We first set down the following lemmas. The first lemma gives the central limit
theorem for real-valued Gaussian processes.
Lemma 2.7.1 (Dzhaparidze (1986)). Under Assumption 2.3.1,
(a) for a continuous function ψ(λ) such that ψ(λ) = ψ(−λ),∫ π
−π
ψ(λ)In(λ)dλ
p−→
∫ π
−π
ψ(λ)fθ0(λ)dλ, (2.7.1)
(b) for a continuous vector-valued function ψ(λ) such that ψ(λ) = ψ(−λ),
√
n
∫ π
−π
ψ(λ){In(λ)− fθ0(λ)}dλ d−→ N
(
0, 4π
∫ π
−π
ψ(λ)ψ(λ)′fθ0(λ)
2dλ
)
.
(2.7.2)
Next lemma is concerned with the inequality on the functional of spectral densi-
ties.
Lemma 2.7.2 (Kholevo (1969)). Let A(λ) and B(λ) be, respectively, (r × s) and
(t× s) matrix-valued functions, and let g(λ) be positive on λ ∈ [−π, π]. Then if
{∫ π
−π
B(λ)B(λ)′g(λ)−1dλ
}−1
exists, the following inequality∫ π
−π
A(λ)A(λ)′g(λ)dλ
≥
{∫ π
−π
A(λ)B(λ)′dλ
}{∫ π
−π
B(λ)B(λ)′g(λ)−1dλ
}−1{∫ π
−π
A(λ)B(λ)′dλ
}′
(2.7.3)
holds. In (2.7.3), the equality holds if and only if there exists a (r × t) constant
matrix C such that
g(λ)A(λ) + CB(λ) = O, a.e. λ ∈ [−π, π]. (2.7.4)
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Proof of Theorem 2.3.1 (a) First, we establish the consistency for the estimator
θˆn. As pointed out in the proof of Lemma 1 of Hannan (1973), (2.7.1) can be
strengthened to the uniform convergence on Θ, i.e.,
sup
θ∈Θ
∣∣∣∣
∫ π
−π
ψθ(λ)In(λ)dλ−
∫ π
−π
ψθ(λ)fθ0(λ)dλ
∣∣∣∣ p−→ 0, (2.7.5)
from the uniform convergence of the Cesaro sum. Suppose dn(θ) = DI(fθ, In) and
d0(θ) = DI(fθ, fθ0). From Assumption 2.3.1 (a) and (2.7.5), we obtain
sup
θ∈Θ
|dn(θ)− d0(θ)|
≤ sup
θ∈Θ
∣∣∣∣∣
∫ π
−π
({
1
2π
∫ π
−π
1
fθ(µ)
dµ
}−2
1
fθ(λ)2
)
(In(λ)− fθ0(λ))dλ
∣∣∣∣∣
p−→ 0, (2.7.6)
since the function of θ, ({
1
2π
∫ π
−π
1
fθ(µ)
dµ
}−2
1
fθ(λ)2
)
is bounded by (M2/M1)
2, continuous in λ and symmetric about 0. Thus, (2.7.6)
directly leads to the convergence of the minimum,
|min
θ∈Θ
dn(θ)−min
θ∈Θ
d0(θ)| = |dn(θˆn)− d0(θ0)| p−→ 0, (2.7.7)
and the convergence of
|dn(θˆn)− d0(θˆn)| p−→ 0. (2.7.8)
As a result of (2.7.7) and (2.7.8), we have
|dn(θˆn)− d0(θ0)| p−→ 0. (2.7.9)
Note that
d0(θ) ≥ 4π2
(∫ π
−π
1
fθ0(λ)
dλ
)−1
and the equality holds if and only if θ = θ0 from Assumption 2.3.1 (d). It follows
from (2.7.9) and the uniqueness of θ0 that (a) holds.
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(b) By (2.3.3) and the differentiability of fθ(λ) with respect to θ, we get
∂
∂θ
D(fθ, In)
∣∣∣∣
θ=θˆn
= 0 (2.7.10)
Then we expand the left hand side of (2.7.10) around θ0,
0 =
∂
∂θ
D(fθ, In)
∣∣∣∣
θ=θˆn
=
∂
∂θ
D(fθ, In)
∣∣∣∣
θ=θ0
+
∂2
∂θ∂θ′
D(fθ, In)
∣∣∣∣
θ=θ
(θˆn−θ0), (2.7.11)
where θ satisfies ∥θ − θ0∥ ≤ ∥θˆn − θ0∥. Note that
∂
∂θ
D(fθ, In)
∣∣∣∣
θ=θ0
=
[
−2
{
1
2π
∫ π
−π
1
fθ(λ)
dλ
}−2{∫ π
−π
In(λ)
fθ(λ)3
∂
∂θ
fθ(λ)dλ
}
+2
{
1
2π
∫ π
−π
1
fθ(λ)
dλ
}−3{
1
2π
∫ π
−π
1
fθ(λ)2
∂
∂θ
fθ(λ)dλ
}{∫ π
−π
In(λ)
fθ(λ)2
dλ
}]
θ=θ0
,
(2.7.12)
and
∂2
∂θ∂θ′
D(fθ, In)
∣∣∣∣
θ=θ
=
[
−16π2
{∫ π
−π
1
fθ(λ)
dλ
}−3{∫ π
−π
In(λ)
fθ(λ)3
∂
∂θ
fθ(λ)dλ
}{∫ π
−π
1
fθ(λ)2
∂
∂θ′
fθ(λ)dλ
}
+ 24π2
{∫ π
−π
1
fθ(λ)
dλ
}−2{∫ π
−π
In(λ)
fθ(λ)4
∂
∂θ
fθ(λ)
∂
∂θ′
fθ(λ)dλ
}
− 8π2
{∫ π
−π
1
fθ(λ)
dλ
}−2{∫ π
−π
In(λ)
fθ(λ)3
∂2
∂θ∂θ′
fθ(λ)dλ
}
+ 24π2
{∫ π
−π
1
fθ(λ)
dλ
}−4{∫ π
−π
1
fθ(λ)2
∂
∂θ
fθ(λ)dλ
}{∫ π
−π
1
fθ(λ)2
∂
∂θ′
fθ(λ)dλ
}
×
{∫ π
−π
In(λ)
fθ(λ)2
dλ
}
− 16π2
{∫ π
−π
1
fθ(λ)
dλ
}−3{∫ π
−π
1
fθ(λ)3
∂
∂θ
fθ(λ)
∂
∂θ′
fθ(λ)dλ
}{∫ π
−π
In(λ)
fθ(λ)2
dλ
}
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+ 8π2
{∫ π
−π
1
fθ(λ)
dλ
}−3{∫ π
−π
1
fθ(λ)2
∂2
∂θ∂θ′
fθ(λ)dλ
}{∫ π
−π
In(λ)
fθ(λ)2
dλ
}
− 16π2
{∫ π
−π
1
fθ(λ)
dλ
}−3{∫ π
−π
1
fθ(λ)2
∂
∂θ
fθ(λ)dλ
}{∫ π
−π
In(λ)
fθ(λ)3
∂
∂θ′
fθ(λ)dλ
}]
θ=θ
.
(2.7.13)
From Lemma 2.7.1(a), as n→∞, we can see
∂2
∂θ∂θ′
D(fθ, In)
∣∣∣∣
θ=θ
p−→ 8π2
{∫ π
−π
1
fθ0(λ)
dλ
}−3
U(θ0) . (2.7.14)
By (2.7.12), it holds that
∂
∂θ
D(fθ, fθ0)
∣∣∣∣
θ=θ0
=
[
−2
{
1
2π
∫ π
−π
1
fθ(λ)
dλ
}−2{∫ π
−π
1
fθ(λ)2
∂
∂θ
fθ(λ)dλ
}
+2
{
1
2π
∫ π
−π
1
fθ(λ)
dλ
}−3{
1
2π
∫ π
−π
1
fθ(λ)2
∂
∂θ
fθ(λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
dλ
}]
θ=θ0
=
[
−2
{
1
2π
∫ π
−π
1
fθ(λ)
dλ
}−2{∫ π
−π
1
fθ(λ)2
∂
∂θ
fθ(λ)dλ
}
+2
{
1
2π
∫ π
−π
1
fθ(λ)
dλ
}−2{∫ π
−π
1
fθ(λ)2
∂
∂θ
fθ(λ)dλ
}]
θ=θ0
= 0. (2.7.15)
Then, by (2.7.11) and (2.7.15), we get
√
n(θˆn − θ0)
= −
[
∂2
∂θ∂θ′
D(fθ, In)
∣∣∣∣
θ=θ
]−1√
n
[
∂
∂θ
D(fθ, In)
∣∣∣∣
θ=θ0
− ∂
∂θ
D(fθ, fθ0)
∣∣∣∣
θ=θ0
]
.
(2.7.16)
Here
−
(
∂
∂θ
D(fθ, In)
∣∣∣∣
θ=θ0
− ∂
∂θ
D(fθ, fθ0)
∣∣∣∣
θ=θ0
)
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=∫ π
−π
8π2
{∫ π
−π
1
fθ0(µ)
dµ
}−3
1
fθ0(λ)
2
{In(λ)− fθ0(λ)}
×
[{∫ π
−π
1
fθ(µ)
dµ
}
1
fθ(λ)
∂
∂θ
fθ(λ)−
{∫ π
−π
1
fθ(µ)2
∂
∂θ
fθ(µ)dµ
}]
θ=θ0
dλ.
(2.7.17)
Using Lemma 2.7.1(b), we can see
−√n
(
∂
∂θ
D(fθ, In)
∣∣∣∣
θ=θ0
− ∂
∂θ
D(fθ, fθ0)
∣∣∣∣∣
θ=θ0
)
d−→ N
(
0, 256π5
{∫ π
−π
1
fθ0(λ)
dλ
}−6
V (θ0)
)
. (2.7.18)
Therefore, by (2.7.14), (2.7.16) and (2.7.18),
√
n(θˆn − θ0) d−→ N(0, 4π U(θ0)−1V (θ0)U(θ0)−1) (2.7.19)
holds. The last assertion that U(θ0) is invertible follows Lemma 2.7.2. If we set
A(λ), B(λ) and g(λ) in Lemma 2.7.2 as
A(λ) =
1
fθ0(λ)
, B(λ) =
1
fθ0(λ)
∂
∂θ
fθ(λ)
∣∣∣∣
θ=θ0
, g(λ) = fθ0(λ),
then we can see that U(θ0) is a positive definite matrix since fθ0(λ) is not a constant
function of λ.
2.7.2 Proof of Theorem 2.4.1
Proof of Theorem 2.4.1 In Lemma 2.7.2, we set
A(λ) =
1
fθ0(λ)
[{∫ π
−π
1
fθ(µ)
dµ
}
1
fθ(λ)
∂
∂θ
fθ(λ)−
{∫ π
−π
1
fθ(µ)2
∂
∂θ
fθ(µ)dµ
}]
θ=θ0
,
B(λ) =
1
fθ0(λ)
∂
∂θ
fθ(λ)
∣∣∣∣
θ=θ0
,
g(λ) = 4π.
Then, by (2.3.5), we get ∫ π
−π
A(λ)A(λ)′g(λ)dλ = 4πV (θ0),
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∫ π
−π
A(λ)B(λ)′dλ =
[{∫ π
−π
1
fθ(µ)
dµ
}{∫ π
−π
1
fθ(λ)3
∂
∂θ
fθ(λ)
∂
∂θ′
fθ(λ)
}
−
{∫ π
−π
1
fθ(µ)2
∂
∂θ
fθ(µ)dµ
}{∫ π
−π
1
fθ(λ)2
∂
∂θ
fθ(λ)dλ
}]
θ=θ0
= U(θ0),
∫ π
−π
B(λ)B(λ)′g(λ)−1dλ =
1
4π
∫ π
−π
[
1
fθ(λ)2
∂
∂θ
fθ(λ)
∂
∂θ′
fθ(λ)
]
θ=θ0
dλ
= F(θ0).
Therefore
4πV (θ0) ≥ U(θ0)F(θ0)−1U(θ0). (2.7.20)
The inequality (2.7.20) means that
4πV (θ0)−U(θ0)F(θ0)−1U(θ0) = U(θ0)
[
4πU(θ0)
−1V (θ0)U(θ0)
−1 −F(θ0)−1
]
U(θ0)
is positive semidefinite, and since U(θ0) is invertible, by Sylvester’s law of iner-
tia (e.g. Strang (2005)), U(θ0) [4πU(θ0)
−1V (θ0)U(θ0)
−1 −F(θ0)−1]U(θ0) has the
same number of positive eigenvalues as 4πU(θ0)
−1V (θ0)U(θ0)
−1−F(θ0)−1, the same
number of negative eigenvalues, and the same number of zero eigenvalues. Then
4πU(θ0)
−1V (θ0)U(θ0)
−1 −F(θ0)−1 is also positive semidefinite. Hence,
4πU(θ0)
−1V (θ0)U(θ0)
−1 ≥ F(θ0)−1. (2.7.21)
In (2.7.21), the equality holds if and only if there exists an m ×m constant matrix
C such that A(λ) + CB(λ) = 0, a.e. λ ∈ [−π, π], that is, (2.4.2) holds.
2.7.3 Proof of Theorem 2.5.1
Using Lemma A.3.3 of Hosoya and Taniguchi (1982), the following assertions are
true.
Lemma 2.7.3. Under Assumption 2.5.1,
(a) for continuous function ψ(λ) satisfying ψ(λ) = ψ(−λ),∫ π
−π
ψ(λ)I(p)n (λ)dλ
p−→
∫ π
−π
ψ(λ)fθ0(λ)dλ, (2.7.22)
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(b) for continuous vector-valued function ψ(λ) satisfying ψ(λ) = ψ(−λ),
√
n
∫ π
−π
ψ(λ){I(p)n (λ)− fθ0(λ)}dλ
d−→ N
(
0, 4π
∫ π
−π
ψ(λ)ψ(λ)′fθ0(λ)
2dλ
+2π
∫ π
−π
∫ π
−π
ψ(λ1)ψ(λ2)
′Q˜X(−λ1, λ2,−λ2)dλ1dλ2
)
,
where
Q˜X(λ1, λ2, λ3)
=
1
(2π)3
∞∑
t1,t2,t3=−∞
exp{−i(t1λ1 + t2λ2 + t3λ3)}cum{Xt, Xt+t1 , Xt+t2 , Xt+t3},
for all t ∈ Z.
Proof of Theorem 2.5.1 (a) The proof of Theorem 2.5.1 (a) is similar to that of
Theorem 2.3.1 (a) so that we omit the proof.
(b) We have
∂
∂θj
D(fθ, I
(p)
n )
∣∣∣∣
θ=θ0
= tr
[
4π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)2
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
− 8π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)3
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
+ 4π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)2
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
×
{∫ π
−π
1
fθ(λ)2
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1]
θ=θ0
,
(2.7.23)
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and
∂2
∂θj∂θl
D(fθ, I
(p)
n )
∣∣∣∣
θ=θ
= tr
[
4π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θl
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)2
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
− 8π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)3
(
∂
∂θl
fθ(λ)
)(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)2
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
+ 4π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂2
∂θj∂θl
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)2
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
+ 4π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θl
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)2
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
− 8π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)3
(
∂
∂θl
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
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+ 4π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)2
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
×
{∫ π
−π
1
fθ(λ)2
(
∂
∂θl
fθ(λ)
)
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
− 8π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θl
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)3
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
+ 24π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)4
(
∂
∂θl
fθ(λ)
)(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
− 8π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)3
(
∂2
∂θj∂θl
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
− 8π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)3
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θl
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
+ 4π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θl
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)2
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
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×
{∫ π
−π
1
fθ(λ)2
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
− 8π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)3
(
∂
∂θl
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
1
fθ(λ)2
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}
×
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
+ 4π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)2
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
×
{∫ π
−π
1
fθ(λ)2
(
∂
∂θl
fθ(λ)
)
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
×
{∫ π
−π
1
fθ(λ)2
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
− 8π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)2
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
×
{∫ π
−π
1
fθ(λ)3
(
∂
∂θl
fθ(λ)
)(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
+ 4π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)2
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
×
{∫ π
−π
1
fθ(λ)2
(
∂2
∂θj∂θl
fθ(λ)
)
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
+ 4π2
{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1{∫ π
−π
I
(p)
n (λ)
fθ(λ)2
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
×
{∫ π
−π
1
fθ(λ)2
(
∂
∂θj
fθ(λ)
)
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1
×
{∫ π
−π
1
fθ(λ)2
(
∂
∂θl
fθ(λ)
)
F (λ)dλ
}{∫ π
−π
1
fθ(λ)
F (λ)dλ
}−1]
θ=θ
.
(2.7.24)
We observe that, for example, the combination of the first term and the 16th term
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of (2.7.24) is of the form of LHS in Lemma 2.7.3 (a), so that we can see, by Theorem
2.5.1 (a) and Lemma 2.7.3 (a), that
∂2
∂θj∂θl
D(fθ, I
(p)
n )
∣∣∣∣
θ=θ
p−→ 4π2U(θ0). (2.7.25)
We see also
∂
∂θj
D(fθ, fθ0)
∣∣∣∣
θ=θ0
= trO = 0. (2.7.26)
Then, similarly to the proof of Theorem 2.3.1, (2.7.16) holds. Here
−
(
∂
∂θj
D(fθ, I
(p)
n )
∣∣∣∣
θ=θ0
− ∂
∂θj
D(fθ, fθ0)
∣∣∣∣
θ=θ0
)
=
∫ π
−π
4π2
1
fθ0(λ)
2
tr [Aj,θ0(λ)F (λ)] {I(p)n (λ)− fθ0(λ)}dλ,
Since we can see tr[Aj,θ0(−λ)F (−λ)] = tr[Aj,θ0(λ)F (λ)], from Lemma 2.7.3 (b) it
holds that
−√n
(
∂
∂θ
D(fθ, I
(p)
n )
∣∣∣∣
θ=θ0
− ∂
∂θ
D(fθ, fθ0)
∣∣∣∣∣
θ=θ0
)
d−→ N
(
0, 32π5
(
2V˜ (θ0) + W˜ (θ0)
))
. (2.7.27)
Therefore, by (2.7.16), (2.7.25) and (2.7.27), we obtain (b).
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Chapter 3
Shrinkage Estimation for the
Autocovariance Matrix of
Vector-valued Gaussian Stationary
Processes
3.1 Introduction
There have been much discussion on shrinkage estimation to improve on the
sample mean and the sample covariance of independent observations. Stein (1956)
showed the inadmissibility of the sample mean for q-dimensional independent normal
observations when q ≥ 3. James and Stein (1961) suggested a shrinkage estimator
which dominates the sample mean with respect to the mean squares error when q ≥ 3.
Furthermore, in the univariate case, Stein (1964) proposed a truncated estimator and
showed the estimator improves on the usual sample variance. Also in the multivariate
case, Haff (1980) proposed an empirical Bayes estimator for the normal covariance
matrix and showed the estimator improves on the sample covariance matrix.
All mentioned above are the discussions for independent normal observations.
However, it is natural that the actual data are dependent. Therefore, it is important
to consider the shrinkage estimators which dominate the usual sample mean and the
autocovariance when the observations are dependent. For a vector-valued Gaussian
process, Taniguchi and Hirukawa (2005) gave a sufficient condition for James-Stein
type estimator to dominate the sample mean. Furthermore, for the scalar-valued
Gaussian stationary process, Taniguchi et al. (2007) suggested an empirical Bayes
estimator motivated by Haff (1980) and discussed on the improvement by the esti-
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mator.
Since it is useful to represent the actual time series data by dependent and mul-
tivariate statistical models, in this chapter, we consider improved autocovariance
estimation for vector-valued Gaussian stationary processes motivated by Taniguchi
et al. (2007). We propose shrinked autocovariance estimators, and show that the
estimators dominate the usual autocovariance estimators in case of vector-valued
Gaussian stationary processes.
This chapter is organized as follows. Section 3.2 introduces the previous re-
searches on shrinkage estimation for Gaussian stationary processes. In Section 3.3,
we introduce empirical Bayes estimators in view of Taniguchi et al. (2007) when the
mean of the stochastic process is zero and non-zero. Then we evaluate the asymptotic
risk differences by the mean squares error between the shrinkage estimator and the
usual sample autocovariance matrix. The improvements by the shrinkage estimators
are expressed in terms of the spectral density of the process. Section 3.5 provides
the proofs of theorems in Section 3.3.
3.2 Shrinkage estimators for Gaussian stationary
processes
In this section, we provide the previous results on shrinkage estimation for a
Gaussian stationary process. First, we mention shrinkage estimation for the sample
mean. Let {X(t)} be a q-dimensional Gaussian stationary process with mean µ and
autocovariance function γ(s) = E[{X(t)− µ}{X(t+ s)− µ}′] which satisfies
Assumption 3.2.1.
∞∑
s=−∞
∥γ(s)∥ <∞.
The spectral density is
f(λ) =
1
2π
∞∑
s=−∞
γ(s)e−isλ.
Here the Cesaro sum approximation for the spectral density is expressed as
fCn (λ) =
1
2π
n−1∑
s=−n+1
(
1− |s|
n
)
γ(s)e−isλ.
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For the sample mean X¯n = n
−1
∑n
t=1X(t), we can see
Var(X¯n) =
2π
n
fCn (0),
and
lim
n→∞
Var(
√
nX¯n) = 2πf(0), (by Hannan (1970)).
In view of this, let ν1, . . . , νq (ν1 < · · · < νq) and ν1,n, . . . , νq,n (ν1,n ≤ · · · ≤ νq,n) be
the eigenvalues of 2πf(0) and 2πfCn (0), respectively. From Magnus and Neudecker
(1999), νj,n → νj as n → ∞ for j = 1, . . . , q. For the sample mean of the pro-
cess, Taniguchi and Hirukawa (2005) introduced the shrinkage estimator proposed
by James and Stein (1961) such as
X˜n =
(
1− q − 2
n∥X¯n∥2
)
X¯n.
and evaluated the following difference of the MSEs between the sample arithmetic
mean X¯n and the shrinkage estimator X˜n :
DMSEn = E[n∥X¯n − µ∥2]− E[n∥X˜n − µ∥2].
They elucidated that the evaluation of the difference of the MSEs when the popula-
tion mean is zero is different from that when the population mean is non-zero. Their
results are the following two propositions. The first proposition is the behavior of
DMSEn when µ = 0.
Proposition 3.2.1 (Taniguchi and Hirukawa (2005)). When µ = 0, under Assump-
tion 3.2.1,
(i)
(q − 2)
{
2−
(
νq,n
ν1,n
) q
2 1
νq,n
}
≤ DMSEn ≤ (q − 2)
{
2−
(
ν1,n
νq,n
) q
2 1
ν1,n
}
,
which implies X˜n improves X¯n if 2 >
(
νq,nν
−1
1,n
)q/2
ν−1q,n.
(ii)
(q − 2)
{
2−
(
νq
ν1
) q
2 1
νq
}
≤ lim
n→∞
DMSEn ≤ (q − 2)
{
2−
(
ν1
νq
) q
2 1
ν1
}
,
which implies X˜n improves X¯n asymptotically if 2 >
(
νqν
−1
1
)q/2
ν−1q .
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The second proposition is the behavior of DMSEn when µ ̸= 0.
Proposition 3.2.2 (Taniguchi and Hirukawa (2005)). When µ ̸= 0, under Assump-
tion 3.2.1,
(i)
DMSEn =
1
n
∆n(q,µ) + o(n
−1)
where
∆n(q,µ) =
2(q − 2)
∥µ∥2
[
tr{2πfCn (0)} −
2µ′{2πfCn (0)}µ
∥µ∥2 −
q − 2
2
]
.
Therefore we can see
∆n(q,µ) ≥ 2(q − 2)∥µ∥2
(
q−1∑
j=1
νj,n − νq,n − q − 2
2
)
, (3.2.1)
which implies X˜n improves X¯n up to O(n
−1) if
∑q−1
j=1 νj,n−νq,n−(q−2)/2 > 0.
(ii) Taking the limit of (3.2.1) as n→∞, we yield
lim
n→∞
∆n(q,µ) ≥ 2(q − 2)∥µ∥2
(
q−1∑
j=1
νj − νq − q − 2
2
)
,
which implies X˜n improves X¯n asymptotically up to O(n
−1) if
∑q−1
j=1 νj − νq −
(q − 2)/2 > 0.
So far we saw shrinkage estimation for the mean of the concerned process when
the mean is a constant vector, not dependent on the time. However, for the data
which often appear in finance or environment, the setting is severe. So, it seems
to be more natural that the mean structure is expressed as a regression form using
other variables. Henceforth, we see the results on shrinkage estimation for the time
series regression by Senda and Taniguchi (2006). We now consider the model
X(t) = B′z(t) + ϵ(t), t = 1, . . . , n, (3.2.2)
where z(t) = (z1(t), . . . , zp(t))
′ is a p × 1 vector of known regressors, and B = (bij)
is a p× q unknown coefficient matrix to be estimated and {ϵ(t)} is a q-dimensional
Gaussian stationary process with mean 0 and the spectral density matrix f(λ).
Furthermore z(t) satisfies the following assumptions. Let di(n)
2 =
∑n
t=1{zi(t)}2,
i = 1, . . . , p.
35
Assumption 3.2.2. lim
n→∞
di(n)
2 =∞, i = 1, . . . , p.
Assumption 3.2.3. lim
n→∞
{zi(n)}2
di(n)2
= 0, i = 1, . . . , p,
and there exists some constant δi > 0
zi(n) = O(n
δi), i = 1, . . . , p.
Assumption 3.2.4. The limit
rij(h) ≡ lim
n→∞
∑
1≤t≤n,
1≤t+h≤n
zi(t)zj(t+ h)
di(n)dj(n)
exists for each i, j = 1, . . . , p and h ∈ Z such that 1 ≤ t+ h ≤ n with 1 ≤ t ≤ n.
Let Φ(h) ≡ (rij(h))i,j=1,...,p (p× p matrix).
Assumption 3.2.5. Φ(0) is regular.
From Assumptions 3.2.2 - 3.2.5, we can see that Φ(h) has the spectral represen-
tation as
Φ(h) =
∫ π
−π
eihλdM (λ), (3.2.3)
where M (λ) is a matrix-valued function with Hermitian positive semidefinite incre-
ments. Note that we can defineM (λ) uniquely if it is right continuous and takes null
value at λ = −π. Assumptions 3.2.2-3.2.5 are slight modifications of Grenander’s
conditions (see Grenander and Rosenblatt (1957) and Hannan (1970)). Now we also
add the following assumption.
Assumption 3.2.6. f(λ) is absolutely continuous, and is piecewise continuous with
no discontinuous points at the jumps of M (λ).
To discuss estimation for the coefficient matrix B in the time series linear regres-
sion model, we rewrite (3.2.2) as the following tensor notation
X˜ = (Ip ⊗Z)β + ϵ˜ = Z˜β + ϵ˜, (3.2.4)
where X˜ = vec{(X(1), . . . ,X(n))′} (pn × 1 vector), whose (i − 1)p + t-th row is
xi(t), and ϵ˜ = vec{(ϵ(1), . . . , ϵ(n))′} (pn × 1 vector) whose (i − 1)p + t-th row is
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ϵi(t), and Z = (z(1), . . . , z(n))
′ (n× q matrix), whose t-th row j-th column is zj(t),
β = vecB (pq × 1 vector), which has bij at (j − 1)q + i-th row and Z˜ = Ip ⊗Z.
Now we consider estimation of β by using X˜. The well-known and convenient
estimator of β is the least squares estimator (LSE) βˆLS = (Z˜
′Z˜)−1Z˜ ′X˜. For a
random sequence {ϵ(t)} whose terms are i.i.d. as Gaussian, Stein (1956) showed that
βˆLS is inadmissible when pq ≥ 3. Furthermore, James and Stein (1961) introduced
the following shrinkage estimator
βˆJS ≡
(
1− a∥D˜n(βˆLS − βc)∥2
)
(βˆLS − βc) + βc, (3.2.5)
where a is a positive constant, and D˜n = Ip ⊗ diag(d1(n), . . . , dq(n)), and βc is a
pq×1 preassigned non-random vector to shrink βˆLS toward itself. We define the risk
of the estimator as the MSE
MSEn(βˆ) ≡ E[∥D˜n(βˆ − β)∥2].
From Stein (1956), we can see that the risk of βˆJS is smaller than that of βˆLS when
pq ≥ 3 and a = pq − 2.
In the case where {ϵ(t)} is a Gaussian stationary process, Senda and Taniguchi
(2006) compared the risk of βˆJS with that of βˆLS. In what follows, we see the results.
From Gaussianity of {ϵ(t)}, we can see
D˜n(βˆLS − βc) ∼ N(D˜n(β − βc),Vn), (3.2.6)
where
Vn ≡ D˜n(Z˜ ′Z˜)−1Z˜Cov(ϵ˜)Z˜(Z˜ ′Z˜)−1D˜n.
From Hannan (1970) (p.216, Theorem 8), under Assumptions 3.2.2-3.2.6, it holds
that
V ≡ lim
n→∞
Vn = Φ˜
−1
0
∫ π
−π
2πf(λ)⊗ dM (λ)′Φ˜−10 . (3.2.7)
where Φ˜0 = Ip ⊗ Φ(0). Let ν1,n, . . . , νpq,n (ν1,n ≤ · · · ≤ νpq,n) and ν1, . . . , νpq (ν1 ≤
· · · ≤ νpq) be the eigenvalues of Vn and V , respectively. We now consider the
difference of the risks between βˆLS and βˆLS such as
DMSEn ≡ MSEn(βˆLS)−MSEn(βˆJS) = E[∥D˜n(βˆLS − β)∥2]− E[∥D˜n(βˆJS − β)∥2].
(3.2.8)
Since the behavior of DMSEn when β−βc = 0 is different from that when β−βc ̸= 0,
first, we see the result when β − βc = 0. Proposition 3.2.3 and 3.2.4 are the results
on shrinkage estimation for the time series regression coefficients. We note that
Proposition 3.2.3 and 3.2.4 are generalizations of Taniguchi and Hirukawa (2005).
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Proposition 3.2.3 (Senda and Taniguchi (2006)). When β − βc = 0, let Assump-
tions 3.2.2-3.2.6 hold and we suppose pq ≥ 3. Then
(i)
a
{
2− a
pq − 2
(
νpq,n
ν1,n
)pq/2
1
νpq,n
}
≤ DMSEn ≤ a
{
2− a
pq − 2
(
ν1,n
νpq,n
)pq/2
1
ν1,n
}
,
(3.2.9)
which implies that βˆJS improves βˆLS when
a < 2(pq − 2)
(
ν1,n
νpq,n
)pq/2
νpq,n.
(ii)
a
{
2− a
pq − 2
(
νpq
ν1
)pq/2
1
νpq
}
≤ lim
n→∞
DMSEn ≤ a
{
2− a
pq − 2
(
ν1
νpq
)pq/2
1
ν1
}
,
(3.2.10)
which implies that βˆJS improves βˆLS asymptotically when
a < 2(pq − 2)
(
ν1
νpq
)pq/2
νpq.
This proposition implies that, if ν1,n ≈ · · · ≈ νpq,n ↗ ∞ (ν1 ≈ · · · ≈ νpq ↗ ∞),
then βˆJS improves βˆLS greatly.
Next, we give the result in the case of β−βc ̸= 0. Now define d(n)2 ≡
∑q
i=1 di(n)
2.
Then it is seen that ∥(Ip ⊗Dn)(β − βc)∥2 = O(d(n)2).
Proposition 3.2.4 (Senda and Taniguchi (2006)). When β − βc ̸= 0, suppose that
Assumption 3.2.2-3.2.6, and that pq ≥ 3. Then
(i)
DMSEn =
2a
∥D˜n(β − βc)∥2
{∆n(a,β − βc) + o(1)}, (3.2.11)
where
∆n(a,β − βc) = trVn − 2(β − βc)
′(Ip ⊗Dn)VnD˜n(β − βc)
∥D˜n(β − βc)∥2
− a
2
.
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Thus we have
∆n(a,β − βc) ≥
pq−1∑
j=1
νj,n − νpq,n − a
2
, (3.2.12)
which implies that βˆJS improves βˆLS up to 1/d(n)
2-order when a < 2{∑pq−1j=1 νj,n−
νpq,n}.
(ii) Considering the limit of (3.2.12), we obtain
lim
n→∞
∆n(a,β − βc) ≥
pq−1∑
j=1
νj − νpq − a
2
, (3.2.13)
which implies that βˆJS improves βˆLS asymptotically up to 1/d(n)
2-order when
a < 2{∑pq−1j=1 νj − νpq}.
Similarly to the previous case, Proposition 3.2.4 implies that if ν1 ≈ ν2 ≈ · · · ≈ νpq
and ν1 ↗∞, then, βˆJS improves βˆLS greatly.
Shrinkage estimation for the quantities associated with a time series model is
developing right now. Next, we introduce Taniguchi et al. (2007)’s results on esti-
mation for the autocovariance functions of scalar-valued Gaussian stationary time
series. Consider a Gaussian stationary scalar-valued process {X(t)} with mean µ
and autocovariance function γ(s) = E[(X(t) − µ)(X(t + s) − µ)] for all t ∈ Z and
s ∈ Z. Now we assume the following condition for {γ(s)},
Assumption 3.2.7.
∞∑
s=−∞
|s||γ(s)| <∞.
From this assumption, {X(t)} has the following spectrum
f(λ) =
1
2π
∞∑
s=−∞
γ(s)e−isλ.
To investigate the autocovariance structure, we consider estimation of the following
p× p autocovariance matrix
Γ =


γ(0) γ(−1) · · · γ(1− p)
γ(1) γ(0) · · · γ(2− p)
...
...
. . .
...
γ(p− 1) γ(p− 2) · · · γ(0)

 ,
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by using an observed stretch {X(1), . . . , X(n)} of the series {X(t)}. Since the eval-
uation for estimation of Γ when µ = 0 is different from that when µ ̸= 0, first, we
consider the case of µ = 0. When µ = 0, the usual estimator for Γ is
Γˆ0 =
1
n− kSn,
where
Sn =
n∑
t=p
Y (t)Y (t)′, Y (t) = (X(t), . . . , X(t− p+ 1))′,
and k = 0 or p − 1. To measure the goodness of Γˆ0, we consider the following
generalized squares error loss function
L(Γˆ0,Γ) = tr{(Γˆ0Γ−1 − Ip)2} (3.2.14)
and the risk R(Γˆ0,Γ) = E{L(Γˆ0,Γ)}, which we call the generalized mean squares er-
ror (GMSE). For independent Gaussian vector observations {X(1),X(2), . . . ,X(n)}
with covariance matrix Γ, Haff (1980) proposed an empirical Bayes estimator to get
a better estimator than the usual estimator of Γ with respect to the GMSE R(·, ·).
In the case of dependent observations which is Gaussian stationary, Taniguchi et al.
(2007) introduced a special form of Haff (1980)’s empirical estimator
Γˆ =
1
n− k
(
Sn +
b
n tr(S−1n C)
C
)
(3.2.15)
to improve Γ0. Here b is a constant to be chosen as Γˆ improves Γ0, and C is a p× p
constant matrix the researcher gives as C is positive definite. The estimator (3.2.15)
is the generalization of a shrinkage estimator, which is the case of b < 0. For the
estimator, Taniguchi et al. (2007) showed the following proposition.
Proposition 3.2.5 (Taniguchi et al. (2007)). When µ = 0, suppose Assumption
3.2.7. Then it holds that
lim
n→∞
n2[R(Γˆ0,Γ)−R(Γˆ,Γ)] = −btr{(CΓ
−1)2}
{tr(Γ−1C)}2 [b+B], (3.2.16)
where
B =


2(−p+ 1){tr(Γ
−1C)}2
tr{(CΓ−1)2}
+
8π
tr{(CΓ−1)2}
∫ π
−π
{tr(H(λ)Γ−1CΓ−1)}2f(λ)2dλ, (if k = 0),
8π
tr{(CΓ−1)2}
∫ π
−π
{tr(H(λ)Γ−1CΓ−1)}2f(λ)2dλ, (if k = p− 1).
(3.2.17)
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with H(λ) = (cos(h− l)λ)h,l=1,...,p (p× p matrix).
Taking b = −B/2 in the previous proposition, the RHS of (3.2.19) is maximized,
and the maximum is given as
M =
B2
4
tr{(CΓ−1)2}
{tr(Γ−1C)}2 .
Taniguchi et al. (2007) gave the numerical examples for Gaussian AR(1) model and
Gaussian MA(1) model, and pointed out that the empirical estimator (3.2.15) is
much more useful than the usual estimator when the observations are generated by
Gaussian AR(1) whose AR coefficient is near to 1.
Next, we give the result on the empirical Bayes estimator for the autocovariance
matrix Γ when µ ̸= 0. The usual estimator for Γ is
Γ˜0 =
1
n− k S˜n,
where
S˜n =
n∑
t=p
Y˜ (t)Y˜ (t)′, Y˜ (t) = (X(t)− X¯n, . . . , X(t− p+ 1)− X¯n)′,
with X¯n =
1
n
n∑
t=1
X(t) and k = 0 or p − 1. To improve Γ˜0, Taniguchi et al. (2007)
introduced the empirical Bayes estimator
Γ˜ =
1
n− k
(
S˜n +
b
n tr(S˜−1n C)
C
)
(3.2.18)
where b and C are given similarly to the case of µ = 0. They obtained the following
result for the proposed empirical estimator.
Proposition 3.2.6 (Taniguchi et al. (2007)). When µ ̸= 0, suppose Assumption
3.2.7. Then
lim
n→∞
n2[R(Γ˜0,Γ)−R(Γ˜,Γ)] = −btr{(CΓ
−1)2}
{tr(Γ−1C)}2 [b+ B˜], (3.2.19)
where
B˜ = B − 4πf(0)tr(UpΓ
−1CΓ−1) · tr(Γ−1C)
tr{(CΓ−1)2}
with Up = 1p1
′
p and 1p = (1, . . . , 1)
′ (p× 1 vector).
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Similarly to the case of µ = 0, we can obtain the optimal b in the proposed
estimator. Taking b = −B˜/2 in the previous proposition, the RHS of (3.2.19) is
maximized, and the maximum is given as
M˜ =
B˜2
4
tr{(CΓ−1)2}
{tr(Γ−1C)}2 .
The optimal constants for b of the empirical Bayes estimators in the cases that µ = 0
or not, can be derived when f(λ) is known. If f(λ) is unknown, Taniguchi et al.
proposed to use a nonparametric spectral estimator instead of f(λ).
So far we saw the results on shrinkage estimation for a Gaussian stationary pro-
cess. These days, discussion on shrinkage estimation for covariance of i.i.d. vector
observations is so lively. So, it seems to be useful to estimate the autocovariance
structure of a Gaussian stationary process by considering the empirical Bayes esti-
mator. In the next section, we develop the results in Taniguchi et al. (2007) to the
case of a vector-valued Gaussian stationary process.
3.3 Shrinkage estimators for autocovariance ma-
trix
Let {X(t), t ∈ Z} be an m-dimensional Gaussian stationary process with mean
E(X(t)) = µ and autocovariance matrix γ(s) = E[(X(t) − µ)(X(t + s) − µ)′] for
s ∈ Z and all t ∈ Z. We assume that γ(s)’s satisfy
Assumption 3.3.1.
∞∑
s=−∞
|s| · ∥γ(s)∥ <∞.
Then the spectral density matrix of the process is given by
f(λ) =
1
2π
∞∑
s=−∞
γ(s)e−isλ. (3.3.1)
Here we consider estimating the autocovariance matrix
Γ =


γ(0) γ(−1) · · · γ(1− p)
γ(1) γ(0) · · · γ(2− p)
...
...
. . .
...
γ(p− 1) γ(p− 2) · · · γ(0)

 . (3.3.2)
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for positive integer p. Since γ(−s) = γ(s)′, Γ is symmetric. Suppose that an observed
stretch {X(1), . . . ,X(n)} of the process {X(t)} is available. When µ = 0, the usual
estimator for Γ is
Γˆ0 =
1
n− kSn, (3.3.3)
where
Sn =
n∑
t=p
Y (t)Y (t)′, Y (t) = (X(t)′, . . . ,X(t− p+ 1)′)′,
and k = 0 or p− 1. When µ ̸= 0, the usual estimator for Γ is
Γ˜0 =
1
n− k S˜n, (3.3.4)
where
S˜n =
n∑
t=p
Y˜ (t)Y˜ (t)′, Y˜ (t) = ((X(t)− X¯n)′, . . . , (X(t− p+ 1)− X¯n)′)′,
with X¯n = n
−1
∑n
t=1X(t) and k = 0 or p − 1. We measure the goodness of Γˆ0 by
the following mean squares error loss function
L(Γˆ0,Γ) = tr{(Γˆ0Γ−1 − Imp)2} (Imp is the mp×mp identity matrix) (3.3.5)
and the risk R(Γˆ0,Γ) = E{L(Γˆ0,Γ)}. Similarly, for Γ˜0 we also define L(Γ˜0,Γ) and
R(Γ˜0,Γ). Next, we consider improving the estimators Γˆ0 and Γ˜0 with respect to
the risk R(·, ·). When {X(t)} is a scalar-valued process, Taniguchi et al. (2007)
introduced the following empirical Bayes estimators
Γˆ =
1
n− k
(
Sn +
b
n tr(S−1n C)
C
)
(3.3.6)
and
Γ˜ =
1
n− k
(
S˜n +
b
n tr(S˜−1n C)
C
)
(3.3.7)
to improve Γˆ0 and Γ˜0, respectively, where b is a constant and C is a positive definite
matrix of the same size as Γ, and showed that Γˆ and Γ˜ dominate Γˆ0 and Γ˜0, respec-
tively, with respect to the risk. Similarly, when {X(t)} is a vector-valued process,
we can also evaluate the improvement of the estimators Γˆ and Γ˜.
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Theorem 3.3.1. When µ = 0, suppose that Assumption 3.3.1 holds. Then the
asymptotic risk difference for the estimator Γˆ0 and Γˆ is
lim
n→∞
n2[R(Γˆ0,Γ)−R(Γˆ,Γ)] = −btr{(CΓ
−1)2}
{tr(Γ−1C)}2 [b+B], (3.3.8)
where
B =


2(−p+ 1){tr(Γ
−1C)}2
tr{(CΓ−1)2}
+
8π
tr{(CΓ−1)2}
∫ π
−π
tr{[{{(G(λ)⊗ Im)Γ−1CΓ−1} ◦ (Ip ⊗ Um)}(Up ⊗ f(λ))]2}dλ,
(if k = 0),
8π
tr{(CΓ−1)2}
∫ π
−π
tr{[{{(G(λ)⊗ Im)Γ−1CΓ−1} ◦ (Ip ⊗ Um)}(Up ⊗ f(λ))]2}dλ,
(if k = p− 1).
(3.3.9)
with G(λ) = (e−i(h−l)λ)h,l=1,...,p (p×p matrix), Um = 1m1′m and 1m = (1, . . . , 1)′ (m×
1 vector).
We can see that this result includes Theorem 1 of Taniguchi et al. (2007) as
special case.
Remark 3.3.2. Since we can see that the asymptotic risk difference between Γ0 and
Γ is the quadratic form of b, the optimal b is b = −B/2 with the maximum
M =
B2
4
tr{(CΓ−1)2}
{tr(Γ−1C)}2 .
However, the proposed empirical Bayes estimator with the optimal b is not practical
since optimal b is written in terms of the true autocovariance matrix Γ and the true
spectral density f(λ). To use the proposed estimator practically, we need to estimate
B. Noting that B = B(k,Γ,f), a candidate of the estimator of B is
Bˆ = B(k, Γˆ0, fˆn),
where fˆn(λ) is a nonparametric consistent estimator for f(λ).
When µ ̸= 0, we can show the following theorem for Γ˜0 and Γ˜.
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Theorem 3.3.3. When µ ̸= 0, suppose that Assumption 3.3.1 holds. Then the
asymptotic risk difference for the estimator Γ˜0 and Γ˜ is
lim
n→∞
n2[R(Γ˜0,Γ)−R(Γ˜,Γ)] = −btr{(CΓ
−1)2}
{tr(Γ−1C)}2 [b+ B˜], (3.3.10)
where
B˜ = B − 4π tr{(Up ⊗ f(0))Γ
−1CΓ−1} · tr{Γ−1C}
tr{(CΓ−1)2} . (3.3.11)
We can see that this result includes Theorem 2 of Taniguchi et al. (2007) as
special case.
Remark 3.3.4. Since we can see that the asymptotic risk difference between Γ˜0 and
Γ˜ is the quadratic form of b, the optimal b is b = −B˜/2 with the maximum
M˜ =
B˜2
4
tr{(CΓ−1)2}
{tr(Γ−1C)}2 .
However, the proposed empirical Bayes estimator with the optimal b is not practical
since optimal b is expressed in terms of the true autocovariance matrix Γ and the
true spectral density f(λ). To use the proposed estimator practically, we need to
estimate B˜. Noting that B˜ = B˜(k,Γ,f), a candidate of the estimator of B˜ is
˜˜B = B˜(k, Γ˜0, fˆn),
where fˆn(λ) is a nonparametric consistent estimator for f(λ).
3.4 Numerical Studies
This section provides the graphs to see that the shrinkage estimator for the au-
tocovariance matrix are useful and better than the usual one in some cases.
We consider estimation of γ(0) when p = 0 in Γ and the true mean of data is
0. First we investigate the effect of the proposed estimator (3.3.6) in the case of the
following 2-dimensional Gaussian VAR(1) model
X(t) = A(1)X(t− 1) + ε(t),
A(1) =
(
θ1 0
0 θ2
)
, {ε(t)} ∼ i.i.d. N
(
0,
(
1 1/2
1/2 1
))
.
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We preassign the value of C such that
C =
(
c1 0
0 c2
)
.
Then, we plot the value of M ≡ (the maximum of RHS of (3.3.8) with respect to b)
with AR coefficients θ1, θ2 in Figures 3.1 and 3.2. Figure 3.1 shows the graph when
we give the value of C as c1 = 1, c2 = 1. Figure 3.2 shows the graph when we give
the value of C as c1 = 1, c2 = 3.
Figure 3.1: M when c1 = c2 = 1 Figure 3.2: M when c1 = 1 and c2 = 3
We can see that the shrinkage estimator for the autocovariance matrix γ(0) im-
proves the usual one greatly when the absolute value of θ1 and θ2 is near to 1. Such a
case often appears in econometrics & finance. Thus this result shows a big potential
of the shrinkage estimator on time series.
Next, we consider the case of the following 2-dimensional Gaussian VMA(1)
model
X(t) = ε(t) + A(1)ε(t− 1),
A(1) =
(
θ1 0
0 θ2
)
, {ε(t)} ∼ i.i.d. N
(
0,
(
1 1/2
1/2 1
))
We give the value of C such that
C =
(
c1 0
0 c2
)
.
Then we plot the value of M with MA coefficients θ1, θ2 in Figures 3.3 and 3.4.
Figure 3.3 shows the graph when we give the value of C as c1 = 1, c2 = 1. Figure
3.4 shows the graph when we give the value of C as c1 = 1, c2 = 20.
We can see the shrinkage estimator improves the usual one uniformly in the case
of the VMA(1) model.
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Figure 3.3: M when c1 = c2 = 1 Figure 3.4: M when c1 = 1 and c2 = 20
3.5 Proofs
This section provides the proofs of the theorems. We need the following lemma
to prove Theorem 3.3.1 (for the proofs, see Lemma A2.3 of Hosoya and Taniguchi
(1982) and Theorem 4.5.1 of Brillinger (1981)).
Lemma 3.5.1. Suppose that Assumption 3.3.1 holds.
(a) Denote the α-th component ofX(t) by Xα(t), and denote the (α, β)-th component
of f(λ) by fαβ(λ). If {X(t)} is Gaussian, then
lim
n→∞
nCov
{
1
n
n∑
t=p
Xα1(t− j1)Xα2(t− j2),
1
n
n∑
t=p
Xα3(t− j3)Xα4(t− j4)
}
= 2π
∫ π
−π
{fα1α3(λ)fα2α4(λ)e−i(j1−j2+j4−j3)λ + fα1α4(λ)fα2α3(λ)ei(j2−j1+j4−j3)λ}dλ
= W α1,...,α4j1,...,j4 (say) (0 ≤ j1, . . . , j4 ≤ p− 1).
(b) Denote the (α, β)-th component of γ(s) by γαβ(s). Then
1√
n
n∑
t=p
{Xα(t− j1)Xβ(t− j2)− γαβ(j1 − j2)} = O(
√
log n), a.s.
Proof of Theorem 3.3.1 We can calculate the asymptotic risk difference in the
vector-valued case as same as (19) in Taniguchi et al. (2007). In the proof of Theorem
1 of Taniguchi et al. (2007), we can use the form of (23) in Taniguchi et al. (2007).
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Therefore we only evaluate the numerator in the expectation of (23) in Taniguchi et
al. (2007). The numerator is given by
E
[(
tr
{√
n
(
1
n− kSn − E
(
1
n− kSn
))
Γ−1CΓ−1
})2]
. (3.5.1)
Here we set Z =
1
n− kSn − E
(
1
n− kSn
)
and V = Γ−1CΓ−1. Then (3.5.1) is equal
to
nE

{ p∑
h=1
p∑
l=1
tr
(
ZhlV lh
)}2 , (3.5.2)
where Zhl and V hl are the (h, l)-th m×m block matrices of Z and V , respectively.
Denote the (i, j)-th component of Zhl and V lh by Zhlij and V
lh
ij , respectively. Then
(3.5.2) is equal to
p∑
h,l,h′,l′=1
m∑
i,j,i′,j′=1
nE[Zhlij Z
h′l′
i′j′ ]V
lh
ji V
l′h′
j′i′ . (3.5.3)
Let Shln be the (h, l)-th m×m block matrix of Sn. Since Zhl =
1
n− k{S
hl
n − E[Shln ]}
and Shln =
∑n
t=pX(t− h+ 1)X(t− l + 1)′, (3.5.3) is equal to
p∑
h,l,h′,l′=1
m∑
i,j,i′,j′=1
n2
(n− k)2V
lh
ji V
l′h′
j′i′
×nCov
(
1
n
n∑
t=p
Xi(t− h+ 1)Xj(t− l + 1) , 1
n
n∑
t=p
Xi′(t− h′ + 1)Xj′(t− l′ + 1)
)
.
(3.5.4)
Using Lemma 3.5.1(a), as n→∞, (3.5.4) converges to
p∑
h,l,h′,l′=1
m∑
i,j,i′,j′=1
V lhji V
l′h′
j′i′
×2π
∫ π
−π
{fii′(λ)fj′j(λ)e−i(h−l+l′−h′)λ + fij′(λ)fi′j(λ)ei(l−h+l′−h′)λ}dλ.
(3.5.5)
Here, since C is a positive definite matrix which is known to be symmetric, V is also
symmetric and then (V lh)′ = V hl. Therefore (3.5.5) is equal to
4π
∫ π
−π
tr
{
p∑
h,l=1
e−i(h−l)λ V lhf(λ)
p∑
h′,l′=1
e−i(h
′−l′)λ V l
′h′f(λ)
}
dλ. (3.5.6)
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Therefore (3.5.6) can be expressed as
4π
∫ π
−π
tr{[{{(G(λ)⊗ Im)V } ◦ (Ip ⊗ Um)}(Up ⊗ f(λ))]2}dλ, (3.5.7)
which completes the proof.
Next, we prove Theorem 3.3.3. To prove the theorem we need the following
lemma.
Lemma 3.5.2. Suppose that Assumption 3.3.1 holds. Then,
(a)
nE[(X¯n − µ)(X¯n − µ)′] = 2πf(0) + o(1).
(b)
E
(
1
n− k S˜n
)
=
(
1 +
k − p+ 1
n− k
)
Γ− 2π
n− k (Up ⊗ f(0)) + o(n
−1).
(c) Denote the α-th component of X¯n by X¯
α
n . Then
lim
n→∞
nCov
{
1
n
n∑
t=p
(Xα1(t− j1)− X¯α1n )(Xα2(t− j2)− X¯α2n ),
1
n
n∑
t=p
(Xα3(t− j3)− X¯α3n )(Xα4(t− j4)− X¯α4n )
}
= W α1,...,α4j1,...,j4 .
(d)
1√
n
(S˜n − nΓ) = O(
√
log n), a.s.
Proof of Lemma 3.5.2 (a) is due to Hannan (1970) (p.208, Corollary 4).
(b) S˜hln denotes the (h, l)-th m×m block matrix of S˜n. Then
1
n− k S˜
hl
n (3.5.8)
=
1
n− k
n∑
t=p
(X(t− h+ 1)− X¯n)(X(t− l + 1)− X¯n)′
=
1
n− k
n∑
t=p
(X(t− h+ 1)− µ+ µ− X¯n)(X(t− l + 1)− µ+ µ− X¯n)′
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=
1
n− k
n∑
t=p
(X(t− h+ 1)− µ)(X(t− l + 1)− µ)′ + n− p+ 1
n− k (X¯n − µ)(X¯n − µ)
′
+
1
n− k (µ− X¯n)
n∑
t=p
(X(t− l + 1)− µ)′ + 1
n− k
n∑
t=p
(X(t− l + 1)− µ)(µ− X¯n)′
=
1
n− k
n∑
t=p
(X(t− h+ 1)− µ)(X(t− l + 1)− µ)′ − n
n− k (X¯n − µ)(X¯n − µ)
′
+
1
n− kop(1).
From (a), we obtain
E
(
1
n− k S˜
hl
n
)
=
n− p+ 1
n− k γ(h− l)−
1
n− k (2πf(0) + o(1)) +
1
n− ko(1)
=
(
1 +
k − p+ 1
n− k
)
γ(h− l)− 2π
n− kf(0) + o(n
−1).
Then we get the result.
(c) From (3.5.8), Gaussianity of {Xt}, and the properties of cumulant, we can show
this lemma.
(d) Noting that Theorem 4.5.1 of Brillinger (1981), we obtain
√
n(X¯n − µ) = O(
√
log n) a.s.
From Lemma 3.5.1 (b), we can see that (d) holds.
Proof of Theorem 3.3.3 We can prove the theorem similarly to Theorem 3.3.1,
except for the evaluation of
− 2n
2b
n− k tr
[{
E
(
1
n− k S˜n
)
− Γ
}
Γ−1CΓ−1
]
(3.5.9)
in (21) of Taniguchi et al. (2007). From Lemma 3.5.2 (b) it is seen that
lim
n→∞
(3.5.9) = −2b[(k − p+ 1)tr{CΓ−1} − 2π tr{(Up ⊗ f(0))Γ−1CΓ−1}]. (3.5.10)
Therefore we obtain the result.
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Chapter 4
Shrinkage Interpolation for
Stationary Processes
4.1 Introduction
These days, Interpolation problem is getting important for statistics, e.g., missing
data analysis and high resolution analysis. Since interpolation problem is often
discussed compared to prediction problem, we first mention the prediction problem
for time series. There are much lively discussion on the prediction problem in, for
example, Grenander and Rosenblatt (1957) and Hannan (1970). It is well-known that
the predictors are optimal with respect to the mean squared prediction error (MSPE).
However, the predictors are obtained when the spectral density of a stationary process
is known, whose assumption is not suitable for real data. When the spectral density is
unknown, we may use a pseudo spectral density. Under the situation, Grenander and
Rosenblatt (1957) also investigated the prediction problem under the misspecification
of the spectra. The investigation seems well, however, It is known that we need to
give attention to the prediction problem when the misspecification of the spectra is
large. For example, Choi and Taniguchi (2001) mentioned that it is possible that the
misspecified prediction error becomes large. Furthermore, Hamada and Taniguchi
(2014) pointed out that the pseudo predictor is not optimal with respect to MSPE.
Thus we should be careful for using pseudo spectral densities, but Hamada and
Taniguchi (2014) also suggested shrinking the pseudo predictor motivated by James
and Stein (1961), and under the appropriate conditions, the shrinkage predictor
improves the usual pseudo predictor in the sense of MSPE.
Before returning to the interpolation problem, we mention shrinkage estima-
tion. For independent and identically distributed normal observations, Stein (1956)
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pointed out that sample arithmetic mean is admissible with respect to MSE if the
dimension of random observations is less than 3, but is not admissible otherwise.
James and Stein (1961) proposed the shrinkage estimator of the sample mean, and
from this, there are much discussion on shrinkage estimation for variance, covariance
matrix, regression coefficients, and so on. To say the effects of shrinkage estimators
simply, whether or not the observations are independent, the shrinkage estimators
improve the usual estimators with respect to the risk, which is the expected value of
a loss function, and they are useful when the observations are high-dimensional.
We return to the interpolation problem. When the spectral density of the time
series is known, the best interpolators for missing data are discussed in Grenander
and Rosenblatt (1957) and Hannan (1970). However, the spectral density is usually
unknown, in order to get the interpolator, we may use pseudo spectral density. In
this case, Taniguchi (1980) discussed the misspecified interpolation problem and
Taniguchi (1981b) showed the robustness. The pseudo interpolator seems optimal,
but similarly to the prediction problem, it is worth considering whether the better
pseudo interpolator with respect to mean squared interpolation error (MSIE) exists.
In this chapter, we show that the pseudo interpolator is not optimal with respect
to MSIE by proposing the pseudo shrinkage interpolator motivated by James and
Stein (1961), and under the appropriate conditions, it improves the usual pseudo
interpolator in the sense of MSIE.
This chapter is organized as follows. In Section 4.2, we introduce the result of
the shrinkage prediction, and using the method, we discuss shrinkage estimation of
pseudo interpolator, and consider the conditions that the pseudo shrinkage interpo-
lator improves the usual pseudo interpolator. Section 4.3 provides the graphs which
show that the pseudo shrinkage interpolator is useful when the misspecification of
the spectral density is large. Section 4.4 gives the proofs of the proposition, theorem,
and corollary.
4.2 Shrinkage prediction and interpolation for sta-
tionary processes
Consider a mean-zero q-dimensional stationary process {X(t); t ∈ Z} with true
spectral density matrix g(λ). In this chapter, the setting is assumed throughout.
First, we introduce the result of the shrinkage prediction, that when we observed
the data {X(s); s ≤ t− 1}, we estimate X(t). We assume the true spectral density
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is expressed as
g(λ) =
1
2π
A(eiλ)KA(eiλ)∗,
where
A(eiλ) =
∞∑
j=0
G(j)eijλ,
and {G(j)} satisfies
∞∑
j=0
∥G(j)∥2 <∞,
and K is a non-singular q × q matrix. Hannan (1970) gave the best predictor
Xˆbest(t) =
∫ π
−π
e−itλ{A(eiλ)− A(0)}A(eiλ)−1dZ(λ),
where Z(λ) is the spectral measure of {X(t)}. He also gave the prediction error of
Xˆbest(t) as
E[∥X(t)− Xˆbest(t)∥2] = exp
{
1
2πq
∫ π
−π
tr log{2πg(λ)}dλ
}
,
where for a Hermitian nonnegative definite matrix D, we define logD as there is a
unique Hermitian matrix H = logD so that D = expH, which is defined via the ex-
ponential series. Now, we consider the prediction problem under the misspecification
of the spectral density. Consider that we fit the following pseudo spectral density
f(λ) =
1
2π
Af (eiλ)Af (eiλ)∗
to g(λ). From Grenander and Rosenblatt (1957), we obtain the pseudo predictor
Xˆf (t) =
∫ π
−π
e−itλ{Af (eiλ)− Af (0)}Af (eiλ)−1dZ(λ),
and we can evaluate the misspecified prediction error
E[∥X(t)− Xˆf (t)∥2] = trAf (0)
∫ π
−π
Af (eiλ)−1g(λ)Af (eiλ)−1 ∗dλAf (0)∗.
The previous pseudo predictor seems to be good, however, Hamada and Taniguchi
(2014) showed that the usual pseudo predictor is not optimal with respect to the
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mean squared prediction error (MSPE). In what follows, we see their results. They
proposed the shrinkage pseudo predictor such as
X˜f (t) =
(
1− c
E[∥Xˆf (t)∥2]
)
Xˆf (t), (4.2.1)
where c > 0 is a constant. They got the following proposition.
Proposition 4.2.1 (Hamada and Taniguchi (2014)). (i) The MSPE of X˜f (t) is
evaluated as
E[∥X(t)− X˜f (t)∥2]
= E[∥X(t)− Xˆf (t)∥2] + 2c
E[∥Xˆf (t)∥2]B(f , g) +
c2
E[∥Xˆf (t)∥2] , (4.2.2)
where
B(f , g) = tr
∫ π
−π
{
Af (eiλ)−1g(λ)− Af (eiλ)−1g(λ)Af (eiλ)−1 ∗} dλ. (4.2.3)
(ii) If B(f , g) ̸= 0, the optimal c, which minimizes the RHS of (4.2.2), is c =
−B(f , g). Then
E[∥X(t)− X˜f (t)∥2] = E[∥X(t)− Xˆf (t)∥2]− B(f , g)
2
E[∥Xˆf (t)∥2] , (4.2.4)
which implies that the shrinkage predictor X˜f (t) improves the usual pseudo
predictor Xˆf (t) in the sense of MSPE.
Since the previous shrinkage predictor includes E[∥Xˆf (t)∥2], which is usually
unknown, we have to estimate the value. We suppose that the usual predictor
Xˆf (t), Xˆf (t − 1), . . . , Xˆf (t − n + 1) are obtained. Hamada and Taniguchi (2014)
also proposed a practical shrinkage predictor such as
X˜
f
S (t) =
(
1− c
n−1
∑n−1
j=0 ∥Xˆf (t− j)∥2
)
Xˆf (t), (4.2.5)
and evaluated the MSPE.
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Proposition 4.2.2 (Hamada and Taniguchi (2014)). If B(f , g) ̸= 0 and we set
c = −B(f , g), then
E[∥X(t)− X˜fS (t)∥2] = E[∥X(t)− Xˆf (t)∥2]−
B(f , g)2
E[∥Xˆf (t)∥2] +O
(
(log log n)2
n
)
,
(4.2.6)
which implies that the shrinkage predictor X˜fS (t) improves the usual pseudo predictor
Xˆf (t) asymptotically in the sense of MSPE.
Next, in view of the previous results, we discuss the interpolation problem, that
when we observed the data {X(t); t ∈ Z} except t = 0, we estimateX(0). According
to Hannan (1970), the optimal response function of interpolating filter is given as
h(λ) = Iq −
(
1
2π
∫ π
−π
g(µ)−1dµ
)−1
g(λ)−1,
where Iq is q × q identity matrix, and the interpolation error matrix is
Σ =
(
1
2π
∫ π
−π
{2πg(λ)}−1dλ
)−1
.
In actual analysis, we often don’t know the true spectral density g(λ). So we may
use pseudo spectral density f(λ) instead of g(λ). In this case, we obtain the pseudo
response function of interpolating filter
hf (λ) = Iq −
(
1
2π
∫ π
−π
f(µ)−1dµ
)−1
f(λ)−1,
and the pseudo interpolation error matrix
Σf =
(
1
2π
∫ π
−π
f(λ)−1dλ
)−1(∫ π
−π
f(λ)−1g(λ)f(λ)−1dλ
)(
1
2π
∫ π
−π
f(λ)−1dλ
)−1
,
(cf. Taniguchi (1980)). In what follows, we propose shrinking the interpolator which
is motivated by James and Stein (1961). First the usual pseudo interpolator is given
by
Xˆf (0) =
∫ π
−π
hf (λ)dZ(λ),
where Z(λ) is the spectral measure of {X(t)}. We introduce the shrinkage estimator
of Xˆf (0),
X˜f (0) =
(
1− c
E[∥Xˆf (0)∥2]
)
Xˆf (0), (4.2.7)
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where c is a constant and we call it shrinkage constant. Then we can evaluate the
mean squared interpolation error of (4.2.7) as follows.
Theorem 4.2.1. (i)
E[∥X(0)− X˜f (0)∥2]
= E[∥X(0)− Xˆf (0)∥2] + 2c
E[∥Xˆf (0)∥2]B(f , g) +
c2
E[∥Xˆf (0)∥2] , (4.2.8)
where
B(f , g)
= tr
∫ π
−π
(Iq − hf (λ))g(λ)hf (λ)∗dλ
= tr
[(
1
2π
∫ π
−π
f(λ)−1dλ
)−1(∫ π
−π
f(λ)−1g(λ)dλ
)
−
(
1
2π
∫ π
−π
f(λ)−1dλ
)−1(∫ π
−π
f(λ)−1g(λ)f(λ)−1dλ
)(
1
2π
∫ π
−π
f(λ)−1dλ
)−1]
.
(4.2.9)
(ii) If B(f , g) ̸= 0, the optimal shrinkage constant is c = −B(f , g). Then
E[∥X(0)− X˜f (0)∥2] = E[∥X(0)− Xˆf (0)∥2]− B(f , g)
2
E[∥Xˆf (0)∥2] , (4.2.10)
which implies that the shrinkage interpolator improves the usual pseudo inter-
polator in the sense of MSIE.
Remark 4.2.2. B(f , g) can be regarded as a disparity index between f(λ) and g(λ)
(see Chapter 2).
Because the above shrinkage interpolator (4.2.7) includes the unknown value
E[∥Xˆf (0)∥2], we have to estimate E[∥Xˆf (0)∥2]. In the shrinkage prediction dis-
cussed by Hamada and Taniguchi (2014), the sample version of the mean squared
predictor is proposed. It seems to be good for the similar way to estimate the mean
squared interpolator, however, we propose a simpler way to estimate it. Since we
can see that
E[∥Xˆf (0)∥2] = E
[
tr
{(∫ π
−π
hf (λ)dZ(λ)
)(∫ π
−π
hf (λ)dZ(λ)
)∗}]
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= tr
∫ π
−π
hf (λ)g(λ)hf (λ)∗dλ,
and then E[∥Xˆf (0)∥2] is the integral functional of g(λ) with {hf (λ)hf (λ)∗}∗ =
hf (λ)hf (λ)∗, and {hf (−λ)hf (−λ)∗} = {hf (λ)hf (λ)∗}′, we propose the estimator
of E[∥Xˆf (0)∥2] as
Eˆ[∥Xˆf (0)∥2] = tr
∫ π
−π
hf (λ)In,X(λ)h
f (λ)∗dλ, (4.2.11)
where In,X(λ) is the periodogram defined by
In,X(λ) =
1
2πn
{
n∑
t=1
X(t)eitλ
}{
n∑
t=1
X(t)∗e−itλ
}
. (4.2.12)
We see the goodness of the estimator (4.2.11) as follows. To this, we impose the
following assumptions.
Assumption 4.2.1. Consider {X(t)} generated by
X(t) =
∞∑
j=0
G(j)e(t− j),
where {e(j)} is a zero mean q-dimensional uncorrelated random sequence with
E(e(t)e(t)′) = K for t ∈ Z, and detK > 0. MoreoverG(j)’s satisfy tr
∞∑
j=0
G(j)KG(j)′ <∞.
Suppose that
(i) for each a1, a2, and h,
V ar[E{ea1(t)ea2(t+ h)|Ft−r} − δ(h, 0)Ka1a2 ] = O(r−2−ε), for ε > 0
uniformly in t, where ea(t) is a-th component of e(t), and Kab is (a, b)-th
component of K, and Ft is the σ-field generated by {e(s); s ≤ t}.
(ii) For each a1, a2, a3 and a4,
E |E{ea1(t1)ea2(t2)ea3(t3)ea4(t4)|Ft1−r}
− E{ea1(t1)ea2(t2)ea3(t3)ea4(t4)}| = O(r−1−η)
uniformly in t1, where t1 ≤ t2 ≤ t3 ≤ t4 and η > 0.
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(iii) For any ρ > 0 and for any integer L ≥ 0, there exists Bρ > 0 such that
E[T (m, s)2I{T (m, s) > Bρ}] < ρ
uniformly in m and s, where
T (m, s) =
[
q∑
a1,a2=1
L∑
r=0
{
m∑
t=1
ea1(t+ s)ea2(t+ s+ r)−Ka1a2δ(r, 0)√
n
}]1/2
.
(iv) The (a, a)-th components of the spectral densities of {X(t)}, gaa(λ) are square-
integrable.
(v) g(λ) is Lipschitz continuous with degree of α > 1/2.
(vi) Denote the joint fourth order cumulant of ea1(0), ea2(t1), ea3(t2), ea4(t3) by
ca1a2a3a4(t1, t2, t3). For each a1, a2, a3, a4 = 1, . . . , q,
∞∑
t1,t2,t3=−∞
|ca1a2a3a4(t1, t2, t3)| <∞.
Under these assumptions, using Lemma 4.4.1, we can see the estimator (4.2.11) is
a
√
n-consistent estimator of E[∥Xˆf (0)∥2]. Then we can consider the sample version
of (4.2.7) such as
X˜
f
S (0) =
(
1− c
Eˆ[∥Xˆf (0)∥2]
)
Xˆf (0), (4.2.13)
and we can evaluate the MSIE as follows.
Theorem 4.2.3. Under Assumption 4.2.1, if B(f , g) ̸= 0, the optimal shrinkage
constant is c = −B(f , g). Then
E[∥X(0)− X˜fS (0)∥2] = E[∥X(0)− Xˆf (0)∥2]−
B(f , g)2
E[∥Xˆf (0)∥2] +O
(
1√
n
)
, (4.2.14)
which implies that the shrinkage interpolator improves the usual pseudo interpolator
asymptotically in the sense of MSIE.
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In Theorem 4.2.3, we set the optimal shrinkage constant c = −B(f , g), which
includes the integral functional of g(λ), which is unknown. So, it is necessary to
estimate B(f , g). We can see that in the definition of B(f , g),
tr
[(
1
2π
∫ π
−π
f(λ)−1dλ
)−1(∫ π
−π
f(λ)−1g(λ)dλ
)]
= tr
[(
1
2π
∫ π
−π
f(λ)−1dλ
)−1(∫ π
−π
g(λ)f(λ)−1dλ
)]
, (4.2.15)
due to the change of the variable in the integration. Then B(f , g) is the integral
functional of g(λ), and the simple estimator of B(f , g) would be
B̂(f , g) = B(f , In,X). (4.2.16)
Under Assumption 4.2.1, we can also see the estimator (4.2.16) is a
√
n-consistent
estimator due to Lemma 4.4.1. Therefore we can evaluate MSIE of the following
practical shrinkage interpolator
˜˜
X
f
S (0) =
(
1− −B̂(f , g)
Eˆ[∥Xˆf (0)∥2]
)
Xˆf (0). (4.2.17)
Theorem 4.2.4. Under Assumption 4.2.1, the MSIE of the practical shrinkage es-
timator ˜˜XfS (0) is evaluated as
E[∥X(0)− ˜˜XfS (0)∥2] = E[∥X(0)− Xˆf (0)∥2]−
B(f , g)2
E[∥Xˆf (0)∥2] +O
(
1√
n
)
, (4.2.18)
which implies that the shrinkage interpolator improves the usual pseudo interpolator
asymptotically in the sense of MSIE.
4.3 Numerical example
In this section, we see that the pseudo shrinkage interpolator proposed in the
previous section is useful under the misspecification of spectral density. Assume the
scalar-valued data {X(t)} are generated by the following AR(1) model
X(t) = 0.3X(t− 1) + ε(t), ε(t) ∼ i.i.d. t(10), (4.3.1)
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= E[∥X(0)− Xˆf (0)∥2]
+
2c
E[∥Xf (0)∥2]E
[
tr
{(∫ π
−π
(Iq − hf (λ))dZ(λ)
)(∫ π
−π
hf (λ)dZ(λ)
)∗}]
+
c2
E[∥Xf (0)∥2]
= (RHS of (4.2.8)).
(ii) RHS of (4.2.8) is the quadratic form of c. Thus the shrinkage constant c, which
minimizes RHS of (4.2.8), is c = −B(f , g), and we can get the result.
We now prove Theorem 4.2.3 and Theorem 4.2.4. To prove these theorems, we
need the following lemma essentially due to Lemma A.3.3 of Hosoya and Taniguchi
(1982).
Lemma 4.4.1. Let {X(t)} with true spectral density g(λ) satisfies Assumption
4.2.1. Assume that a matrix-valued continuous function ψ(λ) satisfies ψ(λ) = ψ(λ)∗
and ψ(−λ) = ψ(λ)′. For the observed data X(1), . . . ,X(n), let In,X(λ) be the peri-
odogram defined as (4.2.12). Then
(i) ∫ π
−π
tr{ψ(λ)In,X(λ)}dλ p−→
∫ π
−π
tr{ψ(λ)g(λ)}dλ.
(ii)
√
n
∫ π
−π
tr[ψ(λ){In,X(λ)− g(λ)}]dλ d−→ N(0, ρ),
where
ρ = 4π
∫ π
−π
tr{ψ(λ)g(λ)ψ(λ)g(λ)}dλ
+ 2π
q∑
r,s,u,v=1
∫ π
−π
∫ π
−π
ψrs(λ1)ψuv(λ2)Q
X
rsuv(−λ1, λ2,−λ2)dλ1dλ2,
where ψrs(λ) denotes the (r, s)-th component of ψ(λ), and
QXrsuv(λ1, λ2, λ3) =
1
(2π)3
∞∑
t1,t2,t3=−∞
exp{−i(t1λ1 + t2λ2 + t3λ3)}cXrsuv(t1, t2, t3),
with cXrsuv(t1, t2, t3) = cum{Xr(0), Xs(t1), Xu(t2), Xv(t3)}, and Xr(t) is the r-th
component of X(t).
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Proof of Theorem 4.2.3. Let
sn =
√
n{Eˆ[∥Xˆf (0)∥2]− E[∥Xˆf (0)∥2]}
=
√
n tr
[∫ π
−π
hf (λ)In,X(λ)h
f (λ)∗dλ−
∫ π
−π
hf (λ)g(λ)hf (λ)∗dλ
]
.
Then, by Lemma 4.4.1 (ii), we can see
s2n <∞, a.s.
From this, we obtain
Eˆ[∥Xˆf (0)∥2] = tr
∫ π
−π
hf (λ)In,X(λ)h
f (λ)∗dλ
= tr
∫ π
−π
hf (λ)g(λ)hf (λ)∗dλ+
d√
n
, a.s.
= E[∥Xˆf (0)∥2] + d√
n
, a.s., (4.4.1)
where d is a positive constant. Thus
1
Eˆ[∥Xˆf (0)∥2]
=
1
E[∥Xˆf (0)∥2] + d√
n
a.s.
=
1
E[∥Xˆf (0)∥2]
{
1 +
d√
n
1
E[∥Xˆf (0)∥2]
} a.s.
=
1
E[∥Xˆf (0)∥2]
{
1− d√
n
1
E[∥Xˆf (0)∥2] +O
(
1
n
)}
a.s. (4.4.2)
Substituting (4.4.2) into X˜fS (0), we can evaluate the interpolation error of X˜
f
S (0) as
E[∥X(0)− X˜fS (0)∥2]
= E


∥∥∥∥∥X(0)− Xˆf (0) + cE[∥Xˆf (0)∥2]Xˆf (0)
∥∥∥∥∥
2

+ d2
n
c2
E[∥Xˆf (0)∥2]
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− 2d√
n
c
(E[∥Xˆf (0)∥2])2 tr
∫ π
−π
g(λ)hf (λ)∗dλ+
2d√
n
c
E[∥Xˆf (0)∥2]
− 2d√
n
c2
(E[∥Xˆf (0)∥2])2 +O
(
1
n
)
= E[∥X(0)− X˜f (0)∥2] +O
(
1√
n
)
,
which completes the proof.
Proof of Theorem 4.2.4. Similarly to the previous proof, we obtain
B̂(f , g) = B(f , g) +
d˜√
n
, (d˜ > 0), a.s.
Then we can obtain the interpolation error of the practical shrinkage interpolator
˜˜
X
f
S (0) as (4.2.18).
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