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Abstract
We have previously studied – in part I – the quantization of a mixed bulk-boundary system describing the coupled
dynamics between a bulk quantum field confined to a spacetime with finite space slice and with timelike boundary,
and a boundary observable defined on the boundary. Our bulk system is a quantum field in a spacetime with timelike
boundary and a dynamical boundary condition – the boundary observable’s equation of motion. Owing to important
physical motivations, in part I, we have computed the renormalized local state polarization and local Casimir energy
for both the bulk quantum field and the boundary observable in the ground state and in a Gibbs state at finite, positive
temperature. In this work, we introduce an appropriate notion of coherent and thermal coherent states for this mixed
bulk-boundary system, and extend our previous study of the renormalized local state polarization and local Casimir
energy to coherent and thermal coherent states.
1 Introduction
In a previous work (part I) [16] we have studied the quantization in the ground state and at finite, positive temperature
of a system describing the coupled dynamics between a bulk scalar field, confined to a region with timelike boundary,
and a boundary observable, whose dynamics prescribes dynamical boundary conditions for the bulk field, eq. (2.1)
below. While the system can be seen as a coupled one, it is linear and the quantization can be carried out exactly.
One of the main goals of part I [16] was to study the local Casimir effect for this system, owing to the fact that
dynamical boundary conditions are relevant for the modelling of the realistic setup of experiments verifying the
Casimir effect [11, 32]. In addition, the study of (classical and quantum) systems with dynamical boundary conditions
has several interesting motivations that are discussed in the Introduction of [16], both in mathematics (see e.g.
[4, 14, 23, 25, 28, 29, 31] and references therein) and physics (see e.g. [2, 3, 7, 11, 12, 17, 24, 26, 32, 33]).
The purpose of this paper – part II – is to extend the analysis of [16] and study the Casimir effect in coherent
states. In order to do so, we shall make use of some of the main results in [16], but we are also required to study some
aspects of the dynamics of the classical theory from which the quantum theory is defined upon quantization. This is
understandable, as our intuition dictates that coherent states in quantum theory are the most “classical” states, in the
sense that they are minimum-uncertainty states [15], and also because they can be seen as “peaked” around classical
configurations.
In this paper, we also explore numerically the Casimir force in a particular example, with the aim of illustrating
how this quantity can be obtained from our analytical results with the aid of numerical techniques.
The organization of this paper is as follows. In sec. 2 we review the mixed bulk-boundary system that we have
studied in part I [16], both at the classical and quantum levels. In sec. 3 we introduce coherent states for the quantum
theory and briefly discuss how to obtain the local Casimir energy in coherent and thermal coherent states in terms of
the local Casimir energy in the ground and finite-temperature states plus a classical contribution related to the energy
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of the classical solution around which the coherent state is peaked. In sec. 4 we apply the results of sec. 3 to the
system presented in sec. 2, and obtain the renormalized local state polarizations and local Casimir energies for the
bulk quantum field and the boundary observable in coherent states both at zero and finite temperature. For coherent
states at zero temperature the main results for the renormalized local state polarization appear in eq. (4.9) and (4.29),
and for the local Casimir energy at (4.19) and (4.33). For coherent states at positive temperature the main results for
the renormalized local state polarization are given in eq. (4.11) and (4.30), and for the local Casimir energy at (4.20)
and (4.34). In sec. 5 we explore numerically the Casimir force. Sec. 6 contains some structural results of our mixed
bulk-boundary theory. We prove that our theory has a unique causal propagator, that gives the commutation relations
of the quantum fields, and that it also has unique advanced and retarded Green’s operators. Our final remarks appear
in sec. 7. We make use of the main results of [16], which appear in app. A.
2 Quantum field theory with dynamical boundary conditions: a review
In [16] we have studied a mixed bulk-boundary system on the interval [0, `] in flat spacetime that describes the
coupled dynamics between a bulk scalar field confined to the region inside the interval and a boundary observable.
The dynamics of the boundary observable prescribes the boundary conditions for the bulk field at the right end of the
interval.
In [16] a particular interest has been to study the Casimir effect, owing in good measure to the relevance of these
boundary conditions in realistic experimental settings [11, 32]. In particular, we have obtained the renormalized local
state polarization (the expectation value of the square of the bulk quantum field and the boundary observable) and
the local Casimir energy for the bulk quantum field and the boundary observable in the ground state of the theory
and at finite temperature T = 1/β > 0.
Let us begin by reviewing the studied system and results obtained in [16]. Consider a scalar field, φ : R× [0, `]→ R,
obeying the dynamical equation, with ` > 0.
[
∂2t − ∂2z +m2 + V (z)
]
φ(t, z) = 0, t ∈ R, z ∈ (0, `),
cosαφ(t, 0) + sinα∂zφ(t, 0) = 0, α ∈ [0, pi),[
β′1∂
2
t − β1
]
φ(t, `) = −β2∂zφ(t, `) + β′2∂z∂2t φ(t, `),
(2.1)
where V (z) is a potential, a real valued continuous function defined for z ∈ [0, `], m2 > 0 is a mass term, and
β1, β2, β
′
1, β
′
2 are real parameters with the following interpretation: β
′
1 is the square of an inverse velocity, or minus
the square of an inverse velocity, −β1 is a mass or a constant potential term and β2, and β′2 are coupling parameters
to external sources for the boundary dynamical observable φ∂(t) := φ(t, `). We require that the determinant ρ :=
β′1 β2 − β1 β′2 > 0. Subject to initial data at t = 0, the system (2.1) defines the dynamical interaction between a
bulk field, φ(t, z) with 0 < z < `, subject to a boundary condition in the Dirichlet or Robin class at z = 0, and
a boundary observable φ∂(t) := φ(t, l). If we consider solutions of the form φ(t, z) = e
−iωt ϕ(z), (2.1) becomes a
boundary eigenvalue problem 
[−∂2z +m2 + V (z)]ϕ(z) = ω2 ϕ(z), z ∈ (0, `),
cosαϕ(0) + sinα∂zϕ(0) = 0, α ∈ [0, pi),
− [β1ϕ(`)− β2∂zϕ(`)] = ω2 [β′1ϕ(`)− β′2∂zϕ(`)] ,
(2.2)
with eigenvalue λ = ω2. In this type of problems, the natural Hilbert space of initial data is not L2((0, `)), but some
extended Hilbert space, H, which includes the boundary observable, and is given by
H := L2((0, `))⊕ C, (2.3)
where C denotes the complex numbers, with the inner product
(ϕ, χ)H :=
∫ `
0
dz ϕ1(z)χ1(z) + ρ
−1ϕ2χ2, (2.4)
for ϕ = (ϕ1, ϕ2)
>, χ = (χ1, χ2)> ∈ H. We remind the reader that ρ > 0. The problem (2.1), (2.2) can be cast in the
form of an abstract Klein-Gordon equation by introducing the linear operator A in H as in [14], [31],
ϕ ∈ D(A) 7→ Aϕ :=
([−∂2z +m2 + V (z)]ϕ1(z)
− [β1ϕ1(`)− β2∂zϕ1(`)]
)
, (2.5)
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defined on the domain
D(A) =
{
ϕ =
(
ϕ1
ϕ2
)
∈ H : ϕ1, ∂zϕ1 are absolutely continuous in [0, `], ∂2zϕ1 ∈ L2((0, `)),
cosαϕ1(0) + sinα∂zϕ1(0) = 0, ϕ2 = β
′
1ϕ1(`)− β′2∂zϕ1(`)} . (2.6)
It is shown in [14] that for V continuous in [0, l], the operator A is densely defined and self-adjoint and has discrete
spectrum with multiplicity one eigenvalues that accumulate at +∞. Problem (2.2) can be written as
Aϕ = ω2 ϕ, ϕ ∈ D(A), (2.7)
and the dynamical system (2.1) can be formulated as the abstract Klein-Gordon equation
∂2t ϕ(t, z) +Aϕ(t, z) = 0, ϕ(t, z) ∈ D(A). (2.8)
The following proposition [16, prop. 1] gives sufficient conditions for the positivity of A, which allows for canonical
quantization to be carried out in the standard way.
Proposition 1. Suppose that the determinant ρ is positive, that m2 +V (x) ≥ 0, x ∈ [0, `], that β′2 6= 0, and that either
α = 0, or pi2 ≤ α < pi. Further, assume.
1. If β′2 > 0, then, β1 ≥ 0, β2 < 0, and β′1 < 0.
2. If β′2 < 0, then, β1 ≤ 0, β2 > 0, and β′1 > 0.
Under these conditions the eigenvalues of A are all positive, and denoting by ω21 the smallest eigenvalue, A ≥ ω21 > 0.
If A > 0, in particular if the conditions of prop. 1 hold, the solutions to the abstract Klein-Gordon equation (2.8)
take the form
φ(t) = cos(tA1/2)f +
sin(tA1/2)
A1/2
p, (2.9)
for initial conditions {
φ(0, z) = f(z),
∂tφ(0, z) = p(z).
(2.10)
If f ∈ D(A) and p ∈ D(A1/2), then (2.9) defines a strong solution. More generally, for f, p ∈ H, (2.9) defines a weak
solution to (2.8). We can write the solutions (2.9) explicitly in terms of a complete set of orthonormal eigenfunctions
of the self-adjoint operator A, {Ψn}∞n=1, as
φ(t, z) =
∞∑
n=1
Ψn(z)
[
(Ψn, f)H cos(ωnt) + (Ψn, p)H
sin(ωnt)
ωn
]
. (2.11)
The series in (2.11) converges in the norm of H. Note that since the operator A is real we can take the eigenfunctions
{Ψn}∞n=1 with real valued components, and we will always do so below.
The theory above described can be quantized in a canonical sense. We have as the one-particle Hilbert space
`2(N ), which consists of complex-valued, square-summable sequences, {αn}∞n=1, with the scalar product,
({αn}∞n=1, {βn}∞n=1)l2(N ) :=
∞∑
n=1
αn βn, (2.12)
from which the bosonic Fock space [1] of the theory can be constructed,
H = C⊕∞n=1 (⊗ns `2(N )), (2.13)
where ⊗ns `2(N ) denotes the symmetric tensor product of n copies of `2(N ), n = 1, . . . [1]. The ground state of the
theory,
Ω` := (1, 0, 0, · · · ) ∈ H, (2.14)
3
describes a system at zero temperature. The quantum fields are operators on H given by
Φˆ(t, z) =
∞∑
n=1
1
(2ωn)1/2
(
e−iωntΨn(z) an + eiωntΨn(z) a†n
)
. (2.15)
Here, an and a
†
n are annihilation and creation operators on Fock space, which satisfy the usual canonical commutation
relations, [an, a
†
l ] = δn,l, [an, al] = 0, [a
†
n, a
†
l ] = 0 and the {Ψn}∞n=1 form a complete set of orthonormal eigenfunctions
of the self-adjoint operator A, defined in (2.5) (2.6), with eigenvalues ω2n, which can be written as [14]
Ψn(z) =
(
ψn(z)
β′1ψn(`)− β′2∂zψn(`)
)
. (2.16)
For a Dirichlet boundary condition at z = 0, the eigenfunctions (2.16) take the form (4.2), while for a Robin
boundary condition at z = 0 one has (4.22).
In [16] we have studied the Casimir effect for the system that we have just described at zero and at finite positive
temperature. Both the renormalized local state polarization and the local Casimir energy can be obtained by using a
point-splitting and Hadamard renormalisation prescription. In each case, a renormalized local state polarization and
Casimir energy can be associated to the bulk field and also to the boundary observable. At zero temperature, we have
used the two-point Wightman function in the ground state, Ω`, given by
1
〈Ω`|Φˆ(t, z) Φˆ(t′, z′)Ω`〉 =
∞∑
n=1
1
2ωn
e−iωn(t−t
′)Ψn(z)⊗Ψn(z′), (2.17)
while at positive temperature T := 1/β > 0 we use the Gibbs state with the two-point function
〈Φˆ(t, z)Φˆ(t′, z′)〉β =
∞∑
n=1
1
2ωn
Ψn(z)⊗Ψn(z′)
1− e−βωn
(
e−iωn(t−t
′) + e−βωneiωn(t−t
′)
)
. (2.18)
The two-point Wightman functions (2.17) and (2.18) have four tensor-product components with bulk-bulk and
boundary-boundary Wightman functions in the diagonal. We have defined in [16] the bulk renormalized local state
polarization and local Casimir energy using the bulk-bulk Wightman function and the boundary counterparts using
the boundary-boundary Wightman function. The main results of [16] appear in Appendix A.
3 Coherent states and the Casimir effect
It is common folklore that coherent states describe classical-like configurations of quantum fields. Perhaps less known
is the fact that for a Klein-Gordon field the stress-energy tensor in a coherent state has the form of a classical term
plus a quantum contribution in globally hyperbolic spacetimes. To the best of our knowledge, in the quantum field
theory literature this is mentioned in Note 10 of [18, sec. 8] (or Note x in the arXiv version). As we shall see, in our
case of interest with timelike boundaries this continues to be the case.
Throughout this section we shall work on the concrete representation of sec. (2), but a large part of the discussion
can be generalised directly to the algebraic framework, and holds for quantum field theories in spacetimes with timelike
boundaries in general, provided that they have causal propagators.
To define the coherent states we briefly discuss the Segal quantum field operators, following [1]. For any {αn}∞n=1 ∈
`2(N ), we denote by, A†({αn}∞n=1),A({αn}∞n=1), respectively, the bosonic creation and annihilation operators over H
as defined in Section 7 of Chapter 5 of [1]. Note that A†({αn}∞n=1), and A({αn}∞n=1), are densely defined and closed
and that they are adjoint of each other, A({αn}∞n=1)? = A†({αn}∞n=1), where for any densely defined operator, B in
H we denote by B? the adjoint of B. Let Fb,0 be the subset of H consisting of all vectors in H with only a finite
number of components different from zero, i.e. of all finite particle vectors. It is proven in Proposition 5.5 in page 215
of [1] that A†({αn}∞n=1) and A({αn}∞n=1) send Fb,0 into Fb,0, and, moreover, that Fb,0 is a core for A†({αn}∞n=1), and
A({αn}∞n=1). Further, it is proven in Theorem 5.13, in page 218 of [1] that the following commutation relations hold,
[A({αn}∞n=1),A({βn}∞n=1)?] = ({αn}∞n=1, {βn}∞n=1)`2(N ), (3.1)
[A({αn}∞n=1),A({βn}∞n=1)] = [A({αn}∞n=1)?,A({βn}∞n=1)?] = 0, (3.2)
1Eq. (2.17) does indeed define a ground state since the interval [0, `] is compact. For a theory with non-compact constant-time surfaces
a strict ground state, which respects the isometries of the theory, may not be available; this is the situation for Robin boundary conditions
in AdS spacetime [6, 27].
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on Fb,0.
Observe, moreover, that
A({αn}∞n=1)Ω` = 0, {αn}∞n=1 ∈ `2(N ). (3.3)
The creation and annihilation operators that we introduced in (2.15) satisfy,
a†n := A†(en), an := A(en), n = 1, . . . , (3.4)
where en is the unit vector in `
2(N ) that has component equal one at the place n and all the other components equal
to zero.
The operator A({αn}∞n=1)+A({αn}∞n=1)?, with domain Fb,0, is symmetric and densely defined. The Segal quantum
field operator is defined as its closure,
ΦS({αn}∞n=1) :=
1√
2
A({αn}∞n=1) +A({αn}∞n=1)?, (3.5)
where the factor 1√
2
is added for convenience. It is proven in Proposition 5.14 in page 243 of [1] that ΦS(({αn}∞n=1))
leaves Fb,0 invariant, and that the following commutation relation holds in Fb,0,
[ΦS({αn}∞n=1),ΦS({βn}∞n=1)] = iIm({αn}∞n=1, {βn}∞n=1)`2(N ), (3.6)
for {αn}∞n=1, {βn}∞n=1 ∈ `2(N ). Further, in Theorem 5.22 in page 244 of [1] it is proven that ΦS({αn}∞n=1) is self-adjoint
for all {αn}∞n=1 ∈ `2(N ).
As test functions we take the set C0,R(R,H), of all continuos functions from R into H that have compact support
in R, and take values in functions in H that have real-valued components. We take test functions with real-valued
components because we consider a scalar bosonic field with charge zero. For any test function
f =
(
f1
f2
)
∈ C0,R(R,H), (3.7)
we define the quantum field
Φˆ(f) = ΦS
(
F
∫
R
dt
ei
√
A t
A1/4
f(t, ·)
)
, (3.8)
where F is the unitary operator that diagonalizes A. Namely, F is the following unitary operator from H onto `2(N ),
Fϕ := {(Ψn, ϕ)H}∞n=1, ϕ ∈ H. (3.9)
Clearly,
A = F?ω2n F. (3.10)
By (3.6) and since F is unitary
[Φˆ(f), Φˆ(g)] = −i
∫
R2
dt dt′
(
sinA(t− t′)√
A
f(t, ·), g(t′, ·)
)
H
, f, g ∈ C0,R(R,H). (3.11)
We introduce the following notation,
E(t− t′) = − sinA(t− t
′)√
A
, (3.12)
and we define the following integral operator in with domain C0,R(R,H), and range contained in the set of all continuos
functions from R into H that take values in functions in H that have real-valued components, which we denote by
CR(R,H),
Eϕ =
∫
R
dt′E(t− t′)ϕ(t′, ·). (3.13)
Hence, (3.11) can be written as follows,
[Φˆ(f), Φˆ(g)] = i
∫
R
dt ((Ef)(t, ·), g(t, ·))H , f, g ∈ C0,R(R,H). (3.14)
5
Note that, by (2.15), (3.4), and since the annihilation operator A({αn}∞n=1) is antilinear in {αn}∞n=1,
Φˆ(f) =
∫
R
dt
∫ `
0
dz Φˆ(t, z)f(t, z). (3.15)
We define a coherent state in Fock space, F, by
F := eiΦˆ(f)Ω`, f ∈ C0,R(R,H). (3.16)
Observe that the Weyl operator eiΦˆ(f) is a unitary operator on Fock space since the quantum field operator Φˆ(f) is
self-adjoint.
By Theorem 5.28 in page 263 of [1] and since F is unitary, we have that,
e−iΦˆ(f)Φˆ(g)eiΦˆ(f) = Φˆ(g) + Im
(∫
R
dt′
ei
√
A t′
A1/4
f(t′, ·),
∫
R
dt
ei
√
A t
A1/4
g(t, ·)
)
H
. (3.17)
Let us denote,
φf (x) = (Ef) (x) :=
(∫
R
dt′E(t− t′) f(t′, ·)
)
(z), (3.18)
where x := (t, z) and f ∈ C0,R(R,H). The function φf (x) is a weak solution to (2.8). By (3.17) and (3.18),
e−iΦˆ(f)Φˆ(g)eiΦˆ(f) = Φˆ(g)−
∫
R
dt
∫ `
0
dzφf (t, z)g(t, z). (3.19)
Using (3.19) we verify that the n-point Wightman function in the coherent state F satisfies,
〈F |Φˆ(x1) · · · Φˆ(xn)F 〉 = 〈Ω`|
n∏
i=1
(
Φˆ(xi)− φf (xi)11
)
Ω`〉, (3.20)
where xj := (tj , zj). Thermal coherent states can be defined analogously,
〈Φˆ(x1) · · · Φˆ(xn)〉Fβ := 〈e−iΦˆ(f)Φˆ(x1) · · · Φˆ(xn)eiΦˆ(f)〉β = 〈
n∏
i=1
(
Φˆ(xi)− (φf )(xi)11
)
〉β . (3.21)
It follows from the two-point functions defined by eq. (3.20) and (3.21) that the renormalized stress-energy
tensor in a coherent or thermal coherent state can be obtained in terms of the ground state or finite-temperature
renormalized stress-energy tensor via a point-splitting prescription. Let us discuss very briefly the essentials of stress-
energy renormalisation for the Klein-Gordon theory to see that this is the case.
Physically relevant states for the Klein-Gordon theory, such as the ground state and thermal states, satisfy the
so-called Hadamard condition for the short-distance limit of their two-point function. In particular, a Klein-Gordon
state, η, is Hadamard if for any two points, x, x′, in a convex normal neighbourhood of spacetime, N , it holds for the
two-point function that
η(Φˆ(x)Φˆ(x′))−Hλ(x, x′) ∈ C∞(N ×N), (3.22)
where Hλ is the Hadamard bi-distribution of the appropriate dimension of spacetime, see [9]. The properties, con-
struction and ambiguities in defining Hλ are well known, and we do not intend to discuss them throughly. Instead, we
refer to the reader to [9, 20, 30] for details, and present explicitly the Hadamard bi-distribution in (1 + 1)-dimensional
flat spacetime that is relevant in our analysis of sec. 4.
In 1 + 1 Minkowski spacetime for the Klein-Gordon field obeying ( ∂
2
∂t2 − ∂
2
∂x2 + m
2)φ = 0, we fix the Hadamard
bi-distribution in terms of coordinates x = (t, z), x′ = (t′, z′) to
HM((t, z), (t
′, z′)) := − 1
4pi
{
2γ + ln
[
m2
2
σ((t, z), (t′, z′))
]
+
m2
2
σ((t, z), (t′, z′))
[
ln
(
m2
2
σ((t, z), (t′, z′))
)
+ 2γ − 2
]
+
m4
16pi
σ2((t, z), (t′, z′))
[
ln
(
m2
2
σ((t, z), (t′, z′))
)
+ 2γ − 3
]}
+O
(
σ3((t, z), (t′, z′) ln (σ((t, z), (t′, z′))
)
, (3.23)
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with 2σ((t, z), (t′, z′)) = −(t − t′)2 + (z − z′)2 and γ the Euler number. This choice satisfies Wald’s fourth axiom
for the renormalized stress-energy tensor [30] and guarantees that the renormalized stress-energy tensor in Minkowski
spacetime be zero, and was used in our previous paper [16]. The subscript M on the left-hand side of (3.23) places
emphasis on this fact.
Using eq. (3.20) and (3.21) it can be seen that the two-point functions singularities in coherent and thermal
coherent states are also of Hadamard form and, provided that the classical solution around which the coherent state
is built be differentiable, the expectation value of the stress-energy tensor (and of the Hamiltonian in particular) can
be defined in these states. This will turn out to be the case, as we shall see in prop. 2 and 3.
The renormalized state polarization in the Hadamard state η is defined as follows,
η((Φˆren(x))
2) := lim
x′→x
(
η
(
Φˆ(x)Φˆ(x′)
)
−HM(x, x′)
)
. (3.24)
The renormalized stress-energy tensor of the Klein-Gordon field in the Hadamard state, η, with two-point function
η
(
Φˆ(x)Φˆ(x′)
)
is defined by a point-splitting prescription
η
(
Tˆ renab (x)
)
:= lim
x′→x
Tab
(
η
(
Φˆ(x)Φˆ(x′)
)
−HM(x, x′)
)
+ Θab(x), (3.25)
where Θab is any covariantly conserved, symmetric tensor built out of the metric and its derivatives – it is an ambiguity
– and Tab is a point-splitted differential operator version of the classical stress-energy tensor, defined in such a way
that the classical stress-energy tensor is given by Tφab(x) = limx′→x Tabφ(x)φ(x
′), where φ is a classical configuration.
See [21, eq. 5.85] for the detailed form of Tab.
Suppose now that we consider the coherent and thermal coherent states defined in (3.20) and (3.21), respectively.
We have that
〈F |Tˆ renab (x)F 〉 = lim
x′→x
Tab
(
〈Ω`|Φˆ(x)Φˆ(x′)Ω`〉+ φf (x)φf (x′)−HM(x, x′)
)
+ Θab(x) = 〈Ω`|Tˆ renab (x)Ω`〉+ Tφfab (x),
(3.26a)
〈Tˆ renab (x)〉Fβ = lim
x′→x
Tab
(
〈Φˆ(x)Φˆ(x′)〉β + φf (x)φf (x′)−HM(x, x′)
)
+ Θab(x) = 〈Tˆ renab (x)〉β + Tφfab (x), (3.26b)
where we used that the for the ground state and the Gibbs state the one-point function is zero, and where T
φf
ab is the
classical stress-energy tensor around the classical configuration φf = Ef . Furthermore, we have taken the ambiguity
Θab equal to zero. Eq. (3.26) are fully analogous to the expressions in globally hyperbolic spacetimes.
The local Casimir energy (or energy density) can be read off from the time-time component (in the sense of the
distinguished time in static spacetimes) of eq. (3.26). In 1 + 1 dimensions in flat spacetime we have
〈F |Hˆren(x)F 〉 = 〈Ω`|Hˆren(x)Ω`〉+ 1
2
(
(∂tφf (x))
2 + (∂zφf (x))
2 +m2(φf (x))
2
)
, (3.27a)
〈Hˆren(x)〉Fβ = 〈Hˆren(x)〉β +
1
2
(
(∂tφf (x))
2 + (∂zφf (x))
2 +m2(φf (x))
2
)
. (3.27b)
4 The Casimir effect for quantum field theory with dynamical boundary
conditions in coherent states
Recall that we assume that A > 0. In particular, this is true if the condition of prop. 1 are met. Henceforth, we shall
assume that the potential V (z) = 0.
The details of the quantization of system (2.1) or equivalently (2.8) with V (z) = 0 and under the assumption that
A > 0 are presented in detail in our work [16] at zero and finite, positive temperature in the cases in which there is a
Dirichlet (α = 0) or Robin (α 6= 0) boundary condition at z = 0, and the bulk and boundary local Casimir energies
and renormalized local state polarizations are obtained in each case. For the purposes of this paper, it suffices for us
to quote the results obtained in [16] for the renormalized local state polarization and local Casimir energy at zero and
finite, positive temperature, as this is all we need in order to compute the renormalized local state polarization and
local Casimir energy for coherent and thermal coherent states respectively, in view of eq. (3.27). These results appear
in Appendix A.
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We now obtain the Casimir effect in coherent and thermal coherent, in the ground state and at positive, finite
temperature, both in the case of a Dirichlet boundary condition at z = 0 in sec. 4.1 and for a Robin boundary
condition at z = 0 in sec. 4.2. Note that the vacuum state Ω` does not depend on the boundary condition. Anyhow,
we use below the notation Ω
(D)
` , Ω
(R)
` to emphasize that we consider, respectively, the Dirichlet or the Robin boundary
condition at z = 0.
4.1 Dirichlet boundary condition at z = 0
For Dirichlet boundary condition at z = 0, the ground state two-point Wightman function is
〈Ω(D)` |Φˆ(t, x)Φˆ(t′, x′)Ω(D)` 〉 =
∞∑
n=1
1
2ωDn
e−iω
D
n (t−t′)Ψ(D)n (z)⊗Ψ(D)n (z′), (4.1)
where Ω
(D)
` is the ground state in Fock space, and where (ω
D
n )
2 = (sDn )
2 + m2 are the eigenvalues of the operator A
(2.5) (2.6) with α = 0 (see [16, App. B] for asymptotic estimates of the eigenvalues at large n) and with eigenfunctions
(normalised with respect to the inner product (2.4)) given by
Ψ(D)n (z) =
(
ψ
(D)
n (z)
ψ
∂ (D)
n
)
= NDn
( − sin(sDn z)
−β′1 sin(`sDn ) + β′2sDn cos(`sDn )
)
,
NDn =
(
`
2
+
2ρ(sDn )
2 − (β′1(sDn )2 + (β1 + β′1m2))(β′2(sDn )2 + (β2 + β′2m2))
2 [(sDn )
2(β′2(sDn )2 + (β2 + β
′
2m
2))2 + (β′1(sDn )2 + (β1 + β
′
1m
2))2]
)−1/2
. (4.2)
At finite temperature T = 1/β > 0, the two-point Wightman function is given by
〈Φˆ(t, z)Φˆ(t′, z′)〉β,D = 〈Ω(D)` |Φˆ(t, z)Φˆ(t′, z′)Ω(D)` 〉+
∞∑
n=1
1
2ω
(D)
n
Ψ(D)n (z)⊗Ψ(D)n (z′)
1
eβω
D
j − 1
(
e−iω
D
n (t−t′) + eiω
D
n (t−t′)
)
.
(4.3)
Both at zero and finite temperature, the bulk renormalized local state polarization and local Casimir energy are
computed making use of the bulk-bulk component of (4.1) or (4.3). For example, for the two-point Wightman function
(4.1), this is
〈Ω(D)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(D)` 〉 =
∞∑
n=1
1
2ωDn
e−iω
D
n (t−t′)ψ(D)n (z)ψ
(D)
n (z
′), (4.4)
and similarly for the two-point Wightman function at finite temperature (4.3). For the boundary state polarization
and Casimir energy at zero or finite temperature, one makes use the boundary-boundary component of (4.1) or (4.3).
For example, for the two-point Wigthman function (4.1), this is
〈Ω(D)` |Φˆ∂(t)Φˆ∂(t′)Ω(D)` 〉 =
∞∑
n=1
1
2ωDn
e−iω
D
n (t−t′)ψ∂ (D)n ψ
∂ (D)
n , (4.5)
and similarly for the two-point Wightman function at finite temperature (4.3). The commutator in the Dirichlet case
is given by,
EDϕ(t, z) :=
∫
R
dt′ dz′ED ((t, z), (t′, z′)) ϕ(t′, z′), (4.6)
with integral kernel,
ED ((t, z), (t
′, z′)) = −
∞∑
n=1
1
ωDn
sin
(
ωDn (t− t′)
) |Ψ(D)n (z)〉 〈Ψ(D)n (z′)|. (4.7)
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4.1.1 Renormalized local state polarization in coherent and thermal coherent states
Let f =
(
f1
f2
)
∈ C∞0,R(R,H), then F (D) = eiΦˆ(f)Ω(D)` defines a coherent state in the case of a Dirichlet boundary
condition at z = 0 (α = 0) around the classical solution φDf = EDf , which can be written in detail as
φDf (t, z) = −
∫
R
dt′
∞∑
n=1
1
ωDn
sin
(
ωDn (t− t′)
)ψ(D)n (z)(∫ `0 dz′ ψ(D)n (z′)f1(t′, z′) + ρ−1ψ∂ (D)n f2(t′))
ψ
∂ (D)
n
(∫ `
0
dz′ ψ(D)n (z′)f1(t′, z′) + ρ−1ψ
∂ (D)
n f2(t
′)
)  . (4.8)
The bulk and boundary renormalized local state polarizations in the coherent state F (D) are given respectively by
(see (3.20) and (3.24))
〈F (D)|(ΦˆBren)2(t, z)F (D)〉 = 〈Ω(D)|(ΦˆBren)2(t, z)Ω(D)〉+
(
(φDf )1(t, z)
)2
, (4.9a)
〈F (D)|(Φˆ∂ren)2(t)F (D)〉 = 〈Ω(D)|(ΦˆB∂ )2(t)Ω(D)〉+
(
(φDf )2(t)
)2
, (4.9b)
where we used that for the ground state the one-point function is zero. The bulk and boundary renormalized local
state polarizations in the ground state are given in app A, eq. (A.1) and (A.2) respectively. Here, (φDf )1 makes
reference to the first component of φDf and (φ
D
f )2 to the second one.
A thermal coherent state around the solution φDf with a Dirichlet boundary condition at z = 0 has bulk and
boundary two-point Whigtman functions given respectively by (see (3.21))
〈ΦˆB(t, z)ΦˆB(t′, z′)〉Fβ,D = 〈ΦˆB(t, z)ΦˆB(t′, z′)〉β,D + (φDf )1(t, z)(φDf )1(t′, z′), (4.10a)
〈Φˆ∂(t)Φˆ∂(t′)〉Fβ,D = 〈Φˆ∂(t)ΦˆB(t′)〉β,D + (φDf )2(t)(φDf )2(t′), (4.10b)
where we used that for the Gibbs state the one-point function is zero. The two-point Wightman function 〈Φˆ(x)Φˆ(x′)〉β,D
is given by (4.3).
The bulk and boundary renormalized local state polarizations in the thermal coherent state 〈·〉Fβ,D are given
respectively by (see (3.24))
〈(ΦˆBren)2(t, z)〉Fβ,D = 〈(ΦˆBren)2(t, z)〉β,D +
(
(φDf )1(t, z)
)2
, (4.11a)
〈(Φˆ∂ren)2(t)〉Fβ,D = 〈(Φˆ∂ren)2(t)〉β,D +
(
(φDf )2(t)
)2
, (4.11b)
where the bulk and boundary renormalized local state polarization at finite temperature are given in app. A, eq. (A.3)
and (A.4) respectively.
4.1.2 Local Casimir energy in coherent and thermal coherent states
We now address the local Casimir energy with a Dirichlet boundary condition at z = 0 for coherent and thermal
coherent states around the classical solution φDf (4.8).
To define the renormalized local Casimir energy we need to differentiate the solution φf , cf. formulae (3.27). For
this purpose we need to assume more regularity on f. To make precise the regularity that we need we introduce the
graph norm of
√
A,
‖ϕ‖√A := ‖ϕ‖H + ‖
√
Aϕ‖H, ϕ ∈ D(
√
A). (4.12)
The domain of
√
A, that we denote by D(
√
A), endowed with the graph norm is a Banach space. The space of test
functions that we need to differentiate the φf is C0,R(R, D(
√
A)), that consists of all continuos functions from R into
D(
√
A) endowed with the graph norm, that have compact support in R, and take values in functions in D(
√
A) with
real-valued components.
Proposition 2. Let φDf = EDf be as above a solution to eq. (2.8) with
f =
(
f1
f2
)
∈ C0,R(R, D(
√
A)). (4.13)
Then, φDf (t, z) is continuously differentiable in t and z, and the derivatives are uniformly bounded for t ∈ R and
z ∈ [0, `].
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Proof. Since f ∈ D(√A), equation (4.8) can be written as follows,
φDf (t, z) = −
∫
R
dt′
∞∑
n=1
1
(ωDn )
2
sin
(
ωDn (t− t′)
)ψ(D)n (z)(∫ `0 dz′ ψ(D)n (z′)(√Af)1(t′, z′) + ρ−1ψ∂ (D)n (√Af)2(t′))
ψ
∂ (D)
n
(∫ `
0
dz′ ψ(D)n (z′)(
√
Af)1(t
′, z′) + ρ−1ψ∂ (D)n (
√
Af)2(t
′)
)  ,
(4.14)
and, moreover, {∫ `
0
dz′ ψ(D)n (z
′)(
√
Af)1(t
′, z′) + ρ−1ψ∂ (D)n (
√
Af)2(t
′)
}∞
n=1
∈ `2(N ), (4.15)
with the norm in `2(N ) uniformly bounded in t ∈ R. Derivating (4.14) with respect to t under the integral and
summation signs we obtain,
∂
∂t
φDf (t, z) = −
∫
R
dt′
∞∑
n=1
1
ωDn
cos
(
ωDn (t− t′)
)ψ(D)n (z)(∫ `0 dz′ ψ(D)n (z′)(√Af)1(t′, z′) + ρ−1ψ(D)n (√Af)2(t′))
ψ
∂(D)
n
(∫ `
0
dz′ ψ(D)n (z′)(
√
Af)1(t
′, z′) + ρ−1ψ∂ (D)n (
√
Af)2(t
′)
) .
(4.16)
The derivation under the integral an summation signs is justified by the Lebesgue dominated convergence theorem
since each component of the integrand in (4.16) belongs to `1(N ) with norm in `1(N ) uniformly bounded in t′, and
moreover it has compact support in t′. This is true by (4.15), and since by (4.2) and equation (B.11) in [16] |Ψ(D)n (z)|
is uniformly bounded in z ∈ [0, `], n ∈ N . This proves that φDf is continuously differentiable in t with the derivative
uniformly bounded in t ∈ R and z ∈ [0, `]. Similarly, derivating the first component of (4.14) with respect to z under
the integral and summation signs we obtain,
∂
∂z
(φDf )1(t, z) = −
∫
R
dt′
∞∑
n=1
1
(ωDn )
2
sin
(
ωDn (t− t′)
) (
∂
∂zψ
(D)
n (z)
(∫ `
0
dz′ ψ(D)n (z′)(
√
Af)1(t
′, z′) + ρ−1ψ∂ (D)n (
√
Af)2(t
′)
))
.
(4.17)
We prove that the derivation under the integration and summation signs is justified as in the case of the time derivative,
using that by (4.2) and equation (B.11) in [16] (ωDn )
−1| ∂∂zψ(D)n (z)| is uniformly bounded in z ∈ [0, `], n ∈ N . This
proves that φf is continuously differentiable in z with the derivative uniformly bounded t ∈ R and z ∈ [0, `].
Using prop. 2 we can safely differentiate φDf and define
Hφ
D
f (t, z) :=
1
2
((
(∂t(φ
D
f )1(t, z))
2
|β′1|(∂t(φDf )2(t))2
)
+
(
(∂z(φ
D
f )1(t, z))
2
0
)
+
(
m2((φDf )1(t, z))
2
−(signβ′1)β2((φDf )2(t))2
))
:=
(
H(φ
D
f )1(t, z)
H(φ
D
f )2(t)
)
.
(4.18)
The appearance of the factors β1 and β2 in the definition of H
φDf2 (t, z) follows from the interpretation of the
coefficients explained below eq. (2.1).
The bulk and boundary local Casimir energies in the ground state are given respectively by (see (3.27) )
〈F (D)|HˆBren(t, z)F (D)〉 = 〈Ω(D)` |HˆBren(t, z)Ω(D)` 〉+H(φ
D
f )1(t, z), (4.19a)
〈F (D)|Hˆ∂ren(t)F (D)〉 = 〈Ω(D)` |Hˆ∂ren(t)Ω(D)` 〉+H(φ
D
f )2(t), (4.19b)
where 〈Ω(D)` |HˆBren(t, z)Ω(D)` 〉 is given by eq. (A.5) and 〈Ω(D)` |Hˆ∂ren(t)Ω(D)` 〉 is given by eq. (A.6) in app. (A).
At finite, positive temperature T = 1/β, the bulk and boundary local Casimir energies are given respectively by
(see (3.27))
〈HˆBren(t, z)〉Fβ,D = 〈HˆBren(t, z)〉β,D +H(φ
D
f )1(t, z), (4.20a)
〈Hˆ∂ren(t)〉Fβ,D = 〈Hˆ∂ren(t)〉β,D +H(φ
D
f )2(t). (4.20b)
where 〈HˆBren(t, z)〉β,D is given by eq. (A.7) and 〈Hˆ∂ren(t)〉β,D is given by eq. (A.8) in app. (A).
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4.2 Robin boundary condition at z = 0
For Robin boundary conditions at z = 0, the ground state two-point Wightman function is
〈Ω(R)` |Φˆ(t, x)Φˆ(t′, x′)Ω(R)` 〉 =
∞∑
n=1
1
2ωRn
e−iω
R
n (t−t′)Ψ(R)n (z)⊗Ψ(R)n (z′), (4.21)
where Ω
(R)
` is the ground state in Fock space, and where (ω
R
n )
2 = (sRn )
2 +m2 are the eigenvalues of the operator A with
α 6= 0, (see [16, app. B] for asymptotic estimates of the eigenvalues at large n) and with eigenfunctions (normalized
with respect to the inner product (2.4)) given by
Ψ(R)n (z) =
(
ψ
(R)
n (z)
ψ
∂ (R)
n
)
= NRn
 −
cosα sin(sRnz)
sRn
+ sinα cos(sRnz)
β′1
(
sinα cos(`sRn )−
cosα sin(`sRn )
sRn
)
+ β′2(cosα cos(`s
R
n ) + s
R
n sinα sin(`s
R
n ))
 ,
NRn :=
{
− sin(2α)
4(sRn )
2
−
[
4(sRn )
2
(
(β1 + β
′
1m
2)2 + 9(β′1)
2(sRn )
4 + 2(β1 + β
′
1m
2)β′1(s
R
n )
2
+(sRn )
2
(
(β2 + β
′
2m
2) + β′2(s
R
n )
2
)2)]−1 ((
(sRn )
2 − 1) cos(2α)− (sRn )2 − 1)
×
[
`
(
(β1 + β
′
1m
2)2 + β′21 (s
R
n )
4 + 2(β1 + β
′
1m
2)β′1(s
R
n )
2 + (sRn )
2
(
(β2 + β
′
2m
2) + β′2(s
R
n )
2
)2)
−(β1 + β′1m2)
(
(β2 + β
′
2m
2) + 3β′2(s
R
n )
2
)
+ β′1(s
R
n )
2
(
(β2 + β
′
2m
2)− β′2(sRn )2
)]}−1/2
. (4.22)
At finite temperature T = 1/β > 0, the two-point Wightman function is given by
〈Φˆ(t, z)Φˆ(t′, z′)〉β,R = 〈Ω(R)` |Φˆ(t, z)Φˆ(t′, z′)Ω(R)` 〉+
∞∑
n=1
1
2ω
(R)
n
Ψ(R)n (z)⊗Ψ(R)n (z′)
1
eβω
R
j − 1
(
e−iω
R
n (t−t′) + eiω
R
n (t−t′)
)
.
(4.23)
Both at zero and finite temperature, the bulk renormalized local state polarization and local Casimir energy are
computed making use of the bulk-bulk component of (4.21) or (4.23). For example, for the two-point Wightman
function (4.21), this is
〈Ω(R)` |ΦˆB(t, z)ΦˆB(t′, z′)Ω(R)` 〉 =
∞∑
n=1
1
2ωRn
e−iω
R
n (t−t′)ψ(R)n (z)ψ
(R)
n (z
′), (4.24)
and analogously for the two-point Wightman function at finite temperature (4.23). For the boundary renormalized
state polarization and Casimir energy at zero or finite temperature, one makes use the boundary-boundary component
of (4.21) or (4.23). For example, for the two-point Wigthman function (4.21), this is
〈Ω(R)` |Φˆ∂(t)Φˆ∂(t′)Ω(R)` 〉 =
∞∑
n=1
1
2ωRn
e−iω
R
n (t−t′)ψ∂ (R)n ψ
∂ (R)
n , (4.25)
and analogously for the two-point Wightman function at finite temperature (4.23).
The commutator in the Robin case is given by,
ERϕ(t, z) :=
∫
R
dt′ dz′ER ((t, z), (t′, z′)) ϕ(t′, z′), (4.26)
with the integral kernel,
ER ((t, z), (t
′, z′)) = −
∞∑
n=1
1
ωRn
sin
(
ωRn (t− t′)
) |Ψ(R)n (z)〉〈Ψ(R)n (z′)|. (4.27)
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4.2.1 Renormalized local state polarization in coherent and thermal coherent states
Let f =
(
f1
f2
)
∈ C0,R(R,H), then F (R) = eiΦˆ(f)Ω(R)` defines a coherent state in the case of a Robin boundary condition
at z = 0 (α 6= 0) around the classical solution φRf = ERf , which can be written in detail as
φRf (t, z) = −
∫
R
dt′
∞∑
n=1
1
ωRn
sin
(
ωRn (t− t′)
)ψ(R)n (z)(∫ `0 dz′ ψ(R)n (z′)f1(t′, z′) + ρ−1ψ∂ (R)n f2(t′))
ψ
∂ (R)
n
(∫ `
0
dz′ ψ(R)n (z′)f1(t′, z′) + ρ−1ψ
∂ (R)
n f2(t
′)
)  =: ((φRf )1(t, z)
(φRf )2(t)
)
.
(4.28)
At zero temperature, the bulk and boundary renormalized local state polarizations in the coherent state F (R) are
given respectively by (see (3.20) and (3.24))
〈F (R)|(ΦˆBren)2(t, z)F (R)〉 = 〈Ω(R)|(ΦˆBren)2(t, z)Ω(R)〉+
(
(φRf )1(t, z)
)2
, (4.29a)
〈F (R)|(Φˆ∂ren)2(t)F (R)〉 = 〈Ω(R)|(ΦˆB∂ )2(t)Ω(R)〉+
(
(φf )
R)2(t)
)2
. (4.29b)
where we used that for the ground state the one-point function is zero.The bulk and boundary renormalized local state
polarizations are given by eq. (A.9) and (A.10), respectively, in app A.
The bulk and boundary renormalized local state polarizations in the thermal coherent state 〈·〉Fβ,D at temperature
T = 1/β > 0 are given respectively by (see(3.20) and (3.24))
〈(ΦˆBren)2(t, z)〉Fβ,R = 〈(ΦˆBren)2(t, z)〉β,R +
(
(φRf )1(t, z)
)2
, (4.30a)
〈(Φˆ∂ren)2(t)〉Fβ,R = 〈(Φˆ∂ren)2(t)〉β,R +
(
(φf )
R)2(t)
)2
, (4.30b)
where we used that for the Gibbs state the one-point function is zero.The bulk and boundary renormalized local state
polarizations at finite temperature are given in app. A, eq. (A.11) and (A.12), respectively.
4.2.2 Local Casimir energy in coherent and thermal coherent states
As in the case of the Dirichlet boundary condition, to define the local Casimir energy we need to differentiate the
solution φf , cf. formulae (3.27), and we need to assume more regularity on f. For this reason, as in the case of Dirichlet
boundary condition we take as space of test functions C0,R(R, D(
√
A)),
Proposition 3. Let φRf = ERf be as above a solution to eq. (2.8) (with α 6= 0) with
f =
(
f1
f2
)
∈ C0,R(R, D(
√
A)). (4.31)
Then, φRf (t, z) is continuously differentiable in t and z, and the derivatives are uniformly bounded for t ∈ R and
z ∈ [0, `].
Proof. The proof is analogous to the proof of prop. 2.
For the local Casimir energy with a Robin boundary condition at z = 0 in coherent and thermal coherent states
around the classical solution φRf (4.28), we define in analogy with the Dirichlet case
Hφ
R
f (t, z) :=
1
2
((
(∂t(φ
R
f )1(t, z))
2
|β′1|(∂t(φRf )2(t))2
)
+
(
(∂z(φ
R
f )1(t, z))
2
0
)
+
(
m2((φRf )1(t, z))
2
−(signβ′1)β2((φRf )2(t))2
))
=:
(
H(φf )
R
1 (t, z)
H(φ
R
f )2(t)
)
.
(4.32)
The bulk and boundary local Casimir energies at zero temperature are given respectively by (see (3.27))
〈F (R)|HˆBren(t, z)F (R)〉 = 〈Ω(R)` |HˆBren(t, z)Ω(R)` 〉+H(φ
R
f )1(t, z), (4.33a)
〈F (R)|Hˆ∂ren(t)F (R)〉 = 〈Ω(R)` |Hˆ∂ren(t)Ω(R)` 〉+H(φ
R
f )2(t), (4.33b)
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where 〈Ω(R)` |HˆBren(t, z)Ω(R)` 〉 is given by eq. (A.13) and 〈Ω(R)` |Hˆ∂ren(t)Ω(R)` 〉 is given by eq. (A.14) in app. A.
At finite, positive temperature T = 1/β, the bulk and boundary local Casimir energies are given respectively by
(see (3.27))
〈HˆBren(t, z)〉fβ,R = 〈HˆBren(t, z)〉β,R +H(φ
R
f )1(t, z), (4.34a)
〈Hˆ∂ren(t)〉fβ,R = 〈Hˆ∂ren(t)〉β,R +H(φ
R
f )2(t), (4.34b)
where 〈HˆBren(t, z)〉β,D is given by eq. (A.15) and 〈Hˆ∂ren(t)〉β,D is given by eq. (A.16) in app. A.
5 The Casimir force
Experimentalists are interested in measuring the Casimir force, which is defined as minus the derivative with respect
to the interval length, `, of the expectation value of the integrated (bulk) Casimir energy [5, 13]. In this section, we
explore numerically the Casimir force for the ground state, with Dirichlet boundary condition at z = 0, which takes
the form
F
Ω
(D)
`
(t, `) := −∂`
(∫ `
0
dz〈Ω(D)` |HˆBren(t, z)Ω(D)` 〉
)
. (5.1)
Our purpose is to illustrate how this quantity may be computed numerically for our problem with dynamical
boundary conditions. We consider, for concreteness, the case in which a Dirichlet boundary condition is set at z = 0,
and set β1 = −1, β′1 = 1, β2 = 1, β′2 = −1/2 and m2 = 1. The ground state local Casimir energy in the bulk is then
given by eq. (A.5) in app. A, and is time independent. Thus, the total energy is given by
EΩ`(`) :=
∫ `
0
dz〈Ω`|HˆBren(z)Ω`〉, (5.2)
and the Casimir energy and also the Casimir force are time independent.
In Fig. 1 the interval 1 ≤ ` ≤ 1.9 is explored numerically with ten data points spaced evenly with a spacing of
width 0.1, namely we take ` ∈ {1, 1.1, . . . , 1.8, 1.9}. Each of the data points is a numerical approximation of the total
Casimir energy by considering the first 50 eigenvalues in each case, but more precise numerical results can be obtained
by computing a larger number of eigenvalues.
Fig. 1 provides evidence that in this example the total energy is a non-decreasing function of `, and as a consequence
F
Ω
(D)
`
(`) ≤ 0, i.e., the Casimir force is attractive, as is the case in which Dirichlet boundary conditions are imposed at
the two boundaries.
1.2 1.4 1.6 1.8
ℓ
-75
-70
-65
-60
-55
-50
-45
EΩℓ(D)
Figure 1: Curve fitting of numerical data for the integrated Casimir energy with points at ` ∈ {1, 1.1, . . . , 1.9}.
The present numerical investigation gives evidence that the force is well defined, and indeed, that numerical studies
in this direction are quite feasible in particular cases of interest.
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6 The causal propagator and the advanced and retarded Green’s oper-
ators
In this section we consider the causal propagator and the advanced and retarded Green’s operators. As we will see, the
integral operator, E, defined in (3.13) with the integral kernel E(t− t′) given in (3.12), is the causal propagator for our
theory, when restricted to a convenient domain. Recall that by (3.14), the integral operator E gives the commutator
formula for the quantum fields.
We first introduce some appropriate definitions. For every ϕ ∈ D(A) we define the graph norm of ϕ as follows,
‖ϕ‖D(A) := ‖ϕ‖H + ‖Aϕ‖H. (6.1)
The domain of A endowed with the graph norm is a Banach space. Below we always assume that D(A) is endowed
with the graph norm. For j = 1, . . . , we designate by Cj(R, D(A)) the functions from R into D(A) that have j
continuous derivatives, and by Cj0(R, D(A)) the functions in Cj(R, D(A)) that have compact support in R. Further,
by C(R, D(A)) we denote the continuos functions from R into D(A), and by C0(R, D(A)) the functions in C(R, D(A))
that have compact support in R.
For any set O ⊂ R × [0, `] we denote by J±(O), respectively, the causal future and the causal past of O, and by
J(O) := J+(O) ∪ J−(O) the union of the causal past and future of O. We designate by B(H) the Banach space of all
bounded operators in H.
Further, we denote by QA the Klein-Gordon operator,
QA :=
∂2
∂2t
+A. (6.2)
Definition 4. We say that an operator, E, from C20 (R, D(A)) into C2(R, D(A)), is an integral operator, and that
E(t− t′) is the integral kernel of E, if
(Ef)(t, z) =
∫
R
dt′ (E(t− t′) f(t′))(z), (6.3)
where E(t), t ∈ R, is a bounded operator on H. Furthermore, we assume that E ∈ C2(R,B(H)).
We now give our definition of causal propagator.
Definition 5. An integral operator, E, from C20 (R, D(A)) into C2(R, D(A)) is a causal propagator if the following
conditions are satisfied.
(i)
QAEf = EQAf = 0, f ∈ C20 (R, D(A)), (6.4)
(ii)
supp (Ef)1 ⊂ J(supp f1), f ∈ C20 (R, D(A)), (6.5)
where for any function g we denote by supp g the support of g.
(iii) The integral kernel of E satisfies,
E(0) = 0, ∂tE(0) = −I. (6.6)
Theorem 6. Assume that the assumptions of Proposition 1 hold and that β2 6= 0. Then, the integral operator (3.13)
with integral kernel (3.12), from C20 (R, D(A)) into C2(R, D(A)) is a causal propagator.
Proof. Condition (i) of Definition 5 is immediate from the functional calculus of self-adjoint operators, and assumption
(iii) follows from the definition of E(t).
Note that,
(Ef)(t, z) =
∫
R
dt′φt′(t, z), (6.7)
where for each fixed t′ ∈ R,
φt′(t, z) := (E(t− t′)f(t′))(t, z). (6.8)
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Observe that φt′(t, z) satisfies,
QAφt′(t, z) = 0, (6.9)
and that
φt′(t
′, z) = 0, ∂tφt′(t′, z) = −φ(t′, z). (6.10)
We prepare the following results that we use later in the proof.
(a) Consider the causal diamond, D(I), in R× [0, `] of width I = [a, b] ⊂ [0, `] at t = 0, given by,
D(I) :=
{
(t, z) ∈ [a− b
2
,
b− a
2
]× [0, `] : z ∈ [a+ |t|, b− |t|]
}
. (6.11)
We show that if (φ0)1(0, z) is identically zero on I, then (φ0)1(t, z) vanishes on the whole of D(I).
To each constant-t cross section of the diamond, I(t) := [a+ |t|, b− |t|], we associate a positive energy functional

I(t)
B [(φ0)1](t) :=
1
2
(
||(φ˙0)1(t, z)||2L2(I(t),dz) + ||(∂zφ0)1(t, z)||2L2(I(t),dz) +m2||(φ0)1(t, z)||2L2(I(t),dz)
)
. (6.12)
Consider the situation in which I(t) is to the future of I, whence it takes the form I(t) = [a+ t, b− t] with t > 0.
We compute the time derivative of 
I(t)
B [φ0](t) and show it is non-positive. To simplify the notation we denote,
u1(t, z) := (φ0)1(t, z). Then, we have
d
dt

I(t)
B [u1](t) =
∫ b−t
a+t
dz
(
u˙1u¨1 + ∂zu˙1∂zu1 +m
2u˙1u1
)− 1
2
[
u˙21 + ∂zu
2
1 +m
2u21
]
z=b−t −
1
2
[
u˙21 + ∂zu
2
1 +m
2u21
]
z=a+t
= −1
2
[
u˙21 + ∂zu
2
1 +m
2u21 − 2u˙1∂zu1
]
z=b−t −
1
2
[
u˙21 + ∂zu
2
1 +m
2u21 + 2u˙1∂zu1
]
z=a+t
= −1
2
[
(u˙1 − ∂zu1)2 +m2u21
]
z=b−t
− 1
2
[
(u˙1 + ∂zu1)
2
+m2u21
]
z=a+t
≤ 0. (6.13)
Hence, 
I(t)
B [u1](t) is non increasing for t ≥ 0, and as I(0)B [u1](0) = 0, it follows that I(t)B [u1](t) = 0, for t ≥ 0. In
a similar way we prove that ddt
I(t)
B [u1](t) ≥ 0, for t ≤ 0, and as before we prove that I(t)B [u1](t) = 0, for t ≤ 0.
Hence, 
I(t)
B [u1](t) = 0, in the whole diamond D(I) and then, u1(t, z) is identically zero on D(I).
(b) Suppose now that the interval I meets the right-end boundary, thus I = [a, `]. In this case, one is not concerned
with the diamond region D(I), but with the half diamond
DR(I) := {(t, z) ∈ [a− `, `− a]× [0, `] : z ∈ [a+ |t|, `]} . (6.14)
Associated to any constant-t cross-section, I(t), of DR(I),
I(t) := {(t, z) ∈ DR(I) : z ∈ [a+ |t|, `]}, (6.15)
we define the energy functional

I(t)
R [u1](t) := 
I(t)
B [u1](t) + `[u1](t), with (6.16a)
`[u1](t) :=
1
2
[
−β1
β2
(u1(t, `))
2 +
1
ρ
(
β1β
′
2
(−β2β′2)1/2
u1(t, `) + (−β2β′2)1/2∂zu1(t, `)
)2
+
1
ρ
(−β′1u˙1(t, `) + β′2∂zu˙1(t, `))2
]
, (6.16b)
and 
I(t)
B [u1](t) defined by (6.12). Under our assumptions the boundary energy functional `[u1](t) (6.16b) is
non-negative.
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We begin by considering the bulk contribution (6.12) to the energy functional (6.16a). On any constant-t cross
section of DR(I) to the future of I = [a, `], that we denote I(t) := [a + t, `] with 0 ≤ t ≤ ` − a, we have by an
adaptation of the argument used to prove (6.13) (where the upper integration limit is now z = ` in (6.12)) that
d
dt

I(t)
B [u1](t) ≤ u˙1(t, `)∂zu1(t, `). (6.17)
For the boundary contribution of the energy functional (6.16b) we have that
d
dt
`[u1](t) = −β1
β2
u1(t, `)u˙1(t, `) +
1
ρ
(−β′1u˙1(t, `) + β′2∂zu˙1(t, `)) (−β′1u¨1(t, `) + β′2∂zu¨1(t, `))
+
1
ρ
(
β1β
′
2
(−β2β′2)1/2
u1(t, `) + (−β2β′2)1/2∂zu1(t, `)
)(
β1β
′
2
(−β2β′2)1/2
u˙1(t, `) + (−β2β′2)1/2∂zu˙1(t, `)
)
.
(6.18)
Using the Klein-Gordon equation (6.9) and the boundary condition at z = ` in (2.6), we have that
d
dt
`[u1](t) = −u˙1(t, `)∂zu1(t, `). (6.19)
Thus, we have from (6.16a), (6.17) and (6.19) that throughout the future component of half-diamond region
d
dt

I(t)
R [u1](t) ≤ 0. (6.20)
Thus, vanishing initial data yields a vanishing solution throughout the component of DR(I) to the future of I.
The converse argument holds for the past component of DR(I).
Hence, if at t = 0, we have vanishing data u(0, z) = u˙(0, z) for z ∈ [a, `], the solution must vanish in whole
half-diamond region DR(I).
(c) Suppose now that one is interested in the left half diamond of width I = [0, a] intersecting the left boundary at
z = 0. This forms the right half-diamond,
DL(I) := {(t, z) ∈ [−a, a]× [0, `] : z ∈ [0, a− |t|]} . (6.21)
An analogous argument using the energy functional associated to constant-t cross sections of DL(I),
I(t) := {(t, z) ∈ DL(I) : z ∈ [0, a− |t|]}, (6.22)

I(t)
L [u1](t) := 
I(t)
B [u1](t) + 0[u1](t), with (6.23a)
0[u1](t) := −1
2
cotα (u1(t, 0))
2,
pi
2
≤ α < pi, 0[u1](t) = 0, α = 0. (6.23b)
which under our assumptions is positive, implies that for vanishing initial data on I, the solution vanishes through-
out the region DL(I).
Let us go back to the proof of (ii). It is enough to prove that if (t, z) /∈ J(supp f1), then, (Ef)1(t, z) = 0. To fix
the ideas let us consider (t, z) = (0, `/2). The other cases are proven in a similar way. We have,
J({(0, `/2)}) = [−`/2,−∞]× [0, `] ∪ {(t′, z) ∈ [−`/2, 0]× [0, `] : z ∈ [`/2− |t′|, `/2 + |t′|]}∪ (6.24)
{(t′, z) ∈ [0, `/2]× [0, `] : z ∈ [`/2− t′, `/2 + t′]} ∪ [`/2,∞)× [0, `]. (6.25)
Then, if (0, `/2) /∈ J(supp f1), we must have that f1(t′, z) = 0, for (t′, z) ∈ J({(0, `/2)}). However if f1(t′, z) = 0, for
(t′, z) ∈ [−`/2,−∞] × [0, `] ∪ [`/2,∞) × [0, `], φt′(t, z) = 0 by the uniqueness of the Cauchy problem for the Klein-
Gordon equation. Further, if f1(t
′, z) = 0, for (t′, z) ∈ {(t′, z) ∈ [−`/2, 0]× [0, `] : z ∈ [`/2− |t′|, `/2 + |t′|]} ∪
{(t′, z) ∈ [0, `/2)] × [0, `] : z ∈ [`/2 − t′, `/2 + t′]} then φt′(t, z) = 0 by item (a) above. In the case of a general
point (0, z), z ∈ [0, `], we prove the same result using also items (b) and (c), and for points (t, z) with t 6= 0 we use a
translation in time. Then, if (t, z) /∈ J(supp f1), we have that, (Ef)1(t, z) = 0.
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Remark 7. For f, g ∈ C20 (R, D(A)), with f1 and g1 causally disjoint, i.e., that are spacelike separated, the commutator
of Φˆ(f) and Φˆ(g) is zero. For this purpose, by (3.14), it is enough to prove that,∫
R
dt ((Ef)(t, ·), g(t, ·))H = 0. (6.26)
By Theorem 6 and since f1 and g1 are spacelike separated,∫
R
dt
∫
[0,`]
dz (Ef)1(t, z) g1(t, z) = 0. (6.27)
Furthermore, since f(t, ·), g(t, ·) ∈ D(A), by the boundary condition at z = ` in (2.6)
(Ef)2(t) g2(t) = (β
′
1(Ef)1(t, `)− β′2(∂z(Ef)1(t, `)) (β′1g1(t, `)− β′2∂zg1(t, `)). (6.28)
Since f1 and g1 are spacelike separated, the right-hand side of (6.28) is zero, and then, using also (6.27) we prove that
(6.26) holds.
We now introduce our definition of advanced and retarded Green’s operators.
Definition 8. The integral operator, Eret, respectively, Eadv, from C
2
0 (R, D(A)) into C2(R, D(A)) is a retarded Green’s
operator, respectively advanced Green’s operator, if the following conditions are satisfied.
(i)
QAEretf = EretQAf = f, f ∈ C20 (R, D(A)), (6.29)
QAEadvf = EadvQAf = f, f ∈ C20 (R, D(A)). (6.30)
(ii)
supp (Eretf)1 ⊂ J−(supp f1), supp (Eadvf)1 ⊂ J+(supp f1), f ∈ C20 (R, D(A)). (6.31)
We define the following integral operators, Eret,Eadv, from C
2
0 (R, D(A)) into C2(R, D(A)),
(Eretf)(t, z) =
∫ ∞
t
dt′ (E(t− t′) f(t′))(z), (6.32a)
(Eadvf)(t, ·) = −
∫ t
−∞
dt′ (E(t− t′) f(t′))(z), f ∈ C20 (R, D(A)). (6.32b)
where E(t), t ∈ R, is defined in (3.12).
Theorem 9. Under the conditions of Theorem 6 the integral operator Eret, defined in (6.32a), is a retarded Green’s
operator, and the integral operator Eadv, defined in (6.32b), is an advanced Green’s operator.
Proof. condition (i) of Definition 8 is immediate by the functional calculus of self-adjoint operators. Moreover, condi-
tion (ii) of Definition 8 follows from Theorem 6 and condition (ii) of Definition 5.
Finally we prove the uniqueness of the advanced and retarded Green’s operators and of the causal propagator.
Theorem 10. Under the assumptions of Theorem 6 the advanced and retarded Green’s operators and the causal
propagator are unique.
Proof. Let us first consider the retarded Green’s operator. Suppose that Eret,1 and Eret,2 are retarded Green’s operators.
Denote,
∆Eret := Eret,1 − Eret,2. (6.33)
Then, we have,
QA ∆Eret = 0. (6.34)
Moreover, as Eret,i, i = 1, 2 are retarded for any f ∈ C20 (R, D(A)), for some t0 ∈ R,
(∆Eret)f(t, ·) = 0, t ≥ t0. (6.35)
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Furthermore, for any g ∈ C20 (R, D(A)), and with Eadv the advanced Green’s operator given, in (6.32b)
Eadvg(t, ·) = 0, t ≤ t1, (6.36)
for some t1 ∈ R. It follows that the scalar product in H, (∆Eretf(t, ·),Eadv g(t, ·))H has compact support in t ∈ R.
Hence, we can integrate by parts in t in the identity below,
0 =
∫
R
dt (QA∆Eretf(t, ·),Eadvg(t, ·))H =
∫
R
dt (∆Eretf(t, ·), QAEadvg(t, ·))H =
∫
R
dt (∆Eretf(t, ·), g(t, ·))H. (6.37)
Hence, we conclude that, ∫
R
dt (∆Eretf(t, ·), g(t, ·))H = 0, f, g ∈ C20 (R, D(A)), (6.38)
and then, ∆Eret = 0. We prove in a similar way that the advanced Green’s operator is unique. Moreover let E be
a causal propagator with integral kernel E(t− t′). Denote by Eret the retarded Green’s operator with integral kernel
Θ(t′ − t)E(t− t′) and by Eadv the advanced Green’s operator with integral kernel −Θ(t− t′)E(t− t′). Here Θ is the
Heaviside function. Hence,
E = Eret − Eadv, (6.39)
and as Eret,Eadv are unique, it follows that E is unique.
The causal propagator and the advanced and retarded Green’s operators were considered in [8]. Note, however,
that for the construction of the causal propagator and the advanced and retarded Green’s operators it is crucial that
these operators are defined both for functions with support in the interior of the spacetime, and for functions that
have support on the boundary of the spacetime and that satisfy the boundary condition, i.e., that are in D(A). This
is also crucial for the uniqueness of the causal propagator and of the advanced and retarded Green’s operators. Note
that the causal propagator and the advanced and retarded Green’s operators for different boundary conditions are
different, and that they are causal propagator and advanced and retarded Green’s operators when restricted to the
interior of the spacetime.
As is well known, the causal propagator and the advanced and retarded Green’s operators are unique in globally
hyperbolic spacetimes [22]. Note that C∞0 ((0, `)))⊕{0} ⊂ D(A) and that our causal propagator remains causal when
restricted to a globally hyperbolic subspacetime, and, hence, it has to coincide with the causal propagator of the
globally hyperbolic subspacetime. This means that our theory is F-local in the sense of Kay [19] (see also [10]).
7 Final remarks
We have extended our previous work [16], where the bulk and boundary renormalized local state polarizations and
local Casimir energies in the ground state and at finite positive temperature were obtained for a mixed bulk-boundary
system, consisting of a scalar field defined on the interval [0, `] coupled to a boundary observable defined on the right
end of the interval. In this work, we have obtained these local renormalized state polarizations and Casimir energies
in coherent and thermal coherent states.
We have found that the difference between the local Casimir energy in the ground state and in a coherent state is
given by the classical energy of the configuration around which the coherent state is “peaked”, and similarly at finite
temperature. This situation is in analogy to what occurs for coherent states in globally hyperbolic spacetimes, where
the stress-energy tensor in a coherent state consist of a classical component plus a quantum component. We have also
explored numerically the Casimir force.
We have also studied some of the structural properties of the theory defined by our bulk-boundary system. We
have proved that our theory has a unique causal propagator and unique advanced and retarded Green’s operators.
The causal propagator gives the commutation relations of the quantum fields, and it is F-local.
As we have commented in [16], several generalizations of this work can be pursued. First, we have studied the
bulk-boundary mixed system on a interval, but in principle one could generalise this to n dimensions with the aid of
the Fourier transform and controlling certain integrals. Second, other linear fields can be studied by similar methods.
Third, we have studied the static Casimir effect, but the dynamical Casimir effect is also of great relevance. It is
especially interesting the case in which the coefficients β1, β
′
1, β2 and β
′
2 are time-dependent, in which case we should
expect particle creation.
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A Renormalized local state polarization and local Casimir energy in the
ground state and at finite temperature
In this appendix, we collect results in the quantization of our mixed bulk-boundary system, that we obtained in [16],
and that we used in sec. 4. More precisely, we present the bulk and boundary renormalized local state polarizations
and local Casimir energies for the cases of a Dirichlet (α = 0) and Robin (α 6= 0) boundary condition at z = 0.
A.1 Renormalized local state polarization for a Dirichlet boundary condition at z = 0
A.1.1 At zero temperature
The bulk renormalized local state polarization in the ground state is
〈Ω(D)` |(ΦˆBren)2(t, z)Ω(D)` 〉 =
1
4pi
ln
(
m2`2
4pi2
)
+
γ
2pi
+
1
2pi
<
(
e
ipi
` z ln
(
1− e i2pi` z
))
+
∞∑
n=1
[
(NDn )2
2ωn
sin2
(
sDn z
)− 1
pin
sin2
(pi
`
(n− 1/2)z
)]
, (A.1)
where the sum appearing on the right-hand side of (A.1) is absolutely and uniformly convergent in 0 < z < `.
The corresponding boundary state polarization is
〈Ω(D)` |(Φˆ∂ren)2Ω(D)` 〉 =
∞∑
n=1
(NDn )2
2ωDn
[−β′1 sin(`sDn ) + β′2sDn cos(`sDn )]2 . (A.2)
A.1.2 At temperature T > 0
At finite temperature T = 1/β > 0, we have that the bulk renormalized local state polarization is given by
〈(ΦˆBren)2(t, z)〉β,D = 〈Ω(D)` |(ΦˆBren)2(t, z)Ω(D)` 〉+
∞∑
n=1
[
ψ
(D)
n (z)
]2
ωDn
(
eβω
D
n − 1) , (A.3)
where the sum on the right-hand side of (A.3) is uniformly convergent in z ∈ (0, `), and it converges exponentially
fast. The corresponding boundary state polarization is
〈(Φˆ∂ren)2(t)〉β,D = 〈Ω(D)` |(Φˆ∂)2ren(t)Ω(D)` 〉+
∞∑
n=1
[
ψ
∂ (D)
n
]2
ωDn
(
eβω
D
n − 1) , (A.4)
where the sum on the right-hand side of (A.4) converges exponentially fast.
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A.2 Local Casimir energy for a Dirichlet boundary condition at z = 0
A.2.1 At zero temperature
The bulk local Casimir energy in the ground state is
〈Ω(D)` |HˆBren(t, z)Ω(D)` 〉 =
pi2β′2 + 6(2γ − 1)β′2`2m2 + 6β′2`2m2 ln
(
`2m2
4pi2
)
+ 24β′1`
48piβ′2`2
+
m2
2pi
<
(
e−i
pi
` z ln
(
1− ei 2pi` z
))
+
∞∑
n=1
[(
(NDn )2ωDn
4
− pin
2`2
+
pi
4`2
− m
2
4pin
)
−m2
(
(NDn )2
8ωDn
− 1
4pin
)
+
(NDn )2m2
4ωDn
sin2
(
sDn z
)− m2
2pin
sin2
(pi
`
(n− 1/2)z
)]
, (A.5)
where the sum that appears on the right-hand side of (A.5) converges absolutely and uniformly in z ∈ (0, `). The
corresponding boundary Casimir energy is
〈Ω(D)` |Hˆ∂ren(t)Ω(D)` 〉 =
∞∑
n=1
(NDn )2
(|β′1|(ωDn )2 − (signβ′1)β1)
4ωDn
[−β′1 sin(`sDn ) + β′2sDn cos(`sDn )]2 , (A.6)
where the sum on the right-hand side of (A.6) converges absolutely.
A.2.2 At temperature T > 0
At finite temperature T = 1/β > 0, we have that the bulk local Casimir energy is given by
〈HˆBren(t, z)〉β,D = 〈Ω(D)` |HˆBren(t, z)Ω(D)` 〉+
∞∑
n=1
((ωDn )2 +m2)
2ωDn
[
ψ
(D)
n (z)
]2
eβω
D
n − 1 +
1
2ω
(D)
n
[
∂zψ
(D)
n (z)
]2
eβω
D
n − 1
 , (A.7)
where the sum on the right-hand side of (A.7) is uniformly convergent in z ∈ (0, `), and it converges exponentially
fast. The corresponding boundary Casimir energy is
〈Hˆ∂ren(t)〉β,D = 〈Ω(D)` |Hˆ∂ren(t)ΩD` 〉+
∞∑
n=1
(|β′1|(ωDn )2 − (signβ′1)β1)
2ωDn
[
ψ
∂ (D)
n
]2
eβω
D
n − 1 , (A.8)
where the sum on the right-hand side of (A.8) is absolutely convergent and it converges exponentially fast.
A.3 Renormalized local state polarization for a Robin boundary condition at z = 0
A.3.1 At zero temperature
The bulk renormalized local state polarization in the ground state is
〈Ω(R)` |(ΦˆBren)2(t, z)Ω(R)` 〉 =
1
4pi
ln
(
m2`2
4pi2
)
+
γ
2pi
− 1
2pi
<
(
e−
ipi
` z ln
(
1− e i2pi` z
))
+
∞∑
n=1
{[
(NRn )2
2ωRn
(
sin2 α cos2
(
sRnz
)
+
cos2 α
(sRn )
2
sin2
(
sRnz
))− 1
pin
cos2
(pi
`
(n− 1)z
)]
− (N
R
n )
2
2ωRn s
R
n
sinα cosα sin
(
2sRnz
)}
, (A.9)
where the sum the on right-hand side of (A.9) converges absolutely and uniformly in 0 < z < `. For the corresponding
boundary state polarization we have
〈Ω(R)` |(Φˆ∂ren)2(t)Ω(R)` 〉 =
∞∑
n=1
(NRn )2
2ωRn
[
β′1
(
sinα cos(`sRn )−
cosα sin(`sRn )
sRn
)
+ β′2(cosα cos(`s
R
n ) + s
R
n sinα sin(`s
R
n ))
]2
.
(A.10)
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A.3.2 At temperature T > 0
At finite temperature T = 1/β > 0, we have that the bulk renormalized local state polarization is given by
〈(ΦˆBren)2(t, z)〉β,R = 〈Ω(R)` |(ΦˆBren)2(t, z)Ω(R)` 〉+
∞∑
n=1
[
ψ
(R)
n (z)
]2
ωRn
(
eβω
R
n − 1) , (A.11)
where the sum on the right-hand side of (A.11) is uniformly convergent in z ∈ (0, `), and it converges exponentially
fast. The corresponding boundary state polarization is
〈(Φˆ∂ren)2(t)〉β,R = 〈Ω(R)` |(Φˆ∂)2ren(t)Ω(R)` 〉+
∞∑
n=1
[
ψ
∂ (R)
n
]2
ωRn
(
eβω
R
n − 1) , (A.12)
where the sum on the right-hand side of (A.12) converges exponentially fast.
A.4 Local Casimir energy for a Robin boundary condition at z = 0
A.4.1 At zero temperature
The bulk local Casimir energy in the ground state is
〈Ω(R)` |HˆB(t, z)Ω(R)` 〉 = −
pi
24`2
− cotα
2pi`
− β
′
1
2piβ′2`
+
m2
8pi
[
1 + ln
(
m2`2
4pi2
)]
+
γm2
4pi
− m
2
2pi
<
[
e−i
2pi
` z ln
(
1− ei 2pi` z
)]
−m2
∞∑
n=1
(NRn )2
2ωRn s
R
n
sinα cosα sin
(
2sRnz
)
+
∞∑
n=1
{
(NRn )2
8ωRn
(
(ωRn )
2 + (sRn )
2
)(
sin2 α+
cos2 α
(sRn )
2
)
− pi(n− 1)
2`2
}
+
m2
2
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n=1
[
(NRn )2
4ωRn
(
sin2 α− (sRn )−2 cos2 α
)
cos(2sRnz)−
1
2pin
cos
(
2(n− 1)pi
`
z
)]
+
m2
2
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n=1
[
(NRn )2
2ωRn
(
sin2 α cos2
(
sRnz
)
+
cos2 α
(sRn )
2
sin2
(
sRnz
))− 1
pin
cos2
(pi
`
(n− 1)z
)]
. (A.13)
where the sums on the right-hand side of (A.13) converge absolutely and uniformly in 0 < z < `. The corresponding
boundary Casimir energy is
〈Ω(R)` |Hˆ∂ren(t)Ω(R)` 〉 =
∞∑
n=1
[|β′1|(ωRn )2 − (signβ′1)β1] (NRn )2
4ωRn
[
β′1
(
sinα cos(`sRn )−
cosα sin(`sRn )
sRn
)
+β′2(cosα cos(`s
R
n ) + s
R
n sinα sin(`s
R
n ))
]2
, (A.14)
where the sum on the right-hand side of (A.14) is absolutely convergent.
A.4.2 At temperature T > 0
At finite temperature T = 1/β > 0, we have that the bulk local Casimir energy is given by
〈HˆBren(t, z)〉β,R = 〈Ω(R)` |HˆBren(t, z)Ω(R)` 〉+
∞∑
n=1
((ωRn )2 +m2)
2ωRn
[
ψ
(R)
n (z)
]2
eβω
R
n − 1 +
1
2ωRn
[
∂zψ
(R)
n (z)
]2
eβω
R
n − 1
 , (A.15)
where the sum on the right-hand side of (A.15) is uniformly convergent in z ∈ (0, `), and it converges exponentially
fast. The corresponding boundary Casimir energy is
〈Hˆ∂ren(t)〉β,R = 〈Ω(R)` |Hˆ∂ren(t)Ω(R)` 〉+
∞∑
n=1
(|β′1|(ωRn )2 − (signβ′1)β1)
2ωRn
[
ψ
∂ (R)
n
]2
eβω
R
n − 1 (A.16)
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where the sum on the right-hand side of (A.16) is absolutely convergent, and it converges exponentially fast.
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