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Substantial interest resides in identifying sensors, algorithms and fusion theories to
detect explosive hazards. This is a signifcant research effort because it impacts the safety
and lives of civilians and soldiers alike. However, a challenging aspect of this feld is we are
not in confict with the threats (objects) per se. Instead, we are dealing with people and their
changing strategies and preferred method of delivery. Herein, I investigate one method of
threat delivery, side attack explosive ballistics (SAEB). In particular, I explore a vehiclemounted synthetic aperture acoustic (SAA) platform. First, a wide band SAA signal is
decomposed into a higher spectral resolution signal. Next, different multi/hyperspectral
signal processing techniques are explored for manual band analysis and selection. Last, a
convolutional neural network (CNN) is used for flter (e.g., enhancement and/or feature)
learning and classifcation relative to the full signal versus different subbands. Performance
is assessed in the context of receiver operating characteristic (ROC) curves on data from
a U.S. Army test site that contains multiple target and clutter types, levels of concealment

and times of day. Preliminary results indicate that a machine learned CNN solution can
achieve better performance than our previously established human engineered Fraz feature
with kernel support vector machine classifcation.

Key words: explosive hazard detection, multispectral, synthetic apeture acoustics, deep
learning, convolutional neural network
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CHAPTER I
INTRODUCTION

1.0.1

Motivation

From time to time, real-world problems present themselves, and there are no obvious
solutions. In return, this opens the door to creativity and innovation. Solving these problems is even more critical when they equate to life or death. One such feld that much
time, effort, and resources has gone into is explosive hazard detection (EHD). Sadly, in
some parts of the world, awareness of explosive hazards is necessary for both soldiers and
civilians, which is why detecting explosive hazards continues to be a high priority. In Iraq
and Afghanistan alone, there have been at least 3,275 confrmed deaths attributed to these
hazards [20]. According to the International Campaign to ban Landmines [1], there are
approximately 6,460 people killed or injured each year due to landmines or other unexploded ordinances (UXOs). These statistics stress the need for new sensors, algorithms,
and systems to detect and remove such threats. At the end of the day, detecting explosives
can potentially save many lives, which is why EHD remains important.
Typically, multifaceted systems are designed to detect explosive hazards. The goal
of these systems is to maximize the number of explosives detected while minimizing the
number of false alarms (FAs). Each facet of the system may be confgured to better suit
its environment and specifc types of explosives. Various modalitites are used in an at1

tempt to account for the different environments and varying explosives. To date, numerous
techniques have been explored using sensors such as ground penetrating radar (GPR)
[29, 16, 22], electromagnetic induction (EMI)[22, 2], infrared (IR)[19, 26, 3, 24], visual
spectrum and 3D data [25], and acoustic [7]. Typically, these sensing systems are placed
on handheld, forward-looking (FL), downward-looking or airborne platforms. However,
no golden bullet (a.k.a. single sensor, feature or platform) has been discovered.
In order to design a system to detect explosive hazards, multiple factors must be considered. These factors introduce challenges that must be overcome in order to classify the
hazards. The designers of the explosives are resourceful and use materials they can access,
so the hazards are constructed in many different ways. Not only are they constructed with
different materials, they are also concealed by various means in various environments.
Another obstacle that must be accounted for is clutter within the scene that may resembles the explosives that the system is trying to detect. If the system cannot differentiate
between clutter and an explosive, the system will not be an effective solution. A single
sensing modality is not able to account for all of the challenges that are present, so different modalities are explored in order to understand their advantages and disadvantages. Our
goal is to develop new theories for different sensors and ultimately to fuse these sources.
Herein, focus is placed on one type of threat called side-attack explosive ballistics
(SAEB) using a side-looking vehicle-mounted synthetic aperture acoustic(SAA) platform.
This is an active (versus passive) system that emits an acoustic chirp that covers a specifed
frequency range. The signal refects off a scene, and these refectances are recorded by
a microphone. An image of the scene is then constructed by using the recorded values.
2

Not all objects in the scene will refect the signal in the same way. The hope is that the
targets will posses characteristics that allow them to be detected (distinguished) within the
acoustic signal. By applying computational methods, the characteristics of the targets can
be determined, and then the characteristics can be used to fnd explosives within a scene.
Specifcally, the goal of this thesis is to investigate deep learning (DL) for detection and
discrimination of targets from FAs in SAA. Furthermore, the aim is to determine if decomposing a SAA signal into a multispectral signal for subband DL leads to better performance
relative to full band SAA DL analysis.

1.0.2

Contributions

In this thesis, a SAA signal is explored to determine its suitability for detecting explosive hazards. To date, other work exist for SAA-based SAEB; this thesis takes a different
approach. Herein, I present a method to divide the SAA signal into multiple signals or
subbands. Each subband contains an approximately equal portion of the full frequency
spectrum. From here, methods to qualitatively assess the data are applied to garner an
understanding of the data and domain. Specifcally, the unsupervised, Reed-Xiaoli(RX)
detector and supervised, adaptive-cosine estimator(ACE) detector are applied. The result
of this qualitative and manual analysis is insight into which bands are the most important,
which lays the foundation for a quantitative procedure based on DL. To the best of my
knowledge, the use of DL for SAA-based SAEB has not been done to date, regardless of
full or subband analysis. Specifcally, a convolutional neural network (CNN), which is a
type of DL, is used to learn features and an associated classifer; this is accomplished by us3

ing limited volume and variety data that has a class imbalance problem. Specifcally, there
are far more false alarms than true targets. Of specifc interest is the so-called “curse of
dimensionality” that comes along with multi versus single band signals. There are already
numerous hyper-parameters that need to be learned in a CNN. In this thesis, care is placed
on providing the fewest and most relevant set of bands for the task at hand. Ultimately, the
results of each CNN are examined by means of receiver operating characteristic (ROC)
curve analysis to examine how each CNN performs on experimental data collected by the
U.S. Army.
Over the course of my master’s degree, the following work has been disseminated (both
article published and work pending):
• (conference article: published)
Title: Multispectral Signal Processing of Synthetic Aperture Acoustics for Side Attack Explosive Ballistic Detection :
Reference: B. Murray, D. T. Anderson, R. H. Luke, and K. Williams, ”Multispectral Signal Processing of Synthetic Aperture Acoustics for Side Attack Explosive
Ballistic Detection,” SPIE Defense + Security, (2017)
• (book chapter: under review)
Title: Fusion in Deep Learning for Explosive Hazard Detection and Remote Sensing:
Reference: D. T. Anderson, G. Scott, B. Murray, R. Marcum, and W. Starms, ”Fusion in Deep Learning for Explosive Hazard Detection and Remote Sensing,” Computational Intelligence for Pattern Recognition

The remainder of this thesis is broken down as follows. Chapter 2 examines existing
explosive hazard techniques, an overview of CNNs, and the acquisition of the SAA data.
Chapter 3 is new methods, Chapter 4 is experiments and Chapter 5 is results and discussion.
Chapter 6 is a conclusion and future work.
4

CHAPTER II
BACKGROUND

This chapter exists primarily to give the reader suffcient context for the thesis. It
provides an overview of other EHD schemes while presenting a background to the EHD
approach developed in this thesis.

2.0.1

Explosive Hazard Detection

EHD approaches commonly follow the same methodology (sequence of high-level
steps). The authors of [10] provide a recent overview of EHD practices. Namely, the
authors focus on two specifc systems, FL-GPR and FL-IR. While they focus on these particular technologies, the methodologies discussed are often applied to other EHD solutions,
including the SAEB SAA challenge investigated in this thesis. The authors are able to examine the elements within EHD systems including the data acquisition, data processing,
and computational techniques to analyze the data.

2.0.1.1

SAA Platform

There are a multitude of different sensing modalities and multiple platforms that can
hold the sensors. As a result, there are many possible confgurations for an EHD system.
Generally, the goal is to fnd a confguration that is optimal in a specifc scenario. There is
5

not a one-size-fts-all confguration for every situation, and certain system confgurations
are better suited for particular environments. Much research has been conducted, including
this thesis, to determine the applicability of different confgurations. Within [10], both systems examined are FL systems; however, other than FL systems, another common platform
is that of downward-looking technologies. The authors of [4], [28], and [11] all utilize FL
technologies; whereas, [29] and [23] explore downward-looking technologies. Each of
these platforms are feasible in certain situations. However, FL systems tend to be a more
attractive option because of their ability to sense a location from a greater distance than
that of DL systems. An example of a FLGPR platform can be seen in Figure 2.1.

Figure 2.1
Example experimental U.S. Army research platform for FLGPR.

One way to determine a suitable collection platform is to establish the type of scenario
for the desired system. In this thesis, the interest resides in explosives that are located to
6

the side of a vehicle as opposed to the front of it because this is a pressing need. Whereas
acoustics are used herein, other side-looking modalities exist. For example, in [8] and [21]
side-looking voxel space radar is used. Herein, the experimental research platform and
corresponding data is provided by the U.S. Army RDECOM CERDEC NVESD. Table 2.1
are the specifcations of this platform, and Figure 2.2 shows the data collection platform.
Further information on this platform can be found in [17].
The system explored in this thesis operates in a pulse-echo mode and is completely
in the sonic regime using a 2 − 17 kHz linear chirp. The system includes differential
global position system (DGPS) and inertial measurement unit (IMU) confguration affording accurate positioning and the means for motion compensation. Figure 2.2 shows the
experimental NVESD test platform.

2.0.1.2

Data Processing

After data acquisition, the raw sensor data must be processed so that it is in a workable
format. The type of data will determine the type of processing that the data must undergo.
For example, [10] describes a backpropagation for radar data to create images.
The data provided by the U.S. Army RDECOM CERDEC NVESD has to undergo
processing before it can be beamformed and an image produced. In fact, the input signal,
s, requires several layers of processing before it can be used for beamforming. First, the
one-dimensional input signal is reshaped into a two-dimensional signal, ŝ, of size n × m,
where n is the number of samples in a pulse, and m is the number of pulses. As can be
seen in Figure 2.3, the direct coupling between the speaker and the microphone dominates
7

Table 2.1

Specifcs of the SAA Platform
Parameter

Nomenclature

Wave Propagation Speed

c

Center Frequency (geometric mean)

fo

Estimated Value
343 m/s
5.83 kHz
(2 kHz thru 17 kHz)

λo =

Wavelength

c
f

1.72e-1m thru 2.29e-2m

Tc

10 ms

Signal Bandwidth

BW = f2 − f1

15 kHz

Slant Range Resolution

δrange =

c
2BW

0.013 m

Chirp Length

D

Aperture Length
Azimuthal Resolution

δa zimuthal =

0.12 m
D
2

0.06 m

PRF

25 Hz

v

.2 m/s

v
P RF

0.008 m

Tranceiver Height

h

2.21 m

Depression Angle

α

25◦

Xs

6.5 m

Pulse Repetition Frequency
Vehicle Speed
Azimuthal Sample Spacing

Δv =

Swath Width

80 kHz

Sampling Rate

16 bit

Sampling Resolution
GPS/IMU Sampling Rate

100 Hz

GPS/IMU Accuracy

< 1cm
8

Figure 2.2

Data collection platform. (left) Perspective view of the vehicle mounted acoustic imaging
system and (right) transceiver components–a Pyramid speaker, Pacifc ACO microphone,
Trimble DGPS, Applanix IMU and Logitech USB camera.

the signal input signal. By taking the mean of each sample index, i, in (1, n), across
all m pulses, an average pulse p can be calculated. This average pulse, p, is the direct
coupling signal, as well as self-signatures from refections off the vehicle or transceiver
mount. The average pulse, p, can now be subtracted from each m pulse in ŝ to create s̃.
Closer inspection of Figure 2.3 reveals refections off objects in the scene.
The signal s̃ is then reshaped back into a one-dimensional signal, s̈. The next step
is to convolve the signal s̈ with the transmitted chirp, C[17]. Using the entire frequency
spectrum of the transmitted chirp, this new pulse compressed signal, c, has signifcantly
9

Figure 2.3
Two-dimensional representation of the collected data. X-axis are samples for the vehicle
moving down the road and the y-axis is standoff distance to the vehicle. Lower y-axis
indices (e.g., 250 versus 3, 500) are closer to the vehicle. (left) The original raw data.
(right) Data after self-signature removal. Note, a target is present in the center of this
image (approximately y-axis [2, 000, 2, 500] and x-axis [180, 220]).

10

increased signal to noise over s̈. Next, the signal is used to create a beamformed image.
The image is a spatial representation of the scene. Now, an entire lane can be visualized
at less than a centimeter ground sampling distance, and computational methods can be
applied to determine if an explosive device exists within the scene.
It is common practice to break down the computational methods applied to the data
into three phases. The frst step is the prescreener. A defnition for a prescreener can be
found in [10]. A vast amount of data is produced by the sensor(s). One way to account for
the large amount of data is to have a simple algorithm, a prescreener, sift through the data
and identify areas of potential targets. A prescreener’s goal is to detect all of the targets
even if it is at the expense of having a high FA rate (FAR). This allows for the elimination
of a large portion of the data. Once these areas are identifed, the next phase typically
involves extracting features from the data. A feature is a characteristic of the targets that
exist within the data. The hope of a feature is that it is able to differentiate a target from
other elements of the scene. Once the features have been extracted from the data, the fnal
phase is to train a classifer that can be used to classify unknown data.
In the past, the SAA data has been subjected to the conventional EHD practices, including the use of a prescreener, feature extraction, and a classifcation technique. Specifcally,
the prescreener that is applied to this data is described in [6]. The prescreener outputs
potential target locations. After the potential target locations are found, features are then
extracted from the remaining data, and a classifer is implemented. The group of extracted
features are known as the frequency and azimuthal (Fraz) features [7]. The idea is to extract
features via various Fourier approaches that make frequency information (in the context of
11

angle) more explicit (via decomposition). However, feature (thus frequency and angle)
selection is left to the classifer, a kernel support vector machine (SVM) classifer. In addition, manual analysis of Fraz is conducted looking for nulls, high energy and structure
(with respect to angle versus frequency). Also used is a common feature selection approach
based on analysis of the absolute value of the SVM weight vector terms with respect to a
dot product kernel (a procedure that is more challenging for other kernels). The point is,
there is evidence, be it empirical and nothing conclusive, that some frequencies are more
important than others with respect to SAEB detection and/or context. This makes sense, in
a physics respect, as certain ”confusers”, e.g., bushes, respond more in some bands and targets resonate better in other bands. However, this is a very complex process that depends
and varies with respect to factors like target geometry, materials and emplacement. The
need to better resolve what information in Fraz is important motivated the current work.
The idea is to not leave feature (frequency here) selection up to the classifer but to manually investigate which bands are the most relevant and then train our algorithms on them to
improve detection and generalizability.
In summary, EHD processing can typically be broken down into a few different phases.
These phases include data acquisition, processing the raw data, building a prescreener,
feature extraction, and target classifcation. To date, no perfect EHD system has been
identifed, which is why different confgurations continue to be studied.

12

2.0.2

Deep Learning

DL is a research area that continues to pique massive interest. Traditionally, features
from the data are “human derived.” However, focus is shifting to machine learned features, and this is how most DL strategies are being applied. This is not a revolutionary
idea, numerous works over the years have learned some if not all of a feature. However,
recent advances in computing hardware (e.g., graphical processor units, high performance
computing, etc.) have injected a new life into old ideas and spawned new ones. A recent
review of deep learning with respect to remote sensing can be found in [5]. State-of-the-art
DL methods include, recurrent neural networks (RNN), auto-encoders (AE) and CNNs.
In an RNN, the concept of memory is present as the data propagates through the network
again. A common application for RNNs is speech analysis [12]. The AE, an unsupervised
method, generally attempts to reduce the dimensionality of the unlabeled data by learning
effcient codings of the data [5]. An AE can be divided into two parts, an encoder and
decoder. An encoder attempts to reduce the dimensionality of the data while retaining the
necessary information for the decoder to reconstruct the original data. Last, CNNs are a
powerful tool that are commonly used in image classifcation tasks (which includes hyperspectral image classifcation [15]). CNNs are motivated by the human visual system,
and the general consensus is the deeper the network the greater the ability to model more
complex visual and semantic information. A key component of CNNs is convolution and
operators like pooling, rectifed linear units (ReLU), and ultimately multi-layer perceptron
(MLP) classifcation.

13

2.0.2.1

Convolutional Neural Networks

As of today, it is hard to talk about DL without referencing CNNs. As of late, CNNs
have garnered much popularity because of their success with image processing. By looking
inside a CNN, various layers are exposed; each layer may perform a different mathematical
operation. Common layers include convolutional, rectifed linear unit(ReLU), pooling, and
batch normalization. The goal of the CNN is to learn the features within the data. This
is accomplished by dividing the training data into different batches and propagating them
through the network. Each batch may propagate through the CNN multiple times, and
each pass through the network is called an epoch. The data propagates by each layer
performing one of the operations on the data and passing it to the next layer within the
CNN. In practice, the frst layer of the network is the input layer (IL), and the last layer is
the output layer (OL). All of the layers between the input and output layers are called the
hidden layers (HL). The arrangement of the layers is referred to as the architecture of the
CNN. There can be any number of hidden layers between the input and output layers. The
number of layers in an architecture refers to the depth of that CNN.
The purpose of each layer within a CNN is different, which is why various layers
are used. One layer, in particular, is the convolutional layer. The operation performed
within this layer is convolution. In order to perform convolution, there must be two signals
present. Within a convolutional layer, one signal is the input data, and the other is the flter
being learned. The input data is referred to as the input feature map. This layer performs its
operation by sliding the flter across the input feature map and convolving the two signals
at each desired point to produce an output. Figure 2.4 illustrates the convolution operation.
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The result of the different convolution operations is then passed to the next layer in the
network. Each layer will generally possess user defned parameters that must be tuned
to produce the best results, and the convolution layer is no different. The user defned
parameters include the size of the flter, stride, and padding. The flters will be of size
K1 × K2 × D. Each convolutional layer may have different values for the learned flters;
however, D of the frst layer will be fxed to the size of the data. Another parameter to be
defned is the stride, the stride defnes which points of the input feature map are convolved
with the learned flters. The authors of [9] point out that it can be thought of as a method to
subsample the data. Lastly, padding is a strategy to also convolve the flters with the edges
of the input feature map. Basically, zeros are padded around the edges of the input feature
map so that the learned flters can be applied to the edge samples within input feature map.

Another popular CNN layer is the ReLU. It is common practice for a ReLU layer to
follow a convolutional layer in order to apply a nonlinear function to the data. Equations
2.1 and 2.2 describe the mathematical operation performed in the ReLU layer.

y = max(0, x);

(2.1)

y = max(0, w t x + b)

(2.2)

Essentially, equations 2.1 and 2.2 accomplish the same task. The authors of [9] expose
that the operation performed at the convolutional layer is an affne transformation which
makes equation 2.2 a better descriptor of the operation that is occurring in the ReLU layer.
15
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Figure 2.4
Demonstration of the mathematical working of a convolutional layer. The green matrix is
our single channel input. A stride of one is used and no padding is applied. The red
matrix is the output. The four other matrices show the local convolution area (yellow).

As the data propagates through the CNN, it is sensible to reduce the size of the data,
and the purpose of the pooling layer is to reduce the size of the data. The reduction is
accomplished by combining the elements within a region by using a specifed mathematical operation. A popular operation is to take the maximum value within a region. Like
the convolutional layer, pooling requires user-defned parameters as well, including which
mathematical operation to use and the size of the region to pool. Figure 2.5 illustrates a
max pooling operation.
Last, batch normalization is also a popular layer found in the architecture of a CNN.
A CNN generally operates by making use of stochastic gradient descent (SGD). As mentioned in [13], SGD is susceptible to vanishing gradients. Although methods are in place
16
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Figure 2.5
Demonstration of the mathematical working of a max pooling layer. The orange, 4 × 4
matrix represents the input. The yellow, shaded area are our areas of operation and the
red, 2 × 2, matrix is the result of the layer.

to mitigate this problem, i.e. ReLU and different initialization strategies, [13] claims that
their method of batch normalization is able to effectively account for the aforementioned
problems associated with vanishing gradients. The technique proposed by [13] applies a
normalization to the layer inputs. For example, before each ReLU layer, a batch normalization layer may be applied, so that the data is normalized before passing through the ReLU
layer. Also, [13] claims another beneft of this method is a speed-up in training time; as
this holds true, it becomes an attractive operation when increasing the dimensionality of
the data as more values need to be learned within the CNN.
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After examining the inner workings of a CNN, it can be deduced that determining the
architecture and parameters within the CNN is not a trivial task. Instead of starting from
scratch, it is common practice to use architectures that have already been developed. The
authors of [5] mention several popular architectures, including LeNet, AlexNet, ZFNet,
GoogLeNet, and DenseNet. After choosing (or self designing) an architecture, the userdefned parameters can be tuned to suit the data at hand.
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CHAPTER III
NEW METHODS

This chapter presents the methods utilized to create the subbands and to qualitatively
and quantitatively assess them. Chapter 3 begins by describing the method used to create the subbands from the original signal. Next, the multi-spectral techniques used for
qualitatively analysis are examined. Last, the CNN is described with respect to this thesis.

3.0.1

Subband Generation

Before any analysis can be performed on the subbands, they must be generated. To
create subband signals, the original chirp C is modifed using a 3KHz Hanning window.
The original chirp is multiplied by the Hanning window centered at 2.75KHz to create a
new chirp, Ĉ1 . This new chirp only contains spectral information and phase of the original
chirp between 1.25KHz and 4.25KHz. The remaining chirps in the bank, Ĉ2 to Cˆ10 , are
created in the same fashion as Ĉ1 , with the Hanning window center increasing by 1.5KHz
per bank chirp index. Figure 3.1, shows how all ten unique chirps were created.
The signal s̈ is convolved with each chirp in the bank, Ĉ1 to Cˆ10 , to create ten new signals. Each of these signals represents a pulse compression using a subband of the original
2KHz-17KHz bandwidth. Due to the Hanning window technique used to build the bank of
chirps, the convolution of any transmitted signal is shifted to the same index in the output
19

Figure 3.1
Graphical illustration of how the bank of subband chirps is created. The values of the
original chirp are multiplied by the magnitude of the associated Hanning window to
create a new subband chirp. The window is then translated to a new position where it is
again multiplied by the original chirp to create a new subband chirp. This process is
continued until all subband chirps are created.
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signal. Figure 3.2 illustrates how the convolution produces ten signals. Next, each signal
in the bank is used to create a unique beamformed image in a stack. Each image in this
stack is a spatial representation of the scene with respect to a single subband of frequencies. Therefore, an entire lane can be analyzed at a centimeter ground sampling distance to
determine which subbands of frequencies are most useful for target detection and clutter
rejection. Figure ?? shows a target and its corresponding ten subbands.

Figure 3.2
Graphical illustration of how data is convolved by the individual subband chirps to create
ten unique signals. (left) Sampled data with self signature removed. (right) The output of
convolving the original signal with the bank of subband chirps. Because of the care taken
when producing the bank of subband chirps, the maximal convolution results are always
near index 400 in this example.

Furthermore, with respect to this thesis, one last step is needed for the data to be in a
workable format. The SAA signal contains magnitude and phase information, which is an
abundant amount of information to process. As a result, an approach is taken to simplify
data. With respect to this thesis, the interest lies within the energy at each spatial location.
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As such, the Hilbert transform is used. The Hilbert transform of the real-valued SAA
signal results in a complex-valued helical sequence, often referred to as the analytic signal.
In order to obtain the desired signal energy information, the amplitude of the complexvalued Hilbert transform result is taken. Figure 3.3 shows the raw versus absolute value of
the Hilbert transformed SAA signal.

Figure 3.3
Image on the left contains the phase and magnitude of the return. Image on the right is its
Hilbert transformed signal.

In Figure 3.4, the Hilbert transform of the ten extracted subbands for a target is shown.
After the Hilbert transform is performed on the data, computational methods are applied
to determine the applicability of the subbands.

3.0.2

Qualitative Analysis

Upon initial visual/manual inspection of the subband SAA data, the targets’ shape appears to be better represented within a subset of the subbands. This confrms the original
22

Figure 3.4
Absolute value of the Hilbert transform of the ten sub-bands for a target in a bush. The top
row is bands one to fve, from left to right, and the bottom row is bands six to ten. Note,
the higher (frequency) bands are more cluttered with background (bush) information.

hypothesis that the targets should be more apparent in some subbands than others. In order to determine which subbands may be the best descriptors of the targets, a qualitative
analysis is performed. This analysis consist of applying different multispectral algorithms
to the subband data. A good recent review of low-level multi and hyper spectral methods
is [18]. The two algorithms implemented here are the ACE detector and the RX detector;
they can both be found in [18].
The frst method implemented is the ACE detector. In ACE, a known target signature
is used. Different target signatures are explored, and analysis is performed on different
combinations of bands relative to the desire to maintain strong peaks (similarity) at locations where there are targets versus non-target data. One strength of ACE is that it helps in
situations where the correct target signature is known, but its energy is off by some scalar
multiple (e.g., in VNIR the desired object could be in a shadow or data could be from dif23

ferent times of day). However, the range attenuation is already accounted and compensated
for within the SAA data. The ACE detection scheme is

y=

2
(sT Σ−1
b x)
.
T −1
(sT Σ−1
b s)(x Σb x)

(3.1)

In Equation 3.1, there are multiple variables that must be defned in order to utilize this
detector. To begin, the variable, s, must be defned as the signature of the known target
that is being sought. Ultimately, this is the signature in which each of the unknown sample
signatures is being compared. This is the only variable that will remain constant across
each iteration of the detection; however, it can be changed if trying to fnd a different target
signature. Each iteration of the detection must also defne two other variables. Within this
equation, the x is simply defned as the unknown sample signature. Essentially, each unknown sample will be compared to the known sample signature by means of ACE. Lastly,
1
the variable Σ−
b is defned as the covariance matrix of the background. Furthermore, in

order to determine the background, a window is extracted around each sample, and a user
defned buffer is removed from this window. The hope is that by removing a buffer any
target information is also removed; thus, no target information is included with the background.
Next, a version of the RX anomaly detector is implemented. In order to explore the
data, the RX detector is applied to different combinations of subbands, including all of the
subbands (i.e. full band). This exploration allows for the identifcation of combinations
of the subbands that result in cleaner identifcation of targets versus the environment and
clutter. However, the RX detector is unsupervised, and it does not use any known target
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signature. Thus, the RX detector is an anomaly detector. Equation 3.2 describes the RX
detector.
y = (x − µb )T Σ−1
b (x − µb )

(3.2)

This equation works similarly to the ACE detector (Equation 3.1). However, one exception
is the RX detector does not use a target signature. After close examination, this detection
scheme utilizes the Mahalanobis distance equation to determine if the sample under investigation is an anomaly. Within equation 3.2, the x represents the unknown sample
1
signature. Both µb and Σ−
b are calculated from the background values. The background is

determined in the same way that it is found using the ACE algorithm. A window around
the each unknown sample is extracted from the data, and a user defned buffer around the
sample is removed from the extracted window. From the background, the mean, µb , and
1
the covariance matrix, Σ−
b , are computed.

To further elaborate on the visual analysis, both of these algorithms are applied to the
data. Different parameters were investigated for both detection methods. Besides using
different combinations of subbands, different window and buffer sizes are tried for both
the ACE and RX detection schemes. With respect to ACE, different target signatures are
evaluated. In Chapter 4, the results of ACE and RX detectors will be further discussed with
respect to which subbands are selected for experimentation with the quantitative analysis.
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3.0.3

Quantitative Analysis

Once the qualitative assessment is completed, the quantitative analysis can begin. The
remainder of this chapter explains the methods to quantitatively assess the data, including
the formatting of the data and a description of the CNN.

3.0.3.1

Data Description and Window Extraction

The CNN for detecting SAEBs depends on the SAA platform and experiment specifcs.
As such, the data collection, sampling rates, window extraction and other parameters necessary to understand the following CNN architecture will now be outlined.
In the experiments, data is collected by NVESD at a U.S. Army test site. The data set
contains different days, times of day, targets with varying metal content, size, shape, angle
in relation to the vehicle, and targets are hidden in places like bushes for obscurement. The
spatial distance between each of the samples is approximately 5mm. The frst lane, referred
to as Lane A hereafter, has 20 targets in the open (i.e., no concealment). The second lane,
Lane B, has 36 targets that are concealed in various ways, e.g., placed in a bush. Lane A is
21.385 × 483.865 meters, and Lane B is 22.275 × 530.59 meters. Lane A is used to train
our algorithms, and Lane B is used for testing. Lane A is too simple, and it is not worth
conducting additional analysis.
Overlapping windows of size 201 × 201 pixels are extracted from the data; this is
approximately a 3.3 × 3.3 foot window. This is enough area to capture the targets and
limited local context. Since the windows are overlapping, this also ensures total coverage
of a lane. I do not process each location in the data as one might do with a standard “human
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engineered” approach. In a CNN, the object of interest does not need to be perfectly
localized in the center of the image.

3.0.3.2

CNN Description

The big question is what is the “optimal CNN” to process the data? Sadly, determination of the optimal model, i.e., how many layers, what operations (neurons), etc., is currently an unsolved problem. As such, the deep CNN architecture proposed by Krizhevsky
et al. in [14], which won the classifcation and localization tasks of the ImageNet Large
Scale Visual Recognition Challenge 2012, is used herein. Its architecture can be seen in
Figure 3.5. The Krizhevsky architecture consists of fve convolutional layers, some of
which are followed by ReLU activations, response normalization, and max pooling, followed by three fully connected layers. The last fully connected layer is fed to a 1,000-way
softmax function. Necessary modifcations are applied to this architecture to produce better results, and the modifcations are further discussed in Chapter 4. The CNN coding and
training is accomplished using MatConvNet [27].

Figure 3.5
Deep CNN architecture proposed by Krizhevsky et al in [14].
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CNNs are often used for classifcation in grayscale (monochromatic) imagery. CNNs
are also often used to process RGB (color) data-which simply requires us to extend the
spectral dimensionality of our frst convolutional layer flters. However, when moving
to multi- and hyper-spectral imagery, the curse of dimensionality can (and often does)
become the bottleneck. Specifcally, it is well-known that DLs generally require massive
amounts of data. However, it is less appreciated that large volume data is not equivalent to
large diverse data. Diversity is needed to ensure that the various network parameters can
be approximated, and volume is needed to make sure that each are visited (encountered)
enough to support their learning. Classifying RGB imagery allows for researchers to use
pre-trained DLs (e.g., GoogleNet), trained on a massive collection of image data. Whereas
it is common to use large sets of RGB imagery to train conventional DLs, there is no such
privilege of a data set for SAA-based SAEB detection. One big concern with this thesis
is having enough data to suffciently address the spatial dimensionality, inner class target
and emplacement variations. The point is, moving from small and not as diverse data with
one dimension (full band) to ten dimensions, can a quality CNN be trained? This is one
motivating reason for producing ten (multi) versus hundreds of bands as in hyperspectral.
This is also a motivating reason for trying to select bands to reduce the size of the inputs and
networks. Overall, the spatial window sizes, number of flters, strides and MLP parameters
are all manually adjusted in the search for the “best” CNN.
Additionally, there is a noticeable imbalance in the number of instances per class. There
are very few targets and a much larger number of FAs, e.g., tens versus thousands. This is
due to the problem domain and the cost encountered in collecting rich well-grounded data
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sets of various targets in different emplacements. It is not possible to request thousands of
more target examples. In DL, researchers often do data imputation to increase the number
of instances for training. Common operations include image contrast adjustment and affne
transformations, e.g., rotation. No assumptions about legitimate transformations on the
data are made. The goal is to see how far I can go using just the raw, limited data before
any synthetic data and/or modifed inputs are utilized. Herein, the number of targets is upsampled, such that they are proportional in volume to the second (FA) class. The governing
cost function works on the basis of minimizing the sum of errors on our training data. By
up-sampling our target data the cost function is balanced such that it is approximately 50%
target/other. This has a noteworthy positive impact on training.
Last but not least, batch normalization is used. This is debatably one, if not the most,
important operations encountered. It is important to both the quality of the solutions found
and also the convergence time of the network. The recommendations of the authors of
batch normalization, [13], are followed and batch normalization layers are added directly
after ReLU activation.
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CHAPTER IV
EXPERIMENTS

In this chapter, a qualitative and quantitative analysis is provided for SAEB from SAA.
The qualitative experiments are performed to gain a deeper understanding about which
bands (frequencies) are more useful than others. By useful, this means that selected bands
contain better information (and thus have a higher discrimination potential) regarding target versus noise, environment and clutter. In the future, these results can be connected
to simulations and/or external knowledge regarding which frequencies one might expect
these targets to resonate. However, as SAEB can occur in a variety of environments, environmental conditions, emplacements, occlusion, etc. and signifcant inner class variation
exists for a SAEB, the approach taken herein is that of experimental. That is, data sets are
captured, and the aim is to see what can be discovered via machine learning. Initially, the
aim is to make as few of assumptions as possible about features and processing strategies.
Otherwise, algorithms for automated band or band group selection could be used. Herein,
ACE and the RX detector are used as basic tools to manually analyze the data.
Next, a quantitative analysis is provided via deep learning based on the qualitative
fndings. Ultimately, the goal is to develop an automated system. However, there is no
desire for a black box solution. This is the initial reasoning for taking the intelligent route
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of not passing the full band or every possible combination of subbands to the CNN. In
the end of this thesis, a comparison is made as a sanity check between the deep learner’s
preference and the fndings of the qualitative analysis. Again, SAEB from SAA is in its
infancy stages. The goal is to not only develop solutions, but also to reverse engineer
information about the problem domain to advance this effort.

4.0.1

Qualitative Experiments

Initial visual analysis of the individual subbands revealed that a few bands possess
higher discriminatory potential than others (see Figure 4.1). Within this group, it can be
argued that subbands {2, 3, 5} look the “cleanest” (most centrally located, grouped together
and have minimal surrounding non-target energy). While a single target is shown in Figure
4.1, the vast majority of our target data collected shares this general trend.
Both the ACE and RX detector are implemented and applied to the various subbands.
Different window and buffer sizes are used. Regardless, the ACE detector does not shed
any comprehensive or useful light on which subbands are the best for target discrimination. Specifcally, single pixel/sample ACE is used. However, the targets span multiple
pixels, and their spectral information spatially varies. Multiple strategies are used to select a high quality single sample to use in ACE. Knowing the ground truth information,
the approximate location and size of the target is known within the data. By examining
the results of ACE, low evidence of targets is found within the target regions, and high
evidence of targets is found in off-target regions, which leads to FAs. In addition, ACE is
extended to multiple pixel ACE by extracting and unrolling image subwindows. However,
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Figure 4.1
Visualization of all ten subbands for a randomly selected target. Black rectangles
highlight the visibility of our target in the subbands on the top row (lower frequencies).

that pathway also failed to produce any meaningful results, and it also came at a noticeable computational cost. As nothing comprehensive is ultimately discovered, an in-depth
analysis and exhaustive description of ACE is not provided.
On the other hand, the RX detector yields viable results that lead to the identifcation
of useful subbands. Different window and buffer sizes are also applied with respect to this
detector. The most effective combination is a window size of 201 × 201 pixels and a buffer
size of 19 × 19 pixels. As there are many combinations to run and show, only the best
discovered RX results are shown here to save space (see Figure 4.2, Figure 4.3 and Figure
4.4). It can be reasoned, based on visual evidence, that the higher frequency subbands, i.e.
{6,7,8,9,10}, contain substantially more noise/background, whereas the lower frequencies,
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i.e., {1,2,3,4,5}, possess more useful and focused target information. This is consistent,
per se, with the visual analysis of the raw data above, which appears to indicate usefulness
in bands {2, 3, 5}.

Figure 4.2
Results of RX detector with respect to all ten subbands.

4.0.2

Quantitative Experiments

In this subsection, CNN experiments are reported relative to the subbands that are identifed in the above section. At that, different random network parameters (e.g., numbers
and sizes of convolution masks) and initializations are explored–relative to the selected

33

Figure 4.3
Results of RX detector with respect to subbands 1, 2, 3, 4, and 5.

AlexNet CNN architecture. Specifcally, it is discovered that a 11 × 11 spatial size works
best in the frst convolution layer (0.18 × 0.18 feet2 ). The CNNs are trained until they
appear to converge, and also pre-mature convergence is tried in an attempt to mitigate
overftting. This is done by recording the parameters at each epoch. The convergence plot
is later analyzed, and the CNN parameters at a specifc epoch are selected. As already
stated, it is initially not clear how many bands should be created, e.g., fve, ten, two hundred, etc. Ten bands are produced based on the sampling resolution of the acoustic system
and the desire to not exacerbate the spectral curse of dimensionality. With ten subbands,
there are an overwhelming number of CNNs that could be designed for the numerous com34

Figure 4.4
Results of RX detector with respect to subbands 2, 3, and 5.

binations of subbands. These designs include 10 CNNs for 10 individual bands, CNNs
for 10-choose-2 tuples, CNNs for 10-choose-3 tripples, etc. For sake of tractability, the
focus here is on (i) full band signal (the 2 to 17KHz interval), (ii) its ten dimensional multispectral signal counterpart, (iii) bands 1 to 5 (based on qualitative assessment), (iv) bands
{2, 3, 5} (based on qualitative assessment) and (v) band 3 (based on visual assessment).
Based on these combinations, the data is applied to two, slightly differing CNN architectures, one with and one without batch normalization. Last, based on the above experiments,
one more additional experiment is added, the combination {2, 3, 5, full band}. As stated
in the last chapter, each CNN is trained on Lane A (targets in the open), and then each is
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tested on Lane B (concealed targets). No analysis is provided for re-substitution on Lane A
as the targets were clearly distinguishable and the results are therefore nearly perfect (and
of little-to-no use). Figure 4.5 illustrates the frst CNN architecture ran.
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Figure 4.5
Illustration of the frst CNN architecture explored. Each type of layer is assigned a
different color. Additionally, parameters are displayed (where appropriate). Thus, the frst
convolution is of size 11 × 11 spatially and there are 96 flters. Also, max pooling is of
size (spatially) 3 × 3 and the number of MLP neurons are shown.

After applying the data to the CNN in Figure 4.5, it is observed that no convergence
could be obtained for the 10-dimensional subband case. This is counterintuitive because
the full band signal previously provided encouraging results via Fraz features, and conver-
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gence is acheived in most other subband cases. So, in an attempt to counteract this issue,
batch normalization is used (see Figure 4.6).
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Figure 4.6
Expansion of the CNN in Figure 4.5 for batch normalization layers.
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CHAPTER V
QUANTITATIVE RESULTS

This chapter exists to quantitatively explore DL for SAEB in SAA. Specifcally, different avenues are explored. First, different band combinations are selected and evaluated.
Second, band selection is compared to a single (aka full) band solution. Last, the CNN
architecture and hyper-parameter selection (including batch normalization) are evaluated.
The frst experiment makes use of the CNN architecture in Figure 4.5 (i.e., no batch
normalization). Again, these parameters (convolution flter sizes, pooling operator and
sizes, etc.) are obtained via manual variation and experimentation. In Figure 5.1, performance is evaluated relative to ROC curve analysis. In ROC curve analysis, the focus of
investigation is on a single parameter, and for different parameter selections, a positive detection rate (PDR) and FAR is obtained. Herein, the parameter is the output neuron value
of the CNN for the target. Thus, a ROC can be formed by considering different thresholds
on this output value. Each threshold results in the binary decision of a target or not a target.
A scoring halo of 0.25 meters is used, and this is based on input from our funding agency.
A scoring halo is the acceptable region in which a target may be classifed. The y-axis
describes the PDR with a score between 0, no detected targets, and 1, all targets detected.
The x-axis is the FAR, which is the number of non-targets classifed as targets, in terms of
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false alarms per meter squared (FAPMS). The x-axis is converted to FAPMS to effectively
compare ROCs of different experiments. Figure 5.1 shows the results of this experiment.

Figure 5.1
Result of different CNNs (each has a different set of bands) trained on Lane A and tested
on Lane B. The CNN architecture is reported in Figure 4.5. The magenta curve is the full
single 2 to 17kHz signal, cyan is this full band converted into ten bands, red is the frst
fve bands, green is bands 2, 3 and 5, and blue is just the third band. The y-axis is the PDR
and the x-axis is the FAR (in FARPMS).

As Figure 4.5 shows, the full, 2 to 17kHz, signal outperforms all the other band combinations. The CNN with the combination of subbands {2, 3 and 5} is close in performance.
However, all other subband combinations perform drastically lower, and the combination
with all ten subbands performs the worst. In general, excluding the CNN with combination
{3}, lower CNN performance appears to be relative to more input subbands. As reported in
[7], the Fraz-SVM solution, based on the 2D discrete Fourier transform, outperformed all
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pre-screeners to date. The Fraz-SVM solution is able to obtain approximately 95% PDR at
a FAR of 0.1 and a 90% PDR at a FAR of 0.02. On the other hand, the best CNN obtains
a result of 100%, which Fraz-SVM did not obtain, at approximately a FAR of 0.015 and a
90% PDR at a rate of 0.01. This is a noteworthy increase in PDR and FAR performance
relative to prior work, i.e., moving from a “human derived” feature to a machine-learned
solution.
From the ROC curves alone, it is diffcult to understand what is happening, such as why
the full band CNN outperforms the other solutions. To further understand the solutions,
re-substitution is performed on the combinations {{2, 3, and 5 } and {1, 2, 3, 4, 5}}. It
is observed that a near perfect ROC curve at more-or-less zero FAR is achieved during
training with fast convergence. This is evidence that the CNN is overftting with respect
to these subband combinations, and as a result it fails to generalize to the test data. In
this respect, an argument can be made that dividing the full band into subbands exposes
additional cues or patterns that are not related to the target but perhaps the emplacement,
environment or even the platform. This may ultimately lead to the overftting of training
data, and the failure to generalize to the test data. However, this is just evidence; additional investigations need to be performed to shed light onto what the CNNs learned, e.g.,
possibly a deconvolutional CNN [30].
The next experiment, which expands on the previous results by including batch normalization layers, is reported in Figure 5.2.
Figure 5.2 tells a different story. Within the CNN, inserting batch normalization layers
directly after the ReLU layers improves the CNN convergence and performance on the test
40

Figure 5.2
Result of different CNNs (each has a different set of bands) trained on Lane A and tested
on Lane B. The CNN architecture is reported in Figure 4.6 (batch normalization
included). The magenta curve is the full single 2 to 17kHz signal, cyan is this full band
converted into ten bands, red is the frst fve bands, green is bands 2, 3 and 5, and blue is
just the third band. The y-axis is the PDR and the x-axis is the FAR (in FARPMS).

data. Again, batch normalization helps with problems such as the vanishing gradients and
internal covariate shift dilemmas. As Figure 5.2 shows, all CNN solutions are dramatically
improved with respect to the PDR and FAR. In addition, a new combination, {2,3,5, full
band} is tried. This combination is not without reason. Although the full band solution still
performs extremely well, so does the combination of {2,3,5}. The new combination,{2,3,5,
full band}, is operating on the premise that perhaps {2,3,5} possess most of the information
needed for classifcation at a relatively low dimensionality, but the {2,3,5} combination
lacks some discrimination capability for some targets that the full band can provide. As
Figure 5.2 shows, this four band group combination is the top performer at more-or-less
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every FAR, and it reaches 100% PDR faster than the single full band or the {2,3,5} subband
combination.
In closing, this quantitative results section shows promise with respect to using DL for
SAEB in SAA. Despite having a limited amount of data to run experiments, DL is able
to obtain far greater ROCs than the previously, manually designed Fraz-SVM approach.
Furthermore, it is observed that batch normalization is critical with respect to converging
faster and generalizing better. This can be attributed to the theory of improved training by
mitigating the challenges of vanishing gradients and internal covariate shift suggested by
the authors of [13]. It is also noticed that increasing the number of subbands, thus increasing spectral dimensionality of the input, can lead to lower performance, which is expected.
This can happen for a number of reasons, such as the estimation of more hyperparameters,
which requires higher volume and variety data.
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CHAPTER VI
CONCLUSIONS AND FUTURE WORK

In closing, this thesis is preliminary research into CNN-based SAEB detection with
respect to wide band SAA and multispectral SAA data. In particular, common techniques
are exploited from hyperspectral signal/image processing to help manually understand and
identify bands. Based on this analysis, two sets of CNNs with differing architectures are
trained multiple times with random network parameter initializations. The best results
are found by taking the solution before the network convergences to mitigate overftting.
Whereas initial band analysis revealed that some bands could possibly be thrown away, the
experiments suggest otherwise. The general trend for the frst CNN architecture, without
batch normalization, is that the more bands the lower the ROC curve performance. It is believed that the increased spectral dimensions degrades the CNNs ability to learn the flters.
By adding batch normalization layers, signifcant convergence and classifcation performance is obtained. Ultimately, the DL results presented beat the previously established,
manually identifed Fraz-SVM system, and the best CNN is the combination {2,3,5, full
band}. Whereas some questions are not yet answered, the experiments support the claim
that CNNs might indeed be a useful tool for SAA-based SAEB target detection.
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In future work, research will continue on CNN-based SAEB detection from multispectral SAA signal data. There are multiple factors to be addressed in the continued research.
Specifcally, more data will be sought in order to evaluate the system over more environments, targets, environmental conditions, etc. Second, transfer learning will be investigated to help migrate a solution learned on one domain to another (something will occur
often in deployment of such a system for EHD). Third, continued efforts will explore the
number of necessary subbands. Fourth, other CNN architectures and other DLs will be
explored. Fifth, an investigation to select bands or group bands with a NN method will be
conducted. Sixth, within this thesis, MatConvNet is used to implement the CNN; instead,
the popular TensorFlow will be explored because of the differences in training algorithms
and implementation. Seventh, methods like deconvolutional CNNs will be explored in order to visualize what is learned, which in return can help in the design of the system and
ultimately how much trust can be placed in what is learned.
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