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The demands on the central TPC operated at a 
future linear collider exceed the performance of 
existing TPCs by up to one order of magnitude. 
Consequently, existing readout techniques have to 
be largely improved.
The approach followed up in this thesis is to match 
the granularity of the charge collecting anode to that 
of the gas amplifi cation stage by usage of a bare pixel 
chip (Timepix) as anode.  This allows  for detection 
of individual primary electrons, enabling the fi rst 
observation of so-called ‚delayed electrons‘.
Setup, operation, data analysis and prospects of 
the newly developed pixel-TPC are comprehensively 
discussed after  the theoretical and technical basis for 
setup and operation of a TPC have been outlined in 
general.
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A B S T R A C T
The large number of measured track points and the low material bud-
get make a Time Projection Chamber (TPC) the ideal tracking device
for particle flow optimized experiments. A highly segmented readout
scheme, based on GEMs (Gas Electron Multipliers) or Micromegas,
offers best performance.
The potential of charge collection on the bare pixels of a CMOS
chip placed directly underneath a short-spaced triple GEM stack is
evaluated in a TPC prototype with 26 cm drift distance. The employed
Timepix ASIC features 256×256pixels with 55µm edge length. These
allow for characterization of electron avalanches started by individual
primary electrons. Down to small drift distances, where the pitch of
the GEM holes (140µm) becomes dominant, the spatial resolution of
this pixel TPC is limited only by single electron diffusion.
For the readout of next generation gaseous detectors, development
of an improved ASIC with 65k pixels, offering simultaneous charge
and arrival time measurements with nanosecond accuracy, is pur-
sued.
Z U S A M M E N FA S S U N G
Aufgrund der großen Zahl der detektierten Spurpunkte sowie wegen
der außerordentlich geringen Materialbelegung ist eine Zeitprojek-
tionskammer (Time Projection Chamber / TPC) der ideale Spurde-
tektor für Experimente, die das Teilchenflusskonzept verfolgen. Die
beste Detektorleistung wird mit einer sehr fein segmentierten Ausle-
sestruktur in Verbindung mit GEMs (engl. Gas Electron Multipliers)
oder Micromegas erreicht.
Die direkte Ladungssammlung auf den Pixeln eines CMOS Chips
wird mit einem 26 cm langen TPC-Prototypen untersucht. In diesem
ist ein Timepix ASIC mit 256×256Pixeln mit je 55µm Kantenlänge
ohne Halbleitersensor direkt unter einem Stapel aus drei GEMs plat-
ziert. Die geringe Pixelgröße ermöglicht es, die Strukturen von, durch
einzelne Primärelektronen verursachten, Elektronenlawinen aufzulö-
sen. Bis hin zu sehr kleinen Driftdistanzen, bei denen der Abstand der
GEM-Löcher (140µm) limitierend wird, ist die räumliche Auflösung
dieser Pixel-TPC nur durch die Diffusion der einzelnen Primärelek-
tronen beschränkt.
Für die Auslese zukünftiger gasbasierter Teilchendetektoren wird
die Entwicklung eines verbesserten Mikrochips mit 65 000 Pixeln zur
gleichzeitigen Ladungs- und Ankunftszeitmessung voran getrieben.
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I N T R O D U C T I O N A N D O U T L I N E
During the last decades of the 20th century, the standard model of
particle physics was established as gauge theory for the electro-weak
and strong interactions. It precisely predicted phenomena and parti-
cles, partly long before they have been confirmed experimentally. It
is common believe that the last missing corner stone of the standard
model, the Higgs boson, just has been discovered at the Large Hadron
Collider (LHC) in proton-proton collisions at center of mass energies
of 7TeV and 8TeV [1, 2].
Though successful in general, the standard model has several short-
comings calling for extensions. The most prominent ones are:
• Only three of four known fundamental forces are described.
• The standard model does not account for the neutrino masses
observed in neutrino oscillation experiments.
• The baryon asymmetry observed in the universe can not be ex-
plained by the standard model.
• Furthermore, it does not provide an explanation for dark matter
nor dark energy, postulated by observational cosmology.
Hence, the discovery of the Higgs boson is not the final answer to
particle physics but the first step in searches for physics beyond the
standard model.
Without question, the LHC at CERN is the machine with the best
discovery potential for new phenomena to date. However, due to
the unknown initial state, the LHC experiments can not provide self-
contained precision measurements determining all properties of new
particles. Especially the total decay width of the observed Higgs like
particle or its absolute couplings are not accessible model indepen-
dently [3].
A lepton collider with a well controlled initial state, for example
the International Linear Collider (ILC) [4] or the Compact LInear Col-
lider (CLIC) [5] could overcome the limitations of the LHC and pre-
cisely determine the properties of newly developed or already known
particles. The main goal is to measure the coupling strength between
the Higgs boson and quarks, leptons and vector bosons at the few
percent level, revealing whether the observed Higgs-like particle is
the standard model object or something more complex [6].
Since ILC and CLIC pursue the same physics goals and differ pri-
marily in the beam line technology, the detector concepts are similar,
albeit different in machine-related aspects. Two different concepts are
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(a) (b)
Figure 0.1: Artistic view of of the ILD [9]. The entire detector arrangement
(a) and a scale-up of the TPC and the inner silicon detectors are
shown (b). Copyright Rey.Hori/KEK
pursued, the Silicon Detector (SiD) [7] and the International Large
Detector (ILD) [8]. The conceptual difference between these two is
the choice of the tracking detector. SiD will come with an all-silicon
tracker, ILD with a gaseous device, namely a Time Projection Cham-
ber (TPC). Due to these choices, the concepts differ in overall size and
hence in the magnetic field necessary for momentum measurements.
One of the performance goals is to distinguish Z and W bosons
in their hadronic decays. This imposes a jet energy resolution σE/E
of 3% to 4% at O(100GeV). The ILD concept is based on the belief
that this ambitious goal is best reached by means of particle flow
calorimetry [10].
An artistic view of the ILD is shown in figure 0.1. From the central
to the outer regions, the main detector subsystems are:
• Three silicon pixel double layers compose the vertex detector.
• Silicon strip detectors close the gap between the central vertex
detector and the surrounding TPC. Tracking at low angles is
provided by silicon pixel and strip detectors in forward direc-
tion.
• A large TPC with 2×2.3m length, 0.3m inner and 1.8m outer
diameter provides O(100) 3-dimensional track points. This al-
lows track, momentum and dE/dx measurements at the same
time.
• The TPC is enclosed by a system of silicon strip detectors, which
provide high precision entry points to the calorimeters.
• The calorimeter system is divided into an electro-magnetic and
a hadronic calorimeter in the barrel region. High-precision radi-
ation-hard calorimetric detectors are employed in the forward
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Figure 0.2: Recoil mass spectrum expected for 120GeV Higgs mass. The sig-
nificance of the signal is crucially dependent on the achieved
momentum resolution δ(1/pT ) [4].
direction. Following the particle flow paradigm, the calorime-
ters are highly segmented.
• The calorimeter system is surrounded by a superconducting
solenoid, creating an axial magnetic field of up to 3.5T.
• The magnetic field is confined by an iron return yoke which is
instrumented with scintillators for muon detection.
In comparison with silicon detectors, both single-point and double-
hit resolution of a TPC are moderate, a deficit which is compen-
sated for by the enormous number of 3-dimensional track points. Be-
sides, a TPC introduces only a modest amount of material in front
of the calorimeters. This allows not only for best particle flow per-
formance but helps also to reduce the background caused by beam-
strahlung [11].
A total momentum resolution δ(1/pT ) better than 7× 10−5 /GeV/c
allows for precise determination of the Higgs mass from the recoil of
the Z boson in Higgs-strahlung processes, see figure 0.2. Therefore,
the momentum resolution of the TPC has to be at least 10−4 /GeV/c.
This translates to a single-point resolution better than 100µm perpen-
dicular to the magnetic field and less than 1.4mm in field direction.
The double hit resolution of the TPC has to be in the order of a few
millimeters. An energy resolution dE/dx better than 5% would allow
for distinct particle identification [8].
As a matter of fact, these demands exceed the performance of ex-
isting TPCs by up to an order of magnitude. Thus, the development
of improved readout techniques, based on Micromegas [12] or Gas
Electron Multipliers (GEMs) [13], is pursued. The classical approach,
employing pads of a few square millimeters size for charge collec-
4 introduction and thesis outline
tion, is followed up in [14–17]. In the present thesis, an alternative
approach is studied.
The theoretical and technical basis for setup and operation of a
TPC is outlined in the first chapters:
• Starting with creation of the primary signal in the drift gas, the
Fundamentals of Time Projection Chambers are elaborated
in chapter 1. Discussion of the movement of free charge carriers
and signal amplification in the gas phase allows to eventually
outline how TPC drift gases are composed.
• Setup, operation, and performance of a versatile Gas Mixing
System are described in chapter 2.
In the central chapters, a pixel TPC, which collects charges not on
large pads but on pixels measuring 55× 55µm2, is comprehensively
discussed:
• With special focus on operation and calibration of the integrated
circuit, the setup of a TPC with a triple GEM stack for gas am-
plification and a bare Timepix [18] microchip for direct charge
collection is presented in chapter 3.
• In chapter 4, Reconstruction and Basic Analysis of a data
set recorded with cosmic rays are performed.
• After a detailed discussion of the detected charge depositions in
chapter 5, the Detector Performance, namely the ionization
density and the single-point resolution, is extracted from above
data set.
• From time to time, Delayed Primary Electrons are observed.
This new phenomenon is discussed in chapter 6.
• A heuristic Detector Simulation, based on microscopic simu-
lations of single GEMs is presented in chapter 7.
In the last chapter, new readout electronics are described:
• Chapter 8 is dedicated to the development of Next Generation
Readout Electronics, not only for readout of TPCs but also
for a new type of gaseous detectors named GOSSIP.
1
F U N D A M E N TA L S O F T I M E P R O J E C T I O N
C H A M B E R S
Improving classical drift chambers, D. Nygren proposed a new 4pi
detector for charged particles, the Time Projection Chamber (TPC)
in 1974 [19]. With the TPC, a new concept for 3-dimensional track
detection and momentum measurement was introduced.
The sensitive medium in a TPC is a gas, sometimes a liquid. Typ-
ically, it is contained in a cylindrical volume of up to a few cubic
meters. Cathode and anode are placed at the cylinder end-caps, thus
forming a capacitor. Field forming electrodes (field strips) along the
cylinder homogenize the electric field, see figure 1.1.
Incident charged particles cause ionization along their trajectory in
the medium. The created electrons and ions drift along the electric
field towards the anode and the cathode, respectively. After being
multiplied in a gas amplification stage, the primary electrons are de-
tected on the segmented readout plane, while the ions are neutralized
on the cathode.
Eventually, a projection of the track is recorded. The knowledge of
the electron drift velocity vDrift allows for reconstruction of the third
ionization drift
detection
~E
cathode
particle track segmented
readout
(t = t0)
(t = t1)
field strips
anode
beam pipe
Figure 1.1: Operation principle of a TPC. An additional magnetic field in
parallel with the electric field enhances the spatial resolution and
enables measurements of particle momenta.
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coordinate of the primary electrons from the drift time tDrift = t1− t0:
z = vDrift · tDrift. (1.1)
Commonly, TPCs are built with a central cathode and anodes at
both ends of the field cage. This halves the read out times by dividing
the detector into two subdetectors. If a TPC is applied as tracking
detector at a particle accelerator, it is usually built around the beam
pipe, which then forms an inner cylinder.
Although the single-point resolution of a TPC is excelled by mod-
ern silicon detectors, their track reconstruction is unmatched due to
the enormous number of track points. Application of a magnetic field
in parallel to the drift field bends the tracks of incident charged par-
ticles in the TPC, while the drift direction of the created free charge
carriers remains unaffected. This allows for measurement of the par-
ticle momenta and enhances the single-point resolution as explained
later.
In this chapter, the processes relevant for signal detection in a TPC
are discussed. Section 1.1 covers the creation of the primary signal,
section 1.2 the movement of free charge carriers in a gas. The signal
amplification in the gas phase is discussed in section 1.3. The compo-
sition of the drift gas is strongly constrained by all of these processes
which is why the last section (1.4) deals with the choice of TPC drift
gases.
1.1 interaction of charged particles with matter
Charged particles passing through matter cause ionization and exci-
tation in the medium by scattering off atomic electrons. They may
also lose energy by bremsstrahlung, pair production and photonu-
clear interactions. As stated in [20], the total energy loss dE per track
segment dx = ρds (ρ: absorber density, ds: covered distance) is given
by:
−
dE
dx
∣∣∣∣
total
= −
dE
dx
∣∣∣∣
ion./exc.
−
dE
dx
∣∣∣∣
brems.
−
dE
dx
∣∣∣∣
pair prod.
−
dE
dx
∣∣∣∣
photonucl.
.
(1.2)
It is sketched in figure 1.2 for muons in copper.
1.1.1 Processes Causing Energy Loss
The influence of the radiative processes represented by the latter three
terms of equation 1.2 is proportional to the energy of the incident
particle. Therefore, for muons, these processes are negligible up to
particle energies of several hundred GeV [22].
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1.1.1.1 Ionization and Excitation
The maximal amount of energy transferred per scattering process
from an incident particle with mass m to an atomic electron with
mass me is given by:
Emaxkin (βγ) =
2mec
2β2γ2
1+ 2γme/m+ (me/m)
2
. (1.3)
In Eq. 1.3, γ denotes the Lorentz factor, c the speed of light in vacuum
and βc = v the velocity of the particle [22]. If the incident particle has
a moderate energy (2γme/m  1) and is heavier than an electron
(m me), this simplifies to:
Emaxkin (βγ) = 2mec
2β2γ2. (1.4)
The Bethe equation [23, 24] approximates the average energy loss
by ionization and excitation dEdx |ion./exc. for heavy particles with ener-
gies up to several 100GeV:
−
dE
dx
∣∣∣∣
ion./exc.
= κ
1
β2
[
1
2
ln
(
2mec
2β2γ2Emaxkin (βγ)
I2
)
−β2 −
δ(βγ)
2
]
.
(1.5)
For convenience κ = 4piNAr2emec2z2
Z
A has been introduced, with:
• NA = 6.022 · 1023/mol the Avogadro number,
• re = e2/4pi0 ·mec2 the classical electron radius; 0 the vacuum
permittivity,
• z the charge of the incident particle in units of the elementary
charge e,
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• Z and A atomic number and weight of the absorber material.
If the dependency on the molecular state is neglected, the mean
excitation energy I of an absorber atom can be approximated for Z >
1 by I ≈ 16 · Z0.9eV. A function I(Z) was found first by F. Bloch.
Therefore, equation 1.5 is usually referenced as Bethe-Bloch formula.
Originally, the parameter δ(βγ) was not part of the Bethe formula.
It was introduced by E. Fermi [25] and describes to what extent po-
larizable absorber atoms shield the electric field of an incident rela-
tivistic particle and reduce, therefore, the energy loss. The screening
increases with the absorber density, hence, the correction is called
density effect. For absorbers with low densities like gases at moder-
ate pressures the density effect may be neglected, while it has to be
taken into account for dense absorbers like lead or iron.
The Bethe formula is only valid for particles with β  αz (fine
structure constant α = e2/4pi0 hc ). Within the region of validity, the
energy loss drops with rising βγ of the incident particle like 1/β2,
reaches a broad minimum at βγ ≈ 4 and increases again due to the
logarithmic term which is suppressed by the density correction, see
figure 1.2. In light absorber materials the minimal energy loss is given
by dEdx |
min
ion./exc. ≈ 2 MeVg/cm2 . Particles with this energy loss are called Min-
imally Ionizing Particles (MIPs). Above βγ ≈ 100, the energy loss is
dominated by bremsstrahlung. Thus, the Bethe approximation is not
valid in this regime.
The Bethe equation describes the mean energy loss of charged par-
ticles by scattering processes. For single collisions, a broad spread
around the mean value with a long tail to high energies is found.
This tail is caused by single collisions with a large energy transfer to
atomic electrons. These highly energetic δ- or knock-on electrons de-
pose their kinetic energy by further ionization along their track in the
gas. Because of the kinematics, such secondary tracks tend to have a
large angle (≈ 90◦) with respect to the track of the primary particle.
Due to the tail, the most probable value is significantly lower than
the mean, calculated from the Bethe approximation. For absorbers
of moderate thickness, the energy loss distribution is described by
a Landau distribution [26]. Thin absorbers as the gas in a TPC or
thinned silicon sensors cause distributions significantly wider than
the Landau distribution [27]. In thick absorbers, when the mean en-
ergy transfer of several interactions is measured, the distribution gets
less skewed.
1.1.1.2 Bremsstrahlung
Charged particles emit photons when a force acts on them. This pro-
cess is called bremsstrahlung. The energy loss by bremsstrahlung in
the Coulomb field of absorber nuclei rises linearly with the energy E
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of incident charged particles, c.f. Fig. 1.2. For high energies, it can be
parametrized by:
−
dE
dx
∣∣∣∣
Brems.
= 4αNA
z2Z2
A
ln
(
183
3
√
Z
)(
1
4pi0
· e
2
mc2
)
· E. (1.6)
All symbols have the same meaning as in section 1.1.1.1 [28].
Bremsstrahlung is the dominant contribution to the total energy
loss of light particles as electrons. The bremsstrahlung of electrons is
used to define the radiation length X0. The latter is the mean distance
in which electrons loose all but 1/e of their starting energy E0:
−
dE
dx
∣∣∣∣
Brems.
=
E0
X0
. (1.7)
The radiation length is a good measure for the transparency of matter.
In order to minimize track distortions by scattering processes, the
radiation length should be large in tracking detectors.
1.1.1.3 Direct Pair Production
Above an energy threshold of two electron masses me, a photon γ
may cause the production of an electron-positron pair in the vicin-
ity of a nucleus X. The latter absorbs any excess momentum in the
process:
γ+X −→ e− + e+ +X. (1.8)
If the photon energy is larger than 2me, the additional energy is
converted to kinetic energy of the created electron-positron pair.
If an incident massive particle A has enough energy, this process
may be triggered by a virtual photon emitted in the Coulomb field of
an absorber nucleus X:
A+X −→ A+ e− + e+ +X. (1.9)
The energy loss of massive particles due to direct pair production
can be parameterized by:
−
dE
dx
∣∣∣∣
pair prod.
= bpair prod.(A,Z,E) · E. (1.10)
The variation of the parameter bpair prod.(A,Z,E) with the energy E is
small for energies above 100GeV [22]. Therefore, the effect of direct
pair production can be considered to be proportional to the energy of
the incident particle in this regime.
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Figure 1.3: a) Contributions to the energy loss of muons in iron [21].
b) Specific dE/ds for high energetic particles detected with the
PEP4/9-TPC [21].
1.1.1.4 Photonuclear Interactions
Virtual photons may be exchanged also directly with an absorber nu-
cleus. The energy loss by photonuclear interactions can be parameter-
ized like the energy loss for direct pair production:
−
dE
dx
∣∣∣∣
photonucl.
= bphotonucl.(A,Z,E) · E. (1.11)
Since the factor bphotonucl. does hardly depend on the energy, the pro-
cess is considered to be proportional to the energy of the incident
particle [22]. However, compared to bremsstrahlung and direct pair
production the effect is small.
1.1.2 Total Energy Loss
As stated in the beginning of this section, the total energy loss per
track segment is given by the sum of the processes described in sec-
tion 1.1.1. The separate contributions are depicted in figure 1.3a for
high energetic muons in iron. The energy at which radiative and ion-
ization losses are equal for incident particles is labeled critical energy
EC [24]. The critical energy of muons in iron EµC is roughly 200GeV.
As long as the energy of the incident particles is well below the
critical energy, radiative losses may be neglected and the energy loss
is well described by the Bethe formula (Eq. 1.5). Thus, the energy loss
depends not only on the momentum of the incident particle, but also
on the particle type. Therefore, dE/dx measurements can be used
for particle identification if the particle momentum is known. This
is the case in TPCs or other detectors with a sufficient granularity.
The specific energy loss of high energetic particles detected with the
PEP4/9-TPC is shown in figure 1.3b. It is clearly visible that the spe-
cific energy loss of electrons differs qualitatively from the energy loss
of heavy particles.
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Gas I0 [eV] W [eV] dEdx [
keV
cm ] nP [
1
cm ] nT [
1
cm ]
He 24.5 41 0.32 4.2 8
Ne 21.56 36.3 1.56 12 43
Ar 15.7 26 2.44 23 94
Xe 12.1 22 6.76 44 307
CF4 15.9 54 7 51 100
DME 10.0 23.9 3.9 55 160
CO2 13.7 33 3.01 35.5 91
CH4 15.2 28 1.48 25 53
C2H6 11.7 27 1.15 41 111
iC4H10 10.6 23 5.93 84 195
Table 1.1: Effective ionization potential I0, average energy needed to create
an electron-ion pair W, energy loss dEdx , number of primary pro-
duced electrons nP and total number of created electron-ion pairs
nT for selected gases at standard conditions for minimally ioniz-
ing particles [29].
1.1.3 Ionization Yield
The excitation energy of an atom or molecule A may exceed the ion-
ization energy of an atom B in inhomogeneous absorber materials as
gas mixtures. In this case, excitation of A may cause ionization of B:
A∗ +B −→ A+B+ + e−. (1.12)
This is called Penning effect. In consequence, the number of created
electron-ion pairs increases.
The total number of electron-ion pairs created by an energy depo-
sition ∆E is labeled nT. This includes not only nP, the number of
primary created electron-ion pairs, but also secondary ionization by
δ-electrons, the Penning effect or other processes. The value of nT is
given by:
nT =
∆E
W
, (1.13)
where W denotes the average energy needed to create an electron-
ion pair. For gas mixtures, a weighted average for nP and nT may be
computed [29].
The ionization potential I0 of a gas is exceeded by W since a frac-
tion of the absorbed energy is dissipated by excitation processes. For
most gases, W is around 30 eV. There is only a small dependency on
the type of the ionizing particle. Exemplary values for I0, W, nP and
nT are summarized in table 1.1.
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1.2 charge transport in gases
If free charge carriers in gases do not recombine, they move through
the gas volume. This movement originates from two different pro-
cesses happening simultaneously. One is drift caused by an external
field, the other is diffusion due to collisions with the gas molecules.
1.2.1 Drift
When exposed to electric (~E) and magnetic (~B) fields, free charge car-
riers with charge q are subject to the Lorentz force. The resulting
energy gain causes a directed movement that adds to the thermal
undirected movement.
Since charge carriers are not only deflected but also decelerated
in collisions with gas molecules, their drift velocity does not rise ad
infinitum. Averaged over several collisions, a limited drift velocity
~vDrift = ~˙x is reached instead. This has to be considered in the equation
of motion for drifting particles.
Following P. Langevin [30, 31] the effect of repeated collisions can
be expressed by a friction force: m~A = −m~˙x/τ, where τ is the average
time between two collisions and m the mass of the drifting particle.
Thus, for a drifting particle with charge q, the equation of motion
reads:
~F = m~¨x = q ·
(
~E+ ~˙x× ~B
)
+m~A. (1.14)
Assuming that the acceleration by the Lorentz force is compensated
by the friction force at some point, a steady state (~F = 0) is reached
for long times t τ. In this case, the drift velocity ~vDrift is given by:
~vDrift = ~˙x =
µ
1+ω2τ2
·
~E+ ~E× ~B
B
ωτ+
(
~E · ~B
)
~B
B2
ω2τ2
 . (1.15)
For convenience, the cyclotron frequencyω = qB/m and the mobility
µ = qτ/m have been introduced.
If ~E and ~B are (anti-)parallel equation 1.15 simplifies to:
~vDrift = µ~E. (1.16)
This is usually the case in Time Projection Chambers.
If there is a significant angle between the electric and the mag-
netic field, so-called ~E× ~B effects become important. In this case the
(Lorentz-) angle between ~E and ~vDrift is given by tanαL = ωτ. In the
extreme case with ~E and ~B being orthogonal to each other, the abso-
lute value of ~vDrift is given by:
|~vDrift| =
µ|~E|√
1+ω2τ2
. (1.17)
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eral gases at normal conditions. Dashed lines depict data for gas
mixtures. Data computed with Magboltz [33].
The charge carrier mobility µ is proportional to the mean time
between two encounters with gas molecules. The latter depends on
the cross section for scattering processes σ:
τ = 1/
(
Nσvmfp
)
, (1.18)
where N is the number density of the gas and vmfp the velocity of the
drifting particle on the mean free path between two encounters [32].
For electrons, the cross section is strongly dependent on the en-
ergy and accordingly on the electric field. This dependence originates
from the Ramsauer effect which results in a drop of the cross section
when the electron wavelength approaches the de Broglie wavelength
of atomic electrons. In consequence, no simple correlation between
vDrift and ~E can be derived. Nevertheless, Monte Carlo calculations
allow for prediction of the drift velocities, see section 3.4.2. Simulated
electron drift velocities in dependence on the electric field are shown
in figure 1.4 for several gases. The characteristics of the electron scat-
tering cross section eventually result in a distinct maximum for some
gases.
The scattering cross section for ions, in contrast, is independent
of the energy in a wide range. Therefore, the ion drift velocity is
proportional to the electric field, if ~B = 0 or ~E ‖ ~B. The drift velocity of
ions is up to three orders of magnitude smaller than the drift velocity
of electrons due to the mass dependency.
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1.2.2 Diffusion
Electrons and ions exchange energy with gas molecules in collisions.
Thus, when no external field is applied, their energy approaches the
thermal Maxwell-Boltzmann distribution of the gas. After thermal-
ization, their thermal energy is given by  = 3/2kBT , with the Boltz-
mann constant kB and the gas temperature T . The resulting instan-
taneous velocity is randomly oriented. The magnitude is given by
vTherm. =
√
2/m, where m is either the electron or the ion mass.
If an external field is applied, the total energy total of a drifting
charge carrier is given by the sum of the thermal energy and the
kinetic energy E from drift:
total = E + 3/2kBT =
1
2
mv2total =
1
2
m(~vTherm. +~vDrift)
2. (1.19)
For many gases (e.g. Ar, CH4), total = E is a good approximation for
drifting electrons. In contrast to these hot gases, there are cold gases
like CO2 where total is close to 3/2kBT . In the latter case, vibrational
and rotational degrees of freedom are available even at very low col-
lision energies. Therefore, the cross section is large and the time be-
tween two collisions is small. This prevents electrons from achieving
high velocities between two collisions.
A point-like electron cloud diffuses due to thermal movement and
ongoing collisions with gas molecules, even if no external field is ap-
plied. If an electric field is applied along the z-axis, the electron cloud
simultaneously diffuses apart and drifts along the field. Assuming an
isotropic behavior, a point-like cloud which has drifted the distance
zDrift = tvDrift after a time t shows a Gaussian density distribution:
N(t) = (4piD˜t)−3/2 · exp
(
−
r2(t)
4D˜t
)
, (1.20)
with r2(t) = x2 + y2 + (z − zDrift(t))2 and the diffusion coefficient
D˜ [34]. The width of the distribution σ in any direction is given by:
σ =
√
2D˜t. (1.21)
Introducing the diffusion constant D =
√
2D˜/vDrift allows to de-
scribe the width of the distribution in dependence on the drift dis-
tance:
σ =
√
2D˜
zDrift
vDrift
= D
√
zDrift. (1.22)
Since the diffusion is caused by collisions with the gas, the diffusion
coefficient is dependent on the mean free path λ = τvtotal. Follow-
ing [34] this dependence is given by:
D˜ =
λ2
3τ
=
1
3
τv2total =
2
3
totalτ
m
. (1.23)
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Figure 1.5: Transversal (a) and longitudinal (b) diffusion constants for sev-
eral gases. Data computed with Magboltz [33].
Close inspection of equation 1.23 reveals that an anisotropy is in-
troduced by an external electric field because the mean time τ be-
tween two encounters varies from the leading to the trailing edge of
the drifting charge cloud since the cross section is energy dependent.
This results in different diffusion constants in longitudinal (DL along
~E) and transversal (DT perpendicular to ~E) direction. The width of a
charge cloud after a drift distance z is given by:
σxy = DT
√
z and σz = DL
√
z (1.24)
in transversal and longitudinal direction respectively. An exact cal-
culation of the ratio between the diffusion constants can be found
in [32].
If a magnetic field ~B is applied in parallel to the electric field, the
electron trajectory between two encounters is a helix around ~B. This
curling of any motion in the x-y plane reduces the transversal diffu-
sion by a factor of 1/(1+ω2τ2):
DT(B) =
1
(1+ω2τ2)
DT(B = 0). (1.25)
The longitudinal diffusion is not affected by the magnetic field.
Transversal and longitudinal diffusion constants in dependence on
the applied drift field are shown in figure 1.5 for several gases. The
suppression of the transversal diffusion by an external magnetic field
can be seen on the example of argon with CO2 or CH4 admixtures.
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1.3 gas amplification
Although there have been reasonable achievements in the develop-
ment of readout electronics in the last years, it is not possible to
directly detect single electrons with a charge sensitive amplifier. To
overcome this limitation, it is necessary to amplify the signal within
the gas phase.
This is done in high electric fields in which drifting electrons may
gain enough energy to cause ionization. The newly created free elec-
tron is accelerated together with the first electron. As long as the
electric field strength is sufficient, both of them may cause ionization
again. Eventually, an electron avalanche develops. During the move-
ment of N0 electrons along a path dr, dN new electron-ion pairs are
created:
dN(r) = α(r)N0dr. (1.26)
In this equation, α = 1/λ is the first Townsend coefficient, i.e. the
inverse of the mean free path for ionization λ. Since the ionization
cross section depends on the electric field, which in turn may depend
on the position, the Townsend coefficient may depend on the position
as well.
If one assumes that the ionization threshold is exceeded between
positions r1 and r2 the total number of electron-ion pairs created by
N0 primary electrons is given by:
N = N0 exp
r2∫
r1
α(r)dr
 = N0 · G¯, (1.27)
where G¯ is the mean gas gain.
In inhomogeneous electric fields, the gain resembles a Pólya distri-
bution:
P(G) =
1
G¯
(Θ+ 1)Θ+1
Γ (Θ+ 1)
(
G
G¯
)θ
· exp
(
−(Θ+ 1)
G
G¯
)
. (1.28)
The parameter Θ is calculated from the width of the distribution σ,
by Θ = (G¯− σ2)/σ2 [32].
The simulated total gas gain in a GEM (Sec. 1.3.4) is depicted in
figure 1.6. The histogram entries for vanishing gas gains evoke from
attachment to electronegative gases (Sec. 1.4). They are not covered
by the Pólya distribution.
Up to now, virtually all large TPCs have been operated with wires
as gas amplification stage. An exception is the TPC at the T2K experi-
ment [35]. Therefore, the gas amplification in Multi Wire Proportional
Chambers (MWPCs) is explained first in this section.
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Figure 1.6: Simulated total gas gain in a standard CERN GEM in helium
with 30% CO2 admixture at ∆UGEM = 415V. The Data are re-
sembled by a Pólya distribution.
However, common belief is that the performance of wire chambers
is excelled by Micro Pattern Gaseous Detectors (MPGDs). Hence, this
section focuses on micro patterned amplification stages like MICRO
MEsh GAseous Structures (Micromegas) or Gas Electron Multipliers
(GEMs) which are introduced later on.
1.3.1 Wires
The electric field of a wire has a 1/r dependence, where r is the dis-
tance to the wire center. Therefore, the limits for the integral in equa-
tion 1.27 are given by the critical radius at which the field is large
enough for amplification and the diameter of the wire. Obviously
small wire diameters are favorable in order to achieve large electric
fields respectively large gain factors.
The dependence of the gain on the wire potential is discussed in
full detail in [32, 36, 37]. Here, the characteristics are only roughly
sketched. The gain factor rises with the wire potential until a region
of saturated gain, the Geiger-plateau, is reached. Here, the electron en-
ergies allow to excite electrons from the inner shells of the gas atoms.
The subsequently emitted UV-photons have a relatively long mean
free path and enough energy to start secondary avalanches. Thus, the
signal is no longer localized but propagated over the whole wire. In
consequence, the proportionality between the signal and the incom-
ing charge is lost.
While the electrons created in an avalanche are drained quickly
by the wire, the ions form a quasi stationary flux tube around the
wire. The space charge of the ions causes a reduction of the effective
electric field which in turn terminates the signal. On a longer time
scale, the ions drift slowly to the cathode. With a certain probability,
they liberate new electrons on their impact which, in the end, cause
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Figure 1.7: Scattering cross sections for electrons drifting in He. The energy
needed for ionization is in the same range as the other possible
inelastic interactions [38].
secondary avalanches. A further increase in the wire potential results
in a continuous glow discharge with a plasma path between anode
and cathode.
A stable wire chamber operation can only be achieved, if glow dis-
charges and secondary avalanches are suppressed. This can be done
by turning down the wire potential after a signal has been detected; ei-
ther actively or with a charging resistor in series with the wire. More
commonly, a self-quenching is achieved by adding gases with rota-
tional or vibrational degrees of freedom to the counting gas which is
usually a noble gas.
Quenching
A characteristic of noble gases is that there exists no internal degree
of freedom at low energies. From the exemplary graph for helium,
depicted in figure 1.7, it can be seen that the first excited states are in
the same energy range as ionization. This has a strong impact on the
usage of noble gases in gaseous detectors.
On the one hand, free electrons reach a high energy between two
encounters. This results in a large multiplication factor during am-
plification. On the other hand, the gas is transparent for UV-photons
emitted in the amplification process. This causes a delocalization of
the signal. Both effects result eventually in discharges. These can be
prevented by the admixture of a quenching gas.
Commonly, organic gases as hydrocarbons or alcohols are used as
quenching gas, sometimes CO2 or halides. All these have in common
that they introduce several vibrational and rotational degrees of free-
dom to the mixture. Furthermore, the total cross section is about one
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Figure 1.8: Scattering cross sections for electrons drifting in CO2. Several
excited and vibrational states are available at low energies [38].
order of magnitude larger than in noble gases. In figure 1.8 the cross
sections for CO2 are shown exemplarily.
The absorption length for UV photons is drastically reduced in
gases with quenching admixtures. Thus, electron avalanches remain
localized [39]. In localized ionization clouds, the space charge cre-
ated by the slowly drifting ions reduces the electric field down to
a noncritical value where no further ionization happens. Thus, the
amplification process is self-terminated.
Additionally, the ions of the counting gas become neutralized in
collisions with the quencher:
Ar+ +CH4 −→ Ar+CH+4 . (1.29)
The energy of the molecule ions is not sufficient to liberate electrons
from the cathode. Therefore, no secondary avalanches are started
upon the ion impact on the cathode [22].
1.3.2 Multiwire Proportional Chambers
The MWPC was invented in 1968 by G. Charpak [40]. This achieve-
ment was honored 1992 with the Nobel Prize in physics. Nowadays,
the most famous gaseous detector with wire readout may be the AL-
ICE TPC [41] at the LHC (CERN). The drift chamber is read out with
several wires strained perpendicular to the drift field. Due to their
operation mode such detectors are called Multi Wire Proportional
Chambers (MWPCs).
Simple readout of only the anode wires does not give a two dimen-
sional information. A two dimensional readout can be realized if a
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Figure 1.9: Electrical field lines and electrode positions in a drift chamber
with MWPC readout [42].
segmented cathode is placed underneath the anode wires. Originally,
strips perpendicular to the wires were foreseen. Nowadays, pads of a
few square millimeters size are used.
The field configuration in a drift chamber with MWPC like gas am-
plification stage is depicted in figure 1.9. The drift area is terminated
by the cathode plane and the zero grid. The latter is usually fixed at
ground potential. The anode wires are centered between the zero grid
and the readout plane, which is on the same potential as the zero grid.
Crosstalk between the anode wires can be reduced by straining field
wires alternating with the anode wires. Leaving out the field wires
allows not only to reduce the anode wire spacing, but also increases
the amount of charge collected on the readout plane.
In principle, the signal seen on the readout pads originates from
both, the ion and the electron movement. However, the readout elec-
tronics usually cut away the signal after a few µs. Thus, the signal
contribution of the slowly drifting ions is limited.
If a signal is induced on neighboring pads it is possible to calcu-
late the original position of the electron avalanche based on a center
of gravity algorithm. This allows to obtain spatial resolutions signif-
icantly smaller than the pad size. However, the spatial resolution is
not only limited by the detector geometry, but also by ~E× ~B effects.
In the vicinity of the wires, the electric field is curved and not point-
ing exactly parallel to a magnetic field applied along the main TPC
axis. Thus, the ~E× ~B term in the Langevin formula (eq. 1.14) does not
vanish and the drifting electrons become displaced. Furthermore, the
spatial resolution is degraded if the wires get displaced in case their
tension is insufficient to compensate for gravitational and electrostatic
forces.
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Figure 1.10: a) Schematic of a Micromegas detector
b) Configuration of the electrical field in the amplification re-
gion of a Micromegas detector [43].
1.3.3 Micromegas
Micromegas were invented in 1996 [12] by Y. Giomataris. Their small
structure size minimizes ~E× ~B effects and allows for improvement of
the spatial resolution in comparison with wire chambers.
As shown in figure 1.10a, a Micromegas detector is made of a few
micrometers thick mesh placed 50–100µm above the readout plane.
This micro-mesh divides the detector volume into two parts, the drift-
or conversion zone where the primary ionization is created and the
amplification zone where gas amplification takes place.
As in wire chambers, the field in the drift region usually does not
exceed a few hundred V/cm. The field in the amplification zone is
at least one order of magnitude larger. The electrical field lines in
vicinity of the amplification mesh are shown in figure 1.10b.
After their passage through the drift region, primary electrons are
focused into the holes in the mesh and enter the amplification gap.
Electron avalanches develop in the high electric field here.
As in modern MWPCs, the signal is collected on pads. The signal
that is induced by the ions is very short (≈ 100ns) since the ampli-
fication gap is very narrow. Due to the higher electron mobility, the
signal induced by electrons during their drift towards the readout
pads is even shorter. This allows to record both, the ion and the elec-
tron signal. Thus, it is possible to operate the detector with moderate
gains.
The short time needed by the ions to leave the amplification re-
gion allows to operate Micromegas detectors in experiments with
very high rates of up to 1GHz/mm2 [44].
As in wire chambers, special care has to be taken in order to obtain
a stable operation. The gas mixture and the electric field have to be
selected properly in order to avoid discharges. Stable operation can
22 fundamentals of time projection chambers
(a)
50µm
70µm
(b)
Figure 1.11: Scannig electron microscope pictures of a GEM [46]. The hole
pitch is 140µm, the copper and Kapton thicknesses are 3µm
and 50µm respectively. The holes are double conically shaped.
be achieved with gas gains of up to 300.000 [45]. Nevertheless a gas
gain of a few thousand is more common.
The transversal diffusion in the narrow amplification gap is small.
Thus, the charge cloud is strongly localized and the charge is detected
only by a single readout pad. This makes it impossible to improve the
spatial resolution by a center of gravity reconstruction method. It has
turned out that this is the limiting factor to the spatial resolution
in several applications. This limit is overcome if a thin resistive film
is applied on top of the readout pads. This film spreads out the col-
lected charge over a larger area. Thus, the signal is detected by several
readout pads allowing to apply center of gravity algorithms.
1.3.4 GEMs
GEMs were introduced by F. Sauli in 1997 as preamplification stage
for gaseous detectors [13]. A standard CERN GEM consists of a 50µm
thin, highly insulating polyimide foil, labeled Kapton, which is coated
with 3µm of copper on the top and bottom sides. This sandwich is
perforated by means of acid etching with double conical holes in a
hexagonal pattern with 140µm pitch. Scanning electron microscope
pictures of the structure are shown in figure 1.11.
Gas amplification is achieved by applying a potential difference
of a few hundred volts between the GEM cathode (top) and GEM
anode (bottom). The electric field in a GEM is depicted in figure 1.12a.
Depending on the external fields, the electric field in the holes can
easily exceed 80kV/cm.
As shown in figure 1.12b, the mean gas gain in a GEM rises expo-
nentially with the applied voltage. The gain distribution is described
by a Pólya function (c.f. Sec. 1.3).
Especially during the first minutes of operation, a fraction of the
free electrons in a GEM hole becomes attached to the surface of the
insulator. The resulting space charge causes a rise in the field strength
1.3 gas amplification 23
(a)
10
1
0.1
ef
fe
ct
iv
e
ga
in
[1
0
3
]
UGEM [V]
350 400 450 500 550 600
GEM 140/80
ED=1.6kV/cm
EI≈5kV/cm
Argon with 30% CO2
(b)
Figure 1.12: a) Electric field in a standard CERN GEM with ∆UGEM = 250V.
The field strength above and below the GEM is 1kV/cm and
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b) Mean effective gain of a GEM in Ar with 30% CO2 admixture
as function of the applied potential difference ∆UGEM.
Reprinted from [49], with permission from Elsevier.
until an equilibrium between newly attached and drained electrons is
achieved. This charge-up effect has been studied in some detail in [50,
51].
Most of the ions created in the amplification process are captured
by the GEM cathode. As discussed briefly in section 1.3.5, some are
released into the volume above the GEM.
1.3.4.1 GEM Transparency
In case of a hexagonal hole pattern, the optical transparency of a GEM
with hole pitch p and hole diameter d is given by:
τopt. =
pid2
2
√
3p2
. (1.30)
For a standard CERN GEM, it is about 0.12. In case of a quadratic
hole pattern, the optical transparency is given by:
τopt. =
pid2
4p2
. (1.31)
Not necessarily all electrons are amplified but some may be ab-
sorbed on the GEM cathode or get attached to the insulator before
causing ionization. The ratio between the number of electrons col-
lected in a GEM hole (Ncol.) and the number of electrons drifting
towards the GEM (Nstart) is labeled collection efficiency or electrical
transparency:
C =
Ncol.
Nstart
. (1.32)
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Figure 1.13: Electrical transparency in dependence on the ratio of the field
above the GEM and the field in the hole center ED/EH. Mea-
surements for GEMs with different geometries are shown. X/Y
denotes a GEM with X µm hole pitch and Y µm hole diameter.
The dashed lines are computed from a model, ρ is proportional
to the optical opacity.
Reprinted from [49], with permission from Elsevier.
As shown in figure 1.13, the collection efficiency does not only de-
pend on the optical transparency, but also on the field configuration.
By adapting the electric field above the GEM to the field in the GEM
holes the collection efficiency can be maximized (C = 1).
According to [47], the field in the GEM holes can be parameterized
by:
Ehole = a ·∆UGEM + b · (Edrift + Eext.), (1.33)
where Edrift and Eext. are the fields above and beneath the GEM, re-
spectively. The parameters a and b are determined by the GEM ge-
ometry.
1.3.4.2 Effective Gain
The total GEM gain is given by the ratio of the total number of elec-
trons in the GEM after the gas amplification (Nprod.) and the number
of electrons entering the amplification area:
G =
Nprod.
Ncol.
. (1.34)
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holes. In the first case, the external field is given by the field
above the GEM, in the second case by the field below the
GEM [47].
The extraction efficiency is calculated from the ratio of the number
of electrons leaving the GEM perimeter and the number of electrons
in an avalanche:
X =
Nextr.
Nprod.
. (1.35)
The effective gain of a GEM is defined by the ratio of the number
of electrons approaching the GEM (Nstart) and the number of elec-
trons leaving the GEM perimeter (Nextr.). It can be calculated from
the product of the collection efficiency (C), the total gain (G) in the
amplification region and the extraction efficiency (X):
Geff. =
Nstart
Nextr.
= C ·G ·X. (1.36)
In figure 1.14, the extraction efficiency is shown in dependence on
the ratio between the electric field below the GEM and the field in the
GEM hole. In the same figure, the collection efficiency as a function of
the ratio between the field above the GEM and the field in the GEM
hole is shown.
The extraction efficiency is smaller than unity if electrons emerg-
ing the amplification area are absorbed by the bottom electrode of
the GEM. It can also be lowered if recombination or attachment (c.f.
Sec.1.4) occur in the GEM.
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Figure 1.15: a) Gain (solid lines) and discharge probability for 5MeV α parti-
cles (dashed lines) in dependence on the voltage over the GEMs
for single, double and triple GEM structures.
Reprinted from [55], with permission from Elsevier.
b) Scheme of a double and a triple GEM stack. The GEM holes
are not necessarily aligned. Since the charge cloud spreads out
in the gaps, this has no effect on the resolution.
Detailed discussions and measurements of the collection and ex-
traction efficiencies together with the total gain of GEMs can be found
in [47, 52–54].
1.3.4.3 GEM Stacks
The effective gain achieved in a single GEM is in the order of 102 to
104. Cascading two or three GEMs in a GEM stack results in even
higher gains. This allows to use GEMs not only as preamplification
stages, but to rely on GEMs alone for gas amplification.
The effective gain in a GEM stack is given by the product of the in-
dividual effective gains of the single GEMs. In a triple GEM setup, an
effective gain of O(105) can be easily achieved. An example plot show-
ing the effective gain of a single, double and triple GEM structure is
depicted in figure 1.15a. In this figure, also the discharge probability
for multi GEM structures is given. It can be seen that the stability
can be kept constant while the gain is increased by several orders of
magnitude if a GEM stack instead of a single GEM is used.
The construction scheme for a stack of two and three GEMs is
sketched in figure 1.15b. Usually, the gaps measure 1 to 2mm. The
GEM holes are not necessarily aligned. The gap underneath a GEM
usually has a sizeable height. Thus, the transversal diffusion is not
negligible and the resulting charge clouds are wider than in the case
of Micromegas.
The signal induced on the readout structure is mainly created by
the fast moving electrons since no ions are created in the induction
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gap. There is only a tiny contribution from the ions created in the
holes of the last GEM [34].
The ion drift times in GEMs are even shorter than those in Mi-
cromegas. Therefore, GEM based detectors can be operated in prin-
ciple at comparable rates. As in the case of Micromegas the small
structure size of GEMs reduces ~E× ~B effects to a minimum, thus the
spatial resolution obtained with GEMs is outstanding. However, for
single electrons, it is limited by the hole pitch.
The separation of the gas amplification and the readout structure
allows to implement complex GEM shapes as shown in [56, 57] as
well as manifold readout architectures. The influence of shape and
size of the readout pads for instance has been investigated in [58, 59].
Minimizing the size of the readout pads is one of the topics discussed
in this thesis (chapters 3 to 7).
1.3.5 Ion Backdrift
It is easy to understand that ions which emerge from the gas amplifi-
cation stage into the drift volume distort the homogeneity of the drift
field. Good spatial resolutions can only be obtained if such distortions
are minimized.
In large detectors with wire readout, the ion backdrift is suppressed
by usage of gating wires between the amplification and the drift
area [22]. In case of Micromegas, the ion backdrift is intrinsically sup-
pressed by the field configuration. Only a few ppm of the created ions
are released into the drift volume, the majority becomes neutralized
at the grid [60].
If a GEM is used for amplification, it is possible to minimize the
ion backdrift by tuning the fields. It has to be noted that gain and the
collection efficiency might suffer from this optimization. In a GEM
stack, the large number of fields allows to achieve a good collection
efficiency, gain and ion backdrift suppression at the same time. Some
rules to achieve this have been established in [52] and are summarized
in [42]:
• Transfer field 1 and the induction field should be maximized.
• The second transfer field should be minimized.
• The gain in the bottom GEM should be maximized. Ions which
are produced here will be very likely neutralized at the GEMs
above.
• The gains of the other GEMs have only a small influence on the
ion backdrift.
Following these instructions, an ion backdrift of 0.2% to 0.5% can be
achieved, depending on the magnetic field [61].
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Figure 1.16: Cross section for dissociative attachment in CO2 [62].
Reprinted with permission. Copyright 2002 American Institute
of Physics.
1.4 choice of drift gases
Although gaseous detectors have been subject of interest for several
decades, there exists no general or even simple recipe to compose the
gas mixture for a specific application. However, this section addresses
the most relevant topics.
1.4.1 Attachment and Detachment
When a free electron encounters a molecule with electron affinity it
may become attached to the molecule, forming an anion. Due to the
high mass, anions drift significantly slower than a free electron. Fur-
thermore, they do not undergo gas amplification. Therefore, attached
electrons evade detection. Thus, attachment is a severe problem in
TPCs since the track reconstruction as well as dE/dx measurements
for particle identification are degraded.
1.4.1.1 Dissociative Attachment
A very effective attachment mechanism sets in when the energy
of the drifting electrons is in the region of the resonance energy for
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dissociation processes, see figure 1.16. In these processes, ion-anion
pairs are created. For instance:
CO2 + 4.4 eV→ CO+ +O− (1.37)
or
H2O+ 6.4 eV→ H+ +OH−. (1.38)
The free electron is then easily absorbed by the positive ion [63].
Usually, the energy threshold for dissociative attachment is not
reached by electrons during drift. However, it can be exceeded when
the drifting electrons enter the amplification structure.
1.4.1.2 Three Body Attachment
In three body processes, electrons can become attached to electro-
negative molecules even if the electron energy is well below the dis-
sociation threshold [64]. A mechanism explaining such processes was
first proposed by F. Bloch and E. Bradbury [65]. Later, the proposed
mechanism was modified by A. Herzenberg [66]. In [67], the model is
described using the example of the most prominent electro-negative
contamination in gaseous detectors, namely oxygen:
If an electron encounters oxygen, an anion in one of the lower vi-
brational states may form:
O2 + e− → O−∗2 . (1.39)
The excited anion has a lifetime in the order of 0.1ns [32]. Either the
electron is released in a spontaneous decay:
O−∗2 → O2 + e−, (1.40)
or the anion deexcites and thus gets stabilized. Deexcitation can hap-
pen by the emission of a photon:
O−∗2 → O−2 + γ, (1.41)
or in a collision with a buffer molecule M:
O−∗2 +M→ O−2 +M∗. (1.42)
In the latter process, the excitation energy is transferred to the buffer
molecule encountered. Naturally, the attached electron may also be
released in the encounter with another molecule:
O−∗2 +M→ O2 +M+ e−. (1.43)
Obviously, stable attachment occurs only if one of the deexcitation
processes happens during the lifetime of the excitation. Deexcitation
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by photon emission is only relevant at very low pressures, since col-
lisions with buffer molecules become more and more probable with
rising pressure.
Whether the electron is released or the anion becomes stabilized
in an encounter is strongly dependent on the nature of the buffer
gas. Complex molecules like iC4H10 have several and dense vibra-
tional degrees of freedom to which the excitation energy is easily
transferred. Therefore, it is more likely that the anion is stabilized in
the presence of complex molecules than in presence of more simple
ones.
Noble gases are not efficient as buffer molecules since they feature
no vibrational degrees of freedom. Nevertheless, attachment to oxy-
gen in pure noble gases has been reported [68]. This can be explained
by another three body process which is based on the formation of
unstable van der Waals molecules as:
O2 +M→ (O2M), (1.44)
where M is a noble gas. These molecules are disintegrated when hit
by an electron, which then remains attached to the oxygen molecule.
The extent to which these processes contribute to the electron at-
tachment is strongly dependent on the specific gas mixture. In some
mixtures van der Waals attachment prevails, in some others Bloch-
Bradbury attachment. A rule of thumb is that an oxygen contamina-
tion of a few 10ppmV is acceptable in TPCs [69].
1.4.1.3 Detachment Mechanisms
The electron affinity is 1.46 eV for atomic and 0.45 eV for molecular
oxygen [70, 71]. Since these binding energies are rather low, negative
ions formed by electron attachment may spontaneously eject the at-
tached electron by autoionization. The anion lifetimes range from a
few femtoseconds to several hundred microseconds and are crucially
dependent on the molecular state and the internal energy of the an-
ion [63].
Except by autoionization, negative ions may loose the attached elec-
tron due to external effects:
• If the energy of an incident photon exceeds the ionization thresh-
old of an anion, photodetachment may take place. Determina-
tion of the threshold allows to precisely measure the electron
affinity of atoms. For diatomic molecules, the photodetachment
threshold may differ from the electron affinity since molecules
are subject to the Franck-Condon principle [72, 73].
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Figure 1.17: Magboltz simulations of the drift velocity in dependence on the
electric drift field for a mixture of 93% Ar, 5% CH4 and 2%
CO2 at standard conditions for different H2O contaminations.
Additionally, data points from measurements with 1000ppmV
H2O contamination are shown [75].
• If the relative kinetic energy is large enough, an anion A− may
loose the attached electron upon electron impact:
A− + e→ A+ 2e, (1.45)
or in a collision with another molecule B:
A− + B→ AB+ e or A− + B→ A+ B+ e. (1.46)
Clearly, the detachment mechanisms are governed by temperature,
pressure and composition of the gas, as well as by externally applied
fields [74].
1.4.2 Influence of H2O Contaminations
Although H2O molecules do not attract electrons themselves, their
presence fosters the attachment to oxygen via the Bloch-Bradbury
mechanism [67]. Furthermore, even tinyH2O fractions in hot gases re-
duce the drift velocity, as shown in figure 1.17. This effect is caused by
the static electric dipole moment of the molecule, which results in an
extremely large scattering cross section for low energy electrons [32].
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(a) (b)
Figure 1.18: Anode wires after aging in a test-chamber.
Reprinted from [77], with permission from Elsevier.
a) Anode wire after collecting a charge of 50mC/cm in a mix-
ture of Ar, C2H6 and methylal. Most of the deposited silicon
coating broke away during disassembly.
b) When the same gas was cleaned with a cold trap during op-
eration, the deposits formed whiskers on the anode wire.
1.4.3 Aging in Gaseous Detectors
Several experiments have reported that the performance of gaseous
detectors degrades with rising amount of charge collected on the an-
ode. This effect is called aging. It originates from reactions of the
gas with the detector hardware. Gas constituents from outgassing or
leakage as well as volitional admixtures can contribute.
1.4.3.1 Aging Effects
Many molecules are broken up in the avalanche plasma during the
amplification process. Therefore, a large number of free radicals is
created. The remarkable reactivity of these radicals can result either
in recombination or in polymerization. Once a polymer chain reaches
a critical size, it can condense on one of the chamber electrodes.
The connection between the polymer and the electrode can be rela-
tively weak in the beginning and may be stabilized only after another
chemical reaction. Once a mono-layer is formed on an electrode the
further deposition of polymers may increase drastically. This is espe-
cially the case if the electrode is gold plated and, therefore, highly
nonreactive in the first place. Moreover, many free radicals have a
dipole moment which can play a role in the deposition process [76].
The coating of anode wires may take very different forms, depend-
ing on the conditions during polymerization, see figure 1.18. The coat-
ings cause a drop in the achieved gain and, therefore, a reduced de-
tector sensitivity. Silicon whisker growth during aging tests for the
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Figure 1.19: Irradiation tests for the LHCb experiment resulted a dilation
of the GEM holes. The gas mixture was 45% Ar, 15% CO2 and
40% CF4. The effect scales with the charge density as seen from
the increasing hole diameter from GEM 1 to GEM 3. It can be
prevented by an increased gas flow.
©2005 IEEE. Reprinted, with permission, from [80].
ATLAS TRT with 70% Xe, 20% CF4 and 10% CO2 resulted in a gain
reduction of 30% [78].
As the anode wires, also the cathode may be affected by deposits.
When an insulating layer is formed on the cathode surface, collected
ions can not be neutralized. Thus, a space charge builds up and elec-
trons are extracted from the cathode via field emission. Such thin-film
emission was first described by L. Malter in [79], it is called Malter-
effect, therefore.
A fraction of the electrons extracted by thin-film emission starts to
drift through the detector. Once they reach the amplification region,
they cause a fake signal. Additionally, the Malter-effect may become
sustained since the ions created during amplification cause a further
increase in the space charge on the cathode. A continuous dark cur-
rent is the consequence.
Usually, free radicals are formed only during the amplification pro-
cess. Thus, the aging rate scales not with time but with the amount of
charge collected on the anode. In high rate experiments at the LHC
or future accelerators, charges of up to 1C/cm per year will be col-
lected on the anode wires [76]. Therefore, it is inevitable to rely on
gas mixtures which at least do not foster aging processes.
GEM and Micromegas structures largely withstand aging processes
in many gas mixtures [81–83]. This makes them favorable for usage in
high rate experiments. Admittedly, it has been observed that GEMs
can be affected in mixtures with CF4 under certain conditions. During
an irradiation test for the LHCb experiment for instance, a small gas
flow caused a high fluorine concentration near the GEMs. Eventually,
this resulted in plasma etching in the GEM holes, see figure 1.19. The
effect could be prevented when the gas flow was increased, thereby
reducing the fluorine concentration.
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1.4.3.2 Anti-Aging Gases
Slightly simplifying, it can be said that halides, hydrocarbons and
silicon foster the aging process [84]. Hence, their usage should be
avoided as far as possible. In general, the latter two are introduced by
outgassing from the materials used in the detector or the gas supply.
It has been reported for instance that the usage of even a short PVC
tube can initiate an aging process [85]. Also Viton sealings are known
to foster aging. Therefore, it is necessary to pay special attention to
the materials used in a gaseous detector. A list of materials and their
influence on aging processes can be found in [86].
Especially the polymerization of hydrocarbons can be suppressed
by a considerable admixture of oxygen [87]. The admixture causes ox-
idation before long polymer chains are formed. The oxide remains in
the gas phase and can be removed by a continuous flow of clean gas.
However, one has to keep in mind that the electro-negativity of oxy-
gen might be highly undesirable in gaseous detectors, as described in
section 1.4.1.
From plasma chemistry, it is known that CF4 can be disintegrated
to CF3 and a highly aggressive free fluorine atom. In combination
with oxygenated species, an admixture of CF4 therefore causes etch-
ing. This can counter or even revert aging effects.
Whenever fluorine based gas components are used, toxicity and
electronegativity of free fluorine have to be considered. Furthermore,
CF4 together with water can form hydrofluoric acid. This might be
too aggressive for the detector as seen in [87]. Additionally, it has
been shown in [88] that CF4 combined with hydrocarbons even fos-
ters polymerization.
A dark current can be suppressed by small amounts of alcohols or
water [89, 90]. However, Malter-discharges reappear when the admix-
ture is removed, the effect itself is not cured. The suppression of the
dark current can be explained by the dipole moment of the molecules.
The dipole moment causes a significant concentration near the elec-
trodes. Thus, the conductivity through the insulating film is increased
and the space charge reduced.
1.4.4 General Considerations
The following compilation summarizes favorable properties of TPC
drift gases:
• A large ionization density respectively many track points allow
a precise track reconstruction. On the other hand, the ionization
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density must not be too high but allow an operation in high rate
applications.
• The detector gas should have a low density and a high radiation
length to avoid track distortions by multiple scattering.
• A small electron diffusion and a stable drift velocity are neces-
sary for a good spatial resolution.
• Discharges in the amplification structure have to be prevented.
Furthermore, the gas gain has to be high enough to ensure that
all primary electrons are detected.
• High ion and electron drift velocities help to keep the detector
occupancy low. Drift field distortions are minimized if the ions
are removed quickly from the active volume.
• Electron attachment has to be negligible.
• The drift gas may not disintegrate during operation, reactivity
has to be well controlled. Aging has to be avoided.
Especially the last point makes the choice of a noble gas as main
ingredient of the drift gas self-evident. However, a quenching admix-
ture is needed to ensure stability in the amplification stage as dis-
cussed in section 1.3.1.
Actually, not only the stability of the detector is increased when a
quencher is admixed, but also the drift velocity. This effect is shown
in figure 1.20 on basis of an Ar-CO2 mixture. It can be explained by
the characteristics of the electron cross sections and their effect on the
transversal diffusion coefficient:
For electron energies up to a few electronvolts, the total cross sec-
tions of the quencher gas is typically an order of magnitude larger
than the total cross section of noble gases. Therefore, the cross section
of the mixture rises with increasing quencher fraction. The mean en-
ergy  of drifting electrons decreases in consequence, see figure 1.20.
Simultaneously with the mean electron energy, the transversal diffu-
sion σT decreases when the amount of admixture is increased. There-
fore, the electron movement becomes more directed [91].
Hence, the naively expected drop in the drift velocity is not ob-
served in figure 1.20, but the drift velocity actually rises. This effect
is exhausted at some point, then the drift velocity decreases down to
the value of the pure admixture. Usually, the amount of quenching
gas needed to achieve a stable amplification is larger than the amount
of admixture at which the drift velocity peaks. Therefore, most TPCs
are not operated with the gas mixture that offers the maximal drift ve-
locity. In consequence, the drift velocity has a significant dependence
on the accuracy of the gas mixture.
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Figure 1.20: The mean electron energy , the transversal diffusion σT and
the electron drift velocity vD (scaled by a factor of 0.5) in Ar
are plotted for a electric field of 200V/cm in dependence on the
amount of CO2 admixture (Magboltz simulations) [91].
Gases with a pronounced Ramsauer dip show a maximum of the
drift velocity if the drift field is varied, c.f. Fig. 1.4. Commonly, the
drift field in a TPC is chosen such that the primary electrons reach
this saturated drift velocity. Thus, the influence of drift field inhomo-
geneities caused by the space charge of back drifting ions or technical
limitations is minimized.
The diffusion in a TPC can be reduced by a magnetic field, as de-
scribed in section 1.2.2. If no magnetic field is available, a small dif-
fusion coefficient is obtained when the properties of the gas mixture
are dominated by a cold gas as CO2 or DME. In such gases, the mean
energy of the drifting electrons is comparable to the thermal energy
and the diffusion is inherently small. One drawback of cold gases is
that the operating point has to be chosen in a region where the drift
velocity is not saturated and may suffer from field inhomogeneities.
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Experiment Drift length [cm] Drift gas
PEP4 2×100 80% Ar, 20% CH4
Topaz 2×122 90% Ar, 10% CH4
Aleph 2×220 91% Ar, 9% CH4
Delphi 2×134 80% Ar, 20% CH4
CDF 2×15 50% Ar, 50% C2H6
STAR 2×210 90% Ar, 10% CH4
ALICE 2×255 85.7% Ne, 9.5% CO2, 4.8% N2
T2K 2×90 95% Ar, 3% CF4, 2% iC4H10
Table 1.2: Drift gases of some TPCs [32, 92–95].
1.4.5 Common Gas Choices for TPCs
In table 1.2, gas mixtures of some experiments are summarized. As
explained before, the base component of the drift gas is usually a no-
ble gas. The lightest noble gas, helium, has a high leakage rate and is
hard to contain in a closed loop. The heavy gases Kr and Xe are liter-
ally rare and, therefore, expensive. Besides, frequent Kr isotopes are
radioactive. Even of more importance is the strong effect of multiple
scattering causing track distortions in these gases. The high ionization
rate may cause discharges in the readout.
The remaining two noble gases Ar and Ne are used frequently in
TPCs (PEP4, Topaz, Aleph, Delphi, CDF, STAR, ALICE). However,
both have in common that they are less resistant against discharges
in the amplification stage than helium. The mobility of argon ions is
four times lower than the mobility of neon ions. At the same time the
ionization density is higher. Thus, large space charges are expected in
experiments with high event rates. For these reasons, Ne was chosen
as main gas component in the ALICE-TPC [91].
Amount and type of the quencher gas is chosen such that a sta-
ble operation is possible. UV photons emitted from the noble gas
have to be absorbed within small perimeters. Although hydrocarbon
quenchers offer a higher drift velocity than CO2 admixtures, they
come with the drawback that the detector may age under their influ-
ence. The admixture of CF4 is attractive to counter aging effects but
also may destroy a detector by over-etching. Furthermore, fluorine
created in the amplification plasma is toxic and electronegative.
Nitrogen admixtures are avoided in most experiments since 14N
can transform to 15N by neutron capture. The latter emits a 10.8MeV
photon which results in a background signal. Nevertheless, nitrogen
was considered recently as quencher in the ALICE TPC since it comes
with a high cross section for the absorption of UV photons emitted
by neon and increases the detector stability [96].

2
G A S M I X I N G S Y S T E M
The performance of any particle detector is in principle defined by the
properties of the detection media. This holds especially for gaseous
detectors which are strongly dependent on the chosen drift gas.
This dependence begins with the ionization density described by
the Bethe-Bloch-Formular (Sec. 1.1), covers the characteristics during
the drift of the primary electrons (Sec. 1.2) and ends with the achiev-
able gas amplification in the detector end cap (Sec. 1.3). Due to these
manifold dependencies trade-offs are to be expected and it can be
taken for sure that different measurements will require different drift
gas compositions.
A dynamic and versatile gas mixing system that meets these re-
quirements has already been drafted in [97] and [98]. In this chapter,
it is described in detail. The system allows to vary the mixture of up
to three gases and the total gas flow in a wide range. At the same
time, the absolute pressure in the detector is kept constant. It offers
the possibility to change or fine-tune the gas composition easily and
introduces a monitoring of the most relevant gas mixture properties.
In the first section of this chapter, the piping schematic and the
hardware are explained. The second section describes the monitoring
of the gas properties, while the third section gives some insights to
the electronics that are used to control the gas mixing system. The
operating system which was developed for the controlling embedded
PC is briefly sketched in the fourth section. In the last section, the
achieved functionality is summarized.
2.1 layout of the gas mixing system
As shown in the piping schematic (Fig. 2.1), the gas flow into the
detector is controlled by two mass flow controllers (Sec. 2.1.1) with
slightly overlapping gas-flow ranges for each gas type. This doubling
of the mass flow controllers allows to achieve a large range of possible
gas flows while it avoids to operate the controllers in the lower end
of the calibration range, where the precision of the devices degrades.
The ranges of the mass flow controllers are optimized for a mix-
ture of 93% Argon, 5% Methane and 2% carbon dioxide, the gas
composition foreseen in the technical design report for the TESLA-
detector [99]. Since the products of the specific heat capacity and the
density are equal for both gases, the mass flow controllers for argon
may be used for helium as well (c.f. Sec. 2.1.1).
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Figure 2.1: Schematic showing all devices and connections in the Gas Mix-
ing System. All valves are set like in the standard operation
mode. Recently, the flow controller for small CO2 flows has been
replaced by a device enabling CO2 flows up to 12 l/h.
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It is possible to flush the pipes from the gas bottles to the mass flow
controllers by turning the 3-way valves to the exhaust position. This
should be done to remove contaminations in the pipes after changing
the supply bottles.
The separate gas flows are combined and mixed within a static
mixer device (Sec. 2.1.2). This mixer device is placed upstream of a 3-
way valve which allows to flush either the detector or to channel the
mixed gas directly to the low pressure exhaust. Two different exhaust
lines are foreseen in order to avoid a valve setting that generates a
path from the mid-pressure part (3-6.5 bargauge) to the low-pressure
part (0-30mbargauge) of the gas mixing system. Such a path could
lead to a large destructive overpressure in the detector.
When the gas is directed into the detector, it passes an oxygen ab-
sorber before entering the detector volume. Downstream of the detec-
tor there are several paths to the low pressure exhaust:
a. The main exhaust line leads through a hygrometer (Sec. 2.2.1)
and an oximeter (Sec. 2.2.2) to the pressure controller (Sec. 2.1.1).
This line may not only be flushed by the gas mixing system, but
also from a calibration inlet, selectable by a 3-way valve. This
allows the calibration of the oximeter as well as flushing the
oximeter with nitrogen in case the gas mixing system is not
used.
b. To avoid relative pressures larger than 30mbargauge, mechanical
over- and underpressure valves are installed. In normal oper-
ation, these valves stay closed since the electronics of the gas
mixing system detect and avoid these undesired pressure con-
ditions. However, they may occur in case of a power failure or
misusage of the system.
c. To monitor the quality and composition of the gas mixture, a
gas-phase chromatograph (C2V-200 micro GC) is installed in
parallel with the main exhaust line. Details on commissioning
and operation of this device may be found in [100].
d. The ventilation valve can be opened if the relative pressure
should be minimized. In particular, if the detector is not flushed
with any gas.
A constant gas flow into the detector is guaranteed by the mass
flow controllers at the input. The absolute pressure in the system is
held constant by adjusting the flow in the main exhaust line with
the pressure controller. The barometric pressure is monitored by a
BSDXBaro device from Sensortechnics (absolute accuracy: ±3mbar).
If the gauge pressure, derived from the barometric pressure and the
reading of the pressure controller, exceeds a 5-30mbargauge range, the
total pressure in the detector is no longer held constant but adapted.
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Figure 2.2: Mass flow measuring principle. The measured temperature gra-
dient ∆T is proportional to the total flow in the device.
Illustration by permission of Bronkhorst High-Tech [101].
2.1.1 Flow Controllers
The calorimetric El-Flow mass flow controllers from Bronkhorst High-
Tech are controlled and read out by analog signals. They feature a
mass flow sensor which is internally coupled to a solenoid valve con-
trolling the gas flow.
As depicted in figure 2.2, the flow is made laminar in the device
and a small fraction of the main flow is led into a the sensor tube.
Only the bypassed fluid is monitored. Since the flow in the mass
flow controller is laminar, this is a constant fraction of the total flow
through the device.
The gas flow passes a temperature sensor, a heating element and
a second temperature sensor in the bypass. While the temperature
profile is symmetric around the heating element as long as there is
no flow, it becomes asymmetric with rising flow.
The heat transfer between the capillary sensor tube and the gas is
described in [102]. As pointed out in [103], for small gas flows the
measured temperature difference ∆T = T2 − T1 is proportional to the
mass flow Φm respectively the volume flow ΦV in the sensor tube.
Taking into account the influence of the specific heat capacity of the
gas at constant pressure cp and the density ρ one receives:
∆T = k · cPΦm = k · cPρΦV , (2.1)
where the proportionality constant k represents the thermal and geo-
metric properties of the sensor tube as well as the heating power of
the heating elements [104]. This constant has to be derived from a
calibration for each device.
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Figure 2.3: a) Precision of the received flow in dependence on the requested
flow in a mass flow controller.
b) Drawing of the capacitance manometer. The left handed side
is connected to the monitored volume. Pressure variations in-
fluence the bow of the membrane electrode and, therefore, the
distance to the reference electrode in the evacuated right handed
side.
The precision is limited by an absolute error of ±0.1% of the maxi-
mal flow, which adds to an error of ±0.5% of the actual reading. This
results in a degrading absolute performance for gas flows which are
much smaller than the full scale flow, see figure. 2.3a. For this rea-
son, a lower bound to the selectable flow is defined in the steering
software (c.f.Fig. 2.1).
As the mass flow controllers, the pressure controller (MKS 640A)
is controlled and read out by analog signals. The gas flow is again
controlled by an integrated solenoid valve. The absolute accuracy is
±0.5% of the reading, while the repeatability is better than ±0.1% of
the full scale.
The pressure monitoring is done with an integrated Baratron™ ca-
pacitance manometer (Fig. 2.3b). Main elements of the manometer are
two electrodes forming a capacitor. One of the electrodes is placed
on a flexible membrane, which divides the sensor volume into two
halves. One half is connected to the monitored gas volume, the other
half is evacuated. Within this half, the reference electrode is placed.
The vacuum is maintained by a chemical getter pump inside the de-
vice.
When the pressure on the measurement side changes, the deforma-
tion of the membrane varies and the distance between the electrodes
is modified. Thus, a change in capacitance can be measured to moni-
tor the pressure.
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(a) (b)
Figure 2.4: a) Promotional sample of a Kenics helical mixer [105].
b) Simulation of the situation after several mixer elements.
Illustration by permission of Samhwamix Co. [106].
2.1.2 Static Mixer
The gas mixture is homogenized by a static helical mixer. The mixer
consists of a set of eight bent elements enclosed within a pipe segment
(Fig. 2.4).
In a laminar flow application, the main mixing mechanism is the
flow division at each element: The leading edge of any element di-
vides the fluid and rotates the separated streams. The subsequent
element splits the flows again, followed by a further rotation in the
opposite direction. With any subsequent element the fluid is divided
once again. The number of mixings after n elements is therefore 2n.
The laminar mixing is further supported by turbulences introduced
in the flow by changing the direction of rotation after each element.
2.2 impurity monitoring
The most prominent contaminants in gaseous detectors are traces of
water (H2O) and oxygen (O2). In [100], it was shown that the accuracy
of a simple gas chromatograph is not sufficient to determine these
impurities in the ppm region. To overcome this limitation, dedicated
detectors for H2O and O2 are integrated into the gas mixing system.
2.2.1 Hygrometer - GE HygroPro
Most hygrometers use an optical method (chilled mirror hygrometer)
to determine the dew point of water in a gas sample. A more reliable
measuring technique is used in the aluminum oxide hygrometer of
the GE Sensing HygroPro (Fig. 2.5a).
This device measures directly the water vapor pressure in the fluid.
The measuring principle relies on the impedance change between ca-
pacitor electrodes which are directly exposed to the fluid. To avoid
water deposition on the sensor, the detector has to be operated at
least 10K above the dew point.
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Figure 2.5: a) Probe of the hygrometer, showing the temperature sensor
(right), the pressure sensor (left) and the aluminum oxide sen-
sor (center) [107].
Photograph by permission of GE Measurement & Control.
b) Error on the measured water content. The ±-asymmetry of the
error is negligible.
dew/frost point range α [mbar] β λ [◦C] max. error
0 . . . 200 ◦C 6.0964 16.8862 230.50 0.38%
−20 . . . 50 ◦C 6.1162 17.4748 240.71 0.09%
−70 . . . 0 ◦C 6.1134 22.5448 273.47 0.05%
Table 2.1: Coefficients for the Magnus formula [110].
To calculate parameters as ppmV or percent relative humidity from
the measurement, the device features internal pressure (piezoresis-
tive) and temperature (NTC) senors.
Commonly, the water content in gases is stated as temperature of
the frost or dew point. This is the temperature at which the gas is
saturated with water vapor and the water vapor condensates as fluid
or ice. The saturation vapor pressure over water (eW) or ice (eI) can
be calculated from the dew or frost point temperature (T ) using the
Magnus formula [108]:
eW/I(T) = α · exp
(
βT
λ− T
)
. (2.2)
Coefficients for different temperature ranges of this empirical for-
mula can be found in [109] or [110] for example. For convenience,
coefficients for the most relevant ranges are stated in table 2.1.
From the partial pressure, the relative water content in ppmV can
be easily calculated. This was used to show the absolute measurement
accuracy (∆TD/F < ±2 ◦C for −65 ◦C < TD/F < 10 ◦C) of the HygroPro
sensor as error on the measured relative water content in ppm in
figure 2.5b.
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Since the measurement is a partial pressure, it is not dependent on
the flow-rate of the monitored gas. If the measurement changes with
the gas flow it can be assumed that off-gassing or a leak in the gas
system is causing this dependence. Especially the copper pipes used
in the gas mixing system are known to be hygroscopic. Once they
have been exposed to H2O enriched gas it might take days until the
H2O contamination drops to an acceptable value (O(10ppmV)).
2.2.2 Oxymeter - TAI 3190
The Teledyne Analytical Instruments 3190 is a micro-fuel cell based
O2-sensor. Free electrons are generated in a chemical reaction, the
resulting current is proportional to the total amount of oxygen in the
gas sample.
The design of the micro-fuel cell used is comparable to the com-
position of a zinc-carbon battery. The single yet important difference
between these is that all reactants are stored within a battery, while in
case of the micro-fuel cell one component, namely the oxygen, comes
from the outside as a constituent of the gas sample.
The cell consists of a cathode, a lead anode and a 15% aqueous
KOH electrolyte (caustic potash). The sample gas diffuses through
a membrane on the top of the cell into the electrolyte. Any oxygen
solved in the electrolyte is then reduced at the cathode:
O2 + 2H2O+ 4e− → 4OH−, (2.3)
while simultaneously the lead is oxidized at the anode:
2Pb+ 4OH− → 2PbO+ 2H2O+ 4e−. (2.4)
Altogether, four electrons are released at the anode for each react-
ing oxygen molecule [111].
Since the current is proportional to the total (and not the relative)
amount of available oxygen it is necessary to have the sensor cali-
brated at a total pressure and flow equal to the operational condi-
tions. This is why the sensor is placed in the pressure regulated part
of the gas mixing system. Under the correct operating conditions, the
measurement is correct within ±5% of the calibrated full scale.
The micro-fuel cell is burnt after being exposed to a certain total
amount of oxygen. In order to avoid excessive wastage, the cell always
has to be flushed with gas with a low oxygen content.
2.3 electronics
The electronics of the gas mixing system are built of the central em-
bedded PC (TERN Ethernet-LCD, Fig. 2.6) and a customized expan-
sion PCB (Printed Circuit Board). The embedded PC has two main
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Figure 2.6: Embedded PC front (a) and back view (b)
tasks: One is to set the desired target values of the connected mass
flow controllers. The other is to monitor the parameters of the gas
mixing system. All values are provided for the read-out with another
PC (Sec. 2.4.2).
Central building block of the embedded PC is the AM186™ES CPU.
The programming is briefly sketched in section 2.4. The CPU is con-
nected to several other devices allowing interaction with other hard-
ware and the user:
• 192× 128 pixel graphic display
• 6 buttons
• hardware TCP/IP stack for 100 base-T Ethernet
• 16 channel 24-bit ∆Σ-ADC (LTC2448)
• 8 channel 16-bit DAC (LTC2600)
• compact flash card drive
• RS232 port
• RS485 port
Some of the programmable I/O pins of the CPU are used to im-
plement a SPI (Serial Peripheral Interface), which is used to interface
the ADC (Analog to Digital Converter) and the DAC (Digital to Ana-
log Converter). Fan-out and reorganization of DAC, ADC and power
lines are realized on the expansion PCB. The schematics are depicted
in figure 2.7.
The system is powered by ± 15V according to the requirements of
the flow controllers. Supply voltages of the embedded PC, the temper-
ature sensors and the barometer are derived with voltage regulators.
The control voltage of the flow controllers ranges from 0 to 5V
(in and out). This matches the DAC output, while the ADC has an
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Figure 2.7: Draft of the schematic of the expansion PCB for the embedded
PC. The ADC and DAC signals are routed to the corresponding
ports on the PCB of the embedded PC.
input range of only −1.25V to 1.25V. Therefore, a voltage divider
is needed between the flow controller output and the ADC. Due to
the architecture of the ADC, this voltage divider has to be rather low
ohmic. In a more sophisticated approach, the flow controller output
would not be directly connected to the voltage divider, but with a
unity gain amplifier in between. This would reduce demands to the
voltage output of the flow controllers and improve the accuracy of the
analog to digital conversion. However, both the DAC and the ADC
are high precision devices and the expected error from the conversion
is much smaller than the accuracy of a mass flow controller.
The AD592 temperature sensors are temperature controlled current
sources. They are directly connected to the 5V supply rail. The mea-
sured voltage builds over 3.3kΩ resistors.
The barometer data is transmitted via a 0 to 5V output. Therefore,
a voltage divider, identical to the ones of the flow controllers, is used
for the readout.
The oximeter transmits the data via two analogue signals. One sig-
nal encodes the measurement range, the other encodes the measured
value as percent of the actual range as current signal (4 to 20mA).
The range signal is not evaluated due to a lack of ADC channels. The
range may be reconstructed from the retrieved data. Like the oxime-
ter, the hygrometer transmits the data as 4 to 20mA current signal.
Both current signals are evaluated by measuring the resulting voltage
over 62Ω resistors.
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Figure 2.8: Hierarchy of the objects implemented in the operating system of
the embedded PC. The arrows indicate the direction of the data
flow.
2.4 software of the embedded pc
The operating system running on the embedded PC is written in
object-oriented C++. During start-up of the system, several static ob-
jects representing physical devices of the gas mixing system are in-
stantiated together with some abstract objects. The hierarchy of these
objects is shown in figure 2.8. The arrows indicate the direction of the
data flow. This implementation of the hardware objects allows the ab-
stract objects to access the parameters of the gas mixing system.
2.4.1 Program Flow
Since the CPU of the embedded PC does not allow real multitasking,
the abstract software objects are activated one after the other in an
infinite loop:
50 gas mixing system
• First, the current settings and readings are transmitted via the
RS232 interface by the PC interface object. If the connected PC
has sent new target settings, these are applied.
• Afterwards, the pressure monitor routine checks whether the
pressure limits are exceeded. If so, the settings are adjusted. The
system returns to the previously selected settings as soon as
possible.
• Finally, the GUI checks for user input and applies the new set-
tings if they are valid. If not, valid settings close to the chosen
ones are suggested.
2.4.2 PC Interface
All data concerning the gas mixing system are collected in the embed-
ded PC. For further processing, it is necessary to transfer them from
the embedded PC to a desktop PC. This is done via the serial port
(RS232). The protocol parameters are:
Parameter Value
bps 19200
data bits 8
parity none
stop bits 1
flow control none
According to the implemented ASCII communication protocol, a
read or set command has to be sent from the desktop PC that is then
processed and answered by the embedded PC.
2.5 operation of the gas mixing system
2.5.1 Leakage Tests
A good gas quality within the TPC can only be ensured if the gas
system and the TPC are tight. Obviously, the term tight needs to be
defined, since virtually no system will be absolutely tight.
A quantitative measure for the tightness of a system is the leakage
rateQL. The leakage rate is defined in [112] as the quantity of gas that
leaks into or out of a system during a timespan ∆t. Since the quantity
of a gas is given by the product of the pressure p and the volume V ,
the leakage rate reads:
QL =
∆(pV)
∆t
. (2.5)
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Figure 2.9: The system, including a safety-bubbler, is brought to an over-
pressure for a leakage test. After turning off the helium gas flow,
the pressure drops exponentially. The leakage rate is less than
2.5× 10−4 mbar·ls . The error bars shown include repeatability, hys-
teresis and linearity.
Following this definition, several leakage tests have been performed
for the gas mixing system. The TPC has been disconnected for all
tests in order to investigate only the tightness of the instrumentation.
The investigated gas volume is therefore given by the piping of ap-
proximately 15m length with 4mm inner diameter. The volume is
estimated to be smaller than 0.2 l.
For each test, the gas system is flushed with helium in order to
build up an overpressure. Once the overpressure is established, the
flow is turned off. The pressure controller then closes the exhaust
valve to maintain the pressure within the system. In this state, the
overpressure drops only due to leakage and diffusion. Monitoring
the system pressure p in dependence on the time t gives therefore a
handle to calculate the leakage rate. The decay time τ can be extracted
from the observed pressure decay, which follows:
pmeas(t) = A · exp
(
t
τ
)
+ poffset. (2.6)
The overpressure at t = 0 is given by A, the environmental pressure
by poffset.
1. The first leakage test has been performed with a safety-bubbler
for over- and underpressure protection. A disadvantage of this
safety-bubbler is that it introduces some dead volume and is a
source for water vapor in the system. Consequently, it has been
replaced by mechanical valves later.
The observed pressure decay is shown in figure 2.9. The decay
time is 8.2h. The leakage rate can be calculated from the decay
in the first hours ∆p∆t 6
9mbar
2h . It is determined to be QL <
2.5× 10−4 mbar·ls .
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Figure 2.10: Leakage tests:
a) Without hardware over- or underpressure protection, the
leakage rate QL is less than 4× 10−7 mbar·ls .
b) With mechanical over- and underpressure valves, the leakage
rate is in the order of 10−2 mbar·ls .
2. The second test has been carried out without dedicated hard-
ware for over- and underpressure protection. As shown in fig-
ure 2.10a, the tightness is significantly improved in this case.
The pressure decrease is too small to identify an exponential
decay. Therefore, a linear function was fitted to the data in or-
der to extract the leakage rate. The latter is found to be less
than 4× 10−7 mbar·ls . The periodic pressure fluctuation observed
in the data is introduced by the working cycle of the air condi-
tioning system.
3. The last leakage test has been conducted with two mechanical
valves, one for the over- and one for the underpressure protec-
tion. As shown in figure 2.10b, these devices are less tight than
the safety-bubbler. The decay time is only 0.19h, the leakage
rate in the order of 10−2 mbar·ls . This can be explained by the
construction of the valves which are closed by a spring causing
a continuous opening of the valves when the opening pressure
is approached.
The leakage caused by these valves is accepted, because they
allow to get rid of the dead volume and the water vapor source
introduced by the safety-bubbler.
From all pressure curves, it can be seen that the accuracy of the
pressure measurement is better than stated by the manufacturer (c.f.
Sec. 2.1.1). This results in a vanishing χ2 for the fitted exponential
curves.
Comparable measurements have been carried out for the MediTPC
at Desy, for example. The first version of the MediTPC gas system
lost the pressure exponentially with a decay time of 30minutes [48]
corresponding to a loss of more than 30mbar/h. According to [113],
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Figure 2.11: Hygrometer and Oximeter are flushed with a calibration gas
(Ar:CO2 70:30 with 80ppm O2) at 5 l/h. After 90h of flushing
the oximeter is calibrated to 80ppm.
this was improved later down to a loss of less than 5mbar/h. How-
ever, a comparison is difficult since the decay time was not updated
and the investigated gas volume is not stated in any of the reports.
2.5.2 Calibration of the Trace-Analyzers
While the hygrometer is calibrated by the manufacturer, the oxygen
sensor has to be calibrated by the user every time the micro-fuel cell is
exchanged. In principle, the calibration could be done with air (21%
O2). The maximal accuracy, however, can only be achieved with a
calibration at conditions which are comparable to the actual operating
point.
Therefore, the calibration inlet was used to flush the main exhaust
line, including the trace contamination sensors and the pressure con-
troller, at 5 l/h and 1020mbar with calibration gas (Ar:CO2 70:30 with
80ppm O2). According to the manufacturer, a few hours are needed
to reach an equilibrium state. After 90h of flushing, it has been ex-
pected that the instrumentation is free from remnant contaminations
and the oximeter was calibrated, see figure 2.11. While the water con-
tamination drops as expected during flushing, the measured oxygen
content does not settle as expected but suffers from a time drift.
This malfunction is repeatable and can be neither explained by leak-
age nor by outgassing effects since any of these should lead to an
equilibrium state after some hours of flushing. In order to exclude
the micro fuel cell as malfunction source, this cell was exchanged,
but no change was observed. The remaining most prominent error
source is a malfunction in the analyzer electronics itself. This could
not be replaced up to now, so no final solution can be given.
However, the use of the Teledyne 3190 has been proven in several
other experiments, for example in the FOPI GEM-TPC, Medi-TPC
54 gas mixing system
time [h]
0 2 4 6 8 10 12
O
 c
on
te
nt
 [p
pm
]
2H
3000
4000
5000
6000
 / ndf 2χ
 34.2 / 343
Prob    1.0
 [ppm] LA  158.7± 1082.8 
 [h] Lτ   5.7± -9.1 
 [ppm] GA  158.1± 2000.4 
 [h] Gτ   0.1± -1.0 
offset    40.9± 3161.0 
Figure 2.12: The water contamination increases with time if the system is not
flushed with dry gas. This increase is explained by outgassing
and leakage.
and Large-TPC at DESY [48] or the NEXT project [114]. Therefore, it
should be possible to achieve the same performance once the defect
is located and fixed.
Meanwhile, an estimated O2 contamination can be extracted from
the data obtained with the TPC as shown in section 5.2.
2.5.3 H2O Contamination
Two different mechanisms lead to a H2O contamination of the gas
in the mixing system. The first is leakage, the second is outgassing
from the instrumentation, including the pipes. The first effect can be
minimized by a tight system, the second by dry-flushing.
While the system is flushed with dry gas, a certain amount of water
molecules is dissolved from the pipes per unit time. This amount
depends on the difference in humidity in the gas and on the piping.
After some days of flushing, no water remains attached to the pipes.
In this case, very lowH2O contaminations of 10 to 20ppmV have been
observed.
If one fills the system with dry gas and turns off the flow, the effect
of outgassing and leakage can be seen (Fig. 2.12). Since both effects
are described by exponential functions the water contamination W(t)
is described by:
W(t) = AG(1− exp(t/τG)) +AL(1− exp(t/τL)) +AOffset. (2.7)
The quick rise (τG) in the beginning is caused by outgassing. After
some hours, an equilibrium between dissolving and newly attached
water molecules is reached. The mere shallow rise (τL) which be-
comes dominant after long times is caused by leakage.
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Figure 2.13: Front (a) and side (b) view of the gas mixing system. In the side
view, the oximeter (top), the hygrometer (center) and the gas
chromatograph (bottom left) are visible.
2.6 summary
The gas mixing system as shown in figure 2.13 and discussed in this
chapter was used during several data taking periods with the TPC
prototype described in chapter 3. Since then, it is in operation during
the commissioning of other gaseous detectors and during tests of new
detector and read out architectures.
Commercially available gas mixing solutions like the Environics
Series 4000 or the Gas Mixing System GMS 150 from Photon System
Instruments do not offer the same functionality, especially no pres-
sure controlling or temperature surveillance. Also an unmatched gas
flow range is achieved by duplicating each gas channel.
The gas mixing system can be considered to be sufficiently tight.
The leakage rate achieved with mechanical pressure protection valves
corresponds to a hole with a diameter of roughly 10µm. However, if
the valves would be removed and one relies on the electronic pres-
sure surveillance, this could be improved largely (leak diameter <
100nm).
Due to the benefits of the gas mixing system, it was decided to
build a second unit for another laboratory with only small changes.
The most important modification was to ensure that all sealings are
compatible with isobutane which will be used in an upcoming X-ray
detector for the CAST-Experiment [115].

3
T H E P I X E L T P C
A TPC operated at a TeV linear collider must feature at least a spatial
resolution of 100µm in the xy-plane and 400µm to 1400µm in drift
direction (from zero to full drift length of 2.3m). This allows for a mo-
mentum resolution δ(1/pT) better than 1× 10−4 /GeV with the TPC
only. Furthermore, the double hit resolution aimed at is about 2mm
in the xy-plane and 6mm in drift direction respectively [8]. These de-
mands exceed the performance of existing TPCs by up to one order of
magnitude. Therefore, existing readout techniques have to be vastly
improved.
The required specifications come within reach, when MPGDs (c.f.
Sec. 1.3) are combined with a readout plane which fully exploits the
potential of the gas amplification stage. Obviously, the dimensions
of typical readout pads (few mm2) are not matched to the pitch of
MPGDs (50-140µm).
The effective granularity of a readout pad plane is enhanced, if the
charge is spread out over several pads, for example by application of
a resistive foil. This allows to resolve the characteristics of a charge
deposition and to reconstruct the original position of a primary ion-
ization from the center of gravity of the detected charge distribution.
This well approved method works with both GEMs and Micromegas.
Spatial resolutions of σxy = 80µm and less can be achieved [116].
Alternatively, the characteristics of a charge deposition can be re-
solved, if the size of the readout pads is reduced down to the di-
mension of a charge cloud emerging from the gas amplification stage.
Calculations presented in [117] predict that this largely improves the
spatial resolution.
Shrinking the readout pads obviously increases the total number
of pads. Since all of them have to be connected to external readout
electronics, the routing effort is increased as well. Typically, the sig-
nals are routed on a printed circuit board through the readout plane
to the readout electronics on the backside. Yet rather large pads of
a few 100µm2 result in a channel density which makes it virtually
impossible to rely on this approach. Even if advanced production
techniques would allow to route the wires in the necessary density,
the signal quality would suffer from channel to channel crosstalk and
noise caused by the large capacitances connected to the electronics.
Although shrinking classical readout pads down to a few 10µm2
is not possible, such pad dimensions can be achieved by combining
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the readout electronics directly with the charge collecting anode pad
on an Integrated Circuit (IC).
In [118, 119], this approach has been followed up. Here, micro pat-
terned gas amplification stages have been combined with pixel chips
featuring 2101 respectively 65 536pixels, each equipped with a charge
collecting anode pad on the chip surface as well as the necessary read-
out electronics. This brought gaseous detectors for the first time to a
level of integration and granularity usually reserved to semiconduc-
tor pixel detectors.
Several studies using Medipix2 [120], Timepix [18] or FEI3 [121]
chips for the readout of drift chambers with a few centimeters drift
distance have been performed [122–125]. The high granularity allows
for precise information on the charge cloud caused by single primary
electrons. In particular, it is possible to separate individual charge
depositions originating from different primary electrons. This allows
precise dE/dx measurements by mere counting of charge depositions.
Furthermore, it is expected that the probability to separate two ad-
jacent tracks is increased. Besides, the advanced readout integration
potentially simplifies the mechanical setup and allows for a minimal
material budget.
In Bonn, for the first time a TPC with Timepix pixel readout and
a rather long drift distance is operated. First insights into this project
are given in [126–133].
The experimental setup is described in some detail in the first
section of this chapter. The most relevant properties of the readout
ASIC (Application Specific Integrated Circuit) are summarized in sec-
tion 3.2. The value of the gathered data is increased with the calibra-
tion explained in section 3.3. Simulations of the drift gas properties
are presented in section 3.4.2. Finally, a short summary is given in
section 3.5.
3.1 experimental setup and operating conditions
The cylindric field cage of the pixel TPC was designed and manu-
factured at the RWTH Aachen [134]. It is formed by a sandwich of
glass-fiber reinforced plastic and Kapton, supported by an Aramid
honeycomb structure, see figure 3.1a. The material budget is only 1%
of a radiation length.
The drift field is homogenized down to ∆E/E < 10−3 by 187field
strips with 2.8mm pitch. The field strip potentials are defined by a
resistor chain. Drift fields of up to 1kV/cm are possible.
The drift volume has a length of 26.32 cm and a diameter of 23 cm.
Anode and cathode are formed by copper planes resting on nylon
pillars in the field cage. A triple GEM stack with 1mm transfer gaps
is inserted into the anode plane as shown in figure 3.1b. The GEMs,
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(b)
Figure 3.1: a) Cross section of the field cage cover. The field strips face to-
wards the drift volume.
b) Tripple GEM stack and readout plane equipped with the
Timepix ASIC.
produced at CERN, have a thickness of 56µm and cover an area of
10 cm× 10 cm. The holes have a diameter of 60–70µm. They are ar-
ranged in a hexagonal pattern with 140µm pitch.
The readout plane, located 1mm below the GEM stack, is equipped
with a bare Timepix ASIC operated with a 55.4MHz clock. The bump-
bond pads of the pixels, originally foreseen for interconnection with
a silicon sensor, act as charge collecting anodes.
Since it offers a good stability for the operation of the GEM stack,
a mixture of 70% helium and 30% CO2 was chosen as drift gas. A
continuous gas flow of 5 l/h ensured drift gas purity. The operating
pressure was kept a few millibar above the environmental pressure.
The drift field was set to 495V/cm. The voltage across each GEM
was 415V. The transfer fields were set to 2200V/cm, the induction
field to 3000V/cm.
The particle tracks, recorded in a cosmic ray test-stand, originate
mainly from minimal ionizing muons passing the chamber. The read-
out is triggered by coincident signals from scintillators placed above
and below the TPC. A photograph of the test-stand and a representa-
tive event are shown in figure 3.2. The individual charge depositions
are clearly visible.
3.2 the timepix asic
The Timepix ASIC was developed in 2007, based on the Medipix2
chip which was originally designed to be used in connection with a
semiconductor sensor for medical imaging. It features 256×256pixels
on a 2.27 cm2 die. The peripheral electronics and bump-bond pads
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Figure 3.2: a) Test-stand photograph showing the TPC and two scintillators
which are used for triggering [127].
©IOP Publishing Ltd. and Sissa Medialab srl. Reproduced by per-
mission of IOP Publishing. All rights reserved.
b) Display of a typical event recorded with the pixel TPC. De-
pending on the pixel mode, the arrival time of a hit (blue) or
the detected charge (colorful) is displayed for each pixel (c.f.
Sec. 3.2.1.3).
are located on one side of the die, utilizing only 13% of the chip
area. This allows to neighbor several chips with virtually no dead
space in between. The total power consumption during operation is
less than 2W. A photograph of the Timepix chip, placed in the center
of the readout plane, is shown in figure 3.3a. The conventional pads
(1mm× 4mm) surrounding the Timepix ASIC are not read out, but
simply connected to ground potential.
3.2.1 Pixel Electronics
Each Timepix pixel measures 55µm×55µm and features a Charge
Sensitive Amplifier (CSA) and a single threshold discriminator in the
analog section as well as a 14 bit counting logic in the digital domain.
The pixel layout is depicted in figure 3.3b.
3.2.1.1 CSA
The Timepix front-end circuitry, sketched in figure 3.4, is discussed in
full detail in [135]. It is based on a scheme proposed in [136].
The feedback circuitry allows integration of either positive or neg-
ative charge carriers. At the same time, the output signal is shaped.
Thus, no dedicated shaping amplifier is needed. Key feature of the
so-called Krummenacher feedback is a split of the feedback current
into two branches:
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(a) (b)
Figure 3.3: a) Photograph of the Timepix chip centered in the readout plane.
Bond wires are only located at the bottom of the chip.
b) Timepix pixel layout. The analog block consists of a CSA (1)
which is DC-coupled to a discriminator (2). In the digital section,
8 Configuration bits (3), the control logic (4) and 14 flip-flops
(5) are located. The octagonal bump bond pad is located in the
upper left. Reprinted from [18], with permission from Elsevier.
The p-MOSFET T1a with transconductance gT1am acts as resistive
feedback Rf = 1/gT1am in parallel with the feedback capacitance Cf.
The second feedback path through the n-MOSFET T2 is controlled by
the current through T1b. The latter is integrated on capacitor C. This
path operates equivalently to an inductor connected in parallel with
Cf. It drains DC leakage currents at the CSA input node. Short charge
signals on the other hand are drained by T1a, since T2 withstands
quick potential changes. When
C
gT2m
> 2
Cf
gT1am
(3.1)
holds for all leakage currents (gm ∝ ID), the feedback loop is damped
correctly. However, this leakage current compensation is relevant only
for semiconductor sensors. In gaseous detectors, this feature is of no
use.
The operating point of the CSA is defined by three Digital to Ana-
log Converters (DACs):
• DACI,Krum defines the feedback current and therefore the time
needed for a return to the baseline.
• DACFBK shifts the output potential. This is necessary since the
discriminator is DC-coupled to the CSA.
• DACGND controls the potential of the CSA input node.
The internal error-amplifier can be tuned by two additional DACs:
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Figure 3.4: Front-end of the Timepix ASIC. The CSA with Krummenacher
feedback is DC-coupled to the discriminator circuitry.
• DACPreamp regulates the bandwidth of the error-amplifier.
• DACVCas allows to trade signal to noise ratio for dynamic range.
With typical DAC settings, the CSA has a gain of roughly 14.5µV/e
and a peaking time of 100ns. The output noise is equivalent to an
input charge of 70 e [135].
3.2.1.2 Discriminator
The discriminator, drafted in figure 3.4, is built of a multiplexer (Mux),
an operational transconductance amplifier (OTA) and a zero crossing
detection circuit (Zx). The multiplexer allows to operate the subse-
quent circuitry independently of the polarity of the input charge.
The output current of the OTA is positive if the CSA output poten-
tial is below the threshold potential UTHL and negative if the thresh-
old is exceeded. The zero crossing circuit, based on a scheme pro-
posed in [137], sets the discriminator output high (true) if a negative
current is detected.
An adjustable current source IAdj is implemented in each pixel. This
allows for modulation of the OTA output current and is used to com-
pensate for threshold and gain dispersion between individual pixels.
If a negative current is detected by the zero crossing detection cir-
cuit, the additional current sink IHist is activated. Thus, the current is
further reduced and a hysteresis effect is achieved. High frequency
output pulses, potentially disturbing subsequent logic, are avoided
therefore.
Following DACs control the discriminator:
• DACTHL and DACTHL,Coarse define the threshold level.
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Figure 3.5: Timing diagram showing the counter operation in ToT and ToA
mode. The time elapsing until a charge deposition is sensed in a
pixel is labeled ∆t.
• DACI,Adj is instantiated in each pixel. It is used to compensate
for pixel to pixel mismatch.
• DACTHS defines the step size of DACI,Adj.
• DACI,Hist allows to enable and control the hysteresis.
• DACI,Disc controls the current consumed by the transconduc-
tance amplifier and the zero crossing detection circuit. This di-
rectly influences the reaction speed.
3.2.1.3 Counting Logic
Besides the analog circuitry, a 14 bit counting logic is located in each
pixel. The counters are enabled by a global shutter signal (active low)
and sensitive to the rising edge of a clock signal. In order to avoid
glitches, the shutter signal is synchronized to the clock in each pixel.
The clock is provided by external readout hardware and distributed
from pixel column to pixel column by minimum sized inverters. The
clock network is specified for frequencies up to 100MHz.
For deactivation of individual pixels, the connection between the
analog and the digital domain can be interrupted by a so-called mask
switch.
The counting logic in each pixel is configured individually to one
of four modes:
• In the single hit mode, only the boolean information whether a
hit was detected is stored.
• The Medipix mode is inherited from the Medipix ASIC. In this
mode, the number of discriminator transitions is counted. It can
be used for X-ray imaging.
• In the Time over Threshold (ToT) mode, all clock cycles occur-
ring while the discriminator output is high are counted. This is
a measure for the input charge.
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• The Time of Arrival (ToA) mode allows to determine the time
at which a hit is detected. Counting of the clock cycles is started
on the first discriminator transition and stopped when the shut-
ter returns to the high state. The ToA with respect to the pixel
activation is calculated by:
ToA = tshutter −
n
fclock
, (3.2)
where tshutter is the length of the shutter signal, n the number
of counted clock cycles and fclock the clock frequency.
For operation of a TPC, especially the ToA and ToT modes, allow-
ing measurement of the drift time and the charge deposition, are rel-
evant. They are visualized in the timing diagram shown in figure 3.5.
Due to the diffusion in the GEM stack, the charge cloud caused
by a primary electron activates several neighboring pixels, see fig-
ure 3.2b. Configuring the pixels in a checker board pattern to ToA
or ToT mode allows therefore to measure the charge and the arrival
time of a charge cloud emerging from the GEM stack, although a
single pixel can measure either one or the other.
3.2.2 Timepix Readout
The Timepix chip is operated in a shutter controlled mode with se-
quential read out. When the global shutter signal is low, the pixel
logic is in data taking mode. When the shutter is inactive (high), the
pixel counters are operated as linear shift register. In this case all coun-
ters are daisy-chained, forming one large memory block. Either 32
parallel CMOS or one Low Voltage Differential Signal (LVDS) line can
be used for data transfer. The serial LVDS readout takes 917 768 clock
cycles, the parallel readout 28 688 clock cycles.
It is possible to directly interconnect several Timepix chips in a
daisy chain. In this case the pixel matrices of the combined chips
appear as one large matrix to the readout electronics.
In the presented setup, the Timepix chip was read out with the
Medipix reUsable ReadOut System 2.1 (MUROS 2.1) developed at
NIKHEF (Amsterdam) [138]. Nowadays, also other readout systems
are available [139–144]. All come with slightly different specifications.
The logic modules available on the MUROS FPGA allow to read out
up to 8 daisy-chained Timepix chips at a time.
The MUROS is interfaced by a National Instruments DIO PCI-card
and controlled by the Pixelman software developed at the IEAP of the
CTU Prague [145, 146]. The latter provides routines for data taking,
chip configuration and some basic diagnostics as well as an algorithm
determining the optimal setting of the threshold adjustment DACs in
the individual pixels.
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Figure 3.6: a) Schematic visualizing the test-pulse network.
b) Mean measured ToT in dependency of the pixel spacing dur-
ing application of an arbitrary test-pulse. The error bars show
the width of the observed ToT distributions.
3.3 timepix calibration
A calibration curve relating counted ToT clock cycles to the input
charge can be obtained by manual charge injection into the pixels.
Furthermore, the manual charge injection allows to compensate for
the time walk effect caused by the finite CSA peaking time.
It has to be noted that a calibration is only valid for one set of DAC
settings and one clock frequency.
3.3.1 Manual Charge Injection
A 8 fF capacitor Ctest, connected in series with a switch to the CSA
input, is located in each pixel. Application of a voltage step ∆Uin to
this capacitor injects a well defined amount of charge Qin into the
front-end electronics:
Qin = Ctest ·∆Uin. (3.3)
A positive voltage step gradient causes injection of positive charge
carriers, a negative gradient results in the injection of negative charge
carriers.
For maximum accuracy, rise and fall times of the voltage steps
should be as short as possible, in particular smaller than the peaking
time of the CSA which is roughly 150ns. Unity gain buffers located at
the bottom of each pixel column as well as at the test-pulse input pad
help to keep rise and fall times small. Furthermore, these buffers in-
crease test-pulse homogeneity within the pixel matrix. The test-pulse
network is drafted in figure 3.6a.
The linear range of the test-pulse buffers extends from 335mV
to 2.18mV. This limits the maximally injectable charge to roughly
90 000 electrons [147]. Although the buffers are designed to drive the
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Figure 3.7: Distributing the clock signal with minimum sized buffers from
pixel to pixel results in a phase shift between the pixel rows. The
accumulated delay between pixels located at top and bottom of
the pixel matrix is expected to be roughly 50ns.
capacitive load of the test-pulse network, they are not capable to drive
the summed test-pulse capacitances of all pixels in a column. If too
many pixels are connected at the same time, amplitude and homo-
geneity of the charge injection are degraded.
The mean ToT measured by test-pulse application in dependency
on the spacing between the active pixels is shown in figure 3.6b. A
spacing of n means that in a square of n× n pixels only one pixel
is active. If different pixels are chosen in n2 subsequent acquisitions,
test-pulses are applied to all pixels – however not at the same time.
It is found that the measured ToT becomes insensitive to the number
of simultaneously connected pixels, if 16 or less pixels are connected
to the test-pulse network per column and row. Clearly, eq. 3.3 is only
valid in this case.
3.3.2 Clock Delay
As mentioned previously, the clock is distributed across the pixel
matrix by clock buffers in every pixel. Clock rise time and buffer
response cause a propagation delay of roughly 200ps between two
subsequent pixel rows. On the one hand, this phase shift results in a
homogeneous power consumption by the clock network. On the other
hand, the clock signal is not instantaneous available in all pixels, see
figure 3.7.
A hit arriving in a pixel to which the clock has not been distributed
at this time will result in too low ToA and ToT measurements. Once
the clock signal is available in all pixels, the clock distribution delay
has no effect on the measurements. Thus, activating the pixels at least
50ns after the clock distribution has started ensures that the measure-
ment is not affected by the clock distribution.
The Pixelman software takes care that the clock is available in
all pixels before the shutter is lowered. This is shown with a test-
measurement in which all pixels but those on the pixel matrix diag-
onal are deactivated by the mask bit. The threshold is set below the
noise level and the pixels are configured to the ToA mode. Thus, the
selected pixels start counting as soon as the shutter is lowered.
The measured ToAs are shown in 3.8a. Only two different ToA val-
ues are measured, a gradient from the top to the bottom pixels is not
observed. Also in complementary measurements, in which the pixels
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Figure 3.8: a) The clock distribution scheme does not affect the measured
ToA, if the column occupancy is low.
b) With a large column occupancy (shown is a spacing of 4), a
gradient in the measured ToAs is observed. Increasing the occu-
pancy further pronounces the effect. The chip used for these tests
has several defective pixels which are visible as white columns
in the plots.
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Figure 3.9: When the nominal supply voltage is available, the clock edges
are steep (black). A voltage drop caused by a large load, acti-
vated at t = tL, reduces the clock slope (red). This results in a
load dependent phase shift ∆t, prolonging one clock period. The
overall frequency remains unchanged.
have been activated by test-pulses at different times with respect to
the shutter, no gradient from the lower to the upper pixels was ob-
served. Hence, it is reasoned, that the clock distribution delay does
not affect the measurement.
Contrary to the above situation, the clock distribution scheme af-
fects the measurement if many pixels in one column are activated at
the same time. In a test-measurement shown in figure 3.8b, a spacing
of 4 is applied to the pixel matrix. Again, the pixels are triggered by
noise. Equivalent results are obtained if the counters are activated by
test-pulses.
The observed ToA gradient is caused by the simultaneous opera-
tion of the counting logic in many pixels, eventually resulting in a
voltage drop on the digital supply rail. This in turn reduces the driv-
ing strength of the clock buffers and causes an additional phase shift,
see figure 3.9. Over all pixel rows, this small phase shift adds up to a
few full clock cycles.
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Figure 3.10: ToA, measured when pixels representing a track are activated
at the same time by test-pulses. If the hits are distributed along
the x-axis, virtually no clock delay is observed (a). If the particle
tracks are oriented along the y-axis, the clock delay causes a
systematic mismeasurement (b).
In the data set discussed in the following chapters, the tracks run
basically in parallel to the rows. Test-measurements, in which only
pixels distributed as in a representative event are activated, show that
the occupancy per column is low enough to cause virtually no clock
delay, see figure 3.10a. Thus, a compensation for the clock delay is
not necessary.
If higher column occupancies occur, for instance when a track runs
in parallel with the pixel columns, the clock delay causes system-
atic mismeasurements. This situation is reproduced for the measure-
ment shown in figure 3.10b. Only pixels that are distributed like in
an event with a vertical particle track are activated by test-pulsing.
In this case, a clock delay of several clock cycles is observed. Since it
varies with the occupancy from event to event, it is virtually impos-
sible to entirely compensate for the clock delay. However, based on
a mean occupancy, correction values could be assumed and used for
compensation during reconstruction.
3.3.3 Charge Calibration
The charge calibration of a bare Timepix chip operated in the proto-
type TPC is done similarly to the energy calibration of a Timpix chip
bump bonded to a semiconductor sensor which is described in [148,
149]. Negative charges are injected into the pixel electronics by apply-
ing voltage steps with a slow rise (1.5µs) and a steep drop (5ns) to
the test-pulse input. A spacing of 32pixels results in a homogeneous
response over the pixel matrix. Thus, assuming uniform gain, thresh-
old and feedback current in all pixels, it is not necessary to calibrate
pixel by pixel. Instead all pixels can be combined in one calibration.
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Figure 3.11: a) ToT spectrum obtained for test-pulses with 80mV amplitude.
b) Dependency of the measured ToT on the test-pulse ampli-
tude. The data is approximated by the surrogate function 3.4.
The influence of noise in single random pixels is reduced by not
only averaging over all pixels, but also over several charge injections.
ToT distributions as shown in figure 3.11a are obtained for each test-
pulse amplitude. The asymmetry in the ToT spectra originates from
the nonlinear relation between input charge and ToT.
Plotting the mean measured ToT in dependence on the injected test-
pulse amplitudes ∆Uin results in the graph depicted in figure 3.11b.
The dependency is highly nonlinear for small input charges. If the
free parameters a,b, c and t are chosen correctly, the data can be
described by a surrogate function:
ToT(∆Uin) = a∆Uin + b−
c
∆Uin − t
. (3.4)
Replacing ∆Uin byQin/Ctest (eq. 3.3) and solving for the charge yields:
Qin 1,2(ToT) = Ctest ·
(ToT + ta− b)±
√
(ta+ b− ToT)2 + 4ac
2a
. (3.5)
Solution 2 (−
√
(. . . )) is not physical and, therefore, discarded. The
other solution is used for data reconstruction.
The parameters are determined with a rather large uncertainty.
Therefore, the surrogate function can not be used to convert between
charge and ToT values with high precision but only to obtain the cor-
rect order of magnitude. Especially for the threshold, only a rough
value of 700 e can be given. As discussed in [150], the latter can be
more precisely determined by so-called S-curve measurements.
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Figure 3.12: a) CSA Output for large (black, solid) and small (red, dotted)
input charges. The time to threshold (TtT) is dependent on the
input charge, this effect is called time walk.
b) Measured TtT for different test-pulse amplitudes. The data is
approximated by the surrogate function 3.8.
3.3.4 Time Walk Compensation
While the amplitude of the CSA output is proportional to the input
charge, the peaking time is constant. Hence, the slope of the CSA
output increases with the input charge, see figure 3.12a. Accordingly,
the delay between charge injection and the moment the hit is sensed
by the discriminator drops with rising input charge. This delay is
labeled Time to Threshold (TtT). The variation of the TtT is called
time walk effect and can be compensated for if the TtT is known for
a hit.
The TtT for different input charges is measured by injecting nega-
tive charges into the pixels. While the test-pulse setup is in general
identical to the setup during charge calibration, the pixels are con-
figured to measure the ToA instead of the ToT. The clock delay is
avoided by a spacing of 32pixels. Thus, the ToA spectrum obtained
from all pixels and several charge injections is narrow (σ < 1 clock
count). The mean measured ToA in dependence on the test-pulse am-
plitude is approximated by a surrogate function:
ToA(∆Uin) =
a
∆Uin + b
+m∆Uin + tinjection, (3.6)
where a,b,m and tinjection are free parameters. The latter is determined
by the moment in which the charge has been injected. Thus, the TtT
is given by:
TtT(∆Uin) = ToA(∆Uin) − tinjection. (3.7)
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Figure 3.13: a) ToA values measured in a charge deposition, counter values
of pixels not configured to the ToA mode are not shown. With-
out the time walk effect, all pixels should show the same ToA
value.
b) Widths of the ToA distributions for all charge depositions in
a data taking run before (black line) and after the time walk
compensation is applied (solid).
Eventually, the data shown in figure 3.12b is obtained. In the recon-
struction software
TtT(∆Uin) =
a
∆Uin + b
+m∆Uin (3.8)
is used as surrogate function to approximate the TtT for time walk
compensation. The free parameters are identical to the ones of eq. 3.6.
For recorded data, the input charge of a pixel configured to the
ToA mode is interpolated from neighboring pixels configured to the
ToT mode. The obtained charge is converted to an equivalent input
test-pulse by means of equation 3.3.
Naively, a monotonic decreasing TtT is expected with rising input
charge. This is not observed: After a minimum is reached for roughly
15 000 electrons input charge, the TtT starts to rise again. This effect
is introduced by a shift of the operating point of the pixel electronics
caused by the injected charge. It is accounted for by the linear term
in the surrogate functions.
The measured ToA values of the pixels activated by a charge cloud
emerging from the GEM stack are shown in figure 3.13a. Without the
time walk effect, all pixels would show the same ToA value. In reality,
the pixels in the center start counting before the pixels in the outer
region.
The success of the time walk compensation can be seen on the his-
togram shown in figure 3.13b, where the width of the ToA distribu-
tions of all charge depositions in an arbitrary set of events is entered.
The mean width of the ToA spectra is about 3.1 clock counts. After ap-
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plication of the time walk compensation, this value is reduced down
to 2.1 clock counts.
The quality of the time walk compensation is limited by inaccura-
cies caused by interpolating the input charge from neighboring pixels
as well as by the accuracy with which the surrogate function 3.8 de-
scribes the time walk effect. Thus, the time walk compensation works
in some cases better than in others. Eventually, this results in the
skewness of the distribution after application of the time walk com-
pensation.
3.4 simulation of the drift gas properties
In this section, simulations on the primary ionization along the track
of a charged particle and the charge transport in gaseous media are
discussed. Simulation results for the helium based gas mixture used
as drift gas in the Pixel TPC are presented.
3.4.1 Primary Ionization
The ionization rate of a fast charged particle in a medium depends
on the cross section for ionization of the medium by real photons
as well as on the dielectric permeability [151]. The PhotoAbsorption
Ionization (PAI) model gives the energy transfer cross section from
a particle to the traversed medium. Usually, it is assumed that the
total deposited energy is proportional to the amount of ionization.
The small range of created δ-electrons is taken as argument that the
total transfererd energy is converted into ionization at the point of
interaction. However, this argument is not valid in case of gaseous
detectors with a very fine spatial resolution.
In order to meet the requirements of modern gaseous detectors, an
enhanced model is implemented in HEED [151] (High Energy Electro-
Dynamics) – the PhotoAbsorption Ionization and Relaxation (PAIR)
model. This algorithm evaluates the atomic cross sections to compute
the energy transfer in every interaction of an incident particle with
the medium. It allows for prediction of the spatial distribution of pri-
mary ionizations by assuming that the energy transferred from the
incident particle is absorbed by a single atomic electron which is then
traced. The created vacancy in the atomic shell is filled from the shell
with the next principal quantum number under emission of an Auger
electron. The newly created vacancies are filled from the next shell
and so on. The cascade stops, when the atom is left with the outer
most shell being ionized.
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Figure 3.14: Heed simulation results for muons with 4Gev traversing He-
lium with 30% CO2 admixture.
Expected Primary Ionization in Helium with 30% CO2 Admixture
The ionization density in the gas mixture used in the pixel TPC has
been computed with the most recent HEED version (28.02.2010). Since
the mean energy of cosmic muons at sea level is roughly 4GeV [152],
it was assumed that the incident particles are cosmic muons with
4GeV energy. In fact, the exact energy is of inferior importance, since
cosmic muons are basically minimally ionizing particles.
The number of interactions between the incident muons and the
gas is distributed as shown in figure 3.14a. Roughly 80% of these pri-
mary ionization clusters consist of a single primary electron. Depend-
ing on the energy transfer, more electron-ion pairs may be created
in a single interaction. The probability to have double, triple or even
larger ionization clusters is shown in figure 3.14b.
Most probably, the incident muons create about 18 electrons per
centimeter track length, see figure 3.14c.
However, the mean number of primary electrons per centimeter is
significantly larger due to the probability of extreme energy trans-
fers in single interactions. The total energy loss per centimeter track
length is distributed as shown in figure 3.14d.
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3.4.2 Charge Transport
Based on the experimentally and theoretically obtained cross sections
given in [38], the basic parameters describing the movement of elec-
trons in virtually any gas mixture can be predicted by Magboltz [33].
In this software, the Monte Carlo integration technique is used to
solve the electron transport equations. Basically, the algorithm cuts
the electron path into finite elements and updates the velocity vector
after each step. Depending on the angular distributions of a collision,
the new direction of the movement is determined. The length of each
finite element is determined from the distribution of the free path
lengths between two collisions with the gas [153].
In recent revisions, Magboltz does not only allow elastic, but also
inelastic scattering. Furthermore, Penning effects are included in the
simulation. Thus, it is possible to predict, the drift velocity, Townsend
and diffusion coefficients as well as the attachment rate in a gas mix-
ture with a high accuracy.
3.4.2.1 Drift and Diffusion in Helium with 30% CO2 Admixture
Magboltz version 8.9.5 was used to compute the drift velocity and
the diffusion coefficients in a mixture of 70% Helium(2010) and 30%
of CO2(2007) – in brackets, the cross section database revision is
given. The influence of the applied drift field as well as the effect of
mixture inaccuracies, pressure and temperature variations and small
H2O(2004) and O2(2004) contaminations has been studied at a tem-
perature of 20 °C and a pressure of 1013.25mbar.
As shown in figure 3.15, the drift velocity vDrift is nearly linearly
dependent on the electric field, the mixture accuracy, pressure and
temperature as well as the H2O contamination. It is basically inde-
pendent on small O2 contaminations.
Graphs showing the relation between the diffusion constants and
the boundary conditions are shown in figures 3.16 and 3.17. As ex-
pected from section 1.2.2, both the transversal and the longitudinal
diffusion constants drop with increasing drift field, drift velocity re-
spectively. The dependence on the mixture accuracy, pressure and im-
purities in the ppm level is negligible if existing. Due to the increase
in thermal energy, the diffusion constants increase slightly with the
the temperature, c.f. Eq. 1.23.
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Figure 3.15: Simulated drift velocity in Helium with 30% CO2 admixture.
If not varied, the parameters are: temperature 20 °C, pressure
1013.25mbar, drift field 495V/cm, no impurities.
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Figure 3.16: Simulated transversal diffusion DT in Helium with 30% CO2
admixture. If not varied, the parameters are: temperature 20 °C,
pressure 1013.25mbar, drift field 495V/cm, no impurities.
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Figure 3.17: Simulated longitudinal diffusion DL in Helium with 30% CO2
admixture. If not varied, the parameters are: temperature 20 °C,
pressure 1013.25mbar, drift field 495V/cm, no impurities.
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Figure 3.18: Attachment rate in Helium with 30% CO2 admixture. Temper-
ature and pressure are 20 °C and 1013.25mbar, respectively.
a) Attachment rate to molecular O2 at a drift field of 495V/cm
in dependence on the O2 concentration.
b) Rate for dissociative attachment at high electric fields.
3.4.2.2 Attachment Rate in Helium with 30% CO2 Admixture
The probability that a drifting electron becomes attached to molecular
oxygen rises exponentially with the drift distance z:
pAtt. = 1− exp (−zB) . (3.9)
For small impurities, Magboltz simulations predict the attachment
rate B to rise linearly with the oxygen content in the Helium-CO2
mixture used, see figure 3.18a.
In the relatively low drift field, dissociative attachment to CO2 as
described in section 1.4.1 does not occur. The electric field in the am-
plification region in contrast reaches up to 100kV/cm. As shown in
figure 3.18b, dissociative attachment becomes, therefore, important.
3.5 summary
The setup of a GEM-TPC with 26.32 cm drift distance and a bare
Timepix pixel chip for charge collection and detector readout has
been described in this chapter. The operating conditions during 3
weeks of data taking are summarized in table 3.1 and 3.2.
Besides a brief review of the ASIC design, the properties of the
electronics, especially the behavior of the test-pulse injection and the
clock distribution networks have been elaborated. This eventually al-
lowed to introduce procedures for charge calibration and compensa-
tion for the time walk effect. Data corruption due to the clock distri-
bution delay as claimed in [131, 133] has been disproved. Instead, the
effects described in these works are explained by the load induced
clock delay.
Finally, simulations on the drift gas properties have been presented.
These results are used in the following chapters to cross-check the
data analysis.
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drift gas He with 30% CO2 admixture
drift field 495V/cm
magnetic field not applied
drift gas pressure ≈ 1013mbar (estimated)*
drift gas temperature ≈ 30 °C (estimated)*
drift velocity 0.974 cm/µs
transversal diffusion 131± 6µm/√cm
longitudinal diffusion 128± 6µm/√cm
gas amplification Triple GEM stack
GEM voltages 415V per GEM
transfer and induction gap 1mm
transfer fields 2200V/cm
induction field 3000V/cm
readout bare Timepix ASIC H09-W0019
clock frequency 55.4MHz
shutter length 32.4µs
threshold ≈ 700 electrons
* The gas mixing system described in section 2 was not operational when the data were taken.
Table 3.1: Operating conditions of the pixel TPC during 3 weeks of data
taking with He/CO2 as drift gas.
IKrum Disc Preamp IHist THL
5 127 255 0 342
THLCoarse VCas FBK GND THS
7 130 128 80 76
Table 3.2: Settings of the Timepix DACs during the data taking phase.

4
D ATA R E C O N S T R U C T I O N A N D B A S I C A N A LY S I S
Roughly 100 000 events with particle tracks have been recorded in
several runs during 3 weeks of data taking with the pixel TPC. Re-
construction and analysis of the data is based on the MarlinTPC pack-
age [154]. This Modular Analysis and Reconstruction framework for
the LINear collider TPC features virtually all routines needed for re-
construction and analysis of TPC data. However, since MarlinTPC pri-
marily aims for TPCs with pad readout, some algorithms dedicated
to pixel TPCs had to be especially developed.
The reconstruction chain established for the pixel TPC data is de-
scribed in the first section of this chapter. In sections 4.2 to 4.5, the
data quality is examined. Besides, the criteria fulfilled by properly
recorded, self-contained particle tracks are discussed.
4.1 reconstruction procedure
Although some patches and improvements have been applied, the re-
construction algorithms are basically identical to the ones described
in [132]. In general parlance, tracks of particles passing the sensitive
TPC volume are reconstructed from the recorded pixel data as fol-
lows:
1. The counter values of pixels known to be defective or noisy are
interpolated from the surrounding pixels operated in the same
pixel mode.
2. Charge calibration and time walk compensation as explained in
section 3.3 are applied to the data.
3. Neighboring pixels which have detected a charge deposition
are combined to an object called raw cluster. These represent
the charge deposition caused by one or more primary electrons.
It is expected that a charge deposition covers at least 5pixels.
Smaller raw clusters are rejected.
4. Based on the charge distribution characteristics, the raw clus-
ters are separated into objects presumably originating from one
primary electron each. These objects are labeled cluster. The pro-
jection separation algorithm used is outlined in the following:
First, the cluster axis is determined by a linear regression over
all pixels forming a raw cluster, see figure 4.1a. Then, the charge
detected in each pixel of the raw cluster is projected onto the
cluster axis. Significant minima in the resulting charge profile
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Figure 4.1: a) A raw cluster may be formed by overlapping charge deposi-
tions caused by different primary electrons. The red line depicts
the axis of the raw cluster.
b) A raw cluster is split if a significant minimum (red line) is
found in the charge profile.
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Figure 4.2: The distribution of the distances between the centers of two clus-
ters is a benchmark for the separation algorithm. The periodic
structure is caused by the GEM pitch of 140µm. The histograms
are normalized to each other.
are located, c.f. Fig. 4.1b. If a minimum is found and the result-
ing clusters are formed by at least 5pixels each, the raw cluster
is split along the vertical line crossing the cluster axis at this
minimum.
This algorithm compresses all available information on the raw
cluster into a 1-dimensional charge profile. Hence, the separa-
tion power of the algorithm is limited. Even though it is ap-
plied twice, charge depositions less than 350µm apart are vir-
tually never identified as separate clusters, see figure 4.2. A
better raw cluster separation could be achieved, if the full 2-
dimensional information would be taken into account. Based on
a software named Source Extractor, this approach is followed
in [155]. There, it is shown that the minimally required dis-
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track projection
primary particle track
x
y
z
λ
φ
d0
z0
Figure 4.3: Definition of the coordinate system and the track parameters.
The track projection is recorded by the Timepix ASIC which is
located in the xy-plane. The z-axis points along the drift field.
The reconstructed particle track is defined by the distances d0
and z0 as well as the angles λ and φ.
tance for separation of nearby charge depositions can be re-
duced down to roughly 280µm. However, up to now, Source Ex-
tractor is not embedded in the MarlinTPC analysis flow. There-
fore, it was not applied to the data discussed in the following.
5. The center of gravity of the charge distribution in a cluster is
identified with the x- and y-coordinates of the parent primary
ionization.
Equations 1.1 and 3.2 are used to derive the z-coordinate of
the parent primary ionization from the mean ToA value in the
clusters. Single outliers, which originate from pixels wrongly
assigned to a cluster or caused by noise activating the ToA
counter before the pixel is hit by a charge deposition, can distort
the mean determined ToA value. Therefore, ToA values further
than 30 clock cycles apart from the center of the ToA distribu-
tion are not taken into account for calculation of the mean ToA.
6. Finally, a 2-dimensional Hough transformation of the readout
plane is used to identify primary ionizations originating from
the same particle track. The tracks are described by the param-
eters λ, φ, d0 and z0 as shown in figure 4.3. They are obtained
by a linear regression over all reconstructed track points.
4.2 timepix occupancy
Primary ionizations are randomly distributed in the drift volume. As-
suming homogeneous electric fields, a smooth pixel occupancy is ex-
pected, therefore, when a large number of recorded events is super-
imposed. The actually observed occupancy of the Timepix ASIC is
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Figure 4.4: Occupancy of the readout chip. Clearly, column 30 of the ASIC
is defective. The occupancy of a few pixels (dark red) is signifi-
cantly higher-than-average.
shown in figure 4.4. It can be seen that the pixels in column 35 are de-
fective. Furthermore, some pixels with a higher noise level or a lower
threshold than the others tend to be activated more often than the
others. This causes peaks looming out of the occupancy pedestal. The
counter values of both, defective and noisy pixels are discarded and
replaced by values interpolated from neighboring pixels operated in
the same mode.
It is noted that the pedestal is not absolutely flat as expected, but
rises slightly towards the lower right edge of the chip. This tendency
is most likely caused by the fitting of the pixel chip which is not nec-
essarily exactly in parallel with the GEM stack. In consequence, the
induction field varies over the chip surface. Another cause for the
observed tendency is given by the geometry of the triggering scintil-
lators which are not exactly aligned with the readout chip.
The gap between readout ASIC and the surrounding readout plane
skirting (c.f. Fig. 3.3a) causes an additional inhomogeneity of the in-
duction field. This explains the occupancy characteristics at the chip
edges.
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Figure 4.5: a) ToT spectrum for a run during the data taking phase. The data
are approximated by a Polyá function.
b) Mean ToT per pixel measured during the data taking phase.
4.3 tot distribution
The number of electrons emerging from the GEM stack is Polyá dis-
tributed (c.f. Sec. 1.3). Consequently, the ToT spectra obtained in the
data runs can be approximated by a Polyá function, see figure 4.5a.
While a smooth ToT distribution is expected, it occurs that some ToT
values are preferred to others. This electronic effect is not entirely
understood by now.
Calculating the mean measured ToT per pixel activation results in
the 2-dimensional plot shown in figure 4.5b. As expected from sec-
tion 4.2, an inhomogeneity is observed. Near the chip periphery and
the chip edges in general, significantly more charge is detected per
pixel activation. In the center of the pixel matrix, the mean detected
charge is rather homogeneous.
4.4 toa spectrum
Recalling the functionality of the ToA measurement (eq. 3.2), it is
noted that the Timepix counters technically can not count more than
nmax clock cycles during a shutter opening:
nmax = tshutter · fclock, (4.1)
where fclock is the Timepix reference clock frequency and tshutter the
length of the shutter signal.
The time needed by a primary electron to cover the maximal drift
distance l is fixed by the electron drift velocity vDrift. Thus, also the
minimally possible ToA value nmin can be calculated:
nmin =
(
tshutter −
l
vDrift
)
· fclock. (4.2)
Summing up, two characteristic edges at nmin and nmax are ex-
pected in the ToA spectrum. These edges can be identified with the
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Figure 4.6: ToA spectrum for a run during the data taking phase.Time walk
compensated ToA values are shown.
positions of cathode and anode in the ToA space. The edge at nmax
can be described by:
Dmax(x) ∝
∞∫
x
exp
(
−
(n−nmax)
2
2σ2phase
)
dn. (4.3)
The width σphase of the underlying Gaussian distributions is predeter-
mined by the variation of the phase shift between the shutter signal
and the clock.
The steepness σmin of the edge at nmin is additionally limited by
the longitudinal diffusion and the time walk remaining after compen-
sation. The step is approximated by:
Dmin(x) ∝
x∫
−∞
exp
(
−
(n−nmin)
2
2σ2min
)
dn. (4.4)
The widths σphase and σmin are found to be about 2 clock cycles
(=ˆ350µm) and 5.5 clock cycles (=ˆ960µm), respectively. Due to the
remaining uncertainties caused by the secondary effects mentioned
above, a deviation from the expected value:
σdiff, z=26 cm = DL
√
z ≈ 670µm (4.5)
is observed if it is tried to extract the longitudinal diffusion from these
widths via:√
σ2min − σ
2
phase = 894µm. (4.6)
Other than expected, ToA values smaller than nmin and larger than
nmax are observed in the representative ToA spectrum depicted in
figure 4.6. These are discussed in sections 4.4.1 and 4.4.2.
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Figure 4.7: Drift velocities reconstructed from ToA spectra of all investi-
gated runs. The values vary only by ±0.8% during the whole
data taking phase. They are in agreement with the prediction
from Magboltz simulations for the used Helium CO2 mixture at
EDrift = 495V/cm, 1013mbar and 30 °C.
If the clock frequency is known, the length of the shutter signal
tshutter can be calculated from nmax by means of eq. 4.1. Using also
the mechanically fixed maximal drift length l allows to extract the
drift velocity vDrift from the difference between nmax and nmin.
The reconstructed drift velocities for subsequent periods during
the data taking phase are plotted in figure 4.7. The determined drift
velocities are in good agreement with the drift velocity predicted by a
Magboltz Monte Carlo simulation for the used Helium CO2 mixture
at EDrift = 495V/cm, 1013mbar and 30 °C.
Although the drift velocity varies only by ±0.8%, one might argue
that the operating conditions have not been stable during the first
few days of data taking, since here a positive trend can be seen in the
reconstructed drift velocities. Consequently, runs earlier than April
27th are discarded in later analyses.
4.4.1 High ToA Counts
Infrequently, counter values exceeding the limit given by eq. 4.1 are
observed in the ToA spectrum shown in figure 4.6.
The inspection of these events reveals that only those are affected
which show charge depositions of two superimposed primary par-
ticle tracks. An illustrative example is displayed in figure 4.8. The
z-coordinates of the first track correspond to ToA values of roughly
1540 clock cycles, the z-coordinates of the other track to 920 clock cy-
cles. Pixels hit by charge depositions of both tracks count 2460 clock
cycles, i.e. the sum of the former two.
The high counter values are explained by a malfunction of the trig-
ger logic, which should take care that the chip is read out and re-
88 data reconstruction and basic analysis
x [pixel]0 100 200
y 
[pi
xe
l]
0
100
200
 
cl
oc
k 
cy
cle
s]
3
To
A 
co
u
n
ts
 
[10
0
0.5
1
1.5
2
Figure 4.8: Example for an event with high ToA counts, caused by subse-
quent shutter openings without pixel reset in between.
set once the shutter becomes inactive. It occurs that in some rare
cases neither readout nor reset are performed between two subse-
quent shutter signals. In consequence, one recorded event may con-
sist of two physical events. Pixels activated in both show the summed
counter values.
Although this effect was discovered due to ToA values being larger
than nmax, it is clear that it may occur also in events which are not
obviously corrupted. Though, it is estimated that less than 200ppm
of the recorded tracks are affected.
4.4.2 Low ToA Counts
ToA counts lower than the expected minimal value nmin appear in the
ToA spectrum shown in figure 4.6. These are caused by two different
effects explained in the following.
By chance, primary electrons can be created in the TPC while the
shutter is active. For these electrons, the shutter signal appears shorter
than the actual shutter signal. If, for instance, primary electrons are
created directly above the readout plane right before the shutter is
deactivated, the hit pixels will count only a few clock cycles while,
actually, the maximal amount of ToA counts would have been mea-
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Figure 4.9: Exemplary event display showing a cluster which appears de-
layed with respect to the rest of the clusters created by the same
particle passing the drift volume.
sured, if the shutter signal would have been triggered by the particle
passage. Thus, in some extreme cases, the obtained ToA values are
smaller than nmin.
Eventually, primary ionizations which are created in the drift vol-
ume during the active phase of the shutter, result in falsely recon-
structed z-coordinates. Particle tracks reconstructed from such events
are hardly identified. However, with respect to the reconstructed z-
coordinates, the diffusion is obtrusively small.
From time to time, it is observed that a single charge deposition on
a track shows significantly lower ToA counts than the others. Primary
electrons causing such clusters seem to be delayed with respect to the
others created by the same particle passing the TPC. A representative
event with a single delayed cluster is shown in figure 4.9. Mecha-
nisms giving rise to these delayed primary electrons are discussed in
chapter 6.
If a delayed electron is associated with a track, the track will not
be reconstructed with the correct parameters. Such tracks should be
excluded from the data analysis, since especially the longitudinal res-
olution determined from this track is not correct. For identification
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Figure 4.10: X-coordinates of the reconstructed primary ionizations. The
vertical lines mark the minimally and maximally accepted x-
coordinate.
of tracks with an associated delayed electron, all electrons forming a
track are examined as follows:
An electron under investigation is removed from the complete
set of electrons forming the track. Based on the new set of pri-
mary electrons, the track is re-reconstructed. Now, the longitu-
dinal distance rL between the new track and the electron under
investigation is determined. For a delayed electron, rL is signif-
icantly larger than for an electron which is not delayed. When
rL is larger than 6σ of the individually expected diffusion, it
is considered to be delayed. As long as the track and all asso-
ciated electrons have been reconstructed correctly in the first
place, this rather loose criterion ensures that only a few elec-
trons are misidentified as delayed ones.
4.5 data selection
In this section, the geometric parameters of the reconstructed data
are reviewed. Based on the findings, some data are excluded from
the analyses in the next chapter.
4.5.1 Reconstructed Coordinates of the Primary Ionizations
It might happen that a charge deposition is not entirely detected on
the chip but extends beyond the chip boundaries. In this case, the
center of a detected cluster is not identical with the xy-coordinates
of the primary ionization. Therefore, it has to be ensured that only
self-contained clusters are taken into account for data analysis.
Charge depositions with the center of gravity being closer to the
chip edge than the most probable cluster radius are disregarded in
the further analysis. This ensures that only correctly reconstructed
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Figure 4.11: Y-coordinates of the reconstructed and accepted primary ion-
izations. If a reconstructed track crosses the border to the chip
perimeter (vertical lines), it is discarded in further analyses. Be-
fore this criterion is applied to the data, the distribution looks
similar to the distribution of x-coordinates (Fig. 4.10.)
primary electrons are taken into account for reconstruction of the pri-
mary particle tracks. A histogram of the reconstructed x-coordinates
of all detected charge depositions is shown in figure 4.10. The period-
ical structure is caused by the pattern of the top GEM.
If the xy-projection of a particle track is close to one of the chip
edges, it is possible that some primary electrons associated with that
track are not detected on the chip due to transversal diffusion. In
consequence, not only the wrong number of charge depositions is
associated with this track, but the whole track is reconstructed with
wrong parameters.
The recorded tracks run essentially in parallel with the x-axis of
the readout chip. Discarding tracks closer than 4σ of the maximally
expected transversal diffusion to the top or bottom edge of the read-
out chip ensures therefore that virtually all primary electrons of a
track are detected and the track is properly reconstructed. The y-
coordinates of the reconstructed and accepted primary ionizations are
shown in the histogram depicted in figure 4.11. Again, the periodical
structure originating from the pattern of the top GEM is observed.
The minimally expected z-coordinate of a primary electron is 0mm,
the maximally expected 263.2mm (plus the expected diffusion). Oc-
curring mismeasurements are discussed in sections 4.4.1 and 4.4.2. If
a primary electron outside this interval is found on a reconstructed
track, this track is disregarded in further analyses. See figure 4.12 for a
histogram of the reconstructed z-coordinates of all reconstructed pri-
mary electrons. Due to the trigger geometry, less primary electrons
are observed near anode or cathode than in the center of the TPC.
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Figure 4.12: Z-coordinates of the reconstructed primary ionizations. The
vertical lines mark the minimally and maximally accepted z-
coordinate.
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Figure 4.13: a) 2-dimensional histogram showing the reconstructed x- and
y-coordinates of the primary electrons taken into account for
further analyses.
b) Zoomed display of (a). The side length of the equilateral tri-
angle is exactly the GEM pitch of 140µm.
The 2-dimensional histograms, depicted in figure 4.13, show the
reconstructed x- and y-coordinates of all primary electrons accepted
for further analysis. Close inspection of the data shows that the re-
constructed coordinates are arranged in the hexagonal pattern of the
top GEM.
From this observation, it is concluded that the spatial resolution
of the readout chip exceeds the GEM resolution. In consequence, the
readout pads might be enlarged without degrading the intrinsic de-
tector resolution. This has been tested in [150, 156]. Alternatively, the
granularity of the gas amplification stage can be increased in order to
enhance the intrinsic spatial resolution as done in [157].
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Figure 4.14: Distribution of the reconstructed track angles φ and λ before
(light blue) and after data selection (dark blue).
4.5.2 Reconstructed Tracks
As stated in section 3.1, it is aimed to record tracks of cosmic muons,
triggered by coincident signals in the scintillators above and below
the TPC. Therefore, the tracks are expected to be essentially verti-
cally oriented, though with a small inclination due to the arrange-
ment of the triggering scintillators. Tracks with angles other than
−0.2 rad < φ < 0.218 rad and −0.58 rad < λ < 0.64 rad either orig-
inate not from a cosmic muon passing both scintillators or are not
correctly reconstructed. In both cases, such tracks can be discarded.
Histograms showing the angles of all reconstructed tracks before and
after application of the full data selection are depicted in figure 4.13.
In general, one track per recorded event is expected. If an event
contains more than one event, it is most likely that at least one is re-
constructed with the wrong z-coordinates, c.f. section 4.4.2. Further-
more, it might happen that the 2-dimensional Hough transformation
on the small chip surface can not correctly assign all primary elec-
trons to the tracks. This shortcoming could be improved by applica-
tion of a 3-dimensional Hough transformation or by executing the
Hough transformation not in the xy- but in the significantly larger
yz-plane. However, as long as no improved track identification algo-
rithm is available, events with more than one track are excluded from
the later analyses.
4.6 summary
In this chapter, the algorithms used for data reconstruction have been
introduced. Furthermore, a very basic analysis of the data recorded
with the pixel TPC has been presented.
On basis the of a representative example, the observed ToT and ToA
spectra have been discussed. The drift velocities reconstructed from
the reviewed ToA spectra are stable over time and in good agreement
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with the expectation from Magboltz Monte Carlo simulations. These
results are taken as indication for stable operating conditions.
The characteristics of the observed ToA spectra have revealed a neg-
ligible malfunction of the trigger electronics as well as the existence
of so-called delayed electrons, which are discussed in more detail in
chapter 6.
Investigation of the x-, y- and z-distributions of the reconstructed
positions of the primary electrons, together with the track parameter
distributions, has allowed to define criteria which the reconstructed
data must fulfill in order to be valuable for the detailed track analyses
presented in chapter 5. A comprehensive list is given in table 4.1.
Besides, the periodical pattern of the top GEM has been observed
in the spatial distributions, proving the outstanding resolving power
of the pixel readout.
criterion tracks
none 93 037
track between y = 2.8mm and y = 11.2mm 43 581
all primary electrons within 0mm < z < 265.8mm 43 431
track angle within −0.2 < φ < 0.218 42 747
track angle within −0.58 < λ < 0.64 41 386
one track per event 41 134
no delayed hit on track 40 371
Table 4.1: Criteria fulfilled by the tracks analyzed in chapter 5 (accumula-
tive cut flow). For track reconstruction, primary electrons outside
0.3mm < x < 13.7mm are discarded.
5
D E T E C T O R P E R F O R M A N C E
As discussed in section 4.5, the analyzed data set is restricted to
self-contained, properly reconstructed tracks. This allows for bench-
marking the pixel TPC on the basis of the recorded data. Prelimi-
nary results on the detector performance have already been presented
in [126–128]. After largely improving the algorithms for data selection
and reconstruction, updated results have been published in [129, 130].
These most recent findings are discussed in the following.
In the first section of this chapter, the properties of the recorded
clusters are investigated. The effective gain of the GEM stack and the
number of pixels activated by single primary electrons are extracted
from the data. Besides, the specific energy loss in the drift volume
and the single-point resolution of the pixel TPC are examined.
5.1 cluster characteristics
As long as overlapping charge depositions of neighboring primary
electrons can not be separated, they appear as a large cluster, car-
rying more charge than clusters caused by single electrons. With in-
creasing drift distance, the primary electrons diffuse apart and it be-
comes more likely that charge depositions of individual electrons are
identified as separate clusters. This so-called declustering effect is il-
lustrated in figure 5.1.
5.1.1 Charge per Cluster
Due to the expected dependency on the drift distance, the charge per
cluster is analyzed for drift distance intervals of 1 cm width. Illustra-
Figure 5.1: Profile of the charge cloud caused by two neighboring primary
electrons. With increasing drift length, the mean distance be-
tween primary electrons rises due to diffusion.
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Figure 5.2: a) The charge of clusters associated with a track and with z be-
tween 25 cm and 26 cm can be approximated by a Polyá distribu-
tion.
b) Mean charge per cluster associated with a track in dependence
on the drift distance. The functional relation is approximated by
equation 5.1.
tively, the cluster charge distribution obtained for z between 25 cm
and 26 cm is shown in figure 5.2a.
Since the gain of the GEM stack is described by a Polyá distribution,
it is convenient to describe the charge per cluster in each investigated
interval by a Polyá function. However, for small drift distances, where
a cluster may or may not originate from more than one primary elec-
tron, the validity of this approximation is limited. Therefore, instead
of the mean of the fitted Polyá distributions, the mean values of the
original distributions are shown in figure 5.2b.
The mean charge per cluster Q drops with increasing drift distance
of the parent primary electron. Empirically, it has been found that
this drop can be described by:
Q(z) =
a
b+ z
+ c, (5.1)
with the free parameters a, b and c. A χ2-optimization yields the
asymptotically approached limit c, which is roughly 190 000 e. This
value can be identified with the effective gain of the GEM stack since
it corresponds to the mean amount of charge in electron avalanches
which are caused by single primary electrons. Actually, the effective
gas gain is slightly larger, since some electrons emerging from the
GEM stack are distributed on pixels which do not pass the threshold
level.
5.1.2 Cluster Size
If two primary electrons traverse the GEM stack at the same position,
the charge in the resulting cluster is approximately twice the charge
of a single primary electron. The cluster size, given by the number of
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Figure 5.3: Correlation between the detected cluster charge and the number
of pixels forming a cluster (cluster size) for different drift dis-
tance intervals.
Figure 5.4: Size of clusters associ-
ated with a particle track. The z-
position of the parent primary elec-
tron is between 10 cm and 11 cm.
The peak follows approximately
a Gaussian distribution. The tail
is caused by unseparated multi-
electron clusters. cluster size [pixel]
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pixels forming a cluster, is not increased to the same degree, since the
spread of the charge cloud is primarily determined by the transver-
sal diffusion in the transfer and induction gaps of the GEM stack.
Cluster charge and size are only correlated due to secondary effects
like coulomb repulsion and the probability that the threshold limit of
pixels in the outer region of the charge cloud is exceeded.
The cluster size rises, therefore, not continuously with the cluster
charge but saturates, see figure 5.3a. At large drift distances, virtually
all clusters represent individual primary electrons due to the declus-
tering effect. Therefore, only the non-linear relation between cluster
size and charge, but neither extreme cluster charges nor the cluster
size saturation are observed in figure 5.3b.
As the cluster charge, the cluster size is examined for drift distance
intervals of 1 cm width. For illustration, the distribution of the cluster
sizes caused by primary electrons with a drift length between 10 cm
and 11 cm is depicted in figure 5.4. The cluster size distributions show
a dominant Gaussian peak. The tail to large clusters originates from
extraordinarily large charge clouds, e.g. from mis- or unseparated
multi-electron clusters.
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Figure 5.5: Most probable (a) and mean cluster size (b) in dependence on
the drift distance of the parent primary electrons. The data are
approximated by function 5.2.
The relation between the most probable cluster size and the drift
distance of the parent primary electrons is shown in figure 5.5a. The
most probable cluster size stabilizes already at rather short drift dis-
tances. This indicates that the majority of the detected clusters origi-
nates from single primary electrons. Since it is strongly influenced by
occasionally occurring extraordinary large clusters, the mean cluster
size, in contrast, does not settle within the available 26 cm drift length,
see figure 5.5b.
Given that the cluster size is not linearly dependent on the cluster
charge, it can not be expected that the dependency on the drift length
can be described by the same surrogate function. Instead, it has been
found empirically that the most probable and the mean cluster size
follow an exponential function:
f(z) = α exp (−βz) + γ, (5.2)
with the free parameters α, β and γ. The limit approached by the
most probable cluster size is identified with the size of clusters orig-
inating from single primary electrons. Naturally, the limit found for
the mean cluster size is slightly larger, since it is systematically shifted
to larger values by the presence of large clusters.
5.2 ionization density
Due to the declustering effect, it is expected that the number of de-
tected clusters increases with the drift distance of the parent primary
electrons and approaches asymptotically the limit given by the total
number of primarily created electron-ion pairs.
Inspection of the observed ionization density, depicted in figure 5.6,
shows that it is not only subject to the declustering effect but also
affected by attachment of the primary electrons to molecular oxygen.
The latter causes the number of detected clusters to drop with rising
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Figure 5.6: The number of detected clusters per unit track length is a mea-
sure for the ionization density. The dependency on the drift dis-
tance is reproduced by eq. 5.5.
drift distance. A surrogate function describing the data while taking
both effects into account is motivated in the following.
If A is the total number of primary electrons and B the attachment
rate, then
ne(z) = A exp (−Bz) (5.3)
primary electrons arrive at the readout plane after they have covered
the distance z, c.f. sections 1.4.1 and 3.4.2.2.
Following equation 5.2, the number of primary electrons per de-
tected cluster can be expressed by:
ne/cluster(z) = 1+C exp (−Dz) , (5.4)
where (1+C) is the mean number of primary electrons per detected
cluster at z = 0. The transversal diffusion and the power of the cluster
separation algorithm determine the separation rate D.
Dividing ne(z) by ne/cluster(z) yields:
ncluster(z) =
A exp (−Bz)
1+C exp (−Dz)
, (5.5)
describing the observed ionization density in dependence on the drift
distance of the parent primary electrons. A χ2-optimization of the free
parameters allows to extract the attachment rate B = 0.01 cm−1 from
the data. According to the Magboltz simulations presented in sec-
tion 3.4.2.2, this attachment rate equates to an oxygen contamination
of about 10ppm, which is a realistic value. No direct measurement of
the oxygen contamination is available for comparison (c.f. Sec. 2.5.2).
Furthermore, the χ2-optimization yields A = 14.6 cm−1, which is
the number of primary electrons that would be detected without at-
tachment. This value is significantly lower than expected from the
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HEED simulations presented in section 3.4.1. According to the simu-
lations presented in chapter 7, only about 3% of the incident primary
electrons do not initiate an electron avalanche in the top GEM. Hence,
the deficit in detected primary electrons is only partially explained by
the single electron efficiency of the gas amplification stage. More rel-
evant is the fact that the HEED simulation produces the total number
of created primary electrons, including those created by high ener-
getic δ-electrons which might form a secondary track. The cuts that
are applied to the analyzed data exclude events with more than one
reconstructed particle track. As a result, the number of observed pri-
mary electrons is systematically lowered.
Concluding, it has to be admitted that the construction of the surro-
gate function is partially arbitrary, since there is no strong motivation
to derive the number of primary electrons per detected cluster from
eq. 5.2 and not from eq. 5.1. The validity of eq. 5.5 is discussed fur-
thermore in section 7.3.3.
5.3 single-point resolution
The single-point resolution σ is defined as the mean distance of a
reconstructed track point to the original particle track. Usually, a ho-
doscope is employed to provide the parameters of the reference track
for determination of the spatial resolution of a detector under test.
Since no hodoscope data is available for the investigated data set, the
spatial resolution of the pixel TPC is estimated from the recorded
data itself as described below.
The standard deviation of the distances between a fitted track and
the associated track points defines σN. This value is systematically
smaller than the actual single-point resolution, since the fitted track
is biased by the investigated track points. An unbiased value is σN-1,
which denotes the standard deviation of the distances between a track
point and the corresponding track fitted to all track points except the
one under investigation. However, exclusion of recorded data points
degrades the accuracy with which the reference track is determined.
Hence, σN-1 is larger than the actual single-point resolution of the
detector. Following [132, 158], the geometric mean of σN and σN-1:
σgeo =
√
σNσN−1, (5.6)
is a valid estimation of the actual spatial resolution of the detector
under test.
In case of the pixel TPC, the achieved single-point resolution is not
only determined by the intrinsic detector resolution, but also affected
by the electron diffusion during drift. As discussed in section 1.2.2,
the latter is dependent on the drift distance, since the probability to
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locate an electron that has drifted the distance z in the TPC is Gaus-
sian distributed around the expected value with the width
σxy,Diff.(z) =
√
D2Tz (5.7)
in transversal and
σz,Diff.(z) =
√
D2Lz (5.8)
in longitudinal direction, where DT is the transversal and DL the lon-
gitudinal diffusion constant.
5.3.1 Transversal Spatial Resolution in Dependence on the Drift Distance
As shown in section 4.5.1, the hole pattern of the GEMs is visible in
the distribution of the reconstructed cluster centers. From this, it can
be deduced that the intrinsic transversal single-point resolution σxy,0
of the pixel TPC is limited by the spatial resolution of the GEMs:
σGEM =
140µm√
12
≈ 40µm. (5.9)
For drift distances larger than a few centimeters, basically all de-
tected clusters originate from single primary electrons. Thus, in this
regime, the contribution of the diffusion to the transversal spatial res-
olution of the pixel TPC is given by equation 5.7. As already seen from
the z-dependency of the cluster size, the cluster charge and the ion-
ization density some of the clusters detected at small drift distances
originate from more than one primary electron. For such clusters, the
reconstructed xy-position is closer to the original particle track, since
it is the mean of at least two values, which are individually Gaussian
distributed around the same expectation value. Consequently, the ef-
fect of the transversal diffusion on the spatial resolution is suppressed
at small drift distances. This is modeled by introducing the number
of electrons per detected cluster (eq. 5.4) to equation 5.7:
σxy,Diff.(z) =
√
D2T
1+ a exp (−bz)
· z. (5.10)
As seen in figure 5.7, the transversal single-point resolution ex-
tracted from the data recorded with the pixel TPC is described by:
σgeo,xy(z) =
√
σ2xy,0 +
D2T
1+ a exp (−bz)
· z. (5.11)
However, the data are not exactly resembled by equation 5.2 as seen
from the reduced χ2. In consequence, the obtained intrinsic resolu-
tion σxy,0 is larger than expected. Close inspection of σgeo for small
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Figure 5.7: The transversal single-point resolution extracted from the data
is close to the theoretical limit (blue, dotted) given by the single
electron diffusion (eq. 5.7). The data are approximated by equa-
tion 5.2 (red, solid).
Figure 5.8: Zoomed display of the
transversal single-point resolution
(c.f. Fig. 5.7). Extrapolating the data
down to zero drift distance yields
an intrinsic detector resolution of
about 40µm.
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drift distances reveals that the fit overestimates σxy,0. As shown in
figure 5.8, the actually observed resolution for z = 1.5mm is about
50µm. Extrapolating the depicted data points down to z = 0mm
shows that the intrinsic detector resolution is, as expected, about
40µm.
5.3.2 Longitudinal Spatial Resolution in Dependence on the Drift Distance
As the single-point resolution in transversal direction, the longitudi-
nal single-point resolution of the pixel TPC is given by the intrinsic
resolution and a contribution from the diffusion of the electrons dur-
ing drift:
σgeo,z(z) =
√
σ2z,0 + σ
2
z,Diff.. (5.12)
Obviously, the intrinsic detector resolution in longitudinal direction
is limited by the precision of the ToA measurement. Following eq. 3.2
and neglecting secondary effects, the latter is given by:
∆ (ToA) =
√
∆t2shutter +∆
(
n
fclock
)2
=
√
2T2clock
12
, (5.13)
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Figure 5.9: The longitudinal single-point resolution extracted from the data
is close to the theoretical limit given by the single electron diffu-
sion, dotted in blue. The data are approximated by eq. 5.12 (red,
solid).
Figure 5.10: Display of the longitudi-
nal single-point resolution at small
drift distances (c.f. Fig. 5.9). The
extrapolated intrinsic resolution is
about 100µm.
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with the clock period Tclock = 1/fclock = 18ns. Taking into account the
drift velocity (vDrift = 9.74µm/ns), the intrinsic detector resolution in
drift direction reads therefore:
σz,0 =
TclockvDrift√
6
≈ 72µm. (5.14)
However, a somewhat larger intrinsic resolution has to be expected
since the secondary effects, especially the time walk, are not entirely
negligible.
As mentioned in section 3.2.1.3, the Timepix chip is not capable to
distinguish between two subsequent hits arriving at different times
on the same pixel. Other than in transversal direction, the detection
of clusters originating from more than one primary electron does,
hence, not counter the influence of the longitudinal electron diffusion.
In consequence, the contribution of the diffusion to the observed lon-
gitudinal single-point resolution is directly given by eq. 5.8.
The longitudinal single-point resolution achieved with the pixel
TPC is depicted in figure 5.9. While the intrinsic detector resolution
dominates the diffusion at short drift distances, the data are close to
the single electron diffusion limit for long drift distances. The parame-
ters obtained from a χ2-optimization of equation 5.12 are compatible
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with above discussed expectations. Inspection of the data for small
drift distances, depicted in figure 5.10, shows that the intrinsic reso-
lution is only slightly underestimated.
5.4 summary
The diffusion during the first centimeters of drift gives rise to the
so-called declustering effect after which primary electrons cause in-
dividually detectable charge depositions. Therefore, as soon as the
distance between the primary electrons is larger than a few GEM
hole pitches, a true single electron detection becomes available with
the pixel TPC.
Due to the declustering effect, both charge and dimensions of the
recorded pixel clusters are dependent on the drift distance of the
the parent primary electrons. Asymptotically, the characteristic size
and charge of clusters caused by individual primary electrons are
approached. From this, the effective gas gain of the GEM stack is esti-
mated to be about 190 000. Since virtually every individual charge de-
position corresponds to a single primary electron, mere cluster count-
ing suffices to reasonably obtain the specific energy loss of particles
traversing the pixel TPC. Hence, a simple and generic particle identi-
fication is available.
The resolution with which the track points are determined is lim-
ited by the diffusion of the individually detected primary electrons.
In comparison, the single-point resolution of TPCs with standard pad
readout is better since not the position of individual primary elec-
trons but the mean position of several primary electrons is measured.
Due to the significantly larger number of track points in case of the
pixel TPC, it is eventually expected that the track resolution of a pixel
TPC is at least comparable with the resolution of a pad TPC. This,
however, could not be proven up to now since no reference data from
a hodoscope is available for the investigated data set. The pixel TPC
provides the benefit that a plus in track points potentially allows a
better multi track separation. However, the recent track identification
algorithm does not fully exploit the potential of the detector, since it
operates only in the xy-plane.
6
D E L AY E D P R I M A RY E L E C T R O N S
As mentioned in section 4.4.2, occasionally one of the charge deposi-
tions associated with a particle track shows significantly lower ToA
counts than the others. The primary electrons causing such clusters
seem to be delayed with respect to the others. Exemplary events are
depicted in figures 4.9 and 6.1a respectively.
Since drift time and reconstructed z-coordinate of a primary elec-
tron are proportional to each other, it is equivalent to speak either
of a delay or of the z-residual, which denotes the distance between
a primary electron and the associated track fitted to all track points
except for the one under investigation.
All delayed clusters are located on a straight line with unobtrusive
clusters originating from the same primary track, at least within the
expected transversal diffusion. Thus, the claim that the delayed clus-
ters are not related to the associated track is waived. Since exclusively
pixels of single clusters show low ToA counts while all other pixels
show normal functionality, an electronic cause is excluded as well.
In this chapter, it is investigated whether the delay is caused by
a combination of attachment, interrupting the drift process, and de-
tachment, allowing the attached electron to resume drift and to be
eventually detected. Recalling section 1.4.1, two conceptually differ-
ent attachment mechanisms can be thought of:
• Three body attachment to molecular oxygen may occur through-
out the whole gas volume. Though, since it is the largest section,
most three body attachment processes take place in the drift
volume, where the only available detachment mechanism is au-
todetachment. Collisional detachment is unlikely because the
gas temperature of about 300K corresponds to molecule ener-
gies of only a few 10meV.
• Dissociative attachment in helium with 30% CO2 admixture
takes place only in regions with electric fields of several kilo-
volts per centimeter, c.f. figure 3.18b. In the pixel TPC, such
fields occur only in the direct vicinity of the GEMs. In this re-
gion, anions may gain significant kinetic energies. Hence, be-
sides autodetachment, collisional detachment is possible.
In the following, the criteria used to identify delayed electrons are
discussed. Afterwards, the characteristics of the delayed electrons are
analyzed before it is attempted to reproduce the observed data by
means of a Monte Carlo simulation in section 6.3.
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Figure 6.1: a) Representative event showing a delayed primary electron to-
gether with the fitted track in the zx-plane of the detector.
b) Display of an unrecognized double track event together with
the unsuitably reconstructed particle track. The worst outlier in
such events is falsely tagged as delayed, since the distances to
the reconstructed track are large.
6.1 data selection
For previously presented analyses, events without delayed primary
electrons have been selected by requiring that the residual r of all
track points is less than six times the mean expected distance between
the recorded track points and the reconstructed track (c.f. section 4.4.2
and eq. 5.12):
r 6 6σgeo,z. (6.1)
Although this identification criterion is robust in general, primary
electrons are very likely misidentified as delayed electrons, if the as-
signment between primary electrons and tracks is incorrect in the first
place. As shown in figure 6.1b, events in which two tracks differ in
z but overlap in the xy-plane may be reconstructed as a single track
in between of the original tracks. In consequence, several primary
electrons of such events fulfill the 6σ-criterion and the worst outlier
is falsely tagged as delayed electron. Since it results in the exclusion
off falsely reconstructed tracks, such misidentifications support the
selection of good events.
For characterization of the delayed electrons, however, a pure sam-
ple of events exclusively with tracks with delayed electrons needs to
be selected. This is ensured by requiring that all but the potentially
delayed electron are within 6σgeo,z of the track formed by the non-
delayed electrons. Besides, correct track reconstruction is ensured by
application of the criteria summarized in table 4.1, certainly except
for the limited track angle λ and the restricted z-range.
Still, an electron may be falsely identified as delayed electron due
to the track reconstruction or corrupted drift time measurements:
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Figure 6.2: a) The expected z-coordinates of delayed electrons (blue, solid)
are distributed as the z-coordinates of unobtrusive primary elec-
trons (red line, scaled).
b) Spectrum showing distances between delayed electrons and
the corresponding track.
a. The parameters of tracks defined by only a few primary elec-
trons are poorly determined and may change drastically if an
electron is discarded during track reconstruction.
b. The straight line fitted by default is no valid description of the
recorded data if the original track has a kink due to a significant
scattering process.
c. Since the reconstructed z-coordinates are too small, the observed
diffusion is larger than expected if charges have been created in
the TPC before the shutter was opened.
d. If the cluster charges in an event are inhomogeneous, the time
walk has different effects on the reconstructed z-coordinates. Es-
pecially at small drift distances, this can suffice to cause large
residuals.
Misidentifications due to a or b may result in any residual. The net
effects of c and d, in comparison, are small. Therefore, their relative
effect is larger for tracks with small drift distances, for which only
small residuals are expected.
6.2 observed delay distribution
Assuming that the track reconstructed without the delayed electron
is correct, the originally expected z-coordinates of delayed electrons
can be calculated. As seen in figure 6.2a, the distribution of the origi-
nal z-coordinates is compatible with the z-coordinates of unobtrusive
primary electrons.
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If the delayed electrons are caused by a combination of attachment
and detachment, the delays should be positive and exponentially dis-
tributed. With the anion lifetime τanion, the expected exponential dis-
tribution reads:
Ndelay(tdelay) ∝ exp
(
−
tdelay
τanion
)
. (6.2)
Other than expected, negative values are observed in the delay dis-
tribution depicted in figure 6.2b. Besides, the number of extremely
small delay times does not match the rest of the distribution. Obvi-
ously, the negative delays originate from primary electrons which are
falsely tagged as delayed electrons. It is claimed that also most of the
small delays originate from misidentifications. Consequently, delayed
electrons with residuals less than 2µs are not discussed. For larger de-
lays, the distribution should not be affected by misidentifications.
The exponential distribution expected from eq. 6.2 can not be ob-
served directly in the data since the maximally detectable delay is
limited individually for each event by the shutter period tshutter and
the original z-coordinate of a delayed electron. If for instance the drift
time torg is expected, then at most a delay of:
tdelay,max = tshutter − torg (6.3)
can be observed, longer lifetimes are truncated. In consequence, short
lifetimes are significantly overrepresented in the recorded data sam-
ple.
6.3 monte carlo simulation of delayed electrons
The previously described characteristics for the detection of delayed
electrons are resembled by a simple Monte Carlo simulation:
1. A random number is drawn from the z-distribution of regular
primary electrons, yielding the originally expected position of a
simulated primary electron.
2. With the probability patt, a primary electron may or may not
get attached to a gas constituent before it is finally detected. If
the attachment occurs in direct proximity of the GEM stack, the
probability is independent of the original z-coordinate:
patt = const. (6.4)
Alternatively, the attachment happens during drift. This would
imply that the attachment probability is dependent on the drift
distance z:
patt = patt(z) = 1− exp (−zB) , (6.5)
with the attachment rate B.
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Figure 6.3: a) Delay spectrum showing the distribution of residuals of de-
layed electrons. The data, plotted in blue, are shown together
with results from a Monte Carlo simulation assuming attachment
near the GEM stack and different anion lifetimes τ.
b) Originally expected z-coordinates of simulated and actually
observed delayed electrons. With above assumptions, the simu-
lated distributions are skewed, other than the data.
3. Only if the exponentially distributed random lifetime of an in-
dividual anion is within the window of sensitivity, defined in
eq. 6.3, it contributes to the observed delay distribution and the
distribution of expected z-coordinates. Otherwise, it gets trun-
cated by the end of the shutter window.
Assuming that attachment and detachment happen in the vicinity
of the gas amplification stage, only the anion lifetime τ is a tunable
parameter in the sketched Monte Carlo simulation. Inspection of the
simulation results, depicted in figure 6.3, shows that the measured
delay spectrum can be resembled if τ is chosen to be about 15µs.
Compared with the data, the simulations, however, show an excess
for small drift distances in the distribution of original z-positions
Since the probability for attachment during drift follows an ex-
ponential distribution, a second parameter, the attachment rate B, is
introduced to the Monte Carlo simulation when attachment during
the drift phase is assumed. With B = 0.01 /cm, as derived from the
data in section 5.2, and an anion lifetime of about 25µs, the delay
spectrum obtained from the Monte Carlo simulation reproduces the
observed residual distribution, see figure 6.4a. In contrast, the distri-
bution of original z-positions is skewed to large drift distances and
not compatible with the data, see figures 6.5a and 6.5b.
As shown in figure 6.5b, the skewness of the distribution of original
z-positions is controlled by the assumed attachment rate. The distri-
bution becomes less skewed when high attachment rates are assumed.
The delay spectrum on the other hand is rather insensitive to varia-
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Figure 6.4: Delay spectra showing the residual distribution of delayed elec-
trons. The data (solid, blue) are shown together with results from
a Monte Carlo simulation assuming attachment during drift with
different anion lifetimes τ (a) and attachment rates B (b).
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Figure 6.5: Originally expected z-coordinates of simulated and actually ob-
served delayed electrons (solid, blue). Attachment during drift,
different anion lifetimes τ (a) and attachment rates B (b) have
been assumed for simulation.
tions of this parameter, see figure 6.4b. The large attachment rates
needed for symmetrization of the skewed z-distribution are unrea-
sonable since they would imply that the TPC is basically insensitive
to charge depositions at large z-positions.
6.4 summary
The pixel readout of the TPC allows for the first time to detect de-
layed electrons. Until now, delayed electrons have not been observed,
since TPCs with classical pad readout are not sensitive to individual
primary electrons.
Investigation of the delay mechanism by means of Monte Carlo
calculations is not conclusive. Neither attachment in the gas ampli-
fication region nor in the drift volume alone suffices for minute re-
production of the characteristic distributions of delayed electrons. A
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combination of both however might explain the observed distribu-
tions.
A possible delay mechanism not yet investigated is based on the
penning effect and radiation trapping [159, 160]. The latter is caused
by repeated resonance absorption of photons emitted by excited atoms
or molecules. In a Penning gas mixture, such radiative transfer of ex-
citation energy between two molecules of the same species results
eventually in a reasonable extension of the time until a molecule of
another species is ionized. Hence, radiation trapping might suffice to
explain delay times in the microsecond regime. This could be subject
to a future study, possibly involving dedicated measurements with
different drift gas compositions and electric fields.

7
D E T E C T O R S I M U L AT I O N
Simulations of the primary ionization and the charge transport in a
gaseous detector by means of HEED [151] and Magboltz [33, 153],
respectively, have been presented in section 3.4. Such simulations are
well established nowadays.
Simulating the gas amplification stage, in contrast, has been chal-
lenging until recently Garfield++ [161] became available. Garfield++
is developed as an object oriented framework for the detailed sim-
ulation of gaseous detectors, based on the work presented in [162].
The toolkit combines the functionality of Magboltz and HEED with
finite element tools like CST [163], TCAD [164], Elmer [165] or AN-
SYS [166]. Thus, it is possible to simulate the movement of charge
carriers in inhomogeneous electromagnetic fields on a microscopic
level.
The findings of the single GEM simulation, described in section 7.1,
allow to model a triple GEM stack purely on basis of statistical con-
siderations, as outlined in section 7.2. Combining HEED with this
heuristic GEM stack simulation yields a fast, yet accurate, simulation
of the pixel TPC. Results of this simulation are compared with the
recorded data in section 7.3.
7.1 microscopic simulation of a single gem
The exact field configuration has to be known in order to microscopi-
cally track the movement of a drifting electron. The electric field in a
GEM detector cannot be calculated analytically, but it can be derived
by means of the Finite Element Method (FEM). In the following, the
steps taken for a FEM based simulation of electron avalanches in a
single GEM are sketched.
7.1.1 FEM Model
In simple terms, the FEM approach is to divide a problem, which is
originally described by partial differential equations, into small do-
mains. These subproblems are approximated by a set of linear equa-
tions and possibly a system of ordinary differential equations, both
solvable by means of numerical methods.
Segmenting the investigated volume into small elements for FEM is
called meshing. By definition, none of the elements crosses a material
boundary. Hence, properties like conductivity or permeability can be
113
114 detector simulation
Figure 7.1: Unit cell of a standard CERN GEM. The hole pitch is 140µm,
outer and inner diameter measure 70µm and 50µm, respectively.
The copper coating (red) is 5µm thick on either side of the 50µm
thick Kapton foil (orange).
uniquely assigned to each element. Most FEM tools use cuboids for
the meshing. ANSYS, in contrast, utilizes parabolically curved ele-
ments, defined by ten nodes which are shared between neighboring
elements. The curvature of the element boundaries allows to precisely
resemble round surfaces in a model. A beneficial feature when for ex-
ample the GEM holes need to be modeled.
A fine mesh is used near small geometrical structures, while a
rough mesh patterns areas with tiny gradients – a technique referred
to as smart meshing. Without a significant loss in precision, this al-
lows to reduce the demands on the computing power by decreasing
the total number of elements to examine.
Since Garfield++ allows for exploitation of symmetry properties,
only the GEM unit cell, depicted in figure 7.1, needs to be crafted for
simulation of a complete GEM. Considering the material properties
and the boundary conditions, the electric potential is calculated for
each node after the model has been meshed, see figure 7.2a.
In a next step, the electric field could be derived from the distances
of neighboring nodes and their potential differences. However, since
every node is neighbor to several others, in such way obtained fields
are ambiguous and discontinuous. Therefore, the configuration of the
electric field, displayed in figure 7.2b, is computed from the potentials
without taking numerical derivatives by GARFIELD++.
7.1.2 Electron Avalanches
Based on the potential map imported from a FEM tool, GARFIELD++
computes the electric field. Utilizing Magboltz routines, this allows
for microscopic tracking of the movement of charge carriers through
the GEM. Collisions of the charge carriers with the medium are clas-
sified as elastic or inelastic, newly created secondary charge carriers
are tracked together with the primary ones. A typical simulated elec-
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Figure 7.2: Potential (a) and field (b) in a hole of the upper most GEM in the
pixel TPC GEM stack. The GEM voltage is ∆UGEM = 415V, drift
and transfer fields are 495V/cm and 2200V/cm, respectively.
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Figure 7.3: Display of a simulated electron avalanche in a standard CERN
GEM operated at ∆UGEM = 415V in Helium with 30% CO2
admixture. Only 71 of the 111 created electrons arrive on the
plane 1mm below the GEM. The others are attracted to the lower
electrode of the GEM or are lost in attachment processes.
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Figure 7.4: Total (a) and effective (b) gas gain in the upper most GEM of the
pixel TPC GEM stack. The GEM voltage is ∆UGEM = 415V, drift
and transfer fields are 495V/cm and 2200V/cm, respectively.
tron avalanche is shown in figure 7.3. Comparison of the total and the
effective gas gain, depicted in figures 7.4a and 7.4b, shows the rather
low extraction efficiency achieved in the pixel TPC setup. The peak at
zero or unity gas gain is caused by events in which attachment occurs
before secondary ionization has taken place. For larger multiplicities,
the data can be approximated by a Polyá distribution, as expected
from section 1.3.
Because of the transversal diffusion below the GEM, the electron
positions within the avalanches follow a Gaussian distribution, see
figure 7.5a. No correlation between the entry point of an incident
electron and the center of the charge cloud emerging from a GEM
hole is observed. As shown in figure 7.5b, the centers of the electron
avalanches are basically Gaussian distributed within an active region
σactive of approximately 21µm below the GEM hole centers.
Certainly, such straightforward simulations of electron avalanches
in a GEM can not be considered to be exact since, other than in [167],
the electric field is calculated without taking into account the charge-
up effect introduced in section 1.3.4. While the charge-up clearly has
a significant effect on the gain, the collection and extraction efficien-
cies, it is assumed that neither the distribution of the electrons within
the charge cloud nor the distribution of the charge cloud centers are
influenced.
7.2 heuristic gem stack simulation
Although technically possible, the microscopic simulation of a com-
plete GEM stack with a large gain is not advisable since the comput-
ing time scales with both, the number of electrons in an avalanche
and the investigated volume. Though, simulation of a complete GEM
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Figure 7.5: Characteristics of simulated electron avalanches, emerging from
a standard CERN GEM operated at ∆UGEM = 415V in Helium
with 30% CO2 admixture. 1mm underneath the GEM, the posi-
tions of the avalanche electrons (a) and the avalanche centers (b)
are almost Gaussian distributed.
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Figure 7.6: Heuristic GEM stack simulation. For one incident electron, the
number of secondary electrons traversing each GEM hole is
shown for the GEMs of a triple GEM stack. Electrons arriving
on the upper most GEM (a) are multiplied and distributed on
the GEM underneath (b). Here, they are again multiplied and
redistributed to the third GEM (c). After a third amplification
process, the electron cloud drifts towards the readout plane.
stack becomes reasonable, when the electrons are not tracked micro-
scopically but propagated on basis of statistical considerations.
Due to the pattern of the holes, a standard CERN GEM can be
seen as plane which collects incident electrons on hexagonal panels
and releases a random number of avalanche electrons into the volume
beneath. This allows to model the gas amplification in a GEM stack
as follows:
1. The transversal coordinates of the incident electrons determine
which hexagonal panel of the GEM plane is hit.
2. The number of avalanche electrons released into the volume
below the GEM is randomized from the microscopically deter-
mined effective gain distribution of that particular GEM.
3. The position of the charge cloud center is randomized from a
Gaussian distribution around the GEM hole center.
4. Below the traversed GEM, the individual avalanche electrons
are Gaussian distributed within the charge cloud due to the
transversal diffusion.
5. Finally, the x- and y-coordinates of the avalanche electrons are
determined by the center of the traversed GEM hole, the ran-
dom charge cloud center and the transversal diffusion.
Recursive repetition of these steps allows for heuristic simulation of
a complete GEM stack, see figure 7.6.
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7.3 full detector simulation
Besides the physics processes discussed in chapter 1, the character-
istics of the readout ASIC, recapitulated in section 3.2, have to be
reproduced by a simulation of the pixel TPC. In turn, a fully fletched
simulation of the pixel TPC allows for conclusive understanding of
the detector. Furthermore, it becomes possible to investigate the effect
of small variations in the setup, for instance the pixel or GEM hole
pitch, without actually modifying the detector.
7.3.1 Simulation Chain
The primary ionization, caused by cosmic muons in the pixel TPC,
is simulated with HEED++. For convenience, only events with sin-
gle particle tracks, in parallel with the x-axis of the readout ASIC,
are simulated. The penetration point at which the tracks enter the
TPC volume is randomized. Knowledge of the diffusion constants,
computed with Magboltz, allows to resemble the diffusion of each
primary electron by variation of the original HEED++ coordinates.
Based on the attachment probability, which is calculated for each pri-
mary electron from the globally assumed attachment rate and the in-
dividual z-coordinate, primary electrons are randomly removed from
the simulated particle track.
The gas amplification in the triple GEM stack of the pixel TPC is
simulated as outlined in section 7.2. It has been found that the elec-
tron avalanche of a single primary electron is never spread out over
more than 15× 15 GEM holes on the bottom GEM. Thus, simulation
of a larger part is not necessary. Therefore, only a small segment of
the GEM stack, which is then stepped over the full sensitive area,
is crafted for simulation. An arbitrary offset, shifting the individual
GEMs with respect to each other in xy-direction, is assumed to model
a possible misalignment in the GEM stack.
The pixels of the Timepix chip, employed for charge collection, are
resembled by 256×256 quadratic panels with 55µm edge length. The
final coordinates of the electrons emerging from the bottom GEM de-
termine which panel, pixel respectively, is hit. Due to the small pixel
effect [168], only this endpoint of the electron movement is relevant
for signal development. Based on the findings presented in [150], it
is assumed that the complete pixel surface is sensitive, even though
only a small fraction is actually metalized.
After computation of the charge distribution on the readout chip,
the number of electrons collected by each pixel is compared to the
threshold. As in case of the real readout ASIC, it is assumed that
the pixels measure either the total collected charge via the time over
threshold method or the time at which the threshold is exceeded for
the first time. The analogue behavior of the readout chip is not mod-
eled.
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Figure 7.7: Occupancy of the simu-
lated readout chip, only horizontal
tracks within the sensitive area are
computed.
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parameter value
electron drift velocity 0.978 cmµs
transversal diffusion during drift 133 µm√cm
longitudinal diffusion during drift 131 µm√cm
transversal diffusion in the transfer gaps 50 µm√cm
transversal diffusion in the induction gap 60 µm√cm
width of the active hole region 20µm
clock frequency (=ˆ1/time bin size) 55MHz
shutter length 30µs
Table 7.1: Predefined simulation parameters.
Computation of a single event takes a few seconds, dependent on
the number of primary electrons. The occupancy of the readout chip
after 29 000 simulated events is depicted in figure 7.7. No simulation
artifacts are observed.
7.3.2 Adjustment of the Simulation Parameters
Most simulation parameters are predefined by choice of the drift gas
and the boundary conditions. These fixed parameters are stated in
table 7.1. Besides, there are three free parameters which have to be de-
termined from comparison between simulation results and real data:
• The oxygen contamination in the drift gas is unknown. In turn,
the attachment rate is undetermined.
• The charge-up effect in the GEMs is not modeled. The simulated
gas gain is, hence, too low. This is addressed by introduction of
a multiplicative gain correction factor which is applied to the
randomly determined gas gain in each amplification step.
• The actual pixel threshold is not precisely known. Only an esti-
mate from the calibration presented in section 3.3.3 is available.
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Figure 7.8: Ionization density ob-
served in simulated data for various
attachment rates B. No gain correc-
tion is applied. The assumed thresh-
old is 175 e.
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Figure 7.9: Mean charge per cluster in dependence on the drift distance. The
measured data, plotted in black, are compared with simulation
results for different gain (a) and threshold settings (b). The as-
sumed attachment rate is B = 0.02 /cm.
By affecting the probability to have superimposed clusters, the at-
tachment rate influences the mean charge per cluster as well as the
mean cluster area. Besides, it is the only mechanism that causes the
number of detected clusters per unit track length to drop with in-
creasing drift distance. Consequently, the correct attachment rate can
be identified by comparing the drop in the measured ionization den-
sity with the drop in simulated data. From figure 7.8, it can be seen
that simulated and measured ionization density show the same neg-
ative gradient if an attachment rate of 0.02 /cm is assumed.
The simulated mean charge per cluster, depicted in figure 7.9, varies
with the applied gain correction factor while it is virtually indepen-
dent on the set threshold. This is expected since the outer regions
of the quasi Gaussian clusters contribute only little to the integrated
charge. From figure 7.9a, it is deduced that the the simulated gas gain
roughly 20% smaller than the actual gas gain.
Investigation of the simulated cluster size, shown for various gain
correction and threshold values in figure 7.10, strongly suggests a
threshold of 175 e which is at least a factor of 2 smaller than expected.
However, for drift distances larger than a few centimeters, the simu-
lation and measurement results match each other with this setting.
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Figure 7.10: Mean cluster size for recorded data (black) and simulations
with various gain correction (a) and threshold values (b). The
attachment rate is assumed to be 0.02 /cm.
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Figure 7.11: a) Number of detected clusters per unit track length in depen-
dence on the drift distance for simulated (red) and measured
(black) data. Both data sets can be approximated by eq. 7.1.
b) The mean simulated cluster charge in dependence on the
drift distance (red) resembles the measured data (black) nearly
exactly. The data are described by eq. 7.2.
7.3.3 Comparison with Measurement Data
The results from the pixel TPC simulation are, with some exceptions,
in good agreement with the measurement if the attachment rate is
set to 0.02 /cm, the gain correction factor to 1.2 and the threshold to
175 e. In the following, real and simulated detector characteristics are
compared in detail.
As shown in figure 7.11a and motivated in section 5.2, both the
measured and the simulated number of individually detected clusters
per unit track length can be approximated by:
nCluster(z) =
A exp (−Bz)
1+C exp (−Dz)
. (7.1)
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Figure 7.12: Dependency of the
mean cluster size on the drift dis-
tance of the parent primary elec-
trons. Simulated (red) and mea-
sured data (black) are reproduced
by eq. 7.3.
The curves describing simulated and measured data feature similar
values for the average number of primary electrons per cluster at zero
drift distance (1+C), as well as compatible attachment and separation
rates B and D, respectively. The number of ideally detected clusters
(A), in contrast, differs. Under the assumption that the primary ion-
ization is correctly simulated in the first place, this difference shows
that the probability to individually detect single primary electrons is
larger in the simulation than in reality.
The attachment rate, obtained by χ2-optimization of equation 7.1,
is a factor of 2 smaller than originally set for computation of the
simulated data. This points out that equation 7.1 describes the data
only qualitatively. The oxygen contamination in the drift gas is in
consequence not 10ppm as stated in section 5.2 but twice that value.
Following section 5.1.1, the dependency of the mean cluster charge
on the drift distance is described by:
Q(z) =
a
b+ z
+ c (7.2)
It is depicted in figure 7.11b for both, simulated and measured data.
Since the declustering effect is not exactly reproduced, the simulated
mean cluster charge is slightly too small in the first centimeters of
drift. The agreement between measured and simulated data is never-
theless almost perfect.
The dependency of the cluster size on the drift distance is shown
in figure 7.12. Following section 5.1.2, it is described by:
f(z) = α exp (−βz) + γ. (7.3)
Again, the difference between measured and simulated data can be
explained by inadequate modeling of the declustering effect. Taking
into account also the rather low threshold that is assumed for simu-
lation, it is reasoned that the simulated electron avalanches are too
narrow. Wider avalanches would result in a decreased probability for
the separation of overlapping clusters. In consequence, the decluster-
ing effect would be enhanced. Besides, if the avalanches were wider,
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Figure 7.13: Reconstructed x- and y-coordinates of the primary electrons of
simulated (a) and measured (b) data.
a higher and therefore more realistic threshold could be set for simu-
lation.
Another shortcoming of the simulation routines is the strong lo-
calization of the avalanche centers. The centers of simulated electron
avalanches, depicted in figure 7.13a, are rather closer to the primarily
traversed hole in the upper most GEM. The centers of the actually
measured electron avalanches are, in comparison, less localized, see
figure 7.13b.
The transversal single-point resolution is described by:
σgeo,xy(z) =
√
σ2xy,0 +
D2Tz
1+ a exp (−bz)
, (7.4)
as shown in figure 7.14a and discussed in section 5.3.1. The param-
eters obtained from a χ2-optimization for simulated and measured
data are in good agreement with each other.
Following section 5.3.2, the longitudinal single-point resolution is
described by:
σgeo,z(z) =
√
σ2z,0 +D
2
Lz. (7.5)
The simulated and the measured longitudinal single-point resolution,
shown in figure 7.14b, differ in the first centimeters of drift. In conse-
quence, the simulated longitudinal single-point resolution is undeter-
mined. This behavior is not understood yet, since only modest effort
has been put into modeling of the ToA detection characteristics of the
readout chip up to now.
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Figure 7.14: Transversal (a) and longitudinal (b) single-point resolution ex-
tracted from the measured (black) and the simulated data (red).
The data are approximated by eq. 7.4 and eq. 7.5 respectively.
7.4 summary
In this chapter, characteristics of the electron avalanches in a standard
CERN GEM have been determined from microscopic GARFIELD++
simulations. The observed avalanche characteristics allowed for mod-
eling of a triple GEM stack, purely on the basis of statistical consider-
ations.
The high speed of this heuristic GEM stack simulation enables sim-
ulation of a large number of particle tracks in the pixel TPC. The fully
fletched TPC simulation is made of three consecutive modules:
• Simulation of the primary ionization by means of HEED++,
• Charge transport through the drift volume according to the pa-
rameters obtained from Magboltz calculations.
• Gas amplification and signal detection with the newly devel-
oped heuristic GEM stack simulation.
Simulation and measurement results match each other, after the
undetermined simulation parameters, namely the attachment rate,
the actual gas amplification and the threshold of the readout chip,
have been set to the appropriate values. Observed differences are ex-
plained by an underestimation of the charge spread within the indi-
vidual electron avalanches. This underestimation might be caused by
unaccounted effects as coulomb repulsion in the charge cloud or field
inhomogeneities between the GEMs. The latter might be also the rea-
son why the simulated avalanche centers are more localized than the
measured ones.
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G O S S I P A N D N E X T G E N E R AT I O N R E A D O U T
E L E C T R O N I C S
GOSSIP is an acronym for Gas On Slimmed SIlicon Pixels. Similar
to classical TPCs, GOSSIP detectors are made of a gas volume, a
gas amplification stage and a segmented readout anode. The latter
is formed by a pixelized readout chip which is slimmed down to ap-
proximately 30µm. The thickness of the drift gas volume is about
1mm [169, 170]. This design results in a small amount of material in
the detector. Hence, track distortions by multiple scattering are sup-
pressed.
In contrast to classical TPCs, the particle tracks are running rather
perpendicularly than parallelly to the readout plane in a GOSSIP de-
tector, see figure 8.1a. Despite the short length of the track in the de-
tector, even minimally ionizing particles create enough primary ion-
ization points for a 3-dimensional track reconstruction if a suitable
drift gas is chosen [171].
First tests of a GOSSIP like detector have been conducted with a
standard Micromegas mesh resting on polyimide pillars with 50µm
height on a Timepix ASIC. Since the Micromegas pattern has not
been matched to the pixel pattern, a Moiré effect was observed in
the data [172]. Alignment of the grid holes with the pixels eliminates
this effect. An almost perfect alignment is achieved, when the ampli-
fication grid is integrated on top of the readout ASIC by means of
photo-lithographic post-processing. The production process and the
performance of such INtegrated GRIDs (InGrids) are presented in [43,
173]. A scanning microscope photograph is shown in figure 8.1b.
As in TPCs with long drift distances, the track reconstruction in
a GOSSIP detector is based on the xy-projection and the measured
drift times of the primary electrons. Since the track segments are very
short, the achieved single-point resolution is of increased importance.
Due to the small drift distances in GOSSIP detectors, the readout
times are rather short and diffusion effects are strongly suppressed.
Consequently, the spatial resolution in the xy-direction is basically
defined by the pixel pitch. The resolution in drift direction is limited
by the precision of the Time of Arrival (ToA) measurement in the
pixel chip.
In case of the readout chips nowadays available, the ToA precision
is limited by the counting frequency (6 100MHz) and the time walk
caused by the analog electronics in the pixels. The latter is caused
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Figure 8.1: a) Operation principle of a GOSSIP detector. The angle between
incident particles and the readout plane is rather large. Position
and pitch of the holes in the amplification grid are matched to
the pixel pattern of the readout ASIC.
b) Scanning electron microscope picture of an InGrid. The am-
plification grid is partially removed. Hence, the supporting pil-
lars, usually hidden between the grid holes, are visible. A high-
resistive layer, deposed between ASIC and InGrid, protects the
electronics from discharges.
by the constant peaking time of the preamplifier, as discussed in sec-
tion 3.3.4.
These limitations have to be overcome by GOSSIP readOut (GOS-
SIPO) chips. In fact, the next generation of gaseous detector readout
chips should not only come with an enhanced ToA precision, but
also with the capability to simultaneously measure the arrival time
of a hit and the amount of charge deposited in a pixel. An applica-
tion in a high rate environment would also require a sparse and zero
suppressed readout.
Once a readout ASIC with above listed features, especially a ToA
precision of at least 2ns, is available, GOSSIP detectors might replace
silicon detectors. This would allow to improve track reconstruction,
while the material budget is reduced at the same time. Although
the gas amplification stage might undergo some aging, the aging
observed in case of silicon sensors would become irrelevant. Conse-
quently, it was proposed to develop GOSSIP detectors for the upgrade
of the inner ATLAS tracker at LHC [174].
First steps towards a full featured pixel chip for the readout of
GOSSIP detectors have been presented in [175, 176]. The features of
the subsequent ASIC, GOSSIPO-3, are discussed in section 8.1. The
follow up projects GOSSIPO-4 and Timepix3 are briefly described in
sections 8.2 and 8.3.
8.1 gossipo-3
GOSSIPO-3 [177–179] is a demonstrator front-end chip developed in
a joined effort between the University of Bonn and NIKHEF (Am-
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Figure 8.2: Photograph (a) [179] and top-level layout view of GOSSIPO-3 (b).
©IOP Publishing Ltd. and Sissa Medialab srl. Reproduced by per-
mission of IOP Publishing. All rights reserved.
sterdam). The chip, operated at a supply voltage (vdd) of 1.2V, is
produced in a 130nm CMOS technology from IBM.
A high-range, high-accuracy Time to Digital Converter (TDC), aim-
ing for applications in GOSSIP detectors as well as in TPCs with long
drift distances, is tested on GOSSIPO-3. The ToA measurement tech-
nique is described in section 8.1.2. It introduces the need for a con-
trollable voltage source which is realized as low drop out regulator
(LDO), see section 8.1.3. Furthermore, a charge sensitive amplifier
(CSA) with extremely high gain and a novel discharge-protection cir-
cuit is tested, c.f. 8.1.4. A photograph as well as the top-level layout
view of the 2mm2 GOSSIPO-3 die is shown in figure 8.2.
The demonstrator IC features no complete pixel matrix. The circuits
under investigation are only exemplarily implemented. Three CSAs,
each connected to a discriminator, are implemented on the chip. Ana-
log and digital part of this circuitry are located at opposite sides of
the die. Besides, a pixel featuring only the digital circuitry as well
as a full featured pixel are implemented. Furthermore, two different
LDOs, placed in the upper right edge of the die, are tested.
8.1.1 Test-Board
The test-board for GOSSIPO-3 has been developed for usage in com-
bination with the S3MultiIO board [180]. Both boards are shown in
figure 8.3. The S3MultiIO board is built around a Spartan-3 FPGA. It
is used to generate the logic stimuli needed to operate the test-chip.
If no logic IO is needed, the test-board can be operated without the
S3MultiIO Board.
GOSSIPO-3 has three different power domains: vddanalog, vdd and
vddLDO. All voltages can be provided either externally or are created
on the test-board by commercial LDOs (LP38841-ADJ, LP3882ES-1.2).
Only one single 5V supply, provided either by USB or by an external
connector, is needed in the latter case.
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Figure 8.3: Photograph showing the S3MultiIO board (left PCB) together
with the GOSSIPO-3 test-board (right PCB).
Although all bias voltages are generated on-chip, it is possible to
override these by variable voltage dividers on the PCB.
Two high-speed multiplexers (MAX4310) are placed on the test-
board allowing charge injection into the charge sensitive amplifiers.
Alternatively, the injection may also be done directly by sending volt-
age steps via external connectors.
8.1.2 High-Resolution TDC
GOSSIP detectors require time resolutions in the order of nanosec-
onds. Such values can be achieved in principle with the ToA measure-
ment technique known from the Timepix chip. However, the counting
frequency has to be increased to several hundred megahertz.
A chip wide high-frequency clock network requires high-perfor-
mance clock buffers sinking an enormous current. This may not only
cause voltage drops or ground bounces on the supply rails but results
also in excessive heating. At the same time, crosstalk signals disturb-
ing the analog circuitry are emitted by the clock network. Clearly,
these effects are highly undesirable.
The need for a chip wide high-frequency network is eliminated, if
the clock signal is generated locally in each pixel. Though, neither
synchronicity nor long term stability are guaranteed in this case.
These issues have been taken into account during the development
of the ToA measurement technique realized in GOSSIPO-3. A block
diagram of the pixel logic is depicted in figure 8.4, the timing diagram
in figure 8.5.
The discrimination of a hit activates a 580MHz oscillator in the
pixel. The generated fast clock periods are counted by a 4 bit counter
until the next rising edge of a chip wide 40MHz clock stops the local
oscillator and enables a 12 bit counter. The latter counts the number of
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Figure 8.4: Block diagram of the GOSSIPO-3 pixel electronics.
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Figure 8.5: Timing diagram of GOSSIPO-3. The ToA measurement is exe-
cuted by two counters running subsequently.
slow clock cycles until the chip wide common stop signal is received.
Dividing the number of fast and slow clock counts nfast and nslow by
the corresponding frequencies ffast and fslow allows to calculate the
arrival time tarrival of the hit:
tarrival = tshutter −
(
nfast
ffast
+
nslow
fslow
)
. (8.1)
As in case of the Timepix ASIC, tshutter denotes the width of the acqui-
sition window. In case of very late hits, the ToT counting might last
longer than the acquisition window. Thus, the data is available only
a short time after the window is closed.
Since the local fast oscillators are operated only for time intervals
shorter than one slow clock cycle (25ns), neither synchronization nor
long term stability are of importance.
8.1.2.1 Local Fast Oscillator
As indicated in figure 8.6, the local fast oscillators are made of nine
daisy chained inverters. The enable signal controls the circuit by acti-
vating the feedback loop.
The performance of any device implemented on a micro chip is
strongly dependent on the exact conditions during the production
process and the quality of the lithography masks. Even small devi-
ations from the standard conditions can result in variations of the
device characteristics.
Monte Carlo simulations where used to investigate the pixel to
pixel variation of the oscillation frequency on one die. The results
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Figure 8.6: a) Schematic of the local fast oscillator placed in each pixel. Nine
inverters are daisy chained in total.
b) Each inverter is made of a p- and a n-MOSFET. Transistor
dimensions W/L are given in µm.
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Figure 8.7: a) Fequency spread of the local oscillators on one die (Monte
Carlo simulation). The RMS is only 5MHz.
b) Simulated oscillation frequency of the local fast oscillators in
dependence of the supply voltage. Under nominal conditions the
target frequency of 580MHz is reached at vddosc. = 760mV.
are shown in figure 8.7a. Based on these simulations, it is expected
that, on one chip, the oscillation period varies only by 10ps within 3σ
of the distribution.
While the frequency mismatch on one die is acceptable, the vari-
ations between different chips or even wafers are worse. The oscil-
lation frequency in the fast process corner is doubled with respect
to the slow process corner.1 Necessarily, theses variations have to be
compensated by tuning.
The oscillation frequency is not only defined by the number of
daisy chained inverters, but also by their driving strength. The lat-
ter can be regulated by the supply voltage. As shown in figure 8.7b,
the oscillation frequency is nearly linearly dependent on the supply
voltage. It is found that the implemented oscillators reach the nomi-
1 In the fast (slow) process corner, all process parameters are shifted such that the
switching speed becomes maximal (minimal).
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Figure 8.8: Generic LDO schematic.
nal oscillation frequency in all process corners if the supply voltage
vddosc can be adjusted between 0.6V and 1.1V.
The current consumption of a single oscillator is always below
100µA. An average occupancy of 0.37% (240pixels) per acquisition
window is expected for a fully operational GOSSIP-ASIC with 256×
256 pixels. A peak occupancy of 0.67% (440pixels) will never be ex-
ceeded. Therefore, the supply rail is exposed to a current step of
24mA respectively 44mA, if all hits are detected at the same time.
Depending on the quality of the power supply, this causes voltage
drops which in turn can degrade the frequency stability of the local
fast oscillators. The time measurement based on the local oscillators
remains acceptable, as long as the deviations from the nominal pe-
riod, integrated over one slow clock cycle, are less than one fast clock
cycle. Hence, frequency drops up to 20MHz are acceptable. Taking
into account the voltage control characteristics of the oscillators, this
translates to an acceptable voltage drop of ∆vddosc ≈ 20mV lasting
for 25ns. This limit may be exceeded, if the voltage drop lasts less
than one slow clock cycle.
8.1.3 Low Drop Out Regulator
A Low Drop Out regulator (LDO) is a variable voltage source. It can
be used as power supply in applications with changing load condi-
tions. A LDO can be operated at very small differences between the
input and the output voltage (drop-out voltage), e.g. Uout = 1.1V
is achievable at vdd = 1.2V. On the GOSSIPO-3 demonstrator, it
is tested whether a LDO can fulfill the requirements introduced by
above described ToA measurement technique on a future full-size
pixel chip with 256× 256 pixels.
The generic circuit of a LDO is drafted in figure 8.8. The error-
amplifier is controlled by Uref which is externally set. The output of
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the error-amplifier is fed back to the input via the pass device and a
voltage divider formed by resistors R1 and R2. The pass device is not
necessarily a p-MOSFET, but could be any other voltage controlled
current source, e.g. a bipolar transistor, a n-MOSFET or a Darling-
ton pair. However, the lowest drop-out voltages are achieved with
p-channel devices [181].
In good approximation, virtually no current is sunk or sourced by
the input nodes of the error-amplifier. Therefore, the current through
R1 equals the current through R2. Besides, due to the negative feed-
back, both input nodes are at the same potential. Thus,
IR =
UFB
R2
=
Uref
R2
(8.2)
and
IR =
Uout
R1 + R2
(8.3)
holds. Combination of both gives the DC-transfer function of a LDO:
Uout = Uref ·
(
1+
R1
R2
)
. (8.4)
In first order, the output voltage is defined only by the reference
voltage. Ideally, it is not dependent on the load. Due to the finite
gain of the error-amplifier, this is not completely true in reality, c.f.
Sec. 8.1.3.2. The slightly more complex frequency dependent transfer
function is given in appendix A.
The simulated and measured relation between output and refer-
ence voltage are shown in figure 8.9a for the two LDOs implemented
on GOSSIPO-3 (c.f. Sec. 8.1.3.1).
The buffer capacitor Cbuf at the LDO output ensures stability of the
circuit. Furthermore, it reduces the magnitude of the voltage drop
caused by transient load changes. Although in turn, it increases the
settling time of the LDO [182].
8.1.3.1 LDO Implementation
Two different LDO designs have been implemented for testing pur-
poses on GOSSIPO-3. These LDOs are identical except for the size of
the pass device transistor. Therefore, they are referred to as large and
small LDO.
The schematics of the single staged error-amplifiers which control
the LDOs are depicted in figure 8.9b. Both LDOs are stabilized by off-
chip 22µF buffer capacitors with a Equivalent Series Resistance (ESR)
of roughly 300mΩ. The voltage dividers are formed by R1 = 1.14kΩ
and R2 = 2kΩ.
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Figure 8.9: a) The output voltage of both LDOs (c.f. Sec. 8.1.3.1) is linearly
dependent on the reference voltage. The measurements (trian-
gles) resemble the values predicted by simulations (lines).
b) Schematic of the error-amplifier controlling the LDO. Transis-
tor dimensions W/L are given in µm.
Large LDO
Neglecting channel length modulation, the current through a satu-
rated MOSFET device is given by:
IDS,sat = µCOx.
W
2L
(UGS −UThr.)
2 . (8.5)
Equation 8.5 introduces the mobility of the majority charge carriers µ,
the specific capacitance of the gate oxide COx., the gate-source voltage
UGS, the threshold voltage UThr. as well as transistor width and length
W and L, respectively [183].
The large LDO is designed such that the output p-MOSFET stays
in saturation even for Uout = 1.1V (implying UDS,sat. 6 100mV) and a
load of 44mA. Fulfilling the design goal, the dimensions of the pass
device are chosen to beW = 48 000µm and L = 0.24µm. The parasitic
gate capacitance is roughly 45pF.
Small LDO
The period in which a large current is required by the local fast oscil-
lators is shorter than 25ns. It is followed by several slow clock cycles
of inactivity. If the output potential is maintained by the buffer capac-
itor during the short load periods, it is not necessary to have a huge
pass device delivering the whole current. In this case, a small pass de-
vice which recharges the buffer capacitor during the quiescent phases
is sufficient.
Following this idea, the postulation of a saturated pass device in
all operating conditions is dropped for the small LDO and the size of
the p-MOSFET is reduced to W/L = 2000µm/0.24µm.
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The output voltage is not only buffered by the off-chip capacitor,
but also by a 42pF capacitor on the die. This capacitor introduces
virtually no ESR. Furthermore, the capacitance seen by the error-
amplifier is reduced by a factor of 24. Both, reduction of the parasitic
gate capacitance and implementation of the very low ESR on chip
buffer capacitor, enhances the transient response of the small LDO
and enables the application in scenarios where the maximum load
occurs with a low frequency only.
8.1.3.2 LDO Performance
The error-amplifier in each LDO is biased with about 100µA. The qui-
escent current running through the voltage divider is roughly 350µA
if the output voltage is at the maximum value of 1.1V. Therefore, the
total power consumption of each LDO itself is less than 0.5mW in all
operating conditions.
Transient Response
Results shown in the following are obtained with the maximal out-
put voltage of 1.1V. This is the most demanding operating point for
the LDOs, since the drop-out voltage is minimal. This minimizes the
transconductance of the pass device, the LDO gain and the closed-
loop bandwidth.
Switchable resistive loads, located on the test-board allow to test
the LDO performance under almost realistic conditions. They are ac-
tivated by a discrete n-MOSFET, which is controlled either by the
FPGA on the S3Board or directly by an external signal.
When the LDOs had been designed, the most critical question was
whether the reaction to fast load changes would be fast enough, c.f.
Sec. 8.1.2.1. The magnitude of a voltage drop ∆V caused by a fast
load change ∆I is given by:
∆V =
∆I
Cbuf
∆t1 +∆UESR, (8.6)
where Cbuf is the buffer capacitance and ∆UESR the voltage drop
caused by the ESR of this capacitor. The time needed by the LDO
to compensate for the load change is labeled ∆t1. Neglecting inter-
nal slew rates, ∆t1 is given by the inverse of the LDO closed-loop
bandwidth [184].
The transient response to a load change of 40mA is shown in fig-
ure 8.10 for both implemented LDOs. The results obtained from sim-
ulations based on the netlist extracted from the LDO layout are in
qualitative agreement with the measurement results. However, quan-
titative differences between the predicted and the observed response
function are obvious. The time needed to compensate for the load
change measures several nanoseconds in reality, while less than 1ns
is expected from simulations.
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Figure 8.10: a) Measured LDO response to a 40mA load step at Uout =1.1V.
b) Simulated LDO response to a load step at similar conditions.
These differences can be caused by several effects:
• Parasitic devices might have a larger influence than expected.
This would reduce the effective bandwidth of the LDOs and
degrade the transient response.
• Constant inductance and series resistivity have been assumed
for the buffer capacitors in the simulations. In reality, they come
with a frequency dependence.
• Finally, a direct dependence of the response function on shape
and rise time of the load step was found. The n-MOSFET used
as load switch on the test-board can not be modeled exactly
since the transistor characteristics are not known.
Although all of these effects have been investigated in post layout
simulations, it was not possible to exactly reproduce the measure-
ment results. The LDOs are especially rather robust against parasitic
RC-elements in the error-amplifier or the feedback loop.
In the end, the measurement results are investigated for evaluation
of the LDOs. Although these are worse than predicted by simulations,
the performance of both LDOs is sufficient for application as power
supply for the local fast oscillators. This is emphasized by the results
shown in figure 8.11. Here, the time needed by the LDOs to settle
within 2% of the target potential of 1.1V is shown together with the
magnitude of the voltage drop for different load steps. Both LDOs
violate the 20mV (≈2% for Uout = 1.1V) limit given by the control
characteristics of the local fast oscillators only for nanoseconds.
When exposed to a maximum load step of 44mA, the large and the
small LDO exceed the defined limit for only 7ns and 8ns, respectively.
The observed magnitude of the voltage drop is roughly 70mV for the
large and 55mV for the small LDO. The control characteristics of the
local fast oscillators allow a continuous voltage drop of these sizes for
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Figure 8.11: a) Time needed by the LDOs to settle within 2% of the nominal
output voltage of 1.1V.
b) Maximal magnitude of the voltage drop in response to a load
step at Uout=1.1V.
Both plots show measured data.
roughly 8ns. Taking into account the shape of the transient response
function, both LDOs stay within the specification.
The local fast oscillators are stopped synchronously with the first
rising edge of the global slow clock. Therefore, the LDO response to
negative load steps has no influence on the performance of the local
fast oscillators. Consequently, it is neither shown nor discussed in
detail. However, it should be mentioned that both LDOs require some
time (O(10ns)) to fully recover the output potential after exposure to
a load step of 44mA. If the frequency of the load steps does not allow
a full recovery of the quiescent output potential, the potential will
eventually drop down to the potential achieved with a DC load.
Power Supply Rejection Ratio
Besides sudden load changes, distortions on the LDO power supply
rail can result in variations of the output potential. Commonly, the
suppression of such distortions is labeled power supply rejection ratio
(PSRR). It is dependent on the frequency f of the power supply ripple
and defined as:
PSRR(f) = 20 log
∆vdd(f)
∆Uout(f)
. (8.7)
For f→ 0, the PSRR is usually called line regulation. As a LDO keeps
the output potential stable, it is easy to understand that distortions
on the power supply are compensated in general: LDOs with a good
transient response come with a good PSRR and vice versa.
In [185], the PSRR of an LDO is expressed by:
PSRR(f) = 20 log
AFB(f)
AIO(f)
, (8.8)
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Figure 8.12: a) Simulated Power Supply Rejection Ratio (PSRR) of the LDOs
at Uout = 1.1V under different load conditions.
b) Simulated noise frequency spectrum for both LDOs at an
output potential of 1.1V.
where AFB denotes the gain of the feedback loop and AIO the gain
from the LDO supply (vdd) to the LDO output (Uout). The output
impedance of the LDOs drops with rising load, since the current is
proportional to the conductance of the pass device (I ∝ gDS). This
causes a reduction of the gain in the feedback loop. At the same time,
the dominant pole in the transfer function is shifted to higher fre-
quencies. Hence, increasing the load results in a decreased PSRR at
low frequencies and in an increased PSRR at higher frequencies. A
comparable effect occurs if the pass device leaves the region of sat-
urated operation. The resulting gain reduction causes also a PSRR
degradation.
The PSRR of both LDOs is rather good when no load is applied, see
figure 8.12a. However, the PSRR degrades when the load is increased.
In case of the small LDO, low frequency power supply variations are
seen nearly without any damping at the output for a load current of
40mA since the pass device is no longer saturated. The large LDO in
comparison maintains a PSRR of 18dB even when it is loaded with
40mA.
Electronic Noise
Usually, noise in a LDO is given as output-referred noise. It is calcu-
lated by referring the noise sources to the LDO input and multiplying
them with the LDO gain afterwards [186].
The resistors in the feedback loop emit mainly thermal noise. The
thermal noise-power density SU,therm. is given by:
Su,therm. =
d〈u2therm.〉
df
= 4kBTR. (8.9)
The frequency f, the noise amplitude utherm., the Boltzman constant
kB and the resistor value R have been introduced here. When small
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signals are investigated, R1 and R2 are seen as parallel combination
at the input of the error-amplifier. Their noise contribution is directly
amplified by the LDO.
When referred to the input node, any noise originating from the
error-amplifier is divided by the gain of the error-amplifier. The latter
is large in comparison with the LDO gain. Hence, noise originating
from the error-amplifier appears damped at the LDO output.
Noise originating from the pass device contributes directly to the
noise at the LDO output. It undergoes neither damping nor amplifi-
cation. Thus, the pass device is only a minor noise contributor.
Neither the load nor the buffer capacitor have a direct effect on the
LDO noise. However, both influence the closed-loop gain of the LDO
as seen in equation A.1. In turn, this influences the LDO output noise.
Summing up, it is seen that the devices connected directly to the
LDO input cause the most output noise. The noise can be effectively
reduced if small resistors are used in the feedback. However, this
comes with the cost of an increased quiescent current. Noise originat-
ing from the reference voltage can be suppressed by a low-pass filter
at the input.
The simulated noise frequency spectrum of both LDOs is given in
figure 8.12b. The integrated noise is roughly 80pVRMS for either LDO.
Obviously, the performance of the local fast oscillators is not affected
by LDO noise.
Load Regulation
The DC performance of the LDOs is not of much interest in gen-
eral since the LDOs are only exposed to short load steps. However,
the load regulation illustrates the LDO performance in applications
where the maximum load occurs with frequencies that disallow a re-
covery of the quiescent output potential between the load periods.
Due to the limited gain of the error-amplifier, the LDO output po-
tential is not totally independent of the load current. Following equa-
tion 8.5, the maximally available error-amplifier output potential cor-
responds to the maximal current that can be drawn from the pass
device. If more than this current is drawn from the pass device, sec-
ondary effects like drain-induced barrier lowering and channel length
modulation become important [183, 187]. Both result in a mild in-
crease of the drop out voltage. Eventually, the pass device is pushed
out of the region of saturated operation, and the LDO output resis-
tance rises drastically. In turn, this causes a severe drop in the output
potential.
For both LDOs, the achieved output potential for different DC-
loads is shown in figure 8.13. The quiescent output potential is 1.1V
in either case.
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Figure 8.13: Load regulation of (a) the large and (b) the small LDO. The
solid line represents simulation results. Measurements for sev-
eral chips are shown as data points.
The measurement results for different chips are close to the values
predicted by simulations. Since the pass device of the large LDO stays
in saturation even for large loads, the output potential drops only
slowly with increasing load. In contrast to the pass device of the large
LDO, the pass device of the small LDO leaves the region of saturated
operation at some point. In consequence, the output potential drops
drastically.
8.1.3.3 LDO Bottom Line
It has been shown that both LDOs come with negligible output noise
and a good PSRR. The PSRR of the small LDO is degraded if the load
forces the pass device out of saturated operation. For the same reason,
the performance of the small LDO is exceeded by the large LDO in
DC applications.
The transient response of both LDOs is acceptable and allows an ap-
plication as power supply for the fast oscillators located in each pixel
of a final ASIC. However, it has to be noted that a load step exceeding
∆I = 44mA will degrade the precision of the ToA measurement.
Some undesirable properties have been revealed also. First of all,
the need for a large buffer capacitor, which can be realized only off-
chip, has to be mentioned. Furthermore, the pass device requires a
huge area on the die: 0.058mm2 and 0.012mm2 for the large and the
small LDO, respectively.
Obviously, it is necessary to introduce a dedicated powering net-
work to control the local oscillators via the supply voltage. In order
to reduce the voltage drop along the wiring, the conductive path has
to be wide. This complicates the routing in a full featured chip with
a large pixel matrix. Besides, it is necessary to tune the frequency of
the local oscillators manually for each chip.
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Figure 8.14: Schematic of the GOSSIPO-3 front-end, consiting of a charge
sensitive amplifier and a discriminator. The parasitic capaci-
tance of the transistor TFB is used as feedback capacity.
It is concluded, that the presented solution for high-precision time
measurements is feasible but not ideal. Consequently, a modified ap-
proach is followed up in the subsequent test-chip GOSSIPO-4, see
section 8.2.
8.1.4 Front-End
The GOSSIPO-3 front-end, designed by A. Kruth [188] and V. Gro-
mov [189], was first presented in [178]. It consists of a charge sensi-
tive amplifier which is AC-coupled to a discriminator, see figure 8.14.
The threshold is globally defined by UThr,common and individually fine
tuned for each pixel by UThr,pixel.
In first order, the CSA output potential Uout is given by the ratio of
the injected charge Qin and the feedback capacitance CFB:
Uout =
Qin
CFB
. (8.10)
The basic idea in the GOSSIPO-3 front-end is to maximize the
charge gain by usage of a minimal feedback capacitance. In fact no
dedicated feedback capacitance is implemented at all. The only de-
vice placed in the feedback path is a p-MOSFET (TFB) operated as
floating current source. The parasitic capacitance between drain and
source of this device is used for charge integration. According to sim-
ulations, this capacitance measures 1 fF. Therefore, a charge gain of
0.16mV/e is achieved.
The constant discharge-current through the transistor TFB results
in a linear drop of the output signal allowing precise ToT charge
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Figure 8.15: a) Schematic of the protection device realized in GOSSIPO-3.
The potential of the CSA input node is usually ≈ 0.4V. In case
of a HV-breakdown, it drops below ground potential. The red
arrow indicates the current flowing in this case.
b) Time dependent simulation of the CSA input potential for a
charge injection of 8pC with and without the protection device.
measurements. When the potential difference between CSA in- and
output is close to 0mV, TFB appears as 30MΩ resistor.
For analysis purposes, the CSA signal is made available off-chip by
means of a unity-gain buffer connected to a wire bond pad.
8.1.4.1 Discharge-Protection
In case of a discharge between the InGrid and the readout electronics,
a huge amount of charge is injected into the pixels. This causes a
severe voltage drop at the input node and can eventually destroy
the chip. The amount of injected charge is reduced down to a few
picocoulomb if a high-resistive layer is placed between the InGrid and
the chip [43, 190, 191], c.f. Fig. 8.1b. Nevertheless, a HV-breakdown
may still damage the input MOSFET of the CSA.
For improved protection of the GOSSIPO-3 front-end, a grounded-
gate n-MOSFET is connected to the CSA input node. As described
in [192], a grounded-gate n-MOSFET is made of a n-MOSFET with
bulk, drain and gate connected to ground potential, see figure 8.15a.
In case of a discharge, both the p-n junction and the inversion layer
in the MOSFET drain excess charges.
The simulation of a HV-breakdown is shown in figure 8.15b. The
capacitance between a pixel and the protection layer is estimated to
be roughly 20 fF. Thus, the total charge injected by a discharge from
−400V will be −8pC, distributed over a spark duration of about
10ns [193]. The simulation shows that even a small protection de-
vice with W/L = 1µm/0.24µm prevents voltages less than −1V at
the input node in case of such a HV-breakdown. During normal oper-
ation, the n-MOSFET introduces only a negligible leakage current of
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Figure 8.16: a) ToT for different input charges (simulation and measure-
ments).
b) Time needed from charge injection to discriminator response.
250pA. The parasitic capacitance seen at the CSA input is less than
2 fF [178].
8.1.4.2 Front-End Performance
The measurements on the front-end performance have already been
published in [179]. Depending on the input charge, the GOSSIPO-3
front-end features a response time less than 20ns. Nevertheless, it
consumes only a few µW per pixel.
The off-chip RMS noise measures 4mV. Taking into account the
charge gain of 16mV/e, this translates to an Equivalent Noise Charge
(ENC) of only 25 e.
Measurements show that the charge gain undergoes negligible vari-
ations from chip to chip. The feedback current on the other hand
varies. Therefore, the measured Time over Threshold (ToT) varies up
to a factor of two between different chips, see figure 8.16a. Inves-
tigating the effects of process variations by means of Monte Carlo
simulations explains these results. It is found that process variations
influence especially the transistor TFB since the transistor length is
close to the minimal feature size. This results in a bad quality of the
feedback current mirror, thus causing bad reproducibility of the feed-
back current. Enlarging the feedback transistor would decrease the
charge gain of the CSA since the parasitic capacitance is increased si-
multaneously. A trade off between mismatch, charge gain and noise
performance has to be found.
The measured delay between charge injection and the discriminator
response is depicted in figure 8.16b. For large input charges, this delay
is about 6ns. Due to the time walk effect, the delay rises for small
input charges.
Post-layout simulations have shown that the pad drivers, imple-
mented to make the discriminator signal available off-chip, contribute
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Figure 8.17: Fast clock cycles counted for test-pulses sent at different times
(a) directly to the discriminator and (b) through the complete
front-end.
largely to the observed delay. In a final chip, such pad drivers are not
needed since the signal is processed directly in the pixels. Without
the pad drivers, simulations predict a reduced delay of roughly 2ns
for large input charges.
8.1.5 Time to Digital Conversion
Test and characterization of the TDC have been performed at NIKHEF.
The results summarized below have already been published in [179]
and [194].
For TDC characterization, test-pulses have been sent with delay
times from 0ns to 75ns in 0.1ns steps (1 000 pulses per step) to the
analog and the digital pixel. The results of this delay scan are shown
in figure 8.17.
The oscillation frequency of the fast oscillator is not exactly matched
to the slow clock frequency. Thus, the rising edge of the slow clock
arrives in the beginning of the last fast clock counting bin. In conse-
quence, this last bin is significantly shorter than the others.
Even when the last bin is excluded from the analysis, it is found
that the width of the counting bins is not uniform. The bin size varies
by 18% in case of the digital and by 12% in case of the analog pixel.
The larger spread in case of the digital pixel is caused by the central
bins. These show a significant deviation from the nominal value. It
appears that this deviation is caused by the falling edge of the slow
clock. It is not fully understood yet why this effect occurs only in the
digital pixel and not when the full signal chain is tested. The reason
is found most likely in the layout, especially the different ground
connections.
Finite signal rise times and noise cause a jitter in the transition
region measuring a few hundred picoseconds between two different
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varactors
enable
Uctrl fast clock
Figure 8.18: Schematic of the local fast oscillator implemented in the super
pixels of GOSSIPO-4 and Timepix3.
counter values. Naturally, the transition region in the analog pixel is
larger than in the digital pixel.
Despite the minor limitations mentioned above, the presented ToA
measurement technique is applicable and allows time resolutions in
the order of a few nanoseconds. Therefore, the concept is followed up
in the subsequent ASICs for gaseous detector readout.
8.2 gossipo-4
As shown in previous sections, the general usability of the ToA mea-
surement technique described in section 8.1.2 could be verified with
GOSSIPO-3. However, as stated in section 8.1.3.3, it is recognized that
the need for a large LDO with an external buffer capacitor together
with a dedicated powering network for the local oscillators in the
pixels is not ideal. Consequently, a different design of the local fast
oscillators is tested on GOSSIPO-4. The measurement scheme itself
remains unchanged.
A schematic of the modified oscillator is shown in figure 8.18. Ad-
justing the effective capacitance in the RC-elements by Uctrl allows to
tune the oscillation frequency. Distribution of the control voltage Uctrl
across the pixel matrix is much easier than in case of GOSSIPO-3 since
it is an unloaded and almost static potential. It is created by a Phase
Locked Loop (PLL), which is derived from the FE-I4 PLL described
in [195].
Other circuits implemented on GOSSIPO-4 for testing purposes are
described in some detail in [194].
8.3 timepix3
Some of the circuitry of Timepix3 is derived from the recently final-
ized Medipix3 ASIC [196]. Therefore, the Timepix successor is named
Timepix3, the label Timepix2 is skipped.
Timepix3 will be produced during 2013, a first outline of the ASIC
is presented in [197]. Each of the 256×256 Timepix3 pixels measures
55×55µm2 and consists of a CSA, a single threshold discriminator
and a counting logic.
The ToA is measured with the circuitry verified on GOSSIPO-4.
The locally created 640MHz fast clock is counted by a 4 bit counter. A
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counter with 14 bit depth counts the cycles of a global 40MHz clock.
Thus, ideally a dynamic range of 409.6µs and an precision of 1.56ns
can be achieved.
The charge measurement is executed with a dedicated 10 bit ToT
counter driven by the global 40MHz clock. The maximal detectable
charge is 500 000 e with a resolution of roughly 500 e. Reduction of
the feedback current allows an enhanced charge resolution, though
with a reduced range only.
The pixels are organized in double columns. Eight pixels form a
so-called super pixel. The pixels of one super pixel share one local
oscillator and some control logic. Depending on the configuration,
the pixels are sensitive to positive or negative input charges. The pre-
dicted ENC is roughly 75 e. The peaking time of the CSA is 6 25ns,
the discriminator response time less than 2ns.
It is either possible to operate the chip in a shutter controlled mode
with a zero suppressed readout at the end of the shutter or with a
continuous sparse readout. In the latter case it is aimed to have a
double hit resolution of 375ns.
Eight LVDS (Low Voltage Differential Signal) data lines, each pro-
viding a data rate of 640Mbit/s, are foreseen for the readout. The data
stream is transferred 8b/10b encoded which leads to a total transfer
rate of roughly 85pixel/µs.
8.4 summary
Based on a two level counting scheme, a high-precision TDC with-
out the need for a power consuming high-frequency clock network is
tested on the demonstrator ASIC GOSSIPO-3. The fast clock, provid-
ing high TDC accuracy, is created directly in the pixel by an oscillator
made of daisy-chained inverters. A LDO allows for control of the
oscillation frequency by regulation of the power supply voltage.
Both LDOs tested on GOSSIPO-3 meet the requirements defined by
the oscillator characteristics and the peak occupancy expected for a
full featured pixel chip. Nevertheless, this approach is discarded since
it imposes the need for a large off-chip buffering capacitor. Besides,
it is difficult to accurately distribute the tuned supply voltage to the
oscillators in the pixels of a large chip.
Consequently, the oscillators operated in the pixels of the subse-
quent test-chip (GOSSIPO-4) are not controlled by the power supply
voltage, but by a static potential which is automatically tuned by a
PLL. This improved and validated approach is followed up eventu-
ally by Timepix3, the full featured Timepix successor.

C O N C L U S I O N A N D O U T L O O K
Both the large number of recorded track points and the low ma-
terial budget make a TPC the ideal central tracking detector for a
particle-flow-optimized experiment at a future linear collider. The de-
sired single-point resolution of better than 100µm in the xy-plane
can be achieved only with modern gas amplification devices, namely
GEMs or Micromegas. The charge collecting anode plane necessarily
exploits the high granularity of these structures. Pads of a few square
millimeters size, which are usually employed for charge collection,
can be replaced by the bare pixels of a CMOS readout chip. The po-
tential of this approach was investigated in this thesis.
A versatile gas mixing system and a TPC prototype with pixel
readout and 26 cm drift length have been set up. A Timepix ASIC,
featuring 256×256 pixels with a pitch of 55µm, has been placed as
readout device in a central position underneath a stack of three stan-
dard CERN GEMs. The bare bump-bond pads of the individual pix-
els, originally foreseen for interconnection with a silicon sensor, act
as charge collecting anode pads.
After improvement of the reconstruction and analysis algorithms,
the MarlinTPC framework has been employed for analysis of a dataset
recorded in a cosmic-ray test-stand with a mixture of 70% He and
30% CO2 as drift gas. Techniques for time walk correction and charge
calibration of the recorded data have been presented.
The single-point resolution of the pixel TPC is predetermined by
the intrinsic detector resolution as well as the single electron diffu-
sion which is dominant after a few centimeters of drift. The intrinsic
longitudinal single-point resolution is limited by the accuracy of the
hit arrival time measurement which is predetermined by the 55MHz
counting clock of the TDC. Besides, it suffers from a residual time
walk effect. Eventually, the intrinsic longitudinal single-point reso-
lution is about 100µm. The intrinsic transversal single-point resolu-
tion of about 40µm is limited by the pitch of the GEM holes. In fact
not only the projection of the GEM pattern is resolved by the pixel
chip, but it is even possible to investigate the properties of electron
avalanches triggered by individual primary electrons.
Because of the transversal diffusion, mean charge and area of the
detected charge depositions are dependent on the drift distance of
the parent primary electrons. These dependencies are described by
heuristically determined equations. In average, individual primary
electrons result in charge clouds of about 2× 105 electrons, distributed
over 63pixels respectively 0.19mm2.
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150 conclusions and outlook
The sensitivity to individual primary electrons allows not only for
the measurement of the specific energy loss by mere counting of the
detected charge depositions, but also for the observation of so-called
delayed electrons. Interplay of attachment and detachment processes
has been investigated as possible delay mechanism but could not be
established conclusively.
After tuning the unknown parameters, the results of the newly de-
veloped GEM TPC simulation are generally in agreement with the
data. In future, a more detailed model of the charge clouds will fur-
ther improve the accuracy of the simulation.
The high granularity of the pixel readout is both a blessing and a
curse. On the one hand, it allows for a good spatial resolution and
other remarkable features, as the sensitivity to single primary elec-
trons and the possibility to resolve characteristics of individual charge
clouds. On the other hand, it necessitates a large gas gain, which in
turn fosters ion backdrift and might prevent stable operation.
Small modifications on the presented setup, which reduce the num-
ber of pixels hit by an electron cloud, would enable an operation with
a lower gas gain. Obviously, this can be achieved if larger pixels are
used for charge collection. Alternatively, the diameter of the charge
cloud emerging from the GEM stack can be reduced – either by re-
duction of the gaps in the GEM stack, or by application of a strong
magnetic field which would result in a reduced transversal diffusion
between the GEMs. These modifications might be easily investigated
with the newly developed simulation of the pixel TPC before they are
applied.
Once they are technically advanced enough, Micromegas-like In-
Grid devices might be used as replacement for the GEM stack. Hence,
intrinsically reducing the ion backdrift. Besides, this would further en-
hance the intrinsic transversal single-point resolution. The currently
used Timepix chip, however, does not match the needs of such a
setup, especially due to the limited accuracy of the arrival time mea-
surement. The latter is significantly degraded by the time walk effect
which can not be compensated for if only individual pixels are acti-
vated. This is taken as motivation for development of the Timepix3
ASIC featuring high TDC accuracy and simultaneous charge and time
measurements.
Although the proof that this technique is feasible also for TPCs
with large readout areas is pending, it can be concludingly stated
that direct charge collection with the bare pixels of a CMOS readout
ASIC underneath a highly segmented gas amplification stage meets
the requirements of a linear collider TPC.
Dann promovier ich halt einen Tag später.
(unknown PHD student)
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A
L D O T R A N S F E R F U N C T I O N
The transfer function of an amplifier with negative feedback is in
general given by:
H(f) =
Uout
U+
=
A(f)
1+βA(f)
≈ β−1 (if A 1). (A.1)
Uout denotes the output voltage, U+ the voltage applied at the non
inverting input, A(f) the frequency dependent open-loop gain of the
amplifier and β the feedback factor.
The schematic of the LDOs realized on the GOSSIPO-3 test-chip are
depicted in figure A.1. Here, the feedback factor is: β = R2/(R1 + R2).
Thus, equation 8.4 is obtained for large open loop gains.
Following [187], the open loop gain for the GOSSIPO–3 LDOs can
be calculated:
A(f) =
(
2gT1m /g
T3
DS
) · (gT5m /g˜)
(1+ fτ1)(1+ fτ2)
. (A.2)
Transconductance and conductance of transistors Ti are denoted by
gTim and gTiDS, respectively. g˜ is given by:
g˜ = gT5DS +
1
R1 + R2
+
1
RLoad
≈ gT5DS. (A.3)
The poles in the open loop gain of the LDO are located at:
τ1 =
Cpar. · gT5DS
g˜ · gT3DS
and τ2 =
CT5DS +CBuf.
g˜
. (A.4)
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Figure A.1: Detailed schematic of the GOSSIPO–3 LDOs. The relevant para-
sitics are drawn with dotted wires.
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