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Introduction
Quantum multiplications on the cohomology of symplectic manifolds were first
proposed by the physicist Vafa [Va2] based on Witten’s topological sigma models
[Wi1]. In [RuTi], Ruan and the second named author gave a mathematical con-
struction of quantum multiplications on cohomology groups of positive symplectic
manifolds (cf. Chapter 1). The construction uses the Gromov-Ruan-Witten in-
variants (GRW-invariants in the sequel) for semi-positive symplectic manifolds
previously defined by Ruan [Ru]. A large class of such manifolds is provided by
Fano manifolds (complex manifolds with ample anti-canonical bundle), includ-
ing e.g. complex projective spaces, Del Pezzo surfaces and Grassmann manifolds.
Let M be a Fano (or positive symplectic) manifold. The quantum cohomology
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H∗[ω](M) is just the cohomology space H
∗(M,C) with a (non-graded) associa-
tive, anti-commutative multiplication, the quantum multiplication. This multi-
plication depends on the choice of a (complexified) Ka¨hler class [ω] on M . Its
homogeneous part (the “weak coupling limit” λ · [ω], λ → ∞) is the usual cup
product.
In this note we observe that quantum cohomology rings have a nice description
in terms of generators and relations: If H∗(M,C) = C[X1, . . . , XN ]/(f1, . . . , fk)
is a presentation of the cohomology ring (for simplicity we assume degXi even for
the moment) then H∗[ω](M) = C[X1, . . . , XN ]/(f
[ω]
1 , . . . , f
[ω]
k ), where f
[ω]
1 , . . . , f
[ω]
k
are just the polynomials f1, . . . , fk evaluated in the quantum ring associated to
[ω] (Theorem 2.2). The f
[ω]
i actually are real-analytic in [ω] and thus have a
natural analytic extension to H1,1(M), and the quantum cohomology rings fit
together to form a flat analytic family over H1,1(M).
As an application of this observation we shall compute the quantum coho-
mology of the Grassmannians. The calculations for G(k, n) reduce to the single
quantum product ck ∧Q sn−k of the top non-vanishing Chern respectively Segre
class of the tautological k-bundle. This turns out to be a simple exercise in linear
algebra. We derive
Theorem 0.1 Let S be the tautological bundle over the Grassmann manifold
G(k, n) of complex k-planes in Cn, [ω] = −λ · c1(S) a (1, 1)-class on G(k, n)
(λ ∈ IR>0 ⇔ [ω] Ka¨hler). Then
H∗[ω](G(k, n)) = C[X1, . . . , Xk]/(Yn−k+1, . . . , Yn−1, Yn + (−1)
ke−λ),
where Xi corresponds to the i-th Chern class ci(S) and the Yj (corresponding to
the j-th Segre class of S) are given recursively by (Xi = 0 for i > k)
Yj = −Yj−1 ·X1 − . . .− Y1 ·Xj−1 −Xj.
This is in fact the form previously derived by Vafa using arguments from Quantum
Field Theory [Va1], [Va2] (but note the sign of the quantum contribution). It
also reduces the genus zero case of a nice conjectural formula for higher GRW-
invariants of G(k, n) stated in [Va1] and considered in a broader context in [In]
to a purely algebraic problem. A mathematical formulation of the conjecture
in terms of intersection theory on certain algebraic compactifications of moduli
spaces of maps from a (fixed) Riemann surface to G(k, n) was given by Bertram,
Daskalopoulos and Wentworth [BDW]. They were able to verify the formula for
genus one and k = 2.
This was the situation known to the authors around New Year 93/94. A pre-
liminary version of this paper was spread in a limited number in the second half
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of January 94. Since then some progress on related problems came to our knowl-
edge: Witten (in a paper finished already in mid December 93) computed the
quantum product ck∧sn−k, up to a check of genericity conditions. His arguments
are more or less identical with our Lemma 3.3 (the content of Lemma 3.2 was
taken for granted by him and should in fact be known classically). The under-
lying algebraic situation (the content of Chapter 2 and Chapter 4 of the present
paper), however, and thus a proof of the structure of the quantum cohomology
of G(k, n) (even to a physical level of rigor), was left open. What nevertheless
was inspiring for us, was his use of residues in the interpretation of coefficients
of quantum products. The analysis of these residues lead to the first complete
proof of the intriguing formula of Vafa and Intriligator for higher GRW-invariants
of G(k, n) (Theorem 4.6). On the way we found a nice (new?) interpretation of
(Severi-Grothendieck-Griffiths) residues when there are “no components at in-
finity” (Proposition 4.1). An analogue of the formula of Vafa and Intriligator
thus holds for all Fano manifolds whose cohomology ring is a commutative com-
plete intersection, including the case where the corresponding sigma model has
a Landau-Ginzburg description (Theorem 4.5). Later we realized that certain
arguments in Chapter 4 are (encoded in physical language) already contained in
the derivations of [Va1]. Moreover, some of the considerations in Chapter 2 have
been found independently by Piunikhin [Pi].
Further partial support for the formula of Vafa/Intriligator were obtained
in [RRW]. The quantum cohomology of (absolute) flag manifolds (containing
G(k, n) as special case) has been calculated in [GiKi] (complete flags) and [AsSa]
(general case) assuming the existence of an equivariant version of quantum co-
homology with certain functorial properties. After completion of this paper we
received a preprint of Bertram containing the reduction to lower genus for the
case of G(k, n) [Be].
The first named author gratefully acknowledges support from the DFG (en-
abling him to visit the Courant Institute during the academic year 93/94) and
he wishes to thank the Courant Institute for hospitality. The second author is
partly supported by a NSF grant and an Alfred P. Sloan Fellowship.
1 Definition of quantum multiplications
In this section, we recall the definition of quantum multiplications given in [RuTi].
The definition uses the GRW-invariants as defined in [Ru].
A symplectic manifold (M,ω) of dimension 2n is called (semi)-positive if for
any R = f∗[S
2] ∈ H2(M, Z), f : S
2 → M , with [ω](R) > 0 either c1(M)(R) > 0
(c1(M)(R) ≥ 0). Any Fano manifold is positive w.r.t. any Ka¨hler form. Let J
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be a generic almost complex structure on M tamed by ω (i.e. ω(X, JX) > 0
∀X ∈ TM \{0}). A J-holomorphic curve is a smooth map f : Σ→ M satisfying
J ◦ Df = Df ◦ j, where Σ is a Riemann surface (of genus g, say) and j is its
standard complex structure. This last equation is a Cauchy-Riemann equation
∂¯f = 0, ∂¯ = 1
2
(D−J ◦D◦j). For a technical reason it is convenient to look at the
inhomogeneous equation ∂¯f = γ with γ (the pull-back to Σ of) a section of an
appropriate bundle over Σ ×M . Solutions of this equation are called perturbed
or (J, γ)-holomorphic curves. The GRW-invariant can be defined as follows:
Let R ∈ H2(M, Z) andB1, B2, . . . , Bs be integral homology classes inH∗(M, Z)
satisfying:
s∑
i=1
(2n−degBi) = 2c1(M)(R)+2n(1−g). (dim)
Every integral homology class can be represented by a so-called pseudo-manifold
(a certain simplicial complex, cf. [RuTi]). For simplicity, we shall also use Bi to
denote the pseudo-manifolds representing these homology classes. Then if (J, γ) is
generic and Bi are in sufficiently general position (transversal w.r.t. the evaluation
map Σ×{f} → M), for s generic points t1, . . . , ts ∈ Σ there are only finitely many
(J, γ)-holomorphic curves f satisfying: f(ti) ∈ Bi, i = 1, . . . , s and f∗[Σ] = R. We
define Φ˜(R,ω)(B1, . . . , Bs) to be the algebraic sum of such f with appropriate sign
according to the orientation. One can prove that Φ˜(R,ω)(B1, . . . , Bs) is indepen-
dent of the choices of J , j, γ, and pseudo-manifolds representing B1, . . . , Bs pro-
vided the Bi are transversal to the Gromov boundary of the compactified moduli
space of (J, γ)-holomorphic curves. The Gromov boundary here consists of curves
C = f(Σ)∪g1(S
2)∪ . . .∪gk(S
2) with: C connected; f a (J, γ)-holomorphic curve;
gν a (J, 0)-holomorphic rational curve (a “bubble”); R = f∗[Σ]+
∑
ν aνgν∗[S
2] for
some aν ∈ N. Transversality means that there are no such curves intersecting
each Bi. Furthermore, Φ˜(R,ω)(B1, . . . , Bs) depends only on the deformation class
{ω} of ω. Therefore we obtain the GRW-invariant Φ˜(R,{ω})(B1, . . . , Bs). As a
matter of notation we define Φ˜(R,ω)(B1, . . . , Bs) to be zero unless the dimensions
match (dim).
We now make a simple but important remark: Let J be an almost complex
structure such that any J-holomorphic curve with f∗[Σ] = R is regular, i.e. the lin-
earization of the Cauchy-Riemann operator at f has trivial cokernel. Then (J, 0)
is generic and we can use exact J-holomorphic curves to compute the invariant
Φ˜(R,{ω})(B1, . . . , Bs). In case J is integrable and f is an immersion, regularity
at f is equivalent to the vanishing of H1(C,NC|M), C = f(Σ) [Gr, 2.1.B.]. In
particular the invariant is easily computable in certain cases as follows:
Lemma 1.1 Let (M,ω) be a Ka¨hler manifold and R ∈ H2(M, Z) s.th. any holo-
morphic curve C ⊂ M homologous to R is non-singular and hasH1(C,NC|X) = 0.
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Let B1, . . . , Bs ⊂ M be complex submanifolds transversal to the evaluation map
and the Gromov boundary. Then
Φ˜(R,{ω})(B1, . . . , Bs) =
∑
C
♯(B1 ∩ C) · ♯(B2 ∩ C) · . . . · ♯(Bs ∩ C),
where the sum is over all holomorphic curves C homologous to R.
Note that ♯(B1∩C) · . . . · ♯(Bs∩C) is precisely the number of ways to parametrize
C by f : Σ → C with ti mapping to Bi, i = 1, . . . , s. Moreover, there are no
signs occurring in the formula since all spaces involved are canonically oriented
by their complex structure.
Remark 1.2 (This will only be used to comment on the relationship of our work
with [BDW].) More generally, if the moduli space MR,Σ (for shortness M in the
sequel) of holomorphic maps f : Σ → M with f∗[Σ] = R has the expected
dimension c1(M)(R) + n(1 − g) (equivalently, H
1(Σ, f ∗TM) = 0 for almost all
f) the GRW-invariants Φ˜R have an interpretation as intersection products of
certain compactifications of M: M being projective algebraic there clearly exist
projective compactifications of M. Choose one, say M. Then the evaluation
map
ev : Σ×M −→ M, (t, f) 7−→ f(t)
extends rationally toM. Hence there is a modification π : Γ→ Σ×M, biregular
over Σ×M such that ev has an extension e˜v : Γ→ M . For generic t ∈ Σ, Γt :=
π−1({t} ×M) is a modification of M. We choose a common desingularization
M̂ of all the Γt, t ∈ Σ generic (blow-up the sum of ideals It whose blow-up
desingularizes Γt, then desingularize). Let ιt : M̂ → Γt →֒ Γ. Then for βi ∈
H∗(M, Z) Poincare´-dual to Bi and generic choices of t1, . . . , ts ∈ Σ
Φ˜R(B1, . . . , Bs) = (ι
∗
t1
Φ∗β1 ∧ . . . ∧ ι
∗
tsΦ
∗βs)[M̂].
In fact, choosing B1, . . . , Bs as generic pseudo-manifolds then (Φ ◦ ιti)
−1(Bi) is
Poincare´-dual to ι∗tiΦ
∗βi and the bordism argument of [Ru] should generalize to
show
Φ˜R(B1, . . . , Bs) = ♯(Φ ◦ ιt1)
−1(B1) ∩ . . . ∩ (Φ ◦ ιts)
−1(Bs),
(♯ means algebraic sum with appropriate signs keeping track of the orientations).
A proper proof has to provide a bordism to a generic situation carefully dealing
with the singularities ofM as well as with transversality and orientations. Details
will be given in [RuTi]. ✸
To define a quantum multiplication on H∗(M, Z), we introduce the real-valued
invariant
Φ˜[ω](B1, . . . , Bs) =
∑
R∈H2(M,Z)
Φ˜(R,{ω})(B1, . . . , Bs) e
−[ω](R).
In general there might be infinitely many terms contributing to the sum (e.g. in
the important and interesting case of Calabi-Yau manifolds) and one faces a non-
trivial convergence problem. In the positive case, however, this sum is actually
finite due to the dimension condition (dim). Let us assume M positive for the
following (but see Remark 2.3). Note also that letting ω vary one gets back all the
invariants Φ˜(R,{ω})(B1, . . . , Bs) by solving some system of linear equations. The
quantum multiplication ∧Q on H
∗(M, IR) is then characterized by the equation
(α ∧Q β)[A] = Φ˜[ω](α
∨, β∨, A),
where α, β ∈ H∗(M, Z) and ∨ means Poincare´-dual. In terms of a basis {Ai} for
the torsion free part of H∗(M, Z) and {αi} the Poincare´-dual basis of H
∗(M, Z)
we may state this more explicitely as
αi ∧Q αj =
∑
k,l
ηlk Φ˜[ω](Ai, Aj , Ak)αl,
with (ηlk)kl inverse to the intersection matrix (ηij)ij = (Ai ·Aj)ij (
∑
k ηijη
kj = δik).
The associativity of the quantum multiplication is highly non-trivial and shown
by a careful analysis of the degeneration of rational curves (following an idea of
Witten) in [RuTi].
A trivial, but decisive feature of this definition, that we are going to exploit,
is that its homogeneous part reduces to the cup product
αi ∧ αj =
∑
k,l
ηlk · (Ai · Aj · Ak)αl.
2 A presentation for quantum cohomology
Denote by C〈X1, . . . , Xn〉 the graded anticommutative C-algebra with generators
Xi of degree di, i.e. with XiXj = (−1)
di·djXjXi. If m of the Xi have odd degree
this is isomorphic to (Λ∗Cm)⊗
(
Sym∗Cn−m
)
. We will call elements of this algebra
ordered polynomials (since in addition to the coefficients one has to select an order
among the factors in a monomial to determine its sign).
Let (M,ω) be a positive symplectic manifold and
H∗(M,C) = C〈X1, . . . , Xn〉/(f1, . . . , fk)
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be a presentation of the cohomology ring, fi =
∑
|J |=deg fi aiJX
J . (We use mul-
tiindex notation J = (j1, . . . , jn), X
J = Xj11 ∧ . . . ∧ X
jn
n , |J | =
∑n
i=1 jidi etc.)
Denote by ∧Q the product in the quantum cohomology H
∗
[ω](M). To distinguish
clearly between calculations in H∗(M,C) and in H∗[ω](M), we use a ̂ to mark
elements of the quantum cohomology (̂ might be thought of as a C-linear map
C〈X1, . . . , Xn〉 → H
∗
[ω](M)). An ordered polynomial f may be evaluated on
generators of the quantum cohomology provided the degrees match. We write
f(Xˆ1, . . . , Xˆn) as in the commutative case. Especially, Xˆ
J := Xˆ1∧Q . . .∧Q Xˆ1∧Q
. . .∧QXˆn∧Q . . .∧QXˆn with Xˆν occurring jν-often (note the difference from (X
J )ˆ ).
Lemma 2.1 Xˆ1, . . . , Xˆn generate H
∗
[ω](M).
Proof. By induction on the degree. So assume Xˆ1, . . . , Xˆn generate H
∗
[ω](M) up
to degree d − 1. We want to show that the monomials (XJ )ˆ , |J | = d, can be
written as linear combination of (quantum) products of the Xˆν . But by definition
of the multiplication in H∗[ω](M)
XˆJ = (XJ )ˆ +
∑
|I|<d
aI(X
I )ˆ ,
and by induction hypothesis (XI )ˆ =
∑
K≤I bIKXˆ
K , so
(XJ )ˆ = XˆJ −
∑
K≤I
|I|<d
aIbIKXˆ
K .
✸
Next we are calculating fi(Xˆ1, . . . , Xˆn) (i.e. in the quantum cohomology).
Since fi is a relation in the cohomology ring, the (deg fi)-term vanishes. By the
lemma we find an ordered polynomial g
[ω]
i (depending on [ω]) in n variables (say
T1, . . . , Tn, deg Ti = degXi) of lower degree with
fi(Xˆ1, . . . , Xˆn) = g
[ω]
i (Xˆ1, . . . , Xˆn) in H
∗
[ω](M).
Thus f
[ω]
i (T1, . . . , Tn) := fi(T1, . . . , Tn)−g
[ω]
i (T1, . . . , Tn) ∈ C〈T1, . . . , Tn〉 is a non-
trivial relation between Xˆ1, . . . , Xˆn.
Theorem 2.2 H∗[ω](M) = C〈T1, . . . , Tn〉/(f
[ω]
1 , . . . , f
[ω]
k ).
Proof. Let J ⊂ C〈T1, . . . , Tn〉 be the ideal of relations between the Xˆ1, . . . , Xˆn.
Then (f
[ω]
1 , . . . , f
[ω]
k ) ⊂ J and H
∗
[ω](M) = C〈T1, . . . , Tn〉/J by the lemma. Let
7
F ∈ J \{0}. Expand F = Fd+F
′ with Fd 6= 0 (weighted) homogeneous of degree
d, d > 0, and degF ′ < d. Then
Fd(Xˆ1, . . . , Xˆn) = −F
′(Xˆ1, . . . , Xˆn)
in the quantum cohomology for F is a relation. But the highest degree (deg = d)
contribution to Fd(Xˆ1, . . . , Xˆn) is just (Fd(X1, . . . , Xn))ˆ . Its vanishing implies
Fd ∈ (f1, . . . , fk), i.e. Fd = ϕ(f1, . . . , fk), ϕ a polynomial in k variables. Thus
ϕ(f
[ω]
1 , . . . , f
[ω]
k ) = Fd + F
′′ in C〈T1, . . . , Tn〉
with degF ′′ < d, and we may write F = ϕ(f
[ω]
1 , . . . , f
[ω]
k ) + F
′ − F ′′, degF ′ −
F ′′ < d = deg F . Proceeding by induction on the degree we finally see F ∈
(f
[ω]
1 , . . . , f
[ω]
k ), i.e. J = (f
[ω]
1 , . . . , f
[ω]
k ) as claimed. ✸
Remark 2.3 In the positive case c1(M) > 0 the contributions with R 6= 0 give
rise to terms of lower degree by the dimension condition, so we were able to fix
[ω] and argue by considerations on the degree. Modulo convergence problems in
the semi-positive case mentioned at the end of the previous chapter, Theorem 2.2
however remains valid. Arguments involving the degree can be replaced by the
linear independence of terms e−λ·t for various λ in the algebra C[[t]].
Another approach, which works without any positivity condition, is to use
formal power series over H2(M, Z) (cf. also [Pi]): Let N be the (obvious) comple-
tion of the group ring over H2(M, Z). Then H
∗(M, Z) ⊗Z N appears as natural
domain of definition of quantum products for more general manifolds. Our ar-
guments provide a presentation of the quantum cohomology ring as quotient of
Z〈T1, . . . , Tn〉⊗ZN by ordered polynomials with coefficients in N . Note also that
in the positive case H∗[ω](M) may be viewed as homeomorphic image of this formal
quantum cohomology ring by sending R ∈ H2(M, Z) to e
−[ω](R). ✸
3 Grassmann manifolds
As is well-known (e.g. [Fu, Ex. 14.6.6]) the cohomology ring (in fact even the Chow
ring) of the Grassmann variety G(k, n) of k-planes in Cn has a presentation
H∗(G(k, n),C) = C[c1, . . . , ck]/(sn−k+1, . . . , sn),
with ci corresponding to the Chern classes of the tautological k-bundle S and sj
to its Segre classes viewed as polynomials in c1, . . . , ck via
(1 + c1 + . . .+ ck)(1 + s1 + s2 + . . .) = 1,
i.e. sj = −sj−1c1 − . . .− s1cj−1 − cj . (∗)
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Note that sj is also the j-th Chern class of the universal quotient bundle Q, which
has rank n−k, so sj = 0 in H
∗(G(k, n),C) for j > n−k. In fact, as a polynomial
in ci, sj lies in the relation ideal for j > n by the recursion formula (∗). Under the
canonical isomorphism Φ : G(k, n) ≃ G(n− k, n), Λ 7→ (Cn/Λ)∗, S corresponds
to the dual of the universal quotient bundle Q′ on G(n− k, n) and Q to the dual
of the tautological (n− k)-bundle S ′. Thus ci and sj exchange (up to sign) their
roles and one might as well write
H∗(G(k, n),C) = C[s1, . . . , sn−k]/(ck+1, . . . , cn),
this time with ci polynomials in s1, . . . , sn−k (this presentation is actually better
adapted to Schubert calculus, i.e. geometry, see below). These remarks are made
to emphasize the symmetry between ci and sj . Note also that the generators all
have even degree, so we need not worry about questions of sign.
Schubert calculus (e.g. [Fu, § 14.7]) provides a basis of H∗(G(k, n),C) as a
C-vector space (indeed a basis of integral homology/cohomology as Z-module),
indexed by tuples (λ1, . . . , λk), n− k ≥ λ1 ≥ . . . ≥ λk ≥ 0, via
{λ1, . . . , λk} := det(sλi+j−i)1≤i,j≤k,
i.e. by evaluating the Schur polynomial (S-function) associated to (λ1, . . . , λk) on
the Segre classes of the tautological k-bundle (sj = 0 for j 6∈ {0, . . . , n − k}).
{λ1, . . . , λk} is (weighted) homogeneous of degree 2
∑
λi. The Chern respectively
Segre classes are given by
ci = (−1)
i{1, . . . , 1, 0, . . . , 0} (“1” i-times),
sj = {j, 0, . . . , 0}
(for ci see [Fu, Lemma 14.5.1] or do an easy induction). The connection to classical
Schubert calculus is given by Poincare´-duality. In fact, {λ1, . . . , λk} ∩ [G(k, n)]
may be represented by the Schubert varieties
ΩV (n− k + 1− λ1, . . . , n− k + i− λi, . . . , n− λk).
To define the latter one has to fix a flag V = (V1, . . . , Vn), V1 ⊂ . . . ⊂ Vn = C
n of
linear subspaces of Cn, dimVi = i. Then for (a1, . . . , ak), 0 ≤ a1 < . . . < ak ≤ n
ΩV (a1, . . . , ak) := {Λ ∈ G(k, n) | dimΛ ∩ Vai ≥ i, 1 ≤ i ≤ k}.
The homology class (a1, . . . , an) := [ΩV (a1, . . . , ak)] is independent of the choice
of flag. We write {λ}∨ := (n − k + 1 − λ1, . . . , n − k + i − λi, . . . , n − λk) ∈
H∗(G(k, n),C). What is important for us is that [G(k, n)] is Poincare´-dual to
{0, . . . , 0} = 1 (trivial) and that the class of a point [∗] is Poincare´-dual to {n−
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k, . . . , n−k} = skn−k = (−1)
n−kcn−kk (which makes sense as dimG(k, n) = k(n−k),
but is less trivial: What is the Poincare´-dual of c
k(n−k)
1 ?). The intersection of
classes of complementary dimension is especially easy: |λ|+ |µ| = k(n− k), then
(“duality theorem”):
(
{λ} ∧ {µ}
)
[G] = {λ} ∩ {µ}∨ = {λ}∨ · {µ}∨ =
{
1 , if µ = λ∗.
0 , otherwise.
with λ∗ := (n − k − λk, . . . , n− k − λ1). In particular, we get ηλµ = δλµ for the
intersection matrix. This ends our collection of facts concerning Grassmannians.
The product in H∗[ω](G(k, n)) now reads
{̂λ} ∧Q {̂µ} =
∑
R∈H2(G(k,n),Z)
∑
ν
Φ˜R
(
{λ}∨, {µ}∨, {ν}∨
)
{̂ν∗}e−[ω](R). (∗∗)
Next we observe that H1,1(G(k, n)) is spanned by the single class {1, 0, . . . , 0} =
s1 = −c1 and that det(Q) = (detS)
∗ is actually very ample, the correspond-
ing embedding being the Plu¨cker embedding ι : G(k, n) →֒ IP(ΛkCn) (so s1 =
ι∗c1
(
OIP(Λk ICn)(1)
)
). Dually, H2(G(k, n), Z) is spanned by the single class {n −
k, . . . , n − k, n − k − 1}∨ = (1, . . . , k − 1, k + 1) =: [L], and the sum over
H2(G(k, n), Z) is just running through the set {d · [L] | d ∈ N0}. Since TG(k,n) ≃
Hom(S,Q) ≃ S∗⊗Q, as one easily verifies by using the standard local coordinates
on G(k, n), c1(G(k, n)) = rk(Q) · c1(S
∗) + rk(S∗) · c1(Q) = n · s1.
Recall from Chapter 1 that Φ˜d·[L]
(
{λ}∨, {µ}∨, {ν}∨
)
= 0 unless |λ|+|µ|+|ν| =
k(n− k)+ c1(G(k, n)) (d · [L]) = k(n− k)+ d ·n. In calculating sn−k+i(cˆ1, . . . , cˆk)
(i.e. in H∗[ω](G(k, n)), cˆi the generators corresponding to ci as in Chapter 2) we
have |λ| + |µ| ≤ n, and “=” only in the case of sn. But |ν| ≤ k(n − k) =
dimG(k, n), so we get no quantum contributions besides in case of sn with |ν| =
k(n− k) and d = 1. Thus letting cˆ = (cˆ1, . . . , cˆk), sn−k+1(cˆ) = . . . = sn−1(cˆ) = 0
in H∗[ω](G(k, n)) and
sn(cˆ) = −cˆ1sn−1(cˆ)− . . .− cˆk−1sn−k+1(cˆ)− cˆksn−k(cˆ)
= −cˆksn−k(cˆ) = −Φ˜[L]
(
c∨k , s
∨
n−k, [∗]
)
· e−[ω](L),
where for the last equality we have used (∗∗). Taking into account Theorem 2.2
to prove Theorem 0.1 we are left with
Proposition 3.1 Φ˜[L]
(
c∨k , s
∨
n−k, [∗]
)
= (−1)k.
For the proposition we are first classifying holomorphic curves homologous to
[L] = (1, . . . , k − 1, k + 1).
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Lemma 3.2 Let C ⊂ G(k, n) be a (rational) curve homologous to (1, . . . , k −
1, k + 1). Then C is a Schubert variety ΩV (1, . . . , k − 1, k + 1), i.e. there are
linear subspaces U ⊂ W ⊂ Cn, dimU = k − 1, dimW = k + 1, with C = {Λ ∈
G(k, n) | U ⊂ Λ ⊂W}.
Proof. Since s1[C] = 1 by the duality theorem, deg ι(C) = 1, so the image of C
under the Plu¨cker embedding ι : G(k, n) → IP(ΛkCn) is a linear IP1. The image
of G(k, n) consists precisely of (rays of) decomposable vectors v1 ∧ . . . ∧ vk =
ι(〈v1, . . . , vk〉) ∈ Λ
kCn. Locally the vectors v1, . . . , vk may be chosen to vary
smoothly with Λ ∈ G(k, n): In fact, the standard (affine) coordinate neigh-
bourhood of Λ ∈ G(k, n) is Hom(Λ,Cn/Λ) with Ψ : Hom(Λ,Cn/Λ) → G(k, n),
ϕ 7→ 〈v+ϕ(v) | v ∈ Λ〉 (in particular 0 ∈ Hom(Λ,Cn/Λ) corresponds to Λ). Now
fixing a basis v1, . . . , vk of Λ, ι ◦Ψ may be represented (lifted to Λ
kCn) by
ϕ 7→ (v1 + ϕ(v1)) ∧ . . . ∧ (vk + ϕ(vk)) .
Thus choosing Λ′ ∈ C sufficiently close to Λ ∈ C and letting e1, . . . , el be a
basis of Λ ∩ Λ′, completed by el+1, . . . , ek and e
′
l+1, . . . , e
′
k to a basis of Λ and Λ
′
respectively, we have for t ∈ C small
e1 ∧ . . . ∧ el ∧ el+1 ∧ . . . ∧ ek + t · e1 ∧ . . . ∧ el ∧ e
′
l+1 ∧ . . . ∧ e
′
k = v1(t) ∧ . . . ∧ vk(t)
with vi(0) = ei by construction. Taking
d
dt
∣∣∣∣∣
t=0
yields
e1 ∧ . . . ∧ el ∧ e
′
l+1 ∧ . . . ∧ e
′
k = v˙1(0) ∧ e2 ∧ . . . ∧ ek + . . .+ e1 ∧ . . . ∧ ek−1 ∧ v˙k(0).
As one sees by expanding v˙i(0) in terms of a basis of C
n containing {e1, . . . , ek,
e′l+1, . . . , e
′
k} we may gather the linearly independent terms with ek and without
ek to form two equations. The left-hand side of the equation above belongs to
the latter (Λ 6= Λ′ ⇒ l < k), so we get
e1 ∧ . . . ∧ el ∧ e
′
l+1 ∧ . . . ∧ e
′
k = e1 ∧ . . . ∧ ek−1 ∧ (v˙k(0)− λ · ek)
for some λ ∈ C (s.th. v˙k(0)− λ · ek lies in the span of the basis vectors different
from ek). By linear independence of wedge products of a basis of C
n this shows
l = k − 1. In view of the linearity of ι(C)) we conclude
ι(C) =
{
[t · e1 ∧ . . . ∧ ek−1 ∧ e
′
k + u · e1 ∧ . . . ∧ ek−1 ∧ ek]
∣∣∣ [t : u] ∈ IP1} ,
so C is the Schubert variety ΩV (1, . . . , k − 1, k + 1) belonging to a flag V with
Vk−1 = 〈e1, . . . , ek−1〉 =: U and Vk+1 = 〈e1, . . . , ek−1, ek, e
′
k〉 =: W . ✸
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Lemma 3.3 Let A1 = ΩV 1(n− k, n− k+1, . . . , n− 1) = {1, . . . , 1}
∨ = (−1)kc∨k ,
A2 = ΩV 2(1, n − k + 2, . . . , n) = {n − k, 0, . . . , 0}
∨ = s∨n−k, A3 = {∗} =
ΩV 3(1, . . . , k) = {n − k, . . . , n − k}
∨, where V 1, V 2, V 3 are three transversal
flags (i.e. dimV 1i ∩ V
2
j ∩ V
3
k = max{0, i + j + k − 2n}). Then there is one and
only one rational curve C homologous to [L] and with C ∩ Ai 6= ∅, i = 1, 2, 3.
Moreover, C · A1 = C · A2 = C · A3 = 1.
The lemma can be proved by doing intersection theory on the flag manifold
F(k − 1, k + 1;n), which parametrizes rational curves of minimal degree by the
preceding lemma, and using the two obvious maps π : F(k−1, k+1;n)→ G(k, n)
and p : F(k−1, k+1;n)→ G(k, n) (calculate (p∗π
∗[A1]) · (p∗π
∗[A2]) · (p∗π
∗[A3])).
This method might be appropriate for more general A1, A2, A3, yet in our case
an explicit linear algebra argument is simpler and even more enlightening.
Proof. We nee to find three k-planes Λ1, Λ2, Λ3 and subspaces U,W ⊂ Cn,
dimU = k − 1, dimW = k + 1 with
1. U ⊂ Λ1 ∩ Λ2 ∩ Λ3 ⊂ Λ1 + Λ2 + Λ3 ⊂W .
2. dimΛ1 ∩ V 1n−k+(i−1) ≥ i, i = 1, . . . , k.
3. V 21 ⊂ Λ
2.
4. Λ3 = V 3k ,
(1) says that Λ1,Λ2,Λ3 lie on the rational curve C defined by U andW according
to Lemma 3.2, whereas (2)–(4) rephrase the conditions Λi = Ai ∩ C, i = 1, 2, 3
respectively. We are now using transversality of the flags V 1, V 2, V 3. From
(3), (4) and (1) we readily deduce W = V 3k + V
2
1 , and (2) with i = k shows
Λ1 ⊂ V 1n−1, so by (4) and (1) we get U = V
3
k ∩ V
1
n−1. This choice of U,W implies
Λ1 =W ∩V 1n−1, Λ
2 = U+V 21 , Λ
3 = V 3k . Conversely these Λ
1,Λ2,Λ3 fulfill (1)–(4).
✸
Proof of Proposition 3.1. In view of the preceding lemma and the criterion for
multiplicity one (Lemma 1.1 with R = [L]) the only thing remaining to be checked
is transversality of Ai w.r.t. the evaluation map
Σ× {f : Σ→ G(k, n)} → G(k, n).
The moduli space {f} of holomorphic curves in question is in our case isomorphic
to the flag manifold F(k − 1, k + 1;n) = {(U,W )} by Lemma 3.2 and 3.3. But
Λi = Ai∩f(Σ) clearly varies when f (and hence (U,W )) varies as seen explicitely
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in the proof of Lemma 3.3. Note also that the Gromov boundary is empty in this
case. This follows either from the explicit description of the moduli space as flag
manifold or from the fact that L ∈ H2(G(k, n), Z) is primitive and thus can not
be represented by any reducible holomorphic curve. ✸
This finishes the proof of Theorem 0.1.
4 Higher invariants
The main results of [RuTi] show how to compute higher GRW-invariants (i.e.
with more than three entries or for higher genus Riemann surfaces) from the
genus 0 three-point functions inductively. Namely, for g > 0
Φ˜g[ω](B1, . . . , Bs) =
∑
i,j
ηijΦ˜g−1[ω] (B1, . . . , Bs, Ai, Aj),
(ηij) the intersection matrix with respect to a basis {Ai} of H
∗(M,C). More
invariantly, the right-hand side of course is the trace with respect to η of the
bilinear form
H∗(M, IR)×H∗(M, IR) −→ IR, (B′, B′′) 7−→ Φ˜g−1[ω] (B1, . . . , Bs, B
′, B′′).
Secondly, for g = 0 and 1 < r < s−1 (otherwise trivial) we have the composition
law
Φ˜0[ω](B1, . . . , Bs) =
∑
i,j
ηijΦ˜0[ω](B1, . . . , Br, Ai)Φ˜
0
[ω](Aj, Br+1, . . . , Bs),
a trace with respect to η as well (for s = 4 and r = 2 this equation states the
associativity of quantum products.) Our goal in this section is to give a closed
formula for higher invariants in terms of the relations f
[ω]
1 , . . . , f
ω]
k of the quantum
cohomology ring. Putting all Φ˜g[ω] together for different s we get a C-linear map
〈 〉g : C〈X1, . . .Xn〉 −→ C, X
ν1
1 . . .X
νn
n 7−→ Φ˜
g
[ω](X
∨
1 , . . . , X
∨
1 , . . . , X
∨
n , . . . , X
∨
n ),
the Poincare´-dual X∨i of Xi occurring νi-times. But from the composition law
denoting by αi the Poincare´-dual of Ai
Xˆν11 ∧Q . . . ∧Q Xˆ
νn
n =
∑
ij
ηij Φ˜0[ω](X
∨
1 , . . . , X
∨
1 , . . . , X
∨
n , Ai) αˆj,
so 〈Xν11 . . .X
νn
n 〉0 = Φ˜
0
[ω](X
∨
1 , . . . , X
∨
1 , . . . , X
∨
n , [M ]) is nothing but the coefficient
of the class [Ω] of the normalized volume form in Xˆν11 ∧Q . . . ∧Q Xˆ
νn
n . That is,
〈 〉0 decomposes
C〈X1, . . . , Xn〉 −→ C〈X1, . . . , Xn〉/(f
[ω]
1 , . . . , f
[ω]
k ) ≃ H
∗
[ω](M)
top
−→ H2n(M,C),
13
and H2n(M,C) is identified with C by sending [Ω] to 1. In case n = k and
the generators have even degree, i.e. H∗(M,C) a (commutative) complete inter-
section ring, one can use higher dimensional residues to express this map more
explicitely (we refer the reader to [GrHa] and [Ts] for the general facts on residues
to be used):
Recall that the residue of F ∈ C[X1, . . . , Xk] with respect to a polyno-
mial mapping g = (g1, . . . , gk) : C
k → Ck with g−1(0) finite (or equivalently,
C[X1, . . . , Xk]/(g1, . . . , gk) is artinian, i.e. finite dimensional as vector space over
C) in a ∈ g−1(0) is defined by
resg(a;F ) :=
1
(2πi)k
∫
Γεa
F
g1 · · · gk
dX1 . . . dXk,
with Γεa = {x ∈ U(a) | |gi(x)| = ε}, U(a) a neighbourhood of a with g
−1(0) ∩
U(a) = {a} and ε so small that Γεa lies relatively compact in U(a). Γ
ε
a is smooth
for almost all ε by Sard’s Theorem and has a canonical orientation by the k-
form d(arg g1) ∧ . . . ∧ d(arg gk)|Γ
ε
a. (This local residue of course makes sense for
holomorphic g and F ∈ Oa, but the polynomial case, to which the general case
may easily be reduced, is sufficient for our purposes). We define the total residue
Resg(F ) :=
∑
a∈g−1(0)
resg(a;F ),
which is also known as Grothendieck residue symbol
(
F
g1,...,gk
)
in the context of
duality theory in algebraic geometry [Ha]. Let J = det
(
∂gi
∂Xj
)
be the Jacobian of
g. Then for regular values y of g
Resg−y(F ) =
∑
x∈g−1(y)
(
F
J
)
(x) = tr
(
F
J
)
(y).
Therefore tr(F/J) extends holomorphically (surprise!) to a neighbourhood of 0
(the extension will be denoted tr(F/J) as well) and
Resg(F ) = tr
(
F
J
)
(0).
One abstract feature in our setting is that we have weights di associated to Xi
and that our relations f
[ω]
i form a standard basis of the relation ideal with respect
to these weights, i.e.
(Inf
[ω]
1 , . . . , Inf
[ω]
k ) = (f1, . . . , fk) = In(f
[ω]
1 , . . . , f
[ω]
k ),
where “In” means taking initial forms. This is trivial in our case since we started
with the homogeneous generators f1, . . . , fk of the relation ideal in a presentation
of H∗(M,C). In this situation one can describe the residue map algebraically as
follows:
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Proposition 4.1 Let R = C[X1, . . . , Xk]/(g1, . . . , gk) be artinian such that {gi}
is a standard basis of the relation ideal with respect to weights di of Xi. Put
N :=
∑
i deg gi −
∑
i di, R<N := {F ∈ C[X1, . . . , Xk] | deg F < N} /(g1, . . . , gk)
and J = det
(
∂gi
∂Xj
)
. Then
R = R<N ⊕ C · J,
and the total residue map Resg : C[X1, . . . , Xk]→ C factorizes via the projection
onto the second factor as follows
C[X1, . . . , Xk]
can
−→R
pr2−→ C · J −→ C,
where the last map sends J to dim ICR.
Proof. To check the normalization we observe Resg(J) = trg
(
1
)
(0) = degree of g
over 0 = dim ICR (the latter equality is generally true by flatness if the covering
space is Cohen-Macaulay [Fi]). Next it is well known that the residue vanishes on
elements of (g1, . . . , gk). The claim thus reduces to ker(Resg)/(g1, . . . , gk) = R<N .
If degF < N then FdX1 . . . dXk/g1 · · · gk extends to a rational differen-
tial form ϕ on weighted projective space V = IP(1,d1,...,dk) with polar divi-
sor D1 + . . . + Dk ∈ Div(V ), Di the natural extension of the divisor (gi)
to V . The point of course is that the divisor at infinity V \ Ck is not a
polar divisor of ϕ. We claim |D1| ∩ . . . ∩ |Dk| ⊂ C
k. In fact, the re-
striction of the homogenization of gi to V \ C
k ≃ IP(d1,...,dk) is just Ingi
and V (Ing1, . . . , Ingk) = {0} ∈ C
k. The latter follows because other-
wise dim SpecC[X1, . . . , Xk]/(Ing1, . . . , Ingk) > 0 by homogeneity. But from
the standard basis property we have dim ICC[X1, . . . , Xk]/(Ing1, . . . , Ingk) =
dim ICC[X1, . . . , Xk]/(g1, . . . , gk) < ∞. — We may thus desingularize V (at in-
finity) without violating the discreteness of |D1| ∩ . . . ∩ |Dk| (we use the same
notations for the pulled-back objects). Now the global residue theorem tells that
on the compact manifold V the sum of the local residues of ϕ with respect to
D1, . . . , Dk equals zero (the local residue resg(a;F ) is coordinate free in so far that
it depends only on the associated rational differential form FdX1 . . . dXk/g1 . . . gk
and the divisors (g1), . . . , (gk)). This proves Resg(F ) = 0 in case degF < N .
The second case is F homogeneous of degree > N . We show F ∈
(Ing1, . . . , Ingk). This is an easy generalization of a theorem of Macaulay
(cf. e.g. [Ts]) to the weighted situation. Namely, for any G (wlog. homoge-
neous), setting P = F · G, Q = In(g1) · · · In(gk), we have
P
Q
dX1 . . . dXk =
(degP − degQ+
∑
i di)
−1dσ = (deg P −N)−1dσ with
σ =
P
Q
k∑
j=1
(−1)j−1dj ·Xj dX1 . . . d̂Xj . . . dXk,
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where ̂ means that this entry is to be left out. This is a simple check using
the weighted Euler formula
∑
j
djXj
∂H
∂Xj
= deg(H) ·P , H weighted homogeneous
(same proof as usual). Thus
ResIng(F ·G) =
∑
a
∫
Γεa
dσ = 0
for all (homogeneous) G ∈ C[X1, . . . , Xk]. But this implies F ∈ (Ing1, . . . , Ingk)
(“duality theorem”, cf. [Ts] — this is Poincare´ duality in our case!). Modulo
(g1, . . . , gk) this means that we may reduce F to lower degree. So proceeding by
induction N turns out to be “top-degree” in R in that all elements of R can be
represented by polynomials of degree ≤ N .
What remains to be checked is that for F homogeneous of degree N ,
Resg(F ) 6= 0 or F/(g1, . . . , gk) ∈ R<N . But in the first instance ResIn(g)(F ·G) =
0 ∀ G ∈ C[X1, . . . , Xk] as shown above, and again F ∈ (Ing1, . . . , Ingk), i.e.
modulo (g1, . . . , gk), F may be represented by a polynomial of degree < N . ✸
Remark 4.2 The decomposition R = R<N ⊕〈J〉 is not canonical but rather de-
pends on the particular presentation of R. This may be seen either in elementary
terms from the trannsformation formula for residues or as manifestation of the
choice of an isomorphism ExtkV (OZ ,Ω
k
V ) ≃ H
0(V,OZ) in the duality morphism
ExtkV (OZ ,Ω
k
V )×H
0(V,OZ) −→ C
induced by the global residue. For quantum cohomology rings and weightings
coming from cohomology, however, R<N = ⊕d<NH
d(M,C), N = dimCM and
〈Y 〉 = H2N(M,C), so the decomposition has an invariant meaning in this case.
✸
In the quantum cohomology ring the top-degree class C · J is thus spanned
by the class [Ω] of the volume form. Let F[Ω] be a polynomial of degree N
representing [Ω] (modulo (f
[ω]
i ) or modulo (fi), this will yield the same result),
and set c = 1/Resf [ω](F[Ω]). By the interpretation of 〈F 〉0 as coefficient of [Ω] of
F (Xˆ1, . . . , Xˆk) ∈ H
∗
[ω](M) we conclude (for H
∗(M,C) a complete intersection)
〈F 〉0 = c · Resf [ω](F ) = c · trf [ω]
(
F
J
)
(0).
To incorporate the higher genus case we prove
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Lemma 4.3 Notations as in the proposition and F ∈ C[X1, . . . , Xk] let BF be the
bilinear form R×R→ C, (α, β) 7→ Resg(F ·Gα·Gβ) (with Gα, Gβ ∈ C[X1, . . . , Xk]
representing α, β — this is well-defined), η = B1 (“intersection form”). Then
trηBF = Resg(F · J).
Proof. We give a basis-free, algebraic proof (some might find the brute force
method by adapting a basis to η more enlightening).
By definition trηBF is the trace of the endomorphism µF : R → R of multi-
plication by (the class of) F . Putting Z = SpecR we have R = ⊕z∈g−1(0)OZ,z.
For z ∈ g−1(0), F − F (z) is nilpotent in OZ,z (for it has value 0 in z), so µF−F (z)
has trace 0 and
tr(µF |OZ,z) = tr(µF−F (z)|OZ,z) + tr(µF (z)|OZ,z) = F (z) · dim ICOZ,z.
Furthermore, dim ICOZ,z = degz(g), the local mapping degree of g at z, so sum-
ming up we get
trηBF =
∑
z∈g−1(0)
degz(g) · F (z) = trg(F ),
which is nothing but Resg(F · J) as claimed. ✸
In view of the reduction formula to lower genus stated above we conclude a
rigorous version of the “handle gluing formula”, previously established in QFT
by Witten [Wi2].
Proposition 4.4 Let H∗(M,C) = C[X1, . . . , Xk]/(f1, . . . , fk) (the commutative
complete intersection case) and f
[ω]
i the induced relations in H
∗
[ω](M) as in The-
orem 2.2. Put J = det
(
∂f
[ω]
i
∂Xj
)
. Then
〈F 〉g = 〈J · F 〉g−1
holds for all F ∈ C[X1, . . . , Xk]. ✸
In other words, multiplication by J acts as “attaching a handle” to our Riemann
surface. Our considerations so far yield the main result of the present chapter:
Theorem 4.5 Assumptions as in the preceding proposition then for all F ∈
C[X1, . . . , Xk] the following holds
〈F 〉g = c · Resf [ω](J
g · F ) = c · lim
y→0
y regular
value of f [ω]
trf [ω]
(
Jg−1 · F
)
(y),
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with c = 1/Resf [ω](F[Ω]), F[Ω] a polynomial representing the class [Ω] ∈ H
∗
[ω](M)
of the normalized volume form. ✸
We emphasize that for g > 0 or 0 ∈ Ck a regular value of f [ω] the right-hand
side has the form
∑
ν aνF (yν) with g
−1(0) = {yν} and constants aν independent
of F !
Note also that 0 is a regular value of f [ω] iff dim ICOZ,z = 1 for all z ∈
(f [ω])−1(0), Z = SpecC[X1, . . . , Xk]/(f
[ω]
1 , . . . , f
[ω]
k ), which is if and only if
dim ICH
∗(M,C) = ♯
(
f [ω]
)−1
(0)
(“≥” always).
For the case of G(k, n) we have a basis of Schubert classes {λ1, . . . , λk}
parametrized by sequences n − k ≥ λ1 ≥ . . . ≥ λk ≥ 0. The latter are in
1–1 correspondence with subsets {λk + 1, λk−1 + 2, . . . , λ1 + k} of {1, . . . , n}, so
dim ICH
∗(G(k, n),C) =
(
n
k
)
.
To find
(
n
k
)
distinct elements in
(
f [ω]
)−1
(0) we use a description of the coho-
mology ring coming from the study of the corresponding Landau-Ginzburg model
in physics [Va1]: There is a function W (“Landau-Ginzburg potential”) s.th. in
the notations of Theorem 0.1
Yn+1−i(X1, . . . , Xk) =
∂W
∂Xi
,
and then f
[ω]
i =
∂W [ω]
∂Xi
with W [ω] := W + (−1)ke−[ω](L) · X1. W has a simple
description in terms of Chern roots, i.e. after composition with Σ : Ck → Ck,
(λ) = (λ1, . . . , λk) 7→ Σ(λ) = (−σ1(λ), σ2(λ) . . . , (−1)
kσk(λ)), σi the elementary
symmetric polynomials: W ◦ Σ = − 1
n+1
∑
i λ
n+1
i . Thus
W [ω] ◦ Σ = −
k∑
i=1
(
λn+1i
n+ 1
− (−1)ke−[ω](L) · λi
)
.
This all is an easy formal consequence of the algebraic relations between Chern
and Segre classes on one side and Chern roots on the other, cf. [BDW] for a
mathematical account. Now
∂W [ω]
∂Xi
(
Σ(λ)
)
= 0, i = 1, . . . , k, if
∂W [ω] ◦ Σ
∂λi
(λ) = 0
and if Σ is non-degenerate in (λ). The latter obviously is equivalent to λi 6= λj
for i 6= j. Solving the second equation means
λni = (−1)
ke−[ω](L), i = 1, . . . , k
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which has n · (n− 1) · · · (n− k+1) solutions with distinct λi. The fiber of Σ over
the regular value Σ(λ) consists of the k! permutations of {λ1, . . . , λk}, so we get
precisely
(
n
k
)
distinct elements of (f [ω])−1(0), as wanted.
Theorem 4.6 (Formula of Vafa and Intriligator) (Notations as in Theo-
rem 0.1.) For any [ω] ∈ H1,1(G(k, n)) the set C [ω] of critical points of W [ω] is
finite and all of these are non-degenerate. Moreover, for any F ∈ C[X1, . . . , Xk]
the following formula for the genus g GRW-invariants of G(k, n) holds:
〈F 〉[ω]g = (−1)
n+k(k−1)/2
∑
x∈C[ω]
det
(
∂2W [ω]
∂Xi∂Xj
)g−1
(x) · F (x).
✸
Proof. What is left is a check of the normalization. This amounts to calculate
the residue of [Ω] = (−1)n−kXn−kk with respect to f
[ω]. We set a = (−1)ke[ω](L).
Using standard properties of residues one gets
Resf [ω]
(
(−1)n−kXn−kk
)
=
(−1)n
k!
Resλn−a
 k∏
i=1
λn−ki
∏
i<j
(λi − λj)
2
 ,
where λn− a = (λn1 − a, . . . , λ
n
k − a). Note also that
∏
i<j(λi−λj)
2 is the squared
Jacobian of Σ and that k! is the degree of Σ. Since terms of degree less than
k(n− 1) modulo (λni − a) have vanishing residue (Proposition 4.1) only the term∏k
i=1 λ
k−1
i from the expansion of
∏
i<j(λi−λj)
2 contributes. The coefficient of this
term is (−1)k(k−1)/2 · k! as one sees by writing
∏
i<j(λi− λj)
2 as determinant of a
product of a Vandermonde-matrix with its transposed. What is left is a multiple
of the Jacobian nk
∏
λn−1i of λ
n−a, the residue of which is known to be the degree
nk of λn − a. Putting everything together we get the claimed normalization. ✸
In concluding let us comment on the connection with the mathematical formu-
lation of this formula given by Bertram, Daskalopoulos and Wentworth [BDW].
They showed that for any Riemann surface Σ the moduli spaceM(d,Σ) (denoted
M in the sequel) of holomorphic maps f : Σ → G(k, n), f∗[Σ] = d · [L] has the
expected dimension provided the degree d is sufficiently large. Moreover, the
compactification of M as Grothendieck quot scheme MQ(d,Σ) (denoted M in
the sequel), which parametrizes sheaf quotients OnΣ → F → 0 with fixed Hilbert-
polynomial, is generically reduced with irreducible reduction; the universal quo-
tient sheaf F˜ on Σ ×M has a locally free kernel E˜ extending ev∗S as subsheaf
of On
Σ×M
, S the tautological bundle on G(k, n). In particular it makes sense to
talk about the Chern classes ci(E˜). Let ι : {t} ×M → Σ ×M be the inclusion
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for some t ∈ Σ. Then for i1, . . . , ik with
∑
ν νiν = dimM = k(n− k)(1− g) + dn
they declared
〈X i11 · · ·X
ik
k 〉Σ :=
(
ι∗c1(E˜)
∧i1 ∧ . . . ∧ ι∗ck(E˜)
∧ik
)
[M ].
Presumably this invariant does not in general coincide with the GRW-invariant:
As we tried to explain in Remark 1.2 the GRW-invariants are computed from the
Chern classes of e˜v∗(S), where e˜v : Γ→ G(k, n) is an extension of ev : Σ×M→
G(k, n) to some blow-up π : Γ→ Σ×M. The trouble is that π∗E˜ , though a locally
free subsheaf of e˜v∗S of the same rank k, it need not coincide with the latter.
For instance this always happens if F˜ has torsion since then OnΓ/π
∗E˜ ≃ π∗F˜ has
torsion as well. Additional contributions thus come precisely from the first k
Chern classes of the torsion sheaf e˜v∗O(S)/π∗E˜ (one should desingularize Γ to
make sense of these Chern classes). A general vanishing theorem for these seems
to be unlikely.
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