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Abstract
This thesis explores how spatially extended neuron models integrate synaptic drive
and how morphology affects the firing-rate response. Particular emphasis is placed
on the low-rate limit that represents the activity of most cortical neurons. Chapter
1 first introduces the basics of neuronal electrophysiology, highlighting how synaptic
drive and active currents affect the membrane properties of spatially extended neu-
rons. The second half of the chapter gives an overview of neuronal firing and how a
level-crossing approach can be used to approximate the low-rate limit of integrate-
and-fire models. With the neuron’s dynamics and an approach to approximating the
firing rate explained, Chapter 2 starts by examining the calculation of temporal and
spatial correlators in the simpler models to give some intuition to how the synaptic
drive is integrated. We then proceed to calculate the steady-state upcrossing rate
for progressively more complex neuronal morphologies. Next, Chapter 3 investigates
how neuronal morphology influences the patterning of the time-varying firing-rate
response to sinusoidally modulated synaptic drive. Three different forms of modu-
lation are applied to each model and focus is placed on finite frequency phase zeros
of the firing-rate response as this indicates synchrony between the input modulation
and the output firing-rate response. Finally in Chapters 4 and 5, we extend the
previous analyses for both steady-state and sinusoidally modulated drive to neurons








EPSP excitatory postsynaptic potential
GABA γ-aminobutyric acid
IF integrate-and-fire
IPSP inhibitory postsynaptic potential
LIF leaky integrate-and-fire
QIF quadratic integrate-and-fire
SDE stochastic differential equation
SPDE stochastic partial differential equation
x
Mathematical Symbols
Quantity Description Typical units
EL Leak current reversal potential mV
V Transmembrane potential mV
v Transmembrane potential measured from EL mV
τv Membrane time constant ms
τs Synaptic time constant ms
σWN Intensity of white synaptic noise mV
σs Intensity of coloured synaptic noise mV
βs Relative synaptic time constant τs/τv -
µ Mean component of synaptic drive mV
λj Electrotonic length constant of neurite j µm
Gλj Characteristic conductance of a neurite j nS
ρj Ratio of Gλ for neurite j to the somatic leak conductance -
βσ Relative somatic time constant τσ/τv -
βα Relative axonal time constant τα/τv -
τw Quasi-active time constant ms
κ Quasi-active coupling parameter -
βw Relative quasi-active time constant -
Xth Dimensionfull trigger position for firing initiation µm
xth Dimensionless trigger position for firing initiation -
vth Threshold potential measured from EL mV
vre Reset potential measured from EL mV
σv Standard deviation of the membrane potential mV
σv̇ Standard deviation of ∂v/∂t mV
r0 Steady-state mean upcrossing rate Hz
Λ Magnitude of modulated upcrossing rate relative to r0 -






Computational neuroscience is a broad discipline which seeks to understand various
aspects of the nervous system via data analysis, statistics, modelling and simula-
tions. It covers a range of spatial scales from the whole brain to molecular dynam-
ics at ion channels, as shown in Figure 1.1. There are numerous applications of
the field, from improving understanding and thus treatment for neuropathologies
such as epilepsy, schizophrenia, and Parkinson’s disease [1–3]; and also translating
how the nervous system learns and computes to create better artificial intelligence
systems [4]. The diversity of scale, approaches and applications attracts many re-
searchers from a range of backgrounds to the field.
Being able to predict how neuronal populations convert input signals into
their output activity is fundamental to understanding neuronal function. Modelling
approaches have considered the constituent neurons in the population to have similar
(or identical) properties with the population activity being taken as the output [5–9].
The integrative properties of the constituent neurons thus determine the overall
output activity. Most studies to date have considered these constituent cells with a
point-like structure or as two compartments [10–12].
This thesis considers theoretical models of single neurons with spatial struc-
ture. These model neurons are considered representative of a wider population. By
creating a framework to calculate the activity of these neurons, we infer the effect
that neuronal morphology has on how the population processes input signals.
1
Figure 1.1: The different spatial scales investigated by computational neuroscience.
This thesis focuses on modelling at the single neuron level. Image from [13].
1.2 Neuronal Structure
Observations by Cajal in the late 19th century using Golgi’s staining method first
revealed that not only are neurons discrete cells, but also that they have an intricate
branching structure [14]. In general, dendrites emanate in a tree-like fashion from
the cell body (the soma), as we can see from the various dendritic arbours shown in
Figure 1.2. The axon also usually originates from the soma, but it has occasionally
been observed to branch off a dendrite, especially in certain types of cells [15, 16].
What differentiates the axon from the dendrites is the presence of presynaptic ter-
minals containing neurotransmitters at various positions along its length. These are
positioned close to areas on other neurons (typically dendrites), forming chemical
synapses.
In brief, the dendrites receive inputs from other neurons, which are integrated
in the axon initial segment (AIS), yielding an output signal which is transmitted by
the axon to other neurons. However, we must note that this is an over-simplification
for numerous reasons, such as: the existence of electrical synapses between dendrites
(and between axons [17]), the fact that dendrites themselves are capable of process-
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ing information by various means [18–22], axons from chandelier cells form synapses
onto other axons [23], and that neurons may influence each other via the electric
fields created by their transmembrane currents [24].
While the framework outlined in this thesis can in principle be applied to
any neuronal structure, we outline a few neuronal classes in the cerebral cortex
for context. Cortical cells are functionally interesting because they are involved
in various important tasks, including processing sensory information (visual [25],
auditory, [26], olfactory [27]), and cognitive processes [25] (e.g. working memory
[28]).
Pyramidal neurons, named due to the pyramidal shape of the cell body,
are the principal cortical excitatory cells, comprising ∼75% of all neurons in the
mammalian cortex [29]. These cells are highly extended neurons with a long apical
dendritic trunk, oblique dendrites, apical tuft dendrites, and a multitude of basal
dendrites, as shown in Figure 1.2(a, b). Also present in the cortex are various
interneurons whose dendrites and axons only project locally rather than to other
areas of the brain [23]. Stellate cells are an interneuron type found in layer IV of the
cortex and their dendrites form a star-like shape about the soma, Figure 1.2(c). Ex-
citatory synapses are located throughout the dendritic arbour of cortical cells [30],
while inhibitory synapses are clustered at specific regions depending on the presy-
naptic cell type [23]. These cells differ morphologically: between different cortical





Figure 1.2: Dendritic arbours of different types of neuron: (a) cortical layer 3 and




A neuronal membrane consists of a lipid bilayer that is impermeable to ions in-
side and outside the cell. Ions such as K+, Na+, Cl− and Ca2+ freely exist in the
extracellular medium and the intracellular cytoplasm. At certain locations on the
membrane are ion channels, which allow specific ionic species to traverse through
the membrane. The difference in electrical potential between the intracellular cy-
toplasm and the extracellular medium, V = Vi − Ve, is termed the transmembrane
potential. The transmembrane potential is the key state variable for determin-
ing neuronal activity, as we shall see later. Due to ionic concentration differences,
the transmembrane potential is negative. The concentration differences arise from
sodium/potassium pumps, which pump 3 Na+ out of the cell and 2 K+ into the
cell. In response, we obtain a current for each ionic species from ionic fluxes caused
by diffusion (due to concentration gradients) and drift (due to electric charge). The
ionic currents collectively sum to zero at equilibrium, resulting in the equilibrium
transmembrane potential.
For a single ionic species, j, the potential at which this equilibrium occurs is











where kB is the Boltzmann constant, T is the absolute temperature, z is the va-
lency of the ion, q is the elementary charge and [Nj ]
e,i is the external/internal ionic
concentration. As examples ENa+ ∼ 60mV and EK+ ∼ −80mV. With multiple
ionic species, the equilibrium potential is described by the Goldman-Hodgkin-Katz
voltage equation, which is akin to the logarithm of the weighted sum of the concen-
trations for all the constituent species [39, 40].
1.3.2 Transmembrane Currents
Denoting a channel’s conductance as Gj , the outward current Ij through a given
channel can often be approximated as Ohmic
Ij = Gj(V − Ej), (1.2)
where Ej is called the reversal potential of the channel. Multiple (n) Ohmic currents
written as (1.2) can be combined into an overall membrane leakage current IL with
4
effective conductance GL and reversal potential EL
IL = GL(V − EL), (1.3)
where GL is simply the sum of the n component conductances and EL ∼ −70









Since the lipid bilayer is an insulator separating two regions of charge, it acts
as a capacitor with capacitance Cm. By conservation of current, the capacitive Ic,
leakage IL, and any other outward transmembrane Iadd currents sum to zero, and







= GL(EL − V )− Iadd. (1.5)
From this equation, we define the membrane time constant τv = Cm/GL.
1.3.3 Axial Current and Cable Equation
As the main objective of this thesis is finding how spatial extent affects neuronal
function, we need to look at how the potential changes in space. The various neu-
ron types in Figure 1.2 illustrate that neurons are highly branched structures with
neurites far greater in length than radius. Since variations in the transmembrane
potential are far greater longitudinally than radially [43], this means that we model
each dendrite and axon as a one-dimensional spatial structure. The next assump-
tion we introduce is that the intracellular cytoplasm is a pure Ohmic resistance,
resistivity ra, with no capacitive or inductive properties [44]. We treat the neurite
as a cylinder with radius a, capacitance per unit area cm and transmembrane leak
conductance per unit area gL. All parameters are treated as constant with length,
however one can generalise them to vary with length. An example would be the vari-
ations in radius resulting from branching and tapering [45–48], but this is beyond
the scope of this thesis. First we take a segment of neurite ΔX which is sufficiently
short so that the incoming axial current Ia is equal to the outgoing axial current,
as shown in Figure 1.3(a). The axial resistance of this segment is raΔX/(πa
2) and
hence Ohm’s law gives the difference in potential across this segment as





which if we rearrange and let ΔX → 0 yields







Figure 1.3: Cylindrical sections of length ΔX showing the axial and transmembrane
currents.
To extract the time dependence of V , we consider another section ΔX long
enough such that transmembrane currents are no longer negligible, Figure 1.3(b).
With the addition of an arbitrary outward transmembrane Iadd(X,T ), conservation


















+ gL(V − EL)
�
. (1.8)
Letting ΔX → 0 and defining the electrotonic length constant as λ2 = a/(2ragm),










where the length constant λ represents the length of cable for which the trans-
membrane conductance and the axial conductance are equal to the characteristic
conductance Gλ. A larger value of λ thus means that local changes in potential
will spread further along the neurite. Expressing the axial current in terms of the
characteristic conductance thus gives
Ia(X,T ) = −λGλ
∂V
∂X
, Gλ = 2πaλgL. (1.10)
Mathematically, the cable equation (1.9) is a one-dimensional reaction-diffusion
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equation and a special form of the Telegrapher’s equation for transmission lines [49].
As shall be detailed in Chapter 2, various methods exist for analysing the cable
equation (1.9).
At various points in this thesis we will compare the differences in response
between a point-neuron model governed by (1.5) and a spatially extended neuron
obeying the cable equation (1.9). In this chapter we will next outline how active
currents and synaptic drive can be incorporated into both models.
1.3.4 Active Currents
Voltage-activated currents have a channel conductance which changes in response
to the transmembrane potential V . Denoting the proportion of channels of type j
which are open at time T as pj(V, T ) and the conductance when all channels are
open as Gj , the active current Ij is given by
Ij = pj(V, T )Gj(V − Ej). (1.11)
The proportion of open channels pj may be the product of several gating variables
which each take time in adapting to changes in the membrane potential, a formalism
introduced in the Hodgkin-Huxley model [50].
An active current of particular interest for this thesis is the depolarising
hyperpolarisation-activated current, simply referred to as Ih. Ih channels are opened
when V becomes more negative (hyperpolarisation-activated) but have a reversal
potential Eh ∼ −40 mV, greater than the leakage potential EL ∼ −70 mV (depo-
larising) [51–53]. As we shall see later, this provides a form of negative feedback.
Since this negative feedback controls the excitability of the neuron, it has been
found that enhancing Ih through anticonvulsants may play a role in the treatment
of epilepsy [54–56].
Ih channels are common in pyramidal neurons and other neurons such as
cerebellar Purkinje cells, with the density of channels increasing with distance from
the soma in hippocampal CA1 [57] and cortical layer 5 pyramidal cells [51,58], while
in Purkinje cells, the channels are almost uniformly distributed in the dendrites [59].
Ih has been experimentally observed to add subthreshold voltage resonance [60–62],
and modelling of Ih has shown that it can explain the electrical field sensitivity
resonance observed in the apical dendrites of pyramidal cells [63]. A nonlinear
model for Ih is given in terms of a single gating variable n(V ) with ph = n(V ) [64]
Ih = Ghn(V )(V − Eh), τn(V )
∂n
∂T
= n∞(V )− n. (1.12)
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Here n∞(V ) is the steady-state fraction of open channels at voltage V , while τn(V )
is a measure of how quickly the channels open and close in response to changes
in voltage. The shape of n∞(V ) is shown in Figure 1.4 as sigmoidal. Since Ih is
hyperpolarisation activated, this means that n∞ tends to 1 as V decreases and 0 as
V increases.
Quasi-Active Approximation
For the small deviations around the equilibrium potential which we consider in this
thesis, we can approximate Ih via linearisation about the equilibrium point for V
and n, denoted (V ∗, n∗). This is termed a quasi-active approximation, which trans-
forms the current Ih in terms of a new variable w which is linearly coupled to the
transmembrane potential V [65, 66]. We demonstrate this linearisation first for the
point neuron and then show it carries over to the spatially extended neuron.
Quasi-active point neuron




= GL(EL − V ) +Ghn(V )(Eh − V ). (1.13)
At an equilibrium potential V ∗, dV/dT = 0. When this is satisfied, we can rearrange
(1.13) in terms of n(V ), yielding the V -nullcline
n2(V ) = −
GL(EL − V )
Gh(Eh − V )
. (1.14)
The n-nullcine is given by n∞(V ) by setting ∂n/∂T = 0 in (1.12). The intersection
of the two nullclines n∞(V ) and n2(V ) gives the equilibria of the system, as shown
in Figure 1.4.
For small deviations about this equilibrium with (V, n) = (V ∗+ δV, n∗+ δn),
we can expand (1.12) to give
Ih(V
∗ + δV ) = Gh(n
















+O(δV 2)− δn, (1.16)
which we can simplify by taking to first order in δV , and δn, thus neglecting higher
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Figure 1.4: The intersection of n∞(V ) and n2(V ) provides the equilibria (V ∗, n∗) of
the neuron with an active current. For a hyperpolarisation-activated, depolarising
current there is only a single intersection and hence a unique equilibrium.
order terms of the form δV 2 or δn× δV
Ih(V











Defining the quasi-active variable, time constant and current coupling coefficient as
w = δn[∂n/∂V |V ∗ ]−1, τw = τn(V ∗) and K = −∂n/∂V |V ∗Gh(Eh − V ∗) respectively,
we obtain
Ih(V ) ≈ Ghn∗(V − Eh) +Kw, τw
∂w
∂T
= (V − V ∗)− w, (1.19)
where we note that since ∂n/∂V is always negative due to Ih being hyperpolarisation-
activated, and Eh > V
∗, K is always positive. From (1.19) we can see that this
means that an increase in w resulting from an increase of V away from V ∗, will
in turn increase Ih(V ), which will ultimately act to decrease V back towards V
∗.
Such currents are termed restorative as they seek to restore the system back to its
original state after being perturbed [66]. Substitution of this quasi-active current




= GL(EL − V ) +Ghn∗(Eh − V )−Kw. (1.20)
This gives us an effective membrane conductance GLh = GL + n
∗Gh and reversal
potential ELh = (GLEL+n
∗GhEh)/GLh. Defining the new membrane time constant
as τv = Cm/GLh and the voltage coupling coefficient as κ = K/GLh, we finally arrive
9




= ELh − V − κw, τw
∂w
∂T
= V − ELh − w, (1.21)
where one can check by setting ∂V/∂T = 0 that the equilibrium potential V ∗ = ELh.
Quasi-active spatial neuron








where gh = Gh/(2πaΔX). This time at the equilibrium potential V
∗
n2(V
∗) = − gL
gh(Eh − V ∗)
�







where for all of the spatial systems we analyse, we linearise the cable about a position
which satisfies ∂2V/∂X2|V ∗ = 0. Expanding to linear order in the same way as for
the point neuron, we will again obtain Ih as defined in (1.19). Substituting this into










In a similar manner to the point neuron, this gives us a new effective membrane
conductance per unit area gLh = gL + n
∗gh and reversal potential ELh = (gLEL +
ghn
∗Eh)/gLh. The new time and space constants are given by cm/gLh → τv, and
λ2gL/gLh → λ2. With the voltage coupling coefficient as κ = K/(2πaΔXgLh), our










= V − ELh − w. (1.25)
Here V ∗ = ELh, as is the case for spatial models with a spatially homogeneous mean
voltage and Ih present across the whole spatial model. Even when the mean voltage
is not spatially homogeneous or Ih is not present across the whole neuron model
(e.g. when an axon is present), V ∗ = ELh is taken for simplicity by assuming that
spatial variations of V ∗ in (1.23) are small compared to EL − V ∗. Furthermore, the
quasi-active parameters τw and κ have the same meanings for both the point and
spatial neuron models.
There are many other active currents present in neurons which we could
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linearise about the equilibrium potential such as persistent sodium [67,68] and slow
potassium currents [67]. We do not consider multiple quasi-active currents for the
sake of simplicity, though they can each be added linearly in a similar fashion. Other
active currents, such as the calcium currents found in pyramidal cells that enable
burst firing [69–72], are also not considered due to them being largely inactive at
potentials near EL. This makes them inactive in the subthreshold regime we confine
ourselves to in this thesis.
1.4 Synaptic Integration
Depolarisation at a presynaptic bouton from an arriving action potential (AP) opens
voltage gated Ca2+ channels. The incoming Ca2+ in turn activates proteins on
synaptic vesicles containing neurotransmitters, which causes the vesicles to fuse with
the presynaptic membrane. This releases neurotransmitters into the synaptic cleft,
which bind to postsynaptic receptors, activating them. This activation usually opens
the associated ion channels, allowing ions to flow into the postsynaptic neuron [73].
This process can be seen in the drawing of Figure 1.5. With the ion channel current
given by (1.2), for excitatory synapses Ee > EL, and so opening these channels
depolarises the neuron. While for inhibitory synapses, usually Ei < EL, meaning
that opening these channels hyperpolarises the neuron.
Figure 1.5: Diagram of a chemical synapse, showing the presynaptic bouton with
vesicles containing neurotransmitters and voltage-gated Ca2+ channels; and the
postsynaptic dendritic spine with neurotransmitter receptors that open ion chan-
nels. Image taken from [74].
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1.4.1 Synaptic Bombardment
Cells in the neocortex receive input from thousands of synapses. This stream of
input is highly complex and variable, but empirical evidence suggests that the ar-
rival statistics of synaptic input can be captured by stochastic processes [75–78].
Furthermore, the process of synaptic transmission we saw in Figure 1.5 involves
many highly variable processes, adding an additional source of stochasticity [78,79].
Each synaptic input causes the membrane conductance to initially rise rapidly as
the channels open before decaying more slowly as the channels close. This can be
modelled as causing a step increase in the synaptic conductance of Δg followed by




= −Gs + τsΔg
�
{Tsk}
δ(T − Tsk), (1.26)
where {Tsk} denotes the set of synaptic pulse arrival times. Due to the number of
synapses from various different presynaptic neurons, the arrival times are assumed
to follow a Poisson process with a presynaptic arrival rate rs, which approximately
corresponds to some in vivo experimental observations [75,81,82]. rs is either taken
as constant (as in Chapters 2 and 4) or as consisting of a constant and sinusoidally
oscillating term (as in Chapters 3 and 5).
Letting Ns be the mean number of pulses arriving in a time window ΔT , if
the rate of arrivals is high and the ratio between the standard deviation and the
mean of Gs is much less than 1, we can simplify the Poisson process to a Gaussian










where ζ is a unit-variance zero-mean Gaussian random number. This diffusion ap-
proximation is tested in Appendix C.1 for spatial models. As in the quasi-active
case, we will first look at simplifying this equation for synaptic drive arriving at a
point before moving on to spatially distributed synaptic drive.
Point neuron synaptic drive
For a total number of synapses ns, we can substitute Ns = nsrsΔT as the mean num-
ber of pulses arriving in a window ΔT . This means that the synaptic conductance
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Here we introduce the temporal Gaussian white noise process ξs(T ), which is delta-
correlated with itself in time




, �ξs(T )ξs(T �)� = δ(T − T �). (1.29)
Given that ζ has mean zero, we can infer from (1.28) that the steady-state mean
�Gs� = τsΔgnsrs. Defining the synaptic conductance standard deviation σG =
ΔG
�





= �Gs� −Gs + σG
√
2τsξs(T ). (1.30)
Since τs > 0, correlations will exist between Gs at different times. Thus, this repre-
sents temporally coloured noise.
Spatially distributed synaptic drive
Given a number of synapses per unit area of �s, over a distanceΔX we can substitute












Now we have a spatio-temporal Gaussian white-noise process, ξs(X,T ) which is
delta-correlated with itself





�ξs(X,T )ξs(X �, T �)� = δ(X −X �)δ(T − T �). (1.32)





�srsτs/(2πaλ), we obtain a form of the conductance equation that can








Like the point-neuron case (1.30), gs is temporally coloured noise. However the
conductance is not filtered with respect to X and thus gs is spatially white.
We can let s = e, i for two distinct synaptic currents representing excita-
tory and inhibitory synapses respectively. However, in this thesis for simplicity we
will only consider a single synaptic process s which represents the combination of
excitatory and inhibitory drive. Since the time constants for excitatory AMPA re-
ceptors and inhibitory GABA receptors are 2-3 ms and 10 ms respectively, we take
τs = 5 ms throughout this work. This value is also widely used in experiments when
a single type stochastic input, mimicking background synaptic drive, is applied in
vitro [85–88]. It is important to note that considering a combined synaptic drive
s rather than just excitatory or inhibitory drive alone allows us to more justifiably
adjust �g�s and σg independently.
1.4.2 Effect of Synaptic Drive on Membrane Properties
Synaptic drive does not just allow current into the cell, but also effects the integra-
tive properties of the neuron. We show this first for the point-neuron model and
then for the spatially extended neuron.
Point neuron membrane properties
Using the transmembrane current convention of outward currents being positive, we




= GL(EL − V ) +Gs(Es − V ), (1.34)
where Gs is described by (1.28). For synaptic conductance fluctuations GsF about
the mean �Gs�, we substitute Gs = �gs�s + gsF . Similarly, the potential can be split
into the response from the mean and fluctuations as V = �V � + vF . This means




= 0 = GL(EL − �V �) + �Gs�(Es − �V �) (1.35)
which from (1.4), we can see that the opening of channels due to synaptic input
increases the overall conductance of the cell to G0 = GL + �Gs� and changes the
resting membrane potential to E0 = �V � = (GLEL + �Gs�Es)/G0. From our earlier
definition of τv = Cm/G0, this has the effect of decreasing the effective membrane
time constant.









(Es − E0). (1.36)
Hence we can simplify the voltage (1.36) and synaptic (1.30) equations with the










Adding the mean voltage E0 to vF , defining the voltage measured from the leakage
potential v as v = V − EL and the mean voltage component of the synaptic drive










Spatial neuron membrane properties
For a dendrite with leak conductance and a single type of synaptic input with








Substituting gs = �g�s + gsF and V = �V � + vF as in the point-neuron model, the








increasing the average overall conductance per unit area of the cell to g0 = gL+�gs�.
Updating our earlier definitions of τv and λ with cm/g0 → τv and gLλ2/g0 → λ2,
when we reformulate the cable equation for the mean component into (1.9) the
conductance increase reduces both the membrane time and length constants. These
effects have been found experimentally [89–92], and have been described through
mathematical models [93, 94] and simulations [95].











We again simplify the voltage and synaptic equations with the change of variable
s = gsF (Es − E0)/g0. Letting σs = σg(Es − E0)/g0, and assuming �V � is close to
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Reintroducing the mean component in the synaptic drive in the same manner as the













where we note that µ is only equal to the voltage mean when �v� is spatially homoge-
neous. Furthermore, while σg and σG are parametrised differently, σs has the same
meaning for the point and spatial neurons: σs represents the standard deviation of
the synaptic conductance relative to the membrane conductance multiplied by the
synaptic driving force (Es − E0).
White-noise limit
If the synapses close rapidly, τs → 0 and for the point neuron (1.30) becomes
Gs = �Gs�+ σG
√
2τsξs(T ), (1.44)
meaning that the fluctuating component of the synaptic current is simply scaled





= µ− v + σWN
√





Similarly for the spatially distributed synaptic drive, (1.33) becomes
gs = �gs�+ 2σg
�
λτsξs(X,T ), (1.46)










with σWN defined as before. In this thesis most of the focus is on coloured-noise drive
(1.38),(1.43) rather than white noise, because it is both more biophysically realistic
and easier to extract an approximation for the firing rate for the approach that
we will use. However, the white-noise limit is occasionally useful as a comparison,
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as it gives statistics of the voltage in a typically simpler form, and is used in most
of the existing literature on stochastic neuronal firing for point-neuron models [7,96].
Quasi-active currents and synaptic drive
By starting from (1.39) and adding the Ih current, it is straightforward to include
the linearised active current and synaptic drive, along with the effects on τv and λ.
The effective conductance per unit area is now g0h = gL + �gs� + ghn∗ while the
new resting potential is E0h = (gLEL + �gs�Es + ghn∗Eh)/g0h, where Eh and gh
are defined as before in subsection 1.3.4. This means that the new time constant
is τv = cm/g0h and the length constant from the original cable equation (1.9) is
changed to gLλ
2/g0h → λ2.
With ELh as the resting potential of the quasi-active membrane in the ab-
sence of synaptic drive, defining v = V −ELh and µ = E0h−ELh in a similar manner




= µ− v − κw + s, τw
∂w
∂T
= v − µ− w, (1.48)




= µ− v + λ2 ∂
2v
∂X2
− κw + s, τw
∂w
∂T
= v − µ− w. (1.49)
In this thesis we will often remove the dimensions from space and time with x =
X/λ and t = T/τv. This convention of denoting the dimensionless variables as
(x, t) and the dimensionfull variables as (X,T ) is adopted throughout this thesis.
The dimensionless variables are used in the analysis of the equations, while the
dimensionfull parameters are reintroduced in figures to indicate how the analytically
calculated result translate to biophysically relevant quantities.
1.5 The Significance of Spiking
The vast majority of neurons in the mammalian brain are capable of producing APs.
An AP is a large and rapid increase and then subsequent decrease in a neuron’s
membrane potential. APs are initiated within the first 50µm of the axon, the AIS
[97,98]. Spiking allows for depolarisation large enough to propagate along the axon
and in turn depolarise presynaptic terminals. Non-spiking potentials in the AIS
are much smaller in magnitude, decay rapidly along the long axon, and thus have
no influence on the presynaptic terminals. Therefore, spiking is significant because
it produces a sequence of events necessary for communication between neurons via
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chemical synapses that we introduced in section 1.4.
The production of APs is possible due to the high density of voltage-gated
ion channels at the AIS. The most significant of these ion channels for APs are Na+
channels and K+ channels. When the membrane potential of the AIS depolarises
sufficiently, both the Na+ and K+ channels begin to open. However, the Na+
channels open more quickly, allowing ions to flow in and the potential depolarises
rapidly. As the membrane potential increases, the Na+ channels inactivate, allowing
no more ions through. The ions flowing outwards due to the open K+ channels then
causes the potential to decrease, often hyperpolarising the AIS. This decrease in
potential closes the K+ channels and the neuron returns to rest. An AP recorded
in vitro is shown in Figure 1.6.
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Figure 1.6: Example of a recorded action potential, showing how V rises rapidly
upon spike onset and hyperpolarises after peaking [99]. The dashed line shows the
resting potential of the cell.
The complexity of neuronal spiking has led to a multitude of models being
developed to characterise different aspects of neuronal firing. The appropriate model
to choose depends on the phenomena that one wishes to accurately capture.
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1.6 The Hodgkin-Huxley Model
The Hodgkin-Huxley model includes three different channel types (leakage, sodium
and potassium) with four differential equations which characterise the voltage, two














= αq(V )(1− q)− βq(V )q, q = (n,m, h). (1.51)
However, the complexity of the Hodgkin-Huxley model which arises from the
numerous independent parameters and non-linearities means that it is invariably
difficult to approach analytically.
1.7 Integrate-and-Fire Models
Integrate-and-fire (IF) models simplify the spiking dynamics of neurons by intro-
ducing a threshold voltage vth and a reset voltage vre. Once the membrane potential
reaches threshold, it is instantly changed to the reset voltage. This simplification
makes IF models much easier to analyse analytically, and is appropriate when the
voltage dynamics immediately after a spike peak are not relevant. IF models with




= F (v) + Iin(T ), (1.52)
where F (v) determines the type of IF model and is used in point-neuron models to
characterise the dynamics of the system [7].
1.7.1 Leaky Integrate-and-Fire Model
For the leaky integrate-and-fire model (LIF), there is no spike-generating current
and F (v) = µ − v. This makes it a straightforward model to analyse, and requires
the spike-onset dynamics to be irrelevant or very fast to be appropriate. If we
impose a finite threshold vth and reset vre to our cable equation with synaptic drive
(1.43), we obtain a form of the LIF model. The spiking dynamics for the LIF model
are instantaneous, which is represented by the abrupt transitions from vth to vre in
Figure 1.7.
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In this thesis, we will predominantly use the simulated LIF firing rate as a
reference to compare the upcrossing rate, which we introduce later. This is because
our focus on stochastic neuronal firing is in the fluctuation-driven regime where
usually the spiking dynamics are unimportant due to the time between firing events
being much longer than the duration of an AP. Should the spike-onset dynamics
be of interest, other IF models must be employed such as the quadratic integrate-
and-fire (QIF) [100] or exponential integrate-and-fire (EIF) [101] models, but this is
beyond the scope of this thesis.
While there is only a single voltage to reach threshold and reset for point-
neuron models, for spatial models how threshold and reset are applied across space
depends on the context of the problem. For this thesis, we will check whether
threshold has been reached at a single spatial position, Xth, termed the trigger
position. This represents a location of high Na+ channel density required to initiate
APs. Due to the backpropagation of the AP throughout the dendritic arbour, we
reset the potential at all spatial locations to vre after threshold is reached at Xth.
Since this of a much shorter timescale than the average time between firing events
in the low-rate regime considered here, this reset is applied simultaneously at all
locations for simplicity.
1.7.2 Deterministic Limit
If the mean current by itself is sufficient to cause the voltage to exceed vth and
the effect of noise is negligible, then we can invert the IF equations to obtain an




= F (v). (1.53)
We require the potential in the long-time limit to exceed threshold, v∞ > vth, for
any firing to occur in the deterministic limit. For the LIF model F (v) = µ − v,









When µ is no longer constant in space or there are multiple neuronal structures
to consider with different properties, we cannot neglect the spatial aspect of the
problem and (1.54) no longer holds in general.
20
1.7.3 Resonate and Fire Models
The term resonate-and-fire has been used for a broad class of models which have
the common theme of second-order dynamics in time of v [102]. Here we will fo-
cus strictly on linear models which can be derived from our quasi-active current




= µ− v − κw + Iin(T ), τw
∂w
∂T
= v − µ− w. (1.55)
Such systems can express a subthreshold voltage resonance, which has been well-
explored for both point- and extended-neuron models [65, 103, 104]. For an input
Iin(T ) with time-varying moments, this system can also express resonances in the
firing rate. While this has been studied for point-neuron models [105–107], far less
work exists for spatial models which is confined to suprathreshold firing [108,109].
1.8 Upcrossing Approximation
Provided that µ < vth and the time derivative v̇ = ∂v/∂t is well-defined, we can
approximate the firing rate for a LIF neuron by the mean rate at which a process
without reset crosses vth with v̇ > 0. Figure 1.7 shows for sufficiently long time in
between firing events, the voltage traces for these two processes converge. This is
expected because the models studied in this thesis are linear between reset events.
Known as the upcrossing method, the theory underlying this result was outlined
by Rice [110] and has recently been applied to point neuron models [9, 106, 107,
111, 112]. Level-crossing methods have also been employed in other fields, such












Figure 1.7: A simulated example of two voltage traces with the same input drive,
where one has a reset (orange) and the other does not (blue). As well as the
correspondence between the upcrossing and reset events, the voltage traces for the
two processes converge between reset events.
For Gaussian distributed v and v̇, which we have due to the diffusion limit
taken for the synaptic drive (1.27), one can derive a formula for the general up-
crossing rate. We use the term general here to stress that this upcrossing rate
is applicable when the moments of v and v̇ are time-varying. This derivation is
provided in more detail in Appendix A.1. Here we give the resulting formula and
an explanation of the parameters involved. Denoting the standard deviations of v
and v̇ as σv and σv̇ respectively, and using the subscript “th” to denote quantities
evaluated at threshold (e.g. [σv̇]th means σv̇ given v = vth), the general upcrossing















π(1 + erf η)], (1.56)
where η = �v̇�th/([σv̇]th
√
2). These moments conditioned at threshold are given by
�v̇�th = �v̇�+
cov(v, v̇)(vth − �v�)
σ2v






In Chapters 2 and 4, the presynaptic arrival rate rs is set to be constant in time,
causing all the moments to be time-independent, while in Chapters 3 and 5, weak
sinusoidal modulation is applied to the presynaptic arrival rate, causing the moments
of v and v̇ to also vary sinusoidally in time at the same frequency.
The upcrossing approximation is particularly desirable because it works well
for temporally coloured synaptic drive, which is not directly tractable using the stan-
dard Fokker-Planck approaches used for IF models - even for point-neuron models
(though see [116–118]). The requirement that the time interval between spikes is
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long compared to the membrane time constant is, for example, satisfied for most
neocortical pyramidal cells, which spike irregularly at low firing rates [119, 120].
1.9 Overview
In this chapter we have explored the basic concepts of neuronal electrophysiology,
such as the transmembrane potential, synaptic integration, and active currents.
Importantly, we derived the cable equation with stochastic synaptic drive (1.9),
the analysis of which forms a necessary part of this thesis. The LIF model of
neuronal firing was discussed, however due to the low irregular firing rates of many
neurons and its analytical tractability, we will instead use the upcrossing approach
to approximate the firing rate.
With the biophysical background and necessary equations established, in
Chapter 2 we will calculate the upcrossing rate in response to steady-state drive for
a range of simple spatial neuron models. This is to see the effect of morphology
on the population-averaged fluctuation-driven firing rate. In Chapter 3, sinusoidal
modulation of the presynaptic firing rate and external oscillatory currents are in-
cluded to calculate the dynamic firing-rate response of spatially extended neurons.
Quasi-active currents representing Ih are included in Chapters 4 and 5, which inves-





The impact of morphology on neuronal computation is an active area of neuro-
science research, with recent studies investigating the effect of the axon [121–123],
and morphological differences between rodents and humans [34, 35, 42]. The hope
is that these studies could give functional explanations for the various neuronal
morphologies observed [18]. Given that neurons are highly spatially extended, vary
morphologically [31–35], and often show low irregular firing rates in vivo thought
to be responsible for rate coding [81, 124], it is surprising that there are few the-
oretical results of the morphological effects on fluctuation-driven firing (although
results obtained via simulation exist [125–128]). The existing literature concerning
this largely focuses on two-compartmental models [10–12] or synaptic drive applied
to a single point in space [127].
In this chapter we use the upcrossing approach to approximate the steady-
state fluctuation-driven firing rate of several spatial-neuron models. We start with
the point neuron (section 2.2), introduce spatial extent with an infinite dendrite
(section 2.3), before making the structure progressively more complex by adding
an axon (section 2.6), then an electrically substantial soma as in Rall’s ball-and-
stick model [129] (section 2.7), and finally we consider multiple dendrites (section
2.8). In each case we calculate the voltage variances (a term used to collectively
refer to the voltage variance, the variance of the voltage time-derivative, the time-
autocovariance and the spatial-autocovariance) for white- and coloured-noise input,
and the upcrossing rate in the latter case. For our calculation of the variances, we
assume that the synaptic input has been ongoing for a sufficiently long time such
that any initial transients are negligible. Hence all the quantities required for the
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upcrossing rate are time-independent. Many of the results shown here can be found
in [130], but some of the notation may differ.
2.1.1 Steady-State Upcrossing Rate
In the steady state with coloured-noise drive, it is always the case that �v̇� = 0 and
cov(v, v̇) = 0. The former is easy to verify by taking expectations of the stochas-
tic cable equation (1.43), since by design �s� = 0. For the same-time covariance,
cov(v, v̇) = �vv̇� = 12 ddt�v2�, which is zero for drive with constant mean and intensity.
In reference to the general upcrossing equation (1.56), this means that η = 0 and
[σ2v̇ ]th = σ
2













To demonstrate the methods later used in spatial models, we calculate the upcrossing
approximation of the fluctuation-driven firing rate for the point-neuron model. We
recall from Chapter 1 that the potential measured from the leak potential v = V −EL










where τv is the membrane time constant, µ is the mean component of the synaptic
drive, τs is the synaptic time constant and σs is the intensity of the stochastic drive.
For ease of analysis, we remove the time dimension with the substitution t = T/τv
and introduce the relative time constant parameter βs = τs/τv. This changes the
voltage and synaptic equations to
dv
dt






2.2.1 Point Neuron Variances, White-Noise
While there are many ways to calculate the variance of v for the point-neuron model,











Our strategy is to write v(t) in terms of the inverse Fourier transform of ṽ(ω),
multiply this integral by a different realisation of the same process over the same
time window, and then take the expectation. This approach is chosen because the
integrals often resolve more easily in the Fourier domain, and because it generalises
straightforwardly to spatial-neuron models.







where ξ̃s(ω) is the Fourier transform of the white-noise process ξs(t). This means












from �v� = µ, as expected from the original equation (2.3). In order to compute
the variance, we need the white-noise correlator in the frequency domain. Recalling
the correlator in time for ξs(t) (1.29), we can use Fourier transforms to obtain the
correlator in terms of angular frequency
�ξ̃s(ω)ξ̃s(−ω�)� = 2πδ(ω − ω�). (2.7)
Denoting vF as the fluctuating component of v, vF = v−�v�, we subtract the mean
from (2.6) and multiply it by a copy of vF at time t
� with −ω� in the integrand.
Taking the expectation of this yields























which is a known integral that gives an exponential temporal autocovariance
�vF (t)vF (t�)� = σ2WNe−|t−t
�|. (2.9)
Since vF is zero-mean, setting t = t
� simply gives us the variance σ2v = σ
2
WN. We
note that since: (i) the mean is constant in time, (ii) the temporal autocovariance
depends only on the time difference rather than the absolute times, and (iii) that
the variance is finite, v(t) is a wide-sense stationary stochastic process. In addition,
denoting the complex conjugate by ∗, we also have that ṽ(ω)∗ = ṽ(−ω). This means
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we could have utilised the Wiener-Khinchin theorem, which states that the temporal
autocovariance K(τ) and power spectral density S(ω) form a Fourier transform
pair [131]





Since this will apply in all of the steady-state cases, we utilise these relations as a
shortcut for deriving the variances in later models.
2.2.2 Point Neuron Variances, Coloured-Noise
For coloured noise, taking Fourier transforms of v and s of the point neuron equations











(1 + ω2)(1 + ω2β2s )
, (2.11)
where it is useful for future models to define γ =
√
1 + iω, which for the point neuron
means γ2ṽF (ω) = s̃(ω). Integrating S(ω) yields the temporal autocovariance, which
can be resolved by splitting into partial fractions


































= K(t− t�). (2.12)
In comparison with white-noise drive, the temporal autocovariance curve is
broadened. The peak value is lower and decreases with increasing βs, while the
correlations for large time differences are higher. Setting t = t� gives us the variance





We note that in comparison with the variance when driven by white-noise (2.9), as
σ2WN = βsσ
2
s , increasing βs = τs/τv (slower synapses) increases the variance towards
a maximum of σ2s .
To calculate the variance of the time derivative v̇, we use differentiation
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property of the Fourier transform, ˜̇v(ω) = iωṽ(ω). This means that v̇(t) written as









(1 + iω)(1 + iωβs)
dω, (2.14)
which, upon repeating the same process as before, shows that the temporal autoco-
















Note that there is no comparable calculation for the white-noise limit as the integral
of ω2S(ω) does not converge in this case; for white noise v̇ is undefined. Furthermore,
we also notice that the derivative variance is proportional to the difference between
variances from coloured- and white-noise drive (when we let σ2WN = βsσ
2
s), labelled







v ]WN − [σ2v ]c. (2.17)
This relation holds for all cases where the variances in question are derived via the















All variances in this thesis can be expressed in this way. The relation between these
variances in (2.17) often gives a shortcut to derive [σ2v ]c since [σ
2




2.2.3 Point Neuron, Firing Rate
With σ2v and σ
2
v̇ , we can now calculate the steady-state upcrossing rate as derived














which shows: first, that ruc depends on (vth − µ)/σs rather than the absolute value
of the threshold vth and second, that decreasing βs results in a higher dimensionless
upcrossing rate. Converting this result back to dimensionfull quantities, when we
alter βs we can choose whether to fix τv or τs. The time constants for a particular
type of synapse are generally fixed, whereas the effective membrane time constant
decreases with increasing transmembrane conductance. Hence we fix τs and vary
τv when we alter βs. As mentioned in Chapter 1, we keep τs = 5 ms throughout
this thesis. When vth > �v� (µ for the point-neuron model) and the effect of noise
is negligible, we can calculate the deterministic limit using equation (1.54). This is
shown as the black line in Figure 2.1(a).
Figure 2.1(a) shows that the upcrossing method for the particular parameters
chosen can approximate firing rates less than 20Hz. When v < �v� and τs < τv,
the upcrossing method tends to overestimate threshold-reset rate (see Appendix
C.2.1). Figure 2.1(b) shows that the dimensionfull upcrossing rate increases with
βs (from decreasing τv), which is also reflected in the threshold-reset rate, and that
the upcrossing method provides a good approximation for the threshold-reset rate
over a range of βs. Similar to the analysis performed in [9], the accuracy of the
upcrossing method is seen in greater detail in Appendix C.2.1, Figure C.3(a).
In the subthreshold regime (v < �v�) throughout this thesis we typically
choose a membrane parameter set that is biophysically plausible, for which the
upcrossing method is reasonably accurate, and shows a wide range of the math-
ematically predicted behaviours. Therefore for reasons of biophysical plausibility
combined with the analysis of the upcrossing approximation’s accuracy in Appendix




























































Figure 2.1: (a) For the point-neuron model, the upcrossing method (2.19) (solid
lines) approximates the subthreshold firing rate well for rates lower than 20Hz. As a
convention used throughout this thesis, numerical simulations of the upcrossing rate
are shown as circles, while those of the threshold-reset rate are shown as triangles.
(b) Increasing βs by decreasing τv increases the fluctuation-driven firing rate as
predicted by the upcrossing approximation. Other parameters: (a-b) vth = 10mV,
(a) τv = 10ms. (b) σs = 1mV.
2.3 Infinite Dendrite
The first spatial model we introduce is the infinite dendrite, as it is spatially homo-
geneous and can be straightforwardly compared with the point-neuron model. The
infinite dendrite can be interpreted as two long identical dendrites with identically
distributed drive radiating from a soma with negligible electrical properties (here-
after referred to as a “nominal” soma). This model has the cable equation derived
in Chapter 1 (1.43). Removing the dimensions from space with X = λx along with
time as before, we find
∂v
∂t
= µ− v + ∂
2v
∂x2






Since the cable is infinite, we have the boundary conditions that the potential cannot
continually grow with distance
|v(±∞, t)| < ∞. (2.21)
As the infinite dendrite is uniformly driven by synaptic drive, we should expect the
mean to also be uniform with x. Since by construction �s� = 0, and we are in the
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steady state, in general the mean can be obtained by solving the equation




which has the solution �v� = µ due to the spatial homogeneity of the synaptic drive.
2.3.1 Infinite Dendrite Variances, White-Noise
There are many ways of calculating the variances of an infinite dendrite. For white
noise, previous analysis exists for this model by Fourier series [125]. In this chapter,
we will start with simple spatial models using Fourier transforms in both space and










With white noise, performing Fourier transforms in space and time gives
v̂F (k,ω) =
2σWNξ̂s(k,ω)
1 + k2 + iω
, (2.24)
where ξ̂s(k,ω) is the Fourier transform of the white-noise process in space and time.
For an infinite cable, this has the correlator
�ξ̂s(k,ω)ξ̂s(−k�,−ω�)� = 4π2δ(k − k�)δ(ω − ω�), (2.25)
however, as we shall note in future models, the spatial component of this correlator
is affected by the boundary conditions of the cable. Since (i) the mean is constant in
space, (ii) the spatial autocovariance depends only on the spatial difference rather
than the absolute spatial positions, and (iii) the variance is finite, v(x, t) is wide-
sense stationary in space in addition to time. This means that we can utilise a
spatial form of the Wiener-Khinchin theorem











Hence for white-noise drive, substituting (2.24) for f̂(k,ω) in (2.26-2.27) gives the
full autocovariance by the double inverse-transform











(1 + k2)2 + ω2
dω. (2.28)
While the infinite cable is one of the rare spatial cases where it is possible to compute
this integral for the full autocovariance [125], it is more instructive to show the
temporal and spatial autocovariance separately. K(t − t�) and K(x − x�) are given
by setting x = x� and t = t� respectively









dk = σ2WN erfc(
�
|t− t�|), (2.29)











We can take t = t� in the temporal autocovariance or x = x� in the spatial auto-
covariance to give σ2v = σ
2
WN as expected. These autocovariances also show that
synaptic input is being filtered differently in time than in space. K(t − t�) in Fig-
ure 2.2(a, b) shows, in comparison with the point neuron, voltage fluctuations from
synaptic drive decorrelate more rapidly in the infinite cable. Reintroducing dimen-
sions with X = xλ in (2.30) reveals that the range of spatial correlations increases
with λ. Finally, multiplying the integrand of (2.28) by ω2 shows that the derivative
variance is still undefined as white-noise fluctuations are present at every spatial
position.
2.3.2 Infinite Dendrite Variances, Coloured-Noise
With coloured-noise drive, taking Fourier transforms in time and space of (2.20)





(1 + k2 + iω)(1 + iωβs)
. (2.31)
Substituting S(k,ω) = |v̂F (k,ω)|2 into (2.27) thus gives the full correlator as












[(1 + k2)2 + ω2](1 + ω2β2s )
. (2.32)
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To find the temporal autocovariance, we set x = x�, and first calculate the ω-integral







�|β−1s − β−1s e−|t−t
�|(1+k2)
(1 + k2)(1 + k2 + β−1s )(1 + k2 − β−1s )
dk, (2.33)
which can also be resolved to give a closed-form solution that is functionally distinct
from the point neuron coloured-noise autocovariance (2.12). This is due to spatial
extent narrowing the profile as we saw earlier for white-noise drive. However, since
this “narrowing” occurs on a combination of membrane and synaptic timescales,
K(t− t�) is algebraically complex and is hence given in Appendix A.4.2.
We compare the temporal covariances for the passive models explored so far
for both white and coloured synaptic drive in Figure 2.2(a, b). We see that for both
types of synaptic drive, the autocovariance profile is narrower for the infinite dendrite
when compared to the point-neuron model, meaning that fluctuations at a specific
position along the cable decorrelate more quickly. Furthermore, as expected, Figure
2.2 shows that coloured synaptic drive causes the autocovariance to be broader and
decay less rapidly for both models.
For the spatial autocovariance we let t= t� and integrate with respect to ω
to obtain








(1 + k2)(1 + β−1s + k2)
dk, (2.34)
which itself integrates to











This shows that the magnitude of correlations for all x−x� increases with increasing
βs, but K(x − x� = 0) is always lower when compared with the white-noise spatial
autocovariance (2.30) with the substitution σ2WN = σ
2
sβs (1.45). However, when we
compare the spatial autocovariance with the variance with K(x− x�)/K(0), Figure
2.2(c) shows that increasing βs increases the extent of correlations. This can be
verified by checking the limits βs → 0 (white noise) and βs → ∞ (frozen noise)
for K(x− x�)/K(0). Since increasing βs broadens temporal correlations for a single
location, intuitively there is more time for this temporally correlated voltage to
diffuse spatially, thus increasing βs broadens the extent of spatial correlations.
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Figure 2.2: Given the same membrane and synaptic time constants, the time auto-
covariance for (a) the point neuron (2.8, 2.12) has wider profile than (b) the infinite
dendrite (2.29, A.44). (c) The relative spatial autocovariance in the infinite den-
drite (2.30, 2.35) increases with the relative timescale synaptic drive βs. Other
parameters: (b-c) λ = 100µm.
Finally, taking t= t� and x=x�, the variance and derivative variance can be

















The first aspect to note about these variances is that despite coming from a spatial
model, the spatial parameter λ is not present. For spatial models λ indicates the
length scale over which synaptic drive contributes to voltage fluctuations. However,
the lack of X dependence means that no other variables carry units of length so λ
cannot be present on dimensional grounds. Secondly, in comparison with the point
neuron (2.13, 2.16), the variances have a qualitatively different dependence on βs.
For all βs this results in σ
2
v being lower for the infinite dendrite while σ
2
v̇ is higher.
2.3.3 Infinite Dendrite, Firing Rate
With the variances now obtained, we can substitute into the formula for the steady-
state upcrossing rate (2.1), which gives a different dependence on the input param-






















For the threshold-reset simulation, we set xth = 0 without loss of generality and
reset the potential to vre at all locations when v(xth, t) = vth as described in 1.7.1.
With the same parameters (µ, σs, βs) for which the upcrossing rate gives
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a good approximation, both the upcrossing and threshold-reset rates are lower for
the infinite dendrite than the point neuron, Figure 2.3(a). Furthermore, even if we
adjust σs such that σv is the same for the point neuron and infinite dendrite, the
upcrossing rates will not be the same because the ratio σv̇/σv differs between the two
models, where we see that the infinite dendrite’s upcrossing rate is always higher,
Figure 2.3(b). In contrast, since the mean in the infinite dendrite is homogeneous
and also equal to µ, the deterministic limit for the infinite dendrite is the same as
the point neuron.
Measuring the relative error between the upcrossing and threshold-reset pro-
cesses, Figure C.3(b) in Appendix C.2.1 shows that the upcrossing method for the
infinite dendrite has a narrower range of parameters for which it acts as a good
approximation of the threshold-reset firing rate, and that this range is shifted to
higher βs. This is because spatial extent gives a the narrower profile of K(t− t�), as
we saw in Figure 2.2, leading to the upcrossing approximation overestimating the
threshold-reset rate by a greater margin for βs < 1 and �v� < vth.
























































Figure 2.3: The upcrossing rates of the point neuron (2.19) and infinite dendrite
(2.37), with triangles representing simulations of the threshold-reset process. (a)
When σs (here σs = 1.5 mV) is kept constant, the point neuron upcrossing rate is
considerably higher than that of the infinite dendrite. (b) On the other hand, when
σv is kept fixed (here σv = 1mV) the infinite neuron has a higher upcrossing rate
for a range of βs.
2.4 Semi-Infinite Dendrite
We now consider the case of a semi-infinite dendrite with a sealed end at X = 0,
which provides a boundary condition of zero axial current, requiring ∂V/∂X|X=0 =
0. This can be interpreted as a toy model of the long apical dendrite in pyramidal
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cells. Like the infinite dendrite, we can infer from (2.22) that the mean potential is
spatially homogeneous, �v� = µ.
2.4.1 Semi-Infinite Dendrite Variances, White-Noise
While the double Fourier transform of v is exactly the same as the infinite case (2.24),
the zero-current boundary condition at x = 0 changes the correlator of ξ̂s(k,ω). The
effect of the sealed end can be replicated with an “image” cable from x = 0 to −∞,
with the added condition that the potential in the image reflects that in the original
cable: v(−x, t) = v(x, t). The reflected potential means that a white-noise process
at x is delta-correlated with itself and an image at −x
�ξs(x, t)ξs(x�, t�)� = δ(t− t�)[δ(x− x�) + δ(x+ x�)]. (2.38)
Applying Fourier transforms gives the correlator in the Fourier domain as
�ξ̂s(k,ω)ξ̂s(−k�,−ω�)� = 4π2δ(ω − ω�)[δ(k − k�) + δ(k + k�)]. (2.39)
The effect of this change in correlator means that we can no longer simply use the
space-time Wiener-Khinchin theorem (2.26) because the spatial correlator K(x, x�)
depends on the absolute positions of x and x� rather than just the difference.
With this new correlator in Fourier space, we now have for �vF (x, t)2�
















δ(ω − ω�)[δ(k − k�) + δ(k + k�)]
























Hence at x = 0 the variance of the semi-infinite cable is double the infinite case.
We can also see that if we modify the spatio-temporal Wiener-Khinchin theorem by
placing a factor eik(x−x
�) + eik(x+x
�) in the integrand, this approach will also work
for other semi-infinite sealed cables.
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2.4.2 Semi-Infinite Dendrite Variances, Coloured-Noise
Using the same approach as for white noise, for coloured noise we can infer that the

































from which we notice that unlike for white noise (2.40), the variance for coloured
noise is not simply the infinite variance (2.36) multiplied by a single spatial factor
(e.g. 1 + e−2x). Rather, each component is multiplied by a distinct spatial factor.




















which is just the infinite derivative variance (2.36) multiplied by 1 + e−2x
√
1+β−1s .
We note that when evaluated at x = 0, the σ2v and σ
2
v̇ at x = 0 are twice as
high for the semi-infinite dendrite in comparison with the infinite dendrite. As the
semi-infinite and infinite dendrite models can represent one and two-dendrite models
emanating from a nominal soma respectively [130], this means that two identical
dendrites with independent stochastic drive give half the sealed-end variance of a
single dendrite. Hence despite more sources of synaptic drive in the infinite model,
this is counteracted by the fact that fluctuations in one dendrite can diffuse freely to
the other rather than being reflected at the boundary. This finding generalises to n
identical dendrites driven by synaptic drive, where one can show using the approach
outlined here that the variances at x = 0 are 1/n the semi-infinite case (2.41, 2.42).
2.4.3 Semi-Infinite Dendrite, Firing Rate
Placing the trigger position at the nominal soma, xth = 0, the higher variances for
the semi-infinite dendrite has implications for both the upcrossing approximation
and the firing rate, as we illustrate in Figure 2.4. Firstly the σv̇/σv prefactor for the
upcrossing rate (2.1) will be the same for the two models. However the doubling of σ2v
in the exponent leads to the semi-infinite dendrite having a much higher upcrossing
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rate given the same fluctuation strength σs. Since the mean is equal to µ everywhere
in these two models, this means that this is the only change in the upcrossing rate
between them. Furthermore, it implies that if we instead fix σv for the two models,
the upcrossing rate will be the same in each case, as we see in Figure 2.5(a).
In the suprathreshold regime, as the mean of both models is uniform and
equal to µ, the deterministic limit for the two models is the same, as we also see in
Figure 2.4. Moreover, in the subthreshold regime after the upcrossing approximation
becomes inaccurate, the semi-infinite model retains a higher firing rate for the same
value of σs (Figure 2.4) but the same firing rate as the infinite model for fixed σv,
Figure 2.5(b). This shows that σ2v being the only difference for the firing of the two
models is not just limited to specific limiting cases of µ but applies across the whole
voltage range.
As in the case for the infinite dendrite, both the upcrossing rate and the
simulated firing rate for the semi-infinite dendrite are independent of the length
constant λ, as seen in Figure 2.5(a).































Figure 2.4: Comparing the firing rates of the semi-infinite (a) and infinite (b) den-
drites subject to coloured noise, with solid lines representing the upcrossing approx-
imation (2.37) and triangles threshold-reset simulations, reveals that the firing rate
is significantly higher in the subthreshold range (µ < 10mV) for the semi-infinite
dendrite. This applies even in the region where the upcrossing approximation is no
longer accurate (e.g. µ = 9-10 mV). However, for µ > vth, the firing rates for both
structures converge to the same deterministic limit. Other parameters: τv = 10ms,
τs = 5ms, vth = 10mV, vre = 0mV.
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Figure 2.5: (a) Both the upcrossing and simulated threshold-reset rates are inde-
pendent of λ for the semi-infinite dendrite model, σs = 1mV. (b) For fixed σv,
the infinite and semi-infinite models show not only the same upcrossing rate but
the same firing rate across the whole voltage range. Here squares denote threshold-
reset simulations of the semi-infinite model while triangles denote the infinite model.
Other parameters: τv = 10ms, τs = 5ms, vth = 10mV, vre = 0mV.
2.5 Finite Sealed Dendrite
For the previous two spatial models, we have assumed that the dendrites are so long
that the effects of the distal ends can be ignored. Here we analyse the variances a
finite dendrite of length L, where the dendrite is sealed at both ends: ∂V/∂X|X=0 =
0 and ∂V/∂X|X=L = 0. We represent the non-dimensional length as l = L/λ.
The upcrossing rate is not calculated or shown in this section since we found no
distinguishing features in comparison with the infinite and semi-infinite models.
Since there are now two reflecting boundaries, this changes the noise corre-
lator further to become an infinite summation
�ξs(x, t)ξs(x�, t�)� = δ(t− t�)
∞�
m=−∞
δ(x− x� + 2ml) + δ(x+ x� + 2ml). (2.43)
In the Fourier domain, the correlator is also a summation, given by
�ξ̂s(ω, k)ξ̂s(−ω�,−k�)� = 4π2δ(ω − ω�)
∞�
m=−∞
[δ(k − k�) + δ(k + k�)]e2ik�ml, (2.44)
where a derivation can be found in Appendix A.4.1.
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2.5.1 Sealed Dendrite Variances, White-Noise






















1 + k�2 − iω�




























from which we can resolve this summation and rearrange to give
σ2v =
2σ2WN cosh(l − x) coshx
sinh l
. (2.46)
Since this form of expression appears frequently for the sealed dendrite, we define
the function
C(x, ζ) =
2 cosh[(l − x)√1 + ζ] cosh(x√1 + ζ)√




allowing us to write the variance as σ2v = σ
2
WNC(x, 0).
As we see in Figure 2.6(a), this variance is highest at the sealed ends and
symmetric about l/2, where the variance is lowest. We introduce the ratio of the
bulk to edge variance, σ2v(l/2)/σ
2
v(0), as a measure of the similarity between the
sealed dendrite and the semi-infinite dendrite. Substituting our result for white







which converges to 1/2 as l → ∞, the case of the semi-infinite dendrite (2.40), and 1
as l → 0, an isopotential neuron. We see in Figure 2.6(b) that the relative variance
profile σ2v(X)/σ
2
v(0) for the first half of the sealed dendrite is highly similar to the
semi-infinite dendrite for λ ≤ 200µm (i.e. l ≥ 5 for L = 1000µm).
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Figure 2.6: (a) Increasing λ increases the white-noise variance (2.46) at all points in
a sealed dendrite and leads to a flatter variance profile near the centre. (b) In the
first half of the sealed dendrite, we see that for λ ≤ 200µm, the ratio σ2v(X)/σ2v(0) is
highly similar between the sealed dendrite (solid line) and the semi-infinite dendrite
(2.40) (dashed). Other parameters L = 1000µm, σWN = 1mV.
2.5.2 Sealed Dendrite Variances, Coloured-Noise
Based on the approach we used for coloured noise in a semi-infinite dendrite and
























1 + β−1s + k2
�
dk, (2.49)
where we can see that the first term of the integral with denominator 1/(1+k2) will
simply give us the white-noise variance (2.46). For the second term with denomina-
tor 1/(1 + β−1s + k










which we can infer from the previous summation reduces to
2 cosh[(l − x)
�
1 + β−1s ] cosh(x
�
1 + β−1s )�
1 + β−1s sinh(l
�
1 + β−1s )
. (2.51)
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Recalling C(x, ζ) (2.47), this means that the coloured-noise variance is given by
σ2v = σ
2
sβs[C(x, 0)− C(x,β−1s )]. (2.52)
Putting the spatial dimensions back into (2.52) with X = xλ and L = lλ, in
C(x,β−1s ) the synaptic drive changes the length constant to λ/
�
1 + β−1s .
As with white noise, the coloured-noise variance is greatest at the ends of
the cable and lowest at the centre, with λ determining the extent to which the ends
affect the variance at the centre. The effective membrane time constant τv also plays
a role however, with Figure 2.7(a) showing that increasing τv/τs = β
−1
s decreases
the effective length constant. Here the white-noise profile is the limit of τv → ∞,
which is analogous to how the the white-noise profile of K(x − x�) for the infinite
dendrite was narrowest in Figure 2.2.
For the derivative variance, we can use the same approach as before or simply






Like the variance, λ and βs determine the extent to which the cable ends affect the
derivative variance throughout the cable. Figure 2.7(b) shows that the σ2v̇ decays
more rapidly than σ2v as x increases above zero, since it only has the length constant
altered by synaptic filtering, λ/
�
1 + β−1s . Furthermore, we also see increasing τv
(and hence decreasing βs) reduces the end effects on σ
2
v̇ .




































Figure 2.7: (a) For the coloured-noise variance in the sealed dendrite (2.52), increas-
ing τv causes end effects to decrease. (b) This is also observed for the derivative
variance (2.53). Other parameters: L = 1000µm, τs = 5ms, σs = 1mV, λ = 200µm.
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From this analysis, we can see that we can approximate the variances of
the first half of a long dendrite with L ∼ 1000µm from the semi-infinite variances
if λ ≤ 200µm. However, we note that slower relative synaptic drives (higher βs)
reduces the accuracy of this approximation.
2.6 Dendrite-and-Axon Model
Here we expand the model to consider two cables, a dendrite receiving synaptic drive
as before and an unmyelinated passive axon receiving no synaptic drive, as detailed
in Figure 2.8. We do not consider the effects of myelination because we are interested
in the rate at which spikes are triggered, as calculated from voltage statistics of the
unmyelinated axon initial segment (AIS), rather than propagation of spikes through
the myelinated axon. However, myelination will lower the load conductance of the
axon, and it is possible to deal with myelination in this framework using a model
similar to [132].
As described in section 1.5, the action potential (AP) is initiated a short
distance down the axon in the AIS, a distance which has some variation both between
different types of neurons [122,133, 134], neurons of the same type [16], and can be
altered by electrical activity [121]. This model allows us to vary the site of AP
initiation, which we will hereafter term the trigger position denoted by Xth, and
observe how this affects the firing properties. Furthermore, as axons are typically
thinner than dendrites [16], these two cables will have different properties, which
again will affect the firing rate.
s(X1,T)
X1 XαL1, λ1 Lα, λα
μ1
Xth
Figure 2.8: Model of a dendrite receiving synaptic drive (green arrows) connected
to a passive axon receiving no input. The trigger position along the axon, Xth, is
shown by the blue arrow. For semi-infinite neurites we take L1 = ∞ = Lα.
With a dendrite receiving synaptic drive connected at its end to a passive
axon receiving no drive, we denote the dendritic and axonal properties by the sub-
scripts 1 and α respectively. Measuring the voltages v1 and vα both from EL (as-
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where the neurites meet at x1 = 0 = xα, representing a nominal soma. Since we
choose to measure v1 and vα from the same level EL, the boundary conditions of
continuity of potential and conservation of current are
v1(0, T ) = vα(0, T ), λ1Gλ1
∂v1
∂X1
(0, T ) + λαGλα
∂vα
∂Xα
(0, T ) = 0. (2.55)
We will treat the dendrite and axon as semi-infinite and reasonably assume (as is
typically done in other models [98, 135, 136]) that the membrane capacitance per
unit area, leak conductance per unit area and leak current reversal potential is the
same in both the dendrite and axon.
We rescale the spatial dimension with respect to each neurite, so that x1 =
X1/λ1 and xα = Xα/λα. However we rescale time in both neurites with respect to
the dendritic time constant. Defining βα = τα/τ1, our rescaled equations are
∂v1
∂t










where since we assume the same capacitance per unit area in the dendrite and
unmyelinated axon, then βα = g1/gα, where gα is the membrane conductance per
unit area of the axon.
2.6.1 Dendrite-and-Axon, Green’s Functions
For more general boundary conditions that exist with neuronal sections with differ-
ent properties, we cannot use the method of taking Fourier transforms in space and
time. Instead we use Green’s functions in space and frequency. Integration of these
Green’s functions with the stochastic drive can then yield the mean, variances, and
later in Chapter 3 these quantities under modulation. For a space-time delta input
to the dendrite at location y1 at time t
�, the Green’s functions G11(x1, y1; t, t�) and













where the notation Gjk denotes the response in neurite j due to an input in neurite
k. As the Fourier domain also allows for treatment of the soma and quasi-active
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currents [103, 104], the Green’s function in the Fourier domain G̃(xi, yj ;ω) is more
appropriate. Taking the temporal Fourier transform of (2.57) and defining γ1 =√
1 + iω and γα =
√
1 + iωβα gives a second order differential equation in xj for
each neurite
γ21 G̃11(x1, y1;ω) =
∂2G̃11
∂x21




where the boundary conditions for the Green’s functions are inherited from the cable
equations (2.55)







Noting our earlier definitions of λ and Gλ in section 1.3.3, and assuming that the
axial resistivity ra is constant in both neurites, we can express Gλα/Gλ1 in terms of












Here we will introduce the sum-over-trips formalism described in [103, 104, 137]
because it generalises to any number of dendrites. This approach is explained in
more detail in the Appendix A.2 and can be used to derive the time- or Fourier-
domain Green’s function of an arbitrary neuronal branching structure by considering
all possible paths from a measurement location xi to an input location yj .
Since all the morphologies we consider with multiple neurites have them all
as semi-infinite, we only need to consider two situations: the response at xi from
an input on the same neurite at yi, Figure 2.9(a), and the response at xi from an
input on a different neurite at yj , Figure 2.9(b). With γi =
√
1 + iωβi, the Green’s




+ (2f̃i − 1)e−|xi+yi|γi ,




where the segment factor f̃j represents the relative admittance of neurite j compared
to the whole node. For m neurites that emanate from a node with a soma (denoted
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Figure 2.9: Examples of different trips on semi-infinite neurites from output xi to
input yj : (a) There are two trips from xi to yj on the same neurite, one of length
|xi + yj | (red) and another of length |xi − yj | (blue). (b) There is a single trip from
xi to yj on different neurites.
With the dendrite-and-axon model there are only two neurites, and since
input only arrives at the dendrite, we only need consider G̃11 and G̃α1. Thus we only











































With these Green’s functions and an arbitrary input Ĩ(y1;ω), the potential in neurite
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G̃j1(xj , y1;ω)Ĩ(y1;ω)dy1. (2.66)
Taking the inverse Fourier transform yields the potential in the time domain








G̃j1(xj , y1;ω)Ĩ(y1;ω)dy1. (2.67)
From this general expression we will proceed to compute the mean and variances in
the axon.
2.6.2 Dendrite-and-Axon, Mean
Due to the lack of synaptic drive in the axon, the mean is no longer spatially uniform
in either the dendrite and axon. Recall from section 1.4.2 that we scaled the synaptic
drive and intensity according to
s =






Now that �V1� �= EL+µ, if we rescale in the same way, and keep all other quantities
constant, this would imply that σs is now spatially dependent. However since Es is
typically much larger than �V1� and EL when its value is dominated by excitatory
synapses (Es ∼ 0mV, EL ∼ −70mV), (2.68) can be approximated by our spatially
homogeneous definitions of s and σs used earlier in (1.43). Nevertheless, the meth-
ods we present here can account for spatially varying σs.
To obtain the mean, we could simply take the expectation of each term in
(2.56) and solve the second order ODE. However, it is simple to use the Green’s
functions we just derived (2.64) if we note that the input into dendrite is given by
Ĩ(y1,ω) = 2πµ1δ(ω) + s̃(y1,ω). (2.69)
Substituting this into (2.67), we get the potential in neurite j as
vj(xj , t) = µ1
� ∞
0









G̃j1(xj , y1;ω)s̃(y1;ω)dy1, (2.70)
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G̃j1(xj , y1; 0)dy1. (2.71)


























e−xα = µ1f̃1(0)e−xα . (2.73)
This shows that the mean monotonically decreases for decreasing x1 and increasing
xα. This is shown in Figure 2.10(a), with the mean in the axon decaying much more
rapidly with distance from x=0 than in the dendrite.
2.6.3 Dendrite-and-Axon Variances, White-Noise
Since APs are initiated in the axon [97,98], to calculate the upcrossing rate we need
only find the variances in the axon. Since we have taken the Fourier transform in
time and not in space, we utilise the correlator
�ξ̃s(y,ω)ξ̃s(y�,−ω�)� = 2πδ(y − y�)δ(ω − ω�). (2.74)
The variance in neurite j can be found from subtracting the mean from (2.70),


















For both white and coloured noise, the expectation of the fluctuating synaptic com-
ponent has the form
�s̃(y1,ω)s̃(y�1,−ω�)� = 2πδ(y − y�)δ(ω − ω�)|s̃(y1,ω)|2, (2.76)
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|G̃j1(xj , y1;ω)|2|s̃(y1;ω)|2dy1. (2.77)
The notation |s̃|2 here is used to express the frequency-domain power spectral density
of the synaptic drive. Similarly for the derivative variance, noting that for steady









|G̃j1(xj , y1;ω)|2|s̃(y1;ω)|2dy1. (2.78)
For white noise |s̃(y1,ω)|2 = 4σ2WN. Noting that γj(−ω) = γ∗j (ω), where ∗ denotes
the complex conjugate, to express |G̃α1|2 we introduce the term



























which in general we must resolve numerically. In the special case of equal trans-
membrane conductances, which results in γ1 = γα and βα = 1, we can move the






















Note that in the limit λ1/λα → ∞, (2.83) tends to the variance for the semi-infinite
dendrite (2.40), while for λ1/λα = 1 we obtain σ
2
WN/2, half the infinite value. It
is possible to obtain the white-noise driven variance for any xα in terms of special
functions, but only for the specific case of g1 = gα (Appendix A.4.3).
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More interestingly, due to the spatial filtering of fluctuations in the axon
(represented by e−xαzα), the derivative variance is finite in the axon (but not in the












where in the special case of g1 = gα this can be reduced to closed-form in terms
of special functions, Appendix A.4.3 (A.50). An important consequence of the
derivative variance being calculable in the axon for white noise is that it allows the
upcrossing method to be used, as we shall calculate later.
In general, we find that at a given dimensionfull axonal position Xα and
dendritic length constant λ1, σ
2
v varies non-monotonically with λα, as shown in
Figure 2.10(b). This is also the case for σ2v̇ , but only very near Xα = 0 with
extremely high values of λα and is thus not depicted. When the ratio of the standard
deviations, σv̇/σv, is plotted for different λα we see in Figure 2.10(c) that this ratio
increases with increasing λα, which is significant for the upcrossing rate as we shall
see later.
2.6.4 Dendrite-and-Axon Variances, Coloured-Noise
With coloured noise we have |s̃(y1;ω)|2 = 4σ2sβs/(1 + ω2β2s ) as in all previous
coloured-noise spatial cases. This means that the variance is given by a simple










z1(1 + ω2β2s )|β2αλ31γ1 + λ3αγα|2
dω, (2.85)
which must be computed numerically, as must also the case for γ1 = γα.
2.6.5 Dendrite-and-Axon, Firing Rate
White-Noise Firing Rate
With white-noise input, the upcrossing approximation can be used for Xth > 0,
however it generally gives a poorer fit than for coloured noise, as seen in Figure
2.10(d) (compare with coloured noise in Figure 2.11(a)). Nevertheless both the
simulated firing rate and the upcrossing rate show a non-monotonic dependence of
the firing rate on the axonal length constant λα. We saw earlier that the axonal
mean (Figure 2.10(a)) and prefactor σv̇/σv (Figure 2.10(c)) increase with λα, which
by themselves would increase the upcrossing rate. However, the dependence of σ2v
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on λα eventually causes the upcrossing rate to decrease as λα increases, as 2σ
2
v is the
denominator of the exponent for the upcrossing rate (2.1). The effect of λα on σ
2
v
eventually dominates the effect of the length constant on the firing rate, explaining
the decrease seen in Figure 2.10(d) for λα = 150µm.







































































































Figure 2.10: For the dendrite-and-axon model, (a) when λα is lower than λ1 the
mean potential (2.72, 2.73) decays more rapidly in the axon. (b) With white-noise
drive, increasing λα always lowers the variance (2.81) at xα = 0, but can increase
it further down the axon. (c) The derivative variance (2.84) exists for xα > 0 and
the ratio σv̇/σv monotonically increases with λα at all positions. (d) Both the firing
rate (triangles) and the upcrossing approximation (theory calculated from (2.1):
solid line, simulation: circles) vary non-monotonically with λα. Other parameters:
τv = 10ms, λ1 = 200µm (d) Xth = 35µm, vth = 10mV, σWN = 1.5mV.
Coloured-Noise Firing Rate
The effect of a passive axon on the fluctuation-driven firing rate with coloured-noise
input can be evaluated by placing the trigger position at Xth = 0 and calculating
the ratio of the firing rate with the axon to that with sealed semi-infinite dendrite,
raxon/rsealed. The axon acts as a passive conductance load, which can be changed by
keeping λ1 constant and varying the ratio of the axonal and dendritic radii, aα/a1.
aα/a1 = 0 corresponds to the sealed semi-infinite dendrite as the axon has zero
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radius. Keeping vth as measured from EL the same for each value of aα/a1, Figure
2.11(a) shows that even a narrow axon significantly reduces the firing rate. This
effect results from the mean and variance at x = 0 being reduced from the increase in
λα caused by increasing aα (section 1.3.3). If we kept vth−�v(0)� constant instead to
eliminate the mean contribution, the same effect would be present but the decrease
in raxon/rsealed would be slower with increasing aα/a1.










































































































Figure 2.11: For the dendrite-and-axon model subject to coloured noise: (a) With
Xth = 0, increasing the axonal radius aα reduces both the simulated threshold-reset
firing rate and upcrossing rate (2.1). (b) When Xth = 30µm the firing rate varies
non-monotonically with λα. (c) For λ1 = 200µm, the radius ratio for maximising the
upcrossing rate is aα/a1 ∼ 0.25, while (d) shows that increasing λ1 and decreasing
Xth decreases the ratio for maximal upcrossing. Other parameters: (a-d) βs = 0.5,
σs = 3mV, vth = 10mV, (a-c) λ1 = 200µm, (a) µ1 = 5mV (b-c) Xth = 30µm, (d)
µ = 10mV, λα = 100µm.
For a fixed dimensionfull trigger position Xth > 0, we find that, like white-
noise input in Figure 2.10(d), the fluctuation-driven firing rate also varies non-
monotonically with the ratio of length constants λα/λ1 for coloured-noise input, Fig-
ure 2.11(b). We investigated this non-monotonic effect further in terms of the axon
to dendrite radius ratio aα/a1, and µ, Figure 2.11(c). In this instance (λ1 = 200µm),
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the ratio that maximises firing is ∼ 0.25, which is similar to the ratio between the
AIS and apical dendrite in pyramidal cells [16,138]. When λ1 is increased, this ratio
decreases as shown in Figure 2.11(d) (i.e. favouring a thinner axon), but aα/a1 is
still in a physiologically reasonable range. In the same panel, we also see that the
ratio for maximising the firing rate is higher for trigger positions further from the
nominal soma (Xth increasing).
Intuitively, the non-monotonic dependence of the upcrossing rate on aα/a1
can be understood from the definition of λα, which is proportional to
√
aα (section
1.3.3). Thus the decay length of voltage fluctuations that enter the axon from the
dendritic stimulation increases, which can increase both �vα(Xth)� and σ2vα(Xth)
by lowering the exponent xth in (2.73) and (2.85). On the other hand, a larger
λα increases the input conductance of the neuron, which will act to decrease both
�vα(Xth)� and σ2vα(Xth) by lowering the prefactor in (2.73) and (2.85). For smaller
λα, the decay length effect is more significant, whereas for larger λα the increase
input conductance plays a larger role.
2.7 Ball-and-Stick Model
The ball-and-stick model neuron, first proposed by Rall [129], adds an isopotential
soma with transmembrane conductance Gσ, capacitance Cσ to the end of a dendrite.
The soma is now electrically significant, which we will hereafter term “substantial”
in contrast to the “nominal” soma with negligible electrical properties. Here we will
choose the end x = 0 of the dendrite to place the soma. Denoting the potential at
x = 0 as Vσ(T ), the somatic boundary condition is found via the conservation of










As mentioned earlier, for this thesis we will not consider synaptic drive at the soma.
This is done to allow for comparison between the ball-and-stick model and the other
spatial models with a nominal soma. The mean and variance contributions from
somatic drive would simply add linearly and not qualitatively change the nature of
the results. A description of how to incorporate synaptic drive at the soma is given
in Appendix A.5.
















where τσ = Cσ/Gσ is the somatic membrane time constant. Here we can rescale
space and time in terms of the dendrite, defining βσ = τσ/τv and measuring all



























where there is now a neuritic dominance factor for each cable with ρj = Gλj/Gσ. If












where λ1 and λα differ due to both differences in membrane conductance and radius.
In the case with no axon, the limits ρ → 0 and ρ → ∞ converge to a killed (v(0, t)
constant) and sealed end respectively. With an axon, the limit ρ → ∞ corresponds
to the nominal soma condition we explored in the section 2.6.









hence we can derive the Green’s function from (2.61) as












From (2.93) we can see that |G̃|2 will have a term equivalent to that of the infinite
cable, |G̃∞|2 = e−|x−y|z1/(4|γ1|2). This implies that, while the soma applies temporal
filtering, the derivative variance σ2v̇ will still be undefined for distributed white-noise
input. Thus we will focus on coloured-noise input in this section.
Dendrite and Axon






γ2σ + ραγα + ρ1γ1
, (2.94)
which after substitution into the sum-over-trips equations (2.61) yields
G̃11(x1, y1;ω) =
(ρ1γ1 + ραγα + γ
2
σ)e
−|x1−y1|γ1 + (ρ1γ1 − ραγα − γ2σ)e−|x1+y1|γ1





γ2σ + ραγα + ρ1γ1
. (2.95)
2.7.2 Ball-and-Stick Model, Mean
Similar to the dendrite-and-axon model, the lack of synaptic drive at the soma
causes the mean potential to be spatially varying, even when there is no axon.
Semi-Infinite Dendrite Only





















which implies that the mean is always greatest in the bulk of the dendrite and lowest
at the soma, with �v(x)� monotonically increasing with the distance from the soma
x. As expected, in the sealed end limit (ρ → ∞) �v(x)� = µ while in the killed end
limit (ρ → 0) �v(x)� = 0. This is shown in Figure 2.12(a).
Dendrite and Axon
When an axon is present, we are most interested in the mean either in the axon or
soma (xα = 0) since it is in the AIS that firing occurs. Using the axonal Green’s
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function (2.95) we find that, as in the dendrite, decreasing ρ1 also lowers the mean
in the axon
�vα(xα)� = µf̃10(0)e−xα =
µρ1
1 + ρα + ρ1
e−xα . (2.97)
2.7.3 Ball-and-Stick Model Variances
Semi-Infinite Dendrite Only
Calculating the variance using the same method as before (2.77), Figure 2.12(b)
shows that the variance increases at all locations as the dendrite-to-soma conduc-
tance ratio ρ increases towards the value for a nominal soma (ρ → ∞), with the
value in the bulk of the dendrite (x → ∞) unaffected by the somatic load. The vari-
ance profile with length is generally non-monotonic except for low ρ, with a peak in
σ2v within a fraction of λ of the soma.
Dendrite and Axon
The variance profile in the dendrite still varies non-monotonically with x1 for larger
ρ1, but always decreases with xα in the axon, as shown in Figure 2.13(a).





































Figure 2.12: (a) A larger soma (decreasing ρ) reduces the mean (2.96) near the
soma. (b) Increasing ρ changes the variance (2.77) from being lowest to highest
near the soma. Other parameters: λ1 = 200µm, βα = 7/6 µ = 10mV, σs = 1mV.
2.7.4 Ball-and-Stick Model, Firing Rate
As we might expect from the reduction in both the mean and variance, a larger
soma (lower ρ1) reduces the steady-state firing rate, Figure 2.13(b). To see how the
soma affects the axonal load, we set the trigger position at Xth = 0 and repeated
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the analysis in Figure 2.11(a) with various conductance ratios ρ1. The upcrossing
rate with no axon was fixed at 1Hz for each somatic size by adjusting σs. This was
to account for the soma’s effect on the firing rate in Figure 2.13(b), ensuring that
we focus solely on the effect of the axonal load. Figure 2.13(c) shows that lower
ρ1 causes raxon/rno axon to decrease more slowly with increasing aα/a1, as the same
axonal load is smaller in relative terms when the somatic conductance is larger.
Finally, the effect of the soma on the axonal radius that maximises the firing
rate is shown in Figure 2.13(d). As mentioned in section 2.6.5 when had a nominal
soma, increasing the axonal trigger position increases the ratio aα/a1 that maximises
the upcrossing rate. Decreasing ρ1 also increases the maximal value of aα/a1. This
is because the mean-increasing effect at Xth of a larger axon is more significant than















































































































Figure 2.13: The somatic conductance reduces the variance (2.77) and hence the
fluctuation-driven firing rate, where lower ρ1 indicates a larger soma. (a) Dendritic
variance varies non-monotonically for larger ρ1, but always decreases with axonal
position. (b) The reduction in σ2v from smaller ρ1 decreases both the simulated firing
rate (triangles), theoretical (solid lines) and simulated upcrossing rates (circles). (c)
The relative effect of the axonal load on the firing rate is reduced with decreasing ρ1.
(d) Decreasing ρ1 increases the relative axonal radius that maximises the upcrossing
rate for Xth > 0. Parameters used: (a-d) λ1 = 200µm, βs = 0.5, vth = 10mV, (a)
λα = 150µm. σs = 1mV (b) Xth = 30µm, λα = 100µm, σs = 3mV (d) µ = 10mV,
σs = 3mV.
2.8 Multiple Dendrites and Axon
Most neurons have multiple dendrites radiating from the soma rather than just
a single branch. For example, many basal dendrites radiate from the soma of a
pyramidal cell. The functional effects of a neuron’s dendritic topology has been
explored in various theoretical and modelling studies [139–142]. Here we analyse a
model that has n dendrites and an axon, where the dendrites have with identical
membrane properties and identically distributed but independent synaptic drive.
First we will consider the soma to have negligible electrical load (nominal), and
later we will examine the effects of a electrically substantial soma as in section 2.7.
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= µj − vj + λ2j
∂2vj
∂X2j
+ sj , j = 1, 2, ..., n (2.98)
and due to the identical membrane properties and identical mean synaptic drive
τ1 = τ2 = ... = τn, λ1 = λ2 = ... = λn, and µ1 = µ2 = ... = µn. Hence we
will hereafter refer to dendritic properties with the subscript 1. The fluctuating




= −sj + 2σs
�
βsξj(xj , t). (2.99)
While the parameters βs and σs are the same for each dendrite, the independence
of synaptic drive means that there is zero correlation between ξj and ξk for different
dendrites. Mathematically this can be written as
�ξj(xj , t)ξk(xk, t�)� = δjkδ(xj − xk)δ(t− t�), (2.100)
where δjk is the Kronecker delta function. The current conservation condition with

















where βα is as defined in section 2.6. With an electrically substantial soma, the


















2.8.1 Multiple Dendrites and Axon, Green’s Functions
Nominal Soma
With a nominal soma, we start by deriving the Green’s function for the axon in
response to input in dendrite 1, G̃α1. Using the fact that all the dendrites have

































which we can see reduces to the Green’s function for a dendrite and axon for n =
1 (2.64). Furthermore, since all dendrites have identical properties, the axonal
response Green’s functions are the same: G̃α1 = G̃α2 = ... = G̃αn.
For the dendrites there are two different Green’s functions to consider; the
response in dendrite 1 due to input at a different dendrite, G̃12, and the response
due to an input in the same dendrite, G̃11. For G̃12, there is only a single trip and we




























When the soma is electrically substantial, we must change the segment factor to








ραγα + γ2σ + nρ1γ1
, (2.107)
from which we substitute into (2.61) to obtain the Green’s functions.
2.8.2 Multiple Dendrites and Axon, Mean
With multiple input dendrites, due to the linearity of the system, the response in a
neurite is calculated as the sum of the contributions from each dendrite. For input











G̃ij(xi, yj ;ω)Ĩj(yj ;ω)dyj . (2.108)
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G̃ij(xi, yj ; 0)dyj , (2.109)
which simplifies further for the axon since all dendrites have the same properties
























which shows that the mean always increases by increasing the number of synaptically
driven dendrites n, to a maximum of µ1e
−xα as n → ∞. With an electrically




1 + ρα + nρ1
. (2.111)
2.8.3 Multiple Dendrites and Axon Variances
Given that (2.108) implies that the contribution to the axonal voltage from each den-















G̃αj(xα, yj ;ω)s̃j(yj ;ω)dyj . (2.112)
If the synaptic drive is independent between dendrites, then the variance contribu-












|G̃αj(xα, yj ;ω)|2|s̃j |2dyj . (2.113)
Therefore for coloured noise and identical dendrites with identically distributed












and the derivative variance is found simply via multiplication of the integrand by ω2.
While for brevity we have neglected the more difficult problem of the synaptic drive
being correlated across dendrites, the framework developed here can accommodate














z1|γ1|2(1 + ω2β2s )
e−xαzαdω. (2.116)
While this integral in general must be calculated numerically, it gives some insight
into how the σ2v varies with n. For large n with both a nominal and substantial
soma, |f̃1(ω)|2 ∼ 1/n2 and hence we should expect that σ2vα ∼ 1/n for large n.
This large n tendency also applies to the derivative variance σ2v̇α and is very clearly
seen for the nominal soma when both time constants are equal, making the segment
factor independent of ω with f̃1(ω) = f̃1(0). This result is a generalisation of what
we found in section 2.4.2 with the variance of the infinite dendrite model being half
that of the semi-infinite model at x = 0.
For a nominal soma, both axonal variances monotonically decrease with n
across a large range of λα, βα and xα, Figure 2.14(a). The ratio between the
variances, σv̇/σv, is also remarkably similar (if not quite constant) with n as seen
in Figure 2.14(b). Thus, we should expect the number of dendrites n to affect the
upcrossing rate mainly through changes in mean and variance σ2v . Note also that
the non-monotonicity of σ2v with the ratio of the length constants λα/λ1 seen for the
single dendrite case is retained for n dendrites and that this relationship changes as
the dendritic number increases.
However, for a substantial soma, the variances no longer monotonically de-
crease with n but instead peak at an intermediate value, Figure 2.14)(c, d). More-
over, the value of n that maximises σ2v is in general different to the n that maximises
σ2v̇ , implying that the ratio σv̇/σv is no longer approximately constant as was the
case for the nominal soma. This is because the frequency dependence of the seg-
ment factor f̃1 differs for a substantial soma due to the γ
2
σ term in the denominator
(2.107). Thus increasing the number of dendrites for small n has a smaller effect
on |f̃1|2 while scaling the prefactor of (2.116). Note that the absolute value of both
variances decreases with decreasing dendrite-to-soma conductance ratio ρ1 for any
number of dendrites. Therefore, from this we should expect the number of dendrites
to affect the upcrossing rate differently when the soma size is changed.
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Figure 2.14: The variances decrease as 1/n for a large number of dendrites n, but
for a small number of dendrites the presence of a substantial soma can make this
dependence non-monotonic. (a) For a nominal soma the variance decreases mono-
tonically with n. (b) The ratio between the standard deviations is surprisingly close
to constant, even when the axonal and dendritic time constants differ. (c) With a
substantial soma, the variance peaks for a small dendritic number. (d) σ2v̇ generally
peaks for a larger dendritic number than σ2v and does not require as small a value of
ρ1 for non-monotonicity to occur. The variances in each case are calculated using
(2.116). Parameters used: (a-d) Xα = 30µm, λ1 = 200µm, βs = 0.5, βα = 7/6,
σs = 1.0mV, (c-d) λα = 150µm.
2.8.4 Multiple Dendrites and Axon, Firing Rate
Nominal Soma
For the nominal soma, we have seen that increasing the number of dendrites n
increases �v� (2.110), decreases σ2v (Figure 2.14(a)), while σv̇/σv remains roughly
constant (Figure 2.14(b)). Since the upcrossing rate (2.1) for �v� < vth increases
with increasing �v� and decreases with decreasing σ2v , the effect of dendritic number
n on the fluctuation-driven firing will depend on whether the mean increasing or
variance decreasing effect is stronger.
For smaller mean drive µ or lower λα, the decrease in σv from additional
63
dendrites affects fluctuation-driven firing than increases in �v�, hence the firing rate
decreases as shown in Figure 2.15(a). On the other hand, when the mean is more
significant for fluctuation-driven firing (larger µ or λα), the firing rate is initially
increased by additional dendrites, with Figure 2.15(b) showing the firing rate is
maximised with n = 2 for lower µ and n = 3 with higher µ. Note that since the
axonal mean converges to a finite limit as n → ∞ while the variance decreases
to zero, the fluctuation-driven firing rate will always eventually decrease with the
number of dendrites when n is large enough.
The dendritic number for which maximises the upcrossing rate, nmax, is
shown in more detail as a function of axon to dendrite radius ratio aα/a1 and
mean drive µ in Figure 2.15(c). Intuitively, a relatively wider axon allows the in-
creased mean drive component from additional dendrites to propagate further along
the axon, increasing �vα(xth)� and hence increasing nmax. Increasing µ increases
�vα(xth)� linearly (2.110), hence increasing nmax.
In the previous simulations, the total leak conductance of the neuron in-
creased with the number of added dendrites, and one may presume that the increase
in leak is responsible for the decrease in firing rate with n. To this further, we fixed
the leak conductance of the cell by varying the dendritic radius a1 with n. Given
that the total input conductance for n dendrites and an axon is
Gin = n(2πa1λ1)g1 + 2πaαλαgα, (2.117)
we can keep the total input conductance the same as the one dendrite case, Gin(n =
1) using the relationship λ1(n) = λ1(n = 1)/n













Since we found earlier that the integrands for the variances are proportional to
|f̃1(ω)|2 (2.116), this shows that the variances and hence the firing rate for fixed
λα still decrease with n for lower µ and λα as shown in Figure 2.15(d). Thus the
reduction in fluctuation-dominated firing due to additional dendrites is not simply
due to the fact that adding more dendrites increases the cell size, but because the
relative admittance of each dendrite compared to the total cell admittance, f̃1(ω),
decreases. This relative admittance decrease with n represents voltage fluctuations
from one dendrite being able to diffuse to the n − 1 other dendrites as well as the
axon.
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Figure 2.15: Increasing the number of dendrites (a) decreases the firing rate for
smaller λα, while (b) increases it for larger λα. (c) Higher µ and relative axon
size aα/a1 increases the number of dendrites that maximises dendritic firing. (d)
Increasing the number of dendrites while keeping the total cell conductance equal
to the n = 1 case in (2.117) results in an even faster reduction in the firing rate
with n than (a). In panels (a, b, d) solid lines indicate the theoretically predicted
upcrossing rate (2.1), while circles and triangles show upcrossing and threshold-reset
simulations respectively. Parameters used: (a) λα = 100µm, (b) λα = 150µm (d)
λ1(n = 1) = 200µm, λα = 100µm, (a-c) λ1 = 200µm, (a-d) Xth = 30µm, βs = 0.5,
βα = 7/6, σs = 3mV, vth = 10mV.
Substantial Soma
For a substantial soma and using the same parameters as the nominal soma in Figure
2.15(a), Figure 2.16(a-d) shows that smaller ρ1 increases the number of dendrites
that maximise firing. A contributing factor why this is the case is because since
the somatic load is fixed, the relative impact on the conductance of adding more
dendrites is smaller. However, a smaller conductance ratio ρ1 always reduces the
overall firing rate for the same input drive.
65










































































































Figure 2.16: A larger axon and soma (smaller ρ1) increase the number of dendrites
that maximises the fluctuation-driven firing rate. The theoretical upcrossing rate
(solid lines) (2.1) is compared with the simulated upcrossing (circles) and threshold-
reset rates (triangles) for three different somatic sizes: (a) ρ1 = 16, (b) ρ1 = 9, (c)
ρ1 = 4. (d) The number of dendrites that maximises the upcrossing rate, nmax,
increases with increasing µ and decreasing ρ1 (larger somata). Other parameters:
(a-d) λ1 = 200µm, λα = 100µm, Xth = 30µm, σs = 3mV, vth = 10mV.
2.9 Summary
This chapter has demonstrated that in the fluctuation-driven low firing-rate regime,
the upcrossing approximation allows for analytical study of spatially extended neu-
ron models that need not be limited to a single dendrite nor with stochastic synaptic
drive confined to a single point, but distributed as is the case in vivo. The only re-
quirements for the upcrossing rate to be defined are the calculation of the voltage
mean, variance and rate-of-change of variance at the AP trigger position. The
upcrossing method provided a good approximation for these simple models in the
low-rate limit with firing rates <5 Hz, which is representative of the slow average fir-
ing rates of neocortical pyramidal cells [119,120], with more detailed analysis of the
validity of the upcrossing approximation in Appendix C.2.1. Despite the structures
being relatively simple compared to full neuronal morphologies, they demonstrate
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considerable richness in the steady-state beyond what point-like or even compart-
mental models capture.
For the infinite and semi-infinite dendrite models (sections 2.3 and 2.4), the
upcrossing rate was shown to be independent of the electrotonic length constant,
which was surprising given that λ sets the range over which synaptic drive con-
tributes to voltage fluctuations. The intuitive explanation for this was that λ is the
only parameter with units of length, and thus cannot be present in the firing rate.
Furthermore we also found that fixing the output voltage standard deviation be-
tween the two models by adjusting the synaptic standard deviation, the upcrossing
rate and the simulated firing rate beyond the range of the upcrossing approximation
was the same. This suggests that there is a universal functional form for the firing
rate parametrised by σv that is independent of λ and the number of dendrites. This
functional form for both coloured noise and in the white-noise limit is distinct from
the point neuron LIF model and merits further mathematical analysis.
The addition of an axon allows the trigger position for firing to be placed
in the AIS and causes the mean potential to spatially vary across the structure,
leading to various interesting effects (section 2.6). When the trigger position was
placed at the nominal soma, the load conductance provided by a thin axon led to
a considerable reduction in the upcrossing rate. In addition, we saw that placing
the trigger position a short distance down the AIS gave rise to a non-monotonic
dependence of the upcrossing rate on the axonal radius.
The framework was next applied to consider an electrically substantial soma
with a lumped conductance and capacitance (section 2.7). Because we did not
consider synaptic drive at the soma, it acted as a conductance sink which reduced
both the mean and variance across the neuron, significantly reducing the firing
rate. For the ball-and-stick model with a dendrite only, the mean became spatially
varying. When an axon was added, a larger soma increased the axonal radius which
maximised the upcrossing rate.
Our approach was also then extended to multiple dendrites connected to
an axon (section 2.8). Since the addition of more dendrites decreased the voltage
variance but increased the mean in the axon, this led in general to a non-monotonic
dependency of the output firing rate on the number of dendrites. The number of
dendrites for maximal fluctuation-driven firing increased for a higher mean synaptic






The average firing rate of neuronal networks in vivo often fluctuates periodically.
These oscillations were first measured from areas of the brain via EEG, from which
we get the well-known frequency bands (delta, theta, alpha, beta, gamma) [143,144].
Oscillatory behaviour has also been observed at smaller scales, such as from micro-
electrode array measurements [145–147]. From a neuropathological perspective,
the spread of oscillations is fundamental to understanding seizure propagation in
epilepsy [147], and reduced synchrony plays an integral role in schizophrenia [2].
As an important step in understanding firing-rate dynamics in neuronal net-
works, the response of individual neurons - representative of a wider population -
to oscillatory drive has been the subject of prior research. Importantly, it has been
found that neuronal populations can respond to oscillatory drive at frequencies or-
ders of magnitude higher than the mean firing rate [85, 86, 88, 148, 149]. This gives
rise to the idea of neuronal populations being able to encode information much faster
than single neurons [6, 87, 150]. The exact reasons why neuronal population firing
can respond such high frequency oscillations remains an active area of research.
Studies indicate that the spike dynamics [86], the load conductance of the dendritic
arbour [11, 127, 149], and the axonal load conductance [126] all contribute to this
high bandwidth.
In this chapter we focus purely on the firing-rate response of spatial neuron
models to sinusoidally modulated drive. Two types of modulation that together
represent modulation of the presynaptic firing rate are considered; modulation of
the mean and the variance of the synaptic drive. In addition we also consider
local current modulation applied at a single point on the structure, representing
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an external modulating current. We show that the upcrossing method can be used
to calculate an approximation for the oscillatory firing rate and we utilise this in
the limit of small amplitude modulation. This approach is first applied to the
previously studied passive point-neuron model, before moving on to spatial models
with progressively more complex morphologies.
3.1.1 Oscillatory Presynaptic Drive
Many collections of neurons are thought to be able to encode information through
their mean firing rate [81, 124, 150]. Since Fourier’s theorem states that any time-
varying signal can be represented as a sum of sinusoids, calculating the firing-rate
response of the postsynaptic neuron to small-amplitude sinusoidal presynaptic back-
ground activity allows us to infer the firing-rate response of the neuron to any weak
time-varying modulation of the presynaptic firing rate. For sinusoidal modulation
at angular frequency Ω, the mean presynaptic firing rate is written as
rs = rs0 + rs1e
iΩt, (3.1)
where rs0 is the steady-state component of the presynaptic firing rate and rs1 is the
amplitude of oscillations about this level.
If we assume that rs1 is small compared to rs0, then substitution of (3.1)
into the equation for the synaptic conductance (1.27) yields terms oscillating at
the same frequency Ω which modulate the mean and variance of the neuron. This
derivation is given fully in Appendix A.3. For clarity we let the membrane potential
V = �V �0+u, where �V �0 is the steady state mean component and u is the combined
fluctuating and oscillatory voltage. Defining the stochastic synaptic drive s in the
same manner as section 1.4.2, our dimensionless time equations for the point neuron












where �m and �v are the real-valued coefficients for the resulting synaptic mean and
variance modulation respectively. This form agrees with that found in [9]. Adding
d�v�0/dt to (3.2) would allow us to assess the voltage measured from rest with no
synaptic drive, v = V −EL. However, since we have studied changes in the steady-
state mean in detail in the previous chapter, we will restrict our analysis here to the
variable u which both oscillates and fluctuates about �v�0.
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where �m and �v are spatially uniform since we apply a spatially uniform modulation
of the presynaptic drive.
3.1.2 Oscillating External Currents
Another form of modulation comes from external currents. These can arise from
local-field potentials or gap junctions, and affect the voltage directly without synap-
tic filtering. Much of the existing experimental [85, 86, 148] and theoretical litera-
ture [126, 127] has used this type of modulation. With a magnitude of �c for the
point neuron, this current modulation is represented as
du
dt
= −u+ �ceiΩt + s. (3.4)
For spatially extended neurons, an electrode can apply current modulation to a
specific position xc, which we write as
∂u
∂t




3.1.3 Linear Frequency Response
Due to the linearity of the system, the synaptic mean, variance and current modu-
lation components can be analysed in isolation from each other, and then linearly
combined to give the overall response. Furthermore, provided that the modulation
amplitudes �c,m,v are small, this means that we can approximate the firing rate
response to first order, hence for modulation type j
rj = r0 + r1j�je
iΩt +O(�2j ), (3.6)
where r0 represents the steady-state firing rate, which for the upcrossing approxi-
mation is given by 2.1. Therefore when all three modulation types present we can
sum the first order contributions linearly to yield





Simulations were performed to verify both the validity of the linear frequency
response and upcrossing approximations, with the specific details of the approach
used in Appendix B.2. Hence in each figure we show values from both dynamic
upcrossing and threshold-reset simulations. Each model was simulated with modu-
lation for a fixed time period, with the existence of an upcrossing or threshold-reset
event noted at each time step. This was repeated for many different random re-
alisations (∼ 106–108) to give the time-varying ensemble-averaged firing rate as a
function of time. A discrete Fourier transform method was finally used to extract
the amplitude, |r1j |, and phase, ∠r1j , of the firing-rate response.
An example of the dynamic firing-rate response due to an oscillatory input
























Figure 3.1: Example of input current modulation causing oscillations in the firing
rate. (a) Averaging over realisations of the time-dependent firing rate yields a
histogram which oscillates about the steady-state level r0 with amplitude �r1. (b)
The theoretical upcrossing-rate response is compared with the input modulation,
showing a small phase lag ψ.
3.1.4 Current/Synaptic Mean Modulation Upcrossing Rate
When looking at current or synaptic mean modulation only, the general upcross-
ing rate derived in Chapter 1 (1.56) differs from the steady state mainly in that
�u̇� �= 0; however, we still have for the covariance cov(u, u̇) = 0 (since we are only
changing the mean value and not altering stochastic fluctuations). Recalling the
earlier notation from section 1.8, this means that �u̇�th = �u̇�, [σu̇]th = σu̇, and
hence η = �u̇�/(σu̇
√
2). Denoting our modulation prefactor as �c,m, for small �c,m,
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the now time-dependent first moments will take the form
�u(t)� = �u�0 + �u�1�c,meiΩt, �u̇(t)� = �u̇�0 + �u̇�1�c,meiΩt, (3.8)
where �u�0 = 0 by definition, and as we saw in the steady state �u̇�0 = 0. Substitut-
ing these expressions into the general formula for the upcrossing rate (1.56), letting






















































where the variances of u and v are equivalent, σ2u = σ
2
v . We note that the prefactor
for r(t) is equal to the steady state upcrossing rate r0 (2.1). Thus for current or
synaptic mean modulation we have














3.1.5 Variance Modulation Upcrossing Rate
When only variance modulation is considered, the calculation of the upcrossing
rate involves the calculation of the oscillatory variances, with the first moments












cov(u, u̇) = [σuu̇]1�ve
iΩt, (3.11)
where the zeroth order term for the covariance is omitted since we explained in the
steady-state chapter that this is always zero, section 2.1.1. The terms that make up









































and hence η = �u̇�th/([σu̇]th
√








Therefore, in a similar manner to current and synaptic mean modulation, we obtain
the dynamic upcrossing rate as




























where we have broken down the upcrossing-rate response into three parts, (r11, r12,
r13) for ease of analysis.
The magnitude of the dynamic upcrossing-rate response will hereafter be












Similarly, the phase shift of the dynamic response is denoted as ψ = ∠r1/r0, with
ψ < 0 denoting that the firing rate response lags the input. As with Λ, ψ0 and ψ∞
are given by the phase at the limits of Ω = 0 and Ω = ∞ respectively.
Of particular interest in our analysis is whether ψ(Ω) = 0 at finite, non-zero
frequencies. If the modulation is generated by the firing of population of similar
neurons, then these phase zeros represent the frequencies at which firing-rate oscil-
lations in this population are in synchrony with the input drive. While in general
synchrony is also possible for ψ = 2πn, we typically find that for n �= 0 that Λ is
very small at these frequencies.
Furthermore, when we have Λ∞ = 0, the bandwidth of the firing rate re-
sponse represents the range of frequencies for which the neuron can transmit in-
formation about the incoming waveform effectively through its firing rate. Here
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we use the convention of the cutoff angular frequency Ωc being the value at which
Λ(Ωc)/Λ0 = 1/
√
2 and the half-amplitude frequency by Λ(Ω1/2)/Λ0 = 1/2. “Reso-
nance” in this thesis refers to local maxima or minima of the amplitude Λ.
3.2 Point Neuron Modulation
3.2.1 Point Neuron, Current Modulation
We can calculate �u(t)� and �u̇(t)� for the point neuron with zero steady-state mean















































which shows that there is a finite high-frequency limit. This has been found before
in point neurons for the upcrossing rate [9,151] and also for the threshold-reset firing
rate for LIF neurons subject to the coloured noise [117]. However this was not found
for white noise which instead acts as a low-pass filter with a high-frequency phase
limit of −π/4 [5, 96] or for EIF or QIF point neurons subject to white or coloured
noise [101].
This finite high-frequency limit implies that a population of these neurons can
encode information carried by current modulation arbitrarily quickly. Experiments
that have used noisy input and current modulation demonstrate that this is not
the case for pyramidal cells [85, 88, 152]. These differences arise from the dynamic
time course of the AP [86,153] and the fact that most in vitro experimental studies
typically apply the oscillation at a single point, which can make a difference as when
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shall explore in spatial models.
The presence of a single zero and pole in 3.19 means that a resonant peak is
unattainable for current modulation in the point neuron. In comparison, previous
studies found point LIF neurons subject to white noise show no fluctuation-driven
firing-rate resonance when �u�0 << uth [96, 154], but that resonances appear for
larger yet still subthreshold �u�0 [6].
Furthermore, by substituting in the steady state values for σ2u and σu̇, we








which is typically satisfied for values for which the upcrossing approximation is valid




















































Figure 3.2: For the point neuron subject to current modulation, decreasing τv
(higher βs) increases the high-frequency limit Λ∞ (3.20). Solid lines show the
theoretical predicted amplitude (a) and phase (b) of the dynamic upcrossing rate
response (3.19), while circles and triangles denote upcrossing and threshold-reset
simulations respectively. Other parameters: (a-b) τs = 5ms, uth/σv = 3.
3.2.2 Point Neuron, Synaptic Mean Modulation
Synaptic mean modulation gives a very similar response to current modulation for
the point neuron, with the only difference being a denominator of (1 + iΩβs) to the





(1 + iω)(1 + iωβs)
+
�cδ(ω − Ω)
(1 + iΩβs)(1 + iω)
, (3.22)
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and hence the first moment coefficients are given by
�u�1 =
1
(1 + iΩβs)(1 + iΩ)
, �u̇�1 =
iΩ
(1 + iΩβs)(1 + iΩ)
. (3.23)
Our upcrossing-rate response to synaptic mean modulation therefore also is changed

















which shows that while Λ0 is the same as in current modulation, the high-frequency














This shows that the upcrossing-rate response behaves as a first-order low-pass fil-
ter with respect to the modulation frequency Ω and there is no longer a finite
high-frequency limit. Furthermore the cutoff frequency is well-defined, and can be
increased by decreasing τv (increasing βs), giving neurons with faster voltage dy-
namics a larger effective bandwidth to carrying the modulation frequency in their
firing rate. This can be seen in Figure 3.3(a), and is later compared against the
infinite dendrite in Figure 3.6(c).
In terms of dynamical systems, since r1/r0 given by (3.24) has two poles and
one zero, one might imagine that a resonant peak is possible for certain parameters.







< min(1, β−1s ), (3.26)















This condition is most easily satisfied when βs = 1. However, this indicates that
uth/σu <
�
π/2 ≈ 1.25... is necessary for resonance, far below the value for which the
upcrossing approach usually gives a good steady-state approximation. We examine
the difficulty of achieving this theoretical resonance in more detail in comparison

























































Figure 3.3: With synaptic mean modulation applied to a point neuron, decreasing
τv (higher βs) increases the cutoff frequency hence increases the bandwidth. Solid
lines show the theoretical dynamic upcrossing-rate response (3.24), while circles
and triangles denote upcrossing and threshold-reset simulations respectively. Other
parameters: τs = 5ms, uth/σu = 3.
3.2.3 Point Neuron, Variance Modulation
As variance modulation causes the noise amplitude σs to be multiplied by the os-
cillatory term, a Fourier transform of the point neuron potential now introduces a





(1 + iω)(1 + iωβs)
�
ξ̃s(ω) + �v2πδ(ω − Ω) ∗ ξ̃s(ω)
�
. (3.28)















(1 + iω)(1 + iωβs)
�
, (3.29)
from which we see that the first-order term in �v of the variance is given by the
cross multiplication of the two integrals. Since our white-noise correlator implies
that �ξ̃s(ω − Ω)ξ̃s(−ω�)� = 2πδ(ω� − ω + Ω), we have to first order in �v













(Ω− 2i)(βsΩ− 2i)[βsΩ− i(1 + βs)]
. (3.31)
Similarly for the derivative variance we find that











4iσ2s [2− βsΩ2 + iΩ(1 + βs)]
(Ω− 2i)(βsΩ− 2i)[βsΩ− i(βs + 1)]
. (3.33)
Finally we must calculate the covariance by cross multiplying the integrals for u and













(Ω− 2i)(βsΩ− 2i)[βsΩ− i(1 + βs)]
. (3.34)














[σuu̇]1 = 0, (3.35)





u̇]0 in the low-frequency limit, which is general to variance modulation
and not specific to the point neuron. This can be seen by letting Ω = 0 in (3.29)
and calculating [σ2u]1. Therefore the dynamic upcrossing-rate response in the low-





































which shows that for large Ω, the [σ2v̇ ]1 term of r12 will dominate the dynamic









Hence unlike current modulation but like synaptic mean modulation, the ampli-
tude of upcrossing-rate oscillations decays towards zero at high frequencies due to
synaptic filtering. The high-frequency phase limit was found earlier for upcross-
ing in [9, 151], but differs from LIF neurons with white noise, which instead have
ψ∞ = 0 [6,96].
The cutoff frequency for variance modulation is roughly twice that for synap-
tic mean modulation, as is later shown in comparison with the infinite dendrite,
Figures 3.6(c) 3.7(c). This suggests that the bandwidth of variance-modulated sig-
nals is broader, allowing faster-changing signals to be transmitted in this way. This
agrees with a previous study which suggest that neuronal populations can convey
fast signals by changes variance than changes in the mean [150].
It is possible to obtain a resonant peak in the upcrossing rate with variance
modulation applied to a passive point neuron (as has been found previously in [151],
though their definition of variance modulation refers to modulation of s rather than
σs). However, this resonance requires low uth and high βs, so is not observed with
parameter ranges for which the upcrossing approximation is valid. The reason that
this resonance requires low uth/[σu]0 (< 1.7 for βs = 0.5) can be explained by notic-
ing that |r13| decreases monotonically as a low-pass filter, while |r11| and |r12| peak
at intermediate frequencies. Since |r13| ∝ u2th/[σ2u]0 while |r11| ∝ uth/[σu]0 and |r12|
has no dependence on the relative threshold, decreasing uth/[σu]0 more significantly
decreases the low-pass filtering effect of |r13| than the other two terms. This means
that a resonant peak emerges for as uth/[σu]0 is lowered which is otherwise masked
by the low-pass response of |r13| when uth/[σu]0 is greater.
While it is possible that the threshold-reset rate does in fact exhibit resonance
for lower uth/[σu]0, as has been found for white-noise input [96], the properties of
such firing-rate resonances (resonant frequency, peak height, phase zero) cannot be
reliably determined using the upcrossing method due to parameters required for
which the steady-state upcrossing approximation is inaccurate. This inaccuracy is
illustrated by disagreement between threshold-reset simulations and the theoretical












































































































Figure 3.4: With variance modulation applied to the point neuron: (a-b) Decreasing
uth/[σu]0 allows resonance to appear in the upcrossing rate, but this is not apparent
in the simulated threshold-reset firing rate. (c-d) For uth/[σu]0 = 3, as τv decreases
(higher βs), the cutoff frequency of the upcrossing-rate response increases. Solid
lines show the amplitude (a,c) and phase (b,d) of the theoretical upcrossing-rate
response (3.15), whilst circles and triangles indicate upcrossing and threshold-reset
simulations respectively. Parameters used: (a-d) τs = 5ms, (a-b) τv = 10ms (c-d)
uth/[σu]0 = 3.
3.3 Infinite Dendrite Modulation
3.3.1 Infinite Dendrite, Local Current Modulation
For any spatial-neuron model, current modulation can be applied to a variety of
different positions. When we apply modulation at a single location xc, we can






+ s+ �cδ(x− xc)eiΩt. (3.39)
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G̃(x, y;ω)[s̃(y,ω) + 2π�cδ(ω − Ω)δ(y − xc)]dy. (3.40)
Without loss of generality, we will measure at x = 0 and choose this as the trig-
ger position. With the infinite dendrite Green’s function G̃ = e−|x−y|γ/(2γ), the
delta functions resolve the integrals for the modulation term, and thus the mean
components have the form









, �u̇�1 = iΩ�u�1. (3.42)
Since we have only used the fact that the dendrite is infinite in the substitution of
the Green’s function, for any spatial structure the oscillatory mean coefficients at x
due to local current modulation at xc are given by
�u�1 = G̃(x, xc;Ω), �u̇�1 = iΩG̃(x, xc;Ω). (3.43)























where the exponential scaling with distance |xc| makes sense as modulation further
away will decay and thus have a smaller effect. The high-frequency limit depends
















, ψ∞ = π/4, (3.46)
showing that the dynamic response increases without bound with Ω. On the other




















, ψ∞ → −∞, (3.47)
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hence the amplitude of modulation will eventually decay to zero and the high-
frequency phase limit is undetermined. Interestingly, we find that for small |xc|
(< 0.3 for the parameters in Figure 3.5), Λ is non-monotonic in shape, as shown
in Figure 3.5(a). Initially Λ decreases with frequency due to the prefactor 1/Γ,
before increasing once the term with iΩ becomes prominent. Finally, for large Ω the
exponential term dominates and Λ decreases again. Increasing |xc| decreases the
frequency required for the exponential decay to have an effect. Λ is also at least half
Λ0 across frequencies at least up to 1kHz, qualitatively agreeing with experimental
studies of somatically applied current modulation and stochastic drive [85, 88, 151].
This non-monotonic behaviour suggests the existence of non-trivial zero phase
crossings, which can be seen from the plot of ψ, Figure 3.5(b). Two non-trivial zeros
of ψ are present for small |xc| > 0. For the parameters chosen the lower phase zero
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Figure 3.5: Local current modulation in the infinite dendrite gives a non-monotonic
firing-rate response profile in amplitude (a) and phase (b). For sufficiently low spatial
separation between the trigger position xth and the location of modulation injection
xc, the upcrossing-rate response exhibits phase zeros. Solid lines show the amplitude
and phase of the theoretical dynamic upcrossing-rate response (3.44), whilst circles
and triangles denote upcrossing and threshold-reset simulations respectively. (c-d)
Both phase zeros disappear for lower τs/τv and xth. Black areas indicate that no
phase zero is present and white areas indicate phase zeros in excess of 3200 Hz.
Other parameters: (a-d) λ = 100µm, uth/σu = 3, (a-b) τv = 10ms, τs = 5ms.
3.3.2 Infinite Dendrite, Synaptic Mean Modulation
Synaptic mean modulation for spatial models is most easily calculated using the
Green’s function G̃(x, y;ω) and this approach can be generalised to all morphologies.
For synaptic mean modulation, the total input is





















where for the infinite dendrite R = (−∞,∞). Since �s̃� = 0, we can deduce that
the time-varying mean is given by


















This is a general formula for uniformly distributed synaptic mean modulation since
we have made no assumptions about the morphology of the neuron.
The Green’s function for an infinite cable is G̃(x, y;ω) = e−|x−y|γ/(2γ), which
upon substitution yields spatially uniform �u�1 and �u̇�1 that are exactly the same
as the point-neuron model (3.18). Indeed, this will be common in many of the
simpler spatial-neuron models we examine. Therefore, the dynamic upcrossing-rate
response will have the same form as (3.19), as shown in Figure 3.6(a, b).
In the low-frequency limit, we again find that Λ0 = uth/σ
2
u. Since we fix
uth/σu and σu in this chapter to maintain similar steady-state dynamics for the up-
crossing approximation, we will obtain the same low-frequency limit for the infinite
dendrite as the point neuron.
It is impossible to fix both σu and σu̇ across the two models, however, as
we saw for the steady-state comparison. We recall from section 2.3.3 that for fixed
σu, σu̇ was higher for the infinite dendrite compared with the point neuron, section
2.3.2. Since the high-frequency limit has the same form (3.25), this implies that the
cutoff frequency is lower for the infinite dendrite. This is indeed shown in Figure
3.3(c), though the difference is revealed to be < 1Hz for the parameters chosen.
Finally, we again look at the possibility of firing-rate resonance due to synap-
tic mean modulation. Since we found in Chapter 2 that the ratio σu̇/σu is higher
for the infinite dendrite than the point-neuron model (2.37), the necessary condition
for resonance found earlier (3.26) will require an even lower value of uth/σu. This is
verified in Figure 3.6, and is even further from the region for which the upcrossing
























































































































Figure 3.6: (a, b) Synaptic mean modulation in the infinite dendrite gives the same
form of dynamic response as in the point neuron, however (c) the cutoff frequency
is lowered by < 1Hz for the chosen parameters. (d) Resonance in the dynamic
upcrossing rate is theoretically possible, but it requires very low values of uth/σu.
The value of uth/σu to initiate resonance is lower for the infinite dendrite than
the point neuron. In (a,b) solid lines illustrate the theoretical dynamic upcrossing-
rate response (3.24), while circles and triangles show upcrossing and threshold-reset
simulations respectively. Other parameters: (a-d) λ = 100µm, τs = 5ms, (a-b)
uth/σs = 3, τv = 10ms.
3.3.3 Infinite Dendrite, Variance Modulation
Unlike current modulation and like synaptic mean modulation, variance modulation
is intrinsically coupled to synaptic drive and is thus distributed with s. Performing





(1 + iωβs)(1 + k2 + iω)
(ξ̂s(k,ω) + �v ξ̂s(k,ω − Ω)), (3.52)
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D∞(k,ω,Ω) = [1 + ω2β2s + iΩβs(1 + iωβs)]
× [(1 + k2)2 + ω2 + iΩ(1 + k2 + iω)] (3.53)
Note the similarity to the point neuron (3.31), but now we replace one of the constant







1 + 12 iΩ+
�
1 + β−1s + iΩ, M(Ω) ≡
�
1 + 12 iΩ
�
1 + β−1s + iΩ.
Similarly, using A(Ω) and M(Ω) as defined for the variance (3.54), the oscillatory












































uu̇]1 = 0, meaning that Λ0 is again given entirely in terms of the





1− (1 + β−1s )−1/2
� . (3.57)
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Again, we can see that the [σ2u̇]1 term in r12 (3.15) will dominate and thus Λ∞ and








2(1 + β−1s )
Ω1/2




This shows a crucial difference from the point neuron in that the upcrossing-rate
response decays as Ω−1/2 rather than Ω, and ψ∞ is now −π/4 rather than −π/2, as
shown in Figure 3.7(a, b). In comparison to synaptic mean modulation, the cutoff
frequency is approximately twice as high, saturating for both the point neuron and
infinite dendrite at ∼ 60 Hz. The difference in the cutoff frequency with variance
modulation between the point neuron and infinite dendrite is small however, Figure
3.7(c), with the cutoff frequency for the infinite dendrite being slightly higher at
lower τs/τv and slightly lower at higher τs/τv.
While resonance is again theoretically possible, for the infinite dendrite an
even lower relative threshold uth/[σu]0 is required for upcrossing resonance than the
point-neuron model, with uth/[σu]0 < 1.5 required in Figure 3.7(d). This is because,
while the profiles of |r12| and |r13| for the infinite dendrite are similar to the point
neuron, the peak |r11| is lower for the infinite dendrite due to the smaller magnitude
of [σuu̇]1.
Since the effects of synaptic mean and variance modulation sum linearly, we
can deduce from the lack of firing rate resonance for either synaptic mean or variance
modulation that modulation of the presynaptic firing rate will also not induce firing-



















































































































Figure 3.7: (a) The upcrossing-rate response amplitude of the infinite dendrite sub-
ject to variance modulation decreases to zero in the high-frequency limit, similar
to the point neuron. (b) However, the high-frequency phase limit is −π/4 rather
than the value of −π/2 found for the point neuron. (c) The cutoff frequency is
similar between the point neuron and infinite dendrite, with the infinite dendrite
having a higher cutoff for lower τs/τv and a lower cutoff for higher τs/τv. (d) An
even lower value of uth/[σu]0 is required to observe resonance in the infinite dendrite
when compared with the point neuron. In (a, b) solid lines show the theoreti-
cal upcrossing-rate response (3.15), while circles and triangles denote upcrossing
and threshold-reset simulations respectively. Other parameters: (a-d) λ = 100µm,
τs = 5ms, (a-c) uth/[σu]0 = 3, (a,b,d) τv = 10 ms.
3.4 Semi-Infinite Dendrite Modulation
When comparing the semi-infinite with the infinite dendrite, we fix the [σu]0 and
uth so that both models have the same steady-state upcrossing rate. Thus we are
testing how placing a sealed end at x = 0 affects only the dynamic properties of the
firing rate. For all modulation types we place the trigger position at the sealed end,
xth = 0, as in section 2.4.3 for the steady-state firing rate.
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3.4.1 Semi-Infinite Dendrite, Local Current Modulation
For a general output trigger position xth and modulation input position xc, we can
substitute the semi-infinite Green’s function, G̃ = (e−|x−y|γ + e−|x+y|γ)/(2γ), into




(e−|xth−xc|Γ + e−|xth+xc|Γ), (3.60)
where we see that reflection at the sealed end at x = 0 gives an additional e−|xth+xc|
in comparison with the infinite dendrite. Fixing the trigger position at the nominal

















Furthermore, fixing σu across the two models means that σu̇ will also be the same
(section 2.4.2), hence for all frequencies and parameters with xth = 0 we will have
Λsemi = 2Λinf , ψsemi = ψinf . (3.62)
This means that the only change to the response is a doubling of the amplitude of
oscillations. For n semi-infinite dendrites radiating from x = 0 (where the semi-
infinite and infinite cases are equivalent to n = 1 and n = 2 respectively) receiving
current modulation at a single dendrite at xc, the dynamic upcrossing-rate response

















Therefore the addition of more dendrites has a divisive effect on the relative mag-
nitude of upcrossing-rate oscillations.
3.4.2 Semi-Infinite Dendrite, Synaptic Mean Modulation
For spatially uniform synaptic mean modulation, the dynamic mean coefficient �u�1
will have the same form for the semi-infinite dendrite as the point neuron and the
infinite dendrite (3.23). Since we are scaling σs to keep σu constant, this therefore
means that we should expect exactly the same dynamic upcrossing-rate response for










































































































Figure 3.8: For a semi-infinite dendrite with mean (a-b) and variance (c-d) modula-
tion, the response is exactly the same as an infinite dendrite for fixed uth and [σu]0.
Solid lines show the theoretical upcrossing-rate response from (3.24) and (3.15) for
synaptic mean and variance modulation respectively. Threshold-reset simulations
of the semi-infinite and infinite dendrites are shown as triangles and squares respec-
tively. Other parameters: (a-d) λ = 100µm, τs = 5ms, uth/[σu]0 = 3
3.4.3 Semi-Infinite Dendrite, Variance Modulation
We can calculate the dynamic variance coefficients by using the correlator of �ξ̂(k,ω)ξ̂(−k�,−ω�)�












where D∞ has the same form as for the infinite dendrite (3.53). Since we wish to
calculate the upcrossing rate at x = 0, (3.64) shows that the [σ2u(0)]1 will be exactly
double [σ2u]1 for the infinite dendrite. Furthermore, this will also be true for the
other dynamic variances [σ2u̇]1 and [σuu̇]1. Noting that this is the same scaling factor
as the steady-state variances, it therefore follows that if σs is scaled to keep [σu]0
constant between the two models, then [σu]1 will also have the same value.
Thus, the dynamic upcrossing-rate response for variance modulation is the
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same for the semi-infinite dendrite, Figure 3.8(c-d). We note that, just as in the
steady-state firing rate, we can generalise this argument to show that the dynamic
upcrossing-rate response at x = 0 will be the same for a neuron model with n
identical semi-infinite dendrites with modulation distributed across all the dendrites
provided that uth and [σu]0 are constant with n.
3.5 Ball-and-Stick Model Modulation
For the ball-and-stick neuron, synaptic drive is present on the dendrite only and we
denote somatic quantities with subscript σ as in section 2.7. As with the steady-
state, we must use the Green’s function in frequency G̃(x, y;ω) (2.93). Since by










the cable equation and somatic boundary condition in terms of the combined fluc-















3.5.1 Ball-and-Stick Model, Local Current Modulation
First we look at current modulation applied to the soma for a semi-infinite den-
drite. For easiest comparison to other points of application and other models, this








As in Chapter 2, we will usually consider the time constant ratio βσ = 7/6, arising
from the increase in effective transmembrane conductance in the dendrite from the
background synaptic drive. As this parameter could change the dynamic response,
we will look at variations around this point. Such variations could be caused by
differences in the leak conductance per unit area between the soma and axon for
example. However, the relative difference between the mean and threshold uth/[σu]0
remains unchanged.
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which differs from previous cases of current modulation in the infinite dendrite as
the high frequency limit for �u̇�1 no longer increases without bound but instead has
a finite limit. This is because at high frequencies the somatic term Γ2σ dominates





























, ψ∞ = 0. (3.70)
As one would expect, as ρ → ∞, Λ0 and Λ∞ converge to the limits found for the
semi-infinite dendrite with xc = 0 (3.45, 3.46, 3.62). In comparison with current
modulation in the semi-infinite dendrite at xc = 0, Λ∞ no longer increases without
bound with Ω but has a finite limit due to the additional filtering of the soma. The
low-frequency limit can be adjusted via changing ρ even when uth and σu are fixed,
as shown in Figure 3.9(a), where decreasing ρ decreases Λ at all frequencies.
Like modulation at the proximal end of a semi-infinite dendrite (xc = 0),
current modulation at the soma gives a single phase zero at non-zero frequency, as
shown in Figure 3.9(b). Furthermore, we find that for smaller ρ (a larger soma) and
larger βσ (a more conductive dendrite) the frequency of the phase zero increases,
Figure 3.9(c). This shows that the relative size and conductance per unit area
of the soma to the dendrite can tune the frequency of synchronisation, which has
been examined for two-compartmental models previously [11]. In addition, while for
sufficiently low ρ the phase zero theoretically will disappear, this requires extremely
























































































Figure 3.9: (a) With current modulation applied to the soma of a ball-and-stick
neuron, decreasing ρ depresses both the dynamic amplitude Λ in the low- and high-
frequency limits. (b) The phase zero also increases as ρ is decreased. (c) Decreasing ρ
and increasing βσ increases the frequency of the phase zero. In (a-b) solid lines show
the theoretical upcrossing-rate response (3.69) while circles and triangles denote
upcrossing and threshold-reset simulations respectively. Other parameters: (a-c)
βs = 0.5, uth/σu = 3 (a-b) βσ = 7/6.
3.5.2 Ball-and-Stick Model, Synaptic Mean Modulation





















Γ1(1 + iΩβs)(ρΓ1 + Γ2σ)
, (3.72)
which shows that �u̇�1 decays to zero as Ω → ∞ more rapidly than previous models
due to the somatic filtering term Γ2σ dominating at high frequencies. Substituting





























, ψ∞ = −3π/4. (3.74)
Note that for fixed uth/σ
2
u, Λ0 will decrease for increasing ρ. This is in marked con-
trast to synaptic mean modulation in previous models where the low-frequency limit
remains unchanged with all parameters if uth/σ
2
u is kept constant. Figure 3.10(a)
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shows the the reduction in Λ0 with decreasing ρ, along with a slight decrease in the
cutoff frequency (provided βσ ≥ 1) as we show later in Figure 3.11(c). Furthermore,
we see that the high-frequency phase limit is now −3π/4, which differs from the
semi-infinite dendrite limit of π/2. This implies that the ball-and-stick neuron pop-
ulation will attenuate very high-frequency modulations of the mean more strongly

























































Figure 3.10: (a) Decreasing ρ decreases both the low-frequency limit and the cutoff
frequency for synaptic mean modulation applied to the ball-and-stick neuron. (b)
The ball-and-stick neuron shows a high-frequency phase limit of ψ∞ = −3π/4 which
is reached more quickly for lower ρ. Solid lines show the theoretical upcrossing
rate (3.73) while circles and triangles are given by upcrossing and threshold-reset
simulations respectively. Other parameters: uth/σu = 3, λ = 200µm, τv = 10ms,
τs = 5ms, βσ = 7/6.
3.5.3 Ball-and-Stick Model, Variance Modulation
Since the somatic boundary condition makes it very difficult to interpret spatial
Fourier transforms, we instead use the Green’s function G̃(x, y;ω) to understand
variance modulation in the ball-and-stick model. In doing so, we develop a general
approach that can be applied to any morphology. Using the convolution between
the complex exponential and the Gaussian noise process used in section 3.2.3, the






















[ξ̃s(y;ω) + �v ξ̃s(y;ω − Ω)]dy. (3.76)
Squaring and taking the expectation gives a steady-state term and fluctuating terms
as outlined earlier (3.11)
�u(x, t)2� = [σ2u]0 + [σ2u]1�veiΩt +O(�2v), (3.77)





















[�ξ̃s(y;ω)ξ̃s(y�;−ω� − Ω)�+ �ξ̃s(y�;−ω�)ξ̃s(y,ω − Ω)�]dy�. (3.78)
Similar to the point-neuron model, the white-noise correlators in space and time are
�ξ̃s(y;ω)ξ̃s(y�;−ω� − Ω)� = 2πδ(y − y�)δ(ω − ω� − Ω)
�ξ̃s(y�;−ω�)ξ̃s(y;ω − Ω)� = 2πδ(y − y�)δ(ω − ω� − Ω), (3.79)









G̃(x, y;ω)G̃(x, y;Ω− ω)
1 + ω(ω − Ω)β2s + iΩβs
dy. (3.80)




















[�ξ̃s(y;ω)ξ̃s(y�;−ω� − Ω)�+ �ξ̃s(y�;−ω�)ξ̃s(y,ω − Ω)�]dy�, (3.81)









G̃(x, y;ω)G̃(x, y;Ω− ω)
1 + ω(ω − Ω)β2s + iΩβs
dy. (3.82)
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Finally for the covariance σuu̇ we can have u̇ either in terms of (y,ω) or (y
�,−ω�).









G̃(x, y;ω)G̃(x, y;Ω− ω)
1 + ω(ω − Ω)β2s + iΩβs
dy, (3.83)
from which we can see that the change of variables ω → Ω − ω yields the integral
expression had we instead chosen to put u̇ in terms of (y�,−ω�) and u in terms of
(y,ω), showing the two ways are equivalent. We also note that all three oscillatory
variances have the same y integral and differ only in the numerator for the ω-integral.
Furthermore, for σ2u, swapping the order of integration reveals that the ω-integral is
a convolution of G̃(x, y;ω)/(1 + iωβs) with itself in terms of ω.
For βσ ≥ 1, increasing ρ initially increases the cutoff frequency for the dy-
namic firing-rate response, as shown in Figure 3.11(a, d). This is due to the stronger
somatic filtering with a larger soma. For larger ρ, the cutoff frequency gradually de-
creases towards the frequency found for the infinite dendrite. We also note that the
high-frequency limit when the soma is added is ψ∞ = −3π/4, though convergence
to this phase is slow and only seen at very high frequencies. This can be seen by
evaluating the integrand of (3.82) for large ω and Ω with x = 0
J =
ρ2ω(ω − Ω)
z1(ργ1 + γ2σ)(ρΓ1 + Γ
2




1 + i(Ω− ω), Γσ =
�


















































































































Figure 3.11: For variance modulation applied to the ball-and-stick neuron, a larger
soma (smaller ρ) results in a lower cutoff frequency. (c) The cutoff frequency for
synaptic mean modulation decreases with βσ and converges towards the infinite
dendrite value as ρ increases. (d) An almost identical trend is observed for variance
modulation, except that the cutoff frequencies are approximately double that of
synaptic mean modulation. Solid lines indicate the theoretical dynamic upcrossing-
rate response from (3.73) for synaptic mean modulation and (3.15) for variance
modulation, while circles and triangles denote upcrossing and threshold-reset sim-
ulations respectively. Other parameters: (a-d) uth/[σu]0 = 3, λ = 200µm, βs = 0.5,
(a-b) βσ = 7/6.
3.6 Dendrite-and-Axon Model Modulation
Here we will explore the effect of modulated drive when a passive axon is included.
In particular, we will vary the trigger position to see the spatial filtering effect of
the axon on modulated signals. For simplicity, we will suppose the dendrite and
axon are semi-infinite. Using the results from the steady state in section 2.6, it is
straightforward to infer the effect of n identical dendrites on modulation from the
single-dendrite case. Similarly, we will use a nominal soma in this analysis, but one
can infer the effects of an electrically substantial soma from the previous section
and the steady-state section 2.7.
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3.6.1 Dendrite-and-Axon, Local Current Modulation
When current modulation is applied at the nominal soma, the oscillatory mean




































Like other spatial cases, for xth = 0 the upcrossing-rate response increases without
bound for increasing Ω. However, similar to what was seen for local current mod-
ulation in the infinite cable, when xth > 0, the high-frequency limit of Λ becomes
zero, with faster decay for larger xth (3.47).
For fixed steady-state mean and variance, when Xth > 0 decreasing λα by
making the axon thinner leads to a reduction in the phase zero frequencies, even-
tually eliminating them, as shown in Figure 3.12(b). When Xth = 0 however, this
effect is negligible. Since changing λα both changes the relative ratio of the length
constants and the dimensionless trigger position xth = Xth/λα, we looked at how
the first and second phase zeros depend on the axon to dendrite length constant
ratio λα/λ1 (representative of the relative axonal size, with higher λα/λ1 indicating
a wider axon) and the dimensionless trigger position xth. Figure 3.12(c, d) shows
that there is very little dependence of either phase zero on λα/λ1 and thus most of
the change we see from varying λα comes from changing xth. Additionally, in com-
parison with the literature, increasing the relative dendritic size here (measured by
















































































































Figure 3.12: (a) For local current modulation applied to the dendrite-and-axon
model at x = 0, we see sag in Λ at intermediate frequencies. (b) Increasing λα
reduces both the height and frequency of the phase peak. (c) The first phase zero
increases with Xth/λα until it vanishes but is virtually unaffected by relative axonal
size λα/λ1. (d) The second phase zero is similarly unaffected by λα/λ1 and decreases
with Xth/λα until it vanishes, annihilating the first phase zero in the process. Solid
lines denote the theoretical upcrossing rate response (3.86) while circles and triangles
represent upcrossing and threshold-reset simulations respectively. In (c, d), black
regions indicate the absence of phase zeros, while white regions denote phase zeros in
excess of 1600 Hz. Other parameters: λ1 = 200µm βα = 7/6, τv = 10ms τs = 5ms,
Xth = 30µm, uth/σu = 3.
3.6.2 Dendrite-and-Axon, Synaptic Mean Modulation
Using the Green’s function for the axonal response derived in the steady-state chap-







































For the low-frequency limit this gives an amplitude dependent on the axonal length














which will tend to Λ0 for synaptic mean modulation in the point neuron and infinite
dendrite (3.25) when xth = 0 and λα = 0. For the high-frequency limit at xth = 0,
Λ will tend to zero with ψ∞ = −π/2 as in the infinite dendrite case (3.25). However
when xth > 0, the exponential numerator will eventually dominate as frequency
increases, causing Λ to decrease more rapidly towards zero and the phase to decrease
without bound, ψ∞ → −∞.
When we vary λα, Figure 3.13(a) shows that, while the response is still that of
a low-pass filter, Λ0 is maximised for intermediate length constant. This is because
Xth has been fixed, hence increasing λα decreases the dimensionless distance in
the exponential of (3.89) for Λ0. On the other hand, increasing λα increases the
magnitude of the denominator in (3.89). Thus for smaller λα, Λ initially increases
with λα as the exponential effect is larger while as xth → 0 from larger λα, Λ will
decrease due to the larger denominator. Variations in Λ are however relatively small,
demonstrating a dynamic robustness of the upcrossing rate response to axonal size.
Figure 3.13(b) shows that increasing λα increases the phase at high frequencies due




















































Figure 3.13: (a) For synaptic mean modulation applied to the dendrite-and-axon
model, the dynamic firing-rate response in the axon varies non-monotonically at
low frequencies with λα. (b) The phase of the dynamic response is almost identical
with λα at lower frequencies and is lower for lower λα at higher frequencies. Solid
lines show the theoretical upcrossing-rate response (3.88) while circles and triangles
denote upcrossing and threshold-reset simulations respectively. Other parameters:
τ1 = 10ms, τs = 5ms, λ1 = 200µm, βα = 7/6, uth/σu = 3, Xth = 30µm
3.6.3 Dendrite-and-Axon, Variance Modulation
With a dendrite and an axon, we can obtain the dynamic variances by replacing
G̃(x, y;ω) with G̃α1(xα, y1;ω) in equations (3.80,3.82,3.83). For example, the oscil-









G̃α1(xα, y1;ω)G̃α1(xα, y1;Ω− ω)
1 + ω(ω − Ω)β2s + iΩβs
dy1. (3.90)
Using this approach, we found all the variances necessary to calculate the variance-
modulated upcrossing rate. Due to the spatial separation between the dendritic
drive and the trigger position for xth > 0, the high-frequency phase limit is also
undetermined (ψ∞ → −∞) for variance modulation as we found for synaptic mean
modulation in section 3.6.2. For fixed steady-state mean and variance, varying λα
had negligible effect on the dynamic response. Increasing Xth also had little effect

























































Figure 3.14: (a) For variance modulation applied to the dendrite-and-axon model,
the amplitude is largely unchanged by increasing Xth and the cutoff frequency is
slightly increased. (b) Increasing Xth causes the phase to decay more quickly as the
modulation frequency increases. Solid lines indicate the theoretical upcrossing-rate
response (3.15) while circles and triangles denote upcrossing and threshold-reset
simulations respectively. Other parameters: τ1 = 10ms, τs = 5ms, λ1 = 200µm,
λα = 100µm, βα = 7/6, uth/σu = 3.
Given the relatively minor effects from the axon on the amplitude and phase
at low to moderate frequencies for synaptic mean and variance modulation, and our
prior analysis of the semi-infinite dendrite in sections 3.4.2 and 3.4.3, we will not
list the results of multiple dendrites in this chapter. Furthermore, the divisive effect
on the amplitude for current modulation that multiple dendrites without an axon
has also been discussed for the semi-infinite dendrite in section 3.4.1. The negligible
effects that multiple dendrites have on the dynamic response been verified by analysis
and simulation however, which we show in Appendix C.3.
3.7 Summary
In this chapter we have seen that the upcrossing method can be used to approximate
the dynamic firing-rate response well in spatial neuron models, and that simple
attributes of neuronal morphology change features of the dynamic response, such
as the cutoff frequency, phase zeros and the high-frequency limit. Starting with the
point neuron, we replicated results found in previous studies for the response from
current, synaptic mean and variance modulation [9, 151].
Any spatially extended model allows for separation between the location
of applied current modulation and the trigger position (sections 3.3.1, 3.4.1 3.5.1,
3.6.1), which produces a complex dynamic response which cannot be produced by
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point-neuron models (section 3.2.1). This included a sag in the amplitude and
phase zeros. The amplitude remained at least half of its low-frequency limit across
a frequency range of several hundred Hz for the parameters chosen, in agreement
with experimental studies with somatically applied current modulation [85, 87, 88].
However, unlike other modelling studies, nonlinear spike-generating currents were
not required for this large bandwidth [86, 126]. Oscillation frequencies ∼100 Hz
(sometimes called high-gamma or ultrafast) are physiologically relevant, having been
observed in the neocortex on the macroscopic scale [155] and may play a role in
neuropathologies such as schizophrenia [156].
For the infinite dendrite (section 3.3.1), the frequencies of the current mod-
ulation phase zeros could be adjusted by the position of the modulating input and
the relative time scale of synaptic fluctuations, βs. We saw for the ball-and-stick
neuron (section 3.5.1) that increasing the size of the soma increased the frequency of
phase zeros. Finally, with the dendrite-and-axon model (section 3.6.1) we saw that
the phase zeros could be tuned by the dimensionless distance of the trigger position
along but that the ratio of length constants had a negligible effect.
With synaptic mean and variance modulation, the cutoff frequency can be
tuned by βs, which is typically twice as high for variance modulation as compared
with synaptic mean modulation (sections 3.3.2, 3.3.3, 3.5.3). For the ball-and-stick
model (sections 3.5.2, 3.5.3), increasing somatic size and time constant decreased
the cutoff frequency slightly for both modulation types. Changing the axonal length
constant or the trigger position in the dendrite-and-axon model (sections 3.6.2, 3.6.3)
mostly affected the phase at high frequencies and had a very small effect on the
amplitude. The higher cutoff frequency for variance modulation has been produced
experimentally in vitro [148], albeit at higher frequencies than in this chapter.
While resonances in the upcrossing-rate response were theoretically possible
for synaptic mean and variance modulation, these were only enabled for parame-
ter ranges outside the region for which the upcrossing approximation is applicable
(sections 3.2.2, 3.2.3, 3.3.2, 3.3.3). From our analysis of the firing-rate response
for the point neuron in this regime (section 3.2.3), it is unclear if the simulated
threshold-reset firing rate displays these predicted resonances.
The common theme in this chapter is that for a fixed operating point where
the steady-state variance and the relative threshold are held constant, it is the
change from a point-like to a spatial model that makes the largest difference to the
dynamic response rather than specific morphological details such as the number of
dendrites or the size of the soma. The main differences are the high-frequency phase
limit and phase zeros for local current modulation. Spatial extent does not confer
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firing-rate resonances or phase zeros to modulation of the presynaptic drive in the
regime for which the upcrossing approximation applies, but on the contrary, makes
these resonance less easily attainable. This is due to the derivative variance relative
to the voltage variance being higher for spatial models under than the point-neuron
model under synaptic mean modulation, and due to the magnitude of the covariance
being lower for variance modulation. The better theoretical candidate for a response
in-phase with the input drive, which is unique to spatial-neuron models, comes from






An advantage of the upcrossing approach is that it can be extended to include a
variety of additional biophysical properties which affect the integration of spatio-
temporal synaptic drive. In particular, non-passive effects from voltage-gated cur-
rents can be included, for example the hyperpolarisation-activated depolarising cur-
rent Ih [106, 107]. Ih channels have been found to affect the subthreshold voltage
frequency response [61, 157] and are expressed in different quantities between neu-
ronal classes (compare [53, 57, 59, 158]) and mammalian species [42, 159]. From a
neuropathological perspective, it has been found that due to its control of neuronal
excitability, enhancing Ih may provide a part of epilepsy treatment [54–56].
This chapter thus applies the quasi-active approximation of voltage-gated ion
channels introduced in section 1.3.4 to the spatial-neuron models seen in Chapter
2. The effect of a single type of linearised active current on the steady-state up-
crossing rate is analysed for each model. This current is restorative, as it provides
negative feedback to fluctuations about the steady-state mean. Only the dendrites
are considered quasi-active in our models; electrically substantial somata or axons
are taken as passive.
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4.2 Quasi-Active Point Neuron
As shown in section 1.3.4, if we measure the potential about equilibrium with zero




= µ− v + s− κw, τw
dw
dT
= v − µ− w, (4.1)
with the fluctuating component of the synaptic drive s defined as before 1.38. Phys-
iologically representative values for κ and τw for a given active current are typically
highly varied, so we vary both parameters widely. For reference, the dominant fast
time constant of Ih is usually in the range τw ∼ 20 − 50 ms, while the coupling
parameter κ ∼ 0.1− 2 [53,57–59,64].
Though we will mostly focus on coloured noise, white noise will be used to
show the effect of the linearised current in isolation from the synaptic time scale.




= v − µ− w. (4.2)
For a quasi-active membrane, we can employ the same strategy of taking Fourier
transforms in time, rearranging in terms of ṽ(ω), and then taking the inverse trans-
form to get v(t). Taking Fourier transforms in time gives
iωṽ = 2πδ(ω)µ− ṽ + s̃− κw̃, iωβww̃ = ṽ − 2πδ(ω)µ− w̃, (4.3)








(1 + iω)(1 + iωβw) + κ
dω. (4.4)
Since �s̃� = 0, for the quasi-active point neuron �v� = µ as in the passive case. Recall
that for the passive membrane we defined γ =
√
1 + iω such that for the point neuron
γ2ṽF = s̃ (section 2.2). Similarly for quasi-active membranes we define γh as
γ2h =
(1 + iω)(1 + iωβw) + κ
1 + iωβw
, (4.5)
such that γ2hṽF = s̃. Note that in either the limit of zero coupling, κ = 0, or when
the active current response time becomes extremely slow, βw → ∞, γh converges to
γ.
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4.2.1 Point Neuron Variances, White-Noise
With white noise, s̃ = σWN
√




(1 + ω2)(1 + ω2β2w) + κ












Even for the point neuron, the quasi-active current makes K(τ) algebraically com-
plicated. With some manipulation of the integral of S(ω) (Appendix A.4.4), the










w − 1− κ) sin(hτ)





4βw(1 + κ)− (1 + βw)2, (4.8)




1 + βw(1 + κ)
(1 + βw)(1 + κ)
. (4.9)
We can infer from the form of S(ω) that σ2v̇ still does not exist, despite the addition
of the active current which filters the voltage dynamics. This is because the quasi-
active variable does not affect the dynamics at high frequencies as it is not coupled
to the synaptic drive s. The variance decreases as βw decreases and as κ increases,
which makes sense as a faster acting or more strongly coupled restorative current
will dampen fluctuations caused by noise more strongly.
4.2.2 Point Neuron Variances, Coloured-Noise












and hence the power spectral density is given by
S(ω) =
2σ2sβs
(1 + ω2β2s )|γh|4
. (4.11)
107
Some manipulation of the integration is required for the temporal autocovariance
and variance, see Appendix (A.64). The presence of a restorative current narrows
the temporal autocovariance profile K(τ) for both white and coloured noise with
decreasing βw and increasing κ, Figure 4.1. In general K(τ) is non-monotonic with
small negative autocovariances possible for time differences of a few τv.
Setting τ = 0, the the variance is given by (A.69)
σ2v =
σ2sβs
(1 + βw)(1 + κ)
βw + βs(1 + βw) + β
2
w(1 + κ)
βw + βs(1 + βw) + β2s (1 + κ)
, (4.12)
which agrees with the result in [107]. Like the white-noise variance, for coloured
noise the variance decreases with decreasing βw and increasing κ. For quasi-active
membranes, the relationship between σ2v , σ
2
v̇ and the variance resulting from white-





βs + βw(1 + βw) + βsβw(1 + κ)
βw + βs(1 + βw) + β2s (1 + κ)
. (4.13)
We will comment more on the variances later in comparison with the infinite den-
drite, but we can see from (4.12) and (4.13) that w affects the variance in a non-
trivial manner due to being coupled to v.
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Figure 4.1: The temporal autocovariance K(τ) of quasi-active point neurons subject
to white (4.8) and coloured noise (A.64), is narrowed by (a-b) decreasing βw and
(c-d) increasing κ. K(τ) for passive membranes is given by (2.8) and (2.12) for
white and coloured noise respectively. Other parameters: βs = 0.5, σs = 1mV.
4.2.3 Point Neuron, Firing Rate
Similar to the synaptic variable s, after v reaches vth the quasi-active variable w is
not reset in threshold-reset simulations, as in [105]. This is because the dynamics
of w are much slower than those of the action potential. Due to the increase in the
variance from increasing βw, we would expect the upcrossing rate to increase as βw
increases, which is shown along with the threshold-reset rate in Figure 4.2(a, b).
Similarly, as increasing κ decreases the variance, the upcrossing rate decreases as
seen in Figure 4.2(c, d). Were we to fix σv by adjusting σs with either βw or κ, then
these effects would be reversed; larger βw and smaller κ would instead decrease the
upcrossing rate. Furthermore, we see that for µ < 9mV, the upcrossing rate is lower
for the quasi-active membrane than the passive membrane neuron, with convergence
occurring as βw → ∞ or κ → 0.
Curiously, when µ is just subthreshold (9 < µ < 10mV in Figure 4.2(a, c)),
the effects of increasing βw and decreasing κ change from increasing the upcrossing
rate to decreasing it. This occurs because the exponential term of the upcrossing
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formula (2.1) becomes small, meaning that the increase in σv̇/σv with lower βw and
higher κ dominates. The effect is most pronounced at the maximum of the upcross-
ing rate when �v� = vth and the exponential evaluates to 1, giving ruc = σv̇/(2πσv).
The threshold-reset rate is no longer well approximated by the upcrossing rate in
this regime. We see in Figure 4.2(a) that increasing βw always seems to increase the
threshold-reset rate, while decreasing κ switches to decreasing the threshold-reset
rate Figure 4.2(c).
We should finally note that, as the addition of a quasi-active current serves to
dampen deviations away from the mean, the relative error of the upcrossing method
as an approximation for the threshold-reset process is typically decreased. This is
shown in more detail in Figure C.6 in Appendix C.2.2.
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Figure 4.2: For the quasi-active point neuron, (a, b) decreasing βw and (c, d)
increasing κ lowers the subthreshold firing rate for fixed σs, but increases the near-
threshold upcrossing rate. The low rate region is shown in more detail in panels
(b) and (d), corresponding to the red boxes of panels (a) and (c) respectively. Solid
lines show the theoretical upcrossing rate (2.1), dashed lines the upcrossing rate
of the passive point neuron (2.19), while circles and triangles denote upcrossing
and threshold-reset simulations respectively. Other parameters: (a-d) τs = 10ms,
τs = 5ms, σs = 1.5mV, vth = 10mV, (a-b) κ = 0.55, (c-d) βw = 1.5.
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4.3 Quasi-Active Infinite Dendrite
For the infinite dendrite and all further spatial models with quasi-active membranes,
we will use the cable equation with the potential measured from the resting potential
in the absence of synaptic drive ELh (1.49)
∂v
∂t
= µ− v + ∂
2v
∂x2
− κw + s, βw
∂w
∂t
= v − µ− w. (4.14)
As with the passive membrane, the variances for the infinite dendrite are obtained
here using Fourier transforms in space and time. Inverting the Fourier transform
v̂(k,ω) gives the potential as









(1 + iω + k2)(1 + iωβw) + κ
eiωtdω, (4.15)
which applies to any spatial structure for which the active current is uniform and
the spatial Fourier transform makes sense. We can see from this that �v� = µ.
4.3.1 Infinite Dendrite Variances, White-Noise
Given the complexity of the temporal autocovariance for the passive membrane,
we do not attempt to derive K(τ) for the quasi-active infinite dendrite here. The











[(1 + k2)2 + ω2](1 + ω2β2w) + κ
2 + 2κ(1 + k2 − ω2βw)
, (4.16)






1 + βw(1 + κ+ k
2)
[1 + βw(1 + k2)](1 + κ+ k2)
eikΔdk, (4.17)
which can be resolved by separating into partial fractions and then integrated sep-
































There are two things to note from this expression in comparison to the quasi-active
point-neuron variance (4.9): (i) the functional dependence on (βw,κ) is qualitatively
different, and (ii) it does not depend on any spatial parameters. The first observa-
tion is similar to how the infinite and point-neuron variances differ for the passive
membrane when coloured noise is introduced.
4.3.2 Infinite Dendrite Variances, Coloured-Noise
Deriving the variances for coloured noise in the quasi-active infinite dendrite follows
the same procedure as white noise. Substituting the coloured-noise form of ŝ(k,ω)








[1 + βw(1 + k2)](1 + κ+ k2)(cs + βsk2)
dk, (4.20)
cw =






βs + βw(1 + βs) + β
2
s (1 + κ)
βw + βs
.



























where the constants ηw, ηκ, ηs are used for compactness and are given by
ηw =
β3wκ
(κβw − 1)[β2w + β2s (κβw − 1)]







s (κβw − 1)
,
(4.22)


















The derivative variance follows from the relation between the white and coloured


















We compare the white- and coloured-noise spatial autocovariance of the quasi-active
infinite dendrite in Figure 4.3. For both noise types, decreasing βw such that the
active current responds more quickly to fluctuations decreases the effective length
constant. This makes sense, as the active current with κ > 0 and lower βw dampens
fluctuations from the equilibrium potential at each point along the dendrite more
quickly, thus decreasing the length over which fluctuations can be correlated. Sim-
ilarly, increasing κ also increases the effective length constant, though this effect is
less pronounced.





































































Figure 4.3: The effective length constant of an infinite dendrite is reduced by restora-
tive currents. Here the spatial autocovariance is plotted for the infinite dendrite with
white (4.18) and coloured noise (4.21). (a, b) show that a faster active current (de-
creasing βw) decreases the extent of spatial correlations, while (c, d) show that
increasing κ decreases the extent of correlations. The passive temporal autocovari-
ances are calculated from (2.30) and (2.35) for white and coloured noise respectively.
Other parameters: (a-d) λ = 100µm, βs = 0.5, (a-b) κ = 2.5 (c-d) βw = 2.5.
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For the variances in both the point neuron and the infinite dendrite, de-
creasing κ and decreasing βw increases σ
2
v , Figure 4.4(a). However, σ
2
v̇ varies non-
monotonically with βw, with Figure 4.4(b) showing that σ
2
v̇ initially increases and
then decreases gradually towards the passive value. This also means that σ2v̇ de-
creases with increasing κ for small βw but increases with increasing κ for larger βw,
with the switch between these regimes at βw ∼ βs. We should note however that the
relative variations in σ2v̇ with the quasi-active parameters are quite small, especially
compared to the much larger relative changes in σ2v . The more significant difference
is between the two models themselves, with the infinite dendrite having lower σ2v
and higher σ2v̇ than the point neuron, just as was found for the passive membrane,
section 2.3.2.


















































Figure 4.4: Comparing the variances of the quasi-active point neuron (4.12, 4.13)
and infinite dendrite (4.23, 4.24) shows that: (a) for both models increasing κ
and decreasing βw increases σ
2
v , (b) σ
2
v̇ initially increases with βw before decreasing
towards the passive value and σ2v̇ increases with κ for βw > βs. The passive values of
σ2v̇ in (b) are given by (2.16) and (2.36) for the point and infinite neurons respectively.
Other parameters: βs = 0.5, σs = 1mV.
4.3.3 Infinite Dendrite, Firing Rate
In the subthreshold regime, the firing rate increases with increasing βw (Figure
4.5 a) and decreasing κ (Figure 4.5b), which makes sense as the variance increases
for both of these parameter changes. We also note good agreement between the
upcrossing approximation and the simulated threshold-reset rate. The upcrossing
approximation is more accurate at βs = 0.5, (vth − �v�)/σv ∼ 3 for the quasi-active
infinite dendrite in comparison with the passive infinite dendrite, as detailed in
Figure C.7 of Appendix C.2.2.
Like the passive case, we see that in comparison with the point neuron,
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the firing rate is lower for the same input parameters in the infinite dendrite. In
addition, the upcrossing approximation is generally less accurate with a smaller
parameter space in which it can be reliably applied.



































































Figure 4.5: The subthreshold firing rate of the quasi-active infinite dendrite (a)
increases with higher βw and (b) decreases with higher κ, except when the neuron
is near-threshold. Solid lines show the theoretical upcrossing rate obtained via
substitution of (4.23) and (4.24) into (2.1), while circles and triangles indicate values
from upcrossing and threshold-reset simulations respectively. Other Parameters: (a-
b) τv = 10ms, τs = 5ms, σs = 1.5mV, vth = 10mV, (a) κ = 0.55, (b) βw = 1.5.
4.4 Quasi-Active Finite Sealed Dendrite
4.4.1 Sealed Dendrite Variances, White-Noise
Using our previous results from the quasi-active infinite dendrite and the passive
sealed dendrite, section 2.5, we can deduce that the variance for the sealed active









1 + βw(1 + κ+ k
2)
[1 + βw(1 + k2)](1 + κ+ k2)
dk, (4.25)









where we recall that C(x; ζ) was defined in Chapter 2 (2.47). From the infinite
dendrite (4.19) and (4.26), we can infer that decreasing κ and increasing βw increases
σ2v at all positions on the sealed dendrite. Furthermore, Figure 4.6 shows that
the relative variance profile σ2v(x)/σ
2
v(0) decreases with increasing κ and decreasing
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βw. However, large changes in either variable are required to make a significant
difference. In comparison with the passive sealed dendrite in section 2.5.1, we can
conclude that the decrease in σ2v(x)/σ
2
v(0) from stronger quasi-active currents means
that not only can the semi-infinite approximation still be used for L = 1000µm and
λ ≤ 200µm, but that the validity of this approximation is enhanced when restorative
linearised active currents are present.































Figure 4.6: The relative white-noise variance in the quasi-active sealed dendrite
(4.26) decreases at all positions with (a) increasing κ and (b) decreasing βw. The
passive sealed variance is given by (2.46). Other parameters: (a-b) L = 1000µm
λ = 200µm, σWN = 1mV, (a) βw = 1.5, (b) κ = 0.55.
4.4.2 Sealed Dendrite Variances, Coloured-Noise

























where the constants ηw, ηκ, ηs and cs have the same meanings as in the infinite
































the quasi-active parameters (βw,κ) is shown in Figure 4.7. While increasing κ and
decreasing βw decreases the effective length constant, differences are only visible
in the spatial profile of the variances for very large changes in the parameters.
Furthermore, we can see that σ2v is more susceptible to changes in the quasi-active
parameters than σ2v̇ . In particular, σ
2
v̇ is almost constant with changes in βw, Figure
4.7(d). As in the case of the infinite dendrite, section 4.3.2, σ2v̇ peaks for βw ∼ 1.5
rather than monotonically varying. All of these changes occur at every spatial
position on the sealed dendrite.






























































Figure 4.7: The relative coloured-noise variance (4.28) in the quasi-active sealed
dendrite decreases at all positions with (a) increasing κ and (b) decreasing βw.
The coloured-noise derivative variance (4.29) (c) increases with increasing κ and (d)
peaks at βw ∼ 1.5 for the chosen set of parameters. However, σ2v is far more sensitive
both to changes in κ and βw than σ
2
v̇ , which by comparison is close to constant. σ
2
v
and σ2v̇ for the passive sealed dendrite are given by (2.52) and (2.53) respectively.
Other parameters: (a-d) L = 1000µm, λ = 200µm, βs = 0.5, (a, c) βw = 1.5, (b, d)
κ = 0.55.
These results show that quasi-active currents do not significantly change our
ability to approximate long dendrites as being semi-infinite in extent. In fact, the
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reduction in the effective length constant from κ and βw gives the semi-infinite
approximation greater accuracy.
4.5 Quasi-Active Ball-and-Stick Model
For models with a soma, we assume that the soma receives no active currents. This
is in approximate agreement with the far lower density of Ih channels found in the
somata of pyramidal cells as compared with the dendrites [51, 57, 58].
As we recall from section 2.7.2, the passive ball-and-stick neuron has a spa-
tially varying mean. This means that one could choose to linearise the active current
about �V (x)�0, which in models with a spatially homogeneous mean was always equal
to E0h. However as one can infer from the derivation of the linearisation in section
1.3.4, this would lead to spatially varying quasi-active parameters such as τw and κ,
as well as making λ and τv spatially varying as they ultimately depend on n
∗. To
avoid this complication, and to allow for a more direct comparison with previous
spatial models, we will instead linearise about the constant value of E0h throughout
the whole quasi-active dendrite. This represents the equilibrium potential at the dis-
tal dendritic end, X = ∞, and has the same value as previous spatial models. This
is further justified if the mean varies little with X about the equilibrium (V ∗, n∗).
Therefore we can write our cable and quasi-active equations as in (4.14).
Due to the lack of active currents at the soma, the boundary condition at










however we must stress that while identical mathematically, the physiological inter-
pretation of βσ and ρ differs slightly from the passive membrane due to the influence
of the active current on the effective dendritic membrane conductance g0.
As in the passive membrane, the ball-and-stick neuron can be analysed using
the Green’s function in the temporal Fourier domain, G̃(x, y;ω). We can straight-
forwardly translate the passive neuron Green’s functions into quasi-active ones by
replacing γ1 with γh1. In the case of the ball-and-stick model, this substitution of
γh1 into (2.93) yields












4.5.1 Ball-and-Stick Model, Mean
With mean synaptic drive component µ, �v� is given by applying the input Ĩ(y;ω) =
2πδ(ω)µ[1 + κ/(1 + iωβw)]. In terms of the Green’s function integral this means



















1 + κ− 1
ρ
√








1 + κ+ 1
�
. (4.32)
This shows that the linearised active current affects the mean through the coupling
parameter κ. For higher κ the effective length constant decreases, which causes
the mean to increase more quickly to the bulk value as x increases, Figure 4.8(a).
Furthermore, increasing κ and ρ also increases the mean at the soma (x = 0), which
will converge to µ as κ → ∞ or κ → ∞, Figure 4.8(b).












































Figure 4.8: The mean potential of the quasi-active ball-and-stick model neuron
(4.32) (a) increases with increasing κ. (b) The mean at the soma (X = 0) increases
towards µ for increasing ρ and κ. The passive mean is calculated from (2.96). Other
parameters: (a, b) λ = 200µm, µ = 10mV (a) ρ = 4.
4.5.2 Ball-and-Stick Model, Variances
In agreement with previous spatial models, increasing κ and decreasing βw decreases
the variance Figure 4.9(a, b) at all positions in the ball-and-stick model. The lo-
cation of the peak in variance (seen for the passive ball-and-stick model in section
2.7.3) increases with both increasing κ and βw. The derivative variance (not shown)
increases monotonically with distance from the soma.
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Figure 4.9: The variance in the quasi-active ball-and-stick model from (4.31) in
(2.77) decreases with (a) increasing κ and (b) increasing βw, while increasing the
derivative variance at all positions of the ball-and-stick model neuron. The passive
variance is given by integration of (2.93) in (2.77). Other parameters: (a-b) λ =
200µm, ρ = 4, βσ = 7/6, µ = 10mV (a) βw = 1.5, (b) κ = 0.55.
4.5.3 Ball-and-Stick Model, Firing Rate
The dependence of the mean on κ gives the firing rate an interesting dependence
on the quasi-active parameters. We see in Figure 4.10(a) that for lower µ (� 8
mV), increasing κ decreases the firing rate, while for high µ, increasing κ increases
the firing rate. This is because as µ is larger, reducing the difference between the
mean and threshold has a more significant effect on increasing the firing rate than
the corresponding variance reduction does on decreasing it. On the other hand,
increasing βw always increases the firing rate for the same subthreshold range of µ
as it has no effect on the mean, Figure 4.10(b). The quasi-active firing rate does
not converge to the passive firing rate when βw → ∞ however, because the mean
potential is still affected by κ in this limit as we saw in (4.32).
We investigate the effect of κ on the upcrossing rate in more detail by fixing
µ = 8 mV and calculating the upcrossing rate for a wide range of κ and βw. Figure
4.10(c) shows that for lower βw, increasing κ decreases the firing rate, while for higher
βw, increasing κ increases the firing rate. This can be explained by considering that
for low βw, the variance will already be low, and thus further reductions to σ
2
v
by increasing κ will not be offset by the corresponding increase in the mean. On
the other hand, at higher βw, the variance starts from a higher position, and thus
reductions from increasing κ will be compensated by the increase in �v�. If we had
chosen a lower value of µ, then the region for which κ decreases the upcrossing rate
would be larger, and vice versa had we chosen a larger value of µ.
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Further exploration of varying ρ reveals that, if the upcrossing rate initially
increases with κ, then it generally decreases slightly as κ increases further, giving
a non-monotonic profile. This is because the effect of the mean on κ eventually
saturates, as can be seen from (4.32). To see how this is affected by morphology,
we varied the somatic size with ρ and noted the value of κ which maximised the
upcrossing rate. Figure 4.10(d) shows that for larger ρ (smaller somata), the value
of κ that maximises firing is lower. This makes sense, as for larger ρ, �v� increases
towards µ. This makes the increase in the mean from increasing κ less significant.
We also see that for lower µ, κmax = 0, whilst for higher µ, κmax increases.



































































































Figure 4.10: The firing rate of the quasi-active ball-and-stick neuron: (a) increases
with increasing κ for larger µ (where its increase of the mean is more significant) but
decreases with smaller µ (where its decrease of the variance is more significant); (b)
always increases with increasing βw. (c) Keeping µ constant, increasing κ decreases
the upcrossing rate for low βw and increases it for high βw. (d) The value of κ which
maximises the upcrossing rate, κmax, decreases with ρ (smaller somata). Solid lines
and the heatmap in (c) show the theoretical upcrossing rate (2.1), while circles
and triangles denote upcrossing and threshold-reset simulations respectively. Other
parameters: (a-d) λ = 200µm, βσ = 7/6, σs = 3mV (a-c) ρ = 4, (a-b) µ = 10mV
(a, d) βw = 1.5, (b) κ = 0.55, (c) µ = 8 mV.
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4.6 Quasi-Active Dendrite-and-Axon Model
We will now explore a model with a quasi-active dendrite and passive axon. As this
is also a case where the mean is no longer spatially homogeneous, we will continue
to assume the active current is linearised about the resting potential at the distal
dendritic end throughout the dendrite. The dimensionless cable equations are
∂v1
∂t
= µ1 − v1 +
∂2v1
∂x21







where we have denoted the linearised active current as w1 to show how this can be
extended for multiple dendrites as we shall see later.
The Green’s functions in the Fourier domain for (4.33) now obey





+ δ(x1 − y1), (4.34)




which after collecting the Green’s functions in terms of γh (which we denote here as
γh1) and γα =
√








These Green’s functions obey the same equations as the passive case (2.58), but γ1
has been replaced with γh1. Since the boundary conditions are also the same, the












































= �vα(xα)� = µ(1 + κ)
� ∞
0
G̃(xα, y1; 0)dy1, (4.39)
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which is the general equation for the mean contribution from a quasi-active struc-
ture, akin to the passive general mean equation in Chapter 2 (2.71). With a single
dendrite and axon, recalling that γh1(ω = 0) =
√











1 + κ+ λ3α
e−xα , (4.40)
where we see that the coupling parameter κ has an effect while βw does not. Further-
more, the relative spatial decay of the mean with length along the axon is unaffected
by the linearised active current in the dendrite, however the magnitude increases













1 + κ+ λ3α
�
. (4.41)
The effect of scaling κ is shown in Figure 4.11, where we see that increasing κ in-
creases the mean at all positions along the dendrite and axon. Since these differences
in the axon can be difficult to see clearly in Figure 4.11(a), we show the mean as a
function of κ for fixed values of X in Figure 4.11(b). This panel shows that changes
in the axonal mean with κ are much smaller than changes due to position. Despite
this, we shall see later for the firing rate that even these small changes cannot be
neglected.




































Figure 4.11: For the mean voltage in the quasi-active dendrite-and-axon model
(4.41): (a) Increasing κ increases the mean at all positions along the axon but does
not affect the relative spatial decay. The mean in the dendrite also increases as κ
increases. (b) The difference in �v� is relatively small with κ compared to small
changes in position Xα. We have used the convention of negative values of X for
the dendrite and positive values for the axon. The passive mean is calculated from
(2.72, 2.73) . Other parameters: λ1 = 200µm, λα = 100µm, µ = 10mV.
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4.6.2 Dendrite-and-Axon, Variances
Analogous to the passive dendrite-and-axon model 2.85, the variances can be ob-










zh1|βαλ31γh1 + λ3αγα|2(1 + ω2β2s )
dω. (4.42)
As in the single-neurite models, Figure 4.12 shows that σ2v in the axon increases at
all positions with increasing βw and decreasing κ. Again, σ
2
v̇ has a non-monotonic
relationship with βw and increases with increasing κ, but this variation is very minor
so is not shown here.









































Figure 4.12: For the variance in the quasi-active dendrite-and-axon model (4.42)
(a) decreasing κ and (b) increasing βw increase the variance at all positions along
the axon. The passive variance is given by (2.85). Other parameters: βs = 0.5,
σs = 1mV.
4.6.3 Dendrite-and-Axon, Firing Rate
Due to the influence of κ on the mean, the upcrossing rate decreases with κ for lower
µ and initially increases with κ for higher µ, Figure 4.13(a). In general, the rela-
tionship for higher µ is non-monotonic, peaking at higher κ for larger subthreshold
values of µ. Furthermore, for larger λα this non-monotonic dependence of the firing
rate on κ will start for lower values of µ. This is because the increase in mean from
increased κ from (4.40) will be able to propagate further along the axon. Increasing
βw always increases the firing rate when the mean is not near threshold, Figure
4.13(b). However, the firing rate does not converge to the passive case as βw → ∞
due to the fact that κ affects the mean even in this limit (4.40).
In the passive model for Xth > 0, there was a non-monotonic relationship
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between the upcrossing rate and ratio of the axonal to dendritic radii, aα/a1, Figure
2.11(c). Fixing µ, we varied κ to see how the ratio for maximal subthreshold upcross-
ing changes. Figure 4.10(c) shows that the optimal aα/a1 increases for increased κ
and equivalently the value of κ for maximal subthreshold upcrossing, κmax, increases
with aα/a1. We show the κmax for different λα ∝
�
aα/a1 in Figure 4.10(d).











































































































Figure 4.13: For the quasi-active dendrite-and-axon model: (a) The firing rate
initially increases with increasing κ for higher µ and λα. (b) Increasing βw increases
the firing rate for all µ not near threshold. (c) The radius ratio aα/a1 that maximises
the subthreshold upcrossing rate increases as κ increases. (d) Increasing λα increases
the value of κ which maximises the upcrossing rate, κmax, and allows it to be non-
zero at lower µ. Solid lines and the heatmap in (c) show theoretical upcrossing values
calculated from (2.1), while circles and triangles represents values from simulations.
Other parameters: (a-d) λ1 = 200µm, βs = 0.5, σs = 3mV, vth = 10mV, Xth =
30µm, (a-b) λα = 150µm, (a, c, d) βw = 1.5, (b) κ = 0.55, (c) µ = 11mV.
Next, we looked at how the radius ratio aα/a1 that produces maximal sub-
threshold upcrossing varies depending on κ and the absolute trigger position Xth.
We confirm that max(aα/a1) increases with κ for different values of Xth, Figure
4.14(a). Like in the passive neuron, max(aα/a1) increases as the trigger position is
moved further down the axon. Finally, we looked at the effect that the axon has on
the firing rate when compared to a semi-infinite active cable. As in section 2.6.5,
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we put the trigger position at X = 0. Figure 4.14(b) shows that the same size axon
decreases the upcrossing rate more significantly for stronger active currents. This
is because at x = 0 with an axon, the variance reduction from higher κ is more
important for the upcrossing rate than the relative increase in the mean. This is
also reflected in the simulated firing rate.










































Figure 4.14: (a) Increasing the coupling strength κ in the quasi-active dendrite-and-
axon model increases the axonal radius which maximises the upcrossing rate when
Xth > 0. (b) When Xth = 0, increasing κ causes the upcrossing rate to decrease
more with a wider axon. Solid lines indicate theoretical upcrossing results from
(2.1) while triangles in (b) show values from threshold-reset simulations. Other
parameters: (a-b) λ1 = 200µm, βs = 0.5, σs = 3mV, (a) µ = 11 mV, (b) µ = 5 mV.
4.7 Multiple Quasi-Active Dendrites and Axon
With multiple quasi-active dendrites, we consider the linearised restorative currents
in each dendrite to have the same parameters, but each has its own quasi-active
state variable wj . Each wj will differ between the dendrites due to the voltage
fluctuations caused by the between-dendrite independent stochastic drive. Thus for
n dendrites and an axon
∂vj
∂t
= µ− vj +
∂2vj
∂x2j










= vj − µ− wj , j = 1, 2, ..., n, (4.43)
where the boundary conditions at x = 0 are as in the passive case (2.101).
The sum-over-trips formalism introduced in section 2.8 has previously been
applied to branching quasi-active dendrites [104]. Therefore we can use this to find
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and hence the Green’s function for the axonal voltage response to an input signal














4.7.1 Multiple Dendrites and Axon, Mean
From the mean calculation in the axon from a single quasi-active dendrite (4.39),
and noting that the mean contributions from each dendrite sum linearly, we can


















1 + κ+ λ3α
e−xα . (4.46)
The mean converges to µe−xα as n increases, as seen for passive dendrites, Figure
4.15(a). However, the relative increase in the mean as n increases is smaller as κ
is larger, Figure 4.15(b). This makes sense as the limits of �vα� are the same as
n → ∞ and κ → ∞, so higher κ puts the mean closer to the limiting value.





































Figure 4.15: (a) For n quasi-active dendrites and a passive axon, increasing both
κ and n increase the mean (4.46), however (b) shows that the relative increase of
the mean with n is larger for smaller κ. The mean for passive dendrites is given by
(2.111). Other parameters λ1 = 200µm, λα = 100µm, Xα = 30µm, µ = 10mV.
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4.7.2 Multiple Dendrites and Axon, Variances
Variance contributions from each dendrite also add linearly, as we saw for the passive



















zα(1 + ω2β2s )|nβ2αλ31γh1 + λ3αγα|2
, (4.47)
and similarly for σ2v̇α . For all βw and κ, both steady-state variances decrease mono-
tonically with dendritic number n, similar to passive dendrites in section 2.8. Fur-
thermore, increasing κ and βw has the same qualitative effect on the variances as
other spatial models (decreasing and increasing σ2v respectively), Figure 4.16(a, b).
Figure 4.16(c, d) show that σv̇α/σvα is almost constant with n for a range of βw and
κ, similar to n passive dendrites and an axon in section 2.8.3.






































































Figure 4.16: The axonal variance with n quasi-active dendrites (4.47) (a) decreases
monotonically with dendritic number n and κ, while (b) increases with βw. The
ratio σv̇/σv remains almost constant with n across a range of (c) κ and (d) βw. The
passive variance is from 2.116. Other parameters: (a-d) λ1 = 200µm, λα = 100µm,
βα = 7/6, Xα = 30µm, βs = 0.5, σs = 1mV, (a, c) βw = 1.5, (b, d) κ = 0.55.
128
4.7.3 Multiple Dendrites and Axon, Firing Rate
Since κ affects both the mean and the variance, we focussed on this quasi-active
parameter for n dendrites. From section 2.8, we also chose a value of λα which gives
rise to a non-monotonic dependence of the firing rate on n. We see in Figure 4.17(a)
that for lower κ the firing and upcrossing rates are first maximised for 1, 2 then
3 dendrites as µ increases, much like for passive dendrites. However, for higher κ,
Figure 4.17(b), the ranges of µ for which the firing rate is highest for n = 1 and
n = 2 dendrites is larger. A comparison of the relative magnitudes of the firing rates
between (a) and (b) shows this is due to an increase in the firing rates of n = 1 and
n = 2 while for n = 3 the firing rate has not changed as much.
We investigated the dependence of the upcrossing rate on n and κ in more de-
tail by fixing µ = 11mV. Figure 4.17(c) reveals that for lower numbers of dendrites,
increasing κ initially increases the upcrossing rate, with a non-monotonic depen-
dency noticeable for very high κ (not shown). For higher n however, increasing κ
monotonically decreases the upcrossing rate. These relationships can be explained
by recalling that increasing both n and κ increase the mean and decrease the vari-
ance in the axon. However, we saw in (4.46) that the mean saturates with both
parameters and increases more strongly with n than κ. Therefore, for higher n, the
increase in �vα� caused by increasing κ will have a lesser effect on the firing rate
than the corresponding decrease in σ2vα .
Finally, we show the number of dendrites that maximises the upcrossing rate
as a function of κ and the axon-to-dendrite radius ratio aα/a1 in Figure 4.17(d).
Here we see, similar to the passive neuron, that n = 1 maximises the upcrossing rate
for a thinner axon. As the axon becomes thicker, nmax increases, with the additional
effect that nmax is higher for lower κ. This can be explained for the same reasons
as the previous panel; higher κ means that �vα(xα)� for n = 1 is higher and that
increasing n will have a smaller relative impact on the mean for higher κ.
These results imply that a more strongly coupled linearised restorative cur-
rent leads to a smaller number of dendrites being favoured for subthreshold firing.
Thus, we should expect that if a neuron has dendrites with active currents, then, if
its morphology is tuned to maximise fluctuation-driven subthreshold firing, it should
have fewer dendrites when compared with a passive neuron or one with weaker active
currents.
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Figure 4.17: The firing rate for n quasi-active dendrites and an axon (a) is maximised
for n = 3 when κ = 0.25 and for higher µ. (b) Whilst for κ = 2, the range of µ
for which n = 1 and n = 2 dendrites maximises the firing rate is larger. (c) For
µ = 11, as n increases the upcrossing rate is maximised for lower κ. (d) As seen
for passive dendrites, wider axons (higher aα/a1) causes the upcrossing rate to be
maximised for a higher n. Increasing κ reduces the maximal n for subthreshold
firing. Solid lines in (a, b) and the heatmaps in (c, d) denote values calculated from
the theoretical upcrossing rate given by (2.1), whilst circles and triangles indicate
values obtained via upcrossing and threshold-reset simulations respectively. Other
parameters: (a-d) λ1 = 200µm, βw = 1.5, βs = 0.5, σs = 3 mV, vth = 10mV (a-b)
λα = 150µm, (c-d) µ = 11 mV
4.8 Summary
In this chapter we have seen that quasi-active membranes can be straightforwardly
incorporated into the framework for spatially extended neuron models driven by
stochastic synaptic drive developed in Chapter 2. The restorative linearised current
narrows the the temporal autocovariance profile of the quasi-active point neuron
(section 4.2), while for spatial-neuron models we showed that the quasi-active pa-
rameters changed the effective length constants for the spatial autocorrelation (sec-
tion 4.3), an effect similar to that calculated in [65,160] for the subthreshold voltage
response. Analysis of the sealed dendrite (section 4.4) revealed that this meant we
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can make the semi-infinite approximation more accurately than for passive mem-
branes. For all models studied, decreasing the relative quasi-active time constant
βw and increasing the coupling parameter κ decreased the variance at all spatial
locations, while having a much smaller effect on the variance of the time derivative.
From these effects on the variances, for models with a spatially homogeneous
mean, the presence of a restorative quasi-active current reduced the firing rate com-
pared to the passive membrane for the same input parameters. This is because the
linearised restorative current provides negative feedback to voltage excursions from
the mean. Furthermore, the accuracy of the upcrossing approximation was higher
than the passive membrane case.
When the steady-state mean was spatially varying, as in the dendrite-and-
axon, ball-and-stick, multiple dendrites and axon models (sections 4.5, 4.6 and 4.7),
increasing κ increased the steady-state mean. This enabled the coupling parame-
ter to have non-monotonic effect on the firing rate, with larger κ being favoured
by a larger somatic size, a wider axonal radius, and a lower number of dendrites.
Equivalently, this effects shows that more strongly quasi-active membranes (higher
κ): increase the optimal axonal radius for subthreshold firing, increase the rela-







Voltage-gated currents can have a significant effect on the dynamic neuronal re-
sponse. Focusing again on Ih, it has been experimentally observed that Ih adds
subthreshold voltage resonance to cortical pyramidal cells at frequencies of ∼ 5Hz,
similar to the theta EEG frequency band [61,62]. Furthermore, it has been measured
experimentally [60] and calculated theoretically [105–107] that firing-rate resonance
occurs at similar frequencies to the subthreshold resonance. Modelling studies have
demonstrated that the subthreshold resonant frequency is affected by spatial sepa-
ration between the point of applied input and point of measurement [65, 103, 160],
and that quasi-active currents affect the resonant frequency of the produced local
field potentials (LFPs) [66]. Various different functional roles of theta oscillations
have been proposed, including pattern recognition, working memory [28], sequence
learning [161], and navigation [162].
However, the effect of spatial separation and morphology on the firing-rate
resonance induced by voltage-gated currents have not yet been investigated. This
chapter uses the framework established in Chapter 3 of calculating the dynamic
upcrossing-rate response to modulation of a localised current, the synaptic mean
and variance of quasi-active spatial-neuron models.
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5.2 Quasi-Active Point Neuron Modulation
When modulation is applied to a quasi-active neuron, since we still linearise the
active current about the steady-state resting value Eh0 (as opposed to the time-
varying mean value), no oscillatory modulation terms enter the equation of the
quasi-active current w. This is the case for both modulation arising from an external
current and from modulation to the presynaptic drive, and applies to all the models
studied in this chapter. Since the amplitude of oscillations of each modulation type
is set to be small, we assume that the approximation of linearity for the active
current in section 1.3.4 still holds as it did for small stochastic fluctuations in the
voltage.
5.2.1 Subthreshold Response
The subthreshold response is obtained by generalising the input s to I and expressing
the deviation of the potential from the steady-state mean, u = v− �v�0, in terms of
s in the Fourier domain. This gives
iωũ = −ũ− κw̃ + Ĩ , iωβww̃ = ũ− w̃, (5.1)
which after rearranging yields
ũ(ω) =
1 + iωβw
(1 + iω)(1 + iωβw) + κ
Ĩ(ω) = Z̃(ω)Ĩ(ω), (5.2)
where we have defined the subthreshold response as the dimensionless quantity
Z̃(ω) = ũ(ω)/Ĩ(ω). When |Z̃(ω)| > |Z̃(0)| for some range of ω, we refer to this
as subthreshold resonance, with the value of ω for which |Z̃(ω)| is maximised as
the subthreshold resonant frequency ωs. Where resonance exists, we use the sub-
threshold quality factor, Qs = |Z̃(ωs)|/|Z̃(0)| to quantify the relative height of the
resonant peak. Of greatest interest to us however is the phase zero frequency. We
can see in Figure 5.1(c) that Z̃(ω) has a phase zero for larger βw and κ.
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5.2.2 Point Neuron, Current Modulation




= −u+ s− κw + �ceiΩt, βw
dw
dt







Taking Fourier transforms in time yields
ũ(ω) =
1 + iωβw






+ 2π�cδ(ω − Ω)
�
, (5.5)
from which we can see that the prefactor of the equation for ũ is equivalent to
the subthreshold voltage frequency response (5.2). For restorative quasi-active cur-
rents, it is known that the subthreshold response can exhibit resonance and the
connection between subthreshold and firing-rate resonance has been explored pre-
viously for point-neuron models [105–107]. From (5.5) it is straightforward to find
the oscillatory first-moment coefficients as
�u�1 =
1 + iΩβw
κ+ (1 + iΩ)(1 + iΩβw)
, �u̇�1 = iΩ�u�1, (5.6)
which is simply the subthreshold response evaluated at ω = Ω. Substituting these
first moments into the general equation for the dynamic upcrossing-rate response

















with the steady-state variances provided in the previous chapter by (4.12) and (4.13).











which differ subtly from the passive point neuron (3.20) in the presence of κ in Λ0
and the different value of σu̇ due to the quasi-active parameters (4.13).
Increasing βw increases the amplitude of the upcrossing-rate response and
allows for a resonant peak, Figure 5.1(a). When there is such as resonance there
can also be a phase zero, which increases in frequency with βw, Figure 5.1(b). Con-
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vergence to the passive response seen in Chapter 3, is attained as βw → ∞, causing
the resonant peak and phase zero frequencies to converge zero. Another passive
limit is obtained as βw → 0, when the active current responds instantaneously to
changes in potential. Substituting w = u into (5.3) shows that this reduces the
effective timescale by a factor of 1 + κ, which, given that σ2u is fixed, is also the
factor by which Λ0 is reduced in comparison to the passive point neuron (3.20).
In comparison with the subthreshold response, phase zeros are attained more
easily and are at a similar frequency except for high κ and low βw, Figure 5.1(c,
d). This similarity of the phase zeros between the subthreshold response and the
current modulation upcrossing-rate response agrees with the analysis in [105–107].
Furthermore, we can also see that κ ∼ 0.5 and βw > 1 yields subthreshold and
upcrossing phase zeros with frequencies 1-10 Hz, similar to experimental findings







































































































































Figure 5.1: For current modulation applied to the quasi-active point-neuron model,
as βw decreases, (a) the resonance and (b) the phase zero of the firing-rate response
gradually disappear. (c) The subthreshold response (5.2) shows a phase zero for
higher βw and κ which increases with both parameters. (d) In comparison, with
current modulation the minimum βw and κ for phase zeros is lower and the phase
zero frequency for low βw and higher κ is higher. The solid lines of (a, b) and the
phase zero contours of (d) represent the theoretical upcrossing-rate response (5.7),
the dashed lines the response for the passive model (3.19), while circles and triangles
denote upcrossing and threshold-reset simulations respectively. Other parameters:
(a-d) τv = 10ms, τs = 5ms, uth/σu = 3, (a-b) κ = 0.55.
5.2.3 Point Neuron, Synaptic Mean Modulation
For synaptic mean modulation applied to a quasi-active point neuron, we have
du
dt












From the prior calculation of the first-moment coefficients for current modulation,
it is straightforward to see that for synaptic mean modulation we simply divide �u�1
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and �u̇�1 by 1 + iΩβs, giving
�u�1 =
1 + iΩβw
[κ+ (1 + iΩ)(1 + iΩβw)](1 + iΩβs)
, �u̇�1 = iΩ�u�1. (5.11)


















As we saw for mean modulation in the passive point neuron, the synaptic filtering
has the effect of making the high-frequency limit of the amplitude tend to zero with
phase ψ∞ = −π/2.
We see in Figure 5.2(a) that the resonant peak is at approximately the same
position as in current modulation, but that the peak is of a lower amplitude. Simi-
larly in Figure 5.2(b) we see that phase zeros still exist, but at much lower frequencies
than current modulation. Looking more closely at the theoretically predicted phase
zeros for two values of βs in Figure 5.2 (c, d), we see that the phase zeros are at
lower frequencies compared with current modulation across the whole quasi-active
parameter range (βw,κ). Furthermore, a higher value of βw is required for the ex-
istence of phase zeros, meaning that for κ ∼ 0.5, βw > 3 is required to achieve
theta-band phase zeros.
In addition, increasing βs translates the region that allows phase zeros to
higher values of βw, with βw > βs a necessary (but not sufficient) condition for phase
zeros. This can be inferred from (5.11): we need the rising phase numerator term
of (1 + iΩβw) to be active at low frequencies before the falling phase denominator
term of (1 + iΩβs) in order to get a temporary phase increase in �u�1. Recalling
from section 3.2.2 that it was not possible to achieve a phase zero from the passive
point neuron with synaptic mean modulation when the upcrossing approximation





































































































































Figure 5.2: With synaptic mean modulation applied to the quasi-active point-neuron
model, as βw decreases, the (a) resonance and (b) phase zero of the firing-rate
response gradually disappear. (c) When βs = 0.5 the existence of a phase zero
requires larger κ and especially βw than for current modulation. (d) With βs = 2.0,
the region of (βw,κ) that allows phase zeros is translate to higher βw. Solid lines and
the phase zero contours represent the theoretical upcrossing-rate response (5.12),
dashed lines the passive response (3.24), while circles and triangles denote upcrossing
and threshold-reset simulations respectively. Other parameters: (a-d) τs = 5ms,
uth/σu = 3 (a-b) τv = 10ms, κ = 0.55.
5.2.4 Point Neuron, Variance Modulation








Z̃(ω)[ξ̃s(ω) + �v ξ̃s(ω − Ω)]
1 + iωβs
eiωtdω, (5.13)
from which, following a same procedure as the passive membrane (see section 3.2.3),







1 + iΩβs + ω(ω − Ω)β2s
dω, (5.14)
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and similarly for [σ2u̇]1 and [σuu̇]1 by multiplying the integrand of (A.76) by ω(ω−Ω)
and iω respectively. These variances can be calculated in closed form, but are
algebraically verbose so we refer the reader to Appendix A.4.4 (A.76, A.80, A.83)
for their exact form. With all the oscillatory variances, we can calculate the dynamic
upcrossing-rate response r1v/r0 using the general formula in Chapter 3 (3.15). The












Furthermore, unlike current and synaptic mean modulation and like variance modu-
lation for passive models (section 3.2.3), a peak higher than the low-frequency limit
Λ0 is not observed in the quasi-active point neuron for uth/[σu]0 = 3. However, for
strong coupling κ, a sharp high-frequency peak in Λ lower than the low-frequency
limit Λ0 emerges. The frequency and sharpness of this peak increases with κ, and
this peak also has the effect of increasing the half-amplitude frequency Ω1/2 as shown
later by the dashed lines in Figure 5.5(a). However, it is important to note that this
peak does not cause a phase zero, as shown in Figure 5.5(b).
The cause of both this lack of resonance and this high-frequency peak is due
to r1v/r0 being dominated by the r13 term of variance modulation (3.15), as is the
case when uth/[σu]0 is high enough for the upcrossing approximation to valid. The
only Ω-dependent part of r13 is [σ
2
u]1, which acts as a low-pass filter with a high-
frequency peak for higher κ. Intuition as to why [σ2u]1 has this high-frequency peak
can be gained from the behaviour of the shifted subthreshold response Z̃(Ω− ω) in
(A.76). We saw that Z̃(ω) has a phase zero, and thus a resonant peak, in Figure
5.1(c). Shifting this peak by Ω can make the minimum of |Z̃(Ω−ω)| and maximum
of |Z̃(ω)| overlap, leading to the minimum in [σ2u]1, or make the maxima overlap,
leading to the maximum in [σ2u]1 (see Appendix C.4.1).
5.3 Quasi-Active Infinite Dendrite Modulation
5.3.1 Infinite Dendrite, Local Current Modulation
For current modulation applied at a single location xc, the response at x = 0 is
given in terms of the Green’s function as we saw for the passive dendrite, �u�1 =
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G̃(0, xc;Ω). Where for the infinite quasi-active dendrite we have




Substituting the first moments into (3.10), this means that the dynamic upcrossing-

















where Γh = γh(Ω) and this has the same form as local current modulation to the
passive infinite dendrite (3.44) but with Γ replaced with Γh.
Figure 5.3(a) shows a resonant peak for larger βw as we saw for current
modulation in the quasi-active point neuron and Figure 5.3(b) shows that there are
potentially three phase zeros: a low-frequency phase zero associated arising from the
active current, and two high-frequency phase zeros arising from current modulation
which we saw in passive spatial models in Chapter 3.
By varying βw and the dimensionless position of current modulation xc, we
see in Figure 5.3(c) that increasing xc always reduces the phase zero frequency,
and that this phase zero varies non-monotonically with βw, as found previously for
current and synaptic mean modulation applied to the quasi-active point neuron. We
also see that the minimum value of βw required for the first phase zero to appear
increases slightly from βw ∼ 1 to βw ∼ 1.3 as xc increases from 0 to 0.5. Conversely,
for the second phase zero we see in Figure 5.3(d) that xc has a much more profound
effect similar to that seen in the passive infinite dendrite, increasing the frequency
of the second phase zero until it is eliminated at xc ∼ 0.17. Increasing βw lowers the
frequency of this phase zero and slightly increases the maximum value of xc that
allows for it.
The fact that βw more strongly affects the first phase zero while xc more
strongly affects the second (and also third) phase zero, forms part of a general
theme we will find throughout this chapter for current modulation: quasi-active
parameters (βw,κ) mainly affect the first phase zero while morphological parameters
(xc,λ, ρ) mainly affect the high frequency phase zeros. However, there is some weak































































































































Figure 5.3: Increasing βw for local current modulation applied to a quasi-active
infinite dendrite (a) yields a resonant peak in the amplitude (b) allows for a first
low-frequency phase zero and decreases the second high-frequency phase zero. (c)
The first phase zero requires a slightly higher value of βw for larger xc. (d) The
range of xc for which the second phase zero exists is only slightly affected by βw.
Solid lines and phase zero contours are from the theoretical upcrossing-rate response
(5.17), dashed lines represent the passive response (3.44), while circles and triangles
represent values from upcrossing and threshold-reset simulations respectively. Other
parameters: (a-d) λ = 100µm, τv = 10ms, τs = 5ms, κ = 0.55, uth/σu = 3, (a-b)
Xc = 10µm.
5.3.2 Infinite Dendrite, Synaptic Mean Modulation
As in the passive case, we can obtain the dynamic mean coefficient for the quasi-
active infinite dendrite by taking Fourier transforms in space and time. Inverting
this and then taking the expectation yields







(1 + iωβw)δ(ω − Ω)δ(k)
(1 + iω + k2)(1 + iωβw) + κ
eiωtdω, (5.18)
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from which we can resolve the integral to give the prefactor �u�1
�u�1 =
1 + iΩβw
(1 + iΩβs)[(1 + iΩ)(1 + iΩβw) + κ]
. (5.19)
As in the passive case, the quasi-active infinite dendrite with synaptic mean modu-
lation has the same value of �u�1 as the corresponding point-neuron model. Hence
the upcrossing-rate response will also have the same form as (5.12). Despite this,
there are subtle differences in both the phase zeros in the dynamic response. Figure
5.4 shows that while there is a peak in Λ for the same values of βw as the point
neuron, higher βw is required for phase zeros also to be present.
When we look at larger range of quasi-active parameters, Figure 5.4(c) shows
that the cutoff frequency for both the point and infinite neuron models varies little
with βw > 0.5 and increases more notably with κ. This shows that the coupling
of the linearised restorative current is more important than its timescale for the
bandwidth of a quasi-active population. The phase zero frequency initially increases
with βw before peaking and also increases monotonically with κ, Figure 5.4(d). This
means that quasi-active neurons with more strongly coupled restorative currents will
tend to synchronise at higher frequencies.
The differences in cutoff and phase zero frequencies between the point and
infinite models are small, with the infinite neuron having a < 5Hz lower cutoff and
< 1Hz lower phase zero frequencies across the whole parameter range. The more
significant difference between the two models is that higher values of κ and βw are





















































































































Figure 5.4: For synaptic mean modulation applied to the quasi-active infinite den-
drite, as βw decreases, (a) the amplitude resonance and (b) the phase zero of the
firing-rate response disappears. Solid and dashed lines represent the theoretical
quasi-active(5.12) and passive (3.24) upcrossing-rate responses respectively , while
circles and triangles denote upcrossing and threshold-reset simulations respectively.
(c) The cutoff frequency increases with κ but is roughly constant for βw > 0.5. (d)
The phase zero frequency initially increases with βw before reaching a maximum.
In (c, d) dashed lines show frequencies for mean modulation applied to quasi-active
point neurons (5.12). Higher values of βw and κ are required for the phase zero
for the infinite dendrite compared to the point neuron. Other parameters: (a-d)
βs = 0.5, uth/σu = 3, (a-b) κ = 0.55.
5.3.3 Infinite Dendrite, Variance Modulation
For spatially extended neurons, we recall from Chapter 3 that coefficients for the
dynamic variances are given by (3.80, 3.82, 3.83). Denoting γh(Ω − ω) = Γh and
zh = γh + Γh, we show the calculation of [σ
2











G̃(x, y;ω)G̃(x, y;Ω− ω)








zhγhΓh[1 + ω(ω − Ω)β2s + iΩβs]
. (5.20)
As in the passive membrane case and the quasi-active point neuron, [σ2u̇]1 and [σuu̇]1
can be obtained by multiplying the integrand by ω(ω − Ω) and iω respectively.
For the quasi-active infinite dendrite, the amplitude and phase of the firing-
rate response for variance modulation are generally similar to that seen for the quasi-
active point neuron. We observe in Figure 5.5(c, d) that for high κ a peak in Λ and
ψ emerges at high frequencies, as in the point neuron, Figure 5.5(a,b). Compared
with the point neuron, these peaks are less prominent. This is not because Λ is lower
at the peaks for the infinite dendrite, but rather because the preceding minimum is
higher. This is due to the slower decay in amplitude for the infinite dendrite, as we
saw in the passive case for the higher cutoff frequency when βs > 1 (section 3.3.3).
The increase in half amplitude frequency is still retained, shown by the
dashed line for 12Λ0 in Figure 5.5(c). Closer examination of the change in Λ with κ
reveals that the cutoff frequency Ωc decreases despite Ω1/2 increasing. Thus, depend-
ing on the decay in amplitude which counts as the neuronal population faithfully
encoding the modulating signal, one can either consider stronger quasi-active cou-
pling to increase (from Ω1/2) or decrease (from Ωc) the bandwidth. We will refer to
this effect as increasing the dampened bandwidth of the firing-rate response.
At high frequencies the phase responses for the point and infinite neurons
also differ, with the high-frequency limits unchanged from their passive values of

























































































































Figure 5.5: For variance modulation, (a, c) amplitude and (b, d) phase peaks ap-
pear when κ is large, and occur at similar frequencies for the (a, b) quasi-active
point neuron and (c, d) infinite dendrite. These peaks in amplitude and phase
are more prominent for the point neuron, however the half-amplitude (Λ = 12Λ0)
dampened bandwidth increases in both cases. Solid and dashed lines denote the the-
oretical quasi-active and passive upcrossing-rate responses (3.15) respectively, while
circles and triangles represent upcrossing and threshold-reset simulations respec-
tively. Other parameters: (a-d) βw = 2.5, βs = 0.5, uth/[σu]0 = 3, (c-d) λ = 100µm.
Since further morphological factors such as a substantial soma and an axon
will add a further passive load to the neuron, we can predict (and have verified,
see Appendix C.4) that this quasi-active amplitude and phase peak will only be
dampened for more complex morphologies. In addition, we saw in Chapter 3, that
the effects of a substantial soma and an axon had very minor effects on variance
modulation in the passive neuron. We will therefore not include variance modulation
for other quasi-active neuronal morphologies in this chapter.
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5.4 Quasi-Active Ball-and-Stick Modulation
5.4.1 Ball-and-Stick Model, Local Current Modulation
Based on the calculation of the first-moment coefficients for the passive ball-and-
stick neuron, we can deduce that �u�1 and �u̇�1 are as in the passive case (3.68) but




, Γ2σ = 1 + iΩβσ, (5.21)

















While for the passive neuron we only observed a single phase zero, the quasi-
active resonance at lower frequencies that means that two phase zeros can now be
present. As in the passive case, we changed the dendritic dominance factor ρ to see
the effect of neuronal size on these phase zeros. Figure 5.6 shows that decreasing ρ
(a larger soma) leads to the lower phase zero decreasing and the higher phase zero
increasing, with both eventually disappearing when ρ becomes sufficiently small.
The former effect can be intuitively explained by the fact that the soma is passive
with no quasi-active current, hence decreasing ρ increases the ratio of passive to
quasi-active load conductance. Further, we see that in (5.21) that decreasing ρ
























































































































Figure 5.6: For current modulation applied to the soma of a quasi-active ball-and-
stick neuron, a larger soma (a) lowers the firing rate amplitude across all frequencies
and (b) eventually eliminates both the low- and high-frequency phase zeros. (c) A
higher value of βw is required for the first phase zero with a larger soma. (d) In-
creasing ρ increases the frequency of the second phase zero towards that seen for the
semi-infinite dendrite, while lowering βw has a slight lowering effect most noticeable
at low ρ. Solid lines and phase zero contours are from the theoretical upcrossing-rate
response (5.22) while circles and triangles denote upcrossing and reset simulations
respectively. Other parameters: (a-d) βσ = 7/6, βs = 0.5, uth/σu = 3, κ = 0.55,
(a-b) βw = 2.5.
5.4.2 Ball-and-Stick Model, Synaptic Mean Modulation
With synaptic mean modulation, substitution of Γ1 with Γh1, means that the first-
moment coefficient at the soma is given by
�u�1 =
ρ
Γh1(1 + iΩβs)(ρΓh1 + Γ2σ)
, (5.23)


















As in previous cases for synaptic mean modulation applied to quasi-active structures,
both a resonant peak and phase zero can be attained for higher βw and κ. Here we
show the effect of the relative somatic size, parametrised by ρ, on this firing-rate
resonance. Like the passive case, Figure 5.7(a) shows that decreasing ρ reduces Λ
at all frequencies, including the resonant peak. While Figure 5.7(b) illustrates that
the phase zero can be reduced in frequency then eliminated with lower ρ.
When investigating these effects in more detail, we first see in Figure 5.7(c)
that the quality factor increases with ρ, demonstrating that both the relative and
absolute resonant peak amplitude are affected by somatic size. Next we find in
Figure 5.7(d) that the phase zero increases with ρ and that a lower value of κ is
required for the phase zero to exist. Both of these increasing trends saturate towards
the limit given by a semi-infinite dendrite and can be intuitively explained by the
fact that decreasing ρ increases the relative proportion of passive conductance to
the neuron. Furthermore, given that βσ ∼ 1, the frequency at which ∠ Γ2σ = −π/4

































































































Figure 5.7: With synaptic mean modulation applied to the quasi-active ball-and-
stick neuron, decreasing ρ (a) decreases the amplitude at all frequencies, and (b)
decreases the phase at all frequencies, lowering the phase zero frequency. (c) Closer
inspection of the amplitude shows that the quality factor of the resonant peak
increases with ρ for a range of κ. (d) Decreasing ρ and κ decreases the phase
zero frequency and eventually eliminates it entirely. Solid lines show the theoret-
ical upcrossing-rate response (5.24) while circles and triangles denote upcrossing
and threshold-reset simulations respectively. Other parameters: (a-d) βw = 2.5,
βσ = 7/6, βs = 0.5, uth/σu = 3 (a-b) κ = 1.
5.5 Quasi-Active Dendrite-and-Axon Modulation
5.5.1 Dendrite-and-Axon, Local Current Modulation
With the dendrite-and-axon model, we apply current modulation at the nominal
soma (x = 0) where the two neurites meet as in the passive neuron. We can obtain
the coefficient for the modulated mean by replacing Γ1 in the passive dendrite-and-





































As in the passive dendrite-and-axon model and the quasi-active infinite dendrite,
we vary the separation between point of modulation and the trigger position Xth.
Figure 5.8(a) shows the amplitude starts decaying at lower frequencies after the
resonant sag for higher Xth, while the phase in Figure 5.8(b) shows that the low-
frequency phase zero is far less affected by Xth than the second phase zero.
Looking at these phase zeros more closely as a function of the dimensionfull
trigger position Xth and βw, we see in Figure 5.8(c) that larger Xth causes higher
βw to be required for the first phase zero. In contrast to current modulation in the
quasi-active infinite dendrite (Figure 5.3(c)), we note that xth has a more significant
effect on the minimal βw required and the reduction on the phase zero frequency.
Figure 5.8(d) reveals that the second phase zero is eliminated for xth � 0.18. While
βw has an almost unnoticeable effect on the existence of the second phase zero, like
the infinite dendrite, increasing βw lowers its frequency.
The reason why xth in the quasi-active dendrite-and-axon model has a dif-
ferent effect on the dynamic response than xc in the quasi-active infinite dendrite is
due to the presence of Γα in the exponent rather than Γh1. This makes the spatial
filtering effect passive rather than quasi-active. Since |Γα| < |Γh1| for low frequen-
cies and |Γα| > |Γh1| at high frequencies (given βα > 1), this makes the spatial
filtering effect stronger for the dendrite-and-axon model near the first phase zero






















































































































Figure 5.8: For current modulation applied locally to the quasi-active dendrite-and-
axon model, increasing the trigger position: (a) decreases the amplitude across all
frequencies and initiates high-frequency decay sooner, (b) reduces the phase at all
frequencies, eventually removing (c) the low-frequency phase zero and (d) the high-
frequency phase zero. Solid lines and phase zero contours are from the theoretical
upcrossing-rate response (5.26), while circles and triangles denote upcrossing and
threshold-reset simulations respectively. Other parameters: λ1 = 200µm, λα =
100µm, βα = 7/6, βw = 2.5 κ = 0.55, βs = 0.5, uth/σu = 3.
5.5.2 Dendrite-and-Axon, Synaptic Mean Modulation
With synaptic mean modulation, substitution of Γh1 for Γ1 in (3.87) gives the os-






































In comparison with the infinite dendrite, we see that by setting xth = 0 in (5.27)
that the quasi-active influence on the frequency response for the dendrite-and-axon
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model is lessened in comparison by the ΓαΓh1 term in the denominator, especially
in terms of the phase. Letting λα → 0 on the other hand yields the response for the
infinite dendrite (5.19)
As in previous cases for synaptic mean modulation, we observe in Figure
5.9(a, b) that there is an amplitude peak and potentially a phase zero associated with
the quasi-active current. By adjusting βw and Xth, one can show that the quality
factor Q decreases with increasing Xth and decreasing βw but these variations are
generally quite small.
As in previous comparisons between current and synaptic mean modulation,
the phase zero requires higher βw or κ to exist due to synaptic filtering. Thus we
expect that the dependence of the phase zero on xth and βw to be similar to that
seen for current modulation in Figure 5.8(c), with increasing xth leading to higher
βw required for the phase zero. This is shown in Figure 5.9(d), with βw > 5.5

















































































Figure 5.9: For synaptic mean modulation applied to the quasi-active dendrite-and-
axon model, increasing the trigger position decrease both the (a) amplitude and (b)
phase at all frequencies. (c) Slow active currents (βw > 5.5) are required for phase
zeros and the phase zero frequency decreases with increasing Xth. Solid lines show
the theoretical upcrossing-rate response (5.28) while circles and triangles indicate
upcrossing and threshold-reset simulations respectively. Other parameters: (a-c)
λ1 = 200µm, λα = 100µm, βα = 7/6, κ = 0.55, βs = 0.5, uth/σu = 3, (a-b)
βw = 3.5.
5.6 Summary
For all the models studied in this chapter, the dynamic firing-rate response for
synaptic mean modulation showed a low-frequency resonant peak enabled by sim-
ilar quasi-active parameters as the subthreshold voltage resonance (sections 5.2.3,
5.3.2, 5.4.2, 5.5.2). Occurring at 1-10 Hz, this quasi-active resonance lies in the
range of the experimentally observed resonance in some pyramidal cells [60–62] and
theta oscillations [144,162]. A phase zero did not always exist with a resonant peak
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however, and spatial extent made the phase zero more difficult to attain due to the
higher derivative variance σ2u̇. This resonance was never observed for variance mod-
ulation due to the fact that the oscillatory variances are calculated by a convolution
of the subthreshold response (section 5.2.4).
With current modulation applied to a single location in a spatial model
(sections 5.3.1, 5.4.1, 5.5.1), two additional high-frequency phase zeros are possible
like the passive models in Chapter 3, in addition to a low-frequency quasi-active
phase zero. The values of these high-frequency phase zeros are affected slightly
by the quasi-active parameters, though not to the same relative degree as the first
quasi-active phase zero. Conversely, morphological parameters such as the somatic
size, axonal radius and trigger position have a larger impact the high-frequency
phase zeros than the low frequency phase zero. The presence of both low- and high-
frequency phase zeros is of physiological relevance due to experimental evidence
suggesting coexistence and coupling between theta and high-gamma oscillations in
the cortex [155], which are present for spatial working memory tasks [163] and the
disruption this coupling may play a role in schizophrenia [156].
For very strong coupling, an amplitude peak was observed in all models with
variance modulation at high frequencies (sections 5.2.4, 5.3.3). This peak increases
the half-amplitude frequency Ω1/2, showing that restorative active currents increase
the bandwidth of neuronal populations subject to variance modulation. However,
recalling that κ ∼ 0.1− 2 for Ih [57,59], as this peak requires larger values of κ it is




While prior research either models the effect of morphology on deterministic firing
[135,164], or fluctuation-driven firing in point-neuron models [5,7,9,96,101,151], in
this thesis we have developed an approximate analytical framework to examine the
effects of morphology on fluctuation-driven firing. Previous theoretical studies in this
area are sparse, usually limited to calculation of the subthreshold moments [77,125],
two-compartment rather than spatially continuous models [10–12], or synaptic drive
applied to only a single point [126,127].
In this thesis we have seen how a level-crossing formula based on the work of
Rice [110], can be extended from point-neuron models, as done by Tchumatchenko
[111] and Badel [9], to approximate the fluctuation-driven firing rate in spatially con-
tinuous neuron models. Furthermore, we found that spatial distribution of synaptic
drive produces qualitatively different steady-state firing rates and dynamic firing-
rate responses from point-neuron models for both passive and quasi-active mem-
branes.
6.1 Steady-State Firing Rate
In Chapters 2 and 4, we showed that the steady-state fluctuation-driven firing rates
in passive and quasi-active spatial neuron models have a fundamentally different
form to point-neuron models (sections 2.2.3, 2.3.3, 4.2.3, 4.3.3). In contrast, the
deterministic limit for spatial models where drive is distributed across the whole
structure was the same, showing that firing rate is more sensitive to neuronal mor-
phology if it is fluctuation-driven. Furthermore, for models where the mean was
spatially homogeneous such as the infinite dendrite, the upcrossing and simulated
firing rates at the nominal soma were independent of all spatial parameters such as
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the length constant.
With models where the mean was no longer spatially homogeneous, increas-
ing some morphological parameters, such as axonal radius (sections 2.6) and the
number of dendrites (section 2.8), and the quasi-active coupling strength (sections
4.5, 4.6, 4.7), increased the mean but decreased the variance. This often led to
non-monotonic variations in the upcrossing and simulated firing rates with these pa-
rameters that depended on the mean synaptic drive. The addition of an electrically
substantial soma (sections 2.7, 2.8, 4.5) affected both the morphological and quasi-
active parameters that maximised the fluctuation-driven firing rate, for example a
larger soma increased the optimal axonal radius, number of dendrites and quasi-
active coupling. There is also interaction between the quasi-active and morphologi-
cal parameters for this optimum. For example, a higher coupling strength leads to a
lower dendritic number and higher axonal radius that maximise fluctuation-driven
firing.
These effects imply that neuronal morphology and active currents can be
tuned to maximise fluctuation-driven firing. As discussed earlier, both morphol-
ogy and active currents differ between cell classes [31, 32] and species [42, 159]. In
particular, it would be interesting to see if there are any correlations between the
morphology of the AIS and the number or strength of Ih channels.
6.2 Dynamic Response
Previous theoretical studies have largely focussed on how the type of noise [101,165]
and spiking mechanisms [96,101] have affected the dynamic firing-rate response, with
some focus being place on models with a few compartments [11, 12]. The research
shown here in Chapters 3 and 5 shows novel insights into how spatial extent, both
in the model and the distribution of the noise, affect various aspects of the dynamic
firing-rate response. These include the cutoff frequency, existence of phase zeros,
and the high-frequency limit.
For the dynamic response, several differences from the point-neuron model
and new types of frequency responses were found for each modulation type. With
current modulation applied locally, we saw that finite high-frequency phase zeros
were present even for the passive membrane (sections 3.3.1, 3.5.1, 3.6.1). In addition,
the frequency and existence of phase zeros were significantly altered by the spatial
separation between the trigger and modulation positions, as well as the somatic size.
This implies that the spatial separation between the soma and the position of AP
initiation in the AIS plays a significant role in how neuronal populations process
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signals and how they might synchronise. This could help explain the experimentally
observed ultrafast response of cortical populations [85–87,148].
On the other hand, in passive models synaptic mean (sections 3.2.2, 3.3.2,
3.5.2, 3.6.2) and variance modulation (sections 3.2.3, 3.3.3, 3.5.3, 3.6.3) never pro-
duced resonances or phase zeros in the region for which the upcrossing method is
valid. Across various different models, variance modulation gives a cutoff frequency
approximately twice that of mean modulation, in qualitative agreement with some
experiments [148, 150], although the cutoff frequency in our case was much lower
at around 10-30 Hz. Furthermore, for both modulation types we also found that
changes to morphology such as length constants, soma size and trigger position, did
not significantly alter the cutoff frequency. However with variance modulation we
found different high-frequency phase limits from the point-neuron model which were
significantly changed by the morphology, as summarised in Table 6.1.
The dynamic firing-rate response was substantially different for quasi-active
membranes. Low-frequency resonances and phase zeros were found across all mor-
phologies for synaptic mean (sections 5.2.3, 5.3.2, 5.4.2, 5.5.2) and local current
modulation (sections 5.2.2, 5.3.1, 5.4.1, 5.5.1). Being in the 1-10Hz range, these
low-frequency phase zeros are in a similar frequency range to the resonances in-
duced by Ih in pyramidal cells [60–62] and the theta frequency band. Furthermore,
we found that morphological factors such as the somatic and axonal size affect the
low-frequency phase zero for local current and synaptic mean modulation, while
quasi-active parameters affected the high-frequency phase zeros in current modula-
tion. The presence of both low- and high-frequency phase zeros in the case of local
current modulation is particularly interesting in light of experimentally observed
cross-frequency coupling between theta and gamma bands [155,163].
The low-frequency phase zero induced by the quasi-active parameters was
not present for variance modulation however (sections 5.2.4, 5.3.3). Instead, strong
quasi-active coupling for variance modulation produced a local high-frequency peak
in amplitude and phase. While this effect is not usually strong enough to increase the
cutoff frequency, it does increase or add an additional half-amplitude frequency. This
shows that the quasi-active coupling increases the effective bandwidth of dampened
signals.
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Model Local Current Synaptic Mean Variance
Point Neuron 0 −π/2 −π/2
Infinite Dendrite π/4 −π/2 −π/4
Ball-and-Stick 0 −3π/4 −3π/4
Dendrite-and-Axon undetermined undetermined undetermined
Table 6.1: High-frequency phase limits ψ∞ for the dynamic upcrossing-rate re-
sponses of the spatial models examined in this thesis for each type of modulation.
For the infinite dendrite the limit shown is for when the spatial separation between
modulation input and the trigger position is zero. The limit shown for the dendrite-
and-axon model assumes the trigger position is placed a finite distance along the
axon.
6.3 Future Work
6.3.1 Separation of Synaptic Drive
In Chapter 3 we found that synaptic mean and variance modulation in the passive
point neuron did not produce resonances in the same parameter range as in [9] due to
the fact that we have combined both excitatory and inhibitory synaptic drive in our
models. Separating the synaptic drive into excitatory and inhibitory components
with their own distinct time constants would allow us to see the effect of the different
time constants on the dynamic response in spatial models.
With the synaptic drive separated, one can also look at removing the Gaus-
sian approximation and replacing the drive with a shot noise process. It has been
observed that the effect of individual synaptic inputs is not always small as required
by the Gaussian approximation, but can sometimes have a large effect (> 5 mV)
on the transmembrane potential [166–168]. Previous theoretical research has shown
that shot noise processes yield different firing-rate responses to Gaussian noise drive
in point-neuron models [165, 169, 170] . Furthermore, some of the approaches in
this thesis can be retained, as an upcrossing rate in response to shot noise is calcu-
lable [171]. Therefore, following the initial tests in Appendix C.1 of the Gaussian
approximation in spatial models, one could examine how the firing-rate responses
due to shot-noise drive are influenced by spatial structure.
6.3.2 Non-Uniform Neurites
In this thesis, all neurites were one-dimensional with uniform membrane properties
and applied synaptic drive. However, in reality many of these properties will vary
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along the neuritic length. One example noted in Chapter 1 is that the dendrites
and axon often significantly taper in various neurons [31, 172, 173], and that cable
theory has been adapted to account for tapered neurites [45–48]. Since dendritic
tapering in particular is thought to have functional implications [48,174], it would be
informative to see how it affects fluctuation-driven firing with synapses distributed
across the tapered dendrites.
For quasi-active membranes, a non-uniformity that can be added is to gener-
alise the distribution of linearised active currents. This can more accurately model
Ih currents in pyramidal cells for example, for which the concentration in certain
cell classes increases exponentially with distance from the soma [51, 57, 58]. While
this would lead to additional modelling complications, such as position-dependent
membrane time and length constants, it is theoretically manageable in this frame-
work.
After separating synaptic drive into excitatory and inhibitory components,
the synaptic drive can be applied non-uniformly. This can be done to represent
the fact that as excitatory synapses are generally distributed across the dendrites,
while inhibitory synapses are more locally focused on specific regions depending on
the inhibitory cell type [23]. The different spatial filtering of distributed excitatory
drive and localised inhibitory drive will alter the steady-state upcrossing rate and
the dynamic upcrossing-rate response.
6.3.3 Network Structure
In this thesis we have considered spatial-neuron models representative of a pop-
ulation with background synaptic drive which is independent of the population-
averaged firing rate. However, in neuronal networks the level of synaptic input will
be affected by the population response due to recurrent activity. Research has been
conducted that examines how recurrent activity affects global oscillations and syn-
chrony in the population firing rate [5, 175–177]. Incorporating the dynamic effects
of spatial extent into recurrent network models will affect network oscillations due to
its effect on low- and high-frequency phase zeros of the dynamic response. Though
in a recurrent network the frequency of in-phase oscillations will be complicated by
propagation delays, the morphological dependence of phase zeros can, in principle,
be adjusted to account for this.
Furthermore, neurons are not usually connected homogeneously but often
stereotypically in motifs [167, 178, 179], which simulations have shown can create
some computational differences [180]. With the synaptic drive from certain presy-
naptic cells in the motif localised to given areas on the postsynaptic cell, the frame-
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work developed here gives a starting point to look at how spatial structure influences
the firing-rate properties of neuronal motifs.
6.3.4 Population Heterogeneity
By considering our spatial-neuron model to be part of a similar population, we in
effect assume that all neurons in the population have identical parameters. How-
ever, experimental research has shown there to be variation in electrophysiological
parameters of pyramidal neurons of the same layer [181] and heterogeneity of the
firing rate to the input statistics [182]. An extension of this work is therefore to see
the effect of imposing heterogeneity onto the neuronal parameters, which as pointed
out in [118] is equivalent to adding frozen noise onto the model.
6.3.5 Active Currents
We have mostly focussed on a single active current linearised in the subthreshold
regime, with Ih the physiological current we have had in mind. However other
subthreshold active currents can be included such as the persistent sodium current
INap [67, 68] and the slow potassium current IKs [67], as has been modelled for the
point neuron in [105]. So long as the quasi-active approximation can be applied
to incorporate each additional current, an arbitrary number be included in this
framework.
The ion channels modelled by active currents often open randomly, adding a
form of stochasticity termed channel noise to the system [183]. While the intensity
of channel noise is thought to be less than from synaptic drive, it may still affect
spike timing and be occasionally sufficient to initiate APs [78, 184, 185]. Various
methods have been explored which incorporate channel noise into neuronal models
[77, 186, 187], including in spatial models with dendrites [188, 189]. Given certain
modelling assumptions such as linearity, channel noise could be included into the
framework developed here.
When the active currents are highly nonlinear, for example in the spiking
dynamics in the AIS or dendritic spikes, then quasi-active approximation can no
longer be used. Therefore, other frameworks have been used for spatial models of
nonlinear neurites [95,190–193]. However, the voltage variances calculated for linear
dendrite may still allow approximation of the firing rate in a similar manner to the
point-neuron EIF model [118].
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6.3.6 Experimental Application
Due to the requirement of delivering controllable spatially distributed stimulation to
a neuron, it is difficult to find suitable experimental results in vitro or in vivo in the
literature which correspond to the results presented here. However, recent advances
in optogenetics and multiple, parallel intracellular recordings make the prospect of
in vivo-like stimulation at arbitrary dendritic locations feasible [194–197].
These future experiments would inform us for which biophysical conditions
- such as neuronal class, amplitude of synaptic drive and active currents - the var-
ious modelling assumptions made in this framework are appropriate. With these
conditions established, the framework developed in this thesis would allow us to pre-
dict the firing-rate response of any neuron that satisfies them given its morphology,





A.1 Derivation of the Upcrossing Rate
To determine the rate at which the potential v(x, t) crosses a threshold value vth
with positive time derivative v̇, we look at a small section in time [t, t + dt) for a
fixed spatial position x. In this section, the curve of v crosses the value v = 0 (used
instead of vth for simplicity) between (x, t) and (x, t+ dt). Since this time interval
is small, one can assume that the derivative v̇ is constant. Therefore, the time at
which v = 0 is given by t − vi/v̇, where vi = v(x, t). This means we can write the
inequality illustrated in Figure A.1a
t < t− vi/v̇ < t+ dt, (A.1)
where clearly vi and v̇ must have opposite signs. If we are looking at upcrossings,
then we suppose that v̇ is positive and can write
−v̇dt < vi < 0. (A.2)
161













Figure A.1: (a) Diagram showing a section [t, t+dt) over which the upcrossing rate
is derived. (b) Both �v� and �v̇�th have a Gaussian distribution. For upcrossings we
are interested in the shaded area for which v̇ > 0.
Given a probability density function of v, p(v, v̇;x, t), the probability that











where we perform the v integral by noticing that v is very close to 0 in [t, t + dt).
This means that the rate, r = dP/dt, at which the potential crosses zero, or indeed





Since in general v and v̇ are not independent, by Bayes’ theorem the joint
distribution p(vth, v̇) = p(vth)p(v̇|vth). From this, if we suppose that both v and v̇
























, �v̇�th = �v̇|v = vth�, (A.6)
[σv̇]
2
th = �(v̇ − �v̇�|v = vth)2�. (A.7)
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Hence with η = �v̇�th/([σv̇]th
√
2), the upcrossing rate can be simplifies to the same














π(1 + erf η)], (A.10)
The conditional moments, �v̇�th and [σv̇]th, can be found by introducing a
new variable z = v̇ + αv. Supposing that z is independent of v this means that
�zv� = �z��v�, which can be used to find the value of the fixed parameter α
�zv� = �v̇v�+ α�v2�, �z��v� = �v̇��v�+ α�v�2
α(�v2� − �v�2) = −(�v̇v� − �v̇��v�), ∴ α = − cov(v, v̇)/σ2v . (A.11)
With this α, independence of z and v means that �z� = �z�th. Hence �v̇�th
can be found by equating the two
�z� = �v̇� − cov(v, v̇)�v�
σ2v





cov(v, v̇)(vth − �v�)
σ2v
. (A.12)
Furthermore, it also follows that the second moments of z are equal, that is
σ2z = [σ
2
z ]th. This can be used to find [σv̇]th
σ2z = �z2� − �z�2 = σ2v̇ + 2α cov(v, v̇) + α2σ2v (A.13)
[σ2z ]th = �z2�th − �z�2th
= �v̇2�th + 2α�v̇�thvth + α2v2th − �v̇�2th − 2α�v̇�thvth − α2v2th = [σ2v̇ ]th (A.14)
[σ2v̇ ]th = σ
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The sum-over-trips method can be used to derive the Green’s function for a dendritic
structure in either the time [137, 198] or frequency [103, 104, 199] domain. Here we
detail the method in the frequency domain following the steps shown in [103, 104,
199]. We start with the fundamental Green’s function for the infinite cable, G̃∞(z;ω).
For a trip from neurite i to neurite j that has length xi in neurite i and length yj
in neurite j, the fundamental function is






1 + iωβj , where βj is the relative time constant in neurite j, and z
is a complex trip length. Each trip has complex coefficient Aq, with the overall
Green’s function being given by the sum of the Green’s functions for the individual
trips [103],




The coefficients Aq are calculated in terms of the input admittance of neurite
j, Yj(ω), relative to the input admittance of all structures (soma and neurites) that
contact the same node. This is termed the segment factor and for m neurites that






, Yj(ω) = Gλjγj , Yσ(ω) = Gσγ
2
σ. (A.18)
From this definition of the segment factor, the rules for calculating the coef-
ficients Aq are as follows:
1. A trip starts at xi and ends at yj . Trips starting at xi may start travelling in
either direction along i but can only change direction at a node or terminal.
2. Trips may go through xi or yj numerous times before ending at yj .
3. The trip coefficient Aq starts at 1 and is multiplied by a factor at each reflection
or transmission through a node.
4. When a trip reaches a terminal (whether sealed or killed), it is reflected and
the trip reverses direction. Multiply Aq by +1 for a sealed end and -1 for a
killed end.
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5. When a trip passes through a node from neurite k to neurite m (k �= m),
multiply Aq by 2f̃m.
6. When a trip is reflected back at node from neurite k, multiply Aq by 2f̃k − 1.
Since we only have a single node in all the models we examine in this thesis,
the application of these rules becomes quite simple. However, this general sum-
over-trips approach demonstrates that the framework used here can be applied to
arbitrarily complex neuronal branching structures.
A.3 Oscillatory Presynaptic Drive
A.3.1 Point Neuron
For modulated presynaptic input, we consider the rate at which pulses arrive to
consist of a fixed component and a component oscillating at angular frequency Ω,
rs = rs0 + rs1e
iΩT . (A.19)
If the point neuron has ns synapses, then the average number of pulses arriving in
a time Δ is now time-dependent
Ns = ns(rs0 + rs1e
iΩT )ΔT . (A.20)
For a passive point neuron with filtered synaptic noise, with the Gaussian approxi-




= −gs + τsΔgns(rs0 + rs1eiΩT ) + τsΔg
�
ns(rs0 + rs1eiΩT )ξs(T ). (A.21)
As in earlier sections we will split the conductance into a stochastic fluctuating
component, gsF , and a deterministic component, �gs�, with gs = gsF + �gs�. Taking
the mean of the conductance yields








hence we can split the synaptic conductance mean into a steady term, �gs�0, and an
oscillatory term with complex prefactor �gs�1









= gL(EL − V ) + gs(Es − V ). (A.24)
Similar to the steady-state case, we let V = �V �0+u, where �V �0 is the steady state
mean component and u is the combined fluctuating and oscillatory voltage. Note
that u is different to vF defined in the previous chapter because it is not zero-mean




= gL(EL − �V �0) + �gs�0(Es − �V �0). (A.25)
With g0 = gL + �gs�0, E0 = (gLEL + �gs�0Es)/g0, τv = cm/g0 and µ = E0 − EL
as in the steady-state case, in the long time limit we obtain �V �0 = E0. If we
now look at the other component of the voltage with the oscillatory and fluctuating







(Es − E0 − u), (A.26)














(Es − E0)eiΩT +
gsF
g0
(Es − E0). (A.27)








rs0 + rs1eiΩT ξs(T ). (A.28)














Letting s = (Es −E0)gsF /g0 and σs = (Es −E0)Δg/g0
�
τsnsrs0/2, we can simplify





































We can typically neglect �̃p due to the product u × �gs�1 being between small am-
plitude oscillations and small stochastic fluctuations. Furthermore, due to the large
factor of Es −E0, |�̃m| >> |�̃p|, so modulations of the mean of u will be dominated
by �̃m. Taking this into account, we can simplify the equations further by making













A.3.2 Spatially Extended Neuron
For a spatially extended neuron, the equation for the synaptic conductance per unit




= −gs + τsΔg�srs + τsΔg
�
�s(rs0 + rs1eiΩT )
2πa
ξs(X,T ). (A.35)
Splitting the synaptic conductance in the same way as for the point neuron, the
components of the synaptic conductance are













With g0 and E0 defined as before, we obtain the time-invariant constants τv and λ,



























Returning to the synaptic conductance, the fluctuating component with the square-















Rescaling the synaptic conductance with s = gsF (Es − E0)/g0, space with X = xλ








where σs has the same definition as the spatial model for constant presynaptic drive
and �v is given earlier in (A.32). Neglecting the multiplicative modulation term

















(Es − �V (x)�0) =
rs1�gs�0(Es − �V �0(x))
rs0g0(1 + iΩβs)
. (A.42)
However as before we make the approximation (Es−�V (x)�0)/(Es−E0) ≈ 1, which
causes �m to be spatially uniform and equivalent to the point-neuron definition in
(A.32).
A.4 Specific Derivations of Moments
A.4.1 Sealed Dendrite Correlator











δ(x− x� + 2ml) + δ(x+ x� + 2ml)dx�









�ξ̂s(ω, k)ξ̂s(−ω�,−k�)� = δ(ω − ω�)
∞�
m=−∞
[δ(k − k�) + δ(k + k�)]e2ik�ml. (A.43)
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|τ |) + e−|τ |β−1s
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, βs < 1. (A.44)
While this correlator is algebraically complicated, we can see the erfc(
�
|τ |) term
that was also seen in the autocovariance for white noise (2.29).
A.4.3 Passive Dendrite-and-Axon White-Noise Variances












When g1 = gα and λ1 = λα, this can be resolved in terms of modified Bessel
functions of the second kind Kn and modified Struve functions Lν
σ2vα(xα) = σ
2





Γ(m+ 3/2)Γ(ν +m+ 3/2)
. (A.47)
























Using the substitutions ω = sinh η and q = cosh(η/2), we can resolve the integral
for the equal conductance case in terms of a modified Bessel function of the second
























A.4.4 Quasi-Active Point Neuron Second Moments
White Noise Autocovariance









= u− w. (A.51)










Denoting the inverse transform of Ã(ω) as A(t), we can invert to give an equation







where A(t) can be found using the known Fourier transforms
e−at cos(ht)θ(t) → iω + a
(iω + a)2 + h2
, e−at sin(ht)θ(t) → h
(iω + a) + h2
. (A.54)
Hence we have











meaning that for the temporal autocovariance we have
�v(t)v(t+ τ)� = K(τ) = 2σ2w
� ∞
−∞




A(t+ τ − t�)A(t− t�)dt�, (A.56)
which after assuming that τ > 0 yields
K(τ) = σ2we
−aτ�[2a2 + 2abh+ (1 + b2)h2] cos(hτ)
+ a[2ab+ (b2 − 1)h] sin(hτ)
�
/[2a(a2 + h2)]. (A.57)




(1 + βw + κβw) cos(hτ)
+ 12h(1 + βw)(β
−1
w − 1− κ) sin(hτ)
�
/[(1 + βw)(1 + κ)]. (A.58)
White Noise Variance




1 + βw(1 + κ)
(1 + βw)(1 + κ)
. (A.59)
Coloured Noise Autocovariance
Starting from the quasi-active point neuron equation with coloured noise in terms
of the zero-mean potential u
du
dt








= u− w, (A.60)









We can thus follow a similar procedure to the white noise case, but now we have a









A(t��)B(t− t� − t��)dt��, (A.62)
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where B(t) = θ(t)β−1s e















ξ(t�)F (t− t�)dt�, (A.63)




F (t− t�)F (t+ τ − t�) = 2σ2sβs
� ∞
0
F (q)F (q + τ)dq. (A.64)





s q(βsa+ βsbh− 1) + e−aq
�
− (βsa+ βsbh− 1) cos(hq)
+ [b(1− βsa) + βsh] sin(hq)
��
/[(βsa− 1)2 + β2sh2], (A.65)
which if F (q) = c0e
−β−1s q − c0e−aq[cos(Ωq) + c1 sin(Ωq)], then the integral is
� ∞
0
F (q)F (q + τ)dq = −βsc
2
0e
−aτ {(1 + βsa+ c1h) cos(hτ) + [(1 + βsa)c1 − h] sin(hτ)}
















−β−1s τ (1 + βsa+ c1h)
(1 + βsa)2 + β2sh
2
. (A.66)
Substitution of this integral into (A.64) finally yields the temporal autocovariance.
Coloured Noise Variance
















where we note that c0 and c1 are given by
c0 =
βsa+ βsbh− 1





Thus substituting the values of a, b and h from (A.55) gives the variance as
σ2v =
σ2sβs
(1 + βw)(1 + κ)
βw + βs(1 + βw) + β
2
w(1 + κ)
βw + βs(1 + βw) + β2s (1 + κ)
. (A.69)
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Variance Modulation Second Moments
Variance
To calculate the dynamic second moments for the quasi-active membrane, we extend




2βsÃ(ω)B̃(ω)[ξ̃s(ω) + �v ξ̃s(ω − Ω)]. (A.70)
Double convolution can again be used to invert the equation, but now we note the
Fourier transform pair












A(t��)B(t− t� − t��)dt��, (A.72)
where we note that A(t) has the form given in (A.55) with the same constants a,
b and h, and B(t) = θ(t)e−t/βs/βs. After putting in the step functions, we can

















iΩt�)ξ(t�)F (t− t�)dt�, (A.74)







F (t− t�)2dt� + 4σ2sβs�v
� t
−∞
F (t− t�)2eiΩt�dt� +O(�2v), (A.75)
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which upon substituting q = t− t� yields the oscillatory second moment coefficient









(2a+ iΩ)(1 + aβs + iΩβs) + bh(2 + 4aβs + 3iΩβs)
+ h2[2 + iΩβs + b




(2 + iΩβs)[(2a+ iΩ)





Substituting the original system parameters gives the denominator as
D(Ω) = (2 + iΩβs)[4β
−1
w (1 + κ) + iΩ(1 + β
−1
w )− Ω2] (A.77)
× [1 + βs(1 + β−1w ) + β2sβ−1w (1 + κ) + iΩβs(2 + βs(1 + β−1w ))− Ω2β2s ].
Derivative Variance










































From this expression we can see that the coefficient for the dynamic derivative











(2a+ iΩ)(1 + aβs + iΩβs)[2a+ iΩ(1 + aβs + iΩβs)]






2 + 3)(2 + iΩβs) + 4aiΩβs[b
2 + 5 + iΩβs(b
2 + 2)]
+ 4(2a+ iΩ)− Ω2βs[8 + 3iΩβs + 2b2(1 + iΩβs)]
�
+ 2bβsh
3(2 + iΩβs) +
2βsw











iΩs +O(�2v))F (t− s)[A(t− s)− F (t− s)]ds. (A.82)
Since we found earlier in the steady-state section that the integral of A(q)F (q) is











(2a+ iΩ)(1 + aβs + iΩβs) + bh(2 + 4aβs + 3iΩβs)
+
h2[(2 + iΩβs) + b




A.4.5 Quasi-Active Infinite Dendrite Second Moments
Taking Fourier transforms in time and space of the quasi-active cable equation (4.14)
with white noise, s = 2σwξs(x, t), gives the fluctuating voltage as
v̂F (k,ω) =
2σw(1 + iωβw)ξ̂s(k,ω)
(1 + k2 + iω)(1 + iωβw) + κ
= 2σwÂ(k,ω)ξ̂s(k,ω). (A.85)
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Using the convolution theorem in time and inverting in space gives








Ã(t− t�, k)ξ̃s(k, t�)dt�, (A.86)
where Ã(t, k) has the same form as A(t) for the point neuron (A.55), but now a, h
and b are k-dependent
a =
1 + k2 + β−1w
2
, h2 =
1 + k2 + κ
βw





The spatial autocovariance can be calculated from (A.86) via multiplication by
vF (x
�, t) and taking the expectation


















w + 1 + κ+ k
2
(1 + β−1w + k2)(1 + κ+ k2)
dk, (A.88)
where we first used the change of variable q = t− t�. Resolving the k-integral yields
the spatial autocovariance K(x− x�)


















A.5 Somatic Synaptic Drive
If we let Isσ = Gs(Esσ − Vσ) be a general synaptic input and take the diffusion









where Aσ is the soma surface area, τsσ is the synaptic time constant, Δgσ is the
conductance change caused by each synaptic pulse, �sσ is the density of synapses
on the soma, and rs0 is the presynaptic arrival rate. Splitting the somatic voltage
and synaptic conductance into deterministic and fluctuating parts as in chapter 2,
we obtain the effective soma conductance Gσ and the effective resting potential Eσ.












where τσ = Cσ/Gσ is the effective somatic membrane time constant and sσ =




= −sσ + σsσ
√
2τsσξsσ(T ). (A.92)
Here we can rescale space and time in terms of the dendrite, defining βσ = τσ/τv
and βsσ = τsσ/τv, measure all voltages from EL with µσ = Eσ − EL (assuming the



















B.1 Simulation of Stochastic Partial Differential Equa-
tions
B.1.1 Forward Euler Method
The forward Euler method is explicit in time and looks to the next time step ΔT .
We measure v at half-integer spatial steps ΔX and ∂v/∂X at integer spatial steps
in order to directly enforce the sealed-end boundary condition (∂v/∂X|X=0 = 0)
present for semi-infinite and finite dendrites. Hence, with fixed, temporal and spatial
step sizes ΔT and ΔX , v((k+
1
2)ΔX , iΔT ) = v
i
k+1/2 and ∂v/∂X(kΔX , iΔT ) = ∂Xv
i
k.























For white noise the synaptic drive is discretised as if we were applying the Euler-




ΔT , where ψ
i
k is a zero-mean
unit variance Gaussian number that is independently generated at each time step i
















Throughout this thesis a range of boundary conditions are used for the different
morphologies. The sealed end in the semi-infinite and sealed dendrites is easiest to





= 0 → ∂Xvi0 = 0. (B.3)
Where we also use the sealed end boundary condition for the far end of an infinite
or semi-infinite dendrite for convenience.
For the case of n dendrites and an axon meeting where there is only a nominal
soma, our numerical implementation of the boundary condition is derived from












(j,0) = 0, (B.4)












(j,0) = 0. (B.5)










where v0 lacks the additional subscript j since by continuity of potential it is the
same on each neurite (v(1,0) = v(2,0) = ... = v0). This scheme can support different
spatial step sizes ΔXj in each neurite, but for simplicity from hereon we suppose
just two spatial step sizes: ΔX1 for the dendrites and ΔXα for the axon. By first






































After calculating v0, one can then proceed to calculate each ∂Xv
i+1
(j,0), thus calculating
everything required for this boundary condition.
The somatic boundary condition is more complicated, as both v and ∂xv are
required at X = 0. In this instance we first calculate vi+1σ using a forward time step,















where we have introduced the notation vi(j,k) to indicate spatial position kΔX on
neurite j at time iΔT . The next steps are to calculate v
i+1




Finally, we must consider the effect of applying an external input current
Iext(T ) (for example current modulation in section 3.6.1) at a node where dendrites


















+ ρ1Iext(T ), (B.9)
where the prefactor ρ1 to the external current makes it equivalent to I(T ) applied
at X1 = 0 on dendrite 1. It is straightforward to see how discretisation of (B.9)
leads to a form of calculating vi+1σ as in (B.8). For a nominal soma, we use the fact


















+ 2πa1λ1g1Iext(T ) = 0, (B.10)





















1Iext(t) = 0. (B.11)






























For threshold-reset simulations, the trigger position Xth is given a single discrete
location. If the initial calculation of the potential at the trigger position exceeds
threshold, then the potential and spatial derivative at all locations in all the neurites
is reset
If vi+1Xth > vth, then v
i+1
(j,k+1/2) = vre, ∂Xv
i+1
j,k = 0 ∀j, k. (B.13)
Note that neither the synaptic variable s or the quasi-active variable w are reset.
B.1.2 Fourier Mode Decomposition
An approach employed by Tuckwell [201] is to decompose the voltage, synaptic drive












where in this subsection we will describe space and time in terms of dimensionless
variables (x, t). For a quasi-active cable, we can decompose wn in the same manner.
As mentioned in the main text, this decomposition can be used as an alternative ap-
proach for finding the second moments analytically. Where possible eigenfunctions
φn(x) are chosen to be orthonormal to each other (but see [202])
�
R
φn(x)φm(x)dx = δmn, (B.15)
where δmn is the Kronecker delta function. For a cable of dimensionless length l














, n = 1, 2, 3, ...
. (B.16)
Substituting (B.14) into the passive cable equation, we find for a single mode the
φn(x) factors cancel (as required for an eigenfunction)
dvn
dt





Here µn is the eigenvalue associate with eigenfunction φn. For white noise sn =




= −sn + 2σs
�
βsξn(t). (B.18)
Note that we have converted an SPDE to a SDE. This means that rather than
generating v at different spatial positions and times, we generate v at different
modes and times. Once we have a reasonable number of modes, we can substitute
the generated vn(t) into (B.14) and choose any position x to acquire the voltage.
Thus this method has the advantage of arbitrary spatial fidelity. Furthermore, we
avoid the von Neumann stability criterion by reducing the problem to an SDE and
can thus choose higher Δt thus reducing simulation speed. However, it should be
noted that we still have a stability condition that depends on Δt, n and l. Applying
the Euler-Maruyama method to (B.17), we obtain
vn(t+Δt) = (1− µnΔt)vn(t) +Δtsn(t). (B.19)
To ensure that the voltage tends back towards the mean, for the discretised equation
we require |1− µnΔt| < 1. To illustrate, we substitute in µn for the sealed dendrite







Δt < −1. (B.20)
This shows that instability is made easier for larger Δt, higher n and lower l. In fact,
given high enough n, the numerical scheme becomes unstable. This is important as
it gives an upper limit for mode simulation; simulating modes above this value of n
will introduce inaccuracies.
While this method is mathematically elegant and can be computationally
more convenient than the forward Euler method, its biggest disadvantage is that it
is much more difficult to apply to morphologies with an electrically significant soma,
axon or branching dendrites.
B.2 Dynamic Response Simulation
Due to the linearity of the cable equation and the small amplitude dynamic response,
if we let the input have K oscillatory terms each at a different frequency Ωj with
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input amplitude �j and phase ψj
I(t) = I0 +
K�
j=1
�jIj sin(Ωjt+ ψj), (B.21)
provided that every �j is small and that the sum of �j is small, the output firing rate
will have the form
r(t) = r0 +
K�
j=1
�jrj sin(Ωjt+ φj + ψj). (B.22)
Each simulation yields a spike train χ(t), where χ(t) = 1 if there is a spike at t and
zero otherwise. These simulations may be repeated R times to give an experimental
probability of spiking �χ(t)�R. With time regularly discretised with time-step Δt,





The discrete Fourier transform method we employ involves multiplying the (B.23)
by an exponential at the frequency we wish to extract, Ωk, and integrated over the












�j r̂j sin(Ωjt+ φ̂j + ψj)

 dt. (B.24)
Note that we know the input amplitudes �j and phases ψj , but the output amplitudes
r̂j and r̂j are estimates from the simulation. If we let T be an integer number of
periods of all of the input frequencies (implying that each input frequency is an
integer multiple of the lowest frequency), then we can utilise the following relations
� njPj
0







Separating out the phase using the compound angle formula
sin(Ωjt+ φ̂j + ψj) = sin(Ωjt) cos(φ̂j + ψj) + cos(Ωjt) sin(φ̂j + ψj), (B.26)















eiΩktm r̂(tm)Δt = Î, (B.28)













This method shows how we can choose the amplitudes and phase so that all fre-
quencies have the same effective output amplitude �krk and effective phase φk +ψk.
Supposing that we want to fix all the outputs to have the same amplitude and phase




, ψk = φ1 + ψ1 − φk, (B.30)




C.1 Verification of the Diffusion Approximation
While the diffusion approximation used for incoming synaptic drive has been tested
for point-neuron models [84,165,169], relatively less studied is a comparison between
a spatially distributed shot-noise process and a Gaussian one (though see [203] for
a mathematically rigorous proof of convergence). A key feature of the Gaussian
approximation to synaptic drive is that the distribution of the potential v itself
becomes Gaussian in distribution. This is assumed by the upcrossing formulae given
in this thesis. While one can match the voltage mean �v� and standard deviation
σv between a shot noise process and a Gaussian one, the distribution from shot
noise will be positively skewed. Therefore, we test the validity of the diffusion
approximation by simulating a spatial shot-noise process and measuring the skew
of v, which should approach the Gaussian value of zero.
C.1.1 White Noise
With a white shot-noise process of fixed amplitude Δv and spatially uniform arrival










δ(T − Tsk)δ(X −Xsk) (C.1)
The voltage standard deviation σv is varied between simulations, while �v� = Δvτvrs
is kept constant. As expected, the voltage distribution from shot noise becomes
more symmetric as �v�/σv increases, Figure C.1. The skew is always positive and
converges to zero as ∼ (�v�/σv)−1, Figure C.1(d).
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Figure C.1: A comparison of the voltage distributions from white shot-noise drive
to white Gaussian drive shows that �v�/σv >> 1 is required for the diffusion ap-
proximation to be applicable.
C.1.2 Coloured Noise





= −v + λ2 ∂
2v
∂X2






δ(T − Tsk)δ(X −Xsk)
(C.2)
For this case, we instead focus on the ratio between the mean of the synaptic variable
µs (which should equal �v�) to the synaptic noise intensity σs. This is because the
diffusion approximation is applied to the equation for the synaptic conductance
rather than the voltage itself. However, we still measure the effectiveness of the
diffusion approximation in terms of the skew of the voltage distribution. We find
that convergence to the Gaussian distribution is much faster for coloured-noise drive
as compared with white-noise drive, Figure C.2.
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Figure C.2: A comparison of the voltage distributions coloured shot-noise drive
to coloured Gaussian drive shows that µs/σs >> 1 is required for the diffusion
approximation to be applicable, though convergence is much faster than for white-
noise drive.
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C.2 Validity of the Upcrossing Approximation
The accuracy of the upcrossing method was calculated in a manner similar to [9]
but parametrized differently. This was determined calculating the relative error εr






Thus εr < 0 indicates that the upcrossing approximation underestimates the true
firing rate while εr > 0 shows an overestimate.
Each simulation was performed in terms of dimensionless parameters, in par-
ticular: the distance between the threshold and the mean in terms of the voltage
variance, (vth − �v�)/σv, the relative synaptic timescale βs = τs/τv, the relative so-
matic time constant βσ = τσ/τ1, the dendritic dominance factor ρ, the dimensionless
trigger position xth/λα, and the relative axonal size λα/λ1.
C.2.1 Passive Neurons
Point Neuron and Infinite Dendrite
For (vth − µ)/σv = 3, there is a larger range of βs for the point-neuron model than
the infinite dendrite for which the upcrossing approximation is within 10% of the
threshold-reset rate. The exact quantitative reasons this seem beyond obvious con-
siderations of spatial discretisation and likely requires highly complicated analysis
to uncover.
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Figure C.3: With contours showing the relative error of upcrossing simulations (C.3):
(a) For the point neuron, the upcrossing method approximates the threshold-reset
process best for higher relative threshold, (vth − µ)/σv and for βs ∼ 1. (b) The
upcrossing method approximates the threshold-reset process well over a narrower
window at higher βs for the infinite dendrite than the point neuron.
Dendrite-and-Axon Model
Figure C.4: Contours showing the relative error of the passive dendrite-and-axon
model. (a) With the addition of the passive axon and a trigger position of Xth =
30µm, the area for which the relative error is around 10% is broader than the
infinite dendrite. (b) Focussing on (vth − �v�)/σv = 3 and βs = 0.5, the relative
error decreases as dimensionless trigger position xth is moved further along the
axon, while remaining reasonably invariant to the relative axonal size λα/λ1. Other
parameters: (a-b) λ1 = 200µm, (a) λα = 100µm.
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Ball-and-Stick Model
Figure C.5: For the passive ball-and-stick model, the relative error of the upcrossing
approximation is (a) lower than the infinite dendrite case for a broader range of βs
and (vth−�v�)/σv for ρ = 4, βσ = 7/6. (b) Investigating the effect of the soma around
the point (vth − �v�)/σv = 3, βs = 0.5, increasing the somatic size (lower ρ) and



































































Figure C.6: With contours showing the relative error between upcrossing and
threshold-reset simulations for the quasi-active point-neuron model: (a) The lin-
earised active current shifts the area of maximal accuracy of the upcrossing method
to smaller βs. (b) The relative error of the upcrossing method is reasonably sta-
ble across a range of κ and βw, and is more sensitive to changes in κ, especially
as it increases. The relative error is smallest for κ ∼ 2. Other parameters: (a-b)
vth = 10mV, (a) βw = 1.5, κ = 0.55, (b) (vth − �v�)/σv = 3, βs = 0.5.
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Infinite Dendrite
These panels show that the presence of an active current moves the area of good
approximation to lower values of βs (c.f. 2.3 in Chapter 2), and that stronger
coupling reduces the error of the approximation up to κ ∼ 4.
Figure C.7: (a) The upcrossing method for the quasi-active dendrite is more accurate
over the passive dendrite with respect to βs and (vth−�v�)/σv. (b) κ has a stronger
influence over the upcrossing accuracy than βw, with accuracy highest for κ ∼ 2.
Other parameters: (a) βw = 1.5, κ = 0.55, (b) (vth − �v�)/σv = 3.
C.3 Multiple Dendrites and Axon: Dynamic Response
With multiple dendrites, we can choose a different phase and frequency for each
input dendrite. However, we are operating under the linear approximation with
small amplitude oscillations, this would simply be a superposition of inputs. Thus
for this model we will largely focus on first the effect of a single modulation frequency

























































Figure C.8: (a) For current modulation at xc = 0 with multiple dendrites, the dy-
namic firing response amplitude decreases with n. (b) The phase remains practically
unchanged with n. Solid lines show the theoretical upcrossing-rate response, while
circle and triangles denote upcrossing and threshold-reset simulations respectively.
Other parameters: τ1 = 10ms, τs = 5ms, λ1 = 200µm, λα = 100µm, βα = 7/6,
uth/σu = 3, Xth = 30µm
C.3.2 Mean Modulation













If we apply the same oscillatory input along each dendrite, then we simply scale this
result by n. For this particular case, as n → ∞, we obtain �u�1 → e−xthΓα/[(1 +
iΩβs)Γ
2
1]. This limit shows that the axonal load becomes negligible for large n but
the path length along the axon from the soma retains its effect on the mean.
Remarkably, we find that for fixed uth/σu that while the magnitude Λ in-
creases monotonically across all frequencies towards a finite limit with n, the phase
ψ remains virtually unchanged, as shown in Figure C.9. The increase in Λ with n
























































Figure C.9: (a) For mean modulation in multiple dendrites, the dynamic firing
response increases slightly with dendritic number n. (b) However the phase remains
unchanged. Solid lines show the theoretical upcrossing-rate response, while circle
and triangles denote upcrossing and threshold-reset simulations respectively. Other
parameters: τ1 = 10ms, τs = 5ms, λ1 = 200µm, λα = 100µm, βα = 7/6, uth/σu = 3,
Xth = 30µm
C.3.3 Variance Modulation
For variance modulation, the second moments can be obtained by multiplying (3.90)
by n and using the n-dendrite Green’s function. We see in Figure C.10 that for a
fixed steady-state variance [σ2u]0 and uth/[σu], the dynamic response is virtually























































Figure C.10: For variance modulation in multiple dendrites, the dynamic firing
response does not change with dendritic number n. Solid lines show the theoretical
upcrossing-rate response, while circle and triangles denote upcrossing and threshold-
reset simulations respectively. Parameters: τ1 = 10ms, τs = 5ms, λ1 = 200µm,
λα = 100µm, βα = 7/6, uth/σu = 3, Xth = 30µm.
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C.4 Variance Modulation in Quasi-Active Neurons
C.4.1 Point-Neuron Model Analysis
Here we show in Figure C.11(a) the of the magnitude of the shifted subthreshold
response |Z̃(Ω−ω)| (5.2) for three values of Ω. The integrand of [σ2u]0 is proportional
to Z̃(Ω−ω)Z(ω) (A.76), and in Figure C.11(b) we see that the area under the curve
is highest for Ω = 0 (corresponding to the low-frequency limit), then followed by
Ω = 4 (roughly corresponding to the peak in Figure 5.5(a)), and with Ω = 2 being
the smallest of the three values chosen (roughly corresponding to the trough in
Figure 5.5(a)).
































Figure C.11: (a) The subthreshold response magnitude |Z̃| (5.2) for the quasi-active
point-neuron model is shown when the minimum has been shifted to align with the
positive maximum (Ω = 2) and when the lower maximum has been shifted to align
with the positive maximum (Ω = 4). (b) The product |Z̃(ω)Z̃(Ω−ω)|is predictably
lowest for the Ω = 2 case and increases again for the Ω = 4 shift. κ = 10, βw = 2.5
are used to make the peaks prominent.
C.4.2 Ball-and-Stick Model
With variance modulation applied to the quasi-active ball-and-stick model we set
the parameters to have the same values as the infinite model and set κ = 10 to
recreate the high-frequency amplitude peak. As we decrease ρ we see in Figure
C.12 that this peak frequency decreases, becoming less noticeable compared to the






























































Figure C.12: For variance modulation applied to the quasi-active ball-and-stick neu-
ron, decreasing ρ (a) reduces the prominence of the amplitude peak and (b) causes
the phase to decay more quickly. Solid lines show the theoretical upcrossing-rate re-
sponse, while circle and triangles denote upcrossing and threshold-reset simulations
respectively. Other parameters: λ = 100µm, βσ = 7/6, βw = 2.5, κ = 10, βs = 0.5,
uth/[σu]0 = 3.
C.4.3 Dendrite-and-Axon Model
With variance modulation applied to the quasi-active dendrite and passive axon
model, we note from Figure C.13 that the trigger position has very little effect on


























































Figure C.13: Increasing the trigger position for variance modulation applied to
the quasi-active dendrite and passive axon: (a) has little effect on the amplitude,
(b) causes the phase to decrease more rapidly. Solid lines show the theoretical
upcrossing-rate response, while circle and triangles denote upcrossing and threshold-
reset simulations respectively. Other parameters: λ1 = 200µm, λα = 100µm, βα =
7/6, βw = 2.5, κ = 10, βs = 0.5, uth/σu = 3.
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[91] M. Häusser and B. A. Clark, “Tonic Synaptic Inhibition Modulates Neuronal
Output Pattern and Spatiotemporal Synaptic Integration,” Neuron, vol. 19,
pp. 665–678, Sept. 1997.
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[120] G. Buzsáki and K. Mizuseki, “The log-dynamic brain: how skewed distri-
butions affect network operations,” Nature Reviews Neuroscience, vol. 15,
pp. 264–278, Apr. 2014.
[121] M. S. Grubb and J. Burrone, “Activity-dependent relocation of the axon initial
segment fine-tunes neuronal excitability,” Nature, vol. 465, pp. 1070–1074,
June 2010.
[122] M. H. P. Kole and G. J. Stuart, “Signal Processing in the Axon Initial Seg-
ment,” Neuron, vol. 73, no. 2, pp. 235–247, 2012.
[123] J. A. Perge, J. E. Niven, E. Mugnaini, V. Balasubramanian, and P. Sterling,
“Why Do Axons Differ in Caliber?,” Journal of Neuroscience, vol. 32, pp. 626–
638, Jan. 2012.
[124] M. London, A. Roth, L. Beeren, M. Husser, and P. E. Latham, “Sensitivity to
perturbations in vivo implies high noise and suggests rate coding in cortex,”
Nature, vol. 466, pp. 123–127, July 2010.
[125] H. C. Tuckwell and J. B. Walsh, “Random currents through nerve membranes -
I. Uniform poisson or white noise current in one-dimensional cables,” Biological
Cybernetics, vol. 49, no. 2, pp. 99–110, 1983.
[126] G. Eyal, H. D. Mansvelder, C. P. de Kock, and I. Segev, “Dendrites impact the
encoding capabilities of the axon,” Journal of Neuroscience, vol. 34, no. 24,
pp. 8063–8071, 2014.
[127] F. Aspart, J. Ladenbauer, and K. Obermayer, “Extending integrate-and-fire
model neurons to account for the effects of weak electric fields and input
filtering mediated by the dendrite,” PLOS Computational Biology, vol. 12,
pp. 1–29, 11 2016.
[128] H. Cuntz, A. D. Bird, M. Beining, M. Schneider, L. Mediavilla, F. Z. Hoff-
mann, T. Deller, and P. Jedlicka, “A general principle of dendritic constancy
a neurons size and shape invariant excitability,” bioRxiv, Oct. 2019.
[129] W. Rall, “Branching dendritic trees and motoneuron membrane resistivity,”
Experimental Neurology, vol. 1, no. 5, pp. 491–527, 1959.
[130] R. P. Gowers, Y. Timofeeva, and M. J. E. Richardson, “Low-rate firing limit
for neurons with axon, soma and dendrites driven by spatially distributed
stochastic synapses,” bioRxiv, June 2019.
207
[131] G. Adomian, “Stochastic systems,” ch. 2, pp. 64–72, Academic Press, 1983.
[132] J. T. Rubinstein, “Analytical theory for extracellular electrical stimulation of
nerve with focal electrodes,” Biophysical Journal, vol. 60, no. 3, pp. 538–555,
1991.
[133] J. P. Meeks and S. Mennerick, “Action Potential Initiation and Propagation in
CA3 Pyramidal Axons,” Journal of Neurophysiology, vol. 97, pp. 3460–3472,
May 2007.
[134] D. Debanne, E. Campanac, A. Bialowas, and E. Carlier, “Axon Physiology,”
Physiological Reviews, vol. 91, pp. 555–602, 2011.
[135] Z. F. Mainen and T. J. Sejnowski, “Influence of dendritic structure on firing
pattern in model neocortical neurons,” Nature, vol. 382, no. July, pp. 1–4,
1996.
[136] M. Migliore, M. Ferrante, G. A. Ascoli, M. Ferrante, and G. A. A. Signal,
“Signal Propagation in Oblique Dendrites of CA1 Pyramidal Cells,” Journal
of Neurophysiology, vol. 94, no. 6, pp. 4145–4155, 2005.
[137] L. F. Abbott, E. Farhi, and S. Gutmann, “The path integral for dendritic
trees,” Biological Cybernetics, vol. 66, no. 1, pp. 49–60, 1991.
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