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0. Introduktion 
I detta Pro gradu arbete behandlar jag LU-faktorisering av matriser som tillhör linjäralgebran och 
matriskalkylen. Dessutom beskriver jag kort några andra faktoriseringar: gaussisk eliminering, QR-
faktorisering och Cholesky-faktorisering. I början av arbetet går jag igenom vad matriser är och 
definitioner och begrepp som man behöver för att kunna förstå LU-faktoriseringen.  
Det kan vara långsamt och opraktiskt att lösa matrisekvationen Ax = y. I numerisk matrisberäkning 
strävar man ofta till att skriva matrisen A som en produkt av två eller flera enkla matriser. Denna 
process kallas för matrisfaktorisering 
LU-faktoriseringen är en matrisfaktorisering, där varje kvadratmatris kan framställas som en 
produkt av över- och undertriangulära matriser. LU-faktoriseringen är ett exempel på en direkt 
metod för att lösa linjära ekvationssystem.  
För en matris A har LU-faktoriseringen formen 
A = LU. 
Om A är en kvadratisk matris så blir även L som är en undertriangulär matris och U en 
övertriangulär matris kvadratiska. Om A inte är kvadratisk så blir inte U kvadratisk och då inte 
heller triangulär men, L blir kvadratisk och triangulär. Dessutom kan matrisens L diagonalelement 
väljas som ettor och elementen ovanför huvuddiagonalen är nollor och i matrisen U kommer 
elementen under huvuddiagonalen att vara nollor. 
I arbetet ger jag några bevis som hjälper att förstå vad LU-faktorisering går ut på. Jag beskriver 
också Doolittles och Crouts algoritmer samt gles matrisfaktorisering som leder till olika slags LU-
faktoriseringar.  
Till sist beräknar jag några exempel på uppgifter som har att göra med LU-faktoriseringar och hur 
man löser dem. 
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1. Matriser 
För att kunna förstå vad matrisfaktorisering är måste man först veta vad en matris är. Vi börjar med 
att gå igenom det. I matematiken är en matris ett rektangulärt schema av tal eller andra storheter. De 
horisontella raderna kallas rader och de vertikala för kolonner eller kolumner. En matris med m 
rader och n kolonner kallas för en m x n-matris. Talen m och n kallas för dimensioner. En 
kvadratisk matris har samma antal rader som kolonner. Ett enskilt värde eller uttryck i matrisen 
kallas för element i en matris A. Ett element i den i:e raden och j:e kolonnen brukar betecknas med 
ai,j. Vanligen avgränsas matrisen med stora rundade parenteser eller med stora hakparenteser.  På en 
matris kan addition, subtraktion och multiplikation under vissa vilkor utföras.  
Det finns vissa räkneoperationer som man kan använda specifikt för matriser. En är transponering.  
Matrisens A transpos är en annan matris A = [aij] som betecknas A
T. AT kan beräknas på följande 
ekvivalenta sätt. (1) A bildar AT:s kolonner. A:s kolonner bildar AT:s rader. (2) AT bildas genom att 
reflektera A:s element i huvuddiagonalen. Detta betyder att om A = aij är elementet på rad i, så 
kolonn j i A, så ges elementen i A
T av aTij = aji. 
Matriser kan exempelvis användas för att behandla data som beror på två olika kategorier och för att 
hålla ordning på koefficienterna i linjära ekvationssystem och vid linjära transformationer.  
Determinanten är en funktion som tillordnar en skalär till en kvadratisk matris A = [aij] ϵ Rnxn. 
Determinanten av en matris A betecknas det(A). Även |A| används ibland men kan förväxlas med 
beteckningen för norm och absolutbelopp därför är det bättre att använda det(A). Determinanten 
definieras rekursivt på följande sätt: 
1. Raderna i A bildar kolonner i AT och kolonnerna i A bildas. 
2. AT bildas genom att nedbryta A i huvuddiagonalen. Detta betyder... 
 
1.1 Determinantens rekursiva definition 
 Låt A = [aij] ϵ Rn x n, n ≥ 2. Vi betecknar (n ̶ 1) x (n ̶ 1) matrisen som vi får från A genom att 
avlägsna i:s rad och j:s kolonn med Aij : 
 
  A = 
[
 
 
 
 
𝑎11
 ⋮
𝑎𝑖1
 ⋮
𝑎𝑛1
⋯
 
⋯
 
⋯
𝑎1𝑗
 ⋮
𝑎𝑖𝑗
 ⋮
𝑎𝑛𝑗
⋯
 
⋯
 
⋯
𝑎1𝑛
 ⋮
𝑎𝑖𝑛
 ⋮
𝑎𝑛𝑛]
 
 
 
 
 ϵ Rn x n 
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så är 
 radering ~> Aij =  
[
 
 
 
 
 
𝑎11
 ⋮
𝑎𝑖−1,1  
𝑎𝑖+1,1
 ⋮
𝑎𝑛1
 ⋯
 
  ⋯ 
 ⋯
 
 ⋯
𝑎1,𝑗−1
 ⋮
 𝑎𝑖−1,𝑗−1
  𝑎𝑖+1,𝑗−1
⋮
 𝑎𝑛,𝑗−1
𝑎1,𝑗+1
 ⋮
   𝑎𝑖−1,𝑗+1
    𝑎𝑖+1,𝑗+1
⋮
𝑎𝑛,𝑗+1
⋯
 
  ⋯
  ⋯
 
   ⋯
    𝑎1𝑛
 ⋮
𝑎𝑖−1,𝑛
𝑎𝑖+1,𝑛
 ⋮
𝑎𝑛𝑛 ]
 
 
 
 
 
 ϵ R(n – 1)  x( n – 1)  
är 
n = 1: determinanten till en 1 x 1- matris A = [a] determinant är det(A) = a; 
n ≥ 2: determinanten till en n x n- matris A = [aij] determinant är  
  det(A) = a11 det(A11) – a12 det(A12) + … + ( ̶  1)n+1 a1n det(A1n)  
= ∑ (−1)𝑛𝑗=1
j+1 a1j det(A1j). 
Vi upptäcker att 
- det(A) är alltid ett reellt tal, 
- determinanten är definierad endast för kvadratmatriser, 
- för en 2 x 2- matris ger det 
det [
𝑎 𝑏
𝑐 𝑑
] = a det[d] – b det[c] = ad – bc, 
- för en 3 x 3- matris ger det 
det [
 
𝑎11
𝑎21
𝑎31
 
  𝑎12
  𝑎22
  𝑎32
 
  𝑎13
  𝑎23
  𝑎33
] = a11 a22 a33 + a12 a23 a31 + a13 a21 a32 – a11 a23 a32 – a12 a21 a33 – a13 a22 a31. 
   
 
 
Exempel 1 
 det [
1
2
0  
   5
   4
−2
 
    0
 −1
    0
] = det [
   4 −1
−2    0
] – 5 det [
2 −1
0    0
] + 0 det [
2    4
0 −2
] = 1 (0 – 2) – 5 (0 – 
0) + 0 (– 4 – 0) = – 2. 
 
Man kan definiera determinanten också med hjälp av permutationer men det är ett mycket mera 
invecklat sätt så vi går inte in på detta i det här arbetet. 
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1.2 Konjugerad transpos = hermitesk transpos 
För komplexa matriser A ϵ Cnxm är den konjugerade trasposen ett mera naturligt alternativ än 
transposen. Vi definierar 
  A* ϵ Cnxm, där  a*ij = āji. 
Det vill säga 
  [
𝑎11 ⋯ 𝑎1𝑛
⋮  ⋮
𝑎𝑚1 ⋯ 𝑎𝑚𝑛
] = [
?̅?11 ⋯ ?̅?𝑚1
⋮  ⋮
?̅?1𝑛 ⋯ ?̅?𝑚𝑛
]. 
Särskillt är u*v av vektorerna u,v ϵ Cn en skalärprodukt 
  u*v = ū1v1 + ... + ūnvn = [ū1 ... ūn] [
𝑣1
⋮
𝑣𝑛
]. 
 
1.3 Matrisinverser 
Om någon basoperation transformerar linjära ekvationssystemet Ax = b till EAx = Eb, så kan dess 
verkan upphävas genom multiplikation från vänster med en ny matris E´, som svarar mot 
den ”inversa” basoperationen:  
  E´EAx = E´Eb. 
Detta system bör nu vara identiskt med det ursprungliga så att E´E = I, vilket leder till följande 
definition: 
 
Definition 1.3.1. Två nxn - matriser A och B är varandras inverser om  
  AB = I  och  BA = I. 
Om I är I = In enhetsmatrisen av storleken nxn. En kvadratisk matris som har en invers sägs vara 
inverterbar. 
Sats 1. En kvadratisk matris A har högst en invers.  
Bevis. Om B och B´ är inverser till A så är 
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  BA = I  och  AB´= I. 
Alltså är B = BI = B (AB´) = (BA)B´ = IB´= B´. 
För inversen till en matris A använder vi nu beteckningen A– 1. Observera att om B = A– 1 så är 
enligt definitionen A = B– 1 vilket genom insättning ger att (A– 1) – 1 = A. 
Sats 2. Om både A och B är inverterbara nxn - matriser så är AB inverterbar och  
  (AB) – 1 = B– 1 A– 1. 
Bevis. Det räcker enligt entydigheten att visa att B– 1 A– 1 är en invers till AB: 
  (AB) (B– 1 A– 1) = A(BB – 1) A– 1 = A A– 1 = I, 
  (B– 1 A– 1) (AB) = B – 1(A– 1A) B = B – 1 B = I. 
 
1.4 Andra definitioner och begrepp 
1.4.1 Ortogonal matris. En ortogonal matris är en reell kvadratisk matris vars rader 
och kolonner är ortogonala enhetsvektorer. En matris Q är ortogonal om dess transponat är lika med 
dess invers: 
QT=Q−1, 
vilket medför att 
QTQ=QQT=I, 
där I är enhetsmatrisen. 
1.4.2 Unitär matris. En unitär matris är en kvadratisk matris vars konjugerad transpos även är dess invers, 
dvs. 
, 
 
där I är enhetsmatrisen och står för konjugerad transpos (transponering och komplexkonjugat). 
Det vill säga att en komplexvärd kvadratisk matris 
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, 
är unitär om dess inversa matris ges av 
 
där  betecknar komplexkonjugatet av det komplexa talet , det vill säga om 
, 
där  och  är reella tal, så är 
 
 
 
1.4.3 Triangulär matris. En triangular matris är en kvadratisk matris som har endast nollor på ena 
sidan om diagonalen.  
En matris sägs vara uppåt triangulär eller högertriangulär om talen ovanför och i diagonalen är även 
= 0 där tillåtet. I en nedåt triangulär, undertriangulär eller vänstertriangulär matris är endast talen i 
och under diagonalen även = 0 där tillåtet. 
Matrisen  är uppåt triangulär medan matrisen  är nedåt triangulär: 
 
. 
Övertriangulär avser uij = 0, då i > j, 
undertriangulär om uij = 0, när i < j.  
 
En strikt triangulär matris har nollskilda element endast på ena sidan om diagonalen och så att även 
alla elementen i diagonalen är noll dvs. uij = 0 ∀ i = 1, ... ,n (då U = )uij)). Det finns strikt uppåt 
triangulära matriser och strikt nedåt triangulära matriser.  
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1.4.4 Inre produktrum. Ett inre produktrum är ett vektorrum som har ytterligare struktur genom 
att en inre produkt (kallas också för skalärprodukt) är definierad, vilket gör det möjligt att införa 
geometriska begrepp som vinklar mellan vektorer och normen för vektorer. 
Låt V vara ett vektorrum över en kropp K. K kommer i fortsättningen att antingen 
vara  eller . V är nu ett inre produktrum om det finns en funktion 
, 
kallad inre produkt som är : 
 symmetrisk med avseende på komplexkonjugering 
, 
(observera att detta innebär till exempel att .) 
 positivt definit: 
, 
(observera att eftersom  så är detta väldefinierat.) 
 linjär: i första komponenten. 
, 
och 
. 
 
Notera att denna definition för komplexa vektorrum innebär att den inre produkten är linjär i första 
variabeln, men antilinjär i den andra. Detta är enbart en konvention, den inre produkten kan även 
definieras så att det omvända gäller. Oftast brukar man i matematiska sammanhang kräva linjäritet i 
första variabeln, medan man inom kvantfysik ofta vill ha linjäriteten i den andra variabeln. 
Om  sägs x och y vara ortogonala. Detta betecknas ofta som . 
 
1.4.5 Delmatris. En delmatris får man så att man plockar ut vissa element som finns på en 
uppsättning rader och kolonner i en matris och bildar en ny matris med dessa element (t.ex. alla 
element som finns i första, tredje och sjunde raden och som samtidigt ligger i femte och åttonde 
kolonnerna). Man erhåller en principal delmatris då man plockar ut samma rader och kolonner. 
En ledande principal delmatris är en delmatris där man plockar ut de k första raderna och 
kolonnerna A(Ak). En nxn-matris är positivt definit om den är symmetrisk och det(A(Ak)) > 0, när k 
= 1, ... , n. 
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2 Matrisfaktorisering: 
En viktig användning av matriser är att lösa linjära ekvationssystem. Den här problemlösingsformen 
används till exempel i följande räkneproblem: elnät, trafikströmning, produktion och konsumption 
samt folktillväxt. Det kan vara långsamt och opraktiskt att lösa matrisekvationen Ax = y. I numerisk 
matrisberäkning strävar man ofta till att skriva matrisen A som produkten av två eller flera enkla 
matriser. Denna process kallas för matrisfaktorisering. Med hjälp av faktorisering får vi en lättare 
lösning av matrisekvationer och faktoriseringen kan också ge oss användbar information om 
matrisen. I olika situationer används olika slags faktoriseringar och det finns alltså många olika 
slag. Här under är listat några typer av faktoriseringar: 
- LU-faktorisering 
- gaussisk eliminering 
- QR-faktorisering 
- Cholesky-faktorisering 
I det här arbetet behandlar jag närmare LU-faktoriseringen. Jag berättar också kort om de andra 
faktoriseringarna ovan. 
 
 
2.1 Gaussisk eliminering 
Isaac Newton utvecklade metoden i den formen som den idag används. Visserligen fick metoden 
först 1950 sitt nuvarande namn efter matematikern Carl Friedrick Gauss (1777-1855).  
Metoden kallas också för Gauss algoritm. Det är en metod från linjäralgebran som kan användas till 
att lösa ett linjärt ekvationssystem i matrisform. Den här metoden fungerar i alla fall oberoende om 
ekvationssystemet har en oändlig mängd lösningar, en entydig lösning eller ingen lösning. Den 
producerar en radekvivalent matris från vilken man kan läsa det ursprungliga ekvationssystemets 
lösningar. Metoden grundar sig på följande egenskaper av linjära ekvationssystem: Först byter man 
plats på två rader, sen multipliceras en rad med en konstant. Som tredje steg adderar man till raden 
som blivit multiplicerad med konstanten till en annan rad.  
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Exempel 1. Ekvationssystemet har en lösning. 
Lös ekvationssystemet 
 {
𝑥1 − 𝑥2 + 𝑥3 = 0
−𝑥1 + 𝑥2 − 𝑥3 = 0
10𝑥2 + 25𝑥3 = 90
20𝑥1 + 10𝑥2 = 80
  
Lösning: Vi framför ekvationssystemet i matrisform.  
 [
   1
−1
   0
 20
 −1
     1
     10
     10
    1
 −1
   25
     0
] * [
𝑥1
𝑥2
𝑥3
] = [
    0
    0
  90
  80
]  <=>  Ax = b 
Gausselimination: Vi kombinerar först A och b till en 4x4-matris.  
 
     [
   1
−1
   0
 20
 −1
     1
     10
     10
    1
 −1
   25
     0
    0
    0
  90
  80
] Vi adderar rad 1 till rad 2 
~ [
   1
   0
   0
 20
 −1
    0
     10
     10
    1
    0
   25
     0
    0
    0
  90
  80
] Vi adderar rad 1 multiplicerat med -20 till rad 4 
~ [
   1
   0
   0
   0
  −1
     0
   10
   30
    1
    0
   25
  −20
    0
    0
  90
  80
] Vi adderar rad 3 multiplicerat med -3 till rad 4 
~ [
   1
   0
   0
   0
  −1
     0
   10
     0
    1
    0
   25
 −95
     0
     0
    90
 −190
] 
Vi återställer ovanstående schema till formen av ett ekvationssystem och löser x1, x2 och x3: 
 <=> {
𝑥1 − 𝑥2 + 𝑥3 = 0
10𝑥2 + 25𝑥3 = 90
−95𝑥3 = −190
   <=>   {
𝑥1 = 2
𝑥2 = 4
  𝑥3 =  2 .
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2.2 QR-faktorisering 
Den här matrisfaktoriseringen är ett användbart redskap när det kommer till att behandla linjära 
projektioner. Den används också till att behandla numeriska matriser. Den här faktoriseringen 
används så att den givna matrisen uttrycks som en produkt av enklare matriser. Man kan använda 
den här faktoriseringen för vilken matris som helst. 
 
Definition: 
En QR- faktorisering av en reell kvadratisk matris A som avser att 
  A = QR, 
där Q är en ortogonal matris och R är en över triangulär matris. Ovan är Q en unitär matris om A är 
en komplex matris. Ovanstående QR-matris kan generaliseras till att A är en matris i storleken m x 
n där m ≥ n, så att Q är en ortogonal (unitär) matris med storleken m x n och R är en över triangulär 
matris med storleken n x n. 
 
2.3 Cholesky-faktorisering 
Cholesky-faktoriseringen kan ses som ett specialfall av LU-faktoriseringen och den kallas också för 
hermitesk LU-faktorisering. Om matrisen A även är symmetrisk och positivt definit så kan A 
uttryckas som A = LLT för en över triangulär matris L. 
Så är kvadratmatrisen A ϵ Cnxn hermitesk om A* = A, medan A ϵ Rnxn kallas symmetrisk om AT = 
A. 
I allmänhet gäller för matrisen A ϵ Cnxn att 
 < u, Av > = u*Av = (A*u)*v = < A*u, v >. 
För skalärprodukten gäller också att 
 < u, v > = ∑ 𝑢𝑗 ⊽𝑗
𝑛
𝑗=1  = ∑ ⊽𝑗
𝑛
𝑗=1 ?̅?𝑗  = < ?̅?, ⊽ >,  där ?̅? = (?̅?1, … , ?̅?𝑛 ) ϵ C
n. 
För en hermitesk matris A ϵ Cnxn,  där A* = A får vi alltså att 
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 < u, Au > = < Au, u > = < u, Au >. 
Därmed gäller att < u, Au > ϵ R. 
 
3 LU-faktorisering 
Vi tar en ordentlig inblick på LU-faktoriseringen. LU-faktoriseringen tillhör linjäralgebran och 
matriskalkylen. Detta är en matrisfaktorisering, där varje kvadratmatris kan framställas som en 
produkt av över- och undertriangulära matriser. LU-faktoriseringen är ett exempel på en direkt 
metod för att lösa linjära ekvationssystem. Sådan karaktäriseras av att lösningen beräknas med ett 
på förhand känt ändligt antal steg. Det finns också iterativa metoder och dessa karaktäriseras av att 
man försöker beräkna lösningen genom iterationer. Iterationerna avbryts då någon feluppskattning 
indikerar att man kommit “tillräckligt nära” lösningen. Om en direkt eller iterativ metod är bäst för 
ekvationen Ax = b beror på matrisen A exempelvis dess dimension, om den är mycket gles eller har 
andra egenskaper. 
 
3.1 DEFINITION 
För en matris A har LU-faktoriseringen 
A = LU. 
Om A är en kvadratisk matris så blir även L som blir en under triangulär matris och U en över 
triangulär matris kvadratiska. Om A inte är kvadratisk så blir inte U kvadratisk och då inte heller 
triangulär men, L blir kvadratisk och triangulär. Dessutom kommer matrisens L diagonalelement att 
vara ettor och elementen ovanför huvuddiagonalen att vara nollor och i matrisen U kommer 
elementen under huvuddiagonalen att vara nollor. 
För att härleda en algoritm för LU-faktoriseringen av A, behöver vi formeln för matris 
multiplikation i detta specialfall: 
  aij = ∑  𝑛𝑠=1 lis usj = ∑  
min(𝑖,𝑗)
𝑠=1  lis usj. 
Ovan använder vi antagandet att lsi = 0 när s > i och usj = 0 när s > j.  
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Sats 1. Låt Aj vara den ledande principala undermatrisen av storlek j x j till A ϵ Rn x n, med j ≤ n. Då 
har matrisen A en unik LU-faktorisering om och endast om alla Aj är inverterbara, j = 1, . . . , n.  
Bevis k:s ledande principala undermatrisen av A är 
  Ak = [
𝑎11
𝑎21
⋮
𝑎𝑘1
  𝑎12
  𝑎22
⋮
  𝑎𝑘2
⋯
⋯
⋱
⋯
  𝑎1𝑘
  𝑎2𝑘
⋮
  𝑎𝑘𝑘
]. 
Låt Ak, Lk och Uk vara de ledande principala undermatriserna till matriserna A, L och U. Vårt 
antagande är att A1, A2, ... , An är inverterbara. För att utföra ett induktionsbevis antar vi att 
faktoriseringen Ak – 1  = Lk – 1 Uk – 1 gäller. Ekvationens matrismultiplikation säger att om i och j 
finns i {1, ... , k – 1}, så finns s också där. Följaktligen säger ekvationens matrismultiplikation att  
  Ak – 1  = Lk – 1 Uk – 1. 
Eftersom Ak – 1 är inverterbar så är också Lk – 1 och Uk – 1 enligt antagandet inverterbara. Eftersom Lk 
– 1 är inverterbar kan vi lösa ekvationssystemet  
  ∑ 𝑙𝑖𝑠 𝑢𝑠𝑘
𝑘−1
𝑠=1  = 𝑎𝑖𝑘 (1 ≤ i ≤ k – 1) 
och finna 𝑢𝑠𝑘, …, 𝑢𝑘−1,𝑘. De här elementen finns i k:te raden av U. Eftersom Uk – 1 är inverterbar så 
kan vi likaså lösa ekvationssystemet 
  ∑ 𝑙𝑘𝑠 𝑢𝑠𝑗
𝑘−1
𝑠=1  = 𝑎𝑘𝑗  (1 ≤ j ≤ k – 1) 
och finna 𝑙𝑘𝑠, … , 𝑙𝑘,𝑘−1. De här elementen finns i k:te raden av L. Från kriteriet  
  𝑎𝑘𝑘 = ∑ 𝑙𝑘𝑠 𝑢𝑠𝑘
𝑘
𝑠=1  = ∑ 𝑙𝑘𝑠 𝑢𝑠𝑘
𝑘−1
𝑠=1  + 𝑙𝑘𝑘 𝑢𝑘𝑘 
får vi att ukk gäller, eftersom lkk har blivit vald genom 𝑙𝑘𝑘 = 1. Nu har alltså alla nya element som 
behövs för att bilda Lk och Uk blivit definierade. Induktionen är fullständig genom att notera att 𝑙11 
𝑢11 = 𝑎11 och därför kan vi välja 𝑙11 = 1 och 𝑢11 = 𝑎11. 
 
Ibland används en permutationsmatris P som innehåller nollor och ettor och som anger 
radombyten för att undvika fel på grund av den numeriska metoden, (detta kallas en (partiell) 
pivotering).  Raderna i A permuteras dvs. byter plats under LU-faktoriseringens gång. Även i fall 
där faktoriseringen är möjlig utan pivotering är det fördelaktigt att utföra pivoteringen eftersom det 
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leder till stabilare problem. Pivoteringen innebär att man letar efter det största elementet igenom 
den kolonn som ska nollställas. Denna rad används sedan för att nollställa de övriga. 
 
Sats 2. För varje matris A kan vi hitta en permutationsmatris P vars element är 𝑃𝑖𝑗 = δ𝑝𝑖𝑗 så att 
  PA = LU, 
där L är en undertriangulär matris vars element är 𝑙𝑖𝑗 = 𝑎𝑝𝑖𝑗 
(𝑛)
 när j < i och U en trappmatris vars 
element är 𝑢𝑖𝑗 = 𝑎𝑝𝑖𝑗 
(𝑛)
 när j ≥ i. Här är {P1, ... ,Pn} en lämplig permutation av {1, .... ,n}.  
Bevis: Från rekursionsformeln (från beviset av sats 1) får vi att  
  𝑢𝑘𝑗 = 𝑎𝑝𝑘𝑗 
(𝑛)
 = 𝑎𝑝𝑘𝑗 
(𝑘)
 (j ≥ k)  
  𝑙𝑖𝑘 = 𝑎𝑝𝑖𝑘 
(𝑛)
 = 𝑎𝑝𝑖𝑘 
(𝑘+1)
 = 𝑎𝑝𝑖𝑘 
(𝑘)
 / 𝑎𝑝𝑘𝑘 
(𝑘)
 (i ≥ k). 
De här två ekvationerna är beroende av det faktumet att rad pk i A
(n) blev bestämd i steg k och 
kolonn k i A(n) blev bestämd i steg k + 1. Alltså   
  𝑎𝑝𝑘𝑗 
(𝑛)
 = 𝑎𝑝𝑘𝑗 
(𝑘)
 och 𝑎𝑝𝑖𝑘
(𝑛)
 = 𝑎𝑝𝑖𝑘
(𝑘+1)
. 
Fortsättningsvis, formeln given för 𝑙𝑖𝑘 gäller då i = k för att formeln ovan ger 1 för 𝑙𝑘𝑘.  
Nu antar vi att i ≤ j. Då blir  
  (𝐿𝑈)𝑖𝑗 = ∑  
𝑖
𝑘=1 𝑙𝑖𝑘 𝑢𝑘𝑗 
             = ∑  𝑖−1𝑘=1 (𝑎𝑝𝑖𝑘 
(𝑘)
 / 𝑎𝑝𝑘𝑘 
(𝑘)
) 𝑎𝑝𝑘𝑗 
(𝑘)
 + 𝑙𝑖𝑖  𝑎𝑝𝑖𝑗 
(𝑖)
 
             = ∑  𝑖−1𝑘=1 (𝑎𝑝𝑖𝑗 
(𝑘)
 – 𝑎𝑝𝑖𝑗 
(𝑘+1)
) 𝑎𝑝𝑖𝑗 
(𝑖)
  
           = 𝑎𝑝𝑖𝑗 
(1)
 = 𝑎𝑝𝑖𝑗 
 
. 
Om i > j, så får vi att 
  (𝐿𝑈)𝑖𝑗 = ∑  
𝑗
𝑘=1 𝑙𝑖𝑘 𝑢𝑘𝑗 
             = ∑  𝑗−1𝑘=1 (𝑎𝑝𝑖𝑘 
(𝑘)
 / 𝑎𝑝𝑘𝑘 
(𝑘)
) 𝑎𝑝𝑘𝑗 
(𝑘)
 + (𝑎𝑝𝑖𝑗 
(𝑗)
  / 𝑎𝑝𝑖𝑗 
(𝑗)
) 𝑎𝑝𝑖𝑗 
(𝑗)  
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             = ∑  𝑗−1𝑘=1 (𝑎𝑝𝑖𝑗 
(𝑘)
 – 𝑎𝑝𝑖𝑗 
(𝑘+1)
) 𝑎𝑝𝑖𝑗 
(𝑗)
 
             = 𝑎𝑝𝑖𝑗 
(1)
 = 𝑎𝑝𝑖𝑗 
 
. 
Dessutom  
  (𝑃𝐴)𝑖𝑗 = ∑  
𝑛
𝑘=1 𝑃𝑖𝑘 𝑎𝑘𝑗  
            = ∑  𝑛𝑘=1 δ𝑝𝑖𝑘 𝑎𝑘𝑗  
            = 𝑎𝑝𝑖𝑗 
 
. 
Alltså har vi bevisat för alla par (i, j) att  
  (𝑃𝐴)𝑖𝑗 = (𝐿𝑈)𝑖𝑗 . 
Vi kan naturligtvis också skriva ovanstående identitet som A = P-1 LU, eftersom P är inverterbar. 
 
Då vi inte råkar ut för någon nolla i A som gör att vi måste permutera raderna så blir faktoriseringen 
A = LU, det vill säga vi kan skriva A som en produkt av en undertriangulär och en övertriangulär 
matris. 
Vi betraktar fallet med kvadratiska matriser. För 3 x 3- matriser har LU-faktoriseringen formen: 
 . 
 
Det är oftast mycket enklare att behandla triangelmatriser till exempel numeriskt än att behandla en 
godtycklig matris. Därför är LU-faktoriseringen behändlig.  
Sats 3. A ϵ Rnxn har en LU-faktorisering om det(A(Ak)) ≠ 0, då k = 1, ... , n – 1. Om LU-
faktoriseringen existerar och A är inverterbar, så är LU faktoriseringen unik och  
. 
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Bevis: Vi antar att steget k-1 har blivit utfört. I början av steget k har matrisen A blivit ersätt med 
Mk – 1 ... M1A = A
(k – 1). Notera att 𝑎𝑘𝑘
(𝑘−1)
 är k:s pivot. Efersom Gauss transformeringar är enhets 
undertriangulära leder det till att den ledande k-delmatrisen av den här ekvationen har 
determinanten 
  Det(A(Ak)) = 𝑎11
(𝑘−1)
 ... 𝑎𝑘𝑘
(𝑘−1)
. 
Följaktligen om A(Ak) är inverterbar blir k:s pivot olika noll och algoritmen i sats 1 kan fortsättas.  
Om nu A = L1U1 och A = L2U2 är två LU-faktoriseringar av den inverterbara matrisen A, så blir  
  𝐿2
−1L1 = U2 𝑈1
−1. 
Eftersom 𝐿2
−1L1 är undertriangulär med ettor på diagonalen och U2 𝑈1
−1 är övertriangulär, leder det 
till att båda matriser är lika med enhetsmatrisen. Följaktligen är L1 = L2 och U1 = U2. 
Slutligen om A = LU så är  
det(A) = det(LU) = det(L)det(U) = det(U) = u11 ... unn = ∏ 𝑢𝑖𝑖
𝑛
𝑖=1 . 
 
 
Sats 4. En kvadratisk matris A är icke-singulär om och endast om den är inverterbar. 
Bevis: Antag att A är icke-singulär. Då finns det en permutationsmatris P och en tillhörande LDU-
faktorisering PA = LDU. Eftersom permutationsmatriser är inverterbara är 
  A = P – 1LDU, 
där alla faktorer är inverterbara. Enligt sats 2 i kapitel 1.3 är A också inverterbar. 
  Antag omvänt att A är inverterbar. För att visa att A är icke-singulär, antar vi att x är en någon 
lösning till ekvationen Ax = 0. Genom multiplication från vänster med A – 1 fås att x = A – 1 0 = 0 är 
den ända lösningen. Således är A en icke-singulär matris.  
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3.2 Doolittles algoritm 
Doolittles algoritm är en algoritm att finna LU-faktorer av den givna kvadratiska matrisen A. 
Låt A = (𝑎𝑖𝑗
 ) vara en N x N matris. 
Låt A(0) ⊂ A. 
A(0) = A→ A1 → A2 beskriver  n:te steget A(n-1) → A(n).  
 Vi eliminerar matriselementen nedanför huvuddiagonalen i den n:te kolonnen av A(n-1) = 𝑎𝑖𝑗
(𝑛−1)
 
genom att lägga till den i:te raden i matrisen den n:te raden och multiplicera med  
    
där i = n+1, ..., N.  
Detta kan göras genom att multiplicera A(n-1) från vänster med den undertriangulära matrisen.  
 
 
Vi låter alltså 
   
 Efter (N ̶ 1) steg har vi eliminerat alla element under huvuddiagonalen så att vi får en 
övertriangulär matris A(N - 1). Vi kommer alltså fram till faktoriseringen 
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Vi betecknar den övertriangulära matrisen A(N - 1) med U och L = 𝐿1
−1 ... 𝐿𝑁−1
−1 . Nu när inversen av 
en undertriangulär matris Ln är också en undertriangulär matris och när man multiplicerar två 
undertriangulära matriser så blir produkten också en undertriangulär matris, leder detta till att L är 
en undertriangulär matris. Alltså har vi att 
   
Vi får att  
  A = LU. 
För att den här algoritmen skall fungera måste man ha att  på varje steg n. Om detta 
antagande inte uppfylls vid något steg n, så måste man byta den n:te raden med en annan rad 
nedanför före man fortsätter. Detta är anledningen till att LU-faktoriseringen i allmänhet skrivs som 
PA = LU. 
 
 
3.2.1 Exempel 
Vi söker Doolittles faktorisering av matrisen  
A = [
60
30
20
 30
 20
 15
 20
 15
 12
] =  [  
1
𝑙21
𝑙31
  0
  1
    𝑙32
    0
    0
    1
] [  
𝑢11
0
0
  𝑢12
   𝑢22
    0
    𝑢13
   𝑢23
    𝑢33
] 
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= [  
𝑢11
𝑙21𝑢11
𝑙31𝑢11
  𝑢12
   𝑙21𝑢12 + 𝑢22
    𝑙31𝑢12 +  𝑙32𝑢22
    𝑢13
   𝑙21𝑢13 + 𝑢23
     𝑙31𝑢13 +  𝑙32𝑢23 + 𝑢33
]. 
På första raden får vi direkt att 𝑢11 = 60, 𝑢12 = 30 𝑜𝑐ℎ  𝑢13 = 20. 
På andra raden är 𝑙21𝑢11=30, där 𝑢11 = 60 och då blir 𝑙21 =
1
2
. 
Fortsättningsvis ä𝑟 𝑙21𝑢12 + 𝑢22 = 20, där 𝑙21 =
1
2
, 𝑢12 = 30 och 𝑢22 = 5. 
Efter detta kan vi räkna ut att 𝑢23 = 5 med hjälp av 𝑙21𝑢13 + 𝑢23 = 15. 
För tredje har vi att raden 𝑙31𝑢11 = 20 och då blir 𝑙31 =
1
3
. 
Eftersom 𝑙31 =
1
3
, 𝑢12 = 30 och 𝑢22 = 5 kan vi lösa ut från ekvationen 𝑙31𝑢12 + 𝑙32𝑢22 = 15 att 
𝑙32 = 1. 
Till slut löser vi ut att 𝑢33 =
1
3
 med hjälp av ekvationen 𝑙31𝑢13 + 𝑙32𝑢23 + 𝑢33 = 12. 
Då får vi alltså enligt Doolittles faktorisering: 
  A =[
1
1
2
1
3
   0  
 1
 1
 0
 0
 1
] [
60
0
0
 30
 5
 0
 20
 5
 
1
3
] ≡ LU. 
 
3.3 Crouts algoritm 
Crouts algoritm utvecklades av Prescott Crout. Det är en LU- faktorisering som delar upp matrisen i 
en undertriangulär matris L och en övertriangulär matris U och dessutom en permutationsmatris P 
som inte alltid behövs. Crouts algoritm skiljer sig något ifrån Doolittles algoritm. Doolittles 
algoritm producerar en undertriangulär matris med ettor på diagonalen och en övertriangulär matris 
medan Crouts algoritm producerar en undertriangulär matris och övertriangulär matris med ettor på 
diagonalen. Crouts algoritm kan beskrivas på följande sätt: 
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1. Om A har ett element i första raden som är olik noll, så används en permutationsmatris P1 så 
att AP1 har ett element olikt noll i dess övre vänstra hörn. Annars är P1 en identitets matris. 
Alltså låter vi A1 = AP1. 
2. Låt A2 vara den matris som fås genom att radera första raden och första kolonnen i A1. Nu 
faktoriseras A2 rekursivt som L2U2P2. Vi får L från L2 genom att sätta till en noll rad ovanför 
och sedan sätter vi till A1:ans första kolonn till vänster. 
3. Vi får U3 genom att sätta till en noll rad till U2 som första kolonn i L och en noll kolonn till 
vänster och sen ersätter vi elementet uppe i vänster som nu är 0 mot 1. P3 fås från P2 på 
samma sätt och så definierar vi A3 = A1𝑃3
−1 = A𝑃1𝑃3
−1. Då är P inversen av P1𝑃3
−1
. 
4. Nu är A3 samma som LU3, utom möjligen den första raden. Om första raden i A är noll så är 
A3 = LU3, eftersom första raden i båda är noll och då är A = LU3P. Annars har A3 och LU3 
samma element olikt från noll i övre vänstra hörnet (plats (1,1)) och A3 = LU3U1 för någon 
övertriangulära kvadratisk matris U1 med ettor i diagonalen. Till sist är A = LU3U1P 
faktoriseringen i den eftersträvade formen.  
 
3.3.1 Exempel 
Vi faktoriserar matrisen A ϵ R3x3 enligt Crouts metod, då 
 
   A = [
4
2
2
   0
   1
   2
   1
   0
   3
]. 
 
I varje steg nedan är produkten av matriserna samma som den ursprungliga matrisen A: 
  
   A =  [
1
0
0
   0
   1
   0
   0
   0
   1
]  [
4
2
2
   0
   1
   2
   1
   0
   3
]. 
 
 
Nu gör vi första steget av Gauss eliminering på den högra faktorn. Detta steg dividerar första raden 
med pivotelementet 4 från plats (1,1). Crouts regel kopierar elementet 4 till samma element på 
vänstra sidan: 
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   A =  [
4
0
0
   0
   1
   0
   0
   0
   1
]  [
1
2
2
   0
   1
   2
  
1
4
   0
   3
]. 
 
Därefter multiplicerar vi första raden i den högra matrisen med 2 och subtraherar produkten från 
andra raden. Vi gör samma för den tredje raden. Crouts regel kopierar elementen 2 till samma 
element i platserna (2,1) och (3,1) i den vänstra matrisen: 
 
 
   A =  [
4
2
2
   0
   1
   0
   0
   0
   1
]  
[
 
 
 
 1
0
0
   0
   1
   2
   
1
4
  −
1
2
    
5
2 ]
 
 
 
 
. 
 
Det nästa steget innebär att dividera andra raden med pivotelementet 1. Vi kopierar pivotelementet i 
andra diagonal positionen på vänstra sidan. (Eftersom elementet är 1 och vi kopierar med 1, så 
ändrar inget). 
Som nästa steg multiplicerar vi andra raden med 2 och subtraherar tredje raden från produkten. Vi 
kopierar elementet 2 till vänstra sidan i samma element enligt Crouts regel. Resultatet blir:  
 
   A =  [
4
2
2
   0
   1
   2
   0
   0
   1
]  
[
 
 
 
 1
0
0
   0
   1
   0
   
1
4
  −
1
2
    
7
2 ]
 
 
 
 
. 
 
Till sist delar vi tredje raden på högra sidan med pivotelementet 7/2 och kopierar pivotelementet till 
vänstra sidan: 
 
   A =  [
4
2
2
   0
   1
   2
   0
   0
  
7
2
]  [
1
0
0
   0
   1
   0
   
1
4
  −
1
2
    1
] = LU. 
 
 
Detta är det resultat vi vill ha. Men det kan hända att vi i något fall måste byta plats på raderna för 
att undvika noll som pivot(element). I detta fall gör vi först ombyte av rader som behövs. I exemplet 
ovan skulle vi ha kunnat byta platserna på andra och tredje raden för att sätta in 2 som pivot 
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element. Då börjar vi med detta ombyte. Ombyte av rader erhålls som en matrismultiplikation. Till 
exempel produkten   
 
   A =  [
1
0
0
   0
   0
   1
   0
   1
   0
]  [
4
2
2
   0
   2
   1
   1
   3
   0
] 
 
byter plats för raderna 2 och 3. Den ortogonala matrisen till vänster erhålls genom att permutera 
andra och tredje raden av enhetsmatrisen. 
Crouts reduktion blir alltså  
   A = PLU, 
där P är den ovan använda permutationen och L och U som förr. 
 
 
 
 
 
3.4 Gles matris faktorisering 
 
En gles matris är en matris med mestadels nollor som element. En matris definieras som gles när 
dess antal element som är icke-noll är linjärt proportionell mot antalet ekvationer. 
För att faktorisera stora glesa matriser har speciella algoritmer blivit utvecklade. Dessa algoritmer 
försöker hitta glesa faktorer L och U. Idealt är uträckningen bestämd av antalet nollskilda element 
snarare än av storleken på matrisen. Med dessa algoritmer används friheten att byta rader och 
kolonner för att minimera ifyllnader (element som ändras från noll till ett värde skilt från noll under 
utförande av algoritmen).  
 
 
4 EXEMPEL 
4.1 Exempel 
Vi faktoriserar följande 2x2- matris: 
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 [
4 3
6 3
] = [
𝑙11 0
𝑙21 𝑙22
] [
𝑢11 𝑢12
0 𝑢22
] = [
𝑙11𝑢11 𝑙11𝑢12
𝑙21𝑢11 𝑙21𝑢12 + 𝑙22𝑢22
]. 
Ett sätt att finna den här LU-faktoriseringen skulle vara att helt enkelt lösa ekvationen genom 
granskning. Genom att faktorisera matrisen får vi 
 {
𝑙11𝑢11 +  0 = 4
  𝑙11𝑢12 + 𝑢22 = 3
𝑙21𝑢11 + 𝑙22 = 6
 𝑙21𝑢12 + 𝑙22𝑢22 = 3
 
Vi kan nu också kräva att den undertriangulära matrisen L skall vara en enhetstriangel matris, dvs. 
att elementen i huvuddiagonalen skall vara ettor. Då får ekvationssystemet följande lösning: 
Alltså 𝑙11 = 𝑙22 = 1. 
 𝑙21 = 1,5 
 𝑢11 = 4 
 𝑢12 = 3 
𝑢22 = -1,5. 
Nu placerar vi dessa värden i LU-faktoriseringen och får att: 
 [
4 3
6 3
] = [
1 0
1,5 1
] [
4 3
0 −1,5
]. 
I de två följande exemplen ser vi hur den undertriangulära matrisen och den övertriangulära 
matrisen beräknas på ett annat sätt än ovan. 
 
4.2 Exempel 
Låt 
A = [
   1 4 −3
−2 8    5
   3 4    7
]. 
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Nu räknar vi den undertriangulära matrisen L och den övertriangulära matrisen U. Först 
multiplicerar vi rad 1 med 2 och adderar detta till rad 2. Så här får vi första kolumnens andra rad, 
där vi har -2 förvandlat till 0. 
A = [
   1 4 −3
−2 8    5
   3 4    7
] 2R1 + R2  
Vilket ger: 
    [
1 4 −3
0 16  −1
3 4     7
]  ̶ 3R1 + R3. 
Som nästa steg vill vi få 3:an förvandlad till 0. Därför multiplicerar vi rad 1 med  ̶ 3 och adderar 
resultatet till rad 3. Då får vi 
    [
1 4 −3
0 16  −1
0 −8     16
] 
1
2
R2 + R3. 
Nu har vi ännu elementet under diagonalen som skall förvandlas till noll. För detta multiplicerar vi 
rad 2 med ½ och adderar detta till rad 3. Så här får vi förvandlat  ̶ 8 till 0. På detta sätt fick vi 
uträknat övretriangelmatrisen 
 U = [
1 4 −3
0 16  −1
0 0     15,5
]. 
I den sökta undertriangel matrisen L är diagonalens element 1:or och elementen ovanför diagonalen 
0:or. Nu återvänder vi tillbaka och ser med vilket nummer ifrågavarande rad där talet har 
förvandlats till 0 är multiplicerat.  
L =  [
1 0 0
  1 0
  1
] . 
Först multiplicerade vi med 2 så att vi fick  ̶ 2 förvandlat till 0. Nu får vi på samma ställe 
koefficientens mottal det vill säga  ̶ 2: 
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L: [
   1 0 0
−2 1 0
   1
] . 
Sen multiplicerade vi med  ̶ 3 så att vi fick 3 förvandlat till 0. Mottalet är alltså 3: 
L: [
   1 0 0
−2 1 0
  3  1
] . 
Till sist multiplicerade vi ännu med ½ och fick -8 förvandlat till 0. Alltså är mottalet – ½ och då blir 
undertriangulära matrisen 
L = [
   1      0 0
−2      1 0
  3 − 
1
2
1
]. 
Då är  A = LU, alltså 
[
   1 4 −3
−2 8    5
   3 4    7
] = [
   1      0 0
−2      1 0
  3 − 
1
2
1
] [
1 4 −3
0 16  −1
0 0     15,5
] . 
 
4.3 Exempel 
Låt 
 A = [
   2    4 −4
   1 −4    3
−6 −9    5
].  
Vi beräknar den undertriangulära matrisen L och den övertriangulära matrisen U i LU-faktorisering 
enligt metoden som beskrivs i exempel 4.2. Alltås är A = LU.  
[
   2    4 −4
   1 −4    3
−6 −9    5
] - ½R1 + R2 
[
   2    4 −4
   0 −6    5
−6 −9    5
] 3R1 + R3 
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[
   2    4   −4
   0 −6      5
   0   3   −7
] ½R2 + R3 
[
   2    4   −4
   0 −6      5
   0   0   −
9
2
] = U. 
Nu kollar vi koefficienternas mottal och så får vi den undertriangulära matrisen L: 
[
    1     0   0
    
1
2
    1   0
  −3 −
1
2
  1
] = L. 
Vi har alltså att 
 [
   2    4 −4
   1 −4    3
−6 −9    5
] = [
    1     0   0
    
1
2
    1   0
  −3 −
1
2
  1
] [
   2    4   −4
   0 −6      5
   0   0   −
9
2
] , 
A = LU. 
 
4.4 Exempel 
Vi löser det linjära ekvationssystemet 
 
 {
5𝑥1 = 10
4𝑥1 − 2𝑥2 = 28
2𝑥1 + 3𝑥2 + 4𝑥3 = 26
 
 
med hjälp av framåt substitution. Följaktligen har vi nytta av den föregående algoritmen. 
{
 
 
 
 𝑥1 =
10
5
= 2
𝑥2 = −
1
2
(28 − 4𝑥1) =  −10
𝑥3 =
1
4
(26 − 2𝑥1 − 3𝑥2) = 13,
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vilket ger lösningsvektorn 
 x =[
     2
−10
   13
] . 
Följande exempel visar hur LU-faktorisering hjälper att lösa linjära ekvationssystem. 
 
4.5 Exempel 
Vi betraktar det linjära ekvationssystemet 
   {
6𝑥1 − 2𝑥2 − 4𝑥3 + 4𝑥4 = 2
3𝑥1 − 3𝑥2 − 6𝑥3 + 𝑥4 = −4
−12𝑥1 + 8𝑥2 + 21𝑥3 − 8𝑥4 = 8
−6𝑥1 − 10𝑥3 + 7𝑥4 = −43
 
vars faktormatris är 
A = [
    6
    3
−12
 −6
   −2
  −3
     8
     0
   −4
   −6
     21
  −10
    4
     1
  −8
      7
]. 
Dess LU-faktorisering ger att 
L = 
[
 
 
 
    1
    
1
2
−2
−1
    0
    1
 −2
    1
     0
     0
      1
   −2
     0
     0
     0
     1]
 
 
 
  ja  U = [ 
6
0
0
0
   −2
  −2
     0
     0
   −4
   −4
     5
     0
    4
  −1
  −2
      8
]. 
Vi använder LU-faktoriseringen för att lösa det givna ekvationssystemet. Låt 
b = [ 
      2
  −4
     8
−43
]. 
Vi löser ekvationen Ax = b genom att förvandla den i formen LUx = b. Låt Ux = z. Nu använder vi 
framåt substitution för att lösa Lz = b: 
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[
 
 
 
    1
    
1
2
−2
−1
    0
    1
 −2
    1
     0
     0
      1
   −2
     0
     0
     0
     1]
 
 
 
[ 
 𝑧1 
 𝑧2 
𝑧3
𝑧4
] = [ 
      2
  −4
     8
−43
]. 
Följaktligen blir  
 
{
 
 
 
 𝑧1 = 2
𝑧2 = −4 −
1
2
𝑧1 = −5
𝑧3 = 8 + 2𝑧1 + 2𝑧2 = 2
𝑧4 = −43 + 𝑧1 − 𝑧2 + 2𝑧3 = −32
 
  
Som nästa steg löser vi Ux = z med hjälp av bakåt substiotution: 
 [ 
6
0
0
0
   −2
  −2
     0
     0
   −4
   −4
     5
     0
    4
  −1
  −2
      8
] [ 
 𝑥1 
 𝑥2 
𝑥3
𝑥4
] = [ 
      2
  −5
     2
−32
]. 
Följaktligen blir 
 x4 = 
−32
8
 =  ̶ 4 
 x3 = 
2+2𝑥4
5
 =  ̶ 1,2 
 x2 = 
−5+4𝑥3+𝑥4
−2
 = 6,9 
x1 =
2+2𝑥2+4𝑥3−4𝑥4
6
 = 4,5. 
Lösningen till det givna linjära ekvationssystemet är alltså 
x = [
𝑥1
𝑥2
𝑥3
𝑥4
] = [
4,5
6,9
−1,2
−4
] . 
 
4.6 Exempel:  PA = LU faktorisering med pivotering av rader. 
Målet är att hitta PA = LU faktoriseringen genom att använda pivotering av rader för matrisen 
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  A = [
10
−3
5
 −7
    2
 −1
   0
   6
   5
] . 
Det första permutations steget är trivialt ( för att  pivot elementet 10 är redan det största i den första 
kolonnen).  
Motsvarande permutationsmatris är den identiska matrisen så den behövs inte skrivas ut. 
Det första eliminerings steget är: 
 rad 2 ← rad 2 – (
−3
10
 ) (rad 1) ,(← = ersätter) 
 rad 3 ← rad 3 – (
1
2
 ) (rad 1) 
 [
10
−3
5
 −7
    2
 −1
   0
   6
   5
] =  [
1
−3
10
1
2
   0
   1
   0
   0
   0
   1
] [
10
0
0
 −7
   
−1
10
 
5
2
 
    0
    6
    5
]. 
Det andra permutations steget är: 
 Byt plats på rad 2 och 3 i matrisen till höger: 
 [
10
−3
5
 −7
    2
 −1
   0
   6
   5
] =  [
1
−3
10
1
2
   0
   1
   0
   0
   0
   1
] [
1
0
0
   0
   0
   1
   0
   1
   0
] [
10
0
0
 −7
   
5
2
 
−1
10
 
    0
    5
    6
]. 
Det andra eliminerings steget är: 
 rad 3 ← rad 3 – (
−1
25
 ) (rad 2) 
 [
10
−3
5
 −7
    2
 −1
   0
   6
   5
] =  [
1
−3
10
1
2
   0
   1
   0
   0
   0
   1
] [
1
0
0
   0
   0
   1
   0
   1
   0
] [
1
0
0
   0
   1
   
−1
25
   0
   0
   1
] [
10
0
0
 −7
    
5
2
 0
   0
   5
    
31
5
]. 
Processen är nu färdig och operationerna kan omorganiserade på följande vis: 
 [
1
0
0
   0
   0
   1
   0
   1
   0
] [
10
−3
5
 −7
    2
 −1
   0
   6
   5
] =  [
1
0
0
   0
   0
   1
   0
   1
   0
] [
1
−3
10
1
2
   0
   1
   0
   0
   0
   1
] [
1
0
0
   0
   0
   1
   0
   1
   0
] [
1
0
0
   0
   1
   
−1
25
   0
   0
   1
] [
10
0
0
 −7
    
5
2
 0
   0
   5
    
31
5
] 
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                  =  [
1
−3
10
1
2
   0
   1
   0
   0
   0
   1
] [
1
0
0
   0
   1
   
−1
25
   0
   0
   1
] [
10
0
0
 −7
    
5
2
 0
   0
   5
    
31
5
] 
                  =  [
1
−3
10
1
2
   0
   1
    
−1
25
   0
   0
   1
] [
10
0
0
 −7
    
5
2
 0
   0
   5
    
31
5
]. 
Vi har alltså erhållit PA = LU faktoriseringen som 
 [
1
0
0
   0
   0
   1
   0
   1
   0
] [
10
−3
5
 −7
    2
 −1
   0
   6
   5
] =  [
1
−3
10
1
2
   0
   1
    
−1
25
   0
   0
   1
] [
10
0
0
 −7
    
5
2
 0
   0
   5
    
31
5
]. 
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