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Chapter 1
Introduction
Since the beginning of the 20th century tungsten illuminates the world. To
understand why tungsten is that important in lighting industry up to now,
one may take a look at the basic principles of artificial illumination. The
human eye has two different kinds of receptor systems interleaved: the rod
retina and the cone retina, responsible for low illumination, i.e. for twilight
and night-time use, and for daytime, i.e. color seeing, respectively. Measure-
ments of the spectral sensitivity of the light receptors, see Fig. 1.1, show,
that the overall sensitivity of the cones peaks in the yellow-green, i.e. at
wavelengths of about λ ≈ 555nm, whereas the rods are most sensitive in the
green (λ ≈ 507nm). There are three different kind of cones in the retina of
the human eye, each of which differ in their colored light absorptions, loosely
called red, green and blue cones, responsible for color seeing. The sensation
of the whole spectrum of colors is provided by exciting the three cone types
differently.
For artificial lighting, most often temperature radiation is used. A black
body at a given temperature T radiates electromagnetic waves according to
the famous Planck law [Pla01]:
I(λ, T ) =
2hc2
λ5
1
e
hc
λkBT − 1
where I(λ, T ) denotes the spectral radiance, i.e. the energy per unit time
per unit surface area per unit solid angle per unit wavelength. h is Planck’s
constant, kB Boltzmann’s constant, c the speed of light and λ the wavelength
of the emitted electromagnetic wave. The black body radiation versus λ for
different temperatures is shown in Fig. 1.2.
Real matter, however, usually is not adequately described as an idealized
black body, i.e. it’s radiance differs from Planck’s law considerably. The abil-
ity to radiate energy is maximal for a black body, a fact, that is responsible
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Fig. 1.1: The measured scotopic and the photonic luminosity function. The sco-
topic luminosity function (adopted by GIE in 1951, [Wal45, Cra49]) shows the
brightness sensitivity of the cones, i.e. for color seeing, whereas the brightness
sensitivity of the rods, responsible for seeing in twilight, is given by the photopic
luminosity function, standardized by CIE, 1931, based on [GT23].
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Fig. 1.2: The temperature radiation, i.e. Planck’s law, of a black body versus λ
for various temperatures. It is remarkable that with increasing temperature, the
maximum of the radiation is shifted towards decreasing wavelengths (Wien’s law).
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Fig. 1.3: The efficacy of a black body versus temperature is shown. The efficacy
refers to the amount of visible light (luminous flux in lm), as a ratio of the amount
of power (in W) consumed to produce it. For comparison reasons, the melting point
of tungsten is also shown (dashed vertical line).
for the definition of the dimensionless coefficient of emissivity, generally a
function of both, wavelength and temperature, and which formally describes
the ratio of radiance of matter and black body. The coefficient of emissivity
as a function of both, temperature and wavelength, is shown in Fig. 1.4 for
tungsten.
At least for humans, light is only a very tiny part of the spectrum of
electromagnetic waves as seen before. The visible spectrum ranges from
wavelengths about λ ≈ 400nm to 800nm as indicated by the luminosity
functions, Fig. 1.1. This means, that for temperature radiation to be useful
for illumination, one has to consider only a very limited range from the total
emitted spectrum. Fig. 1.3 shows the luminous efficacy, i.e. the ratio of lu-
minous flux to radiant flux. The luminous flux of a black body is the integral
of Planck’s curve over all wavelengths weighted by the photopic luminosity
function VM(λ), whereas the unweighted integral gives the radiant flux:
E(lm/W) = 683.002 ·
∫∞
0
VM(λ)I(λ, T ) dλ∫∞
0
I(λ, T ) dλ
.
The numerical prefactor (683.002) accounts for the definition of lm as to
be unity for a radiant energy of 1/683W at a frequency of 540THz, which
corresponds to a standard air wavelength of 555.016nm rather than 555nm,
which is the peak of the photopic luminosity curve VM(λ), and, therefore,
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Fig. 1.4: The coefficient of emissivity of tungsten as a function of temperature and
wavelength is shown. Remarkable here is the fact, that tungsten radiates maximal
in the visible region. [LS99]
is responsible for the small deviation of the numerical prefactor from 683 as
should be expected.
As can be seen in Fig. 1.4, the emissivity of tungsten shows its maximum
in the visible region. This makes tungsten a candidate of choice for its use
in lighting industry as this means, that the theoretical efficacy of tungsten
is even superior to a black body radiator. Of course, mechanical stability at
these high temperatures where the radiated “light output” is not negligible
has to be guaranteed, also. That’s why for incandescent lamps the melting
point of any material used must not be exceeded or only be reached in “real”
lamps for daily use. Tungsten is the metal with the highest melting point
and lowest evaporation rate and vapor pressure at a given temperature in
the periodic table, see Fig.1.5. These remarkable properties of tungsten are
closely connected to the fact, that the binding energy of tungsten (8.9eV)
is the highest among all transition metals. So, as far as its applicability
for incandescent lamps is concerned, tungsten shows both, high mechanical
stability at elevated temperatures and radiates predominantly in the visible
spectrum. Furthermore, as a metal, it has a finite specific resistivity and,
therefore, via direct current heating it can be easily used as a “converter” of
electric energy to energy in form of visible light. Unfortunately, things are
not that easy: tungsten is usually very brittle, which makes manufacturing
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Fig. 1.5: Melting and boiling points of various transition metals as a function of
binding energy (left) and evaporation rates versus temperature are shown (right)
[LS99]. Tungsten has the highest melting and boiling point and the lowest evapora-
tion rates of all transition metals at least over a wide range of temperatures.
of for instance coils not very comfortable. It was a powder processing route,
which enabled industry to turn the elemental tungsten from the ore to one
of the most important of industrial metals. Tungsten, an adaption of the
Swedish tung sten (meaning “heavy stone”), as an element was first identi-
fied in 1781 by a Swedish chemist, K. W. Scheele, for whom the calcium
tungstate mineral, scheelite was later named. “Heavy stone” for tungsten
seems to be quite reasonable as its density (19.254(±0.005)g/cm3 (25◦C),
from X-ray lattice parameter experiments) is exceeded only by metals of
the platinum group and rhenium. For lighting industry, other properties
of tungsten are likewise outstanding and important: especially its corrosion
resistance but also its tensile strength (strongly depending on working con-
ditions) is one of the highest across the periodic table. It was in the year
1913, when W. D. Coolidge tried to patent “Tungsten and Method of Making
the Same for use as filaments of incandescent electric lamps and for other
purposes” which was later-on ruled by court, that this was not valid as an
invention. Nevertheless, in his “patent specification” he describes a powder
metallurgical route towards “ductile” and compact tungsten filaments, which
also nowadays forms the basis of modern tungsten forming parts and wire
production. Very crudely, the manufacturing process is a succession of at
least three stages starting with tungsten metal powder. The powder met-
allurgic stage comprises two crucial steps: compaction and sintering. One
route to compact tungsten powder is to press it in rigid dies (uniaxial press-
ing). Typical compaction pressures are in the range of 200 − 400MPa. The
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green density, i.e. the density of the compact, is in the range of 55− 65% of
the theoretical density and depends upon the applied pressure, particle size
of the powder, its size distribution, particle shape, and size of the compact.
The resulting ingot is sintered afterwards. The sintering stage, is carried
out in the temperature range of 2000◦C up to temperatures near the melting
point of tungsten. The necessary temperature is most often generated via
direct current sintering in hydrogen atmosphere. The main aim of sintering
is densification in order to provide the metal with the necessary physical
and mechanical properties and a density which is suitable for subsequent
thermo-mechanical processing. The density of the sinter ingot rises during
sintering up to 90% of the theoretical density. After this stage, the ingot can
be reduced in diameter via rolling and hammering processes. At a diameter
small enough to be drawn, the material is further reduced in diameter with
drawing the specimen meanwhile with circular shaped cross section through
either hard metal or diamond dies, depending on the diameter range to be
processed. Depending on its intended use, the probably most important step
was not mentioned up to now: the dope process, where the overall properties
of the tungsten product as the working horse in lamp applications are ad-
justed. The addition of small amounts of finely dispersed oxides, e.g. ThO2,
to metals, for increasing the high temperature strength or reducing the work
function, i.e. the energy needed to extract an electron from the metal sur-
face to infinity in vacuum, is a common practice in physical metallurgy. In
the case of tungsten, this technology can be traced back to its early roots.
In 1913, long before the mechanism of dispersion-strengthening were known,
impact- and vibration-resistant filaments were produced based on thoriated
tungsten. Whereas thoriated tungsten nowadays, since the invention of non-
sag tungsten, where potassium additions turned out to be superior to thoria
(ThO2) as far as the resulting creep resistance is concerned, see Fig. 1.6, a
crucial property for coiling applications, plays only a minor role as filament
material in incandescent lamps, is nevertheless still alive as electrode material
especially for high-wattage direct current cathodes in discharge lamps. The
illumination principle of discharge lamps differs considerably to its incan-
descent counterpart: discharge lamps generate light with a electric current
through gas- or metal vapor, e.g. mercury, in otherwise closed discharge
vessels. The discharge in the plasma region is driven by a suitable voltage
applied between the electrodes. The electrons emitted from the cathode are
accelerated until, because of collisions with neutral or excited atoms in the
plasma, “new” electrons are generated. The electrons continously gain energy
from the external electric field applied. This heats the plasma considerably,
so that, in a “burning” plasma always electrons, ions and neutral atoms are
present in dynamic equilibrium. Due to this principle, the plasma has a posi-
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Fig. 1.6: Creep curves for pure, i.e. undoped, tungsten, thoriated tungsten, and
non-sag, i.e. potassium doped, tungsten wires at 2500◦C, showing the outstanding
creep resistance of non-sag tungsten. The curves show the response, i.e. the elon-
gation versus time due to a constant shear stress (annotated values) applied to the
coil.
tive characteristic which means, in contrast to a “normal” metal, the electric
conductivity of the plasma rises whenever the temperature increases. This
makes the limitation of the total lamp current via some suitably chosen bal-
last of vital importance. In general, for thermionic cathodes to be able to
operate, it is generally assumed, that the Richardson-Dushman-Eq., which
describes the emission current density of thermally activated electrons from
metallic surfaces, holds:
j(T, φ) = A ·T 2 · e−
eφeff (E)
kBT
with A = 1.2 · 106A/m2/K2, the elementary charge e and the electric field
strength E. The effective work function φeff (E) is given by:
φeff (E) = φ−
√
eE
4πǫ0
where ǫ0 denotes the vacuum permittivity and φ = 4.5eV the work function
of pure polycrystalline tungsten surfaces without any electric field applied.
The remaining term in φeff describes the Schottky correction which accounts
for electric fields applied at the surface setting up a finite potential barrier for
electrons to be circumvented via quantum mechanical tunneling processes.
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At this point, the essential role of thoria comes into play: under working con-
ditions, thoria is reduced and the released thorium atoms act as an electron
emitter as soon as thorium atoms diffuse to the surface. It is assumed, that
the reduction of thoria by tungsten according to
2W + xThO2 → 2WOx + xTh
is favored by the simultaneous evaporation of the tungsten oxide, because
of its high vapor pressure. Thorium atoms are likewise not stable at the
surface and, therefore, evaporate quickly at operating temperatures (ap-
prox. 3000K). This means, that a constant diffusional flux of thorium atoms
has to be maintained. Thorium atoms stretch the tungsten lattice consider-
ably due to the size mismatch of tungsten and thorium atoms. Consequently,
not negligible thorium fluxes can be maintained only by suitably adjusted mi-
crostructures as it is commonly assumed, that thorium atoms can only diffuse
along grain boundaries or dislocation cores. To initiate this process, the elec-
trodes have to be activated before use. This is done by rapid heating above
2000◦C and subsequent activation annealing at 1500 − 1800◦C. Thorium is
a radioactive element and a natural α-emitter. This has led to considerable
efforts to replace thoria by other fine oxide dispersions. In order to fully
replace thoria, the static as well as dynamic “interactions” of free thorium
atoms with various defects, e.g. vacancies, dislocations or grain-boundaries,
are important to “design” proper microstructures, i.e. microstructures which
favor diffusional fluxes to the surface. Some more light in this widely un-
known area shall be shed in this thesis.
As we are interested in atomic features in the wider sense, and we intend
to approach the problems within a molecular dynamics scheme, we need
more detailed knowledge about the atomic interactions between tungsten-
and thorium- and tungsten-thorium atoms. As thorium is not soluble in the
tungsten lattice very little is known about crystalline structures comprised
by both tungsten and thorium. This makes the application of a very flexible
method where nothing specific about the interatomic interactions is assumed
necessary. The method of choice is based on the in the meanwhile famous
density functional theory (DFT). Its presence in public consciousness was
greatly extended as the Nobel prize in chemistry was given to Walter Kohn
for his development of the DFT and to John A. Pople for his development of
computational methods in quantum chemistry based on DFT in 1998. The
basic ideas of the DFT will be outlined in chapter 2. The method we ap-
plied to hypothetic crystalline intermetallic (B2, L12) structures is the full
potential linearized plane-wave method (FLAPW), a very flexible method
without any assumptions about the crystal potential as described in chapter
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3. As this method, while very flexible, is limited to very small systems com-
prising only a few atoms, we decided to derive the interatomic interaction
according to a semi-classical scheme: the embedded atom potential (EAM).
This scheme accounts for the fact, that, both, thorium as well as tungsten,
are of metallic nature and, therefore, their properties are dominated by the
metallic bonding. These EAM-derived potentials as well as the basics of the
molecular dynamics method and some subtleties are given in chapter 5. Var-
ious applications of the EAM-potentials to zero-, one- and two-dimensional
defects, i.e. vacancies, Th-impurities in tungsten crystals, dislocations and
grain boundaries, are the topic of chapter 6. Finally, chapter 7, summarizes
the main results of this thesis and gives some ideas for a follow-up project.
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Chapter 2
Electronic Structure Calculations
One of the main aspects of this thesis is to derive interatomic interactions
ready for use within a molecular dynamics scheme. The information neces-
sary to accurately describe the response of one atom due to the presence of
another atom is commonly assembled from the physical properties of alloys
encountered in nature. For the system tungsten-thorium, however, such data
of alloy properties are missing due to the insolubility of thorium in tungsten.
One quite promising way to get appropriate data needs the freedom to gen-
erate “artificial” alloy data. This can be done applying methods based on
density functional theory (DFT) to such (almost arbitrary) systems. The
basics of the DFT will be presented in this chapter starting from the basic
approach of a solid as an assembly of interacting electrons and nuclei [KG02].
2.1 The Many Body Problem
Chemical and physical properties in condensed matter are determined by the
interplay of electrons and nuclei. The foundation of the theory of electronic
structure of matter is the nonrelativistic Schrödinger equation for the many-
electron wave function Ψ given through the Hamiltonian Hˆtot [Koh99]:
Hˆtot := Tˆn + Vˆnn + Hˆe (2.1)
with the kinetic energy of the nuclei (Mµ denotes the mass of nucleus µ)
Tˆn := −
M∑
µ=1
~2
2Mµ
∇2µ , (2.2)
the electrostatic nucleus - nucleus interaction
Vˆnn :=
1
8πǫ0
M∑
µ 6=ν
ZµZν
|Rµ −Rν | (2.3)
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and the hamiltonian describing the influence of the electrons
Hˆe := − ~
2
2me
N∑
i=1
∇2i −
1
4πǫ0
N∑
i=1
M∑
µ=1
eZµ
|ri −Rµ| +
1
8πǫ0
N∑
i 6=j
e2
|ri − rj| (2.4)
where {Rν}, ν = 1 · · ·M is a set of M nuclear coordinates, and {ri}, i =
1 · · ·N is a set of N electronic coordinates. With Hˆtot we describe the system
by a number of nuclei and electrons interacting through coulomb (electro-
static) forces. Electrons are fermions, so that the total electronic wave func-
tion must be antisymmetric with respect to exchange of two electrons, accord-
ing to the quantum mechanical theory of indistinguishable particles [Sch99].
Nuclei can be fermions, bosons or distinguishable particles, depending on
the particular physical system under consideration. From a theoretical point
of view, all necessary ingredients are well known and, in principle, all the
properties can be derived by solving the following Schrödinger equation:
HˆtotΨi(r,R) = EiΨi(r,R) (2.5)
or, to say it with P. M. Dirac [Dir29]:
“The underlying physical laws necessary for the mathematical
theory of a large part of physics and the whole of chemistry are
thus completely known, and the difficulty is only that the exact
application of these laws leads to equations much too complicated
to be soluble.”
So, in Dirac’s opinion, chemistry had come to an end shortly after Schrö-
dinger’s equation for the electronic wave function Ψ had been put forward
and spectacularly validated for small systems [Sch26]. Furthermore, he ar-
gued, that in practice, however, this problem is almost infeasible in a full
quantum mechanical framework. Analytical solutions are limited to very
small systems, even numerical solutions are available for only few particles.
There are several reasons for this difficulty. First, this is in general a multi-
component many-body system, where each component (each nuclear species
and the electrons) obeys a particular statistics. Moreover, the complete wave
function cannot be easily factorized because of coulombic interaction. This
means, that we have in general to deal with (3(M +N)) coupled degrees of
freedom. Nevertheless, to perform such calculations, one has to fall back on
a sensible approximation.
2.1.1 Adiabatic Approximation
The ratio of the masses of electrons and protons (the most unfavorable case)
is of the order 1 in 2000. If electrons and nuclei could be treated as classical
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particles, the equipartition theorem would be valid in equilibrium [Rei65].
This theorem states, that the energy for each degree of freedom is equal. If
we denote for the moment the velocity of electron i with vi and that of the
nucleus µ with vµ than the ratio of the kinetic energies consequently must
be one, or the mass ratio as defined above, must be inversely proportional to
the ratio of the squared velocities. As a result, the ratio of the velocities of
the nuclei and the electrons must be of the order
√
2000. One can therefore
expect that the electrons are at each instant of time at their corresponding
groundstate related to the instantaneous positions of the nuclei. In other
words, as the nuclei follow their dynamics, the electrons immediately adjust
their wave function according to the nuclear wave function.
All this can be cast in a formal mathematical framework by proposing a
solution to Eq. (2.5) of the following form:
Ψi(r,R) =
∑
q
Θiq(R)Φq(r,R) (2.6)
where Φq(r,R) are the eigenstates of the electronic hamiltonian:
HˆeΦq(r,R) = ǫq(R)Φq(r,R) (2.7)
with
Hˆe := Tˆe + Vˆee + Vˆne , (2.8)
see also Eq. 2.4. Inserting the above ansatz into the full Schrödinger equation
we obtain:[
−
M∑
µ=1
~2
2Mµ
∇2µ + Vˆnn + ǫp(R)
]
Θip(R) = EiΘip(R)
+
∑
q
M∑
µ=1
~2
2Mµ
[〈
Φp
∣∣∇2µ∣∣Φq〉+ 2 〈Φp |∇µ|Φq〉 ·∇µ
]
Θiq(R) (2.9)
which constitute an infinite set of coupled partial differential equations. The
reduction of the full wave function to an expression of the type:
Ψ(r,R) = Θp(R)Φp(r,R) (2.10)
is known as the adiabatic or Born-Oppenheimer approximation [BO27]. But
when is it possible to neglect non-adiabatic couplings? From Eq. (2.9) follows
the condition (at least for non degenerate electronic groundstates)∣∣∣∣∣
M∑
µ=1
~2
Mµ
〈Θip |∇µ|Θiq〉 · 〈Φp |∇µ|Φq〉
∣∣∣∣∣≪ |ǫp(R)− ǫq(R)| (2.11)
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or, equivalently [Mes61]:
me
Mµ
∣∣∣∣ ~Ωνǫp(R)− ǫq(R)
∣∣∣∣≪ 1 (2.12)
where Ων is the maximum frequency of rotation of the electronic wave func-
tion due to the nuclear motion and the energies in the denominator corre-
spond to the electronic adiabatic eigenstates. Thus the smaller the ratio
me/Mµ the better the adiabatic approximation.
2.1.2 Classical nuclei approximation
Neglecting the non-adiabatic couplings as discussed above results in a time
dependent adiabatic Schrödinger equation for the nuclear wave function:
i~
∂Θp(R, t)
∂t
=
(
−
M∑
µ=1
~2
2Mµ
∇2µ + Vˆnn + ǫp(R)
)
Θp(R, t) . (2.13)
With Ehrenfest’s theorem [Sch99] the following evolution equations for the
mean values of position and momentum arise:
i~
d 〈Rµ〉
dt
= 〈[H,Rµ]〉 = i~〈Pµ〉
Mµ
=⇒Mµd 〈Rµ〉
dt
= 〈Pµ〉
i~
d 〈Pµ〉
dt
= 〈[H,Pµ]〉 = −i~
〈
∇µ(ǫp(R) + Vˆnn)
〉
.
(2.14)
When combined, we arrive at Newton’s equation of motion
Mµ
d2 〈Rµ〉
dt2
= −
〈
∇µ(ǫp(R) + Vˆnn)
〉
. (2.15)
In principle this equation is only valid for the mean value of the position
operator. If the nuclear wave functions are strongly localized and there is
no quantum phase coherence present (a discussion of the quantum to classi-
cal transition, i.e. the decoherence process can be found in [Zur91] and the
references therein), the nuclear wave function is well approximated as an in-
coherent superposition of delta functions whose centers are located at the
classical positions Rclµ (t):
Θp(R, t) = Πµδ(R−Rclµ (t)) (2.16)
In that case, 〈Rµ〉 = Rclµ (t) and 〈∇ǫp(R)〉 = ∇ǫp(Rclµ ). Due to the fact, that
the latter is strictly valid only for harmonic potentials and for delta func-
tions, the leading error is expected to be proportional to the anharmonicity
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of the potential and to the spatial extension of the wave packet. This ap-
proximation, relating the mean value with the cartesian coordinates of the
corresponding classical particle, is commonly referred to as the classical nu-
clei approximation. Altogether one gets from Eq. (2.15):
Mµ
d2Rclµ (t)
dt2
= −∇µ(ǫp(Rclµ (t)) + Vˆnn) (2.17)
where ǫp(Rclµ (t)) is known as the p
th adiabatic potential energy surface (PES).
With the Hellmann-Feynman theorem [Fey39]
∇µǫp(R) =
〈
Φp(r,R)
∣∣∣∇µHˆe(R)∣∣∣Φp(r,R)〉 (2.18)
the final expression reads:
Mµ
d2Rclµ (t)
dt2
= −
〈
Φp(r,R)
∣∣∣∇µ(Hˆe(R) + Vˆnn)∣∣∣Φp(r,R)〉 (2.19)
The numerical integration of the Newtonian equation of motion receives the
name first-principles Molecular-Dynamics, and ǫp(R) is the first-principles
potential. In order to obtain ǫp(R) (and its gradient for the forces on the
nuclei) it is necessary to solve the time-independent electronic Schrödinger
equation (2.7). This is a field of its own, and has commonly termed electronic
structure calculation. In a sense, electronic structure calculations based on
the direct solution of the time-independent electronic Schrödinger equation is
not feasible due to the enormous degrees of freedom (DOF) in most systems of
interest. It’s the density functional theory (DFT) which allows the reduction
of the DOF to “its extreme”, will be explained immediately.
2.2 Density Functional Theory
Density Functional Theory (DFT) is one of the most widely used methods for
ab initio electronic structure calculations. Compared to the traditional way
to introduce DFT, which is closely related to the historical chronology and
starts with a proof of the interim famous Hohenberg-Kohn theorem [HK64]
in succession the derivation of the Kohn-Sham equations [KS65], we present
a primer which gives a quick insight into the origin of DFT. This is based
on the mathematical works of E. H. Lieb [Lie83] and R. Fukuda [FKSY94].
Additional information can be found also in [Esc96]. The main benefit of
DFT is the apodictic statement that the groundstate density can serve as
a unique variable of the physical system under consideration determining
all groundstate properties. Whereas the Kohn-Sham equations provide an
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unambiguous mapping of the interacting many electron to a non-interacting
particle system. Moreover it is a theory, there are no approximations (at
least at that stage) at all, in clear contrast to e.g. the in quantum chemistry
widely used Hartree-Fock method.
It should be noted that in spite of the fact that we formulate the non
spin polarized and non relativistic theory, the whole apparatus of DFT and
basically all arguments of the following can be easily extended to the spin-
polarized relativistic case [MV79, KH77]. Moreover this theory is applied to
the zero temperature case. For finite temperatures the original arguments
are expanded by N. D. Mermin [Mer65].
2.2.1 Hohenberg-Kohn Theorem
Starting point for the following is the many body hamiltonian for the elec-
tronic subsystem, i.e. Eq. (2.4), in a more formal notation (with explicitly
mentioning the dependence on the external potential v(r)):
HˆCoul[v(r)] := Tˆ+ Vˆ + ΛUˆ (2.20)
with
Tˆ := −1
2
N∑
i=1
∇2i (2.21)
as usual,
Vˆ :=
∫
v(r)nˆ(r)dr nˆ(r) :=
N∑
i=1
δ(r− rˆi) (2.22)
where nˆ(r) denotes the local density operator and v(r) the potential energy
due to the atomic nuclei, i.e. v(r) =
∑M
µ
Zµ
|r−Rµ| , and
Uˆ :=
1
2
∫
1
|r− r′| nˆ(r) (nˆ(r)− δ(r− r
′)) drdr′ , (2.23)
where the second term in the bracket excludes the interaction of each elec-
tron with itself, Λ = 1 is a parameter introduced for later convenience. The
trick starts with the observation that the groundstate energy E[v(r)] :=〈
Φ
∣∣∣Hˆ[v(r)]∣∣∣Φ〉 (Φ(r) being the (electronic) groundstate) is a concave func-
tional of v(r). Therefore
E[αv1(r) + (1− α)v2(r)] ≥ αE[v1(r)] + (1− α)E[v2(r)] (2.24)
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for α ∈ [0, 1] holds, implying that −E[v(r)] is necessarily a convex functional.
For such functionals, a Legendre transform, a likewise convex functional, can
be defined via [Esc96]:
F [n(r)] := sup
v∈X∗
{
E[v(r)]−
∫
n(r)v(r)dr
}
(2.25)
with some suitable chosen function spaces X and X∗ denoting the corre-
sponding dual space [Lie83]. The back transformation is given by
E[v(r)] := inf
n∈X
{
F [n(r)] +
∫
v(r)n(r)dr
}
(2.26)
The problem that remains, is determining a suitable set X for the admissible
(groundstate) densities for the search as indicated above (Lieb’s theory is also
known as the constrained search method). For not too pathological densities
(”v representability of n”, i.e. n must be derivable from an external potential
v by solving the many body Schrödinger equation), the functional F [n(r)]
can be identified with the well known Hohenberg-Kohn free energy functional
FHK [n(r)]. If the infimum in Eq. (2.26) exists and is an element of X ≡ AN
then the infimum is identical to a minimum:
E[v(r)] := min
n∈AN
{
FHK [n(r)] +
∫
v(r)n(r)dr
}
(2.27)
An interesting consequence of Eq. (2.27) arises, if the functional derivative
of FHK [n(r)] with respect of n(r) exists:
v = −δFHK [n]
δn
(2.28)
Under proper conditions this ensures a one to one relationship between v and
n due to the generalized convexity and the universality of FHK [n], i.e. it is
independent of the external potential v. In the framework of Legendre trans-
forms presented above, one would say that v and n are conjugate variables.
For later purposes an appropriate decomposition of FHK [n] is given by:
FHK [n] := T [n] + EH [n] + EXC [n] (2.29)
where T [n] denotes the kinetic energy of a non-interacting particle system
with density n and EH [n]
EH [n] :=
1
2
∫∫
n(r) ·n(r′)
|r− r′| d
3r d3r′ (2.30)
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the classical Hartree energy, the electrostatic energy of a classical charge den-
sity n. EXC [n] comprises all remaining contributions to FHK [n], i.e. exchange
and correlation terms, not contained in T [n] and EH [n].
In summary, the two theorems as formulated by Hohenberg and Kohn
[HK64] read as:
Theorem 1
v(r) = v[n](r)
is a unique functional of the groundstate density n(r)
and
Theorem 2
E [v] = min
n∈AN
{
FHK [n] +
∫
nv dr
}
i.e. the electronic groundstate energy is given by the minimum of a convex
functional. This is the starting point for an effective and efficient procedure to
calculate groundstate properties as will be shown in the following subsection,
where we derive the meanwhile widely known Kohn-Sham equations.
2.2.2 The Kohn-Sham Equations
From the preceding subsection subjecting the Hohenberg-Kohn theorems we
know that we have to calculate the minimum of
Ev[n] = T [n] + EH [n] + EXC [n] +
∫
nv dr (2.31)
under the constraint that the total number of electrons is N :∫
n(r) dr = N (2.32)
in order to get the correct groundstate density:
δ
(
Ev[n(r)] + µ(N −
∫
n(r) dr)
)
δn(r)
= 0 (2.33)
where µ denotes the Lagrange multiplier associated with the constraint. With
an ansatz of non interacting orthonormal particle orbitals φi(r) for the elec-
tron density:
n(r) :=
∑
i
φ∗i (r)φi(r), (2.34)
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Eq. (2.33) is even fulfilled if the constraint is replaced by the orthonormality
of the φi and the variation of (2.31) with respect of φi is zero:
δ
(
Ev[n(r)] +
∑N
j=1 ǫj(1−
∫
φj(r)
∗φj(r) dr)
)
δφ∗i (r)
= 0 (2.35)
With the kinetic energy T [n(r)] of a non-interacting particle system
T [n(r)] := −1
2
N∑
i=1
∫
φ∗i (r)∇2φi(r) dr (2.36)
we arrive at the Kohn-Sham equations:(
−1
2
∇2 + veff (r)
)
φi(r) = ǫiφi(r) , veff (r) := v(r) + vH(r) + vXC(r) ,
(2.37)
with the Hartree potential
vH(r) :=
∫
n(r′)
|r− r′| d
3r′ (2.38)
and the Exchange and Correlation potential
vXC(r) :=
δEXC [n]
δn(r)
. (2.39)
Despite the close resemblance to a conventional Schrödinger equation, there
is an important difference: the effective potential veff (r) depends itself on
the groundstate density, which is closely related to the orbitals via Eq. (2.34).
This gives rise to highly non-linear behavior, which usually is computationally
treated within a self consistent field cycle.
The Self-Consistent-Field (SCF) Cycle
The most important and cumbersome element of electronic structure calcu-
lations of condensed matter as well as molecules is self-consistency, that is,
deriving a self-consistent effective potential within the framework of density-
functional theory. A computational scheme for the self-consistent field cycle
is depicted in Fig. 2.1. The generally arbitrary starting density for the proce-
dure, necessary for calculating the effective one-particle potential, is usually
derived from the superposition of the electron densities of free atoms. The
Kohn-Sham equations are solved and the highest occupied orbital and its
Kohn-Sham eigenvalue, representing the Fermi energy, is determined. With
the Kohn-Sham orbitals, the new density is generated and the cycle starts
from the beginning. The story is aborted, when the changes of two subse-
quent charge densities or total energies are negligible.
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?
Fig. 2.1: Scheme of a typical self consistent field cycle. Self-consistency is reached,
when the error in charge density or total energy is below a certain predefined value.
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2.2.3 Exchange and Correlation Potential: Nature’s Glue
In the Kohn-Sham density functional theory of groundstate electronic struc-
ture as presented above, all many body effects are hidden in the Exchange and
Correlation potential, Eq. (2.39). Unfortunately this potential is not explic-
itly known and consequently must be of approximative nature. Considerable
efforts are undertaken to construct such approximative potentials up to now.
Although the corresponding energy EXC provides typically not a large con-
tribution to the total energy E, it is the principal ingredient of the glue that
binds atoms together to molecules and solids. In the following section we
describe briefly the Local (Spin) Density Approximation (L(S)DA), which
has been already proposed in the seminal paper by Kohn and Sham [KS65],
and serves as the basis for many successive approximations. One of the most
popular representative of the Generalized Gradient Approximations (GGA)
and that used in this work [PBE96] will be presented afterwards.
Local Spin Density Approximation (LSDA)
The spin polarized homogeneous electron liquid serves as a reference model
system for which all the properties can be calculated (at least in principle)
with arbitrary accuracy. It is defined as an interacting electronic system in
a homogeneous, i.e. constant in space, positive charge density (contrary to
the homogenous electron gas where there is no electron-electron interaction
present). For the spin polarized system, we define the relative spin polariza-
tion ζ for the collinear spin situation, which relates the electron density n
with its spin components n↑ and n↓, through:
ζ :=
n↑ − n↓
n
, with n := n↑ + n↓ . (2.40)
The exchange- and correlation-energy EXC of the inhomogeneous spin-
polarized electron liquid reads as [Esc96]:
ELSDAXC [n↑, n↓] :=
∫
ǫXC (n(r), ζ(r))n(r) d
3r (2.41)
where
ǫXC (n(r), ζ(r)) = ǫX (n(r), ζ(r)) + ǫC (n(r), ζ(r)) (2.42)
denotes the exchange- and correlation-energy per electron of the homoge-
neous spin-polarized electron liquid.
In lowest order many body perturbation theory the exchange energy per
electron ǫX of the homogenous electron liquid is obtained as [GMB57]:
ǫX(n, ζ) = − 3
4π
(
3π2n
)1/3 (1 + ζ)4/3 + (1− ζ)4/3
2rs(n)
(2.43)
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where the Wigner-Seitz-radius rs(n) is defined as:
rs(n) :=
(
3
4πn
)1/3
(2.44)
On the basis of the study of Vosko, Wilk and Nussair [VWN80] the spin
polarized correlation energy fulfills:
ǫC(rs, ζ) = ǫC(rs, 0) + αC(rs)
f(ζ)
f ′′(0)
(1− ζ4) + (ǫC(rs, 1)− ǫC(rs, 0))f(ζ)ζ4
(2.45)
with
f(ζ) :=
(1 + ζ)4/3 + (1− ζ)4/3 − 2
24/3 − 2 for ζ ∈ [−1, 1] (2.46)
For ǫC(rs, 0), ǫC(rs, 1) and −αC(rs), Perdew and Wang used a uniform and
simple parameterization [PW92]:
g(rs) := −2A(1 + α1rs) ln
(
1 +
1
2A(β1r
1/2
s + β2rs + β3r
3/2
s + β4rP+1s )
)
(2.47)
with
g(rs) :=

ǫC(rs, 0)
ǫC(rs, 1)
−αC(rs)
(2.48)
For the coefficients they specified:
ǫC(rs, 0) ǫC(rs, 1) −αC(rs)
P 1.00 1.00 1.00
A 0.031091 0.015545 0.016887
α1 0.21370 0.20548 0.11125
β1 7.5957 14.1189 10.357
β2 3.5876 6.1977 3.6231
β3 1.6382 3.3662 0.88026
β4 0.49294 0.62517 0.49671
The corresponding spin dependent exchange and correlation potential, Eq. (2.39),
is given by:
vLSDAXC↑↓ := ǫXC (n(r), ζ(r))+n(r)
∂ǫXC
∂n
(n(r), ζ(r))±(1∓ζ(r))∂ǫXC
∂ζ
(n(r), ζ(r))
(2.49)
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Generalized Gradient Approximation (GGA)
The Generalized Gradient Approximation seems to be a subtle improvement
over LSDA for some properties, e.g. binding energies and bond lengths, of
many physical systems. There are a lot of GGAs to choose from [LM81,
PW86, Per86, Bec88], the one used in this work is that of Perdew, Burke
and Ernzerhof [PBE96].
They derived the GGA for correlation in the form
EGGAC [n↑, n↓] :=
∫
n(r)(ǫC(rs, ζ) +H(rs, ζ, t)) d
3r . (2.50)
with t := |∇n| /(2φ(ζ)ksn) a dimensionless density gradient, the spin-scaling
factor φ(ζ) := [(1 + ζ)2/3 + (1 − ζ)2/3]/2, the Thomas-Fermi screening wave
number ks :=
√
4kF/πa0, the Fermi wave number kF :=
3
√
3π2n, the Bohr
length a0 := ~2/me2 and
H(rs, ζ, t)) :=
e2
a0
γφ3 ln
{
1 +
β
γ
t2
[
1 + At2
1 + At2 + A2t4
]}
(2.51)
where
A =
β
γ
(
e−ǫ
LSDA
C a0/γφ
3e2 − 1
)−1
(2.52)
with β = 0.031091 and γ = (1− ln 2)/π2.
For the exchange energy of the non spin-polarized case (ζ = 0) their
ansatz reads as:
EGGAX [n, ζ = 0] :=
∫
n(r)ǫLSDAX (n(r))FX(s) d
3r (2.53)
with
FX(s) := 1 + κ− κ
1 + µs2/κ
and κ = 0.804 , µ = 0.21951 . (2.54)
The likewise dimensionless density gradient s is defined as s := |∇n| /(2kFn).
The connection with the spin polarized case is given by the spin-scaling
relationship [OP79]:
EGGAX [n↑, n↓] =
1
2
(EGGAX [2n↑, ζ = 0]− EGGAX [2n↓, ζ = 0]) (2.55)
Of course the exchange- and correlation potential could be calculated using
the defining equation, Eq. (2.39).
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2.2.4 Periodic systems and the Supercell method
The quantum mechanical treatment of perfect crystals within Born-Oppen-
heimer approximation means solving the Kohn-Sham equations (2.37) in a
self-consistent cycle due to its nonlinearity. The effective potential veff (r)
and therewith the Kohn-Sham hamiltonian shows necessarily the same pe-
riodicity as the underlying crystal lattice: a translation of the potential or
hamiltonian by a lattice vector R leaves them untouched. In quantum me-
chanically terms this means, that the corresponding translation operator
Tˆ(R) := exp(
i
~
R · Pˆ) and Pˆ := ~
i
∇ (2.56)
commutes with the Kohn-Sham hamiltonian. As a consequence, a solution
of the Kohn-Sham equations of the form
ψkn(r) = e
ik · rwnk(r) , with wnk(r+R) = wnk(r) , (2.57)
valid for each lattice vector R can be found, a fact, which is commonly re-
ferred to as Bloch’s theorem. As is easily seen from Eq. (2.57) the Bloch wave
number k can always be chosen within the first Brioullin zone. Generally, for
a given wave number k there is a discrete set of Kohn-Sham single particle
eigenenergies and can therefore be labeled ǫkn. These give rise to the term
band structure. But life would be rather boring, if only perfect crystals would
exist and, indeed, the daily experience shows that total symmetry is more
the exception than the rule. The question that arises is, how should we treat
such defective systems? There are several workarounds for this problem.
The easy way out from loss of periodicity is to restore it in an artificial way,
i.e. to construct a supercell containing the defect with which one can fill up
the whole space: the resulting structure is periodic again, with all beautiful
consequences, i.e. the validity of Bloch’s theorem. With this simple trick,
perfect and defective crystals can be treated on the same footing.
Unfortunately, the (possibly enforced) periodicity of the structure imposes
a penalty: whereas for finite Coulomb-systems the total energy is always well
defined, it does not exist at all for periodic structures. The same holds for the
energy density (groundstate energy per volume of the supercell) unless the
supercell is perfectly neutral with zero dipolar moment [Esc96]. This involves
serious problems in constructing supercells for e.g. surface problems, where
the symmetry of the structure is broken due to the presence of the surface.
In this case one has to enlarge the supercell and include a reflected image of
the surface. This procedure removes a net dipolar moment for the cell and is
therefore a suitable candidate for electronic structure calculations using DFT
within the supercell method. Of course, in adopting this procedure one has
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to ensure, that the two surfaces of the supercell do not interact, which makes
the introduction of a more or less huge vacuum layer in-between necessary.
The consequence is a great enlargement of a widely used planewave basis set,
with all the negative influences on computational speed and resources.
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Chapter 3
FLAPW method
There are basically only two methods to manage the calculation of the Kohn-
Sham one-particle wave function in crystals, their essential difference lying
in the relative emphasis placed on the importance of the two requirements
the wave function must meet, i.e.
1. satisfying Kohn-Sham equations
2. satisfying Bloch’s theorem
Modern trends are towards the second type of method, in which one begins
with a formal expansion of the wave function such that Bloch’s theorem is
exactly satisfied from the outset. The most obvious expansion of this nature
is the Fourier series, the coefficients in which are the momentum eigenfunc-
tions. This plane-wave expansion has proven in practice to be very slowly
convergent, a major reason for this being the necessary orthogonality of the
wave functions of the outer electrons to the core functions, which enforces a
very high resolution and, therefore, many plane waves with high wave num-
bers. Apart from the pseudopotential ansatz, it was Slaters proposal [Sla37]
which changed this rather disappointing situation. His meanwhile widely
used APW method uses a to the physical situation of electrons in crystals
perfectly adapted basis set. Near the nuclei, the electrons feel an almost
spherical atomic like potential whereas the impact on the electrons within
the interstitial is rather weak and weak varying also: the famous muffin tin
shape approximation for the crystal potential was born. The quality of this
approximation depends mainly on the detailed structure of the underlying
lattice. It turns out to be very good for close packed (fcc- and hcp-structures,
with ideal c/a-quotient) materials. It is less suitable but still reasonable for
bcc- and related structures (e.g. CsCl structure) [EK76], and becomes in-
creasingly less reliable as the site symmetry and coordination decrease.
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Before going into details of the Full potential Linear Augmented Plane Wave
(FLAPW) method, we describe its predecessor, the Augmented Plane Wave
(APW) method, to show the remaining problems and how to resolve them.
3.1 The APW method and its problems
In the following section we will limit ourselves to the nonrelativistic approxi-
mation and to the case of one atom per unit cell. Neither of these restrictions
is necessary but is done to simplify the discussion. The starting point of the
APW method is as implied from the considerations above a separation of
space in non overlapping spheres (MTS), each containing a nucleus and in
which the potential is assumed to be spherical symmetric, and the space
in between, the interstitial region (I), where the potential is assumed to be
approximately zero. Therefore, as mentioned, the more or less crude approx-
imation of the crystal potential having muffin tin form reads as:
V (r) :=
∑
R
v(|r−R|), (3.1)
where the v’s are spherical within the sphere radii RMT and zero outside,
i.e.:
v(r) ≡ 0 for r ≥ RMT . (3.2)
A schematic view of this potential is given in Fig. 3.1. With R we denote the
location of the nuclei comprising the solid. In using the muffin tin potential, it
Fig. 3.1: Muffin tin separation of space: the shaded area represents the spherical
atomic-like potential (left) and a schematic muffin-tin potential plotted along a line
of ions (right).
is natural to use a plane wave expansion of the wave function in the interstitial
region (I) where the potential is kept constant. On the other hand, the
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natural expansion about a site within the muffin tin radius RMT is of the
form
ψ(r) :=
∑
lm
clmRl(r)Ylm(rˆ) for r ≤ RMT (3.3)
where rRl(r) satisfies the radial Schrödinger equation
d2
dr2
(rRl) +
(
E − V (r)− l(l + 1)
r2
)
rRl = 0 . (3.4)
and Ylm(rˆ) denotes a spherical harmonic in the direction variables of the vec-
tor r. The basic idea of the APW method is to expand in functions composed
of waves of the form of Eq. (3.3) near the nuclei and plane waves between
them. One immediate advantage is that Bloch’s theorem is automatically
satisfied. Consequently there is a dual representation for the basis functions,
the augmented plane waves,
φkn,E(r) :=

eikn · r for r in I,
∞∑
l=0
l∑
m=−l
Alm(kn)Ylm(r̂ν)Rl(E , r) for r in Sphere at RMTν
(3.5)
where rν := r−RMTν . Generally there is a discontinuity of the APW at
the sphere boundary. In the standard Slater scheme it is made continuous
over the surface of the sphere. This is easily arranged by an appeal to the
standard expansion theorem for a plane wave in spherical harmonics and
spherical Bessel functions [Sch99]:
eikn · r = 4π
∑
lm
iljl(knr)Ylm(r̂)Y
∗
lm(k̂n) (3.6)
For the coefficients Alm(kn) we get
Alm(kn) =
4πil
Ω1/2Rl(R)
∑
Gn
cGnjl(knR)Y
∗
lm(k̂n) (3.7)
A linear combination of the APW as defined above
Ψk(r) =
∑
Gn
αGnφkn,E(r) (3.8)
serves as a putative solution of the Schrödinger equation. The sum over
reciprocal lattice vectors is limited by a plane wave cutoff GC , so that
|k+G| ≤ GC . An increase of GC results in a “more complete” basis set.
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In practical calculations one has always to check, if the results are converged
with respect to GC to a satisfactory degree. The condition that the coef-
ficients αGn may be determined imposes a relationship between the energy
eigenvalue E and the wave vector k.
Calculating the expectation value of the Kohn-Sham operator with the
muffin tin potential
HMTΨk(r) = ǫkΨk(r) with HMT := −∇2 + ΦMT (r) (3.9)
and exploiting Ritz’ variational principle [Sch99] with the ansatz above using
the αGn as variational parameters results in a matrix equation∑
m
(Hnm + Snm − EOnm)αGm = 0 (3.10)
with
Hnm :=
∫
Ω
φ∗kn,E(r)H
MTφkm,E(r) dΩ (3.11)
Snm := −1
2
∫
S
(eikn · r +
∞∑
l=0
l∑
m=−l
Alm(kn)Ylm(r̂ν)Rl(E , r))∗
(
∂
∂ρ
eikn · r − ∂
∂ρ
∞∑
l=0
l∑
m=−l
Alm(kn)Ylm(r̂ν)Rl(E , r)) dS (3.12)
Onm :=
∫
Ω
φ∗kn,E(r)φkm,E(r) dΩ (3.13)
and the corresponding secular equation which is well known from pseudopo-
tential theory [Har66]:
det |Hnm + Snm − EOnm| = 0 , (3.14)
a generalized algebraic eigenvalue problem determining the expansion coeffi-
cients C ikG and one particle energies ǫi. The basis functions depend on ǫi, so
that the eigenvalue problem, Eq. (2.37), is nonlinear with all problems arising
with this nonlinearity. Furthermore the secular equation, Eq. (3.14), shows
a singularity whenever a node of the radial function Rαl (R
α
MT , ǫ
k
i ) happens
to coincides with the muffin tin radius RαMT (c.f. Eq. (3.7)). Yet another
drawback of the APW method is the fact that generally the basis functions
are only continuous but not continuously differentiable at RαMT . This leads
to a jump in the kinetic energy [Sla37] and the cumbersome calculation of
the matrix elements Snm, being not physical for the actual crystal potential.
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A further difficulty with the APW method is that it is hard (but not impos-
sible [EK76]) to extend it to use a general crystal potential, beyond the level
of the warped muffin-tin approximation (general potential in the interstitial
and a spherical potential inside the spheres).
In addition there is a so called asymptote problem: in Eq. (3.7) Rl(R)
appears in the denominator. However, there are in general values of the
energy parameter El for which Rl vanishes on the sphere boundary. At these
energies the plane waves and radial functions become decoupled. In the
vicinity of this asymptote the relation between Alm and cG and thus the
secular determinant are strongly varying. This leads to numerical difficulties
when bands occur near an asymptote.
All these deficiencies of the APW method are lifted by a linearization first
introduced by Andersen in 1975 [And75] traced back to the widely unnoticed
suggestion of Marcus [Mar67] as will be outlined in the next section.
3.2 LAPW method
The common origin of all the difficulties within the APW method as sketched
above is the energy dependence of the APW. Within the Linearized Aug-
mented Plane Wave (LAPW) method, this energy dependence of the basis
functions is avoided by determining the radial functions Rαl for a fixed and
suitably chosen energy value Eαl
Hradα (rR
α
l (rα, E
α
l )) = E
α
l (rR
α
l (rα, E
α
l )) (3.15)
where
Hradα = −
d2
dr2
+
l(l + 1)
r2
+ V (r) (3.16)
(see also Eq. (3.4)). In the APW method El serves as a variational parameter
which suitably chosen assists in getting the correct wave function. The lack
in this variational freedom is partly compensated through the usage of the
energy derivative of Rl [KA75, And75]. The obvious solution consists in using
the Taylor expansion of Rαl (rα, E
α
l ) around a fixed parameter El up to linear
order within a muffin tin sphere:
Rαl (rα, E
α
l + δ) = R
α
l (rα, E
α
l ) + δR˙
α
l (rα, E
α
l ) + o(δ) (3.17)
where
R˙αl (rα, E
α
l ) :=
∂Rαl (rα, E)
∂E
|E=El (3.18)
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For this to be true one has to ensure an energy independent normalization
within the muffin tin, e.g.: ∫ R
0
r2R2l dr = 1 (3.19)
The differential equation for the energy derivative R˙αl (rα, E
α
l ) is obtained
from Eq. (3.15) by a straightforward differentiation:
Hradα R˙
α
l (rα, E
α
l )− Eαl R˙αl (rα, Eαl ) = Rαl (rα, Eαl ) (3.20)
Differentiating of the normalization condition (Eq. (3.19)) with respect to
El, directly shows the orthogonality of Rαl (rα, E
α
l ) and R˙
α
l (rα, E
α
l ). The
augmented plane wave within LAPW are given in close resemblance to the
APW method
φkn(r) :=

Ω−1/2eikn · r for r in I,
∞∑
l=0
l∑
m=−l
(AlmR
α
l (rα, E
α
l )+
BlmR˙
α
l (rα, E
α
l ))Ylm(r̂α)
for r in Sphere located at RMTα
(3.21)
where kn := k +Kn, with the reduced wave vector k and reciprocal lattice
vector Kn, Ω denotes the volume of the unit cell. In contrast to the con-
ventional APW formalism, Eαl is now kept constant. Note that the method
permits different choices of the energy parameter for different angular mo-
menta. El is set as the average band energy of momentum l within the αth
muffin tin sphere and can be approximately determined by the Wigner-Seitz
rule [And73, And75, BSST90]. φkn(r) is constructed to be continuous with
continuous derivative across the muffin tin sphere boundary with the uti-
lization of the Rayleigh expansion, Eq. (3.6), for each angular momentum l.
This results in
Alm(kn) = 4πR
2Ω−1/2ilY ∗lm(kˆn)al (3.22)
al = j
′
l(knR)R˙
α
l (Rα, E
α
l )− jl(knR)R˙α
′
l (Rα, E
α
l ) (3.23)
Blm(kn) = 4πR
2Ω−1/2ilY ∗lm(kˆn)bl (3.24)
bl = jl(knR)R
α′
l (Rα, E
α
l )− jl(knR)R˙α
′
l (Rα, E
α
l ) (3.25)
In calculating the expectation value of the Kohn-Sham operator with the
muffin tin potential with the trial solution
Ψk(r) =
∑
Kn
αKnφkn,El(r) (3.26)
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using αKn as variational parameters, one arrives at the matrix equation∑
m
(Hnm − EOnm)αn = 0 (3.27)
with
Hnm :=
〈
φ∗kn(r)
∣∣HMT ∣∣φkm(r)〉 (3.28)
Onm :=
〈
φ∗kn(r)
∣∣φkm(r)〉 (3.29)
The overlap matrix is given by
Onm = U(kn − km) + 4πR
4
Ω
∑
l
(2l + 1)Pl(kˆn · kˆm)olnm (3.30)
olnm = al(kn)al(km) + bl(kn)bl(km)Nl (3.31)
where U(K) is the Fourier series transform of the Heavyside step function,
which is zero inside the muffin tin and one outside,
U(K) = δK − 4πR
2
Ω
j1(KR)
K
(3.32)
and the norm of R˙l within the muffin tin sphere
Nl :=
∫ R
0
r2R˙lR˙ldr . (3.33)
For the hamilton matrix the result reads as:
Hnm = knkmU(Kn −Km) + 4πR
4
Ω
∑
l
(2l + 1)Pl(Elo
l
nm + γ
l) (3.34)
γl = R˙lR
′
l(j
′
l(knR)jl(kmR) + jl(knR)j
′
l(kmR))
− (R˙′lR′ljl(knR)jl(kmR) + R˙lRlj′l(knR)j′l(kmR))
(3.35)
In principle with standard matrix diagonalization techniques one can solve
this electronic structure problem as shown. There is, however, one crucial
disadvantage of the LAPW method as described above: the method relies on
the replacement of the effective crystal potential with the simplified muffin tin
potential. For materials for which the bonding character is mainly covalent,
but also for metals with defects and transition metals this is not a very good
approximation. Fortunately the LAPW method is easily extended to the Full
Potential LAPW method (FLAPW) [KA75].
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3.3 FLAPW method
In contrast to LAPW or APW method the full effective crystal potential
is considered within the Full Potential Linearized Augmented Plane Wave
(FLAPW) method [BSST90]. To correct for the full crystal potential, we
write it as a sum of the underlying muffin tin potential and a non muffin tin
contribution:
veff (r) = vMT (r) + vNMT (r) (3.36)
In close analogy to the basis function expansion (3.21) the non muffin tin
contribution is represented as a superposition of plane waves in the interstitial
and spherical harmonics within the muffin tin spheres:
vNMT (r) =
{∑
K 6=0 v(K)e
iKr for r ∈ I∑
α
∑
L 6=0,M v
α
LM(rα)YLM(rˆα) for r ∈MTSα
(3.37)
The functions Rαl (r) and R˙
α
l (r) to construct the basis are further-on calcu-
lated with the spheric symmetric part of veff (r) within the αth muffin tin
sphere. Due to the presence of vNMT (r) additional terms arise in the hamil-
ton matrix, Eq. (3.34):
HInm :=
〈
φ∗kn(r)
∣∣∑
K 6=0
v(K)eiKr
∣∣φkm(r)〉I
=
∑
K 6=0
∫
I
v(K)ei(Km+K−Kn) · r
(3.38)
(the integration comprises only the interstitial region I in the integral above),
the correction within the MTS reads as:
HNMTnm :=
〈
φ∗kn(r)
∣∣∑
α
∑
L 6=0,M
vαLM(rα)YLM(rˆα)
∣∣φkm(r)〉MTS
=
∑
α
(4πRαMT
2)2
Ω
ei(Km−Kn) ·Rα
·
∑
lm
∑
l′m′
∑
L 6=0,M
G(lLl′,mMm′)Y ∗lm(kˆn)Yl′m′(kˆm)
· il−l′
∫ RαMT
0
r2 · (al(kn)Rαl (rα, Eαl ) + bl(kn)R˙αl (rα, Eαl ))vαLM(rα)
· (al(km)Rαl′(rα, Eαl′ ) + bl′(km)R˙αl′(rα, Eαl′ )) drα ,
(3.39)
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with the Gaunt coefficients defined as
G(lLl′,mMm′) :=
∫
S
Y ∗lm(rˆ)YLM(rˆ)Yl′m′(rˆ) dS (3.40)
with the integration carried over the unit surface. G(lLl′,mMm′) vanishes
for some combination of (lLl′,mMm′), depending of the symmetry of the
system under consideration. In this respect, symmetry reduces substantially
the computational demands.
The FLAPW method provides a very accurate and flexible method to
calculate solid state properties. Due to the fact that it takes care for the full
crystal potential, one obtains an exact (up to computational inefficiencies)
charge density distribution throughout the crystal. With an accurate knowl-
edge of the charge density, one can calculate the total energy within LDA
or GGA of the assembly of nuclei and electrons to a very high degree. For
the actual calculation of the groundstate energy a very efficient procedure of
M. Weinert et al. [WWF82] is used.
The basic assumption, that there is no spill out of the core states in the
interstitial region, is unfortunately sometimes a rather poor assumption, e.g.
the high lying d-states in transition metals often show considerable overlap,
even if the largest muffin tin sphere radii consistent with the structure are
chosen. In particular, the LAPW method relies on the fact that the Rαl
and R˙αl are orthogonal to any eigenstate that falls to zero at the sphere
boundary, i.e. the underlying core states. The result of this overlap is
that orthogonality of the valence wave function to the semi core states is
not assured, unless the semi core state is treated within the valence window,
i.e. by setting the relevant energy parameter to the energy of the semi core
state. However, with this choice, the calculation is equivalent to a one window
calculation in that there is poor variational freedom for that l character in
the valence band [MH86, SK91]. To circumvent this problem, one could
perform a so called two window calculation, where the valence states and
the semi core states are treated on the same footing but in separate energy
panels. This ensures the orthogonality of the semi core states to the deep
lying core states, but not that of the semi core states to the valence states.
Furthermore the computational cost of this two window calculation is almost
twice the one window calculation. An elegant alternative is the utilization of
the local orbitals, a concept based on the work of D. Singh [Sin91].
3.4 Local Orbitals
D. Singh introduced this extension of the LAPW method [Sin91, Sin94],
where the LAPW basis set, Eq. (3.21), within the muffin tin sphere is ex-
49
panded through the introduction of K-independent basis set functions, the
local orbitals :
φLOlm (r) := (AlmRl(r, E
val
l ) + BlmR˙l(r, E
val
l ) + ClmRl(rα, E
sc
l ))Ylm(rˆ) (3.41)
where Evall is the linearization energy of the valence state and E
sc
l that of
the corresponding, i.e. shows the same l character, semi core state. The
coefficients Alm, Blm and Clm are fixed by ensuring that φLOlm and its derivative
at the muffin tin sphere boundary vanishes and its normalization within the
muffin tin sphere.
Utilization of φLOlm within a LAPW calculation, therefore, permits the
treatment of two differing states with the same angular momentum l within
the same energy panel. This assures automatically the orthogonality of both
states. The presence of the local orbitals changes the total number of basis
set functions and consequently the dimensions only in a negligible manner.
Thus the computational costs is almost unchanged. We will use local orbitals
for the tungsten 5s-, 5p- and 4f-orbitals and for the thorium 6s- and (just to
enhance the flexibility of the basis) 7p-orbitals.
3.5 Brillouin zone Integration
The translational symmetry introduced with the supercell method results in
a quantum number, the supercell or crystal momentum k (Eq. 2.57). The
groundstate density n(r) is calculated with Eq. (2.34) which using Bloch’s
theorem takes the form:
n(r) :=
∑
ǫn(k)≤EF
φ∗k(r)φk(r) (3.42)
where φk(r) denote the Kohn-Sham orbitals, ǫn(k) n’th Kohn-Sham eigen-
value with crystal momentum k and EF the eigenvalue of the highest occu-
pied Kohn-Sham orbital, representing the Fermi energy. For infinite systems,
the {k} are infinitely dense in reciprocal space and comprise the first Bril-
louin zone. Consequently, the groundstate density is given as the integral
over the first Brillouin zone of the reciprocal space:
n(r) =
∑
n
∫
BZ
φ∗n(r;k)φn(r;k)f(ǫn(k)) d
3k , (3.43)
where BZ is the first Brillouin zone, n the energy band index and f(ǫn(k))
the occupation number for the n’th energy surface in k-space:
f(ǫn(k)) :=
{
1 if ǫn(k) ≤ EF
0 else
(3.44)
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For the Brillouin zone integration the following two methods are most widely
used: the tetrahedron method and the special-point scheme. The special-
point scheme is advantageous for insulating or semiconducting materials,
and represents the Brillouin zone integration as a weighted sum over selected
k-points. Today, the most widely used sets of special-points are those of
Monkhorst-Pack [MP76, PM77], which consists of an equispaced grid in k-
space. The tetrahedron method is more general in the sense, that it can
be equally applied to insulators and metals. The idea of this method is to
subdivide reciprocal space into tetrahedra, within which the band energies
are linearized in k [LT72]. The linear approximation allows the integration to
be performed analytically, taking into account the often complicated shape
of the Fermi surface. In the present work, we use an improved tetrahedron
method [BJA94] which reduces substantially the number of reciprocal space
points necessary for a given accuracy. This improved tetrahedron method
results in a weighting formula, converting the integral into a weighted sum
over irreducible k-points kj of the form:
n(r) ≈
∑
n,j
φ∗n(r;kj)φn(r;kj)ωn,j (3.45)
with:
ωn,j :=
∫
BZ
ωj(k)f(ǫn(k)) d
3k . (3.46)
ωj(k) is given as:
ωj(k) :=
{
1 for k = kj and its corresponding star
0 on all other k-points on the grid
(3.47)
The star of the irreducible kj is defined as as the set of k-points which can
be transformed into kj with spacegroup operations. In-between the grid
points ωj(k) is defined to interpolate linearly. Starting point for the grid in
k-space is an equispaced distribution of k-points. The number of k-points is
then subsequently reduced applying the symmetry operations of the space-
group [AC65a, AC65b, KS77]. After this procedure, the remaining k-points
are used to create the tetrahedrons.
The number of tetrahedrons or, likewise, the number of irreducible k-
points of the grid determines the accuracy of the integration over the first
Brillouin-zone. In practical electronic structure calculations, therefore, this
number is gradually increased until the integral (or its approximative equiv-
alent) doesn’t change anymore beyond a predefined threshold value.
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Chapter 4
First principles calculations of the
system W-Th
As will be carried out later (see chapter 5) a necessary ingredient in cal-
culating interatomic potentials suitable to perform molecular dynamics are
experimentally and/or theoretically derived data which characterize the in-
teractions between the atoms. In this chapter we will utilize DFT calculations
to get some insight into some physical properties, including elastic constants,
phase stabilities and vacancy formation energies.
4.1 Elastic Constants
As outlined in the previous chapters DFT enables us to calculate the accurate
total energy and charge density of an assembly of electrons and nuclei. If we
limit ourselves to simple lattices, the internal lattice parameters will be fixed
once we specify the volume of the unit cell. We can thus determine a set
of total energies Ei = E(Vi). In practice, we use several volumes which are
within 10%-20% of the expected equilibrium volume. We then make a least
squares fit of the set (Vi, Ei) to a form proposed by Murnaghan [Mur44] (see
also appendix A):
E(V )− E(V0) = B0V
B′0
(
1 +
1
B′0 − 1
(
V0
V
)B′0)
− B0V0
B′0 − 1
(4.1)
where V0, B0 and B′0 are, respectively, the equilibrium volume, bulk modulus,
and pressure derivative of the bulk modulus.
In this chapter we consider cubic lattices. It comprises the monatomic bcc
and fcc lattices as well as the diatomic B2 (Pearson symbol: cP2) and L12
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(Pearson symbol: cP4) structures. These structures are completely specified
by one parameter, the volume of the unit cell V , or alternatively the cubic
lattice constant a.
For the remaining elastic constants, we apply a slightly different proce-
dure. If we strain the lattice by distorting the primitive vectors, we may
obtain all the elastic constants Cij [AM76]. But before we go into the spe-
cific details it is advisable to drop some preliminary remarks. In this context
a solid is characterized by fixed neighborhood relations. Atoms will slightly
change their relative positions upon stress, but they return to their original
position when the stress is removed.
Deformations of a solid can be formally described by the deformation or
strain tensor ǫ:
ǫ :=
ǫ11 ǫ12 ǫ13ǫ21 ǫ22 ǫ23
ǫ31 ǫ32 ǫ33
 (4.2)
If a lattice is deformed such that the resulting structure remains a perfect
lattice, the deformation is said to be homogeneous [BK54]. In this case ǫ
does not depend on the location. According to ǫ given, the primitive lattice
vectors {a1,a2,a3} and therefore the total lattice are transformed to the
new lattice vectors {a′
1
,a′
2
,a′
3
}:a′1a′
2
a
′
3
 = (1+ ǫ) ·
a1a2
a3
 (4.3)
where 1 is the 3× 3 identity matrix. We need only to consider non-rotating
strains, so we represent the strain by a symmetric tensor with six independent
components (Voigt-notation):
ǫ :=
 ǫ1 ǫ6/2 ǫ5/2ǫ6/2 ǫ2 ǫ4/2
ǫ5/2 ǫ4/2 ǫ3
 (4.4)
Therewith, the total energy changes by an amount:
E({ǫi})− E({ǫi = 0}) = −p(V )∆V + V
2
6∑
ij
Cijǫiǫj +O({ǫ3i }) (4.5)
where V is the volume of the undistorted lattice, p(V ) is the hydrostatic
pressure of the undistorted lattice at volume V , ∆V is the change in the
volume of the lattice due to the strain (Eq. 4.4), and O({ǫ3i }) indicates that
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the neglected terms in the polynomial expansion are cubic and higher powers
of strains ǫi.
Owing to symmetry (Cij = Cji), there are only 21 independent elastic
constants Cij in Eq. (4.5). Lattice symmetries reduce this number down to
three for the cubic lattices (e.g. C11, C12 and C44). In this case the bulk
modulus B can be expressed with these constants as:
B = (C11 + 2C12)/3 (4.6)
Apart from the bulk modulus B we need two more constants for a com-
plete set. Mechanical stability of a cubic material (at least up to O({ǫ3i }))
implies [BK54]:
B = (C11 + 2C12)/3 > 0, (4.7)
C11 − C12 > 0, (4.8)
C44 > 0 (4.9)
Therefore the logical completions are the tetragonal strain modulus C ′ :=
(C11 − C12)/2 and the monoclinic strain modulus C44.
Although the obvious method of computing C ′ uses the tetragonal strain,
we prefer the volume conserving orthorhombic strain,
ǫ1 = ǫ , ǫ2 = −ǫ , ǫ3 = ǫ2/(1− ǫ2) , ǫ4 = ǫ5 = ǫ6 = 0 . (4.10)
With this choice of strain, the total energy change is given by
∆E = 2V C ′ǫ2 +O(ǫ4) (4.11)
i.e. is an even function of ǫ and does not depend on the hydrostatic pressure p,
resulting in fewer calculations necessary (e.g. only for positive ǫ). Although
the orthorhombic strain yields to lower symmetry and thus needs more inde-
pendent k-points for Brillouin zone averages than the tetragonal strain, we
choose this method because of the reduction in the number of self-consistent
calculations needed.
In close analogy, we use a volume conserving monoclinic strain for C44,
ǫ6 = ǫ , ǫ3 = ǫ
2/(4− ǫ2) , ǫ1 = ǫ2 = ǫ4 = ǫ5 = 0 . (4.12)
The total energy results in this case in
∆E = V C44ǫ
2/2 +O(ǫ3) . (4.13)
To get B, C ′ and C44 we use the following procedure: as a first step, we
calculate data pairs {V,E} or {ǫ, E} for some V or ǫ, respectively, within
DFT. The second step fits the resulting data points to Eqs. (4.1), (4.11) and
(4.13).
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Fig. 4.1: The conventional unit cell of W (left) and Th (right) at low hydrostatic
pressure
4.1.1 The monatomic metals Tungsten and Thorium
In order to test the treatment as introduced above and to determine the set-
tings of the FLAPW method to get proper results, we studied the monatomic
case of tungsten and thorium at first. Apart from the fact that the tungsten-
thorium system plays an important role as basis material of gas discharge
lamp electrodes, they are interesting for themselves.
Tungsten but also, in a wider sense, thorium belongs to the class of the
so called transition metals. In a narrow sense, transition metals are elements
with partly occupied 3d-, 4d- and 5d-shells, which form large periods in the
periodic table. Sometimes this term is applied to all the elements with partly
filled inner electron shells, including 4f (rare earths) and 5f (actinides). The
electronic configuration of free tungsten atoms consists of a chemically in-
ert Xe-core, a complete 4f-shell, 4 5d- and 2 6s-electrons, [Xe]4f 145d46s2 for
short. In total it has 74 electrons. In a solid d- (and f-) states are generally
very localized. The corresponding electrons are therefore strongly screened
due to the presence of nearly delocalized s- and p- electrons resulting in a
comparable weak overlap of d-states of neighboring atoms. This weak over-
lap generally implicates a narrow electronic d-bandwidth in band structure
calculations. A narrow d-band is responsible for the occasional occurrence
of magnetism in the d-rows (predominantly in the 3d-row) of the periodic
table. Fortunately for our bandstructure calculations concerning tungsten
there is no magnetic ordering (at least in the bcc structure), so there is no
need for spin polarized calculations. This allows for using the maximum
symmetry of the underlying bcc-lattice (Space group: Im3¯m) which reduces
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the computational costs to a minimum.
The electronic configuration of free thorium atoms is [Rn]6d27s2 with in
total 90 electrons. It occupies a unique position in the periodic table as
being a transition metal (in the wider sense) with strong s-d hybridization
and on the threshold of being a regular 5f band light actinide element. Th is
the only element which has an unoccupied 5f band as near as 1.5 eV above
the Fermi level [SJ80] and at ambient condition with four valence electrons is
regarded as a regular tetravalent transition metal in a row with e.g. titanium,
zirconium and hafnium [JAEW95]. Interestingly enough, Th when compared
to Ti, Zr and Hf should be expected to be a hcp metal. Since this is not
the case, Th (at least under low pressure conditions) shows an fcc structure
(Fm3¯m), one should search for pressure induced crystallographic transitions
to the hcp structure of Hf or Zr, as is well known for other groups of elements
in the same row of the periodic table [Joh78, REJ75, JR75].
Computational Details
In the literature two forms of tungsten are referred to: the stable α-form
and a (meta-)stable [HEB31] form called β-tungsten (crystal structure: A15,
spacegroup symmetry: Pm3n with eight atoms per unit-cell). If at all, β-
tungsten seems to be stable at temperatures below 630◦C [MHSN57] and high
hydrostatic pressure. Furthermore, up to now, β-tungsten can be synthesized
only in nanometer-scale (diameter of crystallites about 20nm) and is mostly
accompanied with the thermodynamic stable α-tungsten and some tungsten-
oxides [Ley98].
The undistorted α-Tungsten lattice at low hydrostatic pressure belongs
to the body centered cubic lattices (α-phase) with spacegroup symmetry
Im3¯m [Hah96]. There is also strong evidence that there exist pressure
induced structural phase transitions in tungsten. J. A. Moriarty [Mor92]
showed with the aid of first-principles total-energy calculations a ultrahigh-
pressure destabilization of the bcc structure of tungsten through a bcc→hcp
phase transition at about 12.5 Mbar. Furthermore, he predicts a subsequent
hcp→fcc transition at about 14.4 Mbar. The question of phase stability in
tungsten was also addressed by Söderlind et al. [SAEJ94] within a LDA cal-
culation with basically the same conclusions, but with a slightly different
transition pressure for the bcc→hcp transition (9.2 Mbar). In the present
work we take the bcc structure for granted.
For both the orthorhombic (4.10) for C ′ as well as the monoclinic strain
(4.12) for C44 the distorted tungsten lattice becomes orthorhombic with
spacegroups Fmmm, i.e. face centered orthorhombic, and Immm, i.e. body
centered orthorhombic, respectively. There is only one inequivalent atom
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present: its fractional coordinates are (0, 0, 0) with the origin at the cen-
ter of (mmm), site symmetry group (mmm) and eight (point) symmetry
operations which leave the lattice invariant.
Without external stress applied and at low hydrostatic pressure, the lat-
tice of thorium belongs to the face centered cubic lattices (commonly referred
to as α-Thorium) with spacegroup symmetry Fm3¯m [Hah96]. There are ex-
perimental as well as theoretical results, which observe a fcc→bct (body
centered tetragonal) transition at about 0.8-1.0 Mbar, unisono. The ex-
periment was observed in the diamond-anvil cell by the energy-dispersive
x-ray-diffraction (EDXD) technique using a synchrotron source [VA91]. The
calculations were done using the linear muffin-tin orbital (LMTO-) method
within the atomic sphere approximation [RGS92] and the full crystal poten-
tial [JAEW95], respectively, with remarkable agreement. Our considerations
below base on the assumption of a low pressure fcc structure of thorium (“α-
Th”).
The calculations were done using the FLAPWmethod as introduced above in
an implementation as supplied with theWIEN97 package, versionWIEN97.8,
release 4/99 [BSL99].
The converged FLAPW parameters for tungsten and thorium are:
SG RMT E
wf
cut #k lwf lpot E
pot
cut LO
() (Ry) (BZ) (Ry)
W Im3¯m 1.27 11.11 5000 12 5 196.0 5s, 5p, 4f
Th Fm3¯m 1.32 10.24 5000 12 5 196.0 6s, 6p
where SG is the spacegroup of the structure, RMT the muffin-tin radius, E
wf
cut
and Epotcut the wavefunction and potential cutoff, respectively, lwf and lpot the
maximal angular momentum for the wavefunction and potential expansion
within RMT , and LO denotes the orbitals for which we apply Singh’s local
orbital concept [Sin91]. With #k we denote the total number of k-points in
the first Brillouin zone used. The resulting total density of states (DOF) for
the equilibrium configurations of W and Th is shown in Fig. 4.2. The tran-
sition to the shaded areas mark the Fermi-Energy, i.e. the highest occupied
one-particle energy in groundstate. Especially the DOS of W shows the ori-
gin of the stability of the bcc-structure: the bimodal shape of the DOS of W ,
which is primarily a result of the d-states. There exists a pseudo-gap inmidst
the d-band partial DOS. If the Fermi-Energy happens to coincide with this
pseudo-gap, which is the case for approximately half-filled d-bands, than the
binding energy is lower in this bimodal shape compared to an unimodular
one. So, in this respect, the equilibrium bcc-structure is a consequence of the
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Fig. 4.2: The Total Density of States (DOS) (scales on the left side) for W (left)
and Th (right) as a function of the difference of the one-particle energy and the
fermi-level (transition to shaded region) and the integrated DOS is shown (scales
on the right side).
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Fig. 4.3: Calculated (dots) and fitted (line) values for the energy density as a func-
tion of strain ǫ for the monoclinic (C44) and tetragonal (C ′) modulus of W (left)
and Th (right)
half-filling of the d-band. Furthermore, the metallic character of W and Th
is clearly demonstrated, as the Fermi-Energy resides at non-zero DOS.
The bulk moduli of W and Th are derived using eleven Energy-Volume
pairs (Ei, Vi) in the range from ViV0 = 0.9 to
Vi
V0
= 1.1, where V0 is the unit cell
volume for which the energy takes its minimum (“equilibrium volume”). For
each of the remaining elastic constants, i.e. C44 and C ′, six Energy-Strain-
parameter pairs (Ei, ǫi), with ǫi varied from zero to 0.1 are used.
Figs. 4.3 show the resulting total energies for different strains applied
and the curves fitted according to Eqs. (4.13) and (4.11), respectively. The
nonlinear least square fits to the parabolae were done with the Levenberg-
Marquardt method [Mar63].
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Fig. 4.4: Calculated (dots) and fitted (lines) energy dependence of W and Th of
volume per atom v. From these calculations bulk modulus as well as phase stability
are derived.
A thorough consideration of the bulk moduli of W and Th results in
Fig. 4.4. Likewise, Eq. (4.1) was fitted using Levenberg and Marquardt’s
scheme.
Additionally, the bcc-fcc phase stability of W and Th is derived from the
calculations. For this, we used the calculated groundstate energies per atom
ofW and Th in bcc as well as fcc structure. The result of the calculations are
also depicted in Fig. 4.4. It comes as no surprise that the claimed equilibrium
structures, bcc forW and fcc for Th, are the phases of lowest energy per atom
among those compared. The difference in the groundstate energies results in
∆EWfcc−bcc = 0.475eV for W and ∆E
Th
bcc−fcc = 0.123eV for Th, respectively.
The corresponding equilibrium volumes per atom are nearly uninfluenced
and remain almost at their value in the equilibrium phases: vW = 16.133 and
vTh = 32.903.
V0(
3) B(GPa) B′ C44(GPa) C ′(GPa)
W 16.1305 310.439 4.0955 161.065 142.856
Th 32.9031 52.655 2.5454 52.304 19.144
Table 4.1: The results of the fitting procedures for W and Th: the equilibrium
volume per atom V0, bulk modulus B and its derivative B′ with respect to the
hydrostatic pressure applied, tetragonal strain modulus C ′ := (C11 − C12)/2 and
monoclinic strain modulus C44.
For completeness, we mention in Tab. 4.1 also the derivative of the bulk
modulus with respect of hydrostatic pressure B′, which is also a result of
the fitting procedure to Murnaghan’s equation, Eq. (4.1). A short summary
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V0 B C11 C12 C44 A
(Å3) (GPa) (GPa) (GPa) (GPa)
present work 32.2610 310.438 500.920 215.204 161.067 1.1280
TB [MP96] 30.9592 318.993 528.991 169.991 197.997 1.1031
Expt. 31.4648 310.374 522.390 204.374 160.827 1.0115
Table 4.2: Comparison of results of our FLAPW calculations for tungsten with
those of shock experiments and those of a tight-binding (TB) method [MP96]. The
table shows the equilibrium volume of the unit cell V0, the elastic constants for the
body centered cubic (bcc) phase C11, C12 and C44, as well as the anisotropy factor
A := 2 ·C44C11−C12 .
of the results for W are presented in Tab. 4.2, where we also compared our
results with those of a shock experiment and those calculated within a tight-
binding procedure [MP96]. The anisotropy factor A := 2 ·C44
C11−C12 is also shown
to be rather near to unity, quantifying the fact that tungsten is one of the
elastically most isotropic element.
Up to now, we basically calculated only the elastic constants of the pure
phases, that is, with the physical data derived so far, no interaction between
W - and Th-atoms can be characterized. Therefore, in the next section we
want to extend the ideas developed in the preceding paragraph.
4.1.2 The ordered intermetallic Tungsten-Thorium
One of the main aspects of this thesis is to derive interaction potentials
suitable for molecular dynamics not only for the interplay of W - or Th-
atoms with themselves, but also for the description of interacting W - and
Th-atoms. Unfortunately, there are almost no data available, which could
serve as a database against which models for the interatomic interaction could
be fitted. This is not very astonishing due to the fact, that the Th−W phase
diagram shows almost no solubility of W in Th [MJLMK90, HA58]. Even
less is known about the reversed case: up to now, there is no phase diagram
for Th in W available.
Although the solubility of Th in solid W is very small it is not zero as
measurements of diffusion and electrical resistivity clearly indicate [FYW33].
Additionally, there is evidence that there are no compounds in the Th−W
system [SR55]. Basing on this knowledge, we conclude, that considerable
effort would be necessary to derive physical data from experiments for the
sequencing fitting procedure.
However, in the preceding section, we used the FLAPW method with
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Fig. 4.5: The conventional unit cell of W-Th in B2- (left) and L12- (right) struc-
ture. The B2 contains two atoms: Th at the position with fractional coordinates
(0, 0, 0) andW at (12 ,
1
2 ,
1
2), whereas the L12 contains four atoms: Th at the position
with fractional coordinates (0, 0, 0) and W at (12 ,
1
2 , 0), (
1
2 , 0,
1
2) and (0,
1
2 ,
1
2)
satisfactory results. So, why shouldn’t we try to extend the ideas to ordered
intermetallic compounds between W and Th despite the fact, that no such
compounds exist in nature?
Well, let’s start with a compound which is commonly referred to as B2 ac-
cording to the nomenclature of the Strukturbericht with corresponding space-
group symmetry Pm3¯m, see the left-hand picture of Fig. 4.5. The unit-cell
of this structure contains two atoms. For the calculations we chose the atom
with fractional coordinates (0, 0, 0) to be thorium and the atom with coor-
dinates (1
2
, 1
2
, 1
2
) to be tungsten. This structure is therefore composed of the
same number of W - and Th-atoms.
Another structure, where this particle number symmetry is broken is
the L12 (Strukturbericht designation) with the same spacegroup symmetry
(Pm3¯m) as B2. For an illustration see the right-hand picture of Fig. 4.5.
In this structure we locate a Th-atom at the position with fraction coordi-
nates (0, 0, 0), whereas we wantW -atoms at the remaining positions ((1
2
, 1
2
, 0),
(1
2
, 0, 1
2
) and (0, 1
2
, 1
2
)). In total, the unit cell of L12 contains therefore 4 atoms.
As a next step we applied the same procedure as in the preceding section
to derive bulk modulus, and tetragonal and monoclinic strain modulus. The
converged parameters for the FLAPW calculations used are given in Tab. 4.3.
The results of the calculations are presented in Figs. 4.6. From the com-
pilation in Tab. 4.4, derived from the fits to Eqs. (4.1, 4.11, 4.13), we can
clearly see, that the structures B2 and L12 are not stable, because either C44
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SG RMT E
wf
cut #k lwf lpot E
pot
cut LO
() (Ry) (BZ) (Ry)
B2 Pm3¯m 11.11 3000 10 6 196.0
W 1.27 5s, 5p, 4f
Th 1.43 6s, 6p
L12 Pm3¯m 10.24 1000 10 6 100.0
W 1.32 5s, 5p, 4f
Th 1.43 6s, 6p
Table 4.3: Converged FLAPW parameters used for the elastic constants of the
intermetallic compounds B2 and L12. RMT denotes the radius of the muffin tin
sphere, Ewfcut and E
pot
cut the cutoff energy of the plane wave expansion of wave function
and potential within the interstitial, lwf and lpot the expansion limit of the spherical
harmonics of the wave function and potential within the muffin tin spheres.
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Fig. 4.6: Calculated (dots) and fitted (line) values for the energy density as a func-
tion of strain ǫ for the monoclinic (C44) and tetragonal (C ′) modulus of W − Th
assembled in B2- (left) and L12-structure (right)
or C ′ have negative values [BK54].
4.2 Unrelaxed vacancy formation energy of Tung-
sten and Thorium
It’s a matter of common knowledge, that point defects predominantly influ-
ence the thermodynamic and kinetic behaviour of metals. In this respect, the
most important quantity seems to be the vacancy formation energy Evf , as
its value determines the equilibrium concentration of vacancies in bulk metal
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Fig. 4.7: Calculated (dots) and fitted (line) values for total energy differences as a
function of volume V of the B2- (left) and L12-unit cell (right).
V0(Å
3
) B(GPa) B′ C44(GPa) C ′(GPa)
L12 79.834 166.3510 3.3954 −143.0143 −129.9582
B2 47.476 119.3696 5.0507 −24.4074 25.6577
Table 4.4: Calculated values for L12 and B2: the equilibrium unit cell volume (V0),
bulk modulus (B), its pressure derivative B′ and the remaining elastic constants
(C44, C ′)
and contributes to the self-diffusion coefficient in the monovacancy mech-
anism, which is the main diffusion process at least in close-packed metals,
but also in, e.g. bcc-Fe [FBEF93]. The activation energy for self-diffusion
is calculated as the sum of vacancy formation energy and of the migration
energy of the vacancy Evm. The equilibrium concentration c(T ) of vacancies
at temperature T is given as
c(T ) ∝ e−Evf/(kBT ) . (4.14)
A similar expression holds for the self diffusion coefficient D(T )
D(T ) ∝ e−(Evf+Evm)/kBT . (4.15)
Experimentally the vacancy properties are very difficult to obtain, because
very pure samples and a small concentration of thermal vacancies are required
for reliable results. This is one reason for the fact, that the experimentally
available data for tungsten and even more for thorium vary a lot [Sch87,
KJBP84, SCPS75].
Later we will deal with diffusion phenomena of Th in W in more detail.
Due to its importance for diffusion processes in metals, we used the FLAPW
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Fig. 4.8: Schematic illustrating the geometry of a supercell used to evaluate the
vacancy formation energy. The left side depicts an undisturbed lattice, whereas on
the right the vacancy and, to keep the total number of atoms constant, an additional
free atom.
method to calculate the un-relaxed vacancy formation energy Evf . This en-
ergy will be used to fit interatomic potentials. For the calculations we used
a 2× 2× 2-unit cell with the equilibrium lattice constants, a0 = 3.183 for W
and a0 = 5.087 for Th, respectively. The unit cells therefore contain N = 15
(bcc −W ) and N = 31 (fcc − Th) atoms. The vacancy formation energy
Evf (at T = 0K) is defined as the energy required to create a vacancy in the
bulk. For a supercell of N atoms, Evf is given by
Evf = E(N − 1)− N − 1
N
E(N) (4.16)
where E(N − 1) is the total energy of the supercell containing N − 1 atoms
and a single vacancy, and E(N) is the total energy of the bulk supercell
containing N atoms. For a sketch of a supercell containing a vacancy see
Fig. 4.8.
In our case, no atomic relaxations were considered. Atomic relaxations
have the effect of reducing Evf . There are two contributions to this relaxation
energy. First, there is a relaxation associated with the overall volume change,
a feature that can be exploited to determine the concentration of vacancies
in real crystals. This effect could be captured in the calculations by allowing
the supercell parameters to enter the calculation as a dynamical degree of
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SG RMT E
wf
cut #k lwf lpot E
pot
cut LO
() (Ry) (BZ) (Ry)
W(VF) P432 1.27 11.11 625 12 5 144.0 5s, 5p
1b,3c,3d,8g 4f
Th(VF) P432 1.58 7.11 800 12 6 144.0 6s, 6p
1b,3c,3d,12i,12j
Table 4.5: Converged FLAPW parameters used for the calculation of the un-relaxed
vacancy formation energy of W and Th.
freedom. However, there are also local atomic relaxations in the vicinity of a
vacancy. DFT calculations show [Phi01] that ∆Erelax/Evf ≈ 0.14, revealing
that the relaxation energy is only a minor fraction of the overall vacancy for-
mation energy. For fitting purposes it is preferable not to use relaxed energies
because the fitting procedure will become easier as will become evident in
the next chapter. A comparison of Evf of the present work with some values,
already reported in literature, is given in Tab. 4.6.
Present Work Exp. FP-LMTO PP PP-relaxed
(eV )
W 3.85 (15) 4.6±0.8 3.53 (27) 3.68 (54) 3.44 (54)
Th 1.44 (31) 1.28±0.23 — — —
Table 4.6: Comparison of some values of the vacancy formation energy Evf of
W and Th. The calculations in the present work are at fixed supercell size and
without structural relaxation. The experimental data are from [Sch87] for W and
from [KJBP84] for Th. The Full Potential Linear Muffin Tin Orbital calculations
(FP-LMTO) are from [KPN95], the Pseudo-Potential calculations (PP) are those
of [SWdG98]. All energies are given in eV
We conclude this section with a remark on some empirical rules. There
are two rules of thumb for the magnitude of the vacancy formation energies
discussed in literature. First, a good estimate for Evf should be derived from:
Evf = −1
3
Ecoh , (4.17)
where Ecoh denotes the cohesion energy of the metal under consideration
(−8.9eV for W and −6.2eV for Th). Another rule states that
Evf = 10
−3Tm eV K−1 (4.18)
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Fig. 4.9: A sketch of the situations used for the definition of the impurity formation
energy Eif , Eq. (4.19). Two situations were compared: a system consisting of an
undisturbed tungsten bulk supercell together with a free thorium atom (left) and a
supercell with one tungsten atom replaced by a thorium atom together with a free
tungsten atom (right).
with the melting temperature Tm of the elements (3683K for W and 2020K
for Th). Comparing our results or the experiments with these rules of thumb,
we cannot state, that either one of the rules is preferable.
4.3 Un-relaxed impurity formation energy of
Th in W
A furthermore very useful quantity, at least for the verification of the fitting
process of interatomic potentials to follow, is the un-relaxed impurity forma-
tion energy Eif . A proper definition of Eif starts from a situation, where
we have a disturbed tungsten bulk (N tungsten atoms interacting with one
thorium atom) and an additional free tungsten atom and an undisturbed
one free thorium atom and compare this total (potential) energy with the
corresponding situation of is given by:
To properly define the impurity formation energy Eif , we decided to start
from situations, which allow us to extract only the change in binding energy,
which is just the energy, directly derivable from molecular dynamics calcula-
tions, as discussed later on. For this, the following two atomic situations as
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sketched in Fig. 4.9, serve as starting point. The starting situation consists
of a free tungsten atom in the presence of a disturbed tungsten bulk, i.e. with
one tungsten atom substituted by a thorium atom. For Eif , the energy of the
similar arrangement with a free thorium atom and an undisturbed tungsten
bulk is to be subtracted:
Eif :=E(N ·W, 1 ·Th) + Ef (W )− (E((N + 1) ·W, 0 ·Th) + Ef (Th))
=E(N ·W, 1 ·Th)− (N + 1) · (Ef (W ) + Ec(W )) + Ef (W )− Ef (Th)
=:Eb(N ·W, 1 ·Th)− (N + 1) ·Ec(W )
(4.19)
where E(N ·W, 1 ·Th) denotes the total energy of a cell containing N W-
atoms and one Th-atom, Ef (W ), Ef (Th) is the energy of a free W - or
Th-atom, respectively. Together with the experimentally available cohesion
energies, Ec(W ) = −8.9eV and Ec(Th) = −6.2eV, this allows us to cal-
culate Eif . Eb(N ·W, 1 ·Th) is the binding energy as given from e.g. inter-
actomic potentials within molecular dynamics simulations. The cell ener-
gies E(N ·W, 1 ·Th) and E(N + 1, 0) are determined for both, N = 15 and
N = 53. These choices correspond to cells containing 2 and 3 bcc-unit cells
in each space dimension, respectively. The lattice parameter of the supercell
was chosen as a multiple of the equilibrium lattice constant of tungsten, i.e.
2 · a0 or 3 · a0, with a0 = 3.1834. These supercells seem to be the smallest
ones, to ensure that the interaction of the Th-atom with those of neighboring
cells is negligible: as a rule of thumb, approximately three atomic layers in
metals are necessary that neighboring Th-impurities do not affect each other
and, therefore, can be treated as isolated, according to the very efficient elec-
tronic shielding of electrostatic charges in metals. Here, we have, depending
on the situation, 3 or even 5 atomic layers between two Th-atoms. This
should ensure that the electrostatic field of the Th-atoms do not interact.
For the calculation of E((N + 1) ·W, 0 ·Th), a cell containing only one
symmetry equivalent atom would suffice in principle, asE((N+1) ·W, 0 ·Th) =
(N + 1) ·E(W ), where E(W ) denotes the energy per particle in tungsten
bulk. As this is accompanied with a different set of FLAPW-basis func-
tions as compared to a (symmetry broken) set, where we use a supercell
containing 2 or 3 conventional bcc unit cells, we should expect different total
energies per atom. In order to estimate this influence of the basis set cho-
sen to the total energy per particle, we compared the energy per particle of
the symmetry broken cases with 2 (five nonequivalent atoms per supercell)
and 3 (eight nonequivalent atoms) bcc-unit cells in each space dimension,
E{2} and E{3}, with the corresponding energy per particle E{1} of a calcula-
tion using only one nonequivalent tungsten atom per supercell. The energies
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such calculated are E{1} = −32332.236020Ry, E{2} = −32332.236138Ry
and E{3} = −32332.236140Ry. As all energies reported are well within the
convergence criterion (|∆E| ≤ 10−4Ry, where |∆E| denotes the difference
in total energy of the supercell between two subsequent iterations within a
SCF -cycle), they can be considered equal, so that the influence of the broken
symmetry in the calculations is negligible.
For Eif , we used the following variant of Eq. (4.19):
Eif = E(N ·W, 1 ·Th)−N ·E(W )− E(Th)− Ec(W ) + Ec(Th) (4.20)
which is now entirely expressed in energies (apart from the experimen-
tally derived cohesion energies, Ec(W ) and Ec(Th), respectively) from ab-
initio calculations. For Eq. (4.20), we made use of the relation Ec(W ) =
E(W ) − Ef (W ) for tungsten and its equivalent for thorium. Finally, using
Eq. (4.20), Eif is calculated to E
{3}
if = 6.43eV and E
{2}
if = 6.80eV. The fact
that both values are different, shows quite impressively, that the shielding
of the conduction electrons is not that efficient as assumed. The assump-
tion of isolated impurities in both cells is therfore not strictly valid. Strictly
spoken, in order to get the impurity formation energy, one has to stretch
the cells further on in order to increase the separation of thorium impurities
in neighboring supercells. As in our case, Eif will only be used both, as a
check and as a fitting parameter of the interatomic potentials for the system
tungsten-thorium, E{3}if should suffice for our purpose. As the values for Eif
are huge and positive, it is clearly demonstrated, that, whenever one tries
to generate thorium impurities in tungsten bulk, one has to tread this huge
portion of additional energy, so that it is quite unlikely, that one would “see”
a thermally induced thorium atom in tungsten bulk, i.e. the diffusional flux
of thorium atoms in tungsten should be at most expected to be carried by
lattice defects, a fact, which is experimentally also well-known [Lan34].
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Chapter 5
Molecular Dynamics and
Interatomic Interaction
Molecular Dynamics (MD) has a relatively long history starting with com-
putations of classical phase space trajectories of a system of hard spheres
[AW57, AW59]. Meanwhile, MD has evolved into an important and widely
used theoretical tool that allows researchers in chemistry, physics and biology
to model the detailed microscopic dynamical behavior of different types of
systems, including gases, liquids, surfaces and clusters.
In a MD simulation, the classical equation of motion governing the micro-
scopic time evolution of a many-body system are solved numerically subject
to boundary conditions appropriate for the geometry or symmetry of the
system. Thus, MD methodology is founded upon the basic principles of
classical mechanics and can provide a window into the microscopic dynam-
ical behavior of the individual atoms that make up a given system. From
this information, the microscopic mechanisms of energy and mass transfer
in chemical processes can be “observed”, and dynamical properties such as
rate constants and transport properties calculated. In addition to provid-
ing a microscopic dynamical picture, MD can also be employed as a means
of sampling from a statistical mechanical ensemble and determining equilib-
rium properties. These properties include average thermodynamic quantities
(pressure, temperature, volume, etc.), structure, and free energies along re-
action paths.
A necessary ingredient to construct the phase space trajectory of a many-
body system under consideration is a detailed knowledge of the interatomic
interaction. Depending on the actual system of atoms, various models for
this interaction are developed. An early, simple and yet powerful model is
the two-parameter Lennard-Jones potential, which is a typical pairwise (or
two-body) potential, i.e. depends only on the distance of two particles. Two-
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body potentials suffer from some deficiencies, which make them unsuitable
for metallic systems. A considerable improvement are the in the mid-eighties
developed many-body (Finnis-Sinclair- or Embedded-Atom-Model-) poten-
tials.
In this chapter, we first provide a short introduction of the MD methodol-
ogy, together with a description of the implementation of the NPT-ensemble,
i.e. an ensemble with constant particle number N, constant hydrostatic pres-
sure P and constant temperature T, via the Langevin-Piston-Method, a method
which incorporates deterministic and stochastic behavior. Furthermore, a de-
tailed description of the Embedded-Atom-Model is presented afterwards.
5.1 Molecular Dynamics
Molecular Dynamics (MD) is employed to study the classical motion of a
many-body system and extract from the dynamics experimental observables.
As MD calculations provide a window into the detailed motion of individual
atoms in a system, the microscopic mechanisms of energy and mass transfer
can be investigated.
In order to introduce the basic principles of MD, we consider a system
consisting of N particles moving under the influence of the internal forces
acting between them. The spatial positions of the particles as functions of
time will be denoted by r1(t), . . . , rN (t), and their velocities, v1(t), . . . ,vN(t).
If the forces, F1(t), . . . ,FN(t), on the N particles are specified, then the
classical motion of the system is determined by Newton’s second law
mir¨i = Fi, (5.1)
where m1, . . . ,mN are the masses of the particles. Since the forces on each
particle is, in principle, a function of all of the N position variables, Fi =
Fi(r1, . . . , rN ), Eqs. (5.1) constitute in three spatial dimensions a set of 3N
coupled second order differential equations. A unique solution to Eqs. (5.1) is
obtained by choosing a set of initial conditions, {r1(0), . . . , rN (0),v1(0), . . . ,vN(0)}.
Newton’s equations completely determine the full set of positions and veloc-
ities as functions of time and thus specify the classical state of the system at
time t.
5.1.1 A Variable Cell Method
For the following it is useful to adopt the Lagrangian formulation of classical
point mechanics. Consistent with Hamiltons principle of stationary action,
70
Eqs. (5.1) can be rewritten as
d
dt
(
∂L
∂r˙i
)
− ∂L
∂ri
= 0, (5.2)
the Euler-Lagrange equations of motion and L = L({ri}, {r˙i, }), the Lagrange
function, defined through
L({ri}, {r˙i}) = T ({ri}, {r˙i})− V ({ri}, {r˙i}), (5.3)
where we assumed, that the forces on the particles can be derived from the
potential V ({ri}), i.e. Fi = −∂V ({ri})∂ri . T denotes the total kinetic energy of
the system, i.e.
T ({ri}, {r˙i, }) =
N∑
i=1
1
2
mir˙i · r˙i . (5.4)
In order to circumvent the limitation of ordinary MD to the micro-canonical
(NVE) ensemble, in which the number of particles, the volume and the total
energy are conserved, one has to derive in some sense new equations of mo-
tion. The first proposal stems from H. C. Andersen [And80], who initialized
with his work a number of possible generalizations and improvements for his
set of equations of motion for an interacting N-particle system describing an
isenthalpic-isobaric ensemble. Following Andersen’s idea, M. Parrinello and
A. Rahman [PR80] used scaled particle coordinates and velocities defined
by ri =: hrsi and vi := r˙i =: hv
s
i , with h := (a,b, c) and a,b, c are the in
general time dependent edges of the MD cell. The Lagrangian driving the
system is assumed to be given through
L :=
∑
iαβ
mi
2
(hαβ r˙
s
iβ)
2 − V ({
∑
β
hαβr
s
iβ}) +
∑
αβ
Wβ
2
h˙2αβ − P det(hαβ) (5.5)
where P denotes the external pressure to be balanced. Latin indices count
particles, i.e. i = 1 . . . N , and greek ones correspond to the spatial degrees of
freedom, i.e. α, β = 1 . . . 3. The corresponding equations of motion result in
mir¨
s
i = h
−1fi −mig−1g˙rsi (5.6)
Wβh¨αβ =
∑
γ
(Παγ − P )σγβ (5.7)
where σ := (b× c, c× a, a× b), Π denotes the symmetrized stress tensor:
Π :=
1
Ω
∑
i
(mi(hr˙
s
i )(hr˙
s
i )
T + fir
T
i ) , (5.8)
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Ω := det(h) is the volume of the MD cell and g := hTh. Here, we introduced
two minor, yet important, generalizations to the original scheme: first, we
associated with each box dimension a separate “box mass” Wβ in order to
respond independently to the box forces introduced with the stress tensor
Eq. (5.8). These “box masses” Wβ are additional degrees of freedom, which
should be chosen carefully in order to enable the system to respond as quickly
as possible to the external pressure and therefore to reach the equilibrium
situation very fast, and also as slow as necessary for the trajectory generated
to become as close as possible to the true one. The second generalization
concerns the interatomic potential: in the original scheme, the authors as-
sumed pair potentials, whereas the equations of motion, Eqs. (5.6) and (5.7),
are more general, and permit for instance the widely used embedded atom
potentials.
It is clear, that large Wβ means a heavy, slow cell. In the limiting case,
infiniteWβ reverts to constant-volume dynamics. Whereas a smallWβ means
fast motion of the cell vectors. A thorough examination of the volume fluctu-
ations results in a relation between the “box masses” Wβ and the time scale
of the fluctuations of the box dimensions (with period T0) [NK83]:
T0 = 2π
(
Wβ
3LB
)
(5.9)
where L denotes a typical length of the MD cell and B the bulk modulus of
the system under consideration.
For the following, we restrict the dynamics to orthorhombic MD cells.
The equations of motion, Eqs. (5.6), (5.7) and (5.8), for the case of a
orthorhombic cell (with cell dimensions Lα, (α = 1 . . . 3)) reduce to:
mir¨
s
iα =
fiα
Lα
− 2mi L˙α
Lα
r˙siα (5.10)
WαL¨α =
Ω
Lα
(Παα − P ) (5.11)
and
Παα =
1
Ω
∑
i
(
mi(Lαr˙
s
iα)
2 + fiα(Lαr
s
iα)
)
, (5.12)
respectively.
Completing, the Lagrangian generating Eqs. (5.10), (5.11) and (5.12) is
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given through:
L({rsiα}, {r˙siα}, {Lα}, {L˙α}) :=
∑
i=1...N
α=1...3
mi
2
(Lαr˙
s
iα)
2 − V ({Lαrsiα})
+
∑
α=1...3
Wα
2
L˙2α − P
∏
α=1...3
Lα (5.13)
In unscaled coordinates, this set of equations results in:
mir¨iα = fiα +mi
L¨α
Lα
riα (5.14)
WαL¨α =
Ω
Lα
(Παα − P ) (5.15)
with
Παα =
1
Ω
∑
i
(
mi(r˙iα − L˙α
Lα
riα)
2 + fiαriα
)
, (5.16)
and
L({riα}, {r˙iα}, {Lα}, {L˙α}) :=
∑
i=1...N
α=1...3
mi
2
(r˙iα − L˙α
Lα
riα)
2 − V ({riα})
+
∑
α=1...3
Wα
2
L˙2α − P
∏
α=1...3
Lα (5.17)
In principle, we were now in a position to perform molecular dynamics cal-
culations with Eqs. (5.14, 5.15 and 5.16) in a NPH-ensemble, i.e. constant
particle number, pressure and enthalpy [PR81]. One can easily construct the
corresponding Hamiltonian following the usual rules of mechanics. Since the
system is not subject to time dependent external forces this is a constant of
motion:
H :=
∑
i=1...N
α=1...3
mi
2
v2iα + V ({riα}) +
∑
α=1...3
Wα
2
L˙2α + PΩ . (5.18)
For a system in equilibrium at temperature T , the kinetic box degrees of
freedom contribute an energy 3/2kBT and the particle ones 3N/2kBT to the
total energy. Thats why to an accuracy of 1 : N the constant of motion H is
nothing but the enthalpy H:
H := E + PΩ , (5.19)
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with
E :=
∑
i=1...N
α=1...3
mi
2
v2iα + V ({riα}) . (5.20)
Unfortunately, a peculiarity of these equations of motion prevents us from
its implementation, as will be shown and discussed in the next section.
5.1.2 The Langevin Piston
A drawback with the variable cell method just introduced arises from Eq. (5.11)
being a second order differential equation. The resulting decay of the vol-
ume fluctuations may not be monotonic, but instead the system may con-
tain a “ringing” with a frequency proportional to
√
1/Wβ [NK83] (see also
Eq. (5.9)). The system dynamics therefore depends on the “piston masses”
Wβ. In order to eliminate these unwanted and unphysical behavior, Berend-
sen and co-workers developed a constant pressure technique, the weak cou-
pling pressure control algorithm, which also treated the volume as a dynam-
ical variable, but their equation describing the volume evolution was first
order [BPvG+84] and therefore suppresses ringing of the system. In both
Parrinello-Rahman’s and Berendsen’s method, the control of system’s tem-
perature is optional (depending on the choice of isothermal (NPT) or isen-
thalpic (NPH) ensemble). On the contrary, a constant temperature method
must be used with the weak coupling pressure control algorithm. As can
be shown [FZPB95], the motion of the piston degree of freedom is dissipa-
tive, and therefore the energy dissipated by the piston must be returned to
the system or else the temperature of the particles decreases over the course
of the simulation. To maintain a constant temperature, Berendsen and co-
workers proposed a weak coupling temperature control algorithm where a
uniform velocity rescaling is applied [BPvG+84]. Unfortunately, this sim-
ple rescaling procedures do not generate a proper (NPH) or (NPT) ensem-
ble [Hoo85, Nos84]. An easy to implement, yet powerful method was first pro-
posed by Schneider and Stoll [SS78] and later on by Andersen [And80]. The
basic idea was to consider equations similar to Langevin’s equation for Brow-
nian dynamics for some additional degrees of freedom. Further improvements
for generating trajectories from a (NPT) ensemble applicable for molecular
dynamics simulations were presented by Feller et. al. [FZPB95]. Within this
scheme, which is also based on Andersen’s extended system method, the de-
terministic equations of motion for the piston degrees of freedom are replaced
by a Langevin equation. They argued that a sensible choice of the collision
frequency eliminates the unphysical “ringing” of the volume associated with
the piston mass. So, undesirable dependencies of the system properties of the
74
mass of the piston are avoided. Kolb et. al. [KD99] extended this method in
thermostatting each particle degree of freedom individually. For this reason,
local instabilities arising from discretization errors, are efficiently corrected
for, without spreading throughout the system.
In this work we slightly generalized the idea of Kolb et. al. [KD99] in
replacing the canonical equations of motion of each degree of freedom in the
system, including the three box dimensions, by a Langevin stochastic process.
Within this scheme the equations of motion, Eq. (5.14) and Eq. (5.15) are
changed to:
mir¨iα = fiα +mi
L¨α
Lα
riα −miγ0r˙iα +mi
√
2Di Γ(t) (5.21)
WαL¨α =
Ω
Lα
(Παα − P )−WαγBL˙α +Wα
√
2Dα Γ(t) , (5.22)
where the stochastic force Γ(t) is characterized as Gaussian White Noise:
〈Γ(t)〉 = 0 , (5.23)
〈Γ(t)Γ(t′)〉 = δ(t− t′) . (5.24)
γ0 and γB are friction coefficients which have to be chosen carefully for the
particles as well as for the box dimensions. The diffusion constantsDi andDα
are determined by applying a form of the Fluctuation-Dissipation Theorem,
see Appendix E:
Dα :=
kBT
Wα
γB , Di :=
kBT
mi
γ0 . (5.25)
Unfortunately, Eqs. (5.21 and 5.22) exhibit non-markovian character.
However, the markovian character of these equations can be reestablished
by introducing two additional stochastic variables (the velocities viα of the
particles and Vα of the box dimensions):
r˙iα = viα (5.26)
miv˙iα = fiα +mi
V˙α
Lα
riα −miγ0viα +mi
√
2Di Γ(t) (5.27)
and
L˙α = Vα (5.28)
WαV˙α =
Ω
Lα
(Παα − P )−WαγBVα +Wα
√
2Dα Γ(t) . (5.29)
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To solve the original second order equations of motion, the implementation of
the usually very efficient six’th order predictor-corrector scheme as discussed
by Gear [Gea66, Gea71] can not be used, because of its tendency to “wipe
out” the strong “oscillations” of the force term due to the presence of noise.
In order to circumvent this problem, a suitable integration scheme was im-
plemented, closely resembling the well-known Velocity Verlet Algorithm, for
details see Appendix E.
An integration step for a small time step δt for the particles is then given
by:
riα(t+ δt) = riα(t) + c01viα(t)δt+ c02fiα(t)δt
2 + δriα , (5.30)
viα(t+ δt) = c00viα(t) + c02fiα(t+ δt)δt+ (c01 − c02)fiα(t)δt+ δviα . (5.31)
Here, we used the shorthand notations:
c00 := e
−γ0δt c01 :=
1− c00
γ0δt
c02 :=
1− c01
γ0δt
(5.32)
δriα and δviα are random numbers with a joint probability distribution
P (δriα, δviα):
P (δriα, δviα) =
1
2π
√
|det(Ci)|
e−
(δriα,δviα)Ciα
−1(δriαδviα)
2 , (5.33)
a bivariate Gaussian distribution with covariance matrix (for each particle)
Ci:
Ci := Di
(
2γ0δt−3+4e−γ0δt−e−2γ0δt
γ30
1−2e−γ0δt+e−2γ0δt
γ20
1−2e−γ0δt+e−2γ0δt
γ20
1−e−2γ0δt
γ0
)
. (5.34)
A convenient way to accomplish the generation of random variables (for
a short introduction of random variables and stochastic processes, see Ap-
pendix B) δriα and δviα with joint probability Eq. (5.33) is given by a straight-
forward Cholesky Decomposition of the covariance matrix Ci. Details can be
found in Appendix E.
But, why do the trajectories generated with the equations of motion,
Eq. (5.21) and (5.22), really represent a (NPT) ensemble? A partial answer
to this question is given with the uniqueness-theorem for “linear” thermal
baths [Rei01], which states, that for any “linear” thermal bath, the form of
the dissipation term and the bath temperature uniquely fix all statistical
properties of the noise, without referring to any microscopic details of the
bath. As a consequence, any linear thermal bath can be imitated by a har-
monic oscillator bath model and the noise statistics is always Gaussian. A
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straightforward calculation starting from a particle coupled linearly to a os-
cillator bath leads to the generalized nonlinear Langevin equation [Cha87],
first derived by R. Zwanzig [Zwa61] (for a short derivation see Appendix
D). The Kramers-Moyal expansion of the transition probability of the pro-
cess generated by the generalized nonlinear Langevin equation can be shown
to end after second order, meaning that the n-th Kramers-Moyal coefficient
D(n) is identical to zero for n ≥ 3. In this case, the Kramers-Moyal expan-
sion is identical to the Fokker-Planck equation. The stationary solution of
the Fokker-Planck equation can be identified with the phase space distribu-
tion function. It’s an easy task to show, that the distribution function for
the (NPT) ensemble is indeed a solution of the Fokker-Planck equation. The
trajectories therefore really represent the (NPT) ensemble [KD99].
For the implementation of this scheme, one is faced with the problem to
generate Gaussian noise. This is efficiently arranged with utilization of the
Box-Mueller algorithm [Knu69, FGRV88], see also Appendix C.
Solving the equations of motions as presented above provides an efficient
scheme for producing particle and box trajectories of a (NPT) ensemble. Yet,
one is faced with a remaining challenge: as we want to describe metallic sys-
tems, the application of a two-body interaction scheme is not possible with-
out neglecting important contributions to the total energy of a many body
system. To overcome this problem, we will describe an interaction scheme,
the Embedded Atom Method (EAM), in the next section which resolves most
of the drawbacks of the conceptionally simpler two body potentials without
tremendously increasing the computational needs. But before, as we are also
interested in free energy and free enthalpy differences, we introduce some
subtleties connected to “computing” such quantities in the next subsection.
5.1.3 Free Enthalpy and the Overlapping Distribution
Method
According to the second law of thermodynamics, the equilibrium of a closed
system with internal energy E, volume V , and particle number N , is char-
acterized by a maximum of its entropy S. From this, it is easy to derive the
corresponding equilibrium conditions for systems that can exchange heat,
volume or particles with a reservoir. In particular, if a system is in con-
tact with a heat bath, such that its temperature T , volume V and particle
number N is fixed, than the Helmholtz Free Energy (or simply Free Energy)
A(N, V, T ) ≡ E − TS is at a minimum in equilibrium. Analogously, for a
system of N particles at constant temperature T and pressure P , the Gibbs
Free Energy (or Free Enthalpy) G(N,P, T ) ≡ A+PV is at a minimum. Usu-
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ally, under laboratory conditions, we can observe differences in G(N,P, T ).
In fact, phase diagrams are a direct consequence of these measurements. On
a computer, free enthalpy differences can be determined only by a procedure
analogous to calorimetry, i.e., by establishing a reversible path between the
system of interest and some reference system of known free enthalpy. This
computer calorimetry enables one to study a much wider class of reference
systems and reversible paths, as one is not restricted to adopt “realistic” sit-
uations, i.e. changing only the in the laboratory accessible thermodynamic
variables, but one can also alter the hamiltonian of the systems of interest.
It is the latter, which we will make use of, extensively. There are several
methods available to compute free energy or free enthalpy differences. One
widely used method is the thermodynamic integration [Fre85, BD89] or its
successor, the Adiabatic Switching Method [WR90], which resides on the fact,
that if an ergodic Hamiltonian is changing slowly in time, its energy shell is
an adiabatic invariant: even though the energy changes, an initial surface of
constant energy is mapped into a continuous family of surfaces, each of which
is also of constant energy. This enables a direct dynamical calculation of the
entropy, and therefore also the corresponding free energies of the systems
under consideration. However, the results from these methods rely heavily
on the proper choice of a “switching function”, which is a priori unknown.
Another idea to calculate the configurational entropy, and with it the free
energy differences, of at least simple fluids starts from an entropy expansion
in one- and two-body contributions, and now includes three-body contribu-
tions as well [BE89, BE90], which offers some technical difficulties and which
are not easy to overcome. From a computational point of view, much more
easy to handle is the Overlapping Distribution Method [Ben76].
For an instructive introduction, it is useful to define the following (normal-
ized) distributions fα/α′(∆) to get an enthalpy difference∆ along a trajectory
of a MD course with potential energy U˜α or U˜α′ , respectively:
fα/α′(∆) :=
〈
δ(∆− (U˜α − U˜α′))
〉
α/α′
, (5.35)
where with U˜α we introduced a shorthand notation for:
U˜α := Uα − PΩ , (5.36)
with a parameter dependent potential energy Uα, pressure P and (instanta-
neous) volume of the simulation cell Ω. Free enthalpy differences between
systems driven by potentials with two different parameters α and α′ are given
by:
∆G := Gα −Gα′ = −kBT · ln
(
Qα
Qα′
)
(5.37)
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where Qα and Qα′ denote the corresponding partition functions
Qα ∝
∫
e
−(∑i
p2i
2mi
+U˜α)/kBT d3Nr d3Np dΩ (5.38)
for a N-particle system. Together with Eq. (5.35), ∆G can be calculated by:
∆G = −kBT · ln
(
fα′(∆)
fα(∆)
e−β∆
)
. (5.39)
and, as usual, β = 1
kBT
.
With 〈. . .〉α/α′ we denote the averaging over the trajectory generated with
potential energy Uα or Uα′ , respectively. Eq. (5.39) shows, that each point in
the overlap region of fα and fα′ results in an estimation of the free enthalpy
difference, hence the name Overlapping Distribution Method.
A subtle refinement of this method, and the one excessively used in this
work, is the Acceptance Ratio Method [Ben76]. For this, we start from the
following identity:
∆G := −kBT · ln
(
qα
qα′
·
∫
w({ri},Ω)e−β(U˜α+U˜α′ ) d3Nr dΩ∫
w({ri},Ω)e−β(U˜α+U˜α′ ) d3Nr dΩ
)
= −kBT · ln
(〈
w({ri},Ω)e−βU˜α
〉
α′〈
w({ri},Ω)e−βU˜α′
〉
α
)
(5.40)
= −kBT · ln
( 1
nα′
∑nα′
j w({ri(tj)},Ω(tj))e−βU˜α({ri(tj)},Ω(tj))
1
nα
∑nα
j w({ri(tj)},Ω(tj))e−βU˜α′ ({ri(tj)},Ω(tj))
)
where qα ∝
∫
e−(U˜α)/kBT d3Nr dΩ denotes the configurational part of the par-
tition function and w({ri},Ω) is an arbitrary function of particle coordinates
and cell volume. In the last line of Eq. (5.40) we replaced the integral over
the configurations with a discrete averaging over (statistically independent)
configurations taken along a trajectory at various instances of time tj. Of
course, this requires the ergodicity theorem to be valid. nα denotes the num-
ber of configurations used for averaging. For each choice of w({ri},Ω) we get
an estimation for the free energy difference ∆G. Eq. (5.39) can be considered
as a special case of Eq. (5.40) with w := δ(∆ − (U˜α − U˜α′))eβU˜α . Minimiza-
tion of the variance of Eq. (5.40) with respect of w({ri},Ω) together with the
constraint of a likewise arbitrary normalization constant, which is chosen to
be: ∫
w({ri},Ω)e−β(U˜α+U˜α′ ) d3Nr dΩ = const. (5.41)
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yields:
w({ri},Ω) ∝
( qα
nα
e−βU˜α′ +
qα′
nα′
e−βU˜α
)−1 (5.42)
at least for sufficiently large samples, such that the Central Limit Theorem
can be applied. Inserting Eq. (5.42) into Eq. (5.40) finally yields:
∆G = −kBT
[
ln
(∑
α′ f(βU˜α−βU˜α′−C)∑
α f(βU˜α′−βU˜α+C)
)− C + ln nα
nα′
]
(5.43)
where we introduced the yet undetermined constant C:
C := ln
qα′nα
qαnα′
(5.44)
and the Fermi function f(x) := (1 + ex)−1 for brevity. On the other hand,
this choice of C means also:
∆G = −kBT (ln nαnα′ − C) . (5.45)
Clearly, Eq. (5.43) and Eq. (5.45) are consistent only if∑
α′
f(βU˜α − βU˜α′ − C) =
∑
α
f(βU˜α′ − βU˜α + C) . (5.46)
In principle, the set of (nonlinear) equations, Eqs. (5.43) and (5.45), have
to be iterated until self-consistency is arrived, because both right hand sides
depend via C on the quantity ln q
′
α
qα
which is proportional to ∆G, the very
quantity which should be calculated. In practice, although, C will be treated
as an adjustable parameter, that is varied, until Eq. (5.46) is satisfied. ∆G
then follows immediately from Eq. (5.45).
5.2 The Embedded Atom Method
In principle, from the standpoint of microscopic theories, the computation of
the total potential energy of a many-body system (in this respect also called
configurational energy) requires a description not only in terms of the atomic
positions but also in terms of the electronic degrees of freedom, as is evident
from the considerations in chapter 2. So, a proper starting point for deriving
an atomic interaction scheme should be the total many-body Hamiltonian,
Eq. (2.1), and trying to remove the electronic degrees of freedom from the
total energy of the system. This means that the exact total energy is replaced
by an approximate surrogate via:
Eexact({Ri})→ Eapprox({Ri}) (5.47)
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where {Ri} denotes the set of atomic positions. Perhaps the simplest example
of simplifying the total energy is via an approximation of the form:
Eapprox({Ri}) = 1
2
∑
ij
V (Rij) . (5.48)
V (R) is some properly chosen function, the pair potential, and Rij := |Ri −
Rj|. Unfortunately, the pair potential ansatz suffers from some serious draw-
backs especially for transition metals:
• Transition metals rarely obey the Cauchy condition [Car90]. For cubic
crystals Cauchy’s condition can be summarized as:
C12 = C44
which is a direct consequence of a central pair potential assumption
[BK54]. This relation is often violated by 30% or more within transition
metal systems.
• The cohesion energy per atom Eac (equals the energy difference of the
bonded and the free atom state per atom) depends non-linearly on
the coordination number Z. From tight-binding arguments one can
conclude an approximately square root dependency [FS84]:
Eac ∼
√
Z
whereas a description via central pair potentials and nearest-neighbor
interaction assumed a linear dependency of Eac on Z would be pre-
dicted.
• As a rule of thumb, the vacancy formation energy is Evf ≈ Eac /2 for
most transition metals, whereas the pair potential assumption implies
Evf ≈ Eac .
These problems are lifted, among others [FS84, JNP87, ETP86, TB85,
RGL89], within the nowadays widely used embedded atom method (EAM)
[DB84], which will be briefed in the next section.
5.2.1 The Cohesion Energy for Pure Elements
Jacobsen et al. [JNP87] discussed the derivation of the binding energy in
their effective medium theory based on the ansatz of the total charge density
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ρ(r) =
∑
i
∆ρi(r) , (5.49)
i.e. as a superposition of induced densities ∆ρi(r) centered at sites i, and
the variational principle of density functional theory. The result is that the
binding energy is given by
Ec =
∑
i
Ei(ρ¯i) + Eov + E1e . (5.50)
Ei(ρ¯i) is the energy of embedding the ith atom in a neutral sphere in which
the average electron density is ρ¯i. The embedding density ρ¯i is defined by
the charge density tails of the neighboring atoms. The second term, Eov,
is called the overlap energy. It describes the electrostatic repulsion that
occurs when neutral spheres are forced to overlap. Finally, E1e is called
the one-electron energy. This term becomes important in cases where the
local density of states in the metal is not free-electron like. Thus it seems
reasonable to neglect this term for sp-bonded (simple) metals but not for
transition metals. In the case of transition metals, it is more sensible to
start with a tight binding model of the solid, and to abandon the concept of
embedding the atom in a homogeneous electron gas. The EAM [DB84] is an
empirical implementation of Eq. (5.50) for the binding energy of the metal
as a sum of two terms. Unfortunately on the first sight, they neglected in
their ansatz the one-electron energy which is of utmost importance for the
description of transition metal systems. The EAM-ansatz for the cohesion
energy of an assembly of N atoms therefore reads[DB84]
Ec =
∑
i
Fi
∑
j( 6=i)
∆ρj(Rij)
+ 1
2
∑
i,j
(j 6=i)
φij(Rij) (5.51)
where F is the embedding energy, ∆ρj is a spherically averaged atomic den-
sity, and φij is an electrostatic two-body potential. The background density
for each atom is determined by evaluating at its nucleus the superposition
of atomic density tails from the surrounding atoms. Indeed, the theoretical
justification [Daw89] of Eq. (5.51) from DFT starts with an electron density
in the solid, which is not far from a superposition of single-atom densities.
This seems to be well-justified at least for early and late transition metals.
Closely related to the EAM, and actually the justification for us to use the
EAM-ansatz, even for tungsten and thorium, are the considerations follow-
ing Finnis and Sinclair [FS84, FS86]. Their N-body potentials correspond
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to a second moment approximation (SMA) to tight-binding theory [PSD88].
In tight binding theory [Har80], atom-based orbitals are assumed to inter-
act via a simple one-electron Hamiltonian. Diagonalizing the Hamiltonian
matrix for the system leads to a set of orbital energy levels which can be
populated with electrons and summed to obtain the total binding energy.
With the local density of states (LDOS) di(E) the contribution of the ith
atom to the binding energy E(i)c is given by
E(i)c = 2
∫ EF
−∞
di(E)(E − ǫi) dE . (5.52)
To proceed, Finnis and Sinclair used a well-known remarkable theorem [CL68]
which allows one to calculate the moments of the LDOS from the topology
of the local atomic environment without knowing the functional form of the
LDOS in advance. The moments of the LDOS characterize its shape. The
zeroth moment of the LDOS is one owing to the normalization of the basis
states. The first moment corresponds to the center of gravity of the LDOS
and the second moment is a measure of its width. So, to mimic the actual
LDOS, one goes on with its second moment approximation, which finally
leads to
E(i)c ∝
√
µ
(2)
i (5.53)
where µ(2)i denotes the second moment of di(E). It is also a consequence of
the above mentioned theorem of moments that µ(2)i can be expressed as a
sum of pair contributions:
µ
(2)
i =
∑
j 6=i
β2(Rij) . (5.54)
β2(Rij) is an averaged square of the transfer integral between atomic states of
atoms i and j. To account for core-core interactions one has to add a repulsive
pairwise contribution, so that within SMA the total cohesive energy per atom
is given by:
EFSc = −A
∑
i
√∑
j( 6=i)
β2(Rij) +
1
2
∑
i,j
(j 6=i)
φij(Rij) (5.55)
This approach is assumed to be primarily suitable for transition metal sys-
tems due to the fact that it resides on the proper second moment (which
means essentially its width) of the LDOS. It is just the d- and f -states that
produce narrow bands and therefore the second moment of the LDOS is a
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proper means to reflect this fact. If we would identify the square root with
the embedding function of EAM the functional forms of the two approaches
would be identical. That’s why we will use the EAM despite the fact that
the transition metals do not belong to the materials class for that EAM is
originally derived for.
To summarize, our model for the total cohesive energy of a pure, i.e. no
alloy, intermetallic or impurities, metallic solid composed of N particles is
described by
Ec =
1
2
N∑
i,j
(j 6=i)
φ(Rij) +
N∑
i
F (ρ¯i) , (5.56)
where ρ¯i is given by
ρ¯i =
∑
j( 6=i)
ρ(Rij) . (5.57)
Within the spirit of EAM (or likewise effective medium theory [JNP87])
ρ(Rij) describes the contribution of the jth atom to the total electron density
at site i.
Ansatz Eq. (5.56) together with Eq. (5.57) is computationally only slightly
more intense than a purely pair potential assumption. But even if there is
only a small additional effort modeling systems within EAM it would be a
waste of (computational) time if there are no further advantages of EAM
compared to pair potentials. We will see in a few moments, that all the dis-
advantages of the pair potentials mentioned above are lifted. Of course there
is also a major drawback: the conceptionally simpler pair potentials are in
most cases much more easily to derive and to fit on actual material properties
than our EAM-ansatz, as will be outlined in one of the next sections. This
is basically a consequence of the up to now unspecified embedding function
F (ρ). This function is necessarily of nonlinear character, otherwise we would
generate a pair potential with all its drawbacks.
We want to model not only pure systems, but also the interaction of
tungsten with some thorium-impurities as mentioned in the outline above.
Thats why we have to digress a little bit and describe the changes necessary
in the model if we would consider systems containing more than only one
type of atoms, before we discuss the fitting procedure to fix the model in
detail.
5.2.2 A generalization: the Cohesion Energy for Alloys
It is our intention to simulate not only systems composed of only one type of
atoms. To incorporate the effects of some additional elements into our EAM
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model, we have to note that both the pure pair potential interaction and the
contribution to the total electron density at some site will be altered if there
are some impurities present. Furthermore, the weighing of the total electron
density at the site of a impurity via the embedding function should change
also. In total this means, that our model for systems containing impurities
or likewise for alloys has to be extended and is described by the following
ansatz:
Ec =
1
2
N∑
i,j
(j 6=i)
φtitj(Rij) +
N∑
i
Fti(ρ¯i) , (5.58)
and
ρ¯i =
∑
j( 6=i)
ρtj(Rij) , (5.59)
where ti and tj denote the type of atom i or j, respectively. This slight gen-
eralization of notation in the total energy expression Eq. (5.58) together with
Eq. (5.59) has some far reaching consequences for the efforts for generating
the functions necessary for the model: for a binary alloy with atom types say
A and B, the complete EAM expression requires definitions for φAA, φAB,
φBB, ρA, ρB, FA(ρ¯), and FB(ρ¯). In general, one has to specify
NT (NT+1)
2
pair
potentials, NT density contributions and NT embedding functions, when NT
denotes the number of different species in the system.
5.2.3 Fitting the Potentials
To mimic the classical electrostatic interaction between two spherical atomic
charge densities, the pairwise potential φMM is taken to be of Morse form
[VC87]:
φMM(r) := DMM
(
1− e−αMM (r−RMM ))2 −DMM , (5.60)
whereMM denotesWW , ThTh orWTh, respectively. The three parameters
DMM , RMM and αMM , define the depth, the distance to the minimum, and
a measure of the curvature near the minimum. In order to define the density
function ρM , we start from the radial density of the hydrogenic 4s orbital
[Sch90]:
ρ4sH (r) ∼ (r3 − 24r2 + 144r − 192)2e−r/2 . (5.61)
We expect from our ansatz for the electron density to increase for systems
under compression. This requires, that we will only use the monotonically
decreasing part with respect of r in Eq. (5.61). Thats why we reduce the
expression for the density to leading order in r:
ρM(r) := r
6
(
e−βr + 29e−2βr
)
. (5.62)
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M means W or Th, respectively. β is an adjustable parameter. The second
term is added to ensure that ρM(r) decreases monotonically with r over the
whole range of possible interaction distances. The prefactor 29 of the second
term is the relative normalization factor for a 4s orbital with a doubled
exponent. This ansatz was shown to be flexible enough to describe pure
fcc- [VC87, FBD86] including some alloys, as well as some pure bcc-metals
[HVC88, AF90]. Even more, there were some efforts to describe covalent
materials [Bas87] as well as liquid transition metals [Foi85] within an EAM
scheme. To be suitable for use in molecular dynamics and molecular statics
simulations, the interatomic potentials and, for force calculations, its first
derivatives with respect to nuclear coordinates, should be continuous at all
geometries of the system. This is accomplished by forcing φMM(r), φ′MM(r),
ρM(r), and ρ′M(r), where as usual the inverted comma denotes differentiation
with respect of r, to go smoothly to zero at a cutoff distance rcut, which is
used as an additional parameter in the fitting procedure. Voter et al. [CSV89]
managed this cutting using the following functional form for smoothing:
fsmooth(r) := f(r)− f(rcut) + rcut
m
[
1−
(
r
rcut
)m]
df(r)
dr
∣∣∣
r=rcut
, (5.63)
where f(r) means φMM(r), φ′MM(r), ρM(r), and ρ
′
M(r), respectively, and
m = 20, which turns out to be a proper choice for thorium and thorium-
tungsten interaction potentials. For pure tungsten, we instead follow [AF90]
and the arguments therein, who used m = 1 and who claimed that for fitting
purposes, at least for the bcc phase of vanadium, this choice seemed to be
the most successful one, an observation which we made during the fitting
procedure, too.
Up to now, the embedding functions FW (ρ¯) and FTh(ρ¯) are completely
unspecified. One of the cleanest routes to determining embedding functions
is by invoking the universal binding energy relation found by Rose et al.
[RSGF84]. On the basis of a vast collection of experimental data as well as
first-principles calculations of a wide range of materials, it was found that
the total energy at zero temperature as a function of lattice parameter may
be fitted to
ERM(a
∗
M) = −EcM(1 + a∗M)e−a
∗
M (5.64)
with the scaled lattice parameter a∗M :
a∗M :=
√
9BMΩM
EcM
( aM
aM0
− 1) . (5.65)
BM denotes the bulk modulus, ΩM the volume per atom, EcM the cohesion en-
ergy with the lattice at equilibrium at zero temperature, aM0 the equilibrium
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lattice constant and M , as in the preceeding sections, W or Th. This form
of the total energy suggests a strategy for constructing embedding functions
via the following procedure:
• For a given crystal lattice structure (with a scaled lattice parameter a∗M)
of a pure metal and a given set of trial parameters we start calculating
the density ρ¯i at a typical lattice site i with Eqs. (5.62), (5.63) and
(5.57).
• The next step determines the pair potential contribution per atom EPi
to the total energy via
EPi :=
1
2
N∑
j( 6=i)
φ(Rij) . (5.66)
• To derive the embedding energy F (ρ¯i) for ρ¯i, we then equate Rose’s
universal binding energy relation, Eq. (5.64), and our expression for
the total energy, Eq. (5.56), to get:
F (ρ¯i) = E
R
M(a
∗
M)− EPi . (5.67)
Unfortunately, our cutting and smoothing procedure of the potential func-
tions with Eq. (5.63) has a severe consequence: it is just the cutting proce-
dure, which enables us to calculate the total energy per atom with a simu-
lation cell of finite dimensions because pairs of atoms, which are far enough
apart do not contribute any energy to the total energy, but according to
Eq. (5.64), as the lattice is expanded to the point where the nearest neighbor
distance RNN is equal to rcut, the density and pair interaction will be zero,
but the total energy is not. This means, that the embedding function at zero
density is nonzero and the functions will not reasonably handle the case of
an atom moving away from the solid. To handle this, the universal binding
energy relation, Eq. (5.64), was modified so that ERM(a
∗
Mcut) = 0, where a
∗
Mcut
is the scaled lattice constant such that RNN equals rcut. In this work, we used
a corrected version of the cutting procedure as the one indicated in ([AF90]).
The modified universal binding energy relation was designed to preserve
the correct equilibrium properties, i.e. the lattice constant, the bulk modulus
and the cohesion energy in equilibrium should remain unaltered. This is
accomplished by the following transformation:
ERCM (a
∗
M) = −EcM
g(a∗M
√
1− ǫM)− ǫM
1− ǫM , (5.68)
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where we introduced a new parameter ǫ and, for notational reasons, the
function g(a∗M) := (1 + a
∗
M)e
−a∗M . ǫ is chosen such that ERCM (a
∗
Mcut) = 0
at a∗Mcut and results in a highly nonlinear equation which we solve within a
self-consistent cycle:
ǫ = g(a∗Mcut
√
1− ǫ) . (5.69)
The procedure to determine F (ρ¯) ensures a perfect fit to the lattice constant
aM0, cohesion energy EcohM and bulk modulus BM of the perfect equilibrium
lattice. Furthermore, to fully specify the potentials, we need to fix the five
parameters DMM , RMM , αMM , βM and rcut, apart from the cutting param-
eter ǫ, which will be determined self consistently and rcut which is chosen,
such that its value is between the second and third neighbor shell of the per-
fect lattices in order to ensure that the potentials to be generated are able
to distinguish between the hexagonal close-packed and face-centered cubic
structures, see Tab. 5.1. Additionally, it can be shown [Joh88] that a cutoff
radius rcut smaller than second neighbor shell is not able to describe all the
elastic properties accurately, due to the fact that the restriction to nearest
neighbor interaction implies an anisotropy factor of two, which is not true
for most transition metals (e.g. for tungsten this factor is almost one).
bcc fcc hcp
first shell 8 12 12
second shell 6 6 6
third shell 12 24 2
Table 5.1: Number of neighbors of an atom in the body-centered cubic (bcc), face-
centered cubic (fcc) and hexagonal close-packed (hcp) structure. Whereas the
neighbor shells in bcc and fcc already differ in the first shell, fcc and hcp show
up to and including the second shell equal coordination numbers. To distinguish be-
tween fcc and hcp structures with an short range interaction potential one therefore
has to extend the range of the potential beyond the second neighbor shell.
Whereas five parameters have to be determined to fix the embedded atom
potentials for the pure metals, one needs to fix one more pair potential φMM
for unlike interacting atoms. In order to get a more reliable description for
the interaction of thorium and tungsten atoms, we furthermore improve the
flexibility of the ansatz using the following two scaling relationships which
keep the energy of the pure metals unaffected but changes the behavior of
alloys [Joh88]:
ρM(r)→ sMρM(r) (5.70)
F (ρ¯)→ F (ρ¯/sM) (5.71)
88
and
φMM(r)→ φMM(r)− 2gMρM(r) (5.72)
F (ρ¯)→ F (ρ¯) + gM ρ¯ , (5.73)
where we introduced two new parameters sM and gM for each constituent
with which we optimize the alloy fit without affecting the single component
potentials. As can be easily shown, the parameters sW and sTh cannot be
chosen independently from each other because only the relative scaling of the
density functions ρM(r) affects the alloy energy [Vot94].
The potentials for the pure metals, thorium and tungsten, are fitted
against the properties as shown in Tab. 5.2, whereas for the tungsten-thorium
interaction the elastic properties derived from ab initio calculations as pre-
sented before are used, see Tab. 5.3.
The fitting was accomplished in minimizing squared deviations. For
the multidimensional minimization the very robust downhill simplex method
[NM65] was implemented. One advantage of this method is that it requires
only function evaluations, not derivatives as in e.g. conjugate gradient meth-
ods. The downhill simplex method relies on two basic “movements” of a sim-
plex in N -dimensional space (i.e. a geometrical figure, consisting of (N + 1)
vertices and all their interconnecting line segments, polygonal faces, etc.):
reflections about a face and contractions or expansions about a vertex of the
simplex. These movements are driven towards the (global or local) minimum.
It is not surprising, especially for the tungsten-thorium interaction, that there
are more than one local minimum where this procedure is endangered to be
trapped. To ensure a “good” (i.e. global) minimum, it is favorable to begin
with a simplex which is assumed to be as close as possible to the destination,
the desired (global) minimum. For this, we started with a simplex one vertex
of which is chosen as the set of parameters fitted to an analytically nearest
neighbor model of Johnson, see [Joh88] for the pure and [Joh89] for the alloy
systems, where we used the ansatz for the pair interaction between tungsten
and thorium atoms derived from the tungsten-tungsten and thorium-thorium
interactions:
φWTh(r) :=
1
2
(
ρTh(r)
ρW (r)
φWW (r) +
ρW (r)
ρTh(r)
φThTh(r)
)
. (5.74)
A comparison of the starting potential for the tungsten-thorium cross
potential with its fitted counterpart and the fitting result can be found in
Fig. 5.1. For the fitting procedure, it turned out to be essential for a reason-
able fit to start with comparable density functions, ρW (r) and ρTh(r). This
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Fig. 5.1: To improve the fitting procedure, we start the fitting of the tungsten-
thorium cross potential with a fit of Eq. (5.60) together with Eq. (5.63) against
Johnson’ suggestion for a cross potential based on the pair potentials of the pure
systems, Eq. (5.74). Johnson’ cross potential (straight) for the tungsten-thorium
system together with its fitted counterpart (dashed) and the result of the fitting
procedure (dash-dotted) is shown.
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Fig. 5.2: The influence of the cutoff procedure, Eq. (5.63) is shown for the tungsten-
tungsten pair potential, Eq. (5.60), as an example and the result of Eqs. (5.64) and
(5.68) for cutting the universal binding energy function [RSGF84] adapted to pure
tungsten in the bcc-phase.
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was accomplished using the scaling property, Eq. (5.70), after fitting the pure
potentials.
The functional dependencies for the elastic constants, C11, C12 and C44,
used in the fitting procedure are given as
C11 = [B11 + F
′(ρ¯)W11 + F ′′(ρ¯)(V11)2]/Ω0 (5.75)
C12 = [B12 + F
′(ρ¯)W12 + F ′′(ρ¯)(V11)2]/Ω0 (5.76)
C44 = [B12 + F
′(ρ¯)W12]/Ω0 (5.77)
with
B11 =
1
2
∑
m
(φ′′(rm)− φ′(rm)/rm)(r
m
1 )
4
(rm)2
(5.78)
B12 =
1
2
∑
m
(φ′′(rm)− φ′(rm)/rm)(r
m
1 )
2(rm2 )
2
(rm)2
(5.79)
W11 =
∑
m
(ρ′′(rm)− ρ′(rm)/rm)(r
m
1 )
4
(rm)2
(5.80)
W12 =
∑
m
(ρ′′(rm)− ρ′(rm)/rm)(r
m
1 )
2(rm2 )
2
(rm)2
(5.81)
V11 =
∑
m
ρ′m(r
m)(rm1 )
2/rm , (5.82)
where rm1 and r
m
2 denote the first and second component of the position
vector to the mth neighbor and rm the distance to the mth neighbor shell.
The lattice constants for the alloy systems are ensured by the equilibrium
condition of zero stresses σ11:
σ11 = 2(A11 + F
′(ρ¯)V11)/Ω0 ≡ 0 (5.83)
with
A11 =
1
2
∑
m
φ′(rm)(rm1 )
2/rm . (5.84)
The result of the fitting process is shown in Fig. 5.3 and Fig. 5.4 to-
gether with the influence of the various cutoff procedures, Fig. 5.2. The
parameters for the potentials are summarized in Tab. 5.4. Together with the
potential parameter just derived all possible interactions on the atomic scale
within this classical description between tungsten atoms, thorium atoms and
those of tungsten with thorium are fixed. In the upcoming chapter, we will
make use of these potentials first to check them against experimental data
on perfect tungsten and thorium crystals and then to predict the behavior
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Property Tungsten Thorium
ab initio calc. ab initio calc.
a0(Å) 3.18 5.08
Ec(eV) −8.9 −6.2
B(GPa) 310 53
C11(GPa) 501 504 78 80
C12(GPa) 215 214 40 39
C44(GPa) 161 161 52 52
Efv (eV ) 3.85 3.85 1.44 1.44
Estab(eV ) 0.475 0.382 0.123 0.080
Table 5.2: Metal properties as used in the fitting procedure for the potentials of
the pure systems. According to the way the embedding function F (ρ¯) is determined
the values for the equilibrium lattice constant a0, the cohesion energy Ec and the
bulk modulus B for thorium and tungsten are matched exactly. Also for the pure
metals, the values to be fitted are ab initio derived as presented before, apart from
the cohesion energies Ec of thorium and tungsten, which are experimental values.
Additionally, we included the resulting values of the fitting procedure in the table
for comparison.
Property Tungsten-Thorium
ab initio calc.
aB20 (Å) 3.62 3.62
BB2(GPa) 119 119
aL120 (Å) 4.31 4.31
BL12(GPa) 166 166
σB211 (a
B2
0 ) (GPa) 0 −9.1 · 10−4
σL1211 (a
L12
0 ) (GPa) 0 2.3 · 10−4
Table 5.3: Metal properties as used in the fitting procedure for the potentials of the
alloy (B2, L12) systems. All data are ab initio derived. The data include the lattice
constants of the B2 and L12 structure at equilibrium, aB20 and a
L12
0 , and its bulk
moduli, BB2 and BL12 . There is an extraordinary agreement between the ab initio
data and the fitted ones. Furthermore, we show also the stresses, σB211 (a
B2
0 ) and
σL1211 (a
L12
0 ), remaining in the structures, if we assume that the equilibrium lattice
constants are the ab initio ones. Ideally, these figures should be zero, which would
mean perfect agreement between the fitted and ab initio lattice constants.
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Fig. 5.3: Results of the fitting processes. The pair (left) and the density interactions
(right) for the system W − Th as functions of the radial distance are shown.
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Fig. 5.4: Resulting embedding energies for W and Th per atom in eV as func-
tions of the density in arbitrary units are shown. Essentially, the non-linearity
of these functions is responsible for the many-body effects, especially for the non-
zero Cauchy-Relation, because,as shown in the text, any linear dependency of the
embedding functions can be absorbed in the pair potentials. The insert shows the
low-density dependency of the embedding energies. The open down triangle marks
the embedding contribution to the total energy per atom for tungsten at equilibrium
and the closed down triangle its corresponding counterpart for thorium.
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DMM RMM αMM βM rMcut sM gM
W −W 69.4813 2.0917 1.6323 1.8156 5.5138 1.0000 -0.1318
Th− Th 2.3907 3.1126 1.6974 3.1316 6.6951 109.0667 -0.0244
W − Th 18.3215 2.5716 1.8020 5.4934
Table 5.4: Fitted parameters to fix the interatomic interaction between W- and
Th-atoms.
of defective systems, i.e. containing vacancies, impurities dislocations and
grain boundaries. We will also have a glimpse into the thermodynamics of
assembly of atoms and try to derive entropies and free energies using the
overlapping distribution method, as described in this chapter.
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Chapter 6
Applications of the EAM
Potentials
Now, as we derived the preliminaries and necessary ingredients for molecular
dynamics simulations, we want to apply this knowledge to get specific prop-
erties of pure tungsten crystals and crystals containing thorium-impurities.
Among others, we are interested in static defect energies, enthalpies and
structures. These include the relaxed vacancy formation in tungsten with
and without thorium atoms in its neighborhood. Moreover, to get some
hints towards self diffusion as well as diffusion of thorium atoms through
bulk tungsten, the migration barrier of atoms in the presence of vacancies
shall be calculated.
6.1 Phonon Dispersion for Tungsten and Tho-
rium
As a fist check of the potentials just derived, we want to calculate the phonon
dispersion and the corresponding density of states in comparison with exper-
imental results. The dynamical matrix is given by [Phi01]:
Dαβ(q) :=
∑
j 6=0
Kαβ0j
(
eiq ·Rj0 − 1) (6.1)
where Kαβij represents the force constant matrix (calculated at the equilibrium
positions of the atoms):
Kαβij :=
∂2Etot
∂Riα∂Rjβ
= − ∂Fiα
∂Rjβ
(6.2)
95
and q the wave vector (restricted to the first Brillouin zone),Rj0 := (Rj−R0)
and R0 denotes the location of an arbitrarily chosen reference atom.
The force constant matrix for an arbitrary configuration energy is given by:
Kαβij =
∑
m
(δij − δmj)(δαβ − R̂αimR̂βim)E ′(im)/Rim
+
∑
mn
R̂αimR̂
β
jnE
′′(im; jn) (6.3)
where we introduced the notations E ′(im) and E ′′(im; jn), proportional to
the symmetrized first and second derivative of the configuration energy with
respect to the particle distances Rim and Rjn, respectively:
E ′(im) :=
(
∂E
∂Rim
+
∂E
∂Rmi
)
(6.4)
E ′′(im; jn) :=
(
∂2E
∂Rim∂Rjn
+
∂2E
∂Rim∂Rnj
+
∂2E
∂Rmi∂Rjn
+
∂2E
∂Rmi∂Rnj
)
(6.5)
and
R̂αim :=
(Ri −Rm)α
Rim
, Rim := |Ri −Rm| (6.6)
For the EAM-potentials of a monoatomic and ideal crystalline system, i.e.
equivalent atomic positions and at least inversion symmetry, we get:
Kαβij =
∑
m
(δij − δmj)
[
(δαβ − R̂αimR̂βim) (φ′(Rim) + 2F ′(ρ¯i)ρ′(Rim)) /Rim
+ R̂αimR̂
β
im (φ
′′(Rim) + 2F ′(ρ¯i)ρ′′(Rim))
]
+ F ′′(ρ¯i)
∑
m
(1− δim)(1− δjm)R̂αimR̂βjm ρ′(Rim)ρ′(Rjm) . (6.7)
The corresponding dynamical matrix, Eq. (6.1), therefore, is given by
Dαβ(q) =
∑
j 6=0
[
(δαβ − R̂α0jR̂β0j) (φ′(R0j) + 2F ′(ρ¯0)ρ′(R0j)) /R0j
+ R̂α0jR̂
β
0j (φ
′′(R0j) + 2F ′(ρ¯0)ρ′′(R0j))
] (
1− eiq ·R0j)
− F ′′(ρ¯0)
∑
m 6=0
R̂α0mρ
′(R0m) eiq ·R0m
∑
j 6=0
R̂
β
0jρ
′(R0j) eiq ·R0j . (6.8)
From the functional dependencies of the force constant matrix, Eq. (6.7), it
is evident, that the range of the force constants is beyond the cutoff radii,
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i.e. twice the cutoff radius of the density potential, due to the nonlinearity
of the embedding function.
The phonon dispersion relation, i.e. the relationship between the vibra-
tional frequency ω and wave vector q, is determined by:
det
∣∣Dαβ(q)−mω2δαβ∣∣ = 0 (6.9)
From its definition, Eq. (6.1), it is clear that the dynamical matrix is sym-
metric. Another, more straightforward, way to derive the same information,
i.e. the phonon dispersion, starts with Eq. (6.2). This force constant matrix
is most easily derived from a molecular statics, i.e. T = 0K, calculation in
deducing the changes of the forces on the particles in shifting a reference
particle slightly off of its equilibrium position,
Kαβij = −
∂Fjβ
∂Riα
≈ −∆Fjβ
∆Riα
. (6.10)
The result for both approaches for tungsten as well as thorium is shown
in Fig. 6.1. The phonon dispersion relations are determined along high
symmetry lines in an irreducible wedge of the Brillouin zones of tungsten
(bcc-lattice) and thorium (fcc-lattice). Also shown is the phonon density of
states (PDOS) derived from a special point set constructed according to a
description of Monkhorst and Pack [MP76]. It is given by
ρ(ω) :=
∑
i
δ(ω − ωi) (6.11)
and, for pictorial reasons, a subsequent convolution with a normalized Gaus-
sian to smooth the resulting density, i.e.
ρ¯(ω) :=
√
µ
π
∫ ∞
0
ρ(ω′)e−µ(ω−ω
′)2 dω′ =
√
µ
π
∑
i
e−µ(ω−ωi)
2
(6.12)
and a proper choice of µ. The differences between both approaches are very
small both for tungsten as well as for thorium and do exist at all because
of the approximation of the partial derivatives in Eq. (6.10) by finite differ-
ences and it can also be shown that the cutoff procedures of the potential
functions, which are responsible for a proper calculation of the forces on the
particles, have a very sensitive influence on the forces and therefore also on
the resulting dispersion relations. Altogether, this shows that the force cal-
culation in the molecular dynamics package does a good job and, therefore,
gives some confidence on future results to be derived. Also shown in Fig. 6.1
are experimental values for the dispersion, [RSP73, BJ03, LB76, LTM02],
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Fig. 6.1: Phonon dispersion of tungsten (above) and thorium (below) derived using
Eq. (6.1) (EAM I) and Eq. (6.10) (EAM II) together with the corresponding phonon
density of states (PDOS, on the right). The PDOS are calculated using special point
sets in the irreducible wedge of the Brillouin zone according to the description of
Monkhorst-Pack [MP76]. These sets are composed of 285 symmetry reduced points
for the bcc-lattice of tungsten and 344 symmetry reduced points for the fcc-lattice
of thorium. All frequencies are given by ω = 2πν. For pictorial reasons, the PDOS
are smoothed by a convolution with a Gaussian.
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derived from neutron diffraction studies. The qualitative behavior of the
theoretical dispersion relations is nearly identical to the experimental ones.
The differences in the actual values, however, are not only due to deficien-
cies in the model. They are partly connected to a well known lowering of
the phonon frequencies due to an increased weakening of the lattices with
increasing temperatures. The experiments are done at room temperatures,
whereas the theoretical curves are responses of the systems at T = 0K. The
overall good agreement of the experimental and theoretical data is rather
surprising due to the fact, that the potential functions are fitted, among oth-
ers, against the elastic constants, which are closely related to the zone center
behavior of the dispersion relations and can also serve as a proper check of
the fitting process. Furthermore, this agreement over the whole zone is evi-
dence, that the EAM-scheme provides a physically reasonable description of
the vibrational excitation of transition metals [DH85].
Another approach towards the PDOS can be derived from a molecular
dynamics run. It is easy to show that there exists a fundamental relationship
between the PDOS and the single-particle velocity autocorrelation function
(VACF), defined by:
Cvv(t) :=
〈vi(0) ·vi(t)〉
〈vi(0) ·vi(0)〉 , (6.13)
where 〈. . .〉 means phase space averaging in this ensemble. Keeping this
notation in mind, and taking the classical equipartition theorem into account,
we get the following simple relation:
ρ(ω) ∝
∫ ∞
0
cos(wt)Cvv(t) dt , (6.14)
i.e. the phonon density of states is proportional to the Fourier Cosine Trans-
form of the velocity autocorrelation function.
An example of Cvv(t) for different temperatures as derived from a typ-
ical MD run is shown in Fig. 6.2. It is typical within MD runs, that the
correlations between the particle velocities are damped out the quicker the
higher the applied temperatures, a fact, which is clearly demonstrated on
the left of Fig. 6.2. The normalized Fourier Cosine Transforms are shown
on the right of Fig. 6.2. The strong peaks are lowered in favor of the fre-
quencies in-between. Also, the spectra are shifted towards higher frequencies
with temperature, a rather astonishing result, as one is tempted to assume,
that higher temperatures mean “weaker” lattices, because of the increasing
distance between the atoms. This is not solely a result of the anharmonic
parts of the interatomic potentials as can be easily demonstrated: we scaled
the “frozen” lattice of a tungsten cube according to the equilibrium lattice
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Fig. 6.2: A typical result of a MD run for the velocity autocorrelation function
(VACF), Eq. (6.13), of tungsten for the temperatures T = 50K and T = 2500K is
shown (left). The corresponding phonon densities as derived from Eq. (6.14) for dif-
ferent temperatures are depicted (right). Also, the “dynamical” density of phonons
is compared with its counterpart in harmonic approximation (HA), i.e. derived us-
ing Eq. (6.1). The strong influence of the anharmonic parts of the interatomic
potentials for tungsten can be seen notedly.
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Fig. 6.3: The smoothed density of states (in the harmonic approximation) for the vi-
brational modes is shown for tungsten for an unstrained and a strained lattice, which
corresponds to the (strained) lattice constant of a crystal at temperature T = 2000K
(left). Also shown is the temperature dependence of the linear expansion coefficient
derived from a MD-simulation course and compared to experimental data [TKT75]
(right).
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constant of tungsten at T = 2000K (a0(T = 2000K) = 3.2179Å). In the
harmonic approximation, the DOS of the vibrational modes exhibit most
of the properties observed at the DOS derived from the VACF, especially
the shift of the high frequency cutoff in the spectrum due to widening of
the crystal lattice is obvious, whereas the low frequency cutoff seems to be
nearly unaffected by the lattice scaling, see Fig. 6.3. A proper means to indi-
cate the anharmonic effects of the interatomic potentials is the linear thermal
expansion coefficient α, defined via [AM76]:
α =
1
3Ω
(
∂Ω
∂T
)
P
(6.15)
and can be shown to be closely related to the vibrational modes ωi [AM76]:
α =
1
3B
∑
i
(
− ∂
∂Ω
~ωi
)
∂
∂T
(eβ~ωi − 1)−1 , (6.16)
where Ω, B, P , denote atomic volume, bulk modulus and hydrostatic pres-
sure, respectively, and β = 1/kBT . The thermal expansion coefficient α
equals zero for purely harmonic crystals. That’s, because the stiffness ma-
trix of an harmonic crystal is per definition independent of any changes in
volume and, therefore, the vibrational modes do not change also. α 6= 0,
therefore, is a direct consequence of the anharmonic energy contributions.
A comparison of both, experimental and MD derived data for tungsten is
also shown in Fig. 6.3. Now, as we got some confidence of the interatomic
potentials as derived from ab initio calculations, we try to get some more
information about tungsten and thoriated tungsten crystals. To start with,
we will calculate the excess volume of a tungsten vacancy and of a thorium
impurity, and, among others, some defect enthalpies in the upcoming section.
6.2 Excess Volume of point defects:
W-Vacancy and Th-Impurity
A consistent definition of the term excess volume Vex starts with following
relation:
Vex ≡ V (with defect)− V (without defect) , (6.17)
where V (with/without defect) denotes the simulation cell volume with or
without defect, respectively. The excess volume as a function of simulation
cell dimension that defined is given in Figs. 6.4 for a single W-vacancy and
a Th-impurity. The values are converged for cubic simulation cells greater
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Fig. 6.4: The excess volume, i.e. the change in volume of a W-crystal with a W-
Vacancy (left) and a Th-Impurity (right) is shown as a function of the linear cell
dimension.
than 686 atoms (linear box dimension L ∼ 7a0) for the W vacancy and 1024
atoms (L ∼ 8a0) for the cell containing a Th impurity. The fact that bigger
cells are necessary for the Th impurity compared to the vacancy resides on
the bigger cutoff lengths for the potentials of W-Th than those of the W-W
potentials. The Th-atom is “bigger” than the W-atom. This results in a
dilated simulation cell containing a Th impurity. But, it is remarkable, that
the presence of a vacancy yields likewise to an increase of volume.
6.3 Grain Boundary Formation
All MD simulation runs are done with a time step of dt = 2 · 10−15s. This
corresponds to about 1/60 of the period of the oscillation with highest fre-
quency, which can be easily estimated to be TS = h/(kBΘD), where ΘD
denotes the Debye-Temperature (for Tungsten: 400K, for Thorium: 163K).
135000 time steps were performed, which results in a total simulation time of
about 500ps per run. The edges of the cell in this simulation were ”frozen”.
The frozen edges of of the cell were chosen such that atoms neighboring the
frozen ones, do not “feel” the presence of a surface, i.e. the distance of those
atoms is chosen at least two times the cutoff of the potentials. The effect of
this boundary zone is twofold: first, the movements of the closest atoms is
damped, and, second, the elastic stress coming up with those frozen regions
hinder the grain boundaries to fluctuate thermally to a great extent due to
restoring forces on the grain boundaries.
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6.3.1 Grain Boundary Structure and Energy
A grain boundary is the interface where two single crystals of different ori-
entation join in such a manner that the material is continuous across the
interface. Far away from the boundary, in the single crystals, the atoms
are located at positions of the undisturbed crystal lattice. At the boundary,
however, the atoms must be displaced from the positions which they would
occupy in the perfect crystal. Therefore, the energy of the atoms in the
boundary is necessarily higher than it would be for the atoms in the undis-
turbed crystal lattice. From this, it can be concluded, that one can associate
a definite amount of energy per grain boundary area with the grain boundary
itself.
Grain boundaries are of utmost importance for plastic deformation of the
sample as it generally serves as sink or source for dislocations, which are
primarily responsible for plasticity or even fracture and cleavage.
In this section, we try to shed some light into the complicated struc-
tures and associated energies of some specific grain boundaries. For this
we introduce the concept of the Coincidence Site Lattice (CSL). CSL are
periodic in space, with is of great advantage within MD simulations, as pe-
riodic boundary conditions can be applied and surface effects be neglected.
A CSL arises quite naturally from studies of the symmetry of dichromatic
patterns [SB95], which itself belongs to the methodology of bicrystallogra-
phy, and which provides a systematic enumeration and classification of plane
interfaces in crystals.
As the two crystals sharing the same interface are rotated against each
other, there exists a rotation operation, which maps the atomic positions
of one crystal on top of the other. For certain misorientations, however,
it happens for some atoms of the two lattices to coincide. This coinciding
lattice points then form itself a three dimensional lattice, the CSL. One can
show [Gri76] that for a CSL to exist in cubic structures, one necessarily needs
rotation matrices with purely rational entries. This can be summarized in
the following form of the associated Rodriguez Vector,
ρR =
m
n
[HKL] , (6.18)
wherem, n are integers and [HKL] describes the rotation axis withMiller
indices H,K,L in one of the lattices. According to Frank [Fra88], the Ro-
driguez Vector associated with an arbitrary rotation around unit axis ρˆ and
angle Θ is given by
ρR := ρˆ tan
Θ
2
(6.19)
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For CSL it is convenient to introduce another figure: the integer number
q of unit cells of the original lattice comprising the unit cell of the CSL. For
cubic lattices q is given by [SB95]:
q = n2 +m2
(
H2 +K2 + L2
)
, (6.20)
with n, m, H, K, L from Eq. (6.18).
In the following, we will restrict our considerations to symmetrical tilt
and symmetrical twist CSL grain boundaries. Tilt boundaries are defined
with a rotation around an axis lying in the grain boundary plane, whereas
for twist boundaries the rotation axis is perpendicular to the grain boundary.
The simulations are done using approximately 20.000 atoms periodically
arranged as induced by the specific CSL under consideration.
With Σq(hkl) we denote a symmetrical grain boundary with a common
boundary plane (hkl) and CSL quotient q as introduced above, Eq. (6.20).
Together with Eq. (6.20), for a given q we extract the possible combinations
of m and n for a given rotation axis [HK L]. For tilt boundaries, we chose a
rotation axis [0 0 1] and a grain boundary plane of the form (h k 0) whereas
for the twists we use a rotation axis [1 0 0] and a boundary plane (1 0 0).
The parameters necessary to identify a unique boundary for the boundaries
under investigation are summarized in Tab. 6.1. The simulation cells were
Θ Σ h k Θ Σ h k Θ Σ h k
9.527 145 12 1 10.389 122 11 1 11.421 101 10 1
12.680 82 9 1 14.250 65 8 1 16.260 50 7 1
18.925 37 6 1 20.610 125 11 2 22.620 26 5 1
25.058 85 9 2 28.072 17 4 1 30.510 130 11 3
31.891 53 7 2 33.398 109 10 3 36.870 10 3 1
39.966 137 11 4 41.112 73 8 3 43.603 29 5 2
46.397 58 7 3 47.925 97 9 4 48.888 146 11 5
53.130 5 2 1 58.109 106 9 5 59.490 65 7 4
61.928 34 5 3 64.011 89 8 5 67.380 13 3 2
69.984 149 10 7 71.075 74 7 5 73.740 25 4 3
75.750 130 9 7 77.320 41 5 4 79.611 61 6 5
81.203 85 7 6 82.372 113 8 7 83.267 145 9 8
Table 6.1: The parameters used which uniquely determine the symmetrical tilt and
twist boundaries are shown. For the tilt boundary only h and k and for twists m
and n need to be specified. The resulting boundaries are therefore Σq(hk0) for the
tilts and Σq(100) for the twists, respectively.
“quenched” to 0K for the system to end up in a state of a local minimum of
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the potential energy. During this quenching, the cell dimensions as well as
all atomic coordinates were allowed to relax. The resulting grain boundary
energies, i.e. the energy difference of cell with and without grain boundary
referred to the grain boundary area, are shown in Fig. 6.5. For both cases, the
pronounced increase of the energies for small tilt and twist angles is clearly
demonstrated, a fact which can be understood using Read and Shockley’s
analysis [RS50] based on dislocation theory. Unlike the computer simulations
of Wolf [Wol89] on twist grain boundaries in Cu and Au using Lennard-
Jones and EAM potentials, however, do not show the pronounced cusps
related to low-Σ boundaries as visible in Fig. 6.5, whereas newer calculations
[Wol90b, Wol90a] confirm this picture.
6.3.2 A closer look: the Σ5 STGB
The geometric construction of a CSL boundary sometimes enforces atoms
to get much closer together compared to bulk atoms such that the grain
boundary energy per area is much more enhanced than observed in nature.
Necessarily, this means that a substantial relaxation has to occur in order
to get a “natural” Σ boundary. These “high energy” sites have to be relaxed
at first by moving them apart. The corresponding change of grain boundary
energy per area versus shifting distance away from the grain boundary plane
is shown in Fig. 6.6. The resulting structures are shown in Fig. 6.7. Including
all atoms in the relaxation process destroys the bcc-lattice symmetry which
is persistent in either grain, i.e. on either side of the grain boundary. The
resulting fully relaxed Σ5(310)[001] grain boundary is shown in Fig. 6.8. The
atomic volumes and its dependencies of the distance of the grain boundary
plane as a result of a Voronoi tesselation of the atomic coordinates of the
simulation cell can be seen in Fig. 6.9. As expected, both, the highest as well
as the lowest values for the volumes are on the grain boundary plane. This
influences diffusional aspects and will become clear soon, see 6.4.
One should expect some systematic correlation between “atomic” volumes
and “atomic” energies as we fitted the cohesion energy against the universal
binding energy function (UBEF), Eq. (5.64). The result for the edge dislo-
cation is shown in Fig. 6.10, which shows, that here the atomic interactions
can not be described as simply “volume dependent”, sometimes assumed for
atomic interaction potentials.
Generally, as we also did up to now, one is interested in the grain bound-
ary structure of lowest possible potential energy. This structure is usually
referred to as the global minimum energy for that particular grain boundary.
However, there may be several other minimum energy structures that are
structurally different from the global minimum but that may have energies
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Fig. 6.5: Grain boundary energy versus tilt and twist angle, respectively, for various
Σ grain boundaries.
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undisturbed cell
.
Fig. 6.7: The structure of the Σ5(310)[100] grain boundary before (left) and after
(right) the relaxation of the “high energy” sites.
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Fig. 6.8: The fully relaxed, i.e. after quenching as described in the text, structure
of the Σ5(310)[100] grain boundary.
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Fig. 6.9: The fully relaxed and subsequently quenched structure of the Σ5(310)[100]
grain boundary. A voronoi tessellation is used to generate the “atomic” volumes.
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“atomic” energies for the quenched structure of a Σ5(310)[100] grain boundary is
shown.
that are not much higher than the global minimum. These ’local minima’
structures may then play a major role in the actual structure in a real mate-
rial. This structural multiplicity was found in many metals and compounds
and is reviewed for example by Balluffi and Sutton [SB95]. A simple way
to check this possible existence of multiplicities is given by the concept of
γ-surfaces. This concept, originally derived for dislocations [Vit68], was later-
on extended to grain boundaries [MF98]. The basic idea of the γ-surface is to
shift the crystals on either side of the grain boundary relative to one another
by a vector u0 in the plane and to record the grain boundary energy. Here,
we allowed the system to “breath”, i.e. the atoms may relax perpendicular
to the grain boundary plane. The grain boundary energy γ(u0) as function
of the shift vector u0 along a periodic unit zone within the grain boundary
plane yields the γ-surface. The result of this procedure for the Σ10(310)
symmetrical tilt grain boundary is given in Fig. 6.11, where the energies
are referred to the unshifted situation. In this very case, there arise three
additional (local) minima in the γ-surface. One of which, in the middle of
the scanned zone, seems to be a low energy grain boundary structure. This,
however, corresponds to an symmetry related configuration to the beginning
(u0 = 0) of the zone. The other local minima near the beginning and the
end of the scanned zone are likewise symmetry related to one another. Their
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grain boundary energy is about 0.16eV/Å2 higher than the unshifted situa-
tion. This huge energy difference to the global minimum makes the existence
of such grain boundaries in real matter rather unlikely.
As mentioned, grain boundaries are supposed to serve as “short circuits”
for self diffusional flux due to their loose and wide structures. For tungsten,
self diffusion through the bulk is experimentally given by:
D(T ) = Dl exp(−Q/kBT ) (6.21)
where kB denotes Boltzmann’s constant and T the Kelvin temperature scale,
as usual. The pre-exponential factor and the activation energy Q are deter-
mined via sectioning to [AKK65]:
Dl = 4.28 · 10−3m2/s Ql = 6.639eV (6.22)
The corresponding data for grain boundary diffusion are [BSS81]:
δDb = 2.30 · 10−12m3/s Qb = 3.946eV (6.23)
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where δ denotes a typical width of the grain boundary. An estimated width
δ for the Σ5 GB for instance from inspection of Fig. 6.9 gives about 10Å.
A comparison of the diffusional constants D at temperatures of interest in
lighting applications, T = 3000K,
6.3.3 Segregation of Th on W-Grain Boundaries
It is well known, that different solute atoms present in multicomponent sys-
tems often tend to adsorb on crystalline interfaces, thereby building up in-
terface “excess” concentrations. A grain boundary moves with a velocity v
in response to a net driving force P. It is generally assumed, that v is pro-
portional to P, the constant of proportionality being the mobility, M , of the
boundary:
v =M P (6.24)
This type of relationship is predicted by reaction rate theory if the mobility is
independent of the driving force and if P≪ kBT , and should be independent
on the details of the mechanism of boundary migration [Tur51]. Most theo-
ries of the effects of solutes on boundary mobility are based on that proposed
by Lücke and Detert [LD57]. This theory was further developed by Cahn
[Cah62]and, later-on, by Lücke and Stüwe [LS71]. The Cahn-Lücke-Stüwe
(CLS) model is based on the concept, that atoms near a grain boundary has
a different energy Es to one in the interior of the grain due to the different
local atomic environment and, therefore, Es depends on the relative position
of grain boundary and solute atom. The index s in Es indicates the depen-
dency of the cell energy on site s in the matrix. This is responsible for a net
force between boundary and solute atom (F ∝ ∇E). A consequence of this
force is that the overall recrystallization behavior is altered in the presence
of solutes in the matrix, a fact, which results in an increased recrystallization
temperature, i.e. the the onset temperature of recrystallization, of Th-doped
tungsten materials compared to pure tungsten, and also shows, that the mo-
bilityM in Eq. (6.24) depends heavily on the concentration of Th-impurities.
According to the CLS model, the solute concentration in the vicinity of the
grain boundary is given by
cs = c0 exp
(
− Es
kBT
)
(6.25)
where c0 denotes the equilibrium solute concentration.
In order to estimate Es, we used the following procedure: we started with
a relaxed simulation cell containing 1024 tungsten atoms arranged such that
a Σ5 STGB is present in the middle of the cell, see Fig. 6.9. As we assume,
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that the Th-atom is considerably “thicker” (see, for instance, the difference
in nearest neighbor distance in the pure materials) than a W-atom, we can
safely expect, that the Th-atom when in tungsten bulk, will occupy a lattice
site and will not stay at an interstitial. To estimate the segregation energy
of a Th-atom on the Σ5-STGB we calculate the energy difference between
the relaxed cell with Th-atom on the grain boundary and the Th-atom in
the interior of the grain, far away from the boundary plane. All calculations
were done with our Langevin piston at zero temperature and pressure, i.e.
the cell dimensions may relax to their equilibrium values.
site s 2 3 4 5 6 7 8 9 10
Esseg(eV) 0.40 −0.19 −0.53 −0.10 −1.30 0.05 −0.19 −0.03 0.00
Table 6.2: The segregation energies Esseg := Es − E10, where Es denotes the cell
energy with a Th-impurity located on site s, as determined from a MD simulation
for a segregated Th-impurity on a Σ5 STGB. Here, we assumed, that site 10 is
sufficiently away from the grain boundary plane and, therefore, can be considered
as “bulk like”.
The nomenclature of the various sites on the grain boundary is the same
as for the vacancy diffusion, considered in the upcoming section 6.4 and is
given in Fig. 6.12. The results of this procedure are shown in Tab. 6.2.
It’s interesting to see, that here the segregation energies are correlated in
a sense with the “atomic” volumes as derived for the relaxed pure grain
boundary structure, as shown in Fig. 6.9: the highest segregation energy
(0.40eV) results, when the Th-atom occupies the lattice site with the smallest
“volume”, site 2, and, likewise, the lowest segregation energy (−1.30eV) with
Th on site 6, the site with the greatest “volume”.
6.4 Vacancy Diffusion along the Σ5 STGB
Diffusional aspects are important, both, for the principal operating mech-
anism of some electric discharge lamps as the diffusional Th current in W
is crucial for proper operation, i.e. no flickering of the discharge region on
the W surface, as well as for the long term stability of tungsten coils un-
der steady stresses imposed e.g. via the gravitational forces, as macroscopic
creep mechanisms are mainly influenced via atomic diffusional processes.
Diffusion along grain boundaries is orders of magnitude faster than through
the bulk of the crystal. From e.g. phenomenological continuum arguments [Phi01],
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it is easy to derive an equation of motion, the diffusion equation, for the prob-
ability P (x, t) to find a diffusing atom at x at time t:
∂
∂t
P (x, t) = D∇2P (x, t) , (6.26)
where D is the temperature and, in general, space dependent diffusion con-
stant. Its temperature dependence generally follows an Arrhenius type of
equation:
D(T ) = D0e
−E/kBT , (6.27)
E denotes the corresponding activation energy. For Th in W it was found
[Lan34] that the grain boundary diffusion constants were 103 times those
of volume diffusion in the temperature range between 1900K and 2400K.
Also, the activation energy for boundary diffusion Eb was reported to be
considerably smaller than that of the volume diffusion Ec: Eb/Ec ≈ 0.75. The
following Arrhenius parameters were evaluated for grain boundary diffusion
of Th in W:
Db0 = 7.41 · 10−5m2/s , Eb = 3.903eV . (6.28)
Even at the melting point of W, Tm ≈ 3680K, the diffusion constant is
D ≈ 3.4 · 10−12m2/s. From an elementary treatment of Brownian motion
one gets the famous connection between diffusion constant and atomistic
jumping processes:
D =
1
6
β2Γ , (6.29)
where β is a typical jumping distance and Γ the jumping frequency. Without
assuming a particular mechanism, it is plausible, that β is about an inter-
atomic distance in a lattice (for bcc-W ∼ 2.76Å). From these assumptions,
the jump frequency can be estimated to Γ ∼ 2.6 · 108/s. That is, each thorium
atom changes its position about 260 million times per second. This seems to
be very often, but compared to typical vibrational frequencies for instance of
about 5.0THz of tungsten atoms, shows, that only in one oscillation of about
2 · 104 a positional change can be expected.
As noticed already, MD Simulations are limited to time scales very small
in macroscopic sense: the duration of a typical trajectory can be traced rarely
beyond the pico second limit. This means, that for a diffusional jump of a
thorium atom to occur within a calculated trajectory of ∼ 1ps, we would
need at least about 104 equivalent thorium atoms (as impurities in tungsten
bulk, as we are interested in Th diffusion in W). With conventional MD
methods, this seems to be infeasible.
For an atom to migrate, it is essential to surmount energetic barriers
composed by the atomic environment. The height of these barriers depend
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heavily on the local structure and therefore hinge on the position of the dif-
fusing atom before the jumping process and the site towards which the atom
jumps onto. The corresponding energy barriers are given in Tab. 6.4. The
barriers are determined within an either static or totally relaxed environ-
ment. For the simulation, a vacancy mechanism is assumed. For this, we
introduced a vacancy on a site removing the corresponding atom. One atom
in the vacancy’s neighborhood is chosen to “jump”. This atom is then grad-
ually moved towards the vacancy. Whether a diffusion jump is slow enough
so that a totally relaxed environment of the diffusing atom is a proper as-
sumption or that fast, that the environment is not aware of the jumping
atom changing its position is not well known. That’s why two different pro-
cedures are applied determining the upcoming energy barriers: for the static
environment, no positional changes of the neighborhood are allowed, i.e. the
neighboring atoms are “frozen” for the simulation course, and the opposite
one, where we shift the diffusing atom “over the barrier” and at each instant
of time let the environment totally relax on a plane containing the diffusing
atom perpendicular to the shifting direction. For the simulation a Σ5(310)
symmetrical tilt grain boundary is used. The nomenclature of the sites is
shown in Fig. 6.12.
As a by-product of this procedure, we also get the vacancy formation
energies Esvf , where s indicates the different sites “occupied” by the vacancy.
The numbering of the sites is the same as shown in Fig. 6.12. In order
to derive Esvf for the different sites, we assume, that site s = 10 is “bulk
like”, i.e. E10vf (static) = 3.86eV and E
10
vf (relaxed) = 3.59eV. This was a
result of a simple procedure: we used a bulk cell with 2000 tungsten atoms
and removed one atom. With (“relax”) and without (“static”) relaxation, the
difference in cell energy with vacancy and undisturbed bulk denotes E10vf .
To calculate Esvf for other sites, the following idea was applied: assume a
hopping sequence for the vacancy from a “bulk like” site, e.g. s = 10, to
a site s located on the grain boundary. Then, whenever the energy of the
total cell, i.e. including the grain boundary, increases, Esvf grows by the
same amount. The result of this procedure is shown in Tab. 6.3 for both,
the relaxed and the “frozen” hopping sequence. Fig. 6.14 shows a detailed
analysis of the energy barriers for a migrating vacancy located within the
bulk (bcc) lattice, when “jumping” to a nearest neighbor position, i.e. in
〈1 1 1〉 direction. Here, various situations are shown: the vacancy “feels”
a totally relaxed lattice at each instant of the jumping event (“relaxed”),
the vacancy is relaxed but the jumping process occurs much faster as the
lattice is able to respond to (“static”), and, the vacancy itself “hops” from
position to position in a quick sequence, so that the surrounding atoms do
not even “see” the vacancy (“frozen”). The corresponding barrier heights
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range from approx. 2.5eV to approx. 3.3eV, an energy range which is possibly
surmounted by thermally “activated” atoms. In literature the next-to-nearest
neighbor jumps, i.e. in 〈1 0 0〉 direction, are considered as possible in bcc-
lattices. Here, the energy barriers range from approx. 4.7eV for the totally
relaxed situation to approx. 15.2eV for the “frozen” case, which is definitely
beyond the scope to be crossed thermally.
109 8
5 3 2
467
Fig. 6.12: The nomenclature used to study the diffusional barriers. Only symmet-
rically non equivalent sites are numbered.
site s 2 3 4 5 6 7 8 9 10
Esvf (rel)(eV) 1.87 3.13 3.26 3.15 2.63 3.68 3.55 3.62 3.57
Esvf (stat)(eV) 2.12 3.57 3.70 3.47 3.33 3.97 3.86 3.91 3.86
Table 6.3: The vacancy formation energies determined from MD simulations in
either totally relaxed (Esvf (rel)) or static (E
s
vf (stat)) situations.
6.5 Edge Dislocation Structure and Energy
Dislocation Dynamics is of primary interest especially in bcc metals, as plas-
tic deformation, at least at intermediate temperatures, is carried through
the specific motion of dislocations. Dislocations are stress states which are
concentrated along lines, i.e. are one dimensional in nature. In general we
distinguish between edge and screw dislocations.
6.5.1 Single Edge Dislocations
A single edge dislocation was constructed within an parallelepiped-shaped
simulation box. The simulation cell we used was spanned by the bcc lattice
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Fig. 6.13: Energy barriers for a migrating vacancy. The energy landscape a vacancy
has to surmount along its journey through the crystal along a Σ5 grain boundary is
illustrated. The energy of a totally relaxed lattice for the migrating vacancy (above)
and of a static lattice where only the “jumping” atom is allowed to relax in the plane
perpendicular to the transition path (below) is compared.
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Fig. 6.14: Energy barriers for a migrating vacancy located inmidst the bulk (bcc)
lattice, when “jumping” to a nearest neighbor position, i.e. in 〈1 1 1〉 direction are
depicted. Various possible situations are shown: the vacancy is located within a to-
tally relaxed lattice at each instant of the jumping event (“relaxed”), the vacancy is
relaxed but the jumping process occurs much faster as the lattice is able to respond
to (“static”), and, the vacancy itself “hops” from position to position in a quick
sequence, so that the surrounding atoms do not even “see” the vacancy (“frozen”).
Furthermore, sometimes the next-to-nearest neighbor jumps, i.e. in 〈1 0 0〉 direc-
tion, are discussed as possible in bcc-lattices. The corresponding energies for these
cases are presented, too (right).
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site → site Embrel (eV) Embstat(eV) site → site Embrel (eV) Embstat(eV)
2 → 3 2.09 3.27 3 → 2 0.82 1.82
2 → 4 2.48 2.96 4 → 2 1.10 1.38
2 → 6 1.57 2.99 6 → 2 0.81 1.76
3 → 4 2.08 2.77 4 → 3 1.98 2.63
3 → 5 1.91 2.60 5 → 3 1.88 2.70
3 → 6 2.27 4.03 6 → 3 2.78 4.25
4 → 6 3.31 4.16 6 → 4 3.95 4.50
5 → 6 1.76 3.04 6 → 5 2.28 3.19
5 → 7 2.35 2.95 7 → 5 1.81 2.44
7 → 8 2.58 3.04 8 → 7 2.70 3.14
8 → 9 2.71 3.09 9 → 8 2.63 3.03
9 → 10 2.63 3.03 10 → 9 2.67 3.07
Table 6.4: The energy barrier a vacancy "feels" during the transition between two
neighboring sites. The barriers are determined within MD simulations in either
totally relaxed (Embrel ) or static (E
mb
stat) situations.
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Fig. 6.15: The squared jumping distance versus time for different temperatures
along a Σ5 symmetrical tilt grain boundary is shown (left: projections of the jumps
along the grain boundary perpendicular to the tilt axis; right: projections along the
tilt axis). The simulation box contained 2000 tungsten atoms and system trajectory
is followed for approx. 8ns.
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DB
(Å2/ns)
2500K 2600K 2700K 2800K 2900K
DB0
(Å2/ns)
QB
(eV/K)
DBy 11.17 21.62 24.25 65.47 84.53 3.3 · 10−2 3.21
DBz 12.66 21.02 29.32 60.52 72.79 7.0 · 10−3 2.85
Table 6.5: The diffusion constants as derived from an MD simulation of 2000
tungsten atoms with a vacancy inserted in the simulation box inmidst a Σ5 grain
boundary for various temperatures are shown. From these data fitted against DB =
DB0 · exp(−QB/kBT ) the effective activation energy QB and pre-exponential factor
DB0 are derived.
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Fig. 6.16: Energy per atom vs. radial distance (left) from and angle (right) around
the dislocation line for an edge dislocation with Burgers vector b = 12 [111] in a
tungsten crystal.
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Fig. 6.17: “Atomic” volume vs. radial distance (left) from and angle (right) around
the dislocation line for an edge dislocation with Burgers vector b = 12 [111] in a
tungsten crystal. The volumes are generated via a Voronoi tessellation.
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T (K) site τ totalDwell (ps) # visits τ
avg
Dwell (ps)
2500
6 1.601 · 101 16 1.001 · 100
2 8.004 · 103 55 1.455 · 100
3 2.608 · 101 40 6.52 · 10−1
2600
4 4.5 · 100 13 3.462 · 10−1
6 2.091 · 101 30 6.971 · 10−1
2 8.135 · 103 104 7.822 · 101
3 4.163 · 101 63 6.608 · 10−1
2700
5 5.621 · 101 3 1.874 · 101
6 2.023 · 101 37 5.469 · 10−1
2 8.205 · 103 131 6.263 · 101
3 7.063 · 101 98 7.207 · 10−1
2800
4 8.654 · 100 45 1.923 · 10−1
5 3.27 · 101 5 6.54 · 100
6 2.722 · 101 63 4.321 · 10−1
2 8.173 · 103 252 3.243 · 101
3 9.789 · 101 151 6.483 · 10−1
2900
4 1.283 · 101 71 1.807 · 10−1
5 3.64 · 101 7 5.201 · 100
6 4.591 · 101 84 5.465 · 10−1
2 8.096 · 103 318 2.546 · 101
3 1.37 · 102 175 7.83 · 10−1
Table 6.6: The total dwell time τ totalDwell and the averaged dwell time τ
avg
Dwell for
temperatures from 2500K to 2900K and for the sites occupied by the vacancy along
the trajectory inserted inmidst the Σ5 symmetrical tilt grain boundary at the very
beginning are shown. Only those lattice sites visited by the vacancy are given.
vectors X ∝ [111], Y ∝ [110] and Z ∝ [112]. The box size was chosen
to contain approximately 50000 atoms. It contains a crystallite in which
a perfect edge dislocation line oriented along Z and with Burgers vector
b = 1
2
[111] is introduced as follows:
In contrast to a pure screw dislocation, a edge dislocation results in a
displacement field, which has compressive as well as dilated spatial regions
even from a pure elastic continuum approach, i.e. even without taking anhar-
monic interaction energies of the atoms into account. The atomic volumes
versus an coordinate along the cell constructed is shown in Fig. 6.19. The
relative change in volume for the case of an edge dislocation in an isotropic
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Fig. 6.18: Energy per atom versus “atomic” volume. Also shown is the universal
binding energy function (UBEF), (5.64), for comparison reasons, see text.
medium is given from continuum theory as:
dV
V
= −b sin(φ)(1− 2ν)
2π(1− ν)r (6.30)
where b denotes the magnitude of the Burger’s vector and ν the Poisson’s
number of the elastic medium.
The influence of segregated Th-atoms on the structure of edge dislocations
was determined as follows: as Th atoms would produce very large strains in
the bulk lattice when placed on interstitial sites, they are supposed to occupy
regular sites located at the dislocation core. Therfore, in a pure system
containing an edge dislocation we removed one W atom and replaced it by a
Th atom. The simulation cell is subdivided in 48 slabs in [110]-direction and
slabs 1, 2, 47 and 48 are kept fixed in space. Slabs 1 and 2 are then shifted
by ∆x =
√
3a0/2 · (12)9 in [111]-direction and at the same time slabs 47 and
48 are shifted about the same amount in the opposite direction. This results
in a tilted simulation box with pure shear strains and corresponding stresses.
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Fig. 6.19: “atomic volumes”, i.e. volumes as calculated from a Voronoi tessellation
of the coordinates of the atoms in the simulation cell along the X ∝ [111]-direction,
i.e. in direction of the Burgers vector, for an edge dislocation are shown.
This straining procedure, for the definition of quantities and a schematic
illustration, see Fig. 6.21, can be described by the deformation tensor
ǫij :=
∆x
H
(δ1iδ2j + δ2iδ1j) ≡ ǫ(δ1iδ2j + δ2iδ1j) (6.31)
in the orientation spanned by [1 1 1], [1 1 0] and [1 1 2]. The energy density
generated by straining as described, therefore, is given as
e = σ12 ǫ (6.32)
The stress component, therefore, we are interested in is
σ12 =
∂e
∂ǫ
. (6.33)
The strain at which the edge dislocation starts to separate from the Th im-
purity is calculated as ǫm = 5.19 · 10−3. The corresponding maximum shear
stress component, therefore, is given by σm12 = 3.94 · 10−5/5.19 · 10−3eV/Å3 =
7.59meV/Å3 = 1.22GPa. With Hooke’s law and the deformation tensor as
defined above, the energy density is also given by:
e = 2 ǫ2 c1212 (6.34)
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Fig. 6.20: “atomic volumes” from a Voronoi tessellation versus distance from the
dislocation line together with the continuum theoretic approach, Eq. (6.30).
∆x
y
x
H
Fig. 6.21: The straining procedure of a simulation box containing a single edge
dislocation as described by Eq. (6.31) is shown schematically. This straining results
in a pure shear of the y-plane, i.e. the glide plane of the dislocation chosen, in x-
direction.
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where c1212 denotes the elastic constant in the coordinate system as specified.
Fitting the energy vs strain curve results in c1212 = 0.74eV/Å
3
= 119GPa.
Due to the overwhelming majority of tungsten atoms, c1212 should not be
affected very much due to the presence of Th impurities in the simulation
cell, so that c1212 should also be a good guess for simulation cells without
Th impurities. The corresponding simulations without Th impurities, i.e.
pure tungsten, shows a maximum strain of ǫm = 1.44 · 10−4. This results in
a maximum stress, the Peierls stress, of
σP = 2 ǫ
m c1212 = 0.21meV/Å
3
= 34MPa (6.35)
at which the dislocation starts to glide. σP is much smaller, more than one
order of magnitude, compared to the thoriated case. This shows once again
the tendency of thorium in tungsten to enhance significantly the recrystal-
lization temperature to surmount σP .
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Fig. 6.22: The energy density versus deformation for a simulation cell containing
en edge dislocation and Th impurities along the dislocation line.
The force on an isolated Th-atom can be calculated using Haasen-Fleischer’s
theory. For this we set an Th-atom near the glide plane of an edge dislo-
cation. The energies of the cells are calculated and the Th-atom is shifted
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[1−10]
[111]
Fig. 6.23: The simulation cell containing an edge dislocation is shown (above). The
cell contains approximately 50000 atoms. Periodic boundary conditions are chosen
in [112]-direction, whereas the remaining orthogonal directions ([111], [110]) are
dealt as free surfaces. The shaded regions are kept fixed during relaxation of the
cell. The “thicker” atom marks the thorium atom. Its position is chosen on the
dislocation core. Also shown are two snapshots of the atomic configurations imme-
diately before (lower left) and after (lower right) the unsnapping of the dislocation
off the thorium atom (see text).
along [111]-direction. The resulting energies are fitted against
e = a0/(1 + a2|x− a1|a3) (6.36)
with
a0 = −0.75eV ; a1 = 10.3502; a2 = 0.23564; a3 = 2.23941; (6.37)
and shown in Fig. 6.24. Also, the configurational force between Th atom and
dislocation line is calculated as the derivative of Eq. (6.36). From Fig. 6.24
it can be seen that there is strong tendency of a Th impurity to trap the
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dislocation line, i.e. it needs additional energy to release the dislocation line
once trapped. The tendency to trap decreases with increasing distance of the
Th atom from the glide plane. Moreover, the width of the “trapping region”,
i.e. the region on the glide plane with attractive forces on the dislocation
line increases with increasing distance of the Th atom from the glide plane.
6.6 Screw Dislocation Structure and Energy
For a screw dislocation, the Burgers vector and the dislocation line direction
are collinear. It is interesting to note, that in a bcc lattice, a screw dislocation
with Burgers vector b = a0
2
[1 1 1] have high as well as low energy positions
due to the geometry of the underlying lattice, which is also the origin for the
high Peierls potential [Suz68]. Fig. 6.25 shows two alternative configurations
of a screw dislocation yielding different line energies. An undisturbed bcc
lattice is shown in (a), viewing direction is the [1 1 1] direction. The numerals
indicate atomic positions as projected onto the (1 1 1) plane and their heights
in [1 1 1] direction in units of the nearest neighbor distance. It can be seen
in (a) that the atoms in neighboring triangular [1 1 1] atomic rows form a
spiral configuration and its winding direction changes alternately as shown
at A and B. The result of the superposition of the perfect strain field of
a screw dislocation as given within isotropic elasticity theory (b) at A or
B, results in atomic positions as shown in (c) and (d), respectively. The
atomic positions of the dislocation atA shows the same spiral arrangement of
neighboring [1 1 1] rows as in the undisturbed lattice, whereas the dislocation
at B shifts atoms in neighboring [1 1 1] rows onto the same plane, therefore
reducing the interatomic distance and, as a consequence, increases the line
energy considerably. Thus, the dislocation core energy should be considerably
higher for the dislocation at B compared to the one at A. This yields for
a moving screw dislocation alternately to high and low line energies with
distance from ridge to ridge of (2
√
2/3)b and equals the distance between
subsequent Peierls potential barriers.
In order to calculate the Peierls stress for the screw dislocations, we
use the following setup: First, a cell oriented along X = 52[1 1 0],Y =
30[1 1 2] and Z = 6[1 1 1] was constructed. Inside a cylinder with radius
R = 26 · a0 ·
√
2 a screw dislocation with Burgers vector b = a0/2[1 1 1] with
displacement field uz = bΘ/2πr was established. After relaxing the structure
inside the cylinder, the atoms in the outermost shell of the cylinder with a
thickness of 15Å was fixed in space. The resulting structure served as the
starting point for the simulations, see Fig. 6.26.
The following procedure is quite similar to the one used for the Peierls
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Fig. 6.24: The change in energy (dashed) and the corresponding “force” (solid)
between dislocation and Th atom located on a lattice plane parallel to the glide
plane of a 12 [1 1 1] edge dislocation is shown. The “force” was calculated as the
derivative of the cell energy with respect to the shift of the Th atom in direction
of the Burgers vector. The figures from top to bottom show the influence of a
dislocation line passing a Th atom located on lattice planes with increasing distance
to the glide plane.
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Fig. 6.25: Changes of the atomic positions when a screw dislocation is introduced
at position A or B in the perfect bcc lattice.(a) sketches the perfect lattice (the
lattice is oriented with [1 1 1] normal to the paper plane). The numerals at the
atomic positions indicate the height of the atoms in [1 1 1] direction in units of the
nearest neighbor distance. (b) the strain field of a screw dislocation (b ∝ [1 1 1])
according to elasticity theory. (c) and (d) show the results after inserting the screw
dislocation in the undisturbed lattice [STY91]
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[11−2]
[1−10]
Fig. 6.26: The relaxed starting cell, i.e. the structure which served as starting point
for the MD simulations of the screw dislocation.
stress of the edge dislocation: The cylinder was then strained in various steps
and the corresponding energy density was recorded. The results for different
glide planes are given in Figs. 6.27 and 6.28. The strain tensor used was this
time given by
ǫij := ǫ(δ2iδ3j + δ3iδ2j) (6.38)
and the corresponding linear elastic energy density
e = 2 ǫ2 c2323 (6.39)
where, as usual, c2323 denotes the elastic constant involved in this straining
procedure. The fitting results in c2323 ≈ 153GPa. The corresponding Peierls
stress is calculated to σP ≈ 2.20GPa. The interaction of a Th impurity atom
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Fig. 6.27: Energy density vs. lattice strain of a screw dislocation with Burgers vec-
tor b ∝ [1 1 1] and slip plane (1 1 2). The points are the results from the MD sim-
ulation and the shaded region marks those points used to fit against e = 2 ǫ2 c2323.
For positive deformations ǫ & 3.6 · 10−3 and negative deformations ǫ . −3.1 · 10−3
there is a more and more pronounced deviation from the fitted parabola (solid line).
with a screw dislocation is at its maximum when the impurity is located in the
dislocation core. To estimate the influence of a Th impurity on the the glide
movement of the screw dislocation, we therefore put an atom in-midst the
dislocation core and increased the stress on the dislocation with the straining
procedure introduced above. The result is shown in 6.29. The stress at which
the dislocation starts to move can be estimated to be σm ≈ 2.51GPa and,
therefore, the influence of the impurity atom on the drag of the dislocation is
only small compared to the comparable situation in edge dislocations. In this
sense, edge and screw dislocations behave quite differently in the presence of
Th impurity atoms.
Plastic deformation is accompanied with moving dislocations. The onset
of this movement should depend solely on the critical resolved shear stress for
a given slip system, and, therefore, should be a function of applied external
stress and inclination of the glide plane within the given stress state. From a
continuum theoretical standpoint, it should be independent of the direction of
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Fig. 6.28: Energy density vs. lattice strain of a screw dislocation with Burgers vec-
tor b ∝ [1 1 1] and slip plane (1 1 0). The points are the results from the MD sim-
ulation and the shaded region marks those points used to fit against e = 2 ǫ2 c2323.
For positive deformations ǫ & 4.6 · 10−3 and negative deformations ǫ . −2.9 · 10−3
there is a more and more pronounced deviation from the fitted parabola (solid line).
slip, i.e. the onset of shear deformation of a single crystal should not depend
on pushing or pulling as long as we do not change the loading axis (Schmid’s
law). Things changes, when we take the discrete matter into account: the
local environment, i.e. the atomic configuration, of a dislocation can change
considerably with the viewing direction perpendicular to the dislocation line.
This means, that there are chances, that Schmid’s law is violated in “real”
crystals. In order to check this for tungsten, we repeat the deformation
procedure described above, but with “inverted” deformation tensor:
ǫij := −ǫ(δ2iδ3j + δ3iδ2j) (6.40)
When Schmid’s law would be strictly valid, than the “Peierls stress” for this
changed sign deformation should be unaffected. The result can be seen in
Fig. 6.27 and 6.28. A slight asymmetry is visible, i.e. the Peierls stress in
forward, i.e. positive sign, direction needs higher onset stress compared to its
backward counterpart. The calculated difference is about ∆σP = 0.11GPa.
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Fig. 6.29: Energy density vs. lattice strain of a screw dislocation with Burgers
vector b ∝ [1 1 1] and slip plane (1 1 2). The interaction of the screw dislocation
and a Th impurity atom is simulated by locating a Th atom in-midst the dislocation
core. The points are the results from the MD simulation and the shaded region
marks those points used to fit against e = 2 ǫ2 c2323. For deformations ǫ & 4.1 · 10−3
there is a more and more pronounced deviation from the fitted parabola (solid line).
To explain this at a first glance counter intuitive result, the sessile dislocation
model, also called the pseudo Peierls mechanism [STY91], is sometimes used.
Within this model, the dislocation core plays the dominant role: due to
the threefold symmetry for this kind of screw dislocation core, there is no
mirror symmetry plane containing the dislocation line perpendicular to the
slip direction (in practice, ∝ [1 1 0] or ∝ [1 1 2]), see Fig. 6.30. The core
structure of a relaxed dislocation can be readily depicted within a differential
displacement (DD) map [VPB70]. The DD map of the relaxed tungsten
1/2[1 1 1] screw dislocation is shown in Fig. 6.31.
6.7 A Dislocation of mixed type
Up to now, we considered only dislocations of either pure screw or pure edge
type. But, it is a priori not clear, whether these pure dislocations are in a
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Fig. 6.30: The commonly assumed threefold splitting of a 12 [1 1 1] screw dislocation
core is sketched. The splitting of the core should result in three 16 [1 1 1] partial
dislocations, where the partials reside on three 120◦-rotated (1 1 2) planes. This
splitting serves as an explanation of the for bcc-metals quite common violation
of Schmid’s law, which states, that the Peierls stress should be independent of
“forth” or “backward” shear. This violation is considered to be a result of the broken
symmetry of the splitted core: in order to move, the “extended” core has to constrict
on the glideplane before a movement of the dislocation can occur. This constriction
needs almost surely different stresses in “forth” and “backward” direction.
sense preferred over a dislocation of mixed type, i.e. with screw as well as
edge components. In order to shed some light on a mixed dislocation, we
study the well-known [Old86] 71◦-dislocation and compare the results with
the corresponding ones of the pure dislocations. For the construction of the
simulation cell containing this type of dislocation, we follow closely the recipe
in [Old86] and the procedure used therein is briefly summarized here. The
Burgers vector of the 71◦-dislocation is assumed to be b = a0/2[1 1 1], the
dislocation line s shall point into the [1 1 1]-direction. The glide plane coin-
cides with the (1 1 0) plane. With these assumptions, the angle between b
and s equals arccos(1/3) ≈ 70◦30′. Furthermore, periodicity along the dislo-
cation line is assumed. For the simulation cell, we make use of the following
coordinate system: X ∝ [1 1 2], Y ∝ [1 1 0] and Z ∝ [1 1 1]. With these con-
ventions, the Z-axis points along the dislocation line and the Burgers vector
resides in the Y − Z plane. For the construction of the edge component
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Fig. 6.31: A differential displacement map of the a0/2[111] screw dislocation. The
lengths of the arrows indicate the relative displacement of neighboring atoms con-
nected by the arrow. The arrow points to a neighbor. [VPB70]
of the dislocation, we have to ensure, that atoms do not come too close to
one another, so that we have to remove a suitably chosen halfplane. This
halfplane is normal to the edge component (the X-axis) and starts at the
dislocation line. This halfplane has to be swept in normal direction for a
distance of one Burgers vector. The atoms in the “sweeping” region then
have to be removed. The displacements for screw and edge components are
then simply added independently. Therefore, the displacements are given by
[Cah70]
ux =
be
2π
(
xy
2(1− ν)(x2 + y2) −Θ
)
uy =
be
2π
(
y2
2(1− ν)(x2 + y2) −
1− 2ν
4(1− ν) ln(
x2 + y2
b2e
)
)
(6.41)
uz =
bs
2π
(π
2
−Θ
)
where x and y denote the projections of coordinates of the distance of the
particle from the dislocation line onto the X- and Y -directions, respectively,
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and Θ is the angle between Y -axis and the projection of the particle coordi-
nates onto the Y − X plane. be and bs are the edge and screw components
of the Burgers vector, respectively, ν, as usual, is the Poisson number of
tungsten (ν ≈ 0.28). The geometry of this mixed dislocation within the bcc-
lattice of tungsten should leave the twofold symmetry axis along the Y -axis
untouched. Applying the displacements, Eqs. (6.41), however, destroys this
twofold symmetry and has to be restored afterwards. This was done by rotat-
ing the atom positions around the Y -direction, calculating the corresponding
displacements, rotating the calculated displacements back and, finally, using
the arithmetic mean between displacements and rotated ones. Using the
procedure as introduced above, it turned out, that two energetically totally
different dislocation cores can be constructed: a very high energy core (as
used in the theoretical considerations in [Old86]) and a comparably low en-
ergy core. The core energy Edc of the dislocations is defined as the difference
between the excess energy Eex and the elastic energy Eel per length of the
dislocation line,
Edc := Eex − Eel (6.42)
where the excess energy Eex is given by
Eex := Etot −N ·Ecoh (6.43)
with the total energy of the simulation cell Etot of N atoms in total and
the cohesion energy per atom Ecoh. The corresponding line energies and the
detailed procedures to derive them are presented in the upcoming section,
see section 6.8 and Tab. 6.7, therein.
The elastic energy Eel within a hollow cylinder of outer radius R and
inner radius r0 is well known to diverge, both, approaching the dislocation
line (i.e. r0 → 0) and departing to infinity (i.e. R→∞)[HL82]:
Eel =
µ
4π
(
bs +
be
1− ν
)
ln
(
R
r0
)
(6.44)
This divergence in the total energy is addressed in the next section.
6.8 The dislocation line energy: a comparison
In this section, we try to estimate a property of dislocations which is assumed
to be independent of the cell volume containing the dislocation: the dislo-
cation core energy Edc. A general result from isotropic elastic theory states,
that the strain energy per dislocation length within a cylinder of radius R
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generated by a straight dislocation arranged along the cylinder axis is given
by [HL82]:
E(R, rc) ∝ ln
(
R
rc
)
. (6.45)
Eq. (6.45) shows that E(R, rc)→∞ whenever rc → 0 or R→∞, and there-
fore explains the fact, that the total strain energy depends on the simulation
cell chosen. To get a cell independent property, we utilize the strain energy
in the following form:
E(R, rc) = C(ln(R)− ln(rc)) + Edc(rc) (6.46)
with a suitably chosen constant C. Generally, the result of a MD simulation
is the cell energy or the energy per atom. In order to derive the strain energy,
it is of crucial importance, to know the cohesion energy Ec, i.e. the energy
difference at zero temperature of an atom in an ideal bulk system and a free
atom without further bindings to other atoms, accurately. Due to the fitting
procedure for the interatomic potential, one cannot assume, that the fitted
value for the cohesion energy (Efc = −8.9eV) is the exact value for the actual
atomic assembly in a MD simulation to arbitrary digits. The actual value of
the cohesion energy serves as the zero point for the strain energy. Therefore,
as a first step, we had to derive the cohesion energy from an optimization
procedure as follows: We constructed a straight dislocation within a cylinder
of a typical radius Rc ≈ 220Å according to isotropic elasticity theory as
already described. Atoms within an outer ring of width 15Å were held fixed
to mimic an infinite isotropic elastic region containing the dislocation. The
width of the ring was chosen such that the non-fixed atoms closest to the
fixed ring don’t suffer from the outer surface of the cylinder. After relaxing
the remaining atoms for trelax ≈ 4ps at a temperature of T = 10−3K we
arrived at a steady state of the assembly from which we recorded the energy
for each individual atom. The cohesion energy Ec was determined iteratively:
Assuming that the exact Ec is not known, we start from the obviously quite
reasonable approximation Efc = −8.9eV. We then adjusted the cohesion
energy such that the fitted (minimizing the least squares error using the
Levenberg-Marquardt scheme [GM78]) strain energy relation
ES(R, rc) = E(R, rc)−N(R)Ec − ∆Ec
Ω
πR2 = C(ln(R)− ln(rc)) + Edc(rc)
(6.47)
yields ∆Ec ∼ 0. N(R) denotes the total number of atoms in the cylinder of
radius R and ES(R, rc) its strain energy per dislocation line length. rc was
fixed to the magnitude b of the burgers vector which seems to be a quite com-
mon choice, despite the fact, that the elastic region starts about 4 · b, which
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Fig. 6.32: The fitting results as described in the text are shown for the pure screw
(left) and the pure edge (right) dislocation. The scale on the left present the fitted
equation together with the data fitted on. The data represent the result of the
MD relaxation of a cylindrical cell containing the straight (either screw or edge)
dislocations. The right axis shows the corresponding deviations between fit and data.
dislocation C (eV/Å) Edc(b) (eV/Å) ∆Ec (eV) µ∗ (GPa)
screw 0.610771 0.570498 2.86 · 10−5 161.8
edge 0.957555 0.844626 −4.34 · 10−7 182.6
mixed (low) 0.933877 0.857551 −1.94 · 10−5 183.8
mixed (high) 0.920740 0.877063 −1.21 · 10−6 181.2
Table 6.7: The results of the fitting process of Eq. (6.47) against the MD data of a
straight dislocation within a cylinder embedded in an isotropic elastic solid.
was used to fit Eq. (6.47) against the E(R, rc) data. The last term righthand
of Eq. (6.47) arises due to deviations of the assumed cohesion energy from
the true one, i.e. ∆Ec ≈ 0 means that Ec coincides almost precisely with the
exact cohesion energy. The cohesion energy for all simulations of the different
dislocations thus determined resulted in Ec = −8.89990eV. A by-product of
the fitting scheme described, is the dislocation line energy Edc(rc). Because
of the arbitrariness of the partitioning of space through the specific choice of
rc, Edc is not a physical quantity in the sense, that it cannot be defined or
measured uniquely. To make this parameter meaningful, rc must of course be
specified, also. As mentioned, here for comparison reasons, we used rc = b,
the magnitude of the Burgers vector. The overall results from the fitting
procedure are shown in Figs. 6.32 and 6.33.
Remarkable from the fitting is the very small deviation of the calculated
cohesion energy, despite the fact, that we used differently oriented crystals
and yet isotropic elasticity theory for the construction of the dislocation. The
shear constant was calculated using the following relation for the constant
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Fig. 6.33: The fitting results as described in the text are shown for two dislocations
of mixed type as described in the text ( low energy on the left, high energy on
the right). The scale on the left present the fitted equation together with the data
fitted on. The data represent the result of the MD relaxation of a cylindrical cell
containing various straight dislocations. The right axis shows the corresponding
deviations between fit and data.
C [HL82]:
C ≅
µ∗b2
4π
(
cos2 β +
sin2 β
1− ν
)
(6.48)
The shear constant so derived shows a pronounced increase as soon as there is
some non zero edge component, probably a consequence of the anharmonic
interatomic interactions. First of all, anharmonicity results in a non zero
overall volume change due to the presence of edge dislocations. The fact that
the cohesion energy remains almost unaffected irrespectively of the presence
of a screw or edge dislocations seems to indicate, that the volume change is
not responsible for the change in shearing behavior, because any overall vol-
ume change should change the calculated cohesion energy dramatically. Also,
the dislocation core energies derived show a remarkable difference between
edge (and mixed) and screw dislocations: Edc tends to increase whenever a
edge component is present. The total energy per dislocation line length E(R)
for R = 90Å as can be seen from Figs. 6.32, 6.33 are approximately 2.74eV,
4.18eV, 4.09eV and 4.08eV, for screw, edge, mixed (low) and mixed (high),
respectively.
6.9 The Stacking Fault Energy (SFE)
Now, as we addressed different aspects of line defects, i.e. dislocations, in
crystalline tungsten, we turn to another likewise important concept, espe-
cially for plasticity: the stacking fault energy. Any rearrangement of the
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sequence of parallel planes in a crystal results in a stacking fault. The cor-
responding change in energy per area is consequently called stacking fault
energy. To determine the stacking fault energy, we first calculate the γ-
surface. For this, we divide a tungsten crystal in two halves and slide them
relative to each other by a vector u0. The cell energy per unit area measured
from the cell energy of the undisturbed crystal, i.e. u0 = 0, is called the
generalized stacking fault energy γ(u0). As we consider periodic aggregates
of atoms, γ(u0) is a periodic function of the shift vector u0 and it is suf-
ficient to scan an irreducible zone of all shifts possible. For our purposes,
we calculate γ(u0) in starting with a properly chosen crystalline cell. As
we are primarily interested in stacking faults along the most important glide
planes of tungsten, i.e. (1 1 0) and (1 1 2), the orthorhombic cell axes were
chosen as X = 7[1 1 0],Y = 4[1 1 2] and Z = 3[1 1 1] for both, the (1 1 0)-
and (1 1 0)-glide plane. The cell axes within the glide plane were periodic,
whereas the cell along the glide plane normal had a free surface, i.e. no
periodicity. For all subsequent shifts along the glide plane, the atoms were
allowed to relax in glide plane normal direction and fixed perpendicular to
it. All calculations were carried out at zero temperature and pressure using
our Langevin piston method. We scanned the glide plane on a regular grid
with shift vectors u0(m,n) = (mY+nZ)/16 and u0(m,n) = (mX+nZ)/16,
0 ≤ m,n ≤ 16, for the glide plane (1 1 0) and (1 1 2), respectively. The en-
ergy per unit area was recorded. The results of this procedure are shown in
Fig. 6.34. As the minima of the γ-surface for the (1 1 0)-plane are aligned
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Fig. 6.34: The gamma surface for a relaxed “stacking fault” on either (1 1 0)- (left)
or (1 1 2)-plane (right). The atoms in the simulation cells were allowed to relax
along the direction perpendicular to the stacking fault plane.
along m
2
[1 1 1] with m = 0, 1, 2 and, therefore, coincide with “regular” lattice
points, a stacking fault cannot exist at all on this plane. For the (1 1 2)-
plane things are different: a possible stacking fault could exist with Burgers
vector bsf = 16 [1 1 1] +
1
2
[1 1 0] = 1
6
[4 2 1]. The corresponding stacking fault
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energy γ(bsf ) ≈ 0.23eV/Å2. For the symmetry equivalent planes ((1 1 2),
(1 2 1) and (2 1 1)) we get the following Burgers vectors for the corresponding
partial dislocations:
b1sf :=
1
6
[1 1 1] +
1
2
[1 1 0] =
1
6
[4 2 1] (6.49)
b2sf :=
1
6
[1 1 1] +
1
2
[1 0 1] =
1
6
[2 1 4] (6.50)
b3sf :=
1
6
[1 1 1] +
1
2
[0 1 1] =
1
6
[1 4 2] (6.51)
The sum of these partials results in the Burgers vector of an undissociated
(screw) dislocation, so that the following variant of Sleeswyk’s reaction can
be formulated:
3∑
i=1
bisf =
1
2
[1 1 1] =: b (6.52)
However, a simple estimation of the expected equilibrium separation of the
stacking fault planes [Haa78] makes a splitting of a screw dislocation into
partials very unlikely due to the also observed very high stacking fault energy
γ(bsf ) ≈ 0.23eV/Å2.
6.10 Free Enthalpy with MD
In this section we will present some applications of the Overlapping Distri-
bution Method as described in section 5.1.3. We start with the calculation
of the free enthalpy of the pure tungsten lattice in the bcc phase as a func-
tion of temperature at zero pressure. This is done by a switching procedure
in which a system of tungsten atoms, interacting through the EAM po-
tentials as derived earlier, is turned into a system of independent identical
three-dimensional harmonic oscillators, i.e. an Einstein solid. The vacancy
formation enthalpy in pure tungsten, most important for diffusional fluxes,
is calculated using a similar procedure, where gradually an atom, or its in-
teraction energy with its environment, is “switched off”. Within the same
approach, we derive the enthalpy of solution of thorium in tungsten.
6.10.1 Lattice Formation Enthalpy
The process of formation of vacancies in tungsten, and in crystalline ma-
terials in general, is of considerable interest. Besides the significant role
vacancies play in the transport of matter within a crystal through diffusion
mechanisms, they effect mechanical properties through their interaction with
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extended defects such as dislocations and stacking faults. In order to gain
a better understanding of the influence of mono-vacancies on the structural
properties of crystalline materials, knowledge of the thermodynamic param-
eters involved in their formation is indispensable.
We start with the well posed “reference state” of a system of harmonic
oscillators oscillating with the same frequency ωE, i.e. an Einstein solid. For
the Einstein solid the free energy per degree of freedom as a function of
temperature is a well known quantity [Boe83]:
Avib =
~ωE
2
+ kBT ln(1− e−
~ωE
kBT ) . (6.53)
In principle, the frequency of the oscillators can be chosen arbitrarily. But
in order to get reliable results, this should be chosen sensible, as the results
depend heavily on the “overlaps” of the corresponding distributions, see sec-
tion 5.1.3. A rough choice for the oscillator frequency can be extracted from
the phonon density of states (PDOS), Fig. 6.1. For tungsten one can guess a
Einstein frequency fE between 3THz and 6THz. A more accurate procedure
is provided by inspection of the velocity autocorrelation function (VACF),
Eq. (6.13), for very short times [AT87]:
Cvv(t) = 1− 1
2
(ωEt)
2 +O(t3) . (6.54)
A fit of the parabola in Eq. (6.54) against Cvv(t) is shown in Fig. 6.35. The
Einstein frequency as indicated by the quadratic fitting of the VACF results
in fE ≈ 5.0THz, which fits perfectly well into the range extracted from the
PDOS.
We are mainly interested in calculating ensemble averages within MD.
As we assume the ergodic theorem to be valid for the systems under consid-
eration, we calculate averages along trajectories sampling the many-particle
phase space. As the trajectories generated within MD are necessarily finite,
the calculated averages are itself varying quantities. For this reason, we have
to digress a little bit, and explore the sampling problem with correlated data.
Assumed that we want to calculate the ensemble average of a phase space
function A(Γ), an observable, we start with a single trajectory Γ(ti) generated
with MD, where ti denotes an instance of time and Γ(ti) the corresponding
phase space point. An estimation for the ensemble average 〈A〉est, therefore,
is given by:
〈A〉est = 1
N
∑
i
A(Γ(ti)) , (6.55)
with N := |{ti}|, i.e. the total number of instances of time. As we consider
finite trajectories, the calculated mean, Eq. (6.55), varies from trajectory
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Fig. 6.35: The (normalized) velocity autocorrelation function (VACF) is shown
for a micro-canonical system of 1024 particles interacting with the EAM-potentials
for tungsten at an average temperature of about 1500K. The insert shows the
VACF for short times together with a fit against its expected short time behavior,
Eq. (6.54). The grey-shaded area marks the fitted region. The fit gives an angular
Einstein frequency of about ωE ≈ 3.1 · 1013s−1, which corresponds to a frequency
of fE ≈ 5.0 · 1012s−1.
to trajectory. The squared width of the variations can be easily estimated
assumed that the A(Γ(ti)) are uncorrelated to each other:
σ2(〈A〉est) = 1
N
σ2(A) , (6.56)
where
σ2(A) =
1
N
∑
i
(A(Γ(ti))− 〈A〉est)2 . (6.57)
Generally, of course, subsequent phase space points are not uncorrelated.
The correlations persist for some characteristic time [Ben76, AT87], the cor-
relation time τA. To get rid of spurious correlations between data points, one
defines the statistical inefficiency
sA = lim
Nb→∞
Nbσ
2(〈A〉estb )
σ2(A)
. (6.58)
Nb = N/nb is an arbitrarily chosen block length, nb equals the number of
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blocks spanning the complete trajectory. σ2(〈A〉estb ) is given by
σ2(〈A〉estb ) =
1
nb
nb∑
b=1
(〈A〉estb − 〈A〉est)2 , (6.59)
where
〈A〉estb =
1
Nb
Nb∑
i=1
A(Γ(ti)) , (6.60)
i.e. the mean in each block. It can be shown [AT87], that sA ≡ 2τA. So,
for efficient sampling, one should generate data points separated in time
by at least the correlation time, one or two times τA. Unfortunately, τA is
not known beforehand, before an actual simulation run is calculated. To
avoid excessive strain of the computer storage, one should store a data point
after approximately sA MD-steps for a typical system. Fig. 6.36 shows the
statistical inefficiency sA for a micro-canonical trajectory generated by a
system containing 1024 particles at a mean “temperature” of about 1500K.
The time step chosen was ∆t = 2 · 10−16s. For each step the potential energy
per particle was stored to get a reliable estimation for the block length and
the correlation time for the potential energy. From Fig. 6.36 one extracts
a block length of about 145. This gives an estimated correlation time of
about τEpot ≈ 1.45 · 10−14s. τEpot is nearly independent of the size of the
system, i.e. the number of particles. Furthermore, it turned out to be nearly
unaffected by the temperature in the range considered. Efficient sampling,
therefore, means to store and use energy values separated in time by at least
τEpot .
To calculate the free enthalpy per particle for the lattice, we will use the
Overlapping Distribution Method as introduced in section 5.1.3. For this,
we generate trajectories in the NVT ensemble, i.e. fixed number of particles,
volume and temperature. After simulating an unperturbed system for a time
duration of about τEpot , we gradually switch the interaction potential towards
one, where the interaction energy between the particles is slightly reduced
and, at the same time, we introduce a harmonic force acting on the particles.
This is accomplished by scaling the EAM potentials for tungsten
φα(r) := α ·φWW (r) (6.61)
Fα(ρ) := α ·FW (ρ)
with a scaling parameter α ∈ [0, 1]. This simple scaling ensures, that the
interaction energy due to the EAM model of the particles is reduced to zero
when α vanishes. In order to get an Einstein solid, we apply a harmonic
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Fig. 6.36: The statistical inefficiency as a function of
√
Nb is shown. This figure is
extracted from the data of a micro-canonical simulation of a system containing 1024
particles, relaxed at a temperature T = 1500K. The time step for the simulation
was chosen to be 2 · 10−16s. The block length to ensure uncorrelated data is shown
to be approximately Nb ≈ 145.
force on each particle:
F hα (ri) := −(1− α)mWω2E(ri − r0i ) (6.62)
where mW denotes the mass of a tungsten atom, ri and r0i the actual position
and the position of the origin of the harmonic force, respectively. ωE is the
Einstein frequency as derived above. Fig. 6.37 shows examples of the scaled
potentials for various choices of α. The transformations Eq. (6.61) and (6.62)
ensure a smooth transition from a system of interacting tungsten atoms to a
system of oscillators, i.e. an Einstein solid.
The potential energy, therefore, for a system of particles is given by:
Eα =
∑
i
Fα
(∑
j( 6=i)
∆ρj(Rij)
)
+
1
2
∑
i,j
(j 6=i)
φα(Rij)
+
∑
i
(
(1− α)mWω2ER2i0 + (1− α)Ecoh
)
(6.63)
where the last term ensures, that the system of non interacting harmonic
oscillators for α = 0 has the proper cohesion energy per atom Ecoh. The time
step for the simulations is chosen to be ∆t = 2 · 10−15s, which is small enough
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Fig. 6.37: The scaled functions FW (ρ) and φWW (r) for tungsten are shown ac-
cording to the transformation Eq. (6.61). for various choices of α. The result of
these transformations is a smooth transition between the W-W interaction and an
“harmonic lattice”, i.e. a lattice, where each particle is bound to a purely harmonic
force
to generate cell energies which remain constant in the NVE ensemble along
the simulated trajectories and, on the other hand, not too small to generate
a reasonable amount of uncorrelated data within a given CPU time.
In order to make use of the Overlapping Distribution Method we calcu-
lated the trajectories of a system of 250 particles for a time duration of 217
time steps after relaxing it for another 212 steps for each temperature and
choice of α. The temperatures were varied between 400K to 2000K. α was
chosen between zero and one with step ∆α = 0.1. Taking the typical corre-
lation time of about 24 time steps into account, this procedure results in a
total number of 213 uncorrelated instances of the trajectories. Furthermore,
to ensure good starting values for the self-consistent cycle necessary to solve
Eqs. (5.45) and (5.46) the free enthalpy differences for each transition from
α to α+∆α, we use the following simple expressions for enthalpy differences
∆A := A(α′)− A(α):
∆A+ := −kBT ln
〈
e−β(V (α
′)−V (α))〉
α
(6.64)
and
∆A− := −kBT ln
〈
eβ(V (α
′)−V (α))〉−1
α′
(6.65)
where 〈. . .〉α/α′ denotes averaging over the trajectory, generated with (total)
interaction potential V (α) or V (α′), respectively (see also section 5.1.3). As
starting point for the iterative solution of Eq. (5.46) we used the arithmetic
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mean of ∆A+ and ∆A−. Fig. 6.38 shows an example of the normalized
densities fα/α′ , Eq. (5.35), for α = 0.4 and α = 0.5 and the free enthalpy
differences and total free enthalpies per atom for tungsten.
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Fig. 6.38: Left: An example for the normalized densities fα/α′ , Eq. (5.35), for
α = 0.4 and α = 0.5 for a simulation of 250 particles at T = 1000K and fixed,
but equilibrated volume. For the densities shown, a total of 8192 uncorrelated con-
figurations for each choice of α were evaluated. Right: The resulting free energy
differences calculated via self-consistently solving Eqs. (5.43) and (5.45), together
with the free energy of a system of harmonic oscillators, Eq. (6.53), as a function
of temperature is shown. The “bracketing” values of the free energy differences,
∆A+ and ∆A− are calculated with Eqs. (6.64) and (6.65).
In order to check our result obtained so far, we exploit the following simple
thermodynamic relationship for the heat capacity per atom cP (at constant
hydrodynamic pressure P = 0):
cP = T
(
∂S
∂T
)
PN
=
(
∂H
∂T
)
PN
(6.66)
with enthalpy H = E + PV , which in case of P = 0 is numerically equal to
the internal energy E. We used the entropy S derived with the overlapping
distribution method and the corresponding internal energies E directly from
the MD runs to derive cP . In order to enhance the accuracy of the partial
derivative of S in Eq. (6.66), we fitted the function
f(T ) = a0 ln(T + a1) + a2 (6.67)
against the entropy data as a function of temperature within a least square
procedure. The parameters obtained this way are a0 = 3.10353, a1 = 17.816
and a2 = −13.8537. cP (T ) obtained via the definitions, Eq. (6.66), and
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Fig. 6.39: The internal energy E, free energy A and entropy S per atom for a
tungsten lattice as a function of temperature T between 400K and 2000K is shown.
its comparison with experimental data [WC84] is given in Fig. 6.40. The
results show a remarkable agreement firstly between the two approaches, and
secondly, an also reasonable conformity with experimental data. Finally, we
also computed the entropy difference ∆S(T ) := S(T )− S(400K) from:
∆S(T ) :=
∫ T
400K
cP (T
′)
T ′
dT ′ . (6.68)
A rather good agreement between the different approaches is observed.
We also see a slight enhancement with the data obtained from the Over-
lapping Distribution Method (ODM) compared to the more direct procedure
calculating first the enthalpy. The very high computational costs in applying
the ODM seem to ban its application and, instead, to prefer the usage of
the direct approach as indicated above. But one should note, that for the
knowledge of the total (vibrational) entropy it is necessary to get at least one
entropic reference point. To get this point, the ODM should be used. The
differences to the result for a system of noninteracting harmonic oscillators,
cP = 3kB ≈ 2.58 · 10−4eV/K (Dulong and Petit law), is not a consequence
of the electronic contribution to the specific heat being not present in the
classical interaction schemes suitable for molecular dynamics, because the
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temperature T0 [AM76] above which the phonon contribution exceeds the
electronic contribution is typically only a few percent of the Debye temper-
ature, as can be seen from
T0 =
(
5
24π2
Z · θ3D
TF
) 1
2
≈ 26K (6.69)
where the valency Z ≈ 6, the Debye temperature θD ≈ 400K, and the Fermi
Temperature TF ≈ 116000K. At temperatures high enough, the anharmonic
effects could become important, which are not included in the classical result
of Dulong and Petit.
To clarify the influence of anharmonicity of the interaction potentials for
cP , we did some test calculations first for a system of independent Einstein
oscillators and successively include some anharmonic contributions with po-
tential energies chosen according to the following scheme:
Vα(x) := VE(x) + αVE(x)
n , with VE(x) :=
mWω
2
E
2
x2 , (6.70)
with x labeling the deviation from the corresponding origin, and mW , ωE are
mass of a tungsten atom and Einstein frequency, respectively, as mentioned
above and derived from Fig. 6.35.
Clearly, for α = 0 we have the situation of noninteracting harmonic oscil-
lators (for each degree of freedom), oscillating with the same frequency, ie.
an Einstein solid. The forces, therefore, are given by:
Fα(x) = −∂Vα(x)
∂x
= (1 + nαVE(x)
n−1)FE(x) , with FE(x) := −mWω2Ex .
(6.71)
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This model system enables us in a simple manner to derive the anhar-
monic effects on cP . For this, we generate a series of trajectories for varying
temperatures and anharmonicity factors α. Furthermore, the “strength” of
the anharmonicity can be triggered with a proper choice of the exponent
n. So, additionally, we performed our calculations for different choices of n,
too. All our test calculations are done coupled to a thermal bath, in order
to generate trajectories from a canonical ensemble, applying our Brownian
thermostat as already described. The models consist of 1024 particles each
of mass mW of a tungsten atom. The temperatures are varied between 400K
and 2000K in steps of 200K. We took two different choices of n: n = 2
and n = 3. α is changed so that the mean potential energy change is about
10%, 20% and 30%, respectively. To ensure this last criterion, we apply the
generalized equipartition theorem (see e.g. [Mün69]):〈
qk
∂H
∂qk
〉
= kBT (6.72)〈
pk
∂H
∂pk
〉
= kBT , (6.73)
where H denotes the total system Hamiltonian and qk, pk a generalized coor-
dinate and momentum, respectively, and 〈. . .〉 means averaging in the canon-
ical ensemble. In our case, H is given by:
Hα :=
∑
i
(
1
2
mW x˙i
2 + Vα(xi)) (6.74)
where the sum extends over all degrees of freedom. Applying Eq. (6.72) to
the system Hamiltonian, Eq. (6.74), gives:
〈Ekin〉 = NkBT
2
(6.75)
〈Epot〉 = NkBT
2
− α(n− 1)
〈∑
i
VE(xi)
n
〉
. (6.76)
Here Ekin :=
∑
i
1
2
mW x˙i
2 denotes the total kinetic anergy , whereas Epot :=∑
i Vα(xi) is its potential counterpart. N is the total number of degrees of
freedom. To derive Eq. (6.75), we used the fact, that in Eulerian nomencla-
ture, Ekin, as well as the harmonic part of Epot are homogeneous functions
of second order in x˙i and xi, respectively, and that 〈. . .〉 is a linear operator.
Therefore, the mean total energy results in:
〈Etot〉 := 〈Ekin〉+ 〈Epot〉 = NkBT − α(n− 1)
〈∑
i
VE(xi)
n
〉
, (6.77)
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which shows, that for a given temperature and α > 0 and n > 1, the
anharmonic contribution reduces the mean total energy of the system, as
〈∑i VE(xi)n〉 > 0, compared to the purely harmonic situation. Suppose now,
that we want to reduce the mean potential energy by a given fraction χ.
Simple analysis of Eq. (6.76) shows that a good guess for α at temperature
T and with anharmonicity exponent n is, therefore, given by:
α =
χ
n− 1
(
kBT
2
)1−n
(6.78)
where we made use of the approximation 〈VE(xi)n〉 ≈ 〈VE(xi)〉n = (kBT/2)n.
The results are shown in Fig. 6.41. Clearly, for the purely harmonic
case, the specific heat is independent of temperature and equals c = 3kB
per particle. The deviations from this classical result are the stronger the
more the anharmonicity (triggered via exponent n) increases. But one also
recognizes, that the deviations of c = 3kB are of negative sign, which is in
clear contrast to our result from the tungsten calculations, see Fig. 6.40,
where the deviations from the experimental values are of positive sign. This
indicates, that the missing anharmonicity alone in the potentials created
cannot explain the observed behavior.
When dealing with classical interaction potentials for molecular dynamics
simulations, one necessarily has to cut off the interaction at some chosen dis-
tance. Particles whose distances is beyond this cutoff do not recognize each
other. Unfortunately, this could be a principle source of error in the specific
heat calculations. In order to clarify this point, we tried the following ap-
proach: we generated two simple Lennard-Jones potentials, a LJ-(12,6) and
a LJ-(12,4) pair potential, fitted against the bulk modulus and the cohesive
energy of bcc-tungsten, and varied the cutoff through shifting the potential
and set to zero, whenever the potential rises above zero. The LJ-(12,6) and
the LJ-(12,4) potentials are given by:
φ(r) := 4ǫ
[(σ
r
)12
−
(σ
r
)6]
and φ(r) := 4ǫ
[(σ
r
)12
−
(σ
r
)4]
, (6.79)
where we introduced two more parameters σ and ǫ, which are to be deter-
mined. It is easy to derive the following useful relations for the unknowns σ
and ǫ:
r0 =
(
2A12
A6
) 1
6
σ , E0 = − A
2
6ǫ
2A12
and B0 =
9ǫ
2σ3
A12
(
2A6
A12
) 5
2
, (6.80)
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and
r0 =
(
3A12
A4
) 1
8
σ , E0 = −4ǫ
3
√
A4
3A12
and B0 =
4ǫ
σ3
4A4
311/8
(
A4
A12
) 7
8
,
(6.81)
where r0, E0 and B0 are nearest-neighbor distance in equilibrium, cohesive
energy and bulk modulus, respectively. The dimensionless constants A6 and
A12 depend on the crystal structure. They are defined by the sums of the
inverse 6th and 12th powers of the distance from a given Bravais lattice point
to all others, where the unit of distance is taken to be the distance to the
nearest neighbors. For the bcc-lattice they are given by [AM76]:
A4 := 22.64, A6 := 12.25 and A12 := 9.11 . (6.82)
For determination of ǫ and σ, we decided to fit against the bulk modulus and
the equilibrium nearest neighbor distance r0 = a0
√
3/2, with B0 and a0 from
Tab. 5.2, as the total energy per particle in the lattice, the cohesion energy,
is changed anyway via the shifting procedure of the potential as described
above, as for a N -particle system, shifting of the potential together with the
cutoff procedure mentioned is equivalent to shifting the total energy of the
system. The fitted values for σ and ǫ are accordingly given by:
LJ-(12,6): σ = 2.580Å and ǫ = 0.474 eV . (6.83)
LJ-(12,4): σ = 2.693Å and ǫ = 0.213 eV . (6.84)
The cutoff is varied between fourth and sixth nearest neighbor distance.
In summary, the potentials in use become:
φδ(r) := 4ǫ
[(σ
r
)12
−
(σ
r
)6]
+ δ , (6.85)
for the LJ-(12,6) (the LJ-(12,4) is constructed analogously),where δ is chosen,
such that the cutoff, i.e. the distance rc beyond which φδ(r) ≡ 0, falls midway
between the third and fourth, the fourth and the fifth, and, the fifth and the
sixth neighbor shell. In particular, Tab. 6.8 shows the results, i.e. the shifting
parameter δ for the cutoff rc chosen.
With the shifted potentials, we generated trajectories and calculated the
specific heat per particle as done with the EAM potentials. The results
are shown in Fig. 6.42 and Tab. 6.9. As the energy versus temperature
curves show to a very good approximation a almost linear dependency, we
approximated the specific heat of the model system with a linear regression
analysis and a variant of Eq. (6.66) applicable for cV . From the values for cV
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Cutoff between 3-4 4-5 5-6
rc (Å) 4.890530084 5.396436012 5.940303985
δ(12,6) (eV) 0.040055831 0.022408353 0.012661784
δ(12,4) (eV) 0.077756139 0.052691718 0.035961129
Table 6.8: Parameter δ to fix the Lennard-Jones potential for a given cutoff. The
figures in the top row show the neighbor shells between which the cutoff rc is chosen.
δ denotes the resulting shift of the Lennard-Jones potential which ensures φδ(r)
being zero at rc.
potential LJ-(12,4) LJ-(12,6)
cutoff between shell 3-4 4-5 5-6 3-4 4-5 5-6
specific heat cV (10−4eV/K) 2.52 2.47 2.52 2.47 2.46 2.49
Table 6.9: Specific heat cV per particle for Lennard-Jones potentials LJ-(12,4) and
LJ-(12,6), respectively. The data are derived from Fig. 6.42 via cV =
(
∂E
∂T
)
V N
. As
the E(T ) behave linear to a good approximation, the specific heats are determined
by linear regression of E(T ) and thus are valid for at least a temperature range of
400K to 2000K.
in Tab. 6.9 we see, if ever, only a very small influence of the cutoff distances
on cV .
To summarize, neither the anharmonicity nor the neglected neighborhood
due to the finite cutoff distance of the potentials seems to have any major
influence on the specific heat of the many particle system.
Fig. 6.44 shows the comparison of the universal binding energy relation for
tungsten, Eq. (5.64), and the result of a model calculation containing 1024
tungsten atoms interacting with the EAM-potentials connected to a heat
bath at a temperature of 1000K and 2000K. The bulk modulus, extracted
from Fig. 6.44, decreases from 331GPa at 1000K down to 311GPa at 2000K,
a trend which corresponds well to the experimental data, albeit the absolute
values are about 12% to high.
Up to now, we considered the body centered cubic tungsten lattice. We
now want to supplement the calculations of the lattice formation enthalpy
above by the equivalent simulations at the face centered cubic thorium lat-
tice. The results for the velocity autocorrelation function of a thorium atom
equilibrated at T = 1500K in the equilibrium lattice is shown in Fig. 6.47.
Also shown is the fitted short term parabola to extract the Einstein frequency
fE, which results to fE ≈ 2.9 · 1012s−1, almost a factor of two lower than its
counterpart for tungsten. This clearly reflects the fact, that the elastic con-
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Fig. 6.42: Energy (at constant volume) for a system of 1024 particles interacting via
a (12,4)-Lennard-Jones (above) and (12,6)-Lennard-Jones (below) pair potential.
The potential is shifted with an additive constant δ and set to zero whenever the
shifted potential would become positive. Shifting of the potential therefore results in
adjusting the cutoff distance rc. The specific heat cV =
(
∂E
∂T
)
V N
can be calculated
with linear regression as E versus T seems to be linear to a very good approximation.
154
400 600 800 1000 1200 1400 1600 1800 2000
Temperature (K)
-2.7
-2.6
-2.5
-2.4
-2.3
-2.2
E(
eV
)/P
art
icl
e
constant volume
constant pressure
Fig. 6.43: Energy at constant pressure as well as at constant volume for a system of
1024 particles interacting via a (12,6)-Lennard-Jones pair potential. The potential
is shifted with an additive constant δ = 0.04eV and set to zero whenever the shifted
potential would becomes positive. Shifting of the potential, therefore, results in
adjusting the cutoff distance to rc = 4.89Å. The specific heat per particle cP =(
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)
PN
and cV =
(
∂E
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)
V N
derived from linear regression of the total energy data
are cP = 2.80 · 10−4eV/K and cV = 2.47 · 10−4eV/K.
stants of tungsten are considerably greater than those of thorium, i.e. the
tungsten lattice is much stiffer than that of thorium. As it is advantageous
to start simulations with the lattice constants of the corresponding temper-
atures, we also calculated the equilibrium lattice constants, and, from this,
the linear expansion coefficient, from a MD-simulation and compared the re-
sult with experimental data. The simulation results are shown in Fig. 6.48.
All simulations were performed with a cubic simulation cell containing 2048
particles and with the Langevin piston for thermostatting and volume equi-
libration. There are some considerable differences in the simulation results
compared to the experimental ones: The simulations overestimate the exper-
imentally available data by a factor of roughly two in the temperature range
up to 1300K. The reason for this is not clear, and probably has its origin in
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Fig. 6.45: The lattice constant and hydrostatic pressure for a system of 1024 tung-
sten particles interacting via EAM potentials versus time for two different temper-
atures (1000K and 2000K) is shown. At certain instances of time the externally
applied pressure on the system is increased. The parameters of the thermo- and
barostat (”system mass” and friction coefficients) were adjusted so that the particle
system could respond very quickly to the sudden increase of pressure.
the electronic degrees of freedom, not properly accounted for within the semi-
empirical EAM-potentials. The entropy together with the energy and free
energy per atom as derived with the ODM are shown in Fig. 6.49, revealing
qualitatively the same features as the corresponding results of the tungsten
lattice. Finally, armed with the knowledge of entropy and energy per atom,
we also calculated the specific heat at zero pressure utilizing Eqs. (6.66) for
thorium. The corresponding results are shown in Fig. 6.50, where a remark-
able coincidence of simulation and experimental data is obvious.
6.10.2 Vacancy Formation Free Enthalpy
The Gibbs free energy of formation gvf of a mono-vacancy is defined as
gvf := G(N, p, T, n = 1)−G(N, p, T, n = 0) . (6.86)
Here N represents the number of atoms present in the system which is sup-
posed to be large, p the pressure, T the absolute temperature, and n the
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Fig. 6.46: The change in hydrostatic pressure of a system of tungsten particles is
shown as a function of relative volume reduction. The temperature dependent bulk
moduli are determined to B(1000K) = 3.1628Mbar, B(1500K) = 3.0381Mbar
and B(2000K) = 2.8250Mbar, respectively.
number of vacant lattice sites. In order to compute this formation energy we
have to design a sequence of varying potentials transforming the thermody-
namic state of the system according to
(N, p, T, 0)→ (N, p, T, 1) . (6.87)
In practice it is not feasible to construct such sequences suitable for MD sim-
ulation. The reason for this is that the introduction of a vacant lattice site,
maintaining the fixed number of atoms, results in symmetry alterations that
cannot be represented in a computational cell subject to periodic bound-
ary conditions. Because of this we cannot determine the vacancy formation
parameters directly. Instead, one constructs a sequence of potentials, that
represent transformations
(N, p, T, 0)→ (N − 1, p, T, 1) , (6.88)
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Fig. 6.47: The (normalized) velocity autocorrelation function (VACF) is shown for
a micro-canonical system of 2048 particles interacting with the EAM-potentials for
thorium at an average temperature of about 1500K. The insert shows the VACF for
short times together with a fit against its expected short time behavior, Eq. (6.54).
The grey-shaded area marks the fitted region. The fit gives an angular Einstein
frequency of about ωE ≈ 1.8 · 1013s−1, which corresponds to a frequency of fE ≈
2.9 · 1012s−1.
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MD-simulation course together with experimental data [TKT75] is shown.
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in which the interactions of the atom associated with a certain lattice site
are turned off thus reducing the number of atoms in the system by one.
Performing such (pT) transformations, the Gibbs free energy difference
∆GOD = G(N − 1, p, T, 1)−G(N, p, T, 0) (6.89)
between the respective thermodynamic states can be readily determined us-
ing a proper sequence of overlapping distributions. Note that ∆GOD can be
identified as the chemical potential µ(p, T ). The relation between the forma-
tion enthalpy gvf and ∆GOD can be seen realizing that definition (6.86) is
established in the thermodynamic limit of large N . Thus, we may also write
the definition as
gvf = G(N − 1, p, T, n = 1)−G(N − 1, p, T, n = 0) . (6.90)
Combining Eqs. (6.86),(6.89), and (6.90) it is easily seen that
gvf = ∆GOD + g0 (6.91)
where
g0 := G(N, p, T, 0)−G(N − 1, p, T, 0) (6.92)
represents the Gibbs free energy of an atom in bulk material, as already
determined for tungsten in the preceding section. For ODM we have to use a
proper scaling procedure of the functions defining the interatomic interaction.
For the vacancy formation, we switch off the W-W interaction for one atom
in the simulation cell keeping the remaining interactions unaffected. We
use the scaling procedure as already described in Eq. 6.61 for the lattice
formation enthalpy. The result, the vacancy formation enthalpy as a function
of temperature, is given in Fig. 6.51. Remarkable here is the fact, that there is
a drop in free enthalpy of almost one eV in the temperature range considered
from 400K to 2000K.
6.10.3 (Relaxed) Th-Impurity Formation Enthalpy
Keeping Eq. (4.19) in mind, the following relation for the Th-impurity for-
mation enthalpy can be established:
gif := ∆GODif := G(N ·W, 1 ·Th)−G((N + 1) ·W, 0 ·Th) . (6.93)
∆GODif := G(N ·W, 1 ·Th) − G((N + 1) ·W, 0 ·Th) can be calculated with
the ODM procedure transforming one W-atom of a pure tungsten bulk into
a Th-atom at constant pressure and temperature. As we want to use the
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Fig. 6.51: Left: The vacancy formation entropy for tungsten as a function of tem-
perature is shown. Right: The free energy of vacancy formation in an otherwise
undisturbed tungsten lattice.
overlapping distribution method for calculating GODif , we utilize the following
scaling of the potentials, analogous to the calculations of the vacancy forma-
tion enthalpy, with the difference, that the interaction of one atom with the
surrounding bulk atoms is gradually shifted from W-Th to W-W:
φα(r) := α ·φThTh(r) + (1− α) ·φWW (r)
ρα(r) := α · ρTh(r) + (1− α) · ρW (r) (6.94)
Fα(ρ) := α ·FTh(ρ) + (1− α) ·FW (ρ)
and α ∈ [0, 1]. The results of the calculations, visualized in Fig. 6.52, are
derived from a series of MD-simulations during which the initial situation
(1023 tungsten atoms and one thorium atom) is gradually switched to the
final situation (1024 tungsten atoms).
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energy change of impurity formation as derived from a MD-simulation of 1023
tungsten atoms and one thorium atom gradually switched into a tungsten atom.
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Chapter 7
Summary and Outlook
The use of the transition metal tungsten in lamp applications, both incan-
descent as well as discharge lamps, is demanded by the specific requirements
of modern lamps. Tungsten has the highest melting point (approx. 3680K)
among all metals in the periodic table of elements. Furthermore, its equi-
librium vapor pressure is by far the lowest at a given temperature. Thoria,
ThO2, as an additive (approx. 1 weight-%) before the sintering stage, results
in a high temperature creep resistant material, which maintains its shape
under moderate mechanical stresses applied through e.g. gravitational forces
always present on coils and electrodes. For electrodes, the use of thoria-doped
tungsten offers another benefit: Thorium covered tungsten surfaces show a
drastically reduced electronic work function (∼ 4.5eV for “clean” tungsten
surfaces down to ∼ 2.6eV for a monolayer of thorium on tungsten surfaces).
This results in a huge reduction of electronic tip temperatures and, therefore,
in dramatically reduced tungsten vapor pressures. Unfortunately, thorium
sublimates already at relatively low temperatures (∼ 2000K), so that the
high tip temperature of a typical operating electrode (∼ 2900K) would re-
sult in an immediately “cleaned” tungsten surface associated with an increase
in tip temperature, unless one manages to maintain a constant flow of tho-
rium atoms towards the surface. In case of thoriated tungsten, this has to
be accomplished with suitably adjusted diffusional fluxes of thorium in tung-
sten. This flux responds very sensitively on the local microstructure, as grain
boundaries as well as dislocation cores offer “short circuit paths” for thorium
atoms. Diffusional jumps through tungsten single crystals is comparably un-
likely, as thorium atoms cannot occupy regular lattice sites in tungsten due
to the size mismatch of thorium and tungsten atoms.
In this work, we address some open issues for thoriated tungsten in or-
der to gain some more in-depth insights into this material system with the
aim to improve the knowledge about operating modes and, therefore, in the
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long term, to be able to design the material according to the needs in lamp
industry. As we are mainly interested in static as well as dynamic mate-
rial properties which have their common origin in the atomistic behavior
of tungsten and thorium atoms, the method of choice is the molecular dy-
namics scheme. For this, we have to describe the interatomic interactions
between thorium and tungsten atoms by proper means. As there is no al-
loying system known between thorium and tungsten, we have to gather data
from purely ab-initio grounds. This was accomplished with the meanwhile
well-known WIEN97 package, version WIEN97.8, release 4/99 [BSL99], a
full potential augmented planewave code, to get (hypothetical, i.e. not occur-
ring in nature) “alloy” data of W-Th condensed in a B2 and L12 structure.
These data include, among others, the elastic properties of these kind of
“alloys”, which were used to fit an, theoretically justified, interatomic inter-
action scheme, i.e. the embedded atom model (EAM). The EAM is perfectly
adapted for transition metals, as the peculiarities of the d- or f-electrons in
the chemistry of these metals, grounded on the quite small second moment of
the local density of states (LDOS) (see also the closely related Finnis-Sinclair
approach and the reasoning thereof), are described very well. It turned out
to be essential for the successful description of the interatomic interaction
of tungsten and thorium atoms to use a most flexible parametric scheme.
Within the EAM, the following partition of the total (cohesion) energy of an
(static) interacting N-atomic assembly is used, Eq. (5.58):
Ecoh =
1
2
N∑
i,j
(j 6=i)
φtitj(Rij) +
N∑
i
Fti(ρ¯i) ,
where φtitj(Rij), describes a pair interaction between atom i and j of type ti
and tj, Rij denotes the distance of particles i and j, ρ¯i the “electronic density”
via
ρ¯i =
∑
j( 6=i)
ρtj(Rij) ,
which mimics the superposition of the atomic electronic densities and, there-
fore, is assumed to be also of pairlike nature. The aforementioned flexibility
of this scheme comes with the embedding function Fti(ρ¯i), which contributes
an additional portion of energy. Whereas ρ¯i and φtitj(Rij) are fixed within a
suitably chosen parametric ansatz, Fti(ρ¯i) is completely free beforehand. The
embedding energy Fti(ρ¯i) is determined through the assumption, that both,
pure as well as alloy systems should follow the universal binding energy func-
tion, Eqs. (5.64) and (5.65), [RSGF84]. The embedding function Fti(ρ¯i) thus
determined for tungsten and for thorium, is a highly nonlinear function of
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the “electronic density” and, once again, shows, that transition metals cannot
be adequately described by purely pairwise interactions, which would neces-
sarily enforce the embedding function to be linear. For the tungsten-thorium
system, the embedding functions FW and FTh, the electronic density func-
tions ρW and ρTh and the pair interaction functions φWW , φThTh and φWTh
are determined by fitting against the ab-initio data and the universal bind-
ing energy function using a multidimensional minimization scheme, the very
robust downhill simplex method [NM65]. The result of the fitting process is
shown in Fig. 5.3 and Fig. 5.4 and a summary of the parameters fixing the
potentials are given in Tab. 5.4.
In principle, classical molecular dynamics simulations could now be per-
formed as the configurational forces are completely determined and the dy-
namics is driven by Newton’s equation of motion which has to be integrated
to get the trajectories accordingly. In this thesis, however, we are often in-
terested in properties influenced by pressure as well as temperature applied
to the model system. Trajectories of which would be best described within
a NPT ensemble, i.e. an ensemble where particle number N , pressure P and
temperature T would be kept constant. Without any coupling to an external
heat bath or volume reservoir, trajectories derived from the integration of
Newton’s equation of motion would describe a system with energy, volume
and particle number conserved, i.e. a NVE ensemble. For the NPT ensem-
ble, we used a generalization of the variable cell method, based on ideas
of H. C. Andersen [And80] and, M. Parrinello and A. Rahman [PR80], in
combination with the Langevin piston, introduced among others by Feller
et. al. [FZPB95] and Kolb et. al. [KD99], which result in a set of Langevin
equations, i.e. stochastic differential equations including a properly chosen
“noise” term. The equations of motion (EOM) which are integrated in this
thesis are given by, Eqs. (5.26) and (5.28):
r˙iα = viα
miv˙iα = fiα +mi
V˙α
Lα
riα −miγ0viα +mi
√
2Di Γ(t)
and
L˙α = Vα
WαV˙α =
Ω
Lα
(Παα − P )−WαγBVα +Wα
√
2Dα Γ(t) .
where riα, Lα is α-component of the position of the i-th particle and box
dimension, necessary for establishing the volume reservoir. Here, we also
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introduced a stochastic force Γ(t) which with its first and second moment is
characterized as Gaussian White Noise:
〈Γ(t)〉 = 0 ,
〈Γ(t)Γ(t′)〉 = δ(t− t′) ,
where 〈. . .〉 denotes, as usual, averaging over the corresponding random vari-
ables. γ0 and γB are “friction coefficients” which have to be chosen carefully
for the particles as well as for the box dimensions. The “diffusion constants”
Di and Dα are determined by applying the Fluctuation-Dissipation Theorem
(DFT) in a special form:
Dα :=
kBT
Wα
γB , Di :=
kBT
mi
γ0 .
for the box parameters (with “box mass” Wα) and the particle positions (mass
mi), respectively. The EOM as formulated above, are of markovian nature
and, therefore, can be integrated “from time step to time step”. With these
“trajectories” (the quotation marks are necessary here, as the generated se-
quence of particle positions is not differentiable anymore, which is in clear
contrast to actual particle motion), thus determined, one is able to average
properties within a NPT ensemble. Unfortunately, Gear’s predictor correc-
tor scheme of sixth order, while very successful in integrating deterministic
equations of motion of second order, cannot be used for stochastic differen-
tial equations. Instead, a new integration scheme is derived for our purposes,
closely resembling the well-known Velocity Verlet Algorithm, Eqs. (5.30) and
(5.32), for details see Appendix E. As an direct check of the interatomic in-
teraction derived for the pure systems, we calculated the phonon dispersion
for, both, tungsten and thorium through diagonalization of the dynamical
matrix, see Eqs. (6.7, 6.9). The main features of the experimentally available
dispersions are perfectly reproduced, see Fig. 6.1, a quite nice proof of the
reliability of the EAM potentials generated.
The potentials were further used to calculate the excess volumes of point
defects, i.e. for vacancies and th-impurities in tungsten, grain boundary
structures and energies, where we first explored a variety of CSL boundaries,
here both differences as well as similarities with simulations by different au-
thors and different systems could be found. We then concentrated more on a
special model system for an archetype boundary: the Σ5(310)[001] symmet-
rical tilt boundary, for which we investigated the energy variations and the
“atomic” volumes, as generated by a Voronoi tessellation of the atomic coor-
dinates of the simulation cell to some more detail. Additionally, we took a
look at various stacking fault energies and linked the results to the question
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whether screw dislocations in tungsten can split into partials from purely
energetical reasons. To go ahead, we took an in-depth sight into dislocation
theory, starting with the edge and screw dislocations, addressing the point
whether dislocations of mixed type, i.e. a dislocation which has both, screw
as well as edge components, are “more likely to be stable” in tungsten as
hinted at in a different work for iron, see [Old86].
Moreover, we were interested in free enthalpy differences, quantities, which
are generally hard to get evaluated within conventional MD simulations. The
most obvious choice, the thermodynamic integration, is not always practical
due to its inherent insufficiency, so that in general the errors in the cal-
culated free enthalpy differences are huge enough to produce meaningless
results. Here, we made use of the Overlapping Distribution Method (ODM)
[Ben76], an efficient, albeit computationally demanding, method to calcu-
late directly free enthalpy differences, with which we addressed the question
of lattice formation, vacancy formation and impurity formation at various
temperatures.
The question about diffusion of Th in tungsten could not be fully ad-
dressed apart from some energetic considerations, as “hopping” events of
thorium atoms in tungsten are supposed to be very rare. As system tra-
jectories are necessarily finite in time and comparably short, a fact which
cannot be circumvented even with nowadays computers, the conventional
approach is unlikely to produce reasonable results due to the poor statistics
to be expected. For future work, therfore, one should improve this situation
in implementing more efficient approaches, e.g. those commonly referred to
as Hyperdynamics as described in [Vot97]. Also, it would be highly beneficial
to be able to determine diffusional paths beforehand, in order to construct
biased potentials, a necessary ingredient for most of the accelerated dynamics
schemes. One of which is the nowadays well established nudged elastic band
method or an adaptive variant of which [MAB+02] to find transition states
and minimum energy paths efficiently.
168
Appendix A
Murnaghan’s equation of state
As a method of choice to calculate the bulk modulus of a solid, one should fit
a set of energy-volume pairs (Ei, Vi) to a sensible chosen equation of state.
A simple fit to a parabola:
E(V )− E(V0) = B
2V0
(V − V0)2 (A.1)
with
V0 := V (p = 0) (A.2)
the equilibrium volume at zero hydrostatic pressure p, would be perfectly
correct, if Hooke’s Law, which postulates a linear relationship between stress
and strain, for the interatomic interactions were strictly valid. Unfortunately
this simple assumption is only well justified for infinitesimal strains. For
physical strains being not infinitesimal at all, this simple equation is not
appropriate anymore.
In this section we derive an equation of state, which takes care of the
fact, that the bulk modulus in the most simple case depends linearly on the
hydrostatic pressure. The basic idea traces back to F. D. Murnaghan [Mur44],
hence the name Murnaghan’s equation of state.
As starting point serves a linear ansatz of the (isothermal) bulk modulus
B(p) as a function of the hydrostatic pressure p:
B(p) := B0 +B
′ · p (A.3)
with
B′ :=
dB
dp
∣∣∣∣
p=0
(A.4)
The definition of the (isothermal) bulk modulus [AM76]
B(p) := −V0
(
∂p
∂V
)
T
∣∣∣∣
V=V0
(A.5)
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inserted and integrated gives
ln
(V0
V
)
= ln
(
1 +
B′
B0
p
)1/B0
. (A.6)
Therefore Murnaghan’s equation of state for this model system results in:
p(V ) =
B0
B′
[(
V0
V
)B′
− 1
]
, (A.7)
for T → 0K. To derive the internal energy E as a function of volume V one
hast to note a standard result from statistical mechanics:(
∂E
∂V
)
T
= T
(
∂S
∂V
)
T
− p (A.8)
and a consequence of the 3rd law of thermodynamics [Rei65] in the formula-
tion of Nernst [Päs75, Ner24]:
lim
T→0K
(
∂S
∂V
)
T
= S0 (A.9)
S0 being a constant independent of all parameters of the system [Rei65].
Consequently to get the desired relationship one has to integrate:(
∂E
∂V
)
T
= −B0
B′
[(
V0
V
)B′
− 1
]
(A.10)
or
E(V )− E(V0) = −B0
B′
∫ V
V0
[(
V0
V ′
)B′
− 1
]
dV ′ . (A.11)
This results in an equation which when fitted on a set of pairs (Vi, Ei) deter-
mines the bulk modulus B0 and its pressure derivative B′ as well:
E(V )− E(V0) = B0V
B′
(
1 +
1
B′ − 1
(
V0
V
)B′)
− B0V0
B′ − 1 (A.12)
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Appendix B
Random Variables and Stochastic
Processes
B.1 Random Variables
Following the treatment of Gillespie [Gil96], we introduce stochastic processes
and look at the properties of the type of process, the Gaussian Process, which
we implemented and use throughout this work. For this we tried to keep
the rigid mathematics at an absolute minimum, for a much more thorough
treatment see, e.g. [Pap65, KP92, Gar83, Wax54].
Let us start with a summary of the well-known properties of random
variables. We call X a random variable with density function W , if W (x) dx
is the probability that a sampling of the random variable X gives a value
between x and x + dx. The average or mean value of an arbitrary function
of the random variable X, 〈g(X)〉, is defined as
〈g(X)〉 :=
∫ ∞
−∞
g(x)W (x) dx. (B.1)
If we consider r random variables ν1, . . . , νr, where the last r − 1 variables
are assumed to take the fixed values ν2 = x2, . . . , νr = xr, the conditional
probability, P (x1|x2, . . . , xr), is defined as the probability that ν1 = x1, given
the fact that ν2 = x2, . . . , νr = xr. As above, the probability of finding the
values of the random variables νi between xi and xi+ dxi (with i = 1, . . . , r)
is Wr(x1, . . . , xr) dx1 . . . dxr. This can be rephrased as the probability of
finding ν1 between x1 and x1 + dx1 given that the other variables have the
sharp values νi = xi for (i = 2, . . . , r),
P (x1|x2, . . . , xr) dx1, (B.2)
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times the probability of finding the other variables between xi + dxi,
Wr−1(x2, . . . , xr) dx2 . . . dxr, (B.3)
from which we get
Wr(x1, . . . , xr) = P (x1|x2, . . . , xr)Wr−1(x2, . . . , xr) (B.4)
As we will see later, the function P is mainly used in connection with stochas-
tic processes, where xi = xi(t) (more about this in the next section). This is
the reason for P (x1|x2, . . . , xr) also being known as the transition probability.
The type of random variable which draws our attention is the so called
Gaussian (or normal) random variable, X = N(µ, σ2), with the density
function
W (x) :=
1√
2πσ2
e−
(x−µ)2
2σ2 , (B.5)
where µ is the mean and σ2 the variance. Gaussian random variables have
several important properties. For every two numbers α and β ∈ R, one has
α + βN(µ, σ2) = N(α + βµ, β2σ2). (B.6)
For two statistically independent random variables N(µ1, σ21) and N(µ2, σ
2
2)
we get
N(µ1, σ
2
1) +N(µ2, σ
2
2) = N(µ1 + µ2, σ
2
1 + σ
2
2). (B.7)
An important type of Gaussian random variable is the so called unit Gaus-
sian, G(t) = N(0, 1). The unit Gaussian is temporally uncorrekated and
since it has unit variance, we have
〈G(t)〉 = 1. (B.8)
B.2 Stochastic Processes
A stochastic process Y is a random variable, of which the density function
depends on a real parameter, commonly referred to as time, such that Y (t1)
and Y (t2) generally denote two different random variables. A very important
type of a stochastic process is the continuous Markov process. These are
defined as processes, for which (a) the variable Y at time t + dt depends
solely on t, dt and Y (t), i. e. , the variable is ‘memoryless’, (b) the increment
Ξ(dt; y, t) := Y (t + dt) − Y (t), given that Y (t) = y, depends ‘smoothly’ on
dt, t and y and (c) Y is ‘continuous’, meaning that Ξ(dt; y, t)→ 0 as dt→ 0
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for each choice of y and t. Due to the lack of memory of the Markov process,
it is seen that the transition probability obeys
P (xn, tn|xn−1, tn−1; . . . ; x1, t1) = P (xn, tn|xn−1, tn−1), tn > . . . > t1. (B.9)
With the definitions above, it is possible to show (see e. g. the appendix in
Gillespie [Gil96]) that for a ontinuous Markov process the increment Ξ(dt; y, t)
has the following analytical form
Ξ(dt; y, t) = h(y, t) dt+ g(y, t)G(t)
√
dt. (B.10)
h and g are two arbitrary functions of y and t, and G(t) = N(0, 1) is the
previously introduced unit Gaussian random variable. The reason for the
somewhat strange square root increment is that when one wants to add
independent random variables one has to add variances rather than standard
deviations. If we insert the definition of Ξ(dt; y, t) into Eq. (B.10) we arrive
at a Langevin equation
Y (t+ dt) = Y (t) + h(Y (t), t) dt+ g(Y (t), t)G(t)
√
dt. (B.11)
The increments are separated in two terms: a deterministic one incremented
by dt, and a stochastic one incremented by
√
dt. One could be tempted to
argue that since
√
dt is much larger than dt one could drop the deterministic
term. But since the stochastic term is equally likely positive or negative, the
deterministic term will still contribute to the mean value. A rearrangement
of the Langevin equation
Y (t+ dt)− Y (t)
dt
= h(Y (t), t) +
g(Y (t), t)G(t)√
dt
, (B.12)
shows that although Y is continuous, it is not differentiable since the limit
dt → 0 does not exist in the conventional sense. This is due to the ‘non-
equation’ nature of the Langevin equation. If we continue, despite our formal
problems, we have due to the rules of Gaussian processes
G(t)√
dt
= (dt)−1/2N(0, 1) = N(0,
1
dt
) . (B.13)
The relation above finally leads to the definition of the Gaussian white noise
process gw:
gw(t) := lim
dt→0
N(0,
1
dt
) . (B.14)
We are now in the position to perform the limit dt→ 0 in Eq. (B.12) yielding
the white noise form Langevin equation
Y˙ (t) = h(Y (t), t) + g(Y (t), t)gw(t) . (B.15)
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This version of the Langevin equation is the most widely used in the litera-
ture. The Gaussian white noise has the properties
〈gw(t)〉 = 0, (B.16)
〈gw(t)gw(t′)〉 = δ(t− t′) . (B.17)
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Appendix C
Box-Mueller Method for
generating Normal (Gaussian)
Deviates
The generation of normal (or Gaussian) distributed random numbers on a
computer can be very efficiently accomplished with two uniform deviates x1
and x2 (chosen from the range [0, 1]). The random numbers y1 and y2 defined
through the mapping of x1 and x2 to
y1 :=
√
−2 ln x1 cos(2πx2) (C.1)
y1 :=
√
−2 ln x1 sin(2πx2)
can be shown to generate Gaussian distributed numbers. To prove this, one
has to apply the transformation formula for probability distributions (see
e. g. [vK92]):
P{Y1,Y2}(y1, y2) =
∫
δ(y1(x1, x2)−y1)δ(y2(x1, x2)−y2) ·P{X1,X2}(x1, x2) dx1 dx2
(C.2)
which for invertible mappings reduces to:
P{Y1,Y2}(y1, y2) = P{X1,X2}(x1, x2)
∣∣∣∣∂(X1, X2)∂(Y1, Y2)
∣∣∣∣ (C.3)
where
∣∣∣∂(X1,X2)∂(Y1,Y2) ∣∣∣ is the absolute value of the Jacobi determinant of the map-
ping. For the transformation above the Jacobian is readily evaluated to∣∣∣∣∂(X1, X2)∂(Y1, Y2)
∣∣∣∣ = [ 1√2πe−Y 212
] [
1√
2π
e−
Y 22
2
]
. (C.4)
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The Jacobian (C.4) factorizes, so that Y1 and Y2 are independent random
variables and distributed according to the Gaussian distribution:
P{Y1}(y1) =
1√
2π
e−
y21
2 . (C.5)
Instead of picking uniform deviates x1 and x2 the Box-Mueller method starts
with a sample point within a unit circle around the origin. The sum of the
squares of the corresponding abscissa v1 and ordinate v2, R2 := v21 + v
2
2, is
a uniform deviate, which can be inserted for x1 in Eqs. (C.1). This is easily
seen by recognizing that (v1, v2) is uniformly deviated within the unit circle
K(0, 1), which implies, that the corresponding probability density P (v1, v2)
is given by
P (v1, v2) =
{
1
π
if (v1, v2) ∈ K(0, 1) ,
0 else
(C.6)
and simply applying the transformation formula (C.2) once more:
P (R2) =
∫
δ(v21 + v
2
2 −R2)P (v1, v2) dv1 dv2 with R ≤ 1. (C.7)
Introducing polar coordinates (r, φ) and the proper integral transformation
formula, dv1 dv2 = rdr dφ, we arrive at
P (R2) =
1
π
∫ 2π
0
∫ 1
0
δ(r2 −R2) r dr dφ . (C.8)
Performing the integrations, bearing in mind, that δ(r2 − R2) = 1
2R
(δ(r −
R) + δ(r + R)), which due to the integration limits reduces to δ(r2 − R2) =
1
2R
(δ(r −R)), we finally get the result:
P (R2) =
{
1 if R2 ∈ [0, 1],
0 else.
(C.9)
This shows as claimed that R2 is a uniform deviate.
It is easy to see that the random variable Y := cos(2πX) with X uni-
formly distributed in [0; 1] is deviated as:
P (Y ) =
{
1
π
1√
1−Y 2 when Y ∈ [−1; 1]
0 else .
(C.10)
In order to use z := v1/
√
R2 as cos(2πx2) in (C.1), one has to ensure, that
P (Y ) ≡ P (Z). To calculate P (Z), one has to solve the following integral:
P (z) =
∫
δ(z − v1√
R2
)P (v1, v2) dv1 dv2 (C.11)
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with P (v1, v2) given by Eq. (C.6). Eq. (C.11) is easily solved using polar
coordinates:
P (z) =
1
π
∫ 1
0
∫ π
−π
δ(z − cos(φ)) rdr dφ . (C.12)
Within −π ≤ φ ≤ π the following relation is valid:
δ(z − cos(φ)) = 1√
1− z2 (δ(φ− arccos(z)) + δ(φ+ arccos(z))) . (C.13)
Performing the integrations, we finally arrive at
P (z) =
{
1
π
1√
1−z2 when z ∈ [−1; 1]
0 else .
(C.14)
which is indeed identical to Eq. (C.10).
Now, we are in the position to formulate the Box-Mueller Method to
generate Gaussian distributed numbers:
1. choose a point (v1, v2) uniformly distributed within a unit circle
2. use v21 + v
2
2 as x1, v1/
√
R2 as cos(2πx2), v2/
√
R2 as sin(2πx2) and in
Eq. (C.1)
The advantage of Box-Mueller’s Method compared to using Eq. (C.1) directly,
is that the time consuming process of evaluating the trigonometric functions
is avoided. Fig. C.1 shows a sample of 106 points and the points rearranged in
a histogram together with the corresponding Gaussian distribution function
(C.5).
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Fig. C.1: A sample of 106 points (below) generated with Box-Mueller’s method and
(on top) the resulting histogram together with the Gaussian distribution (Eq. C.5)
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Appendix D
Langevin Dynamics
Due to the overwhelming importance of the Langevin equation in generating
the NPT ensemble, a simple derivation of it shall now be presented. A formal
way of deriving Langevin Dynamics is the projection operator formalism of
Zwanzig [Zwa60, Zwa61] and Mori [Mor65b, Mor65a]. In this approach the
phase space is devided into two parts, which are called interesting and un-
interesting (sometimes also called slow and fast) degrees of freedom (DOF).
For the approach to be useful, the uninteresting DOF should be rapidly
varying with respect to the interesting DOF. Mori introduced two projection
operators, which project the whole phase space into the sets of interesting
and uninteresting DOF, respectively. These projection operators are used
to project the full equations of motion into the set of interesting DOF. The
result is a differential equation with three force terms: a mean force between
the interesting DOF, a dissipative or frictional force exerted by the uninter-
esting DOF onto the interesting coordinates and a rest term which consists
of forces which are neither correlated with the positions nor with the veloci-
ties. The frictional and uncorrelated force have the same memory functions,
the shape of which is given by the projection operator formalism. When the
uncorrelated force is approximated by a random force the interesting DOF
are independent of the uninteresting DOF, so the number of DOF can be
reduced.
So, generally speaking a Langevin dynamics system arises from a classi-
cal system by removing degrees of freedom. The degrees of freedom exerts
conservative and frictional forces on the rest of the system. All other forces
are assumed to add up to a random force. To elucidate the origin of the force
terms as introduced above, another derivation is useful and shall be sketched
now.
In deriving the nonlinear generalized Langevin equations for our extended
system Lagrangian, Eq. (5.17), we follow closely the very nice articles of
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R. Zwanzig [Zwa73] and P. Hänggi [Hän97].
As starting point serves the classical Lagrangian
L :=
∑
i=1...N
α=1...3
mi
2
(r˙iα − L˙α
Lα
riα)
2 − V ({riα}) +
∑
α=1...3
Wα
2
L˙2α − P
∏
α=1...3
Lα
+
∑
i=1...N
α=1...3
∑
j
λiαj
2
(q˙iαj )
2 − λ
iα
j (ω
iα
j )
2
2
(
qiαj −
ciαj
λiαj (ω
iα
j )
2
riα
)2
+
∑
α=1...3
∑
l
Λαl
2
(Q˙αl )
2 − Λ
α
l (Ω
α
l )
2
2
(
Qαl −
Cαl
Λαl (Ω
α
l )
2
Lα
)2
, (D.1)
i.e. the extended system Lagrangian for orthorhombic cells, Eq. (5.17), where
each DOF ({riα}, {Lα}) is linearly coupled to a bath of harmonic oscillators.
With {qiαj }, {q˙iαj }, {λiαj } and {ωiαj } we denote the bath coordinates, veloci-
ties, masses and frequencies, respectively, of the oscillators coupling to riα.
Accordingly, coordinates, velocities, masses and frequencies of the oscillators
coupling to the box dimensions Lα are {Qαl }, {Q˙αl }, {Λαl } and {Ωαl }.
The Euler-Lagrange equations of motion generated from this Lagrangian
are
mir¨iα = fiα +mi
L¨α
Lα
riα +
∑
j
ciαj
(
qiαj −
ciαj
λiαj (ω
iα
j )
2
riα
)
, (D.2)
WαL¨α =
Ω
Lα
(Παα − P ) +
∑
l
Cαl
(
Qαl −
Cαl
Λαl (Ω
α
l )
2
Lα
)
, (D.3)
with
Παα =
1
Ω
∑
i
(
mi(r˙iα − L˙α
Lα
riα)
2 + fiαriα
)
, (D.4)
and for the bath degrees of freedom, respectively,
λiαj q¨
iα
j + λ
iα
j (ω
iα
j )
2qiαj = c
iα
j riα, (D.5)
and
Λαl Q¨
α
l + Λ
α
l (Ω
α
l )
2Qαl = C
α
l Lα. (D.6)
The inhomogeneous equations of motion for the bath oscillators, Eq. (D.5)
and (D.6), can easily be solved with standard solution methods for ordinary
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differential equations, e.g. via Variation of Parameters or integral transfo-
mation methods like Laplace transforms. An elegant way to deal with these
inhomogeneous equations is the Greens function approach. The correspond-
ing Greens functions are [MW70, Kuy90, Hän97]
Giαj (t− t′) :=
sin(ωiαj (t− t′))
ωiαj
Θ(t− t′), (D.7)
for the oscillators corresponding to qiαj , and
Gαj (t− t′) :=
sin(Ωαj (t− t′))
Ωαj
Θ(t− t′) (D.8)
for those of Qαj . Integrating (D.5) and (D.6), we arrive at
qiαj (t) = q
iα
j (t0) cos(ω
iα
j (t− t0)) +
r˙iα(t0)
ωiαj
sin(ωiαj (t− t0))
+
ciαj
λiαj ω
iα
j
∫ t
t0
sin(ωiαj (t− t′))riα(t′) dt′,
(D.9)
and
Qαl (t) = Q
α
l (t0) cos(Ω
α
l (t− t0)) +
L˙α(t0)
Ωαl
sin(Ωαl (t− t0))
+
Cαl
Λαl Ω
α
l
∫ t
t0
sin(Ωαl (t− t′))Lα(t′) dt′.
(D.10)
Inserting (D.9) and (D.10) into (D.2) and (D.3) gives
mir¨iα = fiα +mi
L¨α
Lα
riα −
∑
j
(ciαj )
2
λiαj (ω
iα
j )
2
riα
+
∑
j
(ciαj )
2
λiαj ω
iα
j
∫ t
t0
sin(ωiαj (t− t′))riα(t′) dt′
+
∑
j
ciαj
(
qiαj (t0) cos(ω
iα
j (t− t0)) +
r˙iα(t0)
ωiαj
sin(ωiαj (t− t0))
)
,
(D.11)
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and
WαL¨α =
Ω
Lα
(Παα − P )−
∑
l
(Cαl )
2
Λαl (Ω
α
l )
2
Lα
+
∑
l
(Cαl )
2
Λαl Ω
α
l
∫ t
t0
sin(Ωαl (t− t′))Lα(t′) dt′
+
∑
l
Cαl
(
Qαl (t0) cos(Ω
α
l (t− t0)) +
L˙α(t0)
Ωαl
sin(Ωαl (t− t0))
) (D.12)
The last terms in (D.11) and (D.12) will be abbreviated with Fiα(t) and
Fα(t), respectively. With the second and third terms collected, the equations
read
mir¨iα = fiα +mi
L¨α
Lα
riα
+
∑
j
(ciαj )
2
λiαj (ω
iα
j )
2
(∫ t
t0
riα(t
′)
∂
∂t′
cos(ωiαj (t− t′)) dt′ − riα
)
+ Fiα(t)
(D.13)
and
WαL¨α =
Ω
Lα
(Παα − P )
+
∑
l
(Cαl )
2
Λαl (Ω
α
l )
2
(∫ t
t0
Lα(t
′)
∂
∂t′
cos(Ωαl (t− t′)) dt′ − Lα
)
+ Fα(t) .
(D.14)
It is convenient to carry the partial derivatives in the integrals to the system
variables applying a partial integration:
mir¨iα = fiα +mi
L¨α
Lα
riα −
∑
j
(ciαj )
2
λiαj (ω
iα
j )
2
(∫ t
t0
r˙iα(t
′) cos(ωiαj (t− t′)) dt′
+ riα(t0) cos(ω
iα
j (t− t0))
)
+ Fiα(t)
(D.15)
and
WαL¨α =
Ω
Lα
(Παα − P )−
∑
l
(Cαl )
2
Λαl (Ω
α
l )
2
(∫ t
t0
L˙α(t
′) cos(Ωαl (t− t′)) dt′
+ Lα cos(Ω
α
l (t− t0))
)
+ Fα(t) .
(D.16)
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This is essentially the final result. The motion of the system variables
(riα, Lα) is expressed in terms of its own history and the bath variables enter
only through their initial values. To put these equations in a more concise
form, one defines a noise term (despite the fact, that the primary equations
(D.2) and (D.3) are totally deterministic):
Γiα(t) := Fiα(t)− riα(t0)
∑
j
(ciαj )
2
λiαj (ω
iα
j )
2
cos(ωiαj (t− t0))
=
∑
j
ciαj
((
qiαj (t0)− riα(t0)
ciαj
λiαj (ω
iα
j )
2
)
cos(ωiαj (t− t0))
+
r˙iα(t0)
ωiαj
sin(ωiαj (t− t0))
)
,
(D.17)
and the noise term for the box dimensions reads:
Γα(t) := Fα(t)− Lα(t0)
∑
l
(Cαl )
2
Λαl (Ω
α
l )
2
cos(Ωαl (t− t0))
=
∑
l
Cαl
((
Qαl (t0)− Lα(t0)
Cαl
Λαl (Ω
α
l )
2
)
cos(Ωαl (t− t0))
+
L˙α(t0)
Ωαl
sin(Ωαl (t− t0))
)
.
(D.18)
The statistical properties of the noise are determined via the statistical
properties of the bath variables. If we assume that the distribution of the bath
variables under the condition that the system variables are held constant, is
Gaussian (the bath variables are harmonic oscillators, so that the Gaussian
distribution in this case is identical to the canonical distribution), than the
first and the second moments of the noise terms are given through
〈Γiα(t)〉 = 0, (D.19)
〈Γiα(t)Γjβ(t′)〉 = δijδαβδ(t− t′) (D.20)
and, similar,
〈Γα(t)〉 = 0, (D.21)
〈Γα(t)Γβ(t′)〉 = δαβδ(t− t′). (D.22)
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Finally, defining the memory friction kernel
γiα(t− t′) := 1
mi
∑
j
(ciαj )
2
λiαj (ω
iα
j )
2
cos(ωiαj (t− t′)) (D.23)
and
γα(t− t′) := 1
Wα
∑
l
(Cαl )
2
Λαl (Ω
α
l )
2
cos(Ωαl (t− t′)) (D.24)
Armed with these annotations, the generalized Langevin equations (GLE) for
the system under consideration read
mir¨iα = fiα +mi
L¨α
Lα
riα −mi
∫ t
t0
r˙iα(t
′)γiα(t− t′) dt′ + Γiα(t) (D.25)
and
WαL¨α =
Ω
Lα
(Παα − P )−Wα
∫ t
t0
L˙α(t
′)γα(t− t′)) dt′ + Γα(t). (D.26)
These are the equations, which we will make use of extensively within our
molecular dynamics considerations and, in this sense, form one of the corner
pillars of the present thesis.
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Appendix E
An Integration Scheme for
Langevin Systems
In this Appendix an efficient integration scheme for stochastic differential
equations will be developed. The for stiff problems usually very effective
Predictor Corrector Scheme of six’th order [Gea66, Gea71] can not be used
due to the influence of noise. In the following, we first introduce some basic
notations and concepts, especially the Standard Scalar Wiener process and its
connection to Fokker-Planck Equations and Langevin Dynamics, and second,
a better alternative to Gear’s scheme to integrate stochastic differential equa-
tions will be developed, which closely resembles the Velocity Verlet Scheme,
of which is known, that it preserves the symplectic structure of phase space.
Of course, this cannot be true for the scheme to be developed, but the very
nice property of energy conservation up to relatively high time steps should
be conserved.
E.1 Fokker-Planck Equation and Langevin
Dynamics
For the following we define the Standard Scalar Wiener process W (t) over
[0, T ] as a random variable that depends continuously on t ∈ [0, T ] and
satisfies the following three conditions:
1. W (0) = 0 (with probability 1)
2. For 0 ≤ s < t ≤ T :
(W (t)−W (s)) ∼ √t− s ·G(0, 1) , (E.1)
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where G(0, 1) denotes the Gaussian distribution with zero mean and
unit variance.
3. For 0 ≤ s < t < u < v ≤ T :
〈(W (t)−W (s)) · (W (v)−W (u))〉 = 0 . (E.2)
In some sense, ∆W (t) := (W (t + ∆t) −W (t)) can be considered as the
integral of the previously defined Gaussian White Noise Γ(t). For this, we
note that Γ(t) is defined as a Gaussian distributed random variable. The
integral of this is therefore a Gaussian random variable, too. In order to
show the equivalence of the likewise Gaussian distributed ∆W (t) := (W (t+
∆t)−W (t)) and ∫ t+∆t
t
Γ(t′) dt′, it is only necessary for both random variables
to have equal first and second moments.
The first moments for the random variables are zero:
〈∆W (t)〉 := 〈(W (t+∆)−W (t))〉 = 0 (E.3)
and 〈∫ t+∆t
t
Γ(t′) dt′
〉
=
∫ t+∆t
t
〈Γ(t′)〉 dt′ = 0 . (E.4)
Furthermore, the variances are given as:〈
(∆W (t))2
〉
:=
〈
(W (t+∆)−W (t))2〉 = ∆t (E.5)
and 〈(∫ t+∆t
t
Γ(t′) dt′
)2〉
=
〈(∫ t+∆t
t
∫ t+∆t
t
Γ(t′)Γ(t′′) dt′ dt′′
)〉
=
∫ t+∆t
t
∫ t+∆t
t
〈Γ(t′)Γ(t′′)〉 dt′ dt′′
=
∫ t+∆t
t
∫ t+∆t
t
δ(t′ − t′′) dt′ dt′′ = ∆t ,
(E.6)
so that the proclaimed correspondence seems to be obvious.
Consider now the rather general form of a stochastic differential equation
in Ito’s more formal notation (as indicated by the considerations above and
which is preferred by mathematicians, anyway):
dX(t) = A(X, t)dt+ B dW (t) , (E.7)
where A(X, t) denotes the (deterministic) drift and B the (constant) diffusion
term. The constant diffusion classifies the stochastic term as additive noise.
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The more general multiplicative noise (non-constant diffusion, i.e. B(X, t))
involves much more sophisticated mathematics and is treated elsewhere. In
particular the definition of an integral of (E.7) shows some ambiguity (Ito-
Stratonovich dilemma) using multiplicative noise, which can be avoided with
additive noise.
The Fokker-Planck Equation (FPE) is defined as the equation of motion
for the conditional probability density P (xt|x0t0) of a system being detected
at x at time t assumed that it was at x0 at t0. There are numerous ways
to derive the probabilistic FPE. One may directly obtain the FPE by utiliz-
ing Kramers-Moyal-Expansion for P (xt|x0t0) [Ris89]. Another, more direct
method, which immediately shows the correspondence between Langevin and
Fokker-Planck equation starts from the following simple relationship for the
conditional probability density P (xt|x0t0):
P (xt|x0t0) := 〈δ(X(t)− x)〉 . (E.8)
The partial derivative of (E.8) with respect to time t can be calculated as
follows:
∂
∂t
P (xt|x0t0) = ∂
∂t
〈δ(X(t)− x)〉
= lim
∆t→0
1
∆t
(〈δ(X(t+∆t)− x)〉 − 〈δ(X(t)− x)〉)
= lim
∆t→0
1
∆t
〈∑
i
∆Xi
∂
∂Xi
δ(X(t)− x)
+
1
2
∑
ij
∆Xi∆Xj
∂2
∂Xi∂Xj
δ(X(t)− x) + o(∆t)
〉
= lim
∆t→0
1
∆t
〈
−
∑
i
∆Xi
∂
∂xi
δ(X(t)− x)
+
1
2
∑
ij
∆Xi∆Xj
∂2
∂xi∂xj
δ(X(t)− x) + o(∆t)
〉
(E.9)
where we introduced a (formal) expansion of δ(X(t) − x). The expansion
up to second order is necessary due to the fact that dW (t)2 = dt. Inserting
(E.7) yields:
∂
∂t
P (xt|x0t0) = −
∑
i
∂
∂xi
〈
Ai(X)δ(X(t)− x)
〉
+
1
2
∑
ij
∂2
∂xi∂xj
〈∑
l
Bli(X)Blj(X)δ(X(t)− x)
〉
.
(E.10)
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Finally,
∂
∂t
P (xt|x0t0) =
(
−
∑
i
∂
∂xi
Ai(x) +
∑
ij
∂2
∂xi∂xj
Dij(x)
)
P (xt|x0t0) (E.11)
where we defined
Dij(x) :=
1
2
∑
l
Bil(x)Bjl(x) . (E.12)
Eq. (E.11) is the Fokker-Planck Equation, which represents the equation of
motion for the conditional probability density P (xt|x0t0), we were looking
for.
One should note that our derivation above corresponds to the Ito In-
terpretation of Eq. (E.7). However, in this thesis, we only treat additive
noise, so there is no ambiguity (c. f. Ito-Stratonovich dilemma) in interpret-
ing Eq. (E.7).
E.2 Stochastic Differential Equations and
Gear’s Predictor-Corrector Algorithm
In order to explore the usability of Gear’s predictor-corrector integration
scheme for stochastic dynamics, we further specialize to the following Lange-
vin equation for a one dimensional particle of mass m:
mx¨+mγx˙ = m · f(x) +
√
2D ·m ·Γ(t) , (E.13)
where the stochastic force Γ(t) is characterized as Gaussian White Noise:
〈Γ(t)〉 = 0 , (E.14)
〈Γ(t)Γ(t′)〉 = δ(t− t′) , (E.15)
γ is the friction coefficient and f(x) is a force to be specified further. Eq. (E.13)
is Non-Markovian. The Markovian character can be reestablished via an in-
troduction of additional stochastic variables [Ris89]. In our case for the
additional variable we choose the particle velocity v:
dx = v dt , (E.16)
dv = (f(x)− γv) dt+
√
2D · dW (t) (E.17)
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and dW (t) := Γ(t) dt. The drift vector and the diffusion matrix can be
identified with:
A =
[
v
f(x)− γv
]
, B =
[
0 0
0
√
2D
]
, and D =
[
0 0
0 D
]
, (E.18)
respectively. The Klein-Kramers equation derived from the generalized Langevin
equation is given by:
∂
∂t
P (xvt|x0v0t0) =
(
− ∂
∂x
v − ∂
∂v
(f(x)− γv) + ∂
2
∂v2
D
)
P (xvt|x0v0t0)
(E.19)
A relation between the friction coefficient γ and the diffusion coefficient D
can be established using a simplified version of the Fluctuation-Dissipation
Theorem:
D =
kBT
m
γ , (E.20)
where m is the mass of the particle. Eq. (E.20) is most easily seen, using the
well known fact, that the stationary probability distribution Pst, i.e. ∂∂tPst =
0, is a Boltzmann one:
Pst(x, v) ∼ e−
1
2mv
2+φ(x)
kBT , (E.21)
where the force per mass f(x) is related to the potential energy φ(x) in the
usual way: f(x) = − 1
m
dφ(x)
dx
. Applying the Fokker-Planck operator on (E.21):
0 =
(
− ∂
∂x
v − ∂
∂v
(f(x)− γv) + ∂
2
∂v2
D
)
Pst(x, v) (E.22)
shows that stationarity can only be obtained, if Eq. (E.20) is valid.
For at most harmonic force fields (i.e. f(x) := −ω20x) Eq. (E.19) can be
solved exactly, where for convenience t0 = 0:
P (xvt|x0v00) = 1
2π
√
‖σ‖ exp
[
−1
2
σ−1xx (t) · (x− x(t))2
−σ−1xv (t) · (x− x(t))(v − v(t))−
1
2
σ−1vv (t) · (v − v(t))2
] (E.23)
with
x(t) :=
λ1e
−λ2t − λ2e−λ1t
λ1 − λ2 x0 +
e−λ2t − e−λ1t
λ1 − λ2 v0 (E.24)
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and
v(t) := ω20
e−λ1t − e−λ2t
λ1 − λ2 x0 +
λ1e
−λ1t − λ2e−λ2t
λ1 − λ2 v0 . (E.25)
For λ1/2 we get:
λ1 :=
γ +
√
γ2 − 4ω20
2
, λ2 :=
γ −
√
γ2 − 4ω20
2
. (E.26)
The components of the symmetric matrix σ are:
σxx(t) :=
γkBT
(λ1 − λ2)2m
[λ1 + λ2
λ1λ2
+
4
λ1 + λ2
(
e−(λ1+λ2)t − 1)
− 1
λ1
e−2λ1t − 1
λ2
e−2λ2t
]
σxv(t) :=
γkBT
(λ1 − λ2)2m
(
e−λ1t − e−λ2t)2
σvv(t) :=
γkBT
(λ1 − λ2)2m
[
λ1 + λ2 +
4λ1λ2
λ1 + λ2
(
e−(λ1+λ2)t − 1)
−λ1e−2λ1t − λ2e−2λ2t
]
(E.27)
The determinant and the (likewise symmetric and positive definite) inverse
of σ are
‖σ‖ = σxxσvv − (σxv)2 (E.28)
and
(σ−1)xx =
σvv
‖σ‖
(σ−1)xv = − σxv‖σ‖
(σ−1)vv =
σxx
‖σ‖ ,
(E.29)
respectively.
For the following, the particle and bath properties will be fixed to that of a
typical tungsten atom in otherwise tungsten bulk at temperature T = 2000K.
For this, we start from the (deterministic) damped harmonic oscillator:
x¨ = −γx˙− ω20x . (E.30)
Obviously, for small γ the damping can practically be neglected. On the
other hand, for γ ≈ ω0, the damping force and the harmonic force are of
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the same order of magnitude (for a harmonic oscillator, we can estimate the
velocity via x˙ ≈ ω0x). The exact calculation yields
γc = 2ω0 (E.31)
for the aperiodic limit (see also Eq. (E.26)). This value quantifies the qualita-
tive distinction between “weak” and “strong” damping, denoting the bound-
ary between oscillatory behaviour (γ < γc) and pure relaxational dynamics
(γ > γc). Only in the weak damping case γ ≪ γc, the fastest time scale
(which governs the time step) is given by ω0, while for γ ≫ γc the damp-
ing term dominates, requiring a smaller time step. For this reason γ values
beyond γc are in general clearly undesirable. Even worse, for γ ≫ γc the
relaxation also contains a very slow component, whose characteristic time is,
for large γ given by γ
ω20
. Therefore, γ = γc seems to be the optimum choice
for fast equilibration.
As we are interested in tungsten atom dynamics in tungsten bulk, we fix
ω0 to the (approximately) highest phonon frequency available. Tungsten’s
Debye temperature is given as ΘD = 400K. Accordingly, ω0 will be fixed by
the following relationship:
~ω0 = kBΘD (E.32)
The mass of a tungsten atom equals m = 183.85u = 183.85 · 1.6605 · 10−27kg.
In close resemblance to the corresponding treatment within MD, the time
step ∆t is chosen as ∆t = 1
50
2π
ω0
. For the following, we will apply the results
m(kg) ω0(s
−1) γ(s−1) T (K) D(m2/s3) ∆t(s)
3.05 · 10−25 5.24 · 1013 10.48 · 1013 2000 90.53 · 103 2.40 · 10−15
Table E.1: Parameters for the particle dynamics
above to the case of non vanishing harmonic force field (ω0 as specified in
the aperiodic limit, c.f. Tab. E.1) and to free Brownian motion (ωo → 0).
For all simulations, the particle will start at the origin in space with
thermal velocity v0 :=
√
kBT
m
. Unfortunately, Gear’s sixth order predictor-
corrector scheme is by far less stable than the simple explicit Euler’s method,
which is essentially of first order.
From principal considerations (equivalence of multi-value and multi-step
methods) it is clear, that this high order of Gear’s integration scheme “wipes
out” the strong “oscillations” of the random force. In essence, this means, that
we have to look for a better method for integrating the particle trajectories.
191
It comes as no surprise that this new scheme could be of at most second
order, so that stability should be improved.
For developing the new integrator we consider the following one-dimen-
sional stochastic differential equation of second order:
x¨+ γx˙+ ω20x =
√
2D Γ(t) (E.33)
with initial conditions x(0) = x0, x˙(0) = v0. This equation can be solved
exactly [Cha43]:
x(t) =
√
2D
µ1 − µ2
[
eµ1t
∫ t
0
e−µ1t
′
Γ(t′) dt′ − eµ2t
∫ t
0
e−µ2t
′
Γ(t′) dt′
]
+ a10e
µ1t + a20e
µ2t (E.34)
with
µ1/2 = −1
2
(γ ±
√
γ2 − 4ω20) and a10/20 = ∓
x0µ2/1 − v0
µ1 − µ2 . (E.35)
Within the same notation the velocity is given as:
x˙(t) =
√
2D
µ1 − µ2
[
µ1e
µ1t
∫ t
0
e−µ1t
′
Γ(t′) dt′ − µ2eµ2t
∫ t
0
e−µ2t
′
Γ(t′) dt′
]
+ a10µ1e
µ1t + a20µ2e
µ2t (E.36)
It comes as no surprise that the corresponding probability distribution P (xvt|x0v00)
is identical to the previous result, Eq. (E.23).
A useful numerical integration scheme for (E.13) is most easily derived
starting with the corresponding set of coupled first order ordinary differential
equations:
x˙(t) = v(t) (E.37)
v˙(t) + γv(t) = f(t) +
√
2DΓ(t) (E.38)
where f(t) := f(x(t)). Together with the integrating factor for the left hand
term of the velocity part of (E.37), d
dt
(
v(t)eγt
)
= eγt(v˙(t) + γv(t)), we get:
d
dt
(
v(t)eγt
)
= eγtf(t) +
√
2DeγtΓ(t) (E.39)
Integrating (E.39) over a small time intervall δt gives:
v(t+ δt) = e−γδtv(t) +
∫ t+δt
t
e−γ(t+δt−t
′)f(t′) dt′ + δv (E.40)
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where we introduced the notation:
δv :=
√
2D
∫ t+δt
t
e−γ(t+δt−t
′)Γ(t′) dt′ . (E.41)
Up to now the integral Eq. (E.40) is exact. To get the desired numeri-
cal scheme, we have to perform explicitly the integral over the force f(t).
Of course, this cannot be done in general. We arrive at different schemes
when we use suitable truncated Taylor series of f(t). A first order scheme
resembling Euler’s method results when we assume, that f(t) is approxi-
mately constant over the time intervall [t, t + δt], whereas a second order
predictor-corrector scheme, closely related to the Velocity-Verlet scheme for
non-stochastic equations of motion, is derived when we let f(t) vary linearly
in time over the time step δt.
For the first order scheme (f(t′) ≈ f(t)), we use:∫ t+δt
t
e−γ(t+δt−t
′)f(t′) dt′ ≈ f(t)
γ
(
1− e−γδt) (E.42)
and get:
v(t+ δt) = e−γδtv(t) +
f(t)
γ
(
1− e−γδt)+ δv . (E.43)
From this the updated position is determined by:
x(t+ δt) = x(t) +
∫ t+δt
t
v(t′) dt′ = x(t) +
∫ δt
0
v(t+ s) ds (E.44)
= x(t) + c1v(t)δt+ c2f(t)δt
2 + δx , (E.45)
where we defined:
c0 ≡ c0(δt) := e−γδt (E.46)
c1 ≡ c1(δt) := 1
δt
∫ δt
0
c0(s) ds =
1− c0
γδt
(E.47)
c2 ≡ c2(δt) := 1
δt2
∫ δt
0
s · c1(s) ds = 1− c1
γδt
(E.48)
and
δx :=
√
2D
∫ t+δt
t
(∫ t′′
t
e−γ(t
′′−t′)Γ(t′) dt′
)
dt′′ (E.49)
=
√
2D
γ
∫ t+δt
t
(1− e−γ(t+δt−t′))Γ(t′) dt′ , (E.50)
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where the second line is the result of an integration by parts.
The two random processes (δx, δv) are not independent because they are
the result of the integration involving the same stochastic process Γ(t). The
statistical properties of (δx, δv), i.e. the joint probability density P (δx, δv, t),
can be derived among others using Markoff’s Method [Cha43], or, more
straightforward, a Fourier Transformation Method. For this we introduce
the following notation:
ψ(t′) :=
√
2D
γ
(1− e−γ(t+δt−t′)) , φ(t′) :=
√
2D e−γ(t+δt−t
′) . (E.51)
δx, δv therefore is given as:
δx =
∫ t+δt
t
ψ(t′)Γ(t′) dt′ , δv =
∫ t+δt
t
φ(t′)Γ(t′) dt′ . (E.52)
For the moment, we approximate the integrals above with the corresponding
Riemann-Stieltjes Sum:
δx =
∑
k
ψ(tk)∆Wk , δv =
∑
k
φ(tk)∆Wk (E.53)
with
∆Wk :=
∫ tk+1
tk
Γ(t′) dt′ (E.54)
for a suitable chosen subdivision of the time intervall [t, t + δt]. and the
statistical properties of ∆Wk as previously defined. The joint probability
P (δx, δv) is derived from:
P (δx, δv) =
∫
δ(δx−
∑
k
ψ(tk)∆Wk)
· δ(δv −
∑
k
φ(tk)∆Wk)
∏
k
p(∆Wk) d∆Wk , (E.55)
where
p(∆Wk) =
1√
2πδ′t
e−
∆W2
k
2δ′t (E.56)
and δ(. . .) denotes Dirac’s delta function. To proceed, we use the Fourier
representation of the Dirac Delta function:
δ(x− x′) = 1
2π
∫ ∞
−∞
eik(x−x
′) dk (E.57)
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Inserting in Eq. (E.55) and rearranging integrations yields:
P (δx, δv) =
1
4π
∫ ∞
−∞
ei(kxδx+kvδv)A(kx, kv) dkx dkv (E.58)
with:
A(kx, kv) =
∏
m
∫
e−i∆Wm(kxψm+kvφm)p(∆Wm) d∆Wm
=
∏
m
e−
(kxψm+kvφm)
2
2 = e−
∑
m(kxψm+kvφm)
2
2
(E.59)
Now we can perform the remaining integrations and get:
P (δx, δv) =
1
2π
√|det(C)|e− (δx,δv)C
−1(δxδv)
2 , (E.60)
the bivariate Gaussian distribution with covariance matrix C:
C :=
[ ∫ t+δt
t
ψ2(t′) dt′
∫ t+δt
t
ψ(t′)φ(t′) dt′∫ t+δt
t
ψ(t′)φ(t′) dt′
∫ t+δt
t
φ2(t′) dt′
]
(E.61)
its inverse:
C−1 =
1
det(C)
[ ∫ t+δt
t
φ2(t′) dt′ − ∫ t+δt
t
ψ(t′)φ(t′) dt′
− ∫ t+δt
t
ψ(t′)φ(t′) dt′
∫ t+δt
t
ψ2(t′) dt′
]
(E.62)
and its determinant:
det(C) =
∫ t+δt
t
ψ2(t′) dt′ ·
∫ t+δt
t
φ2(t′) dt′−
(∫ t+δt
t
ψ(t′)φ(t′) dt′
)2
, (E.63)
where we replaced the Riemann-Stieltjes Sums with the corresponding inte-
grals. Finally, inserting Eqs. (E.51) and integrate the expressions gives:
C := D
[
2γδt−3+4e−γδt−e−2γδt
γ3
1−2e−γδt+e−2γδt
γ2
1−2e−γδt+e−2γδt
γ2
1−e−2γδt
γ
]
. (E.64)
A frequently used and convenient short hand notation for the probability
distribution (E.60) is given as:[
δx
δv
]
∼ N(0,C) . (E.65)
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Numerically, samples drawn from this distribution can be easily arranged us-
ing two independent Gaussian distributed random variables (say, e.g. (X1, X2)
with X ∼ N(0,1)), and utilizing the fact, that the joint probability of two
random variables generated via a linear transformation of independent ran-
dom variables (e. g. Y =M ·X) is a multivariate Gaussian distribution:
Y ∼ N(0,M ·MT) . (E.66)
For the second order scheme (f(t′) ≈ f(t) + (t′ − t)f˙(t)) we use the
following relation:∫ t+δt
t
e−γ(t+δt−t
′)(f(t)+(t′−t)f˙(t) dt′ = f(t+δt)c2δt+f(t)(c1−c2)δt (E.67)
The updated velocity therefore is given as:
v(t+ δt) = c0v(t) + c2f(t+ δt)δt+ (c1 − c2)f(t)δt+ δv , (E.68)
and the positions as:
x(t+ δt) = x(t) + c1v(t)δt+ c2f(t)δt
2 + δx . (E.69)
This second order scheme closely resembles the Velocity Verlet method, which
formally can be identified with a second order predictor-corrector scheme in
Gear’s notation. The predictor step can be identified with:x˜P (t+ δt)v˜P (t+ δt)
a˜P (t+ δt)
 =
1 c1 2c20 c0 2c1
0 0 1
 ·
x˜(t)v˜(t)
a˜(t)
+
 δxδv · δt
0
 (E.70)
and the corrector step results in:x˜C(t+ δt)v˜C(t+ δt)
a˜C(t+ δt)
 =
x˜P (t+ δt)v˜P (t+ δt)
a˜P (t+ δt)
+
 02c2
1
 · (a˜C(t+ δt)− a˜P (t+ δt)) , (E.71)
where a˜C(t+ δt) := δt
2
2
f(t+ δt) ≡ δt2
2
f(xP (t+ δt)) and x˜(t) := x(t), v˜(t) :=
δt · v(t) and a˜(t) := δt2
2
· a(t).
Together with formulating an integration scheme suitable for Langevin’s
dynamics, one should also address the for practical needs of utmost important
question of discretization errors of the scheme [MS96].
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