Introduction
Ion traps play a key role in fundamental physics experiments (Ref. Email address: kevin.coakley@nist.gov (Kevin J. Coakley).
and a detection stage. The detector provides incomplete information because it goes dead after detecting the first proton. Based on the number of runs where a proton is detected, one can estimate the proton trapping rate.
In earlier work [Ref. 9] , this estimation problem was studied using a Bayesian method. Given a particular realization of the data (the number of runs where at least one ion (proton in this paper) is trapped), a formula for the posterior mean of the ion trapping rate was presented based on a prior probability model for the trapping rate. In this work, I estimate the trapping rate by the method of maximum likelihood and focus on the statistical properties of this estimate. I neglect physical sources of systematic error due to effects such as a time varying proton trapping rate or fluctuations in the actual trapping stage interval about the nominal value sought by the experimenter.
In Section 2, I demonstrate that the bias (expected value minus true value) and variance of the maximum likelihood estimate of the trapping rate λ are infinite.
This is so because a rare realization of the data yields an infinite estimate of λ. This technical problem can be dealt with in various ways. One could quantify uncertainty by constructing confidence intervals of finite width even though the variance of the estimate is infinite. Another approach would be to introduce a stopping rule so that the experiment is continued until no protons are trapped in at least one run. I do not pursue either of these approaches here.
Instead, I restrict the sample space to include only realizations of data where one observes at least one run where no protons are trapped. For realizations of data in this subsample, the maximum likelihood estimate has finite first and second moments. In Section 3, I derive asymptotically valid formulas for the bias, variance, and mean-square-error of a maximum likelihood estimate of the proton trapping rate computed from this subsample. In general, one expects estimates that are nonlinear functions of the observed data, such as the maximum likelihood estimate of the trapping rate, to be biased [Ref. 10] .
In Section 4, where, based on nominal values of trapping rate and dead time, I
determine the trapping time that minimizes the root-mean-square prediction error of the maximum likelihood estimate of λ in the subsample of interest.
Statistical Model
In a simulated proton trapping experiment there are many runs. 
Above, the function INT (x) rounds the continuous variable x down to the nearest integer. Let n + be the observed number of runs where at least one proton is trapped. I model the number of protons trapped during any run as a realization of a Poisson process with expected value λτ . Hence, the probability that no ion is trapped for a given run is
The maximum likelihood estimate of p 0 iŝ
where n + is the number of runs where at least one proton is trapped. Thus, the maximum likelihood estimate of λ iŝ
Since n + is a binomial random variable, the probability that
where
Hence, the expected value of the maximum likelihood estimate of λ is
Similarly, the expected squared value of the estimate is
For λ > 0, P (N run ) = (1 − p 0 ) Nrun > 0, and both the expected value (first moment) and expected squared value (second moment) ofλ are infinite. The variance ofλ, V AR(λ), is not defined because
and both terms on the right hand side of Eq. 8 are infinite.
To ensure that both E(λ) and E(λ 2 ) are finite, I restrict the sample space to realizations of the data where n + < N run . From a practical point of view, this means that realizations of data where n + = N run would be ignored. For neutron lifetime experiments of current interest, the probability that n + = N run is negligible provided that τ is judiciously chosen. Hence, this subsampling restriction does not significantly affect data collection procedures for neutron lifetime experiments of current interest. In this subsample, the discrete probability density function for allowed realizations of n + = 0, 1, · · · , N run − 1 is
For this subsample, the first two moments of the maximum likelihood estimate are
and
Since the first two moments (Eqns. 10 and 11) ofλ are finite, the variance of λ is defined and finite. Next, I present analytical formulas to approximate the fractional bias, fractional standard deviation and fractional root-mean-square prediction error of the estimate computed for this subsample.
Asymptotic Approximations for Analysis in Subsample
In the subsample where n + < N run , I derive asymptotically valid approximations for the fractional bias (F BIAS), fractional root-mean-square prediction error (F RMS), and fraction standard deviation (F SE) ofλ where
To facilitate analysis ofλ in the subsample I writê
Thus,
In the subsample, w takes discrete values in the following interval
The BIAS of the maximum likelihood estimate of λ in the subsample is
where w is a random variable.
I derive an asymptotically valid expression for BIAS based on a local approximation for ln(1 − w) in the vicinity of 0. I approximate f (w) = − ln(1 − w)
as a fourth order polynomialf (w) wherê
where f k (0) is the kth derivative of f (w) evaluated at w = 0. Thus,
Since
the central moments µ r = E((n + − E(n + )) r ) are relevant. In the full sample where n + ≤ N run , n + is a binomial random variable with an expected value equal to N run (1 − p 0 ). Hence, in full sample, its first four central moments are
[11]
Since P (n + = N run ) tends to 0 exponentially as a function of N run , the asymptotic central moments of n + in the subsample are given by Eqns. 24-27.
Based on Eqns. 22,25,26 and 27, I get the following approximation for F BIAS
In a similar calculation where I approximate f (w) as a second order polynomial, I get the following approximation for F RMS
From Eqns. 28 and 29, I derive an approximation for F SE
Since the asymptotic standard deviation of the random variable w is
I expect Eqns. 28-30 to be asymptotically valid as N run increases to large values. Next, I present evidence consistent with this expectation for a number of cases (Tables 1,2 ).
Example
For particular cases, I compute the actual values of F RMS, F BIAS and F SE using Eqns. 9-14. I set δ = 100 µs (0.0001 s) and λ = 1 Hz because these are typical values for experiments done at NIST. For experiments of total duration of T = 10 s ,25 s, 50 s, 100 s, 200 s, and 400 s, F BIAS was much less than F RMS (see Figure 1 and Table 1 ). Furthermore, F BIAS was more sensitive to τ than F RMS was (Figure 1 ). For the cases summarized in Table   1 , the fractional systematic error and fractional RMS prediction error are well For convenience, I express the fractional RMS prediction error ofλ as
where T is the total time of the experiment. The parameter T * is a function of λ, τ and δ. In proton trap neutron lifetime experiments, λ depends on exper- For the case where the dead time δ is fixed, T * varies as a function of both λ and τ (Figure 2 ) in a complicated manner. To clarify resutls, I scale T * and τ by the true trapping rate λ (Figure 3 ). I define τ opt to be the value of τ that minimizes F RMS. Based on Figure 3 , the most elucidating way to find the optimal data collection strategy is to minimize λT * as a function of λτ .
For the cases shown in Figures 2 and 3 , I conclude that λτ opt increases as λ increases. In a second simulation experiment, I consider cases where λ is fixed but the dead time δ varies from case to case. For these cases, as δ increases, so too does λτ opt (Figure 4 ).
Discussion
Earlier I stated that the subsample restriction has no practical effect on data collection for neutron lifetime experiments of current interest. To make this claim more concrete, I compute the probability of observing n + = N run in the full sample for the cases listed in Table 1 . For these cases, τ = 0.014 s and λ = 1 s −1 and P (N run ) ≈ 10 −1.8569Nrun . Hence for an experiment of total duration 100 s, P (N run ) ≈ 10 −13169 .
In the study, I quantified F BIAS given knowledge of λ and particular values of τ , δ and T . In actual experiments, one would use the estimated value of λ rather than the true value. Hence, in Eqn. 28, one would usep 0 = exp(−λτ )
rather than the true value of p 0 . If F BIAS is negligible, there is no need to correctλ for bias. In principle, when bias is significant, a bias-corrected maximum likelihood estimate should be obtained using the following iterative procedure:
whereλ (0,BC) =λ andλ (k+1,BC) is the bias-corrected maximum likelihood estimate at the kth iteration. In practice, one iteration of the above procedure may yield a numerically stable estimate of the bias-corrected maximum likelihood estimate for cases of interest.
Summary
In this work, I studied the statistical properties of a maximum likelihood estimate of the rate at which protons are trapped. This study is relevant to proton trap neutron lifetime experiments at NIST and similar experiments elsewhere. After the first proton is detected, the detector goes dead. Hence, the detector provides incomplete information. Due to this incompleteness, I
showed that the first two moments of the maximum likelihood estimate of the trapping rate λ are infinite. Hence, the variance of the maximum likelihood estimate is not defined. To construct a maximum likelihood estimate with a finite variance, I restricted attention to a subsample of realizations of the data that excludes an exceedingly rare realization of the data that yields an infinite valued estimate of λ. I demonstrated that the probability of observing this rare realization quickly decreases to a negligible value for a judicious choice of the trapping time for proton trapping rates achievable at NIST (Secion 5). Hence, restricting attention to the subsample of interest has no practical effect on current neutron lifetime experiments of interest. Based on the discrete probability density function for this subsample, I derived exact formulas for the first two moments of the maximum likelihood estimate of λ (Eqns. 10 and 11).
I derived asymptotically valid formulas for the fractional bias, fractional RMS prediction error and fractional standard deviation of the maximum likelihood estimate (Eqns. 28-30). I showed that the approximation error associated with these formulas is low for a variety of cases (Tables 1,2 ).
I demonstrated that the fractional bias (F BIAS) of the estimate was more sensitive to τ than the fractional mean-square prediction error (F RMS) was ( Figure 1 ). As as a function of total observing time T , I showed that F BIAS decreases much faster than does F RMS (Table 1) .
I presented an objective method to select the optimal value of τ by minimizing F RMS. In general, the optimal trapping time τ that minimizes F RMS is a complicated function of both dead time δ and the trapping rate λ (Figures 2-4 ). For experimental planning purposes, my asymptotic approximations (Eqns.
28-30) should be useful for determining the optimal data collection strategy and for quantifying random and systematic errors.
In this study, I neglected physical sources of systematic error due to effects such as a time varying proton trapping rate or fluctuations in the actual trapping stage interval about the nominal value sought by the experimenter. Hence, the bias I quantified here is a purely statistical artifact due to the fact the maximum likelihood estimate of the trapping rate is a nonlinear function of the observed data. Table 2 . Simulation study. Proton trapping rate is λ = 100 s −1 . Dead time is δ = 0.0001 s. T = 400 s. 
