Large and moderate deviations for infinite-dimensional autoregressive processes  by Mas, André & Menneteau, Ludovic
Journal of Multivariate Analysis 87 (2003) 241–260
Large and moderate deviations for inﬁnite-
dimensional autoregressive processes
Andre´ Masa,c and Ludovic Menneteaub,c,
aUniversite´ Toulouse III, 118, Route de Narbonne, 31062 Toulouse, Cedex 4, France
bDe´partement des Sciences Mathe´matiques, Universite´ Montpellier II, Case courrier 051, Place Euge`ne
Bataillon, 34095 Montpellier, Cedex 5, France
cCREST, Laboratoire de Statistı´que, 3, avenue Pierre Larousse, 92240 Malakoff, France
Received 26 January 2001
Abstract
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1. Introduction
The study of random curves is a recent area in statistics. Its basic principles are the
following. Statistical data are often discrete observations whereas the underlying
phenomenon is usually continuous. Rather than dealing with the original data, an
interesting approach consists in rebuilding a curve ﬁtting them, which will become
the statistical observation. We refer to the monograph by Ramsay and Silverman
[18] for a large review of functional techniques and numerous examples. The two
main steps are, on a one hand, the reconstruction of the underlying processes (see
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[18, Chapter 1, 21]) and, on the other hand, the statistical inference on these random
curves. In the following, we will restrict ourselves to the second aspect.
Suppose you are given a continuous time process z ¼ ðztÞtAR: It is possible to
associate with z an inﬁnite sequence of random variables, namely
XnðtÞ ¼ znTþt; 0ptpT ; nAZ:
Therefore ðXnÞ is a functional (i.e. inﬁnite-dimensional) discrete-time process. It is
possible to make statistical inference on Xn and hence on z: In all the following, we
will always deal with Hilbert spaces of functions (for instance, the space of all square
integrable functions over ½0; T ).
Focusing on statistical prediction of time-continuous processes, Bosq introduced
the autoregressive hilbertian model (ARH(1)), which can be viewed as a general-
ization of the classical AR(1) model to the functional setting (see [6] for a recent
review in this area). This model was successfully implemented in climatology (see e.g.
[4,5]), medicine [3], and electricity consumption [7].
1.1. The autoregressive hilbertian model
Let ðekÞkAZ be a sequence of i.i.d. centered random variables deﬁned
on a probability space ðO;A;PÞ with values in a separable Hilbert space H
endowed with inner product /:; :S and norm jj 	 jj: Assume that Ejje0jj2oþN and
denote by
Ce ¼ Eðe0#e0Þ;
the covariance operator of e0; where x#y (x; yAH) denotes the linear operator from
H to H;
x#y : hAH//x; hSy:
See [20, Chapter 3] for general informations about covariance operators of
functional random variables.
Let r be a bounded linear operator from H to H such that
(H.0)
PN
p¼0 jjr pjjL :¼ K0oþN;
where
jjr pjjL ¼ sup
jjhjjp1
jjr pðhÞjj:
For every nAZ; set
Xn ¼
XþN
p¼0
r pðen
pÞ:
It is easily seen that ðXnÞ is the unique stationary solution of the autoregressive
equation
Yn ¼ rðYn
1Þ þ en: ð1Þ
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Here, we are interested in the asymptotic behavior of the empirical mean
%Xn ¼ 1
n
Xn
k¼1
Xk
and of the empirical covariance
Cn ¼ 1
n
Xn
k¼1
Xk#Xk:
The sample mean %Xn is a random variable with values in H: The operator Cn is a
natural estimator of the covariance operator of X0;
C ¼ EðX0#X0Þ:
It is also known that when Ejje0jj2oþN the operators Cn; C and Ce are selfadjoint,
positive, nuclear and hence Hilbert–Schmidt. The Hilbert space of Hilbert–Schmidt
operators will be denoted S: It is endowed with scalar product /:; :SS where
/s; tSS ¼
X
p
/sðepÞ; tðepÞS; ð2Þ
with ðepÞpAN a complete orthonormal system in H (see [12]).
In [6], the law of large numbers, the central limit theorem and almost sure
convergence are considered for %Xn and Cn: In the following, we will prove that the
empirical mean %Xn as well as the empirical covariance sequence Cn both satisfy
moderate deviations principles.
In a second time, we use our result on the empirical covariance to obtain moderate
deviations principles for the eigenvalues and the projectors in the linear principal
component analysis of ðXnÞ: This is done via a general transfert principle described in
[16] (see also [9,15,19] for related results).
1.2. Large and moderate deviations
We refer to [10], for an exposition of the general theory of large deviations and
limit ourself below to the statement of some important facts and deﬁnitions which
are useful for our needs.
Deﬁnition 1. Let E be a topological space, a function I : E-½0;N is a rate function
if it is lower semi-continuous (i.e. for every aX0; fIpag is closed). A rate function I
is called a good rate function if it is inf-compact (i.e. for every aX0; fIpag is
compact).
Deﬁnition 2. Let E be a topological space, E a s-algebra on E; and ðvnÞ be a
sequence of positive real numbers such that vnk0: A sequence ðWnÞnX1 of ðE;EÞ-
valued random variables deﬁned on a common probability space ðO;A;PÞ is said to
follow the large deviations principle (LDP) in E with speed ðvnÞ and rate function I if
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for every AAE;

inffIðxÞ: xAA˚gp lim inf
n-N
vn logPðWnAAÞ ð3Þ
p lim sup
n-N
vn logPðWnAAÞ
p
 inffIðxÞ: xA %Ag; ð4Þ
where A˚ (resp. %A) denotes the interior (resp. closure) of A in E:
Deﬁnition 3. Let E be a topological space, E a s-algebra on E; and ðvnÞ be a
sequence of positive real numbers such that vnk0: A sequence ðWnÞnX1 of ðE;EÞ-
valued random variables deﬁned on a common probability space ðO;A;PÞ is said to
follow the moderate deviations principle (MDP) in E with rate function I if for every
vnk0 such that nvnmN; ð ﬃﬃﬃﬃﬃﬃﬃnvnp WnÞnX1 follows the LDP in E with speed ðvnÞ and rate
function I :
Especially in inﬁnite-dimensional spaces, an useful way to get a large deviations
theorem for a given sequence is to prove some large deviations principles for a family
of (more practible) sequences which ‘‘approximate well’’ our sequence of interest.
The notion of well approximation adapted to large deviations principles is contained
in the next Lemma.
Lemma 4. Let ðE; dÞ be a metric space and ðvnÞ be a sequence of positive real numbers
such that vnk0: Let ðWnÞnAN and ðWn; mÞnAN;mAN be sequences of E valued random
variables such that:
(i) ðWn; mÞnAN;mAN is an ðvnÞ-exponentially good approximation of the sequence
ðWnÞnAN that is for every Z40;
lim sup
m-N
lim sup
n-N
vn logPðdðWn; Wn; mÞ4ZÞ ¼ 
N:
(ii) For every mAN; ðWn; mÞnAN;mAN follows the large deviations principle in E with
speed vn and a good rate function Im:
(iii) The function
I : xAE/ sup
d40
lim inf
m-N
inffImðyÞ: yABðx; dÞg;
is a good rate function, where Bðx; dÞ ¼ fyAE: dðx; yÞodg:
(iv) For every closed set FCE;
inf
F
Ip lim sup
m-N
inf
F
Im:
Then, ðWnÞnAN follows the large deviations principle in E with speed ðvnÞ and good
rate function I :
Proof. See e.g. [10, Theorem 4-2-16]. &
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Remark 5. Note for further references that if for every mX1; Wn; m ¼ Wn;1; then
conditions (iii) and (iv) are automatically satisﬁed and I ¼ I1:
In the next section the main theorems are announced. Then, these results are
applied to the linear principal component analysis. The last section is devoted to the
proofs.
2. Main results
The additional assumptions needed to get our main results are listed below.
(H.1) For all a40; Eðeajje0jjÞoþN:
(H.2) There exists a40 such that Eðeajje0jjÞoþN:
(H.3) There exists a40 such that Eðeajje0jj2ÞoþN:
Note that assumptions (H.1)–(H.3) hold whenever e0 is gaussian.
We also deﬁne L2ðPÞ the set of square integrable real valued random variables
endowed with its usual norm j 	 jL2ðPÞ:
The three main results of this article are the following:
Theorem 6. Under (H.0) and (H.1) the sequence of empirical means ð %XnÞnX1 follows
the large deviations principle in H with speed ðn
1Þ and with rate function
IX : xAH/ sup
hAH
f/h; x 
 rðxÞS
 Eðe/h;e1SÞg:
Theorem 7. Under (H.0) and (H.2), the sequence of empirical means ð %XnÞnX1 follows
the moderate deviations principle in H with rate function
JX : xAH/12 inffjkj2L2ðPÞ: x ¼ EðkðIdH 
 rÞ
1ðe1ÞÞg
(as usual inff|g ¼ þN).
The proof of both theorems is extremely simple. It relies on a decomposition of the
empirical mean which implies that the asymptotic behavior of %Xn is equivalent to a
mean of i.i.d. variables.
Remark 8. It is clear (see their proofs below) that Theorems 6 and 7 still hold
whenever the Hilbert space H is replaced by any separable Banach space B (with
norm jj 	 jj and duality bracket /:; :SÞ of type 2 (see e.g. of [13, Chapter 9, p. 241]).
To express the next theorem we need to deﬁne the S-valued random variable
u1 ¼ rðX0Þ#e1 þ e1#rðX0Þ þ e1#e1 
 Ce;
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and the linear operator
R : sAS/rsr; ð5Þ
where r is the adjoint operator of r: We also denote by IdS is the identity operator
on S:
Theorem 9. Under (H.0) and (H.3), the sequence of centered empirical covariance
operators ðCn 
 CÞnX1 follows the moderate deviations principle in S with rate
function
JC : sAS/12 inffjkj2L2ðPÞ: s ¼ EðkðIdS 
 RÞ
1ðu1ÞÞg:
3. Application to the principal component analysis
One of the main statistical interest in analyzing the asymptotic behavior of Cn 
 C
is to obtain similar results for the linear principal component analysis (PCA) of the
process deﬁned by (1). Since C (resp. Cn) is a Hilbert–Schmidt, self-adjoint and
positive operator, its repeated non-null eigenvalues ðmjÞjX1 (resp. ðmj;nÞjX1) are
uniformly bounded real numbers. Without loss of generality, we assume that ðmjÞjX1
(resp. ðmj;nÞjX1) is a decreasing sequence and we denote by ðlkÞkX1 the non-increasing
sequence of non-repeated elements of ðmjÞjX1: For all kX1; mk denotes the
multiplicity degree of lk; we set Mk ¼ f j: mj ¼ lkg; lk;n ¼ fmj;n: jAMkg; and
Pk (resp. Pk;n) is the orthogonal projection onto kerðC 
 lk IdHÞ (resp.
"mAlk;n kerðD
 m IdHÞ) (where IdH is the identity operator on H).
In the following, we obtain moderate deviations principles for the eigenvalues of
Cn (the principal components) as well as for the associated projection operators.
We denote by Sk the bounded linear operator from H to H deﬁned in the basis of
eigenvectors of C by
Sk ¼
X
pak
ðlk 
 lpÞ
1Pp; ð6Þ
we set
jk : sAS/SksPk þPksSk ð7Þ
and
pk : sAS//Pk; sSSAR: ð8Þ
For every lX1; we consider the product spaces Rl and Sl endowed with the
respective norms
jða1;y; alÞjl ¼ max
jpl
jajj
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and
jjðs1;y; slÞjjS;l ¼ max
jpl
jjsjjjS:
Moreover, for all ﬁnite subset LCN of cardinality lX1; we deﬁne
jL : sAS/fjkðsÞ : kALgASl
and
pL : sAS/fpkðsÞ : kALgARl :
Theorem 10. Assume that (H.0) and (H.3) hold. Then, for all finite subset LCN of
cardinality l; ðfPk;n 
Pk : kALgÞnX1 follows the moderate deviations principle in Sl
with rate function
JPL : sAS
l/1
2
inffjkj2L2ðPÞ: s ¼ EðkjL½ðIdS 
 RÞ
1ðu1ÞÞg:
Theorem 11. Assume that (H.0) and (H.3) hold. Then, for all finite subset LCN of
cardinality l; ðfPmAlk;n m
 mklk : kALgÞnX1 satisfies the moderate deviations
principle in Rl with rate function
JlL : aAR
l/1
2
inffjkj2L2ðPÞ: a ¼ EðkpL½ðIdS 
 RÞ
1ðu1ÞÞg:
In particular, for all kX1; ð PmAlk;n m
 mklkÞnX1 follows the moderate deviations
principle in R with rate function
Jlk : aAR/
a2
2s2k
with
s2k ¼ Eð/ðIdS 
 RÞ
1ðu1Þ;PkS2SÞ:
The proofs of these theorems are based on the fact that the eigenvalues and their
associated projectors can be shown to be equivalent to a continuous functional of the
covariance operator. This argument is developed in [16] (see also [9]).
4. Proofs
The proof of Theorems 6 and 7 are very similar and rely on a decomposition of the
empirical mean which implies that the asymptotic behavior of %Xn is equivalent to
that of a sum of i.i.d. variables. Indeed, it is easily proved that
%Xn ¼ ðIdH 
 rÞ
1ð%enÞ þ ðIdH 
 rÞ
1r X0 
 Xn
n
 
; ð9Þ
where %en :¼ n
1
Pn
k¼1 ek:
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Proof of Theorem 6. Using the classical large deviations result for means of
i.i.d. random vectors (see e.g. [2, Theorem 5]) in combination with the fact that
ðIdH 
 rÞ
1 is a continuous one-to-one map from H onto H; we get by the
contraction principle (see e.g. [10, Theorem 4-2-1]) that, under (H.1),
ððIdH 
 rÞ
1ð%enÞÞnX1
follows the large deviations principle in H with speed ðn
1Þ and rate function IX :
Now, in view of (9), the conclusion follows by Lemma 4 with Wn ¼ %Xn;
Wn; m ¼ ðIdH 
 rÞ
1ð%enÞ and Im ¼ I ¼ IX :
In order to apply this lemma we just have to prove that for every Z40;
lim sup
n-N
1
n
logP ðIdH 
 rÞ
1r X0 
 Xn
n
 


4Z
 
¼ 
N: ð10Þ
But, by the stationarity of ðXnÞ; (10) holds whenever
lim sup
n-N
1
n
logPðjjX0jj4ZnÞ ¼ 
N:
Moreover, by Bosq [6, Lemma 3.3], (H.1) implies that for every a40;
EðeajjX0jjÞoN:
Hence, for every a40;
lim sup
n-N
1
n
logPðjjX0jj4ZnÞp lim sup
n-N
1
n
logðe
aZnEðeajjX0jjÞÞ
p 
 aZ;
and we get the result when amN: &
Proof of Theorem 7. By the moderate deviations result for means of i.i.d. random
vectors (see e.g. [1, Theorem 2.2]) and the contraction principle we get that
ððIdH 
 rÞ
1ð%enÞÞnX1 follows the moderate deviations principle in H with rate
function JX :
Now, as in the proof of Theorem 6, the intended result holds by Lemma 4 (here,
with Wn ¼ ﬃﬃﬃﬃﬃﬃﬃnvnp %Xn; Wn; m ¼ ðIdH 
 rÞ
1ð ﬃﬃﬃﬃﬃﬃﬃnvnp %enÞ and Im ¼ I ¼ JX ). To apply this
lemma, it is enough to show that for every Z40;
lim sup
n-N
vn logP jjX0jj4Z
ﬃﬃﬃﬃ
n
vn
r 
¼ 
N:
Now, by Bosq [6, Lemma 3.3], (H.2) implies that for some a40;
EðeajjX0jjÞoN:
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Hence,
lim sup
n-N
vn logP jjX0jj4Z
ﬃﬃﬃﬃ
n
vn
r 
p lim sup
n-N
vn log e

aZ
ﬃﬃﬃ
n
vn
q
EðeajjX0jjÞ
0
@
1
A
p lim sup
n-N
ð
aZ ﬃﬃﬃﬃﬃﬃﬃnvnp Þ;
and we get the result when amN: &
Proof of Theorem 9. The following autoregressive representation for the covariance
process is true and may be found in [6, Lemma 4.1].
Zk ¼ RðZk
1Þ þ uk; ð11Þ
where
Zk ¼ Xk#Xk 
 C; uk ¼ rðXk
1Þ#ek þ ek#rðXk
1Þ þ ek#ek 
 Ce;
and R is deﬁned in (5).
Now, using (11) it is easy to prove that
Cn 
 C ¼ ðIdS 
 RÞ
1ð %unÞ þ ðIdS 
 RÞ
1R Z0 
 Zn
n
 
; ð12Þ
with %un :¼ n
1
Pn
k¼1 uk: Note that the main difference with (9) is that ð %unÞ is not a
mean of independent random variables.
Assume for the moment that the next proposition is true:
Proposition 12. Under (H.0) and (H.3), ð %unÞ follows the MDP in S with rate function
JNðsÞ ¼ 12 inffjkj2L2ðPÞ : s ¼ Eðku1Þg:
Using the fact that ðIdS 
 RÞ
1 is a continuous one-to-one map from S onto S;
we get by the contraction principle and Lemma 4 with Wn ¼ ﬃﬃﬃﬃﬃﬃﬃnvnp ðCn 
 CÞ; Wn; m ¼
ðIdS 
 RÞ
1ð ﬃﬃﬃﬃﬃﬃﬃnvnp %unÞ and Im ¼ I ¼ JC that Theorem 9 is true whenever for all Z40;
lim sup
n-N
vn logP ðIdS 
 RÞ
1RðZ0 
 ZnÞ
  
S
4Z
ﬃﬃﬃﬃ
n
vn
r 
¼ 
N: ð13Þ
This is done in the next lemma:
Lemma 13. Under (H.0) and (H.3), there exist a40 such that, for all Z40;
P jjZ0 
 ZnjjS4Z
ﬃﬃﬃﬃ
n
vn
r 
p2 exp 
 aZ
2K20
ﬃﬃﬃﬃ
n
vn
r 
Eðeajje0jj2Þ: ð14Þ
In consequence, (13) holds.
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Proof. By the stationarity of ðZnÞ and since for every x; y in H;
jjx#yjjS ¼ jjxjj jjyjj;
we get that
P jjZ0 
 ZnjjS4Z
ﬃﬃﬃﬃ
n
vn
r 
p 2P jjX0#X0jjS4
Z
2
ﬃﬃﬃﬃ
n
vn
r 
p 2P jjX0jj24Z
2
ﬃﬃﬃﬃ
n
vn
r 
: ð15Þ
But, by (H.0), the triangle inequality, Cauchy–Schwarz inequality and (H.3), there
exists a40 such that
P jjX0jj24Z
2
ﬃﬃﬃﬃ
n
vn
r 
pP K20
XN
p¼0
jjr pjjL
K0
jje
pjj
 !2
4
Z
2
ﬃﬃﬃﬃ
n
vn
r0@
1
A
pP K20
XN
p¼0
jjr pjjL
K0
jje
pjj24Z
2
ﬃﬃﬃﬃ
n
vn
r !
pP
XN
p¼0
jjr pjjL
K0
ajje
pjj24 a
K20
Z
2
ﬃﬃﬃﬃ
n
vn
r !
p exp 
 a
K20
Z
2
ﬃﬃﬃﬃ
n
vn
r YN
p¼0
E ðeajje
pjj2Þ
jjr pjjL
K0
 
p exp 
 a
K20
Z
2
ﬃﬃﬃﬃ
n
vn
r 
Eðeajje0jj2Þ; ð16Þ
which, combined with (15), give the result. Now, by (14), and if jj:jjLðSÞ is the usual
norm on the space of linear operators from S to S; we have
lim sup
n-N
vn logP jjðIdS 
 RÞ
1RðZ0 
 ZnÞjjS4Z
ﬃﬃﬃﬃ
n
vn
r 
p lim sup
n-N
vn logP jjZ0 
 ZnjjS4jjðIdS 
 RÞ
1Rjj
1LðSÞZ
ﬃﬃﬃﬃ
n
vn
r 
p aZ
2K20
jjðIdS 
 RÞ
1Rjj
1LðSÞ lim sup
n-N

 ﬃﬃﬃﬃﬃﬃﬃnvnp ¼ 
N: &
Therefore, the proof of the theorem will be ended if we show that Proposition 12 is
true.
Remark 14. By stationarity of ðumÞ we have for every mX1;
JNðsÞ ¼ 12 inffjkmj2L2ðPÞ : s ¼ EðkmumÞg:
The next lemmas will be useful in order to prove Proposition 12.
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For all kX1 and mX2; set
Xk
1; m ¼ ek
1 þ rðek
2Þ þ?þ rm
2ðek
mþ1Þ ¼
Xm
2
l¼0
rlðek
1
lÞ
and
uk; m ¼ rðXk
1; mÞ#ek þ ek#rðXk
1; mÞ þ ek#ek 
 Ce
¼
Xm
1
l¼1
½rlðek
lÞ#ek þ ek#rlðek
lÞ þ ek#ek 
 Ce:
It is easily seen that ðuk; mÞkX1 is a strictly stationary sequence of S-valued random
variables with m-dependent structure (i.e. for all pX1; fuk; m : 1pkppg and
fuk; m: kXp þ m þ 1g are independent). Moreover, if, for all kX1; Fk is the
sigma-algebra generated by feq : qpkg; we get:
Lemma 15. (i) For all mX2 and sAS; ð/uk; m; sSSÞkX1 is an ðFkÞkX1 difference of
martingale.
(ii) For all k41; mX2 and sAS;
Eð/u1; m; sSS/uk; m; sSSÞ ¼ 0: ð17Þ
Proof. (i) For all kX1;
Eð/uk; m; sSSjFk
1Þ
¼
Xm
1
l¼1
Eð/rlðek
lÞ#ek; sSSjFk
1Þ þ Eð/ek#rlðek
lÞ; sSSjFk
1Þ
þ Eð/ek#ek 
 Ce; sSSjFk
1Þ:
Moreover,
Eð/rlðek
lÞ#ek; sSSjFk
1Þ ¼
X
pX1
/rlðek
lÞ; epSEð/ek; sðepÞSÞ
¼ 0;
Eð/ek#rlðek
lÞ; sSSjFk
1Þ ¼
X
pX1
/rlðek
lÞ; sðepÞSEð/ek; epSÞ
¼ 0
and
Eð/ek#ek 
 Ce; sSSjFk
1Þ ¼
X
pX1
Eð/ek; epS/ek; sðepÞSÞ 
/CeðepÞ; sðepÞS
¼ 0:
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(ii) By the difference martingale property,
Eð/u1; m; sSS/uk; m; sSSÞ ¼ Eð/u1; m; sSSEð/uk; m; sSS jFk
1ÞÞ ¼ 0: &
Set
%un; m ¼ n
1
Xn
k¼1
uk; m:
Lemma 16. Under (H.0) and (H.3), for all mX1; ð %un; mÞnX1 follows the MDP in S
with rate function
JmðsÞ ¼ 12 inffjkj2L2ðPÞ : s ¼ Eðkum; mÞg: ð18Þ
Proof. Fix mX2 and observe that ð %un; mÞnX1 is the mean of the strictly stationary
m-dependent sequence ðuk; mÞkX1: Moreover, for all sAS; by the ﬁrst part of
Lemma 15, we clearly have
Eð/u1; m; sSSÞ ¼ 0:
Furthermore, (H.3) implies that
Eðjju1; mjj2SÞoN;
and, using Tchebitchev inequality, it is easy to show thatﬃﬃﬃﬃﬃﬃﬃ
nvn
p jj %un; mjjS-0 in probability:
Hence, by Chen [8, Theorem 1.1], ð %un; mÞnX1 satisﬁes the MDP in S with rate
function
JˆmðsÞ ¼ 12 jjsjj2m;
where jj:jjm is the reproducing kernel Hilbert space norm (see e.g. [13, p. 208])
pertaining to the quadratic form
fy2mðsÞ : sASg;
with
y2mðsÞ ¼ Eð/u1; m; sS2SÞ þ 2
Xmþ1
k¼2
Eð/u1; m; sSS/uk; m; sSSÞ
¼ Eð/u1; m; sS2SÞ; ð19Þ
by (17). Finally, since by (19) and e.g. [13, p. 208],
jjsjj2m ¼ inffjkj2L2ðPÞ : s ¼ Eðkum; mÞg;
we get the intended result. &
In the next lemma, following [17], we establish an exponential inequality for
ð %un 
 %un; mÞ and we obtain that ð ﬃﬃﬃﬃﬃﬃﬃnvnp %un; mÞnAN;mX2 is an ðvnÞ-exponentially good
approximation of the sequence ð ﬃﬃﬃﬃﬃﬃﬃnvnp %unÞnAN:
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For all pX1 and kX1; set
xk;p ¼ ek#
r p
jjr pjjL
ðek
pÞ:
Lemma 17. (i) If (H.3) holds, then, there exist a040 and b040 such that, for all pX1;
nX1 and tX0;
P max
jpn
Xj
k¼1
xk;p




S
Xt
 !
p36 exp 
 t
2
a0n þ b0t
 
: ð20Þ
(ii) Consider a sequence of non-negative real numbers vnk such that nvnm: If
(H.0) and (H.3) hold, then, for all Z40; there exists cðZÞ ¼ cðZ; v1Þ40 and
KðZÞ ¼ KðZ; v1Þ40 such that, for all nX1 and mX1;
P max
jpn
Xj
k¼1
uk 
 uk; m




S
4Z
ﬃﬃﬃﬃ
n
vn
r !
pKðZÞ exp 
 cðZÞ
vnjjrmjjL
 
: ð21Þ
(iii) If (H.0) and (H.3) hold then, for all Z40;
lim sup
m-N
lim sup
n-N
vn logPð ﬃﬃﬃﬃﬃﬃﬃnvnp jj %un 
 %un; mjjS4ZÞ ¼ 
N: ð22Þ
Proof. (i) For all pAN and all jAN; set
Apð jÞ ¼ f2qp þ r : qAN; 1prppg-f1;y; jg
and
Bpð jÞ ¼ fð2q þ 1Þp þ r : qAN; 1prppg-f1;y; jg:
Then, it is easy to see that ðxk;pÞkAApð jÞ and ðxk;pÞkABpð jÞ are two sets of i.i.d. random
variables. Therefore, if we denote by ð*xk;pÞkX1 an i.i.d. sequence of r.v. with the same
law than x1;p; we have
P max
jpn
Xj
k¼1
xk;p




S
Xt
 !
pP max
jpn
X
kAApð jÞ
xk;p




S
þmax
jpn
X
kABpð jÞ
xk;p




S
Xt
0
@
1
A
pP max
jpn
X
kAApð jÞ
*xk;p




S
X
t
2
0
@
1
Aþ P max
jpn
X
kABpð jÞ
*xk;p




S
X
t
2
0
@
1
A
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p2P max
jpn
Xj
k¼1
*xk;p




S
X
t
2
 !
p18P
Xn
k¼1
*xk;p




S
X
t
60
 !
; ð23Þ
where we have used the Levy inequality for asymmetric random vectors in the last
line (see e.g. [14, Corollary 1.12]).
Now, by (H.3), choose a40 such that
Eðeajje0jj2ÞoN:
Using the fact that
jjxk;pjjSpjjekjjjjek
pjj;
and Schwarz inequality, we have, for all qX1;
Eðjjxk;pjjqSÞp Eðjje0jj2qÞ
p q!
2
a21b
q
2
1 ;
where
a1 ¼ a
1ð2Eðeajje0jj
2ÞÞ1=2 and b1 ¼ a
1:
Hence, by Bernstein inequality for Hilbert valued random variables (see e.g. [6,
Theorem 2.5]), for all tX0;
P
Xn
k¼1
*xk;p




S
Xt
 !
p2 exp 
 t
2
2a21n þ 2b1t
 
;
which, combined with (23), gives the result for
a0 ¼ 7200a21 and b0 ¼ 120b1:
(ii) It is easily seen that
Xn
k¼1
uk 
 uk; m




S
¼
Xn
k¼1
rðXk
1 
 Xk
1; mÞ#ek þ ek#rðXk
1 
 Xk
1; mÞ




S
p 2
Xn
k¼1
ek#rðXk
1 
 Xk
1; mÞ




S
:
Moreover,
Xk
1 
 Xk
1; m ¼
XN
l¼m
1
rlðek
1
lÞ
¼ rm
1
XN
l¼0
rlðek
m
lÞ
 !
:
ARTICLE IN PRESS
A. Mas, L. Menneteau / Journal of Multivariate Analysis 87 (2003) 241–260254
Hence, we have
Xn
k¼1
ek#rðXk
1 
 Xk
1; mÞ




S
¼
XN
l¼0
Xn
k¼1
ek#rmðrlðek
m
lÞÞ




S
p rmj jj jL
XN
l¼0
jjrl jjL
Xn
k¼1
xk; mþl




S
:
Now, by Bosq [6, Lemma 3.1], (H.0) is equivalent to the fact that for some a40 and
bA½0; 1Þ and for every pX0; jjr pjjLpab p: In particular, the constant
K1 ¼
XN
l¼0
ðl þ 1Þjjrl jjL
is ﬁnite under (H.0).
Therefore, if we set
tm;lðZÞ ¼ Zðl þ 1Þ
2K1jjrmjjL
;
we have, by (20),
P max
jpn
Xj
k¼1
uk 
 uk; m




S
4Z
ﬃﬃﬃﬃ
n
vn
r !
pP
PN
l¼0
ðl þ 1Þjjrl jjLðl þ 1Þ
1 max
jpn
Pj
k¼1
xk; mþl




S
4
PN
l¼0
ðl þ 1Þjjrl jjL
Z
2K1jjrmjjL
ﬃﬃﬃﬃ
n
vn
r
0
BBB@
1
CCCA
p
XN
l¼0
P max
jpn
Xj
k¼1
xk; mþl




S
4
Zðl þ 1Þ
2K1jjrmjjL
ﬃﬃﬃﬃ
n
vn
r !
p36
XN
l¼0
exp 
 1
vn
t2m;lðZÞ
a0 þ b0tm;lðZÞ=
ﬃﬃﬃﬃﬃﬃﬃ
nvn
p
 !
: ð24Þ
And, since, for all nX1; mX1 and lX0;
ﬃﬃﬃﬃﬃﬃﬃ
nvn
p
X
ﬃﬃﬃﬃ
v1
p
and tm;lðZÞXt1;0ðZÞ;
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we obtain
t2m;lðZÞ
a0 þ b0tm;lðZÞ=
ﬃﬃﬃﬃﬃﬃﬃ
nvn
p ¼ tm;lðZÞ
a0=tm;lðZÞ þ b0=
ﬃﬃﬃﬃﬃﬃﬃ
nvn
p
X
tm;lðZÞ
a0=t1;0ðZÞ þ b0=
ﬃﬃﬃﬃ
v1
p
X
cðZÞ
jjrmjjL
ðl þ 1Þ; ð25Þ
where
cðZÞ ¼ Z
2K1ða0=t1;0ðZÞ þ b0=
ﬃﬃﬃﬃ
v1
p Þ:
Hence, by (24) and (25), we get
P max
jpn
Xj
k¼1
uk 
 uk; m




S
4Z
ﬃﬃﬃﬃ
n
vn
r !
p 36
XN
l¼1
exp 
 1
vn
cðZÞ
jjrmjjL
 l
pKðZÞ exp 
 1
vn
cðZÞ
jjrmjjL
 
;
with
KðZÞ ¼ 36 1
 exp 
 1
v1
cðZÞ
jjrjjL
  
1
:
(iii) By (21),
lim sup
m-N
lim sup
n-N
vn logPð ﬃﬃﬃﬃﬃﬃﬃnvnp jj %un 
 %un; mjjS4ZÞ
p lim sup
m-N
lim sup
n-N
vn log KðZÞ 
 cðZÞjjrmjjL
 
¼ 
N: &
Lemma 18. Assume that (H.0) and (H.3) hold. Let ðkmÞmX1 be a bounded sequence in
L2ðPÞ then
lim
m-N
jjEðkmumÞ 
 Eðkmum; mÞjjS ¼ 0:
Proof. Set K :¼ supmX1 jkmjL2ðPÞ: Using Jensen’s inequality for Bochner integral (see
e.g. [11, p. 122]) and Cauchy–Schwarz inequality, we get
jjEðkmumÞ 
 Eðkmum; mÞjjSpKðEðjjum 
 um; mjj2SÞÞ1=2:
Moreover,
um 
 um; m ¼ rðXm
1 
 Xm
1; mÞ#em þ em#rðXm
1 
 Xm
1; mÞ
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and
Xm
1 
 Xm
1; m ¼ rm
1ðX0Þ:
Hence, we obtain
jjum 
 um; mjjSp2jjrmjjLjjX0jj jjemjj;
and, since X0 and em are independent,
jjEðkmumÞ 
 Eðkmum; mÞjjSp 2KðEðjjX0jj2ÞÞ1=2ðEðjjemjj2ÞÞ1=2jjrmjjL
p 2KðEðjjX0jj2ÞÞ1=2ðEðjje0jj2ÞÞ1=2jjrmjjL;
and the result follows. &
Deﬁne
J˜ : sAS/ sup
d40
lim inf
m-N
inffJmðtÞ : tABðs; dÞg;
where Bðs; dÞ ¼ ftAS : jjt 
 sjjSodg:
Lemma 19. (i) JN is a good rate function.
(ii) J˜ ¼ JN:
(iii) For every closed set FCS;
inf
F
JNp lim sup
m-N
inf
F
Jm:
Proof. (i) See e.g. Lemma 8-4 of [13, p. 209].
(ii) Set sAS: To show that J˜ðsÞpJNðsÞ; we can assume that JNðsÞoN:
Set d40 and Z40; there exists a sequence ðkmÞCL2ðPÞ such that
s ¼ EðkmumÞ and 12jkmj2L2ðPÞoJNðsÞ þ Z:
For
sm ¼ Eðkmum; mÞ;
by Lemma 18, we have jjsm 
 sjjSpd if m is large enough. Hence, for every d40;
lim inf
m-N
inf fJmðtÞ : tABðs; dÞgp lim inf
m-N
JmðsmÞ
p 1
2
jkmj2L2ðPÞoJNðsÞ þ Z;
which leads to the intended result.
To show the converse inequality, we take sAS such that J˜ðsÞoN and we prove
that J˜ðsÞXJNðsÞ: Since JN is a good rate function, it is enough, by Dembo and
Zeitouni [10, Lemma 4-1-6], to show that for every d40;
lim inf
m-N
inffJmðtÞ : tABðs; dÞgXinffJNðtÞ : tABðs; 2dÞg:
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Set d40 and Z40; by deﬁnition of J˜ðsÞ; there exists a non decreasing sequence
ðmkÞCN such that
sk :¼ Eðkmk umk ; mk ÞABðs; dÞ
and for all kX1;
1
2
jkmk j2L2ðPÞp lim infm-N inffJmðtÞ : tABðs; dÞg þ Z:
Set tk :¼ Eðkmk umkÞ: By Lemma 18, we have jjsk 
 tkjjSod for k large enough.
Hence,
inffJNðtÞ : tABðs; 2dÞgp lim inf
k-N
JNðtkÞ
p lim inf
k-N
1
2
jkmk j2L2ðPÞ
p lim inf
m-N
inffJmðtÞ : tABðs; dÞg þ Z:
(iii) Of course, we can assume that
lim sup
m-N
inf
F
JmoaoN:
Hence, there exists a sequence ðkmÞ such that for all m large enough,
sm :¼ Eðkmum; mÞAF
and
jkmj2L2ðPÞp2a:
Assume that
inf
F
JN4a;
then F-fJNpag ¼ | which implies since F is closed and fJNpag is compact that
there exists d40 such that
F-ðfJNpag þ dBð0; 1ÞÞ ¼ |; ð26Þ
where Bð0; 1Þ is the unit ball of S: Now, if we set tm :¼ EðkmumÞ; it is readily seen
that ðtmÞCfJNpag and, by Lemma 18, we get that for m large enough,
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jjtm 
 smjjSod; therefore, for such m;
smAF-ðfJNpag þ dBð0; 1ÞÞ;
which contradicts (26). Consequently,
inf
F
JNpa;
which gives the intended result. &
Proof of Proposition 12. By (22), Lemmas 16 and 19, we can apply Lemma 4 with
Wn ¼ ﬃﬃﬃﬃﬃﬃﬃnvnp %un; Wn; m ¼ ﬃﬃﬃﬃﬃﬃﬃnvnp %un; m and Im ¼ Jm and I ¼ JN which yields the
result. &
Proof of Theorem 10. By Mas and Menneteau [16, Theorem 5], we get that
ðfPk;n 
Pk : kALgÞnX1 follows the moderate deviations principle in Sl with rate
function
JˆPL : tAS
l/inffJCðsÞ : jLðsÞ ¼ tg:
Now, for all tASl ;
JˆPLðtÞ ¼ 12 inffjkj2L2ðPÞ : jLðEðkðIdS 
 RÞ
1ðu1ÞÞÞ ¼ tg
¼ 1
2
inffjkj2L2ðPÞ: EðkjL½ðIdS 
 RÞ
1ðu1ÞÞ ¼ tg
¼ JPLðtÞ: &
Proof of Theorem 11. By Mas and Menneteau [16, Theorem 5], we get that
ðfPmAlk;n m
 mklk : kALgÞnX1 follows the moderate deviations principle in Rl with
rate function
JˆlL : aAR
l/inffJCðsÞ : pLðsÞ ¼ ag:
But for all aARl ;
JˆlLðaÞ ¼ 12 inffjkj2L2ðPÞ: pLðEðkðIdS 
 RÞ
1ðu1ÞÞÞ ¼ ag
¼ 1
2
inffjkj2L2ðPÞ: EðkpL½ðIdS 
 RÞ
1ðu1ÞÞ ¼ ag
¼ JlLðaÞ:
In particular, for L ¼ fkg;
JlkðaÞ ¼ 12 inffjkj2L2ðPÞ: Eðk/ðIdS 
 RÞ
1ðu1Þ;PkSSÞ ¼ ag
¼ a
2
2s2k
; ð27Þ
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since the inﬁmum in (27) is obtained for
k ¼ a/ðIdS 
 RÞ

1ðu1Þ;PkSS
Eð/ðIdS 
 RÞ
1ðu1Þ;PkS2SÞ
: &
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