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Abstract 
The paper proposes a new iris recognition method based on canny edge detection, Hough transform, pseudo-
polar coordinate, wavelet transform and chi-square algorithms. The iris image is firstly converted to greyscale 
before the edge detection, segmentation, normalization, feature extraction and feature matching operations are 
performed in sequential order. Feature extraction module uses wavelet transform-based approach to extract 
standard iris features while the feature matching module relies on chi square algorithm for reference and 
template-based feature matching. Analyses of the experimental results revealed satisfactory performance of the 
new method and its dependence on the quality of the hardware used for image acquisition. Comparison of 
obtained results with those from some existing iris recognition systems showed competitiveness and superiority 
of the new method. 
Keywords: Iris recognition; Hough transform; chi square; security. 
1. Introduction 
The traditional human identity management methods, which include possession (such as identity and smart 
cards) and knowledge (such as Personal Identification Number (PIN) and password)-based human identification 
schemes suffer various limitations that include theft, forgery, unauthorized access and forgetfulness. Several 
private and public organizations have considered strengthening their knowledge-based security systems with 
longer and dynamic (changing) passwords, which require individuals documenting their passwords in unsecured 
manners.  
------------------------------------------------------------------------ 
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The compromise of a re-used password on different systems may lead to theft, privacy intrusion and other 
consequences [1]. Biometric-based automated personal identification has received considerable attention in the 
last decade as a solution to these problems [2]. All the physiological biometrics are related to the shape of the 
body, naturally endowed and include fingerprint, palm print, hand geometry, iris, face, scent/odor, 
Deoxyribonucleic Acid (DNA) and nose. A behavioral biometric is formed based on the pattern of behavior of a 
person and examples include handwriting (typing rhythm), signature, gait and voice [3]. The high confidence 
and success levels recorded for biometric-based systems have been attributed to strict and direct covert 
observation of information, non-sharability, not-transferable and regeneration within short period when 
damaged or mutilated. In addition, biometrics-based systems are very easy to use, friendly and repudiation-
proof [4]. 
 
Figure 1: An iris and its main components 
The iris (shown in Figure 1) is a physiological biometric and represents the portion of the eye that surrounds the 
pupil and is fully rich in colored and textual patterns that are distinct for left and right eyes and for individuals 
[5]. It consists of distinct characteristics such as the freckles, coronas, strips, furrows and so on [6]. It is 
sandwiched between the white sclera and the pupil (which is the black image) and it begins to form in the third 
month of gestation. The structures creating iris pattern are largely completed in the eight months while the 
pigment accretion continues in the first postnatal years. An iris contains many distinctive and visible features 
(often called the texture) such as arching ligaments, furrows, ridges, crypts, rings corona, freckles and zigzag 
collaret which are unique to each subject [7]. Iris recognition is one of the most reliable and accurate biometric 
identification schemes due to its very high level of uniqueness, accuracy and stability [2, 8-9].  An iris 
recognition system is often divided into preprocessing, segmentation, normalization, feature extraction and 
matching phases. The pre-processing phase is used to convert the image to grayscale and remove associated 
noise. Segmentation is used to separate the iris region from the entire grayscale image while normalization is 
used to fix the dimensions of the segmented iris region to allow for accurate comparisons. The feature 
extraction and the matching phases perform the extraction of the biometric templates (which form the iris 
signature or the feature vector) from the normalized image and the matching of the template and reference 
images respectively. The high precision of each of these phases is very essential for a good performance of an 
iris system [10]. 
The existing iris matching algorithms include Circular Hough Transform (CHT) [10], Haarlet Pyramid [9], 
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Local Invariant Feature Descriptor [2], Multi-scale Taylor Expansion [11], Wavelet Packet Decomposition [2, 
12], Edge Detection/Gaussian Filter [13] and Dichotomy Model [14]. Although several of these algorithms 
show promising results for segmentation, normalization and feature extraction, there is a common problem of 
high acceptance and rejection rates for multiple images of the same subject. This paper reports on the 
formulation and implementation of a 2D wavelet and chi-square-based iris recognition model which provides 
reasonable solution to this problem. 
2. Literature Review 
The authors in [15] proposed a new iris coding procedure based on non-reversible Zak-Gabor wavelet packet 
transform. The procedure allows the selection of the between-to-within class ratio, frequency and scale that are 
appropriate for image transformation in terms of the system reliability to the given iris image quality and 
resolution. In [16], an algorithm for iris feature extraction based on 2D Haar wavelet is proposed. The iris is 
firstly decomposed by the 2D Haar wavelet to form a 375-bit code based on quantizing of all the high-frequency 
coefficients. The matching scheme is based on similarity degree function. The authors in [17] proposed a video 
camera and frame grabber-based system for capturing an iris image and the extraction of its feature based on 
wavelet transforms. The system successfully captured and recognized iris images but its hardware design lacks 
the strength for producing optimal image quality due to constraints on type, lighting and distance of the camera. 
Methods for iris feature subset selection and vector creation are proposed in [18]. Contourlet Transform 
Technique (CTT), which captures the intrinsic geometrical structures of an iris image, is used to extract 
deterministic feature sequence. The iris image is decomposed into a set of directional sub-bands with texture 
details captured in different orientations at various scales to reduce the feature vector dimensions. Support 
Vector Machine (SVM) classifier is also used for the approximation of the identification. 
In [19], a non-cooperative Gabor descriptor-based iris recognition algorithm in which feature extraction and 
comparison are scale, deformation, rotation and contrast-invariant-based is proposed. Gabor wavelet is 
incorporated with Scale-Invariant Feature Transformation (SIFT) to obtain a reliable extraction of features. The 
algorithm performs well with off-angle and low resolution iris images but needs further improvement for iris 
images with multiple angle enrolment. The authors in [20] presented a Haar wavelet packet-based iris 
recognition system that significantly decreases the error rates. Though the system is suitable for application 
within non cooperative images, it experiences high degradation with noisy images. The authors in [21-22] 
presented two-dimensional complex wavelet transform (2D-CWT)-based methods for iris recognition. 2D-CWT 
does not only keep wavelet transform’s properties of multi-resolution decomposition analysis and perfect 
reconstruction; it also approximates shift invariance and offers good directional selectivity for 2-D image with 
limited redundancy in iris feature extraction. It also localizes the circular iris and pupil region, occluding eyelids 
and eyelashes and reflections. The extracted iris region was normalized into a rectangular block with constant 
dimensions to account for imaging inconsistencies. The phase information of the coefficients was used for 
feature encoding. While He and Shi  adopted Hamming distance for classification, Singh and Gangrade 
extracted and quantized data to four levels with a view to encoding the unique pattern of the iris into a bit-wise 
biometric template and performed classification of iris templates based on K-nearest neighbor technique. 
Though the methods reduce the computational cost and improve the classification accuracy, their performance 
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is strictly dependent on the directional and selective property of CWT. 
The authors in [23] presented a Wavelet Packet Analysis (WPA) and Morlet wavelet-based platform for iris 
recognition. Morlet wavelet offered trivial computations compared to Gabor wavelets. The visible texture of a 
person’s iris is encoded into a compact sequence of 2-D Morlet wavelet coefficients, which generate iris codes 
that are compared based on XOR logic. Though the platform simplifies computation with less complexity, it 
experiences low accuracy rates. The authors in [6] presented an iris recognition system with four steps; namely 
image segmentation using Canny Edge Detector, Circular Hough Transformation (CHT) for iris and pupil 
localization and normalization, feature extraction using discrete 2D reverse bi-orthogonal wavelet and iris codes 
comparison. Though the system offers a high recognition rate, accuracy of the results is dependent on the 
effectiveness of the segmentation and normalization algorithms. In [24], an algorithm for finding the most 
efficient multi-wavelet family and its coefficients for encoding iris templates for experimental samples is 
proposed. The algorithm performs segmentation, normalization, feature encoding and matching by using series 
of Multi-wavelet families. Feature encoding is based on decomposition of the normalized iris image.  The 
system achieves higher recognition efficiency and robustness but experiences computational complexities.  
3. Proposed Algorithm 
The algorithm is conceptualized in Figure 2 with edge detection, segmentation, normalization, feature extraction 
and feature matching as its major steps.  
 
Figure 2: Steps of the proposed algorithm 
3.1 Canny Edge Detection 
Edge detection is an important part of perception process [25-27] and its major aim is to find local 
discontinuities which are of interest in some image attributes such as intensity or color. These discontinuities 
are of interest because they are likely to occur at the boundaries of objects where local edges may also occur 
due to variations in surface characteristics and changes in illumination. Canny edge detector algorithm is used 
to find the edges by separating noise from input image and contains a number of adjustable parameters which 
promote its effectiveness and reduction in the computation time with distortion-free feature extraction [25]. The 
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algorithm involves capturing of the intuitive criteria which are given in readily readable and solvable 
mathematical forms. Given that 𝑓𝑓(𝑥𝑥)  and 𝐺𝐺(𝑥𝑥)  denote the impulse response of the filter and the edge 
respectively, then with the edge centered at 𝑥𝑥 = 0,  the response of the filter at center HG is given by a 
convolution integral [28]: 
𝐻𝐻𝐺𝐺 = � 𝐺𝐺(−𝑥𝑥)𝑓𝑓(𝑥𝑥)𝑑𝑑𝑥𝑥+𝑊𝑊
−𝑊𝑊
                                                                             (2) 
 [- W, W] is the finite impulse response and the root-mean-squared response to the noise 𝑛𝑛(𝑥𝑥) only, is computed 
from:  
𝐻𝐻𝑛𝑛 = 𝑛𝑛02 � � 𝐺𝐺(−𝑥𝑥)𝑓𝑓(𝑥𝑥)𝑑𝑑𝑥𝑥+𝑊𝑊
−𝑊𝑊
�
1/2                                                                       (3) 
𝑛𝑛0
2 is the mean-squared noise amplitude per unit length. For the first criterion, the output signal-to-noise ratio 
(SNR) is the quotient of the two responses and is expressed as follows: 
𝑆𝑆𝑆𝑆𝑆𝑆 =  �∫ 𝐺𝐺(−𝑥𝑥)𝑓𝑓(𝑥𝑥)𝑑𝑑𝑥𝑥+𝑤𝑤−𝑤𝑤 �
𝑛𝑛0�∫ 𝑓𝑓
+𝑤𝑤
−𝑤𝑤
2 (𝑥𝑥)𝑑𝑑𝑥𝑥                                                                      (4) 
Let Hn(x) be the response of the filter to noise only, and HG(x) be its response to the edge, and suppose there is a 
local maximum in the total response at the point where 𝑥𝑥 = 𝑥𝑥0, then: 
𝐻𝐻𝑛𝑛
′ (𝑥𝑥0) + 𝐻𝐻𝐺𝐺′ (𝑥𝑥0) = 0                                                      (5) 
The Taylor expansion of 𝐻𝐻𝐺𝐺′ (𝑥𝑥0) about the origin gives: 
𝐻𝐻𝐺𝐺
′ (𝑥𝑥0) =  𝐻𝐻𝐺𝐺′ (0) + 𝐻𝐻𝐺𝐺′′(0)𝑥𝑥0 + 𝑂𝑂(𝑥𝑥02)                                            (6) 
Base on assumption, 𝐻𝐻𝐺𝐺′ (0) = 0, which implies the response of the filter in the absence of noise has a local 
maximum at the origin, so the first term in the expansion is ignorable and therefore, Equations (5) produces: 
𝐻𝐻𝐺𝐺
′ (0)𝑥𝑥0 ≈  −𝐻𝐻𝑛𝑛′ (𝑥𝑥0)                                                                     (7) 
𝐻𝐻𝑛𝑛
′ (𝑥𝑥0) is a Gaussian random quantity whose variance is the mean-squared value of 𝐻𝐻𝑛𝑛′ (𝑥𝑥0), and is derived 
from: 
𝐸𝐸[𝐻𝐻𝑛𝑛′ (𝑥𝑥0)2] =  𝑛𝑛02 � 𝑓𝑓′2𝑥𝑥𝑑𝑑𝑥𝑥+𝑤𝑤
−𝑤𝑤
                                                           (8) 
𝐸𝐸[𝑦𝑦] produces the expected value of 𝑦𝑦 which combines with Equation (7) while substituting for 𝐻𝐻𝐺𝐺′′(0) to give: 
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𝐸𝐸[𝑥𝑥02] ≈ 𝑛𝑛02 ∫ 𝑓𝑓′2𝑥𝑥𝑑𝑑𝑥𝑥+𝑤𝑤−𝑤𝑤
�∫ 𝐺𝐺′(−𝑥𝑥)𝑓𝑓′(𝑥𝑥)+𝑤𝑤−𝑤𝑤 𝑑𝑑𝑥𝑥�2 =  𝛿𝛿𝑥𝑥02                                                              (9) 
𝛿𝛿𝑥𝑥0 is an approximation to the standard deviation of 𝑥𝑥0. The localization, l is defined as the reciprocal of  𝛿𝛿𝑥𝑥0.  
𝑙𝑙 = �∫ 𝐺𝐺′(−𝑥𝑥)𝑓𝑓′(𝑥𝑥)𝑑𝑑𝑥𝑥+𝑊𝑊−𝑊𝑊 �
𝑛𝑛0�∫ 𝑓𝑓′2(𝑥𝑥)𝑑𝑑𝑥𝑥+𝑊𝑊−𝑊𝑊                                                                  (10) 
Equations (4) and (10) are mathematical forms for the first two criteria, and the design problem simultaneously 
reduces to their maximization. It is therefore important to maximize the product of of the two equations by 
using the product function to simplify the analysis for step edges as follows: 
�∫ 𝐺𝐺(−𝑥𝑥)𝑓𝑓(𝑥𝑥)𝑑𝑑𝑥𝑥+𝑤𝑤−𝑤𝑤 �
𝑛𝑛0�∫ 𝑓𝑓
+𝑤𝑤
−𝑤𝑤
2 (𝑥𝑥)𝑑𝑑𝑥𝑥  �∫ 𝐺𝐺′(−𝑥𝑥)𝑓𝑓′(𝑥𝑥)𝑑𝑑𝑥𝑥
+𝑤𝑤
−𝑤𝑤
�
𝑛𝑛0�∫ 𝑓𝑓
+𝑤𝑤
−𝑤𝑤
,2 (𝑥𝑥)𝑑𝑑𝑥𝑥                                                         (11) 
The SNR and localization criteria can be trivially maximized based on Schwarz inequality as shown in 
Equations 12 and Equation 13, respectively.  
𝑛𝑛0
−1 � 𝐺𝐺2(𝑥𝑥)𝑑𝑑𝑥𝑥+𝑤𝑤
−𝑤𝑤
                                                                                       (12) 
𝑛𝑛0
−1 � 𝐺𝐺′
2(𝑥𝑥)𝑑𝑑𝑥𝑥+𝑤𝑤
−𝑤𝑤
                                                                                      (13) 
The distance between adjacent maxima in the noise response of 𝑓𝑓, denoted by 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 , will be 2𝑋𝑋𝑧𝑧𝑧𝑧  and this 
distance is set to 𝑘𝑘, which is a fraction of the operator width, W and fixes the number of noise maxima that 
could lead to a false response. The response of the filter will be concentrated in a region of width 2W, and the 
expected number of noise maxima, 𝑆𝑆𝑛𝑛 in this region is obtained from: 
𝑆𝑆𝑛𝑛 = 2𝑊𝑊𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 = 2𝑘𝑘                                                                                       (14) 
3.2 Detection for step edges 
If the results of the last section are specialized to the case where the input 𝐺𝐺(𝑥𝑥) is a step edge and given that 
𝐺𝐺(𝑥𝑥) = 𝐴𝐴𝐴𝐴−1(𝑥𝑥) where  𝐴𝐴𝑛𝑛(𝑥𝑥) is the 𝑛𝑛𝑛𝑛ℎ derivative of a delta function and 𝐴𝐴 is the amplitude of the step, then: 
𝐴𝐴−1(𝑥𝑥) = �0,     𝑓𝑓𝑓𝑓𝑓𝑓 𝑥𝑥 < 0;1,    𝑓𝑓𝑓𝑓𝑓𝑓 𝑥𝑥 ≥ 0;                                                                  (15) 
Substituting for 𝐺𝐺(𝑥𝑥) in Equations (4) and (10) gives: 
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𝑆𝑆𝑆𝑆𝑆𝑆 =  𝐴𝐴 �∫ 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑥𝑥0−𝑤𝑤 �
𝑛𝑛0�∫ 𝑓𝑓2(𝑥𝑥)𝑑𝑑𝑥𝑥+𝑤𝑤−𝑤𝑤                                                                           (16) 
𝑙𝑙 =  𝐴𝐴|𝑓𝑓′(0)|
𝑛𝑛
0�∫ 𝑓𝑓′
2(𝑚𝑚)𝑑𝑑𝑚𝑚+𝑤𝑤−𝑤𝑤                                                                           (17) 
Removing this dependence on the image and defining two performance measures ∑ and Λ which strictly depend 
on the filter gives: 
𝑆𝑆𝑆𝑆𝑆𝑆 = 𝐴𝐴
𝑛𝑛0
Σ(f) Σ(f) = �∫ 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑥𝑥0−𝑤𝑤 �
�∫ 𝑓𝑓2(𝑥𝑥)𝑑𝑑𝑥𝑥+𝑤𝑤−𝑤𝑤                                                                     (18) 
𝑙𝑙 =  𝐴𝐴
𝑛𝑛0
Λ(𝑓𝑓′)   Λ(𝑓𝑓′) = 𝑓𝑓′(0)
�∫ 𝑓𝑓′2(𝑥𝑥)𝑑𝑑𝑥𝑥+𝑤𝑤−𝑤𝑤                                                     (19) 
Substituting 𝑓𝑓𝑤𝑤 into Equations (18) and (19), the performance of the scaled filter is obtained as follows: 
Σ(𝑓𝑓𝑤𝑤) = �𝑤𝑤Σ(f)         𝑎𝑎𝑛𝑛𝑑𝑑         Λ�𝑓𝑓′𝑤𝑤� = 1√𝑤𝑤 Λ(𝑓𝑓′)                                     (20) 
Since this product would be invariant under changes in scale, then: 
Σ(𝑓𝑓)Λ(𝑓𝑓′) = ∫ 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑥𝑥0−𝑤𝑤
�∫ 𝑓𝑓2(𝑥𝑥)𝑑𝑑𝑥𝑥+𝑤𝑤−𝑤𝑤  |𝑓𝑓′(0)|�∫ 𝑓𝑓′2(𝑥𝑥)𝑑𝑑𝑥𝑥+𝑤𝑤−𝑤𝑤                                                   (21) 
The solutions to the maximization of this expression will be a class of functions all related by spatial scaling 
and independent of the method of combination of the criteria.  
3.3 Segmentation  
Segmentation based on Hough Transform (HT) is used to mark the iris and the pupil boundaries and to remove 
the eyelid [29]. HT is described as a transformation of a point in a 2-dimensional region to a shape-dependent 
parameter space. It provides an established method for shape recognition in digital images, straight lines, 
circles, ellipse and other arbitrarily shaped objects. It offers high robustness to noise and shape distortions and 
provides occlusions to the effects of missing parts of an object. However, its computation and storage 
requirements increase as a power of the dimensionality of the curve [30]. The basic functionality of the HT is a 
straight line in the x, y-plane described by [31]: 
𝑦𝑦 =  𝑚𝑚 ∗ 𝑥𝑥 +  𝑏𝑏                                                                                (27) 
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The line is represented in the Cartesian coordinate system by the intercept, 𝑏𝑏 and slope, m and due to the offer 
of unbounded values for parameters 𝑚𝑚 and 𝑏𝑏 by the perpendicular lines to the x-axis, lines are parameterized in 
terms of theta 𝜃𝜃 and 𝑓𝑓 such that:  
𝑓𝑓 =  𝑥𝑥 ∗ 𝑐𝑐𝑓𝑓𝑐𝑐 (𝜃𝜃)  +  𝑦𝑦 ∗ 𝑐𝑐𝑠𝑠𝑛𝑛 (𝜃𝜃), for 𝜃𝜃 ∈  [0, 𝜋𝜋]                                                          (28)  
r is the distance between the line and the origin, 𝜃𝜃 is the angle. Every line passing through point (𝑥𝑥,𝑦𝑦) can 
uniquely be represented by (𝜃𝜃, 𝑓𝑓) with 𝜃𝜃 and 𝑓𝑓 (which have the maximum value of two times the diagonal of the 
image) assuming finite sizes. Equation (28) corresponds to a sinusoid curve in the (𝑓𝑓,𝜃𝜃) plane and it is unique 
to point [x, y]. Sinusoids crossing arise if multiple points are located on the same line. The result of 
segmentation is the region of interest on which cropping is applied to get rid of unwanted regions. 
3.4 Normalization 
Normalization is used to remove the effect of illumination and other factors. Robust representations for iris 
recognition must be resistant to changes in size, position and orientation of the patterns. With iris recognition, 
this implies a mandatory creation of a representation that is invariant to the optical size of the image and the 
location of the iris within the image. For rotated iris images, a projected pseudo polar coordinate system (PPCS) 
which can be described as doubly-dimensionless with polar variable and angle is used. PPCS is inherently 
dimensionless due to its ranging from the pupillary boundary to the limbus within the interval [0, 1] [32]. The 
dilation and constriction of the elastic meshwork of the iris when the pupil changes size is intrinsically modeled 
by the coordinate system to give the stretching of a dissimilar rubber sheet with the topology of an annulus 
anchored along its outer perimeter and tension controlled by an (off-centered) interior ring of variable radius. 
The dissimilar rubber sheet model gives a pair of real coordinates (𝑓𝑓;  𝜃𝜃) to each point on the iris (regardless of 
size and pupillary dilation) while 𝑓𝑓 is on the unit interval [0, 1] and 𝜃𝜃 is the angle in the interval [0, 2𝜋𝜋]. The re-
mapping of the iris image 𝐼𝐼(𝑥𝑥,𝑦𝑦) from the raw Cartesian coordinates (𝑥𝑥,𝑦𝑦) to the dimensionless non-concentric 
polar coordinate system (r, 𝜃𝜃) is represented by [3]: 
𝐼𝐼�𝑥𝑥(𝑓𝑓,𝜃𝜃),𝑦𝑦(𝑓𝑓,𝜃𝜃)� → 𝐼𝐼(𝑓𝑓,𝜃𝜃)                                                          (29) 
 𝑥𝑥(𝑓𝑓,𝜃𝜃) = (1 − 𝑓𝑓)𝑥𝑥𝑝𝑝(𝜃𝜃) + 𝑓𝑓𝑥𝑥𝑖𝑖(𝜃𝜃)                                               (30) 
𝑦𝑦(𝑓𝑓,𝜃𝜃) = (1 − 𝑓𝑓)𝑦𝑦𝑝𝑝(𝜃𝜃) + 𝑓𝑓𝑦𝑦𝑖𝑖(𝜃𝜃)                                                (31)  
 (𝑥𝑥𝑝𝑝,𝑦𝑦𝑝𝑝) and (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖) give the pupil and iris coordinates, respectively along 𝜃𝜃 direction. 
3.5 Features Extraction 
A wavelet transform-based feature extraction was performed on every iris image to form a unique and ordered 
sequence of its signature. Wavelet transform provides information about the scale and characteristics shape of 
the wavelet and is defined as follows: 
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𝜓𝜓(𝑥𝑥) =
⎩
⎪
⎨
⎪
⎧−1       𝑥𝑥 ∈ [0, 12)1       𝑥𝑥 ∈ (12 , 1] 0       𝑓𝑓/𝜔𝜔                                                       (32) 
Given a wavelet, 𝜓𝜓(𝑥𝑥) the coefficients (for a required level 2𝑗𝑗 and for 𝑘𝑘 ∈ {1, … , 𝑗𝑗}) is obtained from: 
𝑑𝑑𝑗𝑗,𝑘𝑘 = �𝑓𝑓(𝑥𝑥)𝜓𝜓𝑗𝑗,𝑘𝑘(𝑥𝑥)𝑑𝑑𝑥𝑥                                                       (33) 
Based on the combination of 𝑐𝑐𝑗𝑗,𝑘𝑘 and 𝑑𝑑𝑗𝑗,𝑘𝑘 , all the required coefficients are calculated and the decomposition of 
the original function is performed as follows: 
 
𝑓𝑓(𝑥𝑥) = �𝑑𝑑𝑗𝑗,𝑘𝑘
𝑗𝑗,𝑘𝑘 𝜓𝜓𝑗𝑗,𝑘𝑘(𝑥𝑥)                                                       (34) 
By implication, a function f(x) can be represented as a linear combination of scaling of a single basis function 
such that for all x, the wavelets satisfy the following dilation equations: 
𝜓𝜓(𝑥𝑥) = �𝑔𝑔𝑘𝑘
𝑘𝑘
𝜓𝜓(2𝑥𝑥 − 𝑘𝑘)                                                          (35) 
        
𝜙𝜙(𝑥𝑥) = �ℎ𝑘𝑘
𝑘𝑘
𝜙𝜙(2𝑥𝑥 − 𝑘𝑘)                                                            (36) 
The whole set of wavelets are characterized by a suitable choice of hk (low pass) and gk (high pass) quadrature 
mirror filters which define discrete wavelets and serve as link between the wavelets as follows: 
𝜓𝜓(𝑥𝑥) = �𝑔𝑔𝑘𝑘√2
𝑘𝑘
𝜓𝜓(2𝑥𝑥 − 𝑘𝑘)                                                             (37) 
𝜙𝜙(𝑥𝑥) = �ℎ𝑘𝑘√2
𝑘𝑘
𝜙𝜙(2𝑥𝑥 − 𝑘𝑘)                                                              (38) 
The associated discrete wavelets 𝜙𝜙𝑗𝑗 are vectors of length 𝐿𝐿𝑗𝑗 = (2𝑗𝑗 − 1)(𝑆𝑆ℎ − 1) + 1 (where 𝑆𝑆ℎis the number 
of non-zero elements of {ℎ𝑘𝑘}) whose elements are from: 
𝜙𝜙1,𝑛𝑛 = � ℎ𝑛𝑛−2𝑘𝑘𝛿𝛿0,𝑘𝑘 =  ℎ𝑛𝑛   𝑓𝑓𝑓𝑓𝑓𝑓 𝑛𝑛 = 0, … , 𝐿𝐿1 − 1                                              (39)
𝑘𝑘
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𝜙𝜙(𝑗𝑗+1),𝑛𝑛 = � ℎ𝑛𝑛−2𝑘𝑘𝜙𝜙𝑗𝑗,𝑘𝑘    𝑓𝑓𝑓𝑓𝑓𝑓 𝑛𝑛 = 0, … , 𝐿𝐿1 − 1
𝑘𝑘
                                              (40) 
The discrete wavelets 𝜓𝜓𝑗𝑗 are also defined in the same way using {𝑔𝑔𝑘𝑘} instead of {ℎ𝑘𝑘}.  
Prior to the introduction of two-dimensional wavelets, outer products are used to combine the vectors to form a 
scalar while outer products are used to extrapolate them. Given two vectors a and b of length n and m 
respectively, then the standard outer product, ⨂ is defined as follows: 
𝒂𝒂⨂𝒃𝒃 = 𝒂𝒂𝒃𝒃𝑻𝑻 = 𝐶𝐶                                                    (41) 
Where C is a matrix with elements defined by: 
𝐶𝐶𝑖𝑖,𝑗𝑗 = 𝑎𝑎𝑖𝑖  x 𝑏𝑏𝑗𝑗                                                         (42) 
The concept of outer products is then used to define two-dimensional discrete wavelets by taking the outer 
products of one-dimensional wavelets 𝜓𝜓𝑗𝑗,𝑘𝑘 and 𝜙𝜙𝑗𝑗,𝑘𝑘 as follows: 
: 
𝜓𝜓𝑗𝑗
ℎ = 𝜙𝜙𝑗𝑗 ⊗  𝜓𝜓𝑗𝑗                                                            (43) 
𝜓𝜓𝑗𝑗
𝑣𝑣 = 𝜓𝜓𝑗𝑗 ⊗  𝜙𝜙𝑗𝑗                                                            (44) 
𝜓𝜓𝑗𝑗
𝑑𝑑 = 𝜓𝜓𝑗𝑗 ⊗  𝜓𝜓𝑗𝑗                                                            (45) 
3.6 Iris Matching  
For the template and reference features, I and J, the system computes the matching score D(I, J) based on the 
formula: 
𝐷𝐷(𝐼𝐼, 𝐽𝐽) =  � (𝑓𝑓(𝑠𝑠; 𝐼𝐼) − 𝑓𝑓∆(𝑠𝑠))2
𝑓𝑓∆(𝑠𝑠)𝑛𝑛
𝑖𝑖=1
                                                       (46) 
𝑓𝑓∆(𝑠𝑠) =  𝑓𝑓(𝑠𝑠; 𝐼𝐼) + 𝑓𝑓(𝑠𝑠; 𝐽𝐽)2                                                          (47) 
𝑓𝑓(𝑠𝑠; 𝐼𝐼) and 𝑓𝑓∆(𝑠𝑠) represent the observed and expected features, respectively, 𝑛𝑛 n is the number of the bins and 
𝑓𝑓(𝑠𝑠; 𝐽𝐽) represents the feature templates. From Equations (46) and (47), it is deduced that: 
𝐷𝐷(𝐼𝐼, 𝐽𝐽) =  � (𝑓𝑓(𝑠𝑠; 𝐼𝐼) − 𝑓𝑓(𝑠𝑠; 𝐽𝐽))2
𝑓𝑓(𝑠𝑠; 𝐼𝐼) + 𝑓𝑓(𝑠𝑠; 𝐽𝐽)𝑛𝑛
𝑖𝑖=1
                                                           (48) 
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The chi-squared value determines the level of correlation or similarity between any two images and a perfect 
match is zero while a total mismatch is unbounded. 
4. . System Implementation 
 
The implementation of the models was carried out on Microsoft Windows Vista platform using MATLAB 
programming language and Java Runtime Environment (JRE) as frontends and PHP as backend on a Pentium 
IV system with 500GB hard disk and a 4GB RAM. Figure 3 shows some of the results from the Canny edge 
detection experiments on gray (or RGB) images. Some of the results from the segmentation experiments are 
also shown in Figure 4 with the detected iris and pupil boundaries shown. Experiments on image cropping were 
performed for the purpose of isolating the region of interest (white region) from the unwanted region (black 
region) and typical results are shown in Figure 5 while normalized images of dimension 32 x 280 are shown in 
Figure 6. 
 
 
 
Figure 6: Normalized iris images 
A 2D wavelet-based feature extraction from the normalized iris images produced a 4-dimensional feature set 
representing the horizontal, vertical, diagonal and absolute coefficients. The presence of some eyelid occlusions 
 
Figure 5: Cropped images 
 
Figure 4: Boundary detections 
 
Figure 3: Canny edge images 
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or eyelashes in the iris regions and the unequal shape of iris or pupil (which could be elliptical or circular) led to 
some misleading boundary detections and consequently increased the probability of false rejection. The 
implementation required changing some of the parameters such as the pupil-search-radius and the iris boundary 
within the range 9 - 15 and 28 - 60 respectively while fixing Sigma on 0.8 in order to get the most reasonable 
outcome. Figure 7 is the plot of the distance between two iris images and the number of test samples. The 
horizontal line starting at distance 2 is the threshold while the points above the threshold line represent the true 
iris rejected. The false acceptance rate is 0, hence the reason for not appearing on the graph. The application of 
Independent Component Analysis (ICA) algorithm to the same set of iris image produced an FRR of 1.7391% 
and FAR of 0% and the plot of the distances of the test iris images is depicted in Figure 8. The system was 
tested under several environments and recorded 99.94% accuracy with FAR (false acceptance ratio) and FRR 
(false rejection ratio) of 0.00% and 0.13% respectively. This gives superior performance compared to FRR of 
0.87% and 1.03% recorded in [33] and [34] respectively. Tests were conducted on 230 true images and 200 
false iris images which recorded 2 rejections and zero acceptances respectively. Collectively, the system 
recorded an FAR of 0.00% and FRR of 0.869%.  
 
 
5. .Conclusion 
An iris recognition scheme that uses canny edge detection, Hough transform, pseudo-polar coordinate, wavelet 
transform and chi-square algorithms has been presented. Experimental results showed satisfactory performances 
Figure 8: A graph showing FRR 
 
Figure 7: A graph showing the FRR 
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of the scheme when compared with some existing iris recognition systems. It was however noticed that the 
performance of the system is heavily dependent on the quality of the hardware used for the acquisition of the 
iris image and there is a limit to which mathematical models can enhance image quality. There are degrading 
performances in cases of poor quality images and therefore, future work aims at improving the image 
segmentation and noise removal methods for improved performance. 
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