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Interacting one-dimensional conductors with Rashba spin-orbit coupling are shown to exhibit a
spin-selective Peierls-type transition into a mixed spin-charge density wave state. The transition
leads to a gap for one-half of the conducting modes, which is strongly enhanced by electron-electron
interactions. The other half of the modes remains in a strongly renormalized gapless state and
conducts opposite spins in opposite directions, thus providing a perfect spin filter. The transition is
driven by magnetic field and by spin-orbit interactions. As an example we show for semiconducting
quantum wires and carbon nanotubes that the gap induced by weak magnetic fields or intrinsic
spin-orbit interactions can get renormalized by one order of magnitude up to 10-30 Kelvins.
PACS numbers: 71.30.+h,71.10.Pm,72.25.-b,71.70.Ej
I. INTRODUCTION
Electron-electron (e-e) interactions play a central role
in determining the physical properties of low-dimensional
electron conductors. They lead to interesting correlated-
electron physics but also provide a handle to design sys-
tems with specific properties that cannot be reached
with noninteracting particles. In this paper we focus
on one-dimensional (1D) electron conductors with strong
spin-orbit interaction (SOI). Such systems have spin-split
bands with generally a crossing of two bands with op-
posite spin projection. Through an external magnetic
field or intrinsic SOI the degeneracy at the crossing point
can be lifted and a gap ∆ opens. We show in this pa-
per that in this situation e-e interactions play a crucial
role, which has not been investigated so far. The inter-
actions lead to a substantial enhancement of the gap and
strongly modify the nature of the remaining conducting
modes. Underlying the strong response to interactions is
the instability of any 1D conductor to the formation of
charge- and spin-density waves. A spatially modulated
potential can make this instability dominant and drive
the system into an ordered density wave phase, known as
the electronic Peierls transition. We show below that the
renormalization of ∆ can be identified with a Peierls-type
transition depending on spin and chirality, affecting only
one-half of the conducting modes but both spin compo-
nents. For short, we refer to it as spin-selective Peierls
transition.
A sketch of the conductor is shown in Fig. 1. The
main effect of SOI is illustrated in Fig. 2 and consists
in a spin-dependent shift of the electron dispersion by a
momentum σkso, where σ =↑, ↓= +,− is the spin polar-
ization along an axis η determined by the SOI. A uniform
magnetic field perpendicular to η opens the gap ∆ at the
band crossing point at k = 0. It was shown in previous
work1–6 that this leads to a reduced conductance and re-
maining spin-filtered conducting states. This effect was
very recently observed in high-mobility GaAs/AlGaAs
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FIG. 1: Sketch of the quantum wire. The spin z axis is chosen
along the SOI axis η. A magnetic field Bx (if required) is
applied perpendicularly to η, for instance, along the spin x
axis. The position coordinate along the wire is denoted by r.
The labels L ↑ and R ↓ indicate the spin-filtered conducting
modes.
hole quantum wires.7
We show here that e-e interactions substantially mod-
ify the physics within this gap. Indeed, tuning the chem-
ical potential µ to the middle of ∆ leads to the com-
mensurability condition kF = kso (with kF the Fermi
momentum) at which the e-e interactions have remark-
able consequences. They enhance ∆ and for strong e-e
interactions an enhancement by more than an order of
magnitude is possible. As an immediate consequence,
the spin filter effect is stabilized, removing the need of
fine-tuning external parameters such as chemical poten-
tial and magnetic field. We show below that this renor-
malization can be mapped onto a Peierls-type mecha-
nism. The interactions also modify the right- (R) and
left- (L) moving modes with momenta close to ±2kF ,
which remain in a spin-filtered conducting state, but form
a strongly renormalized electron liquid. Furthermore, we
show that the same transition can be achieved without
SOI through a spiral magnetic field as obtained, for in-
stance, by placing nanomagnets near the conductor, or by
the Overhauser field generated by nuclear spins through
a self-ordering feedback mechanism due to their inter-
action with electrons.8,9 For systems with SOI, a spiral
magnetic field with wave number 2(kF −kso) can also be
used to obtain the renormalized gap at higher electron
densities kF > kso.
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FIG. 2: Electron dispersion εk for the 1D conductor. With the
choice of spin axes as in Fig. 1, the σ =↑, ↓ bands are shifted
to the left and right by the wave vectors ∓kso, respectively.
Higher subbands are assumed to have no influence. Close to
the chemical potential µ the modes are classified into left- (L)
and right- (R) movers. The L ↓ and R ↑ branches cross at
k = 0, and µ passes through the crossing point by tuning the
density to kF = kso. A gap 2∆ opens at k = 0 through a
magnetic field Bx or through intrinsic SOI, and is strongly
enhanced by e-e interactions to 2∆∗. The dashed lines corre-
spond to ∆ = 0. Through the application of a spiral magnetic
field a gap can also open at any higher chemical potential µ′.
II. MAIN PHYSICS
To show the crucial importance of e-e interactions, let
us consider a generic model model for the 1D conductor,
described by the HamiltonianH = Hel+Hso+H∆, where
Hel =
∑
σ
∫
dr ψ†σ(r)
(−i~∂r)2
2m
ψσ(r) + U, (1)
is the electron Hamiltonian,
Hso =
∑
σσ′
∫
dr ψ†σ(r)(η · σ)σσ′ (−i~∂r)ψσ′ (r), (2)
is the SOI, and
H∆ = −∆
∑
σ,σ′
∫
dr ψ†σ(r)(σx)σσ′ψσ′(r), (3)
describes the gap. In these Hamiltonians ψσ(r) is the
electron operator for spin σ at position r, m is the
band mass, U is a general e-e interaction term, and
σ = (σx, σy, σz) is the vector formed by the Pauli matri-
ces. The vector η determines the amplitude and direction
of the SOI and depends on the material and confinement
of the 1D system (for instance, for Rashba SOI it is usu-
ally perpendicular to the wire axis). We choose the spin
z direction such that η ·σ = ησz . The gap ∆ is typically
created by a uniform magnetic field Bx applied perpen-
dicularly to η along the spin x direction but it can appear
also through intrinsic SOI as in carbon nanotubes10,11
(see discussion in Sec. IV). In the case of magnetic field,
∆ = BxgµB/2, with g the Lande´ g-factor and µB the
k
ε
r
FIG. 3: Illustration of the electronic Peierls transition in a
one-dimensional conductor. The scattering of electrons on an
external periodic potential (represented in real space below
the band structure) causes hybridization between the states
near ±kF if the potential has the wave number 2kF . As a
consequence a gap opens at ±kF and the system becomes
insulating.
Bohr magneton. Further SOI and orbital coupling to the
magnetic field may be included without changing the de-
scribed physics.
In the absence of e-e interactions (U = 0) the electron
dispersion can easily be calculated and is shown in Fig.
2 without (dashed lines) and with (solid lines) the gap.
The main effect of the SOI is a spin-dependent shift of the
single-particle dispersions by momentum kso = mη/~.
The spin-flip scattering of Eq. (3) opens the gap ∆ at
k = 0.
The opening of this gap is equivalent to a Peierls tran-
sition. The latter refers to the formation of an electron
density wave in a 1D electron system in the presence
of an external potential with a spatial periodicity com-
mensurate with 2kF . Scattering on this potential with
momentum transfer ±2kF leads to mixing between the
modes with momenta close to ±kF and turns the system
into an insulator (see Fig. 3). An equivalent situation is
obtained in the present system by considering the spin-
dependent gauge transformation ψσ(r) → eiσksorψσ(r),
which eliminates the σkso shifts such thatH0+Hso → H0
(see Fig. 4). The uniform ∆, however, turns into the
spiral field, ∆(r) = ∆[cos(2ksor)xˆ − sin(2ksor)yˆ], fully
equivalent to a spiral magnetic field in a system without
SOI, where xˆ, yˆ are the unit vectors in the spin x, y di-
rections. At commensurability kF = kso this spiral plays
the same role as the periodic potential for the regular
Peierls instability. Yet it is spin selective because the he-
licity breaks the symmetry between the spin directions
and so the gap ∆ opens only between the modes R ↑ and
L ↓.
This identification with a Peierls-type mechanism tells
us that e-e interactions substantially enhance ∆. We first
3FIG. 4: Illustration of the connection to the Peierls mecha-
nism. (a) Band structure of the SOI shifted bands as in Fig.
2. The arrows below the band structure represent the uni-
form magnetic field Bx in real space. Spin-flip scattering on
Bx (indicated by the circular arrow) hybridizes the modes at
k = 0 and opens the gap ∆ ∝ Bx. (b) The same band struc-
ture in the gauge transformed basis ψσ(r) → e
iσksorψσ(r).
The spin-split bands overlap, and the uniform magnetic field
turns into a spiral field in the spin x, y plane with wave num-
ber 2kso. The scattering on the magnetic field turns into
a spin-flip scattering on the periodic external potential with
momentum transfer ±2kso, as indicated by the arrows, and
leads to the hybridization between the modes L ↓ and R ↑ at
±kso. At kF = kso this is equivalent to the Peierls mecha-
nism shown in Fig. 3, yet affects only one half of the electron
modes. Electron-electron interactions strongly renormalize ∆
and modify the properties of the remaining gapless states.
For clarity of the presentation the spin axes are chosen here
differently than in Fig. 1.
visualize this with a simple mean-field picture, equiva-
lent to the Stoner argument, and give quantitative re-
sults afterward. Let us assume that ∆ is caused by a
uniform field Bx. This field causes a paramagnetic par-
tial spin polarization 〈Sx〉 by the relation 〈Sx〉 = −χBx
with χ > 0 a susceptibility. We assume for illustration
that the e-e interactions can be represented by a sim-
ple interaction density of the type Unσnσ′ , where nσ
is the density of σ electrons. Important is the mean-
field exchange coupling −4U〈Sx〉Sx (using 〈Sy,z〉 = 0)
with Sx,y,z the components of the electron spin density.
This exchange term acts as an effective magnetic field
and leads to 〈Sx〉 = −χ[Bx − 4U〈Sx〉] = −χB∗x with the
renormalized effective magnetic field B∗x = Bx/(1−4χU)
and so to the renormalized gap ∆∗ = ∆/(1− 4χU).
While this mean-field argument qualitatively shows
that e-e interactions can strongly enhance ∆, it is quan-
titatively inaccurate for 1D systems where the physics is
dominated by fluctuations. To overcome this limitation
we use the Luttinger liquid (LL) theory.12 Much atten-
tion was given recently to the connection between LL
and SOI physics,13–26 yet the addressed regimes are far
from the regime considered in this work, and the result-
ing physics is different. The LL theory is exact for a
linear electron dispersion, and band curvature can lead
to modified physics.27–29 However, since the instability to
density wave order is inherent in any 1D conductor, we
expect that the Peierls-type renormalization persists for
general situations, and we use the LL theory for quanti-
tative predictions.
The physics of a LL in a spiral magnetic field was stud-
ied in detail in Refs. 8 and 9, where it was shown that a
Hamiltonian of the type of Eq. (3) can be written as
H∆ = −
∫
dr
∆
πa
[
cos
(
φR↑ + φL↓ + 2(kso − kF )r
)
+ cos
(
φR↓ + φL↑ + 2(kso + kF )r
)]
, (4)
where a is the lattice constant and φℓσ, for ℓ = L,R,
are boson fields such that ∂rφℓσ describe electron density
fluctuations about the 4 Fermi points of the branches
labeled in Fig. 2 (dashed lines). In terms of the standard
boson fields12 for charge (φc, θc) and spin fluctuations
(φs, θs) we have φR↑+φL↓ =
√
2(φc−θs) and φR↓+φL↑ =√
2(φc + θs). The first cosine term in Eq. (4) describes
the hybridization between the two crossing branches. At
kF = kso it becomes nonoscillating and relevant in the
renormalization group (RG) sense. The second cosine,
expressing scattering between the R ↓ and L ↑ branches
at ±2kF , then strongly oscillates (irrelevant for the RG)
and can be neglected for systems of length L ≫ π/4kF .
The e-e interactions strongly enhance the amplitude of
the relevant term, and it was shown in Refs. 8 and 9
that the resulting renormalized gap is given by
∆∗ = ∆(ξ/a)1−κ, (5)
with κ = (Kc + K
−1
s )/2 and ξ the correlation length
of the gapped modes. Here Kc,s are the LL param-
eters for charge and spin fluctuations, which fully en-
code the interaction U .12 For a noninteracting system
Kc = Ks = 1 and ∆
∗ = ∆. Repulsive e-e interactions
lead to 0 < Kc < 1. In the absence of spin SU(2) break-
ing interactions other than Eq. (2) we haveKs = 1. Oth-
erwiseKs 6= 1, and the interplay with the SOI can lead to
interesting spin-density-wave phases.20,22,23 At commen-
surability kso = kF , however, the nonoscillating term in
4Eq. (4) is much more relevant and we can neglect such
processes. For an infinite system at zero temperature ξ
is given by9 ξ = ξ∞ = (π~vF /∆a)
1/(2−κ) with vF the
slope of the dispersion at kF = kso. In a realistic sys-
tem ξ is furthermore limited by the system length L and
the thermal length λT = ~vF /kBT (with kB the Boltz-
mann constant) such that, with an order 1 uncertainty,
ξ = min{L, λT , ξ∞}. For the experimentally available
systems considered in Sec. IV we have ξ = ξ∞ except at
very low fields below some millitesla. The gap is stable
upon a slight detuning ∆k = |kF − kso| from commensu-
rability as long as ξ ≪ π/∆k.12
III. CONSEQUENCES
For temperatures kBT < ∆
∗ the combination φR↑ +
φL↓ is pinned to a minimum of the relevant cosine term in
Eq. (4). This leads to a spin polarization in x direction,
which we estimate as9 〈Sx〉 ≡ 〈ψ†L↓ψR↑〉 = 〈ψ†R↑ψL↓〉 ∼
∆∗/2EF with EF = ~vFkF /2. This is essentially the
mean-field result from above (with χ ∼ 1/EF ) but with
the corrected enhancement factor (ξ/a)1−κ. Since ξ de-
pends on ∆ (except for very small ∆ where ξ 6= ξ∞) the
response is generally nonlinear. Let Mx = (µBg/2)〈Sx〉
be the magnetization of the system. For ∆ ∝ Bx, we find
with 〈Sx〉 ∝ ∆∗ ∝ g that Mx ∝ g2(ξ/a)1−κ. Hence we
can interpret the enhancement also as a Bx-dependent
g-factor renormalization, g → g(ξ/a)(1−κ)/2, yet only for
the gapped modes.
The ungapped modes L ↑ and R ↓ remain in a LL state
describing the low-energy physics with strongly modified
parameters. This can be captured by writing the corre-
sponding electron operators as9,12 ψL↑ ∝ e−i(φ+θ) and
ψR↓ ∝ ei(φ−θ), where we have used φc = θs+ const.
The LL theory is then described by the Hamiltonian9
H = ~v
∫
(dr/2π)
[
K−1(∂rφ)
2 +K(∂rθ)
2
]
, with K =
2Kc/(1+KsKc) and v = vF (K
−1
c +Kc)/(1+KcKs). The
gapless modes preserve the L ↑ and R ↓ character, and
the conductor acts as a perfect spin filter for injected elec-
trons. Indeed, local charge fluctuations ρc and spin cur-
rent js are identical, ρc(r) = js(r) = −∂rφ(r)/π, showing
that any charge fluctuation transports spin through the
system. This also implies that backscattering without a
spin flip is strongly suppressed, and that the system is
stable against nonmagnetic backscatterers such as impu-
rities or disorder.
Replacing the uniform magnetic field Bx by the spiral
magnetic field Bxy(r) = Bxy[cos(4ksor)xˆ + sin(4ksor)yˆ]
(if feasible) exchanges the relevance of the cosine terms
in Eq. (4) by switching (kso + kF )↔ (kso − kF ). Conse-
quently a gap opens for the modes at k ≈ ±2kF while the
modes at k ≈ 0 remain unaffected. The wave packets for
the k ≈ 0 states extend over the whole system and we ex-
pect them to be only weakly affected by local scatterers
such as impurities. More important are e-e interactions
such as k = 0 umklapp scattering, which can lead to the
opening of an additional gap, clearly distinguishable from
∆∗ by its dependence on system properties.
Different spiral magnetic fields allow to obtain the gap
∆∗ already at higher electron densities (position of µ′ in
Fig. 2). If kF = kso + ∆k, the application of Bxy(r) =
Bxy[cos(2∆kr)xˆ− sin(2∆kr)yˆ] eliminates the oscillation
of the first cosine term in Eq. (4) and opens the gap.
Since kso 6= 0 the transition is obtained with a spiral
field of longer wavelength than in the absence of SOI.
IV. EXPERIMENTAL REALIZATIONS
Candidates for this physics are InAs nanowires30,31 and
AlGaAs quantum wires,7 where ∆ is induced by Bx; or
single-wall carbon nanotubes, where ∆ appears intrinsi-
cally from SOI.10,11 The latter are interesting candidates
as they can be produced at high purity and have strong
e-e interactions.32–34 Importantly, the nanotube curva-
ture induces intrinsic SOI,10,11 which leads to a gap at
the band crossing of metallic nanotubes. However, due to
the hollow nature of the nanotubes, the spin-dependent
shift kso is absent. The latter can be induced by Rashba
SOI with an electric field across the nanotube. Following
Ref. 35, we estimate that a splitting such that a band
structure as in Fig. 2 can be resolved requires an elec-
tric field on the order of 0.1–1 V/nm.36 The effect of a
transverse electric field on the band structure was inves-
tigated with perturbation theory in Ref. 37. At such
strong fields, however, the perturbative treatment must
be replaced by a full incorporation into the Bloch theory.
The final Dirac theory remains very similar and SOI has
the same effect. In particular, there remains the intrin-
sic band gap on the order of ∆ ∼ 40 µeV (tunable by
tube radius).10,11 Using8,9 a = 2.46 A˚, Kc ≈ 0.2, and
Ks ≈ 1 (but SOI may further modify Ks, see also Ref.
26), we obtain ∆∗ ∼ 1 meV, enhanced by about a factor
30. (Note that here in the same way as in Refs. 8 and 9
the spin-selective Peierls transition leads to an effective
decoupling of the two valleys at the K and K ′ points,
and the important LL parameter remains Kc ≈ 0.2.)
In contrast, InAs nanowires have the spin-shift kso but
require a magnetic field to open the gap. For such wires
it has been shown30,31 that a SOI length of λso ≈ 130 nm
can be obtained, corresponding to kso = 2π/λso = 5×107
m−1. Similar numbers are found in InAs quantum wells,
which have SOI strengths of38–40 ~η = (0.6− 4)× 10−11
eV m corresponding to kso = 1.2 × 107 m−1 (using41
m = 0.040me, with me the electron mass, g = −9, and
a maximal η). Comparable values have also been re-
ported for AlGaAs quantum wires,7 yet in the hole doped
regime, which is not explicitly addressed with this the-
ory. For such low densities it is reasonable to assume
Kc ∼ 0.4 and Ks = 1. With a = 6.06 A˚ we obtain
the values shown in Fig. 5. Notably an enhancement by
more than a factor 10 is achieved at low fields.
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FIG. 5: Gaps ∆ and ∆∗ as a function of magnetic field Bx for
typical values of InAs quantum wires. The inset shows the
enhancement ∆∗/∆ for the same values of Bx.
V. CONCLUSIONS
We have shown that in 1D conductors with SOI the
gap ∆ opened by a magnetic field at the crossing point
of the spin-split bands is substantially enhanced by e-
e interactions. In the local rest frame of the electron
spin ∆ becomes a spiral field and assumes the role of a
spin-selective periodic potential that drives the system
through a Peierls-type transition. The interactions also
renormalize the remaining gapless modes and strongly
stabilize their spin-filter effect. Remarkably, it is possible
to obtain the same effects even without a time-reversal
symmetry breaking magnetic field in carbon nanotubes,
where a gap ∆ exists intrinsically from SOI alone.
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