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SUMMARY 
A review of techniques for stability and response investiga- 
tions is presented and the averaging technique of Beecham- 
Titchener-Simpson is applied to the lateral equations of. 
motion for two combat aircraft. The analytic technique 
predicts oscillation amplitudes and frequencies accurately, 
for non-linear aerodynamic characteristics with respect to 
sideslip or roll rate. However, limitations of the method 
are apparent when non-linearities in roll rate and sideslip 
are treated simultaneously. Rates of growth to limit cycle 
oscillations are predicted by the averaging method and two 
formulations for a local damping factor are compared with 
simulation results. 
Results from extensive wind tunnel tests on a High Incidence 
Research Model (HIRM) are presented along with estimates of 
dynamic stability derivatives and polynomial fits to the 
wind tunnel data. The lateral stability and response of the 
HIRM at high angles of attack, is investigated using the 
analytic techniques described earlier, as well as simulations. 
Six degree of freedom eigenvalue results for the HIRM are 
shown. An investigation into the effects of cross-coupling 
derivatives and different forms of roll rate data, using 
non-linear and linearised simulations, concludes the thesis. 
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NOTATION 
a amplitude of motion (eqns. (2.36), (2.40)-(2.43)) 
aj, bj, cj, dj coefficients in stability quartic (defined in 
Appendix B) 
b3vtC3v, dsv 
coefficients used in Beecham-Titchener-Simpson a 3p 
b 
3p c3p averaging (defined in Appendix B) 
d3 
py 
C3Vp, d3Vpl 
A, Avj, A p amplitudes of motion in 
§2.3.4 
A constant, system matrix in §2.4.2.2 
A, to K, coefficients in equation (2.77)(defined in 
Appendix C. 1) 
AIv to A 
4V coefficients in equations (2.98) and (2.104) 
A, to A4 (defined in Appendix.. C. 3) 
p p 
A2pB2., C2 coefficients in equation (2.88) (defined in 
Appendix C. 2). 
b span (m) 
BI to B4 coefficients in equations (2.101) and (2.107) v V 
Blp to B, p 
(defined in Appendix C. 3) 
C chord (m) 
c aerodynamic mean chord (m) 
co chord at centre line (m) 
cr root chord (m) 
ct tip chord (m) 
CD coefficient of drag 
CL coefficient of lift 
CX'CYICZ force coefficients along x, y, z axes 
CV, Cm, Cn moment coefficients 
Ck ,C 'CXq slopes of force and moment coefficients 4 a (Appendix F), U. S. non-dimensional derivatives. 
Cn dynamic Nv derivative in U. S. notation (defined Odyn in equation (2.20)). 
CK general force doefficient (see Appendix F) 
Ci general moment coefficient (see Appendix F) 
e, f, g terms in quadratic solution, §2.4.2.4 
f(x general function, 92.4.2 
F nth order vector, §2.4.2.2 
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NOTATION (continued) 
9 acceleration due to gravity (m/s2) 
g, g cosE) 
g2 g sinO 
g3 g COO COSO 
g4 g sin0cos(D 
gs g cos0sin(D 
g6 g sinOsinO 
h altitude 
i I/-1 
Ix'Iy, IZ moments of inertia of aircraft (kg. m 2 
Ixz product of inertia of aircraft (kg. M2) 
i general moment (Chapter 6 and Appendix F) 
k damping index 
K general force (Chapter 6 and Appendix F) 
K factor in Np estimate (equation (4.1)) 
K ýP' K Cr' 
K 
ca gearings in control system 
z ', ký, V, etc concise rolling moment derivatives (defined v r in Appendices A and E) 
LvpL L etc dimensional rolling moment derivatives 
, .., 
p rI 
Lv, LppLr, etc aeronormalised rolling moment derivatives 
(defined in Appendix A and Ref. 45) 
L rolling moment 
m aircraft mass 
M pitching moment 
M Mach number 
mý'mw , mý, etc concise pitching moment derivatives (defined in Appendix E). 
! U1 MW 'M q etc dimensional pitching moment derivatives 11 11 Mu, Mw, Mq etc aeronormalised pitching moment derivatives 
(defined in Appendix A and Ref. 45) 
N yawing moment 
n, ', ný, n', etc concise yawing moment derivatives (defined r in Appendices A and E) 
NvpN etc P Nr dimensional yawing moment derivatives 
V" NvpNp, Nr, etc aeronormalised yawing moment derivatives 
(defined in Appendix A and Ref. 45) 
Nvdyn dynamic Nv derivative (defined in eqn. (2.20)) 
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NOTATION (continued) 
p roll (total components, e. g. equations 
q pitch rates (2.1) to (2.9), except where 
r yaw stated e. g. Appendix E and small 
perturbation equations) 
pY qy, ry non-dimensional angular rates (defined in 
Appendix F) 
R Routh's discriminant 
R* non-linear Routh's discriminant (eqn. (2.76)) 
s semi-sPan (m) 
S vector locating non-linear function of x in 
§2.4.2.2 
ST tailplane reference area (M2) 
sw wing reference area (M2) 
t time (secs. ) 
T time period (secs. ) 
Tc time constant for exponential modes (secs. ) 
T time to half-amplitude for oscillatory modes 
(secs. ) 
u velocity component along x axis (small perturba- 
tion quantity in Appendix E and linearised 
equations) 
U, V, W coefficients in quadratic equation in Fig. 2.5 
v velocity component along y axis, sideslip 
velocity (small perturbation quantity in 
Appendix E and linearised equations) 
v V/V 
V aircraft velocity (m/s) 
w velocity component along z axis (small 
perturbation quantity in Appendix E and 
linearised equations) 
x aircraft body fixed axis, forward 
X state vector, order n 
X force component along x axis 
xý, 4, xý, etc concise X force derivatives (defined in 
Appendices A and E) 
Xu, xw, X etc dimensional X force derivatives 
%J ', 
q 
Xu, Xw, Xq, etc aeronormalised X force derivatives (defined 
in Appendix A and Ref. 45) 
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NOTATION (continued) 
y aircraft body fixed axis, to starboard 
Y : §ideforce, along y axis 
Y,, , etc. concise sideforce derivatives 
(defined in 
VIYplyr Appendices A and E) 
Yv, yppyr, etc. dimensional sideforce derivatives 
u --* V Yv, yptyr, etc. aeronormalised sideforce derivatives (defined 
in Appendix A and Ref. 45) 
z aircraft body fixed axis, normal to aircraft, 
downwards 
z force component along z axis 
zu, z wzq, etc. concise 
Z force derivatives (defined in 
Appendices A and E) 
Zus, ZwpZq, etc. dimensional Z force derivatives 
ZUPZw*Zq, etc. aeronormalised Z force derivatives (def 
in Appendix A and Ref. 45) 
Greek svmbols 
Appendices A and E) 
Zus, ZwpZq, etc. dimensional Z force derivatives 
ZUPZw*Zq, etc. aeronormalised Z force derivatives (defined 
in Appendix A and Ref. 45) 
a angle of attack 
a dynamic stability axis angle in §2.3.5 
angle of sideslip (see Appendix F for 
definition) 
dynamic stability axis angle in §2.3.5 
y flight path angle in Chapter 5 
phase angle in Beecham-Titchener-Simpson 
averaging technique 
C rudder angle 
n vector with components ni in equation (2.40) 
nc symmetric canard deflection angle 
=-- i0starboard + nport) 
nT symmetric tailplane deflection angle 
i(nstarboard + nport) 
0 perturbation pitch angle 
0 Euler (pitch attitude) angle 
0 limit cycle amplitude in Beecham-Titchener- 
Simpson averaging technique 
xx 
NOTATION (continued) 
IX taper ratio (see table 4.1) 
Ix amplitude damping factor, 
a/a, in Beecham- 
Titchener-Simpson averaging technique 
sweep angle 
dynamic stability axis angle in §2.3.5 
eigenvalue in §2.3.4 and in linear stability 
analysis; V= -k±iv 
non-linear eigenvalue/operator in Beecham- 
Titchener-Simpson averaging technique (§2.4.2); 
P=A+ iW 
frequency in linear eigenvalue 
aileron angle 
vector with components ýi in equation (2.40) 
EC differential canard deflection angle 
= i(Estarboard - Eport) 
ýT differential tailplane deflection angle 
" i(Estarboard - ýport) 
P atmospheric density 
a amplitude of non-linear response 
T time (defined in equation (6.7)) 
perturbation bank angle 
phase angle of non-linear response in Beecham- 
Titchener-Simpson averaging technique (§2.4.2.2) 
Euler (roll) angle 
perturbation yaw angle 
T Euler (yaw) angle 
resultant angular velocity in a turn (eqn. (6.11)) 
general body axis velocity component in 
Appendix F 
W frequency of non-linear response in Beecham- 
Titchener-Simpson averaging technique 
Dressings, etc. (shown on an arbitrary character A) 
Ab critical amplitude in local linearisation 
technique (equation (2.113)) 
AB body axes 
(A) 
B body contribution 
(to derivative) 
xxi 
NOTATION (continued) 
Ac critical amplitude at divergence (eqn. (2.116)) 
AC canard 
(A)C canard contribution (to derivative) 
A dr dutch roll 
A DYN dynamic stability axes (defined in Ref. 47) 
Ae equilibrium value 
A 
eff effective value of 
derivative 
AF fin 
(A) F fin contribution (to derivative) 
AL limit cycle value 
A LE 
leading edge 
A0 oscillatory rig 
(A) planform contribution (to derivative) p 
Ap roll rate 
A 
ph 
phugoid 
Ar yaw rate 
A 
rm roll mode 
AR rotary rig 
Asm spiral mode 
Asp short period 
Atrim trim value 
AT tailplane 
(A) T tailplane contribution (to derivative)* 
A TE trailing edge 
AV, A; ý S. ideslip 
Aw wind axes 
AW wing 
(A)W wing contribution (to derivative) 
AaA slopes with respect to a, O 
AY non-dimensional angular rates (see §F. 4.1) 
Ao bank angle 
AO initial value, or datum value 
A 
0,1,2,3 coefficients 
in polynomial fit (used on 
derivatives) 
A' perturbation from trim value in linear analysis 
(§2.4.3.2, §6.2 and Appendix E) 
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NOTATION (concluded) 
differentiation with respect to time, do/dt 
A, concise derivative, natural sign (defined in 
Appendices A. 3 and E) 
All modified concise derivative, natural sign 
(defined in Appendices A. 3 and F) 
A shortened form of variable in §2.4.2.4, 
Fig. 2.5 and §6.2.3 
A* non-linear Routhian and stability quartic 
coefficients (equations (2.65), (2.75) and (2.76) 
and Appendix C) 
A* combined derivative from oscillatory rig tests 
(defined in §4.7 and Figs. 4.10 to 4.12) 
quantity divided by flight speed, V 
A aeronormalised (non-dimensional) derivative 
PV A dressing used to denote phase angle in 
equation (2.40) 
Re(A) real part 
Im(A) imaginary part 
Abbreviations 
A. A. D. P. Aileron Alone Departure Parameter 
B. T. Beecham-Titchener 
B. T. S. Beecham-Titchener-Simpson 
c. g. centre of gravity 
d. o. f. degree of freedom 
F. F. T Fast Fourier Transform 
HIRM High Incidence Research Model 
L. C. D. P. Lateral Control Departure Parameter 
LSWT Low Speed Wind Tunnel 
NAG Numerical Algorithms Group 
r or rad. radian 
R. A. E. Royal Aircraft Establishment 
W. T. Wind Tunnel 
CHAPTER 1 
INTRODUCTION 
1.1 High Angle of Attack Aerodynamic Characteristics 
Modern combat aircraft are required to manoeuvre at high 
angles of attack (a) and these requirements have important 
implications for the stability and controllability of the 
aircraft. References 1 to 5 indicate how much importance is 
now attached to the high angle of attack behaviour of current 
combat aircraft. 
Figure 1.1 illustrates some of the flow characteristics 
typical at high angles of attack and which must be taken 
into consideration when providing for adequate stability and 
controllability: 
large regions of separated/stalled flow 
aerodynamic interference between various components 
of airframe, low energy wakes from stalled surfaces 
vortex flows from long fuselage forebodies, 
swept wings, canards (Ref. 6) and strakes (Refs. 7 
to 9). Vortex bursting. 
The development of combat aircraft over the past 20 years has 
been somewhat hampered by the emergence of lateral phenomena 
limiting the maximum usable CL on aircraft at high angles of 
attack. Earlier aircraft with a conventional wing stall 
generally showed a decrease in CL above a certain a and 
this stall dictated the maximum CL usable. Fig. 1.2 shows a 
typical CL -a curve for an aircraft with these character- istics. Later designs (see Fig. 1.3). do not show conventional 
Wing stalls and show CL's which go on increasing to high a's. The current generation fighters such as the F-14, F-16 and 
IF-17/18 (Refs. 10 to 12) display such characteristics by 
Virtue of strakes and blended wing-body designs for lift 
(Ref. 13). In these cases the handling and manoeuvrability 
at high a's are now limited by lateral effects e. g. loss of 
directional or dihedral stability. These effects can occur 
Suddenly or with some warning depending on the aircraft 
configuration. Another point to mention is that the 
relatively long fuselage forebodies and swept wing designs 
common today lead to poor lateral and directional stability 
characteristics at high a. For example: 
Large side-forces produced by asymmetric vortices 
shed off the nose may mean the aircraft "yaws off" 
("nose slice", Ref. 14). 
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b) Wing drop can occur without warning if flow 
separates suddenly. For some aircraft, directional 
stability at high a and sideslip (0) can be restored as 
the fin comes out of the vortex/stalled flow from the 
nose and body, as for example on the F-5 (Ref. 15). 
Departure is the general term given to uncommanded events 
resulting in complete loss of control and the aircraft may 
then go into a spin or uncontrolled non-periodic motions 
above the conventional stall angle of attack (')post stall 
gyrations"). Controls may not be effective at high angles 
of attack or, if adverse, may aggravate departure conditions. 
Before departure, many combat aircraft suffer from degraded 
handling qualities due to the occurrence of periodic limit 
cycle oscillations known as wing rock. The mathematical 
modelling of wing rock has provided the basis for much of 
the work described in this thesis and so it may be useful 
to look at this phenomena in a little more detail before 
concluding this introductory chapter with a look at the 
overall aims of the thesis. 
1.2 Wing Rock 
In general, wing rock may be described as uncommanded lightly 
damped lateral oscillations about the longitudinal axis, 
viewed by the pilot as roll oscillations. The phenomenon 
occurs on many combat aircraft as high g manoeuvres are 
pulled and Refs. 16 and 17 show flight records of wing rock 
for F-4 and Gnat aircraft. Wing rock can be difficult to 
control as its causes are not always clear. and are highly 
confi uration dependent. Airframe modifications e. g. wing 
tankSF7, wing-body strakes and wing leading-ý-edge flaps' 
can have significant effects on the wing_. rock characteristics. 
Some of the potential aerodynamic causes of wing rock so far 
identified include: - 
a) Buffet. Wing rock can be associated with buffet 
in that it may be a forced oscillation caused by flow 
separation on the wings (asymmetries on the wings affecting 
one wing more than the other). At transonic speeds it can 
be caused by the movement of shocks responsible for the 
se? arating and reattaching of flows (Ref. 18). Hwang and 
Pi 9 in work on an F-5 model concluded that the wing rock on 
this aircraft was due to fluctuating pressure changes on the 
wing top surface, especially near the tip region. 
b) Aerodynamic Hysteresis. Schiff et a120 describe a 
non-linear aerodynamic model in which wing rock is modelled 
on the basis of aerodynamic hysteresis in Ck against roll 
angle. The cause of such hysteresis may be the breakdown 
of vortices over wings at high a. Cord 1 and Schmidt22 
look at aerodynamic hysteresis of C. against 0. 
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C) Static Aerodynamic Non-linearity. References 23 and 
24 describe work on the modelling of limit angle oscillations 
on the HP115 using cubic non-linearities in yawing or 
rolling moment with respect to sideslip angle. This form of 
non-linearity has also been looked at in this thesis and 
results are presented in Chapters 3 and 5. 
d) Loss in Roll Damping. F-14 wing rock is shown in 
Ref. 25 to be caused by the combined effects of loss in 
aerodynamic roll damping after wing panels stall and the 
low level of directional stability. Again for the Gnat" 
it seems to be the rolling motion which dominates, at a 
frequency similar to the dutch roll, suggesting no new 
aerodynamics is involved and that the wing rock may be 
thought of as a dutch roll undamped by non-linear aero- 
dynamics. 
e), Dynamic Aerodynamic Non-linearities. Ross 26 
has shown that non-linear rolling and yawing moments with 
respect to roll rate also give rise to limit cycle 
behaviour. Work on these formulations for this thesis is 
described later both for the aircraft of Ref. 26 and a new 
combat aircraft configuration. 
It seems that linear aerodynamics can provide explanations 
for some wing rock characteristics, for example, based on 
an unstable dutch rol 117 . The dutch roll frequency going to zero seemed to correlate on some aircraft with the 
appearance of wing rock but the disappearance of dutch roll 
damping seemed a better indicator for the Gnat discussed in 
Ref. 17. 
The importance of the study of wing rock and other high 
angle of attack phenomena can be emphasised by two points. 
Wing rock on some aircraft may act as a natural aerodynamic 
warning to the pilot that something more serious is likely 
to happen e. g. a nose slice. In this respect it can be 
useful. On the other hand, for aircraft where wing roCk 
occurs significantly below CL'S where departure is likely, 
the manoeuvrability and tracking ability of the aircraft 
are impaired. In these cases, steps to prevent wing rock 
can improve the maximum usable CL- 
1.3 Mathematical Modelling 
From the above, it is obvious that high angle of attack 
phenomena are strongly non-linear with respect to static 
and dynamic motion variableS27 . This makes the analytic 
prediction of dynamic stability parameters very difficult, 
depending as they do, on complex aircraft configurations and 
flowfields 28 . However the prediction of high angle of attack 
effects is very important in the design of modern combat 
aircraft and their control systems and good mathematical 
modelling of high-a behaviour is very necessary for the 
design of such control systems. 
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It is in the areas of the development and use of various 
mathematical models for high-a behaviour and the evaluation 
of some analytic techniques for predicting non-linear 
phenomena, that work for this thesis has been carried out. 
The R. A. E. began a programme 29,30 in 1980 to develop 
mathematical models of combat aircraft aerodynamics at 
high-a using a High Incidence Research Model (HIRM). 
Collaboration with the R. A. E. has enabled most of the work 
for this thesis to be carried out on the HIRM. 
1.4 Aims 
Initial work aimed to develop analogue and digital simula- 
tion techniques and followed work done by Ross et al 17,26 on 
the Gnat and other combat aircraft. Tied in with this work 
was the use of the analytic averaging technique of Beecham 
and Titchener 31 which has been developed along the lines 
suggested by Simpson 32 . The technique has provided good 
results for such configurations as the HP115 and other 
aircraft of the "sixties" generation. An aim of the current 
work was to apply the technique to the HIRM at angles of 
attack between 200 and 400. Certain developments of the 
technique have been evaluated, in particular the treatment 
of aerodynamic non-linearities with respect to two response 
variables. This highlighted some limitations of the 
technique although for application to the HIRM equations 
with single variable non-linearity, the technique was more 
successful. Comparisons with local linearisation methods 
are described. 
An important aim of the work was the use of the above 
techniques to build up mathematical models of the HIRM, 
to predict its high a behaviour in advance of free flight 
drop model tests. Simple 3 degree of freedom '(d.. o. f. ) lateral 
motion models, incorporating aerodynamic non-linearities, 
were first of all used, followed by six degree of freedom 
models. 
Following the work of a number of US researcherS33'34 to 
apply linearisation techniques to non-zero equilibrium states, 
a six degree of freedom linearised analysis was performed. 
The final model looked at is a6 degree of freedom simulation 
model which has been used to: 
a) compare with the 3 d. o. f. results 
b) compare with the 6 d. o. f. linearised results 
C) examine the use of different types of experimental 
data in the formulation and build up of mathematical 
models to see which is best for prediction of high a 
behaviour up to departure 
d) look at effects of cross-coupling aerodynamics. 
A valuable part of the work has been the opportunity to 
compare very simple linearised models and very complex models 
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all on a common data base, to see directly how far linearised 
techniques hold good. 
1.5 Layout 
With the above as an overall view of the work for this 
thesis, the next chapter contains a brief description of the 
various approaches to mathematical modelling of aircraft 
dynamics and a look at the techniques used for stability and 
response analysis in this thesis, both computational and 
analytic. Results for two combat aircraft are presented in 
Chapter 3. 
The work on the HIRM then follows, starting with a description 
of HIRM and going on to the measurement of its static and 
dynamic aerodynamic characteristics, using a number of 
experimental techniques as well as prediction techniques. 
Initial stability and three degree of freedom modelling 
results are presented in Chapter 5 along with an assessment 
of the averaging technique. Chapter 6 covers the 6 degree 
of freedom modelling, starting with the linearised treat- 
ment and going on to the development of the full force and 
moment simulation. Finally, conclusions from the work and 
recommendations for future work are presented in Chapter 7. 
CHAPTER 2 
TECHNIQUES FOR STABILITY AND RESPONSE INVESTIGATION 
2.1 Introduction 
As has been described in the first chapter, aircraft stability 
and response phenomena at high a are highly configuration 
dependent since complex aircraft shapes, external stores etc 
lead to highly non-linear aerodynamic behaviour. This 
presents difficulties when theoretically analysing the 
stability and response characteristics. Broadly speaking, 
two main approaches are used in the theoretical assessment 
of stability and response: (i) use of analytic techniques 
and (ii) use of computational/numerical methods to produce 
time histories etc. Stability is also predicted using 
measured aerodynamic data on its own or in the form of so- 
called "departure parameters". These parameters can give 
valuable insights into aircraft behaviour and really come 
into the category of very simple analytic techniques. 
This chapter continues with a description of general mathe- 
matical modelling concepts showing how numerical/computer 
based solutions of the aircraft equations of motion and 
analytic techniques fit into the overall stability and 
response assessment. Descriptions of commonly used departure 
parameters are given in §2.3 and are followed by descriptions 
of the analytic techniques used in the thesis. 
Finally, some of the computer programs (digital and analogue) 
which provided most of the results for the thesis are 
described. The descriptions of six degree of freedom mathe- 
matical models of the HIRM are given in Chapter 6. 
2.2 Mathematical Modellin 
2.2.1 General 
Central to the'understanding of flight dynamic phenomena at 
high angles of attack is the formulation of an adequate 
mathematical model of the aircraft. Reference 30 gives an 
overall picture of how the RAE's HIRM programme, is tackling 
the objective of selecting and verifying a mathematical model 
for a typical combat aircraft configuration at high angles 
of attack. This thesis has provided an examination of a 
number of HIRM mathematical models and compared results from 
pimulations with analytic techniques. Further comparisons 
with free flight model results are an aspect of the programme 
not covered in this thesis but are an important part of the 
overall mathematical modelling field. Fig. 2.1 summarises the 
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main ideas behind the development of mathematical models for 
high a behaviour, which will be described below. 
Two main processes in the mathematical modelling are the 
choice of the form of the model and then determination of 
the numerical coefficients for it. Prediction of flight 
motion histories can then be made and comparisons made with 
analytic techniques and flight results. Alterations to the 
model can be made and extensions incorporated to bring in 
control systems. 
The choice of the mathematical model determines the wind 
tunnel data required, e. g. aerodynamic forces and moments 
and how they should be incorporated to predict flight 
responses. Schiff et a 120 describe how the form of model 
adopted defines characteristic motions which, in turn, define 
the way in which the aerodynamic stability parameters are 
determined, i. e. what kind of wind tunnel tests are required. 
Some of the techniques for determination of parameters shown 
in Fig. 2.1 have been used for the HIRM and are covered in 
depth in Chapter 4. Briefly these are: tests on a static wind 
tunnel model at a and sideslip, 0; tests on a model performing 
small amplitude yaw, sideslip and roll oscillations about 
body axes at non-zero a and 0 and rotary rig tests on a 
model rolling about the wind axis. Measurements of cross- 
coupling aerodynamics were also made and, during the early 
stages of response modelling, estimates of dynamic lateral 
derivatives were used. Flow field computations provide a 
possible source of stability parameter information but are 
as yet not developed enough to provide much data. For the 
aircraft models described in Chapter 3, data came from 
earlier work done at the RAE, including both wind tunnel 
tests and flight tests. 
As a result of needs shown up by studies for this thesis, a 
programme of work to provide yawing derivative data for the 
HIRM will soon be under way using the whirling arm facility 
at Cranfield College of Aeronautics. 
2.2.2 Form of Mathematical Model 
The classical form of model starting from the familiar 
equations of motion and, based on small perturbation analysis 
(stability and control derivatives), is still very important 
in providing stability and response information. However, 
situations involving non-linear dependence of aerodynamic 
or inertial forces and moments on motion, require the 
solution of non-linear equations of motion. 
Tobak and Schiff have presented papers in recent years3 SY36 
which propose a mathematical model based on non-linear 
functional analysis and characteristic motions. In effect, 
what is done is to assume a general model for the aircraft 
and then use wind tunnel and free-flight data to provide 
numerical coefficients with time dependence effects 
included. The model must be simplified for analysis and 
Ref. 35 includes an application of the technique to aircraft 
wing rock. 
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The alternative approach to mathematical modelling is to 
start from a simple model and build up the complexity to 
account for the observed flight phenomena e. g. by incorpor- 
ating non-linear aerodynamics. This has been the approach 
adopted for certain aircraft by the R. A. E. and this thesis 
has been concerned with these kind of models including 
different forms of data to check on the adequacy of 
modelling. ThomaS37 emphasised the importance of represent- 
ing non-linear characteristics of forces and moments rather 
than time dependence of quantities and for quasi-steady 
motions, with no significant time history effects, it is to 
be expected that the extended classical models and the U. S. 
non-linear functional analysis model will give the same 
results. For extreme manoeuvres near departure, or spinning, 
where flow separation and stalling of surfaces are 
important, time history effects may be required. Differences 
between responses from quasi-steady models with time- 
independent coefficients and drop test results could indicate 
time dependent effects have to be included. However the 
idea of keeping the model as simple as possible is attractive, 
so the current work has concentrated on how far it is possible 
to go, in analysis without time history effects. 
For this thesis, the models used have had their origins in 
the classical small perturbation equations of motion 
starting with the 3 degree of freedom linearised lateral 
equations. Complexity has been systematically increased,, to 
give predictions of flight characteristics at high angles of 
attack. 
M The linear 3 degree of freedom lateral mathematical 
model has been used to give preliminary estimates of 
the stability of the classical modes of lateral motion up to 
*= 400. For a linear model the nominal flight path can be 
* dynamic equilibrium, not necessarily an unaccelerated 
flight condition. Stengel and BerrY3 8have suggested a 
linear model adequately describes the dynamics of aircraft 
with departure prevention systems, which keep angular 
excursions small. 
(ii) The non-linear 3 degree of freedom lateral mathematical 
model is a development of (i) obtained by extenCing 
the idea of stability derivatives to polynomial representations 
of forces and moments against rates and position. This 
models the non-linear dependence of aerodynamic forces and 
moments on aircraft static variables. First of all non- 
linear static aerodynamic characteristics in the form of 
cubic variation of moments with respect to sideslip can be 
incorporated. Alternatively, or in addition, cubic variation 
of moments with roll rate have also been examined for the 
HIRM in this thesis. By using these relatively simple 
equations, analytical work can be done on response calcula- 
, tions using non-linear averaging techniques as well as. local 
linearisation ("bifurcation") methods. 
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Based on work such as that described for current aircraft in 
Chapter 3, as well as that at the R. A. E. (e. g. Ref. 23), the 
non-linear 3 d. o. f. lateral model has been shown to give 
adequate predictions of many responses in flight up to 
departure. It was thought that this model would be accurate 
up to a= 25-300 for the HIRM, when looking at departure from 
controlled flight, at given constant angles of attack and 
work was carried out to assess this. 
The non-linear 3 d. o. f. model is very amenable to analogue 
and digital computer solution, the analogue providing a 
convenient means for sensitivity studies on the aerodynamic 
non-linearities. Analogue results are shown in Chapter 3. 
The model ignores inertia coupling, which should be a 
reasonable assumption for the flight conditions considered; 
only when the aircraft has departed or entered a spin will 
inertia cross-coupling become important. Ro SS3 9 describes 
the levels of sophistication needed for modelling inertia 
cross-coupling problems. Second order derivatives with 
respect to angle of attack can be included in the model and 
Mehra 40 included a linear dependezice of some lateral 
derivatives on angle of attack, which illustrates other ways 
in which the basic linearised equations can be expanded. 
(iii) The non-linear, 6 degree of freedom table look up 
model is often used as the basis of a flight simulator 
study and as such is not readily amenable to theoretical 
analysis, due to the non-analytic nature of the forces and 
moments used. It has been used in this work partly to 
provide results for comparison with simpler models and. 
partly to examine the effects of various forms of aerodynamic 
data. For the HIRM, this simulation model includes measured 
static, forced oscillation and rotary aerodynamic character- 
istics as tabulated functions of control angles and response 
variables, e. g. a and a. In the USA, curved flow wind-tunnel 
tests also provide data for 6 degree of freedom models and, 
following on from the HIRM work described in this thesis, 
it is planned to measure some pure yawing motion data for the 
HIRM using the whirling arm facility at Cranfield College of 
Aeronautics. (This data will also be useful for incorporating 
non-linear rolling data into models of the form (ii), where 
the current work showed up the limitations of not having 
pure yawing data available. ) 
These various forms of data are necessary when modelling 
aircraft manoeuvres such as spins and departures, where the 
responses show large amplitudes and non-linear effects 
dominate. However, for adequate response predictions in 
less extreme manoeuvres, but where non-linear effects may 
still be expected, how are the various forms of data to be 
used? Is the real aircraft behaviour best modelled by 
using large amplitude data alone, above a certain angle of 
attack (e. g. for spins where rotary effects dominate the 
real aircraft flowfield) or is oscillatory data needed as 
well? Anglin" describes some work on these ideas in 
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respect of spins. The 6 d. o. f. HIRM program has been used 
to look at which combinations of aerodynamic data are needed 
to adequately define the behaviour in some high angle of 
attack situations. 
Oscillatory rig tests provided measurements of cross- 
coupling derivatives for the HIM so the 6 d. o. f. model has 
also been used for sensitivity studies to help determine 
the importance of these derivatives. 
Fig. 2.2 summarises the important points concerning the 
various forms of non-linear mathematical model described 
above. 
2.2.3 Models Used in this Thesis 
2.2.3.1 General 
The general equations of motion of an aircraft in geometric 
body axes, with the origin at the centre of gravity (c. g. ) 
are: 
;I rv - qw + m 02 
(2.1) 
pw - ru +1+ m gs 
(2.2) 
ýv qu - pv + -K + m 
93 (2.3) 
ixz 
(ý + pq) + Ix 
(Iy - Iz)qr 
Ix + Ix 
(2.4) 
q 
Ixz 22)+ (r -p 
(IZ IX)j2r 
+ (2.5) 
I 
r 
Ixz I 
- -(p - qr) + 
(Ix Iy)pq 
+ (2.6) f 
z iz lz 
p+ qsin(PtanO + rcos(DtanO (2.7) 
qcoslý - rsinO (2.8) 
qsinD secO + rcos0secO (2.9) 
where 92 gsinO 
g3 gcosocOS4ý 
and gs geos0sinO 
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Starting with equations (2.1)-(2.9), the usual linearised 
equations are derived by considering small perturbations 
in the state variables, about an equilibrium position (see, 
for example, Refs. 42 and 43) or by differentiating the full 
equations (Ref. 44). The linearised equations of motion for 
the lateral behaviour are then written, using the familiar 
aerodynamic derivatives in concise notat ion45 with natural 
signs, as: 
Yýv+VesinaeP-Vercosae+gcOsl)ecOsOe. ý+gsinoe-ý 
(2.10) 
V+z p vi 
ýeffP+*effr+ZýE+LCý (2.11) 
ný iv+nýeffP+4effr+n'C+nýC 
(2.12) 
p (2.13) 
r (2.14) 
Details of the nomenclature used in these equations, and 
for the aerodynamic coefficients and derivatives throughout 
this thesis, are given in Appendix A. The dash notation, 1' 
indicates that the terms include contributions arising from 
the elimination of ý from the ý equation and ý from the 
equation. For some of the analysis in later chapters a 
roll damper, with gearing Rp, and a yaw damper, with 
gearing Kýr, were used and contributions from these are 
included in the derivatives kPieff, nýeff, Zreff and nreff 
e. g. 
IzLP+IXZNP IZLE+IXZN 
12-+ 
KEP II-I Peff IxIz- 
xz xz xz 
(See Appendix A. 3 for full details). The full gravity term 
shown in equation (2.2) has been replaced by its approximate 
form 
930 + 92ý 
in which perturbations in the g component are expressed in 
terms of deviation angles 0 and ý, and 4Pe, Oe are Euler 
angles, the le' denoting equilibrium conditions. Derivatives 
II yp and Yr are negligible in comparison with the other p and 
r terms in (2.10). 
The linear equations, such as (2.10) - (2.14), continue to 
form the basis of much work on stability and control and 
give good results due to the often relatively small perturb- 
ations in state variables needed to describe fairly violent 
manoeuvres. Also, over appreciable ranges of these 
variables the aerodynamics are adequately described by 
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linear functions and it was hoped that equations (2.10) - (2.14) would be adequate for angles of attack up to at 
least 250, but this was to be investigated. 
Starting with the simple lateral equations, a non-linear 
mathematical model can now be built up using wind-tunnel 
aerodynamic data. 
2.2.3.2, Non-linear Lateral Aerodynamics Model 
Ro SS23P24 has previously shown how non-linear sideforce and 
moments due to sideslip could be modelled by extending the 
idea of derivatives to include higher order terms. For 
instance, static wind tunnel data of sideforce against 
sideslip velocity, v, was fitted using a cubic polynomial 
in sideslip. 
Similarly Ck and Cn against v. can be fitted in the same way 
and for 
Ue 
aircraft models described in Chapter 3, as well 
as the HIRM, variations with roll rate, p, were also 
included. Hysteresis in Ck against sideslip has also been 
'investigated by the R. A. E. as such phenomena may be expected 
in separating/reattaching floWS46. 
Including cubic aerodynamic non-linearities in the lateral 
equations of motion gives the final form of the equations 
used for much of the work in this thesis: 
YV'tv'+Vesina e p-V e rcosa e+93 
0 +92 (2.15) 
I 
P3+kj 
f V +*tbeffP+t 3r r+VC+Y 
(2.16) kVI"*t' 
3V- p? ef 
ný, v+n t V3 +n' ffp+n 
13 +nt r+n'&+nC (2.17) V3-- Pe P3P reff cc 
p (2.18) 
r (2.19) 
where non-linear sideslip contributions, (41+ Xý3V2 )v and 
(ný, +n '3 V2 )v, and non-linea: r roll rate contributions, 
(ZI I p2 p2)p, have been included. This Peff+kP3 )p and (nbeff+nP3 
v 
form of model has been used for response calculations and 
analysis using averaging techniques. Comparisons were made 
with stability roots of the linear equations. 
2.2.3.3 Other Models 
As a next step, the non-linear kinematic terms shown in (2-4) 
and (2.6) could be incorporated in equations (2.16) and (2.17) 
so that a and pitch rate time histories could be utilised in 
the lateral responses and analysis. With V approximately 
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constant, so that the ý equation could be ignored, a5 degree 
of freedom model would then show the effects of longitudinal 
motion and cross-coupling on the characteristics. 
Six degree of freedom models are described in Chapter 6 and 
applied to the HIRM. Locally linearised equations about 
equilibrium trim points at high angles of attack are examined 
as well as a simulation model using equations (2.1) to (2.9) 
and the various forms of experimental data mentioned in 
§2.2.1. 
2.3 Departure Parameters for Linear Equations 
The main parameters which have been used for predicting 
departure and spin tendancies in the stall angle of attack 
region are Cnadyn, the dynamic directional stability, and 
various forms of lateral control departure parameter (L. C. D. P. ), 
which indicate aileron control problems (adverse aileron 
yaw). These parameters are merely indicators based on static 
data, as they are partly intended to be used during the 
initial stages of an aircraft's development when only static 
data is available. As such, they do not give any information 
as to the form of departure, only that instability may be 
expected as they go negative. Negative values of CnSdyn and 
L. C. D. P. predict directional divergence and roll reversal 
respectively, indicat'i-dg problem areas at the relevant 
angles of attack. 
The classical stability analysis for the linear equations of 
motion (longitudinal and lateral) examines the roots of the 
characteristic polynomial. This technique is outlined 
briefly in 62.3.4. 
The examination of moments in dynamic stability axes, used 
by Kalviste 47 , provides a useful assessment of stability with 
cross-coupling included. Section 2.3.5 describes this 
technique. 
2.3.1 Cn$dyn (N Vdyn) 
Dynamic Nv (N"vdyn, or Cnadyn in U. S. notation) is a misleading 
term as it Only includes static derivatives. It provides no 
information on the form of instability and does not give 
necessary and sufficient conditions for departure. 
Cnodyn is defined, in U. K. notation, as: 
%J IZ ý. Nv Lvslna (2.20) Nvdyn 
It may be-regarded either as directional stability in wind 
axes, an approximation to the dutch roll frequency or as an 
approximation to the term 'b' in the lateral stability 
48 can quartic (see Appendix B). Greer shows how Nvdýn 
be treated in the last mentioned way, where neg% ive values 
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often correlate with the occurrence of directional divergence. 
The quartic term b, using concise notation, can be written 
as 
b, = n't f 
ff-n 
t, +y I (k I +n, )-k'vsina+n' Veosa r Pe 
ýeff 
rv Peff V, VI (2.21) 
The derivatives are usually less than 1 in magnitude and 
products of derivatives are assumed small, in comparison with 
other terms, so a reduced b coefficient, b IRI may be written 
as: 
blR = nýjVcosa-kvl 
I 
Vsina (2.22) 
Then: 
b 'R 1- N r, cosa 
Iz Lrl' 
-fx- JpVSb sina) JpV'Sb Iz JpVSb 
b 'R Iz (2.23) i. e. lpVz-S-b N Vdyn 
where N Vdyn is as defined in expression (2-20). 
Results for the HIRM, given in Chapter 5, show Nvdyn is a 
good representation of the fullb, term factored by_ IZ/J,: ýV2 Sb. 
Kalviste 47 has extended the ideas of N-vdyn to form Nadyn as 
well as Mad n and Mvdyn (or its equivalent Mýdyn)- Use will 
be made of 
Kalviste's 
formulation of moments in his dynamic 
stability axes for the HIRM. 
Cal iC049 shows the derivation Of Rvdyn from a lateral 
stability analysis of the perturbation equations about a 
symmetric equilibrium condition using only static derivatives. 
For some aircraft, Nvdyn trends show good correlation with 
flight behaviour e. g. the F-5 in Ref. 15 and the F-4 in 
Ref. 50. In the case of the F-16, which is controllable up 
to 400 a (due to the presence of strakes and leading edge flap 
geflection), improved sideslip characteristics, at high a, mean 
Nv is more positive, Lv more negative and so Rvdyn remains 
Positive up to greater than a= 400. Johnston and Hogge" 
also mention failings Of Rvdyn to predict departure. 
The addition and use of canard surfaces, as on the HIRM, can 
significantly affect Nvdyn- 
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2.3.2 Lateral Control Departure Parameter 
The aileron-alone departure parameter or A. A. D. P., a form 
of L. C. D. P., is defined as* 
11 CT 
A. A. D. P. = Nv - Lv L 
CT 
(2.24) 
and negative values indicate the likelihood of control 
induced departure due to adverse aileron yaw (RFT positive). 
With all the derivatives in the A. A. D. P. of their normal sign 
(riv positive and the others negative), A. A. D. P. is positive 
but at high angles of attack with Rv going negative, tv 
positive (unstable), adverse aileron yaw leads to negative 
values of A. A. D. P. By gearing the rudder to the ailerons to 
counteract the adverse aileron yaw, positive values of the 
control departure parameter can be retained to higher a. For 
a simple gearing where K is chosen to give zero yawing moment 
with differential tail application, 
N ZT 
Ný 
(2.25) 
then the lateral control departure parameter, as it is now 
called, is defined as: - 
N tT +KN 
L. C. D. P. Nv - Lv (2.26) 
L tT +KL 
2.3.3 Weissman Criteria 
Weissman 52v53 has advocated the simultaneous assessment of Xvdyn and L. C. D. P. in predicting stability and departure boundaries. Fig. 2.3 shows how CnOdyn and L. C. D. P. are used 
together for indications of departure characteristics. The boundaries were established (Ref. 54) originally by examining 
the response to small sideslip disturbances, using a6 degree 
Of freedom simulation of an aircraft in high g manoeuvres. 
2.3.4 Roots of Stability Polynomial 
Apart from the parameters described in §2.3.1 to 2.3.3, 
Using static derivative data, the conventional assessment 
Of stability of a linear system is made using the so called 
characteristic determinant. 
Assumed solutions of the form 
v Avellt 
pAe ut 
ore substitiited into the small perturbation linear equations. 
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The determinant of the equations is then equated to zero to give 
the condition for the equations to be compatible. For the 
lateral equations of motion, the characteristic determinant 
equated to zero gives a quartic equation in p, the coefficients 
of which are given in Appendix B: 
p4+a, 113 +b 1112 + C11, + di (2.27) 
The solutions to this equation, the so-called stability roots, 
are used to describe the constituents of the system motion 
each constituent being given by an expression of the form 
L"t 
as indicated above. 
For p real, if it is positive, the constituent increases 
rapidly, and for stability, V must be negative, the zero value 
indicating neutral stability. 
For complex V, indicating an oscillatory response, the real 
part must be negative for the motion to be stable. Again 
zero indicates neutral stability and a positive real part 
indicates divergence. 
For the case of the quartic stability equation (2.27), 
important for aircraft work, the condition for stability is 
given by the coefficients a,, cl and di being positive and 
the Routh's discriminant, R, being positive. Routh's 
discriminant is given by 
R cl (alb, - cl )- a12 d, (2.28) 
2.3.5 Dynamic Stability Axis Moments 
Kalviste 47 has described an analysis technique for investigat- 
ing high angle of attack stability characteristics using the 
six degree of freedom equations retaining all cross-coupling 
terms. He defines a new set of axes ("dynamic stability 
axes") which involve the aircraft rolling about the velocity 
vector, through V, yawing (about the z axis), through $, and 
finally pitching (about the y axis), through a, to achieve 
a perturbed state (c. f. yaw, pitch and roll for definition 
of conventional Euler angles). Stability parameters are 
defined about the new axis system and include an extension 
of Nvdyn (§2.3.1) 
The equations of motion in the dynamic stability axes are: 
LN 
osa + -f-sina)secO L (2.29) -fx-c 
z DYN 
mLN 
yy - (f7cosa + -f-sina)tanO it (2.30) 
xz 
DYN 
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ý= -(I, ---- -L sina) zY -x 
= -N DYN (2.31) 
L DYN is the rolling acceleration 
ýDYN is the pitching acceleration 
incidence and -NDYN is the yawing 
a change in sideslip. 
about the velocity vector, 
which causes a change in 
acceleration which causes 
Non-dimensional aerodynamic moment coefficients in dynamic 
stability axes are defined by Kalviste as, - 
(C 
Ix 
C sina)secý (2.32) Cý-DYN tcosa + Iz n 
II 
C. - 
L( Y-C sina + -HC cosa)taný (2.33) CmDYN C Iz nx 
iz 
C cosa - =-=C CnDYN n Ix tsina 
(2.34) 
The aircraft aerodynamics are assumed to be functions of a 
and 0 only so only the a and ý equations need be considered 
for stability analysis. Uncoupled stability criteria are 
given by OCmDYN/3a <0 and DCnDYN/aa >0 and Kalviste 
describes how, for the coupled equations, 3CmDYN/30(: --CmODYN) 
and CnaDYN are also used. 
Some of these ideas are used in Chapter 5 in connection with 
the HIRM. In particular the dynamic stability axis moments 
are presented as functions of angle of attack and sideslip. 
2.4 Analytic Techniques for Non-linear Equations 
2.4.1 General 
Two main approaches exist to the solution of the aircraft 
equations of motion. Either they can be solved using 
computational techniques (digital or analogue) or they can 
be solved using analytic techniques, which inevitably involve 
some degree of approximation. 
Numerical and analogue methods are ideal for parametric 
studies but can prove expensive and the analysis of the 
results is often lengthy. Also, for non-linear systems the 
characteristics depend on the amplitude and phase of the 
input response variables. 
Analytic techniques are attractive in that they provide more 
general information than numerical solutions, which tend to 
be highly specific to certain flight conditions and control 
inputs. In particular, analytic techniques provide an 
overall picture of the dynamic response to all kinds of 
control inputs and can be used to show the limits of validity 
of linearised theories. 
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Mathematical techniques for the solution of practical non- 
linear systems always involve approximations either in the 
original equations or in the techniques themselves. For 
instance the idealisation of constant roll rate is adopted 
to obtain an algebraic solution to the inertia coupling 
5 5-5 8 problem 
Two analytic techniques for obtaining general stability 
characteristics which have been developed recently are used 
for the work in this thesis. One 40,5 9 is based on a local 
linearisation of the equations of motion about a non-zero 
equilibrium state while the other, which receives most 
attention in the current work, is an extension of the one 
degree of freedom averaging technqiue of Kryloff-Bogoliuboff6c 
developed at the R. A. E. by Beecham and Titchener 31 . 
Averaging techniques start from the basis that fine detail 
in the system motion is going to be smoothed out by inte- 
gration over an appropriate cycle. The overall character- 
istics of the system, in terms of the amplitude of the 
envelope of the motion and its instantaneous frequency, are 
retained but the instantaneous displacement and velocity 
within the envelope are not described. Beecham and Titchener 
describe a wide range of single degree of freedom applications 
for their version of the technique. Simpson 32 published 
details of a generalisation of the Beecham-Titchener method 
to n degree of freedom systems. It was an aim of the thesis 
work to apply this generalisation, referred to hereafter as 
the Beecham-Titchener-Simpson (B. T. S. ) method, to the 
uncoupled lateral aircraft equations of motion with non- 
linear aerodynamic moments present. In certain cases the 
method provides good results. However, limitations of the 
technique, concerning the number of non-linearities which 
can usefully be accommodated in this application, are high- 
lighted. In view of these limitations more emphasis was 
placed, towards the end of the work, on numerical techniques. 
2.4.2 Beecham-Titchener-Simpson Method 
2.4.2.1 General 
Beecham and Titchener considered systems typified by: 
R+ f(x,; C) 0 (2.35) 
and sought solutions of the form 
x a(t)cosý(t) (2.36) 
The introduced a local damping factor, X = a/a, and a local 
frequency, w=$, as the important parameters describing 
the characteristics of the system when the averaging technique 
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(integrating over one cycle) was applied. 
Ross and BeechaM23,24 applied the Beecham-Titchener (B. T. ) method 
to the lateral equations of motion of an aircraft by 
extending the technique to cope with higher order equations. 
In Refs. 23 and 24 the method is applied to the lateral 
equations reduced to a 4th order equation in sideslip. 
Starting with equations (2.15) - (2.18) with Zý3 = ný, =0 
and no control terms, (2.15) can be differentiated and p 
substituted for ; from (2.18). Elimination of p and r in 
turn from (2.16) and (2.17) and subsequent substitution for 
the p and r terms in (2.15), gives an equation in v of the 
f orm: 
dV+da, v+ qL(b, v +b3 V3)+ -'-(ClV +C3 V3 )+ di v+ d3 V3 =0 jj-t4 dt3 dt2 v dt v 
(2.37) 
where a, , b, , cl and 
d, are the usual combinations of 
derivatives from linear stability analysis (§2.3.4) and b3, 
C3 and d3 are equivalent non-linear terms, defined in Appendix 
B. This equation is then 'averaged' by integrating over one 
cycle of the motion, using the principles to be outlined in 
the next section. 
Simpson 32 noted the advantages offered by applying the 
averaging to first order systems directly as opposed to a 
second or higher order formulation. When the lateral equations 
are considered, as shown in (2.15) to (2.19) with non-linear 
sideslip and roll rate terms, it is not possible to reduce 
the equations to an equation in one variable and the algebra 
to reduce the equations to a form equivalent to that of 
(2.37) is very lengthy. The final equation, in such a form, 
includes both sideslip and roll rate terms. In an attempt to 
deal with the equations with non-linearities in both side- 
slip and roll rate, this thesis uses the B. T. S. technique to 
average the equations in first order form, without reducing 
them to a single high-order equation. The B. T. S. technique 
yields a similar stability polynomial to that from the B. T. 
technique and, as it uses determinants in its derivation, it 
is simpler to apply. However, there are some important 
differences between the stability polynomials given by the 
two techniques and these will be highlighted in the next 
section. 
2.4.2.2 Application to Aircraft Lateral Equations of 
'Rotion 
A full description of the techniuqe, its mathematical basis 
plus some applications are given in Ref-61. 
After some initial work on two degree of freedom systems 
using just the v and p equations, the B. T. S. technique was 
applied to simplified versions of equations (2.15) to (2.18) 
as follows. The equations in matrix form for zero control 
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input are: 
Yv, 
r nvl 
0 
Vesinote -VeCOS(xe g3 v0v30p3 
pf 0p Zýl , reff 
+ 
43 
+ 
Pý3 
ný, n' 0rnInI reff V3 P3 
0000 
iJ 
In general, such a system may be written as 
k F(X) 
or Ax+sf (x) 
(2.38) 
(2.39a) 
(2.39b) 
where s is a vector locating the non-linear function of 
vector: '-x, f(x). 
Ignoring the gravitational term, to simplify the analysis a 
little, a solution is assumed of the form: - 
Iko 116 
x -a[sinoE + coson] (2.40) 
where \, has been used to indicate 0 is a phase angle and not 
a perturbation bank angle. The vector x can be written as: - 
v -ai[sio. E, + TircosOl (2.41) 
p -a2[sino. ý2 + T127COSO] (2.42) 
r -a3[sinO. E3 + nXCOSfl (2.43) 
(omitting the ^-from the ý as confusion is unlikely to occur 
in this section). These can be simplified by noting that 
they can be regarded as expansions of cos(ý+c) where c is a 
phase angle. By taking the phase angle of the v solution 
as reference (zero) then (2.41) to (2.43) can be re-written 
as 
v av cosý (2.44) 
pap COS(O +cp (2.45) 
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rar cos" + Ed (2.46) 
where n, = -1, n2 -cose p T13 -cose r 
&J = 0, C2 sincp, ý3 sine r 
and a, -av 
a2 -cr p 
a3 -G r 
With w 
dý (2.47) dt 
and assuming 
;v ýp ýr 
(2.48) av ap Or 
then av(xcosý - wsiný) (2.49) 
Cr p 
(Xcos(o+c 
p)- wsin(o+c P 
)) (2.50) 
ar(Xcos(O+cr) - wsin (O+cr)) (2.51) 
After substituting the expressions (2.44) - (2.46) and (2.49) 
- (2.51) into (2.38), the resulting system of equations is 
solved by taking the average values over one cycle of 0 from 
0 to 2w, to yield approximate analytic solutions for the 
oscillatory modes. The averaging technique 32 uses the fact 
that the average value of the equations is zero over one 
cycle (0 0 to 27r): 
1 21r 
QS - E(x))sino do 0 (2.52) 7T 
0 
and 
1f 27r 
- F(x))coso. do 0- (2.53) 7r 
0 
Applying (2.52) to equations (2.38) gives: 
-Wav = -V e sinaeopsine p- 
Vecosa 
ear sin er 
(2.54) 
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a (-XsinE: -wcosc -V cy sine -ZýOrs in Er- 
"'ý 
3aV3 sine Ppp Pi P, pv 
_jkt a3 sine (2.55) P3 PP 
a (-XsinE: -wcose -n' a sine -n in - in GV3 sincv rrr Pi pp 
ýars Er ý3 
-int cr 
3 
sine (2.56) P3 Pp 
Applying (2.53) to (2.38) gives: 
av yýav+VesinaeapcOsCp-Vecosae ar cose r 
(2.57) 
" (XCOSE: -wsine )aWa Coscp+zra Cose ppp VI V PI Drr 
+jk a cose +'k'3 a 
3COSE (2.58) ý3 
vvppp 
" (XCOSE: -wsine )n, a +nt a cose +n'a cose rrr vi v pi pprrr 
+in ,a3 cose +Jný a3 cose (2.59) 
V3 Vv3Pp 
These equations may be simplified by considering: 
12 iT 
Tr 
f G(cosý - isiný)dý 0 (2.60) 
0 
where G F(x) 
Putting p= iw gives: 
y Icr 
vvv+ 
Vesina eap e16, 
P -V ecosaearel6r 
(2.61) 
lepp 1E: p +P Icr e3-E: r + (y 3 eiev (y e Z4, av +Z 'a e ppprr3V 
+ 1*ýý3 GP3 e'CP (2.62) 
a eicr ,a 
ic: r + in' Cy 3 e'Cv r 11 nv + n'a e'CP +n, aeVV IVpprr3 
+ in' a3e 
iC P (2.63) 
P3 P 
Rewriting equations (2.61) to (2.63) in matrix form and also 
replacing the 'gI term gives: 
z 13 
Y VI 
i Zý 
3V2 
-ný n12 V3V 
-Vesina e 
Vecosote -g3 av 
20a ic p P3 Prp 
0 
-ný, - in' Cr 
2 
-n' 0ae 
1E: r P3 Prr 
0e 
(2.64) 
Setting the determinant of the system matrix in (2.64) to 
zero for solutions, gives the equivalent lateral stability 
polynomial now including non-linearities in v and p. The 
terms kv'jj nv' and ný, in the linear stability equation 
have been re? 
Uce 21by 
their non-linear equivalents, e. g. 
I Zýj + Uv 3aV The resulting quartic which must be analysed to study the aircraft lateral dynamic stability is: 
11 
4+ 
li'(a, +ia3 pGp 
2) + V2 (bl+ib3pap2 + jb3 vcrv2 
) 
+ 11 (Cl+iC3 
p 
C, 
p2+ 
le, 
vav2+19 6C3 vp 
av2ap 2) 
2a29a 2a 2 + dl+id3 CT + jd3 + F-6d3 0 ppvv 16 Vp Vp 
(2.65) 
The terms al, bi, c, and d, are as in the normal aircraft 
lateral stability quartic (see §2.3.4) and terms a3p, b3 p 
etc. contain non-linear elements (given in full in 
Appendix B). Equation (2.65) is the equation which would be 
obtained by applying local linearisation techniques to (2.38) 
in the manner described in §2.3.4. 
2.4.2.3 Comments on Application to Lateral Equations 
Having applied the B. T. S. method to the full non-linear lateral 
equations (2.38), it will be useful to examine some of the 
practical implications of using the resulting equation (2.65). 
Equation (2.65) warrants some comments if only because of 
its complexity. 
First of all, by setting the non-linear p terms, 
in' 
and ZY 
to zero, the resulting quartic may be compared tý3 that 
P3' 
obtained by reducing the original equations of motion to a 
4th order equation in v (equation (2.37)) and applying the 
averaging method 23,39 . The resulting stability equation is: 
24 
+iW )4 +a1 (X +iw )3 + b, (X+iw)' + ib3 va v2 (3X +iw )2 
+C1 (ý +iw )+ ýc3 VCjV2 
(3X +iw ) 
+ d, + id 3 Vav 
2=0 (2.66) 
This is not the same solution as that obtained by averaging 
the equations in first order form (c. f. (2.65)): 
(X +iW )4+aI(; k +iW )3+ (b, +jb3 VCV2 )(X+iW)2 
(C 
1+i r- 3V cy v2) 
(X + iW ) 
+ d, +jd3 VCrV2 
(2.67) 
If the original averaging technique 23 is applied to the 
lateral equations with non-linear v and p terms, (2.38), a 
4th order formulation of the equations would be sought first 
of all. Reduction of the equations to an equation in one 
variable is not now possible, as mentioned in §2.4.2.1, 
but after some lengthy algebra to eliminate r, a 4th order 
equation in v and p results: 
d4V+d3 (a, v+a 3) +d2 (b v+bv3+b3 dt"ý' dtr 3PP -d-t-T' I av 3PP 
+d (c v+3+C3+Cv3p3 dt I C3VV 3pp 3Vp 
d, v +d3Vv3+d3 pP3 +d3 Vp 
v3p3=0 (2.68) 
It is the differentiation of the non-linear terms in V3 and 
p'"in (2.37) and (2.68) that means the resulting stability 
polynomial (e. g. (2.66) from (2.37)) contains terms like 
iC3 VaV2(3X+iw). For instance, consider the term 
(c v+cv3 13 
d-C in (2.37). dt (V) 
Expanding, gives 
d 
V2 
dv Z; -C(V) c 
q-v +c3 dt I dt 3** dt 
Upon averaging, the term cl dv/dt gives rise to the cl(X+iw) 
in (2.66) and the 3C3 V2 dv/dt term produces the 
ic3crv2(3X+iw) in (2.66). 
It is the neglect of the extra terms from the differentiation 
of B(v)(= bl+b3 V3), C(v) etc, in (2.37) and (2.68), that means 
the expansion of the stability determinant from (2.64) 
Ic, ýj 
results in a polynomial in (X+iw) only, (2.65) or (2.67). 
In conventional stability and control analysis, it is 
convenient to use Laplace Transforms, i. e. a differential 
operator in the equations of motion (see e. g. Ref. 44) and 
some progress with the expansion of the "non-linear deter- 
minant" in (2.64) can be made by regarding p as a 
differential operator, as suggested by Ro SS39. In this 
case, 
27T 
d 
}(cosý-isiný)do (2.69) 
0 
So, considering v= uvcosý (from 2.44), for example gives 
1 
2Tr 
V{vj TrCF 
f (av(Xcosý-wsiný))(cosý-isiný)dý 
v0 
X+ iw 11 (2.70) 
Similarly, 
P{V, } ia v 
2(3X+iw) (2.71) 
For i?, a similar operator is defined as: 
2 7r d2 f 
dt2f 
J(cosý-isiný)dý 
0 
So, for v= avcosý, first of all 
dl(v) 
a (X2 X_W2 dt2 v cosý-wsino cosO-wsinOX), 
then 
1 
27r 
d2 
P2{vl f= (v)(cosý-isiný)dý Tra dt 
X2 + 2iwX _ W2 p2 (2.72) 
Similarly, 
P'{v'j Jav'(9XI + 61Xw _ W2) 
fa 
v2 
(3, X + iW)2 (2.73) 
ZU 
Some difficulties remain with the interpretation of P as an 
operator but work has been carried out to show it is a 
useful concept. 
Another point to notice about the B. T. S. method applied to the 
lateral equations with non-linear v and p characteristics, is 
the assumption made in (2.48), that each response variable has 
the same damping factor. Results presented in Chapter 3 
show this is not so in practice, but for non-linearities in 
v characteristics alone, then (2.48) does hold. 
2.4.2.4 Stability Boundaries 
The corresponding equation to (2.65), which includes the 
(3X+iw) terms discussed in the last section, is: 
(, \ itü )+a1 (X +iW )3+ ja3 
pCrp2 
(3X +iw )3 
+ b, (X+iW )2 + jb3 p cr p2 (3X+iw 
)2+ Jb3 
vav2 
(3X+iw )2 
+ cl(x+iw) + ic 
3p 
ap2 (3X+iw) + ic 3V av '(3X+iw) 
+196 C3 
vpa v2ap2 
(3X+iw) 
+ di + id 3p cr p2+ 
id3 
VaV2 
196d3 Vp(T V2 
cr 
p2 
(2.74) 
Conditions for stability boundaries (exponential divergences 
or limit cycles (complex roots with zero damping)) are given 
by putting the non-linear damping factor, X, to zero. In 
these cases, equations (2.65) and (2.74) are identical. 
Similarly for the lateral equations with non-linearities in 
v only, equations (2.66) and (2.67) are the same when A=0. 
For much of the work, using the averaging technique applied 
to limit cycle behaviour, the results are thus independent 
of the anomalies noted regarding X and 3X terms. 
Introducing a simplified notation, equation (2.65) may be 
written as 
11 11 
3 
a* + U2 b* + )jc* (2.75) 
Routh's discriminant for the equivalent linear system may be 
formed by using a*, b*, etc in place of a,, bi etc from the 
linear system (see equation (2.28)). The amplitude of the 
sustained (non-linear) oscillations is given by the condition 
that the equivalent linear system is neutrally stable. Thus 
the limit cycle amplitude for the non-linear system is given 
by 
R* a*b*c* - (a* 
)2 d* - 
(C*)2 0 (2.76) 
Using the full expressions for a*, b*, c* and d* (see (2.65)), 
equation (2.76) is cubic in ja 2 and quadratic in Jav 2 and 
so cannot be solved analytical y. The equation may be 
written as 
A+^ 3^ +A 2^ 2+A Cr 
p 
3A, ap CY v 
B, CFP Ov C, ap-avD, +ap2EI+ 8T p av 
2 Fi 
21, + Ki CY pav 
Gi + cy p 
Hi +vav 
a, bi cl - a, 
2 d, - Cl 
20 (2.77) 
= ia 2, 
ý 
where ap p Gv = iuv2 and coefficients A, to K, are 
given in Appendix C. l. 
It thus seems reasonable to extend the idea of Routh's 
discriminant to a non-linear, effective Routh's discriminant 
for the system under consideration. To demonstrate some of 
the results obtainable from (2.77) it is easier to consider 
the system with non-linearities in one variable, say v. In 
this case, 
a3 p ý- 
b3 
p ý- C3 p= 
d3 
p '= C3 Vp = 
d3 
Vp 2- 
0 (2.78) 
2 
and (2.77) becomes a quadratic in (icrv 
(icy 
v 
2)2 (alb3VC3V-C3 
V2] +(iav2)[alblC3v+alba vc I-al 
2 d3V-CLC3V-CIC3V] 
+a, b, c, -a 12dI -C 12=0 
(2.79) 
This gives a2 as either positive, negative or complex, of 
which only 
v the first possibility is physically meaningful, 
i. e. 
2 
CY 
v 
10 2 
where e 
f 
and 9 
f±, / f2 
- 2eg 
2e 
9 
-(alb3vc3V - C3 
2 
16 v 
i(ab Ic3V +a, 
b3 
Vel -a, 
2 d3v-2clc3v) 
a, b, c, -a 12d I-C 1 
(2.80) 
Associated with each positive aV2 is a frequency which can 
be obtained by putting X=0 in the stability quartic. In 
its general form, for non-linear v and p, the quartic becomes 
ZZ5 
(iW)4 +a*(iw)3+b*(iw)'+c*(iw)+d* =0 
or w4-b *W2 + d* =0 
and -a*w3 + c*w =0 
Thus, the frequency, w, is given by, from (2.82): - 
2 
w12 
or, from (2.83): - 
2 
12 
b*+-v/ (b* )2 - 4d* 
2 
b* for small d* 
C* 
a* 
(2.81) 
(2.82) 
(2.83) 
(2.84) 
(2.85) 
(2.86) 
provided wý0. Expressions (2.84) and (2.86) simplify when 
considering non-linear v or p characteristics alone, e. g. 
when a3p = 0; then a* = a,. 
For non-linear v characteristics, the av obtained using the 
f+1 sign in (2.80) is associated with the frequency, w, 
obtained using the 1+1 sign in (2.84) and similarly for the 
11 sign expressions. The frequencies can also be obtained 
from (2.86). It may be noted that the substitution of (2.86) 
back into (2.82) yields the condition R* =0 again (2.76). 
An alternative expression for frequency may be obtained by 
solving (2.86) for aV2 and substituting this in (2.79), 
resulting in a biquadratic in w. 
From (2.84) or (2.86) it may be seen that w2 can be positive 
or negative depending on the magnitude of the square root 
term in (2.84) and the signs of c*, a* in (2.86). The 
combination of positive UV2 and positive W2 indicates a limit 
cycle and this has been considered in the ast26 to represent 
wing rock. The combination of positive av? and negative W2 
is indicative of a real root divergence, with av now being 
the critical amplitude at which divergence occurs. This is 
physically reasonable in that in a solution of the form 
Aelwt, a negative w2 means ±iw used in the response gives 
one root as an exponential divergence. The divergence case 
may also be derived by considering d* =0 in equation (2.75). 
This is by analogy with the linear system (e. g. Ref. 62, p. 118) 
where d, =0 is indicative of zero damping of a real root. 
In the case of (2.75) with V=0 there is no oscillatory 
solution, so d* =0 is the condition for a real root with 
zero damping. 
Z9 
For non-linearities in p alone, (2.77) is a bicubic in ap 
which can be used to give limit cycle amplitudes and 
frequencies, or critical amplitudes at divergence. The full 
expression for (2.77) in this case is given in the next 
section. 
2.4.2.5 Solutions for Limit Cycl s 
It was noted in §2.4.2.4. that for non-linearities in v only, 
equation (2.75) reduced to (2.79) which enabled limit cycle 
amplitudes and frequencies to be calculated. Similarly for 
non-linear p characteristics, i. e. b3V=C3v=d3V=C3vp=d3vp=-O) 
(2.77) gives the bicubic in ap referred to above, from which 
limit cycle amplitudes in p can be derived: 
(a, +ia3 pcr p2 
)(b, +jb 3pap2 
)(C 
I 
+jc 
3p 
ap2 )-(a, +Ja, pa p2 
)2 (d, +jd 3p ap2) 
-(Cl +jc 3pa p 
2) 0 (2.87) 
or 
2 +((y 2 )2 B +(a 2 )C2 +a, b, c,. -a 12 d, _C, 
20 (2.88) 
p 
)3A 
2p2p 
The coefficients A2, B2 and C2 are given in full in Appendix 
C. 2. Once ap has been found, corresponding frequencies can 
be obtained from the general equations (2.84) or (2.86). 
Comments regarding limit cycles and divergences will apply as 
for the non-linear v case discussed in §2.4.2.4. 
The B. T. S. technique thus gives expressions for amplitudes 
and frequencies of limit cycles for cases of non-linear v or 
p characteristics and results in Chapters 3 and 5 show the 
method works well in these cases. 
However, the equations of motion with non-linear v and p 
characteristics present simultaneously would be expected to 
give a better representation of the aircraft characteristics 
and it was one of the aims of the current work to apply the 
B. T. S. technique to the equations of motion in such cases. 
The resulting equation for the amplitudes of the p and v 
oscillations is as given in (2.77). This could be solved for 
ap given av and vice versa, with frequencies again calculated 
using (2.84) or (2.86). 
Explicit equations for ap and 
lengthy algebra which is best 
simplified versions of (2.64) 
gravitational term is ignored 
about some non-zero equilibrii 
d* = 0, and (2.76) becomes: 
av can be d 
illustrated 
and (2.76), 
(as must be 
am states). 
erived after some 
by considering 
where the 
done for responses 
In this case, 
Ju 
9 
, cr 
' (a b)+ _L(Y 
2 (1 2 (a b-c)+i (y 2 (a b -c T- p3p3p L6 pv Sp 3V 3 Vp vI 3v 3V 
+icy 
p 
2(ab 
3 P+a 3p 
bl-cp)+a, bl-cl 0 (2.89) 
Another relationship between up and av can be obtained from 
(2.64): 
-Vesinae Vecosae crv 
a2 aP2 ae iep 0 V1 vp 
-nl -in' cy 2 -ný In I CY 2 p-nl a eicr vi va v p3 prr 
(2.90) 
The first two equations of (2.90) are: 
(11-y0av Vesincle ape ICP + VecosaecTreir: -r 0 
(2.91) 
02 )cy + (11-t - 19. cr 
2 )a e 
ic P- Va eiF-r =0 
v3 vvpprr 
(2.92) 
With V= iwL (suffix ILI denoting limit cycle value), 
elimination of Greicr between (2.91) and (2.92) and 
separation of real and imaginary parts gives: 
CF 2[ {Y, 'Vesincle+VeCOS(ye (1ý 
1 
+f -ý 
1 2)12+V 2cos2a w 21 
pv P30P eeL 
= cr 2 [{Yýzt+V cosot (zt 0V2)12 +Z 2w 
2] (2.93) 
vree VI+ý£ý3 
ýL 
With d* = 0, (2.84) gives 
w 
bi + j(b3 
p 
CF 
p2+b3V 
cr 
v 
2) 
Thus, (2.93) becomes: 
cr 
2 [{Zv'V sina +jk, a 
2)}2+VZCOS2 
a (b +i(b cy 
2 +b Cr 2))] pe e+Vecosote(%i P3 peei 3p p 3V V 
2 OV2)12+Zv2(b +J(b a2 +b a 
2))] 
v 
llyv'-'ýr'+Vecosae"ýi+"ý3 
rI 3p p 3V V 
(2.94) 
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which is sextic in uV and ap, 
In principle, (2.89) and (2.94) can be solved for a and av. 
From (2.89) an expression for CV2 
P 
can be derived which is 
O(C 4) and on substitution in (2.94), would give a bisextic p 12 equation, O(a p 
Rather than solve explicitly for ap and av in this 
. 
way, 
initially equation (2.89) was used to predict ap given av 
and vice versa, using amplitudes from computer simulations, 
to see if correct limit cycle amplitudes were predicted when 
using the full expression. If good results were obtained it 
would then be worth obtaining explicit formulations for av 
and ap but if results were not good it would indicate a 
limitation of the method. With the complexity of the 
explicit expressions for ap and ov, the physical basis for 
the expressions becomes Obscure. The expression for av 
indicated above from (2.89) would give an 0(aP12 ) equation 
as explained; if av was also included the equation would be 
higher order. 
Results using the above ideas are presented in Chapters 3 
and 5. 
2.4.2.6 Rate of Growth to Limit Cycles 
Separating a non-linear stability quartic, such as (2.67), 
into real and imaginary parts and eliminating w, gives an 
equation in A and a. The local damping factor, X(a), can 
then be evaluated as a function of a up to the limit cycle 
amplitude, 0. Quadrature can be used to give an amplitude 
envelope as a function of time to compare with numerical 
solutions of the equations. 
For non-linearities in v and p, equations (2.65) and (2.74) 
are the two possible expressions for the stability quartic 
depending on whether or not p is regarded as an operator in 
the expansion of the equations of motion determinant. 
Simplifying these quartics by neglecting the non-linearities 
in p gives equations (2.67) and (2.66) for the "(X+iw)" and 
11(3X+iw)" formulations respectively. Similarly, neglecting 
the v non-linearities in (2.74) gives 
(X+iw) +a, (X+iW)3 +fa 3p aP2 (3; k+iw 
)3 
+bl (, X+iW)2 +ib3pap2(3X+iw)2 
+c 1(; 
k+'W) +C3 
PUP2 
(3X+iw)+dl+id3pap 2=0 (2.95) 
for the (3X+iw) formulation. The (X+iw) formulation from 
(2.65) is as (2.95) but with (3X+iw) replaced by (X+iw). 
jz 
Expressions for local damping, X(a) can be derived as shown 
in the following sections. 
2.4.2.6.1 Non-linear Sideslip Characteristics 
Separating (2.67) into real and imaginary parts gives: 
42 {bl +jb 3 V(y V2 +3X a, +6X 
21 +{dl +jd 3V cr V2 
+X (c 
1 
+C3 
VaV2 
+X 2 (b, +jb 3 VCF V2 
) +, X 3 a, +X 
410 (2.96) 
and 
w3 {a, +4XI = w{c, +Jc 3 VOV2 
+2X (b, +jb 
3V cr v2 
)+3X2 a, +4X31 (2.97) 
Provided wýO, then (2.97) gives an expression for w2 which 
may be substituted in (2.96) to give a sextic equation in A 
which is biquadratic in av: 
64X 6 +96a, X, 5 +A 4VX4 +A3 VX 
3 +A2 VX2 +A, vX 
-(cl +IC3 VCrV2 
)2 +a, (b, +jb3 VCF V2 
) (el +iC3 
Va V2 )-a 12 (d, +jd3 VýFV2 
)=0 
(2.98) 
The coefficients Alv to A 4V are given 
in Appendix C. 3.1 and 
are functions of av. 
Similarly for (2.66), using (3X+iw) terms, separating into 
real and imaginary parts gives: 
2 {b +jb cr 
2 +3Xa +6 X2 1+{d +jd cr 
2+X(C +9 CY 2) 
I 3V VLI 3V VL 4C3V V 
V 
+X2 (b 
I+ 
-L4-7b 3V 
ýj 
V2 
)+X3 aI +X4 
}=0 
and 
w3 {a +4XI = wfe +jc G 2+2X(b + I-b a 2)+3X2a +4X31 II SV v14 3V VI 
(2.99) 
(2.100) 
Elimination of w2, provided wý0, gives a similar equation 
to (2.98): 
64 X6 +96alX5+B 4V 
14 +B 3V ;k3 +B 2VX2 +B 1v 
; k-(c 
I 
+ic 
3V 
cr 
V 
2)2 
+al(bl+ib 3Vav 
2)(C 
1 +jc 3va v 2)-a 12 
(d 
I 
+jd 3V av 
2) =0 (2.101) 
Jj 
Coefficients Blv to B4V are again given in Appendix C. 3.1. 
2.4.2.6.2 Non-linear Roll Rate Characteristics 
Starting with the quartic given in (2.95), but using (X+iw) 
in place of the (3X+iw) terms, separation into real and 
imaginary parts gives: 
w 
4_W2 {bl +ib 3pap2 +3X (a 1 +ja 3p 
cr 
p2 
)+6X2 1 +1 d, +id 3 pýap2 +ý, 
(ei +ýe3 
pýUP2 
) 
+X2 (b, +jb 3 pap 
2)+, X s (al +ja 3 pa p2 
)+X-f }=. 0 (2.102) 
and 
w3 {a, +4X+ja 3p aP 
21 = W{C 
I 
+JC 
3p 
ap2 +2X (bi + Jb3 pa p 
2) 
+3X 2 (a, +i a3 pa p2 
)+4 X31 (2.103) 
As before, providing wý0, an expression for W2 can be 
obtained from (2.103) and substituted in (2.102) to give a 
sextic in X: 
64X 6+96(al +ja3pcr 
p2 
)X5 +A 4p 
X4 +A 3p 
X3 +A2p X2+AIP X- (CJ+ýC3 pap2 
)2 
+(a I +ja, pa p2 
)(bl+ibspa 
p 
2)(Cl +jc 
3p ap 
-(a, +Ja, pcy p 
2)z(d 
I +jd 3p ap 
2) 0 (2.104) 
This is bicubic. in a and so cannot be solved analytically. 
Coefficients Alp to 
R4p 
are given in full in Appendix C. 3.2. 
Using the quartic as given in (2.95) with (3X+iw) terms, 
separation into real and imaginary parts gives: 
422a2X2 2+X(C +C 92 
w -w {b +lb cr +3X(a +2-a )+6 1+{d +jd a -2-0 1 3p p14 Bp P13pp1 3P4 p 
+A2 (b +-2-7b a2 )+X3(a, +J. 27a, 
pcr 
2 )+, X4 0 (2.105) 
14 Sp pp 
and 
3 {a, +4X a 
21 = (jj{e +JC Cr 2 +2X (b +I-b a +'a3p p13pp14 3p p 
+3X2(a +-1-7a (y 
2 )+4 X31 (2.106) 
14 3p p 
With the usual restriction, wý0, (2.105) and (2.106) may be 
combined to give a sextic in X: - 
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64X 6 +B 5p X' +B 4p 
X4 +B 
3pX3 
+B 
2p 
X2 +BI 
pX-(CI 
+ýC3 
p ap 
2 )2 
+ (a, +ia3pPpz )(b, +jb3pap' )(Cl +jc 
3 pC p2) 
-(a, +ia 3 pCrp2 
)2 (d, +jd 3 PýP2 
)o (2.107) 
Coefficients B, p to B, p are again given in Appendix C. 3.2. 
2.4.2.6.3. Solutions for Local Damping 
Equations (2.98) and (2.101) are two equations expressing 
local damping as a function of amplitude for the lateral 
equations with non-linear v characteristics, while (2.104) 
and (2.107) are the corresponding equations when non- 
linearities in p are present. These equations can be solved 
as functions of amplitude, a, up to the limit cycle 
amplitude, O, and comparisons can then be made to decide 
which of the expressions (using (X+iw) or (3X+iw) terms) give 
the better results for the rate of growth to limit cycle 
amplitudes. (In the next chapter and Chapter 5, when 
comparing the damping factors from the two kinds of expression, 
the formulations for X will be referred to as "(; k+iw)" and 
11(3X+iw)", to indicate the expressions ((2.98), (2.104) and 
(2.101), (2.107) respectively) from which they were derived). 
Apart from comparisons of X as a function of amplitude it is 
also possible to use the damping factors to build up a time 
history of the amplitude envelope for comparison with the 
'exact' computer solution of the equations of motion. 
2.4.3 Global Stability (Local Linearisation) 
2.4.3.1 General 
A number of researchers have applied local linearisation 
techniques to the study of high angle of attack phenomena, 
e. g. Hreha and Lutze 33#63 performed a linearised analysis of 
spin dynamics using coupled longitudinal and lateral equations. 
The equations of motion are linearised about a non-zero 
equilibrium state and stability roots are examined in the 
usual way. These techniques are also used for the HIRM in 
Chapters 5 and 6. 
Johnston et a164 and Kalviste 47 have shown that static aero- 
dynamic cross-coupling due to sideslip can have a significant 
effect on aircraft stability and control characteristics. 
Coefficients Cm, CZ and Cn are given as functions of a as 
well as B, since at high angles of attack, sideslip is often 
non-zero. Linearising the equations with constant non-zero 
sideslip and angular rates, Pe, re and qev provides coupling 
between lateral and longitudinal motion. Thus for equilibrium 
conditions with high angles of attack and sideslip, a static 
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stability investigation (eigenvalue extraction) should 
strictly include both longitudinal and lateral equations. 
Initial work on the HIRM was performed using the lateral 
equations alone and, later, a combined longitudinal/lateral 
system was used to examine the effects of cross-coupling. 
Mehra and co-workerS40,5 9 have presented linearisation 
techniques in terms of bifurcation analysis and a comparison 
of this formulation with the non-linear techniques described 
in the previous section has been made by Ross and Johnson 65 
An outline of the relationship between the techniques is 
given in the next section and some results comparing the 
techniques are given in Chapters 3 and 5. 
2.4.3.2 Comparison of Local Linearisation and Non- 
linear Averaging 
Consider the lateral equations of motion as given in (2.15) 
to (2.18) but omitting the g term and the non-linearities 
in p for simplicity. To examine linear stability, the 
following expressions 
v ve + v' (2.108) 
ppe+ pt (2.109) 
r re + rl (2.110) 
(where I indicates a perturbation quantity) are substituted 
in the small perturbation equations and the equilibrium 
equations subtracted. Assuming solutions of the form 
vt = Ave pt (2.111) 
gives the stability polynomial, from expansion of the 
determinant of the equations: 
3+a 
1112 + [bl+3b 3V ve 
2]V + Cl + 3C3V ve20 (2.112) 
with 11 = -k±iv, where K is the damping index and v, frequency. 
The condition k=0 indicates zero damping of the perturbation 
about the equilibrium state with critical amplitude, vbP given 
by 
el + 3C3V vb2 C) (2.113) 
for real roots with zero damping, 
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or al[b, + 3b3 VVb2] _ [c, +3 C3vvb 
2]2 0 (2.114) 
for complex roots with zero damping. 
For the non-linear B. T. S. technique applied to non-zero 
equilibrium states, a solution of the form 
v avc0sý + Ve (2.115) 
is assumed (c. f. (2.44) for zero equilibrium states). Then 
for real roots with zero damping the critical amplitude at 
divergence is given by 
el + 3c3vv 
e2+ 
jc 
3V CT c20 
(2.116) 
and for limit cycles, the amplitude of the limit cycle is 
given by 
a, [b, +3b3 VV e2 +jb 3vaL 
2] 
-[cl+3 C3 VV e2 
+'C3v"'L 2]= 0 (2.117) 
ComParing (2.114) and (2.117) shows that there is a series of 
limit cycles about the current equilibrium state given by 
3b 3vvb 
2 3b 
3vve 
2+ ib 
sv aL 
or 2v2+ 
aL 
7 
(2.118) Vb 
e4 
So for each ve below the critical vb, the linear stability 
boundary, there is a limit cycle of amplitude, OL, where 
CrL 2 (vb 
2- Ve 2)i 
For zero controls input i. e. ve 2-- 0, then 
2 
(Tjý 
02 
vb 4 
CFLO 2vb 
(2.119) 
(2.120) 
(2.121) 
Thus there exists a relationship between the non-linear 
stability characteristics about non-zero equilibrium states 
and the linear stability boundaries. Chapters 3 and 5 show 
some results confirming relationship (2.118). 
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2.5 Computer Applications 
Most of the work for this thesis has been aimed at computer 
based mathematical modelling of aircraft dynamics and the 
assessment of the models. 
Initial work was performed using analogue techniques to 
solve the aircraft lateral equations of motion and predict 
responses, but by far the largest part of the work has been 
carried out using digital techniques, on VAX 11/780 and 
VAX 11/782 computers. 
This section outlines the various programs developed for the 
thesis work. They are mainly based on the theoretical 
techniques described earlier in this chapter. 
Chapter 6 includes details of 6 degree of freedom computer 
models which were developed towards the end of the work. 
2.5.1 Analogue Simulation 
Computing was carried out at the start of the project on a 
VIDAC 1224 analogue computer 66 at Cranfield College of 
Aeronautics, to follow up work described by Ross in Ref. 26. 
The lateral equations of motion for the two combat aircraft 
described in Chapter 3 were programmed in the form: - 
wp - rV +y 
Y-V + go m 
(2.122) 
iz 
12 
(L 
vi 
v+L 
V3 vs+(Lp, +K fP 
L )p+L 
p3p 
3 +L 
r 
r+L E 
&+L 
xz xz 
+ 
IXZ 
[N v+N V3 +(N +K N )p+N r+N E+N (2.123) 
Ixjz-jxz 2 Vl V3 PI ýp Cr 
Ix 
12 
[Nvlv+N 
V3 
V3+(NPI+K Ep 
N& )p+N 
r 
r+N & 
&+N 
ixiz- xz 
+ 
IXZ 
12 
[L 
vi 
v+L 
V3 
V3 +(L 
pi 
+K Ep 
L )p+L 
P3 
p3 +L 
r 
r+L E 
E+L, r. ] - 
ixiz- 
xz 
(2.124) 
$= 
2.5.2 Digital Simulation SIMUL 
2.5.2.1 Introduction 
(2.125) 
This program started as a digital implementation of the 
analogue simulation equations (2.122) to (2.125) but was 
quickly developed to include more features. 
J ts 
The equations as used in the ultimate version of the program 
were: 
ý=Ve sina e p-rV e cosa e+ Yvl"93siný+92siný 
(2.126) 
ý= Z# V+tt V3+kt p4. t p3 +Z r+Zýg+Zýý (2.127) Vi v3 Pl 
ý3 
r, 
nýlv+n v3 +ný, p+n p3 +nrlr+n'g+nýý (2.128) ý3 ý3 9 
p (2.129) 
r (2.130) 
The overall layout of the program is shown in Fig. 2.4. The 
program was written in VAX-11 FORTRAN 67 "which is based on 
FORTRAN 77. Versions of the program have successfully been 
-run on VAX 11/780 and 11/782 computers and an HP 1000 machine. 
On the VAX the program can be run interactively or in the 
batch stream 
2.5.2.2 Applications Software 
The Numerical Algorithms Group (NAG) mathematical subroutine 
library provides two of the integration routines used in the 
program (a Runge-Kutta-Merson method and an Adams-Bashforth 
predictor-corrector method) and are described in Refs. 69 and 
70. GINOGRAF 71 is a library of subroutines used in 
conjunction with GINO-p72,73 to produce the graphs for the 
program on the VAX machines. On the HP 1000, a local graph 
plotting routine was used for graphical output. 
2.5.2.3 Program Description 
(i) Initialisation 
During the input stage, constants related to the atmosphere 
and aircraft are read in as well as data for the integration 
and graphical output routines (axis limits). These constants 
are: 
9 acceleration due to gravity (M/S2) 
P atmospheric density (kg/ms) 
m aircraft mass (kg) 
Ix, Iz, 
IZX aircraft inertias (kg. M2) 
wing area (M2) 
s semispan (m) 
K Kýr H feedback gearings 
D ý integration step length 
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TOL exponent for tolerance controlling 
error in integration (tolerance = 10-TOL) 
TIMEND end time for simulation (secs) 
Initial conditions about which the response is calculated 
along with derivatives and control inputs, form the rest 
of the input data: 
Motion variables: 
v 
0 
ao 
VO 
PO 
ro 
00 
ýa 
Control ii 
speed 
angle of attack 
sideslip velocity / VO 
roll rate 
yaw rate 
pitch attitude 
bank angle 
1puts: 
ET, ý initial control angles 
(M/ S) 
(degrees) 
(radians/sec) 
(radians/sec) 
(degrees) 
(degrees) 
(radians) 
&TIPtEl 't ý2 
new control angle between times t, and t2 C1 
it CI 't C2 
Derivatives (read in, in notation of Ref. 45): 
LV 
%ý 
L N 
10 
N y 
I V3 VI V3 v 
L L N N 
Pi P3 Pi P3 
Lp LP Np Np 
IR 3R IR 3R 
Lr Nr 
L N 
L Nc y 
(ii) Integration 
After initialisation, the equations of motion are integrated. 
Subroutine FCN contains the equations (2.126) to (2.130) 
which are used at each stage in the integration. A table 
look up function was incorporated to enable the program to 
use experimental data and look up functions will be mentioned 
again in Chapter 6 with reference to the six degree of free- 
dom simulation. 
(iii) OUTput 
Subroutine OUT controls the printing of the results of the 
simulation and allows the user to vary the output time inter- 
val. At each step in the integration the current values of 
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the response variables are stored by OUT ready for plotting 
by subroutine DRFGS. 
(iv) EVLANI 
This subroutine evaluates local damping factor, A, and 
frequency, w, as a function of response variable amplitudes 
V(= v/V) and p, for comparison with averaging results. Data 
used is that stored in the arrays for plotting via subroutine 
DRFGS. Damping factor, X, is evaluated numerically using: 
(a) a formula given by Beecham and Titchener 31 using the 
peak values of 3 successive half cycles 
(b) an approximation, using a linear formula, fitting the 
envelope of oscillation locally by 
a AeXt 
Fast Fourier Transform (F. F. T. ) 
Subroutine FFT was used in the program when operated at 
Farnborough on an HP 1000 computer and computes a Fast, 
Fourier Transform of the simulation response. 
2.5.3 Digital Program ROUTH 
2.5.3.1 Introduction 
Program 'ROUTH' was originally developed to evaluate the 
terms a*, b*, c* and d* in the non-linear Routhian discrim- 
inant, R*, and solve a simple form of the equation, R* =0 
(equation 2.76). In its definitive form, the program 
evaluated the above plus various linear stability parameters 
(linear Routh's discriminant and roots of the lateral 
stability quartic), solved R* =0 in a number of forms for 
different non-linearities and evaluated rates of growth to 
limit cycles. The program was one of the main tools used 
in investigating the various applications of the Beecham- 
Titchener-Simpson averaging technique described in §2.4.2. 
It was written in VAX-11 FORTRAN 67,6 8 and was run on 
VAX 11/780 and 11/782 machines. 
2.5.3.2 Applications Software 
The Numerical Algorithms Group mathematical subroutine 
library provided routines for: (a) finding the roots of real 
polynomial equations which were formulated in ROUTH 74 and 
(b) numerical evaluation of definite integral S75. 
2.5.3.3 Program Description 
The overall layout of the program is shown in Fig. 2.5 and the 
rest of section 2.5.3 will describe in more detail the 
elements of the program shown in this figure. 
41 
(1) Initialisation 
The initialisation segment uses much the same input data as 
described for SIMUL in 52.5.2.3 except for those items 
specific to the integration routines in SIMUL. In particular, 
aircraft data, flight conditions and lateral derivatives 
(in the notation of Ref. 45) are read in. For use in solving 
the full R* =0 equation, (2.89), with non-linear v and p 
characteristics, limit cycle amplitudes in ; ý, and p are read 
in as VLIM and PLIM. 
Concise derivatives are then formed as defined in Appendix 
A. 3. 
(ii) Equilibrium States 
If non-zero rudder,, C, and asymmetric tail, CT, angles are 
read in, this segment of the program calculates the resultant 
equilibrium state in terms of v_eP Pe and re. Equations (2.15) 
to 2.19) are used in calculating the required states, defined 
by v=p0. For solution of the equations algebraically, 
the g terms in (2.15) were neglected as were the non-linear 
p terms. With the term C added to the sideforce y'v in Y4 
for the control settings, 
v the (2.15) and using CO and CO 
following cubic equation in equilibrium sideslip is derived: - 
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From the solution of this equation, using a NAG routine 
(Ref. 74), the equilibrium roll and yaw rates are also 
derived: 
3+(y 
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(iii) Routh's Discriminant and Lateral StabilitZ 
Quartic 
The terms a,, asp b, b3p etc-in the lateral stability 
quartic shown in 
ýquaiion (2.65) are next evaluated. Appendix 
B gives the definitions of these terms and from them the 
11 z 
linear Routh's discriminant is evaluated, equation (2.28). 
Roots of the linear stability quartic are calculated, again 
using the NAG routine described in Ref. 74. 
(iv) Limit Cycle Amplitudes and Frequencies 
Sections labelled 1,2,3 and 4 in Fig. 2.5 indicate 
segments in ROUTH which evaluate limit cycle amplitudes and 
frequencies (if they exist) for various non-linear aero- 
dynamic characteristics. 
First of all, for cubic non-linearities sideslip alone, the 
equation for limit cycle sideslip amplitude, equation (2.79), 
is solved and for each amplitude the corresponding frequency 
is evaluated using equations (2.84) and (2.86). 
For non-linearities in roll rate characteristics alone, sub- 
routine PLIMIT is called to solve equations (2.88), a bicubic 
in roll-rate amplitude, using the usual NAG root solving 
routine 74 . Again frequencies are calculated using the 
relevant forms of (2.84) and (2.86). 
Finally, for combined non-linear sideslip and roll rate 
characteristics, subroutine COMB is called to evaluate the 
appropriate amplitudes. Using a measured limit cycle 
amplitude in roll rate (if it exists), PLIM, equation (2.89) 
is solved to give the associated sideslip amplitude. Then 
the measured limit cycle amplitude in sideslip, VLIM, is 
used in a similar way to predict the roll rate amplitude. 
Frequencies are calculated in subroutine FREQ using the full 
forms of expressions (2.84) and (2.86). 
(V) Rate of Growth to Limit Cycles 
If measured limit cycle amplitudes for non-linear sideslip 
or roll rate characteristics have been input to ROUTH, sub- 
routine RATE is now called to solve equation (2.65) as a 
function of either av or a, ) up to the measured limit cycle 
amplitude. Using V=X+ 1w, this gives damping factor, X, 
as a function of av or ap, The NAG root solving routine is 
again used in RATE and in the remaining subroutines called 
from RATE. 
The 11(3X+iw)" forms for X as a function of a are evaluated 
in subroutines RATE3V, for non-linear sideslip, and RAMP, 
for non-linear roll rate. These routines solve sextics in 
A, both "(, X+iw)" forms (equations (2.98) and (2-104)) and 
"(3X+iw)" forms (equations (2.101) and (2-107)). 
In order to compare the two forms of A for each non-linearity, 
with simulation results, without estimating X from the 
simulation, time histories of the amplitude envelopes up to 
limit cycle are calculated in RATE3V and RATE3P. The damping 
factor is defined as 
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1 da 
a dt 
Thus f 
t2 
dt= f0 dcr (2.134) 
ti ao 
X Cy 
TL where This the time for the amplitude of 
the oscillation to grow from co to the final value, 0. 
Subroutines RATE3V and RATE3P store Xa as a function of a 
for the two forms of X and then use a NAG quadrature 
routine 75 to evaluate the definite integral in (2.134), between 
an initial non-zero amplitude and amplitudes up to 0. Time 
histories can then be plotted for direct comparison with 
simulation predictions. 
2.5.4 Digital Program ROOTS 
This program evaluates the stability roots, eigenvectors 
and various measures of frequency and damping for the lateral 
modes of an aircraft. A full description of the program can 
be found in Ref. 76. 
The major part of ROOTS is a subroutine EIGNp77 which is used, 
with its subsidiaries, to calculate all the eigenvalues and 
eigenvectors of a real general matrix. Alternative routines 
are available in the NAG Library. 
ROOTS was used on VAX 11/780 and 782 computers as well as an 
HP 1000 at the Royal Aircraft Establishment. 
2.5.5 Fast Fourier Transform Subroutine 
This subroutine 78,79 was used at the Royal Aircraft Establish- 
ment in conjunction with SIMUL to analyse lateral responses. 
It was used on an HP 1000 computer and gave output of 
normalised response variable amplitude against frequency. 
Typical output is shown in Chapter 3. 
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CHAPTER 3 
APPLICATIONS TO TYPICAL COMBAT AIRCRAFT 
3.1 Introduction 
In this chapter some of the techniques described in 
Chapter 2 will be applied to two typical combat aircraft 
iNhich have already been used as the basis for previous 
stability and control work at the R. A. E. 
Aircraft A is the Gnat trainer aircraft and isknown to 
exhibit wing rock oscillations under certain high angle of 
attack conditions. A linear analysis of dutch roll and 
wing rock flight test records for the Gnat is contained in 
Ref. 17. The onset of wing rock in this aircraft is shown 
to be due to the lack of dutch roll damping, which arises 
from the loss in damPing-in-roll at high angles of attack. 
A useful feature of the Gnat flight tests was the ability 
to fly with and without wing mounted fuel tanks. This 
meant that effects of configuration on wing rock and 
dutch roll characteristics could be investigated. A non- 
linear analogue simulation of the Gnat was set up using 
equations (2.1Z2) to (2.125) with K=0= G3 and some 
results simulating wing rock were affieved. 
Aircraft B is a current generation fighter aircraft and 
again exhibits wing rock at high angles of attack. This 
aircraft has been used as the basis for a number of 
investigations in recent years Z6 9 65 and initial work for 
this thesis, looking at various techniques for stability 
and response analysis, concentrated on this aircraft. 
For both aircraft, non-linearities in Ct(a) and Cn(a) were 
modelled, as aircraft with such non-linearities are known 
to exhibit wing rock. In the case of aircraft B, non- 
linearities in roll rate were also modelled, to simulate 
the effects of flow separation at high angles of attack. 
3.2 Gnat Aircraft Simulation 
Values for the derivatives used for the analogue computer 
simulation are given in Table 3.1. 
A number of variations on the derivatives were tried, 
following work done at the RAE, to get a 'feel' for the 
non-linear responses and results are shown in Figs. 3.1 to 
3.6. Case 1 shows the basic aircraft with Lv3 = -8-8 
giving aV (=O) limit cycle of amplitude 0.043 and a 
slightly distorted p limit cycle. Halving the directional 
stability derivative, riv, to 0.0515 gives aV amplitude of 
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0.055 and the p response is now showing some distortion. 
Increasing the non-linear Lv3 term to -44 gives a much 
reduced OV, of 0.02rads. The effect of increasing yaw 
damping is shown in case 4 and leads to a damped oscilla- 
tion, showing the close relationship of the motion to the 
dutch roll, in which Nr plays a major part. 
Increasing the linear part_of the rolling moment due to 
sideslip characteristics LV1, means in case 5 (compared 
to case 1), the limit cycie amplitude is much greater 
(0- = 0.07), due to the decrease in lateral stability. The v 
small value of Lv3 is not able to 'hold' the limit cycle 
until a bigger amplitude is reached than in case 1. 
Finally in Fig. 3.6 the effect of increase in both Lv, and 
1* LV3 is seen giving, not only an increase in 0; ý over case 1, 
but also a distinct second frequency appearing in the p 
trace. The low frequency is 0.476 Hz while the high 
frequency oscillation is 1.25 Hz, giving an almost 3: 1 
ratio, consistent with the cubic form of non-linearity in 
the rolling moment due to sideslip characteristics. 
3.3 Combat Aircraft B Simulation 
3.3.1 Analogue Simulation 
As for the Gnat, initial work on aircraft B was performed 
on the College of Aeronautics analogue computer, dimension- 
less derivatives, as shown in equations (2.122) to (2.125), 
being used to provide suitable scalings for the computer. 
The derivatives, in Hopkin 45 notation, are shown in 
Table 3.2. Results showing the effect of a roll damper 
gearing on the response of aircraft B were given by Ross 
in Ref. 26. Typical behaviour is shown in Figs. 3.7 to 
3.10, which show responses obtained at Cranfield. The 
basic non-linear sideslip case consideredhas softening 
spring characteristics for the rolling moment and stiffening 
spring characteristics for the yawing moment. 
Fig. 3.7 shows the basic limit cycle response with the non- 
linear sideslip characteristics and Fig. 3.8 illustrates 
the critical amplitude of V for divergent response. Limit 
cycles were obtainable for a limited range of values of 
Kýp, but for Kp above 0.0072 a damped response (for 
Vic <V- 
gr 
oscillatory divergerce (Vic crit) was crt )ý> 
obtained igs. 3.9 and 3.10). 
An important part of the analogue computer work was the 
effect of controls on responses. The relationship between 
the theoretical techniques of Mehra (bifurcation analysis) 
and Beecham-Titchener (non-linear averaging) has been 
explained in Chapter 2 and the current analogue simulations 
offered the means to verify the relationship on a real 
aircraft application. 
For non-zero aileron and rudder angles, equilibrium 
conditions exist given by Vv =h=i=0. The limit cycle 
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responses for 3 aileron inputs are shown in Figs. 3.11 to 
3.13 and show the new equilibrium conditions for the 
particular inputs used. Of most importance is the new 
amplitude of oscillation in V obtained with aileron 
application, as this provides a direct verification of the 
relationship between the theoretical techniques mentioned 
above. For the case of R, =0 (Fig. 3.11) it will be noted 
that the non-zero equill rium conditions were not held for 
very long and so difficulties were encountered in 
measuring steady-state amplitudes. As a general comment, 
the analogue computations provide a quick assessment of 
stability and response but they are less accurate than 
digital results when quantitative results are required. 
For this reason, the limit cycle responses to aileron 
input will not be analysed in detail here. Instead they 
will be mentioned again when the equivalent digital 
responses are examined (see section 3.3.5). 
This section has shown the kind of responses and results 
obtainable using the analogue computer. Quantitative 
results can be extracted from them but it was felt that 
more progress would be made, in the quantitative assessments 
of the various ideas developed in Chapter 2, by turning to 
digital simulation. The analogue computer provided a 
very convenient method of"assessing the response behaviour 
of the aircraft in parametric studies, but it is the 
digital computer programs that are considered next and 
from which most of the results for this thesis were 
obtained, both for combat aircraft B and for the HIRM. The 
next sections deal with the assessment of the non-linear 
averaging process and Mehra's bifurcation analysis as 
applied to combat aircraft B. 
3.3.2 Non-linear Sideslip Characteristics 
Using the basic aircraft case shown in Table 3.2 a digital 
simulation was set up. Results were checked against 
previous analogue solutions and RAE results. The build up 
to limit cycles for KEp =0 is shown in Fig. 3.14 (c. f. 
Fig. 3.7 from analogue computer) along with FFT output, showing 
the frequency of oscillation, O)L, to be 0.64 Hz, with a 
small peak coming at 3 OL for p and r, as might be expected. 
p, program ROUTH was used to For various values of K 
evaluate critical amp 
iudes 
and frequencies by solving the 
quadratic in aV resulting from R* =0 (equation (2.79)). 
Both (2.84) and (2.86) were used to calculate corresponding 
frequencies for each amplitude and gave the same answers. 
The resulting stability boundary (as given originally by 
Ross in Ref. 26) is shown in Fig. 3.15 and shows the good 
agreement between the averaging technique and the 
simulation results, both for limit cycles and divergences. 
3.3.2.1 Rate of Growth to Limit Cycles 
The digital simulation program SIMUL calculates the local 
damping factor, X, and frequency, w, as a function of time 
using an approximate formula and the formula due to 
Beecham-Titchener given in Ref. 31. These calculations of 
X can be compared with local damping, calculated as 
functions of amplitude in the program ROUTH, using the 
original stability polynomial, with both (. X+iw) and (3X+iw) 
terms, eqns. (2.98) and (2.101). 
Results for the basic non-linear sideslip characteristics 
case are shown in Fig. 3.16. The B. T. X from the simulation 
is somewhat smaller than the theoretical values at small 
amplitude, where (X+iw) and (3X+iw) formulations for X do 
not differ very much. As amplitude increases the difference 
between(X+iw)and(3X+iw)becomes more marked and it is 
noticeable that the simulation values show closer agreement 
with the(X+iw)formulation above an amplitude of 0.016. 
In Fig. 3.17 the results are presented in the form of a time 
history of the envelope of the oscillatory response in 
sideslip. The (X+iw) and (3X+iw) formulation envelopes 
were calculated using the quadrature-routine in ROUTH, 
described in §2.5.3. Again it can be seen that the(X+iw) 
formulation gives the better agreement with the simulation 
results. 
3.3.3 Non-linear Roll Rate Characteristics 
Cubic non-linearities in rolling moment against roll rate 
characteristics of the form 
13b 3 cz Lpj(Jývb-) +L 
p3 2V 
have been shown to give26 limit cycle responses, with 
amplitude given by 
3- jeb 2 L+:; L const. P1 4 p3 2V 
for this aircraft. A number of different combinations of 
Lp, and tp3 were covered in the simulations, and 3 cases 
examined in the next section are detailed in Table 3.3 
3.3.3.1 Rate of Growth to Limit Cycles 
As for the non-linear sideslip characteristics, the main 
interest in examining the non-linear roll rate character- 
isticsýwas to compare the (X+iw) and (3X+iw) formulations 
for obtaining X as functions of amplitude up to the limit 
cycle. 
Fig. 3.18 shows the build up to limit cycle for case 2 of 
Table 3.3. Superimposed on the V envelope is the envelope 
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of the p oscillation peaks, factored by the ratio of 0- to v 
0 P* This confirms an assumption, made in the theoretical 
analysis, that XV = Ap, It will be shown later that this 
is only true in the case of the equations with a non- 
linearity in one response variable. When two or more non- 
linearities are present, XV- ý Xp. 
V Lpj controls the rate of growth to the limit cycle and 
case 1 has a slower rate, while case 3 shows a fast rise to 
the limit cycle amplitude. These two cases are now examined 
in more detail. 
Fig. 3.19 shows Xp against amplitude, for case 1, from digital 
simulation and from the ROUTH program. The solutions of 
the sextics in X (equations (2.104) and (2.107) for (X+iw) 
and (3X+iw) respectively) show reasonably good agreement 
with the simulation values of X. The difference between 
the (X+iw) and (3X+iw) formulations is now much smaller 
than for the non-linear sideslip cases due to the difference 
in the original stability equations, e. g. (2.95) and (2.66) 
for (3X+iw) formulations. The non-linear roll rate equations 
now contain an a3 aP2 term, which in turn means larger 
coefficients of-X in the sextic equations (2.104) and 
(2.107). 
Fig. 3.20 shows Xp against amplitude for case 3, again from 
simulation and non-linear theory. With the faster-build up 
to the limit cycle amplitude, fewer peaks are available in 
the simulation to calculate Xp and this may lead to 
inaccuracies. 
As in section 3.3.2.1, to overcome any difficulties with 
calculations of X from the simulations, the envelope of 
peaks from the simulations can be compared with envelopes 
calculated by quadrature from X given by ROUTH. 
Results are given in Fig. 3.21 for cases 1 and 3. It is 
again apparent that there is now little difference in 
either case between the (X+iw) and (3X+iw) formulations 
for X and the non-linear theory predicts the rate of 
growth up to the limit cycle reasonably well. 
3.3.4 Non-linearities with Respect to Two Response 
Variables, V and p 
As discussed in section 2.4.2.5. one aim of the current work 
has been to assess the application of the averaging 
technique to the lateral equations of motion with two 
response variable non-linearities present. After some 
initial work to sort out some problems with the gravity 
term, limit cycles were eventually obtained and an analysis 
completed using the equations set out in §2.4.2.5. 
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3.3.4.1 Initial Work 
Starting with the non-linear sideslip characteristics given 
in Table 3.2, non-linear roll rate characteristics were 
added to the model using values of Lp', and t P3 shown in Table 3.3. Other combinations of 16, and ]tP3 were also 
examined. Details of the major cases examined are included 
in Table 3.4, which will be referred to later. 
Equations used originally were those given in (2.122) to 
(2.125) with gý as the gravity term in the sideslip equation. 
This term significantly influenced the form of the responses 
in the cases., where Lp, was large and positive with 
significant LP3, orwhere Lp, was positive with zero LP3' 
%J %0 
For cases where L., was stabilising (negative) and LP3 small 
or zero limit cycles such as shown in Fig. §. 22 (case lb) 
were obtained. Even with a destabilising Lpi and a value 
of I Irp, around -2000, stable limit cycles were obtained as 
shown in Fig. 3.23. This response (case 2b) is for tp, =0.01, tp3-'--1760 and the FY. T. shows (j'L=O. 64 
Figures 3.22 and 3.23 both show the p envelope response, 
scaled by OV/0 ' superimposed on the V response to show that now X7., ý 
ýp (c. f. Fig. 3.18 for single non-linearity). 
This illustrates one source of error in the B. T. S. averaging 
where a single X was used when multiple non-linearities were 
included in the analysis, eqn. (2.48). In Fig. 3.23, relaxation 
type oscillations are present in the yaw rate trace, and 
were characteristic of the basic non-linear sideslip system 
(Fig. 3.14). 
W %J Keeping Lp. = -1760 and increasing L (to 0.03 in Fig. 3.24 
case 2c) shows how the gý term affecUl the motion. With a 
more destabilising value of tp, (e. g. 0.03), as ý builds up, 
the p and r responses show irregularities and higher 
frequency oscillations comin in at about 2wL and 30)L- 
Increasing tp, with a given 
V, 
increases the irregularity 
of the response. 
The effect of the non-linearities in sideslip characteristics 
alone, with a destabilising tp, (= 0.01) is shown in Fig. 3.25 
where an oscillatory divergence is shown. 
Returning to the combined non-linearities, Fig. 3.26 shows 
the response Ith gý in the equations of motion, for a 
large value 
Lfw (-3810) and tp, = 0.075 (case 3b). It 
will be noticedLýAat the large peaks in the ý trace 
correspond to a definite critical value of sideslip at 
around V= -0.03. Similar peaks are seen in the p and r 
traces. 
Both Runge-Kutta and Adams-Bashforth integration routines 
gave the same responses for these cases with large L, and 
Lp, and further investigation was performed to find 
Ue 
cause of the highly irregular oscillations now occurring. 
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If the occurrence of other frequencies in the response was 
definitely due to the extra non-linearities then it would 
indicate the need to formulate the averaging technique 
with two frequencies (as well as at least two X's for 
strict accuracy, as noted above). 
A summary of the, characteristics of the oscillations for 
various Lpl and Lp3 is shown in Fig. 3.27. The FFT program 
was used to examine frequencies and amplitudes of the 
responses to check if the oscillations bore any resemblance 
to those obtained with just non-linear V or p terms alone. 
Different initial conditions were also tried as it is a 
characteristic of non-linear systems that the response can 
show significant dependence on the input parameters. 
Cases such as 3b were examined up to around 50 or 60 secs 
record. This particular case shows a lot of energy at the 
dutch roll or basic limit cycle frequency of 0.62 Hz 
(Fig. 3.26b). 
Concentrating on this case, Fig. 3.28 shows the response when 
the g term is omitted from the equations of motion and 
immediately the response is seen to be periodic. Putting 
the g term in as gsiný, gives the response shown in Fig. 
3.29. In this case now when 0 gets up to -7 and sino =0 
the response is identical to that without the g term in 
the equations of motion. Table 3.4 summarises the major 
features of the various responses compared with the 
previous non-linear V and p systems. 
For the cases of large E3 (cases 2b, 3b) it seems that the 
OL (around 0.6) and OV, 
9p 
are closer to the basic non- 
linear V aircraft than the equivalent non-linear p cases, 
which have higher frequencies (0.83 Hz) and largerp 
amplitudes. This indicates the non-linear V characteristicq 
tend to dominate the response. 
In view of the effect of form of the g term, it was decided 
that further simulations would incorporate this as gsiný 
(later gcosOcosO. sino for the HIRM) rather than gO which 
just gives a steadily increasing term in the equations of 
motion, as ý builds up. The incorporation of gsino did not 
significantly affect the basic cases with non-linear side- 
slip or roll rate characteristics alone. 
Much more work could have been done on the combat aircraft 
B model with simultaneous ;ý and p characteristics and 
having obtained some limit cycle responses with this system 
it was decided to use these to assess the development 
averaging technique outlined in §2.4.2.5. 
3.3.4.2 Assessment of the Averaging Technique Applied 
to Aircraft B 
The averaging technique as developed in §2.4.2.5. required 
the solution of a non-linear Routhian discriminant = 0, 
which is biquadratic in ap and quadratic in av (eqn. 2.89). 
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As an assessment of how valid this equation was, results 
from cases 2b and 3b were used to predict ý7 limit cycle 
amplitudes and frequencies given p data and vice versa. 
The results are summarised in table 3.5. It can be seen 
that for a given Op, the solution of the resulting quadratic 
gives good estimates of both 0; ý, and wv and the most 
accurate value for wv is from w2= b* (equation (2.84)). 
Using the simulation 0- to predict 0 and w shows how vp 
sensitive to 0- the formula is. For case 2b, the v biquadratic gave no real solution foryO,, while for case 
3b, the roll rate amplitude was nearl times the measured 
value. 
3.3.4.3 Discussion 
These results indicate some serious limitations of the 
averaging technique. It may be said that a number of 
approximations have been made to enable it to be applied 
e. g. a common X for all response variables and neglecting 
g in the equations of motion, but with even these 
simplifications the derivation of explicit formulae for 
Op and 0- is a difficult task. The algebraic complexity v 
now makes the technique less attractive and also tends to 
obscure physical insights into the system behaviour. In 
view of these observations, and the fact that the results, 
using a "short cut" to solve R* = 0, are disappointing, 
it was decided to concentrate more on the computational 
aspects of mathematical modelling for the remainder of 
the work, although the averaging technique was applied to 
the HIRM results. 
It should be emphasised that the limitations shown up so 
far are applicable only to rolling and yawing moment 
characteristics of a cubic form with respect to sideslip 
and roll rate. Because of the highly individual nature 
of combat aircraft configurations, lateral aerodynamic 
characteristics can be formulated in other ways. Johnson 
et aleo describe the non-linearities in Cp, -$ for highly 
swept wings at high angles of attack and Murdin and 
Riddleel describe the Cp-O non-linearities for a model 
with less swept wings. 
3.3.5 Comparison of Non-linear Averaging and 
Local Linearisation 
Following on from the analogue simulations described in 
section 3.3.1, the response to controls, in the presence 
of non-linear sideslip characteristics, was again examined 
but now using the digital simulation, SIMUL. This 
enabled the relationship between the non-linear averaging 
technique and local linearisation, equation (2.118), to be 
confirmed. 
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Using the digital simulation program, SIMUL, enabled some 
accurate measurements of limit cycle amplitudes to be 
made (in particular for KCp =0 (c. f. Fig. 3.11)). The 
equilibrium sideslip angles for different control angle 
settings were calculated using ROUTH. 
A typical output for Ký 0 is shown in Fig. 3.30 and 
shows the reduction in 
97., =for 
Ve set by a non-zero control 
angle, ET. The results for Kýp =0 and %=0.005 are 
shown in Figs. 3.31a and 3.31b, where 0- from the digital v 
simulations are plotted against 'ý'e and compared with the 
theoretical curve given by equation (2.118). The agreement 
between the theory and the simulation is very good 
confirming that a linearised treatment of the equations can 
yield useful information about the response of the non- 
linear system about non-zero equilibrium conditions. 
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CHAPTFR 4 
STABILITY AND CONTROL DATA FOR THE HIRM 
4.1 Introduction 
The RAE initiated the HIRM project with the aim of develop- 
ing mathematical models for high a behaviour (Refs. 29,30) 
and the project has provided a wide range of experimental 
and theoretical data on a novel aircraft configuration. 
An important aspect of the work has been the freezing of 
the design at an early stage so that the data base built 
up will be compatible with future flight experience, 
obtained with drop models. In the past, experience has 
often been based on real aircraft configurations which 
are changed as development proceeds and so make it difficult 
to analyse behaviour on a common data base. (In fact the 
HIRM's design has been changed in minor details but these 
should not affect the general conclusions of the thesis 
work. ) 
This chapter sets out the background to the HIRM data used 
in the mathematical models in Chapters 5 and 6. Section 
4.2 outlines the philosophy behind the HIRM configuration. 
The rest of the chapter describes the results from 
various wind tunnel tests along with estimates of dynamic 
derivatives made at an early stage in the work. 
4.2 HIRM Configuration 
A full description of the design philosophy behind the HIRM 
configuration can be found in Ref. 30 but a review of the 
layout will be in order here. The design is meant to 
represent a typical combat aircraft of the future and is 
shown in 3-view in Fig. 4.1. Before measurements of free- 
flight model inertias and mass became available, estimates 
were made of these quantities for use in this thesis and 
the definitive set of. estimates used (Ref. 82) are given in 
Table 4.1 along with other leading particulars for the 
model. 
The design point for the wing is M=0.8, CL 'ý 0.8 and 
its optimum operation at other conditions will be obtained 
by various leading and trailing edge devices. In particular, 
for the low speed conditions relevant to the current studies, 
leading edge droop has been incorporated on the model wings 
(see Fig. 4.1) in order to retain flow attachment to as 
high an angle of attack as possible. The wings are of 
supercritical section. 
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The difficulty of incorporating control surface actuators 
in the thin wings and the corresponding complications of 
adding representative excresances to wind tunnel models, 
was one of the reasons for adopting a separate roll 
control in the form of all moving tailplanes as well as 
canards. Due consideration was also given to other work 
on canard configurations and already a number of modern 
combat aircraft have such surfaces, e. g. the Mirage 4000, 
giving lower trim drag. NASA have also tested some 
three-surface configuration models by adding canards to 
F-15, F-18 models ?3 One aim of fitting the canards has 
been to enhance the lifting capability at high angles of 
attack using vortex lift. Vortices generated to flow 
over the main wing provide additional lift and inhibit 
flow separation so that the wing can generate significant 
lift up to high angles of attack. J. W. Agnew and othersu 4,85 
have described the vortex systems occurring on F-15 
based three surface configurations and the performance 
benefits obtainable with canard configurations. The 
use of both canards and tailplanes provides scope in the 
HIRM project for later investigation of direct lift and 
sideforce control. 
The fuselage has flat sides to accommodate as large as 
possible a movement of the control surfaces before gaps 
occur. The aft end of the fuselage, in particular, has a 
large base area so that wind tunnel models can be fitted 
to various sting supports without the need to alter the 
fuselage geometry from that of the free flight models. 
This has been a problem in the past, where revised rear 
fuselage contours can be the cause of differences between 
wind tunnel and flight data. By using exactly the same 
model details for wind-tunnel and drop tests it is hoped 
that doubts about Reynolds number effects, correct 
geometric representation of parts etc. will be dispelled. 
4.3 HIRM Ijafa gise 
With an objective of the HIRM program to look at the 
mathematical modelling of aircraft aerodynamic forces 
and moments at low speed, high angles of attack, a number 
of experimental techniques have been used to provide data 
for the mathematical models. Before experimentally 
determined dynamic lateral derivatives were available for 
mathematical modelling, estimates were made using semi- 
empirical methods. Flight trials of the drop models 
will provide both a verification of existing data as well 
going on to provide more parameters using identification 
techniques. 
4.3.1 Wind Tunnel Testing 
A number of wind tunnel testing techniques have been used 
to provide data for the HIRM mathematical models. Initial 
conventional static tests were performed on a provisional 
model, HIRM 1, in the RAE No. 2 11ift x 8ft, 13ft x 9ft and 
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8ft x 6ft wind tunnels and later tests were made with the 
definitive geometry, HIRM 2(as shown in Fig. 4.1). 
Measurements of derivatives made while the model undergoes 
forced oscillations were made on HIRM 2in the RAE 13ft x 9ft 
wind tunnel (W. T. ). This oscillatory rig apparatus was 
also used to provide cross-coupling derivatives between 
longitudinal and lateral motions at angles of attack up 
to 240. Dynamic derivatives due to roll rate have been 
measured on the BAe rolling rig at Warton using HIRM 2. 
At the time of writing full scale static tests have just 
been carried out on a drop test model in the RAE 5m W. T. 
A summary of the W. T. tests and models used is given in 
Ref. 30. 
4.3.2 Estimation of Derivatives 
To enable mathematical modelling to proceed before 
measured lateral dynamic derivatives were available, 
estimates of these parameters were made using semi- 
empirical techniques. This also proved useful as an 
exercise in assessing the limitations of current estima- 
tion techniques as comparisons with measured data showed 
up significant discrepancies in some area. 
4.3.3 Free-Flight Trials 
Although it is beyond the scope of this thesis to go in 
to detail, mention should be made of the free-flight 
trials aspects of the HIRM program, as this is such an 
important part of the overall programme. The flight 
trials are pre-programmed sequences flown by dynamically 
scaled models in a fast time scale. They provide more 
data as input for the mathematical modelling and help 
validate the mathematical model. A major aspect of the 
work is in assessing the stability and controllability 
of the aircraft in extreme manoeuvres and in developing 
advanced control systems. 
Full details of the philosophy behind drop model flight 
trials is given in the literature (see e. g. Fai 186, 
Moss et al 87) . As a major concern in the 
development of 
current combat aircraft is departure and spin-prevention, 
this will form a large part of the work for the HIRM 
trials using various levels of complexity of control 
system. Initial trials will be to look at the small 
amplitude longitudinal and lateral response about 
various mean angles of attack, using stable configurations 
first, then going to a 5% negative static margin. Due 
to range limitations at UK ranges, spins and departure 
will also be investigated at an early stage. The main 
programme of work will then involve assessment of control 
systems. Direct lift and sideforce (the latter via inter- 
ference pressures on fuselage sides from differential 
canard application (see Ross and Thomas39, Henderson and 
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Leavitt89)) will also be investigated. Further details 
of the proposed flight test programme for HIRM are given 
in Ref. 30. 
The rest of this chapter describes the various wind-tunnel 
tests as well as estimation procedures used to measure 
static and dynamic stability parameters for the HIRM. 
4.4 Longitudinal Aerodynamics 
A full review of the static aerodynamic data for the HIRM 
project is given in Ref. 90, which covers both longitudinal 
and lateral data obtained from all static wind tunnel 
testing. The initial mathematical models in this thesis 
concentrated on the lateral behaviour of HIRM (Chapter 5) 
but full 6 d. o. f. force and moment models of the 
configuration were set up later and so some comments on 
the longitudinal characteristics are given in this 
section. 
4.4.1 Trim Configurations 
The canard-wing-tailplane arrangement means that the HIRM 
has an extra degree of freedom in trimming compared to 
conventional layouts. At each trimmed angle of attack, a 
number of combinations of canard and tailplane will 
provide the necessary trim forces and moments. Because 
of the size of the canard, it is limited for use in pitch 
trimming. 
Only a limited number of combinations of tailplane/canard 
settings (configurations) have been wind tunnel tested and 
each configuration is referred 
0 
to by a letter. For 
instance, C refers to nC = -10 and nT = -200. Some of 
the important configurations are shown in Fig. 4.2. 
Trim schedules, which aim to maximise L/D throughout the 
a-range up to departure and use simple movements of the 
canard/tailplane to trim with a, have been investigated 
by the R. A. E. Two typical schedules are shown in Fig. 4.2 
and although trim law A showed a slightly better L/D at 
*= 10 0 than B, it would be difficult to programme during 
* flight due to the complicated combined movements of 
the canard and tailplane. 
In this thesis, work has been confined to configuration C 
data as this particular configuration has a high trimmed 
angle of attack. It also lies on trim schedule B which 
involves simple movements of the canard/tailplane and 
consequently will probably be used on early flight 
trials. 
4.4.2 Configuration C Data 
Static wind tunnel tests provided force and moment data as 
functions of angle of attack, sideslip and control angle 
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settings. The static data used in this thesis was from 
tests on HIRM 1 as this provided the most complete set of 
data available for configuration C. Tests covered an a 
range of 00 to 900 for a number of configurations. 
Fig. 4.3 shows CL, CD and Cm curves against a for configura- 
tion C and for the same configuration, canard off. The 
main points of interest are the extended linear range of 
CL and increased CLmax with the canard on, due to the 
canard interaction keeping flow attached over the wing at 
high als. Without the canard the 'break' in the CL-a 
curve due to the onset of wing flow separation occurs at 
a lower a (around 200) than with the canard on (a around 
240). 
Positive static stability (negative slope of the Cm-a 
curve) is maintained throughout the a range shown. The 
stable pitching moment break (increase in magnitude of 
slope of Cm-a curve) at a=240 for canard on, is again 
associated with the onset of flow separation over the 
canard and wing and has been observed by other researchers 
e. g. Agnew and Hess (Ref. 84). Agnew and Hess note that the 
stable break is not usually present on canard-wing 
arrangements, so this is an advantage of having a tailplane 
as well. Without the canard, an increase in static 
stability is seen as expected and Cm-a shows a stable break 
slightly earlier than with canard on. 
The actual behaviour of the airflow including vortex and 
separation effects over the aircraft is difficult to 
describe precisely without some flow visualisation tests. 
A few such tests have been performed in the 13ft. x 9ft wind 
tunnel at R. A. E. Bedford on HIRM 2and more recently a 
plastic model has been used in a water tunnel. Agnew 
et al85 describe the results of flow visualisation tests 
on an F-15 three-surface configuration and postulate a 
suitable arrangement for the vortex flows at high a. It 
is to be expected that the HIRM would exhibit similar 
flow characteristics, involving vortices from the canards 
going over the wing to provide an increase in lift. The 
limited flow visualisation tests on the HIRM have shown 
vortex formation at high a. 
Longitudinal control characteristics for HIRM configura- 
tion C have also been measured from the static wind 
tunnel data for HIRM 1. Variation of forces and moments 
with nT and nC enabled the longitudinal control derivatives 
to be extracted. Derivatives with respect to symmetric 
tailplane movement, nT, for configuration C were of most 
interest in the later work on the HIRM and were measured 
using the changes in CL and Cm from configuration C to 
configuration F (configuration F has AnT ý_- +100 from 
configuration C). The resulting derivatives, CZnT and 
CmnT , are shown in Fig. 
4.4. 
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4.5 Static Tesfs and Lateral Static Derivatives 
4.5.1 Wind Tunnel Results 
Rolling and yawing moment plus sideforce variations with 
were measured for a= -6(1)60 up to a= 40 
0 for HIRM 1, 
configuration C, in the R. A. E. No. 2 11ift x 8ft wind tunnel. 
A sample of the results is shown in Fig. 4.5. Only a 
relatively small range of a was used for the static tests 
but more recent tests on a drop test model at 0 
full scale 
Reynolds numbers have provided data up to ±18 sideslip. 
The lateral coefficients measured for HIRM 1 remain reason- 
ably linear with sideslip up to a around 200. Above this 
a, Cy and Ck start showing non-linearities and non-zero 
values at Oe = 00. The yawing moment coefficient, Cn, 
remains linear to a much higher a, 360 angle of attack being 
when the first indication of non-linearity appears. As 
expected, there is a reduction in directional stability, 
Cnat as a increases and CnR goes negative at around a= 180, 
indicating a loss in fin effectiveness. 
The linear behaviour of Cn-O up to a= 360 suggests that the 
onset of non-linearities in the lateral characteristics is 
associated with flow separation from the lifting surfaces 
only. It is unlikely that asymmetric shedding of vortices 
off the nose affects the lifting surfaces, as the nose probe 
on the HIRM was installed partly to disrupt such phenomena. 
Murdin and Riddleel describe tests on a model fighter 
configuration. having a wing with a drooped leading edge 
(as on the HIRM configurations tested so far) and strakes. 
Flow separation from the wings combined with the effects 
of the strake vortices were responsible for the non- 
linearities observed in the CZ-a characteristics measured. 
Loss of lift on the windward wing at non-zero sideslip, 
combined with the leeward strake vortex acting on a large 
area of the leeward wing, meant Ck was positive at small 
non-zero sideslips. A similar ph9nomenon may be responsible 
for the zero slope of the CZ-0 curve observed on the HIRM 
results at a= 400(Fig. 4.5b). 
4.5.2 Lateral Static Derivatives 
Static derivatives Lv, Nv and Yv were extracted from the 
wind tunnel measurements on HIRM 1 described in §4.5.1. 
Results are shown in Fig. 4.6 for configuration C along with 
results from oscillatory rig tests on HIRM 2 which will be 
described in §4.7. 
The variation of Nv with a is shown in Fig. 4.6a and the ,j 
static test results show Nv going negative at a= 180, as 
indicated already by the Cn-a characteristics. 
Fig. 4.6b shows the derivative Lv increasing in magnitude 
(while remaining negative for stability) up to an a of 
around 180. The initial positive slope is due to the 
drooped leading edge of the wing, used to help keep attached 
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flow at high angles of attack. Effects of flow separation 
lead to a reduction in the magnitude of tv (decrease in 
stability) above a= 180. Johnson et al8o have shown how 
the effects of vortex bursting and vortex motion off the 
wings over a highly swept wing lead to trends in tv with a 
similar to those shown here for the HIRM. However the wings 
on the HIRM are not very highly swept so the wing vortices 
will not be as strong as those dealt with by Johnson and 
will probably remain over the wings at the sideslips tested. 
It seems likely that the effects of flow separation on the 
wing tips will have more influence on the rolling moment 
behaviour with sideslip for the HIRM. 
The peak in tv at a= 260 corresponded to a peak in the dutch 
roll instability (to be described in Chapter 5) and was 
one reason for selecting a= 260 as an initial case for 
studying the effect of non-linear sideslip and roll rate 
characteristics on response. 
The sideforce due to sideslip derivative, Yv, is shown in 
Fig. 4.6c against a and again shows a peak at around 
*= 260. HIRM 1 differed slightly from HIRM 2 in having 
* more tapered rear fuselage and this may account for some 
of the discrepancies between the different measurements of 
the static derivatives. Static tests on HIRM 2 have also 
been carried out in a number of wind tunnels and it is 
thought that some of the differences in Iýv and riv from the 
various sources are attributable to sidewash effects from 
the quadrants used in the R. A. E. 13ft x 9ft wind tunnel 
(shown in the photograph, Fig. 4.9, of the oscillatory rig 
apparatus). Most of the work presented in this thesis, 
in particular the simulations, has used the static data 
from the 11ift x 8ft wind tunnel HIRM 1 tests so a consis- 
tent set of derivatives has been used but results may differ 
from those using static data measured on HIRM 2 in other 
wind tunnels. 
4.5.3 Lateral Control Derivatives 
Sideforce and rolling and yawing moments due to rudder, 
differential canard and differential tailplane deflections 
were extracted from the llift x 8ft wind tunnel data for 
HIRM 1 and results are shown in Fig. 4.7 for configuration 
C. For the current work only tailplane and rudder move- 
ments were used in the simulations and analysis, so 
derivatives due to rudder, ý, and differential tailplane, 
ýT, are of most importance here. 
Derivatives YC and YET show relatively little change with 
a up until 3! 5Pa, when YC decreases. The rolling moment 
derivative It, goes negative at a 34.50 while IL&TI 
steadily increases with a up to a 360. Yawing moment 
due to rudder Nj, remains negative up to a= 400, but 
is reduced siýni icantly at a= 400. Differential tail- 
plane is used - 
for roll control on the HIRM and adverse 
aileron yaw (NET positive) only occurs above a= 370. 
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Although canard angle was fixed at -10 
0 for the simulations 
and analysis, the control derivatives for canard movement 
are worth commenting on. Significant sideforce is developed 
by differential canard application ('ýýC) along with a awing 
moment of the same sign_below a= 340 (KCC). Because 
ýý 
is of opposite sign to YEC, while NFC is the same sign as KC below a= 340, this means that, up to this a, opposite 
sign rudder can be used to balance differential canard 
yawing moment and produce a sideforce in the same direction 
as from the canard. This could be the basis for imple- 
menting a direct sideforce capability on the HIRM. 
4.6 Estimation of Lateral Dynamic Derivatives 
4.6.1 Introduction 
To provide data for initial stability calculations and also 
to evaluate some prediction methods for high angles of 
attack, the main lateral dynamic derivatives for the HIRM 
were estimated. Derivatives due to roll rate and yaw rate 
have been estimated using semi-empirical methods based on 
experimental test data. Simple corrections were applied 
to allow for the effects of flow separation with angle of 
attack. Thomas" gives a useful guide to techniques for 
estimating lateral-directional derivatives at subsonic 
speeds, while Ross et al 17 provide some useful information 
on effects of angle of attack on these derivatives. 
Widely available sources of data for the estimation of 
derivatives are those of ESDU 92 and DATCOM 93 and use was 
made of both sources to estimate tp, rip, tr and N_r for 
the HIRM. Data used in the calculations is presented in 
Table 4.1 and calculations were carried out for a low-- 
speed, zero Mach number flight case with c. g. at 0.125E. 
Zero deflection of canard and tail were used at first but 
for some derivatives, corrections were made to give 
estimates for specific d"onfigurations with non-zero nC 
and nT. The low angle of attack estimates were factored 
to allow for flow separation effects with increase in 
angle of attack and results are compared with oscillatory 
rig measurements of the derivatives, described in §4.7. 
Details of the estimations of the various derivatives are 
presented in Appendix D and the following sections outline 
the important points in the calculations. Estimates were 
made in wind axes and in general ESDU results were used 
except where DATCOM was the only source available. The 
methods generally agreed with each other where both were 
available. 
4.6.2 Rolling Moment due to Rate of Roll, Ln 
Lp is of importance in rolling performance as well as 
determining dynamic stability characteristics. The main 
contribution is from the wing but contributions from the 
tail, canard and fin were also estimated for the HIRM, as 
%J. L 
these were likely to be significant (Ref. 92, Item A 06.01.01). 
The usual reduction in roll damping derivative at high 
angles of attack arises from the tendancy of the flow on 
the outboard part of a swept wing to break down and the 
reduction follows the decrease in the slope of the CL-a 
curve. Thus, one approximate method of allowing for 
increasing angle of attack, is to scale the value of the 
derivative at low a by the variation of 3CL/3a with a, 
obtained from wind tunnel experments. t 
This method was 
used for estimating the variation of Lp with a for the 
HIRM and details are given in Appendix D. Results are 
shown in Fig. 4.8a and are presented in wind axes, as 
calculated. Also shown for comparison are measurements 
from the oscillatory rig tests described in §4.7. The 
measured trend, with increasing a, towards a reduction in 
roll damping is quite closely predicted by the estimates. 
V 
4.6.3 Yawing Moment due to Rate of Roll_L_Np 
Pontributions from the wing 
N. DATCOM was used for the 
E9DU Item (No. 81014) was not 
the estimate of NP at low a 
*effects of flow separation. 
(Ref. 17) gives a measure of 
and attached flow, and Rp is 
and fin were estimated for 
wing contribution as the 
available at the time. Again 
was factored to allow for 
In this case a factor, K, 
the proportions of separated 
given by 
Np K(NP)CL CL (4.1) 
Results shown in Fig. 4.8b for Rp are plotted together with 
measurements from oscillatory tests on configuration C. 
The estimates for Np showed the poorest agreement with 
measured data out of the four derivatives estimated_for 
HIRM. The fin makes a significant contribution to Np and 
is difficult to estimate due to inaccuracies in estimating 
fin centre of pressure position, so this could be a major 
factor in the inaccuracy. Fin contribution was estimated 
using formulae given in Refs. 17 and 94 (see Appendix D. 3). 
v 4.6.4 Rolling Moment due to Rate of Yaw_, Lr 
The standard methods, ESDU and DATCOM, both provide methods 
of estimating this derivative. The wing provides the main 
contribution and Ref. 92, Item 72021 provides a chart for 
the basic wing and then uses factors for effects of twist, 
flaps and dihedral. The method is known to be unreliable 
for low aspect ratio, highly swept wings because of flow 
separation effects. The tailplane contribution could have 
been calculated in the same way as for the wings but the 
accuracy would be questionable due to interference effects 
from the wing, fin and body. Fin contribution was 
estimated using Ref. 92, Item 70006 which was the only 
suitable item available at the time, although now Item 82017 
would be used. 
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A semi-empirical method, which tries to account for the 17 effects of flow separation at higher angles of attack 
uses experimentally determined tv values to correct 
theoretical values of tr due to the wing: 
tr L 
(Lr)w = CLQ, ý-L) V), Lv CL expt. theory 
(4.2) 
For the HIRM estimates, oscillatory rig measurements of L-v 
were used for the corrections and results are shown in 
Fig. 4.8c. Again results are compared with oscillatory rig 
results and agreement is not very good between estimated 
and measured values because of the highly non-linear 
behaviour of Lr- 
4.6.5 Yawing Moment due to Rate of Yaw, 
_Nr 
This is the most important derivative due to yaw rate, r, 
in terms of aircraft dynamics and main contributions come 
from the fin and body. ESDU Item 71017 was used to 
estimate a wing contribution but no effects of wing flow 
separation were allowed for because of the small size of 
the wing contribution. Fin contribution was calculated 
using Ref. 92, Item A. 07.01.00 and since the calculations 
were performed, another relevant ESDU Item, 82017, has 
become available. The large fuselage, with flat sides, 
for the HIRM, means the body makes a significant contribu- 
tion to Rr but information on (N-r)B is scarce. In the 
calculations, a slender body formula, given by Sacks" 
was adapted to give the body contribution, independent of 
angle of attack. 
Results for configuration C are shown in Fig. 4.8d with 
oscillatory results in wind axes and show relatively good 
agreement. 
For each derivative, estimated contributions from E, ý and 
Yý were added for comparison with the oscillatory data as 
the latter is in the form of combined derivatives, e. g. 
L +L*sina (see 94.7). Tne results overall serve zo 
iYluvstrate the need for better calculation methods for 
flow fields produced by surfaces rolling, yawing and 
sideslipping. The interference effects are difficult to 
estimate and, for the HIRM, the canards have a significant 
effect on the high a characteristics. At least for the 
HIRM, the leading edge droop delays the breakdown of low 
a flow and so extends the a range over which low a estimates 
are applicable. 
+ 
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4.7 Oscillatory Rig Tests 
4.7.1 Introduction 
The oscillatory rig provides a method of measuring dynamic 
derivatives due to yaw, roll and pitch rates. The wind 
tunnel model is forced to oscillate at pre-determined 
frequencies on a flexible-sting and response is measured 
using strain gauges. Some static as well as dynamic 
derivatives can be measured. The oscillatory rig 
technique is fully described in the literature (e. g. Refs. 
96,97) but a brief outline will be given here. 
Fig. 4.9 shows the HIRM 2 on the high angle of attack sting 
support in the 13ft x 9ft low-speed wind tunnel at R. A. E. 
Bedford. The model is mounted on a flexible sting 
(known as a spring unit) and is oscillated at predetermined 
frequencies by a vibration generator mounted in the sting 
carrier. Two kinds of spring units are used, lateral and 
longitudinal, and rather than try and eliminate unwanted 
flexibilities, each has built in flexibilities. For the 
lateral units (such as shown in Fig. 4.9) these flexibilities 
are in yaw, sideslip and roll, while for the longitudinal 
units, flexibilities are in pitch and heave. The model 
is oscillated at each of the frequencies determined by 
the flexibilities and measurements are made of amplitude, 
frequency and excitation force for each mode. Model 
inertias are measured after the rig has been calibrated 
and using these inertias in the equations of motion enables 
the required aerodynamic derivatives to be measured as 
differences between wind-on and wind-off measurements. 
Using the high angle of attack sting support system shown 
in Fig. 4.9, a's of up to 900 can be achieved. The sting 
carrier is mounted on rollers which move in tracks in the 
two semi-circular supports and can be clamped by spring 
loaded steel blocks. The sting carrier supports in turn 
are mounted on rotatable upper and lower turntables. An 
alternative method of mounting the spring unit, in the 13ft 
x 9ft wind tunnel, uses an 'A' frame on-which changes in 
angle of attack are made manually (up to a= 260). 
The derivatives are measured at fixed frequencies and no 
provision is made for measuring the derivatives as 
functions of oscillation frequency. However, the apparatus 
was designed to use frequencies close to those of typical 
aircraft dynamic motions, e. g. the dutch roll. Provision 
is also made for examining unstable motions, as known 
amounts of damping can be transmitted to the model from 
the vibration generator. 
By using a lateral spring on the 'A' frame and mounting 
the model on the spring unit after rolling it through 
900 (so that the wings were in the vertical plane), it 
roved possible to measure cross-coupling derivatives 
13 and ý* The 'A' frame's conventional incidence 
a5ýZment wpas now equivalent to setting sideslip and 
64 
effects Of ýe -'ý -6 
0 were examined on the cross-coupling 
derivatives. 
Results are now described from the oscillatory rig tests 
and three different series of tests are identified in the 
results which follow: 
a) OD1 or OD3. Lateral tests using apparatus shown in 
Fig. 4.9. 
b) OD5 Longitudinal tests 
C) OD6 Cross-coupling tests with effects of 
sideslip. 'A' frame string support. 
Measurements from the oscillatory rig tests are made in 
earth axes and when the dynamic derivatives are trans- 
formed to geometric body axes, they appear in the form 
of combined derivatives, with contributions from 
acceleration derivatives, e. g. 
10 -0. L; Lp + Lvslna 
A list of the lateral derivative definitions is given in 
Table 2 of Ref. 97. Unless otherwise stated, the results 
presented for the oscillatory rig tests show combined 
derivatives in geometric body axes as these have been 
used in later work. 
A number of different HIRM configurations were tested on the 
oscillatory rig apparatus but only configuration C results 
are presented here. In the case of the longitudinal 
and cross-coupling tests, deflection of the spring unit, 
with the wind on, meant the model had to be trimmed'to 
ensure adequate clearance of the tail during oscillations. 
In these cases the tailplane was used to trim so results 
presented for configuration "C" have ne = -106 but nT at 
various settings between around -180 and -380. 
4.7.2 Results of Longitudinal Tests 
Results of the longitudinal oscillatory rig tests (OD5) 
are shown in Fig. 4.10. In solving the equations of motion 
for the_pitch and heave of the model, static derivatives 9w and Zw are evaluated and these are shown in Figs. 4.10a 
and 4.10b. Both derivatives show local peaks at around 
a= 180 associated with flow separation from the wings. 
Normal force restrictions on the spring unit meant that a 
fairly low wind tunnel speed, 40 m/s, had to be used for the 
high angles of attack and results are shown here for 
40 m/s wind tunnel speed throughout the a-range. 
The dynamic derivatives, ýq and rIq are shown in Figs. 4.10c 
and 4.10d and again show local peaks due to flow separation 
effects, although now at slighly higher a than for the 
static derivatives. Also shown in Fig. 4.10c are estimated 
values of the combined derivative, 51q *, up to a= 400 (Ref. 98). 
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The cross-coupling tests (OD6) also provided estimates of 
the longitudinal derivatives and these are shown by the 
crosses in Figs. 4.10a to 4.10d for a= 120 to 240. Effects 
of sideslip were examined during the cross-coupling tests 
and the longitudinal derivatives at ýe = -60 are shown by 
the dashed lines in the above figures. 
4.7.3 Results of Lateral Tests 
These tests were conducted using the equipment as shown in 
Fig. 4.9 and as well as providing measurements of the 
dynamic derivatives, the tests also yield values of the 
static derivatives r4vp tv and ! v. All lateral tests were 
conducted, at 0= 00, on HIRM 2. The static derivative 
results (labelled OD3) were shown in Figs. 4.6a to 4.6c, 
in comparison with the lljft. x 8ft static wind tunnel 
results from HIRM 1- tests. Nv from the two sources shows 
good agreement and Yv also shows similar trends from 
oscillatory and static tests. Comparison of the two sets 
of results for lateral stability derivative, Lv, in 
Fig. 4.6b shows that the oscillatory measurements tend to 
indicate a higher level of lateral stability, particularly 
at the higher angles of attack. The differences probably 
indicate different flow separation fields in the two forms 
of test. Another possible influence on the measurements 
are the support systems used in the different wind tunnels. 
Results for dynamic derivatives Lp, Np, Lr and Nr are shown 
in Fig. 4.11. Also re-plotted from §4.6 are the estimates 
of these derivatives in body axes. The high value of Lp 
estimated at a= 400, leads to a positive_value of estimated 
Nr (Fig. 4.11d) in the transformation of Nr to body axes. 
The oscillatory roll damping derivative retains an almost 
constant negative value right up to a= 400. 
Estimated and measured Np differ a lot throughout the whole 
angle of attack range. As mentioned in §4.6, rip is difficult 
to estimate, but another factor in the discrepancy could be 
in the oscillatory measurements. With large roll damping, 
a large roll excitation force has to be fed into the 
oscillatory rig. The vibration generator feeds in a 
combined roll/yaw signal so the yawing response is mainly 
due to the mechanical excitation and that due to aerodynamic 
excitation is small. Hence Ilp is eventually calculated as 
the difference between two large numbers. 
4.7.4 Results of Cross--Coupling Tests 
Derivatives Lq rAp and Zp were measured by mounting the 
HIRM 2 on a laieral spring with its wings in the vertical 
plane. Calculations also gave estimates-for M_w, 4, Mq 
and 9q as presented in §4.7.2. and also Lp. 
Cross-coupling derivatives and It are shown in Figs. 4.12a 
to 4.12d for ae = 00 and ae = -68. The a range used for 
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these tests was 
are very marked 
trends to those 
limited to 12 0- 24 0 
but results for Oe 
with ýe ý-- 00- 
Effects of sideslip 
-60 show similar 
In later work described in §6.2, the cross-coupling 
derivatives are used in an eigenvalue program, EIGEN, and 
derivatives were required for angles of attack up to 400. 
Because of the rapid changes in the cross-coupling dynamic 
derivatives, with small angle of attack change, it was 
decided to assume small, usually constant, values for 
these derivatives above a= 260. The assumed values used 
in §6.2 are also shown in Figs. 4.12a to 4.12d. 
4.8 Rotary Rig Measurement of Dynamic Derivatives 
4.8.1 Introduction 
The oscillatory rig tests, described in the previous section, 
included measurements of derivatives due to rate of roll. 
The continuously driven rotary derivative rig provides 
another method of measuring such derivatives and uses a 
more appropriate model motion than the oscillatory rig. 
Rotary rigs continuously rotate a model about an axis 
aligned to the wind and, in the particular rig used for 
the HIRM tests, the model is mounted on a six-component, 
internal strain gauge balance, signals being taken out 
through a slip ring unit. The rig used in the 5.5m LSWT 
at BAe Warton, is fully described in Ref. 99 but a few 
details will be given here. It is shown schematically 
in Fig. 4.13. 
Angle of attack range is -450 to 900, achieved by mounting 
the model either through the base or the top and moving 
the sting round an are centred at the model reference 
centre. Sideslip is achieved by rolling the model about 
its longitudinal axis but all tests on the HIRM so far 
have been conducted at zero sideslip. 
The maximum(pb/2V)achievable is 0.2, with maximum speed 
for the 5.5m Warton tunnel being 22 m/s. Results from 
tests on HIRM 2 will now be described. 
4.8.2 Results 
Results described in this section will be those for HIRM 
configuration C, nC = -100, IT -200. Tests were also 
made on configurations with nC 00, IT = 00; nC = 100, 
IT = -100 as well as with various surfaces off, to 
perform component build up tests. 
For configuration C, tests were performed for a range of a 
from 100 to 450. At each a, roll rates from (pb/2V)=-0.17 
to(pb/2V)=+0.18 were used, and for each roll rate a number 
of parameters are recorded, the ones discussed in this 
section being CyB, Cn B and CZB (see Appendix A for 
b'l 
description of notation used for various data sources). It 
will be noted that force and moment measurements are made 
in body axes as functions of wind axis roll rate, (pwb/2V). 
00000 Typical results for a= 12 , 20,22,24 and 
38 are shown 
in Fig. 4.14. Ultimately, body axis derivatives, LPB and NB 
are required from this data for the current work (y Bp p could 
also be extracted but was neglected for the 3 degree of 
freedom models. C -(pb/2V)data was used in the 6 degree of 
freedom simulationf. The first step in this process is to 
extract wind axis derivatives. 
i) Wind Axis Derivatives 
BB Given the data in the form of Ck , Cn a§ a 
function of 
ýpwb/2V) wind axis derivatives, Lpw and Npw can be formed 
in two ways: 
a) Convert Ck 
B toCC& w using Cn 
BB 
and take the slope. 
Similarly for n using C't 
CwCB Cosa +CB sina (4.3) zkn 
cwcB cosa -CB sina (4.4) nnI 
DC w k "' w The slopes are then 
3( pwb) 
2L 
P 
2V 
DCW 
and -n 2N 
w 
, (pwb) 
p 
2V 
b) Take the slopes of CB (p w b/2V) and CB (P 
w b/2V) t-n- i. e. slopes of the measured data and then convert 
to wind axes: 
Vw ac 
B 3CB 
2L Cosa +n sina (4.5) 
pw 
a(p: b) a(pwb) 2V 2V 
alc B ac B 
wnz 2N 
w cosa -- sina 
(4.6) 
; (lLb) (pwb) 2V 2V 
In method (b), the wind axis derivatives are derived 
directly from the slopes of the raw data against roll rate 
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and then combined, whereas in (a) slopes are taken after 
combining Ck and Cn- Method (b) was preferred as it 
ensured there were no effects Of Cn on CZ or CZ on Cn 
before derivatives were formed. It should be said, of 
course, that in theory there should be no difference between 
the two methods. 
Wind axis derivatives obtained by taking slopes over a 
small range of (pb/2V) are shown in Fig. 4.15. Also shown 
are values of derivatives obtained by fitting cubic poly- 
nomials to the wind axis moments against (pb/2V). These 
will be described in 94.9.2. 
Evident in Fig. 4.15a is the very large change in Lpw around 
0 a= 200, leading to a small ositive value of hPw at a= 24 
The positive slope of the CZE-(pb/2V) data is evident on 
100 Fig. 4.14d. between (pb/2V) = -0.04 and +0.05. Other tests 
showed this autorarotation tendency to be much greater with 
the tailplane and canard off, suggesting canard downwash 
was affecting the flow over the wings significantly at 
this a. 
ii) Body Axis Derivatives 
To convert the wind axisý, derivatives to body axis derivatives 
it is necessary to know Lrw and -Nrw. This is where some 
more experimental data would be very useful, such as could 
be measured in a curved flow wind tunnel'01, or on a 
whirling arm. Derivatives due to pure yawing (r only) 
could then be measured and, partly as a result of this 
need, a programme of work has now been proposed which will 
involve testing the HIRM on the whirling arm facility at 
Cranfield College of Aeronautics. 
In the meantime, wind axis Lr and Nr were obtained from 
oscillatorg rig tests. The oscillatory data gives estimates 
of LPB, Rp , 
IjrB and Nr B (in fact the oscillatory rig data 
is in the form of combined derivatives: tp+4sina etc). 
These can be converted to wind axis form using standard 
transformations' 02 , e. g. 
ww=2" B_ 2aw B_ 
PB 
-B Lr cos a. Lr sin Np sinacosa(L -Nr (4.7) 
l. * w=2B 2Ct- BB-B N cos a-N +sin L sinacosa(L +Np (4.8) r 
"r 
p_ 
-r 
Thus, from a_consistent set of body axis data, -we 
have an 
estimate of Lrw and f W. Estimates of R ir and Lp are 
required in these transformations but onTy as correction 
terms. 
Now, using similar transformations for conversion from wind 
axes to body axes, the required tpB and rjPB can be 
calculated: 
RR 
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-Bw 
COS2 2 
W4 w L' wsin a-sinacosa(N PR LR a+Nro PR Lro) (4.9) 
rjpB AW %0 Ww N cos a-L t9 R PR 
2 
r. sin2a+sinacosa(LpR-Nro) (4.10) 
It may be noted that the rotary rig terms (suffix R) on the 
right hand side of these equations could have been obtained 
in another way from the rotary rig data measured, as: 
wýW 
P Cosa =ý cosa-N ina)cosa w 
(LPR PRs 
Npwcosa N sa+L ina)cosa (ýPRco PRs 
Results for the rotary rig derivatives in body axes are 
given in Fig. 4.16. Again, also shown are values obtained 
via cubic polynomial representations of the_wind axis data 
(see §4.9.2). Oscillatory measurements of Lp. and rip, 
described in §4.7.3, are also shown for comparison. 
4.9 Polynomial Descriptions of Lateral Moments 
4.9.1 Cubic Fits to Static Data 
Following work done on the combat aircraft described in 
Chapter 3, using cubic polynomials to describe the variation 
of rolling and yawing moments with sideslip and roll rate, 
cubic polynomials were fitted to the corresponding data 
for the HIRM. 
A number of different programs were used to fit the poly- 
nomials to the data, including one for use on a Commodore 
PET microcomputer and another, POLFT, written for the 
- 103 VAX 11 computer, using a NAG mathematical library subroutine 
An R. A. E. program, CFIT, was used to fit polynomials to the 
rotary rig data. 
POLFT computes a weighted least-squares polynomial 
approximation to a set of data points, so for instance, for 
CZ(a), it fits a polynomial: 
I., - %0 _23 Cz Cz 
0+L VI 
v+L 
V2 
v+L 
V3 
v 
The PET program had the facility to fit modified cubics, 
as required for the lateral equations of motion, i. e. 
c L v + v3 L t VI V3 
C N ;ý + K n VI V3 
(4.11) 
(4.12) 
70 
but the best results were obtained by fitting either 3 or 
4 term expressions and omitting the constant and squared 
term, for use in the simulation. When trying to fit an 
odd powered cubic polynomial directly to the data it was 
found that the terms would often be quite different to 
the values obtained from the full polynomial because of 
the constraints being imposed on the few terms in the 
polynomial. 
Examples of some results for a= 26 0 obtained using the 
PET program are given in Figs. 4.17 and 4.18. These figures 
show the curves fitted using polynomials of the form given 
in equations (4.11) and (4.12), after coefficients had been 
obtained by fitting polynomials with more terms. Three of 
the fits show softening spring characteristics and poly- 
nomial 3B for Ck (Fig. 4.17b) shows stiffening spring 
chkracteristiCs, i. e. there is an effective increase in 
stiffness as sideslip amplitude increases, with Lvj having 
its usual negative sign. NVI is of opposite sign to that 
usual at low a. 
The physical basis for softening or stiffening spring 
characteristics for Ck(ý) and CnM is difficult to deter- 
mine without resort to flow visualisation tests. Certainly 
for CnU), if there are strong vortices from the canards 
at high ý going over the fin, it would be expected that 
restoring Cn would be reduced. At even higher ý, if the 
fin had not stalled, as the fin came out of the influence 
of the vortices, stiffening would be expected. 
It was decided to concentrate on using POUT to fit the 
polynomials to 0 
CZ(ý) and Cn(5) data and results for the a 
range220 to 38 are shown in Table 4.2. Examples of fits 
obtained are given in Fig. 4.19 and the a= 240 results 
show the effects of some variation in ýV3* 
The definitive values_of Lv, and NVI and the cubic 
coefficients fýV3 and NV3 are shown in Fig. 4.20. Also shown 
are the values 0 of 
Lv and Kv 0 obtained 
from linear regression 
between 0= -6 and $= +6 . 
As noted before, the non-linearities in rolling moment are 0- larger than those in yawing moment but at a= 40 , NV3 is increasing rapidly. The discrepancies between tv, from the 
cubic fit and the regression reflect both the inaccuracies 
from constraining a cubic to the data as well as those from 
the regression analysis. 
4.9.2. Cubic Fits to Rotary Data 
As with the static data, described in §4.9.1, cubic poly- 
nomials were fitted to the rotary rig data. Both full 
cubic and modified cubic (without the squared term) poly- 
nomials were fitted to the measured (body axis) data and 
wind axis data: 
II 
c+ (pb) + Ct (pb 
2+ 
CZ (pb 
3 
(4.13) 
zc to Ck p 2V P2 20 P3 ýý-V) 
b (12b 
23 
(pb Cn c+ Cn (P-) + Cn + Cn -ý-V) (4.14) no p 2V P2 2V P3 
The polynomials were fitted using an RAE program, CFIT, and 
typical results are shown in Fig. 4.12 for wind axis moments 
at a= 240 and a= 260. 
A slight inconsistency in notation arose when it was decided 
to Put Cý-P3 ý- L3 and CnP3 = Np 3 
for use in simulations and 
analysis, but tKe linear parts were of the correct form, 
i. e. 
C'Z Cn 
2p LP., 2P Np 
W Plots of L jiL 
wNw and 9w are shown in Figs. 4.22 and Pi P3# pi pi 
4.23. Signi cant non-linearity is evident in both 
Ck(pb/2V) and Cn(pb/2V) above about 150 angle of attack, 
including non-zero moments at zero roll-rate 
Incorporation of the rotary rig data in its non-linear cubic 
form presented some problems due to the absence of large 
amplitude motion yawing data. These problems are high- 
lighted in §5.7.4.1. 
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HIRM LATERAL STABILITY AND RESPONSE 
5.1 Introduction 
This chapter sets out an analysis of the stability and 
response (mainly lateral) of the HIRM using techniques 
described in Chapter 2 and building on the data described 
in Chkpter 4. After an analysis of the static and dynamic 
stability data, lateral response simulations are described, 
followed by applications of the Beecham-Titchener averaging 
technique to the HIRM lateral data. By way of introduction 
a few remarks will be made on the calculation of trim 
conditions for the stability calculations. 
Configuration C has a trim angle of attack (using HIRM 1 
data) of 350. Because more data was available for this 
configuration than any other, and because it had a high 
trim angle of attack, calculations concentrated on this 
version. For different angles of attack "near-trim" 
conditions were considered and tail/canard settings were 
kept constant for evaluating such quantities as CLP CD 
(and. hence flight path angle, y, and V). 
Calculations used free-flight model data for mass, wing area, 
inertias etc and were performed for a mean altitude of 
5000 ft above-Sea Level. Trim conditions were calculated 
using the following equations for gliding flight. 
For trim, along flight path: 
ir 0 -D - Wsiny e 
and normal to flight path: - 
L Wcosy 
e 
(5.2) 
So tany 
D CD (5.3) 
eL CL 
Also j, )V2 L9CL Wcosye (5.4) 
So v2 2 (5.5) TS-CL'Wcosye 
-f .5 
Measured and estimated aerodynamic derivatives were used 
at the calculated trim conditions to assess the stability 
and response of the HIRM at varying a. 
5.2 Preliminary Assessment of Stability 
Referring to data given in Chapter 4 for the HIRM it is 
noted from Figs. 4.3 and 4.6 for the C configuration that 
(i) pitch stability is restoring up to a= 400; (ii) 
directional stability, riv, is restoring up to 180 angle of 
attack while; (iii) the lateral stability derivative, L-v, 
shows a significant loss between 180 and 260 angle of 
attack. 
Turning to controls, symmetric tailplane (equivalent to 
elevator) power CmTIT, remains negative up to a= 400 
ýFig. 4.4) as doýs the asymmetric tailplane effectiveness, 
LýT (Fig. 4.7). Yaw due to differential tailplane, kT, is 
adverse above a= 370. 
These all tend to suggest degarture tendancies beginning 
around a= 180 and although ýT is proverse up to a high 
a, controllability may be lost due to the negative riv above 
a= 180. 
To take the stability assessment further, the departure 
parameters, Nvdyn and L. C. D. P. can be examined, as well 
as the roots of the classical lateral stability quartic 
In the next section, departure criteria for the HIRM arL 
evaluated and then lateral stability roots are examined. 
During early stages of the work on the HIRM there were no 
measured dynamic derivatives available, so initial stability 
calculations were carried out using estimated derivatives 
(see §4.6). Another source of uncertainty were the inertias 
of the free flight model. Only now, at the time of writing, 
have measurements actually been performed on the free- 
flight models, so again initial calculations for stability 
were made using estimated inertias. 
Initially the yaw to roll inertia ratio was estimated at 
9.7 but for the definitive calculations, the inertia ratio 
was set to 6, likely to be more representative of the HIRM 
free flight model value. The definitive set of estimated 
inertias and mass ("Data Set no. 311) was given in Table 4.1. 
5.3 DeDarture Parameters 
W 
5.3.1 Nvdyn and L. C. D. P. 
The departure parameters Nvdyn and L. C. D. P., described in 
§2.3, were evaluated for the HIRM configuration C using 
static wind tunnel data in program ROOTS. The results for 
configuration C are plotted in Figs. 5.1 and 5.2. 
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Nvdyn remains positive up to 400 angle of attack but 
approaches zero at 260, indicating susceptibility to 
directional divergence. Examination of Nv and tv (Fig. 4.6) 
shows that at a= 260, KV is negative and ILvI is at a 
maximum (small_negative value), which leads to the near 
zero value of Nvdyn. DesEite 11v remaining negative, the 
large negative values Of v at higher angles of attack mean Rvdyn 
goes well positive at these high angles of attack, 
showing how a stable dihedral effect and relativgly high 
inertia ratio, (Iz/Ix), can significantly affect vdyn- 
As far as L. C. D. P. is concerned, Lv remains negative (but 
almost goes positive at a= 260) up to a= 400 and kT 
is also negative up to 370 angle of attack. Despite this, 
the large negative values of NV means L. C. D. P. goes 
negative at around a= 240, a few degrees above the angle 
of attack at which Nv does so. Negative values of L. C. D. P. 
(shown as A. A. D. P. in Fig. 5.2) indicate that control 
induced departure is likely. The lateral control behaviour 
for configuration C could be improved by adding an aileron- 
to-rudder gearing, as mentioned in §2.3.2, and some form of 
control system will be needed for the free flight models. 
For configuration C, the A. A. D. P. is well negative at the 0 trim angle of attack, around 34 
The effect of positive 
Figs. 5.1 and 5.2. Def 
results in an increase 
and an increase in the 
similarly increased in 0 a loss at a= 32 
deflection of the canard is shown in 
lection of the canard through + 10 
0 
in A. A. D. P. below 300 angle of attack 
a at which A. A. D. P. 0=0. 
Nvdyn is 
the a range 24 - 29 but then shows 
Positive deflection of the tailplane leads to an increase in 
rivdyn UP to a= 360 when it then goes to zero. L. C. D. P. is 
slightly worse than for the basic C configuration as it now 
goes through zero at a= 220. Ref. 90 contains departure 
parameter results for other HIRM configurations. 
Greer 48 has pointed out the method of extraction of Y-v and 
tv from experimental data can affect the ability of Nvdyn to 
predict directional divergence. 
It is important that data is available at very small a inter- 
vals to ensure sudden. changes in the aerodynamic character- 
istics are covered, as these could well lead to negative 
values of the departure parameters. 
Lv and KV can be extracted from CZ(O)and CnM in a number 
of ways, e. g. a straight line fit to data over a large range 
of sideslip, straight line fit to small sideslip data etc. 
Examples are shown in Fig. 5.3 for HIRM C static data at 
a= 400. These can lead to significant differences in the 
calculation of departure parameters at high a, where Ct(a) 
and CnM are non-linear. Fig. 5.4 shows the values of tv 
and Nv obtained using 3 methods of extraction from the 
experimental data for HIR14 C. The major differences occur 
i ID 
0 above a= 20 but, as can be seen, the methods all show NV 
going through zero at the same a and all show tv remaining 
negative up to a= 400. 
In Fig. 5.5, whic 
and Kv on rlvdyn, 
the ývdyn curve, 
positive an x way. 
over a= ±2' , at 
attack. 
h shows the effect of these values of Lv E 
there is little difference in the form of 
except above a= 340 where Rvdyn is now 
A more negative 19v from the fit to Cn data 
a= 260 , gives Nvdyn 0 at this angle of 
In §2.3.1, the interpretation of Nvdyn as a factored 
approximation to bl, in the lateral stability quartic I was mentioned. rivdyn is given approximately by b'RIZ/iPV Sb 
(eqn. (2.23)), which in turn is an approximation to 
b, IZ/JpV2Sb. 
The validity of using Nvdyn as a representation of the N 
behaviour of the b, term, in the lateral stability quartic, 
is shown in Fig. 5.5. The values of the factored b, term 
agree well with ý4vdyn, showing the terms neglected from bl, 
to get rlvdyn, are small. For other configurations this may 
not be so and b, may go negative when 9vdyn is near zero. 
As a general remark it must be said that the prediction of 
departure using static data has come into question in 
recent years. It is possible that the static data does not 
accurately represent the flight case considered e 
observations on the Gnat aircraf t26 certainly sA wd 0A Rvdyn 
well positive when such phenomena as wing rock (divergence 
in the form of lateral-directional oscillatory instability) 
occurred, at high_angles of attack. L. C. D. P. also has 
limitations when Nv and tv do not have conventional signs 
and in these cases, further data is required to predict the 
kind of departure from a control input. 
5.3.2 Weissman Criteria 
Following Weissmans 2953 (§2.3.3), Fig. 5.6 shows a plot of 
A. A. D. P. against ý4vdyn for HIRM configuration C. Cubic 
fits to Cn(a) and CZ(ý) have been used for this figure. No 
departure tendencies are indicated, by this plot, up to 
a= 240, after which yaw divergence may be expected followed 
by roll reversal (refer to Fig. 2.3). 
5.3.3 Conclusions 
This section has shown that, based on configuration C data, 
a control system is likely to be required to obtain stable 
flight of the HIRM above 240 angle of attack. It should be 
noted that the analysis presented here has been based on one 
configuration and for actual flights the configuration will 
change, to obtain different trim angles of attack. Ross and 
Reid" show that for configuration changes following control 
law B (see §4.4.1) r4vd6n is positive up to greater than 400 
angle of attack and L. D. P., without an aileron-rudder 
interconnect, goes negative at 270 angle of attack. 
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5.4 Lateral Characteristic Equation and Roots 
5.4.1 General 
Using the various forms of static and dynamic data available for configuration C, an anlaysis of the stability can be made by examining the lateral characteristic equation roots. 
As a preliminary to this, the linear Routh Discriminant, 
given by 
a, bi cl - al 
2 
di _ Cl 
2 
(5.6) 
was evaluated using linear components of the cubic fitted 
static data and oscillatory dynamic derivatives. Results 
are shown in Fig. 5.7 and indicate instability between 
a= 240 and 340. The similarity of the variation of bl, with 
a, to the 14ý4vdyn variation is also apparent. 
5.4.2 Lateral Roots 
Using the same data as in Fig. 5.7 the program ROUTH was 
used to evaluate the roots of the lateral stability quartic 
and results are plotted in Fig. 5.8, showing variation with 
a. The roll and spiral modes are stable exponential modes 
at angles of attack up to 220, at which point they combine 
to form a damped oscillatory mode. At 320a this mode 
briefly becomes two exponential modes again. 
The dutch roll mode damping decreases as a increases and the 
mode goes unstable at 240a. 0 
Frequency also decreases with a 
down to a minimum around 26 a. Above this a, both frequency 
and damping increase 
0 again, 
the oscillation becoming 
convergent at a =. 34 . 
The damping characteristics are presented in Figs. 5.9a, c, in 
the form of the real part of the roots. The negative real 
part of the roots, -k, corresponds to, X, the damping index, 
used in the averaging technique, for non-linear damping. 
Again these figures use the linear contribution from the 
cubic fitted static data and oscillatory dynamic data 
(dashed lines). Also shown in. Fig. 5.9, is the data using 
straight line fits for static derivatives. Differences 
between the results start to arise above a= 300, where the 
non-linearities in Cn(V) and Ck(; ý) make the straight line 
fits less accurate for the static derivatives. 
The time constants for the exponential modes and times to 
half-amplitudes for the oscillatory modes are shown in 
Figs. 5.9b, d, as calculated from the program ROOTS. 
The effects of using other combinations of static and 
dynamic derivatives from the various sources described in 
Chapter 4 are shown in Figs. 5.10 and 5.11. Combinations of 
static and dynamic data from the 11ift x 8ft wind tunnel 
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tests, oscillatory rig and rotary rig tests, as well as 
estimates of the dynamic derivatives, have been used in 
the calculations. 
The plots show similar trends, with increasing a, for the 
roll and spiral modes, e. g. decrease in damping of the 
roll mode; increase in damping of the spiral mode, until a 
new oscillatory mode forms above a= 200; new oscillatory 
mode splitting into real modes at higher a, all the while 
remaining stable. 
Some significant differences occur with the use of the 
different data sources for the dutch roll characteristics. 
Fig. 5.11 shows the effect of using rotary dynamic data and 
gives similar characteristics to the oscillatory dynamic 
data shown in Fig. 5.9. The peak dutch roll instability at 
a= 260 reflects the peak in the dihedral effect 
derivative, Lv, shown in Fig. 4.6. 
Comparing the use of oscillatory sideslip derivatives in 
Fig. 5.10 with the use of static sideslip derivatives in 
Fig. 5.9 shows how the more stable dihedral effect, measured 
on the oscillatory rigs, leads to the dutch roll damping 
remaining positive for all a, except 340, where it reaches 
zero. 
The dashed lines in Fig. 5.10a, b show how the static sideslip 
data combined with estimated dynamic data indicates an 
unstable dutch roll above a= 230. The damping index 
becomes positive again at 330a and increases rapidly due 
to the increase in body axis roll damping, which was 
estimated to occur near a= 400 (see Fig. 4.8). 
Taken together with the results of Nvdyn and L. C. D. P. tests, 
the roots of the characteristic equation suggest a simple 
damper system or some sideslip feedback will be needed to 
give stable responses above a= 220. The first drop test 
model has a lower roll inertia than that used in the 
calculations here (measured Ix = 16kg. m2) but the control 
system being designed should cope with this and be able to 
control the lateral instability up to at least 300a. 
5.5 Dynamic Stability Axis Moments 
In this section, the dynamic stability axis moments (see 
§2.3.5) for the HIRM are examined. Body axis data is measured 
as a function of a and a, so aerodynamic and kinematic 
coupling between dynamic stability and geometric body axes 
is included in the dynamic moment coefficients. 
The non-dimensional coefficients QDYN, CMDYN and CnDYN are 
shown in Figs. 5.12 to 5.14 respectively, for HIRM 
configuration C. Data from the llift x 8ft W. T. tests has 
been used for a= 0(2)400 and a= -6(1)60. Immediately 
obvious are the asymmetries about a= 00, particularly at 
high a. In the cases of CkDYN and CnDYNP there are non-zero 
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moments at a= 00, for a above approximately 200, indicating 
possibly asymmetric vortex shedding off the nose. 
For CkDYN, with non-zero sideslip, as a increases 0 
the moment 
first increases and then decreases. Above a= 2L , there is a finite CkDYN at ý=0. 
Turning tooCmDYN, in Fig. 5.13, for zero sideslip, the trim 
is at 34.5 , with a stable pitching moment slope, 3CmDYN/3a- Up to a= ±60, the trim is stable (although at slightly 
higher a) as a increases in magnitude. Cm table DýN(x 'S S (negative) for all sideslips shown up to +4 and -50 at 
a= 200, when local instabilities occur. 
The small variation of CmDYN with sideslip, except between 
a -- 100 and 250, indicates small aerodynamic and kinematic 
cross-coupling. 
Fig. 5.14 illustrates similarities to features noted in 
§5.3.1 concerning Rvdyn- CnDYN is stable with respect to 
up to a'= 250. At around this a, asymmetries start occurring, 
with unstable values of CnDYN coming in at small positive 
and negative sideslip angles. As for QDYN, CnDYN is non- 
zero for $= OPat greater than 250a. 
Having examined the stability, concentrating mainly on the 
lateral motion, using static data and linearised dynamic 
data, the remaining parts of this chapter deal with the 
assessment of a three degree of freedom mathematical model 
for dynamic response cahracteristics. 
5.6 Dynamic Responses and Assessment of Averaging 
5.6.1 General 
One aim of the HIRM project is concerned with flight at 
angles of attack up to loss of normal control (i. e. departure) 
and the simulation program, SIMUL, was used to look at the 
nature of the departure, as predicted by a three degree of 
freedom mathematical model with aerodynamic non-linearities. 
In Chapter 3, the usefulness of the B. T. S. theoretical 
averaging technique was demonstrated, for current generation 
combat aircraft applications and limitations of the method 
were also highlighted. The HIRM data gave further 
opportunities to apply and assess the averaging technique. 
The technique would now be applied to the equations of 
motion at much higher angles of attack than in previous 
applications and this alone could have presented problems. 
Measured non-linear aerodynamic characteristics enabled 
further investigations to be made into rates of growth to 
limit cycles and responses with two cubic aerodynamic non- 
linearities present. Comparisons of averaging and local 
linearisation techniques were also made, using responses 
about non-zero equilibrium states. 
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This section continues with an assessment of the effect of 
non-linear sideslip characteristics, followed by non-linear 
roll rate characteristics. The chapter concludes with 
results from simulations using (a) combined non-linearities 
and (b) responses to controls. 
5.6.2 Non-linear Sideslip Characteristics for a 
Range of a. 
Assessment of the lateral stability using programs ROOTS and 
ROUTH, described in §5.4, showed a re ion of dutch roll ýO 
instability between a= 240 and a= 34 It was decided 
to incorporate some non-linear sideslip characteristics 
into the equations of motion and look at the form of the 
responses, particularly over this angle of attack range. 
The non-linear characteristics are those described in 
94.9.1., i. e. cubic variations of moments against sideslip. 
It was thought that some limit cycles may occur as a result 
of the non-linear aerodynamics but the softening spring 
characteristics of the sideslip data (Table 4.2), and the 
smallness, in general, of the non-linearities, meant that 
only divergences were predicted above 240 angle of attack. 
However, these still gave an opportunity to assess the 
averaging technique at high angles of attack. 
Up to a= 22 0 the responses were stable, with a damped dutch 
roll oscillation. The Ck-0 characteristic at a= 240 showed 
a very strongly non-linear behaviour at a= +4 to 50 (Fig. 
4.19a), but was still softening, and this led to divergence. 
A typical divergent response is shown in Fig. 5.15 for 
a= 260 and such responses were obtained up to a= 340, in 
agreement with the implications from the results of the 
ROOTS program. In all the responses oscillatory dynamic 
derivatives were used. 
From the responses, a critical sideslip, ý'crit, at divergence 
could be determined and was taken as the sideslip at which 
the roll rate response showed a sudden change. The B. T. S. 
averaging technique predicts divergences when the solution 
of R* =0 gives an amplitude, av, which has an associated 
frequency which is imaginary, i. e. W2 is negative. Taking 
such amplitudes as the amplitudes above which divergence 
occurs (see section 2.4.2.4), the program ROUTH was used to 
solve R* = O, for the a range in which instability was 
predicted by the ROOTS program, i. e. a= 220to 340. 
Critical amplitudes at divergence were measured from the 
simulations for the same a range and the results are shown 
in Fig. 5.16. 
Although the averaging technique tends to slightly over- 
predict the critical amplitudes the agreement between 
simulation and analytic technique is good. Certainly the 
right trends are predicted and the smallest critical 
amplitudes seem to occur where the softening spring non- 
linearity is greatest (e. g. a= 240). 
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5.6.3 Non-linear Sideslip Characteristics at 
a= 260 
Initial calculations concerning the HIRM stability suggested 
that a= 260 would be the most unstable case (see Figs. 5.9 
to 5.11). Indeed, for calculations using the first inertia 
and mass estimates, this was the only angle of attack at 
which instability was noted. 
It was for this reason that early work, using the simulation 
program, concentrated on this angle of attack and looked at 
effects of variation in the representation of the static 
wind tunnel sideslip data. This section will review the 
work completed on these representations and includes more 
comparisons with averaging. 
5.6.3.1 Assessment of Different C and Cn(a) 
Characteristics 
Having obtained a number of different cubic polynomial fits 
to the Ck(0) and CnM data, using various computer programs 
(see §4.9.1), different combinations were tried in SIMUL, 
for responses at a= 260. In particular the four curves 
shown in Figs. 4.17 and 4.18 were tried and results from 
SIMUL were compared to predictions from averaging (program 
ROUTH). Table 5.1 summarises the results and shows again 
how the averaging copes well with a non-linearity in one 
response variable. 
Limit cycles of amplitude around 0.12 radians in sideslip, 
were obtained when stiffening CZ(0) characteristics were 
used, although the case of Ck(o) curve no. 2A (see Table 5.1 
for details of the curves) and CnW curve no. 3B also showed 
a limit cycle, but of larger amplitude in sideslip. This is 
consistent with softening spring characteristics, which mean 
the restoring moment effect levels off and then gets smaller 
at large 0. Large amplitude limit cycles, or divergence, 
are obtained for. Ck(0) curve no. 2A, shown in Table 5.1. The 
use of Ck(0) curve no. 2A alone led to a decaying oscillation, 
reflecting the increase in magnitude of tv, over the basic 
linear (unstable) case. 
Returning now to the definitive cubic polynomial represent- 
ations of CZ(a) and CnW, as given in Fig. 4.19b, another 
sensitivity study was carried out. - 
Now, the CnM character- 
istics were fixed at Kv, = -0.17, NV3 1.697 and the CZ(a) 
characteristics were varied, using tv, -0.061, the linear 
regression value, and different Lv3 values. The effect of 
the extreme values of tV3 are shown in Fig. 5.17. 
Limit cycle oscillations were obtained for_all stiffening 
spring Ctýa) characteristics and also for LV3 UP to +0-5- 
Changing Nv3 to 2.599, and repeating the variation of ýV3, 
increases the range of rJV3 for which limit cycles are 
obtained. Results are summarised in Fig. 5.18. Also shown 
are calculations from averaging, which agree well with the 
simulation amplitudes. 
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A note of caution should be sounded after this review of 
the various Ck(ý) and CnM characteristics. In a lot of 
cases, the polynomials used, which give rise to-limit cycle 
oscillations in the simulation, describe a curve which is 
quite different to the best fit to the wind tunnel data. 
Thus, in some cases the limit cycles are now attaining 
amplitudes in sideslip, due to the formulation of Ck(o) or 
CnM, which are larger than the peak experimental values 
of a for which wind tunnel data is available. Thus it must 
be remembered that these results are very much investigations 
into the formulations of Ck(ý) and CnM and should not be 
taken as predictions of actual flight responses. It seems 
that the best fits to the static sideslip data predict 
oscillatory divergence above a= 240, as discussed in 
§5.6.2. 
5.6.3.2 Growth to Limit Cycles 
Using the characteristics described in the last part of the 
previous section, i. e. NVI = -0.17, NV3 = 2.599, 
tv, = -0.061 
and varying ýV3, a comparison was made of the two analytic 
formulations for X, as a function of amplitude up to limit 
cycle. These so called II(X+iw)"and 11(3X+iw)", forms for X 
were given in equations (2.98) and (2.101). 
Results showing X as a function of amplitude are given in 
Fig. 5.19 and are compared with X measured from simulations. 
Two values of r'V31 -0.5 and -1.0, are shown. The (X+iw) 
formulation of X lies closer to the simulation values but 
as the limit cycle is reached very quickly, only a few 
points were obtainable from the simulation. As in Chapter 3, 
because of the few simulation points available, it may be 
better to compare the actual simulation growth envelope with 
that predicted by quadrature (using program ROUTH), from 
the B. T. S. values of X. These envelopes, for the two cases 
in Fig. 5.19, are shown in Fig. 5.20 and confirm that the 
(X+iw) formulation gives a closer match to the simulation 
results. 
5.6.4 Non-linear Roll Rate Characteristics 
5.6.4.1 General 
In this section the results of including non-linear roll 
rate characteristics in the HIRM lateral equations for 
a= 260, will be described. The aim was to incorporate the 
rotary rig data, described in §4.8, into the simulation in 
the same way that cubic roll rate non-linearities were 
included in the modelling of aircraft B in Chapter 3. For 
reasons which will be described, a direct incorporation of 
the rotary data proved not to be possible and this led to 
difficulties with assessing the success of averaging for 
these particular cases. 
The simulations and calculations shown in some of the 
following sections were performed before a definitive set 
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of inertias and a final mass for the HIRM were adopted. 
The values of constants for these cases are 104 : 
Ix 13.40 kg. M2 
iz 129.4 kg. M2 
ixz ý -0.2 kg. M2 
m= 166.6 kg 
v 32 m/s 
and these cases are labelled IIHIRM Data Set no. 211 in the 
ensuing sections. Test cases run with the latest HIRM data 
showed similar behaviour, confirming conclusions drawn with 
the old data. 
5.6.4.2 Incorporation of Roll Rate Non-linearities 
into the Lateral Equations 
Cubic polynomials were fitted to the rotary rig data as 
described in §4.9.2. The question now arose as to how to 
incorporate this rotary rig data into body axis equations, 
when the rotary data was in the form of polynomials, fitted 
in wind axes, or in body axes, as a function of wind axis 
roll rates? 
A. Wind Axes 
The first method considered was to convert the simulation 
to work in wind axes. This involves calculating the d15 inertias in the new axis syste , calculating new values of the derivatives usin such formulae as those shown in 
eqns. (4.7) and (4.8) 
f02 
, and converting body axis rates 
to 
wind axis rates. 
The equations used in SIMUL were now: 
ýw 
-Vrw + gsiný + 
ývw. 
vw m 
where 
ww 
.wz xz p, + www ixiz-(i x xz 
TXIW 
z 
IwIw 
ýw x+ xz 
IwI W- (I 
wIwIw- (I W 
xz xz xz xz 
$wpw 
LLwv+Lwpw+Lw (pw)' +Lwrw 
vp 'R P3R ro 
(5.7) 
(5.8) 
(5.9) 
(5.10) 
(5.11) 
Z50 
and N Nwv + Nw pw +NW (pW)3 + Nw rw (5.12) v P'R P3 R ro 
Small amplitude data was used for Lr and Nr derivatives. 
Lw Nw , Lýv and Nw were obtainable directly from the PIR' PIR P3R P3R 
cubic fits to wind axis data, allowing for constants, and 
examples were given in Fig. 4.21. The effect of omitting. 
the squared term in the polynomial fits was very small, so 
the major approximation, in the use of the above form of 
moment representation, was in the omission of the constant 
terms, Ck, and Cno. These can become significant at high 
angles of attack but then, at say a= 360 (Fig. 4.14e shows 
body axis moments), the use of a cubic polynomial to 
describe the data is questionable. 
B. Body Axes 
The alternative way of incorporating the rotary data, is to 
do so in body axes, in a similar way to that used in the 
simulations described in Chapter 3. Unfortunately it proved 
not to be possible to incorporate the data as simply as 
had been done in these previous cases because of difficulties 
in transforming axes. Ross' 07 gave some suggestions as to 
how the rotary data could be incorporated. 
WW The rotary rig results can be obtained in the form of LR(P 
and NA(pw). From the oscillatory rig, Lw and Nw are 
w00 obtainable as linear functions of p, r The polynomials 
describing the rotary data are functions of wind axis roll 
rates so wind axis moments, as functions of large amplitude 
test measurements, may be written as: 
Lw R Lw (pw) R + Lwr rw+ R Lwv+ 
(5.13) 
v 
Nw R 
Nw (pw) R + Nw rw+ rR Nwv+ 
(5.14) 
v 
Fafortunately large amplitude yawing data was not available, w could not be measured, and so, small amplitude LrR and NrR 
data, Lr and Nr , was used as an approximation, as in the last sec? ion. 0 
Now the formulations are transferred to body axes and this 
is where the complexities arise, regarding the cubic poly- 
nomials. Body axis moments are given by 
LBLw cosa -Nw sina 
NBNw cosa +Lw sina 
(5.15) 
(5.16) 
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So LB (Lw(pw)cosa-N w (pw)sina)+(Lw cosa-Nw sina). r w +L 
B 
RR ro ro v 
(5.17) 
NB (Nw(pw)cosa+L w (pw)sina)+(N w cosa+L w sina)r w +N 
B 
X... RR ro ro v 
(5.18) 
ww Now Nro and Lro can be transformed to body axis forms and 
after simplification, (5.17) and (5.18) become 
BBBBB LLR (PW)4(LrocOsa-Lýosina)rw +Lv. v+ (5.19) 
BBwwB NNR (p )+(Nro cosa-Nposina)r +N v. v+ 
(5.20) 
BwB 
Representing LR(p ) and NR(pw) by their polynomial forms then 
gives: 
LB= +Lp (PW)3+(L 
B 
cosa- 
B 
sina)r w +L 
B +... LPwRpw W3 ro 
Lýo 
VV 
(5.21) 
B= (PW) 
3BBwB 
N NPwR pw+Np 
W3 
+(Nrocosa-NýOsina)r +Nvv+... 
(5.22) 
In the simulation- program, pw and rw are formed as follows: 
wB, B p=p Cosa +r sina 
r=r Cosa -p Cosa 
(5.23) 
(5.24) 
and hence can be used in equations (5.21) and (5.22). The 
lateral equations as used in SIMUL are thus: - 
Vpsina-Vrcosa+ 
YVV+93siný+92siný 
(5,25) 
m 
-(I LB +I NB) (5.26) 2z xz 
xz zx 
1 
-(1 NB +I LB) (5.27) 
I12X xz 
xz zx 
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$p (5.28) 
(5.29) 
5.6.4.3 Results 
Results are presented in this section for simulations using' 
both equations (5.7) to (5.10) for wind axes and (5.25) to 
(5.29) for body axes. Because of the nature of the approxi- 
mations for the rotary data, only limited predictions could 
be made with the averaging technique. The averaging technique 
has been developed for equations with cubic non-linearities 
in body axis moments, so the method cannot be used, without 
more approximation, for equations such as (5.25) to (5.29). 
Some numbers were tried, on the basis that they may not 
represent the actual HIRM very well, but would provide some 
more results from the technique. In the event, trying to 
use wind axis data in the body axis technique did not provide 
any useful results as the angle of attack was too high for 
the approximations to be valid. Derivatives used for theý 
simulations of sections 5.6.4 to 5.6.6 are shown in Table 
5.2. 
A. Wind Axis Simulation 
Using equations (5.7) to (5.10), simulations were run with 
both full cubic and modified cubic terms for the rolling 
moment due to roll rate. HIRM Data Set no. 2 was used as 
detailed in §5.6.4.1 and results are shown in Fig. 5.21. 
Wind axis roll rate is almost exactly the same as body axis 
roll rate, while the wind axis and body axis yaw rates are 
1800 out of phase. % 
On transforming the derivatives to wind axes, the dihedral 
stability is increased along with yaw rate damping derivative, 
Nr, and program ROUTH, used on the wind axis data, shows the 
dutch rýll to be marginally stable. The linear roll damping 
term, ýJPR, is smaller thU the corresponding body axis 
oscillatory derivative ' and so 
the averaging technique 
predicts a limit cycle ampUtude of 11.9 r/s, much larger 
than the observed 3.25 r/s. 
B. Body Axis Simulation 
Using a modified cubic fit to body axis rolling moment 
against wind axis roll rate, and incorporating this into 
equations (5.21) and (5.22) for simulation, yields the 
results shown in Fig. 5.22. HIRM Data Set no. 2 was again 
used for this run, and those shown in Fig. 5.23. 
To test the sensitivity of the simulated motion to the use 
of-lbody axis rates instead of wind axis roll and yaw rates 
in equations (5.21) and (5.22), pB was first of all used 
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instead of pw. Fig. 5.23a shows the limit cycle character- 
istics to be unaffected by this approximation. Bý contrast, 
when rB is used instead of rw, as well as using p'aB 
divergent response is obtained (Fig. 5.23b), because r is 
different in phase to the rw replaced. Thus although it 
may be acceptable to replace pw by pB, it would not be 
acceptable to replace r' by its body axis equivalent-For the 
limit cycles obtained with this body axis simulation, the 
averaging technique only shows imaginary amplitudes as 
solutions for ap. 
5.6.5 Non-linear Sideslip and Roll Rate 
Characteristics 
HIRM data for a= 26 0 was used to test the solution of the 
non-linear Routhian discriminant = 0, given in eqn. (2.89), 
and previously assessed, in §3.3.4.2, for combat aircraft B. 
Details of the derivatives used are given in Table 5.2. 
Fig. 5.24 shows the limit cycle response obtained with these 
non-linear sideslip and roll rate characteristics in 
equations (5.25) to (5.29). 
Given the measured aV of 0.4 radians and ap of 3 radians/sec, 
the resulting bicubic in ap, and biquadratic in aV, gave no 
real solutions for either a or aV. As noted in §3.3.4.2, p2 
b* (eqn. (2.84)) again gave a good prediction Of wL , using 
the measured amplitudes ap and aV. A predicted frequency 
of 0.43 cycles/sec compared well with a measured frequency 
of 0.42 cycles/see from the simulation. 
Simulations using data for a= 28 0 and 30 0 responses, 
including modified cubic polynomials for CP(pw b/2V) and 
Cn B(pw b/2V), did not produce any limit cycles, only 
divergent oscillations. 
Taken together with the results from §3.3.4.2, this HIRM 
simulation suggested the development of the averaging 
technique, along the lines outlined in §2.4.2.5, would not 
be very successful. Complications outlined in 95.6.4.2, 
regarding the HIRM rotary data in body axes, meant that the 
HIRM simulations, using equations (5.25) to (5.29), had both 
oscillatory and rotary roll rate data included (see eqns. 
(5.21) and (5.22)). This was another complication not 
incorporated in the averaging technique. The question of 
how to use the oscillatory and rotary roll damping data in 
simulations is considered again in the next chapter, with 
reference to the six degree of freedom simulations. 
5.6.6 Comparison of Non-linear Averaging and Local 
Linearisation 
Following the success of the comparisons between simulation 
limit cycle amplitudes and amplitudes predicted by theory, 
equation (2.118), for aircraft B in Chapter 3, similar 
tests were made using HIRM data. 
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To obtain limit cycles using the(x= 26 0 data, the sideslip 
characteristics used in Figs. 5.19(a) and 5.20(a) were chosen 
for the simulations. The details are summarised in Table 
5.2. 
A typical response is shown in Fig. 5.25 for CT ý'- 0.02 radians. 
No roll damper was used in the HIRM simulations. The major 
difference to the responses shown in Chapter 3, is in the 
appearance of some distortion as CT increased. This was 
thought to be due to the appearance of a lateral phugoid 
mode and program ROUTH indicated that the characteristic 
roots showed a lateral phugoid above MV = 0.09. Taking an 
average value of the amplitude of the limit cycle in side- 
slip and plotting against Ve, for the different CT, gave 
the results shown in Fig. 5.26. The point for ýT 'ý 0.05rads. 
lies a little way off the theoretical curve but at this 
control setting the V trace was showing more marked 
irregularity, making OV difficult to estimate. 
On the whole the results confirm the findings shown in 
Chapter 3, with good agreement between theory and simulation. 
a8 
CHAPTER 6 
SIX DEGREE OF FREEDOM MODELLING OF THE HIRM 
6.1 Introduction 
The large amount of data available for the HIRM meant a six 
degree of freedom analysis could be performed to cover some 
interesting topics. The analysis provides a useful piece 
of work on its own, as well as providing data for comparison 
with the 3 degree of freedom computations. It is to be 
expected that for high a motions (certainly spins) a3d. o. f. 
analysis will be inadequate, where large amplitude, highly 
coupled motions occur. For the HIRM project, aimed mainly 
at flight up to departure, a six degree of freedom analysis 
proved to be useful in examining the effects of the different 
forms of aerodynamic data available. 
The decision to examine a six degree of freedom HIRM mathe- 
matical model was also taken because it had not proved 
possible to develop the 3 degree of freedom averaging 
technique as much as had been hoped. The complications 
involved in applying the technique to the 3 degree of freedom 
equations, with simultaneous non-linearities in two response 
variables, have already been outlined and the algebra was 
beginning to inhibit the usefulness of the technique. The 
results were not as good as had been hoped for anyway. 
The work described in this chapter involved two main parts, 
a six degree of freedom local linearisation and a six degree 
of freedom simulation. In both cases the importance of 
cross-coupling terms in the equations of motion have been 
examined in the light of work done by others in this field 
in recent years 107-109 . In the case of the local linear- isation the effect of non-zero sideslip was examined. 
Stengelf 10. Calico and Fuller' 1 1, and Cochran et al - 34, 
have noted the important effects of steady sideslip in 
analyses of the Space Shuttle, a forward swept wing aircraft 
and a large jet transport-(KC-135A) respectively. The 
measured aerodynamic data for the HIRM, up to a= ±60, meant 
that a limited but useful analysis of the effect of side- 
slip could be made. Conditions of high angle of attack 
with non-zero sideslip were of most interest and the 
analysis involved linearising the equations of motion about 
various equilibrium points and performing an eigenvalue- 
eigenvector analysis at each point. Hreha and Lutze 33 have 
shown how linearised analysis can yield useful results for 
Post stall gyrations. 
The six degree of freedom simulation was developed via an 
extensive revision of the 3 degree of freedom simulation 
program, SIMUL. Anglin", Hreha and Lutze" and others 
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have looked at the use of different forms of experimental 
data to build up mathematical models for spin and post stall 
regime predictions. The availability of three different 
types of experimental data for the HIRM provided the 
opportunity to examine the use of these, in different 
combinations, for modelling in the pre-departure a region. 
Orlik-Rflckemann"2 has examined the effects of cross-coupling 
derivatives on responses of simple fighter aircraft config- 
urations. The availability of such derivatives for the HIRM, 
meant that a sensitivity study into their effects could be 
completed, as another useful part of the simulation exercise. 
6.2 Linearisation and Eigenvalue Analysis 
The use of non-zero steady sideslips as equilibrium conditions 
at high angles of attack, means complete coupling between 
lateral and longitudinal motions must be retained in the 
equations. 
In this section, the linearised six degree of freedom aircraft 
equations of motion are presented first, followed by a 
description of the determination of derivatives for use in 
the equations at non-zero equilibrium conditions. Results 
of the eigenvalue analysis and an assessment of the 
importance of cross-coupling aerodynamic terms complete 
the section. 
6.2.1 Linearised Equations of Motion. 
The classical equations of motion, shown in equations (2.1) - 
(2.9), were linearised about an arbitrary equilibrium in 
the usual way, by restricting motion to infinitesimal 
disturbances from the reference state, see e. g. Ref. 44 
p. 234. It is more convenient to retain perturbations 
in 
Euler angles (rotations from a horizontal reference condition) 
for orientations, rather than use small deviation angles in 
the linearisation. Rotations in azimuth of the reference 
body axes about the gravity vector have no effect on the 
system, so only 0 and 0 are needed in the linearised equations. 
The small perturbation variables resulting from the linear- 
isation procedure are: 
[u, w, q, o 
I, 
v, p, r, (D'] (6.1) 
The longitudinal forces and moments are expanded in terms of 
(u, w, q, v, p, r] (6.2) 
although for the expansion of Z force and pitching moment, 
derivatives with respect to ýv cannot. be ignored. For the 
lateral forces and moments terms in v are retained in the 
expansions, these forces and moments being assumed to be 
Vu 
functions of 
[u, w, q, v, p, r, ý] (6.3) 
The resulting linearised system is a set of first order 
ordinary differential equations, shown in Fig. 6.1. An 
explanation of the notation and a brief description of the 
linearisation is presented in Appendix E. The equations 
contain cross-coupling derivatives shown in full in Tables 
E. 3 and E. 4. The eigenvalues of the system were evaluated 
using a computer program, EIGEN (to be described in §6.2.3), 
but before that the derivatives for the equilibria had to 
be determined. 
6.2.2 Derivatives for Non-Zero Equilibrium Conditions 
6.2.2.1 General 
The requirement to evaluate all the terms shown in the system 
of equations in Fig. 6.1, meant that only a limited number of 
non-zero equilibrium conditions could be analysed, as 
experimental data was not available for all sideslips in the 
range a= -6(1)60. Even so, for the main case examined, Oe = -60, some derivatives were equated to zero due to lack 
of aerodynamic data. The terms actually evaluated for the 
steady sideslip are shown in the third columns of Table's 
E. 1 to E. 4. Later calculations included the effects of 
Pe, equilibrium roll rate. 
Static derivatives, Yv, L-v and Kv, were already available for 
Oe = 00 as presented in Chapter 4, extracted, via linear 
regression, from the R. A. E. llift x 8ft W. T. data. Oscillatory 
rig data for ! v, 
rjvp Rv and Lp, rjr, rip and rir (the dynamic 
derivatives being in the form of combined derivatives) as 0 well as rotary rig Lp and N were also available for 0=0 
Longitudinal derivatives, 2wP# rAw6 2q and r4q were available 
from oscillatory tests, at 0=0. 
Turning to steady sideslip data, oscillatory measurements 
Pj and "R were available for of Zwo P 
Mq* Lq, ýp ý%Aetween 
a=d 24 Thus the dynamic data 
-- ýPi2r 
and ýe =- 60 0 
for steady sideslips was limited. 
By contrast a full set of longitudinal, lateral and cross- 
coupling static derivatives was obtained for $= -6(1)60, 0e a 0(2)40 using various aerodynamic coefficient slopes 
measured from the original R. A. E. 11ift x 8ft wind tunnel 
data. The formulation of these derivatives using the 
computer program SDERIV6 is now described. Table 6.1. 
summarises the sources and a, a ranges of the various 
derivatives used in the eigenvalue analysis. 
Program SDERIV6 was written to evaluate the derivatives of 
Cx, Cz, Cmp CLP Cn and Cy with respect to the static 
ZI I 
00 variables u, v, w for a= 0(2)40 and 0= -6(1)6 The 
program reads in CDP CLP Cm, FyP Ct and Cn wind tunnel 
data, the sideslip angle at which the derivatives are to 
be evaluated and constants such as span and =C. In its 
final form, for calculating derivatives at steady roll, yaw 
and pitch rates, the required equilibrium rates plus all 
available dynamic derivatives are input as well. Dynamic 
stability axis moment S47 are calculated in the program and 
were described in the previous chapter. 
The program evaluates the slopes of the aerodynamic coeffic- 
ients (general coefficients will be represented in this 
section by CK (force) and C (moment)) with res 9 ect to a, 
at the sideslip being consiaered, for a= 0(2)40 and then 
evaluates CK C- at each a. Two slope routines were 
available: a5'LSBE, which evaluated the gradient at a 
given point using 5 adjacent data points and stored the 
slope in an array. b) Function SLPE, which evaluated local 
slope using a straight line fit between two points. The 
gradient was not stored in an array but used as calculated. 
The slopes CK(X, C ic; and CKa, Cja are then used, together 
with sines and cosines of a, a, dynamic derivatives and 
equilibrium rates (where necessary), to calculate the 
required derivatives with respect to UP v and w. First of 
all derivatives of CZ and Cm are calculated and then 
derivatives of Cy, 
ýtland 
Cn- 
The derivation of the expressions used for the derivatives 
of forces and moments, in terms of aerodynamic coefficients, 
is presented in Appendix F. The calculations follow those 
given in Ref. 45, Part 4, but use conventional definitions 
of aand a, at and as (see Figure F. 1 (Hopkin 45 gives 
results in terms of angle of downslip, as, and flank angle 
of attack, Ot)). It is probably true to say the difference 
between the results, using the different definitions, is very 
small. Expressions used for the derivatives are as follows 
(shown for a general force, CK, but also the same for 
moment derivatives, Cju, Cjv and Cjw): 
Ku UCK)ecosaecosa 
e-(CKa sinaseco+CKaeosasina 
)e 
-(K p py+Kq qy 
+K 
rry)e Cosa e 
Cosa 
e 
(6.4) 
v sina COSO cosasecO-CK sinasino) Kw (2CK)e 
e e+(CKa ae 
ppy 
+K 
qqy 
+K 
rry)e 
sina e 
Cosa 
e 
(6.5) 
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%. 0 
Kv (2CK) 
e sinß+(CKßeosß 
)e- (Kppy+K 
qqy 
+K 
rr y)es 
inße 
(6.6) 
The next section presents some results from the SDERIV6 
program, illustrating the effects of sideslip on the static 
derivatives. 
6.2.2.2 Longitudinal and Lateral Derivatives 
The derivatives Xu, Xw, Zu, ZwP Mn and as evaluated by 
SDERIV6 for Oe "' 00 , are shown in Figs. 
A 
to 6.4. The two 
slope routines give reasonable agreement (shown by 'SLPE1 
and ILSLPEI on the figures), and, in general, compare well 
with results evaluated at the RAE 113 . For 
2w, shown in 
Fig. 6.3, the oscillatory measurements from longitudinal 
tests, described in Chapter 4, are also presented for 
comparison, and agreement with the static measurements is 
reasonable. Agreement between oscillatory and static data 
is not so good for the pitch stiffness derivative, ý 
r1w 
(equivalent to C% ), shown in Fig. 6.4b. 
The RAE results for M show a value of approximately zero MU 
up to a= 200 (Fig. 6.4a) due to the Cm at low a being 
trimmed out in their calculations. From equation (6.4) for 
ku (and also Su), rdu is mainly 2Cm at small a and $ and so 
for configuration C would not be expected to be zero at this 
a and a. It is, of course, necessary to have Cm =0 for trim 
conditions and in simple rectilinear flight, with zero body 
angular rates, this would imply Au equal to zero. However 
for non-zero equilibrium conditions, YJU need not necessarily 
be zero, as inertia terms now make a contribution to 0 
in the pitching moment equation (see eqn. (2.5)). 
The lateral derivative Lv, for 0=00, is shown in Fig. 6.5. 
Thsre is a large loss in dihedral stability at a= 360 to 
38 , shown in Fig. 6.5a, for 
tv calculated using SDERIV6. 
The corresponding RAE calculations, which were based on 
straight line fits to 0= ±60 data, do not show this peak 
and thg reason for the peak is shown in Figs. 6.5b, c. Above 
a= 34 , the sideforce and lateral moments are markedly non linear with sideslip (as indicated in Fig. 4.5) and at a= 360 
Ck shows an upward turn at 0= -10 and a local peak near 
00 
0 
(Fig. 6.5b). Using a straight line fit between 
±6 smooths out this local peak, but SLPE and LSLPE 
show CZ, as increasing locally at 00 (Fig. 6.5c). 
Values of Nv and Yv showed similar, but less marked, differ- 
ences to the R. A. E. measurements (Fig. 4.6), above a= 340, 
depending on how the relevant slopes were measured. 
Effect of sideslip on some of the longitudinal and lateral 
derivatives, using the function SLPE in SDERIV6, is illustrated 
in Figs. 6.6 to 6.8. Ev shows very large variations with 
sideslip above a= 220 and shows a peak at a= 240 for both 
positive and negative sideslip. The peak noted for ý=0 
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at a= 36-380 in Fig. 6.5a, moves back to a= 36 0 at positive 
sideslip and extends to a complete loss (increasing_ 0 positive Lv) of dihedral stability at sideslips of 5 and 
-6 
0. 
0 Nv shows less dramatic changes with sideslip until a= 34 0 is reached and then it shows a very sharp loss for ý= -5 
and -60 (Fig. 6.8). 
6.2.2.3 Cross-Coupling Derivatives 
Some of the important cross-coupling derivatives, with effects 
of sideslip, are shown in Figs. 6.9 to 6.11. _MV 0 
attains large 
values at high angles of attack and ý= -50, -6 and has been 
found in the past to be a term providing major aerodynamic 
coupling, for some configurations' 14 . 
fW, and Rw are also 
known to be significant in some cases and Figs. 6.10 and 6.11 
show that for the HIRM at negative sideslip, these derivatives 
exhibit large peaks at a= 220. In addition, tw attains high 
values at a= 280 and 400. 
6.2.2.4 Effect of Equilibrium Angular Rates 
The equations for the static derivatives Ku, Itv and kw, shown 
in (6.4) to (6.6), include terms to allow for the effect of 
non-zero, steady roll, pitch and yaw rates and derivatives 
were calculated for a number of equilibrium angular rates. 
Dynamic derivatives, needed in equations (6.4) to (6.6), were 
used from oscillatory rig tests, where available. Although 
the oscillatory rig results (see Chapter 4) were in the form 
of combined derivatives, with acceleration derivatives 
included, they were considered adequate for use in the static 
derivative equations. 
Effects of rates up to 6001s proved to be very small, typically 
much less than 10% change in magnitude of the derivative. 
Results from the eigenvalue analysis for non-zero angular 
rate cases, with the 'correct' static derivatives, were hardly 
any different to those obtained by setting pYP qy and ry to 
zero in equations (6.4) to (6.6). 
Having determined the linearised form of the equations of 
motion and developed means of evaluating the terms in the 
system matrix, for non-zero equilibrium conditions, the next 
step was to perform the eigenanalysis. For this, program 
EIGEN was written. 
6.2.3 Program EIGEN 
EIGEN evaluates the eigenvalues and eigenvectors of the 
system matrix shown in Fig. 6.1. Equilibrium conditions and 
derivatives are read in, as well as flags, to set calls to 
eigenvalue solving routines and to set either the uncoupled 
(longitudinal and lateral equations separate) or the fully 
coupled system matrix for solution. 
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The eigenvalue routines used were: a) EIGNp77, as used in 
the ROOTS program, described in Chapter 4, and b) a routine 
from the Numerical Algorithms Group library'15. Eigenvalues 
for a particular case are the same whichever routine is used, 
but eigenvectors differ slightly. EIGNP normalises complex 
eigenvectors so that the component with the largest value 
in the modulus has its real part equal to 1 and the 
imaginary part equal to zero, and normalises a real vector 
so that the sum of the squares of its components is equal 
to 1. The NAG routine normalises both real and complex 
eigenvectors so that the sums of the squares of their 
components are equal to 1. Eigenvectors calculated in the 
ROOTS program differ again from those given by the uncoupled 
lateral equations in EIGEN, as ROOTS uses non-dimensional 
variables V= v/V, ^P = Pr and r= r-r where r is the unit of 
aerodynamic time, given by 
m 
lpsv (6.7) 
EIGEN uses dimensional variables. 
6.2.4 Results for Stead 
Complete data was available for 
static derivatives were available 
only measured dynamic derivatives 
for a= -60, so this sideslip was 
analysis. 
Sideslips 
00 and, as described, 0 for -6(1)6 The 
at non-zero sideslip were 
selected for the main 
6.2.4.1 Zero Sideslip 
Fig. 6.12 shows the migration of roots with angles of attack 
for 0= 00 and the effects of coupling the equations. The 
roots in Fig. 6.12a show the uncoupled dutch roll going 
unstable at 230a and remaining so up to 400a, apart from a 
small region of stability near a= 300. The short period 
motion undergoes large changes in damping, becoming generally 
less stable at higher angles of attack. These high frequency 
oscillatory modes remain two distinct modes throughout the 
angle of attack range shown. The phugoid mode shows 
instability at around 120 to 180 angle of attack. 
Turning to the coupled roots shown in Fig. 6.12b, it will be 
observed that the effect of coupling is quite small, and 
the remarks made for the uncoupled modes also apply in 
general, for the coupled modes. It will be convenient, where 
possible, to refer to coupled modes by names used for the 
equivalent uncoupled modes, although at high angles of attack 
this may be a little misleading, where the modes now contain 
significant contributions from both longitudinal and lateral 
response variables. 
The effects of setting various cross-coupling terms to zero 
in the full equations were examined and found to be small. as 
9b 
indicated by the results for neglecting all the cross-coupling 
terms. 
Hreha and Lutze 33 made comparisons between different types 
of aerodynamic model for looking at eigenvalues in post 
stall, equilibrium spin conditions and concluded that the 
incorporation of separate rotary and acceleration derivatives 
yielded the best results. For the HIRM analysis, combined 
derivatives have been used, with t terms being incorporated 
exactly in the concise derivatives (shown in Appendix E) 
by expanding the lateral forces and moments in terms of 
u, w, q, v, p, 
0r 
and ir. The availability of pure rotary 
data for a=0 conditions meant it could be used in the 
eigenvalue analysis to compare with the oscillatory data 
results. It should be remembered, though, that the rotary 
data in body axes contains correction terms from oscillatory 
tests (as outlined in §4.8). Eigenvalues obtained when 
using rotary rig dynamic derivatives are shown in Fig. 6.13. 
Small changes from Fig. 6.12b are apparent but overall 
trends are the same. The dutch roll at a= 320 is now 
stabillsed and it is interesting to note that the rotary 
rig tpli (Fig. 4.16) shows a stable peak at this a, compared 
with the oscillatory data. 
It would be interesting to obtain pure yawing derivatives 
and use such data in an eigenvalue analysis. The ultimate 
test of the various aerodynamic models will lie in 
comparisons with free-flight drop tests, during which, it is 
hoped, a number of non-zero equilibrium states may be flown. 
6.2.4.2 Non-Zero Sideslip 
The effect of -6 
0 sideslip on the roots is shown in Fig. 6.14 
and immediately obvious is the significance of coupling in 
the equations when there is some sideslip. Angle of attack 
range is now a= 120 to 240 because of lack of dynamic 
derivative data. The short period and dutch roll modes 
are the most affected by the coupling, the dutch roll roots 
being stabilised by the coupling. At 9= -60, L-V shows a 
marked decrease in magnitude at a= 24 (Fig. 6.6) and this 
is reflected in the uncoupled eigenvalues by the unstable 
dutch roll at a= 240. In the coupled system, it seems that 
the "short period" roots become two real positive roots at 
*= 200. This is significant as it indicates instability, 
* divergence. 
Unstable real roots appear again at around 220a in the 
a= +60 coupled system (Fig. 6.15). For this sideslip, 
although a complete set of static derivatives was available, 
estimates had to be made for the dynamic derivatives, so 
the eigenvalues should 0 
be regarded with more caution than 
those shown for 0= -6 Lp, 
9p, tr and Iýr were used from 
a= 00 oscillatory resuits. For the derivatives 
2q, Mq 
and tq, values at negative sideslip showed the same trends 
as for a=00 and hence it was estimated, in the absence of 
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other data, that ý= +6 0 derivatives would show týgse trends 
as well. 2p and Mp differed so much between ý=0 and -60, that for a= +6 0 they were set to zero (Figs. 4.12c, d). The 
remaining dynamic derivatives-were also assumed to be zero 
for a= +60. These approximations meant little further 
analysis could be done on the a= +60 case, but the a= -60 
results were examined in more detail. Having cross-coupling 
dynamic derivatives available for 0=- 60 meant the effects 
of each one, in turn, could be examined on the coupled roots. 
It was difficult to follow modes through the angle of attack 
range by looking at the eigenvectors, because of the rapid 
changes in phase relationships and magnitudes of the response 
variables. Typical eigenvectors are shown in Fig. 6.16. 
Figure 6.16a shows the uncoupled system dutch roll eigen- 
vectors from a= 120 to 240, along with the equivalent 
coupled system eigenvectors. Up to a= 220 the coupled 
eigenvectors are similar to the uncoupled results apart 
from the appearance of the w component (equivalent to angle 
of attack). The components of the eigenvectors are normal- 
ised with respect to the largest component and only those 
with amplitude above 5% of the main component are shown. 
Figure 6.16b shows coupled low frequency oscillation eigen- 
vectors (equivalent to uncoupled phugoid mode). 
By selecting some high angle of attack cases for examination 
it was hoped that the most important derivatives responsible 
for the effects, typified by the results in Fig. 6.14, could 
be identified. In particular, the appearance of real roots 
at a= 20 0 was to be looked at. 
It was found that of the cross-coupling derivatives available 
for 0= -60, 
Rv, ýv, 2p, Ju, 1w, Ru and r-q could be deleted 
from the coupled equations without making a significant 
difference to the eigenvalues of the system. To illustrate 0 this, Fig. 6.17 shows the eigenvalues for a= 18-240, $= -6 
with just Mv, Mp, Lu, tw and Kw in the equations. The eigen- 
values are almost the same as those shown in Fig. 6.14 for 
the fully coupled system. The effects of each of these cross- 
coupling derivatives on the eigenvalues was examined and the 
most important results are shown in Figs. 6.18 to 6.20. 
Removing M did not MP= 0 roots at a 20 bu 
not appearing until 
removing tu brought 
out tw as well, led 
still unstable. 
affect the_appearance of the real positive 
t removing Mv resulted in these roots 
a= 240(Fig. 6.18). The effect of also 
the positive roots together and taking 
to the roots becoming complex, although 
Fig. 6.19 shows again the effect of L-u on the roots, removal 
from the basic system resulting in the appearance of real 0 positive roots at a= 24 . These real roots 
become complex 
when rw is removed as well. 
Removing L'jw alone, also resulted in the delay of real positive 
roots appearing until a= 24 0 (Fig. 6.20), and removal of Mv 
as well, brought the roots together slightly. As seen in 
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Fig. 6.19, it took the removal of Lu to make these roots 
complex. 
The_effect of, removing Nw was not as dramatic as the effects 
of Lu, Lw or Mv but resulted in a delay 0 of 
the appearance 
of the positive real roots until a= 22 . 
It thus appears that -Lu, Lw and, to a lesser extent, r1v are 
the main parameters responsible for the appearance of the 
real positive roots at a= -60 sideslip,,, Johnston and Hogges' noted the importance of r4w and Lw at sideslip-on 
the A. 7 aircraft. For the HIRM, Figs. 6.6 and 6.10 show 0 Lv and L-w for a= 18 to 240, are of opposite sign at 0=0 
but are the same sign (negative) at a= -60. Thus, negative 
sideslip would result in the rolling moments augmenting 
one another as a increased. Y? w (Fig. 6.11) is positive for a= -60, for a= 18 - 240, and so is restoring for positive 
a compared to negative Kv. 
6.2.4.3 Effects of Steady Roll Rate 
Some effects of roll rates of ±30 0 Is with and without side- 
slip as equilibrium conditions were examined. In the 
uncoupled equations, equilibrium angular rates only come 
explicitly into the equations in the form of qe, SO fully 
coupled system results are presented in this section to 
illustrate the effect Of Pe- 
Fig. 6.21a shows the relatively small effect, on the 00 
roots, of Pe = 300/s (c. f. Fig. 6.12b)., The dutch roll goes 
unstable at just over 200a and the short period remains 
oscillatory from a= 100 to 240. 
With -6 
0 of sideslip, the dutch roll is stabilised by 
Pe = 30 0 Is (Fig. 6.21b, c. f. Fig. 6.14), although the real 
positive roots characteristic of this a are still present. 
The results, shown in this figure, using static derivatives 
correctly evaluated for 0= -60, Pe = 300/s, were almost 
exactly the same as results obtained using 0= -60 deriva- 
tives. Stengel'" notes that it is to be expected that 
roots would be different, depending on whether an aircraft 
is sideslipped into, or out of, the rollinu motion and 
Fig. 6.21b also shows the effect Of Pe = -30 Is. The dutch 
roll is destabilised by this roll rate but real positive 
roots have not appeared as a= 200 is reached. 
6.3 Simulation 
In view of the availability of oscillatory measurements of 
cross-coupling dynamic derivatives for the HIRM and the 
importance attached to them in high angle of attack flight, 
it was decided that an interesting study for the simulation 
would be an assessment of their effect on the response of 
the HIRM. In a similar way, the availability of rotary rig 
data for the HIRM meant that a preliminary assessment could 
be made of its effect in a simulation model. This section 
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continues with a description of the mathematical model used 
in the simulation program, goes on to outline the program 
itself and ends with results from the simulation model, 
covering the effects of cross-coupling derivatives and 
rotary rig data. 
6.3.1 Mathematical Model 
The general equations of motion in body axes are those 
shown in equations (2.1) to (2.9) and the six degree of 
freedom model solves these equations using the available 
wind-tunnel data in the form of 'look-up' tables. The 
simplest formulation of the data was employed. For instance, 
input variables were omitted, where small, or negligible, 
dependence of the force or moment on those variables was 
apparent. 
A question to be answered using the simulation, was how 
the different forms of aerodynamic data could be combined 
within the model over different parts of the flight regime? 
Static wind tunnel data correctly represents non-rotating 
steady conditions and rotary data includes the large 
amplitude rolling motion effects. Oscillatory data 
provides dynamic derivatives but does not include the 
effects of the rotation of the flow about the aircraft, 
such as occurs in spinning or rolling. At high angles of 
attack, with separated flow conditions, how accurate is it 
to superpose the reactions from the above characteristic 
motions, as it would not be expected that the flow fields 
could be superposed to produce the complex flowfields 
about the free-flight model' 16 . 
Anglin 41 mentions that the "conventional technique of 
combining static and forced oscillation data has been found 
to provide a generally valid aerodynamic representation 
through the stall/departure region where the motions do not 
contain significant steady rotation rates". The current 
work has taken a preliminary look at the use of rotary 
data and its effects on simulations in the pre-stall/ 
departure region and has shown up some interesting results. 
Previous workers have tended to concentrate on spins, 
using rotary data, and the oscillatory spin entry phases, 
where conventional models have been used. 
The formulation of the body axis forces and moments for the 
HIRM simulation is shown in Fig. 6.22 and includes static, 
oscillatory and rotary rig data. As far as possible, data 
for a= 00 to 400, configuration C, has been used, but in 
the case of some oscillatory data, only a= 120 - 240 
results were available (see Table 6.1). For the a range of 
120- 24ýalthough measured oscillatory derivatives were 
available for 0= -60, as well as a= 00, the likely 
asymmetries in the sideslip behaviour meant that no extra- 
polations were made to a= +60. All oscillatory data was 
thus input as a function of a only. 
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Static data from HIRM 1 tests includes effects of sideslip 
up to a= ±60. Configuration C data has been used and 
effects of change in nT are ignored as Ref. 90, Fig. 13, shows 
the variation of static derivatives with nT to be fairly 
small. Although HIRM I is not the definitive configuration, 
it is still useful to look at simulations using HIRM 1 
data for comparisons with later flight trials and results 
from HIRM 2. 
The HIRM 1 tests indicated that the tailplane was a power- 
ful trimming control and so tailplane was used for trimming 0 in all the simulations, nC being fixed at -10 Compared 
to other canard setting angles, for nC = -10, the variation 
gf trim a with nT was almost linear over the rangea = 10 - 35 
ZYIT and MTIT were used as functions of angle of attack only 
(see Fig. 4.4), there being little effect of canard deflection 
on them. Lateral control derivatives due to ý and differen- 
tial tailplane deflection, ýTs were also used in the 
simulation as functions of a only, effects of change in 'IT 
being ignored. 
Rotary rig data, when used in the simulations, was incorporated 
in place of the oscillatory roll data and was incorporated 
as a function of a and (pwb/2V), where 
pwp 
Bcosa +rB sina (6.8) 
The a range used was 100 to 400, while (pb/2V) was in the 
range ±0.17. Typical data used is shown in Fig. 4.14. In 
contrast to its use in the 3 degree of freedom simulations, 
the rotary data could now be incorporated exactly, in the 
6 degree of freedom simulation, via 116ok-up' routines, using 
(pwb/2V) and a. (For the 3 d. o. f. simulation, rotary data 
had to be converted to body axis derivatives using small 
amplitude yawing data as described in §5.6.4.2. ) 
No data for a greater than 40 0 was included in the simula- 
tion model, as it was not intended to look at post stall 
flight or spins. 
After developing the non-linear force and moment version of 
the HIRM simulation, the program was modified to enable a 
linear six degree of freedom simulation to be run. This 
not only meant a direct comparison of results could be 
made, with those from the non-linear model, but also it 
meant that the effect of some static cross-coupling 
derivatives could be examined. 
6.3.2 Program SIMUL6 
This FORTRAN program is an extensive revision of program 
SIMUL (see §2.5.2) and was implemented for use on a 
VAX 11/782. The overall layout of the program is shown 
in Fig. 6.23. Integration routines and graphical software 
used the same subroutine libraries as SIMUL (§2.5.2.2). 
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6.3.2.1 Program Description 
Constants such as feedback gearings, aircraft details 
(inertias, mass etc specifically for the drop test models), 
integration controls and graphical output controls are input 
in the initialisation segment of the program along with 
initial conditions for the variables V(m/s), 0(degrees), 
a(degrees), p(degrees/see), q(degrees/sec), r(degrees/sec), 
0(degrees) and 0(radians). Also set, are control angle 
changes for the run and flags to control: 
a) the choice of integration routine, NINTGRT; 
b) the choice of equations, NCOUPLE. Lateral and 
longitudinal uncoupled or fully coupled. The 
equations used are those shown in equations (2.1) 
-(2.9)). NCOUPLE also controls the call for 
coupled linearised equations; 
C) the choice of experimental data, NRO. (Oscillatory 
rig data or rotary data); 
d) a call to subroutine EVLAM to calculate local 
damping factor, X, and frequency, w, as a function 
of response variable amplitude for V and p. 
Subroutine TRIM sets the symmetric tailplane angle, nT, to 
trim, given the a input as an initial condition and INERT is 
called to set up inertia constants used in the equations of 
motion (see Tomlinson, Ref. 117). 
The equations of motion are then integrated, in first order 
form in body axes, the equations for A, -ý, ýv, 4, $, 6 and 
T being as shown in Chapter 2 (equations (2.1) - (2.3), (2.5) 
and (2.7 - (2.9)), while the equations for b and f have the 
product of inertia b and k terms eliminated (e. g. as shown 
by Tomlinson, Ref. 117). 
Subroutine AERODYN is called at each stage in the integration 
to evaluate the aerodynamic forces and moments in body axes, 
as functions of a, 0 and, in the case of rotary data, (pwb/2V). 
Look-up routines were those used by the author in previous 
simulation work"e, based on linear interpolation of the data. 
Depending on the value of the flag, NCOUPLE, cross-coupling 
derivatives are either evaluated from the measured Oscillatory 
data, set to values input to the program or omitted, in the 
case of the unco led equations being used. Oscillatory rig 
measurements of 
ý, 
Mp and ýp were incorporated in the 
program for use in the a= 120 to 240 range. Nq was not 
available from the oscillatory tests but could be input 
separately, at fixed values, for sensitivity studies. Rotary 
data could either be omitted or incorporated in place of Lpo 
and 9po. 
Equations of motion are formulated either as coupled six 
degree of freedom equations or as uncoupled lateral and 
longitudinal equations (Fig. 6.23). 
As well as the above non-linear formulation of the forces and 
moments (although fixed derivatives can be read in, as 
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mentioned, for the dynamic cross-coupling derivatives), SIMUL6 
also incorporates a linearised set of forces and moments for 
a six degree of freedom simulation. When the flag, NCOUPLE, 
is set to 6, AERODYN is not used to formulate the forces and 
moments for the equations of motion. Instead, subroutine 
TRIM is used to set the trim pitching moment, lift and drag, 
and the perturbation forces and moments are formulated 
directly in FCN using aerodynamic derivatives for the 
particular trim condition. Derivatives remain constant 
throughout the response simulation. The use of a linearised 
six degree of freedom simulation enabled useful comparisons 
to be made with the full force and moment model and also 
meant that the effects of some static cross-coupling deriva- 
tives could be investigated. 
Digital and graphical time histories from SIMUL6 are output 
via subroutines OUT and DRFGS as for SIMUL (§2.5.2.3). 
6.3.3 Results 
6.3.3.1 Preliminary Tests on Full Force and Moment 
Model 
First assessments of the simulation program were made using 
trimmed, straight glides at various angles of attack, up to 
the onset of lateral instability, at a= 220. Measurements 
of short period and lateral dynamic characteristics were 
made using responses to differential and symmetric tailplane 
deflection, ýT and nT- Some of these results are compared 
with results from linearised (eigenvalue) analysis in Table 
6.2 and show reasonable agreement. 
The C configuration of the HIRM will trim out at between 290 
and 350a in free flight (predictions differ according to the 
static wind tunnel data used) and for the drop model tests, 
trimming at such an a will require the use of a control 
system to stabilise the motion. Some work has been done at 
the R. A. E. on the required control system and one proposed 
system involves a sideslip to rudder feedback, via a gain KC,. 
This can be thought of as either a change in the rudder 
angle from C to (C+Kj, v), or as a change in_the Lv and 9v 
derivatives such tha they become (Lv+KCaVLC) and (RV+K Cý VY 
respectively. 
With K, a negative, LC positive (up to a= 350 on the HIRM) 
and 11C negative, this leads to an increase in dutch roll 
frequency and a re-distribution of damping, such that the 
dutch roll isstabilised at the expense of the spiral mode. 
Fig. 6.24 shows the basic HIRM trim at a= 28 
0 with divergent 
dutch roll of period just under 5 secs. The short period 
motion is just discernible, before simulation limits are 
exceeded, and has a period of 2 secs. The eigenvalues for 
a= 280 show an unstable dutch roll, 0.449±1.191i, of period 
5.28 secs and a stable short period oscillation, -0.395±1.927i, 
of period 3.2 secs. 
luz 
The effect of sideslip to rudder gearing with K 0.7 on 
this case is shown in Fig. 6.25, where an initiai'Vof O. '03rads. 
has been used to excite the dutch roll. Eigenvalues for this 
system are all stable except for the spiral mode. The dutch 
roll eigenvalues, -0.539±10.717ishow the expected increase 
in frequency, the period of oscillation now being 0.59 seconds, 
with time to half-amplitude being 1.29 seconds. These agree 
very well with the characteristics shown in Fig. 6.25. The 
low frequency oscillation apparent in the simulation has a 
period of 11 seconds and the only other oscillatory mode 
predicted by the eigenvalue analysis is the phugoid of period 
15.62 seconds. 
Having examined some of the basic characteristics of the HIRM 
with the simulation, the main intention was to examine the 
sensitivity of calculated motions to rotary and oscillatory 
data and to look at the effects of cross-coupling aerodynamics 
on the predicted motions. 
It is widely accepted that modelling of spin entries and 
developed spins requires the use of rotary data, with angles 
of attack of 450 to 900 being typical for these cases. It 
was not intended to use the simulation program for spin 
modelling but rather to concentrate on lower angle of attack 
regimes and see how significant rotary data was, in these 
cases. In the past, rotary data has not commonly been 
available below around 500a. 
With these considerations in mind, some suitable flight cases 
were sought for examination. Although steady sideslip at 
0 ='-60 had been examined using eigenvalue analysis, the 
limited amount of sideslip data available meant a useful 
simulation exercise could not be completed for steady side- 
slips. Banked turns were eventually chosen as a useful steady 
state on which to carry out various tests and they would also 
provide useful indications as to possible modes of departure 
at high angles of attack. Because of the relatively small 
roll rates in the turns (body axis roll rates were often 
below 1001s), it was thought that other manoeuvres would have 
to be looked at, to show up the effects of the rotary data. 
However this proved not to be the case and some interesting 
results were obtained, e. g. due to the asymmetries in the 
rotary rig data. Orlik-RUckemann 112 has described some of 
the effects of cross-coupling aerodynamics on flight in 
banked turns and banked turns for the HIRM also provided a 
useful datum condition for examination of cross-coupling 
effects. 
The next sections describe, first, the results of the banked 
turn simulations and then the findings of the tests on cross- 
coupling effects. 
6.3.3.2 Banked Turns and the Effects of Rotary Rig 
Data 
The basic equations used for calculating the steady state 
diving turn conditions were approximated by those for a 
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level flight path turn. In this case: 
Lcosý mg 
I 
n coso 
11 taný v 
PO 4 sine 
qo coso sino 
r coso coso 0 
In terms of body axis vertical force, Z, given by 
cosa 
(6.9) becomes 
-Z 
cosan mg 
So v2 nmg cosa 
-SJPCZ 
(6.9) 
(6.10) 
(6.11) 
(6.12) 
(6.13) 
(6.14) 
(6.15) 
(6.16) 
It was found that these equations enabled a reasonable turn 
to be set up at a given a. Having calculated the equilibrium 
body rates for the turn, the control angles required would 
be calculated using the simple 3 degree of freedom lateral 
equations. For these calculations oscillatory derivatives 
were used as these provided a consistent set of data, i. e. 
all derivatives were available in body axes as opposed to 
Using rotary data, from which consistent body axis derivatives 
could not be calculated. In general, this meant that the 
calculations were adequate for setting up simulations using 
oscillatory data but, as will be seen, for the higher a turns, 
using rotary data, the simulation turn conditions would often 
be quite different to the calculated ones. 
Using the simulation with oscillatory dynamic data, banked 0 turns were modelled at an intermediate angle of attack, 13 
(case 1), and two higher values, 180 (cases 2,3) and 200 
(case 4). The highest steady a achievable with the simula- 
tion was 200, without the response being prone to divergence, 
which started at around a= 220. A few attempts at turns at 
a= 220 and 300 showed rapid divergences, to be expected, with 
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the basic aircraft, because of the lateral instability at 
these angles of attack. Some details of the responses are 
shown in Table 6.3. 
The effect of incorporating rotary rig data has the smallest 
effect on case 1, a nominally 600 banked turn, at a= 130. 
The run with oscillatory data only, shows a bank angle of 
slightly more than 600. The roll rate given by (pwb/2V) is 
small and for this value CZR, from the rotary rig tests, is 
neggtive, with LPR B (as 
Lhown in Fig. 4.16) slightly more than tp Thus. when rotary data is used in place of Ln,, and Npop 
a Liferent bank angle is set up, ýhe negative Cyn-leading 
to a smaller bank angle. Reduced T means smaller body axis 
angular rates, although for the small roll rate, the negative 
CZ means negative sideslip is set-up, to provide a balancing 
Cj from the static data. 
Cases 2 and 3 (Table 6.3) show even greater changes depending 
on whether rotary data is incorporated in the simulation or 
not. In the case of a= 130, enough damping was provided by 
the rotary data on its own, as a function of d and (pwb/2V), 
to produce a stable banked turn, albeit at a smaller bank 
angle than with oscillatory data on 0 
its own. Now, in cases 
2-and 3 initially set up at a= 18 , with bank angles of 
-550 anA -440, respectively, using oscillatory data, rotary 
data on its own is not sufficient to produce a stable banked 
turn. In case 2, a limit cycle oscillation is set up as 
shown in Fig. 6.26, the amplitude in pB being 0.68 radians/s. 
In wind axis, non-dimensional form this is (pwb/2V) = 0.02, 
which indicates that the kink in the C ZR 
B against (pwb/2V) 
curve at around a= 200, (pwb/2V)= 0.02 (see Fig. 4.14b), is 
responsible for the limit cycle behaviour. Case 3, again 
with an a of 180, but now at a higher 0, and so smaller body 
axis roll rate, becomes divergent when only rotary damping 
data is included. 
Case 46 with oscillatory data only, was a steady turn at 
a= 20 and (D = -590 which rapidly diverged, when only 
rotary damping was used in the simulation. Static lateral 
instability meant no steady banked turn was achievable above 
220 as indicated in Table 6.3. 
6.3.3.3 Effects of Dynamic Cross-Coupling Derivatives 
1- 6.3.3.3.1 General 
At high angles of attack, some of the dynamic cross-coupling 
derivatives for fighter aircraft configurations, can be of 
19 similar importance to the traditional dynamic derivatives' 
This part of the thesis describes some preliminary investiga- 
tions into the sensitivity of response to cross-coupling 
dynamic derivatives, for the HIRM. 
Simulations were performed for level trimmed flight at a= 18 0 
and for turning flight at a= 180, n=2 (case 2, Table 6.3). 
Only oscillatory dynamic data was used for the level flight 
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cases but the effects of rotary data were looked at in the 
cases of turning flight. 
After initial runs to check the trim conditions, simulations 
were run with full aerodynamic forces and moments including 
the measured cross-coupling dynamic derivatives, presented 
in §4.7.4. These were the nominal cases and subsequent runs 
assessed the effects of varying the values of the cross- 
coupling derivatives. Perturbations to the flight conditions 
were introduced by differential tail pulses (AET)i or by 
initialising 0 with a non-zero value (say 50), for tests on 
lateral into longitudinal derivatives (e. g Mp). Symmetric 
tail pulses WT) were used for examining 
ihe 
effects of 
longitudinal into lateral derivatives (e. g. Lq). 
6.3.3.3.2. Wings Level Flight and the Effects of tcLNq 
Sensitivity of the motion to variation in Lq and Nq is shown 
in-Fig. 6.27 for a= 180, wings level, trimmed flight. The 
perturbation to the steady flight was via a symmetric tail 
plane pulse of -4.20 for 0.5 second at t=5 secs. At 
a= 180, the nominal value of L-q was +0.13 (Fig. 4.12). Rq 
was set to zero for the nominal case as there were no 
oscillatory measurements available for it. 
All the responses are stable and the nominal case shows-the 
smallest excursions in response variables. Even using Lq=l ,0 (compared to the largest value of Eq, measured in the oscillatory 
tests at $= -6ý of +0 64) gave a well damped response. 
Reversing the sign Of 
tq 
and Rq gave an almost mirror image 
response to that obtained with L4 = Yiq = 0.5 
6.3.3.3.3. Turning Flight 
Taking the turning flight case 2, in Table 6.3, as datum, the 
effects of cross-coupling aerodynamics were examined using 
various combinations of dynamic data and control inputs. 
With just oscillatory data, sensitivity of response to a 
I second control pulse, AýT = 2.80 was examined with a= 180 
and 0= -550 (case 2, Table 6.3). It was thought that with 
the steady roll rate in the turn, the effect of could have h 
0.2 (c. f. led to a divergence but, even with Mp at a value o 
maximum value of 0.185 from oscillat 
' 
ory tests). hardly any 
pitching response was obtained to the ET input. 
Next, taking the datum flight case with oscillatory data 
included, the response to symmetric tailplane pulses was 
examined. The nominal angle of attack for these cases was 
180, with bank angle, 0, of around -550. Responses 
*were 
examined with and without the dynamic cross-coupling 
derivatives tp, 9p and Eq. The values of these derivatives 
were those measured in the oscillatory tests, shown in Fig. 
4.12., Various size rIT pulses were used to examine responses, 
with a view to looking at how the simulation predicted 
divergences, in turning flight. 
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Response to AnT ý -50 at t=8 secs for 0.5 sec is shown in Fig. 6.28 and shows the main effect of omitting the cross- 
coupling terms is to reduce the damping of the system, 
although the effect is quite small. For this particular 
turn, it will be recalled that with purely rotary damping 
present, a limit cycle motion was set up (Fig. 6.26) and the 
effect Of AnT = -20, for 0.5 sec. at t=8 secs, on this 
motion is shown in Fig. 6.29. The effect of the cross- 
coupling derivatives is small on the divergent motion, 
predicted for this particular control input. Omission of 
the cross-coupling terms from the basic response, without 
a control input, was also found to lead to divergence 
(Fig. 6.30) 
The limits of the sideslip data are actually exceeded at 
t= 13.2 seconds in Fig. 6.30 but the time history continues 
a little longer using extrapolated data. With,, pitch rate 
positive, in the basic motion (see Fig. 6.26), Lq (with a 
value of 0.13) is providing a roll damping contribution so 
its removal results in the divergence, shown in Fig. 6.30, 
as roll damping is reduced. 
For the system with oscillatory damping-terms present, the 
responses to AnT inputs showed the typical characteristics 
of non-linear system behaviour, in that the response details 
depended on the size of the control input. For all AnT 
inputs up to 9.20 the response remained stable, with and 
without*the dynamic cross-coupling terms. 
6.3.4 Results from Linearised Six Degree of Freedom 
Simulation 
6.3.4.1 General 
The linearised six degree of freedom simulation used deriva- 
tives evaluated for the program EIGEN and which were 
described in §6.2.2. Responses for a= 180 were concentrated 
on to provide comparisons with results from the full simula- 
tion. Symmetric, trimmed flight was used as the basis for 
looking at dynamic cross-coupling derivative effects and 
also'provided the opportunity to examine static cross- 
coupling derivative effects. 
The , response to a symmetric tailplane pulse in a banked turn 
with'and without dynamic cross-c . oupling terms provided a 
comparison with results shown in Fig. 6.28 from the full 
simulation. 
Responses in a steady sideslip manoeuvre at a= 18 0 were 
examined to compare with results from EIGEN. 
6.3.4.2 Symmetric and Turning Trimmed Flight at a= 180 
Fig. 6.31 shows the lateral response of the linear model for 
symmetric trimmed flight, to a half-second, symmetric tail- 
plane pulse at t=2 seconds, and compares it with the response 
lul 
of the non-linear basic model shown in Fig. 6.27. Apart from 
the sideslip response, the linear model shows smaller 
amplitudes in response than the non-linear model but in both 
models the response is not very significant. Omitting the 
dynamic cross-coupling derivatives from the linear model had 
no discernable effect on the response and putting Lq=Nq=l 
still gave a stable response (Fig. 6.31). These results 
demonstrated the relatively small effects of the dynamic 
cross-coupling terms measured for the HIRM, for this 
particular flight. case. 
Tests on the static cross-coupling derivatives showed some 
more significant results. In particular, for the symmetric 
trimmed case again, the lateral response to lon itudinal 
control input was seen to be mainly due to the 
9w 
and tw 
terms. Fig. 6.32 shows the response to a half-second symmetric 
tail lane pulse of 5.70 at t=3 seconds, with and without tw (Pw was zero for zero equilibrium sideslip). Immediately 
obvious is the almost zero response when Lw is omitted. 
Similar tests were performed, to examine the longitudinal 
response to lateral control inputs (aileron pulses), to 
check the effects of the static derivative, Mv. No discern- 
able differences could be seen between responses with MV=O, 9v at the measured value with opposite sign and _MV = double 
the measured value. Curry and Orlik-RUckemann, for another 
high angle of attack configuration'19., have also noted that rAv had a very small effect (N-w effects were only moderate in 
these tests). 
The linearised simulation of banked turns showed similar 
effects of cross-coupling derivatives to those noted for the 
symmetric flight, in particular the small effect of the 
dynamic derivatives. 
6.3.4.3 Steady Sideslips at a= 180 
The opportunity was taken with the linearised simulation, to 
run some steady sideslip cases as it will be recalled that, 
at sideslip, the effect of derivatives tw, 11w and tu was 
thought to be responsible for the appearance of real, 
divergent roots in the eigenvalue analysis (§6.2.4). 
Selecting an equilibrium sideslip between 0 and -60 enabled 
comparisons also to be made with the full non-linear model 
and Fig. 6.33 shows the responses of both models to a 
symmetric tailplane pulse of -2.50 for half a second, at 
t=8 seconds, at an equilibrium sideslip of -30. Agreement 
between the two representations is fair but the linear model 
tends to be more oscillatory. In particular the peak in Y1q 
at a= 200, shown in Fig. 4.10c, means that the non-linear 
pitch rate response is smaller than for the linearised model. 
Effects of omitting the dynamic cross-coupling terms were 
again very small in the linearised simulation and YAv still 
had hardly any effect when longitudinal motion, in response 
to initial offsets in sideslip, was examined. 
108 
The static derivatives, Rw and t, proved to have significant 
effects on the lateral motion due to symmetric tailplane 
pulses, and responses due to 2.50 pulses for half a second, 
at t=8 seconds, are shown in Figs. 6.34 and 6.35. Omitting 
these derivatives meant the lateral response was almost 
zero (Fig. 6.34), whilst doubling their nominal values 
separately produced a slightly greater lateral response with tw = -0.345 and a divergent response with N-w = 0.192 
(Fig. 6.35). 
In contrast to conclusions from the eigenvalue analysis, the 
derivative tu had a very small effect on the responses about 
a steady sideslip. 
6.4 Comparison of Results from Six-and Three-Degree of 
Freedom Models 
Having completed a limited investigation into various six 
degree of-freedom representations of the HIRM, it is useful 
to compare the main results and also compare them with 
findings from the simpler, three degree of freedom models. 
In many aircraft stability and response investigations, a 
linear model is assumed adequate for preliminary work, while 
in other cases full force and moment respresentations are 
used from the start and result in very complicated models. 
The work for this thesis has covered a range of mathematical 
models for the HIRM and so provides a unique opportunity to 
compare the trends shown by models of differing complexity. 
As a summary, the following representations of the HIRM have 
been examined for various flight cases: 
(A) Three degree of freedom lateral linear (roots) 
(65.4 and §5.5). 
(B) Three degree of freedom, non-linear lateral simulation 
(§5.6) 
(C) Six degree of freedom, linear coupled and uncoupled 
(roots) (§6.2) 
(D) Six degree of freedom, linear aerodynamics simulation 
(§6.3.4) 
(E) Six degree of freedom, non-linear simulation (§6.3.3) 
Results from (A), the lateral linear equations in the form of 
lateral departure parameters and roots of the stability 
polynomial, were presented in §5.4 and 95.5. Directional 
stability derivative, Kv, went negative at a= 180 while 
Nvdyn remained positive up to a= 400 and showed a local 
minimum at a= 260, due to the loss in lateral static 
stability derivative tv. Depending on the combinations of 
experimental data usLd, the roots of the lateral equations, 
all showed the dutch roll damping index going negative at 
between 210 and 230a, and the spiral and roll modes combining 
to form a single mode at a= 220 to 260. 
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Simulations using the lateral equations with aerodynamic non- 
linearities (model (B)) gave stable responses up to a= 220, 
in agreement with the predictions from the stability roots. 
Non-linear sideslip characteristics produced divergences 
above a= 220 and critical amplitudes at divergence agreed 
well with predictions from the B. T. S. averaging technique. 
Results in the current chapter have come from work on six- 
degree of freedom models (C), (D) and (E) and comparisons 
are now made between these and with results from the purely 
lateral models. 
The various representations showed good agreement for symmetric 
trimmed flight at a's up to the onset of lateral instability. 
In particular, for zero sideslip, steady equilibrium conditions, 
the three degree of freedom linear roots from (A) agreed very 
well with the fully coupled roots from (C) and the character- 
istics from the six degree of freedom simulation program, (E) 
(see Table 6.2). The full simulation showed lateral 
instability starting at a= 220 for Oe = 00, as indicated by 
the three degree of freedom model results. 
The coupled and uncoupled six degree of freedom roots for 
Oe -= 0 (model (C)) showed relatively small differences (Fig. 
6.12), while the effect of sideslip brought out the importance 
of the cross-coupling terms and showed. up the inadequacy of 
a purely lateral model (see Fig. 6.14). For the_HIRM, up to 
a= 240, with Oe = -60, the static derivatives Nw, Lw, Lu and 
MV had the most important effects on the roots. Comparisons 
were not made between the eigenvalue properties for Oe = -60 
and steady sideslip simulations, with model (E), due to the 
limitations of the sideslip data. However, a case with a 
steady sideslip of approximately -30 at a= 180 was used 
to examine the significance of various cross-coupling terms, 
using the linearised model, (D). Effects of dynamic cross- 
coupling derivatives were relatively small, as were the 
effects of Mv and tu, but tw and 11w were significant. 
Effects of roll rate on the coupled eigenvalues from (C) can 
be compared with results from the simulations of banked 
turns, where small equilibrium roll rates were set up. Again 
uncoupled eigenvalues were quite different to the fully 
coupled ones and the effect Of Pe = 300/s brought the onset 
of the dutch roll instability down to around 2ýPa. The 
simulations, using model (E) with oscillatory data, showed 
oscillatory divergences above a= 210, and with rotary data, 
divergences occurred at a= 200. When an equilibrium side- 
slip angle of -6 
0 was added to the equilibrium roll rate, the 
eigenanalysis showed the appearance of exponential divergences. 
From the results presented it may be said that the three 
degree of freedom lateral simulations and roots provide good 
indications of stability for the zero equilibrium state and 
conditions for onset of instability agrees well with the 
fully coupled model results. However for non-zero equilibrium 
conditions, the uncoupled linearised analysis is not adequate, 
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as shown, say, by the comparison of uncoupled and coupled 
eigenvalues in Fig. 6.14. Using the fully coupled linearised 
equations does seem to give some useful indications of the 
likely behaviour of the full simulation, both with an eigen- 
value analysis and a locally linearised simulation. Effects 
of dynamic cross-coupling derivatives tended to be small 
for the cases considered for the HIRM, while the static 
aerodynamic terms, iýw and Rw, had major effects, the latter 
causing divergence when large (double the measured value). 
Sensitivity of motion to the various derivatives will, of 
course, depend additionally on flight condition, of which 
only a few cases have been examined here. 
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CHAPTER 7 
DISCUSSION AND CONCLUSIONS 
This thesis has presented an analysis of some mathematical 
modelling techniques for high angle of attack flight 
dynamics, mainly applied to a new fighter configuration, 
the R. A. E. 's High Incidence Research Model. Results have 
generally been discussed as presented, but this final 
chapter is intended to draw together the important findings 
of the work and make some recommendations as to further 
useful avenues of research, which might be explored. 
7.1 Averaging Technique of Beecham-Titchener-Simpson 
Chapter 2 presented an outline of Simpson's version of the 
Beecham=Titchener averaging technique, applied to aircraft 
lateral equations of motion and, in particular, a method of 
incorporating aerodynamic non-linearities with respect to 
two response variables was detailed. Simplifications were 
made, to apply the technique, in a reasonably straightforward 
manner, to results from a3 degree of freedom simulation 
program. Using Simpson's version of the averaging technique 
resulted in a non-linear stability polynomial in (X+iw), 
whereas previous applications of the technique, to higher 
order equations in a single variable 24 , have included (3X+iw) terms. For limit cycle properties, with X=0, 
both methods give the same results, but both the HIRM data, 
and that for an earlier combat aircraft, allowed assess- 
ments to be made of which representations gave the better 
prediction for rate of growth to limit cycle. 
Applications of the averaging technique to a combat aircraft 
with cubic non-linearities in sideslip or roll rate character- 
istics showed how well limit cycles and critical amplitudes 
at divergence were predicted. Again for the HIRM, with non- 
linear characteristics in sideslip alone, a divergence 
boundary, with respect to angle of attack, was well predicted 
by, the method, as well as limit cycle amplitudes. 
I 
Limitations of the technique became apparent when simultaneous 
non-linearities in sideslip and roll rate characteristics 
were incorporated. The limitations were not primarily due 
to-the high angle of attack characteristics being used; for 
HIRM, the method was working well with single variable non- 
linearities up to a= 360. Rather, limitations in the 
development of the technique meant successful results were 
not obtainable. For non-linearities in more than one 
response variable, the formulation of the assumed solution 
may 
, 
need revision. It has recently been noted" that the 
phase angle in the assumed solution can have a large effect 
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on the results. Multiple frequencies may have to be 
admitted in the assumed solution, rather than one. The 
digital responses obtained for both the HIRM and combat 
aircraft B., described in Chapter 3, with multiple non- 
linearities, indicated that the various response variable 
damping factors are not equal, during build-up to limit 
cycles. This points out the inadequacy of the assumption 
of a single X, in the current formulation of the technique. 
Even apart from these limitations, the algebraic complexity 
now entailed, meant simplifications were necessary in order 
to apply the technique in a reasonably convenient form. 
Unless simplifications, without loss of accuracy, can be 
made it is questionable whether the technique is worth 
developing in such complexity, when doing so does not 
involve making the physical understanding of the system 
clearer. Even in the form used to accommodate two non- 
linearities, where the contribution due to gravity had to 
be neglected in the lateral equations, the explicit 
technique would still have involved the solution of a 
bisextic equation in ap. 
Work examining the rate of growth to limit cycles, using 
the averaging technique, indicated that the (X+iw) formula- 
tion gave equations for X(a) which showed better agreement 
with simulation than X(a) from (3X+iw) formulations. This 
is perhaps a surprising result in view of the probably 
greater approximations involved in deriving the (X+iw) 
equation (from a determinant of the lateral equations) than 
in the (3X+iw) equation. 
Comparisons of averaging and the local-linearisation 
techniques mentioned in §2.3.3 showed how responses about 
zero equilibrium states may be used to predict character- 
istics about non-zero equilibrium states. In particular 
it was shown how limit cycle amplitudes about steady side- 
slip conditions could be predicted from the linear 
stability boundary. 
7.2 Comparison of Three- and Six-Degree of Freedom 
Modelling 
The current work has provided a unique opportunity to compare 
simple linear models with relatively complicated full force 
and moment models and some important points were made in 
§6.4. 
Linear, 3 degree of freedom models gave good indications of 
likely instabilities, from trimmed symmetric equilibrium 
states, as a was increased. For instance, on the HIRM, the 
basic lateral roots indicated dutch roll instability 
occurring at a= 220 and this is the angle of attack at 
which divergence began from symmetric equilibrium states in 
the 6 degree of freedom simulations. Eigenvalues and 
response characteristics from both 3 and 6 degree of freedom 
a-s o 
models showed good agreement for the HIRM basic trim states, 
. 
as typified by results shown for a= 100,200. 
The importance of cross-coupling terms, and the consequent 
inadequacy of 3 degree of freedom models, was shown for 
cases of non-zero equilibrium states. Eif: nvalue analyses 
showed the importance of the derivatives and Nw when 
equilibrium sideslip was not zero. Effects were 
significant even though the range of $ (from 0 to -60) was 
relatively small. Data has now been obtained for the HIRM 
up to ±18u of sideslip and this will enable further analysis 
ofýcross-coupling effects to be carried out. 
A linear 6 degree of freedom simulation confirmed that 
effects of static cross-coupling derivatives are important 
in non-zero equilibrium flight. These results are likely 
to be true in general, for high angles of attack, but due 
to the high dependence on configuration details, results 
for other aircraft may show different trends. Jor the HIRM, 
flight cases up to a= 200 showed that Lw and Nw were the 
most important of the static cross-coupling derivatives, 
with 9v having less effect. 
All of the 6 degree of freedom modelling, and most of the 
3-degree of freedom work as well, was performed using 
digital computers but mention should perhaps be made of the 
analogue, 3 degree of freedom simulations, described in 
Chapter 3. The analogue computer provided a convenient 
method of measuring stability boundaries as a function of, 
say, feedback gearing and was very useful for parametric 
studies. - Although lacking the precision of digital programs, 
the analogue technique proved useful for getting a qualitative 
'feel' for the aircraft behaviour and as such should continue 
to make a valuable contribution to aircraft stability and 
response research. 
7.3 Six Degree of Freedom Simulation 
These simulations provided an opportunity to use a large 
amount of the measured experimental data for the HIRM 
configuration C, in assessing mainly the effects of cross- 
coupling aerodynamics and the use of rotary and oscillatory 
roll damping data. 
It"should be noted that static data used from the HIRM1 tests 
is likely to give slightly different trim angles of attack 
to those obtained ultimately in flight tests, because data 
from the definitive HIRM 2 wind-tunnel model indicated 
different trim states. However, trends with a should be 
predicted satisfactorily and the computed responses will 
provide useful comparisons for simulations using HIRM 2 
static data. 
Limitations on the amount of data available in sideslip 
meant that steady sideslips, with Oe outside ±40, were not 
attempted with the full simulation, due to very quick 
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excursions in 0 producing extrapolations outside the range 
of the data tables. Steady sideslips were used in the 
linearised simulation to examine cross-coupling effects. 
Work on simulations of banked turns highlighted the large 
effects of using either rotary or oscillatory damping in 
the pre-stall/departure angle of attack range. Future work 
could be aimed at assessing effects in manoeuvres with 
higher roll rates, e. g. rapid rolls, but, in the meantime, 
it may be said that rotary rig damping alone was not adequate 
at angles of attack above 180. Attempts were made to 
incorporate both forms of damping simultaneously, following, 
for example, Anglin 41 in the modelling of high a behaviour 
in spins, but it proved not to be possible due to the 
inability to suitably separate rotary and oscillatory 
angular rates in the model as formulated. 
Pure, large amplitude, yawing data would also be useful for 
a full simulation, particularly for spins, where high yaw 
rates are attained. This would provide a complete set of 
large amplitude (yawing and rolling) data to complement the 
consistent set of oscillatory data in the model. Tischler 
and Barlow 120 comment on the sideslip dependence of certain 
derivatives and point out a need for rotary balance data at 
sideslip. 
With reference to the mathematical modelling ideas described 
in §2.2, it should be noted that the wind-tunnel data available 
from the HIRM tests has largely dictated the form of the 
mathematical models used. As described in §2.2.1, the first 
step in mathematical modelling is deciding on the form of 
the model, which in turn determined the type of wind tunnel 
tests needed. 
Effects of measured cross-coupling dynamic derivatives were 
shown to be small in the cases examined with the full force 
and moment, 6 degree of freedom simulation. The flight 
cases examined were straight flight at a= 180, and turning, 
12g' flight at a= 180. As in the eigenvalue analysis, 
combined derivatives, including -ý and w components, were 
included in the model and it would be useful to investigate 
the effects of separating these into pure rotary and 
acceleration parts. Only dynamic cross-coupling derivatives 
were used in the full simulations, the static data being 
incorporated in table look-up form, so that derivatives 
due to a and a did not appear explicitly. 
Static cross-coupling derivatives were used in a locally 
linearised 6 degree of freedom simulation and provided. an 
opportunity to examine effects of such derivatives as Mv, 
Iýw and Nw. As already mentioned, iýw and Rw had significant 
effects on the HIRM responses under steady sideslip conditions, 
but it is not possible to draw firm conclusions with respect 
to particular derivatives, for all fighter aircraft configura- 
tions, at high angles of attack, due to dependence on 
configuration details and flight conditions. 
II lb 
7.4 Future Work 
a) Averaging 
On the averaging technique, more work could usefully be 
performed on the formulations for rate of growth to limit 
cycles, in particular comparing (3X+iw) and (X+iw) forms, 
in the case of cubic aerodynamic non-linearities. 
Work on the formulation of solutions, for cases where non- 
linearities occur in more than one response variableshould 
also be pursued. 
b) Eigenvalue Analysis 
Effects of acceleration derivatives due to ý and ýv were not 
explicitly included in the eigenvalue analysis (only 
implicitly in the form of combined derivatives from oscillatory 
tests) and the effects of pure rolling or yawing derivatives 
would make an interesting comparison with the results 
presented here. 
c) Simulations 
The simulations described in this thesis have covered only 
a small number of flight conditions and much work remains 
to be performed on other cases. 
The simulation model includes a relatively limited amount of 
angle of attack and sideslip data and could be expanded to 
cover a larger range of angle of attack and sideslip. Tests 
on a free-flight version of the HIRM, in the R. A. E. 5m wind 
tunnel, have recently provided more data up to ±180 side- 
slip. Limited data is already available for angles of 
attack up to 900 and, as a result of needs shown up by work 
for this thesis, large amplitude yawing data is to be 
obtained from tests involving the HIRM on a whirling arm 
facility. Incorporation of all this data would enable more 
extreme manoeuvres, such as spins, to be simulated. It was 
not felt necessary, for the current work, aimed at flight up 
to departure, to incorporate data for a above 400. 
On the programming aspects of the simulation model, an 
investigation into methods of interpolating data look-up 
tables would be a useful exercise. The current simulation 
has used linear interpolation but other techniques, such as 
using curve fits to the data, have been suggested. 
d) R. A. E. Programme 
Drop tests of the first free-flight model have just started, 
at the time of writing, and will provide useful data, both 
to validate mathematical models of the HIRM and to provide 
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more input data for such models, via parameter identifica- 
tion techniques. 
Although the drop tests will initially use a stable 
configuration, the later tests will be flown in unstable 
configurations, with the help of a digital control system. 
The novel 3 surface arrangement on the HIRM will provide 
opportunities for direct side force and direct lift control 
to be investigated. 
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APPENDIX A 
NOMENCLATURE FOR AERODYNAMIC COEFFICIENTS AND DERIVATIVES 
A. 1 Axes Systems and Experimental Data 
An explanation of the system of dressings adopted in this 
thesis is in order here, to bring out the reasoning behind 
the various suffices used. 
The axis system used for an aerodynamic coefficient or 
variable such as L, M, p, etc is shown by the superfix B 
(geometric body axes) or w (wind axes), e. g. 
BwwB cI, Cn pr 
In the absence of either B or w, it may be assumed that the 
coefficient or variable is in body axes. 
For derivatives (given in this thesis in the notation of . 
Hopkin, Ref. 45), the same system is adopted, for cases where 
moment or force is in the same axis system as the rate or 
displacement, e. g. 
ýwýw 
LP, Nr 
However, for mixed body/wind axis derivatives, a suffix is 
put on the quantity concerned when it is in wind axes, and 
omitted otherwise, e. g. 
Lpw 
3L B 
w ap 
a Iy 
Lwp 
3PB 
These 'mixed' derivatives are used particularly in the cases 
of rotary rig raw data (see §4.8) where measurements of 
moments and force are made in body axes (using strain gauges) 
as functions of wind axis roll rate. oscillatory rig tests 
give body axis forces and moments against body axis rates. 
The letters IRI and lo' are used as suffices on derivatives 
and coefficients. to denote rotary or oscillatory data 
respectively, e. g. 
L PR rotary rig measurement 
w Lro oscillatory rig measurement 
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A final set of suffices used on the derivatives, are the 
numbers 0,1,2 and 3 to denote terms in cubic polynomials 
fitted to raw wind tunnel data. The use of 0, to denote a 
constant term in such a polynomial, should not give rise to 
confusion with o, for oscillatory data, because of context 
and also since only static or rotary wind tunnel data were 
used for polynomial fitting. 
Having explained the system of dressings used, a few 
examples will show how they can be used in combinations: 
B 31C z Cubic term in polynomial Cy 
, pw W fitted to raw rolling rig data 
33 (p -b 
3 
2V 
3L B Dimensional derivative IVWR 
measured on rotary rig 
-BaCzB Lpo 
B Measured on oscillatory rig 
q( 1) v 
b) 
w First order term in polynomial LPIR 
w 
fitted to rolling rig data, in 
ap wind axes 
A. 2 Cross-Coupling Derivatives 
In the definition of cross-coupling derivatives, which 
involve characteristic lengths (C Z for longitudinal and b for 
lateral), the individual components have been non-dimension- 
alised by the relevant length. This is as opposed to 
dividing the whole derivative by either a longitudinal or 
lateral length, e. g. consider the derivative Mp. 
In British notation (Ref. 45), this is: 
ac am 
m TP Tz SZ-1 MP -9(. 2b) a (pb) vv 
where b has been used for the roll rate term and c has been 
used in Cm, as is conventional. 
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A. 3 Concise Derivatives 
In the lateral equations (2.10) - (2.12) and (2.15) - (2.17), 
the concise derivatives, representing the expansion of 
aerodynamic forces and moments in terms of state variables, 
are given by (N. B. natural signs used): 
I Yv I Y 1; Y 
v M Yý m 
I IZLV + I xz Nv I nv 
IXNV + IXZLV 
VI IxIz- xz 
2 
, YZ -I xz 
2 
L 
IzL 
V3 
+I 
xz N V3 1 
n 
1XN 
V3 
I 
XZ 
L 
V3 
2 V3 1xIz- 
xz 
2 V3 IxIz - xz 
IZL p 
IxzN Ip 
2+ K 
IzLE+I 
Xz 
N 
2 PI +K pz eff II xz 
1 
xz 
ýp I1 
xz xz 
ý 
IxN+ p 
I 
xz 
Lp IxNE+ IxzL 
n Peff II - xz 
12+ 
xz 
K ýp II 
xz 
12 
xz 
n PI + K, pn, 
IzL P3 +I XZ 
N P3 
nI 
IXN P3 
I 
I 
XZ P3 
I 2 3 1xIz- I 
xz 
2 P3 Ix 
z xz 
eff 
IzLr + 
I I - 
IxzNr 
+ I 2 K 
IzLC+ 
1 Iz- 
I 
xz 
Nc 
JL 
xz 
2 zI+Kk r 
x z xz x 
nreff 
IxNr + 
I i - 
IxzLr 
2+ I K I; r 
IxNI; + 
YZ - 
IxzL4 
I xz 
2 nr +K Cr nc 
x z xz 
IzLE + I xz 
N 
and similarly, Z 
xz xz 
n 
IXN + IxzLý 
and similarly, n' 
xz xz 
c 
(N. B. &T used as roll control on the HIRM) 
Similar notation was adopted for the longitudinal derivatives, 
where required, e. g. 
I Zu I xu 
zumxu= -iý- 
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In the linearisation of the six degree of freedom coupled 
equations (see Appendix E), a more complicated set of 
derivatives is formed, involving extra terms in equilibrium 
roll, yaw and pitch rates, as well as acceleration 
derivatives. These are denoted by a double dash, e. g. 
it zu 
zUm-Z* 
w 
Full details of these derivatives are given in Appendix E. 
132 
AT)T'jV'KTnTV T2 
STABILITY QUARTIC 
The non-linear "stability quartic" given in equation (2.65), 
as well as the equation of motion in v, shown as equation 
(2.37), both involve terms used in conventional linear 
stability analysis, e. g. a, , b, , etc, as well as non-linear terms, e. g. a3p, b3p, etc. The definitions of these terms, 
using concise aerivatives, is as follows: 
III 
a, -yv -nr- ZPef f 
a3p = 
b, = nrtPeff-n Peffkr+yv(kPef f+nr)-kvVsina+nv, Vcosa 
b3p = nry,;, -n P3'tr +YVZ; 3 
bsv -tva Vsina+nv, Vcosa 
Cl -yv(nr ff -Xrn v 
(n Vsina+nýeffVeosa-gs) 
'tPe 
ýeff)+"i 
r 
-nv I 
(PrVsina +'tPeffVcosa+92) 
-yv(nrtý, -£r'np' vl(ný Veosa)-nv 
(Z Vcosot) C3P 
3)+LV 31 p3 
C3V = zv 
3 
(nrVsina+n PeffVcosa-g3 
)-nv, (£rVsina +ZPeffVeosa+92) 
c3vp =Zv3 (n;, Vcosa)-nv, (£ p3 Veosa) 
t111t1 
dj = tv, (g3nr-92n Peff )-nv 1 
(93£r-92£Peff) 
v 92-t dsp -. t V, 1 
92 n; 
. 
+n' 
1 
;3 
IIfIII 
d3V kV, (93nr-92n Peff )-n V3 
(93-ýr-92ZPeff) 
d3 
vp 3 
92n 
P3 +nv 3g243 
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where k Pef f kPI +K &P 
z 
and n Peff np I+K, pn, 
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A TD1'TT T7 F1 
LIMIT CYCLE EQUATIONS 
C. 1 Non-Iinear Routhian for Limit Cvcles in v 
Equation (2.76) is an equation for limit cycle amplitudes in 
v and p and is shown in a more expanded form in equation (2.77). 
The coefficients A, to K, used in (2.77) are defined as 
follows: 
A, a3 b3 c3 a2 d3 ppp3pp 
2 B, a3 
p 
b3 
p 
03 
Vp 
a3 
p 
d3 
vp 
2 
c C, = a. p 
b3 
VC3 vp 3 Vp 
D, = alb3 p c3vp + 
a3pb3 
p 
C3 
v+ 
a3 
p 
b3 
v 
C3 
p+ a3 p 
bIC3 
vp 
2 
- 2a3 p ald3 vp - 
a3 
p 
d3 
v- 
2C3 
vp 
C3 
p 
2 
EI = a, b3 
p 
C3 
p+ 
a3 
p 
b3 
p 
ci + a3 
p 
b1C3 
p- 
2a3 
p 
a, d3 
p- 
a3 
p 
di-es2 
p 
FI= alb3 v CS vp 
+ a3p b3Vc 3V - 2C3V c3 Vp 
Gl alb, C3Vp + a, b3pe3V + a, b3ve3p + a3pb3Vel + a, 
pb 1C3V 
2 
- ald3vp - 2a3paiLd3V - 2ele3Vp - 2c3pc3V 
H, = alb, C3p + a, b3 el + p 
a3 ble, -a2 d3 2a3 ald, ppp 
- 2eiesp 
ab3ve3v - c3v 
K, = alb, C3V + a, b3 v el - 
2 
2c1c3v ajd3 v- 
C. 2 Non-linear Routhian for Limit Cycles in p 
Equation (2.88) is an equation for limit cycle amplitudes in 
p. The terms A2, B2 and C2 are defined as: - 
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A2 ja3 
p, 
jb3 
p* 
iC3 
p 
92 B2 ja3 
P* 
fb3 
P* cj+aLjb3 P* 
iC3 
p +ja3 P, 
bl-iC3 
p- 
ja3 
P, 
jd3 
p- 
i6C3 
p 
C2 = al. jb3 
P* 
cl+ja3 
P* 
bl. cl+al. bl. ic3p-al. id3p-2c, -iC3 p 
C. 3 Rate of Growth to Limit Cycles 
Sextic equations in local damping factor, X, as a function 
of oscillation amplitude, av or ap, were given in §2.4.2.6, 
for non-linear v and non-linear p characteristics. In each 
case two equations were given, one derived from the "(X+iw)" 
form of the stability equation and the other from the 
11(3X+iw)" form. The following are definitions of the various 
'A' and IBI terms in the sextic equations in X. 
C. 3.1 Non-Linear v 
For the II(X+iw)" form equation, (2.98): 
22 
A4V 48a, + 32(b, + jb3 vav 
8a 3+ 32al(b, + ib a 
2) 
3VI 3V V 
A 4a I (c I +jc3cy 
2 )+4(bl+ib a 
2)2+8a, 2 (bl+ib cr 
2) 
2v v3vv3vv 
-16(dl+id3 vav 
2) 
AIV = 2a, 7(Cl+iC3Cr v 
2)+2a, (bl+ib3 
vav 
2)2 -8a, (dl+id3vav 
2) 
For the "(3X+iw)" form equation, (2.101): 
B4V 48a, 2+16(bl+ib3 a2 )+32(bl+lb cr 
2 )-16(bl+2,4zb cr 
2 
vv4 3V V 3v v 
B 3v 8a 12 +16a, (bl+ib3 vav2 
)+24a, (bl+24b3VCV 2 )-8a, (b, +Yb3 VaV2) 
+16(cl+iC3vav I)-16(cl+l4C3Vav 2) 
B2V 3a 2 (bl+ib 2)+6a 2 (b I +-Ib 
2 )-a 12 (b, Zb 2 3 V(YV 143 VGV 
+ 2ý 3v CF v 
+12a, (Cl+iC3 
vav 
7)-8aý(C, +-4lC3v av2 )-4(bl+lb 3V av 
2)2 
+8(bl+ib3 a2 )(b +. 2b3 a 2)-16(dl+id3 a 
2) 
vv14vvvv 
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BIV 2a, (bl+ib3 a 2)(bl+lb3 a2 )+3a 2 (CI+IC3 (1 2) 
vv4vvIvv 
-a 
2 (CI+2C CT 2 )+4(bl+ib3 a 
2)(C +jc a 2) 
14 3V VvvI 3V V 
-4(bl+-2b cr 
2)(C +JC a2 )-8a, (d, +Jd, VaV2) 4 3V VI 3V V 
C. 3.2 Non-Linear p 
The terms in this section can be written more succinctly by 
introducing the following notation: 
a* = a, + Ja3p(T p2 
a, + -la3 cy 4pp 
Iýa 
3p CT p 
and similarly for b, c and d terms. Then for the "(X+iw)" 
form equation, (2.104): 
A4p 48a* + 32b* 
A3P = 8(a* )3 + 32(a*)(b*) 
A2P ý 8(a* )2 (b*) + 4a*c* + 4(b*)z - 16d* 
Alp = 2a*(b*)2 + 2(a*)2(C*) - 8a*d* 
For the 11(3X+iw)" form equation, (2.107): 
Bsp = 32(a***) + 48a** + 16a* 
B4p ý- -(a*)2_9(a***)2+10a*a***+12a*a**+36a**a***+16b* 
+32b**-16b*** 
B3P -(a* )2(a***)+g(a*)(a**)(a***)+4(a*)(b*)+12a*b** 
+24a**b**-8a*b***-12a***b**+12a***b*+16c*-16c** 
B 
2p 
6a*a**b**+3a*a***b*-(a*)2b***-6a***c*+12a**c*+6a*c* 
-8a*c**-4(b** )2+8b*b**-16d* 
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BIP = 2a*b*b**+3a*a**c*-(a* )2c**+4b*c*-4b**c*-8a*d* 
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AnnVIMITV n 
ESTIMATION OF LATERAL DYNAMIC STABILITY DERIVATIVES 
1 Introduction 
This Appendix gives details of the estimates made of Lp, N 
tr and Nr for the HIRM, using semi-empirical methods, main 
those of ESDU and DATCOM (Refs. 92,93). 
Most of the preliminary data used in the calculations is 
given in Table 4.1 but, where required, other data is 
introduced in this Appendix. Standard symbols are as defined 
for the main part of the thesis, but some new symbols are 
introduced in connection with specific ESDU or DATCOM items. 
These symbols are as defined in the items concerned and the 
references given should be consulted for exact definitions. 
All initial calculations were carried out for M=0, low a 
flight conditions and corrections were then made to allow for 
effects of flow separation at high a. 
D. 2 Rolling Moment due to Rate of Roll, L 
D. 2.1 Wing Contribution 
Ref. 92, Item A. 06.01.01 gave plots of 'Otp/K as a function 
of OAIK, X and AE where kp is rolling moment due to roll 
rate, in the notation of Ref. 121 and 
0(alo )ýA 
K 27r 
taper ratio, and 
tanA 
AE equivalent sweepback, -0 
Also A 36.60, (alo) 3.37 rad-1(from ESDU Item 70011) 34 M 
So K 0.536 
ýA 6.152 
1K 
Giving P-P -0.193 
or (Lp), ý= -0.097 
Ref. 93, Section 7.3.2.2-4 gave (Lp)w = -0.109 
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D. 2.2 Canard Contribution 
Using the same method as for the wing, ESDU Item A. 06.01.01 
gave an estimate of (Lp)C as 
(L-p)C -0.071 
while DATCOM, Part 7.3.2.2-4 gave 
(Lp)c -0.095 
These estimates were based on canard wing area and were 
factored, for addition to the wing contribution, to take into 
account the relative sizes of the wing and canard. 
D. 2.3 Tailplane Contribution 
Again, ESDU Item A. 06.01.01 was used, and (LP)T, based on 
tailplane area, was estimated at -0.100 compared to -0.110 from DATCOM Part 7.3.2.2-4. 
D. 2.4 Fin Contribution 
Regarding the fin as half a wing, ESDU Item A. 06.01.01 was 
used to calculate (t by halving the estimate for the 
,, 
p)F, fin plus its "image The estimate was -0.051, compared to 
-0.058 from DATCOM. 
D. 2.5 Total. Kp 
The canard, tailplane and fin contributions were factored by 122 
K(S* )(b*) Sb 1) 
where K=0.5, to account for induced velocity effects, and 
S*, b* are the appropriate surface area and span respectively. 
Using this factor on the fin, tailplane and canard contribu- 
tions, and summing with the wing contribution, gave: 
Lp -0.104 (ESDU) 
10 an'd Lp -0.117 (DATCOM). 
The value of Lp at higher a was estimated, to a first 
approximation, by 
L 
(CLa )CL 
(D. 2) (LP)CL P)CL" (CLa) CLý--O 
where CLa is the lift curve slope from wind tunnel experi- 
ments (11jft x 8ft static W. T. tests on HIRM 1). Results for 
HIRM configuration C were shown in Fig. 4.8a, where estimated 
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L has been combined with estimated L, ýsina to give tp+Lýsina. Re 
estimation of L-, ý is described in §D. 6. 
D. 3 Yawing Moment due to Rate of Roll_L_Np 
D. 3.1 Wing Contribution 
No ESDU data was available at the time of the calculations, 
so DATCOM was used. Using the HIRM data given, DATCOM 
section 7.3.2.3 gave an estimate for Rp/CL Of -0.102. 
A correction for separation effects at higher CL was applied, 
using equation (4.1). 
Np K(NP)CL (D. 3) CL 
where K3a (CL tana) - -2-(CD - CDO) (D. 4) a aa 
aa2 
'5, (CL tana) - -g-, (CL /7rA) 
Again, HIRM 1 static wind tunnel data was used to calculate K. 
D. 3.2 Fin Contribution 
This was estimated using the relationship 
(N-p xF zF (D. 5) )F'" -ý - 5- - IF - (YOF 
where xF is the fin arm and zF is the height of the fin 
centre of pressure above the fin root chord (c. f. Ross et 
al, Ref. 17). (Y-V)F was estimated as -0.534 using the 
formula 
. 
(YV)F 
%, 7v) i(dCL) 
SF 
2F da F* s 
(D. 6) 
given in Ref. 94, with (ýC-L) 4.66 rad- 
I from ESDU Item 
Controls 01.01.05. dcý F 
The estimate of (Np )F was +0.017. 
D. 3.3 Total Kp 
Wing and fin contributions were combined to give an estimate 
of total Np. Fig. 4.8b showed the results in the form of the 
combined derivative, 
Np + N, ý sina. 
%. P 
N, ý was estimated as mainly coming from the fin, being due to 
the change of sidewash over the fin with sideslip (§D. 6). 
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DA Rolling Moment due to Rate of Yaw, Lr 
D. 4.1 Wing Contribution 
DATCOM section 7.1.3.2 gave a method for calculating (L-r)W 
for the linear range Of CL, including effects of dihedral. 
For the HIRM, DATCOM gave 
(Y-r)W = 0.145CL - 0.0028 
the second term on the right hand side arising from the 
dihedral contribution. 
ESDU Item 72021 also provided a means of estimating 
contributions to (tr)w from planform, dihedral and twist. 
For Ak = 370, Fig. 1b of this item gave the value of a sweep 
factor, g(Ak), as 1.65 and Fig. 1a gave 
Mr. ) 
p 0.0932 
g(A CL 
(tro_). 
2 So CL - 0.153 
Fig. 3 gave (tr) r= - 
0.0054, so 
(Lr)jy-ý 0.153CL - 0.0054 
Experimentally determined values of Lv were used to 'correct' 
(LOW for effects of flow separation at high angles of attack 
using the formula 
rv (L (D. 7) r)w CLU CL 
)+( CL 
)I 
theory 
_Lvexperiment 
ESDU Item A. 06.01.04 gave an estimate of (LV/CL)theory as 
-0.263 so the final formula used to estimate (Lr)W as a 
function of a was (using the ESDU low-a estimate): 
(Lr) 
w 
CL(-0-11) - Lv expt. - 
0.0054 
D. 4.2 Fin Contribution 
This was estimated using ESDU Item 70006 there being no 
suitable DATCOM data available. 
acy S F* xF2 (Lr)F (--5 -a) 
F*K. 
(- 
Sb2 
(D. 8) 
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where K 
hF 
0.436 
xF 
with hF fin centre of pressure position above fuselage 
datum 
acy CL 
and (2-) = 4.66 rad-1 from ESDU Item Controls 
F 3a F 
01.01.05. 
was estimated at 0.036 (Lr)F 
D. 4.3 Total Lr 
The wing and fin contributions were combined to give an . estimate of total Lr. Adding the ti, contribution, using L, ý 
derived as described in §D. 6, gave the combined derivative 
Lr* Lr - Lecosa 
which was compared directly with oscillatory rig results in 
Fig. 4.8c. 
D. 5. Yawing Moment due to Yaw Rate, Nr 
D. 5.1 Wing Contribution 
ESDU Item 71017 and DATCOM Section 7.1.3.3 were both. used 
to estimate this, relatively small, contribution to Nr- 
Both of these sources gave similar formulae, the ESDU 
version being (for attached flow conditions): 
%0 ý# 
Nr Nr 
0 (Nr) =CL ) CL2 + (CDO ) CDO (D. 9) 
%. 0 
The contributions to (Nr? W shown in this formula arise from 
the asymmetric distributions of lift-dependent drag (due to 
the trailing vortex system) and pEofile drag. Figures in 
the ESDU Item gave (N /CL 2) and (NFOICDO, ) as functions of 
and for the HIRM, 04r'ý was given by 
C2 Or)W 
-0.169CDO - 0.012 L, 
No effects of wing flow separation at high a were allowed 
Sor in (Yir)W, dueýto the small size of this contribution to 
Nr, compared to (Nr)F and (rlr)B* 
+ 
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D. 5.2 Fin Contribution 
ESDU Item A. 07.01.00 gave 
(acy) (D. 10) (NOF "ý' - ao F' Sb2 
which, for the HIRM, resulted in: 
(Nr) F -0.083 
D. 5.3 Body Contribution 
The large, flat-sided fuselage for the UIRM means (Kr)B 
can make a significant contribution to N., but information 
On MOB is scarce. Sacks9s gave formulae for (Nr) based 
on slender body theory and adapting this for the HIRM gave 
(Nr)B = -0.089 
D. 5.4 Total N 
Summing the conýributions from fin, body and wing gave the 
required total Nr- jor comparison with oscillatory rig 
results, the term -NCcosa, was added to the pure FIr estimates 
and results were shown in Fig. 4.8d. 
D. 6 RollinE and Yawing Moments due to Rate of Change of 
0 
Wing contributions to these derivatives were not estimated 
due to the absence of any theoretical or empirical methods 
and so only the fin contributions were estimated. 
The effective sideslip at the fin is considered to be17 
+ 
ic-r 
0- ßAt) dß 11) 
where a(a) is the sidewash induced by the wing and At is the 
time lag for it to reach the fin. Thus the fin contributions, 
to derivatives due to sideslip, are modified by (1 + da/da), 
e. g. 
da. (- YV)F ý-- (YV)F, ct=o 
+ dß YV)F, CL=0 
(D. 12) 
Static wind tunnel test results forHIRM1, with fin on and 
off, gave estimates of (! v)F as a function of a, which in turn gave da/da. 
A correction for reduction in wing wake total pressure can 
be applied to the sidewash factor, da/da, but for the HIRM 
estimates, the values obtained straight from equation (D. 12) 
were used to estimate tj and N, ý. 
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The required derivatives were obtained, using the estimates 
Of (tr)F amd (90F from §D. 4.2. and §D. 5.2. respectively 
(see Ref. 17): 
dcr (LýI)F 
dý Lr)F 
(D. 13) 
da (- (N, ý )F dý NOF 
(D. 14) 
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AiDDr. mnTY V 
LINEARISED 6 DEGREE OF FREEDOM EQUATIONS 
Starting with the classical equations of motion, equations 
(2.1) to (2.9), linearisation about an arbitrary equilibrium 
point, by restricting the motion to infinitesimal disturbances, 
from the reference state, results in the following equations: - 
mlý+weq+qew-ver-rev+9lo 11 = dX (E. 1) 
MIý+uer+reu-weP-Pe w-gsof+g 6 
E)'] = dY (E. 2) 
mfý+v eP+Pe V-U e q-q eU+gS 
01 +g4 E) II= dZ (E. 3) 
ýi 
x- 
ýi 
xz 
+(q 
e r+r e q)(I Z- 
I 
y)-(Pe q-q ep)Ixz = 
dL (E. 4) 
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y 
+(p 
e 
r+r 
eP)(, x- 
IZ )-(2r 
e 
r-2p ep)Ixz 
= dM (E. 5) 
;i 
Z-bi xz 
+(p 
e q+q ep)(, y- 
Ix )+(q 
e r+r e q) = 
dN (E. 6) 
Ixy and Iyz have been assumed to be 
response variables on the left hand 
perturbation quantities, as are V, 
perturbation angles (rotations from 
condition). The variables resultini 
are: 
zero. Unsubscripted 
sides are now small 
01 which are Euler 
a horizontal reference 
from the linearisation 
[u, w, q, O, v, p, r, (D] 
Equations (E. 4) and (E. 6) may be re-written in the following 
way, after substitution to tidy up the product of inertia 
terms: 
! L-, +dNI '+(p q+q p)(IXZ - (I I )1 1) Ix xz ee i-xr Y- x xz 
-(q r+r q)(( 
Y)+i I (E. 7) 
ee Ix xz xz 
dN I -, I) 
I+dLI '-(p q+q p)(( 
Y 
ox)-i I iz xz ee lz xz xz 
r+r q)(Ixz +(I I )1 1) (E. 8) ee -f Z- y xz z 
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where Ixt, I Z' and IXZ' are defined as: 
1 Iz 
I X1 Ix Iz -I xz 2 
I-Ix 
zi xz-I xz 
2 
I 
xz ixz 
xz-I xz 
2 
It is convenient to introduce some special notation for the 
inertia terms in the equations for ý and ý: - 
b 
(IV-ix) 
z iz ixz ixz 
ez 
ix- z 
IzI+ (Iz-IY)Ixz 
ext 
IXZ 
(I - ix)ixzl ixi y 
b 
(Iz-iy 
I li xIxI xz xz 
The remaining moment equation, (E. 5) and the force equations 
(E. 1) to (E. 3) can be put into the same form as equations 
(E. 7) and (E. 8), with acceleration terms on the left hand 
side. First of all, consider equation (E. 1): 
dX 
w q-q w+v r+r V-9, meeee 
(E. 9) 
The forces and moments for the longitudinal equations will 
be expanded in terms of [u, w, q, v, p, r], but for the pitching 
moment and Z equation, ýv derivatives cannot be ignored. 
Taking Mývýv out of dM, in equation (E. 5), gives: 
dM M* +--wýv-(p r+r p)(Ix-Iy)+(2r r-2p p)(Lx-z) -Y IyeeIyee IY 
(E. 10) 
Similarly, taking Z, &ýv out of the dZ term in equation (E. 3), 
gives: 
dZ 
_ 
mveP 
_mPev 
mueq + 
mqe 
u_ 
Mgs 
ot- 
mgk t 
M-z* iý--z-* M-ZZ M-ze m-zýV M-Zýr 
(E. 11) 
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This can be substituted into (E. 10) to give an equation for 
4 without other acceleration terms. 
Equation (E. 2) becomes 
q-y 
-u r-r u+w p+p W+g ýp 1 -9 0' meeee36 
(E. 12) 
Now the forces and moments may be expanded in terms of 
derivatives with respect to [u w, q, v, p, r], for the 
longitudinal forces and momentL (Mýv and Zýv already having 
been accounted for and Xý being ignored), and [u, w, q, v, p, r, 1ý], 
for dY, dL and dN. Thus 
dX =Xuu+Xww+Xqq+Xvv+Xpp+Xrr (E. 13) 
dM =Mu+Mw+Mq+Mv+Mp+Mr (E. 14) uwq, vpr 
dZ =Zu+Zw+Zq+Zv+Zp+Zr (E. 15) 
dY =Yuu+yww+yqq+Yvv+Ypp+Yrr+ Yý, ý (E. 16) 
dL =Luu+Lww+Lqq+Lvv+Lpp+Lrr+ Lý, ý (E. 17) 
dN =Nuu+Nww+ Nq q+Nvv+Npp+Nrr+Ný 
Taking equation (E. 12) as an example, it becomes, after 
substituting for dY: - 
ý= yllu+yllw+yt, q-g. (m )0 1 +yllv+yllp+yllr+g, (mW uwq M-ye vpr M-Y, ý 
(E. 19) 
where 11 now indicates a form of concise derivative, containing 
acceleration derivatives and other mass, inertia and equilibrium 
rate terms, e. g. 
it =(m) (yu -r u M-Y, ý me 
A single dash, for a derivative, is used to denote a 
conventional concise derivative, with natural sign, for force 
derivatives and pitching moment derivatives: - 
X, = 
xu XP 
umm 
14 ts 
For rolling and yawing moment derivatives, a dash denotes a 
concise derivative with product of inertia contributions, 
e. g. 
+I Ný 
Z! zv xz 
xIzI xz 
(see Appendix A. 3). 
Apart from the six force and moment equations, two further 
small perturbation equations are required, for the kinematic 
relations involving V and 0'. 
For 6, the full equation is (see equation (2.8)): 
6= 
qcosO - rsinO 
Substituting qe+ql, Oe+ 01, re + rl and 
6e + Ol as perturbed 
states, the equation becomes: - 
6e+61 
=q ecos(De -q eo'cos(De 
+q'cosoe -qlolsin0e 
-resin4)e-reo'cosoe-rlsin'De-r, (Dlcosoe 
Neglecting terms containing products of perturbations, and 
subtracting the equilibrium condition, gives the required 
perturbation equation. - 
;= 
cosýDe ql-sin 'De rl +iD'(-q e sino e -recosoe) 
(E. 20) 
Similarly the equation for 
;, 
;= 
p+qsiwDtanO + rcosýDtanO, 
becomes, in small perturbation form: - 
pl+qlsinO tanO +E), 
(qesin0e+recOS(De) 
ee COS20e 
+rlcos, D 
e 
tanG 
e 
WtanO 
e 
(q 
e COSO e -r e 
sini) e) 
(E. 21) 
The final form of the linearised 6 degree of freedom equations 
is shown in Fig. 6.1 and the full expressions, for the terms 
in the system matrix, are shown in Tables E. 1 to E. 4. Tables 
E. 1 and E. 2 show the longitudinal and lateral subsystem terms, 
while Tables E. 3 and EA show the cross-coupling terms. 
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When using these expressions for the HIRM analysis, some 
derivative values were not available, so these derivatives 
were simply omitted from the equations, resulting in some 
simplification of the system matrix. The simplified 
expressions, for the terms in the system matrix, are also 
shown in the Tables (third columns). In these terms, Pe, re 
qe, Oe and Yý have been set to zero, and Mýv, Zýv, Lý and Ný 
are only included where measured, in combined derivatives, 
on the RAE oscillatory rig. Measurements of pure acceleration 
derivatives were not made. The terms in the third columns 
of Tables E. 1 to E. 4 show the derivatives in'R&M 35621 
(Ref. 45) form, as used for input to the program EIGEN. 
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APPENDIX F 
DERIVATIVES OF FORCES AND MOMENTS IN TERMS OF AERODYNAMIC 
COEFFICIENTS 
F. 1 Preliminary Results 
Fig. F. 1 defines various angles and velocity components, from 
which the following relations are derived: - 
Cosa (F. 1) V 
cosa. cosa u (F. 2) v 
sina V (F. 3) V 
Conventional definitions for a and a will be used in this 
section as shown in Fig. F. 1, i. e. at and $s, rather than 
angle of downslip, as, and flank angle of attack, at, as 
used in Ref. 45. 
From the relationships: 
cosa 11 , cosa sina sVs 
it can be seen that 
cosa. cosa u v 
and sina. cosý W v 
F. 2 Derivatives of V 
These are required in §F. 3. 
3V 
_ 
a(U2+V2+W2)i i(U 2+V2+W2 
WE - au 
2u 
U 
v= cosý. Cosa using (F. 2) 
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av 
cos(Xcosß au (F. 4) 
ay J(U2+V2+W2 )-'2v V 5-v V 
3V 
siný (F. 5) av 
av 
i(U2+V2+W2 )-'2w sinacosa aw V 
av 
sinacosa (F. 6) aw 
F. 3 Derivatives of a, a with Respect to u, v, w 
These derivatives arise in the calculation of aerodynamic 
derivatives. No small angle approximations are used. 
F. 3.1 Derivatives of a 
tana w 
U 
a tan- 
da 1d C) 
du J+(w 2 du u 
u 
W) 
1+(W)z u2 
u 
da 1 
du usinacosa (F. 7) 
da cos2a (F. 8) dw u 
N. B. da 0 a7v- 
F. 3.2 Derivatives of 
SinO =v v 
-1 v -1 v = sin v sin /-(-17-+V2+W2) 
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dß j(U2+V2+W2 )-'2uv 
j-u V(l-sinT-ß-) * uz+VZ+wr- 
dß 
-1 -vu u j-u - cosß * v4 ü tanß (F. 9) 
Similarly, 
0w 
aw- -vr tanO (F. 10) 
f(v) so 
A-a- 
can be calculated as follows: dv 
da 1 v-(v2/v) 
-11 (1 
V2 
-a V- -0 -S$ *- -1 V -2 - -6 -0 -So V- VT 
da 
_ cosa (F. 11) av- -v 
FA Evaluation of Derivatives with respect to u, v, w for 
X,, Z, M, Y, L, N 
F. 4.1 General 
Following the notation of Ref. 45, y is used to indicate non- 
dimensional P, q and r: 
pb qc r rb py v qy vyv 
with b used as the representative length for lateral 
quantities and 3 for longitudinal quantities. 
To allow for the effect of p, q and r in the derivatives, as 
well as a and a, a general force, K, will be assumed to be 
given by: - 
K= K(a, O, p yqyry) 
where K=X, Y., Z. A general moment, J, where J= LM or N, 
will similarly be assumed to be given by: 
J= J(a, O, p yqyry) 
Thus, datum conditions for derivatives can have py tqytryýO, 
although &=A=0. Using w to represent u, v, or w, then 
for a force, K: 
K= iPV2SCK 
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and for a moment, J: 
j jpV2SZ 
0C 
Then Kw ('2K V 2S. F 
aCK. 3y) 
aw) = (lPeSCK. 2V. -L) +lp V 
e aw eeey 
ay aw 
e 
Kw aCK 3y K= (2C -L (F. 12) 
V) +V W- w JPVS K*aw J(ýy *j eye 
For a moment derivative: 
j 
+11) V 2St 
ac. a Jw =2C 2V. 
3V) 
or 
,- .1..! LY-) (aw) 
e 
00sto iee( Dy aw aw 
ey 
%. # 
=- 
Jw Icj- ay, Jw = (2C -LV) +V E (-ý-y - a., IpVskO jaw eeye (F. 13) 
F. 4.2 Evaluation of 
3py 3 qy 3 ry 
aw I aw , aw 
F. 4.2.1 Derivatives with respect to u 
a( 1: )b apy 
=/ 
(U2 +VZ +; ý=2) 
Du 
Du 
-pb 
i(U2+V2+W2 )-'. 2u 
U2+V2+W2 
u =pb 
V *VZ -P 
u 
-P 
cosacosa 
yv-r yv 
aq ar Similarly for ly =: au , au 
Dqy 
=- Du v vr, 
U 
-qycosaco" Y*v v 
ar v-y rb u 
au T« VT 
cosacosa 
-ry- V 
F. 4.2.2. Derivatives with respect to v 
pb 
-r-27) 
-pb l(U2+V2+W2 
apy 
, /(UW+V2+W2 . 
2v 
av av U2+V2+W2 
pb v sina 
V* VIT -Py V2 
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Similarly: 
aqy siný 
3v qY v 
Dr Y sina 
av ry v 
F. 4.2.3 Derivatives with respect to w 
apy pb j(u2+v2+w2)-i. (u2+v2+wr-, 
) 
-pb 2w 
aw 
aw U2+V2+WZ 
pb w 
VY 
sinacosa -py v 
Similarly: 
aqy 
= -qy 
sinacosa 
aw v 
ar y sinacosa 
Dw v 
F. 4.3 Force Derivatives with respect to u 
Consider Xu as an example: - 
%. 0 acx au acx aß acx ap aCX Dq aCX ar Xu (2CX. 1-V) "Y + -, y + '-Y) au e 
+Ve(-j-a----j-u + j-py * au ý7-qy * Du j-r. * au 
-1u (2cxcosacosa) 
e +v e(CXa E- sinacosa + 
CXa. -V--, rtana 
+C (-Pycosacosa -qycosacosa)+c (-ry 
cosacosa )) Xp v )+CXq( v Xr ve 
where now CXp, CXq and CXr are as defined by Hopkin, Ref. 45, 
Pt. 4, p. 12 and are the same as 'R&M 3562' derivatives with a dip 
i. e. fcx pxpc Xp 
Ij icx 
qxqc Xq 
iCXr xrc Xr 
ibb 
So 
vv Xu (2C cosacos$) -(CX--jjsinacosa+CX-! 
ýtana) 
xe OV e 
pb qc + x+xX Lb) Cosa Cosa P* V q* VrVeee 
w sinacosa sin Xu (2CXCosacos$) 
e- 
(cx(x. 
Cosacosa 
+CX a cosacosa. Cosa 
)e 
., 
pb qc +- Lb) xpV+X q' Vx r* V ecosa e Cosa e 
v Xu (2C x)e cosa e Cos$ e-(CXasinaseca+CXacosasina 
)e 
.. 
pb 
_qc + 
rb) cos(I xpv+ Xq* V Xr Vee COSO e 
(F. 14) 
Similarly for ZuqYu. 
F. 4.4 Moment Derivatives with respect to u 
Consider Mu as an example: - 
DV cm ac m aß +DCM. 
apy 
+DC m 
Dqy 
+DC m 
ary 
m (2C 
m. 
) 
e+Ve( .. 
La 
,)e U au au «5ß au apy au 9qy Du Dry au- 
Inot. (2C-cosacosß) +V (C 
(-sinacosa) 
+ Cm 
(-utanß) 
meeu v2 e 
+v (C ( -P-X) +cr Cos 0 e mp V mq( -UV 
)+ Cmr(7-V-Y))ecoscte 
e 
%0 
Mu (2Cm) 
e Cosa e cosý e-(Cma sinasec$+Cmacosasina 
)e 
%A %, %J 
-(m P* Py 
+m 
q* qy +M r* ry)e 
Cosa e Cosa e 
(F. 15) 
t %. 0 Similarly for Lu, Nu. 
F. 4.5 Force Derivatives with respect to w 
,j Consider Xw as an example: - 
ac ac DC ap DC 9q DC Dr %d av 
ýx Da x. aß x, y+ --X. y+ -X. y) Xw (2CX. 5w )e +v e (-j-a - -ä-w + -ä -ß- '5-w + Dpy . aw Dqy aw ary aw e 
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v Cos 2aw Xw (2C sinacosý ) +V (Cy .+ CX3.. 
7-' tanO) xeeau V2 e 
+V (C q e Xp(-PY)+CXq(- Y)+CXr(-rY)) 
(sinacos", 
e Ve 
(2CXsinacosa) 
e 
+(Cx COS2a - CX sinacosý. 
s'") 
acOsacOsý COSý e 
%. 1 %J %J 
-(X P, PY 
+ Xq *qy+ Xr* rY )es imecosýe 
V 
Xw (2C x)e sina e Cosa e+ 
(c xa cosaseca - CX a sinasin5) e 
%j %i in (F. 16) -(Xp*py + Xq*qY + Xr*rY)es ccer-Osße 
Similarly for Yý, Zw. 
F. 4.6 Moment Derivatives with respect to w 
Consider M as an example: - w 
w av 
acm. aa ac m. aa 
ac 
m. 
apy 
+ 
ac 
m 
aqy 
+ 
ac 
m 
ar 
y) 
w W) 
+V MW (2CM. w 
e e(Ta 
5w + Tý- 5w+ ýpy aw ýqy aw -ry awe 
%J 
Mw (2Cm) 
e 
sina e Cosa e+ 
(CmacosasecO-Cmasinasiný) 
e 
%d %ý %. # 
-(Mp*Py + Mq*qy + Mr r y)e sinaecosße 
(F. 17) 
Similarly for Lw, Nw. 
F. 4.7 Force Derivatives with respect to v 
Consider Zv as an example: - 
%. * av (DCZ a+ 
3CZ. 
ýLa + 
3CZ. 3py 
+ 
3CZ. 3qy 
+ 
LCZ. Dry) 
zv (2C . -) +V -. 
2-a 
-- z ýv 
ee 
3a av 3ý av apy av aqy av 3ry av e 
= (2C sinß) +V (CZ 0+C 
r-Osß) 
Zee CL Zß* v 
+V (C (-P )Sina +C (-q )siný +C (-r )sina) e Zp yv Zq yv Zr yve 
Zv= (2CZ) 
e 
sinß e+(CZßcosß)e-(Zp* py 
+Z 
q* qy 
+Z 
r* r y)e 
sinß e 
(F. 18) 
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-. 0 v 
Similarly for XvjYV. Hopkin, Ref. 45, Pt. 4, p. 15, has an 
extra term, "-(Czatanasiný)e"t combined with the (CZaCOSý)e term 
shown in (F. 18). This is because a in Ref. 45 is as and so 
is a function of v. 
F. 4.8 Moment Derivatives with respect to v 
,j Consider Mv as an example: - 
av ac ac m 
ac 
m 
ap DC Dq BC 3r 
m (2qnyýý +Ve( v V) 3a Dv 30 av apy 
++ M* Y) x+ + -av 3qy 3v Dr av 
ey 
v Mv (2CmsinO) +(C coso) p +v qAr) sina e ma e- 
Mp 
y 
Mq* 
y 
Mr 
yee 
(F. 19) 
Similarly for Lv, Nv. 
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Table 3.1 
Gnat simulation data for analogue computer 
Basic aircraft 
.Yv 
,i 
-0.72 m 0.85 ix 4900 kg 
M2 
v Nv 0.103 CL 0.65 iz 19700 
2 kg. m 
Np 0.067 a e 100 m 4082 kg 
Nr -0.086 h 3000Oft p 0.458 
2 kg/m 
LV, -0.039 0.175 sw 16.26 
2 m 
LP -0.150 0.038 
v 258 m/s 
Lr -0.053 s 3.66 m 
Configuration : tanks on 
(b) Non-linear sideslip characteristics 
Case'No. Lvl LV 3 Nv I 
Nr 0 
v 
1 0.039 -8.8 0.103 -0.086 0.043 
2 0.039 -8.8 0.0515 -0.086 0.055 
3 0.039 -44 0.103 -0.086 0.020 
4 0.039 -8.8 0.103 -0.171 
decaying 
5 0.059 -8.8 0.103 -o. 086 
0.07 
6 0.117 -44 0.103 -0.086 
0.05 
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Table 3.2 
Combat aircraft B simulation data: non-linear sideslip 
characteristics 
yv -0.338 a 
0 10.2 Ix 5369 g. M2 k 
10 NVI 0.05 - w 0.171 Iz 41728 M2 kg. 
NV3 43.9 R 0.0355 
IXZ 2084 kg. M2 
Np -0.0517 
V m 7078 kg 
Nr -0.4425 p 0.7787 kg/ms %0 
Lvi -0.15 SW 18.67 M2 
%0 
LV3 137.2 V 276 M/s 
LP I -0.007 b 
7.702 m 
Lr 0.079 
Control derivative s: 
L& -0.1016 
N 0.0418 
YC 0.140 
0.022 
N -0.085 
Table 3.3 
Combat aircraft B simulation data: 'don-linear roll rate 
characteristics 
Case No. Lp, L P3 Lv, Nvl 
1 -0.02 -961.1 -0.2 0.07 
2 0.01 -1760.0 -0.2 0.07 
3 0.075 -3810.0 -0.2 0.07 
Note for Table 3.3: 
Other derivatives as in Table 3.2 
160 
Table 3.4 
Characteristics of aircraft B responses with non-linearities 
in sideslip and roll rate. 
Case No. Lp, LP3 Limit cycle characteristics 
Frequency Amplitude 
wV(Hz) wp (Hz) OV(r) OP(r/s)_ 
Basic non-linear sideslip case 
-0.0071 0.0 
1 
0.64 
1 0.64 0.027 0.45 
Non-l inear roll rate cases: 
lb -0.04 -271 0.88 0.88 0.011 0.32 
2b 0.01 -1760 0.83 0.83 0.023 0.68 
3b 0.075 -3810 0.83 0.83 0.024 0.66 
Non-linear ;ý and P; gý gravity term in equations of motion: 
lb -0.04 -271 0.72 0.72 0.013 
1 
0.34 
2b 0.01 -1760 0.64 0.64 0.026 0.46 
3b 0.075 -3810 0.62 0.62 No limit cycle 
Non-linear ;ý and p; gsiný gravity term in equations of motion: 
2b 0.01 
1 1 
-1760 0.64 
1 1 
0.64 0.025 0.45 
3b 0.075 -3810 0.60 0.60 0.028 0.44 
Non-linear v and p; no gravity term in equations of motion: 
3b 
1 
0.075 
1 
- 3810 
1 
0.58 
1 
0.58 
1 
0.029 
1 
0.45 
161 
Cd 
k 
r-I 
r-4 
0 
k 
Cd 
co 
a) 
10 
to 
4-) 
Cd 
0 
r. 
LO 
.4 
cr) 4-) 
Cd C-4 4J 
4-4 
Cd 
N 
Cd 
0 
Cd 
e-, 
to 
00 
(D (n LO 
Cý 10 10 
to cr) t- 
, -% 
m 3- 
04 
(D 
00 
0) LO 
Cý 0 0 cr) to 
CH 
0 Cý 
41 0 
Cd ., q 0 4-) 
ol =1 
CD r-. f 0 
0 w 00 
0 V-4 LO LO C> 
H cq t- CY) 
Cd 0 CY) 0 
1: 4 r-l CD 0 k 0 C; 
IH CO 11 11 
0 0 I> Cý I 
CD a) 0 
0 
0 
4-) v 00 00 
0 C) LO T-4 t- H N LO cq 
0 0 0 v 0 v 
CO (D 
C; C; Cý it if 11 11 
I> I> 
CD 0 C) 
00 
Ln 
114 
; 
C; C 
M 
(40 
00 
LO t- N C11 0 0 I> 
.H (2) C; C; 4-) 
Cd 
14 
1-4 -% IRZV 0 
CO 61 to CD 
(D I-e %-., 
0 00 
3 Cý 
(D .0 .0 Cd cr) 
162 
Table 4.1 
Free-flight, drop test HIRM data 
General 
Length 3.324 m 
Span b 2.603 m 
Mass m 209 kg 
Inertias (1) Ix 27 kg. m2 
IY 151 kg. m2 
Iz 162 kg. m2 
Ixz M2 -0.187 kg. Inertia ratio IZ/IX 6 
Datum altitude for calculations 5000ft above Sea Level 
Wing 
Gross wing area Sw 2.062 M2 
Leading edge sweep ALE 420 
Chord at centre 
line c 0 1.2168 m 
Aero mean chord C 0.8679 m 
Tip chord ct 0.365 m 
Aspect ratio IR 3.3 
Dihedral -40 Taper ratio x 0.3 
Canard 
Gross area SC 0.488 M2 
Span 1.084 m 
Leading edge sweep ALE 500 
Root chord cr 0.516 m 
Tip chord Ct 0.311 m 
Aspect ratio AR 2.41 
Tailplane 
Gross area ST 0.573 M2 
Span bT 1.472 m 
Leading edge sweep ALE 420 
Root chord Cr 0.487 m 
Tip chord Ct 0.147 m 
Aspect ratio AR 3.77 
Fin 
Nett area SF 0.235 M2 
Exposed height sF 0.625 m 
Leading edge sweep ALE 420 
Root chord cr 0.578 m 
Tip chord Ct 0.177 m 
Aspect ratio AR 3.71 
Note for Table 4.1: 
(1) These are values from Ref. 82. They are the definitive 
set of estimates used for most of the work in this 
thesis and are referred to elsewhere in this thesis as 
"HIRM Data Set No. 3.11 
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Table 4.2 
HIRM cubic polynomial coefficients for static data fits 
a(degrees) Lvj L V3 Nvj N V3 
22 -0.135 2.21 -0.116 2.21 
24 -0.140 5.95 -0.160 2.12 
26 -0.072 0.874 -0.170 1.70 
28 -0.084 0.86 -0.169 
1.53 
30 -0.109 1.75 -0.169 
1.41 
32 -0.103 0.96 -0.171 0.031 
34 -0.161 7.41 -0.169 -2.40 
36 -0.274 16.94 -0.139 -5.86 
38 -0.235 8.52 -0.126 -6.53 
40 - 0.192 8.153 1 - 
0.088 
1 -12.71 
Notes for Table 4.2: 
Experimental data source: R. A. E. 111ft x 8ft static W. T. tests 
Cubic fitting program used: POUT 
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Table E. 1 
Longitudinal terms in the linearised equations 
Abbreviated form 
(Chapter 6) 
Full expression Terms used in EIGEN(l) 
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y V) 
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Note for Tables E. 1 to E. 4: 
(1) IR &M 35621 (Ref. 45) derivatives shown in brackets: ( 
These were the quantities actually input to EIGEN. 
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Table E. 2 
Lateral terms in the linearised equations 
Abbreviated Form Full expression Terms used in EIGEN (1) 
(Chapter 6) 
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(1) See note for Table E. I. 
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Table E. 3 
Lateral into longitudinal terms in the linearised equations 
Abbreviated Form 
(Chapter 6) 
Full expression Terms used in EIGEN (2) 
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(1) See note for Table E. l. 
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Table E. 4 
Longitudinal into lateral terms in the linearised equations 
Abbreviated Form 
(Chapter 6) 
Full expression Terms used In EIGEN (1) 
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(1) See note for Table E. l. 
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o. Vortex flows from long 
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canards, 
stra kes 
395V 
Large regions of separated/ stalled 
flow 
9Aerodynamic interference 
=> Non-linear effects 
Fig 1.1 High angle of attack 
aerodynamic characteristics 
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Fig 1.3 Basic F-4 trimmed lift curve 
(Reproduced from Burris and Lawrence; Ref. 50) 
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Non-linear 
functional 
representation of 
forces and moments 
NASA 
Classical model 
based on linearised 
aerodynamics, 
stability and control 
derivatives 
Add in kinematic and 
aerodynamic 
non-linearities 
Non-linear force 
and moment model 
for simulation, 
table took up 
Stability and response 
calculations at high 
angles of attack 
Fig 2.2 Forms of mathematical model 
for flight dynamics 
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REGION A: NO DEPARTURE 
REGION 8: MILD INITIAL YAW DIVERGENCE FOLLOWED BY 
ROLL REVERSAL VAILD ROLLING DEPARTURE) 
LOW SPIN SUSCEPTIBILITY 
+ REGION C: MODERATE INITIAL YAW DIVERGENCE FOLLMVED BY 
ROLL REVERSAL (MODERATE ROLLING DEPARTURE) 
MODERATE SPIN SUSCEPTIBILITY 
REGION D: STRONG DIRECTIONAL DIVERGENCE WITH 
CL ROLL REVERSAL 
HIGH SPIN SUSCEPTIBILITY 
REGION A 
REGION. A REGION Ac 
no. DYN 
+ 
REG. I 
REGION Dc REGION 8 
Fig 2.3 Departure and spin susceptibility 
criteria 
(Reproduced from Weissman; Ret. 52) 
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T IN T Initial conditions & stored variables 
INITIALI Variables 
I 
Eva3 
_iations; of motion 
-. I 
e call Integrate 
1 
Solvý equations 
output digital I 
time history I e. -callFO-UT--l 
Evaluate and output 
damping factor & 
frequency 
Graphical output! - call rD-19USI 
Evaluate F. F. T. ý--calIFF-F-TI 
Stop 
Fi g 2.4 Outline flowchart of 
simulation program SIMUL 
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Read in derivatives. aircraft data, 
flight conditions. limit cycle 
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Evaluate equilibrium 
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Fig 2.5 Outline flowchart of program ROUTH 
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forces for linear 6 d. o. f. cases. 
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simulation program SIMUL6 
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