We prove that the group C 4 p × C q is a DCI-group for distinct primes p and q, that is, two Cayley digraphs over C 4 p × C q are isomorphic if and only if their connection sets are conjugate by a group automorphism.
other hand, the following groups are not DCI-groups: C 6 2 (Nowitz [23] ); C 8 3 (Spiga [26] ); C r p , where r ≥ 2p + 3 (Somlai [25] ).
Kovács and Muzychuk [13] proved that the group C 2 p ×C q is a DCI-group for every distinct primes p and q. In the same paper they conjectured that the direct product of two DCIgroups with coprime orders is a DCI-group. The conjecture was disproved by Dobson [4] . On the other hand, Dobson [5] also showed that the conjecture is true for abelian groups under strong restrictions on the order of the factors. Recently, Muzychuk and Somlai [22] proved that C 3 p × C q is a DCI-group for every distinct primes p and q. Our goal in this paper is to extend this result and prove the following statement:
Theorem 1.1. The group C 4 p × C q is a DCI-group for distinct primes p and q. We prove Theorem 1.1 using the so called S-ring approach, which was proposed by Klin and Pöschel [12] , and developed later by Hirasaka and Muzychuk [11] . An S-ring over a group G is a subring of the group ring ZG, which is a free Z-module spanned by a special partition of G (see Section 2 for the exact definition). The notion of an S-ring goes back to Schur [24] . To prove that a given group is a DCI-group it is sufficient to show that every member of a certain family of S-rings over that group is a CI-S-ring (see Section 3) . In fact, we are going to show that the latter family of S-rings over C 4 p × C q consists of so called star and nontrivial generalized wreath products. Then, we use results on star and generalized wreath products derived in [13, 14] and also results on S-rings over groups of non-powerful order derived in [22] (a positive integer n is called powerful if p 2 divides n for every prime divisor p of n).
The paper is organized as follows: We collect the basic definitions and facts from S-ring theory needed in this paper in Section 2. CI-S-rings are the subject of Section 3, where their relation with DCI-groups is also discussed. Here we prove a new sufficient condition for an S-ring to be a CI-S-ring (see Lemma 3.6) . In Section 4, we discuss the generalized wreath and star products of S-rings, and establish a sufficient condition for the generalized wreath product of two S-rings over elementary abelian groups to be cyclotomic (see Lemma 4.3) . In Sections 5 and 6, we provide information on so called p-S-rings over elementary abelian p-groups and groups of non-powerful order, respectively. Finally, the proof of Theorem 1.1 will be presented in Section 7.
Notation. Let X ⊆ G. The element x∈X x of the group ring ZG is denoted by X.
The set {x −1 : x ∈ X} is denoted by X −1 . The subgroup of G generated by X is denoted by X ; we also set rad(X) = {g ∈ G : gX = Xg = X}.
The order of g ∈ G is denoted by o(g). The set {(g, xg) : x ∈ X, g ∈ G} of arcs of the Cayley digraph Cay(G, X) is denoted by R(X).
The group of all permutations of a set Ω is denoted by Sym(Ω), and the identity element of Sym(Ω) by id Ω .
The subgroup of Sym(G) consisting of the right multiplications with elements in G is denoted by G right . For a subgroup H ≤ G, the subgroup of G right consisting of the right multiplications with elements in H is denoted by H r .
For a set ∆ ⊆ Sym(G) and a section S = U/L of G, we set
where S f = S means that f maps U to itself and permutes the L-cosets in U among themselves (or in other words, the partition of U into its L-cosets is f -invariant), and f S denotes the bijection of S induced by f .
If K ≤ Sym(Ω) and α ∈ Ω, then the stabilizer of α in K and the set of all orbits under K on Ω are denoted by K α and Orb(K, Ω), respectively.
The cyclic group of order n is denoted by C n . The class of finite abelian groups all of whose Sylow subgroups are elementary abelian is denoted by E. § 2. S-rings
In this section, we provide the reader with background information about S-rings. Regarding notation and terminology, we mostly follow [11, 14] . We refer to the survey paper [21] for more information on S-rings and their link with combinatorics.
Let G be a finite group and ZG be the integer group ring. Denote the identity element of G by e. A subring A ⊆ ZG is called an S-ring (or Schur ring) over G if there exists a partition S(A) of G such that:
The elements of S(A) are called the basic sets of A and the number rk(A) = |S(A)| is called the rank of A. One can easily check that XY ∈ S(A) for X, Y ∈ S(A) with |X| = 1 or |Y | = 1.
Let A be an S-ring over a group G.
With each A-set X one can naturally associate two A-subgroups, namely, X and rad(X).
Let L ✂ U ≤ G. A section U/L is called an A-section if U and L are A-subgroups. If S = U/L is an A-section then the module
where π : U → U/L is the canonical epimorphism, is an S-ring over S.
The S-ring A over G is called primitive if G has no nontrivial proper A-subgroups. Clearly, if H is a maximal A-subgroup, then the S-ring A G/H is primitive.
Let A and B be S-rings over groups G and H, respectively. A bijection f :
The set of all isomorphisms from A to B is denoted by Iso(A, B).
The set Iso(A, A) is a subgroup of Sym(G), which contains a normal subgroup defined as
This subgroup is called the automorphism group of A. One can see that
Clearly, if S is an A-section, then Aut(A) S ≤ Aut(A S ). Denote the group Aut(A) ∩ Aut(G) by Aut G (A). It easy to check that if S is an A-section, then (Aut G (A)) S ≤ Aut S (A S ).
Let K be a subgroup of Sym(G) containing G right . Schur [24] proved that the Z-submodule
. Therefore, if A is schurian, then so is A S for every A-section S. One can verify that A is schurian if and only if A = V (Aut(A), G). An S-ring A over a group G is called cyclotomic if there exists M ≤ Aut(G) such that S(A) = Orb(M, G). In this case A is denoted by Cyc(M, G). Obviously, A = V (G right M, G). So every cyclotomic S-ring is schurian. If A = Cyc(K, G) for some K ≤ Aut(G) and S is an A-section, then A S = Cyc(K S , G). Therefore, if A is cyclotomic, then so is A S for every A-section S.
Let K 1 , K 2 ≤ Sym(Ω) be arbitrary permutation groups of a set Ω. We say that K 1 and K 2 are 2-equivalent, denoted by K 1 ≈ 2 K 2 , if Orb(K 1 , Ω 2 ) = Orb(K 2 , Ω 2 ), where both K 1 and K 2 act on Ω 2 with the usual componentwise action. This is an equivalence relation on the set of all subgroups of Sym(Ω), and every equivalence class has a unique maximal element. The unique element of the class containing a given K ≤ Sym(Ω) is called the 2-closure of K, denoted by K (2) .
Two groups K 1 , K 2 ≤ Aut(G) are defined to be Cayley equivalent, denoted by K 1 ≈ Cay K 2 , if Orb(K 1 , G) = Orb(K 2 , G). If A = Cyc(K, G) for some K ≤ Aut(G), then Aut G (A) is the largest group which is Cayley equivalent to K. A cyclcotomic S-ring A over G is called Cayley minimal if
Let G be a finite group and X ⊆ G be any subset. Babai [2] gave the following criterion for X to be a CI-subset. In what follows, we write Sup(G right ) = {K ≤ Sym(G) : K ≥ G right }, and let Sup 2 (G right ) denote its subset consisting of the 2-closed groups, or formally,
A group K ∈ Sup(G right ) is said to be G-transjugate if for every γ ∈ Sym(G), the inclusion (G right ) γ ≤ K implies that (G right ) γ and G right are conjugate in K (see [11, Definition 1] ). [11, Definition 2] ). The relation G is a partial order on Sup(G right ). The set of the minimal elements of the poset (Sup 2 (G right ), G ) is denoted by Sup min 2 (G right ). Let A be an S-ring over G. The set of all isomorphisms from A onto some S-ring over G will be denoted by Iso(A), or formally,
Let Iso e (A) = {f ∈ Iso(A) : e f = e}.
Note that, for any f ∈ Iso e (A) and any two basic sets X, Y ∈ S(A), (XY ) f = X f Y f (see [11, page 347] ). Furthermore, if S is an A-section and f ∈ Iso e (A) such that S f = S, then f S ∈ Isoē(A S ), whereē denotes the identity element of S (see [11, Proposition 2.7] ).
One can see that Aut(A) Aut(G) ⊆ Iso(A). The S-ring A is defined to be a CI-S-ring if Iso(A) = Aut(A) Aut(G) (see [11, Definition 3] ). For instance, it is easy to check that ZG and the S-ring of rank 2 over G are CI-S-rings.
The following conditions are equivalent: It is well-known that Aut(Cay(G, X)) ∈ Sup 2 (G right ) for every X ⊆ G. Therefore, combining together Lemma 3.1, the definition of G and Lemma 3.2 yields the following implication:
In fact, we are going to derive Theorem 1.1 by showing that the condition in the lemma above holds when G ∼ = C 4 p × C q , where p and q are distinct primes. Remark 3.4. The condition that V (K, G) is a CI-S-ring for every K ∈ Sup min 2 (G right ) is equivalent to say that every schurian S-ring over G is CI. In proving Theorem 1.1 we will use the fact that the schurian S-rings over each proper subgroup of C 4 p × C q are CI. Here are the references: C n p , p > 2 and n ≤ 4 (Hirasaka and Muzychuk [ The following lemma is an easy consequence of the definitions.
Lemma 3.5. Let A be a schurian S-ring over an abelian group G and S be an A-section such that at least one of the following conditions holds:
(1) A is a CI-S-ring and S right ✁ Aut(A) S .
(2) A S is a normal CI-S-ring.
Then, for every f ∈ Iso e (A) such that S f = S, f S ∈ Aut(S). In particular, f S = id S whenever f S fixes pointwise a generating set of S.
Proof. Then f S ∈ Isoē(A S ), whereē denotes the identity element of S. Assume first that condition (1) holds. Then f = γϕ for some γ ∈ Aut(A) e and ϕ ∈ Aut(G) because A is a CI-S-ring. Since e f = e, it follows that e γ = e, hence S γ = S, and thus S ϕ = S.
, and hence f S ∈ Aut(S) as well. Now, suppose that condition (2) holds. Then f S ∈ Aut(A S )ē Aut(S) = Aut(S), where the inclusion holds because A S is a CI-S-ring, whereas the equality holds because A S is also normal.
We finish this section with another lemma about CI-S-rings. In order to formulate the lemma, it is necessary to introduce some further notation. Let A be a schurian S-ring over an abelian group G, and L be an A-subgroup of G. Then, the partition of G into the L-cosets is Aut(A)-invariant. The kernel of the action of Aut(A) on the latter cosets is denoted by Aut(A) G/L , that is,
(1)
Since Aut(A) G/L ✁ Aut(A), the group K := Aut(A) G/L G right can be formed. Clearly, K ≤ Aut(A). It follows from [11, Proposition 2.1] that K = K (2) . Proof. We first prove that Aut(A) G/L is G/L-transjugate. The groups Aut(A G/L ) and
Then H G/L is an abelian and transitive subgroup of Aut(A) G/L , and hence it is regular on G/L. Therefore,
Finally, we prove that Aut(A) is G-transjugate. This is equivalent to say that A is a CI-S-ring by Lemma 3.2. Again, let H be a regular subgroup of Aut(A) such that H ∼ = G. Since K G Aut(A), there exists γ ∈ Aut(A) such that H γ ≤ K. The S-ring V (K, G) is a CI-S-ring by one of the assumptions of the lemma. So K = Aut(V (K, G)) is G-transjugate by Lemma 3.2. Therefore, H γ and G right are conjugate in K, hence in Aut(A) as well. The lemma is proved. § 4. Wreath and star products Let A be an S-ring over a group G and S = U/L be an A-section of G. The S-ring A is called the S-wreath product or the generalized wreath product of A U and A G/L if L ✁ G and L ≤ rad(X) for each basic set X outside U. In this case we write A = A U ≀ S A G/L , and omit S when U = L. The S-wreath product is called nontrivial (or proper ) if L = {e} and U = G. We say that an S-ring A is decomposable if it is the nontrivial S-wreath product for some A-section S of G. The construction of the generalized wreath product of S-rings was introduced in [6] and independently in [15] under the name wedge product.
Suppose that A is the nontrivial S-wreath product and the S-rings A U and A G/L are CI-S-rings. Then A is a CI-S-ring whenever
Note that, if U = L in Lemma 4.1, then A is a CI-S-ring because the group Aut S (A S ) is trivial.
Lemma 4.2. With the notations in Lemma 4.1, suppose that at least one of the S-rings
Since A S is Cayley minimal, Aut G/L (A G/L ) S = Aut S (A S ) and we are done by Lemma 4.1. Similarly, in the case when A U is cyclotomic, we obtain that Aut U (A U ) S = Aut S (A S ) and A is a CI-S-ring by Lemma 4.1. The lemma is proved. 
The group G is elementary abelian and hence there exists α(ϕ, ψ) ∈ Aut(G) such that
For each i ∈ {1, . . . , t} and each l ∈ L, define β(i, l) ∈ Aut(G) in the following way:
where δ ij is the Kronecker delta.
Put
We finish the proof by showing that A = Cyc(K, G).
We prove first that every basic set of
If X ⊆ U then X α = X ϕ = X. The last equality holds because A U = Cyc(K 1 , U) and
Denote the canonical epimorphism from G to G/L by π. Using Eqs.
(2)-(4), a straightforward check shows that
The fourth equality holds because A G/L = Cyc(K 2 , G/L) and ψ ∈ K 2 . Since L ≤ rad(X) and L ≤ rad(X α ), we obtain that X α = X.
Let β = β(i, l) for some i ∈ {1, . . . , t} and l ∈ L. If X ⊆ U, then X β = X because β acts trivially on U. If X lies outside U, then X β = X because L ≤ rad(X). Therefore, every basic set of A is invariant under the action of the generators of K and hence under the action of K as well, as claimed. Now, we prove that every basic set of A is equal to an orbit under K. For this purpose it is sufficient to show that K acts transitively on every basic set. Again, let X ∈ S(A). If X ⊆ U, then K is transitive on X because K U = K 1 and X is an orbit under K 1 .
Suppose that X lies outside U. Then L ≤ rad(X) and
. Using Eqs. (2) and (4), we obtain that (
1 · · · x rt t for some numbers r 1 , . . . , r t ∈ {0, . . . , p − 1}. At least one of the numbers r i 's, say r m , is nonzero because d i v i / ∈ U. Since L is an elementary abelian p-group and r m is coprime to p, there exists l ′′ ∈ L such that (l ′′ ) rm = l(l ′ ) −1 . Put β = β(m, l ′′ ) and σ = αβ. Then
Therefore, K indeed acts transitively on X. Thus, every basic set of A is an orbit under K, and so A = Cyc(K, G). The lemma is proved.
Let V and W be A-subgroups. We say that A is the star product of A V and A W and write A = A V ⋆ A W if the following conditions hold: In the special case when V ∩ W = {e} the star product A V ⋆ A W is the usual tensor product, denoted by A V ⊗ A W (see [14, p. 5] ). 
Let p be a prime number. An S-ring A over a p-group G is defined to be a p-S-ring if every basic set of A has p-power size. Until the end of this section G stands for an elementary abelian p-group of rank n and A stands for a p-S-ring over G. Given a generating set {a 1 , . . . , a n } of G, the n-tuple (a 1 , . . . , a n ) is called an A-basis if for each i ∈ {1, . . . , n}, the subgroup a 1 , . . . , a i is an A-subgroup. (2) if n = 2 then A ∼ = ZC 2 p or A ∼ = ZC p ≀ ZC p ; (3) if n = 3 and p is odd, then A is isomorphic to one of the S-rings listed in Table 1 ; if n = 3 and p = 2, then A is is isomorphic to one of the S-rings in rows nos. 1-5 in Table 1 .
Proof. If p is odd, then Hirasaka and Muzcyhuk [11] classified the schurian S-rings over C n p , n ≤ 3, and it was proved later by Spiga and Wang [27] that all p-S-rings over C 3 p are schurian. If p = 2, then the statement of the lemma can be verified with the help of the GAP package COCO2P [10] .
For later use we set D p = Cyc( σ , C 3 p ), the S-ring in row no. 6 in Table 1 . The following two lemmas for an odd prime p are [14, Lemma 5.5] and [14, Lemma 5.6], respectively. Their proofs are also valid for p = 2. Table 1 ). Lemma 5.5. With the above notations, let n = 4 and suppose that A is indecomposable and schurian. Then A is 2-minimal.
Proof. The statement of the lemma for an odd prime p follows from [9, Theorem 4.1]. If p = 2, then using the GAP package COCO2P [10] , one can find all indecomposable p-Srings over G (there are four of them up to isomorphism), and check that their automorphism groups do not contain a 2-equivalent proper subgroup. So the statement of the lemma also holds for p = 2.
Lemma 5.6. With the above notations, let n = 4 and suppose that A is decomposable. Then A is cyclotomic. Lemma 5.7. With the above notations, let p = 2 and n ≤ 4. Then A is a CI-S-ring.
Proof. Let

Proof. The S-ring A is schurian by [8, Theorem 1.2].
Suppose first that A is decomposable, that is, A is the nontrivial S-wreath product for some A-section S with |S| ≤ p 2 . Then A is cyclotomic by Lemma 5.2 if n ≤ 3 and by Lemma 5.6 if n = 4. The S-ring A S is Cayley minimal by Lemma 5.3. So A is a CI-S-ring by Lemma 4.2. Now, suppose that A is indecomposable. If n ≤ 3 then A = ZG by Lemma 5.2, which is obviously a CI-S-ring. Let n = 4. A computation with COCO2P [10] shows that, up to isomorphism, there are three indecomposable S-rings over G distinct from ZG. One of these S-rings, say A 1 , satisfies the conditions | Aut(A 1 )| = 32 and G right is the unique regular subgroup of Aut(A 1 ), which is isomorphic to G. Since A 1 is schurian, we conclude that A 1 is a CI-S-ring by Lemma 3.2. The CI-property of the other two indecomposable S-rings follows from the CI-property of A 1 and Lemma 3.6. The lemma is proved.
We conclude this section with a particular S-ring over C 4 p , which will appear in our proof of Theorem 1.1 in Section 7.
Lemma 5.8. With the above notations, let n = 4 and suppose that A is decomposable, A U ∼ = ZC p ≀ ZC p ≀ ZC p for an A-subgroup U, and A has a basic set outside U with trivial radical. Then Aut G (A) U = Aut U (A U ), unless p > 2 and there exist A-subgroups U 1 and U 2 of G of order p 3 such that Suppose for the moment that there exists X ∈ S(A) outside U with |X| = 1. In this case X = {x} for some x ∈ G \ U. Clearly, A X = Z X . Lemma 4.5 implies that A = A U ⊗ A X . Let ϕ ∈ Aut U (A U ). Define ψ ∈ Aut(G) in the following way:
Moreover, each basic set of
Then ψ ∈ Aut G (A). We obtain that Aut G (A) U ≥ Aut U (A U ), and therefore, Aut G (A) U = Aut U (A U ). Thus, we may assume that |X| > 1 for every X ∈ S(A) outside U. This implies that A is the unique A-subgroup of order p.
From now on let X ∈ S(A) be a basic set such that X ⊂ U and | rad(X)| = 1. The S-ring A is decomposable. So A is the (Ū /L)-wreath product for some A-section U /L withŪ < G and |L| > 1. Note that, X ⊆Ū because every basic set of A outsideŪ has nontrivial radical, whereas | rad(X)| = 1. Since X ≤Ū < G, we have | X | ≤ |Ū | ≤ p 3 . In view of the previous paragraph, we may assume that |X| > 1. Now, the description of all p-S-rings over an elementary abelian group of rank at most 3 given in Lemma 5.2 implies that p = 2, |X| = p, X =Ū , |Ū | = p 3 , and AŪ ∼ = D p , the S-ring in row no. 6 in Table 1 . Therefore, choosing U 1 to beŪ , the first part of Eq. (5) holds.
Since V is the unique A-subgroup of G of order p 2 contained in U, it follows that V = U ∩ U 1 . Therefore, we may assume that
Then Y ⊆ U 1 because every basic set outside U 1 has nontrivial radical, a contradiction. So | rad(Y )| > 1. Since A is the unique A-subgroup of order p, we conclude that A ≤ rad(Y ).
Let π : G → G/A be the canonical epimorphism. Consider the S-ring A G/A over the group G/A of order p 3 . Note that, |π(X)| = |π(cV )| = p and rad(π(X)) = rad(π(cV )) = π(V ). Now, the description of all p-S-rings over C 3 p given in Table 1 
Then |π(Y )| = p and rad(π(Y )) = π(V ). Since A ≤ rad(Y ), we conclude that Y is a V -coset. Thus we proved that every basic set of A outside U ∪ U 1 is a V -coset. A straightforward check shows that Aut G (A) contains the following subgroup: Finally, if Y ∈ S(A) and Y is outside U 1 ∪ U 2 , then π(Y ) = π(V ), so Y is a V -coset. This completes the proof of the lemma. § 6. S-rings over an abelian group of non-powerful order A number n is called powerful if p 2 divides n for every prime divisor p of n. Wielandt [28] showed that, if G is an abelian group of composite order with at least one cyclic Sylow subgroup, then the only primitive S-ring over G is the one of rank 2 (see also [29, Theorem 25.4] ). In particular, the following statement holds: Lemma 6.1. (cf. [28] ) If G is an abelian group of non-powerful composite order, then the only primitive S-ring over G is the one of rank 2.
In the remaining lemmas the group G = P × Q, where P is an abelian group and Q ∼ = C q with prime q coprime to |P |. Clearly, |G| is non-powerful. Furthermore, A is an S-ring over G,P is the unique maximal A-subgroup contained in P , andQ is the least A-subgroup containing Q. Note that,PQ is an A-subgroup. The following lemma can be retrieved from the proof of [22, Proposition 14] . 
Let pr P denote the projection from G = P × Q to P . In view of Lemma 3.3, it is sufficient to prove the following theorem:
p and Q ∼ = C q for distinct primes p and q, and let K ∈ Sup min 2 (G right ). Then V (K, G) is a CI-S-ring. The proof of the theorem consists of two main steps. It will be shown first that the S-ring V (K, G) in Theorem 7.1 is CI, unless it is a generalized wreath product with certain properties (Lemmas 7.2-7.4). Then the latter generalized wreath product will be shown to be CI after an exhaustive computation. (1) A is a CI-S-ring.
(2) A = AP Q ≀ S A Q , where S =P Q/Q,P is the maximal A-sugroup contained in P and P < P .
Proof. Assume that A is a non-CI-S-ring. We have to show that case (2) holds. LetQ be the least A-subgroup containing Q. Assume first thatP = P . Then A G/P is a q-S-ring by Lemma 5.1. Lemma 5.2 implies that A G/P ∼ = ZC q . Clearly, G = PQ. It follows from Lemma 6.4 that A = A P ⋆ AQ. Then A is a CI-S-ring by Remark 3.4 and Lemma 4.4, contradicting our assumption that A is a non-CI-S-ring.
ThusP < P , and Lemma 6.5 can be applied to A. Suppose that case (1) of Lemma 6.5 holds for A, that is, A = AP ≀ A G/P , where rk(A G/P ) = 2. IfP is trivial, then rk(A) = 2 and A is a CI-S-ring. IfP is nontrivial, then A is a CI-S-ring by Remark 3.4 and Lemma 4.1, which is impossible.
Thus case (2) of Lemma 6.5 holds for A, that is,
where S =PQ/Q andQ < G. Notice that, we are done if we show thatQ = Q.
Assume for the moment thatPQ = G. ThenP = (PQ) q ′ = P , hence by Lemma 6.3, A = AP ⋆ AQ. SinceP < G andQ < G, the S-ring A is a CI-S-ring by Remark 3.4 and Lemma 4.4.
ThusPQ < G, and therefore, A is the nontrivial S-wreath product. The group G/Q is a p-group of order at most p 4 becauseQ ≥ Q. Lemma 5.1 yields that A G/Q and A S are p-S-rings. If |G/Q| ≤ p 3 then the S-rings A G/Q and A S are cyclotomic by Lemma 5.2. Since |S| ≤ p 2 , the S-ring A S is Cayley minimal by Lemma 5.3. It follows from Lemma 4.2 that A is a CI-S-ring. Thus, |G/Q| = p 4 and henceQ = Q. Lemma 7.3. With the notations in Lemma 7.2, suppose that case (2) holds. Then one of the following conditions holds: The S-ring A G/Q is a CI-S-ring by Remark 3.4. All conditions of Lemma 3.6 hold for A, A G/Q and B and hence A is a CI-S-ring. Now, suppose that A G/Q is decomposable. Then A G/Q is cyclotomic by Lemma 5.6. If A S is Cayley minimal then we are done by Lemma 4.2. So we may assume that A S is not Cayley minimal. Since |S| ≤ p 3 , Lemma 5.3 implies that |S| = p 3 and A S ∼ = ZC p ≀ ZC p ≀ ZC p . Lemma 7.4. With the notations in Lemma 7.3, suppose that case (2) holds. Then one of the following conditions holds: (1) A is a CI-S-ring.
(2) A G/Q has a basic set outside S with trivial radical.
Proof. The S-ring A S ∼ = ZC p ≀ZC p ≀ZC p , hence there exists a unique minimal A S -subgroup in S, say A, which has order p. In view of Lemma 5.1, we have A (G/Q)/S ∼ = ZC p . This means that every basic set of A G/Q outside S is contained in an S-coset. So rad(X) is an A Ssubgroup for every X ∈ S(A G/Q ) outside S. If | rad(X)| > 1 for every X ∈ S(A G/Q ) outside S, then A G/Q is the S/A-wreath product because A is the least A S -subgroup. Therefore, A is theP Q/π −1 (A)-wreath product, where π : G → G/Q is the canonical epimorphism. Note that, |π −1 (A)| = pq and hence |G/π −1 (A)| = p 3 and |P Q/π −1 (A)| = p 2 . The S-rings A G/π −1 (A) and AP Q/π −1 (A) are cyclotomic by Lemma 5.2 and the S-ring AP Q/π −1 (A) is Cayley minimal by Lemma 5.3. Thus, A is a CI-S-ring by Lemma 4.2.
We need one more technical lemma. Lemma 7.5. Let A be a schurian S-ring over a group H ∼ = C 3 p × C q , where p and q are distinct primes, and let H p and H q be the Sylow pand q-subgroup of H, respectively. Suppose that H p and H q are A-subgroups, A Hp ∼ = ZC p ≀ ZC p ≀ ZC p , and at least one of the following conditions holds:
where (a, b, c) is an A Hp -basis and H q = d . Then X f = X for each X ∈ S(A).
Proof. Let A 1 = a , A 2 = a, b and A 3 = a, b, c . Then each A i is an A-subgroup, and A 3 = H p . Choose an arbitrary basic set X ∈ S(A).
It is easy to check that X f = X holds whenever X ⊂ H p . Suppose that X ⊂ H q . If A Hq is of rank 2, then X f = X holds trivially. If A Hq is of rank larger than 2, then A Hq is normal by [7, Theorem 4.1] . Since A Hq is a CI-S-ring, see Remark 3.4 , and d f = d, Lemma 3.5(ii) can be applied to A, H q and f , and this results in f Hq = id Hq , and so X f = X. Notice that, all these yield that, for every i ∈ {1, 2, 3},
Let K = Aut(A), L = K H/Hp and M = K H/Hq (for the definition of the latter two groups, see Eq. (1)).
Let x ∈ H q . Then for any γ ∈ L, e γ = e if and only if x γ = x. Thus, L e = L x , and so L acts equivalently on H p and H p x. This implies that L acts faithfully on H p x, in particular, L ∼ = L Hpx . One obtains in exactly the same way that, for every y ∈ H p , M acts equivalently on H q and H q y and M ∼ = M Hqy .
Assume first that condition (1) holds, that is, K Hq is non-solvable. Then K Hq acts 2-transitively on H q . The group (H q ) right ≤ M Hq . If M Hq is solvable, then (H q ) right is characteristic in M Hq , and as M Hq ✁ K Hq , it follows that (H q ) right ✁ K Hq . This, however, contradicts that K Hq is non-solvable, and thus M Hq is a non-solvable group. This implies that M acts 2-transitively on every coset H q x, x ∈ H p . Thus, H q x \ {x} is an orbit under M x = M e , showing that A = A Hp ⊗ A Hq . Then we are done by Eq. (6) .
In the rest of the proof we assume that K Hq is a solvable group. Notice that, since M ∼ = M Hq , it follows in turn that, M is solvable, (H q ) r is characteristic in M, and as M ✁ K, we have (H q ) r ✁ K.
To settle the lemma, we have to show that X f = X for each X ∈ S(A) provided that condition (2) holds, that is, V (L Hp , H p ) is decomposable. Let B = V (L Hp , H p ). Since A Hp ∼ = ZC p ≀ ZC p ≀ ZC p , Aut(A Hp ) is a p-group, and hence so is L Hp . We find that B is isomorphic to one of the S-rings in rows nos. 2-5 in Table 1 . We consider below all the possibilities step by step. Recall that, X is an arbitrary basic set of A.
Case 1. B ∼ = ZC 2 p ≀ ZC p . In this case rad(X) ≥ A 2 if X ⊂ A 2 H q , and so X f = X for such X. The S-ring B A 2 = ZA 2 , hence L A 2 = (A 2 ) right . Repeating the argument used by showing that L ∼ = L Hp , one can prove that L A 2 Hq ∼ = L A 2 . This then yields ((A 2 ) r ) A 2 Hq = L A 2 Hq ✁ K A 2 Hq . On the other hand, (H q ) r ✁K also holds, and thus we find that (A 2 H q ) right ✁K A 2 Hq . By Remark 3.4, A is a CI-S-ring, and all conditions in Lemma 3.5(i) hold for A, A 2 H q , f and the generating set {a, b, d}. We find f A 2 Hq = id A 2 Hq , and so X f = X for X ⊂ A 2 H q as well.
It can be shown that L H/A 1 ∼ = L Hp/A 1 . This then yields ((H p /A 1 ) r ) H/A 1 = L H/A 1 ✁ K H/A 1 , and since Q r ✁ K also holds, we obtain that (H/A 1 ) right ✁ K H/A 1 . Lemma 3.5(i) can be applied to A, H/A 1 , f and the generating set {A 1 b, A 1 c, A 1 d}. We find f H/A 1 = id H/A 1 , and so X f = X for X ⊂ A 2 H q as well.
In this case |O θ (B)| = p 2 . Assume for the moment that O θ (B) = A 2 , and let {u} ∈ S(B) for some u / ∈ A 2 . Choose X ∈ S(A) so that pr Hp (x) = u for some x ∈ X (recall that, pr Hp denotes the projection from H = H p × H q to H p ). Then H p x ∩ X = {x}. For otherwise, there is γ ∈ K e such that x γ = x and x γ ∈ H p x. Since K Hq is solvable, this implies in turn that, γ ∈ L e , u γ = u and u γ ∈ H p . This contradicts that {u} ∈ S(B). We obtain that every H p -coset intersects X in at most one element. Let v ∈ A 2 u be an arbitrary element. By Lemma 6.7, pr Hp (X) = A 2 u, pr Hp (y) = v for some y ∈ X.
Then O θ (B) = A 2 , hence B A 2 = ZA 2 . One can repeat the argument used by the 1st case and derive that X f = X if X ⊂ A 2 H q .
Suppose that X ⊂ A 2 H q . Each basic set of B outside A 2 is equal to an A * -coset for some subgroup A * < A 2 of order p, in particular, A * ≤ rad(X). If A * = A 1 , then A 2 ≤ rad(X) because A 1 is the unique A-subgroup of order p, and it follows from this that X f = X. If A * = A 1 , then B Hp/A 1 = Z(H p /A 1 ). In this case one can procced as by the 2nd case and derive that X f = X.
In this case A = A Hp ⊗ A Hq , hence we are done by Eq. (6) .
We are ready to prove the main result of this paper.
Proof of Theorem 7.1. Let A = V (K, G) be the S-ring given in Theorem 7.1. Due to Lemma 7.2 we may assume that
where S =P Q/Q,P is the maximal A-sugroup contained in P andP < P . It follows from Lemmas 7.3 and 7.4 that we may further assume that A G/Q is decomposable, A S ∼ = Z p C p ≀ Z p C p ≀ Z p C p , and A G/Q has a basic set outside S with trivial radical. By the latter conditions Lemma 5.8 can be applied to A G/Q and S. If Aut G/Q (A G/Q ) S = Aut S (A S ), then A is a CI-S-ring by Lemma 4.1, and thus we may assume that Aut G/Q (A G/Q ) S = Aut S (A S ). Now, according to Lemma 5.8, p > 2 and there exist A-subgroups U 1 and U 2 of G of order p 3 q such that U 1 , U 2 = P 1 Q,
Furthermore, each basic set of
Choose an arbitrary isomorphism f ∈ Iso e (A). We complete the proof of the theorem by finding an automorphism ϕ ∈ Aut(G) such that
Indeed, then f ∈ Aut(A) e Aut(G), which implies Iso e (A) = Aut(A) e Aut(G), and so A is a CI-S-ring by Lemma 3.2. Fix elements a 1 , . . . , a 6 of G such that (a 1 , a 2 , a 3 ) is an AP -basis, a 4 ∈ (P ∩ U 1 ) \P , a 5 ∈ (P ∩ U 2 ) \P and Q = a 6 .
Then a f 6 = Q and a f 1 , a f 2 , a f 3 ≤ P of order p 3 . Let P 1 = a 1 , P 2 = a 1 , a 2 and U =P Q. Notice that, bothP and Q are A U -subgroups and AP ∼ = ZC p ≀ ZC p ≀ ZC p . Thus A U satisfies the first three conditions in Lemma 7.5. The rest of the proof is divided into two cases depending whether also at least one of conditions (1) and (2) in Lemma 7.5 holds.
Thus, f G/P 1 Q 1 = id G/P 1 Q , in particular, a f 1 3 ∈ P 1 Qa 3 . On the other hand, a f 1 3 ∈P , hence a f 1 3 ∈ P 1 a 3 . Then all conditions in Lemma 7.5 hold for A U and f U 1 , and this results in X f 1 = X. Case 2. Aut(A U ) Q is solvable and V ((Aut(A U ) U/P )P ,P ) is indecomposable.
In this case, we choose an automorphism ϕ ∈ Aut(G) such that a ϕ i = a f i for each i ∈ {1, 2, 3, 6} and Qa ϕ 4 = Qa f 4 . We claim that Eq. (8) holds for f 1 := f ϕ −1 .
We show first that A U is normal. Using that Aut(A U ) Q is solvable, we have shown in the proof of Lemma 7.5 that (Q r ) U ✁ Aut(A U ). Also, since V ((Aut(A U ) U/P )P ,P ) is indecomposable,P right is the unique regular subgroup of (Aut(A U ) U/P )P isomorphic to C 3 p . Thus, for every γ ∈ Aut(A U ), ((P r ) U ) γ )P =P right = (P r )P . This implies that ((P r ) U ) γ = (P r ) U because Aut(A U ) U/P acts faithfully onP , see the proof of Lemma 7.5. We obtain that (P r ) U ✁ Aut(A U ). Since (Q r ) U ✁ Aut(A U ) and U right = (P r ) U (Q r ) U , it follows that A U is indeed normal.
Let Let X ∈ S(A) such that X ⊂ U. By Remark 3.4, A U is a CI-S-ring, and hence Lemma 3.5(ii) can be applied to A, U, f 1 and the generating set {a 1 , a 2 , a 3 , a 6 }. We find that f U 1 = id U , and so X f = X. Let X ∈ S(A) such that X ⊂ U 1 \ U. By Remark 3.4 and Eq. (7), the S-ring A U 1 /Q is a normal CI-S-ring, and hence Lemma 3.5(ii) can be applied to A, U 1 /Q, f 1 and the generating set {ā 1 ,ā 2 ,ā 4 }. We find that f U 1 /Q 1 = id U 1 /Q , and since Q ≤ rad(X), this implies that X f 1 = X.
Finally, let X ∈ S(A) such that X ⊂ U 1 ∪ U. Then X ⊂ Uy for some y ∈ a 4 . Since f U 1 /Q 1 = id U 1 /Q , (Qy) f 1 = Qy, hence Qy f 1 = Q f 1 y f 1 = (Qy) f 1 = Qy, and (Uy) f 1 = Uy f 1 = UQy f 1 = Uy. Let δ : U → Uy be the maping defined by x → xy (x ∈ U), and let ψ = δ(f 1 ) U y δ −1 .
We claim that ψ ∈ Aut(A U ). This is equivalent to say that, for every Y ∈ S(A U ) and x ∈ U, (Y x) ψ = Y x ψ . This follows along the line:
where by the 2nd equality we used that f 1 ∈ Iso e (A) and by the 3rd one that f U 1 = id U . It is clear that (U/Q) ψ = U/Q, hence ψ U/Q ∈ Aut(A U ) U/Q = Aut U (A U ) U/Q = L.
Since f U 1 /Q 1 = id U 1 /Q , it follows that ψ U/Q fixes bothā 1 andā 2 , and hence ψ U/Q ∈ φ 1 . Consequently, for every x ∈ U, (P 1 Qx) ψ = P 1 Qx. Combining this with the condition that P 1 Q ≤ rad(X), we can write X f 1 = (Xy −1 ) ψδ = ((P 1 QXy −1 ) ψ ) δ = (P 1 QXy −1 ) δ = P 1 QX = X.
This completes the proof of Case 2.
