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Abstract I
Abstract
Diese Arbeit beschäftigt sich mit den Grundlagen zu Multi-Agenten-Systemen in
der Industrie. Der Begriff “Industrie 4.0“ wird eingeführt und es wird eingehend auf
die Potentiale und Herausforderungen diesbezüglich eingegangen. Außerdem wird ein
Überblick über aktuelle Entwicklungen und Ansätze zur Entwicklung von sogenannten
autonomen Agenten gegeben. Diese werden auch im Hinblick auf die Themen Holonic
Manufacturing und Multi-Agenten-System besprochen. Im praktischen Teil der Arbeit
wird ein System bestehend aus vier BDI-Agenten entwickelt, um einen beispielhaften
Geschäftsprozess zu bearbeiten. Die Entwicklung basiert dabei auf Java und dem
Jadex Agenten-Framework. Es wird gezeigt, dass sich damit autonome BDI-Agenten
umsetzen lassen, die über Rechnergrenzen hinweg koordiniert werden können.
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1 Einleitung
Deutschland ist für viele Dinge bekannt. Für Pünktlichkeit, Fleiß, Höflichkeit, Ordnung
und Korrektheit und nicht zuletzt für seine vielen Produkte made in Germany. Doch
die hiesige Industrie ist durch viele Wettbewerber bedroht. Zur Zeit findet ein Umbruch
statt, mit dem Ziel die deutsche Industrie weiterhin weltweit an der Spitze zu halten
und Konsumenten rund um den Globus zu versorgen.
1.1 Motivation
Vom 13. bis zum 17. April 2015 fand in Hannover wie jedes Jahr die bedeutendste
Industriemesse1 der Welt statt: die HANNOVER MESSE.
Kaum ein Tag verging ohne Pressemeldungen2 wie diese:
• ZVEI: Hannover Messe setzt Ausrufezeichen bei Industrie 4.0 und Smart Grids
• Vernetzte Industrie beflügelt HANNOVER MESSE
• VDMA: Maschinenbau geht auf Kurs 4.0
• Wirtschaftsforum diskutiert Chancen der digitalen Vernetzung
• Industrie 4.0 – In Hannover erleben, begreifen und investieren
Deutschland ist ein international wichtiger Industriestandort mit vielen produzieren-
den Unternehmen. Die Bandbreite erstreckt sich über die Automobilindustrie, Maschi-
nenbau, Pharmazie, Chemie, Lebensmittel, Mess- und Regeltechnik und viele Bereiche
mehr. Im Jahr 2014 wurden Waren im Wert von über einer Billion Euro exportiert
[Spi15]. Doch trotz langjähriger Erfahrung in der Entwicklung und Produktion ha-
ben viele Unternehmen mit einem Problem zu kämpfen: die Anforderungen an die
Unternehmen steigen laufend. Es wird eine höhere Flexibilität, Schnelligkeit und In-
dividualität sowie geringere Kosten erwartet. Gleichzeitig darf die Qualität jedoch
nicht darunter leiden. Während die Entwicklungsabteilungen möglichst in Deutschland
verbleiben, wird die Produktion mehr und mehr ausgelagert. Seit Mitte der 90er Jahre
verschiebt sich die Produktion von Gütern immer mehr in Länder mit günstigeren
Produktionsmöglichkeiten. Zwar ist dieser Trend seit 2003 rückläufig, doch trotzdem
1http://www.hannovermesse.de/de/info/ueber-uns/
2http://www.hannovermesse.de/de/info/fuer-journalisten/pressemitteilungen/
1. Einleitung 2
werden nach [ZKM13] Waren im Wert von 389 Milliarden Euro an Bruttoprodukti-
onswert im Ausland produziert. Dies entspricht etwa 21% des gesamten deutschen
verarbeitenden Gewerbes. Es ist daher wichtig, neue, innovative Ansätze für die Pro-
duktion zu entwickeln und einzuführen, um Arbeitsplätze und technisches Know-How
in Deutschland halten zu können.
Ein großer Teil der Produktion ist heute bereits vollständig oder teilweise automatisiert.
Dieser bisher hauptsächlich auf Basis von Maschinen basierende Ansatz reicht zuneh-
mend nicht mehr aus. Es wird daher eine Revolution der Industrie, die sogenannte
Industrie 4.0, gefordert. Ein vielversprechender Ansatz auf diesem Weg ist die Integrati-
on der Informationstechnologie. Die heutige Automatisierungstechnik beschränkt sich
häufig auf einfache Aufgaben wie zum Beispiel die Nutzung von Fließbändern oder Ver-
packungsanlagen. Bei komplexeren Aufgaben werden Industrieroboter eingesetzt, die
selbständig bestimmte Arbeitsschritte ausführen können. Doch bisher arbeiten all diese
Systeme in der Regel ohne eigene Intelligenz. Ein strikter Ablaufplan muss für jeden
Prozess erstellt werden. Obwohl inzwischen Sensoren unzählige Parameter während der
Produktion messen, sind die Systeme nicht in der Lage, selbst darauf zu reagieren. Die
Vision für die Zukunft ist eine intelligente Verknüpfung aller beteiligten Akteure, die
sich selbst auf verändernde Bedingungen einstellen und zielorientierte Entscheidungen
treffen können. Die Entwicklung sogenannter Agenten Systeme steht hierbei seit eini-
ger Zeit im wachsenden Fokus. Ein Agent repräsentiert einen beliebigen Akteur z.B. in
Form eines Computerprogramms. Ein Agent kann eine Produktionsmaschine steuern,
einen Transport organisieren oder einen Bestellprozess abwickeln. Kommen mehrere
gleichartige oder aber auch verschiedene Agenten zum Einsatz spricht, man von einem
Multi-Agenten-System (MAS). Diese Systeme sollen die genannten Anforderungen
erfüllen. Durch eine konsequente Vernetzung werden die Produktionsteilnehmer somit
in die Lage versetzt, autonom und zielgerichtet zu arbeiten. Die Einführung solcher
Systeme und die dafür nötigen Grundlagen sind ein wichtiges Teilstück zur nächsten
industriellen Revolution.
1.2 Ziele der Arbeit
Diese Arbeit soll einen Überblick über die aktuellen Herausforderungen und Entwicklun-
gen in der Industrie, speziell den autonomen Agentensystemen, geben. Dabei werden
zum einen die anstehenden Anforderungen und Lösungsmöglichkeiten für die Industrie
erläutert. Zum anderen wird ein Blick auf unterschiedliche Herangehensweisen an das
Thema der Agenten geworfen. Hier soll vor allem eine Grundlage für das Verständnis
von Agenten und der zugrundeliegenden Theorie gelegt werden. Neben der Einführung
verschiedener Konzepte zur Umsetzung von Agenten, wird auch ein spezifisches Frame-
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work auf Java Basis vorgestellt Anschließend werden die Anwendungsfelder aufgezeigt
und einige Umsetzungen für reale Projekte vorgestellt. Auf Basis eines einfachen
Beispielprozesses wird anschließend ein einfaches Agentensystem auf Basis von Java
konzipiert und implementiert.
1.3 Aufbau der Thesis
Nach der Einleitung in Kapitel 1, bearbeitet Kapitel 2 die Grundlagen, die zum Ver-
ständnis dieser Arbeit notwendig sind. Es wird auf das Modewort “Industrie 4.0“
eingegangen, sowie die Thematik der Agentensysteme erläutert. Kapitel 3 nimmt Be-
zug auf den aktuellen Stand der Technik. Es wird das im praktischen Teil der Arbeit
eingesetzte Framework Jadex vorgestellt, sowie zwei Beispiele von Agentensystemen
in der Praxis bzw. Forschung. Kapitel 4 beschäftigt sich mit der Konzeption und
den Anforderungen des zu entwickelnden Agentensystems, Kapitel 5 erläutert Teile
der Implementierung des Systems. In Kapitel 6 wird das Ergebnis des Systems kurz
vorgestellt und schließlich in Kapitel 7 ein Resümee gezogen und ein Ausblick in die
Zukunft gewagt.
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2 Grundlagen
Dieses Kapitel soll einen Überblick über einige grundlegenden Themen geben. Es soll
ein Verständnis für einzelne Abschnitte schaffen und einige Begriﬄichkeiten näher
erläutern und definieren. Neben der Einführung in den neumodischen Begriff Industrie
4.0 wird auch ein Blick auf darauf basierende Konzepte wie Cyper-Physical Systems und
Holonic Manufacturing geworfen. Außerdem wird der Begriff des Agenten eingeführt
und dessen Ideen und Vorteile vorgestellt. Neben einem Blick auf unterschiedliche
Architekturen wird das für diese Arbeit wichtige Konzept der BDI-Agenten besprochen.
Abschließend folgt eine kurze Definition der Multi-Agenten-Systeme.
2.1 Industrie 4.0
Deutsche Produkte werden auf der ganzen Welt hoch geschätzt und nachgefragt. Dies
liegt nicht zuletzt an der leistungsstarken Industrie, sondern auch an stetigen Innova-
tionen und Weiterentwicklungen. Dabei ist das produzierende Gewerbe für nahezu die
Hälfte der deutschen Exporte verantwortlich [Bun13].
Damit unter anderem die deutsche Wirtschaft weiterhin mit in der internationalen
Spitze steht, wurde 2006 die Hightech-Strategie für Deutschland erarbeitet [Bun06].
Diese wurde 2010 von der deutschen Bundesregierung durch die Hightech-Strategie
2020 [Bun10] erweitert, deren Hauptaufgabe die Formulierung von Zielen für verschie-
dene Innovationsfelder in der Zukunft ist.
Eine der erarbeiteten Zukunftsvisionen ist die sogenannte Industrie 4.0. Dabei ist
“Industrie 4.0“ ein deutscher Begriff, der 2011 durch die Promotorengruppe KOMMU-
NIKATION der Forschungsunion Wirtschaft - Wissenschaft geprägt wurde. Er wird
hauptsächlich als Marketingbegriff im Zusammenhang mit der im November 2011
verabschiedeten Hightech-Strategie 2020 verwendet [Pro13].
Der Aktionsplan der Bundesregierung von 2012 konkretisiert die Ziele der Hightech-
Strategie 2020 in 10 großen Themenfeldern. Neben Mobilität, Energieversorgung,
alternativen Rohstoffe und weiteren Projekten, ist die Industrie 4.0 ebenfalls erstmals
enthalten. Der Aktionsplan fordert die Evolution zur nächsten industriellen Stufe und
fördert diese mit dafür vorgesehenen 200 Mio. € [Bun12].
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Sieht man sich Abbildung 1 an, wird die immer größere Dynamik in der Entwick-
lung sichtbar. Erst Ende des 18. Jahrhunderts begann die Produktion mit Hilfe von
Wasser- und Dampfkraft. Vorher war es unmöglich große, bewegliche Maschinen zur
Unterstützung zu bauen. Bereits ein Jahrhundert später wurde durch die Elektrifi-
zierung und der daraus folgenden veränderten Arbeitsteilung die Massenproduktion
möglich. Von da an ging alles sehr schnell. Wenige Jahrzehnte später verhalf die
Elektronik und Informationstechnik der Industrie zu einer erneuten Revolution. Heute,
lediglich 40 Jahre später, steht die nächste, die 4. Stufe an.
Abbildung 1: Stufen der indust. Revolution [Spa13]
Um weiter auf diese nächste Stufe eingehen zu können bedarf es zunächst einmal
einer Definition. Eine mögliche Definition von Industrie 4.0 liefert [Spa13] wie folgt:
Definition 1 Unter »Industrie 4.0« wird die beginnende vierte industrielle Revolution
nach Mechanisierung, Industrialisierung und Automatisierung verstanden. Zentrales
Element sind vernetzte Cyber-Physische Systeme (CPS).
Dabei wird deutlich, dass aus dieser Begriffsdefinition wenig neue Erkenntnis ge-
wonnen werden kann. Der letzte Satz allerdings weißt auf den großen Unterschied
zur bisherigen Industrie hin. Die sogenannten Cyper-Physical Systems (CPS) sind ein
zentraler Bestandteil, auf die später noch genauer eingegangen wird.
Es gibt allerdings noch weitere Konzepte, die maßgeblich für die neue Industrie stehen
wie z.B. Selbstorganisation durch dezentrale Produktionssysteme, neuartige Systeme,
um Produkte weiter zu individualisieren, an die Bedürfnisse des Menschen angepasste
Fertigungssysteme sowie Entwicklungen, um die Nachhaltigkeit und Ressourceneffizi-
enz weiter zu steigern. [Las+14].
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Ein weiterer Ansatz sind sogenannte Smart Factories. [Pro13] erwartet, dass Unter-
nehmen ihre Maschinen, Lagersysteme und andere Betriebsmittel mit Hilfe von CPS
weltweit miteinander vernetzen werden. Die so entstehenden intelligenten Fabriken
bilden das Rückgrat der neuen Industrie. In der Vision sind hier die Produkte und
auch deren Teilprodukte jederzeit eindeutig identifizierbar. Ein Produkt kennt nicht
nur seinen aktuellen Standort (bzw. Standpunkt in der Produktionskette), sondern
führt auch einen Verlauf aller bisher ausgeführten Aktionen. Hierbei findet sowohl eine
Verknüpfung der vertikal angeordneten betriebswirtschaftlichen Prozesse, als auch der
horizontal angeordneten Wertschöpfungsprozesse statt. Somit kann sich ein Produkt
intelligent und selbstständig von Auftragseingang bis zur Auslieferung durch die Wert-
schöpfungskette bewegen.
Die Einführung solcher Prozesse ist jedoch mit Schwierigkeiten verbunden. Zum einen
steigt die Komplexität der Prozesse durch die Kombination von Informationstechnolo-
gie und Maschinenbau. Je nach Auswahl der Technologie und des Umsetzungsgrads
bei der Einführung entstehen mannigfaltige Kombinationsmöglichkeiten, die jeweils
aneinander angepasst werden müssen. Zum anderen wird die Umstellung häufig auf
bereits bestehende Fabriken mit eingespielten Arbeitsabläufen, Prozessen und Maschi-
nen angewandt. Wichtig wäre hier jedoch eine Planung im voraus, also bevor eine
Fabrik in Betrieb geht und feste Strukturen besitzt. [BS14]
[Las+14] sieht in der Industrie 4.0 zwei Entwicklungsrichtungen. Zum einen sind
dies der Druck von außen auf Unternehmen immer schneller und dabei wirtschaftlicher
zu produzieren. So werden immer kürzere Entwicklungszeiten und die Individualisie-
rung von Produkten erwartet. Der letzte Punkt führt im Extremfall zur sogenannten
Losgröße 1. Das heißt, es ist wirtschaftlich unerheblich, ob eine Produktvariante in
Serien von mehreren tausend Stück oder nur einmal, individuell gefertigt wird. Der
Kunde ist König und kann in Zukunft sein Auto direkt ab Werk mit individueller Lackie-
rung bestellen, ohne dass die Produktion geändert werden muss. Daraus resultierend
müssen Unternehmen flexibler und ressourceneffizienter werden. Zudem nimmt der
Technologiedruck weiter zu. Es ist notwendig, innovative Techniken zur Steigerung
der Automatisierung, Miniaturisierung, Digitalisierung und Vernetzung zu entwickeln
und einzusetzen, um den oben genannten Anforderungen zu begegnen.
Das ganze Potential zeigt sich in einer flächendeckenden Durchdringung dieser Vision.
Aufträge besorgen sich selbständig benötigte Materialen, buchen Bearbeitungsmaschi-
nen oder organisieren ihre eigene Auslieferung zum Kunden. [Spa13]
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Eine notwendige Voraussetzung ist die konsequente Vernetzung der dezentral auf-
gebauten Systeme. Der Fortschritt im Bereich der energie- und kostengünstigen Funk-
verbindungen ermöglichen den schnellen Aufbau von verteilten Infrastrukturen. [Spa13]
Nach [Pro12] ist es für den Produktionsstandort Deutschland enorm wichtig, “die
vom Internet getriebene 4. Industrielle Revolution mit zu gestalten und autonome,
selbststeuernde, wissensbasierte und sensorgestützte Produktionssysteme zu entwi-
ckeln, zu vermarkten und zu betreiben.“
Zusammenfassend lässt sich sagen, dass Industrie 4.0 mehr wie ein platter Werbe-
slogan ist. Hinter dem Begriff verstecken sich viele wichtige Konzepte und Ideen, um
die Produktion weltweit zu verbessern. Zum einen für die Unternehmen, die schneller
reagieren und günstiger produzieren können. Aber auch für den Kunden, der in Zukunft
individuelle Produktvarianten ohne großen Aufpreis oder Zeitverzug bestellen können
wird.
2.1.1 Cyper-Physical Systems
Ein Schlüsselelement dieser Revolution ist eine umfassende Vernetzung der an der
Produktion beteiligten Akteure. Zentraler Punkt dabei sind sogenannte CPS. Diese
Systeme umfassen Sensorik, Aktorik, funktionelle Abläufe sowie Schnittstellen zwischen
den Systemen selbst und dem Benutzer des Systems. [Min14]
Definition 2 »Cyber-Physische Systeme« (CPS, engl. Cyber-Physical Systems) sind
mit einer eigenen dezentralen Steuerung (engl. embedded systems) versehene intelli-
gente Objekte, welche in einem Internet der Daten und Dienste miteinander vernetzt
sind und sich selbstständig steuern. [Spa13]
Dabei kann ein praktisch alles einCPS sein. Über einen intelligenten Toaster mit
Webinterface, den Kühlschrank, der selbständig beim Supermarkt bestellt oder eben
die Produktionsmaschine, die ein Bauteil erkennt, entsprechend verarbeitet und weiter-
leitet. Auch eine ganze Fabrik kann ein CPS sein, wenn sie in der Lage ist, selbstständig
zu arbeiten und mit anderen Fabriken über standardisierte Schnittstellen zu kommuni-
zieren.
2.1.2 Holonic Manufacturing Systems
Während die später besprochenen Multi-Agenten-Systeme aus dem Forschungsfeld
der künstlichen Intelligenz stammen, sind Holonic Manufacturing Systems (HMS) aus
philosophischen Überlegungen heraus entstanden. HMS sind ein Konzept, das auf den
Begriff des “Holons“ zurückgeht. Holon ist ein von Arthur Koestler geprägter Begriff,
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den er 1967 in seinem Buch “The Ghost in the Machine“ verwendete. Ein Holon
beschreibt dabei eine stabile Struktur, die selbst wieder aus Holonen besteht. Als
ein Beispiel führt Koestler den menschlichen Körper an. Dieser besteht aus Organen,
welche wiederum aus Zellen bestehen, die ebenfalls weiter unterteilt werden können.
Die einzelnen Bestandteile können nicht ohne die über- bzw. untergeordneten Teile
verstanden werden. [Koe89]
Mehrere Holonen bilden eine sogenannte “Holarchie“. Diese Überlegungen haben
auch Auswirkungen auf moderne Produktionssysteme. Holarchien bieten Vorteile wie
Stabilität, Adaptivität, Flexibilität und Effizienz. Holonen können wie Agenten auto-
nom sein und miteinander kooperieren. In einem HMS sind Holonen meist aus zwei
Teilen zusammengesetzt. Aus einem virtuellen, informationsverarbeitenden Teil und
aus einem physischen Teil. Der physische Teil transportiert und verarbeitet Objekte,
während der andere Teil für kooperative Zwecke zwischen den Holonen zuständig ist.
Das Besondere ist nun, dass diese Produktionseinheiten aus anderen Produktionsein-
heiten aufgebaut werden können. [GSV99]
Prinzipiell sind HMS und Multi-Agenten-Systeme recht ähnlich. Die Konzepte sind aus
unterschiedlichen Forschungsrichtungen entstanden und haben sowohl Gemeinsamkei-
ten als auch Unterschiede. Einige Forschungsarbeiten versuchen aus beiden Richtungen
Vorteile zu ziehen und beide Ansätze miteinander zu verbinden (vgl. [Ada+11]).
2.2 Agenten
Schon seit längerer Zeit beschäftigt sich die Forschung mit sogenannten Agenten.
Obwohl der Begriff von vielen verwendet wird, besteht doch häufig keine Einigkeit
über die genaue Begriffsdefinition und Abgrenzung. Ein Definitionsversuch von Michael
Wooldridge lautet folgendermaßen:
“An agent is a computer system that is
situated in some environment, and that
is capable of autonomous action in this
environment in order to meet its design
objectives.“[Woo02a]
 
Abbildung 2: Abstrakte Vorstellung eines Agenten und seiner Umgebung [Woo02a]
Ein Agent ist also ein System, das autonome Handlungen in seiner Umgebung aus-
führt, um vorbestimmte Ziele zu erreichen. Außerdem zeigt Abbildung 2, dass ein
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Agent seine Umgebung wahrnehmen und durch seine Aktionen auch beeinflussen kann.
Um einen Agenten jedoch vollständig zu beschreiben und von anderen Computersys-
temen zu unterscheiden, fehlen noch einige wichtige, zusätzliche Eigenschaften.
[MN95] unterscheidet zwei Auffassungen, die die Eigenschaften der oben genann-
ten Definition miteinschließt und erweitert. Nach der ersten, schwachen Vorstellung
ist ein Agent ein Computersystem mit folgenden Eigenschaften:
• Autonomie
• Soziale Fähigkeiten
• Reaktivität
• Proaktivität
Ein Agent arbeitet demnach autonom, das heißt, er besitzt zu einem gewissen Grad
die Kontrolle über seine Handlungen und wird nicht unmittelbar von außen gesteuert.
Zudem kommuniziert er und arbeitet mit anderen Agenten zusammen. Er kann seine
Umgebung wahrnehmen und reagiert entsprechend auf deren Änderung. Eine der wich-
tigsten Eigenschaften ist die Proaktivität. Im Gegensatz zur Reaktivität wird nicht nur
auf Änderungen reagiert, sondern es werden zielgerichtete Aktionen ausgeführt, um
die Umgebung zu beeinflussen und einen gewünschten Zustand zu erreichen. Die drei
letztgenannten Eigenschaften sind ein entscheidender Unterschied zu vielen anderen au-
tonomen Systemen und bilden die Voraussetzung für intelligentes Verhalten [Woo02a].
Die zweite Auffassung geht stärker auf die Forschungen im Bereich der künstlichen
Intelligenz ein. Zusätzlich zu den oben genannten Eigenschaften besitzt ein Agent
menschenähnliche Eigenschaften wie z.B. knowledge, belief, intention und obligation1.
Eine der momentan populärsten Agententheorien ist das Belief-Desire-Intention (BDI)
Modell basierend auf den Überlegungen von Michael Bratman [Bra87][AM91] und
das Procedural Reasoning System (PRS) von Michael P. Georgeff und Amy L. Lansky
[GL86][GL87].
2.2.1 Agenten Architekturen
Im Laufe der Zeit wurden unterschiedliche Ansätze zur Entwicklung von Agenten
entwickelt. [MN95] gliedert diese in drei wesentliche Bereiche.
1de: Wissen, Eindrücke, Absichten, Pflichten. Da in der Literatur im Allgemeinen die englischen
Begriffe verwendet werden, wird in dieser Arbeit dies beibehalten.
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Deliberative Architekturen zeichnen sich durch eine detaillierte, logische Reprä-
sentation der Welt aus. Innerhalb dieses Modells können nun Entscheidungen mit Hilfe
von logischen Operationen getroffen und überprüft werden. Obwohl dieser Ansatz
verlockend klingt, gibt es dabei jedoch ein Problem. Es ist sehr schwierig, die reale
Welt, ihre Objekte und Prozesse in ein formales Modell zu transformieren. Ebenso ist
die Repräsentation von Entscheidungen und Schlussfolgerungen nicht einfach lösbar.
[AM95]
Reaktive Architekturen sind ein alternativer Lösungsvorschlag, um die Probleme
von Deliberativen Architekturen zu vermeiden. Zum Beispiel beschrieb Rodney A.
Brooks bereits 1986 seine Subsumption Architecture [Bro86]. Er geht dabei davon aus,
dass Intelligenz auch ohne ein formales Weltmodell auskommt. Intelligentes Verhalten
resultiert ihm zufolge aus der Interaktion von Agenten mit ihrer Umwelt, also dem
Zusammenspiel von komplexen Systemen [AM95]. Sein Vorschlag basiert dabei auf
unterschiedlichen Schichten, die aufeinander aufbauen [Bro91].
Hybride Architekturen sind eine Mischform aus beiden Ansätzen. Dabei wird häu-
fig ein reaktiver Ansatz benutzt, um schnell auf Änderungen der Umgebung reagieren
zu können. Längerfristige Ziele und komplexere Probleme können dann mit Hilfe einer
deliberativen Herangehensweise bearbeitet werden. Solch ein hybrider Ansatz ist zum
Beispiel das sogenannte PRS von Georgeff und Lansky [GL87].
Eine aktuellere Übersicht über die vielfältigen Theorien und Architekturen im Zu-
sammenhang mit Agenten zeigt Abbildung 3. Dabei wird nicht zwischen den drei oben
genannten Architekturansätzen, sondern nach den vier Disziplinen Soziologie, Biolo-
gie, Psychologie und Philosophie unterschieden. Nach [BPL08] sind somit Bratman’s
BDI-Agenten eher aus philosophischen Überlegungen heraus entstanden, während
Brooks’s Subsumption Architecture aus dem Bereich der Biologie kommt. Dies soll
nur einen Überblick darstellen. Im praktischen Teil dieser Arbeit wird mit BDI-Agenten
gearbeitet.
2.2.2 BDI
1991 entwickelten Anand Rao und Michael Georgeff auf Basis der Überlegungen von
Michael Bratman ein formales BDI Modell. BDI steht hierbei für die Begriffe Belief,
Desire und Intention, also frei übersetzt: Glaube, Verlangen und Absicht. Häufig
werden der Begriff Desire und Goal gleich behandelt, ebenso wie Intention und Plan.
Im Gegensatz zu vielen anderen Ansätzen werden Intentions hier auf eine Ebene mit
Belief und Desire gestellt. BDI nutzt ein sogenanntes possible worlds-Konzept. Es gibt
eine Vergangenheit, aber viele mögliche Versionen der Zukunft. Formal wird dies durch
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Abbildung 3: Überblick über versch. Agenten Architekturen (vgl. [BPL08])
einen verzweigten “Zeitbaum“ ausgedrückt. Jeder Knoten repräsentiert eine mögliche
Situation. Mit Hilfe auftretender Ereignisse können die Situationen dann transformiert
werden. Das Procedural Reasoning System ist eine Implementierung der abstrakten
BDI-Architektur von Georgeff und Lansky. [Mül99]
2.2.3 Multi-Agenten-Systeme
“The idea of a multiagent system is very simple. An agent is a computer
system that is capable of independent action on behalf of its user or owner.
[...] A multiagent system is one that consists of a number of agents, which
interact with one another, typically by exchanging messages through some
computer network infrastructure.“[Woo02b]
Die bisherige Forschung hat sich vor allem mit den internen Abläufen eines Agen-
ten auseinander gesetzt. Wie können Ziele definiert, Wissen repräsentiert oder darauf
basierende logische Entscheidungen getroffen werden. Wirklich sinnvolle Anwendungs-
möglichkeiten entstehen jedoch erst durch die Kooperation von mehreren Agenten.
Damit aber mehrere Agenten miteinander kooperieren und zu einem Multi-Agenten-
System zusammengesetzt werden können, bedarf es in der Regel einer gemeinsamen
Kommunikationsplattform. Die 1996 gegründete Foundation for Intelligent Physical
Agents (FIPA)2 befasst sich mit der Standardisierung von Agentensystemen und im
2http://fipa.org/
2. Grundlagen 12
Besonderen auch mit der Kommunikation zwischen den Agenten. Mit der bekanntes-
te Standard ist die FIPA Agent Communication Language (FIPA-ACL) [Pos07]. Ein
Agentenframework, das die FIPA-ACL nutzt, ist zum Beispiel das Java Agent Deve-
lopment Framework (JADE)3. Auch das später in einem eigenen Punkt behandelte
Framework Jadex ist zu diesem Standard konform und ermöglicht somit eine Agenten
übergreifende Kommunikation. Ein MAS ist im Grunde nichts anderes als ein verteiltes,
nebenläufiges System, bestehend aus Agenten. Diese Agenten können auf unterschied-
licher Hardware zeitgleich, das heißt nebenläufig arbeiten. Je nach Art des Systems ist
auch eine einfache Skalierung möglich. Im Idealfall sollten neue Agenten dem System
einfach beitreten und mitarbeiten können. Die Schwierigkeit besteht darin, dass die
Agenten einerseits möglichst autonom bleiben und ihre eigenen Ziele verfolgen sollen,
sich dabei andererseits aber nicht gegenseitig behindern.[Fre09]
Ein zentraler Punkt bei der Entwicklung von MAS ist also nicht nur die Kommu-
nikation, sondern vor allem die Koordination. Im Idealfall erhält man aber ein System,
das Probleme lösen kann, die für einen einzelnen Akteur nicht möglich wären. Beson-
ders dieser Punkt macht solche Agentensysteme so interessant für Produktionsprozesse.
In einem Produktionsablauf ist nur in Ausnahmefällen ein einzelner Akteur ausreichend,
um ein Ziel zu erreichen. Bisher muss enorm viel Aufwand betrieben werden, um die
vielen unterschiedlichen Maschinen bei der Produktion zu koordinieren. MAS verspre-
chen durch ihre Fähigkeit sich selbst zu koordinieren nicht nur eine Zeitersparnis bei
der Behandlung von Abläufen. Sondern auch Ergebnisse, die ein Mensch angesichts der
immer dynamischeren Prozesse kaum erreichen kann, da unvorhergesehene Ereignisse
im Vorhinein nicht in ihrer Gänze berücksichtigt werden können.
3http://jade.tilab.com/
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3 Stand der Technik
Es gibt unterschiedliche Frameworks um Agenten zu entwickeln wie z.B. JACK oder
JADE. In diesem Kapitel wird jedoch ausschließlich auf das Framework Jadex einge-
gangen, da dieses im praktischen Teil der Arbeit eingesetzt wird. Jadex ist erprobt,
gut dokumentiert und aktuell. Außerdem bietet es einen relativ einfach Einstieg in die
Entwicklung von BDI-Agenten, weswegen es schließlich ausgewählt wurde. Der zweite
Teil des Kapitels widmet sich den möglichen Anwendungsfeldern für Agentensysteme
sowie einigen Einsatzbeispielen aus der Praxis und Forschung.
3.1 Jadex
Jadex1 ist ein Projekt der Universität Hamburg2 und wird maßgeblich von Lars Brau-
bach und Alexander Pokahr entwickelt.
Das Framework entstand um das Jahr 2005, mit dem Ziel eine Plattform für BDI-
Agenten zu schaffen. Zu Beginn basierte es noch auf dem Framework JADE für die
Kommunikation zwischen den Agenten. Inzwischen ist das Projekt jedoch vollständig
eigenständig und bietet eine eigene Kommunikationsplattform. Dabei ist es jedoch
weiterhin möglich, über standardisierte FIPA-Messages (siehe Unterabschnitt 2.2.3)
mit anderen konformen Plattformen Nachrichten auszutauschen (wie z.B. JADE).
Bisherige Entwicklungen konzentrierten sich meist entweder auf die sehr spezielle
Entwicklung von Agenten oder aber deren standardisierte Kommunikation [ALW05].
Jadex vereint beide Disziplinen. Das Framework selbst bietet die Möglichkeit, Agenten
in Java zu implementieren. Außerdem wird ein Container zur Verfügung gestellt, in
dem die Agenten ausgeführt werden und mit dem der Kontakt zu entfernten Plattfor-
men und deren Agenten hergestellt werden kann. Zu Beginn des Projekts wurden die
Agenten mit Hilfe von XML-Dokumenten beschrieben und danach in Java eingebun-
den. Mittlerweile lassen sich aber über eine Vielzahl von Annotationen Agenten direkt
im Java-Code erzeugen.
1http://www.activecomponents.org/
2https://vsis-www.informatik.uni-hamburg.de/vsis/research/lookproject/27
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Abbildung 4: Jadex Übersicht
Eine Übersicht über die grundlegen-
den Bestandteile von Jadex zeigt Ab-
bildung 4. Die einzelnen Teile wer-
den im Folgenden genauer betrach-
tet.
Abbildung 5 zeigt das Zusammenspiel der Komponenten. Der rechte Teil bildet den
eigentlichen Agent, oder wie hier dargestellt eine Capability. Eine Capability ist im
Grunde nichts anderes wie eine gekapselte Funktionalität. Ein Agent kann dann eine
für seine Funktion benötigte Capability einbinden und verwenden. Somit entsteht eine
gute Modularisierung.
Plans
Means-end 
reasoning
GoalsGoal deliberation Beliefs
Events
Goal conditions
Select plans
Select goals
Handle 
deliberation 
situations
Dispatch
(sub-)goals
Goal
events
Condition events
Application events
Read/write
facts
Handle events
Incoming messages
Outgoing messages
Practical reasoning 
interpreter
Capability
Agent
Abbildung 5: Jadex Architektur
Der linke Teil mit Goal deliberation und Means-end reasoning bildet das eigentliche
PRS-System. Wenn sich zum Beispiel ein Belief ändert, wird die Goal deliberation
aktiv und wählt entsprechende Goals aus. Das Means-end reasoning ist für die Auswahl
geeigneter Plans zuständig.
Außerdem gibt es noch sogenannte Events. Events sind alle möglichen Ereignisse,
die innerhalb des Systems ausgelöst werden. Dies können z.B. eingehende Service-
Aufrufe von außen sein oder die Veränderung des Aktivitätszustands eines Goals. In
den meisten Fällen wird bei einem Event das Means-end reasoning aktiv. Dies wählt
eine geeignete Handlungsroutine in Form eines Plan aus, die das ausgelöste Event
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bearbeitet, bzw. sich davor für diese Art von Event registriert hat.
Ein Agent (bzw. eine Capability) besteht im Wesentlichen aus vier Teilen.
Beliefs drücken die Eigenschaften der Umgebung aus. Ein Belief kann praktisch
jede Programmvariable sein. Es können sogar Listen oder andere Collections als Belief
definiert werden und somit vielfältige Anwendungsmöglichkeiten bedienen. Sobald sich
ein Belief ändert, wird dies dem Practical reasoning interpreter mitgeteilt. Dieser prüft
Auswirkungen auf definierte Ziele. Außerdem wird ein Event ausgelöst. Means-end
reasoning sorgt dann dafür, dass Plans, die diesen Belief als Trigger definiert haben,
aktiviert werden.
Goals sind die Ziele, die ein Agent hat. Sie werden als einfache Java-Klassen im-
plementiert. Dabei können sie wie gewohnt intern in der Klasse des Agenten selbst
oder aber auch extern definiert werden. Ist ein Ziel für mehrere Agenten von Bedeu-
tung, vermeidet die Modularisierung somit die unnötige Wiederholung von Code. Jeder
Agent kann dann dieses Goal nutzen. In Jadex gibt es unterschiedliche Goal-Typen.
• PerformGoal
• AchieveGoal
• QueryGoal
• MaintainGoal
Dabei entscheidet die Verwendung der genutzten Annotationen über den Typ. Zum
Beispiel kann ein PerformGoal als gänzlich leere Klasse definiert werden. Dabei werden
ausgelöste Pläne einmalig ausgeführt. Besitzt das Ziel eine @GoalTargetCondition,
so wird es automatisch zu einem AchieveGoal. Dieser Goal-Typ bleibt solange aktiv,
bis der Zielwert (Target) erreicht wird. Ein QueryGoal wird häufig zur Informations-
beschaffung eingesetzt. Es besitzt Parameter für Input und Output. Erst wenn der
Output von einem Plan bedient wurde, ist das Ziel erreicht. Ein MaintainGoal ist
ähnlich einem AchieveGoal. Allerdings besitzt es zusätzlich zur TargetCodition noch
eine MaintainCondition. Als Beispiel zum besseren Verständnis bietet sich der Lade-
prozess eines Akkus an. Der Zielwert könnte “100% Ladezustand“ sein, während die
MaintainCondition 5% definiert. Das Ziel befindet sich solange im Ruhemodus, bis
5% Akkukapazität unterschritten werden. Dies könnte z.B. nötig sein, um das Gerät
sicher herunterzufahren oder im Falle eines Roboters, zu einer Ladestation zu fahren.
Die TargetCondition stellt dann sicher, dass der Akku vollständig geladen wird und
nicht bereits bei 6% der Vorgang abgebrochen wird. Erst danach wird das Ziel wieder
inaktiv.
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Plans sind die eigentlichen Handlungsroutinen. Ebenso wie Goals können Plans als
Klasse (sowohl intern als auch extern) definiert werden. Zusätzlich lassen sich Plans
aber auch als einfache Methode umsetzen. Dies ist vor allem bei sehr einfachen Plans
sinnvoll, vermeidet unnötigen Code und erhöht die Lesbarkeit. Ein Plan kann Beliefs
ändern, indem die zugrundeliegende Variable verändert wird. Außerdem können Sub-
goals aktiviert werden, um aufeinander aufbauende Ziele und Aktionen zu realisieren.
Jeder Plan kann unterschiedliche Trigger besitzen. Dies können z.B. Veränderungen
eines Beliefs sein oder die Aktivierung eines bestimmten Goals.
3.2 Anwendungsfelder
Die Möglichkeiten der Verwendung von Agentensystemen ist beinahe unüberschaubar
groß. Im Prinzip können überall dort Agenten eingesetzt werden, wo intelligentes und
kooperatives Verhalten bei der Nutzung von computergesteuerten Systemen benötigt
wird.
Mit der Hilfe von Agenten können komplexe und dynamische Anwendung in vielen
Bereichen umgesetzt werden. Dazu gehören unter anderem (vgl. [Mül99], [Lei09]):
• Produktionsplanung
• Produktionssteuerung
• Verkehrssteuerung
• Prozessmanagement
• Telekommunikation
• Gesundheitsbranche
• Internethandel
• . . .
Aber auch viele weitere Gebiete wie die Logistik, das Stromnetz, der Flugverkehr oder
die Raumfahrt profitieren von den vielversprechenden Möglichkeiten, die autonome
Agentensysteme bieten.
3.3 Praxisbeispiele und Forschungsprojekte
Anschließend zu den aufgezeigten Anwendungsfeldern werden noch zwei ausgewählte
Beispiele vorgestellt.
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Zeitungsverlag
In [BST11] wird der Einsatz eines Multi-Agenten-Systems bei einem großen deutschen
Zeitungsverlag besprochen. Das Unternehmen kämpft mit unterschiedlichen Proble-
men. Zum einen ist die Produktion einer Ausgabe zeitlich schwer abzuschätzen, da
häufig noch Beiträge während der Produktion fertiggestellt werden. Außerdem gibt es
unterschiedliche Ausgaben je nach Region. Die Entfernung und damit die benötigte
Zeit für den Transport der Zeitungen zu ihren Auslieferungsstellen kann relativ gut
bestimmt werden. Allerdings ergeben sich auch hier Unwägbarkeiten, je nach Verzö-
gerung und Planung der Routen. Die eigentliche Auslieferung startet beim Sitz der
Produktion. Von dort werden die lokalen Verteilstellen angefahren. Jede lokale Lie-
ferstelle benötigt unterschiedliche Ausgaben der Zeitung, teilweise auch mehrere davon.
Das Unternehmen hat dabei mit unterschiedlichen Problemen zu kämpfen. Zum Bei-
spiel fallen Strafkosten an, wenn Transportfahrzeuge auf eine verspätete Produktion
warten müssen. Ebenso kann eine verzögerte Auslieferung an die lokalen Verteilstellen
zwar durch eine Erhöhung der Transporter ausgeglichen werden. Allerdings fallen hier
ebenfalls hohe Kosten an. Deswegen sind die erhofften Ziele durch Einführung eines
Multi-Agenten-Systems die Minimierung der Kosten und die Maximierung der Kunden-
zufriedenheit. Dabei kann ersteres durch verschiedene Unterziele wie z.B. Minimierung
der Transportwege, der benötigten Transporter und der anfallenden Strafzahlungen
an die Spediteure erreicht werden. Die Maximierung der Kundenzufriedenheit steht
zum ersten Ziel meist in Konflikt. Zum einen wird die Zufriedenheit durch die Zuver-
lässigkeit und Pünktlichkeit, aber auch durch die Aktualität der Ausgabe bestimmt.
Es wurden unter anderem drei Agententypen eingesetzt
• Emergency Agents
• Edition Agents
• Vehicle Agents
Diese drei dynamisch kooperierenden Agenten werden im Zusammenspiel mit anderen,
statischen Agenten zur Optimierung von Routenplänen verwendet.
Nach Einführung des Systems und einer 40 tägigen Testphase waren die Ergebnisse
durchweg positiv. Die variablen Kosten konnten um 15-17% reduziert, die Kundenzu-
friedenheit um 3-4% gesteigert und die Anzahl an benötigten Transportfahrzeuge um
16-22% gesenkt werden3.
3Die schwankenden Werte resultieren aus der Verwendung von unterschiedlichen Parametern zur
Optimierung
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MedPage
Ein weiteres, wenn auch nur auf Forschungsebene betriebenes Projekt ist MedPage
(“Medical Path Agents“) (vgl. [BPL14], [PBJ13], [Pau+06]). Ziel des Projekts war,
die Behandlungspläne von Patienten in Krankenhäusern zu optimieren. In Krankenhäu-
sern oder auch Arztpraxen herrscht selten Normalbetrieb. Zu jeder Zeit können neue
Notfälle eintreffen oder Komplikationen bei der Behandlung auftreten, die bestehende
Zeitpläne über den Haufen werfen. Trotzdem sollen alle Patienten möglichst kurz
auf ihre Behandlung warten müssen. Da Krankenhäuser inzwischen häufig sehr genau
kalkulieren müssen um ihre Kosten zu decken, ist es aber auch wichtig, die vorhan-
denen Ressourcen wie z.B. Röntgengeräte oder andere teure medizinischen Geräte
auszulasten.
MedPage basiert auf Java und nutzt Jadex, um BDI-Agenten zu entwickeln. Dabei
wurden zwei Agententypen genutzt. Zum einen versuchen patient agents die Wartezeit
zu minimieren, während resource agents die Auslastung der Betriebsmittel des Kran-
kenhauses maximieren sollen. Um diese zwei Ziele, die meist in Konflikt zueinander
stehen zu erreichen, sollen die Agenten verhandeln um ausbalancierte Behandlungs-
pläne zu generieren und auf eintretende Ereignisse (Notfälle u.ä.) zu reagieren. Die
Schwierigkeit besteht auch darin, dass Patienten nicht nur zeitnah behandelt und zu-
frieden sein sollen, sondern dass auch Patienten mit schweren Beschwerden priorisiert
werden.
Für solche Anwendungsfälle, in denen sich die Umstände jederzeit dynamisch ändern
können, bietet sich ein Agentensystem an. Die Akteure wie Patienten oder einzelne
Ressourcen lassen sich instinktiv in Agenten übersetzen. Auch wenn das Projekt nur
zu Demonstrationszwecken gedient hat, zeigt es doch, dass nicht nur die Industrie,
sondern auch die Allgemeinheit spürbar von solchen Systemen profitieren kann.
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4 Konzeption
Um die Industrie von der Einsetzbarkeit und den Vorteilen von Agentensystemen zu
überzeugen, ist es nötig, möglichst viele Anwendungsbeispiele präsentieren zu können.
In einem internen Hochschulprojekt der HS-Offenburg werden Grundlagen für einfache
Geschäftsprozesse erarbeitet. Ziel ist es dabei, einfache Simulationen für die Forschung
und Lehre zur Verfügung zu stellen.
4.1 Problemstellung
Um unterschiedliche Geschäftsprozesse zu simulieren, benötigt es einer geeigneten Soft-
wareumgebung. Dabei gibt es bereits Software-Plattformen (wie z.B. Activiti1), die
die einfache Ausführung von BPMN-Prozessen erlauben. Mit Business Process Model
and Notation (BPMN) lassen sich Arbeitsabläufe gut modellieren und dokumentieren.
Dabei ist der Ablauf jedoch sehr strikt und prozedural gehalten. Die Prozesse arbeiten
weder autonom noch proaktiv. Aktionen werden lediglich reaktiv, das heißt bei eintre-
ten eines bestimmten Ereignisse ausgeführt. Wünschenswert wäre jedoch ein System,
das im Rahmen vorgegebener Ziele selbständig agieren kann. Auftretende Ereignisse
beeinflussen die Ausführung von Aktionen, sind dabei jedoch nicht deren alleiniger
Auslöser. Die dargestellten Eigenschaften und Möglichkeiten von Agentensysteme
machen diese für viele Anwendungsgebiete und Unternehmen zu einer interessanten
Möglichkeit, Prozesse intelligenter und vor allem effizienter zu gestalten.
Im praktischen Teil dieser Arbeit soll solch ein System, bestehend aus unterschiedli-
chen Agenten, prototypisch entwickelt werden. Die Agenten werden eingesetzt, um
einen nachfolgend beschriebenen, beispielhaften Geschäftsprozess umzusetzen. Dabei
wird das System als Pilotprojekt betrachtet, auf dessen Grundlage weitere Arbeiten
folgen sollen. Dabei wird das zu entwickelnde System kein neues Framework darstellen,
mit dessen Hilfe Agenten entwickelt werden können. Vielmehr soll eine Möglichkeit
der Umsetzung von Geschäftsprozessen mit Hilfe von Agenten aufgezeigt werden.
Folgende Arbeiten können das entwickelte System als Beispiel und Referenz heran-
ziehen, um ähnliche Anforderungen schneller umzusetzen oder Umsetzungsideen für
neue Anforderungen zu entwickeln. Auf dieser Basis können dann weitere Prozesse
umgesetzt werden. Auch eine Ausweitung von einer rein virtuellen Simulation auf reale
1http://activiti.org/
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Komponenten mit echten Sensoren und Aktoren ist denkbar.
Einen Überblick über die abstrakte Architektur bestehend aus vier Schichten zeigt
Abbildung 6. Auf unterster Ebene stehen ein oder mehrere ERP-Systeme mit Geschäfts-
aufträgen. Dies sind für den Anfang einfache Produktions- und Transportaufträge, die
später genauer spezifiziert werden. Als zweite Schicht folgt ein weiteres, in der Ent-
wicklung befindliches Teilprojekt. Die Message Oriented Middleware (MOM) dient als
Kommunikationsschnittstelle zwischen den Agenten und den ERP-Systemen. Außer-
dem soll sie, falls nötig, eine Möglichkeit der Kommunikation zwischen den Agenten
selbst ermöglichen. Die vorliegende Arbeit beschäftigt sich mit der dritten Schicht. Ein
Geschäftsprozess soll mit Hilfe eines zielorientierten Agentensystems realisiert werden.
Die oberste Schicht verdeutlicht, dass es sich in der Zukunft hierbei nicht zwingend
um eine simulierte Umgebung handeln muss.
Agenten
Middleware
Clienten / Datengeneratoren
Reale Welt Simulation Modell
ERP4
ERP3
ERP2
ERP1
Agent A Agent C
Agent DAgent B
Abbildung 6: Architektur
4.2 Prozessbeschreibung
Ein einfacher Geschäftsprozess (siehe Abbildung 7) dient als Vorlage für das zu ent-
wickelnde Agentensystem. Dieser bildet einen einfachen Auftrag, z.B. zur Produktion
eines bestimmten Produktes, ab. Er besteht aus zwei Akteuren.
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Abbildung 7: Prozessablauf
Der Auftraggeber ist prinzipiell nicht Teil des zu entwickelnden Systems, sondern
ein menschlicher Akteur. Er erstellt einen Auftrag und übergibt ihn an ein ERP-System.
Auf diesen Auftrag werden anschließend Angebote von potentiellen Auftragnehmern
abgegeben. Der Auftraggeber wählt ein Angebot aus und bestätigt dieses. Die anderen
Angeboten werden abgelehnt. Wenn die geforderte Bestellung produziert und abge-
geben wurde, stellt er abschließend noch eine Rechnung. Da der Input in Form von
Aufträgen sowie der Auftraggeber selbst als Kommunikationsgegenstelle benötigt wird,
wird der Auftraggeber ebenfalls durch einen sehr einfachen Agenten repräsentiert, der
diese Aufgaben übernimmt.
Der Auftragnehmer ist das eigentliche Agentensystem. Er repräsentiert ein Unter-
nehmen zur Produktion beliebiger Produkte. Auf Basis seiner Umgebungseindrücke
(Beliefs) und seiner vorgegebenen Ziele (Desires) wählt er geeignete Handlungsroutinen
(Intentions) aus. Er ruft neue Aufträge ab, gibt Angebote ab, prüft die Machbarkeit,
führt den Auftrag aus und informiert den Auftraggeber über die Fertigstellung.
Als Kommunikationsgegenstelle dient dem Auftragnehmer später ein MOM-Interface.
Dieses Interface kapselt mehrere, darunterliegende ERP-Systeme und übernimmt die
Kommunikation zwischen dem Agenten- und den ERP-Systemen. Da sich dieses Inter-
face noch in der Entwicklung befindet, wird auf dieses vorläufig verzichtet und auf eine
direkte Kommunikation des Auftraggeber-Agenten und des Auftragnehmer-Agenten
gesetzt.
4.3 Ansatz
Die Entwicklung von BDI-Agenten ist kein völlig neues Programmierparadigma. Es
bedeutet zum Beispiel nicht auf Objektorientierung zu verzichten. Ganz im Gegenteil
- viele Prinzipien und Entwurfsmuster gelten für beide Welten. Vielmehr ist es ein
auf Objektorientierte Programmierung aufbauendes Konzept. Allerdings erfordert die
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Entwicklung von Agenten eine andere Herangehensweise als an übliche Software. Die
BDI-Theorie versucht menschliche Verhaltensweisen bzw. die Entscheidungsfindung
von Menschen nachzuahmen. Infolgedessen kann man sich einen Agent selbst während
der Entwicklung ein wenig wie eine Person vorstellen. Durch “Fragen an diese Person“
kann man sich wichtigen Eigenschaften des Agenten annähern. Zum Beispiel, "Welche
Ziele hast du? Was für Aktionen kannst du ausführen? Welche musst du ausführen?
Was für Informationen benötigst du, um eine Entscheidung über eine Aktion treffen
zu können?"
Innerhalb des Auftragnehmers werden mehrere unterschiedliche Agententypen im-
plementiert.
• BusinessAgent
• ProductionAgent
• TransportAgent
• UserAgent
Der BusinessAgent spielt die Rolle des Auftragnehmers, des Unternehmens als Gan-
zes. Dieser Agent folgt dem oben gezeigten Prozess. Das Unternehmen verfolgt meist
Ziele, um den Gewinn zu maximieren oder nur profitable Aufträge anzunehmen und
Ähnliches. Die beiden Agenten ProductionAgent und TransportAgent sind die eigent-
lichen Arbeiter bzw. Maschinen. Sie produzieren oder transportieren Produkte je nach
Auftrag. Für diese beiden Typen lassen sich ebenfalls instinktiv mögliche Ziele definie-
ren. Eine Produktionsmaschine darf z.B. nicht heiß laufen oder nur nachts arbeiten.
Ein Transporter dagegen sollte nicht extra wegen eines kleinen Päckchens fahren,
sondern beispielsweise nur, wenn der Laderaum gefüllt oder die Gewichtsgrenze bei-
nahe erreicht wurde. Der UserAgent ist der bereits angesprochene Agentenersatz für
den eigentlich nicht mehr zum System gehörenden Auftraggeber. Im Prinzip generiert
er lediglich einige Aufträge und akzeptiert diese zufällig oder nach Eingangsreihenfolge.
Ziel dieser Arbeit ist es, ein System zu entwerfen, das nicht nur den vorgestellten Ge-
schäftsprozess verarbeitet, sondern auch möglichst alle Kriterien (vgl. Abschnitt 2.2)
eines Agenten erfüllt. Im Folgenden wird dargestellt, wie diese Eigenschaften umgesetzt
werden sollen.
Autonomie Die Agenten arbeiten selbstständig an der Erfüllung ihrer vorgegebenen
Ziele. Sie werden lediglich indirekt von außen beeinflusst, z.B. durch die Annahme
eines Auftragsangebots durch den Auftraggeber. Es findet jedoch zu keinem Zeitpunkt
eine direkte Steuerung in Form eines Direktzugriffs statt. Die Entscheidung wann und
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welche Aktion ausgeführt wird, basiert ausschließlich auf Grundlage der Umgebung
und der vorgegebenen Ziele.
Soziale Fähigkeiten Die Agenten müssen Informationen austauschen und miteinan-
der kommunizieren. Dies kann zum einen indirekt passieren, z.B. durch das Abgeben
eines Angebots. Das Angebot verändert den Status des Auftrags im ERP-System
und führt somit zu einer indirekten Kommunikation. Eine andere Möglichkeit ist die
direkte Kommunikation über Service-Schnittstellen. Dies wird zum Beispiel beim Zu-
sammenspiel zwischen dem BusinessAgent und dem MachineAgent der Fall sein, da
der MachineAgent keine Kenntnis des ERP-Systems hat. Er bekommt seine Produkti-
onsaufträge direkt vom BusinessAgent mitgeteilt.
Reaktivität Eigenschaften wie z.B. die Anzahl an momentanen Aufträgen oder
die Produktionsgeschwindigkeit werden als Beliefs implementiert. Bei einer Änderung
dieser Eigenschaften ist das Agentenframework dann zuständig, einen neuen Goal
deliberation-Prozess anzustoßen, um auf die veränderte Umgebung zu reagieren.
Proaktivität Zu Beginn werden einige Ziele für jeden Agententyp definiert. Diese
Ziele können einmalig auszuführende Operation sein oder auch wiederkehrend, um
einen bestimmten Zustand zu erreichen. Das Agentenframework sorgt dafür, dass für
ein Ziel geeignete Aktionen ausgewählt und ausgeführt werden. Es hängt ganz von
der Definition der Ziele ab, ob nur auf Veränderungen der äußeren Umgebung reagiert
wird oder ob es Ziele gibt die proaktive Handlungen auslösen.
5. Implementierung 24
5 Implementierung
Das in Kapitel 4 vorgestellte System wird auf Basis von Java implementiert. Dies
ermöglicht eine breite Kompatibilität über verschiedene Hardware-Plattformen und
Software-Frameworks hinweg. Für die Entwicklung der BDI-Agenten wird das in Ab-
schnitt 3.1 vorgestellte Framework Jadex verwendet. In diesem Kapitel wird auf die
Umsetzung des Systems näher eingegangen.
5.1 Auftragstypen
Order.java
int orderNr_glb
int proposalNr
String state
int o_totalAmount
int o_numberPos
ProductionOrder.java
List<ProductionOrderPos>positions
ProductionOrderPos.java
int orderNr_glb
int posNr
Date o_startTime
Date o_endTime
int o_quantity
int o_amount
int o_product_ID
TransportOrder.java
List<TransportOrderPos>positions
ProductionOrderPos.java
int orderNr_glb
int posNr
Date o_startTime
Date o_endTime
int o_quantity
int o_quantityUnit
int o_amount
int o_length
int o_width
into_height
int o_weight
int o_distance
Location o_destinationLocation
Abbildung 8: Ordertypen
Es werden insgesamt zwei Auftragstypen implementiert. Einmal für die Produktion
von Produkten beliebiger Art und einmal für den Transport von Gütern. Abbildung 8
zeigt die beiden Typen als Java Klassen. Dabei sind einige Eigenschaften noch nicht
vollständig umgesetzt. Diese können dann später noch erweitert werden. Jeder Auftrag,
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egal ob für Produktion oder Transport, kann beliebig viele Positionen besitzen. Eine
vollständige Auflistung aller möglichen Eigenschaften findet sich in den Tabellen 1, 2
und 3.
Innerhalb von Java wird die Klasse Order.java mit den für beide Typen gemeinsamen
Eigenschaften implementiert. Die Klassen ProductionOrder.java und TransportOr-
der.java werden davon abgeleitet. Beide spezialisierten Order-Klassen besitzen eine
Liste mit beliebig vielen Auftragspositionen (siehe Abbildung 8).
5.1.1 Produktionsauftrag
Eine Beschreibung der Eigenschaften eines Produktionsauftrags und einer Produk-
tionsposition zeigen die Tabellen Tabelle 1 und Tabelle 2. Ein Produktionsauftrag
besitzt zur eindeutigen Identifikation eine globale Auftragsnummer. Die Vorschlags-
nummer ist wichtig, um den Agenten zu identifizieren, der das angenommene Angebot
abgegeben hat. Wichtig ist zudem der Status, der bestimmt, ob ein Auftrag angenom-
men, abgelehnt oder fertiggestellt wurde (es gibt noch weitere Stati). Die restlichen
Eigenschaften erklären sich aus den Beschreibungen der Tabellen von selbst.
Tabelle 1: production_order
Technischer Name Name Beschreibung
orderNr_glb Globale Auftragsnummer Global vergebene Auftragsnum-
mer
proposalNr Vorschlagsnummer Jedes Angebot für eine Anfrage
erhält eine aufsteigende Num-
mer (ab 1)
state Status Gesamtstatus des Auftrags (ent-
spricht dem Status der hinter-
herhängendsten Position)
customer_ID Auftraggeber Globale ID
o_startTime Startdatum und -uhrzeit Frühstmöglicher Beginn der
Auftragsbearbeitung (frühstes
StartDate der Positionen)
o_endTime Endedatum und -uhrzeit Spätestes Ende der Auftrags-
bearbeitung (spätestes endDate
der Positionen)
o_totalAmount Gesamtbetrag Preis
o_currency Währung ISO-Liste
o_numberPos Anzahl der Position Anzahl der Einzelpositionen
t_timestamp Zeitstempel Zeitstempel des Datensatzes
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Tabelle 2: production_orderPos
Technischer Name Name Beschreibung
orderNr_glb Globale Auftragsnummer Global vergebene Auftragsnum-
mer
proposalNr Vorschlagsnummer Jedes Angebot für eine Anfrage
erhält eine aufsteigende Num-
mer (ab 1)
posNr Positionsnummer
state Status Gesamtstatus des Auftrags (ent-
spricht dem Status der hinter-
herhängendsten Position)
o_startTime Startdatum und -uhrzeit Frühstmöglicher Beginn der Auf-
tragsbearbeitung
o_endTime Endedatum und -uhrzeit Spätestes Ende der Auftragsbe-
arbeitung
o_quantity Menge Zu produzierende Menge
o_unit Mengeneinheit ISO-Liste
o_product_ID Produkt Globale ID
o_amount Betrag Preis
o_currency Währung ISO-Liste
t_timestamp Zeitstempel Zeitstempel des Datensatzes
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5.1.2 Transportauftrag
Der Transportauftrag besitzt nahezu die selben Eigenschaften wie auch der Produk-
tionsauftrag. Daher wird auf die Tabelle dieses Typen verzichtet. Die Position eines
Transportauftrags enthält jedoch einige kleine Veränderungen. So gibt es Eigenschaf-
ten, die die Art der Fracht näher beschreiben wie z.B. die Einheit, ob das Transportgut
flüssig oder fest ist, sowie die Abmessungen und das Gewicht. Auch die Entfernung
zum Zielort ist wichtig.
Tabelle 3: transport_orderPos
Technischer Name Name Beschreibung
orderNr_glb Globale Auftragsnummer Global vergebene Auftragsnum-
mer
proposalNr Vorschlagsnummer Jedes Angebot für eine Anfrage
erhält eine aufsteigende Num-
mer (ab 1)
posNr Positionsnummer
state Status Gesamtstatus des Auftrags (ent-
spricht dem Status der hinter-
herhängendsten Position)
o_startTime Startdatum und -uhrzeit Frühstmöglicher Beginn der Auf-
tragsbearbeitung
o_endTime Endedatum und -uhrzeit Spätestes Ende der Auftragsbe-
arbeitung
o_quantity Menge Zu produzierende Menge
o_unit Mengeneinheit ISO-Liste
o_transportMode Transportart Schüttgut, flüssig, gasförmig, ge-
kühlt, ...
o_length Länge [m] Länge einer Mengeneinheit (je
nach TransportMode)
o_width Breite [m] Breite einer Mengeneinheit (je
nach TransportMode)
o_height Höhe [m] Höhe einer Mengeneinheit (je
nach TransportMode)
o_weight Gewicht Gewicht einer Mengeneinheit
o_weightUnit Gewichtseinheit ISO-Liste
o_distance Entfernung in [km] Entfernung in Kilometern
o_amount Betrag Preis
o_currency Währung ISO-Liste
t_timestamp Zeitstempel Zeitstempel des Datensatzes
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5.2 ProductionAgent
Der ProductionAgent stellt eine gedachte Produktionseinheit dar. Im Anwendungsfall
könnte das eine Maschine sein, die z.B. Löcher stanzt, Metalle zurechtbiegt oder ein
Bauteil einsetzt oder Ähnliches. Hierbei kann natürlich unterschieden werden zwischen
Maschinen, die einfach eine Aktion durchführen und Maschinen, die aus Teilprodukten
oder Bauteilen ein neues Teilprodukt erstellen. Im ersten Fall könnte man sich eine Sä-
ge in einem Holzsägewerk vorstellen. Eine Maschine die Getränkeflaschen verschließt,
benötigt dagegen eine Ressource (Kronkorken), um einen Auftrag zu bearbeiten.
Bei dem Beispiel des Holzsägewerks lassen sich recht einfach potentielle Ziele iden-
tifizieren. Das Sägeblatt läuft und teilt Baumstämme, sobald sie über ein Fließband
ankommen. Man könnte sich vorstellen, dass ein Sägeblatt bei hoher Temperatur, d.h.
hoher Benutzung schneller verschleißt. Ein Ziel dieser Maschine könnte also sein, die
Temperatur unter einem bestimmten Wert zu halten, um die Lebenszeit des Sägeblatts
zu optimieren. Ein weiteres Ziel wäre gleichzeitig, nicht mehr wie zwei Baumstämme
auf dem Fließband warten zu lassen, da sonst die restliche Produktion still steht.
Temperature Junk
EnergyCost CostEnergy
Available
Erhöht Wahrscheinlichkeit 
von
falsetrue
MachineAgent
<Belief> <Belief>
<Belief>
<Belief>
<Belief>
Abbildung 9: ProductionAgent
Der innere Aufbau eines Produktionsagenten wird in Abbildung 9 dargestellt. Jede
Produktionseinheit kann immer nur ein Bauteil auf einmal produzieren. Ist die Maschi-
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ne belegt, wird die Anfrage zurückgewiesen. Die Maschine kalkuliert ihre Kosten auf
Basis des aktuellen Strompreises und ihres bekannten Stromverbrauchs. Sobald sich
die Stromkosten (z.B. in der Nacht weniger als am Tag) oder der Stromverbrauch
(Leerlauf vs. Beschäftigung) ändern, sollen die Kosten neu berechnet werden. In Lis-
ting 5.1 wird ein einfacher Plan gezeigt, der bei der Änderung einer der zwei genannten
Beliefs aktiviert wird. Dabei handelt es sich um eine rein reaktive Maßnahme. Eine zie-
lorientierte Aktion wird im Fall der Temperatur genutzt. In einem realen Fall, würden
Sensoren die Temperatur messen. Da in diesem Beispiel die Maschine nur “virtuell“
existiert, wird die Temperatur bei jeder Produktion programmatisch erhöht. Dabei
führt eine erhöhte Temperatur zu einer erhöhten Ausschussrate (Junk). Um dies zu
vermeiden wird das in Listing 5.2 dargestellte Ziel eingeführt. Solange die Temperatur
unter 90°C liegt, ist das Ziel deaktiviert. Sobald die Schwelle erreicht wird, wird das
Ziel aktiviert und nach geeigneten Handlungsroutinen gesucht. Das Ziel bleibt dabei
solange aktiv, bis die Temperatur unter 80°C fällt. Ein auf dieses Ziel reagierender
Plan könnte dann die Produktionsgeschwindigkeit reduzieren oder zeitweise pausieren,
bis die Temperatur gefallen ist.
Listing 5.1: calcCosts
1 @Belief
2 i n t energy;
3 @Belief
4 i n t energyCost;
5 @Belief
6 i n t cost;
7
8 @Plan(trigger=@Trigger(factchangeds ={"energy", "energyCost"}))
9 protected vo id calcCosts () {
10 cost = energyCost * energy;
11 }
Listing 5.2: MaintainLowTemp
1 @Goal
2 pub l i c c l a s s MaintainLowTemp {
3 /**
4 * When the temperature is over 90 degree
5 * the Agent will activate this goal.
6 */
7 @GoalMaintainCondition(beliefs="temp")
8 pub l i c boolean checkMaintain () {
9 r e tu rn temp <90;
10 }
11
12 /**
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13 * The target condition determines when
14 * the goal goes back to idle.
15 * (wait until temperature is below 80 degree)
16 */
17 @GoalTargetCondition(beliefs="temp")
18 pub l i c boolean checkTarget () {
19 r e tu rn temp <=80;
20 }
21 }
Die Pläne, die von den Goals bzw. Beliefs getriggert werden, setzen dann die
eigentliche Funktionalität um.
5.3 UserAgent
Der UserAgent (vgl. Abbildung 10) spielt die Rolle des Auftraggebers und liefert Input
in Form von Aufträgen. Außerdem dient er als Kommunkationspartner, um den Prozess
in der dargestellten Form ablaufen zu lassen. Er implementiert ein Service Interface, um
mit den anderen Agenten über Services zu kommunizieren. Das Interface IImportOr-
ders ermöglicht Aufträge aus unterschiedlichen Quellen zu importieren. Zum Beispiel
können Aufträge aus einem Excel Dokument geladen oder einfach generiert werden.
Die generierten Aufträge sind alle identisch bis auf eine fortlaufende orderNr_glb.
<<interface>>
IUserService
IFuture<Void> makeOffer(Order order)
IFuture<Void> sendOrderStorno(Order order)
IFuture<Void> sendFinishedOrder(Order order
IFuture<List<Order>> getOpenOrders()
UserAgent
<<interface>>
IImportOrders
List<Order> getOrders()
ImportFromExcel
ImportGeneratedOrders
ImportFixedSetOfOrders
<<use>>
Abbildung 10: UserAgent
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5.4 BusinessAgent
<<interface>>
IBusinessService
void sendSelectionResult(Order order)
IFuture<Void> sendComplaint(Order order)
IFuture<Void> sendInvoice(Order order
BusinessAgent
Abbildung 11: BusinessAgent
Der BusinessAgent (vgl. Abbildung 11) ist der ei-
gentliche Auftragnehmer, also das Unternehmen.
Er besitzt zwei Ziele. Zum einen sollen Aufträge
von der Gegenseite abgerufen werden, zum an-
deren soll auf die erhaltenen Aufträge geboten
werden. Die zugehörigen Pläne können entweder
als Methode direkt in der Klasse definiert oder
als eigene Klasse implementiert werden. Letzte-
rer Fall hat den Vorteil, dass die Agenten-Klasse
übersichtlicher bleibt und der gleiche Plan auch
von anderen Agenten genutzt werden kann.
Listing 5.3: BusinessAgent
1 @Agent
2 @Plans ({
3 @Plan(trigger=@Trigger(goals=BusinessAgentBDI.C
QueryGoal_RetrieveOpenOrders. c l a s s ),
4 body=@Body(plans.GetOrdersPlan. c l a s s )),
5 @Plan(trigger=@Trigger(goals=BusinessAgentBDI.C
PerformGoal_MakeOffer. c l a s s ),
6 body=@Body(plans.BidForProductionOrder. c l a s s )),
7 @Plan(trigger=@Trigger(goals=BusinessAgentBDI.C
PerformGoal_MakeOffer. c l a s s ),
8 body=@Body(plans.BidForTransportOrder. c l a s s ))
9 })
10 pub l i c c l a s s BusinessAgentBDI implements IBusinessService {
11 ...
12 }
Die Aufträge haben einen Start- und ein Endzeitpunkt. In diesem Zeitfenster müssen
sie bearbeitet werden. Bevor der BusinessAgent die Produktion an einen Machine-
Agent abgibt, wird bis zum Startzeitpunkt gewartet. Bisher entspricht die Wartezeit
der Realzeit bis zum Eintreffen des definierten Startzeitpunkts. Für die Zukunft ist
eine Funktion zur Zeitraffung geplant, um die Simulationszeit zu beschleunigen.
Der Ablauf zwischen Produktions- und Transportaufträgen unterscheidet sich voneinan-
der. Bei Produktionsaufträgen wird geprüft, ob sich der Auftrag für das Unternehmen
überhaupt lohnt. Hierzu wird der angenommene Ertrag des Auftrags errechnet. Ist der
Auftrag profitabel, wird ein Angebot abgegeben. Bei Transportaufträge entfällt dies
zunächst.
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5.5 TransportAgent
MyLocationUsedWeight
UsedCapacity
TransportAgent
<Belief>
<Belief>
<Belief>
<Belief>
<Belief>
Abbildung 12: TransportAgent
Der TransportAgent kann beliebige Auf-
träge transportieren. Er repräsentiert
einen LKW oder ein anderes denkbares
Transportmittel. Er besitzt drei Beliefs
(vgl. Abbildung 12). Sobald er einen neu-
en Auftrag erhält, berechnet er seinen La-
dezustand neu. Sein definiertes Ziel hält
ihn davon ab, mit praktisch leerer Lade-
fläche loszufahren. Erst wenn entweder
seine Gewichtsgrenze oder sein Laderaum
zu 90% erreicht bzw. gefüllt ist, wird er
aktiv. Er ermittelt seine Zielkoordinaten
für jede Auftragsposition. Jeder Fahrtweg
aktiviert ein neues Subgoal mit dem Parameter o_destinationLocation der Auftrags-
position. Das Ziel ist erfüllt, sobald alles Subgoals ebenfalls erfüllt wurden (vgl. Lis-
ting 5.4).
Listing 5.4: TransportPlan
1 @Plan(trigger=@Trigger(goals=PerformGoal_Transport. c l a s s ))
2 pub l i c c l a s s TransportPlan {
3
4 @PlanAPI
5 IPlan plan;
6
7 @PlanBody
8 pub l i c vo id transport () {
9 f o r (TransportOrder order : transportOrders) {
10 List <TransportOrderPos > orderPos = order.positions;
11
12 f o r (TransportOrderPos pos : orderPos) {
13 plan.dispatchSubgoal(new AchieveGoal_MoveTo(pos.C
o_destinationLocation)).get();
14 System.out.println("Order position delivered " + pos);
15 }
16 }
17 }
18 }
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6 Evaluation
Nach der besprochenen Implementierung des Systems sollte es nun möglich sein, den
Geschäftsprozess mit Hilfe der Agenten zu durchlaufen. Dabei kann nicht nur von
einem, sondern auch von mehreren Agenten gleichzeitig gearbeitet werden. Außerdem
sollte es auch keine Rolle spielen, auf welchem System sich die Agenten befinden. Über
die Serviceaufrufe können sich die Agenten auch über Rechnergrenzen hinweg finden
und kommunizieren.
6.1 Einzelne Agenten
Zunächst wird der einfachst mögliche Aufbau gewählt. Sobald das Projekt kompiliert
und gestartet wird, startet als erstes die Jadex-Plattform. Diese ermöglicht das Aus-
führen der Agenten und ermöglicht das Finden und Kommunizieren mit Agenten auf
anderen Plattformen (z.B. im lokalen LAN oder Internet). Es wird auch automatisch
ein Passwort generiert, das den unberechtigten Zugriff von außen verhindert.
Listing 6.1: Output
1 Using stored platform password: 2fb00eb9 -92b
2 Ice -PC_d5c platform startup time: 2876 ms.
3 Started platform: Ice -PC_d5c
4 [UserAgent@Ice -PC_d5c , Machine -1@Ice -PC_d5c , TransportAgent@Ice -C
PC_d5c , BusinessAgent@Ice -PC_d5c]
In der nächsten Ausgabe ist der Prozessablauf mit zwei einfachen Produktionsauf-
trägen abgebildet. Der BusinessAgent hat zwei neue Aufträge abgerufen. Anschließend
wurden für beide Aufträge Angebote abgegeben und vom UserAgent positiv bestätigt.
Der BusinessAgent gibt die Aufträge anschließend zur Produktion an einen Machine-
Agent weiter. Nach jeweils 25% wird eine kurze Meldung ausgegeben.
Listing 6.2: Output
1 BusinessAgent: received new open orders (2)
2 -----------------
3 Machine -1: Produce: POrderPos [1|1] - [Thu Jan 01 00:00:00 CET C
2015 - Wed Dec 30 00:00:00 CET 2015] - 1 for 1000$
4 Machine -1: step (1/4) - OrderNo .: 1
5 Machine -1: step (2/4) - OrderNo .: 1
6 Machine -1: step (3/4) - OrderNo .: 1
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7 Machine -1: step (4/4) - OrderNo .: 1
8 BusinessAgent: Machine returned: Fertigstellung
9 UserAgent: Received finished order: POrder [1] - [1000$, 1Pos] -C
Fertigstellung
10 Machine -1: Produce: POrderPos [2|1] - [Thu Jan 01 00:00:00 CET C
2015 - Wed Dec 30 00:00:00 CET 2015] - 1 for 1000$
11 Machine -1: step (1/4) - OrderNo .: 2
12 Machine -1: step (2/4) - OrderNo .: 2
13 Machine -1: step (3/4) - OrderNo .: 2
14 Machine -1: step (4/4) - OrderNo .: 2
15 BusinessAgent: Machine returned: Fertigstellung
16 UserAgent: Received finished order: POrder [2] - [1000$, 1Pos] -C
Fertigstellung
6.2 Multiple Agenten
Das vorige Beispiel bestand aus jeweils einem Agenten pro Agententyp. Im nächsten
Fall werden mehrere MachineAgents gestartet. Die Verteilung der Aufträge auf die
Agenten ist dann zufällig. Machine-1 hat den einen Auftrag bearbeitet, Machine-3 den
anderen Auftrag. Auf die gleiche Art verhält es sich auch mit den TransportAgents.
Listing 6.3: Output
1 Machine -3: Produce: POrderPos [2|1] - [Thu Jan 01 00:00:00 CET C
2015 - Wed Dec 30 00:00:00 CET 2015] - 1 for 1000$
2 Machine -3: step (1/4) - OrderNo .: 2
3 Machine -3: step (2/4) - OrderNo .: 2
4 Machine -3: step (3/4) - OrderNo .: 2
5 Machine -3: step (4/4) - OrderNo .: 2
6 Machine -1: Produce: POrderPos [1|1] - [Thu Jan 01 00:00:00 CET C
2015 - Wed Dec 30 00:00:00 CET 2015] - 1 for 1000$
7 Machine -1: step (1/4) - OrderNo .: 1
8 Machine -1: step (2/4) - OrderNo .: 1
9 Machine -1: step (3/4) - OrderNo .: 1
10 Machine -1: step (4/4) - OrderNo .: 1
11 BusinessAgent: Machine returned: Fertigstellung
12 BusinessAgent: Machine returned: Fertigstellung
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6.3 Verteilte Agenten
Die Abbildungen 13 und 14 zeigen, dass sich die Agenten auch durchaus auf unter-
schiedlichen Systemen befinden und trotzdem miteinander kommunizieren können.
Die linke Grafik zeigt die Ausgabe auf einer lokalen Plattform, die rechte Grafik die
Ausgabe von einer Plattform auf einem anderen Computer im lokalen LAN. Lokal
wurden der UserAgent, BusinessAgent und TransportAgent gestartet. Auf der ent-
fernten Plattform wurde lediglich der MachineAgent aktiviert. Die Agenten finden
sich über die Discovery Mechanismen der Jadex-Plattformen und kommunizieren wie
gewohnt über Serviceaufrufe miteinander. Somit kann theoretisch jede Maschine und
jeder Transporter auf einem eigenständigen System laufen, solange eine Netzwerkver-
bindung besteht. Es könnten natürlich auch alle Agenten auf einem System laufen
und jeder Agent übernimmt die Steuerung eines einzelnen externen Akteurs wie z.B.
einem Lego Roboter.
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7 Fazit
7.1 Zusammenfassung
In dieser Arbeit wurde das Thema von Multi-Agenten-Systemen in Zusammenhang
mit den Herausforderungen für die kommende Revolution zur Industrie 4.0 besprochen.
Ziele wie höhere Flexibilität, geringere Kosten und die Möglichkeit zur Individualisie-
rung von Produkten sind wichtige Bausteine, um in der Zukunft konkurrenzfähig zu
sein.
Das in dieser Arbeit implementierte System hat gezeigt, dass es inzwischen rela-
tiv einfach möglich ist, autonome Multi-Agenten-Systeme zu entwickeln. Durch die
Nutzung eines Frameworks wie Jadex, ist die Implementierung für Java-Entwickler
verhältnismäßig einfach zu erlernen. Trotzdem gibt es auch hier zahlreiche Tücken.
Die Umstellung in der Herangehensweise an die Entwicklung ist gerade zu Anfang
doch enorm. Obwohl gerade der BDI-Ansatz an die menschliche Art des Denkens und
Entscheidens angelehnt ist, so ist es nichtsdestotrotz schwierig, sich in die Konzepte
von Zielen und Plänen einzudenken. Außerdem kann es schnell unübersichtlich werden.
Häufig ist nicht ersichtlich, welcher Plan getriggert oder welches Ziel gerade aktiviert
wird, da viel über Annotationen geregelt wird.
7.2 Bewertung
Obwohl schon seit über 30 Jahren geforscht wird, wie intelligente Agentensysteme
entwickelt werden können, ist die Verbreitung leider noch relativ gering. Die Förderung
der Regierung in Form von Forschungsgeldern ist durchaus ein Treiber der Technik.
Jedoch muss sie auch von der Industrie akzeptiert und eingeführt werden. Hierfür ist es
neben der Erforschung der Grundlagen wichtig, auch interessante Demonstrationspro-
jekte zu schaffen, die den Mehrwert für Unternehmen aufzeigen. Häufige Hemmnisse
sind der oftmals hohe Kostenaufwand um solche Systeme für die einzelnen Bedürfnisse
zu entwickeln und schließlich einzuführen. Vorhandene Prozessabläufe und Maschi-
nen können nicht ohne große Anstrengung einfach ersetzt werden. Deswegen ist es
umso wichtiger, den Entscheidungsträgern den Nutzen und die Vorteile für ihr Un-
ternehmen der nächsten industriellen Revolution bewusst zu machen. Je größer die
Akzeptanz und das Verständnis für die neuen Techniken sind, umso eher werden sie bei
Entscheidungen, wie zum Beispiel beim Bau neuer Produktionswerke, berücksichtigt.
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7.3 Ausblick
In der Zukunft werden durch die zunehmende Vernetzung von Komponenten viele
neuartige Einsatzzwecke entstehen. Da die Umstellung von IPv4 auf IPv6 langsam an
Fahrt gewinnt, werden nicht nur in der Industrie, sondern auch im Heimbereich immer
mehr Geräte miteinander vernetzt werden. Daher wird es in Zukunft einen großen
Bedarf an Systemen geben, die den Gerätepark intelligent koordinieren. Beispielsweise
auch die Entwicklung im Automobilsektor mit immer mehr Assistenzsystemen fordert
neuartige Konzepte, die sich auf unterschiedliche Anforderungen dynamisch einstellen
können. Es ist daher durchaus denkbar, dass Multi-Agenten-Systeme sehr schnell
Einzug halten. Allerdings weniger in der Industrie als im privaten Umfeld. Bis neue
Produktionsanlagen entworfen und Fabriken gebaut werden, sind hohe Kosten und
Entwicklungszeiten zu bewältigen. Im Konsumentenmarkt dagegen ist der Weg frei für
sich schnell entwickelnde, neuartige Technologien. Wohin diese letzten Endes führen,
wird sich vermutlich in wenigen Jahren zeigen.
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