Abstract. It is shown that it follows from Martin's Axiom that there is a compact sequential space with sequential order at least four.
Introduction
In 1974, Bashkirov [2] proved that it follows from CH that there are compact spaces of any sequential order up to and including ω 1 . We are interested in the question of weakening the CH assumption to either of Martin's Axiom or even ZFC. It is also interesting to ask for a compact scattered space in which the scattering levels of points coincides with their sequential order with respect to the first level.
A space is scattered if every subset has a relative isolated point and this gives rise to the Cantor-Bendixson (scattering) levels of a scattered space. Namely, the set of isolated points are the level 0 of the space, and for each ordinal α, the points at level α are the points that are isolated in the subspace remaining when all points of level less than α are removed. The height of a scattered space is the minimum ordinal for which the scattering level is empty. The sequential order of a point p with respect to a set A is the minimum ordinal α such that there is a sequence of points with sequential order less than α which converges to p (the points of A have sequential order 0 with respect to A). Let us adopt the notation, s.o.(p, A) to denote the sequential order of x with respect to A. If we just refer to the sequential order of a point in a scattered space, we will understand it to mean with respect to the set of points at level 0.
There is a compelling motivation for determining the maximum possible sequential order in the presence of the Proper Forcing Axiom, PFA, which comes from the Moore-Mrowka problem (see [1] ). First of all, it is quite remarkable that the best known lower bounds are 2 in ZFC and now 4 under PFA. Secondly, Balogh proved that each compact space of countable tightness is sequential if PFA is assumed (which is known to imply Martin's Axiom and c = ω 2 ). If there is some finite bound on the sequential order of compact sequential spaces in models of PFA, it would mean that compact spaces of countable tightness are literally but a few steps away from being Fréchet-Urysohn.
To illustrate the two concepts above, let us recall the natural topology associated with an almost disjoint family A of subsets of the integers, N. The natural topology on the point set N ∪ A is to let N be open and discrete and a typical neighborhood of a ∈ A is any set of the form {a} ∪ a \ n (we treat the integers as ordinals and recall that an ordinal α is equal to its set of predecessors). This topology on N ∪ A is locally compact scattered and certainly sequential, in fact first-countable. Let X be the one-point compactification and notice that there is a subset of N converging to the point at infinity iff A is not a maximal almost disjoint family. Thus the point at infinity will be at scattering level 2 and will have sequential order at most 2; it will attain sequential order 2 exactly when the family A is a maximal almost disjoint family.
It is also useful to note that the space X is realizable as the Stone space of the Boolean algebra generated by the family A together with the finite subsets of N, [N] <ω , as a subalgebra of P(N). As usual, one identifies the fixed ultrafilters on this Boolean algebra with the integers n ∈ N themselves. For each a ∈ A, there is an ultrafilter in this Boolean algebra generated by the collection {a \ n : n ∈ ω} and in the usual Stone duality sense, the clopen set,ã, associated with a will be none other than a (by the above identification on N) together with the unique free ultrafilter containing a. In our construction below, we will use x to associate with this free ultrafilter, and a x to denote the corresponding set a in P(N ). However our Boolean algebra will be more complicated.
Our construction will be focussed on constructing similar subalgebras of P(N) in which we have a mad family A 1 to correspond to the points at scattering level 1, a family A 2 ⊂ P(N) such that these can be thought of as maximal almost disjoint subsets of A 1 to get points of scattering level 2 and sequential order 2. Similarly we will construct a third and final collection (and level) A 3 . The Stone space of the Boolean algebra generated by this collection (A 1 ∪ A 2 ∪ A 3 ) will be the one-point compactification of a space of scattering height 3 and the point at level 4 will have sequential order 4. Analogous to the simple Ψ-space construction above, the fact that A 1 is maximal guarantees that all points at level 2 will have sequential order 2, while a similar maximality condition on A 2 is required to ensure that points at level 3 will have sequential order 3.
The Construction
The purpose of this section is to construct an example to prove theorem 2.2. As we do not require the full strength of PFA, or even MA, we recall the notions that will suffice. The bounding number, b, is the minimum cardinality of an unbounded mod finite family of functions from N to N, i.e. if F ⊂ N N has cardinality less than b, there is a function g ∈ N N such that f < * g, i.e. {n : f (n) > g(n)} is finite, for all f ∈ F . It is well-known that MA implies that b = c.
We start with a simple preparatory lemma which is probably well-known (see for example [3] ).
Lemma 2.1. Any compact sequential space of cardinality less than b is Fréchet-Urysohn.
Proof. It is sufficient to prove that there are no points of sequential order 2, so assume that {x n : n ∈ ω} are limit points of a countable set A and for each n, let A n ⊂ A converge to x n . For simplicity we may identify A with N. Assume also that {x n : n ∈ ω} converges to some point x. For each point y = x, there is a neighborhood U y of y such that x is not in the closure. It follows that x n is not in the closure of U y for all but finitely many n. Therefore there is a function h y ∈ N N so that for all but finitely many n, A n \ h y (n) is disjoint from U y . Since the space has cardinality less than b, there is a function f ∈ N N so that h y < * f for all y = x. It follows directly that any sequence {a n : n ∈ ω} chosen so that a n ∈ A n \ f (n) has no limit other than x; hence there is a subsequence from N which converges to x as required. Theorem 2.2. It follows from b = c that there is a compact scattered space of height 5 such that the sequential order of each point is equal to its scattering level.
It will be useful to describe again the structure of the space before beginning the construction. We shall construct, by induction, a family of subsets of N and the space will be the Stone space of the Boolean algebra, B, generated by the family. As promised the Stone space will be scattered and there will be a unique point at level 4. We will identify N with the set of points at level 0 and we will use the notation {x α : α < c} to refer to the points on level 1; hence there is some member a xα ∈ B constructed to give us x α as the ultrafilter generated by {a xα \ n : n ∈ N}. For members a of B, we letã denote the compact open set corresponding to the closure of a as a subset of N when thought of as level 0 in the Stone space of B. Thus for each α,ã xα will just be {x α } ∪ a xα . We will let the points of the next scattering level 2 be enumerated by {y α : α ∈ c}. Each y α will also have an associated a yα ∈ B, andã yα will consist of a yα ∪ {y α } together with all those x β such that a x β ∩ a yα is infinite. It will be necessary to ensure that if x β is such a point, then in fact a x β is almost contained in a yα , i.e. that a x β \ a yα is finite. We must also ensure that, for β < α, a yα ∩ a y β ∈ I X where I X is the ideal generated by {a xγ : γ < c} (and implicityl together with [N] <ω ). We will let I X λ and I Y λ denote the ideals generated by {a xα : α < λ} and {a yα ∪ a xα : α < λ} respectively.
A typical neighborhood of y α will beã yα \ i<nã x β i ∪ n .
The final infinite level of S(B) will be enumerated by {z α : α < c} and the corresponding sets {a zα : α < c} must satisfy that a zα ∩ a z β is in the ideal I Y λ for some λ and that either y β ∈ã zα and a y β \a zα ∈ I X , or y β / ∈ã zα and a y β ∩a zα ∈ I X . Similarly, for each β, one of a x β ∩ a zα or a x β \ a zα is finite.
In order to ensure that s.o.(y α ) = 2, the family {a x β : β < c} will be maximal, i.e. every infinite subset of N will have a limit in X = {x α : α ∈ c}. To ensure that s.o.(z α ) is 3, we must arrange that every infinite subset of X has a limit in Y = {y α : α < c}.
The greatest difficulty is encountered at a stage when we try to introduce a limit point z λ for a set {y αn : n ∈ ω}. This means that a z λ must be chosen so that a yα n \ a z λ ∈ I X for infinitely many n, i.e. all those which will be inã z λ . In other words,ã z λ must contain all but finitely many of the x's that are in a yα n for each of these n. However, if there are many β such thatã y β contains a member ofã yα n ∩ X for those n, then a z λ ∩ a y β presents a problem. We do not expect to be able to make a z λ so large that it will contain mod I X those a y β , i.e. we do not expect y β ∈ã z λ , thus we have to ensure that a y β ∩ a z λ ∈ I X which is impossible ifã y β ∩ã z λ ∩ X is already infinite. Our device to overcome this is to first assign for each y, a distinguished countable subset S y of X ∩ã y , and to then ensure that if{y αn : n ∈ ω} has no limit in Z at stage λ, then no sequence x γn ∈ã yα n \ S yα n can have a limit in Y at stage λ. This will restrict the set of y β 's referred to above to something that the assumption b = c can handle.
We begin the construction. We fix an enumeration of the countable subsets of c but to avoid some clumsy enumeration problems, we choose a subset C of c of cardinality c so that C ∩ ω = ∅ and so that for each α ∈ C, the interval (α, α + α] is disjoint from C. Let {E α : α ∈ C} be an enumeration of [c] ω so that for each α ∈ C, E α ⊂ α. By induction on λ < c, we will construct the sets a x λ , a y λ , and a z λ so that the inductive hypotheses below are satsified.
(1) for all α, β < λ, the following standard scattering level conditions are met:
(a) either a xα ∩ a y β or a xα \ a y β is finite,
there are infinitely many γ < ω + α such that a xγ \ a yα is finite, (f) there are infinitely many γ < ω + α such that a yγ \ a zα is in I Xα (2) for all α ∈ C ∩ λ there is a β ≤ α such that {x ξ : ξ ∈ E α } ∩ã y β is infinite (3) for all α < λ, S yα = {x β : β < α} ∩ã yα is countable and will be enumerated as {x α n : n ∈ ω} and for α < β < λ, (ã xα \ S xα ) ∩ ã x β \ S x β ∩ X is empty (4) for all α < λ and every infinite J ⊂ã yα ∩ {x β : β < α}, there is a γ ≤ α such that {y(x) : x ∈ J} ∩ã zγ is infinite where y(x) denotes the unique y so that x ∈ã y \ S y . If there is no y with x ∈ã y \ S y , just let y(x) = y 0 .
Condition 4 is expressing the idea that before a sequence J of x β 's can have a limit in Y , the corresponding sequence {y(x) : x ∈ J} must have a limit in Z. Our attempts at generalizing the construction to higher levels is blocked by our inability to extend condition 3.
To begin the construction we let {a zn : n ∈ ω} be any partition of N into infinite sets. Next, choose another partition of N, {a yn : n ∈ ω} so that for each n, there are infinitely many m so that a ym ⊂ a zn . Similarly choose a partition {a xn : n ∈ ω} so that for each n, there are infinitely many m so that a xm ⊂ a yn . The inductive conditions are trivial to check for λ ≤ ω so we assume we have chosen the family up to some λ ≥ ω and will now construct a x λ , a y λ and a z λ .
If λ / ∈ C, we do not have to work very hard. If we let B λ denote the boolean algebra generated by the family {a w : w ∈ {x α , y α , z α : α < λ}}, then the Stone space of B λ is easily see to be a compact sequential space of cardinality equal to that of λ and B λ has a unique ultrafilter generated by the complements of the generators. Apply Lemma 2.1 to find an infinite set I ⊂ N such that I ∩ (a zα ∪ a yα ∪ a xα ) is finite for all α < λ. Choose, for n ∈ ω, a z λ+n , a y λ+n and a x λ+n subsets of I just as the family a zn , a yn and a xn were chosen. If λ is α + α for some α ∈ C and E α ∩ N is infinite, and further, if E α ∩ N is almost disjoint from a x β for all β < α, then we must ensure that a x λ ∩ E α is infinite. If E α ∩ N is also almost disjoint from a y β ∪ a z β for all β < α, then we may assume that I ⊂ E α . Therefore, assume that there is some minimal β < α such that E α ∩ (a y β ∪ a z β ) is infinite. Apply Lemma 2.1 to select an infinite a x λ ⊂ E α ∩ N such that a x λ converges to some point in S(B λ ). Since a x λ is almost disjoint from all a x β for β < λ, it follows that there is at most one y β such that x λ ∈ã y β . From this it follows easily that the inductive conditions are preserved. Now suppose that λ ∈ C. If {x ξ : ξ ∈ E λ } has a limit point in {y β : β < λ}, then we can proceed exactly as in the case λ / ∈ C, so assume that it has no limit. If there is some α < λ such that {x ξ : ξ ∈ E λ } ∩ã zα is infinite, we may assume that {x ξ : ξ ∈ E λ } ⊂ a zα . Additionally, if {y(x ξ ) : ξ ∈ E λ } has a limit, we may further shrink E λ so as to assume the sequence converges. In this situation, we first define a y λ so that {x ξ : ξ ∈ E λ } = S y λ , and then define {a z λ+n : n ∈ ω}, {a y λ+n : 0 < n < ω}, and {a x λ+n : n ∈ ω} again just as in the case λ / ∈ C. To define a y λ we apply b = c as follows. For each β < λ \ {α}, A β = (a z β ∪ a y β ∪ a x β ) is almost disjoint from a x ξ for all but finitely many ξ ∈ E λ . Therefore there is a function g β : E λ → N so that for all but finitely many ξ, A β ∩ (a x ξ \ g β (ξ)) is empty. In addition, there is a g α so that ((a yα ∪ a xα ) ∩ (a x ξ \ g α (ξ)) = ∅ and (a x ξ \ g α (ξ)) ⊂ a zα for all but finitely many ξ ∈ E λ . Let f : E λ → N be such that g β < * f for all β < λ and set a y λ = a x ξ \ f (ξ) : ξ ∈ E λ . Inductive condition 1 holds mainly by the choice of f , conditions (2) and (3) are obvious, and (4) holds because we assumed {y(x ξ ) : ξ ∈ E λ } converged to z α . Now we come to the main case in which we have that {y(x ξ ) : ξ ∈ E λ } has no limit in {z α : α < λ}, so our first step is to ensure that z λ is such a limit, then we may ensure that y λ is a limit of {x ξ : ξ ∈ E λ }. The unexpected step is that we will also have that a zα ∩ a z λ will need to be assigned some y λ+α in order to arrange that a zα ∩ a z λ is in I Y .
We again find an infinite subset of E λ so that we may ensure that {x ξ : ξ ∈ E λ } is almost disjoint fromã zα for all but at most one α, and that it is a subset of that unique possible exception. The reason this is possible is that {x ξ : ξ ∈ E λ } is almost disjoint fromã y β for all β < λ. Thus we may define a y λ as we did in the case above so that S λ = {x ξ : ξ ∈ E λ } except that we will first have to define a z λ in order to give {y(x ξ ) : ξ ∈ E λ } a limit (and possibly have to shrink a y λ still further).
Let {y n : n ∈ ω} enumerate {y(x ξ ) : ξ ∈ E λ }; we have assumed it is infinite and has no limit point in Z. For each β < λ, and each n ∈ ω such that y n / ∈ã z β ∪ã y β , there is a value g β (n) ∈ N such that x y n k / ∈ã z β ∪ã y β for each k ≥ g β (n); recall that
By inductive condition 3, x β ∈ã n n \S y n for at most one n and we can assume that x β / ∈ {x y n k : k ≥ g β (n)} for all n. Next we may slightly increase the value of g β for each β < λ in order to consider integers in a z β ∩ a y n . For each n such that y n / ∈ã z β ∪ã y β and x β / ∈ a y n \ S y n (hence, all but finitely many n), it follows that (a x β ∪ a y β ) ∩ a y n is finite, so ensure that it is contained in g β (n). Now, for y n / ∈ã z β , we consider the finite set F β,n =ã z β ∩ã y n ∩ {x α : α < λ}. Although a z β ∩ S y n ⊂ {x y n k : k < g β (n)} there may still be some values in F β,n \ S y n . By inductive hypothesis, a z β ∩ a y n ∈ I X λ , hence there is a large enough value for g β (n) so that a z β ∩ a y n ⊂ g β (n) ∪ {a x ξ : ξ ∈ F β,n . Since λ < b, there is an f ∈ N N , so that g β < * f for all β < λ and we define
. Now that {y(x ξ ) : ξ ∈ E λ } converges to z λ we can define a y λ as was done in the previous case with only one small change. There may be (at most one) αλ such that {x ξ : ξ ∈ E λ } ∩ã zα is infinite and we have ensured {x ξ : ξ ∈ E λ } ⊂ã zα . The only change from before is that we also demand that a y λ ⊂ a z λ . This choice for a y λ has ensured that a z λ ∩ a zα ∈ I Y λ+1 but we must now do the same for a z λ ∩ a z β for other values of β < λ. On the other hand, it is the case that a z λ ∩ a y β ∈ I X λ for all β < λ with y β / ∈ {y n : n ∈ ω} and a y n \ a z λ ∈ I x λ for each n ∈ ω as we now check. For each β < λ, if there is an n such that x β ∈ã y n \ S y n , then
which is finite. On the other hand, g β < * f ensures that a x β \ a z λ is finite. As for y β , choose m ∈ N large enough so that y β = y n for all n ≥ m. In addition, assume m is large enough so that g β (n) < f (n) for all n ≥ m. Finally, consider the sequence of finite sets {ã y β ∩ {x α : α ∈ λ} ∩ã y n \ S y n : n ≥ m} .
By condition (4), all but finitely many of these sets are empty, since for any J contained in the union, J ⊂ã y β while we have that {y(x) : x ∈ J} ⊂ {y n : n ∈ ω} has no limit in {z γ : γ ≤ β}. Therefore we can assume m is large enough so that a y β ∩ {x α : α < λ} ∩ã y n \ S y n is empty for all n ≥ m. It then follows that
and so a y β ∩ a z λ ⊂ n<m a y n . Therefore, by induction, if y β / ∈ {y n : n < m}, a y β ∩ a z λ ∈ I X λ , while if y β = y n for some n < m, a y β \ a z λ is contained in
Recall that for each β < λ and n ∈ ω such that y n / ∈ã z β , F β,n =ã z β ∩ a y n ∩ {x ξ : ξ ∈ λ} is a finite set and that there is an m β such that y n / ∈ã z β for n ≥ m β . Let A = {β < λ : {n : F β,n ⊂ S y n } is infinite }. For each β ∈ A, we will introduce y λ+β+1 to serve as a limit forã z β ∩ã z λ (the "+1" is merely a notational device). To keep notational consistency we must also define x λ+β , y λ+β and z λ+β for all β < λ. We have ensured that A c = {λ + ξ : λ + ξ / ∈ {λ + β + 1 : β ∈ A}} has order type λ. By Lemma 2.1, there is an infinite set I ⊂ N such that I is almost disjoint from a xα ∪ a yα ∪ a zα for all α ≤ λ. Let {a z λ+ξ : 0 < ξ < λ} be any almost disjoint family of infinite subsets of I. For each 0 < ξ < λ, fix any countably infinite partition of a z λ+ξ into infinite sets, and let {a y λ+ξ : λ + ξ ∈ A c } be any enumeration of the union of all of these partitions. Finally, in a similar way, let {a x λ+ξ : 0 < ξ < λ} enumerate an almost disjoint family of subsets of I so that each is contained in some a y λ+ξ with λ + ξ ∈ A c and so that for each λ + ξ ∈ A c , a y λ+ξ contains infinitely many of this family. It is very easy to check that all the relevant instances of the inductive hypotheses will hold.
We are finally ready to assign values to a y λ+β+1 for β ∈ A: set
Inductive hypotheses (2) and (3) are vacuous for all these new values a y λ+β+1 . Condition (4) is interesting as it illustrates a point where this procedure is very hard to lift to higher sequential order. Indeed, for each β ∈ A,ã y λ+β+1 will contain the infinite set J = n≥m β F n,β ∩ã z λ . However the definition of g β above and the fact that g β < * f ensures there is m β ≥ m β such that F β,n ∩ S y n ∩ã z λ is empty for all n ≥ m β . For each x ∈ F β,n \ S y n , y(x) = y n , hence {y(x) : x ∈ J} is contained in {y n : n ≥ m β } except for some finite set and so meetsã z λ in an infinite set which verifies (4).
Finally it remains to check condition (1) . For all β < λ, a y λ+β+1 has ensured that a z β ∩ a z λ ∈ I Y 2λ , so we just have to check a x δ ∩ a y λ+β+1 , a y δ ∩ a y λ+β+1 and a y λ+γ+1 ∩ a y λ+β+1 for δ < λ and β, γ ∈ A. Consider x δ ∈ã z λ ∩ã z β . If there is an n < m β , x δ ∈ã y n , then clearly a x δ \ a y λ+β+1 is finite. On the other hand, if x β / ∈ n<m βã y n , then a x δ ∩ n<m β a y n is finite, while, as checked above, a x δ \ã z λ is also finite. Therefore a x δ \ a y λ+β+1 is finite. The other possibility is that x δ / ∈ã z λ ∩ã z β , in which case, a x δ ∩ a z λ or a x δ ∩ a z β is finite. It follows that a x δ ∩ a y λ+β+1 is finite. Now consider a y δ . We have checked that a y δ ∩ a z λ is in I X λ and that the correct relations hold between members of I X λ and a y λ+β+1 , hence it follows that a y δ ∩ a y λ+β+1 ∈ I Y λ . Similarly, for β = γ, a zγ ∩ a z β ∈ I Y λ , thus the correct relations will hold between a zγ and a y λ+β+1 . Since a y λ+β+1 ⊂ a z β , it remains only to check that a y λ+β+1 ∩ a y λ+γ+1 ∈ I X λ . We have that a y λ+β+1 ∩ a y λ+γ+1 ⊂ a z β ∩ a zγ ∩ a z λ \ n<max(m β ,mγ ) a y n and (a z β ∩ a zγ ) ∈ I Y λ . By the definition of m β , m γ , it now follows easily that (a z β ∩ a zγ ) ∩ a z λ ∩ a z λ \ n<max(m β ,mγ ) a y n is in I X λ completing the proof that a y λ+β+1 ∩ a y λ+γ+1 ∈ I X λ .
This completes the inductive construction of B. It should be clear that the inductive hypotheses ensure that S(B) is a compact scattered space of height 4 with N dense, X the points at level 1, Y the points at level 2, and Z the points at level 3. Inductive hypothesis (2) ensures that every infinite subset of X has a limit in Y and that every infinite subset of N has a limit in X. To see that every infinite subset S of Y has a limit in Z, simply note that if we select a sequence of points x y ∈ X ∩ã y \ S y (which exists because S y is countable while X ∩ã y is uncountable), then condition (4) ensure that S has some limit point in Z. Therefore our space S(B) has sequential order four as promised.
Obstructions to large sequential order
In the previous construction, (ã y \ S y ) ∩ (ã y \ S y ) ∩ X being empty was more important than it may have appeared. First of all, if it failed, then y(x) would not be unique and we would have had many more problems when defining a y λ+β+1 since we would want (4) to hold for any sequence of y's satisfying that there is some x ∈ J, with x ∈ a y \ S y . It was not necessary that S y is in any way related to the indexing, but it is necessary that it naturally generate a σ-compact subset of a y . In this section we illustrate an obstruction to the construction if we try to analogously define countable S z ⊂ã z ∩ Y .
Curiously, we do not see how to remove the scattered assumption from the next result.
Proposition 3.1 (MA + c = ω 2 ). Let X be a compact sequential space such that the scattering height of each point is equal to its sequential order. Suppose there is a point p such that for some set N of isolated points, s.o.(p, N) ≥ 4. Assume that {A x : x ∈ X} is any neighborhood assignment and that {S x : x ∈ X} is any indexing of σ-compact sets, with x / ∈ S x . Then there are z, z ∈ X, such that
Proof. We will use x, y, z to denote points of sequential order at most 1,2, and 3 respectively. We may fix a point p such that s.o.(p, N) = 4. There is no loss if we work with subsets of the specified neighborhood assignments. There is an infinite set {z n : n ∈ ω} of points with sequential order 3 with respect to N which converges to p and we may assume that p / ∈ A zn for each n, and that the members of {A zn : n ∈ ω} are pairwise disjoint. Similarly, for each n, fix a sequence {y n k : k ∈ ω} of points of sequential order 2 so that for each n, k, A y n k ⊂ A zn and that {A y n k : k ∈ ω} are also pairwise disjoint. We will inductively choose, for α ∈ ω 1 \ ω, points {x n k,α : n, k ∈ ω} so that, for each n, {x n k,α : k ∈ ω} has a limit y n α ∈ A zn and so that {y n α : n ∈ ω} has a limit z α ∈ A p . We will also inductively construct subsets I n α and J α of ω to attain convergence rather than merely limit behaviour. The families {I n α : n ∈ ω, α ∈ ω 1 \ ω} and {J α : α ∈ ω 1 \ ω} will form mod finite chains and we will show that if J ⊂ * J α for all α and h ∈ N J is suitably fast growing, then any limit z h of the sequence {y n h(n) : n ∈ J} will "badly" intersect with all but countably many of the z α 's.
For each n, k ∈ ω, let x n k,ω be any point in Ay n k with sequential order 1. Fix any infinite I 0 ω so that, for each n ∈ ω, {x n k,ω : k ∈ I 0 ω } converges to some point y n ω ∈ A zn . We may assume that A y n ω ⊂ A zn \ ({z n } ∪ {y n k : k ∈ ω}) and also fix a subset J ω so that {y n ω : n ∈ J ω } converges to some point z ω ∈ A p . Since z ω = p, we may assume that A zω is such that A zω ∩ {z n : n ∈ ω} is empty and also that, for each n ∈ J ω , I n ω is some cofinite subset of I 0 ω so that A zω ∩ {y n k : k ∈ I n ω } is empty. Let α ∈ ω 1 \ ω and assume that {x n k,β : n, k ∈ ω, ω ≤ β < α}, {y n β : n ∈ ω, ω ≤ β < α}, I n β , {z β : ω ≤ β < α} and J β have been chosen. Assume that we have also inductively ensured that z β / ∈ γ<β A zγ and A z β ∩ {y n,k : n ∈ J β , k ∈ I n β \ n} is empty. Let I α be mod finite contained in I n β for all n ∈ ω ≤ β < α, and let J α be mod finite contained in J β for all β < α. For each n ∈ J α and k ∈ I α , choose an infinite set L α } converges to some point y n α for each n ∈ J α , and there is a J α ⊂ J α such that {y n α : n ∈ J α } converges to a point z α . We check that z α / ∈ A z β for all β < α. By construction, there is a function h β ∈ ω J β so that, for each n ∈ J, y
After we have completed ω 1 steps of the induction, we let J ⊂ ω be any infinite set which is almost contained in J α for all α ∈ ω 1 \ ω. In addition, let I ⊂ ω be any set which is mod finite contained in I n α for all n ∈ ω ≤ α < ω 1 . Note that for each α ∈ ω 1 \ ω, since y n α ∈ A zα for each n ∈ J α * ⊃ J, there is a function g α ∈ ω J such that x n k ∈ A zα for almost all n ∈ J and k ∈ I ω1 \ g α (n). We begin another induction of length ω 2 . Fix any function h 0 ∈ I J such that g α < * h 0 for all α and consider the sequence {y n h0(n) : n ∈ J} and fix any point z h0 which has sequential order 1 with respect to this sequence. Since z h0 = p, we may assume that A z h 0 ∩ {z n : n ∈ ω} is empty, hence there is an h 1 such that y n k / ∈ A z h 0 for all k ≥ h 1 (n). Also fix a subset J h0 ⊂ J such that {y n h0(n) : n ∈ J h0 } converges to z h0 . Repeat with h 1 and find J h1 ⊂ J h0 etc. At any stage γ < ω 2 , we may set J mod finite contained in J h ξ for all ξ < γ and fix h γ so that for each ξ < γ, and all k ≥ h γ (n) for almost all n ∈ J , y n k / ∈ A z h ξ . Proceed to select a point z hγ and infinite subset J hγ ⊂ J as above so that {y n hγ (n) : n ∈ J hγ } converges to z hγ .
Since z n / ∈ A z hγ for each n ∈ ω, there is at most countable set of α ∈ ω 1 \ ω such that y n α ∈ A z hγ for some n. By passing to a cofinal subsequence of γ's, we may suppose that there is a bound α 0 < ω 1 so that for all γ and all α ∈ ω 1 \α 0 , y n α / ∈ A z hγ for all n. In addition, we may thus suppose that for γ < δ, {x n h δ (n),β : n ∈ J hγ } is almost disjoint from A z hγ for each β ∈ ω 1 \ α 0 . Now, for each α ∈ ω 1 \ α 0 and each γ, there are only finitely many n ∈ J hγ , x n hγ (n),α / ∈ A zα , hence there is a point y hγ ,α ∈ A zα ∩ A z hγ which is a limit of {x n h(n),α : n ∈ J h }. If α < β, then y α,hγ is distinct from y β,hγ because x n hγ (n),β / ∈ A zα for all but finitely many n. In addition, y hγ ,α = z α because z α / ∈ A z hγ . Also, y hγ ,α = y h δ ,β for γ < δ because {x n h δ (n),β : n ∈ J hγ } is disjoint from A z h δ . Therefore, for each α ∈ ω 1 \ α 0 , there is an at most countable set of γ such that y hγ ,α ∈ S zα . In addition, for each γ, there is an at most countable set of α such that y hγ ,α ∈ S z hγ . Choose any γ such that y hγ ,α / ∈ S zα for all α. and then choose α such that y hγ ,α / ∈ S z hγ . We have therefore produced a pair z α , z hγ as required.
