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Introduction
Contexte, objectifs généraux et plan de la thèse
La région arctique possède de nombreuses spécificités (superficie élevée de glace
de mer (albedo important), angles solaires zénithaux importants, nuit polaire, fré-
quentes inversions de température proche de la surface, nébulosité importante)
et une faible modification des conditions moyennes peut y entrainer des modi-
fications plus importantes [Screen 2010] qu’à des latitudes plus basses. Il a par
exemple été montré [IPC 2007] que l’élévation de température de surface y est
deux fois plus importante (ce phénomène est appelé "amplification arctique"), et
des projections futures envisage pour l’hiver une augmentation trois fois supé-
rieures à l’augmentation moyenne mondiale [Sanderson 2011]. Ceci a pour consé-
quence une diminution progressive de la glace de mer depuis plusieurs dizaine d’an-
nées [Parkinson 1999] [Stroeve 2012], ainsi qu’une augmentation de l’humidité et
des écoulements de rivières [Wu 2005]. L’ensemble de ces phénomènes, tout en étant
une conséquence du réchauffement climatique de la région arctique, contribue éga-
lement à celui-ci. Ainsi, la glace de mer ayant un albedo bien plus important que
l’eau [Brandt 2005], sa diminution va entrainer une chute du flux solaire réfléchie, ce
qui favorisera un réchauffement atmosphérique [Winton 2008]. L’amplification arc-
tique est également renforcée par la présence fréquente d’inversions de température
en hiver qui semblent limiter le refroidissement radiatif de la surface vers l’espace
dans les cas de ciel clair [Bintanja 2011].
De telles modifications n’ont pas été envisagées pendant de nombreuses années
puisque la région arctique était alors considérée comme une région "propre", loin
de toute pollution anthropique. Néanmoins depuis la première observation du phé-
nomène de brouillard arctique par des aviateurs [Greenaway 1950] [Mitchell 1957]
qui indiquaient une très nette diminution de la portée visuelle, le transport d’aé-
rosols anthropiques ou non (ex : aérosols dus aux feux de forêts) vers ces lati-
tudes élevées a été démontré et est observé chaque hiver et printemps. En ré-
gion arctique ces aérosols ont un impact radiatif, direct ou indirect, différent des
autres latitudes du fait de l’albedo élevé de surface et de l’angle zénithal impor-
tant [MacCracken 1986] [Pueschel 1995]. La complexité des rétroactions entre les
différents milieux, glace, océan et atmosphère [Serreze 2011] ne permet pas en effet
de définir clairement l’impact de ces aérosols, et des effets directs ou indirects de
refroidissement peuvent également se produire [Quinn 2008].
La compréhension de ces rétroactions passe par la multiplication des mesures,
associée à l’utilisation de modèles. Ainsi de plus en plus d’instruments sont spatiali-
sés afin de permettre un quadrillage régulier de l’ensemble de la surface du globe, et
notamment des régions polaires. Ces mesures spatiales fournissent notamment des
informations essentielles sur la couverture nuageuse, le transport de certains évène-
ments intenses d’aérosols (ex : poussières désertiques [Barkan 2010]) et l’épaisseur
de la glace de mer. Cependant ces mesures sont souvent biaisées au dessus de la ré-
gion arctique à cause de la similarité entre la glace de mer ou la couverture neigeuse
et les nuages, et des fréquentes inversions de température [Rossow 1989] [Gao 1998].
2 Introduction
Les cas de mesures sans nuage sont ainsi plus complexes à être détectés, rendant
difficile une évaluation précise du bilan radiatif dans cette région. Cette détection
nuageuse est d’autant plus complexe que le seul instrument spatial pouvant fournir
une information sur la distribution verticale des aérosols et des nuages, le LiDAR
CALIOP, ne possède pas une orbite allant au dessus de 82°N.
C’est dans cette optique de multiplication des mesures en région arctique que
le projet français IAOOS (Ice-Atmosphere-arctic Ocean Observing System) a été
planifié et financé. Ce projet est un EQUIPEX (EQUIPement d’EXcellence) dont
l’objectif est le financement d’instruments innovants conçus par des institutions pu-
bliques afin d’augmenter leur compétitivité au niveau international, tout en ayant
une répercussion économique importante sur des industriels français et européens.
C’est donc dans ce cadre d’innovation technologique qu’a été planifié le développe-
ment d’une bouée dérivante multi-instrumentée déployée en réseau en région arc-
tique. L’intérêt d’un tel développement est d’une part d’obtenir des mesures sur une
longue période, et d’autre part d’obtenir des mesures quasi-simultanées concernant
l’océan arctique, l’atmosphère et la glace de mer. Cette thèse CIFRE, effectuée en
collaboration avec l’entreprise française Cimel Electronique, a eu pour objectif de
développer, d’implanter et tester l’un des instruments de mesures atmosphériques
présents sur la bouée : un LiDAR. C’est en premier lieu l’aspect optique du système
qui a été au cœur du développement instrumental de cette thèse. Une dynamique
importante d’échanges tout au long du développement a été maintenue avec la Di-
vision Technique de l’INSU et l’entreprise Cimel Electronique.
Dans une première partie le contexte des mesures atmosphériques en région
arctique est abordé, afin de préciser le besoin scientifique compte tenu des don-
nées actuellement disponibles et l’apport d’un LiDAR à rétrodiffusion moléculaire
et aérosols. Les différentes étapes du développement instrumental seront également
présentées en explicitant notamment les voies d’optimisation de ce type de LiDAR
et les conséquences des nombreuses contraintes inhérentes à un tel déploiement sur
les choix d’évolution instrumentale. Les principales étapes franchies tout au long de
cette phase de développement seront décrites et les performances obtenues analysées
et comparées à ce qui est théoriquement attendu. Ce long processus d’optimisation
instrumentale a finalement abouti à un LiDAR de nouvelle génération présentant
un bon compromis en terme de coût, consommation et performances par rapport
aux systèmes commerciaux (LiDAR ou ceilomètre) existants.
Dans une seconde partie les retours techniques concernant le fonctionnement du
système et les résultats obtenus lors des déploiements en arctique sont présentés. Le
premier déploiement d’une bouée instrumentée IAOOS a eu lieu en 2014 au camp
russe de Barneo près du pôle nord. Le second déploiement qui est également présenté
s’est déroulé dans le cadre de la campagne N-ICE2015, lors de laquelle deux bouées
ont été déployées dont une équipée d’un LiDAR doté d’une émission polarisée. Un
suivi de l’instrument lors de ces premiers déploiements est réalisé grâce à l’enregis-
trement de paramètres système tels que la température interne et l’inclinaison de la
bouée. Les observations LiDAR d’aérosols et de nuage sont analysées et les résultats
comparés à ceux obtenus lors de campagnes ponctuelles précédentes. Enfin les flux
solaires et infrarouge à la surface sont estimés par différentes méthodes et comparés
aux sorties du modèle WRF (Weather Research and Forecasting Model).
Première partie
PARTIE I : Développement
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La région arctique est la région située le plus au nord de la Terre et son étendue
dépend de la définition retenue. Ainsi il est parfois considéré que sa limite septen-
trionale est définie astronomiquement et correspond à ce qu’on appelle le cercle
Arctique (66° 33’N). Certains considèrent néanmoins une approche plus climatique
en considérant que la frontière correspond à l’isotherme de +10°C en juillet. Auquel
cas cette frontière est légèrement plus septentrionale que le cercle arctique du coté
eurasien, mais s’étend plus au sud du côté américain (cf Figure 1.1). Quelle que soit
la définition considérée cette région possède très peu de surfaces terrestres, dont le
Svalbard appartenant à la Norvège ou encore une partie de l’Alaska, et celles-ci se
situent en périphérie de la région arctique. Ceci implique un manque sur le long
terme de bases de mesures atmosphériques sur l’océan arctique et aux latitudes
les plus élevées, et empêche donc une surveillance et une caractérisation efficace
des aérosols et des nuages dans cette région. Bien que les observations spatiales
comblent une partie de ce manque, les observations depuis la surface restent indis-
pensables car elles permettent une comparaison avec ces mesures spatiales et elles
seules permettent un suivi temporel annuel et une analyse des couplages entre les
trois milieux (océan/glace/atmosphère) interagissant à la surface.
7Figure 1.1 – Carte de la région arctique et des terres voisines. Le cercle po-
laire y est représenté en pointillé et l’isotherme 10oC en trait plein rouge (d’après
http ://www.lib.utexas.edu)
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1.1 Aérosols et nébulosité
Ce paragraphe présente dans un premier temps diverses sources et mécanismes
de transport des aérosols pouvant être observés en région arctique, puis les carac-
téristiques de la nébulosité dans cette région, notamment en termes de fréquence,
d’altitude et de phase.
1.1.1 Transport et sources des aérosols
En général la présence des aérosols en Arctique est principalement liée à leur
advection des moyennes latitudes (peu de sources locales) et dépend de leur temps
de résidence dans l’atmosphère. Celui-ci va être déterminé par les sources, les mé-
canismes de transport, de dépôt sec et de dépôt humide, dépendant en particuliers
de la taille et de l’hygroscopicité de l’aérosol. Ceci concerne les aérosols troposphé-
riques puisque ceux qui ont été injectés dans la stratosphère (par exemple après une
éruption) se retrouvent dans des couches très stables grâce à l’inversion du gradient
thermique (cf Annexe A).
Les études s’accordent sur le fait que les principales sources de pollution en
arctique sont eurasienne et nord-américaine [Xie 1999] [Sharma 2006], mais la
contribution relative de ces différentes régions est toujours assez incertaine d’une
année sur l’autre. Une précédente étude multi-modèles dans le cadre de l’étude
HTAP (Hemispheric Transport of Air Pollution) a cependant permis d’évaluer un
peu plus quantitativement les différentes contributions [Shindell 2008]. D’après la
figure 1.2 provenant de cette étude, l’Europe semble être le contributeur principal
en surface concernant le carbone suie ou "black carbon" (BC), les sulfates et le
monoxyde de carbone (CO). En revanche dans les plus hautes couches de la tropo-
sphère les contributeurs principaux sont l’Asie du sud-est pour le BC et les sulfates.
A cette même altitude cette région présente également une contribution non négli-
geable et équivalente à celle d’Amérique du nord concernant le CO.
Ce transport sur de longues distances est concordant avec d’autres
études [Stohl 2006] [Law 2014] qui indiquent également un transport préférentiel de
la pollution en altitude depuis l’Amérique du nord et l’Asie. Ces études proposent
divers mécanismes pour expliquer la contribution de l’Europe : soit par un transport
en altitude depuis la source puis une descente en Arctique, soit depuis une altitude
plus basse puis une ascension en Arctique, soit enfin depuis une altitude basse qui le
reste jusqu’en Arctique. Cette dernière possibilité est notamment prépondérante en
hiver à cause du front arctique. Celui-ci est en effet caractérisé par une faible tempé-
rature potentielle dans la basse troposphère, empêchant les aérosols produits plus au
sud de migrer vers les hautes latitudes et laissant ainsi le nord de l’Eurasie la princi-
pale région contributrice à la pollution arctique hivernale [Barrie 1986] [Stone 2014].
Enfin les inversions de température fréquentes en hiver [Bradley 1992] favorisent la
stagnation des polluants dans les couches proches de la surface et participent ainsi
à la formation des brouillards arctiques. Inversement, ce phénomène d’inversion de
température empêche les polluants à des altitudes plus élevées de pénétrer dans les
couches proches de la surface [Brock 2011].
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Figure 1.2 – Contribution de différentes régions à la pollution en Arctique par dif-
férentes espèces (carbone suie (BC), sulfates, CO et ozone) dans 4 régions de l’hémi-
sphère nord. L’épaisseur des flèches reflètent l’importance relative de la contribution
par rapport à la contribution totale (d’après [Shindell 2008]), en surface (flèches
bleues) et à une altitude correspondant à l’isobare 250 hPa (flèches rouges).
1.1.2 Caractéristiques de la couverture nuageuse
La nébulosité arctique présente des caractéristiques très différentes en fonction
de la période considérée. Des nuages très bas sont en général observés tout au long
de l’année comme ce fut le cas lors de la campagne américaine SHEBA (Surface
HEat Budget of the Arctic ocean) avec des altitudes de bases en général localisées
dans le premier kilomètre et des sommets détectés jusque 9km [Intrieri 2002a].
Cette nébulosité est plus importante en été (jusque 90%) qu’en hiver (jusque 70%),
bien que des différences peuvent être observées en fonction de l’environnement
où sont réalisées les observations [Shupe 2011] [Mioche 2015] (cf Figure 1.3).
Cette fréquence importante aboutit à une situation où deux types de conditions
atmosphériques dominent : les cas de ciel clair/dégagé et les cas de nuages opaques
stratiformes [Morrison 2012].
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Figure 1.3 – Moyennes mensuelles de la fraction nuageuse observée par plusieurs
instruments aux sites d’observation de Barrow (mars 1998 - septembre 2009) et
Eureka (août 2005 - septembre 2009) ainsi que lors de la campagne SHEBA (octobre
1997-octobre 1998) (d’après [Shupe 2011]).
La couche limite arctique est ainsi souvent surmontée par une importante cou-
verture nuageuse comme l’a souligné Curry [Curry 1988], celle-ci étant d’ailleurs
particulièrement complexe, caractérisée par de fréquentes structures de multiples
couches [Verlinde 2007] à diverses altitudes. La présence de nuages en phase mixte
n’est pas négligeable, même en été [Lampert 2010b], car de l’eau liquide nuageuse a
été observée à très basse température [Turner 2005] notamment localisée vers leurs
sommets. L’étude de ces nuages est particulièrement importante pour améliorer les
estimations du bilan radiatif en région arctique, car il a été démontré qu’une varia-
tion de leur contenu en glace a une répercussion directe sur le refroidissement de la
surface consécutif à la réflexion du rayonnement solaire[Ehrlich 2009a].
Concernant leur microphysique, le diamètre des gouttes d’eau liquide est en
général compris entre 5 et 15µm. La nébulosité arctique est particulièrement in-
fluencée par la présence d’aérosols, et une augmentation de leur concentration peut
par exemple significativement augmenter leur épaisseur, répartition, épaisseur op-
tique [Werner 2014] et par conséquent modifier les flux radiatifs [Mauritsen 2011].
1.2 Bilan radiatif
La Terre est chauffée par les rayonnements solaires principalement localisés dans
la partie visible du spectre. Ce rayonnement fournit en moyenne sur toute la sur-
face terrestre 340 W.m−2, dont environ 30% (correspondant à l’albédo moyen de
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l’atmosphère et de la surface [Ramanathan 1987] [Ramanathan 1989]) est réfléchi.
La fraction de ce rayonnement solaire qui n’est pas directement réfléchie est en par-
tie absorbée par les différents constituants atmosphériques, notamment par l’ozone
pour l’UV et par la vapeur d’eau et le dioxyde de carbone pour l’IR, et en partie
absorbée par la surface terrestre. L’absorption de ces radiations solaires conduit à
une ré-émissions dans l’infrarouge de la part de la surface ainsi que de l’atmosphère
vers l’espace et vers la surface terrestre (cf Figure 1.4). Le bilan entre le rayonne-
ment solaire incident et l’ensemble de ces émissions secondaires dans l’infrarouge
s’équilibrent sur le long terme permettant à la Terre d’être globalement en équilibre
thermique. Néanmoins les estimations montrent que la Terre émet dans l’infrarouge
environ 390 W.m−2, mais que le rayonnement infrarouge rejeté dans l’espace est
d’environ 235 W.m−2. En assimilant la Terre au corps noir on obtient, d’après la
loi de Stefan Boltzmann, une différence positive d’environ 30 oC qui permet à la
surface de la Terre d’être à une température moyenne d’une quinzaine de degrés.
Cette élévation de température est due à un forçage radiatif positif qui est connu
sous le terme effet de serre. Ce phénomène est principalement d’origine naturelle
puisqu’une importante fraction du rayonnement infrarouge émis par la surface est
absorbée par la vapeur d’eau [Held 2000], les gaz tel que le CO2 ou le CH4 et par
les nuages, dont la couverture terrestre moyenne est de 68% [Stubenrauch 2013].
L’arctique est une région qui renvoie une quantité importante du flux solaire
grâce à l’albedo élevé des surfaces importantes de glace et de neige. Une dispa-
rition de ces surfaces signifierait une diminution significative de l’albedo moyen
puisqu’elles seraient remplacées par l’océan. Ceci entrainerait une absorption beau-
coup plus importante du flux solaire et par conséquent un réchauffement global de
l’atmosphère terrestre. Ainsi le réchauffement de l’arctique observé actuellement et
confirmé par les modèles depuis plusieurs décennies mène à une diminution progres-
sive des surfaces possédant un albedo élevé et introduit donc un déséquilibre dans
l’équilibre radiatif mondial.
1.2.1 Forçage radiatif des nuages
Les nuages ont un rôle particulièrement complexe au niveau du budget radiatif,
puisqu’ils ont tendance à refroidir la surface en bloquant le rayonnement solaire
visible, mais ils ont également un effet réchauffant en émettant un rayonnement
infrarouge vers la surface. Lorsque l’effet réchauffant est prédominant on parle de
CRF (Cloud Radiative Forcing) positif, et de CRF négatif dans le cas contraire,
par rapport au cas d’une atmosphère sans nuage. La conséquence des nuages sur
le bilan radiatif dépend de nombreux paramètres [Curry 1992], notamment leurs
altitudes, mais en moyenne à la surface terrestre la nébulosité a plutôt un effet
refroidissant [Ramanathan 2006] [Harrison 1990]. Les mesures et études ont montré
que les nuages aux altitudes plus élevées avaient tendance à réchauffer la surface,
contrairement aux nuages plus bas [Manabe 1967], car ils possèdent en général une
faible épaisseur donc laissent passer plus facilement le rayonnement solaire visible
mais émettent le rayonnement infrarouge à une température inférieure. Cette
incertitude entre l’aspect réchauffant ou refroidissant ne concerne que la journée
où il y a effectivement un rayonnement solaire localement. La nuit, pour les régions
où la température diminue effectivement avec l’altitude dans la troposphère, les
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nuages présenteront un effet réchauffant.
Figure 1.4 – Schéma des différents échanges radiatifs entre la surface terrestre,
l’atmosphère terrestre et l’espace (d’après [Trenberth 2009])
Les conséquences de la présence de nuages en région arctique est beaucoup
plus complexe, notamment concernant le rayonnement dans le visible. En effet les
surface enneigées ou recouvertes de glace possèdent un albedo très élevé (0.6 à
0.8) [Tsay 1989], ce qui entraine de nombreuses réflexions entre la surface et la
base du nuage. Ces réflexions favorisent l’absorption, et donc l’effet de serre, par
la vapeur d’eau ainsi que l’absorption par les couches d’aérosols présents entre la
surface et le nuage. Néanmoins ce processus est limité pour les nuages optiquement
épais car l’angle zénithal élevé au printemps et en été entraine une augmentation
de leur épaisseur optique effective, d’où une diminution des diffusions multiples
en leur sein, et donc une diminution du rayonnement vers la surface. Concernant
le cas de l’hiver arctique, les nuages bas peuvent être à l’origine d’un refroidis-
sement des basses couches de l’atmosphère à cause des fréquentes inversions de
température proche de la surface dues à l’absence prolongée de rayonnement so-
laire incident. Ils émettent ainsi un rayonnement infrarouge à une température
plus élevée que la surface ce qui augmente les pertes radiatives vers l’espace. Le
rôle des nuages sur le climat arctique est d’autant plus important que la couver-
ture nuageuse y est plus importante que la moyenne terrestre (environ 85% me-
suré lors de la campagne américaine SHEBA en 1997-1988), et notablement plus
basse [Intrieri 2002b]. Des nuages d’eau liquide pure ou en phase mixte avec des cris-
taux de glace peuvent être trouvés jusque 6.5 km d’altitude à des températures allant
jusqu’à -34 oC [Intrieri 2002b]. Les nuages d’eau en phases mixtes sont régulièrement
observés et étudiés [Cober 2001] [Korolev 2003] [Boudala 2004] et sont d’une impor-
tance particulière puisqu’il a été montré qu’ils sont les contributeurs principaux au
bilan radiatif de la surface arctique [Shupe 2004]. Leur modélisation reste cependant
complexe, notamment concernant leur contenu en cristaux de glace qui lorsqu’ils
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sont en grande quantité au sommet du nuage, augmentent la réflectivité de celui-ci
face au rayonnement solaire [Ehrlich 2009a]. La taille et la forme de ces cristaux de
glace sont également des paramètres déterminants pour déterminer la contribution
au forçage radiatif de ces nuages d’eau en phases mixtes [Ehrlich 2009b].
Les résultats de Curry et Ebert [Curry 1992] ont montré que les nuages en
arctique favorisent un refroidissement de la température de l’atmosphère, mais un
réchauffement de la température de la surface. Un bilan similaire a été obtenu
quelques années plus tard en utilisant un modèle de transfert radiatif unidimen-
sionnel [Zhang 1996]. Suivant les études l’estimation de ce réchauffement va de 30
W.m−2 [Intrieri 2002a] à 40-50 W.m−2 [Curry 1996].
1.2.2 Influence radiative des aérosols
Bien que leur contribution soit moins évidente et moins significative, les aérosols
interviennent également dans le bilan radiatif terrestre à travers divers processus
(cf Figure 1.5) :
• effet direct : les aérosols diffusent et absorbent les rayonnement visible et in-
frarouge, qu’ils soient émis par le soleil ou la surface terrestre. L’importance de
cet effet dépend des caractéristiques microphysiques des aérosols, en particu-
lier de leur albedo de simple diffusion et de leur coefficient d’extinction. Étant
donné la grande variabilité temporelle et spatiale des aérosols, cette contri-
bution directe au bilan radiatif est difficilement quantifiable. Des études ont
néanmoins montré qu’un effet plutôt refroidissant se produit au dessus des
surfaces terrestres très sombres tels que les océans, et qu’un réchauffement est
plutôt attendu au dessus de surfaces présentant un albedo plus élevé comme
c’est le cas en arctique (neige, glace) [Chylek 1995] [Haywood 1995]. Un ef-
fet similaire a été également observé lorsqu’une couche d’aérosol se situe au
dessus d’un nuage présentant un albédo élevé [Haywood 1997]. Les aérosols
ont un effet direct plus marqué en région arctique puisque l’angle zénithal y
est plus élevé qu’aux plus faibles latitudes, en particulier au printemps et en
automne. En effet il a été montré que la fonction de phase des aérosols favo-
rise en général le forçage radiatif dû à la diffusion pour des angles zénithaux
compris entre 60 et 80o [Nemesure 1995] [Pilinis 1995] [Boucher 1998]. La
contribution significatives des aérosols au réchauffement de la région arctique
par absorption des courtes longueurs d’onde et émission dans l’infrarouge a
ainsi été de nombreuses fois mis en évidence [Ritter 2005] [Treffeisen 2007],
notamment pour les aérosols hygroscopiques subissant un accroissement de
taille suite aux éjections marines [Jacobson 2001].
• effet semi-direct (cf Figure 1.5) : cet effet décrit par Hansen [Hansen 1997].
Il s’agit d’une des conséquence de la modification locale de la température
par les aérosols. Or la formation des nuages dépend de l’humidité relative,
donc de la température, au niveau de la couche atmosphérique considérée.
Les aérosols peuvent ainsi favoriser ou empêcher la formation de nuages. Une
réduction de 5 à 10% des cumulus dans la couche limite suite à la réduction
de l’humidité relative, conséquence de l’absorption des rayonnements par les
aérosols, a ainsi été observée lors de la campagne INDOEX [Ackerman 2000]
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. L’absorption du rayonnement solaire par des suies au sein d’un nuage
peut également amorcer ou accélérer l’évaporation des gouttes d’eau du
nuage [Lohmann 2005]. Des simulations menées avec le modèle de chimie
météorologique à méso-échelle WRF/Chem sur une observation d’un épisode
de pollution durant la campagne ISDAC au niveau du site d’observation de
Barrow ont ainsi mis en évidence l’influence importante du carbone suie sur
la température atmosphérique locale et le lien avec une diminution du flux
IR à la surface [Lindeman 2011].
• effet indirect (cf Figure 1.5) : les aérosols vont également avoir un rôle
de noyau de condensation pour la formation des gouttes d’eau. L’augmen-
tation des aérosols, donc du nombre de noyaux de condensation dispo-
nibles, va avoir pour conséquence un accroissement du nombre de gouttes
d’eau au sein des nuages [Martin 1994] ce qui favorise la réflexion du
rayonnement solaire visible (augmentation de l’albedo), connu comme étant
l’effet Twomey [Twomey 1977], ainsi que l’augmentation du flux IR vers
la surface [Garrett 2006]. Ce seul effet indirect peut doubler voir tripler
le forçage radiatif des nuages pour chaque type de flux (cf Figure 17
de [Tjernström 2014]).
Figure 1.5 – Représentation schématique des effets radiatifs semi-direct (au milieu)
et indirect (en haut et en bas) dus aux aérosols (d’après [Soloman 2007])
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Enfin les aérosols, et en particulier le carbone suie, peuvent diminuer l’albedo
des surfaces sur lesquelles ils se déposent et ainsi réduire la réflexion du flux solaire
ce qui participe à une augmentation de la température en surface [Hansen 2004].
1.2.3 Bilan
L’estimation du bilan radiatif est particulièrement importante de part le rôle
important que présente cette région au niveau du climat mondial. Ce bilan est dé-
pendant de la présence des aérosols et des nuages. Par conséquent son évaluation
passe par l’observation et l’étude des propriétés microphysiques et macrophysiques
de ceux-ci, ainsi que des rétroactions pouvant apparaitre en fonction de leur répar-
tition verticale.
1.3 Mesures antérieures et réseaux existants
1.3.1 Sites d’observations et instruments
Il existe de nombreux sites d’observation permanents en région arctique pou-
vant fournir différents type de mesures (in-situ, télédétection passives, télédétection
active). Une liste non exhaustive (cf Tableau 1.1) résume les types de mesures qui
sont généralement réalisées dans ces stations. Les principales stations de mesures
détenues par les pays voisins de la région arctique ont été rassemblées au sein d’un
seul organisme (cf Figure 1.6), l’IASOA (International Arctic Systems for Observing
the Atmosphere).
Figure 1.6 – Répartition géographique des stations d’observa-
tion regroupées dans le cadre collaboratif de IASOA (d’après
http ://www.esrl.noaa.gov/psd/iasoa/observatories)
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Cet organisme a pour objectifs d’améliorer nos connaissances concernant les
différents phénomènes météorologiques et les processus se produisant en région arc-
tique, notamment l’influence des différents constituants atmosphériques sur le bilan
radiatif (black carbone(BC) [Sharma 2007], ozone, méthane,...) ou encore la forma-
tion et la durée de vie des nuages. Les différents processus étudiés pouvant être
observés en Arctique sont indiqués sur la figure 1.7.
Figure 1.7 – Représentation simplifiée des processus physiques et des profils de
température (trait plein rouge : T), de salinité (trait plein noir : S) et d’humidité
spécifique (trait plein bleu : q). 1 : Advection atmosphérique de chaleur et d’hu-
midité en arctique. 2 : Advection océanique de chaleur et d’humidité en arctique.
3 : Inversion de température et d’humidité. 4 : Turbulence dans la couche limite
stable. 5 : Convection au dessus des zones d’eau libre. 6 : Microphysique des nuages.
7 : Turbulence au sein du nuage. 8 : Réflexion et pénétration du flux solaire dans
la neige/glace. 9 : Formation de "melt pond" (lac de fonte). 10 : Superposition de
neige et de neige "glacée". 11 : Drainage du sel dans la glace de mer par gravité.
12 : Formation de saumure. 13 : Échanges de chaleur et de sel lors de la croissance
de la glace. 14 : Double convection diffusante. (d’après [Vihma 2014])
Les mesures réalisées au sein de ces stations peuvent être de trois types :
• mesures in-situ : ce sont des mesures réalisées localement, par exemple l’ana-
lyse selon divers procédés des aérosols d’un échantillon d’air ou la mesure de
température,
• mesures passive : elles correspondent à l’analyse d’un flux reçu, par exemple
le flux solaire ou terrestre, et fournissent donc une information intégrée sur
la colonne d’air contenu dans l’angle solide défini par l’instrument ou sur la
surface visée,
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• mesures active : pour ce type de mesure, l’instrument émet son propre rayon-
nement et en analyse sa modification le long du trajet de propagation. Ce
type de mesure fournit ainsi des informations spatialement résolues sur les
constituants atmosphériques.
Différents instruments, dont une liste non exhaustive est indiquée ci-dessous, sont
disponibles pour effectuer ces mesures :
• mesures in-situ : spectromètre, ballon sonde, hygromètre, thermomètre, né-
phélomètre
• mesures passive : photomètre solaire et lunaire, pyranomètre
• mesures active : RADAR, LiDAR
Beaucoup de mesures in-situ se font en un point local unique, au sol ou en alti-
tude, mais l’utilisation de ballon sonde permet de multiplier ces points de mesure et
d’obtenir une information spatialement résolue en altitude (température, propriétés
microphysiques des aérosols,...). L’utilisation de ces ballons est en revanche limitée
et il n’y a en général que deux sondages par jour, à 12h et 00h. La majorité des
mesures réalisées sur chaque site correspond à des observations in-situ ou à de la
détection passive. Mis à part les sites de St. Nord et Abisko qui sont peu fournis en
instruments, chaque station réalise en général la plupart des observations suivantes :
• mesures de différents gaz carbonés (CO2,CO,CH4,...) (site de Bar-
row [Tans 1989])
• mesures de différents gaz halogénés et fluorés
• mesures des propriétés microphysiques des aérosols (coefficients d’extinction
et de diffusion, distribution en taille, épaisseur optique intégrée sur la colonne
(site de Barrow [Dutton 1984])
• mesures radiométriques (flux direct, flux diffus,...) (site de Sodan-
kyla [Lakkala 2003])
• mesures d’ozone (site de Barrow [Oltmans 2012] ; site de Eu-
reka [Donovan 1997])
• mesures de données météorologiques (température, pression, humidité rela-
tive, vitesse et direction du vent)
Des mesures radiatives ont été par exemple réalisées depuis une vingtaine
d’année sur le site de Ny-Alesund [Maturilli 2014]. Ces observations ont permis de
quantifier des tendances décennales d’évolution des flux solaire et IR à la surface,
et notamment l’augmentation de ces derniers (montant et descendant) en hiver (cf
Figure 1.8).
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Figure 1.8 – Évolution de la moyenne annuelle des flux solaires (gauche) et IR
(droite) descendant (haut) et montant (bas) à la surface, sur le site d’observation
basé à Ny-Alesund sur la période 1992-2013 (d’après [Maturilli 2014]). Les ten-
dances décennales sont indiquées pour chaque période et flux.
Près de la moitié des stations regroupées dans IASOA possèdent des instruments
capable de faire de la télédétection active permanente, et ainsi fournir une infor-
mation sur la distribution verticale des composants atmosphériques. Les différents
types de LiDAR qui seront énoncés par la suite sont décrits dans l’annexe B. Par
exemple le site de mesure atmosphérique américain le plus septentrional, Barrow,
possède un RADAR pour des mesures de vent et un autre pour l’étude des nuages,
ainsi qu’un LiDAR HSRL. Plus à l’est le site finlandais à Sodankyla possède un
LiDAR stratosphérique [Stein 1994] combinant des mesures DIAL pour la mesure
d’ozone, et Raman et à rétrodiffusion élastique pour des mesures de températures
et d’aérosols. Sodankyla possède également un RADAR pour étudier les nuages,
ainsi qu’un LiDAR Doppler. La station canadienne Eureka possède un LiDAR
stratosphérique situé au PEARL (Polar Environment Atmospheric Research
Laboratory) fournissant des profils d’ozone et de vapeur d’eau [Moss 2012], un
LiDAR HSRL [Eloranta 2006] ainsi qu’un RADAR pour l’étude des nuages. Sur
l’archipel norvégien du Svalbard la station basée à Ny-Alesund bénéficie également
de la présence d’un LIDAR stratosphérique pour la mesure d’ozone et d’aérosols,
ainsi qu’un LiDAR Raman troposphérique. Au Groenland, la station Summit
possède un LiDAR troposphérique polarisé à rétrodiffusion simple fournissant
des informations sur les aérosols et les nuages dans les plus basses couches de
l’atmosphère [Neely III 2013], ainsi qu’un ceilomètre pour la mesure de la base des
nuages. Ces instruments sont complétés par un RADAR fournissant différentes
informations concernant les nuages. Enfin un ceilomètre est localisé sur le site de
TIKSI pour mesurer l’altitude de la base des nuages.
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Site Typede mesure Instrument Paramètre mesuré ou déduit
Barrow in-situ flacon, thermomètre,baromètre, ballon sonde
concentration de divers gaz carbonés
et halogénés
température/pression/humidité en
surface et en altitude
passive radiomètre flux radiométriques (directs, diffus, solaire, IR)épaisseur optique sur la colonne atmosphérique
active RADAR, LiDAR HSRL structure verticale de l’atmosphèremesure de vent, étude des nuages et des aérosols
Eureka in-situ flacon, thermomètre,baromètre, ballon sonde
concentration de divers gaz carbonés
et halogénés
température/pression/humidité en
surface et en altitude





profils d’ozone et de vapeur d’eau
étude des nuages
Alert in-situ flacon, thermomètre,baromètre, ballon sonde
concentration de divers gaz carbonés
et halogénés
température/pression/humidité en
surface et en altitude
passive radiomètre flux radiométriquesépaisseur optique sur la colonne atmosphérique
active
Summit in-situ flacon, thermomètre,baromètre, ballon sonde
concentration de divers gaz carbonés
et halogénés
température/pression/humidité en
surface et en altitude
passive radiomètre flux radiométriquesépaisseur optique sur la colonne atmosphérique
active LiDAR troposphérique polariséceilomètre, RADAR étude des nuages et des aérosols
Ny-Alesund in-situ flacon, thermomètre,baromètre, ballon sonde
concentration de divers gaz carbonés
et halogénés
température/pression/humidité en
surface et en altitude





étude de l’ozone et des aérosols
TABLEAU 1.1 – Tableau non exhaustif de sites d’observation en région arctique et
du type de mesures qui y sont réalisées.
Il existe d’autres stations de mesures importantes en dehors du projet col-
laboratif IASOA, tel que le site Poker Flat près de Fairbanks en Alaska qui
possède, outre les habituelles mesures in-situ et passives et les lâchers de ballons
sonde, trois LiDAR dont un multi-longueur d’onde et un Doppler permettant des
mesures d’aérosols, de nuages, de température et de vapeur d’eau dans les couches
troposphériques et stratosphériques [Mizutani 2007]. Le site de l’observatoire
d’ALOMAR possède également des LiDAR stratosphériques fournissant des profils
d’ozone et de température, ainsi que des aérosols dans la troposhère. Cette station
a en plus quatre RADAR dont trois alloués à l’étude de la mésosphère et le dernier
utilisé pour des observations troposphériques.
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Cependant tous ces sites sont basés sur la terre ferme donc leur répartition
est principalement périphérique (cf Figure 1.1), ce qui limite considérablement le
nombre de mesures aux plus hautes latitudes et ne permet pas un quadrillage efficace
de la région arctique.
1.3.2 Campagnes aéroportées, maritimes et terrestres
Pour palier le manque de mesures dans l’ensemble de la région arctique, et no-
tamment concernant la structure verticale de l’atmosphère au dessus de 82oN, des
campagnes sont régulièrement organisées pour tenter d’améliorer la connaissance
concernant les complexes échanges se produisant dans cette région. Le tableau 1.2
résume les périodes et objectifs de certaines d’entre elles.
Une des première campagnes sur une longue période est la campagne américaine
SHEBA (Surface HEat Budget of the Arctic ocean) qui s’est déroulée de septembre
1997 à octobre 1998, dans le cadre d’une prise en glace du brise glace canadien
DesGroseilliers. Cette campagne avait pour objectifs d’accroître les mesures concer-
nant les nuages, pour obtenir des informations microphysiques et macrophysiques,
en parallèle de mesures de la glace de mer et de l’océan arctique. Les mesures atmo-
sphériques ont été réalisées grâce à un ceilomètre et à divers radiomètres orientés
vers le ciel ou vers la surface pour une étude des échanges radiatifs. A partir d’avril
1998 la campagne FIRE-ACE (FIRE-Arctic Cloud Experiment) a débuté afin de
collecter des données in-situ de divers types de nuages, et d’effectuer des mesures
radiométriques. Ces différentes observations ont été réalisées de multiple fois au
dessus du brise glace canadien de SHEBA, afin de comparer et compléter les don-
nées [Curry 1998] [Lin 2001].
D’autre campagne avait un objectif d’étude beaucoup plus précis comme ce fut
le cas en octobre 2004 avec la campagne M-PACE (Mixed-Phase Arctic Cloud Ex-
periment) dont le but était de multiplier les mesures de cas de nuages présentant
de l’eau en phase mixte afin d’améliorer les connaissances concernant leur dyna-
mique de formation et d’évolution et leur microphysique, et leur modélisation pour
notamment avoir une meilleure estimation de leur contribution au forçage radia-
tif [Verlinde 2007] [McFarquhar 2007] [Fridlind 2007].
La campagne ACCESS qui s’est déroulée en 2012 au nord de la Nor-
vège [Roiger 2015] a quant à elle eu pour objectifs d’étudier les émissions liées
aux navires et aux plateformes d’extraction de pétrole et de gaz, ainsi que d’amé-
liorer la compréhension du transport des aérosols des moyennes latitudes vers
la région arctique notamment en hiver et au printemps lorsque le front polaire
s’étend jusqu’à des latitudes assez basses [Stohl 2006]. Il est par exemple pos-
sible de constater sur des images satellites que les navires favorisent l’effet indirect
des aérosols car sur leur passage l’albedo des stratus marins est clairement aug-
menté [King 1993] [Radke 1989].
Afin de combler en partie ce manque récurrent de données le déploiement spa-
tial de systèmes d’observation de la Terre a été réalisé permettant d’obtenir sur
de longue période et de façon régulière des données concernant l’atmosphère et la
surface arctique.
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Campagne Période Région Objectifs
ARCTAS
(Arctic Research of the Composition
of the Troposphere from
Aircraft and Satellites)




avril 2008 Alaska étude des processus liés aux aérosolsdans la couche limite et les nuages
ASTAR
(Arctic Study of Tropospheric








octobre 2004 Alaska étude de la structure microphysiquedes nuages en phase mixte
SHEBA
(Surface Heat and
Energy Budget of the Arctic)






avril - juillet 1998 mer de Beaufort
améliorer la détection des nuages
par les observations satellite
améliorer la représenation
TABLEAU 1.2 – Tableau présentant certaines campagnes menées en région arctique.
1.3.3 Mesures spatiales
L’intérêt des mesures par satellite est évident, au vu du manque de stations de
mesure en région arctique. En fonction de leurs orbites les satellites permettent en
effet de multiplier les mesures à peu près partout sur le globe de façon régulière
et plus ou moins quotidiennement. La plupart des satellites lancés jusqu’à présent
embarquent en majorité des instruments de télédétection passive, comme le satellite
européen ENVISAT, lancé en 2002, possédant de nombreux instruments tel que le
spectromètre imageur MERIS (MEdium Resolution Imaging Spectrometer) dont
l’objectif était de mesurer le rayonnement solaire réfléchi par la surface de la Terre
et les nuages à travers 15 canaux allant de 0.39µm à 1.04µm. Ce satellite embarquait
également l’altimètre RADAR RA-2 (télédétection active) dont les données ont per-
mis un suivi de l’épaisseur de glace de mer en région arctique [Connor 2009]. Après
le lancement des satellites TERRA et AQUA le projet franco-américain A-TRAIN
a consisté à déployer une constellation de satellites couplés embarquant différents
instruments d’observations de la Terre par télédétection passive ou active. Parmi les
instruments de télédétection passive on pourra noter MODIS, embarqué sur AQUA
et sur TERRA, qui effectuent des observations sur 36 canaux allant de 0.405µm
à 14.385µm, afin d’étudier les gaz, aérosols, nuages et surface terrestre. Il est par
exemple utilisé pour la détection des nuages en arctique [Liu 2004]. L’instrument
POLDER, qui a fonctionné à bord de ADEOS-1 de novembre 1996 à juin 1997,
était également un instrument passif permettant l’observation de la polarisation et
de la réflectance de la Terre sous plusieurs angles et dans différentes bandes spec-
trales [Parol 2004]. Il a ainsi permis d’obtenir de nombreuses données concernant
les nuages [Parol 2007].
CALIPSO, lancé en 2006 avec CloudSat, est au cœur de l’A-Train. Ils em-
barquent chacun un système de télédétection active, un LiDAR(Caliop)) et un RA-
DAR, et fournissent des données sur les nuages et les précipitations, notamment
leur type (solide ou liquide) et leur microphysique [Stephens 2002]. Les observa-
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tions réalisées par ces LiDAR et RADAR sont par exemple utilisées pour étudier
la nébulosité en région arctique [de Boer 2008], ce qui est particulièrement intéres-
sant pour l’ensemble des régions éloignées d’une station d’observation. Bien que ces
systèmes puissent avoir des difficultés à distinguer certaines structures proches de
la surface [Blanchard 2014], leurs mesures ont été validées à de nombreuses reprises
par des mesures simultanées au sol permettant d’avoir des mesures régulières et
valides dans la majorité de la région arctique (cf Figure 1.9). Enfin les données
de ces deux systèmes de télédétection actives sont combinées dans les produits du
projet DARDAR (raDAR/liDAR) dont l’objectif est de retrouver les propriétés des
nuages [Delanoë 2008].
Figure 1.9 – Passages de CALIPSO en 7 jours (d’après http ://clim-
serv.ipsl.polytechnique.fr/ixion.html).
Outre l’atmosphère, les systèmes spatiaux permettent également d’étudier la
surface. C’est ainsi le cas des mesures passives de MODIS sur AQUA qui fait suite
à plusieurs décennies d’observations spatiales de la glace de mer.
Les mesures de télédétection passive peuvent présenter certaines limitations
pour les études atmosphériques, notamment concernant la détection des nuages
au dessus de la région arctique. En effet lorsque la surface en glace de mer est
importante au niveau de la fauchée de l’instrument, il peut y avoir une confusion
au niveau de la détection nuageuse ce qui biaise les études tel que le forçage radiatif
dû aux nuages [Liu 2010]. Une telle erreur est moins présente dans le cas d’instru-
ments de télédétection active comme le RADAR sur CloudSAT ou le LIDAR sur
CALIPSO. Ce dernier instrument fournit des informations spatialement résolues
concernant les aérosols et les nuages, mais étant donné l’orbite de CALIPSO et de
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CloudSat ces informations ne sont pas disponibles en région arctique au dessus de
82oN (cf Figure 1.9).
Enfin le lancement de satellite et l’utilisation des données des instruments de
télédétection active qu’ils embarquent requièrent une validation de celles-ci par
des mesures simultanées au sol. Ce fut donc le cas pour le satellite CryoSat dont
les mesures furent de nombreuses fois comparées et validées par des observations
réalisées lors des campagnes Cryovex.
1.3.4 Bilan
De fortes disparités existent concernant la fréquence et le type d’observation en
fonction de la zone considérée en région arctique. En général les zones continen-
tales sont bien entendu beaucoup mieux documentées que la zone centrale grâce à
la possibilité d’installer des stations pérennes. Malgré cela les stations possédant
de multiples instruments pouvant réaliser des mesures in-situ, passives et/ou active
sont peu nombreuses et en général à des latitudes suffisamment faibles pour que la
région où elles se situent soit déjà quadrillée par les satellites d’observation de la
Terre comme CALIPSO. En dépit de certaines initiatives de mesures tel que ISAOA
les observations sur l’océan arctique restent extrêmement peu nombreuses et généra-
lement limitées à des données in-situ ou passives. Des campagnes sont régulièrement
menées à l’aide des brises glace de différents pays pour déployer des instruments ou
réaliser des séries de mesures, mais celles-ci ne permettent pas toujours l’obtention
de données sur la structure de l’atmosphère. Celle-ci est donc assez mal connue
au-dessus de l’océan arctique, notamment concernant les tendances d’évolution de
la nébulosité ou le transport des aérosols. L’amélioration de la compréhension des
différents processus et rétroactions qui se produisent en région arctique nécessite
au niveau atmosphérique une acquisition plus importante et régulière de données
concernant les aérosols et les nuages, notamment leur structure (base, sommet) et
occurrence.
1.4 Conclusion
En dépit des importants changement climatiques que subit actuellement la ré-
gion arctique trop peu d’observations y sont réalisées afin d’améliorer nos connais-
sances concernant les complexes rétroactions entre l’atmosphère, l’océan et la glace
de mer. Les conséquences du réchauffement climatique en Arctique, en particuliers
la fonte des glaciers, a donné naissance depuis une vingtaine d’années à une dy-
namique scientifique et gouvernementale visant à en déterminer les causes et les
contributions de chacune d’elles. Ceci a mené d’une part à la satellisation de mul-
tiples instruments de télédétection passive et active afin d’observer la Terre, et
notamment la région arctique, et d’autre part au développement de stations de me-
sures permanentes. Cependant étant donné la répartition non homogène des terres
(celles-ci sont essentiellement périphériques), en particuliers l’absence d’île au centre
de l’océan arctique, il y a un manque important de données aux plus hautes lati-
tudes concernant les aérosols et les nuages.
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Une importante pollution d’origine anthropique en Arctique a malgré tout été
mise en évidence suite à la multiplication des observations et modélisations. Cette
pollution est transportée depuis des sources lointaines, donc correspond plutôt à
des particules fines, localisées en Amérique du Nord, en Asie et en Europe, en par-
ticulier en Europe du Nord pour la pollution hivernale. Ces aérosols anthropiques
déséquilibrent le bilan radiatif plus ou moins directement, par exemple en modifiant
les propriétés microphysiques des nuages. L’ensoleillement particulier en arctique la
moitié de l’année renforce également le rôle des aérosols dans le forçage radiatif,
puisque l’angle zénithal important et permanent accentue l’absorption du rayonne-
ment solaire même par une fine couche d’aérosols (ex : le carbone suie). L’étude
du transport et de la microphysique de ces aérosols est donc devenue cruciale pour
comprendre le forçage radiatif en région arctique. Seule une technique de télédétec-
tion active peut fournir des informations sur la distribution verticale des différents
couches de l’atmosphère. Or avec les récentes améliorations technologiques les Li-
DAR sont devenus un outil de mesures central pour les études des composants
atmosphériques de taille micrométrique ou sub-micrométrique.
C’est donc dans l’optique d’accroitre les observations de la structure atmosphé-
rique arctique concernant les nuages et aérosols que l’EQUIPEX français IAOOS
a pour objectif le déploiement d’un réseau de bouées dérivantes embarquant des
LiDAR autonomes en région arctique. Ces mesures atmosphériques seront complé-
tées par des mesures radiatives réalisées par un ODS (Optical Depth Sensor) et par
des mesures atmosphériques in-situ proches de la surface (température, pression).
Des profils de température de la neige/glace/océan sont également mesurés grâce
à un IMB (Ice Mass Balance) et un profileur océanique. Un tel réseau aux plus
hautes latitudes permettra de compléter efficacement les données récoltées lors de
campagnes ponctuelles et par les stations et observations satellites (cf Figure 1.10).
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Figure 1.10 – Carte centrée sur le pôle nord avec les stations répertoriées dans le
cadre de ISAOA (points bleus), la région centrale de l’arctique où le LiDAR spatial
CALIPSO ne réalise pas d’observation (cercle rouge) et l’emplacement de 6 bouées
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Dans la partie précédente nous avons identifié la nécessité de multiplier les ob-
servations des nuages et des aérosols afin de préciser leurs influences radiatives en
Arctique. Notre choix s’est porté sur des mesures par LiDAR à rétrodiffusion afin
de déterminer les propriétés optiques (coefficients de rétrodiffusion et d’extinction,
épaisseur optique) de ces constituants atmosphériques. L’étape préliminaire à tout
développement instrumental consiste à modéliser le système, d’une part afin de
prévoir quelle conception est nécessaire pour atteindre les performances nécessaires
aux objectifs souhaités et d’autre part afin de s’assurer que les améliorations du
système procurent effectivement l’évolution des performances attendues. Pour cela
il est nécessaire de connaître quels paramètres sont à considérer, tant au niveau du
système que concernant les données mesurées. Le développement d’un LiDAR ne
fait pas exception à la règle. La théorie liée aux systèmes LiDAR à rétrodiffusion
simple ou polarisée est présentée dans la première partie de ce chapitre, notamment
une brève description des différentes grandeurs géophysiques mesurées. La seconde
partie met en évidence la sensibilité de divers paramètres opto-mécaniques et at-
mosphériques à partir d’une version simplifiée de l’expression de la portée LiDAR
moléculaire en ciel clair. Cette étude permet de souligner différentes voies d’opti-
misation. Enfin la dernière partie présente les résultats d’un modèle simplifié de
portée LiDAR moléculaire en ciel clair.
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2.1 Intérêt du LIDAR à rétrodiffusion
Trois méthodes de mesure atmosphérique des propriétés optiques des particules
ont été précédemment énoncées (in-situ, télédétection passive, télédétection active)
pouvant s’appuyer sur divers instruments (néphélomètre pour les mesures in-situ,
photomètre pour des mesures passives et LiDAR pour la télédétection active) et
étant chacune largement utilisée par la communauté scientifique. Cependant les
mesures in-situ ne fournissent que des données locales sur les propriétés physiques et
optiques des particules atmosphériques, et les mesures passives n’indiquent qu’une
mesure intégrée sur toute la colonne (ex : épaisseur optique des aérosols fournis
par un photomètre). Seule la télédétection active donne accès à une structure
verticale de l’atmosphère ainsi que, sous certaines hypothèses ou grâce aux mesures
simultanées d’autres instruments, à certaines propriétés optiques des constituants
atmosphériques, tels les coefficients de rétrodiffusion et d’extinction. Cette capacité
a joué en faveur du déploiement d’un réseau d’instruments fournissant ce type de
mesure en région arctique au dessus de 80oN, puisque la structure de l’atmosphère
troposphérique à de telles latitudes est peu documentée du fait de l’absence de
stations de mesures. Deux types d’instruments peuvent fournir des observations de
la distribution verticale de l’atmosphère : le RADAR et le LiDAR.
La télédétection par LiDAR (Light Detection And Ranging), est similaire à
celle par RADAR (RAdio Detection And Ranging). Elle consiste à étudier les
signaux rétrodiffusés par les constituants atmosphériques, la différence se situant
au niveau des longueurs d’onde employées (et donc des modifications inhérentes
de la chaîne de détection) émises dans le domaine du rayonnement solaire (de
l’ultraviolet (250nm) jusqu’à l’infrarouge (10µm)) fournissant ainsi une sensibilité
accrue au signal rétrodiffusé par les particules atmosphériques micrométriques et
sub-micrométrique. Ceci est donc clairement un avantage pour l’étude simultanées
des aérosols et des nuages en région arctique et explique l’utilisation actuelle des
LiDAR et des systèmes dérivés comme les ceilomètres dans le monde entier, de
façon isolé ou au sein de réseaux (cf Annexe C).
2.2 Théorie LiDAR
2.2.1 Équation LiDAR à rétrodiffusion simple
Considérons dans un premier temps un système LiDAR à rétrodiffusion n’émet-
tant pas de façon polarisée, ou en tout cas n’ayant pas de voie de réception diffé-
renciant une polarisation plutôt qu’une autre. Chaque impulsion émise est diffusée
à chaque altitude z par les molécules et les aérosols présents dans l’atmosphère (cf
Figure 2.1). Une fraction de cette diffusion se fait en rétrodiffusion et est reçue par
le télescope en voie de réception du LiDAR.
30 Chapitre 2. LiDAR : conception
Figure 2.1 – Schéma du fonctionnement d’un LIDAR par diffusion sur des parti-
cules atmosphériques à différentes altitudes
Il est possible de trouver dans la littérature différentes expressions plus ou
moins simplifiées de l’équation du signal LiDAR rétrodiffusé, en fonction de pa-
ramètres électroniques et optiques, auxquelles on pourra se reporter pour plus de
détails [Measures 1984] [Zuev 1983]. Une expression simplifiée de cette équation est
utilisée ici pour définir le signal rétrodiffusé à chaque altitude en fonction des para-
mètres du LiDAR et atmosphériques, dont les significations sont répertoriées dans
le tableau 2.1. L’équation LiDAR en terme d’électrons peut alors s’inscrire :
Po(z, λ, θ) = Pu(z, λ) + Pbck(λ, θ) + Pe
=
N · t · E(λ) · c ·O(z) · β(m,a),pi(z, λ) · T 2m,a(z, λ) · Tr · pi ·R2r · ηdét(λ)
2 · h · ν · z2
+ N · t · L(λ, θ) ·R
2
r · α2r ·∆λr · Tr · ηdét(λ)
h · ν + Pe
(2.1)
Le premier terme correspond au signal utile, c’est à dire au signal rétrodiffusé par
les constituants atmosphériques reçu et détecté par le système opto-électronique de
réception. L’écriture de ce terme peut être simplifiée en considérant une constante
système K :
K = N · t · E(λ) · c · Tr · pi ·R
2
r · ηdét(λ)
2h · ν (2.2)
Le second terme correspond au bruit du fond de ciel dû à l’ensemble des photons
reçus ayant pour origine le flux solaire. Enfin le dernier terme (Pe) correspond au
bruit électrique du détecteur et de l’électronique associée.
La fonction de recouvrement caractérise comme son nom l’indique le recouvre-
ment des champs de vue des voies d’émission et de réception, et traduit la capacité
du système à détecter du signal rétrodiffusé en fonction de la distance. Pour ne
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Paramètre Signification
λ longueur d’onde centrale du système (nm)
θ angle zénithal du soleil (rad)
N nombre de données accumulées
t échantillonnage temporel (s)
E(λ) énergie par impulsion (J)
c célérité de la lumière (m.s−1)
O(z) fonction de recouvrement
βpim,a(z,λ) coefficient de rétrodiffusion (sr−1.m−1)
Tm,a(z,λ) transmission atmosphérique
Rr rayon de l’optique de réception (m)
ηdét efficacité de détection du détecteur (%)
L(λ,θ) luminance spectrale de l’atmosphère (W.m−2.sr−1.nm−1)
αr demi-divergence de la voie de réception (rad)
∆λr FWHM en voie de réception (nm)
Tr transmission de la voie de réception
TABLEAU 2.1 – Paramètres présents dans l’équation LIDAR simplifiée.
pas perdre de signal utile, il faut que le champ de la voie de réception recouvre
totalement celui de la voie d’émission à partir d’une certaine altitude. Pour cela il
faut que la divergence de la voie de réception soit toujours plus grande (ou égale
dans certains cas) que celle de la voie d’émission (cf Équation 2.3 et Figure 2.2).
αr ≥ αe (2.3)
Figure 2.2 – Schéma de l’évolution de la fonction de recouvrement dans le cas d’une
architecture bi-axiale (cf Annexe B pour une présentation succincte des différents
types d’architecture de LiDAR)
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Les paramètres de rétrodiffusion et de transmission atmosphérique prennent en
compte les contributions des molécules et des aérosols présents dans l’atmosphère
comme l’indique les indices a et m. Ils s’expriment de la façon suivante :
β(m,a),pi(z, λ) = βm,pi(z, λ) + βa,pi(z, λ) (2.4)
T(m,a)(z, λ) = Tm(z, λ) · Ta(z, λ) (2.5)
Les transmissions atmosphériques s’écrivent en fonction des coefficients d’extinction
αi comme :
Tm(z, λ) = e−
∫ z
0 αm(z,λ)dz (2.6)
Ta(z, λ) = e−
∫ z
0 αa(z,λ)dz (2.7)
Le facteur deux en puissance de la transmission atmosphérique globale dans
l’équation 2.1 correspond au trajet optique effectué, c’est à dire à un aller et un
retour dans l’atmosphère jusque l’altitude z.
Cette expression est valide uniquement si on considère que la diffusion multiple
est très minoritaire devant la diffusion simple. En effet le phénomène de diffusion
multiple va avoir pour conséquence une augmentation du signal rétrodiffusé détecté
localement, puisque des photons diffusés à une altitude différente pourront être reçus
par le télescope de réception. Ce phénomène est connu depuis des dizaines d’années
dans le domaine de la télédétection, que ce soit par RADAR [Herman 1965] ou par
LiDAR [Weinman 1969] [Liou 1971]. Platt [Platt 1973] [Platt 1974] fut le premier
a intégrer le coefficient η dans l’expression de la transmission atmosphérique pour
un LiDAR, afin de représenter l’augmentation du signal observé dans la diffusion
comme une augmentation de la transmission :




Le coefficient η prend une valeur entre 0.5 et 1, cette dernière représentant
un cas où il n’y a pas de diffusion multiple. Ce phénomène est dépendant du pa-
ramètre de taille (x = pi ·D
λ
) des particules diffusantes [Mishchenko 1998], et a
notamment une influence significative pour des particules avec un paramètre de
taille important [Piskozub 2011], leur fonction de phase étant préférentiellement
orientée vers "l’avant" (théorie de Mie), telles que les gouttes d’eau ou les poussières
désertiques [Wandinger 2010]. La diffusion multiple est ainsi particulièrement im-
portante au sein des nuages et modifie leur épaisseur optique apparente en la dimi-
nuant. La contribution de la diffusion multiple dépend de l’architecture du système
de réception puisqu’un champ de vue important aura pour conséquence une détec-
tion plus importante des photons ayant subi une diffusion multiple [Cahalan 2005],
rendant les LiDAR spatiaux particulièrement sensibles à ces ordres supérieurs de
diffusion [Winker 2003]. Eloranta [Eloranta 1998] a mis au point un modèle permet-
tant d’évaluer le coefficient η en fonction des caractéristiques opto-mécaniques du
LiDAR et du type de nuage, qui nous permettra d’obtenir une première estimation
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pour le LiDAR IAOOS avant de la confirmer par des mesures. Enfin Le coefficient η
est physiquement dépendant de l’altitude z, mais des études antérieures [Plass 1971]
ont montré que pour des épaisseurs optiques inférieures à 5, celui-ci pouvait être
considéré comme constant avec l’altitude dans un milieu homogène.
2.2.1.1 Diffusion par les molécules
L’interaction du rayonnement avec les molécules a fait l’objet de nombreuses
études [Hulst 1957] [Kerker 1969] [Bates 1984] [Bucholtz 1995] et est à l’origine de
différents processus élastiques et inélastiques. La diffusion moléculaire comprend en
effet la diffusion Rayleigh mais également la diffusion Raman due aux vibrations
et rotations des molécules. La majorité des composantes vibrationnelles du spectre
Raman sont spectralement éloignées du spectre Rayleigh. Ce dernier est en géné-
ral considéré [Miles 2001] comme étant composé de la raie Cabannes, elle même
comprenant le doublet Brillouin, la raie centrale de Landau-Placzek et une compo-
sante dépolarisée (branche Q), et de raies du rotationnel Raman lorsque la molécule
permet de telles rotations. C’est la détection ou non de ces raies Raman qui aura
un impact important sur la dépolarisation effective du signal émis [Rowell 1971].
La raie Cabanne est en générale toujours intégralement transmise par la voie de
réception d’un système LiDAR car sa largeur, bien que variant avec la tempéra-
ture par effet Doppler [Gu 2013], est de quelques gigahertz [Graul 2014] (2.6GHz
('0.002nm) à 532nm (300K) [Esselborn 2008]).
Figure 2.3 – Spectres normalisés rotationnels Raman (Stokes et anti-Stokes) pur
des molécules O2 (courbes bleue clair) et N2 (courbes bleue sombre). La courbe de
transmission (pointillés rouge) d’un filtre gaussien de FWHM 0.5nm est superposée.
La composante dépolarisée élastique (branche Q) n’a pas été représentée ici. Il n’a
pas non plus été considéré un élargissement dû à l’effet Doppler ou à la largeur
spectrale de l’émission. Pour une approche plus précise de ces différents aspects
voir la thèse de Abou Chacra [Abou Chacra 2009]. Les composantes du spectre
Raman transmises sont indiquées par les courbes en pointillés jaunes et violets.
(d’après [She 2001]). Avec un tel filtre la dépolarisation mesurée sera d’environ
0.38%, légèrement supérieure à la valeur de 0.36% habituellement admise et utilisée
dans le cas d’un LiDAR possédant une émission polarisée (cf Section 2.2.2).
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Depuis les premières études [Bates 1984] [Nicolet 1984] différentes expressions
ont été utilisées pour calculer la section efficace de diffusion, mais leurs différences
n’excédaient pas 2%. L’expression (cf Équation 2.9) et les valeurs de paramètres
indiquées par Bucholtz [Bucholtz 1995] sont utilisées ici, les résultats différant de
moins de 0.5% de ceux de Bates. Pour une atmosphère standard (Ps = 1013.25 hPa ;
Ts = 15 °C) la section efficace de diffusion s’exprime de la façon suivante :
σdiff,m,s(λ) =
24pi3 · (n2air(λ)− 1)2 · (6 + 3ρn(λ,∆λ))
λ4 ·N2m,s · (n2air(λ) + 2)2 · (6− 7ρn(λ,∆λ))
(2.9)
avec :
nair(λ) : l’indice de l’air sec à la longueur d’onde λ, dont l’absorption pour la
majorité des longueurs d’onde de l’UV au NIR peut être négligée. Il peut alors
s’exprimer de la façon suivante [Peck 1972] :






ρn(λ,∆λ) : le facteur de dépolarisation prenant en compte la faible anisotropie
de l’air à la longueur d’onde λ
Nair,s : le nombre volumique de molécules (2, 54743 · 1019cm−3) sous les
conditions standards
A une altitude z où les conditions ne seront plus standard, la section efficace de
diffusion de l’air pur (uniquement composé de molécules) s’exprime en fonction des
nouvelles valeurs de pression et de température.
σdiff,m(λ, z) = σdiff,m,s(λ) · P (z)Ts
T (z)Ps
(2.11)
Le coefficient de diffusion s’exprime en fonction de la surface efficace de diffusion
et de la concentration volumique des molécules. Comme indiqué précédemment, en
l’absence d’absorption la seule source d’atténuation du signal est la diffusion. Par
conséquent le coefficient de diffusion correspond au coefficient d’extinction :
αext,m(λ, z) = σdiff,m(λ, z) ·Nm,s (2.12)
Etant donné la quasi-isotropie de l’air, le coefficient de rétro-diffusion s’exprime
généralement par la formule approchée suivante :
βm,pi(λ, z) =
3
8pi · αext,m(λ, z) (2.13)
L’épaisseur optique entre l’altitude zo et z est défini comme étant la contribution





Plus cette épaisseur optique est élevée, moins bonne est la visibilité. Celle ci dépend
donc du coefficient d’extinction (exprimé en m−1) auquel elle peut être reliée par
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2.2.1.2 Diffusion par les particules
La diffusion d’un rayonnement par des particules de taille comparable à la lon-
gueur d’onde est plus complexe.
On défini les différents coefficients de diffusion, d’absorption et d’extinction comme
étant la contribution des sections efficaces associées sur l’ensemble de la distribution


















: efficacité du processus considéré (σi la section efficace du processus
considéré et r rayon de l’aérosol). L’efficacité d’extinction est la somme des contri-
butions des autres efficacités : Qext,a = Qabs,a +Qdiff,a (cf Figure 2.4)
nN (r)dr : nombre de particule par m3 ayant un rayon compris entre r et r + dr.
Figure 2.4 – Évolution de l’efficacité d’extinction (Qext,a) de particules de para-
mètre de taille x = 2pi ·m
λ
. On notera d’une part le comportement asymptotique
vers la valeur ’2’, dû à la contribution du phénomène de diffraction, et d’autre part
l’atténuation significative des variations lorsqu’il y a de l’absorption (composante
complexe non nulle de l’indice m)
Distribution en taille
La distribution en taille est définie par la fonction nN (r). En notant le nombre
total de particules dans un volume donné par N =
∫∞
0 nN (r)dr le nombre de parti-
cules dans la tranche dr est défini par dN = nN (r)dr. Une population est distribuée
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de façon lognormale, et présente des modes, lorsque la distribution en taille respecte












En revanche si c’est plutôt la masse des aérosols qui est recherchée alors la




3 · pi · r
3 · dNdln(r)
= 43 · pi · r
3 · r · dNdr
(2.18)
Outre cette distribution lognormale, il est également possible de considérer,
en particuliers pour les hydrométéores, une distribution gamma standard (Équa-
tion 2.19) ou gamma standard modifiée (Équation 2.20).
n(r) = a · r · e−b·r (2.19)
n(r) = a · rα · e−b·rγ (2.20)
où a, b, α et γ sont des constantes positives.
Absorption
La capacité d’une particule à absorber le rayonnement incident peut être estimée
par l’albedo de simple diffusion qui est le rapport des efficacités de diffusion et













Cette grandeur est largement utilisé dans les analyses LIDAR pour caractériser
les aérosols et correspond au rapport entre les coefficients d’extinction et de rétro-
diffusion. Par exemple des aérosols urbains possèdent plutôt un rapport LIDAR de
l’ordre de 50 à 70sr, celui des feux de biomasse est légèrement inférieur entre 40 et
60sr, et dans le cas des aérosols maritimes il peut présenter des valeurs d’environ
20 à 30sr [Cattrall 2005] [Müller 2007].






Contrairement aux molécules (d << λ) dont l’extinction est spectralement dé-
pendante en λ−4 (cf Équation 2.9, 2.11, 2.12), le coefficient d’extinction des aérosols
(d ∼ λ [Whitby 1976]) a une dépendance spectrale qui varie en fonction de leur
taille :
αext,a(λ) = B.λ−A (2.24)
A est le coefficient d’Angström et B est le coefficient de turbidité. Pour les
plus petits aérosols A va prendre une valeur de l’ordre de 3-4 , et pour les
plus gros aérosols (nuages, poussières désertiques (d >> λ)) A tendra vers
0 [Galvez 1999] [Kaskaoutis 2007].
Influence de l’hygroscopicité
L’hygroscopicité d’un aérosol détermine par exemple sa capacité à devenir un
noyau de condensation nuageuse. Cette propriété dépend de la composition chi-
mique de l’aérosol, de sa taille et de l’humidité relative de l’atmosphère (RH), et
entraine une augmentation de la taille de l’aérosol(cf Tableau 2.5). Ceci modifie donc
la façon dont la particule diffuse un rayonnement incident, ainsi que ses propriétés
absorbantes en particulier dans l’infrarouge. Le coefficient d’extinction croît ainsi de
façon quasi-exponentielle dès que l’humidité relative dépasse le point de déliques-
cence [Kotchenruther 1999] [Gassó 2000]. Il peut ainsi être un ordre de grandeur
plus élevée à forte humidité par rapport à sa valeur à faible humidité. Le rapport
LiDAR mesuré pour des aérosols humides peut ainsi être significativement diffé-
rent de celui pour leurs homologues secs et mener à des erreurs d’interprétation si
l’humidité n’est pas considérée.
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Figure 2.5 – Facteur de grossissement pour quelques types/familles d’aérosols pour
une humidité relative de 90% d’après Michaud [Michaud 2009]). Ce facteur corres-
pond au rapport entre le diamètre de l’aérosol humide sur celui de l’aérosol sec. Bien
que pour un grand nombre d’aérosols ce facteur soit identique entre les cycles d’hu-
midification et de déshumidification, il est possible d’observer des différences entre
ces cycles à cause de l’existence de phénomènes de déliquescence et d’eﬄorescence.
2.2.2 Apport du LiDAR à rétrodiffusion polarisé
La variante polarisée du système précédent possède une source laser émettant
des impulsions polarisées linéairement, la direction de polarisation étant connue, et
une voie de réception capable de recevoir séparément les signaux polarisés parallè-
lement et perpendiculairement au signal émis. Les signaux reçus par chaque voie
peuvent s’écrire de la façon suivante :
Po,‖(z, λ, θ) =
K‖ ·O‖(z) · β(m,a),pi,‖(z, λ) · T 2(m,a),‖(z, λ)
2 · z2
+N · t · L‖(λ, θ) ·R2r,‖ · α2r,‖ ·∆λr,‖ · Tr,‖ · ηdét,‖ + Pe,‖
(2.25)
Po,⊥(z, λ, θ) =
K⊥ ·O⊥(z) · βpim,a,⊥(z, λ) · T 2m,a,⊥(z, λ)
2 · z2
+N · t · L⊥(λ, θ) ·R2r,⊥ · α2r,⊥ ·∆λr,⊥ · Tr,⊥ · ηdét,⊥ + Pe,⊥
(2.26)
Il est en général considéré, comme c’est le cas ici, que la transmission atmosphérique
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sur le trajet aller et retour est identique pour les deux polarisations dans un milieu
de diffusants aléatoirement orientés [Pal 1973]. Suite à différents traitements et
étalonnage, qui seront abordés par la suite, on déduit le facteur de dépolarisation
habituellement exprimé dans la littérature comme :






Les indices u indiquent que le signal original reçu a été traité et étalonné.
Il est possible de trouver dans la littérature différentes valeurs de dépolarisation
atmosphérique, correspondant à l’équation 2.27, variant de quelques pourcents à
quelques dizaines de pourcents. Cette large plage de valeurs est en partie due aux
propriétés de polarisation de l’émission. La valeur de dépolarisation est également
dépendante de la largeur spectrale en voie de réception [She 2001], puisque celle-ci
déterminera quelle partie spectrale du signal rétrodiffusé sera transmise.
La dépolarisation pour une émission totalement dépolarisée et une trans-
mission de l’ensemble du spectre Rayleigh est ainsi habituellement considéré
comme égale à 2.79%, et égale à 1.41% pour une émission en spectre large
linéairement polarisée[Wang 2003]. En revanche pour une même émission mais
une transmission limitée à la raie Cabannes, la dépolarisation est prise égale à
0.36% [Behrendt 2002] [Cairo 1999].
Ce rapport (cf Équation 2.27) fournit par ailleurs une information sur la forme
des aérosols diffusants [Schotland 1971] [Sassen 1974], puisque si ceux-ci sont sphé-
riques le rapport est théoriquement nul. Dans le cas contraire, par exemple avec
des poussières désertiques ou des cristaux de glace, le rapport de dépolarisation
peut atteindre 50% [Del Guasta 2003]. Cette valeur est également spectralement
dépendante car si l’aérosol peut absorber le rayonnement incident le rapport dimi-
nue drastiquement [Eberhard 1992], ce qui doit être considéré dans l’analyse des
données. Dans le cas de cristaux de glace, présents par exemple dans les cirrus,
une autre source d’erreur réside également dans leur forme puisque celle-ci a une
influence directe sur la dépolarisation du signal émis [Noel 2004].
En effet des cristaux de forme plutôt "plate" sont préférentiellement orientés
parallèlement au sol dans leur chute [Jayaweera 1965]. Ceci a pour conséquence une
augmentation du signal rétrodiffusé, due à une réflection spéculaire, conduisant à
une faible valeur du rapport LiDAR estimé, donc à une appréciation erronée de la
teneur en cristaux de glace du nuage considéré dans le cas d’un LiDAR visant au
nadir [Sassen 2012] ou au zenith [Platt 1978] [Sassen 1991], et une diminution du
rapport de dépolarisation observé [Liou 1974]. La connaissance des profils atmosphé-
riques de température et d’humidité peut néanmoins aider l’analyse des rapports de
dépolarisation observés puisque il a été constaté que la forme des cristaux est dépen-
dante de la température [Heymsfield 1984] [Noel 2006]. Le phénomène de diffusion
multiple évoqué précédemment entraine également une augmentation du rapport de
dépolarisation [Sassen 1986], notamment dans les nuages d’eau liquide [Sun 1989]
pour lesquels l’épaisseur optique observées est donc erronée. Il a été montré, dans
le cas de mesures effectuées par le système spatial CALIOP, qu’une relation existe
40 Chapitre 2. LiDAR : conception
entre l’intégration sur l’épaisseur du nuage du rapport de dépolarisation et l’inté-
gration du coeffient de rétrodiffusion apparent (également appelé γ′ [Platt 1973])
sur cette même épaisseur [Hu 2007a] [Hu 2007b] :
η = γss
γss + γms
= (1− δ1 + δ )
2 (2.28)
avec : γss et γms les contributions liées à la diffusion simple et multiple
(γ′ = γss + γms), δ la dépolarisation intégrée sur la couche d’aérosols et η le
coefficient de diffusion multiple.
Dans le cas de nuages opaques d’eau liquide la contribution liée à la diffusion
simple peut être estimée à partir de l’expression suivante : γss =
1− T 2
2 · LR , où T
2 est
la transmission aller-retour jusqu’au sommet du nuage et LR est le rapport LiDAR
du nuage.
De nombreuses études ont été menées pour comprendre les mécanismes
de formation des cristaux et tenter d’établir des liens notamment entre la
température et la saturation en glace, dans un souci d’améliorer l’analyse des
observations LiDAR. Cependant aucune relation précise n’a pour le moment était
établie, et seules des tendances indiquent une probabilité plus élevée d’observer
certains types de cristaux en fonction des conditions atmosphériques (cf Figure 2.6).
2.3 Optimisation de la mesure LiDAR
A l’instar de tout système de détection les performances d’un LiDAR sont
définies par le rapport du signal utile sur le bruit (RSB). D’après l’équation
2.1, les principaux bruits limitant ce RSB ont pour origine la luminance diffuse
de l’atmosphère (également appelée "fond de ciel"), et le bruit électronique du
détecteur et de son électronique. Comme nous le verrons par la suite, le fond de ciel
pour des mesures de jour peut atteindre des valeurs allant de quelques centaines
de milliers à plusieurs millions de comptes par secondes. Le bruit électronique des
détecteurs est totalement négligeable pour des mesures LiDAR de jour, face à
ce bruit atmosphérique qui peut imposer une réelle limitation aux performances
du système [McKay 1999]. Le RSB pour des mesures de jour va donc faire office
de référence pour définir les performances à atteindre et faire ressortir les voies
d’optimisation du système.
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Figure 2.6 – Différentes formes de cristaux en fonction de la température et de la
saturation en glace (d’après la figure 15 de [Bailey 2004]). Ces tendances montrent
par exemple que les cristaux plans ("plates"), pouvant être à l’origine de signaux
rétrodiffusés très intenses, se forment en général pour des températures supérieures
à -40oC et/ou une saturation en glace inférieure à 0,2.
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Il est généralement considéré que la détection des photons sur le détecteur suit
une statistique de Poisson [Kovalev 2004]. En considérant d’autre part que le signal
utile et le signal du fond de ciel sont décorrélés et que le signal utile Pu est obtenu










avec : σu : écart type du signal utile, qui est égal à celui du signal total (σo), car
Pu = Po − Pbck
Cette formulation peut à présent s’exprimer en fonction des paramètres du sys-
tèmes et atmosphériques. Afin d’avoir une expression simplifiée mettant en évidence
l’influence des différents termes considérons dans un premier temps le cas d’un sys-
tème émettant peu d’énergie à chaque impulsion. Pour un tel système le signal utile





N · t · ηdét(λ) · Tr · E · c ·O(z) · β(m,a),pi(z, λ) · T 2m,a(z, λ) ·Rr
2 · z2 ·√L(λ, θ) · α2r ·∆λr · h · ν
(2.30)
Sachant que le coefficient de rétrodiffusion des aérosols dépend de leur nature,
forme et taille (cf Section 2.2.1.2) il existe une plage importante de valeurs possibles.
Afin d’éviter de faire un choix pour la modélisation qui ne serait pas forcément repré-
sentatif de conditions réelles, on considérera uniquement le signal moléculaire afin
de définir la portée LiDAR. Ce signal est en effet assez facilement modélisable ce qui
en fait un possible signal de référence régulièrement utilisé lors des mesures LiDAR
pour calibrer le système ou inverser l’équation LiDAR afin d’obtenir les paramètres
optiques recherchés (coefficient de rétrodiffusion et d’extinction des couches d’aéro-
sols). On exprime donc la portée LiDAR pour des mesures de jour pour un système
émettant peu d’énergie, comme étant l’altitude où le RSB est unitaire dans le cas
d’une atmosphère sans aérosols ni nuage (CALR : Clear Air LiDAR Range) :
CALRjour ∼
√√√√√N · t · ηdét(λ) · Tr · E · c ·O(z) · βm,pi(z, λ) · T 2m(z, λ) ·Rr










Il est ainsi dès à présent possible de distinguer deux types de paramètres, en
fonction de la puissance :
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• au premier ordre : l’énergie E, la divergence de la voie de réception αr et
le rayon de l’optique en voie de réception Rr. La première est entre autre
dépendante de l’alimentation disponible, de la longueur d’onde choisie et de
l’obligation de sécurité oculaire (cf Section 2.3.1.3). La seconde sera limitée
par les composants commerciaux disponibles et le maintien d’une bonne sta-
bilité opto-mécanique. Les objectifs recherchés déterminent également l’im-
portance de ce champ de vue car plus celui-ci est étroit moins les très basses
couches de la troposphère arctique pourront être étudiées.
• au second ordre : le rendement du détecteur ηdét, la luminance diffuse de
l’atmosphère L(λ, θ) et la largeur spectrale de la voie de réception ∆λr. Ces
trois paramètres sont dépendants de la longueur d’onde du système. Le fond
de ciel est en plus dépendant de la divergence de la voie de réception.
2.3.1 Contraintes et prérequis liés au projet
Avant d’étudier les développements et optimisations en fonction des paramètres
il faut considérer certaines contraintes spécifiques à l’EQUIPEX IAOOS qui vont
figer ou limiter certains paramètres. Celles ayant un impact direct sur l’architecture
du système et sur ses performances sont décrites ci-dessous. Il faut garder à l’esprit
que l’ensemble de ce développement instrumental et les objectifs associés à cet
EQUIPEX sont également contraints par un aspect financier. Plus clairement, plus
les développements et/ou les différents sous-ensembles seront onéreux moins il y
aura de bouées déployées avec un LiDAR ce qui mettra en péril le quadrillage de la
région arctique. L’objectif principal n’est bien entendu pas de développer un système
à faible coût, mais de trouver des compromis pour développer un système simple,
efficace et le moins cher possible. Les éléments opto-mécaniques "standards" fiables
sont donc considérés en priorité. Cet aspect alliant les coûts et la fiabilité globale
du système final met d’office hors jeu un LiDAR basé sur une émission dans l’UV,
car les optiques pour ce type de longueur d’onde sont généralement plus chères.
Enfin, l’optimisation du système sera également conduite par un objectif de
portée de 5km, car la majorité des aérosols troposphériques sont localisés jusque
cette altitude [Winker 2013].
2.3.1.1 Architecture bi-axiale et fibrée
Une architecture bi-axiale est préférée à une architecture monoaxiale ou co-
axiale (cf Annexe B) pour éviter d’éventuels phénomènes d’afterpulse, c’est à dire
un éblouissement de la voie de réception dès l’émission. L’usage de fibres est quant à
lui guidé par la possibilité de déporter facilement les différents composants (source,
détecteur,...) que ce soit pour des questions d’encombrement, d’environnement cri-
tiques ou de stabilité.
2.3.1.2 Encombrement limité
Le LiDAR est déployé sur une bouée à taille "humaine" donc l’encombrement
est forcément limité, ce qui limite la taille des optiques principales d’émission et de
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réception. Celles-ci doivent donc être de taille raisonnables de quelques dizaines de
millimètres.
2.3.1.3 Sécurité oculaire
Les bouées sont prévues pour être autonomes et avoir une communication par
satellite. Par conséquent elles dériveront en fonction des vents et des courants ma-
rins, et il est peu probable que quelqu’un puisse intervenir dessus en cas de problème
suite à leur déploiement. Leur dérive peut ainsi les amener à proximité de bateaux
de plaisance ou marchand, et des personnes non averties pourraient regarder pen-
dant une durée plus ou moins longue par le hublot du LIDAR. Le système doit donc
être en sécurité oculaire, celle-ci étant définie pour un système émettant des impul-
sions par la norme française NF EN 60825-1. L’énergie qui sera autorisée dépend de
la surface minimale où l’oeil humain peut se trouver, dans le cas présent la lentille
de 75mm de diamètre, et de la longueur d’onde émise pour laquelle une différence
importante est faite entre l’UV (jusque 400nm), le visible (jusque 700nm) et l’infra-
rouge. En effet l’oeil n’absorbe pas dans l’UV ce qui va autoriser des impulsions de
plusieurs millijoules. La différence entre le visible et l’infrarouge se fait au niveau de
la durée d’exposition pris en compte dans les calculs. Pour les longueurs d’onde du
visible le réflexe palpébral (réflexe de fermeture de l’oeil) est pris en compte, alors
que dans l’infrarouge les calculs considèrent un temps d’exposition de 10 secondes.
Trois types d’EMP (Exposition Maximale Permise) sont à calculer et à comparer.
La norme indique alors que l’EMP la plus faible est celle qui définit ce qui doit
effectivement être considéré pour le fonctionnement du système. C’est cette valeur
minimale qui a été reportée dans la seconde colonne du tableau 2.2.
EMPimpulsion = 5 · C4 · 10−3





où C4 = 10
λ−700
500 entre 700 et 1050nm, et 1 entre 400 et 700nm. Entre 1050 et
1400nm EMPimpulsion = 0, 05J.m−2.
L’EMPimpulsion est définie par le tableau fournie en annexe F où seule une partie
de la norme est indiquée.
Il n’est pas absurde de supposer que l’encombrement au niveau de la bouée
sera limité pour le LiDAR, car la bouée totalement instrumentée est sensée être
"humainement" déployable. Des lentilles commerciales de diamètre 75mm (utile
de 68mm), pouvant être par exemple trouvées chez Thorlabs ou Asphericon, sont
par conséquent considérées. Les impulsions ne feront pas plus de quelques cen-
taines de nanoseconde (ceci était déjà sous-entendu dans l’expression précédente de
l’EMPimpulsion) pour éviter de trop perdre en résolution spatiale. Enfin la fréquence
peut être définie dans un premier temps comme celle nécessaire à l’obtention d’une
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altitude minimale suffisante pour pouvoir obtenir des informations sur toute la co-
lonne troposphérique. Pour s’assurer la détection éventuelle de signal provenant au

















532 7.1 2.6 25.7
700 7.1 2.6 25.7
700 2.8 1 10.2
808 4.6 1.7 16.8
905 7.2 2.6 26.2
1064 2.8 10 102
TABLEAU 2.2 – Énergie autorisée pour différente longueur d’onde pour un système
fonctionnant en régime impulsionnel à 10kHz, et une impulsion entre 1 et 10µs
(norme NF EN 60825-1). Le diamètre de la lentille d’émission utilisé ici est égale à
68 mm. Il y a deux lignes correspondant à 700nm, d’une part parce cette longueur
d’onde est dans la norme à la frontière du visible et du proche infrarouge, et d’autre
part afin d’illustrer les différences importantes que donnent les deux méthodes de
calcul de l’EMP limitant.
Les résultats contenus dans le tableau 2.2 indiquent que quelle que soit la lon-
gueur d’onde considérée l’énergie autorisée est très faible. Le LiDAR installé sur
les bouées sera ainsi un microLiDAR, et fonctionnera donc à une cadence élevée
afin d’accumuler plus de photons rétrodiffusés moyennés sur une dizaine de minutes
(paramètre N dans l’équation 2.31) pour palier ce manque d’énergie.
2.3.2 Importance relative des paramètres
2.3.2.1 Lien entre les paramètres systèmes
Les contraintes et pré-requis décrits précédemment lient certains paramètres
entre eux. Ainsi les ouvertures des lentilles d’émission et de réception doivent être
identiques à celles des fibres optiques utilisées dont le diamètre définit également la
divergence de chaque voie. D’autre part l’énergie émise autorisée pour une longueur
d’onde donnée est proportionnelle au carré du rayon de la lentille d’émission. Enfin
la divergence de réception qui est proportionnelle au rapport du diamètre de la fibre
(dr) sur la focale de la lentille de réception (fr) (cf Équation 2.33) doit être plus
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D’autre part l’égalité entre les divergences est également établie car il faut que
la divergence de réception soit la plus faible possible pour limiter le terme cor-
respondant au bruit (cf Équation 2.1). Puisque les coûts doivent être limités au
maximum il faut considérer des lentilles de commerce pour lesquelles le choix de
couples focale-diamètre est assez limité. Par conséquent on va également considérer
l’égalité entre les diamètres des lentilles d’émission et de réception. De même la
largeur spectrale en réception doit respecter la relation 2.34, donc toujours dans un
souci de simplification de l’équation de la portée LiDAR l’égalité est considérer.
∆λr ≥ ∆λe (2.34)
En prenant en compte ces différentes simplifications entre les paramètres opto-
mécaniques, la portée du LiDAR en ciel clair est proportionnelle à :
CALRjour ∝
√




β2m,pi(z, λe) · ηdét(λe) · c




EMP (λ) ∝ E · R2e : énergie surfacique maximale autorisée, dépendant de la
longueur d’onde (cf Tableau 2.2)
Re : rayon de la lentille d’émission
de : diamètre de la fibre d’émission
∆λe : largeur spectrale de la source
Il est évident à présent que les choix des paramètres de sensibilité importante
contrôlent la conception d’un LiDAR. La dimension des lentilles d’émission et de
réception est donc cruciale quelque soit la longueur d’onde considérée, ainsi que
l’augmentation de la focale et la diminution du diamètre de la fibre optique. Le
second terme est sans dimension et rassemble les différents paramètres ayant une
dépendance spectrale, ce qui permet de mettre en évidence une probable compen-
sation entre ces paramètres. En effet lorsque la longueur d’onde augmente :
• E(λe) augmente d’après sa contrainte vis à vis de la sécurité oculaire (cf
Tableau 2.2)
• L(λe, θ) diminue d’après des simulations réalisées par le code de transfert
radiatif MOMO (cf Figure 2.7 et Annexe H pour plus de précisions)
• hνe diminue
• ηdét(λe) diminue pour la plupart des détecteurs entre le milieu du spectre
solaire et le proche infrarouge
• βpim(z, λe) diminue rapidement (cf Section 2.2.1.1)
Il est ainsi fort probable pour les mesures de jour qu’il n’y ait pas de différence
importante de portée d’une longueur d’onde à une autre. Enfin puisque le système
doit être en sécurité oculaire l’énergie par impulsion est faible, ce qui force à mul-
tiplier les mesures (N) et à fonctionner à fréquence élevée. On veillera toutefois, à
puissance donnée, à émettre le nombre de photons le plus élevé.
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Figure 2.7 – Variation moyenne dans le visible et le proche infrarouge (sans prendre
en compte les absorptions par les différents constituants atmosphériques) de la lu-
minance spectrale calculée avec MOMO en considérant une atmosphère moléculaire
standard en fonction de la longueur d’onde pour une largeur spectrale inférieure à
5nm
2.3.2.2 Paramètres atmosphériques
Deux types de paramètres atmosphériques sont présents dans l’équation 2.31 en
fonction de leur lien au signal utile ou au bruit du fond de ciel.
La transmission moléculaire et le coefficient de rétrodiffusion sont directement
liés au signal utile. Dans la troposphère l’atmosphère est principalement constituée
de dioxygène et de diazote, ce dernier présentant des bandes d’absorption signi-
ficative essentiellement dans l’UV lointain [Liou 2002] [Vieitez 2008]. Il convient
également d’étudier les spectres d’absorption des principaux polluants (CO2, O3,
CH4, NO2) afin éviter d’émettre sur une raie et ainsi atténuer rapidement le signal.
Étant donné les possibilités des différentes sources disponibles actuellement, et de la
mise à l’écart d’un système émettant dans l’UV, l’observation du spectre est limitée
au domaine 500-1500nm. Dans cette plage seule la vapeur d’eau et le dioxygène
possèdent des bandes d’absorption significatives, particulièrement intenses dans le
proche infrarouge pour la vapeur d’eau (cf Figure 2.8), entrecoupées de fenêtres où
l’absorption chute (ex : entre 730 et 810nm). Pour qu’un système LiDAR émettant
vers 905nm ne soit pas trop sensible à la quantité de vapeur d’eau (information
rarement disponible au moment des mesures) il faut que la largeur spectrale émise
soit au moins inférieure à 0,3nm et bien stabilisée pour émettre entre deux raies
d’absorption.
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Figure 2.8 – Transmissions simulées avec la base de données de Hitran (100m
d’atmosphère à 1atm et 296K) pour la vapeur d’eau (haut) et le dioxygène (bas).
Comme indiqué dans le premier chapitre l’absorption n’est pas la seule contri-
bution au coefficient d’extinction intervenant dans la transmission atmosphérique
(cf Équation 2.7), l’autre contribution provenant de la diffusion. Dans le cas des
molécules (diffusion Rayleigh) celle-ci évolue spectralement en λ−4. L’épaisseur op-
tique moléculaire sera donc plus importante pour des longueurs d’onde dans l’UV
que dans l’infrarouge. Cette variation spectrale a également pour conséquence un
coefficient de rétrodiffusion plus élevé pour des longueurs d’onde faibles, ce qui per-
met d’obtenir un signal moléculaire plus intense avec une émission dans l’UV.
La luminance spectrale n’est en revanche pas un paramètre physique lié au si-
gnal utile, mais l’architecture du système aura un impact direct sur l’amplitude
mesurée. Considérons dans un premier temps une situation de ciel clair, sans nuage
ni aérosol. Pour un angle zénithal (θ) du soleil donné, la luminance spectrale va
dépendre de l’optique de filtrage utilisée en voie de réception, en termes de largeur
spectrale et de longueur d’onde centrale, cette dernière étant bien entendu définie
par celle émise par la source laser. La largeur spectrale de la voie de réception in-
tervient directement au dénominateur de la portée LiDAR (cf Équation 2.31) et on
sera donc amené à choisir la valeur la plus faible possible (inférieures à quelques
nanomètres), sans toutefois être inférieure a priori à la largeur spectrale émise. Le
code de transfert radiatif MOMO [Fell 2001] (cf Annexe H) développé collaborati-
vement par des laboratoires français et allemands nous a permis de quantifier cette
luminance spectrale en fonction de diverses longueurs d’onde centrale, dans le cas
d’un ciel clair. Néanmoins ces valeurs sont en général plus faibles que celles pouvant
être trouvées dans la littérature dans des cas de ciel clair [Wuttke 2006]. Ceci peut
très bien s’expliquer par la présence d’aérosols ou de nuages à très haute altitude
augmentant légèrement la luminance réelle. On va donc considérer pour les simula-
tions des valeurs un peu plus élevées que celles fournies par MOMO, afin d’éviter de
considérer le cas d’une luminance provenant uniquement de la diffusion moléculaire
qui n’est pas forcément représentatif de conditions réelles. Les valeurs provenant




2.4.1 Choix des paramètres
Nous avons tout d’abord cherché à évaluer la portée LiDAR de jour et de
nuit d’un système bi-axial pour différentes longueurs d’onde, en particuliers celles
pouvant être effectivement obtenues avec des sources existantes. Ces modélisations
devaient représenter les performances d’un système LiDAR en région parisienne
afin de pouvoir être confirmées lors de la conception du système au LATMOS. Les
diamètres des lentilles d’émission et de réception ont été pris égaux à 68 mm. Les
énergies autorisées sont légèrement plus élevées que celles du tableau 2.2 car une
fréquence d’émission de 5 kHz (correspondant au fonctionnement de l’électronique
disponible à Cimel Electronique) a été utilisée pour ces modélisations. Une valeur
constante d’énergie de 2µJ quelque soit la longueur d’onde a également été prise
en compte pour une série de modélisations. La valeur de divergence a été calculée
en considérant une fibre optique multimode de 100µm de diamètre. Afin d’éviter
de modéliser un cas trop éloigné de la réalité, une transmission atmosphérique
spectralement adaptée aux aerosols a également été prise en compte, d’après les
tendances AERONET provenant du photomètre installé sur le site de Jussieu.
Une largeur spectrale de 0,5nm en voie de réception a été choisie, celle-ci pouvant
être obtenue avec un filtre interférentiel ou un étalon Fabry Perot. Les profils de
pression et températures utilisés pour modéliser les propriétés optiques moléculaires
sont ceux de la base de données US Standard Atmosphere 1976. L’ensemble des
paramètres utilisés et les résultats obtenus sont indiqués dans le tableau 2.3. A
titre de comparaison des CALR de jour ont été également modélisées avec une
largeur spectrale de 0,2nm et tracées sous forme de courbes (cf Figure 2.9), en plus
des résultats précédents. Dans le cas des modélisations pour des mesures de nuit,
le fond de ciel est nul et seuls les bruits liés au signal utile et au détecteur sont
pris en compte. Pour ce dernier il a été considéré la valeur indiquée pour l’APD
SPCM-10 de Excelitas (1500c/s) (cf Annexe E).
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2.4.2 Résultats
Wavelength
(nm) 532 700 700 808 900 1064
QE (%) 45 60 60 45 25 1
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Reception field
















jour(m) 5205 6.135 4665 5535 4665 3795 4230 4230 3870 4680 2070 4545
CALR de nuit
(m) 15090 16480 13670 15050 13670 12110 11630 11630 8925 10320 2100 4620
TABLEAU 2.3 – Tableau récapitulatif des valeurs des paramètres utilisés pour la
modélisation, et portées LiDAR obtenues.
Figure 2.9 – Évolution de la CALR en fonction de la longueur d’onde. Les mesures
de jour (courbes bleues et noires) et de nuit (courbes rouges) ont étaient étudiées,
ainsi que l’influence d’une diminution de la largeur spectrale en réception (courbes
bleues : ∆λr=0,5nm ; courbes noires : ∆λr=0,2nm)
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Différents aspects ressortent de cette étude :
• pour une énergie identique une portée plus importante dans le cas d’une
mesure de nuit est effectivement observée, quelque soit la largeur spectrale
de la voie de réception, ce qui confirme la dégradation significative due au
fond de ciel par rapport au bruit électronique,
• dans le cas des mesures de jour, bien que la portée soit meilleure pour des
longueurs d’onde faibles, la différence avec celle du proche infrarouge n’est
pas aussi marquée que dans le cas des mesures de nuit. La compensation
attendue (cf Section 2.3.2.1) entre les différents termes spectralement dépen-
dants est ainsi observée, en particulier la diminution importante simultanée
pour le domaine infrarouge de la luminance spectrale et du coefficient de
rétrodiffusion.
• si l’énergie maximale autorisée en sécurité oculaire est considérée (cf Fi-
gure 2.9), trois domaines spectraux se différencient pour les mesures de jour.
Avant 700nm et après 900nm, les performances sont "équivalentes" (différence
inférieure à 15%), grâce à l’augmentation de l’énergie autorisée et à la dimi-
nution importante de la luminance spectrale après 900nm. En revanche entre
700 et 900nm l’énergie autorisée n’est pas très importante et la luminance
spectrale toujours assez élevée, ce qui diminue légèrement les performances
par rapport aux autres domaines spectraux. En revanche le bénéfice de la
diminution de luminance ayant disparu pour les mesures de nuit, les perfor-
mances sont bien supérieures pour les faibles longueurs d’onde et décroissent
rapidement après 850nm. Un "plateau" peut notamment être remarqué pour
ces mesures entre 700 et 850nm, où la portée du LiDAR est donc peu spec-
tralement dépendante.
• toutes les configurations avec le maximum d’énergie autorisée atteignent plus
ou moins l’objectif de portée de 5km évoqué précédemment.
Pour une même configuration, un LiDAR émettant dans le visible (500-700nm)
aura globalement une meilleure portée moléculaire qu’un système émettant dans le
proche infra-rouge (700-1100nm), en particulier pour les mesures de nuit. Bien que
l’écart puisse atteindre 50% pour les mesures de jour cet avantage reste plus limité
en absolu, l’ensemble des portées de jour se situant entre 4 et 6km (cf Figure 2.9).
Pour rappel cette étude a été réalisée en supposant un cas de ciel clair, c’est à
dire sans nuage, donc avec un fond de ciel relativement limité. En revanche lorsqu’il
y a un nuage, ou des aérosols ayant un paramètre de taille élevé, le phénomène de
diffusion multiple engendre une augmentation importante du fond de ciel détecté
par le LiDAR. Cette augmentation dépend des caractéristiques physiques du nuage,
et plus globalement de son épaisseur optique[McBride 2011], et peut rapidement
atteindre un facteur 10 et pour les cas les plus intenses un facteur 20 à 30. D’après
la figure 2.10 la diminution de la portée LiDAR en ciel clair est d’environ 40% et de
plus de 50% respectivement pour un facteur 10 et 30 sur la luminance spectrale en
ciel clair. Pour éviter une telle baisse de performance il est nécessaire de diminuer la
largeur spectrale ou la divergence de la voie de réception. Mais récupérer un facteur
10 est loin d’être facilement réalisable. En effet pour y parvenir il faut diminuer la
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largeur spectrale de réception et/ou la divergence de cette même voie (avec toutes les
conséquences que cela entraine au niveau de l’émission pour maintenir les relations
définies par les équations 2.3 et 2.34). Concernant la largeur spectrale, obtenir
une largeur inférieure à 50pm devient difficile technologiquement et également très
onéreux. Il faut par conséquent également diminuer la divergence, ce qui signifie
avoir plus d’incertitudes sur les basses couches à cause du facteur de recouvrement.
Tout dépend donc également des objectifs visés.
Figure 2.10 – Variation moyenne de la CALR normalisée par celle en ciel clair
en fonction de la luminance spectrale normalisée par celle d’un ciel clair, quelque
soit la longueur d’onde. La valeur unitaire pour chaque grandeur normalisée cor-
respond donc au cas de la portée LiDAR moléculaire en ciel clair considérée pour
les modélisations précédentes. Une luminance spectrale normalisée supérieure à 1
correspond donc à une augmentation de la luminance par rapport au ciel clair au
niveau du LiDAR, par exemple due au passage d’une structure nuageuse d’épaisseur
optique limitée. En revanche une valeur inférieure à 1 correspond à une situation
d’une structure nuageuse très opaque, ou à une situation proche de la nuit voire la
nuit elle même. L’architecture opto-mécanique utilisée ici correspond à une largeur
spectrale de 0,5nm et une divergence totale de 667µrad.
2.5 Conclusion et choix du type de source
Une version simplifiée de l’équation LiDAR, exprimée en fonction des para-
mètres opto-mécaniques et atmosphériques, d’un système à rétrodiffusion simple
ou polarisé a servi de base à la modélisation des performances d’un tel système. Le
choix a été fait d’utiliser le signal moléculaire facilement modélisable pour évaluer
la portée du LiDAR et les voies d’optimisation possibles. L’émission doit ainsi être
spectralement la plus fine possible. La nécessité de mettre en place un filtrage tout
aussi important en voie de réception permettant de rejeter un maximum de fond
de ciel a été identifié comme l’étape critique. Le choix de la longueur d’onde émise
et de sa largeur spectrale va en découler en prenant en compte les contraintes liées
spécifiquement au projet en terme de coût, de sécurité oculaire, d’encombrement
et de consommation. Bien que les modélisations préconisent le développement
d’un LiDAR émettant dans le visible, différents aspects du projet vont à l’encontre
d’une telle émission. D’une part il y a une volonté d’éviter d’attirer l’attention de
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la faune locale (typiquement les ours polaires) et d’accélérer l’endommagement
du matériel déployé. Ensuite les sources laser actuelles bien maîtrisées, pouvant
fonctionner en régime impulsionnel et émettant dans le visible, en particulier dans
le vert, sont des laser à milieux amplificateur cristallin qui ont un coût assez
élevé en comparaison des émetteurs laser à semi-conducteur. Enfin il est prévu
que le système puisse fonctionner en autonomie totale pendant un à deux ans, ce
qui amène à réduire la consommation électrique globale. Bien qu’en amélioration
constante la technologie des panneaux solaires n’est pas encore suffisamment
efficace et a besoin d’un entretien régulier pour maintenir l’efficacité des cellules
photovoltaïques. Les batteries ne pourront donc pas être rechargées, ce qui limite
drastiquement ce que le système est autorisé à consommer. Il apparaît alors qu’une
diode laser doit être utilisée, en émettant à une longueur d’onde la plus faible
possible, en restant dans la gamme visible-infrarouge. Ceci permettra d’obtenir la
meilleure portée que ce soit pour des mesures de jour ou de nuit. Cependant étant
donné l’offre actuelle des source LASER à semiconducteur (cf Annexe D.2), une
source émettant dans le proche infra-rouge (700-900nm) est finalement choisie pour
équiper le LiDAR développé pour l’EQUIPEX IAOOS. Dans ce cas, bien que les
mesures de jour puisse être légèrement meilleures vers 1µm pour une architecture
opto-mécanique donnée, il faudra privilégier une longueur d’onde entre 720 et
900 nm afin d’éviter une dégradation trop importante de la portée lors des mesures
de nuit, et d’émettre en dehors des bandes d’absorption intenses de vapeur d’eau et
de dioxygène. Finalement ce choix de domaine spectral et la contrainte de sécurité
oculaire amènent à choisir une photodiode à avalanche (APD) comme détecteur
afin de pouvoir réaliser du comptage de photon et d’avoir un rendement quantique
suffisamment élevé pour ce type de longueur d’onde (cf Annexe E)
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Dans le chapitre précédent une version simplifiée de l’équation LiDAR a été
présentée et différentes voies d’optimisation dans le cadre de l’EQUIPEX IAOOS
ont été mises en évidence. Celles-ci permettront d’obtenir un système fonctionnel
répondant à divers compromis (cf Chapitre 4). Le signal brut que fournira ce Li-
DAR est quasiment inutilisable. L’extraction d’informations quantitative requiert a
priori des corrections particulières afin de supprimer des biais et défauts du signal
qui dépendent des caractéristiques de l’instrument et/ou sont inhérents au mode de
fonctionnement d’un LiDAR. Ces corrections ne sont qu’une étape vers l’obtention
d’information sur les constituants atmosphériques, puisqu’un étalonnage du sys-
tème est également nécessaire. Celui-ci peut être réalisé plus ou moins précisément
par différentes méthodes, en phase pré ou post-déploiement. Ce chapitre présente
l’ensemble de ces traitements et corrections menant à l’obtention d’informations
qualitative sur les propriétés optiques (coefficients de rétrodiffusion et d’extinction)
aérosols et nuages.
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3.1 Corrections du signal
3.1.1 Saturation du détecteur
Étant donné la limite d’énergie disponible pour rester en sécurité oculaire, le sys-
tème de détection du LiDAR peut effectuer les mesures en comptage de photons.
D’autre part les différentes modélisations des performances et la prise en compte
des autres contraintes ont mené au choix d’une source de type diode laser émet-
tant dans le très proche infrarouge. Le détecteur doit donc avoir un bon rendement
dans cette plage spectrale. Ces caractéristiques sont possédées par les diodes à ava-
lanche fonctionnant en mode Geiger (par exemple les systèmes SPCM-AQRH de
la société Excelitas (cf Annexe E)). L’une des caractéristiques de ces détecteurs et
de l’électronique associée est le temps mort qui correspond à la durée mise par le
circuit pour stopper le phénomène d’avalanche initié par l’arrivée d’un photon et
ramener le détecteur dans son état initial. Ceci va donc limiter la capacité du sys-
tème de détection à observer deux photons successifs sur une courte période, et être
à l’origine d’un comportement non linéaire. Les études réalisées sur ce phénomène
décrivent deux types possibles de processus à temps mort : paralysable ou non para-
lysable. Ce dernier représente un temps mort constant quelque soit le flux incident,
alors que dans le cas du premier processus le temps mort recommence dès qu’il
y a un photon incident. Des formules correctives ont été établies dans chacun des
cas [Gardner 1997] [Daniel 2000](cf Équation 3.1), mais il est plus probable qu’il y
ait une contribution des deux processus. Lee et Gardner [Lee 2000] ont proposé un
modèle pour représenter l’évolution du signal mesuré en fonction de deux valeurs
différentes de temps mort en fonction du processus, et du signal réel. Quel que soit
le processus se produisant réellement, le signal mesuré sera inférieur au signal réel
puisque des photons n’auront pas pu être comptabilisés. Ainsi le taux mesuré Cm
va dépendre du taux réel C d’arrivée des photons :
dans le cas d’un système non paralysable : Cm =
C
1 + Cτnp
dans le cas d’un système paralysable : Cm = C · exp (−Cτp)
dans le cas d’un système dépendant des deux processus : Cm =




τnp : le temps mort pour un système non paralysable
τp : le temps mort pour un système paralysable
3.1.2 Bruit
Ce qui est appelé couramment "fond de ciel" est un niveau moyen de signal dû
à la luminance diffuse détectée par le LiDAR. Ce terme est limité en diminuant la
largeur spectrale du dispositif filtrant en voie de réception et/ou en diminuant le
champ de vue de cette même voie (cf second terme dans Équation 2.1). Il induit
un biais variable temporellement mais constant sur toute la dynamique de l’électro-
nique définissant la distance maximale d’observation, et une limite due au processus
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de détection. Nous nous en servirons également pour déterminer certaines propriétés
atmosphériques (cf Chapitre 6). Par conséquent la correction consiste simplement à
le soustraire en estimant une moyenne dans une zone d’altitude où il est admis qu’il
n’y a plus de signal rétrodiffusé utile, en général dans les derniers kilomètres d’ob-
servation possible. Plus précisément la moyenne qui est soustrait possède également
une composante très faible par rapport au "fond de ciel" liée au bruit électronique
du système. Lors des mesures de nuit c’est donc uniquement la valeur moyenne
du bruit électronique qui est soustrait au signal brut corrigé de la saturation du
détecteur.
3.1.3 Fonction de recouvrement
Une des caractéristiques de tout LiDAR est sa fonction de recouvrement. Cette
fonction, dépendant uniquement des caractéristiques opto-mécaniques du système,
traduit la superposition progressive des champs de vue d’émission et de récep-
tion, et varie théoriquement de 0 à 1(cf Figure 2.2). Une détermination théorique
est possible mais le résultat est très incertain étant donné les nombreuses incer-
titudes sur les différentes paramètres du LiDAR. En effet puisque la mécanique
utilisée n’est pas extrêmement précise pour limiter les coûts de production, les ré-
glages peuvent facilement aboutir à des défocalisations et des décentrements des
fibres optiques théoriquement au foyer des lentilles d’émission et de réception, et
par conséquent être à l’origine de modification de la forme et de l’amplitude de
la fonction de recouvrement (cf Figure 3.1). L’équation régissant ce recouvrement
se détermine de façon purement géométrique et à été de nombreuses fois publiée
et étudiée [Sassen 1982] [Measures 1984]. Les différents exemple de la figure 3.1
montrent qu’une perte importante de signal peut très facilement se produire suite
à la moindre variation opto-mécanique.
Il est possible d’en avoir une estimation assez précise en réalisant des profils
LiDAR à l’horizontale mais il est en revanche impossible de connaître la valeur de
normalisation de cette fonction de recouvrement puisque le signal aura la même
forme, par exemple que la fonction converge vers la valeur 1 ou 0.5 (courbes bleue
et verte en haut à droite de la figure 3.1). Il est également possible d’évaluer la
fonction de recouvrement avec un profil vertical dans une atmosphère turbulente
si les particules sont mélangées ce qui signifie qu’il est possible de supposer que la
concentration et le type des composants atmosphériques ne changent pas significa-
tivement sur la couche limite. Une estimation de cette fonction est enfin réalisable
dans une atmosphère particulièrement propre (c’est à dire sans aérosols pour n’avoir
que du signal moléculaire), comme cela peut être le cas en région arctique ou en
effectuant des observations à une altitude élevée pour se retrouver au dessus de la
couche limite. D’après les équations établies précédemment ( 2.1, 2.2) il est possible
d’écrire :
Pu.z
2 = K ·O(z) · βpim,a · T 2m,a(z, λ) (3.2)
En corrigeant de la fonction de recouvrement O(z) et en prenant le logarithme,
une dépendance linéaire vis à vis de la distance par rapport au LiDAR est mise en
évidence (Equation 3.3).







= ln(K”)− 2(αm + αa) · z (3.3)
Figure 3.1 – Exemple de variation de la fonction de recouvrement d’un LiDAR
bi-axial, en supposant un éclairement uniforme et en négligeant les possibles pertes
consécutives à l’image de la source de rétrodiffusion par l’optique de réception. Sur
chaque figure la courbe bleue représente le système possédant des voies d’émis-
sion et de réception identiques, correspondant aux paramètres opto-mécaniques du
prototype déployé pour la première fois à Barneo en 2014. La fonction a donc un
comportement asymptotique vers 1 puisque les deux faisceaux ne pourront jamais
être totalement superposés. Les autres courbes correspondent à des fonctions de
recouvrement suite à une ou plusieurs modifications opto-mécaniques du système.
L’amplitude des variations considérées correspond à ce qui peut être réellement ob-
tenu lors du réglage avec la mécanique de la tête optique. En haut à gauche : étude
de l’effet d’une défocalisation dans la voie d’émission. Une défocalisation positive
(éloignement du point source vis à vis de la lentille) entraine une diminution de
la divergence initiale, qui devient donc inférieure à celle de la voie de réception et
permet ainsi un recouvrement totale des faisceaux à une certaine altitude. En haut
à droite : décentrement du point source parallèlement au plan défini par les axes op-
tiques des deux voies. Un décentrement positif (décalage du point source à l’opposé
de l’autre voie) passe par un recouvrement total avant de diminuer, car le faisceau
émis est incliné vers le champ de vue de la voie de réception et le "traverse" à une
certaine altitude. En bas à gauche et à droite : combinaison de défocalisations et
de décentrements afin d’illustrer les multiples fonctions de recouvrement que peut
présenter un LiDAR bi-axial avec des champs de vue initiaux identiques.
La visualisation du signal LiDAR en échelle logarithmique nous fournit effec-
60 Chapitre 3. LiDAR : traitement et exploitation des données
tivement une variation linéaire à partir d’une certaine distance. Pour les couches
atmosphériques trop proches du LiDAR le signal est inférieure à cette droite puisque
le recouvrement n’y est pas encore total. Le rapport du signal et d’un ajustement
sur la région linéaire permet alors de déterminer la fonction de recouvrement (cf
Chapitre 5).
3.2 Méthode d’étalonnage
L’objectif des observations réalisées par LiDAR à rétrodiffusion est d’accéder
aux coefficients de rétrodiffusion puis d’extinction des différents constituants atmo-
sphériques. Outre la nécessité d’avoir d’autres sources d’informations ou de faire
des hypothèses (cf Section 3.3), il faut également déterminer la constante système
K (cf Équation 2.2), pour la version non polarisée et K‖ et K⊥ en effectuant un
étalonnage.
3.2.1 Version non polarisée
3.2.1.1 Estimation en laboratoire
Puisque la constante système est essentiellement définie par les paramètres liés
à l’architecture du système, une estimation de sa valeur doit être possible en labo-
ratoire. Le tableau 3.1 résume les valeurs pouvant être considérées dans le cas de
réglages optimiste, et dans un cas un peu plus réaliste prenant en compte la préci-
sion des réglages et les incertitudes sur les composants. Seule la transmission d’une
partie de l’architecture opto-mécanique en voie de réception peut être mesurée, la
contribution des autres éléments doit être déterminé à partir de leur documentation
technique.
Ces ordres de grandeur pour la constante système sont ceux attendus à l’is-
sue des réglages des systèmes à Paris. Le fonctionnement en région arctique pose
d’autre problème qui feront évoluer la valeur de la constante système, en particulier
un dépôt plus ou moins important de givre/poussière sur le hublot qui diminuera le
flux émis et reçu. En pire cas il peut également se produire un décalage significatif
entre les bandes spectrales de réception et d’émission à cause d’une température
trop froide.
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E(λ) (µJ) 2 +/- 0.1
c (m) 3.108
O(z) 0.6 +/- 0.2
Rr (mm) 34 +/- 0.2
ηdét (%) 45 +/- 5
Tr (%) 25 +/- 5
h (J.s) 6.62.10−34
K (u.a.) v122 +/- 47
TABLEAU 3.1 – Valeurs pouvant être considérées pour le calcul de la constante
système du LiDAR IAOOS déployé en avril 2014. Ces valeurs ne prennent pas en
compte la présence du hublot nécessairement présent sur le tube LiDAR et qui
ajoute au moins 8% de pertes supplémentaires (réflexions de Fresnel sur l’aller-
retour du rayonnement émis puis rétrodiffusé), qui peuvent augmenter si le hublot
n’est pas parfaitement propre. Le calcul sur l’incertitude de la constante système







une explication des valeurs de N et t se référer à la partie 4.3.1.2.
3.2.1.2 Zone claire moléculaire
Cette méthode d’étalonnage nécessite la réalisation d’observations LiDAR et
d’une zone sur les profils dans laquelle il n’y a plus d’aérosols. Si cette condition est
bien réalisée la valeur de constante LiDAR obtenue est du même ordre de grandeur
que ce qui est attendu théoriquement (cf Figure 3.2). Les caractéristiques optiques
moléculaires sont en effet bien connues et définies, et le signal moléculaire rétrodif-
fusé peut être modélisé (pour rappel ceci a été utilisé pour établir les performances
du LiDAR (cf Figure 2.9)). Dans une zone sans aérosol l’équation du signal LiDAR
rétrodiffusé corrigé du bruit se résume à :
Pu =
K · βm,pi · T 2m · T 2a
z2
(3.4)
En corrigeant de l’altitude, du coefficient de rétrodiffusion moléculaire et de la
transmission moléculaire, le résultat se résume au produit de la constante système
et de la transmission des aérosols. Cette dernière peut être estimée comme unitaire,
ce qui est souvent le cas en région arctique, en supposant que très peu d’aérosols
sont présents entre le LiDAR et la zone de signal moléculaire. On obtient alors
réellement une valeur atténuée par la couche d’aérosol de la constante système.
Cette estimation est en général proche de la valeur réelle car l’atténuation par
les aérosols est la plupart du temps inférieure à 20% (sauf cas extrême tel que
l’atmosphère pékinoise).
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K ′ = K.T 2a =
Pu · z2
βm,pi · T 2m
(3.5)
Cette méthode très répandue parmi les développeurs et utilisateurs de LiDAR
peut très rapidement aboutir à une valeur erronée et très élevée, si l’hypothèse
d’une zone libre d’aérosol s’avère être fausse (T 2a < 1). Cette incertitude peut
par exemple être levée si des mesures simultanées de photomètre sont réalisées
permettant d’accéder à l’épaisseur optique des aérosols. Auquel cas la constante
système est simplement obtenue en divisant directement l’estimation atténuée par
la mesure de transmission liée aux aérosols : K = K ′ · T−2a .
Figure 3.2 – Profils LiDAR réalisés sur Paris à l’issue des réglages avec deux sys-
tèmes fabriqués pour IAOOS. Le profil atmosphérique US 1976 a été utilisé. La
zone moléculaire utilisée pour le calcul de la constante système atténuée est situé
entre 5.5km et 7km. La valeur réelle de la constante système (indiquée au dessus de
chaque courbe) est alors obtenue en considérant une atténuation de 10% (mesurée
en moyenne par le réseau AERONET sur Paris) par les aérosols sous la zone molé-
culaire. Le signal moléculaire est alors tracé (courbe rouge) en prenant en compte
la valeur réelle de la constante système. Comme prévu il y a une absence de super-
position entre la zone moléculaire du signal et le signal moléculaire théorique pur.
Pour le profil de gauche, la valeur plus faible peut s’expliquer par une fonction
de recouvrement particulièrement faible ou alors par la présence d’aérosols parti-
culièrement absorbant au moment de l’observation. Pour le profil de droite, une
transmission légèrement meilleure que celle indiquée dans le tableau 3.1 peut ex-
pliquer cette valeur légèrement supérieure. Quoiqu’il en soit ces deux exemples se
situent dans le panel des valeurs attendues à +/-10%.
Une autre méthode consiste à s’appuyer sur une estimation (ou une hypothèse)
du rapport LiDAR. La transmission peut en effet s’exprimer en fonction de ce
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rapport :
T 2a = exp(−2 ·
∫
αext,adz)








= 2 · δ [LRa ] ·
∫
βa,pidz (3.7)
D’autre part puisque les caractéristiques optiques du signal moléculaire sont
définies à partir des profils de température et de pression il faut disposer des
données atmosphériques les plus proches des conditions réelles. Celles ci peuvent
être obtenues occasionnellement par mesure in-situ grâce à des ballons sondes,
mais en général on s’appuie sur des profils généraux correspondant à des types de
région, comme celui émis par l’organisation américaine COESA (Committee on
Extension to the Standard Atmosphere) et connu sous le terme de "US Standard
Atmosphere" [Coesa 1976], ou encore des modèles pour l’été et l’hiver des plus
basses latitudes des régions arctiques. Un exemple de coefficients de rétrodiffusion
en fonction de l’altitude calculés pour différents modèles est indiqué sur la
figure 3.3.
Cette méthode permet de réaliser une "surveillance" de la constante système
lorsque celui-ci est déployé et ne peut pas être étalonné en laboratoire régulière-
ment, comme c’est le cas pour le LiDAR développé pour l’EQUIPEX IAOOS. De
plus lorsque l’étalonnage se fait avec des profils de nuit, ce qui est en général le cas
car l’accès à une zone moléculaire est plus probable, cette méthode est très peu
sensible aux erreurs dues au choix du temps mort puisque les taux de compte sont
très faibles (cf Annexe E).
Figure 3.3 – Coefficients de rétrodiffusion en fonction de l’altitude calculé à partir
de différents modèles, pour une longueur d’onde de 801nm, d’après les formules
de [Bucholtz 1995].
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3.2.1.3 Intégration du signal sur un nuage opaque d’eau liquide
Expression du γ
A l’instar de l’étalonnage sur une zone moléculaire, la méthode présentée ici né-
cessite la réalisation d’observations, et plus particulièrement d’observations avec la
présence d’un nuage d’eau liquide (connu pour avoir un rapport LiDAR d’environ
19 sr [Pinnick 1983]) opaque pour le signal LiDAR. En utilisant le formalisme de
Platt et en s’appuyant sur de plus récentes études [O’Connor 2004] le rapport Li-
DAR de ce type de nuage peut être relié à la constante système.
On exprime l’intégrale du coefficient de rétrodiffusion apparent [Platt 1973] en sup-











η : le facteur de diffusion multiple, qui tend vers 1 lorsque la diffusion simple est
prédominante et vers 0 dans le cas contraire.
τcloud : l’épaisseur optique du nuage
LRa+m : le rapport LiDAR constant du nuage (19sr)
donc si le nuage est opaque e−2·η·τcloud → 0 :∫ sommetnuage
basenuage
Pu · z2dz =
∫ sommetnuage
basenuage
K · β(a,m),pi(z) · T 2a,m(z)dz
= K · γ′
= K · 12LRaη
(3.9)
Par conséquent à partir du signal mesuré et corrigé de l’altitude et du bruit,
il est possible d’estimer la constante système(cf Équation 3.10). Néanmoins cette
méthode présente des incertitudes assez élevées provenant de la correction de la
saturation du détecteur pour des signaux intenses (cf Annexe E Figure E.8).
Coefficient de diffusion multiple : η
L’expression précédente du gamma requiert la connaissance du facteur de
diffusion multiple dont la valeur est en général comprise entre 0.6 et 1, et qui
évolue avec la pénétration dans le nuage. Néanmoins il a été montré que pour des
épaisseur optiques élevées, comme c’est le cas considéré ici, η devient rapidement
constant [Kunkel 1976] [Platt 1981], et se situe entre 0.7 et 0.9 pour certaines
architectures opto-mécaniques de LiDAR ou de ceilomètres dans le cas de nuages
optiquement épais [O’Connor 2004]. Une telle estimation peut être obtenue en uti-
lisant le modèle établi par Eloranta [Eloranta 1998] qui fournit pour l’architecture
du prototype de LiDAR déployé pour la première fois à Barneo un coefficient de
0,85 ± 0.05. Expérimentalement si la constante système est déjà connue alors il est
possible de déduire le coefficient de diffusion multiple en estimant le γ d’un nuage
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d’eau liquide observé. Il est également possible de déterminer ce coefficient pour
un nuage d’eau liquide si le LIDAR est polarisé puisque le phénomène de diffusion
multiple est lié à celui de la dépolarisation [Hu 2007a] (cf Équation 3.11).
K =









La faiblesse de cette méthode réside dans son utilisation de signaux corres-
pondant à des taux de comptes élevés, dont la correction entraine potentiellement
d’importantes erreurs si la valeur de temps mort utilisée est erronée (cf Annexe E).
3.2.2 Version polarisée
Après la lentille d’émission le système émet la même énergie que la version non
polarisée. A part l’ajout du cube séparateur il n’y a pas d’autre modification op-
tique. Par conséquent la transmission peut être considérée comme inchangée. La
dépolarisation théorique du signal moléculaire est tellement faible (0,36%) que les
caractéristiques du système limité à la voie parallèle peuvent être considérées comme
identiques à celle de la version non polarisée (cf Tableau 4.3). En revanche pour la
voie perpendiculaire la portée moléculaire devrait être globalement nulle ce qui peut
poser un réel problème pour l’étalonnage. C’est pourquoi l’étalonnage d’un LiDAR
émettant polarisé et faisant une distinction entre les signaux mesurés aux deux po-
larisations consiste en premier lieu à estimer le rapport des constantes systèmes K‖
et K⊥.
La structure opto-mécanique utilisée est toujours à faible coût donc sans po-
sitionnement précis des réglages, ce qui ne permet pas d’assurer un parfait ali-
gnement de la polarisation d’émission avec celle d’une voie de la réception. Dif-
férentes sources de biais entre les dépolarisations mesurée et réelle peuvent alors
apparaître [Alvarez 2006] [David 2012] :
• une émission d’une composante non polarisée : il peut exister une composante
perpendiculaire (par rapport à celle émise majoritairement) ;
• un phénomène de "cross-talk" (diaphotie) : au moment de séparer les polari-
sations dans la voie de réception il peut se produire une fuite entre les voies
mesurant chaque polarisation ;
• un désalignement entre les axes de polarisation des voies d’émission et de
réception
La méthode la plus couramment est celle décrite par Freudentha-
ler [Freudenthaler 2009] avec une optimisation proposée par Liu [Liu 2013] pour
déterminer les caractéristiques du cube polariseur en réception. Elle requiert plu-
sieurs observations pour différents angles (0o, +/-45o, 90o) entre la polarisation
d’émission et les axes de polarisation des voies de réception (cf Figure 4.11), et une
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zone d’altitude commune à ces différentes observations pour laquelle la dépolarisa-
tion théorique est connue. On considère donc en général une zone moléculaire pour
cela. Ces différentes observations aboutissent au calcul de la constante de calibration
V définie par :






Ti et Ri : la transmission et la réflexion du cube séparateur de polarisations pour
la polarisation i
δ(io) : le rapport des profils corrigés du bruit et de l’altitude dans le cas d’un angle
i entre la polarisation émise et reçue par une voie de réception. Les observations à
0o et 90o servent dans les calculs à évaluer, si elles ne sont pas connues, les valeurs
de transmission et de réception du cube séparateur. S’il n’y a pas d’altitude où le
signal de dépolarisation est connu pour chaque angle d’observation, il est possible
de considérer par défaut les données constructeurs des caractéristiques du cube
polariseur.






















3.3 Détermination des propriétés optiques
Dès lors que les corrections adéquates ont été appliquées au signal et que celui-ci
est étalonné grâce au résultat d’une ou plusieurs méthodes citées précédemment, le
signal LiDAR rétrodiffusé peut être analysé pour obtenir des informations quanti-
tatives sur les propriétés optiques des constituants atmosphériques.
3.3.1 Information qualitative : le rapport de diffusion
Le processus d’inversion nécessite soit des mesures complémentaires d’autres ins-
truments soit des hypothèses sur la valeur de certains paramètres (cf Section 3.3.2).
Souvent ces mesures peuvent ne pas être être disponibles et l’hypothèse à établir
n’est pas très évidente et a de grande chance d’aboutir à des erreurs trop impor-
tantes. Auquel cas le rapport de diffusion peut être calculé, celui-ci ne nécessitant
qu’une bonne connaissance de la constante système ainsi qu’un profil atmosphérique








K · βm,pi · T 2m
(3.14)
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En supposant une atténuation nulle de la part des aérosols (T 2a = 1) on accède
facilement à une estimation de leur coefficient de rétrodiffusion atténué(cf Équa-
tion 3.15). En l’absence de nuage ou d’aérosol particulièrement atténuant sous la
couche étudiée cette méthode permet d’obtenir une valeur très proche du coefficient
de rétrodiffusion réel.
βatt,a,pi ≈ (Rdiff − 1)βm,pi (3.15)
3.3.2 Inversion backward et forward
Estimation a priori de T 2a (ou τ 2a)
Comme indiqué dans les équations des inversions backward et forward il est
nécessaire de connaître ou de faire une hypothèse sur l’épaisseur optique ou le
rapport LiDAR lié aux aérosols. Cette dernière information peut être obtenu par
mesure in situ grâce à des instruments transportés par ballon sonde ou par avion.
Cependant de telles mesures simultanées sont en général possible uniquement lors
de campagnes spécifiques. En dehors de ces périodes de campagnes les mesures de
télédétection passive par photomètre permettent de savoir quelle est l’épaisseur
optique des aérosols sur la totalité de la colonne atmosphérique. Auquel cas
le rapport LiDAR associé est généralement supposé constant et l’inversion est
contrainte sur la valeur de l’épaisseur optique.
Au cas où aucune de ces grandeurs n’est connue, tout repose sur l’étalonnage
du LiDAR. En effet si la constante système est parfaitement connue et qu’une
zone de signal moléculaire est visible au dessus d’une couche d’aérosols alors il est
possible de déduire à partir d’un profil Pu · z2 l’épaisseur optique liée à cette couche
d’aérosols. Cependant la constante système est rarement parfaitement connue ce
qui peut entrainer des erreurs importantes sur l’estimation de l’épaisseur optique
et/ou le rapport LiDAR. L’inversion utilisée sera ainsi choisie en fonction de la
bonne connaissance de la constante système et/ou des propriétés optiques des
aérosols.
Inversion backward
Pour obtenir des informations quantitatives il faut inverser le signal LiDAR en
utilisant la méthode développée par Fernald et améliorée par Klett [Fernald 1972]
[Klett 1981] [Fernald 1984]. Ce qui est appelé inversion backward correspond au
calcul le plus stable, et consiste à prendre comme point de départ de l’inversion une
altitude (zref ) la plus haute possible en altitude où les propriétés optiques du signal
sont connues. A une altitude z le coefficient de rétrodiffusion total s’exprime de la
façon suivante :
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β(a,m),pi(z) = βa,pi(z) + βm,pi(z)
= Pu(z)z
















= K ′ · T 2a
L’obtention du coefficient d’extinction des aérosols se déduit alors facilement :
αa(z) = LRa(z) · βa,pi(z)
= LRa(z) · (β(a,m),pi(z)− βm,pi(z)) (3.17)
Dans le cas où du signal moléculaire est disponible au dessus de la couche
d’aérosol et si l’épaisseur optique OU la constante système est connue, c’est
cette inversion qui est privilégiée. La zone de référence zref considérée est par
conséquent le signal moléculaire, ce qui permet de ne pas avoir d’hypothèse à faire
sur le coefficient de rétrodiffusion. La majorité des aérosols étant située en général
dans les cinq premiers kilomètres il suffit que l’altitude de référence soit quelques
kilomètre au dessus pour pouvoir considérer l’épaisseur optique fournie par les
photomètres.
Inversion forward
L’inversion forward est en général peu utilisée car il a été démontré [Klett 1981]
que cette méthode d’inversion est beaucoup plus instable que la précédente. Cepen-
dant deux situations peuvent mener à son utilisation :
• l’absence de zone moléculaire au dessus de la couche d’aérosols et la non
connaissance des propriétés optiques des aérosols à une altitude équivalente
• la présence d’une zone de signal moléculaire au dessus de la couche d’aérosols
et une mauvaise connaissance de l’épaisseur optique ET du rapport LiDAR
ET de la constante système
Dans la première situation le point de départ est à une altitude proche de la
surface (z0), ce qui ne nécessite que quelque changement de signe dans l’expression
précédente du coefficient de rétrodiffusion total (cf Équation 3.18). Outre l’hypo-
thèse à faire sur le rapport LiDAR ou sur l’épaisseur optique des aérosols, il faut,
en l’absence de mesures simultanée in-situ, faire également une hypothèse sur le
coefficient de rétrodiffusion des aérosols situés à l’altitude de référence zref . Pour
limiter les incertitudes liées au facteur de recouvrement il est préférable de prendre
une zone de référence à quelques centaines de mètres au dessus de la surface (en
fonction de l’architecture opto-mécanique du LiDAR), et d’utiliser la valeur du coef-
ficient de rétrodiffusion atténué qui devrait alors être très proche de la valeur réelle.
L’inversion sera donc très dépendante de la connaissance de la constante système.
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La divergence des calculs avec cette méthode peut alors être utilisée pour adapter la
normalisation jusqu’à obtenir une convergence vers une valeur d’épaisseur optique
ou de rapport LiDAR physiquement crédible.
Dans la seconde situation l’inversion sera contrainte par l’objectif de coefficient
de rétrodiffusion moléculaire dans la zone de signal associé. Là encore la divergence
de cette méthode de calcul sera mise à profit car si la constante système appa-
rente utilisée pour déterminer βpim+a(zref ) est trop éloignée de la réalité, l’épaisseur
optique et/ou le rapport LiDAR déduit sera physiquement peu crédible. La nor-
malisation sera donc adaptée jusqu’à l’obtention d’un coefficient de rétrodiffusion
moléculaire dans la zone sélectionnée.
β(a,m),pi(z) = βa,pi(z) + βm,pi(z)
= Pu(z)z

















Les corrections usuelles pour un système LiDAR ont été présentées, celles-ci
étant nécessaire pour pouvoir réaliser un étalonnage de l’instrument. Différentes ap-
proches ont également été décrites pour réaliser cet étalonnage. Dans le cas d’une
version non polarisée du LiDAR l’étalonnage se basant sur le signal moléculaire
est actuellement le plus fréquemment utilisée car moins soumis aux incertitudes de
certains traitements. Quant à la version polarisée les multiples sources de biais et
d’erreur ont été mises en évidence. Enfin les techniques de déterminations des pro-
priétés optiques des aérosols ont été explicitées en insistant sur la nécessité d’avoir
des mesures complémentaires simultanée pour connaître l’épaisseur optique des aé-
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Les chapitres précédents ont mis en place la théorie lié au signal LiDAR, et les
principaux paramètres opto-mécaniques sensibles ont été mis en évidence. La prise
en compte des contraintes liées à ce projet de déploiement de LiDAR autonome en
région arctique a conduit à la nécessité de concevoir un LiDAR émettant dans le
proche infrarouge à l’aide d’une diode laser.
A partir de cette contrainte, ce chapitre décrit les évolutions et optimisations
instrumentales qui ont été réalisées jusqu’à aboutir à l’obtention d’un LiDAR pos-
sédant des performances théoriques proches de celles requises. Les développements
liés aux aspects thermiques sont notamment abordés, ainsi que les adaptations
opto-mécaniques nécessaires à la réalisation d’une version polarisée du LiDAR.
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4.1 Objectifs
Le développement de ce LiDAR autonome va devoir prendre en compte dif-
férentes contraintes plus ou moins forte, liées au projet et à l’environnement de
fonctionnement, décrites plus en détail par la suite. Cependant ce développement
sera guidé par certains objectifs a minima :
• lors des mesures de jour avoir une portée en ciel clair de 5km
• obtenir au moins une mesure par jour pendant 2 ans
• déployer le maximum de bouées
4.2 Choix spectral
4.2.1 Source et émissions spectrales
Les conclusions tirées des modélisations du chapitre précédent et de la prise
en compte de certaines contraintes spécifiques au projet mènent au développement
d’un LiDAR présentant de grande similarités avec des systèmes actuellement très
répandus, les ceilomètres. A l’instar des LiDAR les ceilomètres émettent des impul-
sions lumineuses et analysent la lumière rétrodiffusée en se focalisant pour leur part
sur les intensités importantes correspondant aux nuages. Ces systèmes, dont l’ob-
jectif principal est de fournir des informations macrophysiques sur les nuages (base,
hauteur) émettent dans le proche infrarouge (910nm pour le CL31 de VAISALA
et 1064nm pour le CHM15k de Jenoptik) à une cadence de tirs élevée. Cependant
ces systèmes ne peuvent pas être utilisés tels quels pour le projet car, en dehors de
leur performances limitées, leur consommation est beaucoup trop importante pour
envisager un fonctionnement autonome sur batterie pendant 1 à 2 ans, même dans
le cas du CL31 qui utilise une diode laser.
Ces systèmes restent néanmoins d’actualité pour venir compléter les réseaux
de LiDAR sur les zones continentales comme l’indique une récente étude qui a
tenté d’évaluer les perspectives d’un maillage plus serré en Europe à l’aide de ceilo-
mètres [Wiegner 2014], ceux-ci étant bon marché en comparaison des LiDAR. Deux
systèmes (VAISALA@910nm et Jenoptik@1064nm) ont été analysés dans l’étude qui
a ainsi montré que les ceilomètres pouvaient effectivement contribuer au dévelop-
pement du réseau mais que leur apport se limiterait surtout à la structure verticale
nuageuse de la colonne atmosphérique et de la couche limite atmosphérique (CLA).
En effet un suivi de leur étalonnage sur des zones atmosphériques modélisables (ex :
signal moléculaire) nécessite beaucoup de temps en comparaison d’un LiDAR (il a
par exemple été montré qu’un ceilomètre CL31 a besoin d’une moyenne sur 3h pour
déterminer des aérosols jusque 6km lors de mesure de jour [Tsaknakis 2011]). Enfin
il y a une absorption non négligeable par l’eau autour de 900nm (cf Figure2.8), ce
qui rend en particulier le système de VAISALA sensible à l’humidité atmosphérique
et augmente les incertitudes sur ses données en l’absence de mesures en temps réel
du profil d’humidité (Chapitre 2).
La majorité des diodes laser actuellement répandues commercialement, donc à
moindre coût, émettent vers 900nm mais cela implique une faible amplitude du si-
gnal de rétrodiffusion moléculaire. Il existe heureusement d’autres longueurs d’onde
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également largement utilisées par exemple pour pomper des milieux amplificateurs
vers 808nm. Dans une moindre mesure il est également possible de trouver des diodes
laser émettant vers 790nm. Cependant dans un souci de limitation des coûts, de res-
pect de délais du planning de l’EQUIPEX et de limitations du nombre de compo-
sants optiques pour réduire les risques d’instabilité il n’était pas possible d’envisager
un développement interne de remise en forme du faisceau et d’injection dans une
fibre. La recherche de fournisseur s’est donc focalisée sur les systèmes déjà fibrés
émettant ces longueurs d’onde, ce qui réduisait considérablement le choix de source
disponible, notamment en termes de largeur spectrale.
4.2.2 Adaptation spectrale des deux voies : comparaison de deux
approches
Pour rappel, à focale et énergie données, l’obtention des meilleures performances
possibles passe par une réduction significative du bruit (cf Section 2.3.2.1). Il faut
ainsi que la largeur spectrale en réception soit très faible tout en étant au moins égale
ou supérieure à celle d’émission pour ne pas perdre de signal utile. Par conséquent
la largeur spectrale en émission doit être la plus faible possible. Pour réaliser cette
conditions deux approches sont possibles : forcer l’émission du semi-conducteur sur
un spectre fin, ou affiner le spectre en sortie de fibre en n’en sélectionnant qu’une
partie.
La première approche consiste à réaliser une rétroaction optique pour ne sé-
lectionner que certains modes et ainsi affiner le spectre. Le développement opto-
mécanique associé doit donc être réalisé par l’industriel puisqu’il doit être mise
en place avant l’injection dans la fibre. Différentes techniques basées sur les mon-
tages Littrow [Chann 2000] [Zhu 2005] ou Littman [Zhou-Ping 2007] ont été utilisées
pour réduire la largeur spectrale des diodes laser, et permettent d’obtenir une lar-
geur spectrale subnanométrique. Des variantes de ces mêmes montages utilisant des
réseaux de Bragg volumiques [Volodin 2004] [Pabœuf 2011] ont également montré
d’excellents affinements spectraux. Il faut toutefois noter que dans le cas des bar-
rettes de diode laser, nécessaires pour obtenir une puissance d’émission élevée, un
défaut inhérent à la fabrication ("smile effect" c’est à dire une courbure le long de
la barrette de diode) peut contraindre à effectuer quelques adaptations aux mon-
tages précédents [Talbot 2005] [Yang 2011]. L’avantage de cette première solution
est qu’il n’y a pas ou peu de perte de puissance de la diode laser "nue" puisqu’on
ne fait que favoriser certains modes au détriment des autres. L’inconvénient est que
cela réduit encore plus le choix des systèmes commercialement disponibles.
La seconde approche est plus "brutale". Elle consiste à filtrer l’émission en sortie
de la fibre à l’aide par exemple d’un filtre interférentiel ou d’un étalon Fabry-Perot.
L’avantage de cette méthode est une certaine facilité de mise en place qui peut être
réalisée indépendamment du fournisseur de la diode laser. Un autre avantage réside
également dans le choix plus important de diode laser commercial à large spectre (3-
5nm). En revanche l’inconvénient majeur est la perte d’énergie importante résultant
de cette sélection. En effet pour limiter au maximum le bruit lors des mesures de jour
et être performant un système LiDAR doit avoir une largeur spectrale d’émission
subnanométrique (cf Chapitre 2), inférieure à 0,2nm. Par conséquent cela signifie
4.2. Choix spectral 75
dans le cas d’un système à sécurité oculaire d’avoir une source pouvant émettre
une énergie par impulsion supérieure d’environ un facteur 20 à l’énergie autorisée.
D’après le tableau 2.3 dans le cas d’une source émettant vers 808nm sur une len-
tille de diamètre 75mm, cela signifie pouvoir émettre environ 60µJ par impulsion,
soit près de 600W crête pour des impulsions de 100ns. A ceci s’ajoute la contrainte
concernant les divergences de chaque voie qu’il faut minimiser. Pour rappel cela
correspond à une augmentation de la focale et/ou à une diminution du diamètre de
la fibre optique. Pour les lentilles commerciales une augmentation de focale signifie
une augmentation de diamètre pour garder une ouverture constante répandue (la
plus répandue est de 0,22 mais il est également possible de trouver 0,12). Étant
donné l’encombrement particulièrement limité sur la bouée (cf Section 4.3.2) il faut
réduire le diamètre de la fibre au maximum. En se limitant à une valeur maximale de
100µm (correspondant à la divergence du tableau 2.3 avec une focale de 150mmm),
il n’y a pas de système fibré commercial pouvant fournir autant d’énergie dans un
tel diamètre le maximum atteint étant en général (en fonction de la largeur spec-
trale) d’une centaine de watts crête. Une recherche technologique active a donc due
être réalisée pour connaître ce que les fournisseurs peuvent proposer.
4.2.3 Bilan
La grande majorité des diodes laser commerciales disponibles actuellement
émettent autour de 800nm ou de 900nm. Cette dernière longueur d’onde est utilisée
par des systèmes similaires aux LiDAR, les ceilomètres, pour lesquels des études
ont montré des inconvénients majeurs pour l’étude quantitative des aérosols et un
suivi de l’étalonnage du système. Par conséquent une émission autour de 800nm
est privilégiée pour le LiDAR du projet IAOOS. Puisqu’il est nécessaire de réduire
la divergence de la voie de réception, il faut que le diamètre de fibre soit infé-
rieur à 100µm, ce qui limite l’énergie disponible en sortie de fibre ne permettant
pas d’affiner le spectre en sortie de fibre. Cet affinement doit donc être obtenu
avant l’injection. Différentes techniques de rétroaction optique peuvent être utili-
sées pour réaliser celui-ci. Cependant ces méthodes requièrent un développement
opto-mécanique supplémentaire entre le composant émetteur et la fibre optique,
multipliant les délais et coûts de développement ainsi que les risques d’instabilité.
L’affinement spectral doit donc préférentiellement être réalisé par le fournisseur de
la diode laser avant l’injection.
Le modèle ainsi a priori recherché est fibré en 100µm maximum et émet vers
800nm avec un objectif de largeur spectrale inférieure à 0,2nm. Néanmoins ce type
de diode n’a pas été facilement trouvé et les tous premiers tests et développements
décrits par la suite ont été réalisés avec une diode laser "classique" émettant à 905nm
avec un large spectre (7nm).
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4.3 Développement et optimisation opto-mécanique
4.3.1 Maquette initiale
4.3.1.1 Architecture opto-mécanique
Cette toute première maquette a été fournie au LATMOS par l’entreprise Cimel
Electronique pour servir de base à des premiers tests. Elle présentait l’intérêt
de pouvoir être facilement modifiable grâce à la facilité d’accès aux différents
composants et surtout grâce à l’utilisation de pièces opto-mécaniques provenant
de chez Thorlabs donc facilement modulables. La maquette demandée possédait
déjà les modules de la version optimisée du LiDAR : une tête optique composée
de deux lentilles (émission et réception), une optique de filtrage, un détecteur et
une diode LASER. En revanche au contraire de la version bouée, cette maquette
n’était pas fibrée entre la lentille de réception LB et l’optique de filtrage. Seules
la diode LASER et l’optique de filtrage étaient fibrées respectivement à la tête
optique et au détecteur (cf Figure 4.1). Néanmoins il s’est très rapidement avéré
que l’inertie thermique de l’océan arctique allait devoir être mise à contribution
pour stabiliser les éléments thermiquement sensibles du LiDAR, dont font partie
les filtres optiques de l’optique de filtrage et la source. L’utilisation d’une fibre
optique entre la tête optique et l’optique de filtrage s’est donc très vite imposée,
pour pouvoir déporter cette dernière.
Ce premier LiDAR était très similaire au ceilomètre VAISALA puisque la
source utilisée était une diode laser émettant à 905nm en attendant de trouver
une source plus adaptée. Les lentilles d’émission et de réception ont eu dès
le départ un diamètre identique afin d’éviter des dissymétries mécaniques qui
auraient pu être sources de déformations importantes, et donc de dérèglement,
sous l’action des différences importantes de températures en arctique. Puisqu’il
était également nécessaire de limiter le coût total du système les optiques n’ont
pas pu être réalisées sur mesure, donc LA et LB ont dès le départ eu la même focale.
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Figure 4.1 – Schéma représentant les différents modules de la maquette initiale
du projet IAOOS. Au tout début seule la liaison optique entre la tête optique et
l’optique de filtrage était en espace libre, les autres étaient réalisées par des fibres
optiques pour des questions de facilité d’alignement. Ces fibres optiques s’avéreront
utiles par la suite pour déporter les éléments thermiquement sensibles dans le bas
du tube de la bouée, c’est pourquoi la fibre optique OF2 a été très rapidement
ajoutée entre le foyer de LB et L1.
Le choix de certains des composants de cette première maquette posait certains
problèmes :
• la fibre de 200µm de la source force le diamètre de OF2 a être supérieur ou
égal à 200µm, pour recouvrir l’ensemble du champ de vue d’émission ou tout
du moins tendre vers un recouvrement total.
• l’optique de filtrage a un grandissement unitaire donc, afin de maximiser la
transmission dans l’optique de filtrage, OF3 possède le même diamètre que
OF2. Or un tel diamètre n’est pas préconisé par le fournisseur Excelitas pour
l’utilisation de leur APD, et entraine potentiellement des pertes importantes
de couplage non quantifiées par le constructeur.
• la bande spectrale du filtre F1 utilisé au niveau de l’optique de filtrage n’est
pas adaptée à celle de la source. Elle est en effet plus beaucoup fine donc
coupe significativement le signal rétrodiffusé puisque l’équation 2.34 n’est
plus vérifiée. C’est un choix délibéré car si ce filtre avait une bande spectrale
aussi large que la source le bruit provenant du fond de ciel aurait été beaucoup
trop important pour les mesures de jour.
4.3.1.2 Électronique
Le détecteur utilisé pour le système IAOOS est une APD proposée par
l’entreprise Excelitas (SPCM AQRH) afin d’avoir un rendement élevé (>40%) dans
le proche infra-rouge. Plus concrètement le choix a été fait d’utiliser le modèle
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proposé par Excelitas d’une part parce qu’il a des performances parmi les meilleures
du marché et une utilisation très simple, et d’autre part car il est bien connu par
Cimel Electronique et équipe déjà leur LiDAR. La contrainte de sécurité oculaire
a conduit à un fonctionnement type "microLiDAR", donc à une cadence élevée de
tirs et une accumulation du signal rétrodiffusé d’un grand nombre d’entre eux.
Encore une fois dans un souci de limitation de coût et de durée de développement
le LiDAR utilise l’électronique développée par Cimel Electronique. D’autre part
l’expertise de Cimel Electronique dans le développement de système à très basse
consommation s’applique également à cette carte, ce qui facilite le respect de la
contrainte de limite de consommation globale pour le LiDAR IAOOS.
Concrètement le fonctionnement du LiDAR se traduit par un fonctionnement
pulsé de la diode LASER à une fréquence entre 4.6 et 4.7kHz (un fonctionnement
à 10kHz pourra être envisagé ultérieurement) avec des impulsions de largeur entre
100 et 200ns (résolution spatiale de 15 à 30m). A chaque photon détecté l’APD
émet une impulsion électrique qui est "comptée" par cette carte électronique (carte
de comptage) pendant une durée correspondant à une résolution spatiale de 15m, et
ceci pendant une durée totale correspondant à 30.72km, soit 2048 canaux de 15m.
Le profil le plus court temporellement récupérable correspond à l’accumulation des
photons dans ces 2048 canaux provenant de la rétrodiffusion de 4096 tirs, soit un
profil environ toutes les 0.8 seconde. Pour l’étude d’optimisation on considérera
un profil moyenné sur 600 profils (soit environ 10min de mesure). Si les évolutions
et optimisations instrumentales conduisent à un système très performant il sera
éventuellement possible de réduire cette durée afin d’économiser de l’énergie ou
d’augmenter la fréquence des mesures.
4.3.2 Définition de l’encombrement sur la bouée et conséquence
sur les performances
Le LiDAR est installé dans un tube de 3m de long et de 200mm de diamètre,
lui même encastré au milieu d’une coque de flottabilité d’environ 1,5m de diamètre
(cf Photo 4.2). A cause de l’alimentation limitée due à la nécessaire autonomie
du système il ne peut pas y avoir de régulation thermique globale des différents
sous ensembles du LiDAR pour les protéger du froid arctique. C’est pourquoi
les différents éléments sensibles (source LASER, détecteur, filtre optique, électro-
nique) seront installés dans le bas du tube afin de bénéficier de l’environnement
thermiquement stable de l’eau environnant le fond du tube (en moyenne -1.6oC).
Pour la même raison les batteries seront également dans le tube afin de se protéger
au maximum du froid extérieur (cf Figure 4.3). Dans le diamètre du tube il faut
que les lentilles d’émission et de réception ainsi que leur mécanique de maintien
puissent passer. Par conséquent des lentilles commerciales de 75mm de diamètre
(68mm de diamètre utile) et de focale 150mm ont été sélectionnées, possédant donc
une ouverture similaire aux fibres optique utilisées.
Ceci limite les possibilités d’emplacement de la tête optique (cf Figure 4.4)
supportant les lentilles d’émission et de réception qui est donc "repoussée" vers le
haut du tube. Les fibres optiques trouvent ainsi ici tout leur intérêt en permettant
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la liaison entre la tête optique et la source laser et l’optique de filtrage.
Figure 4.2 – Photo du tube bloqué dans une moitié de la flottabilité de la bouée.
La longueur finale (environ 3m) est obtenue en associant deux tubes qui sont fixés
de manière étanche l’un à l’autre au niveau du cimblot.
Figure 4.3 – 3D de l’intérieur de la partie basse du tube LiDAR (DT/INSU)
Figure 4.4 – Dessin 3D de la tête optique du LiDAR à simple rétrodiffusion IAOOS.
Dans le tube elle est localisée juste au dessus de la navette contenant les batteries et
les composants thermiquement sensibles (cf Figure 4.3)(d’après les plans de concep-
tion de la DT INSU).




timpulsion (ns) 200 200
taux de répétition (Hz) 4700 4700
ηdet (%) 25 +/- 5 25 +/- 5
Tr (%) 4 +/- 1 4 +/- 1
E (µJ) 5.6 +/- 0.2 3.2 +/- 0.2
Rr (mm) 45 +/- 2 34 +/- 2
L (mW.m−2.nm−1.sr−1) 2 2
dr (de) (µm) 200 +/- 5 200 +/- 5
fr (fe) (mm) 200 150
αr (dr/fr) (mrad) 1 +/- 0.05 1.3 +/- 0.07
∆λr (nm) 3 3
O 0.6 +/- 0.2 0.6 +/- 0.2
λ (nm) 905 905
CALRjour (km) (10min d’acquisition) ≈ 2.8 +/- 0.98 ≈ 1.7 +/- 0.59
CALRnuit (km) (10min d’acquisition) ≈ 10 +/- 3.4 ≈ 7.1 +/- 2.4
K (c.km3)/1000 ≈ 59 +/- 28 ≈ 19 +/- 9
TABLEAU 4.1 – Valeurs des différents paramètres apparaissant dans l’équation 2.31
pour estimer la CALR de chaque architecture. La perte de performance est signi-
ficative entre la première maquette livrée par Cimel Electronique et l’architecture
opto-mécanique autorisé par l’encombrement dans le tube du LiDAR.
Cette réduction de diamètre (100 à 75mm) pour chaque voie a fortement limité
les performances du système, c’est à dire une diminution théorique de la portée de
l’ordre de 60% d’après l’équation 2.35. Pour estimer les performances des deux ar-
chitectures on considère les valeurs du tableau 4.1 pour réaliser le calcul des CALR
de jour et de nuit (cf Équation 2.31) et des constantes système. Les résultats sont
indiqués au bas du même tableau. La transmission globale de la voie de réception Tr
est particulièrement faible principalement à cause de l’utilisation d’un filtre beau-
coup plus étroit spectralement que l’émission et de l’utilisation de fibre de diamètre
200µm au niveau du détecteur, ce dernier étant optimisé pour une utilisation avec
une fibre de diamètre maximal 100µm.
4.3.3 Évolutions majeures
4.3.3.1 Diminution de la longueur d’onde
A l’issue d’une importante veille technologique et de nombreux échanges avec di-
vers fournisseurs de source laser, une entreprise allemande réalisant des diodes laser,
DILAS, a accepté de nous prêter une de leur source. Jusqu’à présent leurs clients
achetaient cette source pour un fonctionnement en mode continu, par exemple pour
pomper le milieu amplificateur d’un laser. Un partenariat d’évolution de leur source
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a donc été mis en place, et en échange de leur prêt nous leur faisions un retour sur
les capacités de leur source en fonctionnement pulsé. Cette diode laser était initia-
lement fibrée par une fibre optique de diamètre 400µm dotée d’un embout SMA,
mais pouvait tout aussi bien être fibrée avec un diamètre 200µm entrainant une
perte de puissance en sortie de fibre qui pouvait être compensée par une adaptation
de l’alimentation. Les deux évolutions majeures apportées par cette source étaient
une longueur d’onde centrale (environ 808 nm) et une largeur spectrale (environ
3nm) inférieures à celles de la précédente source émettant à 905nm. Une telle lon-
gueur d’onde est moins sensible à la présence de vapeur d’eau, et la diminution de
la largeur spectrale conduit à une utilisation d’un filtre commercial plus fin dans
l’optique de filtrage sans pertes significatives du signal rétrodiffusé. Enfin le filtre
F2, beaucoup plus large que le filtre F1 a été supprimé car des observations compa-
ratives ont montré que sa présence ne limitait pas particulièrement l’amplitude de
la luminance diffuse.
L’utilisation de cette diode présentait l’avantage de ne pas modifier l’architecture
opto-mécanique de la bouée, que ce soit au niveau de la tête optique puisque le
champ de vue de l’émission n’a pas été modifié, ou au niveau de l’optique de fil-
trage, mis à part la suppression de F2 (cf Figure 4.5).
Figure 4.5 – Schéma représentant les différents modules de l’architecture opto-
mécanique du LiDAR installé dans la bouée IAOOS.
La diminution de la longueur d’onde d’émission était à double tranchant.
L’avantage était qu’en plus d’être moins sensible à la vapeur d’eau le système
devenait plus sensible à la diffusion par les molécules (augmentation du βmol
d’environ un facteur 1,6), ce qui tendait vers une amélioration de ces performances.
D’un autre côté cette diminution de longueur d’onde signifiait également un bruit
de fond de ciel plus élevé (facteur 2 à 3 en ciel clair cf Figure 2.7), ce qui ne
permettait pas a priori d’avoir un réel gain pour les mesures de jour (toutes
choses égales par ailleurs, le gain sur le coefficient de rétrodiffusion de Rayleigh est
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globalement compensé par l’augmentation de la luminance).
Cette nouvelle source était spectralement plus étroite et le filtre en réception
a pu être adapté à l’émission tout en ayant une meilleure transmission. D’autre
part les optiques L1 et L2 de l’optique de filtrage ont également été adaptées
afin d’améliorer la transmission. Ces différentes évolutions ont permis d’améliorer
significativement la transmission globale de la voie de réception.
L’évolution supplémentaire des autres paramètres liée au changement de
longueur d’onde conduit à l’obtention des portées indiquées dans le tableau 4.2. Il
n’y a pas le même facteur d’évolution pour les portées de jour et de nuit entre les
prototypes "905-F-BW7" et "808-F-BW3" car le bruit n’évolue pas entre les deux
configurations pour les mesures de nuit dont un exemple est montré sur la figure 4.6.
Paramètres Prototype "808-F-BW3"
timpulsion (ns) 200
taux de répétition (Hz) 4700
ηdet (%) 45 +/- 5
Tr (%) 15 +/- 5
E (µJ) 2 +/- 0.1
Rr (mm) 34 +/- 2
L (mW.m−2.nm−1.sr−1) 5
dr (de) (µm) 200 +/- 5
fr (fe) (mm) 150
αr (dr/fr) (mrad) 1.3 +/- 0.07
∆λr (nm) 3
O 0.6 +/- 0.2
λ (nm) 808
CALRjour (km) (10min d’acquisition) ≈ 2.1 +/- 0.8
CALRnuit (km) (10min d’acquisition) ≈ 12 +/- 4.3
K (c.km3)/1000 ≈ 73 +/- 36
TABLEAU 4.2 – Estimations de la valeur des différents paramètres apparaissant
dans l’équation 2.31 pour estimer la CALR du premier prototype de LiDAR IAOOS.
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Figure 4.6 – Profils de nuit corrigé du bruit, de l’altitude et du facteur géométrique
réalisés à Paris avec l’architectures opto-mécaniques de la bouée IAOOS. Ces obser-
vations ont été obtenues simultanément de nuit car nous disposions à cette période
de deux têtes optiques. Un système correspondait aux éléments du prototype "905-
F-BW7" (cf Tableau 4.1), et l’autre du prototype "808-F-BW3" (cf Tableau 4.2).
Les portées constatées (4-5km pour "905-F-BW7" et 8-9km pour "808-F-BW3") sont
correctes avec ce qui a été estimé théoriquement.
4.3.3.2 Réduction du bruit : diminution des champs de vue et affine-
ment spectral
Le fournisseur de diode laser, DILAS, a accepté de faire évoluer sa source en
adaptant un réseau de Bragg en transmission (affinement par rétroaction optique
de la longueur d’onde respectant la condition de Bragg [λB = 2∆.neff ] qui est
renvoyée dans la cavité du semiconducteur). Cette adaptation a permis l’obtention
d’une source fibrée présentant un affinement garanti par DILAS inférieur à 1nm.
Des mesures avec un spectromètre, étalonné sur l’écart connu du doublet du sodium,
ont montré que cet affinement était plutôt de l’ordre de 0.5nm, ce qui était cohé-
rent avec le procès verbal de mesures fournit par DILAS pour un fonctionnement
continu. Une telle valeur maximale de largeur spectrale a également été confirmée
par la mesure de transmission de l’optique de filtrage en utilisant un filtre de largeur
à mi-hauteur 0.6nm (proposé par l’entreprise Iridian) puisque le flux transmis cor-
respondait globalement à l’estimation théorique prenant en compte la transmission
du filtre et l’injection dans OF3. La diminution de la largeur spectrale en réception
entraine une diminution du bruit de fond de ciel et par conséquent une amélioration
des performances du système pour les observations de jour.
Le diamètre de la fibre restait un paramètre critique de ce système (cf Équa-
tion 2.35) car il définit avec la focale la divergence de la voie de réception. Par consé-
quent afin de réduire le bruit la source a été fibrée en 100µm. En effet ceci permettait
alors de fibrer également la réception en 100µm, tout en respectant la relation 2.3, et
donc de diminuer la divergence de la voie de réception. OF2 ayant à présent le même
84 Chapitre 4. Développement instrumental
diamètre que OF3, les lentilles L1 et L2 pouvaient redevenir identiques améliorant
ainsi l’injection dans OF3. Ceci a permis d’améliorer significativement(∼60%) la
transmission globale de la voie de réception (cf Tableau 4.3). Leurs focales et dia-
mètres ont été choisis pour limiter l’encombrement et le coût.
L’ensemble de ces évolutions conduisent aux portées indiquées dans le ta-
bleau 4.3. La portée théorique moléculaire est significativement améliorée (de 2
à 4km) (cf Tableau 4.3 et Figure 4.8) grâce à la réduction de la divergence et de la
largeur spectrale. En revanche la portée de nuit est uniquement influencée par la
variation de la transmission, ce qui explique l’évolution assez limitée (cf Tableau 4.3
et Figure 4.7).
Bien qu’en théorie ce système s’approche des exigences requises en terme de
portée moléculaire, c’est à dire 5 km pour les mesures de jour, celles-ci peuvent
difficilement être confirmées lors des observations de jour à cause de la variabilité
provenant des aérosols en terme d’atténuation et d’augmentation du bruit de fond
de ciel. Ce prototype a été finalisé quelques mois avant le premier déploiement en ré-
gion arctique et le début de la phase d’industrialisation de la vingtaine de systèmes
à déployer progressivement pour aboutir à un réseau permanent d’une dizaine de
bouée. Cette version correspond donc au LiDAR IAOOS le plus abouti sur lequel




taux de répétition (Hz) 4700
ηdet (%) 45 +/- 5
Tr (%) 25 +/- 5
E (µJ) 2 +/- 0.1
Rr (mm) 34 +/- 2
L (mW.m−2.nm−1.sr−1) 5
αr (dr/fr) (mrad) 0.67 +/- 0.03
∆λr (nm) 0.6
O 0.6 +/- 0.2
λ (nm) 808
CALRjour (km) (10min d’acquisition) ≈ 4.4 +/- 1.6
CALRnuit (km) (10min d’acquisition) ≈ 13.7 +/- 4.8
K (c.km3)/1000 ≈ 122 +/- 47
TABLEAU 4.3 – Estimations de la valeur des différents paramètres apparaissant
dans l’équation 2.31 pour estimer la CALR du second prototype de LiDAR IAOOS.
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Figure 4.7 – Profil de nuit corrigé du bruit, de l’altitude et du facteur géomé-
trique réalisé à Paris avec l’architectures opto-mécaniques de la bouée IAOOS. La
constante système atténuée évaluée sur une zone a priori moléculaire vers 6-7km
est d’environ 83. En considérant une atténuation (T 2a ) réaliste d’au moins 20%
par les couches inférieures d’aérosols (estimation réalisée d’après les mesures d’AE-
RONET), l’évaluation empirique de la constante système correspond à ce qui est
attendu théoriquement, c’est à dire environ 104 au lieu de 122.
Figure 4.8 – Profil de jour corrigé du bruit, de l’altitude et du facteur géométrique
réalisé à Paris avec l’architectures opto-mécaniques de la bouée IAOOS. La portée
observée n’est effectivement pas de 5km, mais ceci est dû à l’atténuation par les
aérosols et au bruit de fond de ciel plus élevé à cause du phénomène de diffusion au
sein de nuages plus hauts en altitude et au sein des couches d’aérosols.
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4.3.4 Développement d’une version polarisée
4.3.4.1 Adaptations opto-mécaniques
Une des particularités de l’atmosphère en région arctique est la présence de
nuage en phase mixte, c’est à dire possédant de l’eau liquide et de la glace. En effet
l’eau peut y être sous forme liquide jusqu’à des températures très négatives (par-
fois jusque -40oC) grâce au phénomène de surfusion. Cette particularité rend très
difficile la prise en compte de la nébulosité en arctique par les modèles et par consé-
quent l’obtention d’un bilan radiatif présentant des incertitudes limitées puisque la
diffusion/absorption dépendent de la phase de l’eau. C’est pourquoi dès qu’un pro-
totype de LiDAR à rétrodiffusion simple possédant les performances requises a été
obtenu, une variante polarisée a été étudiée. Cette évolution a aussi été réalisée en
partenariat avec l’entreprise française Cimel Electronique, avec la contrainte d’im-
planter deux fois plus d’éléments opto-mécaniques dans un environnement réduit.
Il fallait également trouver un moyen d’émettre en polarisation linéaire puisque ce
n’était pas le cas de la source fibrée utilisée (multimode sans maintien de polari-
sation). Une recherche technologique a permis de trouver un polariseur, possédant
les caractéristiques nécessaires, dont une bonne transmission (cf Figure 4.9) et une
résistance à des températures extrêmes, qui pouvait être adapté au niveau de la
tête optique directement à la sortie de la fibre d’émission sans élément optique sup-
plémentaire. Il fallait également séparer les polarisations dès la réception au niveau
de la tête optique, pour les mêmes raisons. Un cube séparateur a alors été mis en
place au niveau de la tête optique afin de séparer chaque polarisation dans une fibre
différente pour transmettre le flux jusqu’aux optiques de filtrage en bas du tube (cf
Figure 4.10).
Le principal problème avec cette approche d’obtention d’une émission polarisée
est la nécessité de pouvoir émettre plus d’énergie. En effet, en sortie de fibre, comme
les deux polarisations sont pratiquement équitablement réparties en terme d’éner-
gie, le polariseur va couper 50% de l’énergie. A cette perte s’ajoute sa transmission,
ce qui conduit à devoir émettre en pire cas, pour émettre la totalité de l’énergie
autorisée, environ 2,3 fois plus d’énergie que pour la version non polarisée.
A noter toutefois que le flux solaire parasite diffusé va lui aussi être divisé par
deux à la réception après avoir séparé la polarisation, ce qui va améliorer le rapport
signal sur bruit dans la voie en polarisation parallèle.
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Figure 4.9 – Courbes de transmission et de contraste entre la polarisation émise
et celle perpendiculaire (d’après la documentation technique de la société CODIXX
AG).
Figure 4.10 – Schéma de la version polarisée du second prototype du microLiDAR
IAOOS
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4.3.4.2 Performances, étalonnage et résultats
L’étalonnage du système a été réalisé d’après la méthode présentée dans la sec-
tion 3.2.2. Les profils d’étalonnage aux différents angles définis dans cette méthode
pour le premier système IAOOS polarisé sont indiqués sur la figure 4.11. En sup-
posant la présence d’une zone moléculaire entre 1000 et 1300m, les caractéristiques
du cube polariseur déduites de ces profils et de la méthode de calcul décrite précé-
demment sont :
• Ts : 1,62%
• Rs : 98,38%
• Tp : 97,61%
• Rp : 2,39%
La valeur de Tp est cohérente avec la fiche technique qui indique une transmission
supérieure à 90%. En revanche Rs ne correspond pas à la valeur du fournisseur qui
est sensée être supérieure à 99,5%. La valeur déduite ici par le calcul d’étalonnage
est néanmoins très proche. La constante V a été estimée à 1,139.
Figure 4.11 – Pu · z2 provenant d’observations nocturnes ayant servi à la calibra-
tion du premier LiDAR IAOOS polarisé, comme indiqué dans la méthode optimisée
de Liu [Liu 2013]. Pour chaque figure l’angle indiqué entre parenthèse correspond
ainsi à l’angle entre la polarisation émise et celle transmise par le cube en voie de
réception. Une zone entre 1 et 1.3km a été considérée comme correspondant à du
signal moléculaire (de dépolarisation 0.36%), afin de déterminer les caractéristiques
du cube séparateur. La constante V a été estimée à 1.139. Etant donné la dépola-
risation très faible par les molécules il peut être difficile de repérer une zone où la
dépolarisation théorique moléculaire puisse être atteinte (correspondant au rapport
minimum observé), ce qui peut fausser l’étalonnage.
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Une contamination par des aérosols de la zone moléculaire utilisée dans l’éta-
lonnage peut conduire à des erreurs relatives de Rs, Ts et V de l’ordre de quelques
pourcents, et de Rp et Tp de l’ordre de 100%. Les conséquence de ces erreurs sont
limités à une erreur relative d’une dizaine de pourcents lorsque la dépolarisation est
importante (>30%) et supérieure à 30% pour des dépolarisations inférieures à 10%.
D’après les caractéristiques du polariseur utilisé en émission (cf Figure 4.9)
il est envisageable de négliger le biais lié à l’émission d’une composante non po-
larisée. Celui lié au "cross-talk" n’a pour l’instant pas été précisément quantifié.
Enfin le désalignement entre les polarisations des voies d’émission et de réception
est pour l’instant estimé à 1deg, à cause de la mécanique imprécise. Ceci entraine
donc pour les plus faibles dépolarisations une erreur relative pouvant atteindre
100% [David 2012]. L’imprécision de cette mécanique peut également remettre en
cause l’utilisation de la méthode de Freudenthaler car celle-ci requiert une rotation
précise de 90deg. Il serait donc judicieux de réaliser à l’avenir des comparaisons avec
un étalonnage utilisant la méthode d’Alvarez [Alvarez 2006] consistant à mesurer
le rapport des signaux mesurés pour chaque polarisation en fonction de différents
angles de "désalignement maîtrisés".
Figure 4.12 – Observations de nuit réalisées avec le système relatif aux profils
d’étalonnage de la figure 4.11. En haut visualisation temporelle du logarithme de
Puz
2 de la voie de réception correspondant à la polarisation théoriquement parallèle
à celle émise. En bas dépolarisation correspondante en utilisant la méthode de
calibration décrite précédemment et notamment l’équation 3.13. La dépolarisation
au niveau du cirrus est globalement comprise entre 25 et 40%, ce qui est cohérent
avec les valeurs habituellement mentionnées dans la littérature pour ce type de
nuage [Reichardt 2002] [Chen 2002] [Del Guasta 2003].
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Des représentations temporelles de résultats obtenus avec cet étalonnage lors
d’une observation nocturne sur Paris sont données sur les figures 4.12 et 4.13.
Comme prévu la dépolarisation est limitée par le signal utile de la voie perpendi-
culaire. Par conséquent seule la dépolarisation liée au cirrus et la couche d’aérosols
de la couche limite est discernable au dessus de deux kilomètres d’altitude.
Figure 4.13 – Gauche : profil moyenné sur les 350 premières minutes de la période
représentée sur la figure 4.12. Une moyenne entre 1 et 1,3km sur ce profil fournit
une valeur de dépolarisation de 0,3%, donc proche de la valeur attendue pour une
zone qui avait été supposée comme correspondant à du signal moléculaire sur tous
les profils servant à l’étalonnage. Droite : profil moyenné sur les 30 premières mi-
nutes de la période représentée sur la figure 4.12. Les valeurs de dépolarisation sont
effectivement cohérentes pour un cirrus.
Étant donné leur coût beaucoup plus élevé, peu de LiDAR IAOOS polarisés
ont été fabriqués et déployés. Le premier d’entre eux a été déployé lors de la
campagne N-ICE2015 lors de laquelle il a fonctionné un peu plus d’un mois avant
d’être récupéré. Nous présenterons brièvement des premières analyses concernant
la version polarisée dans le chapitre 6.
4.4 Prise en compte de l’environnement arctique
4.4.1 Conception et optimisation d’une régulation thermique de la
source
L’ensemble des réglages des différents sous-systèmes opto-mécaniques du LiDAR
sont réalisés à température ambiante. L’écart de température avec les conditions
environnementales arctique peut donc facilement atteindre 40oC. Comme indiqué
précédemment une telle variation a été en partie limitée en positionnant les élé-
ments thermiquement sensibles dans le bas du tube et l’écart peut alors être réduit
à 25oC. Un tel écart peut malgré tout aboutir à une variation spectrale importante
des longueurs d’onde centrale d’émission (diode laser) et de réception (filtre interfé-
rentiel). La mise en place d’une régulation thermique à l’aide d’un Peltier était donc
indispensable, mais posait le problème d’une consommation potentiellement impor-
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tante. Cet aspect a été en partie résolu par la recherche d’un filtre interférentiel
peu sensible à la température. Nous avons obtenu ces filtres auprès du fournisseur
IRIDIAN. Ils possèdent un décalage spectral inférieur à 10pm/oC. Cette faible sen-
sibilité permet de ne pas avoir un effondrement de la transmission en présence de
variations thermiques d’une vingtaine de degrés mais cela va dépendre du réglage
initial (cf Figure 4.14). Il faut donc réaliser le réglage de l’optique de filtrage où se
situe le filtre IRIDIAN à une température la plus basse possible pour éviter une
déviation spectrale trop importante lors du fonctionnement en arctique.
Figure 4.14 – Transmissions du filtre IRIDIAN simulées en supposant que la source
présente un spectre gaussien de largeur correspondante aux mesures réalisées par
DILAS. A gauche sont représentés deux réglages en température ambiante abou-
tissant à des transmission élevées équivalentes. A droite est représenté l’effet d’une
diminution de température de 25oC sur le filtre, et la conséquence sur la trans-
mission. On a supposé ici qu’une diminution de température décale uniquement la
bande passante du filtre sans déformation. On s’aperçoit qu’en fonction du réglage
initial il est possible d’obtenir une diminution de 25% de la transmission lors du
fonctionnement du système en région arctique si le filtre est mal réglé initialement.
La source présente le même problème puisque la longueur d’onde centrale va
également se décaler lorsque la température va décroitre (cf Figure 4.15). Néan-
moins nous avons pu vérifier que la rétroaction optique due à la présence du réseau
de Bragg, dont la sensibilité thermique est généralement de l’ordre de 0.01nm/K,
était suffisante pour stabiliser une émission affinée de la diode laser sur quelques
degrés (globalement entre 1 et 11oC). Ceci laisse donc plus de choix pour la tempé-
rature de stabilisation de la source. Les spectres obtenus en fonction de différente
température ambiante sont indiqués sur la figure 4.15. Pour réaliser cette étude la
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diode laser a été placée dans une étuve et stabilisée au moins 1h avant de mesurer
le spectre. La largeur des pics est due à la fonction d’appareil du spectromètre uti-
lisé (Ocean Optics / USB2000+). En diminuant la température, un pic vers 801nm
apparaît correspondant à l’affinement réalisé par le réseau de Bragg installé dans
le module. La rétroaction optique n’est pas suffisante à 27oC ni en dessous de 1oC
pour aboutir uniquement à une émission de la longueur d’onde vérifiant la condi-
tion de Bragg. La sensibilité thermique de la diode laser sans le Bragg peut être
estimée en considérant les pics d’émission ne correspondant pas au Bragg à -5oC
et 27oC. Ils sont respectivement situés vers 797.2nm et 806nm, ce qui indique une
déviation d’environ 0.28nm/oC. Cette valeur est cohérente avec celle indiquée par
DILAS dans les documents techniques qui est de 0,27nm/oC.
Figure 4.15 – Spectres normalisés individuellement mesurés en sortie de fibre de
la source "808-F-BW1" pour différentes températures.
Une stabilisation thermique localisée sur un composant est en général réalisée
à l’aide d’une résistance chauffante ou d’un Peltier associé à une électronique de
contrôle. Etant donné qu’on ne peut pas prévoir toutes les situations thermiques
que peut subir la bouée en fonctionnement il est nécessaire de prévoir le cas où
un refroidissement de la diode laser est nécessaire, ce qui nous a amené à consi-
dérer l’utilisation d’un Peltier (cf Figure 4.16) plutôt que d’une simple résistance
chauffante. Les systèmes clef en main de l’entreprise Wavelength Electronics ont été
privilégiés car ils étaient déjà utilisés, et donc validés, pour de nombreuses appli-
cations par la Divison Technique de l’INSU. Néanmoins l’utilisation de ce type de
régulation thermique peut considérablement augmenter la consommation du sys-
tème. Par conséquent pour limiter celle-ci il a fallu mettre en place une bonne
isolation thermique de la diode laser et limiter au maximum les périodes néces-
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sitant un refroidissement de la source, car le rendement de refroidissement d’un
Peltier est très inférieur à celui de chauffage. La température de l’eau en arctique
ne pouvant pas descendre en dessous de -1.8oC et ne s’élevant en général pas au
dessus de 5oC (cf mesures de température réalisées lors des campagnes Barneo 2014
et N-ICE 2015), la température de consigne de la régulation thermique a été fixée
à 6 oC.
Figure 4.16 – Haut : schéma du montage de régulation thermique mis en place
autour de la diode laser. On pourra noter la thermistance qui est insérée à l’intérieur
du module pour être au plus près du composant à réguler. Un capot maintient la
mousse autour du module sans trop la compresser, et permet également de bien
le plaquer contre le Peltier. Celui-ci est positionné au plus proche de la position
de l’émetteur à l’intérieur du module pour diminuer la durée d’obtention de la
température de consigne. Le support n’est pas à l’échelle sur le schéma. Bas : photo
de la diode LASER encapsulée dans de la mousse maintenue par un capot.
Le choix de ces différents développements a été validé par la mesure de l’évolu-
tion du courant et de la température interne du module lorsque celui-ci était soumis
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à un environnement de -5oC (cf Figure 4.17) qui peut se produire si le fond du tube
de la bouée est pris dans la glace. Sur 11 minutes de fonctionnement la puissance
moyenne totale requise pour le fonctionnement du LiDAR est de 14W. Cette puis-
sance moyenne appliquée pendant environ 35s permet d’atteindre la température
recherchée. Ceci permet de commencer la stabilisation thermique une minute avant
le début de l’observation. A l’issue de cette minute la différence entre la température
à proximité du composant émetteur et la température de consigne est de 10%, ce
qui n’aura donc aucune conséquence d’un point de vue spectral, et donc en terme
de transmission au niveau de l’optique de filtrage.
Figure 4.17 – Haut : courbe d’évolution du courant de l’ensemble du LiDAR.
L’avantage de l’électronique de régulation utilisée est d’adapter le courant d’ali-
mentation du Peltier en fonction de la différence entre la température réelle et la
température de consigne. Ceci permet donc d’éviter des pics de courant et des va-
riations brutales de température comme ça peut être le cas avec d’autres système
de régulation disponibles dans le commerce. Bas : courbe d’évolution de la tempé-
rature interne du module source mesurée par la thermistance positionnée comme
l’indique la figure 4.16.
4.4.2 Conception d’un système de chauffage du hublot du tube
LiDAR
4.4.2.1 Première version
Un des problèmes auxquels sont confrontés les systèmes déployés en région arc-
tique est la formation de givre et/ou le dépôt de neige. Ceci est particulièrement
critique pour le LiDAR puisque l’émission et la réception se font par l’intermédiaire
d’un hublot fermant de façon étanche le tube. Pour éviter un dépôt trop important
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ce hublot a été incliné de 25o afin de favoriser le glissement et la chute de la neige
et de l’eau. Néanmoins cette inclinaison ne peut empêcher la formation de givre.
La Division Technique de l’INSU a donc testé et mis en place sur la face interne
du hublot une résistance chauffante produite par la société Holroyd, consommant
30 watts, dont la forme n’occulte pas les voies d’émission et de réception (cf Fi-
gure 4.18). Les tests consistaient globalement à humidifier la face externe du hublot
et à mettre celui-ci dans une étuve à diverses températures négatives. Les résultats
ont montré qu’il était envisageable d’observer la fonte du givre sur une vingtaine
de minutes de chauffage pour une température externe de -10oC.
Figure 4.18 – Photo du hublot monté sur son porte hublot avec une inclinaison
de 25o et équipé de sa résistance chauffante rouge collée sur sa face interne. Les fils
d’alimentation de la résistance sont visibles à travers le hublot. Ceux-ci sont fixés
le long de la face interne du tube et descendent se connecter aux batteries.
4.4.2.2 Évolution
Les premiers déploiements ont mis en évidence la non représentativité de ces
tests réalisés en laboratoire vis à vis des conditions réelles arctiques, et par consé-
quent un manque d’efficacité du système de chauffage a été constaté (cf Chapitre 5
et 6). La cause principale est la très faible conductivité thermique du verre utilisé
qui est du borosilicate : 1,2W.K−1.m−1. En effet dans la première version du hublot
celui-ci est chauffé par une de ces faces et la chaleur est transmise sur les zones où
passe le faisceau uniquement par l’épaisseur du verre. Deux modifications majeures
ont été réalisées pour obtenir une version améliorée du système de chauffage :
• remplacement du borosilicate par du saphir qui est un verre beaucoup plus
conducteur (environ 40W.K−1.m−1). Cependant ce verre pose un problème
pour les versions polarisées car il est biréfringent. Il faut donc faire attention
à l’axe de propagation par rapport à celui du saphir. Par conséquent cette
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version de hublot ne sera utilisée dans un premier temps que sur les versions
non polarisées.
• utilisation de deux petits hublots plutôt qu’un unique de grand diamètre
pour réduire les coûts. Leur épaisseur a ainsi pu être réduite sans mettre
en danger leur résistance. De plus ils ont été encastrés et collés dans une
plaque d’aluminium avec une colle de bonne conduction thermique. La plaque
d’aluminium sur laquelle est collée la résistance chauffante est largement plus
conductrice que le borosilicate et favorise ainsi la conduction de la chaleur
vers les hublots. L’ensemble de présente pas d’aspérité mais le givre peut se
former préférentiellement sur la partie métallique.
Figure 4.19 – Photo du nouveau système chauffant. Les deux hublots en saphir
sont légèrement teintés car un traitement anti-reflet a été appliqué. Ils sont encastrés
dans une plaque d’aluminium ici peinte en noire, au dos de laquelle est collée la
résistance chauffante rouge qu’on pouvait voir à travers le hublot de la première
version.
Des tests en étuve ont été réalisés en mettant sur la même structure un hublot
en borosilicate et un hublot en saphir, et en mesurant la température au centre des
surfaces libres. Les résultats indiquent une amélioration très nette de l’efficacité de
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chauffage, grâce à la meilleure conductivité thermique, quelle que soit la tempéra-
ture ambiante (cf Figure 4.20). Le revers de la médaille est qu’une fois l’alimentation
de la résistance chauffante coupée la température diminue beaucoup plus rapide-
ment dans le cas du hublot en saphir. Ce système ne permet toutefois un dégivrage
efficace que jusqu’à une température ambiante de -10oC à -15oC.
Figure 4.20 – Évolution temporelle de la température au centre des hublots de sa-
phir et de borosilicate pour différentes températures ambiantes. Dans le cas d’une
température initiale de -20oC l’enregistrement a été maintenu après l’arrêt du chauf-
fage vers 950s.
4.4.3 Consommation et énergie disponible
Les batteries présentent dans le tube se répartissent en 15 paquets identiques
de piles lithium (3.6V / 8Ah à -10oC). Ces paquets sont connectés en série, et leurs
piles sont organisées de la façon suivante :
• 2 x 2 piles (connectées en série) en parallèle : 7.2V / 16Ah ⇒ 115.2Wh :
alimentation du cerveau atmosphère et de l’Optical Depth Sensor (ODS).
• 2 x 7 piles (connectées en série) en parallèle : 25.2V / 16Ah ⇒ 403.2Wh :
alimentation du microLiDAR et du chauffage du hublot.
Par conséquent pour le LiDAR l’énergie disponible est de : 6048Wh.
Considérons alors la situation la plus contraignante qui consisterait à avoir un
environnement thermique de -5oC, et un chauffage du hublot de 10 minutes avant
chaque observation. Le LiDAR fonctionne pendant onze minutes, la première étant
destinée à réguler thermiquement la diode laser. Ainsi une observation va corres-
pondre à une consommation de 7.75Wh, ce qui, réalisé quotidiennement, représente
sur une année une consommation globale d’environ 2829Wh.
Il est ainsi théoriquement possible de réaliser deux observations par jour pen-
dant un an dans un environnement à -5oC et avec un pré-chauffage systématique du
hublot. Si on n’utilise pas le chauffage du hublot, alors la fréquence peut augmenter
jusque 6 observations quotidiennes pendant un an. Enfin si on on chauffe le hublot
la moitié de l’année il est possible de faire trois mesures par jour, ce qui laisse une
marge d’environ 250Wh.
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4.5 Détection de problèmes avant déploiement et évo-
lutions opto-mécaniques associées
La bouée a été préalablement envoyée à Longyearbyen (ville de l’archipel norvé-
gien Svalbard) afin d’y assembler le tube LiDAR. Ceci a permis d’avoir un premier
contrôle de la stabilité mécanique du système après le long trajet depuis Brest en
camion et bateau qui engendre beaucoup de vibrations et chocs. Il s’est avéré que la
tête optique du LiDAR s’était déréglée lors de ce trajet, ce qui pouvait s’expliquer
pour plusieurs raisons :
• le vernis de blocage n’est pas suffisant pour réellement bloquer les vis de
réglages permettant l’alignement des deux voies. Il a alors été décidé pour les
systèmes suivants d’utiliser sur l’ensemble des pièces mobiles de la colle époxy
"3M 2216" permettant de coller très efficacement et de très bien supporter
des variations thermiques importantes.
• il y avait un jeu mécanique au niveau de la fibre optique de réception, car la
clef du connecteur FC/PC de la fibre était plus fine que l’encoche correspon-
dante sur la voie de réception au niveau de la tête optique
• les montures opto-mécaniques Thorlabs se fixent sur des barreaux par utilisa-
tion de vis qui viennent les aﬄeurer. Il avait été décidé d’utiliser des barreaux
en carbone afin de limiter au maximum la dilatation thermique, mais le pro-
blème de ce matériau est qu’il est relativement "mou", ce qui ne permet pas de
bloquer précisément et durablement les montures. Les systèmes suivants sont
donc plutôt équipés de barreaux en acier inoxydable, ce qui ne pose pas non
plus de problème de dilatations étant donné les faibles longueurs utilisées.
Le système a donc dû être réaligné à l’abri dans un entrepôt à Longyearbyen
dans des conditions atmosphériques qui n’étaient pas optimales, en particulier
parce qu’il ne fait jamais nuit à cette période de l’année donc le bruit total ne se
limitait jamais au bruit électronique.
L’ensemble du matériel a alors été rassemblé et préparé pour le dernier trajet
en avion le 13 avril 2014 entre Longyearbyen et le camp russe de Barneo (un peu
plus de 88oN au moment de l’atterrissage) où l’alignement du LiDAR a été une
nouvelle fois contrôlé depuis la tente en pleine tempête avant le déploiement (cf
Figure 4.21). A cause du dérèglement dû au trajet Paris-Longyearbyen et du temps
disponible limité à Longyearbyen il n’a pas été possible pour ce premier système de
réaliser des observations qui auraient pu servir de référence au moment de l’analyse
des données. Cette première dérive d’une bouée IAOOS multi-instrumentée a duré
environ 7 mois et demi, du 14 avril 2014 au 2 décembre 2014.
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Figure 4.21 – Gauche : re-réglage du LiDAR dans un entrepôt à Longyearbyen
à 72h du déploiement sur le camp russe de Barneo. Droite : matériel prêt à être
chargé sur l’avion russe reliant Longyearbyen et Barneo.
4.6 Conclusion et perspectives d’évolution
La conception a été guidée vers le développement d’un système basé sur une
diode laser émettant dans l’infrarouge, de façon proche des ceilomètres de l’entre-
prise finlandaise VAISALA utilisant une diode émettant à 905nm. Cette longueur
d’onde rendant ces systèmes sensibles à la concentration en vapeur d’eau, nous
avons trouvé une source possédant une longueur d’onde plus faible pour éviter l’ab-
sorption par H2O. Cette source présente l’avantage d’être plus sensible à la diffusion
de Rayleigh, réduisant l’accumulation temporelle de données sur plusieurs dizaines
de minutes nécessaire pour l’étalonnage sur le signal moléculaire.
En l’absence de diode émettant vers 800nm, les développements instrumentaux
ont débuté par la prise en main d’une maquette non optimisée émettant à 905nm.
Celle-ci a été progressivement optimisée dès l’obtention d’une première source ré-
pondant mieux aux besoins spectraux, notamment en adaptant spectralement les
deux voies et en prenant en compte l’encombrement. Puis une évolution réalisée
par le fournisseur a permis d’obtenir une largeur spectrale garantie inférieure à
0,6nm. La réduction de la largeur spectrale en réception associée à la réduction de
la divergence ont permis de réduire considérablement le bruit lors des mesures de
jour. L’ensemble de ces développements a finalement abouti juste avant le premier
déploiement à un système dont la portée en ciel clair est d’au moins 4km et 10km
respectivement pour les observations de jour et de nuit. A noter que lors de l’acqui-
sition et du traitement, une moyenne des canaux pourra permettre d’améliorer les
performances.
D’autre part des développements instrumentaux ont également été réalisés pour
prendre en compte les conditions thermiques de la région arctique. Bien que la
source soit positionnée en bas du tube pour bénéficier de la relative thermalisation
de l’eau environnante, celle-ci n’est pas suffisamment proche de celle du laboratoire
pour réaliser précisément les réglages. Un dispositif Peltier a donc été mis en place
afin de contrôler la température de la diode laser et d’avoir la même lors des réglages
et du fonctionnement. Les instruments déployés en région arctique sont également
en général soumis à des problèmes de givre. Un système de chauffage du hublot a
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donc été développé en parallèle par la Division Technique de l’INSU dans le but
d’obtenir un hublot clair avant le tir LiDAR. Cependant les premiers déploiements
ont mis en évidence l’inefficacité de la première version de chauffage. Une seconde
version montrant des résultats beaucoup plus prometteurs en laboratoire a donc été
développée afin d’équiper les systèmes qui ont été déployés en été 2015.
Bien qu’un système ait pu être développé avec des performances théoriques
acceptables dans des conditions idéales, des optimisations sont toujours possibles.
D’une part réduire la largeur spectrale de la source en dessous de 0.1nm, ce qui de-
vrait permettre de gagner un facteur théorique d’environ 1.6 sur la portée LiDAR
(dans le cas où ni la transmission ni l’énergie ne sont dégradées). Une telle source a
été approvisionnée en octobre 2015 par la société Cimel Electronique et des résultats
devraient donc être très prochainement disponibles. Il est également envisageable
de fonctionner à une fréquence plus élevée (10kHz) pour augmenter le nombre de
mesure, si on souhaite se concentrer exclusivement sur les 15 premiers kilomètres au
dessus de la surface, ce qui est en général suffisant pour détecter toutes les structures
d’aérosols et de nuages. Enfin la portée de la dépolarisation fournie par la version
polarisée doit être améliorée. D’un point de vue strictement moléculaire cette por-
tée est définie par celle de la voie perpendiculaire, et est donc en théorie quasiment
nulle en air clair car le système n’est sensé détecter que la raie Cabannes. Des études
doivent être menées pour comparer les méthodes d’étalonnage de Freudenthaler et
de Alvarez, afin de déterminer la meilleure solution pour la version polarisée du
LiDAR IAOOS et ainsi réduire au maximum les biais.
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Dans la partie précédente le besoin d’information sur la structure verticale de
l’atmosphère en arctique a été mis en évidence. Ce type d’information peut être ob-
tenu grâce à de la télédétection active par LiDAR qui est donc l’instrument retenu
pour être développé afin d’étudier l’atmosphère arctique dans le cadre de l’EQUI-
PEX IAOOS. Une modélisation simple du système a été réalisée et, en dépit des
nombreuses contraintes liées au projet, un prototype optimisé possédant des per-
formances proches de celles recherchées a été réalisé fin 2013.
Ce chapitre présente les résultats obtenus dans le cadre des deux premières
campagnes menées en 2014 (camp russe de Barneo) et 2015 (campagne norvégienne
N-ICE). Des mesures annexes aux mesures LiDAR permettent un suivi de l’ins-
trument et, éventuellement, un ajustement des stratégies d’analyses. Ces mesures
correspondent entre autre au suivi des températures à différents endroits du tube
LiDAR, dont le bas du tube où sont localisés les composants sensibles, mais égale-
ment au suivi des positions de la bouée fournies par le GPS. Avant de s’intéresser
aux résultats géophysiques dans le chapitre suivant il est nécessaire de s’assurer du
bon étalonnage de l’instrument. Ce chapitre reprend donc les différentes méthodes
d’étalonnage décrites précédemment afin de déduire la constante d’étalonnage pour
chaque système. Un phénomène de givrage du hublot fermant le tube a été mis
en évidence avec comme conséquence le changement de la constante effective du
système. Une correction a été mise en place afin d’obtenir une estimation de cette
constante système dans les cas de givre faible à modéré. A partir de la détection
du givre une sélection de profils exploitables pour chaque période d’observation est
finalement réalisée.
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5.1 Contexte et type de données
5.1.1 Lieux de déploiement et description des systèmes
5.1.1.1 Premier déploiement : camp russe Barneo (avril 2014)
Pour le premier déploiement d’une bouée IAOOS totalement équipée la version
polarisée du LiDAR n’était pas encore prête donc c’est un LiDAR à simple
rétrodiffusion qui a été déployé correspondant à la version du second prototype
(cf Chapitre 4). Cette première bouée multi-instrumentée a été entièrement
réalisée et intégrée par les différents acteurs du projet provenant de la Division
Technique de l’INSU, du LOCEAN et du LATMOS. Le LiDAR de cette première
bouée multi-instrumentée a fourni des observations de mi-avril à fin novembre 2014.
Figure 5.1 – Equipe en charge du premier déploiement devant la première bouée
déployée (au centre) et de la caméra (à droite) ayant fourni des photos journa-
lières régulières de la bouée et de son environnement. Sur cette photo de gauche à
droite : Nicolas Geyskens (DT/INSU Meudon), Antoine Guillot (DT/INSU Brest),
Christine Provost (LOCEAN), Nathalie Sennechael (LOCEAN) et moi même.
5.1.1.2 Second déploiement : campagne N-ICE (janvier 2015 - juin
2015)
Les deux versions ont été déployées pendant cette seconde campagne. Celle-ci
avait pour objectif principal l’étude de la "jeune" glace de mer, notamment son
influence sur les échanges d’énergie avec l’océan, la transmission du rayonne-
ment solaire et les conséquences sur l’écosystème. Cette campagne, organisée
par le Norwegian Polar Institute (NPI), présentait l’intérêt pour IAOOS de
106 Chapitre 5. Premiers déploiements : analyses instrumentales
pouvoir être proche des bouées pendant leur fonctionnement puisque le bateau
norvégien LANCE était pris dans la glace à proximité du camp de mesures
océanographiques et atmosphériques. Il a donc été possible de multiplier les
mesures océanographiques et de surveiller l’intégrité de la bouée pour son premier
fonctionnement durant une longue période en hiver arctique. La campagne a en
effet débuté fin janvier 2015 jusque juin 2015, divisée en 7 legs (c’est à dire 7
"périodes de temps", les trois premières ont duré 6 semaines et les 4 suivantes
3 semaines). Cependant à cause de fréquentes tempêtes et de formations de
crêtes de compression et de "leads" (fracturation de la glace), le camp a dû
régulièrement être levé pour être réinstallé à un autre endroit quelques jours plus
tard. Ceci a notamment entrainé lors du premier leg "l’abandon" de la version
non polarisée (déployée à proximité de la version polarisée (cf Figure 5.2)) qui
a alors dérivé seule avant d’être récupérée quelques semaines plus tard. Les
données sont donc parcellaires et peu nombreuses pour chaque version malgré la
longue durée de la campagne, en particulier pour la version polarisée qui a été
ramenée à Longyearbyen à l’issue du second leg car il n’y avait pas suffisamment
de ressources humaines pour pouvoir déployer deux bouées pendant le troisième leg.
Figure 5.2 – Image satellite du camp établi lors du premier leg de la campagne
N-ICE2015. Sur la droite du bloc de glace la trace du bateau (le LANCE) lorsqu’il
s’est encastré est visible. Les deux bouées sont à environ 800m l’une de l’autre.
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Les différentes dérives et périodes correspondantes pour chaque campagne sont
indiquées dans le tableau suivant :
Campagne Version Dérive 1 Dérive 2
Barneo 2014 non polarisée(IAOOS 3) 14/04/2014 (3h) - 01/12/2014 (15h) -
N-ICE2015 non polarisée(IAOOS 4 et 7)
23/01/2015 (3h) - 24/03/2015 (15h)
(166 profils)
27/04/2015 (3h) - 04/06/2015 (3h)
(73 profils)
N-ICE2015 polarisée(IAOOS 6)
27/01/2015 (3h) - 21/02/2015 (3h)
(45 profils)
07/03/2015 (21h) - 15/03/2015 (15h)
(16 profils)
TABLEAU 5.1 – Description des périodes de dérive de chaque campagne et de la
version du système qui a été déployée.
5.1.2 Données concernant le système et conséquence sur les stra-
tégies d’analyse
5.1.2.1 Données système
En plus du LiDAR le tube contient également une chaîne de thermistances,
deux accéléromètres, et une sonde d’humidité. Outre les mesures fournies par ces
capteurs secondaires les données reçues comprennent également les valeurs du cou-
rant consommé par le LiDAR à un instant donné, et de la tension des batteries
(cf Tableau 5.2). Les informations apportées par toutes ces données permettent de
réaliser un suivi du système déployé tout au long de sa dérive et d’éventuellement
détecter un dysfonctionnement ou de comprendre la/les cause(s) d’une perte de si-
gnal. Un dysfonctionnement peut par exemple se traduire par une surconsommation
du LiDAR, mais peut aussi très bien être naturellement dû à une hausse du signal
global (augmentation de la consommation de l’APD) associée à une baisse de tem-
pérature (hausse de consommation du système Peltier de régulation de la source).
Cette température est fournie par la chaîne de thermistances disposée le long de la
face interne du tube (cf Figure 5.3) permettant notamment de confirmer la stabilité
thermique dans le bas du tube (courbe bleue), avec une température moyenne sur
la campagne Barneo de -2.6oC. Une bonne thermalisation a également été constatée
sur la première période de la campagne N-ICE2015, avec une moyenne de -2.4oC
dans le bas du tube malgré les températures très basses en surface et les variations
brutales (jusqu’à +35oC en 5 jours). Des légères hausses de températures régulières
sont visibles dans le bas du tube, correspondant à la mise en route du chauffage
du Peltier régulant la source du LiDAR. Lors de la campagne Barneo des valeurs
plus négatives entre le 275ième et le 320ième jour Julien correspondent également à
une période où l’inclinaison du tube était très importante. On suspecte alors une
remontée vers la surface du fond du tube qui ne trempait donc plus dans l’eau, avec
peut être la formation d’une gangue de glace. La connaissance de l’inclinaison est
fournie par les accéléromètres, permettant ainsi de corriger les mesures pour obtenir
l’altitude réelle des nuages et aérosols détectés (cf Figure 5.3). Il existe en outre des
périodes lors desquelles la bouée est très inclinée, à la limite de l’horizontale, ce qui
peut s’expliquer par la formation de crêtes de compression ou de "leads" (canaux
plus ou moins larges d’eau libre dans la banquise(cf Figure 5.4)) lors du mouvement





de valeur Signification Plage/unité
1 1 numéro du paquet LiDAR 1 - N
2 29 jour (du mois) 1 - 31
3 4 mois 1 - 12
4 14 année (relative à 2000) 14 –
5 3 heure séquence 0 - 23
6 1 minute séquence 0 - 59
7 4 seconde séquence 0 - 59
8 -4.5 thermistance 1 (bas) °C
9 -9.9 thermistance 2 (bas) °C
10 -13.4 thermistance 3 (bas) °C
11 -13.4 thermistance 4 (bas) °C
12 -13.6 thermistance 5 (bas) °C
13 -11.9 thermistance 6 (bas) °C
14 0.7 angle d’inclinaison (axe X) °
15 0.8 angle d’inclinaison (axe Y) °
16 -8.3 température interne inclinomètre °C
17 11.8 humidité relative interne (au niveau de la carte cerveau) %
18 -13.3 température du capteur d’humidité °C
19 3 heure de fin de mesure h
20 11 minute de fin de mesure min
21 14 seconde de fin de mesure s
22 70 N premiers canaux résultantde la moyenne spatiale suivante...
23 1 moyenne unitaire
24 85 N canaux suivants
25 2 moyenne sur 2 canaux
26 140 N canaux suivants
27 4 moyenne sur 4 canaux
28 50 N canaux suivants
29 8 moyenne sur 8 canaux
30 35 N canaux suivants
31 14 moyenne sur 14 canaux
32 380 nombre total de canaux d’un profil LiDAR
33 600 nombre de profils moyennés temporellement (ici environ 10min d’acquisition)
34 24.1 tension des piles LIDAR V
35 0.445 courant des piles LIDAR à un instant donné A
36 4.001 (tension supplémentaire annexe 4) V
37 3.002 (tension supplémentaire annexe 5) V
38 2.15 (tension supplémentaire annexe 6) V
39 0.998 (tension supplémentaire annexe 7) V
40 350 durée cumulée de fonctionnement du chauffageen mode batterie interne minute
41 20 durée cumulée de fonctionnement du chauffageen mode batterie externe minute
TABLEAU 5.2 – Ensemble des données répertoriées dans le fichier d’observation
LiDAR, obtenu à partir des profils correspondant au signal reçu par le système et
à l’écart type temporel pour chaque canal.
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Figure 5.3 – Haut : Barneo 2014 : inclinaisons fournies par les deux accéléro-
mètres. Milieu : Barneo 2014 : températures fournies par la chaîne de thermistances
à l’intérieur du tube. Bas : N-ICE2015 : températures fournies par la chaîne de
thermistances à l’intérieur du tube pendant la campagne N-ICE 2015 durant la
première dérive de la version non polarisée.
Enfin la bouée possède plusieurs systèmes GPS permettant de suivre sa dérive.
Ce suivi a été possible lors de cette première campagne jusque début décembre
2014 (environ 8 mois), période à laquelle le signal a été perdu définitivement dans
une région proche du nord du Svalbard (cf Fig 5.5). Ces signaux GPS ont égale-
ment permis de suivre les dérives des bouées lors de la campagne N-ICE2015 (cf
Figure 5.6).
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Figure 5.4 – Bouée IAOOS 4 sur le point d’être récupérée lors de la campagne
N-ICE 2015. Cette photo montre clairement les conséquences possible des crêtes de
compression et des "leads" sur l’inclinaison de la bouée.
Figure 5.5 – Positions GPS relevées lors de la première campagne en 2014, et
report de la dérive sur une carte simplifiée centrée en longitude sur le pôle Nord
et le Svalbard (les nombres entre parenthèses correspondent aux jours juliens). On
pourra remarquer l’aspect fragmentaire des données GPS au début de la dérive, à
cause d’une mauvaise communication avec le réseau IRIDIUM aux latitudes très
élevées.
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Figure 5.6 – Positions GPS relevées lors de la seconde campagne en 2015. Les
repositionnements successifs des bouées ont abouti à deux périodes de dérive plus
ou moins longues pour chaque version de LiDAR. La première dérive de la version
polarisée est représentée par des pointillés bleues afin de laisser transparaitre celle
de la version non polarisée, car au début de la campagne les deux bouées ont pu
être déployées simultanément, mais seule la version polarisée a pu être récupérée
lors d’une levée de camp en urgence.
5.1.2.2 Identification des périodes d’intérêt
Barneo 2014
Outre l’intérêt des informations précédentes pour connaître ce que subit une
bouée IAOOS en région arctique, elles permettent aussi d’affiner les analyses. En
particulier la connaissance de l’inclinaison amène à considérer séparément les pé-
riodes en fonction de son importance, car une inclinaison élevée aura pour consé-
quence une portée beaucoup plus faible mais une résolution plus élevée dans les très
basses couches troposphériques. C’est pourquoi les analyses seront partitionnées se-
lon 4 périodes correspondant à des inclinaisons presque nulles ou très importantes
(cf Fig 5.7), et délimitées par les dates d’observations LiDAR suivantes :
• période 1 : du 14 avril 2014 à 3h au 2 juillet 2014 à 9h (258 profils)
• période 2 : du 2 juillet 2014 à 15h au 17 août 2014 à 3h (180 profils)
• période 3 : du 17 août 2014 à 9h au 8 octobre 2014 à 3h (208 profils)
• période 4 : du 8 octobre 2014 à 9h au 1 décembre 2014 à 15h (car les 2
profils reçus le 2 décembre correspondent à un retournement total de la bouée
(inclinaison supérieure à 90o), donc sont inutilisables) (123 profils)
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Figure 5.7 – Inclinaisons selon les deux axes perpendiculaires définis par les accé-
léromètres. Les 4 périodes qui seront analysées indépendamment sont séparées par
les traits en pointillés noirs.
N-ICE 2015
Dans le cas de la campagne N-ICE les périodes d’étude correspondent à celles
de déploiement des bouées. En effet celles-ci ont été déployées verticalement dans la
glace proches l’une de l’autre (quelques centaines de mètres) et récupérées à chaque
levée de camp, sauf dans le cas de la première dérive de la version non polarisée car
celle-ci a dû être laissée en dérive autonome lors du premier leg.
5.1.3 Données liées au LiDAR
5.1.3.1 Format des données
Comme indiqué précédemment les profils LiDAR reçus résultent d’une moyenne
temporelle sur 600 profils (d’environ une seconde chacun) et d’une moyenne
spatiale évolutive (cf Tableau 5.3) de ce que fournit la carte de comptage.
Les derniers canaux de la carte de comptage correspondant aux altitudes entre
25.365km et 30.72km sont moyennés pour fournir une unique valeur représentant le
bruit du profil. Un écart type pour chaque canal est également calculé et on reçoit
donc pour chaque profil LIDAR un profil de l’écart type. Son calcul est basé sur la




Deux variables temporaires sont initialement créées et les étapes suivantes sont
effectuées, après avoir moyenné spatialement le signal, à chaque nouveau cycle i
(c’est à dire à l’accumulation par la carte de comptage du signal rétrodiffusé de
4096 tirs, correspondant à 1 profil LiDAR) :
C1 = C1 +Xi
C2 = C2 +X2i
(5.2)










0km→ 1.05km 1 → 70 unitaire 15m 70
1.065km →
3.6km 71 → 240 sur 2 canaux 30m 85
3.615km →
12km 241 → 800 sur 4 canaux 60m 140
12.015km →
18km 801 → 1200 sur 8 canaux 120m 50
18.015km →
25.35km 1201 → 1690 sur 14 canaux 210m 35
Total des canaux moyennés pour un profil 380
TABLEAU 5.3 – Moyenne spatiale évolutive appliquée aux données fournies par la
carte de comptage.











L’application au profil final d’une moyenne spatiale différente selon les zones
d’altitude va conduire à l’apparition de "marches" entre ces zones, dont l’amplitude





, où nz+1 et nz correspondent respectivement au nombre
de canaux compactés dans deux zones d’altitude consécutives.
Enfin dans le même fichier à la suite de ces profils sont répertoriées différentes
informations techniques concernant le système, telles que les températures précé-
demment citées (cf Tableau 5.2).
5.1.3.2 Mesures et corrections
Avant d’étalonner les mesures, plusieurs corrections ont été appliquées au signal
brut. Elles ont été précédemment décrites en détail (cf Part.1 3.1), et sont donc
succinctement rappelées ici dans l’ordre d’application :
• correction de l’undershoot : cette correction ne concerne que les profils pré-
sentant un signal intense (et donc souvent bas en altitude) entrainant une
perte de signal sur plusieurs dizaines de canaux (cf Annexe E).
• correction de la saturation du détecteur (cf Annexe E) : un temps mort de
22ns a été utilisé pour la campagne Barneo et 22ns pour la campagne N-
ICE. Si un signal dépasse la valeur maximale indiquée par le fournisseur du
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détecteur (34.5 Mc/s pour l’APD déployé à Barneo), alors la correction n’est
pas appliquée et les valeurs des canaux concernés sont changées en "NaN".
• correction du bruit : la valeur moyenne des derniers canaux (entre 20 et 25km)
est utilisée pour être soustraite au signal total corrigé du détecteur.
• correction de l’altitude : simple multiplication de chaque canal par la distance
correspondante (en kilomètre) mise au carré.
• correction de la fonction de recouvrement : aucune observation n’a été effec-
tuée à l’horizontale en air clair, avant le déploiement pour ces deux premières
campagnes. Par conséquent la fonction de recouvrement est déterminée en
moyennant celles pouvant être déterminées avec les profils verticaux présen-
tant le plus probablement une couche homogène dans le premier kilomètre.
Ceci n’a pu être possible qu’avec le système de la première campagne (cf Fi-
gure 5.8) car trop peu de profils utilisables ont été obtenus lors de la seconde
campagne à cause de la durée de cette dernière mais surtout à cause d’un
givre important. Le même facteur de recouvrement sera donc utilisé pour
cette seconde campagne. D’après la figure 5.8 le premier point restitué avec
une erreur de 100% due à la correction géométrique se situe à environ 40m.
Il sera également possible d’utiliser le profil d’écart type pour obtenir des
informations aux plus basses altitudes.
• correction de l’inclinaison : le profil est corrigé de la mesure maximale fourni
par les accéléromètres.
L’application de toutes ces corrections permet alors d’obtenir le signal Pu.z2
(cf Figure 5.9), dont l’étalonnage permettra de remonter aux informations géophy-
siques. On remarque sur la figure 5.9b donnant les Pu.z2 filtrés que les périodes
d’observation restent apparentes en terme de portée, et qu’en moyenne elles sont
plus élevées en période 1 à la fois parce que la bouée a une inclinaison verticale et
que l’atténuation moyenne est plus faible.
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Figure 5.8 – Haut gauche : facteurs géométriques déterminés pour différentes obser-
vations sélectionnées dans la première campagne Barneo 2014 présentant a priori
une zone semblant homogène. Haut droite : moyenne des facteurs géométriques
(courbe rouge), utilisée pour la correction des observations des deux campagnes, et
enveloppe d’écart type à chaque altitude. Bas : incertitude relative liée à la correc-
tion du facteur de recouvrement (inférieure à 20% au delà de 200m).
Figure 5.9 – Haut : représentation temporelle du Pu.z2 de l’ensemble des profils
obtenus pendant la première campagne en 2014. L’effet de la correction de l’incli-
naison est visible sur les périodes du 183ieme au 229ieme jour Julien, et du 281ième
au 318ieme jour Julien. Les périodes définies sur la figure 5.7 sont séparées ici par
des lignes blanches en pointillés. A cause d’une mauvaise adaptation d’impédance
au niveau de l’électronique de comptage des "peignes" de bruit électronique régulier
peuvent également être observés.
Bas : même représentation temporelle du Pu.z2, mais en appliquant un traitement
permettant de filtrer les bruits.
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Figure 5.10 – Haut : représentation temporelle filtrée des bruits des profils corrigés
du détecteur, du bruit et de l’altitude obtenus pendant la première dérive du système
non polarisé pendant la campagne N-ICE 2015. On notera l’inefficacité du système
de chauffage, puisque quasiment aucune donnée utile n’a pu être mesurée après le
45ième jour Julien. Bas : même représentation mais avec les profils obtenus sur la
voie parallèle de la version polarisée pendant sa première dérive lors de la campagne
N-ICE 2015.
L’axe temporel de la représentation temporelle inférieure de la figure 5.10 a été
ajusté sur celui de la représentation supérieure. La version polarisée a été déployée
quelques jours plus tard, d’où le décalage à gauche, et récupérée suite à la formation
de leads autour du bateau, contrairement à la version non polarisée, d’où le décalage
à droite. La fréquence de mesure n’était parfois pas la même pour les deux systèmes.
Certains profils présentent des structures similaires sur les deux systèmes juste avant
le 40ième jour Julien, ce qui pourra permettre certaines comparaisons et validations
du système polarisé dont l’étalonnage est plus difficile à suivre.
5.2 Adaptation des méthodes d’étalonnage
5.2.1 Existence d’une zone de référence
La zone de référence habituellement recherchée correspond à du signal molécu-
laire. Pour espérer détecter du signal moléculaire il faut que le bruit soit le plus
faible possible. Ceci signifie lors de mesure de jour l’absence de nuage pendant l’ob-
servation, ce qui peut être détecté par l’étude du profil d’écart type (cf Annexe G).
Une fois les profils récupérés (peu nombreux car la nébulosité arctique est impor-
tante cf Chapitre 6) il faut faire une seconde sélection en vérifiant individuellement
qu’il y a effectivement une zone moléculaire et non pas une présence importante
d’aérosols en analysant leur pente (cf Fig 5.11). Il est alors possible d’estimer la
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constante système apparente comme cela a été précédemment décrit dans la sec-
tion 3.2.1.2. Il est également possible de trouver d’autre profil présentant un signal
moléculaire sous un nuage.
Figure 5.11 – Haut : exemple de profil en atmosphère "claire" (sans nuage) indiquée
par l’amplitude des marches du profil d’écart type (cf Annexe G), mais présentant a
priori une couche d’aérosols importante entre la surface et environ 3km, caractérisée
par une atténuation plus importante que celle attendue pour du signal moléculaire
(à gauche : courbe rouge).
Bas : exemple de profil en atmosphère "claire" (sans nuage) indiquée par l’amplitude
des marches du profil d’écart type, présentant une zone où le signal correspond a
priori à du signal moléculaire au dessus d’une couche d’aérosols.
En dehors des problèmes de givre qui seront abordés par la suite l’incertitude
liée à cette méthode d’étalonnage provient principalement de celle sur l’atténuation
par les aérosols éventuellement présents sous la zone de signal moléculaire et de la
zone d’altitude considérée. Celle-ci peut être estimée par l’utilisation de la formule
établie par Platt (cf Equation 3.8). La correction du détecteur a peu d’influence
ici car la détection de moléculaire avec le système déployé lors des deux premières
campagnes signifie qu’il n’y a pas de nuage ou d’autres facteurs pouvant augmenter
considérablement le fond de ciel. Par conséquent le bruit est très limité et le phé-
nomène de temps mort peu présent. Une incertitude de 10% sera donc considérée
avec cette méthode.
5.2.2 Problème de givrage du hublot
Chaque profil LiDAR présente un pic de signal plus ou moins intense dans les
tous premiers canaux (en général le cinquième) correspondant au signal diffusé par
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le hublot incliné du tube. L’amplitude de ce pic (cf Fig 5.12) est d’une part fonction
du système, car elle va dépendre de l’énergie émise mais également du réglage de
la tête optique, et d’autre part de l’opacité du hublot plus ou moins importante à
cause des dépôts (neige, pluie) et de la formation de givre.
Figure 5.12 – Gauche : représentation temporelle de l’amplitude du pic de diffusion
au niveau du hublot pour chaque profil. Droite : densité de probabilité du pic de
diffusion au niveau du hublot. La valeur maximale a été seuillée à 100 pour cette
représentation graphique.
Afin d’économiser les batteries le chauffage du hublot n’est pas systématique-
ment allumé avant chaque tir LIDAR, mais uniquement lorsque 3 ou 4 profils
consécutifs montrent une atténuation importante du signal LIDAR, associée
à un pic de diffusion au niveau du hublot de grande amplitude. Ces premiers
déploiements ont mis en évidence un manque d’efficacité du système de chauffage
du hublot puisque malgré sa mise en route le givre n’était pas supprimé et le signal
utile restait très, voire totalement, atténué (par exemple pendant la quinzaine
de jour qui ont suivi le 280ième jour Julien (cf Figure 5.9), ou plus globalement
l’ensemble de la campagne N-ICE). Il y a néanmoins de nombreux cas de givrage
intermédiaire qui entraine une atténuation moins importante et permet donc la
détection de signal utile. Il est par conséquent nécessaire de trouver une correction
de la transmission du hublot pour l’ensemble de ces profils.
5.2. Adaptation des méthodes d’étalonnage 119
Correction
On sélectionne pour chaque campagne une série de profils (cf Figure 5.14 et
Figure 5.13) possédant une zone où il est possible d’évaluer la constante système
par la méthode du signal moléculaire (cf Part1 3.2.1.2), et présentant a priori
sous cette zone une atténuation similaire et faible. Pour la campagne Barneo la
constante système en hublot clair est ainsi estimée à 68±10% (cf Figure 5.13a.).
Dans le cas de la campagne N-ICE 2015 seule la première période de dérive du
système non polarisé est utilisée. La constante système dans un cas de hublot clair
est alors estimée à 82±10% (cf Figure 5.14a.). D’autres estimations sont également
réalisées pour des profils présentant un givre plus ou moins intense (cf Figure 5.13b.
et 5.14b.).
Puis l’amplitude du signal diffusé par le hublot est récupérée pour chacun de
ces profils, et le minimum obtenu pour chaque campagne est divisé par chacun
des signaux sélectionnés de la même campagne pour obtenir un proxy de la
transmission du hublot pour chaque profil. Celui-ci tendra donc vers 1 ou vers
0, respectivement lorsque il n’y a pas de givre ou au contraire lorsque le hublot
est fortement givré. L’hypothèse importante qui est faite ici est que pour chaque
campagne le profil sélectionné possédant la plus faible diffusion par le hublot
fournit effectivement une très bonne estimation de la constante système avec un
hublot clair. Cette hypothèse peut être visuellement validée par une estimation de
la portée et de l’amplitude du signal LiDAR en prenant en compte les différentes
structures nuageuses pouvant être présentes.
Figure 5.13 – Gauche : profils provenant de la campagne Barneo, pour lesquels
on considère que la constante système obtenue correspond à une estimation très
proche de la constante système avec un hublot clair. Les nombres entre parenthèse
dans la légende correspondent à l’amplitude du signal diffusé sur le hublot. Droite :
quelques un des profils utilisés pour l’estimation de la constante système dans le
cas d’un givrage plus ou moins important du hublot. Les constantes sont estimées
à 47 et 63 +/- 10% respectivement pour la courbe bleue et rouge.
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Figure 5.14 – Gauche : profils provenant de la première dérive du LiDAR non po-
larisé de la campagne N-ICE, pour lesquels on considère que la constante système
obtenue correspond à une estimation très proche de la constante système avec un
hublot clair. Les nombres entre parenthèse dans la légende correspondent à l’am-
plitude du signal diffusé sur le hublot.
Droite : quelques un des profils utilisés pour l’estimation de la constante système
dans le cas d’un givrage plus ou moins important du hublot. Les constantes sont
estimées à 8 et 52 +/- 10% respectivement pour la courbe bleue et rouge.
Il est alors possible de lier l’inverse de la constante système normalisée (cor-
respondant à l’inverse du facteur de correction à appliquer à la constante système
maximale) au proxy de transmission du hublot défini précédemment. Etant donné
la faible portée du système pour les mesures de jour et la fréquence élevée de nuage
dense à de très basses altitudes le nombre de profils sélectionnés dans chaque cam-
pagne est faible. Néanmoins leur association permet d’obtenir une courbe correctrice
en fonction de l’intensité normalisée du signal de diffusion au niveau du hublot (cf
Figure 5.15). La constante système utilisée pour chaque profil correspondra donc
à la constante système supposée comme étant celle dans un cas de hublot clair
multipliée par un facteur correctif C compris entre 0 et 1.






Q1 =51.7085 Q3 =1.2284
Q2 =− 19.3387 Q4 =− 0.0831
(5.6)
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Figure 5.15 – Variation du facteur de correction de la constante système en fonction
de l’indice de givre décrit dans le texte, et déduite de l’évaluation de la constante
système sur une sélection de profils provenant des deux campagnes.
L’analyse des profils de chaque campagne a donc abouti à une constante système
d’environ 68 et 82, respectivement pour Barneo et la première période de N-ICE.
Pour la seconde période de N-ICE la constante système a été évaluée à environ
50, sans explication possible pour l’instant pour cette diminution. Une constante
système moyenne de l’ordre de 55 a également été spécifiquement estimée pour la
seconde période de la campagne Barneo et a donc été utilisée uniquement pour cette
période. Une explication pour cette atténuation serait une occultation partielle du
hublot du côté de la voie de réception, ce qui atténuerait la transmission globale
uniquement sur le trajet retour de l’impulsion et n’entrainerait pas d’augmentation
du signal de diffusion au niveau du hublot. Malheureusement ces fortes inclinaisons,
dues a priori à la formation d’une crête de compression à proximité de la bouée (cf
Figure 5.16) associée à une fonte progressive de la glace, ont coïncidé avec la perte
de la caméra nous fournissant des photos journalières de la bouée. Il n’est donc
pas possible de confirmer cette hypothèse. Enfin concernant le système polarisé,
bien que l’influence du givre sur la dépolarisation, et donc l’atténuation et l’éta-
lonnage, ne soit pas connu, on considérera pour les premières analyses présentées
par la suite une constante système de 55 qui a été évaluée sur l’un des profils
du système en ciel clair avec des indices de givre relativement faible sur chaque voie.
122 Chapitre 5. Premiers déploiements : analyses instrumentales
Figure 5.16 – Deux dernières photos reçues de la caméra indépendante faisant
face à la bouée pendant la campagne Barnéo. Le début de formation d’une crête
de compression, probablement à l’origine de l’inclinaison importante de la bouée
pendant cette seconde période, est visible sur la droite.
Incertitudes liées à cette correction
L’incertitude sur la correction de la constante système (cf Equation 5.7) est le ré-













L’incertitude sur la constante système Khublotclair a été précédemment estimée
à 10%. L’incertitude concernant le facteur correctif est un peu plus complexe à
évaluer. Elle se compose des incertitudes liées à l’établissement de la courbe cor-
rectrice précédente, dont l’équation est indiquée ci-dessous (cf Equation 5.5), mais
également de l’incertitude liée à la valeur normalisée de l’amplitude du signal de
diffusion au niveau du hublot pour chaque profil.













(δ [Q1] .exp(Q2.indgivre))2 + (Q1δ [Q2] indgivre.exp(Q2.indgivre))2
+ (δ [Q3] .exp(Q4.indgivre))2 + (Q3δ [Q4] indgivre.exp(Q4.indgivre))2
+ (Q1.Q2.exp(Q2.indgivre)δ [indgivre] +Q3.Q4.exp(Q4.x)δ [indgivre])2
(5.9)
Pour établir l’équation de la courbe correctrice du givre (cf Equation 5.5) des
données concernant certains profils ont été utilisées. Cependant ces données sont
affectées par des incertitudes provenant de diverses sources, dont le détecteur, à
l’origine des barres d’incertitude verticales et horizontales visibles sur la courbe
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correctrice (cf Figure 5.15). En effet quelle que soit la campagne pour établir le fac-
teur de correction il a fallu normaliser les constantes système, donc comptabiliser
deux fois l’incertitude liée à cette estimation ce qui fournit une première incertitude
de l’ordre de 15% correspondant aux barres d’incertitude verticales sur la figure 5.15
(représentation du haut). La source d’erreur liée aux barres horizontales provient
de l’incertitude liée aux valeurs normalisées des signaux de diffusion (c’est à dire à
l’indice de givre), avec pour origines principales la correction du détecteur (entrai-
nant une erreur sur le signal de diffusion mesuré (diffHublotmes) et l’estimation













Figure 5.17 – Diagramme résumant la propagation des incertitudes afin d’estimer
la constante système pour un profil quelconque.
L’incertitude liée à la correction du détecteur va dépendre de la campagne. Par
exemple dans le cas de Barneo le signal de diffusion est faible et l’erreur est limitée
à 2% pour les données utilisées dans l’établissement de la courbe et à 5% maximum
pour un indice de givre supérieur à 0,05. En revanche dans le cas de la campagne
N-ICE l’amplitude est beaucoup plus importante et l’incertitude liée au détecteur
est comprise entre 2 et 20% pour les données utilisées dans l’établissement de la
courbe. Connaissant ces diverses incertitudes un tirage sur un grand nombre de cas
a été réalisé afin d’estimer les moyennes et variations des différents coefficients :






Une fois établi les incertitudes sur les coefficients de la courbe, pour évaluer
l’incertitude du coefficient de correction pour un profil il faut prendre en compte
l’incertitude sur l’indice de givre de ce profil. Pour les deux premières campagnes
celle-ci est globalement de l’ordre de 10%, ce qui conduit finalement à une incerti-
tude de l’ordre de 30% pour un indice de givre compris entre 0,1 et 0,3, et supérieure
à 30% dans le cas d’un indice de givre inférieure à 0,3 (60% pour un indice égal à
0,1).
Par conséquent, avec l’incertitude de 10% sur la constante de référence en cas
de hublot clair, on obtient une incertitude maximale sur les constantes système
corrigées du givre de l’ordre de 61%.
5.2.3 Bilan
Les premières campagnes ont montré la formation et la persistance de givre du
hublot malgré le système de chauffage intégré au tube LiDAR. Ce phénomène mo-
difie la transmission global du LiDAR et donc influe directement sur l’étalonnage
du système d’un profil à un autre. Le signal de diffusion au niveau du hublot aug-
mente avec l’importance du givre, ce qui nous fournit un proxy de la transmission.
Grâce à la sélection dans chaque campagne de profils pour lesquels une constante
système pouvait être calculée par la méthode moléculaire ou du γ un lien a pu être
mis en évidence entre la variation de la constante système et l’intensité du signal
de diffusion due au givre. Néanmoins pour limiter des incertitudes potentiellement
importantes pour les indices les plus faibles nous nous limiterons aux profils possé-
dant un indice de givre supérieur à 0,1 pour des études qualitatives.
A l’instar de n’importe quel système LiDAR déployé dans d’autre région nous
avons mis en place un suivi de la calibration du système conçu pour le projet IAOOS
en se basant sur le signal moléculaire reconnaissable à sa pente. Il est préférable
de considérer les valeurs obtenues lors des mesures de nuit afin de limiter les in-
certitudes dues à la correction du détecteur. Cependant, en l’absence de mesure
de l’épaisseur optique des aérosols, il n’est pas possible de connaître la constante
système, dans les cas de hublot clair, à mieux que 10%.
Pour les profils ne possédant pas de hublot clair d’après leur signal de diffusion
normalisé au niveau du hublot, il n’est pas possible pour l’instant d’estimer leur
constante système à mieux que 25% dans le meilleur des cas et à mieux que 55%
dans le pire des cas.
L’étalonnage par analyse de nuages d’eau liquide opaque peut également être
envisagé mais cette méthode présente une importante source d’erreur provenant de
la correction du détecteur des signaux très intenses qui sont utilisés, et qui conduit
à une incertitude supérieure à 50%.
Finalement l’évaluation des constantes systèmes en cas de hublot clair pour
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chaque campagne a abouti à une constante système de 68±10% pour Barneo
(55±10% spécifiquement pour la seconde période) et 82±10% pour N-ICE.
5.3 Données exploitables
5.3.1 Définition d’un profil exploitable
A cause des incertitudes liées à la correction pour compenser l’atténuation du
givre, certains profils trop givrés seront écartés en fonction de l’étude réalisée. Ainsi
pour une étude quantitative comme l’estimation de l’épaisseur optique d’une couche
d’aérosols ou d’un nuage, et sans indication contraire, seuls les profils possédant un
indice de givre supérieur à 0,1 seront retenus. En revanche pour la détection des
propriétés macrophysiques des nuages (base, sommet apparent) tous les profils se-
ront considérés. Afin d’éviter des valeurs aberrantes de rapport de diffusion atténué,
qui est la grandeur utilisée pour détecter les nuages, les profils avec un indice de
givre inférieur à 0,1 sont corrigés en considérant cette valeur d’indice.
En fonction de l’intensité du givre et de la longueur de la période certains as-
pects ne pourront donc pas être étudiés par manque de données. D’autre part une
longue période ne signifie par forcément beaucoup plus de données car la fréquence
de mesure a été de nombreuses fois modifiée afin d’éviter une consommation inutile
des batteries lors des périodes de givre intense.
Enfin pour les analyses statistiques on supprime totalement les profils dont l’in-
dice de givre est inférieur à 0,005 car cela signifie dans la grande majorité des cas
un hublot absolument opaque.
5.3.2 Bilan
A cause de la présence du givre et de l’inefficacité du système de chauffage tous
les profils reçus lors des deux premières campagnes ne sont pas exploitables. En
fonction de l’analyse réalisée (étude qualitative des aérosols et des nuages, détection
des propriétés macrophysiques des nuages) tous les profils ne seront pas considérés.
Le tableau ci-dessous récapitule le nombre de profils suivant la valeur de l’indice
de givre, détaillé pour chaque période en annexe I. Bien qu’une correction ait été
décrite précédemment il ne faut pas oublier qu’elle s’appuie sur une hypothèse forte
d’homogénéité du givre sur le hublot, ce qui est certainement totalement erronée
dans certaines conditions. Par conséquent les nombres indiqués dans le tableau ne
sont que le résultat d’une détection automatique, et ne préjugent en rien d’une
certitude totale concernant l’exploitabilité de chaque profil.
















Barneo 2014 P1 68 258 6 40 212 (82%)
P2 55 180 17 73 90 (50%)
P3 68 208 33 79 96 (46%)
P4 68 123 67 18 38 (31%)
N-ICE 2015 P1(non polarisé) 80 166 105 47 14 (8,4%)
P2
(non polarisé) 80 73 0 5 68 (93%)
P1
(polarisé) 50 45 - - -
P2
(polarisé) - 16 - - -
TABLEAU 5.4 – Tableau résumant le nombre de profils de chaque période, ceux
totalement inexploitables et ceux possédant un indice de givre trop faible pour être
utilisés dans des analyses qualitatives. Dans le cas du système polarisé la variabilité
de l’indice induite par le givre ne permet pas pou l’instant de déduire quel profil
peut être exploitable.
5.4 Conclusion
Les deux premières campagnes de déploiement des bouées multi-instrumentées
du projet IAOOS se sont déroulées en 2014 et 2015. La première, à laquelle j’ai
personnellement participé, a permis le déploiement du dernier prototype de micro-
LiDAR non polarisé au niveau du camp de Barneo installé chaque année proche du
pôle Nord par les Russes. Cette étape importante du projet a été précédée par un
arrêt de quelques jours à Longyearbyen, au Svalbard, à l’occasion duquel certaines
faiblesses mécaniques du système ont été mises en évidence. Le second déploiement
s’est déroulé à l’occasion de la campagne norvégienne N-ICE en 2015 et a été la
première opportunité de déployer les premiers systèmes entièrement réalisés par les
industriels et assemblés à la PIT (Plateforme d’Integration et de Test de l’Obser-
vatoire de Versailles Saint-Quentin-en-Yveline), notamment la version polarisée du
LiDAR.
Ces deux campagnes ont différé par de nombreux aspects. La première a repré-
senté un test complet dans des conditions normalement prévues pour l’ensemble
des systèmes, c’est à dire un déploiement suivi d’une dérive en autonomie totale
sans possibilité d’intervention sur la bouée, et notamment sur le LiDAR. Cette
dérive a duré près de 8 mois, de mi-avril 2014 à fin novembre 2014, avec un très
bon fonctionnement du LiDAR en termes de communications satellite ascendantes
et descendantes. Le déroulement de la campagne N-ICE a en revanche permis une
observation prolongée des premières bouées, produites par les industriels et assem-
blées par la PIT, pendant leur fonctionnement. En effet l’intérêt de cette campagne
résidait dans la prise en glace du bateau scientifique norvégien, le LANCE, permet-
tant ainsi aux scientifiques à bord de réaliser des mesures journalières concernant
l’océan, la glace et l’atmosphère. Les bouées ont alors été déployées dans la glace à
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proximité du navire pendant des petites périodes de fin janvier 2015 à début juin
2015. Elles ont en effet parfois dû et pu être récupérées en fonction des levées de
camp nécessaires lors de formation de crêtes de compression et de leads dans les
environs.
La première campagne a été l’occasion de mettre en évidence les inclinaisons que
pouvaient subir la bouée au cours d’une dérive, ce qui signifie une portée limitée
en altitude mais une meilleure résolution du LiDAR dans les très basses couches,
contrairement à la seconde campagne durant laquelle les bouées étaient la majorité
du temps verticales dans la glace à proximité du navire. Ces campagnes ont éga-
lement mis en évidence un manque d’efficacité du système de chauffage du hublot,
conduisant à la formation de givre, particulièrement fréquent et intense à la fin de
l’automne et en hiver comme l’ont indiqué les données LiDAR des deux déploie-
ments mais également les observations de l’équipe scientifique lors de la seconde
campagne.
Ce givre modifie la constante système et remet donc en cause l’étalonnage d’un
profil à l’autre. Néanmoins une relation a pu être établie entre l’augmentation liée
au givre de l’intensité du signal de diffusion au niveau du hublot et la diminution
de la constante système effective, dans des cas de givre limité. Afin d’établir une
correction des profils pour lesquels la méthode d’étalonnage moléculaire pouvait
être appliquée ont été sélectionnés. Cette sélection s’est faite de manière automa-
tique dans un premier temps en utilisant le profil d’écart type sur les 10 minutes
d’observation présent dans chaque fichier LiDAR. Une vérification individuelle des
profils a ensuite été réalisée pour s’assurer de l’absence d’aérosols sur certaines zones
d’altitude. Une correction additionnelle dans la procédure d’étalonnage a alors été
déduite à partir des valeurs normalisées des constantes systèmes et des signaux
de diffusion sur le hublot, permettant d’avoir une estimation plus précise de la
constante système effective pour les profils présentant un phénomène de givre faible
à modéré limitant les incertitudes.
Dans le cas de la campagne Barneo la constante système dans les cas de hublot
clair a été estimée à 68 ±10% (55 ±10% spécifiquement pour la seconde période),
et pour la campagne N-ICE à 82 ±10% et 50 ±10% respectivement pour le premier
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Ce chapitre présente les analyses réalisées et les premiers résultats obtenus à par-
tir des données atmosphériques LiDAR, à l’issue des deux premiers déploiements
de bouées multi-instrumentées du projet IAOOS. Après avoir réalisé une première
classification des signaux, les cas d’aérosols détectés sont présentés et, sous certaines
hypothèses, leur épaisseur optique est calculée. Les propriétés macrophysiques (base,
sommet) et optiques (épaisseur optique) des nuages sont également étudiées. Enfin
une estimation des flux radiatifs à la surface est réalisée, en comparant les estima-
tions utilisant différentes observations réalisées par la bouée aux réanalyses et aux
sorties du modèle WRF (Weather Research and Forecasting Model).
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6.1 Classification
6.1.1 Méthode
Comme cela est fait pour les observations spatiales et afin de bien analyser
leurs propriétés, il est important de pouvoir séparer aérosols et nuages. La première
étape de l’analyse consiste donc à développer une méthode de classification des
différents types de signaux. La classification des différents signaux se base sur le
rapport de diffusion atténué (cf Section 3.3.1), avec les critères indiqués dans le
tableau 6.1 dérivés d’observations précédentes [Vaughan 2009] [de Villiers 2010].
Type Critères
Moléculaire - valeurs du Rdtot,attcomprises entre 0,8 et 1,2 et en dessous d’un nuage
Aérosols
- valeurs du Rdtot,att entre 1,2 et 10 (non "rattaché" à la base d’un nuage)
- valeurs du Rdtot,att entre 0.5 et 1,2 au dessus d’un nuage
(pour les mesures de nuit)
Neige souﬄée
Poussière cristalline
- valeurs du Rdtot,att entre 10 et 20
ET non "rattaché" à la base d’un nuage
Précipitation - valeurs du Rdtot,att comprises 1,2 et 20ET "rattaché" à la base d’un nuage
Nuage - domaine compris entre les bases et sommets apparents détectés (cf Section 6.1.4)(correspond à des Rd<10)
Indéterminé
- valeurs du Pu.z2 inférieures à l’enveloppe
définissant une limite de bruit étendue (2 · σbruit · z2)
- aérosols précédemment déterminés localisés
au dessus d’un nuage dans les mesures de jour
- valeurs du Rdtot,att inférieures à 0,8
- valeurs de Rdtot,att n’appartenant à aucune des catégorises précédentes
TABLEAU 6.1 – Tableau des critères utilisés pour établir la classification des diffé-
rents signaux en termes de milieu atmosphérique.
Le rapport de diffusion atténué du signal moléculaire est considéré avec une
variation de ±20% par rapport à sa valeur unitaire théorique pour prendre en partie
en compte l’incertitude sur l’étalonnage de la constante système et l’atténuation
éventuelle par une couche d’aérosols.Il est considéré pour les mesures de jour
qu’aucun signal moléculaire ou lié aux aérosols ne peut être détecté au dessus d’un
sommet apparent observé. Dans le cas des mesures de nuit ce type de signal peut
être détecté mais auquel cas aucune distinction n’est faite au dessus du nuage
entre du moléculaire et des aérosols qui est finalement la catégorie choisie. La
poussière cristalline et la neige souﬄée (respectivement "diamond dust" et "blowing
snow" dans la littérature) sont regroupées dans cette première classification, en
se basant sur leur capacité de rétrodiffusion beaucoup plus importante que les
aérosols [Lesins 2009]. Néanmoins le phénomène de neige souﬄé se produit en
général très proche de la surface, ce qui pourrait être un critère supplémentaire à
considérer dans de futures analyses pour séparer ces deux structures. De même ce
qui a pu être considéré jusqu’à présent comme des nuages dont la base était au
niveau de la surface pourrait être plutôt vu comme de la neige souﬄée.
Il est possible de distinguer les nuages d’eau liquide de ceux en phase mixte ou
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complètement composés de cristaux, avec les observations fournies par les systèmes
polarisés. Cependant seules quelques bouées sont équipées avec une telle version du
LiDAR. Des corrections non définies pour le moment devront être appliquées pour
ces systèmes. Il serait néanmoins possible de faire une distinction entre des nuages
majoritairement composé d’eau liquide ou de glace en se basant sur leur hauteur
et l’amplitude du signal rétrodiffusé. Les nuages d’eau liquide ont en effet une
atténuation plus importante que leurs homologues composés de glace [Fuchs 2015],
tout en étant très rétrodiffusant, ce qui concrètement signifie une amplitude de
signal élevée et une épaisseur de quelques centaines de mètres. Quelques profils
présentant un tel signal, obtenus pendant la troisième période de Barneo, sont
montré sur la figure 6.1. D’après des données ERA-interim ces nuages sont à une
température comprise entre -10 et 0oC, ce qui est cohérent avec l’hypothèse d’un
nuage d’eau liquide. Bien que cette distinction ne soit pas abordée plus en détail
ici, elle pourra être envisagée dans la suite du projet lorsque plus de données auront
été accumulées par les bouées.
Figure 6.1 – Exemples de profils provenant de la troisième période de la campagne
Barneo (du 242ieme jour), possédant un signal pouvant être considéré comme un
nuage d’eau liquide.
Les données d’un seul système polarisé ont commencé à être analysées pour
l’instant. Bien que l’influence du givre soit totalement inconnue, supposons pour les
profils dont les diffusions dans chaque voie de réception au niveau du hublot sont les
plus faibles, que l’étalonnage établi en région parisienne est toujours valable. La fi-
gure 6.2 montre l’analyse réalisée sur l’un de ces profils. La dépolarisation obtenue à
la base du nuage augmente très rapidement ( 10%) puis s’accentue progressivement
jusque 20% à son sommet ce qui est tout à fait possible pour un nuage de glace
avec des particules orientées [Noel 2005] [Sassen 2012]. Une faible dépolarisation
( 2%) peut également être constatée entre 200 et 1500m correspondant à la couche
d’aérosols, ou due à la présence de givre. Au dessus de 1500m la voie perpendiculaire
est totalement bruitée et seul le nuage dépolarise suffisamment pour être visible.
Sur la figure de gauche, le coefficient de la voie perpendiculaire est supérieur au
signal moléculaire théorique alors que c’est l’inverse à la voie parallèle. Ceci peut
être dû à la présence d’aérosols légèrement dépolarisant ou au phénomène de "cross-
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talk", et donc une hypothèse erronée concernant les valeurs des constantes systèmes.
Figure 6.2 – Gauche : coefficient de rétrodiffusion atténué obtenu en considérant
une constante système de 55 identique pour chaque voie. Les coefficients de rétrodif-
fusion moléculaire sont également tracés en pointillés rouge et bleu respectivement
pour la voie parallèle et pour la voir perpendiculaire en considérant une dépolari-
sation théorique de 0,36%. Droite : le profil de dépolarisation obtenu en utilisant
l’étalonnage établi en région parisienne.
6.1.2 Résultats
Ci-dessous sont présentés des résultats obtenus avec cette première approche
qui pourrait être affinée par la suite en fonction des résultats obtenus dans les
statistiques des populations restituées.
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Figure 6.3 – Détection des différentes structures décrites dans le tableau 6.1 pour
les quatre périodes de la campagne Barneo.
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6.1.3 Aérosols
6.1.3.1 Méthode de sélection des profils
A partir de l’étude précédente les profils au givre limité sélectionnés (cf Ta-
bleau 5.4) sont ceux respectant le critère suivant :
• une épaisseur physique cumulée liée aux aérosols, poussières cristallines et
moléculaire supérieure à 800m dans les trois premiers kilomètres,
• une épaisseur physique de nuage inférieure à 150m dans le premier kilomètre,
• un indice de givre supérieur à 0,1.
6.1.3.2 Occurrence
Barneo 2014
La sélection décrite précédemment mène à la sélection des profils indiqués sur
les représentations temporelles de la figure 6.4 pour chaque période de la campagne











P1 (104-183) 212 25 (11,8%) 5 (20%)
P2 (183-229) 90 12 (13,3%) 0 (0%)
P3 (229-281) 96 13 (13,5%) 4 (28,6%)
P4 (281-336) 38 8 (21,1%) 4 (40%)
TABLEAU 6.2 – Tableau récapitulant pour les quatre périodes de la campagne
Barneo le nombre de profils retenus pouvant posséder un signal lié aux aérosols,
aux poussières cristallines ou moléculaire. En prévision d’une étude quantitative,
seuls les profils dont l’indice de givre est supérieur à 0,1 sont retenus pour établir le
nombre de profils utilisables. La dernière colonne correspond aux nombre de profils
parmi ceux retenus pour lesquels un nuage a également été détecté par le LiDAR.
Les pourcentages de chaque colonne sont établis à partir de la colonne précédente.
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Figure 6.4 – De haut en bas : représentation temporelle du rapport de diffusion
atténué des profils possédant un signal probablement lié aux aérosols pour les quatre
périodes de la campagne Barneo.
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N-ICE 2015
Les mêmes critères de sélection que pour la campagne Barneo sont appliqués ici
ce qui conduit à la sélection des profils indiqués sur les représentations temporelles
de la figure 6.5 pour les deux périodes durant lesquelles le système non polarisé
déployé lors de la campagne N-ICE. Les résultats sont résumés dans le tableau 6.3.
Dans le cas du système polarisé une sélection manuelle est réalisée. En effet
une étude plus détaillée est nécessaire pour quantifier la répercussion du givre
sur la dépolarisation et par conséquent sur l’atténuation et l’utilité des profils de
chaque polarisation. Les profils sont sélectionnés en se basant sur ce qui a pu être
détecté sur la voie parallèle. Seule la première période est présentée sur la figure 6.5.
Figure 6.5 – Représentation temporelle, correspondant au premier (haut) et second
(milieu) déploiement du système non polarisé ainsi que le premier déploiement du
système polarisé (bas) pendant la campagne N-ICE en 2015, du rapport de diffusion













(23-73) 14 11 (78,6%) 4 (36,4%)
Non polarisé P2
(117-155) 68 5 (7,4%) 0 (0%)
Polarisé P1
(27-52) 45 13 (28,9%) 2 (15,4%)
TABLEAU 6.3 – Tableau récapitulant, pour les deux déploiements du système non
polarisé et le premier déploiement de la version polarisée durant la campagne N-
ICE2015, le nombre de profils retenus pouvant posséder un signal lié aux aérosols.
La dernière colonne correspond aux profils parmi ceux retenus (seconde colonne)
pour lesquels un nuage a également été détecté par le LiDAR. Les pourcentages de
chaque colonne sont établis à partir de la colonne précédente.
6.1.3.3 Bilan
Parmi les profils pour lesquels le givre est limité, des aérosols ont été détectés
sur près de 24,9% d’entre eux. Cependant des différences importantes existent en
fonction de la période considérée, en particulier si les observations sont réalisées
lors de la nuit polaire ou non. En effet dans ce dernier cas seulement 11,5% des
observations présentent un signal pouvant être liés à des aérosols, contre 42,9% lors
de la nuit polaire. Ceci est principalement dû à la présence très fréquente de nuage
très bas.
Trois situations sont généralement observées (on ne fait pas ici de distinction
entre un possible signal moléculaire, des aérosols, de la neige souﬄée ou des "dia-
mond dust") :
• soit aucun nuage n’est détecté au dessus de la couche d’aérosols et celle-ci
s’élève parfois parfois jusque 4km lors des observations de jour
• soit un nuage est détecté au dessus de 3km. Auquel cas lors des mesures de
jour l’augmentation de bruit associée à sa présence ne permet pas de bien
définir le sommet de la couche d’aérosols. En revanche lors des observations
de nuit la structure verticale est bien détectée jusqu’à la base du nuage et
même au dessus si celui-ci n’est pas trop opaque.
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6.1.4 Nuages
6.1.4.1 Méthode de détection
La détection des nuages se base également sur le rapport de diffusion atténué.
Dans un premier temps les rapports supérieurs à 100 sont repérés, puis les bases
et sommets apparents sont détectés en partant du maximum et en considérant un
seuil fixé à 10. Puis une seconde détection est réalisée en se basant cette fois ci sur
les signaux supérieurs à 20. Pour les mesures de jour on se limite à une détection
dans les cinq premiers kilomètres puisque la portée du système est très limitée.
D’autre part grâce au profil d’écart type il est possible de savoir si un nuage était
présent lors de la mesure, même si le profil n’est pas exploitable, car certaines de
ses caractéristiques seront modifiées par son passage (cf Annexe G).
6.1.4.2 Résultats
Barneo 2014
Sur les différentes périodes de cette campagne qui s’est déroulée entre avril et
décembre 2014 seule la période hivernale n’as pas pu être étudiée. Le tableau 6.4
résume les résultats pour chaque période de la campagne Barneo. La plupart des
nuages détectés ont une base et un sommet apparent inférieurs à 1km. Quelques
cas de base ont pu être détectés au dessus de 3km lors des mesures de jour, lorsque
la bouée était verticale (périodes 1 et 3). La détection des bases et sommet des
nuages ne nécessite pas des incertitudes limitées sur la constante système, donc










P1 (104-183) 252 230 (91,3%) 91 (39,6%)
P2 (183-229) 163 137 (81,1%) 27 (19,7%)
P3 (229-281) 175 133 (76,0%) 60 (45,1%)
P4 (281-336) 56 39 (69,6%) 1 (2,6%)
TABLEAU 6.4 – Tableau résumant le nombre de profil où un nuage a été détecté
par le LiDAR pour les quatre périodes de la campagne Barneo. Les pourcentages
de chaque colonne sont établis à partir de la colonne précédente.
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Figure 6.6 – De haut en bas : les quatre périodes de la campagne Barneo puis les
deux périodes de la version non polarisée pendant N-ICE2015. Gauche : représen-
tation temporelle des bases et sommets apparents détectés pour chaque intensité
de signal décrite dans le texte. Milieu et droite : densité de probabilité des bases et
sommets apparents.
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N-ICE 2015
Aucun nuage saturant le détecteur n’a été détecté lors du premier déploiement,
contrairement au second déploiement lors duquel 58 cas ont été relevés soit près
de 75% des profils utilisables. Le premier déploiement s’est déroulé lors de la nuit
polaire facilitant l’obtention d’une portée beaucoup plus importante, et donc la
détection de nuages élevés avec des bases et sommets apparents allant jusque 6km
(cf Figure 6.6). Cependant à cause du givre particulièrement intense le nombre
de données est très faible et il n’est pas possible d’en déterminer une tendance
comparative avec de précédentes études. Il a également été possible à de rares
occasions lors du second déploiement (environ un mois plus tard) d’observer des
nuages élevés dont les sommets apparents étaient supérieurs à 5km. Concernant le
premier déploiement de la version polarisée, peu de nuages ont été détectés. Ces









Non polarisé P1 61 12 (19,7%) 0 (0%)
Non polarisé P2 73 65 (89%) 58 (89,2%)
Polarisé P1 - 2 0 (0%)
TABLEAU 6.5 – Tableau résumant le nombre de profil où un nuage a été détecté
par le LiDAR lors de la campagne N-ICE pour les deux déploiements de la version
non polarisée et le premier déploiement de la version polarisée.
6.1.4.3 Bilan
Les observations effectuées lors de ces deux premières campagnes ont montré
une fréquence élevée de nuages opaques à très basse altitude (la plupart des bases
détectées étaient situé dans le premier kilomètre) (cf Figure 6.6). Cette présence
importante et la localisation des bases sont en bon accord avec les observations
réalisées lors de la campagne SHEBA [Shupe 2011]. Du fait de la faible portée
du LiDAR et de l’opacité des très basses couches de l’atmosphère il n’a pas été
possible de détecter et confirmer un second mode de nuage vers 7-8km [Liu 2012].
Malgré tout ces résultats sont également cohérents avec les observations satellite de
CALIPSO et CLoudSat [Liu 2012].
Le nombre de signaux saturants le détecteur, qui pourraient éventuellement être
associés à des nuages d’eau liquide, chute significativement pendant les périodes de
nuit polaire. Ceci serait conforme à ce qui a été observé lors de la campagne SHEBA,
c’est dire une diminution en hiver du nombre de nuage d’eau liquide et/ou opaques
(les deux étant clairement liés dans les observations de SHEBA) [Intrieri 2002b].
Cependant à cause du givre les profils utilisables pendant la nuit polaire (quatrième
période de Barneo et première période du système non polarisé de N-ICE) sont peu
nombreux ce qui ne permet pas forcément d’en déduire une tendance dans laquelle
il est possible d’avoir confiance
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6.2 Propriétés optiques
6.2.1 Aérosols/précipitations glacées/poussières cristallines
6.2.1.1 Hypothèse sur le rapport LiDAR
N’ayant pas de mesures quasi simultanées in situ ou réalisées par un photo-
mètre on ne peut que faire une hypothèse concernant le rapport LiDAR (LRa). Il
est possible de trouver dans la littérature des rapports de l’ordre de 35 à 75sr pour
des mesures réalisées à 355 et 532nm [Müller 2004] dans le cas d’un brouillard arc-
tique mêlé à de la pollution urbaine, ou encore égal à 40sr dans le cas des mesures
CALIOP au niveau des stations de mesure à Barrow et Alert [Di Pierro 2013]. En
revanche lors de la campagne ASTAR en 2007, un rapport LiDAR de l’ordre de
20sr a été mesuré pour une couche d’aérosols dans une atmosphère très humide
(RH>90% mesurée par ballon sonde) [Lampert 2010b] ce qui peut expliquer des
valeurs aussi faibles, car les aérosols hydratés ont une taille plus importantes que
leurs homologues secs Cette valeur faible peut également être expliquée par la pré-
sence de gouttelettes dont le rapport LiDAR au delà d’une certaine taille a été
estimée à 20sr [Wu 2011]. Étant donné l’influence probable des polluants anthro-
piques (cf Section 6.2.3), mais également l’humidité relative assez élevée en générale
en région arctique tout au long de l’année [Andreas 2002], un rapport LiDAR de
40sr est considéré pour évaluer l’épaisseur optique de ces couches d’aérosols. Il est
malgré tout possible pour la période estivale et automnale d’observer en réalité des
aérosols provenant de feu de biomasse et possédant donc un rapport LiDAR plus
élevé (de l’ordre de 70sr [Mielonen 2013]). La méthode d’estimation de l’épaisseur
optique dépendra de la situation :
• absence d’une zone moléculaire au dessus de la couche d’aérosols : inversion
forward à partir de 200m en utilisant comme valeur de référence le coefficient
de rétrodiffusion atténué à 200m, et en supposant un rapport LiDAR constant
de 40sr. Ces observations seront en "noir" dans les tableaux.
• présence d’une zone moléculaire (∆zmol) au dessus de la couche d’aérosols :
• cas 1 : l’étalonnage semble correct (indiqué par βatt,pi(∆zmol) <
βm,pi(∆zmol)) : une épaisseur optique peut être déduite, ce qui four-
nit une valeur du rapport LiDAR de la couche d’aérosols par inversion
backward (ou par inversion de la formule de Platt). Ces observations
seront en "rouge" dans les tableaux. Si le rapport LiDAR déduit n’est
pas physiquement envisageable, c’est à dire non compris entre 10 et
100, alors l’inversion forward est utilisée en modifiant la valeur de réfé-
rence, donc la constante système, jusqu’à ce que βpia = 0 dans la zone
moléculaire. Ces observations seront en "bleu" dans les tableaux, et la
nouvelle estimations de la constante système surmontée d’une "*".
• cas 2 : l’étalonnage est clairement incorrect (indiqué par
βatt,pi(∆zmol) > βm,pi(∆zmol)) : l’inversion forward est utilisée en
considérant un rapport LiDAR constant de 40sr, et en modifiant la
valeur de référence, donc la constante système, jusqu’à ce que βa,pi = 0
dans la zone moléculaire. Ces observations seront également en "bleu"
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dans les tableaux, et la nouvelle estimations de la constante système
surmontée d’une "*".
Quelle que soit la méthode d’inversion utilisée le calcul de l’épaisseur optique
commencera à 200 m jusqu’à une altitude adaptée à chaque cas d’observation en
fonction de l’altitude des couches d’aérosols. La détermination d’une zone mo-
léculaire peut être ambiguë pour certains cas, en fonction de l’appréciation de la
pente de la zone considérée. Par conséquent il est possible pour certains cas présen-
tés par la suite, qu’aucune zone moléculaire n’est été considérée, alors qu’il semble
"visuellement" y en avoir une.
Une erreur systématique des épaisseurs optiques de ±0,01 est considérée quelle
que soit la méthode d’inversion utilisée , ayant notamment pour origine l’incertitude
sur le facteur de recouvrement et la correction du détecteur. D’autres incertitudes
sont à considérer en fonction du type d’inversion :
• inversion forward sans zone moléculaire : incertitude provenant du rapport
LiDAR (50%), qui se reporte globalement directement sur l’épaisseur optique
si celle-ci est faible, ce qui est en général le cas en arctique. Il faut également
considérer l’incertitude provenant de la constante système (30%) qui, com-
binée à celle du rapport LiDAR, conduit à une incertitude sur l’épaisseur
optique d’au moins 100%. L’incertitude moyenne finale qui en découle peut
donc être écrite δAOT = 0, 01± 100%AOT,
• inversion forward avec zone moléculaire : comme indiqué précédemment cette
méthode est considérée lorsque l’étalonnage n’est visiblement pas correct. Un
rapport LiDAR est donc supposé et, en plus de l’épaisseur optique, une nou-
velle estimation de la constante système est obtenue. L’incertitude sur cette
nouvelle constante système est estimée à 30%. L’incertitude sur l’épaisseur
optique provient ici principalement du rapport LiDAR (50%), ce qui conduit
à une incertitude moyenne finale de δAOT = 0, 01± 50%AOT,
• inversion backward avec zone moléculaire : comme indiqué précédemment
cette méthode est considérée lorsque l’étalonnage est visiblement correct, et
fournit donc un rapport LiDAR réaliste. L’incertitude sur l’épaisseur optique
provient principalement de celle sur la constante système corrigée du givre
(30%), qui peut être globalement reportée sur celle du rapport LiDAR déduit
en cas d’épaisseur optique faible. L’incertitude moyenne finale peut être écrite
δAOT = 0, 01 ± 30% AOT.
Ces incertitudes sont des estimations qui pourraient être affinées au cas par
cas suivant l’étalonnage appliqué pour chaque profil, en fonction de la présence ou
non d’une zone de signal moléculaire, et de la possibilité ou non de déterminer
une valeur de rapport LiDAR physiquement possible. Cependant il est difficilement
concevable à l’heure actuelle d’envisager un traitement au cas par cas des centaines
d’observations qui seront reçues suite au début de mise en place du réseau de bouées
en août 2015, et une approche automatisée devrait être recherchée.
6.2. Propriétés optiques 145
6.2.1.2 Barneo 2014
Période 1
L’étude de cette période se concentre sur dix des observations retenues (cf Fi-
gure 6.4), regroupées sur les deux dernières semaine d’avril 2014.
Quelques profils ont visuellement une zone de signal moléculaire (profil no 4 :
entre 2900 et 3400m ; profil no 6 : entre 2300 et 2600m) mais sa position par rap-
port au coefficient de rétrodiffusion moléculaire théorique ne permet pas d’utiliser
la constante système déduite de la correction du givre. La nouvelle estimation de
la constante système déduite de l’inversion forward ne présente qu’une différence
d’environ 28% pour le profil no 6, ce qui est dans le domaine d’incertitude prévue.
En revanche pour le profil no 4 la différence est supérieure à 100%, ce qui peut
s’expliquer par un dépôt beaucoup plus diffusant que celui des profils utilisés pour
l’établissement de la correction du givre.
Les profils de coefficient de rétrodiffusion atténué et de coefficient d’extinction
particulaire obtenus suite aux inversions sont indiqués sur la figure 6.7 et les épais-
seurs optiques sont répertoriées dans le tableau 6.6.
Profil 1 2 3 4 5
Date 104 106 107 107 109
Zone calcul
AOT (km) 0,2-3 0,2-3 0,2-3 0,2-3 0,2-2,3
AOTbackward - - - - -
AOTforward,sans mol 0,20±0,21 0,071±0,081 0,075±0,085 - 0,072±0,082
AOTforward,avec mol - - - 0,04±0,03 -
LRa 40 40 40 40 40
K 54,8 60,5 59,8 24,2 (63,1*) 56,9
Profil 6 7 8 9 10
Date 110 112 112 113 113
Zone calcul
AOT (km) 0,2-2,3 0,2-3 0,2-3 0,2-3 0,2-3
AOTbackward - - - - -
AOTforward,sans mol - 0,042±0,052 0,029±0,039 0,026±0,036 0,035± 0,045
AOTforward,avec mol 0,024±0,022 - - - -
LRa 40 40 40 40 40
K 59,6 (76,6*) 60,6 60,5 60,3 49,5
TABLEAU 6.6 – Épaisseurs optiques calculées pour les 11 premiers profils sélection-
nées de la première période de Barneo. Pour les observations en bleu il a été possible
d’estimer une nouvelle valeur de la constante système et celle-ci est surmontée par
une "*".
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Figure 6.7 – Profils du coefficient de rétrodiffusion atténué (haut) et du coefficient
d’extinction des aérosols (bas) obtenu durant les 10 premiers jours de la campagne
Barneo. La courbe rouge représente le coefficient de rétrodiffusion moléculaire dont
la pente permet de différencier le signal moléculaire de celui lié aux aérosols plus
diffusants (et atténuants).
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Période 2
Cette période est la première avec une inclinaison très importante ( 70o), et la
majorité des profils présente une ambiguïté importante entre du signal moléculaire
ou lié aux aérosols. Un seul des profils retenus présente un signal qui se différencie
clairement de celui du moléculaire.
Ce profil a été observé le 219ieme jour, et l’inversion forward fournit une atté-
nuation élevée (cf Figure 6.8). L’épaisseur optique associée de 200 à 4000m est donc
également élevée, 0,20±0,21.
Figure 6.8 – Gauche : coefficient de rétrodiffusion total atténué obtenu par étalon-
nage du signal Pu.z2. Droite : coefficient d’extinction obtenu par inversion forward
en supposant un rapport LiDAR de 40.
Période 3
Les profils de coefficient de rétrodiffusion atténué pour 12 des observations
retenues sont indiqués sur la figure 6.9. Deux types de profils ressortent de cette
sélection : soit ils ont un signal très faible, mais malgré tout discernable lié
aux aérosols/poussières cristalline (profils 3, 8 et 10), soit l’ambiguïté est trop
importante pour différencier du signal moléculaire de celui lié aux aérosols. Les
épaisseurs optiques sont répertoriées dans le tableau 6.7.
Le profil no 12 a une zone qui peut être considéré comme du signal moléculaire
entre 2500 et 3000m et un étalonnage qui peut être correct. L’épaisseur optique
qui est déduite conduit à un rapport LiDAR largement en dehors des limites
physiquement acceptables. C’est pourquoi l’inversion forward contrainte sur le
coefficient de rétrodiffusion moléculaire est également utilisée pour ce profil. La
constante système qui en est déduite est très inférieure à celle déduite de la
correction du givre. Cette erreur peut être due à la présence sur le hublot d’un
dépôt plus absorbant que celui des profils utilisés pour établir la correction.
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Profil 3 8 10 11 12
Date 230 238 253 265 269
Zone calcul
AOT (km) 0,2-2,5 0,2-3 0,2-2 0,2-3 0,2-2,5
AOTbackward - - - - -
AOTforward,sans mol 0,005±0,015 0,007±0,017 0,001±0,011 0,035±0,045 -
AOTforward,avec mol - - - - 0,01±0,015
LRa 40 40 40 40 40
K 60,3 59,6 68 58,4 48,4 (25,1*)
TABLEAU 6.7 – Épaisseurs optiques calculées pour les 11 premiers profils sélection-
nées de la troisième période de Barneo. Pour les observations en bleu il a été possible
d’estimer une nouvelle valeur de la constante système et celle-ci est surmontée par
une "*".
Figure 6.9 – Profils de coefficient de rétrodiffusion atténué provenant de la troi-
sième période de la campagne Barneo. La courbe rouge représente le coefficient de
rétrodiffusion moléculaire dont la pente permet de différencier le signal moléculaire
de celui lié aux aérosols plus diffusants (et atténuants).
Les axes ont été spécifiquement adaptés à chaque profil pour mettre en évidence les
structures qui ont été détectées.
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Période 4
Les profils de coefficient de rétrodiffusion atténué des 8 observations retenues
sont indiqués sur la figure 6.10. Du signal moléculaire peut être visible sur certains
profils, ce qui permettra de contraindre l’inversion forward :
• profil no 1 : zone moléculaire entre 4600 et 4900m : étalonnage a priori correct
• profil no 2 : zone moléculaire entre 5000 et 5500m : étalonnage a priori correct
• profil no 3 : zone moléculaire entre 3000 et 3500m : étalonnage a priori correct
• profil no 4 : zone moléculaire entre 3000 et 3500m : étalonnage a priori correct
• profil no 7 : zone moléculaire entre 4000 et 5000m : étalonnage a priori correct
L’étalonnage peut effectivement être considéré comme correct pour ces profils
car les rapports LiDAR déduits de l’inversion backward sont tous réalistes, compris
entre 18,5 et 77,5. Les épaisseurs optiques déduites des différentes inversions sont
indiquées dans le tableau 6.8. Pour le cas no 8 l’inversion n’a pas été tentée car il
n’y a pas de couches d’aérosols clairement visibles.
Figure 6.10 – Profils présentant un signal lié à des aérosols, de la poussière cris-
talline ou moléculaire, provenant de la quatrième période de la campagne Barneo.
Pour chaque cas la courbe rouge correspond au signal théorique moléculaire et la
courbe bleue au coefficient de rétrodiffusion atténué obtenu en tenant compte de la
constante système corrigée du givre.
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Profil 1 2 3
Date 296 298 306
Zone calcul AOT (km) 0,2-4,6 0,2-5 0,2-3
AOTbackward 0,048±0,024 0,12±0,046 0,083±0,035
AOTforward,sans mol - - -
AOTforward,avec mol - - -
LRa 32,3±9,7 77,5±23,3 70,6±21,2
K 58,6 46,9 59,3
Profil 4 6 7
Date 303 334 334
Zone calcul AOT (km) 0,2-3 0,2-2 0,2-4
AOTbackward 0,092±0,038 - 0,008±0,012
AOTforward,sans mol - 0,01±0,02 -
AOTforward,avec mol - - -
LRa 26±7,8 40 18,5±5,6
K 32,7 68 68
TABLEAU 6.8 – Épaisseurs optiques calculées pour certains profils sélectionnées de
la quatrième période de Barneo. Pour les observations en rouge il a été possible
d’estimer une valeur du rapport LiDAR.
6.2.1.3 N-ICE 2015
Système non polarisé
Les profils de coefficient de rétrodiffusion atténué pour les observations retenues
de la première période sont indiqués sur la figure 6.11. A l’instar de la dernière
période de la campagne Barneo ces observations ont été réalisées de nuit ce qui
permet de beaucoup mieux détecter les structures à différentes altitudes par rapport
aux mesures de jour, et d’observer sur la plupart des profils (cf Figure 6.11) une
zone de signal moléculaire :
• profil no 1 : zone moléculaire entre 8000 et 10000m : étalonnage incorrect
• profil no 2 : zone moléculaire entre 6900 et 7100m : étalonnage a priori correct
• profil no 4 : zone moléculaire entre 8000 et 10000m : étalonnage incorrect
• profil no 7 : zone moléculaire entre 8000 et 10000m : étalonnage a priori correct
• profil no 8 : zone moléculaire entre 8000 et 10000m : étalonnage a priori correct
• profil no 9 : zone moléculaire entre 3900 et 4100m : étalonnage a priori correct
• profil no 10 : zone moléculaire entre 6000 et 7000m : étalonnage a priori correct
• profil no 11 : zone moléculaire entre 4000 et 4500m : étalonnage a priori correct
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Figure 6.11 – Profils présentant un signal lié à des aérosols, des cristaux en sus-
pension ou précipitant, ou aux molécules, lors du premier déploiement du système
non polarisé de la campagne N-ICE. Pour chaque cas la courbe rouge correspond
au signal théorique moléculaire et la courbe bleue au coefficient de rétrodiffusion
atténué obtenu en tenant compte de la constante système corrigée du givre. Les
axes ont été spécifiquement adaptés à chaque profil pour mettre en évidence les
structures qui ont été détectées.
Cependant le profil no 2 ne possède pas de signal clairement visible lié aux aéro-
sols, et la zone de signal moléculaire sera donc mise à profit dans la section suivante
pour évaluer le rapport LiDAR du nuage de glace. Quatre de ces observations
conduisent à un rapport LiDAR réaliste, de 17,4 à 56,9. L’incertitude considérée
est la même que celle décrite précédemment. Deux d’entre n’ont visiblement pas
d’étalonnage correct, et la ré-évaluation de leur constante système conduit à des
valeurs très proche (différence inférieure à 10%) de celle obtenue par correction du
givre.
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Profil 1 4 5
Date 23 31 33
Zone calcul AOT (km) 0,2-8 0,2-8 0,2-7
AOTbackward - - -
AOTforward,sans mol - - 0,10±0,11
AOTforward,avec mol 0,005±0,013 0,008±0,014 -
LRa 40 40 40
K 76,1 (80,1*) 80 (85,3*) 12
Profil 8 9 10 11
Date 41 41 43 49
Zone calcul AOT (km) 0,2-8 0,2-3,9 0,2-6 0,2-4
AOTbackward 0,10±0,04 0,045±0,024 0,025±0,018 0,024±0,017
AOTforward,sans mol - - - -
AOTforward,avec mol - - - -
LRa 56,9±17,1 54,2±16,3 23,9±7,2 17,4±5,2
K 62,4 10,6 22,5 20,1
TABLEAU 6.9 – Épaisseurs optiques calculées pour les profils sélectionnées du pre-
mier déploiement du système non polarisé de N-ICE. Pour les observations en bleu
il a été possible d’estimer une nouvelle valeur de la constante système et celle-ci est
surmontée par une "*". Pour les observations en rouge il a été possible d’estimer
une valeur du rapport LiDAR.
Les profils retenus pour la seconde période sont indiqués sur la figure 6.12 et les
valeurs des épaisseurs optiques dans le tableau 6.10. Les deux derniers cas montrent
que le facteur de recouvrement moyen utilisé ne semble pas adapté, et soulignent
ainsi les limites d’une correction automatisée sur l’ensemble des observations d’une
ou plusieurs bouées.
Figure 6.12 – Profils présentant un signal lié à des aérosols, de la poussière cris-
talline ou moléculaire, lors du second déploiement du système non polarisé de la
campagne N-ICE. Pour chaque cas la courbe rouge correspond au signal théorique
moléculaire en tenant compte de l’indice de givre.
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Profil 1 2 3 4 5
Date 117 118 120 144 144
Zone calcul
AOT (km) 0,2-2 0,2-2 0,2-2 0,2-2,5 0,2-2
AOTbackward - - - - -
AOTforward,sans mol 0.009±0,19 0.007±0,017 0.012±0,022 0.018±0,028 0.005±0,015
AOTforward,avec mol - - - - -
LRa 40 40 40 40 40
K 47,5 41 54,7 57,3 60
TABLEAU 6.10 – Épaisseurs optiques calculées pour les profils sélectionnées du
second déploiement du système non polarisé de N-ICE.
6.2.1.4 Bilan
Malgré le nombre important d’observations réalisées sur les deux campagnes,
peu de signaux exploitables liés aux aérosols peuvent en être extraits. Il y a en
effet d’une part une fréquence élevée de phénomène de givre (ou du dépôt de
neige/eau) sur le hublot en particulier pendant la période hivernale, et d’autre part
une présence importante de nuages à très basse altitude atténuant drastiquement
le signal.
Des couches d’aérosols s’élevant en général de la surface jusque 2-3km d’altitude
ont été observées à chaque période, mais de façon un peu moins fréquente en période
estivale (deuxième et troisième période de la campagne Barneo). Néanmoins cette
observation est à nuancer avec les performances relativement faibles du système
lors des mesures de jour, et avec l’inclinaison importante pendant la première
partie de l’été 2014. Un bilan des observations est indiqué dans le tableau 6.11.
Les estimations des coefficients de rétrodiffusion atténués pour les différentes
périodes sont du même ordre de grandeur que celles obtenues aux stations de
mesure à Eureka au Canada par le LIDAR HSRL terrestre [Di Pierro 2013]. Les
rapports de diffusion associés (de l’ordre de 2 à 10) sont également équivalents à
de précédente mesures effectuées dans le cadre de la campagne ASTAR en mars et
avril 2007 [Lampert 2010b].
Les valeurs de coefficient d’extinction obtenues avec un rapport LiDAR de
40sr sont cohérentes avec des précédentes mesures réalisées en Alaska lors de la
campagne ARCTAS en 2008 où des extinctions de l’ordre de 20-30Mm−1 avaient
été mesurées proche de la surface [Di Pierro 2013]. Toujours en Alaska, des extinc-
tions de l’ordre de 30 à 100Mm−1 en moyenne ont été mesurées lors de mesures
aéroportées à l’occasion de la campagne ARCPAC en avril 2008 [Brock 2011].
Certains profils de la première période de Barneo correspondent à des évènements
moins intenses en meilleurs accord avec l’étude réalisée sur plusieurs années
de données de CALIOP filtrées des évènements les plus atténuants (brouillard
arctique, "diamond dust", neige souﬄée ("blowing snow")), en particulier sur le
secteur européen de l’arctique en hiver et au printemps [Di Pierro 2013].
Certains profils ont permis une estimation du rapport LiDAR en connaissant a
priori l’épaisseur optique grâce à la présence d’une zone de signal moléculaire, et à
un étalonnage correct. Le rapport LiDAR déduit est de 43±21, avec une incertitude
154 Chapitre 6. Analyses atmosphériques
de l’ordre de 30%. D’autres profils possédant une zone de signal moléculaire ont
montré un étalonnage erroné, et la nouvelle constante système déduite était dans
60% des cas proche à moins de 30% de celle déduite de la correction du givre.
Enfin, les épaisseurs optiques ont été évaluées en essayant de ne pas prendre en
compte les signaux semblant correspondre à des nuages. Des évènements intenses
d’aérosols ont été détectés début avril 2014 avec des épaisseurs optiques entre
0,25 et 0,2 (pour un rapport LiDAR identique) et une incertitude d’au moins
50%. Ces valeurs sont similaires à celles déduites lors de mesures aéroportées en
avril 2008 entre le Svalbard et la Scandinavie [de Villiers 2010]. Les épaisseurs
optiques qui ont été évaluées sur ces deux premières campagnes sont également
en accord avec une analyse réalisée sur plusieurs années sur les sites de Barrow et
Ny-Alesund [Stone 2014]. Des signaux beaucoup moins intenses ont également été
relevés lors de l’été 2014 mais l’estimation de leurs épaisseurs optiques (entre 0,002
et 0,008) est trop incertaine.
Type de structure Nombrede cas étudiés
Echelle des
épaisseurs optiques Commentaire
couche entre la surface
jusque 2-3km d’altitude
non surmontée par un nuage
25 0.015 - 0.1 ± > 50%
les phénomènes les plus intenses
peuvent correspondre
à des cas de brouillard arctiques
ou de "blowing snow"
couche seule ou multiple
peu rétrodiffusante
d’épaisseur inférieure à 500m
9 60.004 - 0.008 ± > 200%
observées jusque 3km lors de
mesures de jour et jusque 8km
lors de mesures de nuit.
TABLEAU 6.11 – Tableau récapitulatif des structures d’aérosols observés et des
épaisseurs optiques calculées.
6.2.2 Nuages
6.2.2.1 Rappel des techniques d’analyses
Différentes méthodes peuvent être envisagées pour estimer l’épaisseur optique
des nuages détectés dans les observations. Il est possible d’évaluer un γ atténué
en considérant les valeurs de coefficient de rétrodiffusion atténué ce qui permet
d’estimer leur épaisseur optique en inversant la formule établie par Platt :
τnuage v
−1
2.η .log(1− 2.η.LRa .γ
′) (6.1)
Néanmoins cela ne peut être réalisé que pour les nuages ne saturant pas
le détecteur et pour les profils dont l’indice de givre est inférieur à 0,1. Par
conséquent beaucoup de nuages sont mis de côté, en particulier ceux qui sont
très rétrodiffusants et très opaques ce qui explique les valeurs d’épaisseur optique
relativement basse obtenues (cf Figure 6.15). D’autre part cette méthode ne peut
être envisagée que pour estimer des épaisseurs optiques associées à un γ inférieur à
1
2.η.LRa
pour éviter l’obtention d’un terme négatif dans le logarithme. Lorsque le γ
dépasse ce seuil, il est inversé et multiplié par 2 ·LRa , ce qui fournit une estimation
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du coefficient de diffusion multiple η.
Une autre méthode consiste, lorsque du signal moléculaire est visible au dessus
du nuage, à supposer que la constate système corrigée du givre est exacte ce qui
permet d’obtenir directement une estimation de l’épaisseur optique. Une inversion
backward permet alors d’en déduire le rapport LiDAR apparent η · LRa , puis le
rapport LiDAR si une estimation du coefficient de diffusion multiple est disponible.
En revanche si la valeur de la constante système est considérée comme étant trop
incertaine une inversion forward contrainte par le coefficient de rétrodiffusion de la
zone moléculaire est préconisée.
Enfin il ne faut pas oublier qu’en plus du signal utile du LiDAR, c’est à dire
la fraction rétrodiffusée de l’impulsion laser émise, le système détecte également
lors des mesures de jour la luminance diffuse qu’il est alors possible d’utiliser. En
effet celle-ci varie principalement en fonction de l’altitude des nuages et de leur
épaisseur optique, ce qui peut donc permettre d’estimer cette dernière [Chiu 2014]
sans avoir accès à l’altitude de leur sommet réel. Pour cela des simulations de
la luminance en fonction de l’épaisseur optique du nuage fournies par le code de
transfert radiatif MOMO sont utilisées (cf Annexe H). Cependant ces simulations
ne sont pour l’instant disponible que pour une observation au zénith, ce qui ne
permet pas d’utiliser cette méthode lorsque le LiDAR est incliné.
6.2.2.2 Détermination et confirmation de η d’après Platt et MOMO
Pour obtenir une estimation correcte du rapport LiDAR il est nécessaire de
confirmer l’ordre de grandeur du coefficient de diffusion multiple dont une valeur a
été précédemment donnée (0,85±0.05, cf 3.2.1.3) en utilisant le modèle établi par
Eloranta.
Les profils de la campagne Barneo présentant un nuage et respectant les condi-
tions ci-dessous, définissant des caractéristiques attendues pour des nuages princi-
palement d’eau liquide, sont sélectionnés :
• une base au dessus de 500m
• une hauteur inférieure à 1000m
• un sommet en dessous de 3000m
• ∫ Pu · z2 calculé sur le nuage supérieur à 1500
• un seul nuage détecté
• un indice de givre supérieur à 0,1
15 profils correspondent à ces critères, et le coefficient de diffusion multiple
moyen calculé est de 0,83 ± 0,08, ce qui est en bon accord avec l’estimation par le
modèle d’Eloranta. Le γ calculé pour ces profils est reporté sur la figure 6.13.
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Figure 6.13 – Haut : exemple de profils sélectionnés pour l’analyse de la lumi-
nance car possédant un nuage a priori principalement composé d’eau liquide. Les
deux premiers correspondent aux deux γ inférieurs à 0,01 reportés sur la figure
du bas, et les deux suivants présentent un γ proche de 0,03. Bas : γ calculé sur
des nuages en fonction de la luminance spectrale normalisée à celle d’un ciel clair
provenant des simulations de MOMO. Quelques mesures réalisées par les LiDAR
IAOOS sont superposés aux évolutions théoriques déduites de la formule de Platt
et des simulations de MOMO pour deux angles zénithaux sur la période.
Il est également possible de s’assurer que la rétrodiffusion intégrée pour
des nuages supposés d’eau liquide est proportionnelle à la luminance spectrale.
Considérons la première période de la campagne Barneo, en particulier à partir
du 120ieme jour pour éviter les brouillards/aérosols intenses du début de cam-
pagne. Avec les simulations fournis par MOMO la variation du γ en fonction
de la luminance peut également être étudiée (cf Figure 6.13). Les γ calculés
sont supposés être liés à des épaisseurs optiques inférieures à 6, ce qui permet
d’avoir une relation proportionnelle et unique entre la luminance et l’épaisseur
optique. Seule la condition précédente concernant l’amplitude est ignoré ici pour
pouvoir sélectionner des nuages beaucoup moins opaques. Les variations entre
le γ et la luminance spectrale sont cohérentes avec ce qui est attendu, à savoir
l’augmentation vers une valeur limite correspondant à (2.LR.η)−1, au fur et à
mesure que la luminance, donc l’épaisseur optique, augmente.
6.2.2.3 Détermination des épaisseurs optiques des nuages
Méthode basée sur l’équation de Platt
Dans un premier temps la méthode basée sur l’équation de Platt est appliquée.
La sélection de profils décrites précédemment est appliquée pour chaque période
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et les résultats sont indiqués sur les figures 6.15 et 6.14. Cette première méthode
conduit à une majorité d’épaisseurs optiques inférieures à 3, et pour chaque période
il y a une concentration de valeur vers 0,2. Concernant le coefficient de diffusion
multiple il y a un regroupement de valeurs autour 0.65 et 0.85, cette dernière valeur
étant en partie biaisée par l’étalonnage de certains profils par la méthode du γ pour
laquelle un rapport LiDAR de 19sr et un coefficient de diffusion multiple de 0,85 ont
été choisis. Il y a également un étalement uniforme d’un nombre non négligeable
de valeurs entre 0,3 et 0,6 provenant de l’hypothèse sur le rapport LiDAR qu’il
faudrait revoir à la baisse pour les nombreux signaux correspondant à des cristaux de
glace [Nott 2011] et/ou de l’hypothèse d’opacité du nuage. Une erreur de correction
du givre peut également sous-estimer la constante système et par conséquent sur-
estimer le γ.
Figure 6.14 – De haut en bas : restitution des épaisseurs optiques nuageuses (COD
à gauche) et du facteur de diffusion multiple (à droite) lors des deux déploiements
du LiDAR non polarisé de la campagne N-ICE.
Gauche : épaisseurs optiques déduites de certains nuages suite à l’inversion de la
formule de Platt. Droite : l’estimation du coefficient de diffusion multiple déduite
des γ trop élevés pour être inversés
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Figure 6.15 – De haut en bas : restitution des épaisseurs optiques nuageuses (COD
à gauche) et du facteur de diffusion multiple (à droite) sur les quatre périodes de
la campagne Barneo. Gauche : épaisseurs optiques évaluées à partir de l’inversion
de l’équation de Platt pour certains nuages respectant les critères décrits dans le
texte. Droite : coefficient de diffusion multiple évalué avec les nuages possédant un
γ trop important et en supposant un rapport LiDAR de 19sr.
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Inversion
Seuls quelques cas de nuage observés avec un signal moléculaire au dessus seront
étudiés ici. Ce sont des profils obtenus lors de la première période de la campagne
N-ICE.
Figure 6.16 – De haut en bas : observations réalisées par le LiDAR non polarisé
pendant son premier déploiement à la campagne N-ICE.
Gauche : Pu.z2 et signal moléculaire positionné en fonction de la constante sys-
tème corrigée du givre. Milieu : coefficient de rétrodiffusion particulaire. Droite :
coefficient d’extinction particulaire.
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Les épaisseurs optiques calculées de 200m à la zone moléculaire et les rapports
LiDAR apparents déduits sont :
• profil no 2 : COD = 0,50 et η · LRa=27,5
• profil no 7 : COD = 0,83 et η · LRa=12,1
• profil no 8 : COD = 0,23 (=0,14 juste sur la couche entre 5 et 7km) et η ·
LRa=33,1
• profil no 13 : COD = 0,93 et η · LRa=20
Les valeurs de rapport LiDAR des deux premiers sont cohérentes avec
de précédentes mesures [Nott 2011] et également avec des estimations
à 800nm pour un mélange de cristaux sphériques et hexagonaux cylin-
driques [Jourdan 2003] [Lampert 2010a]. Le dernier cas étant très similaire
aux nuages observés pendant la campagne Barneo au printemps et en été conforte
l’hypothèse de considérer un rapport LiDAR d’un nuage d’eau liquide pour ces
périodes.
Méthode "MOMO"
Évaluons à présent l’épaisseur optique pour chacun des profils d’après le signal
de fond de ciel comme cela a été décrit en annexe. Cette méthode peut être
envisagée pour toutes les périodes où le LiDAR est vertical et où l’angle zénithal
est inférieur à 90o. Deux populations d’épaisseur optique totalement différentes
sont obtenues en fonction des valeurs minimales ou maximales retenues (cf
Figure 6.17). Lorsqu’on retient systématiquement la plus petite valeur d’épaisseur
optique correspondant à une luminance donnée on obtient des ordres de grandeurs
similaires à la précédente méthode avec deux modes, respectivement centrés vers
des épaisseurs optiques de 0,1-0,2 et de 2. En revanche lorsqu’on retient plutôt la
valeur d’épaisseur optique la plus élevée les ordres de grandeur diffèrent totalement
avec un mode principal centré vers 15-20. Celui-ci peut tout à fait correspondre à
l’ensemble des nuages très opaques mis de côté lors de l’étude précédente. Auquel
cas les ordres de grandeur obtenus pour ces nuages très bas, supposés d’eau liquide,
sont en bon accord avec un étude passée comparant cette méthode avec d’autres
données, notamment celles du réseau AERONET [Chiu 2014].
6.2. Propriétés optiques 161
Figure 6.17 – Évolution temporelle et densité de probabilité associée de l’épaisseur
optique déduite d’après la variation du signal du fond de ciel pour la première
(haut) et troisième (bas) période de Barneo, dans le cas où les valeurs minimales
(haut) ou préférentiellement maximales (bas) d’épaisseur optique sont retenues. La
distribution en taille des gouttes centrée sur un rayon de 5µm a été utilisée.
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Figure 6.18 – Évolution temporelle et densité de probabilité associée de l’épais-
seur optique déduite d’après la variation du signal du fond de ciel pour le second
déploiement de la version non polarisée pendant N-ICE, dans le cas où les valeurs
minimales (haut) ou maximales (bas) d’épaisseur optique sont préférentiellement
retenues. La distribution en taille des gouttes centrée sur un rayon de 5µm a été
utilisée.
A l’instar de la première période de Barneo le second déploiement de N-ICE s’est
déroulé en avril. Cependant dans le cas de la campagne N-ICE, lorsque les valeurs
maximales d’épaisseurs optiques des simulations de MOMO sont privilégiées, il ap-
parait un mode plutôt centré vers 40, au lieu de 15-20 pour Barneo. Ceci peut appa-
raitre comme une modification significative des tendances établies lors de campagnes
précédentes (campagne IAOOS à Barneo, [Bierwirth 2013], [Leontyeva 1994]) mais
il faut prendre en compte ici le peu de mesures disponibles (73 profils sur environ
35 jours de déploiement) ne facilitant pas la confirmation d’une tendance. Il est
également possible que l’atmosphère ait été plus pollué à cette époque menant à un
renforcement de l’effet Twomey [Werner 2014].
L’estimation d’une épaisseur optique en arctique à partir du signal du fond de
ciel du LiDAR IAOOS est pour l’instant une approche surtout qualitative tant que
le modèle de nuage utilisé n’a pas été adapté à ce qui est réellement mesuré parce que
la valeur d’albedo n’a pas été jusqu’à présent modifiée en fonction de la position de
la bouée et de la saison (la dérive vers le sud augmente progressivement les surfaces
en eau libre et lacs de fonte dans les environs, donc diminue en moyenne l’albedo de
surface, ce qui peut diminuer le fond de ciel). Il est également fort possible qu’il y ait
d’autres nuages à des altitudes plus élevées, non détectés par le LIDAR, favorisant
ou non l’augmentation de luminance spectrale.
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6.2.2.4 Détermination des épaisseurs optiques des précipitations
De nombreux cas de nuages, surmontant ce qui peut être considéré comme
des précipitations, ont également pu être observés. Certains, provenant des deux
campagnes, sont représentés sur la figure 6.19. Étant donné l’absence de zone de
signal moléculaire seule l’inversion forward est utilisée pour déterminer l’épaisseur
optique de ces supposées précipitations, en considérant comme précédemment un
rapport LiDAR de 40sr. Les résultats sont indiqués dans le tableau 6.12. L’épaisseur
optique moyenne est de 0,058±0,059, avec une incertitude de l’ordre de 100%.
Figure 6.19 – Observations de nuages précipitants lors de la campagne Barneo.
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Profil 1 2 3 4
Date 108 298 303 303
Zone calcul AOT (km) 0,2-2,1 0,2-1,5 0,2-1,5 0,2-1
AOTbackward - - - -
AOTforward,sans mol 0,11±0,12 0,055±0,065 0,035±0,045 0,007±0,017
AOTforward,avec mol - - - -
LRa 40 40 40 40
K 57,8 61,9 63,7 53,1
Profil 6 7 8
Date 268 268 303
Zone calcul AOT (km) 0,2-1,3 0,2-1,25 0,2-1,5
AOTbackward - - -
AOTforward,sans mol 0,02±0,03 0,014±0,024 0,022±0,032
AOTforward,avec mol - - -
LRa 40 40 40
K 60 56,1 57,8
Profil 9 10 11 12
Date 303 304 304 305
Zone calcul AOT (km) 0,2-1,6 0,2-1,3 0,2-1,4 0,2-2,5
AOTbackward - - - -
AOTforward,sans mol 0,021±0,031 0,062±0,072 0,21±0,22 0,14±0,15
AOTforward,avec mol - - - -
LRa 40 40 40 40
K 56,9 47,5 57,1 56,6
Profil 14 15 16
Date 305 306 333
Zone calcul AOT (km) 0,2-1,2 0,2-1 0,2-0,6
AOTbackward - - -
AOTforward,sans mol 0,013±0,023 0,081±0,091 0,019±0,029
AOTforward,avec mol - - -
LRa 40 40 40
K 58,3 56,9 61,4
TABLEAU 6.12 – Épaisseurs optiques de signaux considérés comme étant liés à des
précipitations, provenant des campagnes Barneo et N-ICE2015.
6.2.2.5 Bilan
Une nébulosité importante a été observée lors de ces deux premières campagnes,
à l’instar de ce qui avait pu être constaté lors de campagnes précédentes (ex :
SHEBA). Sur l’ensemble de la campagne Barneo, correspondant à la fin du prin-
temps, l’été et l’automne, un nuage a été détecté sur le signal LiDAR sur environ
82% des profils dont près de 90% et 75% ont respectivement une base et un sommet
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apparent inférieurs à 1km. Dans la majorité des cas (94% des profils de la cam-
pagne Barneo) un seul nuage est détecté. En effet l’énergie émise étant très faible
lorsqu’un nuage est sur le trajet du faisceau il y a peu de chance pour qu’une éven-
tuelle seconde couche puisse être détectée au dessus. De nombreux cas ont malgré
tout été observés avec un nuage au dessus de 3km, sans qu’une réelle tendance
puisse réellement être obtenue en fonction des mois ou des saisons à cause de la
grande disparité entre les mesures. Ces premières observations obtenues grâce aux
LiDAR autonomes développés pour le projet IAOOS sont en bon accord avec celles
réalisées lors des nombreuses campagnes précédentes, c’est à dire une nébulosité
importante à très basse altitude quelle que soit la période de l’année.
Concernant les épaisseurs optiques différentes méthodes ont été utilisées. L’in-
version de l’équation de Platt liant l’intégrale du coefficient de rétrodiffusion à
l’épaisseur optique permet, en supposant une valeur de coefficient de diffusion mul-
tiple (0.85) et de rapport LiDAR (19sr), d’estimer l’épaisseur optique de nuages pour
lesquels celle-ci n’est pas trop élevée. Les estimations obtenues sont ainsi toutes in-
férieures à 3 et majoritairement inférieures à 1. Lorsque cela est possible, une autre
méthode consiste à évaluer directement l’atténuation grâce à une zone de signal
moléculaire au dessus du nuage. Les rapports LiDAR qui ont été estimés (entre 20
et 33sr) grâce à cette méthode sont cohérents avec des observations précédentes de
nuage de glace ou en phase mixte. Enfin une évaluation de l’épaisseur optique des
nuages a été estimée pour chaque profil à partir des variations du bruit de fond ciel
et des simulations du code de transfert radiatif MOMO. A cause de l’absence de
relation unitaire entre l’épaisseur optique et la luminance spectrale, deux réparti-
tions différentes sont obtenues en fonction de l’importance accordée aux minima ou
maxima. C’est en privilégiant ces derniers que la population d’épaisseur optique me-
surée est la plus cohérente avec des mesures passées, c’est à dire un mode centré vers
15-20, notamment sur les stations de mesure de Barrow et Alert [Leontyeva 1994].
Des signaux pouvant correspondre à des précipitations ont également été analy-
sés dans cette section. De tels signaux sont "liés" à la base d’un nuage généralement
localisée en dessous de 2km. Les épaisseurs optiques sont assez faibles, généralement
comprises entre 0,02 et 0,15.
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6.2.3 Analyses connexes et couplage avec les observations spatiales
6.2.3.1 Origine des aérosols
Connaissant l’altitude, la date et la localisation de la mesure de ces aérosols
il est à présent possible de réaliser une étude de rétro-trajectoire afin d’estimer
l’origine de ces aérosols. Cette étude se concentre ici sur la période de fin avril 2014,
c’est à dire le début de la campagne Barneo. Les rétrotrajectoires sont obtenues à
l’aide du modèle de transport lagrangien Hysplit et des données GDAS. L’analyse
est réalisée à partir du 22 avril 2014 à 3h à 1 et 3km d’altitude en remontant les
trajectoires sur les 5 jours précédents.
Cinq points de départ sont analysés, dont quatre choisis arbitrairement autour
du pôle et un correspondant à la position de la bouée au 22 avril (cf Figure 6.20).
Pour un départ à 1km les résultats montrent, en ignorant la trajectoire du point
D car elle rencontre très rapidement la surface, que les aérosols à cette altitude
auraient tendance à avoir une origine dans le secteur eurasien de l’Arctique, en
particulier les positions E et C (plutôt situés dans le secteur nord américain
de l’Arctique) qui tendent à montrer une origine similaire à une altitude plus
élevée dans la région du Groenland et du Svalbard. Pour un départ à 3km,
les différentes positions (à part la E) montrent une origine des aérosols à une
altitude inférieure assez clairement localisée vers le nord de l’Europe et de la Russie.
Figure 6.20 – Rétrotrajectoires sur 5 jours réalisées avec le modèle de transport
lagrangien Hysplit à partir du 22 avril 2014 à 3h. Les analyses sont effectuées à
partir de 5 positions à deux altitudes différentes, 1 et 3km.
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6.2.3.2 Observations spatiales
L’analyse des produits d’observations satellite comme la quantité totale de mo-
noxyde de carbone sur la colonne atmosphérique fournie par IASI, peut également
compléter les observations LiDAR. En effet un évènement très intense peut être lié
à des feux de biomasse, ce qui amènerait à considérer un rapport LiDAR plus élevé
que pour des aérosols provenant de pollution anthropique. La figure 6.22 montre
sur l’hémisphère nord le champs de vitesse de vent à 700mb d’altitude (environ
3km, d’après l’atmosphère définie par l’aviation civile (OACI)) et les teneurs en CO
du 20 au 23 avril 2014. Un évènement moyennement intense provenant de Russie
y est discernable, mais beaucoup moins intense que ceux pouvant être détectés en
période estivale et qui sont clairement liés au feux se produisant au Canada et en
Sibérie.
Une comparaison peut également être faite avec les observations du LiDAr spa-
tial CALIPSO lorsque la trace de ce dernier passe à proximité de la bouée au moment
de la mesure de cette dernière. Le profil du 2 novembre 2014 à 9h (3ieme profils de
la figure 6.10, et rappelé ci-dessous sur la figure 6.21) est un exemple d’observation
pouvant être comparé avec CALIOP. La figure 6.23 montrent différentes traces de
CALIOP obtenues quelques heures avant et au moment de la mesure dans une ré-
gion très proche de la bouée. On repère une masse nuageuse à la même altitude que
le profil IAOOS. Cependant sur les données CALIOP on ne distingue pas de couche
d’aérosols vers 500m contrairement au profil IAOOS. D’autre part ce qui apparaît
sur les données CALIOP comme un nuage d’eau liquide (forte rétrodiffusion et forte
atténuation) semble beaucoup moins opaque sur le profil IAOOS car du signal lié
à des aérosols est encore visible au dessus du sommet et également moins rétro-
diffusant. Ceci peut très bien provenir d’une zone plus "claire" entre deux plaques
nuageuses comme celle visible sur la trace entre 7h13 et 7h27 entre les flèches noire
et verte (cf Figure 6.23).
Ces représentations temporelles des mesures du LiDAR spatial CALIOP per-
mettent également de pleinement prendre conscience de l’intérêt d’un réseau de
LiDAR au sol puisque ses capacités de détection sont considérablement réduites
sous un nuage, ce qui peut avoir pour conséquence une absence totale de données
entre la surface et 5km.
Figure 6.21 – Profil du coefficient de rétrodiffusion atténué de l’observation réalisée
le 02/11/14 à 9h (UTC).
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Figure 6.22 – Gauche : carte centrée sur le pôle nord jusque 50oN
des champs de la vitesse du vent à environ 3km d’altitude (d’après
http ://www.esrl.noaa.gov/psd/data/composites/hour/). Droite : quantité de CO
sur la colonne atmosphérique centrée sur la même région. De haut en bas : du 20
au 23 avril 2014 correspondant aux 5 derniers profils de la figure ??.
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Figure 6.23 – Différentes observations de CALIPSO en arctique de 5h34 à 5h48
(haut), de 7h13 à 7h27 (milieu) et de 8h52 à 9h06 (bas) le 2 novembre 2014 (d’après
http ://www-calipso.larc.nasa.gov/). Gauche : traces (trait rose) correspondantes
aux différentes périodes précédentes, avec la position de la bouée (point bleu).
Droite : représentation temporelle du coefficient de rétrodiffusion atténué total. Les
flèches noire et verte correspondent à des zone délimitées par des traits de même
couleur sur les traces.
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6.3 Bilan radiatif à la surface
Sachant que l’information concernant les aérosols est pour l’instant assez limitée
(leur absorption est par exemple inconnue) seules les répercussions liées au flux
solaire et infrarouge (IR) des nuages sont étudiées ici. Cette étude se concentre sur
la première période de la campagne Barneo (mi-avril jusque fin juin 2014) pendant
laquelle le givre était limité et la bouée verticale.
Il est possible d’estimer les flux IR et solaire descendants à la surface par plu-
sieurs méthodes nécessitant plus ou moins d’observations. En effet de nombreuses
paramétrisations ont été réalisées, en se basant sur la loi de Stefan-Boltzman dans
le cas des flux IR, mais dont les coefficients étaient généralement adaptés à la
région concernée par les analyses. Key a résumé l’ensemble des paramétrisations
effectuées avant 1996 [Key 1996], en particulier celles concernant la région arctique.
Lorsque le flux concerne uniquement le cas d’un ciel clair il aura un indice
clair, lorsqu’il considère le cas nuageux il aura l’indice nuage et lorsque la
paramétrisation prend tout en compte le flux aura l’indice tout.
6.3.1 Flux IR
6.3.1.1 Méthodes de calcul
A partir de comparaisons avec des observations réalisées sur les bases de Barrow
et Resolute Key a préconisé l’utilisation des paramétrisations, ou des combinaisons
de paramétrisations, provenant des développements de Efimova [Efimova 1961] et
Jacobs [Jacobs 1978]. Ces paramétrisations se basent uniquement sur la tempéra-
ture au dessus de la surface T2m et sur la fraction nuageuse c. Ces flux seront
reconnaissables par la suite par leur indice E.J..
LW ↓clair,E.J. = σ · T 42m · (0.746 + 0.006 · e2m)
LW ↓tout,E.J. = LW ↓clair ·(1 + 0.26c)
(6.2)
avec :
e2m : pression de vapeur d’eau au dessus de la surface (mbar)
σ : constante de Stefan Boltzman (5,67.10−8 W.m−2.K−4)
La température au dessus de la surface est mesurée par la station météo (cf
Figure 6.24) de la bouée à environ 1,5m ce qui permet également, en supposant
une humidité relative de 80% (crédible vis à vis de certaines observations réalisées
pendant SHEBA [Andreas 2002]), de déduire une estimation grossière de la pression
de vapeur d’eau e2m :
e2m = RH · e2m,sat (6.3)
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avec :
e2m,sat = (1.0007 + 3.46 ∗ P2m · 10−6) · 6.112 · exp




En supposant exacte l’humidité relative RH, une incertitude de 1K sur la
température proche de la surface entraine une incertitude de 7 à 10% sur la
pression en vapeur d’eau pour la période considérée. Quant à l’incertitude liée à la
valeur fixe d’humidité relative elle est estimée à 30%. Ceci entraine une incertitude
sur le flux IR, estimé avec l’équation 6.2, inférieure à 2%.
Figure 6.24 – Températures à 1,5m ( T2m) (courbe rouge) et de la surface (courbe
bleue) mesurées sur la bouée pendant la première période de la campagne Barneo
2014.
La fraction nuageuse est supposée unitaire pour les observations LiDAR dont
le profil d’écart type ne possède pas les caractéristiques attendues en cas de ciel
clair (cf Annexe G). Dans le cas contraire elle est considérée nulle.
Il est également possible d’évaluer les flux IR descendants et montants à la
surface en estimant les flux émis par la surface et par le nuage, et en prenant
en compte les interactions entre ces deux milieux (cf Equation 6.5). Il est pour
cela nécessaire d’estimer l’émissivité de la masse nuageuse pour chaque profil. En
se basant sur les développements de Hall [Hall Jr 1968], Platt [Platt 1973] puis
Liou [Liou 1990], Minnis [Minnis 1993] a défini pour différents nuages les valeurs
des paramètres apparaissant dans l’équation établie par Liou liant l’émissivité à
l’épaisseur optique dans le visible. Ne connaissant pas précisément le type de nuage
observé pour chaque profil de la campagne Barneo, et puisque les valeurs établies
par Minnis sont similaires entre les types de nuage, la moyenne de ces valeurs est ici
considérée pour l’estimation de l’émissivité (cf Equation 6.7), dont un histogramme
pour la période considérée est présentée en figure 6.25. Ces flux seront distingués
par l’indice IAOOS. Afin de simplifier l’approche la transmission est ici négligée.
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LW ↓tout, IAOOS=cLiDAR · εsurf · σ · T 4surf · (1− εnuage)
+ cLiDAR · εnuage · σ · T 4nuage
+ (1− cLiDAR) · σ · T 42m · εciel
(6.5)
LW ↑tout, IAOOS=cLiDAR · εsurf · σ · T 4surf
+ cLiDAR · εnuage · σ · T 4nuage · (1− εsurf)
+ (1− cLiDAR) · σ · T 4surf · εsurf
+ (1− cLiDAR) · σ · εciel · T 4surf · εsurf
(6.6)









amoy=-0.4734 (moyenne des paramètres de Minnis [Minnis 1993])
bmoy=1.0216 (moyenne des paramètres de Minnis [Minnis 1993])
SZA : angle solaire zénithal ;
COD : épaisseur optique des nuages ;
σ : constante de Stefan Boltzman (5,67.10−8 W.m−2.K−4) ;
cLiDAR : la fraction nuageuse égale à 1 si un nuage est détectée par le LiDAR, 0
sinon
εciel : estimation de l’émissivité du "ciel clair"
εsurf : estimation de l’émissivité de surface
L’épaisseur optique considérée est celle qui a été estimée par la variation de la
luminance avec les simulations du modèle MOMO, en retenant préférentiellement
les valeurs élevées. Celles-ci sont rappelées sur la figure 6.25. La fraction nuageuse
est prise soit égal à 1 si un nuage est détecté par le LiDAR soit égale à 0 dans
le cas contraire car il faut que Tnuage puisse être associée à une base effective de
nuage. Les cas où un nuage n’est pas détecté par le LiDAR (trop de givre et/ou
nuage trop haut) mais pour lesquels le profil d’écart type indique une présence
nuageuse, sont écartés. L’angle solaire zénithal est obtenu pour chaque profil par
la connaissance de la position GPS et de l’heure de la mesure. Enfin l’émissivité du
ciel clair εciel est prise ici constante à 0,7 [Herrero 2012].
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Figure 6.25 – Gauche : densité de probabilité de l’émissivité évaluée à partir de
l’équation 6.7 en utilisant les épaisseurs optiques déterminées par l’étude de la
variation du fond de ciel (à droite représentation temporelle et densité de probabilité
pour la première période de Barneo).
Il est également nécessaire de connaître la température de la base des nuages
Tnuage. En l’absence de mesure de température de brillance ou de lâcher de ballon
sonde cette valeur ne peut être qu’estimée. Connaissant l’altitude de la base des
nuages les profils de température ERA-Interim sont utilisés pour réaliser cette
estimation. Enfin on considère qu’à cette période la surface est recouverte de neige
dont l’émissivité peut être prise égale à 0,95 [Warren 1982], bien que celle-ci soit va-
riable en fonction du type de neige et de l’angle zénithal. La température de surface
est obtenue grâce aux mesures de l’IMB de la bouée. La valeur utilisée correspond
à la moyenne sur 9 thermistances aux environs de l’interface neige/atmosphère.
Cette valeur peut parfois avoir un écart de 5K avec celle mesurée au dessus de la
surface par le mât météo (cf Figure 6.24) et donc être à l’origine d’un écart d’une
vingtaine de W.m−2 pour l’estimation du flux IR montant à la surface.
Les approches précédentes (paramétrisation basée sur les travaux de Efimova
et Jacobs (LW ↓tout,E.J.) ne prennent absolument pas en compte la hauteur de la
base des nuages qui est a priori un paramètre important, puisque ce paramètre est
directement lié à la température de la base des nuages. Le calcul direct avec les
observations du LiDAR IAOOS (LW ↓tout, IAOOS)) prend en revanche indirecte-
ment en compte cette altitude en utilisant la température à la base du nuage. Une
étude récente a permis d’étudier la modulation du flux IR descendant à la surface
par cette hauteur [Viúdez-Mora 2015]. Celui-ci sera reconnaissable à l’indice V −M
(cf Equation 6.8), et ne correspondra donc que aux cas où un nuage a été détecté.
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Cependant cette étude, et la paramétrisation qui en a été déduite, a été réalisée à
Gérone en Espagne, et peut donc aboutir à de légères différences, principalement
liées à la prise en compte ou non de la vapeur d’eau, avec une paramétrisation adap-
tée à des observations en région arctique. Le résultat attendu doit néanmoins être
très proche car il a été montré de nombreuse fois le lien direct du flux IR descendant
à la surface avec la température au dessus de celle-ci, indépendamment de considé-
rations macrophysiques liées aux nuages. Enfin il a été souligné dans la conclusion
de cette étude qu’aucune tendance n’avait pu être clairement établi entre la hauteur
des nuages et le flux IR vers la surface en utilisant des observations réalisées à Bar-
row en Alaska. Il est malgré tout possible de comparer pour cette première période
de la campagne Barneo le flux IR directement calculée à partir des observations
IAOOS (cf Equation 6.5) et les bases des nuages.
LW ↓nuage, V−M= 0.952 · σ · T 4 · (1.031− 0.025 · hbase)
(6.8)
avec :
T : température de surface (K)
hbase : hauteur de la base du nuage (km)
6.3.1.2 Résultats et comparaisons
Les flux IR descendant à la surface calculés pour chaque observation de la
première période de Barneo 2014 d’après les trois approches décrites précédem-
ment (LW ↓tout,E.J., LW ↓tout, IAOOS et LW ↓tout, V−M ) sont indiqués sur la
figure 6.26. Comme attendue les estimations par les paramétrisations LW ↓tout,E.J.
et LW ↓tout, V−M montrent une bonne corrélation. En revanche le calcul basé sur
la surface (au lieu de la température au dessus de celle-ci) et les nuages comme
sources est visiblement décalé par rapport aux deux autres. Les moyennes de
chaque méthode pour les 3 mois de la période considérée sont répertoriées dans le
tableau 6.13. Celle en avril de LW ↓tout, V−M est significativement plus élevée que
celle de LW ↓tout,E.J. car ce flux correspond uniquement aux cas nuageux donc les
valeurs plus faibles de cas clairs ne sont pas estimées avec cette méthode.
Ces différentes estimations sont en accord avec l’augmentation progressive sur
ces trois mois d’après l’établissement de moyennes mensuelles réalisées sur des
observations satellites entre 1979 et 2001 [Francis 2004]. A part la moyenne en
avril de LW ↓tout, V−M , ces moyennes sont cohérentes avec la moyenne annuelle
qui a été calculée par différentes méthodes (observations de SHEBA, NASA/GISS
GCM, observations spatiale TOVS) si on prend en compte la tendance décennale
qui a été relevée dans cette étude (8-10W.m−2.dec−1 pour mars-avril-mai et 3-6
W.m−2.dec−1 pour juin-juillet-août).
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Figure 6.26 – En rouge le flux IR descendant à la surface évalué d’après les for-
mules simples établies par Efimova (1961) et Jacobs (1979) utilisant les mesures
de température au dessus de la surface de la bouée et une estimation binaire de la
fraction nuageuse basée sur les observations du LiDAR. En noir le même flux avec
l’utilisation des observations et en particulier des épaisseurs optiques nuageuses dé-
duite des simulations de MOMO à partir desquelles l’émissivité à été évaluée. En
bleu le même flux évalué avec la paramétrisation de Viudez-Mora (2015) qui, pour
rappel, ne correspond qu’au flux dans les cas nuageux. La courbe rose continue
correspond au flux en ciel clair établi par Efimova LW ↓clair,E.J..
Flux IR descendants avril 2014 mai 2014 juin 2014
LW ↓tout,E.J. (W.m−2) 211,6 ± 26,04 264,9 ± 21,63 294,4 ± 12,92
LW ↓nuage, V−M (W.m−2) 230,0 ± 15,8 270,9± 16,81 296,1 ± 9,45
LW ↓tout, IAOOS (W.m−2) 219,21 ± 43,60 274,6 ± 24,22 306,4 ± 14,06
TABLEAU 6.13 – Moyennes et écarts types liés à la dispersion des observations du
flux IR descendant calculés pour les trois premiers mois de la campagne Barneo
2014 en utilisant différentes mesures réalisées sur la bouée (température au dessus
de la surface, température de la surface), et depuis la bouée (altitude de la base des
nuages) (cf 6.3.1.1 pour un détail des méthodes de calcul).
Le mois d’avril présente plus de cas clair que mai et juin, comme cela avait déjà
été constaté précédemment. Ceci explique la différence plus importante pour ce
mois entre LW ↓nuage, V−M et les deux autres méthodes car ces dernières prennent
en compte également les cas clairs, contrairement à la paramétrisation de Viudez-
Mora. Pour les mois de mai et juin 2014 le flux IAOOS est plus élevé en moyenne
que les deux autres méthodes (de +5 à +10W.m−2).
N’ayant pas de mesures radiométriques simultanées le calcul utilisant les ob-
servations et l’émissivité (LW ↓tout, IAOOS) est utilisé comme référence. Seuls les
mois de mai et juin sont étudiés ici car il y a peu ou pas de jour clair dans ces
périodes ce qui permet de comparer également le flux déduit des bases des nuages
LW ↓nuage, V−M (cf Figure 6.27). La combinaison de paramétrisations de Efimova
et Jacobs et celle de Viudez-Mora sous-estiment en moyenne les flux IR pris pour
référence respectivement d’environ -12W.m−2.km−1 et -9W.m−2.km−1.
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Figure 6.27 – Densités de probabilité de la différence entre LW ↓tout,E.J. et
LW ↓tout,obs (gauche), et entre LW ↓tout,V−M et LW ↓tout,obs (droite) pour mai
et juin 2014.
A partir des estimations du flux IR en utilisant les épaisseurs optiques déduites
des observations du LiDAR (LW ↓nuage, obs) il est possible d’analyser la variation
de ce flux en fonction de la base du nuage. La tendance obtenue est d’environ
-16W.m−2.km−1 (cf Figure 6.28) pour les nuages dont la base est au dessus de
200m, donc un peu plus élevée que celle déduite par Viudez-Mora des observations
en Espagne (-12W.m−2.km−1). Pour une altitude donnée l’écart type est de l’ordre
de 22.6W.m−2.km−1 entre 200 et 1000m et d’environ 21.8W.m−2.km−1 entre 1000
et 2500m.
Figure 6.28 – Flux IR descendant à la surface évalué avec l’équation 6.5 en fonction
de l’altitude de la base des nuages et ajustement linéaire.
Enfin il est possible d’estimer le flux IR net à la surface défini par l’équation 6.9
et représenté pour la première période de Barneo sur la figure 6.29.
LWsurface, net,IAOOS = LW ↓tout, IAOOS −LW ↑tout, IAOOS (6.9)
Les moyennes obtenues pour chaque mois sont indiquées dans le tableau 6.14.
Il y a assez peu de différence entre les mois, ce qui est cohérent avec ce qui a été
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observé en moyenne entre 1982 et 1999 sur la région arctique au nord de 60oN,
notamment un minimum en avril lorsque la couverture nuageuse est la moins im-
portante [Wang 2005]. Les valeurs et les différences entre ces trois mois sont égale-
ment cohérents avec les observations de la campagne SHEBA. Cependant l’évolu-
tion constatée ici durant cette période est plutôt inversée par rapport aux mesures
réalisées pendant SHEBA [Intrieri 2002a]. Cette différence pourrait par exemple
s’expliquer, sans pouvoir être confirmée pour l’instant, par une nébulosité différente
en termes d’altitude et/ou de fréquence, ou encore par des inversions de température
plus ou moins importantes et/ou fréquentes. Les flux net calculés ici correspondent
à un refroidissement de la surface de 5 à 7oC.
Figure 6.29 – Flux IR net à la surface évalué avec les flux montants et descendants,
LW ↑tout, IAOOS et LW ↓tout, IAOOS de mi-avril à fin juin 2014 : les tiretés verticaux
représentent les transitions entre les différents mois.
Flux IR net surface avril 2014 mai 2014 juin 2014
LWsurface, net,IAOOS(W.m−2) -30,0±31,9 -25,9±13,3 -20,5±10,7
TABLEAU 6.14 – Moyennes et écarts types liés à la dispersion des observations du
flux IR nets calculés pour les trois premiers mois de la campagne Barneo 2014 en
utilisant différentes mesures et observations réalisées sur la bouée (température au
dessus de la surface, température de la surface, l’altitude de la base des nuages)
(cf 6.3.1.1 pour un détail des méthodes de calcul).
6.3.1.3 Bilan
Grâce à la mesure de température par le mât météo de la bouée il est possible
d’avoir une estimation du flux IR descendant à la surface par diverses paramétri-
sations car de nombreuse études ont mis en évidence que celui-ci dépend majori-
tairement de la température au dessus de la surface. Les résultats obtenus pour les
mois d’avril, mai et juin 2014 sont cohérentes avec des études précédentes, quelle
que soit la méthode de calcul, notamment vis à vis d’observations de la campagne
SHEBA ou des observations spatiales sur plus de deux décennies.
En l’absence de mesures réelles du flux IR descendant à la surface il n’est ac-
tuellement pas possible de privilégier une approche plutôt qu’une autre. Néanmoins
en considérant comme référence une approche basée sur l’utilisation des épaisseurs
optiques (déduites des variations de la luminance spectrale diffuse) permettant d’es-
timer l’émissivité des nuages, un écart de 12 et 9 W.m−2 a été mis en évidence avec
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les paramétrisations établies respectivement par Efimova et Jacobs, et par Viudez-
Mora pour les mois de mai et juin 2014.
6.3.2 Flux solaire
6.3.2.1 Méthodes de calcul
A partir de comparaisons avec les mêmes observations réalisées sur les bases
de Barrow et Resolute que pour les flux IR, Key (1998) a préconisé l’utilisation
des paramétrisations de Shine [Shine 1984], distinguées par la suite avec l’indice Sh.
SW ↓clair ,Sh = S0 · cos(SZA)
2
1.2 · cos(SZA) + (1 + cos(SZA)) · 10−3 · e2m + 0.0455
SW ↓nuage ,Sh = (53.5 + 1274.5 · cos(SZA)).
√
cos(SZA)
1 + 0.139 · (1− 0.9345 · a) · COD
SW ↓tout, Sh = (1− c).SW ↓clair +c.SW ↓nuage
(6.10)
avec :
S0 : constante solaire ;
SZA : angle solaire zénithal ;
e2m : pression de vapeur d’eau au dessus de la surface ;
a : albedo de surface ;
COD : épaisseur optique des nuages ;
Bien qu’il n’y ait pas de mesure du flux solaire disponible pour l’instant à ces
périodes, le LiDAR reçoit une luminance diffuse qui peut être comparée dans un
premier temps aux estimations fournies par la paramétrisation de Shine.
6.3.2.2 Résultats
Le flux solaire descendant à la surface par la paramétrisation établies par Shine
(cf Equation 6.10) est indiquée sur la figure 6.30. L’albedo de surface pour la période
considérée a été fixé à 0,85 et les épaisseurs optiques déduites de la variation de la
luminance diffuse ont été utilisées (cf Figure 6.25). Les moyennes par mois, en
prenant en compte les nuages, sont indiquées dans le tableau 6.15. La nébulosité
étant sensiblement la même pour les trois mois considérés (cf Section 6.1.4), on
retrouve l’augmentation attendue entre avril et juin. Les moyennes obtenues pour
chaque mois sont cohérentes avec ce qui avait été observées durant la campagne
SHEBA [Gorodetskaya 2008], et également avec la moyenne sur 21 ans de mesures
à Ny-Alesund pour le mois de mai pour lequel un écart de l’ordre de 40W.m−2 peut
être observé.
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En considérant toujours un albedo de 0,85±0,03, les estimations des flux solaires
montant et net à la surface sont également indiqués dans le tableau 6.15. Par rapport
aux observations réalisées durant SHEBA, le flux solaire net est environ deux fois
mois important. Ceci peut en partie s’expliquer par la localisation à des latitudes
beaucoup plus basses de la campagne SHEBA à cette période, mais également pour
le mois de juin par la valeur d’albedo importante considérée ici, par rapport à celle
mesurée lors de SHEBA (figure 5 de [Intrieri 2002a]).
Figure 6.30 – En bleu le flux solaire descendant à la surface évalué d’après la
formule établie par Shine en ciel clair utilisant les mesures de température au dessus
de la surface. Les courbes en tiretés bleus donnent la valeur du flux en ciel clair
pour les angles solaires minimum et maximum observés au cours de la journée. En
rouge le même flux en ajoutant l’apport des nuages à partir d’une autre formule
établie également par Shine nécessitant l’utilisation des épaisseurs optiques évaluées
d’après les observations LiDAR, ainsi que la température de surface.
avril 2014 mai 2014 juin 2014
SW ↓tout,Sh 132,8±58,4 181,5±48,9 232,3±73,9
SW ↑tout, 112,9±53,6 154,3±47 197,5±69,8
SWnet,tout, 19,9±12,7 27,2±12,8 34,8±18
TABLEAU 6.15 – Moyennes et écarts types liés à la dispersion des observations du
flux solaire descendant à la surface estimés d’après la paramétrisation prenant en
compte les nuages établie par Shine.
6.3.3 Comparaisons modèles - mesures
L’un des intérêts de la multiplication des mesures en région arctique est de pou-
voir s’assurer que les modèles représentent correctement la réalité et dans le cas
contraire de les améliorer en se basant sur les observations. Différentes observa-
tions et résultats d’analyses ont ainsi été comparés aux sorties du modèle WRF
(Weather Research and Forecasting model) utilisé au laboratoire LATMOS. Ces
comparaisons ont été possible grâce à la contribution et aux simulations réalisées
par Jean-Christophe Raut, Tatsuo Onishi et Louis Marelle.
Les simulations se sont basées sur les données GFS et des comparaisons sont réa-
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lisées concernant la température de surface, la détection de nuage et les flux solaire
et IR descendants à la surface. Suite à la résolution d’un problème, par l’équipe de
modélisation du laboratoire, concernant la température de surface au moment de la
fonte de la neige, la température déterminée par WRF à 2m de hauteur est en bon
accord avec celle mesurée par la bouée à une hauteur équivalente (cf Figure 6.31).
La comparaison simultanée avec les données GFS et ECMWF montrent une ex-
cellente correspondance entre GFS et les observations, alors qu’ECMWF à l’instar
des sorties WRF s’éloignent légèrement des observations à partir du 150ieme jour,
période à laquelle les températures avoisinent 0oC et la neige commence à fondre.
Figure 6.31 – Représentation temporelle sur la première période de la campagne
Barneo de la température de surface ou proche de la surface fournie par différents
modèles. En noir et rose les sorties du modèle WRF respectivement avant et après
la résolution d’un problème concernant l’évolution de la température de surface lié
à la paramétrisation de la fonte de la neige, induisant des variations importantes
après le jour 142. On remarque par ailleurs qe la température donnée par ERA-I
est plus élevée de 5K que la température mesurée à la mi-avril, l’écart diminuant
ensuite.
Concernant les nuages, qu’ils soient d’eau liquide ou de glace, WRF ne par-
vient pas à l’heure actuelle à former une couverture nuageuse équivalente à celle
observée en arctique lors de la première période de la campagne Barneo concernant
l’occurrence et la structure (cf Figure 6.32).
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Figure 6.32 – De haut en bas : première période de Barneo 2014 : a. localisation
des nuages formés par WRF ; b. nuages détectés par le LiDAR ; c. flux solaire évalué
par WRF et par la paramétrisation de Shine. ; d. flux IR évalué par WRF (en bleu)
et par l’utilisation des mesures LiDAR et météo (en rouge).
Ceci a pour conséquence une modification importante des flux solaires et IR
fourni par WRF, notamment ceux descendants à la surface, puisque la plupart
du temps un cas de ciel clair sera considéré ce qui sous-estime et surestime
respectivement les flux IR et solaire (cf Figure 6.32). Pour les cas où un un nuage
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Méthode de calcul Flux solaire (W.m−2) Flux IR (W.m−2)
WRF (GFS) 172.0±97.23 282.7±34.28
LW ↓tout, obs - 301.9±18.41
SW ↓nuage ,Sh 216.6±74.92 -
TABLEAU 6.16 – Moyennes et écarts types liés à la dispersion des observations des
flux solaire et IR calculés par WRF et estimés par deux méthodes décrites dans le
texte, pour les cas de présence simultanée de nuage entre WRF et les observations.
est effectivement formé par WRF on remarque un biais ( +20W.m−2) entre les flux
IR déduits des observations (LW ↓tout, IAOOS) et ceux provenant des simulations
(cf Figure 6.33). Celui-ci correspond à un écart d’environ +5K en faveur de
LW ↓tout, IAOOS . La différence d’altitude des bases des nuages détectés de part et
d’autre sur un même profil (cf Figure 6.32) pourrait être à l’origine d’une partie
de ce biais (cf Figure 6.34). Des recherches plus poussées doivent être menées pour
notamment comprendre la méthode de calcul de WRF (émissivité des nuages,
de la surface, prise en compte de la vapeur d’eau). Dans le cas du flux solaire
(évalué avec la paramétrisation de Shine SW ↓nuage ,Sh) la correspondance est
beaucoup moins évidente. Ceci peut avoir différentes origines comme une mauvaise
estimation de l’albedo ou de l’épaisseur optique. Cependant pour les rares cas de
ciel clair en avril (ex : le 112 et 113ieme jour), la paramétrisation de Shine fournit
les même valeurs que WRF (cf Figure 6.32 c.).
Enfin pour les profils où WRF détecte également un nuage, les moyennes de
flux calculés par WRF et par les méthodes décrites précédemment sont indiquées
dans le tableau 6.16.
Figure 6.33 – Gauche : flux solaire descendant à la surface déterminé par WRF en
fonction de SW ↓tout, Sh (cf Equation 6.10) pour les profils où WRF forme effecti-
vement un nuage.
Droite : flux IR descendant à la surface déterminé par WRF en fonction de
LW ↓tout, IAOOS (cd Equation 6.5) pour les profils où WRF forme effectivement
un nuage.
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Figure 6.34 – Température de la base des nuages de WRF en fonction de la tempé-
rature de la base des nuages du LiDAR calculée avec les données de ERA-interim,
pour les profils où WRF détecte un nuage en même temps que le LiDAR,
6.3.4 Bilan
Différentes méthodes d’estimation des flux IR ont été proposées. Certaines sont
basées sur des paramétrisations mises en place à l’aide d’observations obtenues dans
d’autres régions et utilisent essentiellement la température au dessus de la surface.
Nous les avons testées en utilisant celle mesurée au niveau de la bouée par une sta-
tion météo. L’une d’elle prend en plus en compte la base des nuages. Les moyennes
mensuelles calculées sur les mois d’avril, mai et juin 2014 sont en bon accord avec
des mesures passées, et ont un biais d’environ 3W.m−2 entre elles pour les mois
de mai et juin 2014, et 15W.m−2 pour le mois d’avril (ce qui est normal puisque
l’une des méthodes n’estime pas les cas de ciel clair, très fréquent en avril). Une
autre méthode a été proposée en estimant les flux provenant de la surface et des
nuages, en utilisant une approche plus rigoureuse avec la température de la surface
mesurée lors de la campagne par un IMB et la température de la base des nuages a
été estimée par les données de ERA-interim. L’émissivité de ceux-ci a été calculée
d’après les épaisseurs optiques déterminées par étude de la variation de la lumi-
nance diffuse. Les résultats ont montré un écart d’une dizaine de W.m−2 avec les
méthodes précédentes.
Des comparaisons de flux infrarouge descendant à la surface ont également été
effectuées entre l’estimation utilisant la température de surface et les sorties du mo-
dèle WRF. Un biais d’environ 20W.m−2 a été constaté, qui n’a pour l’instant pas
pu être expliqué par une différence de température de la base des nuages détectés
par le LiDAR ou par WRF. Une étude de sensibilité sur les épaisseurs optiques
(donc les émissivités) devrait permettre de mieux comprendre cet écart.
Le flux solaire a également été brièvement étudié. Les résultats obtenus avec la
paramétrisation établie par Shine et confirmés par Key sur un ensemble d’observa-
tions en région arctique ont peu de similarité avec les sorties de WRF, notamment
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parce que celui-ci semble clairement avoir des difficultés avec la gestion de la cou-
verture nuageuse en arctique à cette période de l’année. Ce flux étant très sensible
et dépendant de l’épaisseur optique des nuages et aérosols, ainsi que de l’albedo il
sera nécessaire à l’avenir de simuler différentes situation avec le code de transfert
radiatif MOMO pour pouvoir réaliser une correspondance entre la luminance diffuse
détectée par le LiDAR et le flux solaire descendant à la surface.
6.4 Conclusion
Grâce au déploiement de trois systèmes lors des deux premières campagnes du
projet IAOOS des données ont été obtenues sur presque une année entière, d’avril
2014 à avril 2015 (avec un "trou" de décembre 2014 à janvier 2015 et de mi-mars à
mi-avril) dans la région définie de 80 à 88o N et de 5 à 30o E, autrement dit entre
le pôle Nord et le nord du Svalbard.
Un premier système non polarisé a été déployé lors de la campagne Barneo
en 2014 il n’a pas été possible d’obtenir des informations concernant la phase des
nuages d’avril à novembre 2014. Les analyses menées sur les quatre périodes définis-
sant cette campagne ont mis régulièrement en évidence de nombreux cas d’aérosols,
en incluant les précipitations. Ces aérosols, plus facilement détectés en début de
campagne avant l’augmentation significative d’une basse et opaque nébulosité, sont
généralement compris entre la surface et 3km d’altitude. Ceci ne signifie pas une
absence à des altitudes plus élevées, car outre les nuages opaques l’autre raison
de la faible portée du LiDAR est tout simplement ses performances intrinsèques
ne lui permettant pas de détecter des aérosols au delà de 4-5km. Différents types
de couches d’aérosols/poussière cristalline/précipitations ont été détectées, plus ou
moins atténuantes, certaines avec une valeur d’épaisseur optique très faible et incer-
taine inférieure à 0,01, et d’autres avec des épaisseurs optiques pouvant aller jusque
0,2 pour les cas de précipitations plutôt en été ou de brouillard mi-avril.
Sur l’ensemble de la campagne les bases et sommets apparents détectés des
nuages étaient très bas, essentiellement en dessous du premier kilomètre pour les
trois premières périodes (correspondant au printemps, été et début de l’automne)
et vers 1km pour la dernière période (plus centrée vers la fin de l’automne). Cette
nébulosité très basse n’a pas favorisé la détection de valeurs plus élevées de bases et
sommets apparents. En inversant la formule établie par Platt ou en utilisant direc-
tement l’intégrale du coefficient de rétrodiffusion atténué (les deux méthodes avec
un rapport LiDAR de 19sr, et pour la formule de Platt un coefficient de diffusion
multiple de 0,85) les épaisseurs optiques des nuages ont été estimées dans les cas où
le givre n’est pas trop important et où le détecteur n’est pas saturé. Cette méthode
d’estimation de l’épaisseur optique ne permet pas de restituer des valeurs élevées
(sensibilité limitée aux COD inférieures à environ 3). Les résultats ont montré que
la plupart des épaisseurs optiques estimées par cette méthode sont inférieures à 1.
Une estimation des épaisseurs optiques de chaque profil en fonction de la variation
du bruit a également été réalisée. Cette méthode s’appuie sur des simulations de
luminance spectrale en fonction de l’épaisseur optique pour différents angles zéni-
thaux (de 0 à 90o) et une observation au zénith. Par conséquent seules les périodes
1 et 3 pouvaient être concernées (inclinaison faible), dans le cas de la période 3
6.4. Conclusion 185
seulement la première moitié car les angles zénithaux devenaient supérieurs à 90o
dans la seconde partie. Deux valeurs d’épaisseur optique étant possible pour une
luminance spectrale donnée, les deux résultats ont été présentés. L’un correspon-
dant au choix systématique de la valeur minimale de l’épaisseur optique, et l’autre
correspondant au choix préférentiel de la valeur maximale tant que celle-ci n’était
pas supérieure à une valeur seuil (60) établie d’après des observations précédentes,
auquel cas la valeur minimale était considérée. Le premier résultat indique des va-
leurs assez uniformément réparties entre 0 et 3 pour les deux périodes. Le second
résultat indique un mode significatif centré sur une épaisseur optique de 15 quelle
que soit la période. Ce résultat parait plus probable d’après des études antérieures
concernant des nuages d’eau liquides opaques pour lesquelles des comparaisons ont
été réalisées avec d’autres données, notamment celles provenant de photomètres
utilisés dans le réseau AERONET [Chiu 2014].
Enfin une première analyse des flux IR et solaire a été réalisée en utilisant les
observations de la bouée IAOOS (LiDAR, mât météo, IMB). Différentes méthodes
ont été utilisées, prenant plus ou moins en compte les observations. Les premiers
résultats indiquent que le réseau de bouées déployées en arctique permettra sur
plusieurs années de réaliser un suivi des variations du flux IR. En l’absence d’éta-
lonnage radiométrique il n’est en revanche par possible actuellement d’assurer une
estimation absolue, bien que l’ensemble de ces méthodes, y compris les sorties du
modèle WRF, indiquent la même valeur mensuelle à une dizaine de W.m−2 près.
Le flux solaire en revanche sera beaucoup plus difficile à estimer sans étalonnage
radiométrique de la luminance diffuse mesurée par le LiDAR. Des simulations avec
le code de transfert radiatif MOMO seront indispensables pour estimer les varia-
tions des différents flux en fonction de l’altitude et du type de nuage, en réalisant
notamment des études de sensibilité. La mise en place sur les bouées d’instruments





Dans le cadre de ce travail de thèse les premiers LiDAR compacts et autonomes
ont été conçus et déployés sur des bouées sur l’océan arctique pour répondre aux
objectifs de l’EQUIPEX IAOOS.
Pour réaliser ces systèmes, une étude analytique et numérique a permis de mettre
en évidence les paramètres instrumentaux sensibles en terme de contrôle de perfor-
mances. A l’issue de cette étude, un modèle simple à été utilisé afin d’estimer la
performance, définie par la portée du signal moléculaire en ciel clair, de différentes
configurations du système. Un compromis a finalement été trouvé entre la prise en
compte de contraintes liées au projet (autonomie du système, budget, encombre-
ment, sécurité oculaire, variabilité thermique) et les résultats du modèle, menant à
l’optimisation d’un LiDAR innovant basé sur une diode laser émettant dans le très
proche infrarouge. Une recherche technologique active a conduit à un fournisseur
proposant une diode laser émettant vers 800nm répondant partiellement à nos be-
soins, pouvant évoluer. Guidées par l’étude théorique, et à partir d’une maquette
émettant à 905nm puis à 808nm, de multiples évolutions et optimisations instru-
mentales ont été réalisées. Des échanges dynamiques ont eu lieu tout au long de
ces développements avec la Division Technique (DT) de l’INSU/Meudon chargée
de la réalisation, concernant entre autre la conception et l’encombrement opto-
mécanique de la tête optique, mais également les tests et la mise en place d’une
stabilisation thermique de la source par système Peltier afin d’éviter une variation
du spectre émis entre les températures du laboratoire et arctique. La DT a de plus
travaillé au développement d’un système de chauffage du hublot pour tenter de sup-
primer le givre qui pourrait s’y déposer, ainsi qu’à l’étude de technologies pouvant
éventuellement permettre de prolonger la durée des batteries. Ces développements
instrumentaux, associés à des tests en laboratoire et sur le terrain (ex : en rade
de Brest), ont conduit au bout d’un an à l’obtention d’un système possédant des
performances (portée de 4-5km et supérieure à 10km respectivement pour les ob-
servations de jour et de nuit sur 10min d’acquisition) suffisantes pour un premier
déploiement d’un prototype totalement intégré par la DT/Meudon et Brest.
Ce premier prototype a ainsi été déployé pour la première fois sur une bouée
multi-instrumentée IAOOS en avril 2014 au niveau du camp russe de Barneo proche
du pôle Nord (environ 8 mois de dérive). Le second déploiement s’est déroulé à l’oc-
casion de la campagne norvégienne N-ICE2015 l’année suivante (environ 3 mois de
dérive cumulée) lors de laquelle les deux premiers systèmes industriels ont été dé-
ployés, dont une version polarisée. Grâce à la présence de capteurs au sein du tube
accueillant le LiDAR un suivi de son fonctionnement a pu être réalisé pendant ces
deux premiers déploiements. L’emplacement des composants thermiquement sen-
sibles dans le bas du tube a ainsi été confirmé grâce à une chaîne de thermistances.
Un accéléromètre a également fournit des indications concernant l’inclinaison de la
bouée (modifiée à cause de la formation de crêtes de compression ou de fractura-
tions de la glace), permettant d’obtenir l’altitude réelle des nuages et des aérosols.
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Au cours de ces deux premiers déploiements le LiDAR a réalisé 2 à 4 profils par jour
qui étaient reçus quotidiennement par communication satellite, fournissant ainsi des
données régulières sur les nuages et aérosols. En parallèle du premier déploiement
à Barneo une industrialisation a été mise en place avec de multiple industriels. Un
suivi de la réalisation et des performances des premiers LiDAR produit par l’indus-
triel concerné a été mis en place. Ce suivi concernait également le développement
d’une version polarisée dont les résultats sur Paris étaient cohérents avec les struc-
ture observées. Les données ont mis en évidence la nécessité de modifier le système
de chauffage du hublot pour éliminer un givre particulièrement important en hiver.
Une correction a été développée pour prendre en compte ce phénomène de givre sur
le signal mesuré, en modifiant la constante système effective, afin de pouvoir effec-
tuer des analyses quantitatives des propriétés optiques. Bien que cette correction
reste assez incertaine, elle n’est pas critique pour l’étude des propriétés macrophy-
siques des nuages et les premiers résultats concernant la nébulosité sont en bon
accord avec ceux provenant de campagnes précédentes et d’observations satellite
en termes d’occurrence (de 70 à plus de 90%) et d’altitude (inférieure à 1km). La
majorité des nuages détectés étant très opaques, leur sommet réel ne pouvait pas
être atteint et par conséquent leur épaisseur optique devait être estimée autrement.
Une méthode utilisant la variation de la luminance diffuse a été utilisée pour esti-
mer leur épaisseur optique, à l’aide de simulations fournies par le code de transfert
radiatif MOMO. Les résultats sont également cohérents avec de précédentes études,
et indiquent une épaisseur optique moyenne entre 15 et 20. Des cas d’aérosols ont
pu régulièrement être détectés tout au long des campagnes. Ceux-ci étaient néan-
moins peu nombreux malgré la quantité de données reçues, notamment à cause de
la présence importante de nuages opaques à très basse altitude. Différentes struc-
tures ont pu être observées, pouvant être des précipitations glacées, des poussières
cristallines ou des aérosols "classiques". Certaines observations de ces aérosols ont
conduit à l’estimation de rapport LiDAR globalement compris entre 20 et 70sr. Les
épaisseurs optiques calculées, en considérant en général un rapport LiDAR de 40sr,
sont comprises entre 0,01 et 0,2. D’autre part une comparaison qualitative avec des
observations du LiDAR spatial CALIOP a mis en évidence l’intérêt de ce système
pour détecter les structures (aérosols ou nuages) sous les nuages trop opaques pour
CALIOP. Concernant la version polarisée, des premières analyses ont effectivement
montré une réelle capacité du système à pouvoir détecter des masses nuageuses très
dépolarisantes bien que le taux de dépolarisation soit pour l’instant à considérer
qualitativement en l’absence de connaissance supplémentaire sur les variations en-
gendrées par le givre. Enfin les observations LiDAR et la température au dessus de
la surface mesurée par le mât météo de la bouée ont été utilisées pour estimer les
flux IR descendants à la surface par différentes méthodes. Les variations et valeurs
moyennes mensuelles déduites sont proches de celles effectuées lors de la campagne
SHEBA, ce qui conforte l’utilité et la qualité des mesures réalisées par les instru-
ments sur une bouée IAOOS, mais requiert des observations supplémentaires par
d’autres bouées sur plusieurs années pour réellement pouvoir établir une tendance.
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Perspectives
Des modifications du chauffage du hublot doivent permettre de mieux s’affran-
chir du problème de givre récurrent à certaines périodes de l’année. Un premier
réseau de six bouées multi-instrumentées a été déployé durant l’été 2015 à par-
tir de deux brise glace. Il va permettre d’accumuler des informations concernant
l’atmosphère, la glace et l’océan. Ces informations sur une longue période seront
notamment utiles pour compléter les bases de données et permettront d’améliorer
les modèles comme WRF pour représenter correctement ces paramètres aux lati-
tudes les plus élevées. D’autre part ces observations complèteront efficacement les
données satellites en fournissant des informations sur les plus basses couches de
la troposphère. D’autres instruments sont à l’étude (radiomètre IR (8-14µm) pour
la mesure de température de brillance, caméra pour aider à la détermination des
couches détectées et analyser l’albedo de surface) permettant de compléter les in-
formations recueillies sur les prochaines bouées déployées.
En dehors de leur altitude et opacité, la portée du système est très dépendante
de la présence ou non de nuages car ceux-ci augmentent significativement le bruit
via l’augmentation de la luminance diffuse. Une réduction spectrale de la voie de
réception peut être envisagée pour quelques bouées du réseau car l’industriel four-
nissant la source a récemment développé à notre demande une nouvelle version de
la source. Cette version possède une largeur spectrale inférieure à 0,1nm qui per-
mettra d’améliorer la portée actuelle en ciel clair, tout en réduisant les incertitudes
liées à la correction du détecteur.
Une autre voie d’amélioration requérant peu de modification de la portée sera
d’augmenter la fréquence de fonctionnement à 10kHz. Bien qu’une telle fréquence ré-
duise l’altitude maximale pouvant être étudiée, ceci ne poserait aucun problème car
augmenter la portée du LiDAR de jour ou de nuit au dessus de 15km nécessiterait
des modifications opto-mécaniques importantes et inconcevables pour l’encombre-
ment actuel des bouées.
Enfin la première utilisation des simulations du modèle de transfert radiatif
MOMO a permis d’estimer l’épaisseur optique des nuages. De nouvelles simula-
tions seront effectuées en modifiant les propriétés optiques des structures nuageuses
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Annexe A
Structure et composition de
l’atmosphère
A.1 Couches macroscopiques et composition gazeuse
L’atmosphère est divisée en cinq couches en fonction du gradient de tem-
pérature. Du sol aux altitudes les plus élevées on trouve : la troposphère, la
stratosphère, la mésosphère, la thermosphère et enfin l’exosphère (cf Figure A.1).
Figure A.1 – Schéma des différentes couches atmosphériques et évolution de la
température en fonction de l’altitude
De nombreux gaz font parti de sa composition, mais dans le cas de l’air sec les
principaux sont N2, O2, A et CO2, les deux premier représentants plus de 98%.
En général l’air n’étant pas parfaitement sec il contient une quantité variable de
vapeur d’eau pouvant atteindre quelques pour cents de sa composition totale.
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Les deux couches les plus étudiées pour comprendre les phénomènes climatiques
sont la troposphère et la stratosphère. La première contient plus de 80% de la
masse de l’atmosphère, et s’étend du sol à 6-8km aux pôles et à 12km aux latitudes
équatoriales. En dehors d’évènements volcaniques intenses c’est dans la troposphère
que sont contenus la plupart des aérosols, dont une grande partie dans ce qui est
appelée la couche limite dont l’épaisseur varie entre quelques centaines de mètres
à plusieurs kilomètres en fonction de la saison, de la région du globe considérée et
du moment de la journée. La stratosphère est également beaucoup étudiée car elle
contient plus de 90% de l’ozone atmosphérique absorbant les UV-B solaires qui sont
nocifs à toutes formes de vie. Bien qu’à cette altitude ce gaz stratosphérique ait une
action protectrice, lorsqu’il se trouve dans les plus basses couches de la troposphère
il intervient en tant que polluant en participant notamment à la formation de pluies
acides et à l’apparition de toux. L’origine principale de cet ozone troposphérique
est l’activité humaine qui, en rejetant des oxydes d’azote NOX (ex : automobiles) et
des composées organiques volatiles COV (ex : industriels), contribue à sa formation.
A.2 Particules
En dehors de ces composés gazeux, ayant une durée de vie plus ou moins élevée
et bloquant plus ou moins certaines parties du rayonnement solaire, l’atmosphère
contient également des particules appelées aérosols. Il n’y a pas de limite de taille
précise, mais ce qui est considéré comme un aérosol est en général plus volumineux
que l’agrégat de plusieurs molécules et plus petit qu’une goutte d’eau liquide pré-
sente dans un nuage. Ce sont les aérosols qui sont aujourd’hui considérés comme
la source majeure d’incertitude dans les modélisations du climat [IPC 2007]. Leur
origine est anthropique ou naturelle, cette dernière pouvant être également influencé
par l’activité humaine.
Les aérosols d’origine naturelle proviennent de différentes sources :
• les aérosols terrigènes : ceux ci correspondent aux soulèvements des particules
aux sols dont font partis par exemple les poussières provenant des tempêtes
de sable. Leur concentration dépendra fortement de l’intensité du vent, du
type de sol et de l’humidité de celui-ci. L’activité humaine peut accentuer la
présence de ce type d’aérosols notamment avec l’intensification de la défores-
tation.
• les aérosols marins : à l’instar des aérosols de source terrigène, la concentration
de certains de ces aérosols dépendra de l’intensité et de la direction du vent
qui viendra "arracher" en surface de fines gouttelettes. Ils sont classés en trois
catégories [Blanchard 1985] : les embruns, les gouttes de film et les gouttes
de jet. Dans le cas des gouttes de film, c’est la remontée de bulles et leur
éclatement à la surface qui sera à l’origine de la libération de sels marin dans
l’atmosphère.
• les aérosols volcaniques : comme leur nom l’indiquent ceux-ci sont surtout
présents suite à une éruption volcanique qui va relâcher des cendres mais
également de nombreux composés gazeux qui seront par exemple à l’origine
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de la formation d’aérosols soufrés secondaires. Étant donné la puissance de
certaines éruptions ces aérosols sont parfois injectés très haut dans l’atmo-
sphère, ce qui leur confère une durée de vie assez élevé, puisqu’ils ne seront
pas facilement lessivés par des précipitations. Ce fut ainsi le cas suite à l’érup-
tion du Pinatubo en 1991, dont les aérosols ont perduré dans l’atmosphère ce
qui a eu pour conséquence un refroidissement global de 0.4°C [Dutton 1992].
• aérosols biologiques : les êtres vivants peuvent dégager des aérosols, no-
tamment les plantes qui produisent du pollen ou des spores. Néanmoins la
principale cause de présence d’aérosols d’origine biologique reste la combus-
tion de de biomasse qui génère en particuliers des composés carboniques
volatiles (COV). Cette combustion correspond en général à des incendies de
forêts, comme ceux qui se produisent tous les ans en Sibérie ou au Canada
où plusieurs millions d’hectares de végétation sont brûlés. L’Homme est bien
entendu régulièrement responsable, volontairement ou non, de tels feux.
Mais il y a donc également des aérosols d’origine anthropique qui, bien que
minoritaires, contribuent considérablement à l’épaisseur optique due aux aérosols
[Satheesh 2005]. Ces aérosols proviennent de la combustion d’énergies fossiles riches
en composés carbonés tels que le charbon et le pétrole. Outre une utilisation massive
par certaines industries (ex : centrales à charbon en Allemagne), la principale source
de ce type d’aérosols est le transport routier, en particuliers avec les véhicules diesel
non équipés de filtre à particules.
Qu’ils soient d’origine anthropique ou naturelle les aérosols peuvent également
être classifiés selon leur type de formation. On peut ainsi distinguer les aérosols
primaires qui sont émis directement dans l’atmosphère par exemple suite à une ac-
tion mécanique comme l’érosion du vent sur le sol ou les embruns marins, ou suite
à une combustion incomplète de combustibles fossiles ou de biomasse dans le cas
des suies. Les aérosols secondaires sont quant à eux formés suite à des processus
chimiques gazeux. Il est alors possible d’obtenir soit des nouvelles particules, on
parle alors de nucléation homogène, soit plus généralement une condensation à la
surface d’une particule existante ce qui correspond à une nucléation hétérogène.
Depuis la fin des années 70 [Whitby 1976] les aérosols sont également différen-
ciés en fonction de leur distribution en taille qui présente en général des modes
particuliers :
• diamètres inférieurs 0.1µm : mode de nucléation ou Aitken
• diamètres entre 0.1µm et 2µm : mode d’accumulation
• diamètre supérieurs à 2µm : mode grossier
Les aérosols de diamètre inférieur à 2µm sont considérées comme étant des particules
fines.
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Figure A.2 – Schéma des différents modes existant dans la distribution en taille
des aérosols. Les processus de formation et de dépôt sont également représentés
(d’après [Whitby 1976]).
Le type d’aérosols rencontré en région arctique va dépendre de la saison consi-
dérée, les principaux changements se produisant entre le printemps et l’été, et entre
l’automne et l’hiver [Bodhaine 1989] [Quinn 2002]. Les aérosols estivaux font en
général parti du mode Aitken et leur concentration est moindre, en comparaison
des aérosols hivernaux prédominant dans le mode d’accumulation, donc plus âgés,
et en plus grande concentration notamment lors des phénomènes de brumes arc-
tiques. Néanmoins les mécanismes de ces brusques modifications de la population
des aérosols sont complexes et restent peu connus [Engvall 2008].
A.3 Types de dépôts
Le dépôt sec, qui concerne les aérosols situées jusqu’à quelques dizaines de mètre
au dessus de la surface, correspond à leur sédimentationet va être fonction de sa
taille, donc de son poids, et de sa concentration. Le processus peut être décrit en 3
étapes [Seinfeld 2006] :
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• un transport par diffusion turbulente à travers la couche atmosphérique surfa-
cique (quelques dizaines de mètre, dépendant du type de surface), lors duquel
les phénomènes tourbillonnaires affectent de façon équivalente les petites et
larges particules. Le dépôt des plus larges particules peuvent également ac-
célérer ce processus par impact lors de leur "chute".
• le transport précédent amène les aérosols au contact d’une fine couche d’air
stagnant au dessus de la surface, connue sous l’appellation "sous-couche quasi-
laminaire". La traversée de cette couche se fait uniquement par diffusion pour
les composés gazeux, et par diffusion et sédimentation pour les particules plus
grosses. Contrairement à la précédente couche atmosphérique, le mouvement
Brownien a ici une influence importante sur le dépôt des particules.
• enfin lorsque les aérosols atteignent la surface, le dépôt effectif dépendra gran-
dement de leur capacité d’adhérence, donc par exemple de l’humidité de la
surface et de sa rugosité.
Figure A.3 – Vitesse de dépôt sec en fonction de la taille des particules, dans le
cas d’une surface aqueuse (d’après [Slinn 1978])
L’efficacité particulière du mouvement brownien pour les petites particules
(<0.05µm) dans la sous-couche laminaire a pour conséquence une vitesse de dépo-
sition très rapide comparée à d’autres particules un peu plus grosses. Néanmoins
lorsque leur taille dépasse une certaines dimension, les impacts et la gravité four-
nissent également une vitesse élevée aux particules les plus grosses (cf Figure A.3).
Se produisant jusqu’à quelques dizaines de mètres au dessus de la surface ce dépôt
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concerne ainsi les plus petites et les plus grosses particules dont il réduit la durée
de vie et limite le transport sur de longues distances. Il est ainsi peu fréquent de
détecter en arctique des grosses particules provenant de régions éloignées, mais des
sources locales peuvent malgré tout émettre des aérosols dans le mode grossier.
Le dépôt humide correspond au lessivage des aérosols présents dans l’atmosphère
par l’ensemble des précipitations aqueuses (pluie, neige, grêle, brouillard,...), et à la
capacité des grosses particules à servir de noyau de condensation pour de nouvelles
gouttelettes. Trois conditions sont nécessaires pour que ce type de dépôt soit effectif :
• les aérosols doivent être en présence d’eau en phase condensée, sous l’une des
formes indiquées précédemment
• les aérosols doivent entrer en contact avec cette eau condensée
• l’ensemble eau + aérosols piégés doit entrer en contact avec la surface.
On pourra noter que dans le cas de dépôt humide la plupart des processus sont
réversibles, comme par exemple l’expulsion d’aérosols dans l’atmosphère suite à
l’évaporation de goutte d’eau. Ce type de dépôt ne concerne en général pas les
aérosols stratosphériques, sauf éventuellement en tant que noyau de condensation
pour les nuages stratosphériques polaires.
Le temps de résidence des aérosols troposphériques peut ainsi varier de quelques
minutes à plusieurs mois en fonction de leurs propriétés microphysiques et des for-
çages dynamiques subis pendant leur transport. Ce temps de résidence potentielle-
ment élevé leur permet d’être transportés sur de longues distances, ce qui explique




Différents types de LiDAR à rétrodiffusion existent, ne permettant pas tous
d’analyser les mêmes types de constituants atmosphériques :
• les LIDARs DIAL (DIfferential Absorption LiDAR) : leur fonctionnement est
basé sur l’absorption à une longueur précise par un composant atmosphérique
gazeux (méthane, eau, ozone,...). le signal rétrodiffusé à cette longueur d’onde
est alors comparé à celui d’une raie proche non absorbé, ce qui permet de
remonter à la concentration. Si la concentration du composé est a priori
connue (ex : O2), alors cette technique permet également de remonter au
profil de température.
• les LiDAR Raman : cette technique s’appuie sur la rétrodiffusion inélastique
(c’est à dire avec un décalage de fréquence) des composés atmosphériques
gazeux soumis à la longueur d’onde d’émission du système. Ces systèmes
peuvent permettent également de remonter à la concentration d’un composé
gazeux.
• les LiDAR Doppler : leur fonctionnement est similaire aux LiDAR Raman
dans le sens où ils s’appuient également sur un décalage de fréquence, mais
dû à l’effet Doppler. Deux méthodes de détection sont utilisées : la détection
directe et la détection hétérodyne. Dans le cas des systèmes vendus par la
société française Léosphère le choix s’est porté sur la détection hétérodyne, qui
implique un mélange de fréquence plus efficace dans l’infrarouge. La longueur
d’onde est optimisée pour les aérosols et particules atmosphériques, et non
pas pour des composés gazeux. L’entrainement de ces particules par le vent va
entrainer en partie une rétrodiffusion élastique décalée due à l’effet Doppler,
dont on peut déduire la vitesse du vent.
• les LiDAR Mie : en général ces systèmes émettent une longueur d’onde pré-
sentant un compromis en terme de sensibilité entre les signaux moléculaires
et particulaires rétrodiffusés élastiquement. Ils permettent ainsi d’avoir des
informations sur les aérosols en ayant comme référence le signal moléculaire
dont le profil peut être facilement modélisé.
C’est ce dernier type de LiDAR qui a été retenu pour être déployé en réseau
dans le cadre de l’EQUIPEX IAOOS, puisqu’il permettra d’approfondir nos
connaissances sur les aérosols (transport et propriété optique), ainsi que sur la
nébulosité arctique.
Les différents systèmes LiDAR à rétrodiffusion présentés précédemment ont
schématiquement tous la même structure :
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• une source laser en régime impulsionnel
• une voie d’émission opto-mécanique composé de miroirs et/ou lentilles, qui
permettra de modifier (agrandissement, diminution de la divergence,...) le
faisceau émis par la source laser
• une voie de réception opto-mécanique composée de miroirs et/ou lentilles et
d’un ou plusieurs systèmes de filtrage fréquentiel, selon le nombre et le type
de signaux recherchés. Cette voie récoltera entre autre le signal diffusé par
les particules atmosphériques soumises au flux émis par le système.
• un système de détection adapté au flux de signal reçu
Cependant des différences mécaniques importantes peuvent exister, ce qui
séparent les LiDAR en deux familles : les LiDAR bi-statiques et les LiDAR
mono-statiques. Les premiers correspondent à des systèmes dont l’ensemble
source-voie d’émission est physiquement séparé (jusqu’à quelques dizaines de
mètres) [Sugimoto 2001] de l’ensemble voie de réception - détecteur. De tel
systèmes ont été initialement développés pour utiliser des sources continues. L’in-
formation sur l’altitude des composés atmosphériques était alors déterminée par la
géométrie de l’ensemble des deux sous-ensembles (émission et réception) plutôt que
par la résolution temporelle. De tels systèmes sont encore utilisés notamment parce
qu’ils permettent d’avoir accès à l’efficacité angulaire de diffusion [Reagan 1982],
ou encore parce que c’est le seul moyen pour des systèmes ayant une fonction de
recouvrement unitaires à plusieurs kilomètres d’avoir accès aux basses couches de
l’atmosphère.
Les systèmes dont les sous-ensembles émission et réception sont situés au même
endroit sont regroupés dans la famille mono-statique. La résolution spatiale est
alors liée à la durée écoulée entre l’émission et les photons rétro-diffusé, ce qui
nécessite des impulsions inférieures à la micro seconde pour une bonne résolution.
Des différences notables peuvent être observées entre les systèmes de cette famille
et des sous-classes de système peuvent être mises en évidence. Le LiDAR monoaxial
a une seule et même voie pour l’émission et la réception permettant d’obtenir
une fonction de recouvrement constante unitaire, la réception du signal dans les
basses altitudes étant alors limitée par les lois d’optique géométrique. Ceci présente
l’avantage de limiter les réglages contrairement au LiDAR bi-axial (voir ci après),
mais ne facilite pas la mise en place d’une réception polarisée. Un exemple de ce
type d’architecture est le LiDAR CE370 de la société Cimel Electronique, basé sur
l’utilisation d’une fibre optique unique pour l’émission et la réception.
Une architecture proche est celle du LiDAR coaxial. Comme son nom tend à
l’indiquer les axes optiques des voies d’émission et de réception sont théoriquement
superposés, mais leurs champs de vue ne sont pas nécessairement identiques. Le
LiDAR MPL de la société américaine SigmaSpace utilise une telle architecture
en se servant d’un miroir pour la réception percé en son centre pour l’émission.
L’avantage recherché ici est encore l’obtention d’une fonction de recouvrement
constante unitaire, mais cette architecture permet aussi d’obtenir plus facilement
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une réception polarisée, au détriment de réglages plus complexes.
Il existe enfin le LiDAR bi-axial, dont les voies d’émission et de réception sont
séparées de plusieurs centimètres, ce qui peut paraître moins complexe en terme
de conception. A l’instar du système co-axial, une réception polarisée peut être
facilement envisagée. En revanche ce type de LiDAR présente une fonction de
recouvrement difficilement unitaire dans les basses altitudes, sauf si le champ de
vue de la voie de réception est suffisamment large, ce qui est un inconvénient pour
les performances du système comme nous le verrons par la suite. De nombreux
LiDARs présentent ce type de conception opto-mécanique qu’ils soient fabriqués
par des industriels (LiDAR Raman (LR111-D200) de Raymetrics, LIDAR à
rétrodiffusion polarisé (CE374) de Cimel Electronique) (cf Tableau B.1), ou par











Architecture mono-axial co-axial bi-axial bi-axial
Longueur









200 178 200-400 -
Fréquence
(Hz) 4700 2500 - -
Type de
source Nd-YAG Nd-YAG Nd-YAG Nd-YAG
Consommation
(W) 100 500 - -




Quelques systèmes LiDAR dans
le monde
Cette annexe présente différentes utilisations de LiDAR dans le monde ainsi que
divers organismes regroupant de tels systèmes. Elle ne se veut pas exhaustive sur
ces différents aspects.
Il n’y a pas à l’heure actuelle de quadrillage mondial par un réseau de Li-
DAR, mais quelques réseaux sont malgré tout connus pour leur implication au
niveau continental et/ou mondial. Il y a ainsi le réseau européen EARLINET
(European Aerosol Research LIdar NETwork) créé en 2000, ayant pour but une
meilleure compréhension des phénomènes de transport des aérosols et de l’im-
pact de ceux-ci à l’échelle du continent. Ce réseau, qui a évolué en infrastruc-
ture européenne ACTRIS, peut actuellement compter sur les contributions d’une
trentaine de laboratoires ou groupements de laboratoires européens, parmi les-
quels se trouve l’IPSL (Institut Pierre Simon Laplace). Un nombre équivalent
de plateformes LiDAR fonctionnent ainsi en réseau à travers l’Europe dans une
quinzaine de pays (Allemagne, Biélorussie, Bulgarie, Chypre, Espagne, Finlande,
France, Grèce, Irlande, Italie, Norvège, Pays-Bas, Pologne, Portugal, Roumanie,
Suisse). Chaque laboratoire ayant son propre système en général "fait maison",
la plus grande difficulté pour un tel réseau est d’uniformiser les données et les
méthodes de calibration, d’où la nécessité de faire des intercomparaisons avec les
différents systèmes [Matthais 2004] [Böckmann 2004]. Cette nécessaire initiative ne
propose néanmoins pour le moment qu’un quadrillage assez lâche. Une des causes
du nombre réduit de LiDAR en activité provient du coût d’achat ou de dévelop-
pement qui sont prohibitifs compte tenu des budgets en général alloués à la re-
cherche. Une des solutions envisagées pour resserrer le maillage de mesurer at-
mosphérique est de s’appuyer sur celui des ceilomètres qui sont très largement
répandus. En effet des études [Wiegner 2014] ont montré que, en dépit des pro-
blèmes de calibration que peuvent présenter ces instruments, dont le ceilomètre
CHM15k de Jenoptik, et la durée d’acquisition plus ou moins longue nécessaire à
l’obtention d’un rapport signal à bruit (RSB) suffisant, les ceilomètres étudiés sont
en général capable de restituer la hauteur de la couche limite. Ils sont d’ailleurs
utilisés au sein du réseau mis en place par le Deutscher Wetterdienst (DWD)
(http ://www.dwd.de/ceilomap) [Flentje 2010]. On pourra noter que l’intéret porté
aux ceilomètres, ou en tout cas à une architecture de LiDAR basée sur une diode
laser à 905nm, date déjà de quelques années puisqu’EARLINET avait été précé-
demment impliqué dans le financement et la tentative de réalisation d’un tel sys-
tème [Gregorio 2006]. D’autre part l’utilisation d’un ceilomètre en synergie avec un
photomètre , instrument de télédétection passive fournissant entre autre l’épaisseur
optique intégré sur la colonne [Pedrós 2010], facilite grandement la récupération des
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propriété physiques des constituants atmosphériques. Cette association pourrait re-
présenter une solution au problème de maillage du territoire, d’autant plus que les
photomètres solaires et lunaires de l’entreprise Cimel Electronique s’appuient sur le
robuste réseau mondial franco-américain AERONET (AErosol RObotic NETwork)
mis en place par la NASA et PHOTONS (PHOtométrie pour le Traitement Opé-
rationnel de Normalisation Satellitaire).
Un réseau similaire à EARLINET s’est également développé à la même période
à travers le globe par une initiative américaine [Welton 2001] [Welton 2005] : MPL-
NET (Micro Pulse Lidar NETwork). Les objectifs visés sont les mêmes que ceux
d’EARLINET, à savoir une meilleure compréhension de la distribution verticale at-
mosphérique et du transport des aérosols et des nuages. Leur réseau est en étroite
collaboration avec le NDACC (Network for the Detection of Atmospheric Composi-
tion Change) qui possèdent non seulement des sites en région arctique, mais égale-
ment de nombreux autres à travers le globe, ce qui permet de nombreuses synergies
entre des mesures in situ et/ou passives et les mesures LiDAR [Hendrick 2011].
La plupart des grands réseaux de LiDAR (ALINE, AD-NET, CIS-LiNet, CORAL-
Net, EARLINET, NDACC, REALM/CREST, MPLNET) travaillent actuellement
en collaboration dans le cadre du programme GALION (cf Figure C.1) (the GAW
Aerosol Lidar Observation Network) afin de préciser nos connaissances concernant
la distribution spatiale des aérosols dans le monde entier.
Figure C.1 – Répartition sur la surface du globe des LiDAR répertoriés dans les
différents réseaux contributeurs au projet GALION (d’après http ://www.wmo.int).
AD-NET : violet ; ALINE : jaune ; CIS-LiNet : vert ; EARLINET : rouge ; MPL-
NET : marron ; NDACC : blanc ; CLN : bleu
En dehors de ces deux importants réseaux, quelques initiatives émergent au
niveau régional. Parmi celles-ci le réseau du LOA (Laboratoire d’Optique Atmo-
sphérique) à Lille qui s’appuient sur quelques instruments, dont un à Mbour au
Sénégal. La plupart de leur LiDAR sont des systèmes à rétrodiffusion simple ne
présentant qu’une voie de réception, mais ils possèdent aussi un système beaucoup
plus performant possédant 9 voies et étant capable de définir seul la taille, la forme
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et les propriétés optiques des particules. Bien entendu ce type de système est rela-
tivement onéreux et requiert une maintenance régulière.
Bien que de nombreux LiDAR sont en dehors des réseaux principaux, les sta-
tistiques et études importantes effectuées avec leurs données sont en général pu-
bliées et alimentent ainsi la connaissance de plus en plus précise que l’on a des
constituants atmosphériques. Ces systèmes peuvent être des systèmes au sol effec-
tuant des mesures au zénith, ou des systèmes aéroportés effectuant des mesures
au nadir. Les mesures faites par des LiDAR au sol, qu’ils fassent partis d’un ré-
seau ou non, peuvent être actuellement ponctuellement corrélé avec celles obtenues
par le LiDAR spatial CALIOP (Cloud-Aerosol LIdar with Orthogonal Polariza-
tion) [Winker 2007] [Kim 2008] [Cuesta 2010]. Ce n’est pas le premier LiDAR à
avoir été spatialisé, puisque dès les années 90 ce type de système est apparu comme
le moyen le plus direct, mais pas le moins onéreux, pour observer la distribution
verticale des aérosols et des nuages de l’atmosphère terrestre régulièrement, ce qui
a conduit au lancement du LiDAR LITE en 1994 (Lidar In-space Technology Ex-
periment) puis à celui de GLAS qui a fonctionné de 2003 à 2009. Ce système était à
l’époque également basé sur un laser Nd-YAG et émettait aux trois longueurs d’onde
habituelles de cette source : 1064nm, 532nm et 355nm [Winker 1996]. Les mesures
par LiDAR aéroporté peuvent également être corrélées à celles des satellites, mais
demande un minimum de préparation pour caler le vol de l’avion sur la trace de CA-
LIOP. Ce type de mesure s’est développé à partir des années 90 grâce à l’apparition
et à l’amélioration des systèmes GPS mais reste malgré tout dédié à des analyses
régionales. Ces campagnes aéroportées présentent l’avantage de pouvoir bénéficier
de mesures in situ simultanées grâce à d’autres instruments installés sur l’avion,
ce qui permet par la suite de plus facilement inverser les données LiDAR. Pouvoir
installer et utiliser un LiDAR en avion demande des adaptations mécaniques et une
certaine stabilité de l’appareil, ce qui limite également le nombre de LiDAR candi-
dat. Le système LEANDRE 1 pour les aérosols et nuages et LEANDRE 2 basé sur
un laser Alexandrite en fait ainsi parti et a été développé pour obtenir des profils





Nous avons précédemment vu que tout système LiDAR possède un sous-
ensemble d’émission comprenant une source qui est de type source LASER (Light
Amplification by Stimulated Emission of Radiation) adaptée au besoin de la me-
sure. Dès son apparition [Maiman 2013] le LASER a en effet trouvé son utilité
pour de la télédétection par LiDAR [Goyer 1963] [Alley 1965] [Collis 1965], grâce
aux fortes puissances qui pouvaient être obtenues, que ce soit en fonctionnement
continu ou pulsé. Sa très bonne cohérence spatiale et temporelle est également ap-
préciable puisqu’elle permet l’utilisation d’une bande spectrale (<0.1nm) tout aussi
réduite en réception,améliorant considérablement les performances du LiDAR. Son
utilisation s’est donc démocratisée dans le domaine de la télédétection et différents
types de sources LASER sont actuellement disponibles, plus ou moins utilisées dans
les LiDAR. Pour rappel un LASER est composé de trois éléments : un milieu am-
plificateur, une source externe d’énergie et une cavité résonnante. La source externe
d’énergie (optique ou électrique) permet l’excitation d’électrons passant ainsi à un
niveau d’énergie supérieur (inversion de population par rapport à la statistique de
Boltzmann par pompage). La désexcitation de ces électrons à leur niveau initial est
à l’origine de l’émission d’un photon d’énergie égale à la différence d’énergie des
niveaux d’occupation des électrons. Le rôle de la cavité résonnante est d’amplifier
l’émission effective du LASER, par une adaptation adéquate de sa longueur, en
"forçant" les photons émis par désexcitation à repasser dans le milieu amplificateur.
D.1 Sources laser historiques
Les sources LASER considérées ici comme historiques sont celles qui sont appa-
rues rapidement après le premier laser rubis de Maiman, et possèdent une source
optique ou électrique d’énergie externe pour effectuer le pompage. Les source les
plus répandues encore actuellement sont celles basées sur une matrice cristalline
(YAG, verre, saphir,...) dopé avec un ion (néodyme, ytterbium,...). Ce couple ma-
trice cristalline-ion dopant va définir l’émission du LASER.
Ces mêmes ions néodyme utilisés dans une matrice de verre entraineraient
plutôt une émission vers 1.5µm. Les autres milieux amplificateurs cristallins les plus
connus sont sans doute le saphir dopé au titane (absorption principalement dans le
"vert", et émission étendue permettant une grande accordabilité), et le rubis dopé
aux ions chrome permettant des impulsions à 694,3nm de forte puissance, pour
une absorption entre 400 et 550nm. L’utilisation d’un modulateur optique ou d’un
absorbant saturable dans la cavité résonnante permet de contrôler la fréquence et
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la durée des impulsions d’un laser qu’on souhaite faire fonctionner en mode pulsé
(mode Q-switch actif ou passif). Lorsqu’il n’y a pas de milieu amplificateur connu
pour obtenir une longueur d’onde il est possible de s’en rapprocher en doublant
ou triplant la fréquence initiale d’un laser en intégrant dans la même cavité un
matériau présentant des propriété optiques non linéaires (ex : LBO). Ceci permet
par exemple d’obtenir une émission à 532nm ou 355nm à partir d’un laser Nd-YAG.
La plupart des LiDAR commerciaux utilisent les laser Nd-YAG, dont la fréquence
initiale est généralement doublée ou triplée.
Le cristal d’Alexandrite dopé au chrome est un autre milieu amplificateur
cristallin principalement utilisé actuellement dans le milieu médical pour l’épilation.
Ses performances proches de celles du Nd-YAG et son accordabilité [Walling 1980]
en font un candidat adapté pour de la télédétection par LiDAR, en particulier
pour les versions DIAL [Bruneau 1994]. Un des inconvénient des laser avec de
tels milieux amplificateurs est la nécessité d’une régulation thermique, le gain
étant thermiquement dépendant, qui augmente d’autant plus leur consommation
électrique.
D’autres milieux amplificateurs moins utilisés peuvent également être rencon-
trés : les gaz ou les liquides. Les laser à gaz sont pompés par des arcs électriques
(là encore nécessité d’une grande puissance électrique) qui vont ioniser le milieu
amplificateur. Soit la désexcitation s’effectue entre des bandes d’énergie du même
gaz, soit elle s’effectue vers les bandes d’énergie d’un autre gaz présent dans la
cavité, comme c’est le cas pour le plus connu des laser à gaz, le He-Ne (excitation
de He et désexcitation dans Ne). Des laser à base Argon, de Krypton ou de CO2
(cas du LiDAR aéroporté WIND construit avec le DLR pour la mesure du vent
atmosphérique, en détection hétérodyne) sont également utilisés, en fournissant
différentes longueurs d’onde dans l’UV, le visible ou l’infrarouge. Enfin les laser à
liquide ou laser à colorant correspondent à un composé fluorescent en solution dans
un liquide. Ces laser présentent l’avantage d’être accordable sur tout le spectre
visible (par plage en fonction du colorant) mais nécessite un pompage optique
par un autre laser, ce qui diminue considérablement leur rendement. Outre la
nécessité de changer régulièrement les colorants, la toxicité de ceux-ci n’a facilitée
l’utilisation des laser à colorant ailleurs que dans le domaine de la recherche.
Différentes techniques permettent d’effectuer un pompage optique du milieu à
exciter, les plus courantes étant l’utilisation d’une lampe flash ou d’une diode laser.
Cette dernière est la plus efficace car une diode laser à un spectre beaucoup moins
large qu’une lampe flash, donc peut être adapté à la bande d’absorption du milieu
où s’effectuera l’émission stimulée, et une émission beaucoup plus directive qui
peut donc être optimisée aux dimensions du milieu amplificateur. Ces avantages
fournissent une bien plus grande efficacité (jusqu’à 10 fois supérieure) au pompage
par diode laser, dont la consommation est donc inférieure à celle d’un laser pompé
par flash. D’autre part la durée de vie des diodes laser est bien supérieure à celle
des lampes flash, ces dernières devant donc être changées régulièrement.
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Déjà évoqué précédemment pour le pompage de milieu cristallin, les diodes laser
sont un autre type de source laser qui a quant à lui envahi notre vie quotidienne
depuis la fin du XXieme siècle. Ces sources sont basées sur des matériaux semicon-
ducteurs (matériau quasi-isolant) pour lesquels l’écart énergétique entre bandes de
conduction et de valence (bande interdite) est faible et peut être équivalente à celle
d’un photon dans le spectre visible ou NIR. La diode laser correspond à la réunion
autour d’un semiconducteur intrinsèque de deux morceaux de semiconducteurs (à
gap direct (ex :GaAs)) dopés par des ions pour être respectivement déficitaire (do-
page de type P) ou excédentaire (dopage de type N) en électron : on obtient alors
une jonction PIN (hétérojonction). La polarisation en direct de la diode va amener
les électrons et trous excédentaires dans les régions N et P opposées à se recombiner
dans la région centrale I, ce qui va entrainer l’émission d’un photon. Le clivage des
bords de la couche centrale va permettre l’obtention d’une cavité résonnante.
Figure D.1 – Schéma d’un exemple d’hétérostructure d’une diode laser (d’après
www.optique-ingenieur.org).
Outre leur utilisation dans des biens de grande consommation (lecteur CD, im-
primante laser,...), elles ont également trouvé leur utilité pour la télédétection, en
particulier celles émettant vers 905nm qui sont par exemple utilisées dans les cei-
lomètres (systèmes utilisés pour la détection des nuages) de la société finlandaise
VAISALA. L’intérêt d’utiliser des diodes laser réside dans leur relative facilité de re-
productibilité (donc un coût moindre), leur faible taille et leur très faible consomma-
tion. Elles présentent en revanche une moins bonne cohérence temporelle (quelques
nanomètres). Leur largeur spectrale va en effet dépendre de la longueur de la cavité
et de la courbe de gain du milieu dépendant elle même du courant appliquée et
de la température [Osinski 1987]. En général plusieurs modes transversaux peuvent
exister ce qui explique l’observation d’un spectre avec plusieurs pics.

Annexe E
Détection utilisée dans les
LiDAR
E.1 Présentation des technologies
Le second sous-ensemble dans un système LiDAR est l’assemblage opto-électro-
mécanique de réception comprenant entre autre le détecteur et l’électronique as-
sociée. Deux types de détecteurs sont majoritairement utilisés dans le domaine
des LiDAR (pour l’UV, le visible et le très proche infrarouge) : les tubes photo-
multiplicateur (PMT) et les photodiodes à avalanche (APD ou SPAD). Les PMT
peuvent être considérés comme les détecteurs historiques pour les systèmes LiDAR,
puisqu’ils furent les premiers détecteurs à être très sensibles à de très faibles flux
lumineux [Clark 1975]. Pour éviter d’utiliser ces coûteux et encombrants détecteurs
sensibles aux champs magnétiques, les photodiodes PIN ont fait leur apparition.
Elles ne possèdent cependant pas le gain interne important des PMT permettant
à ces derniers d’avoir un bruit interne très faible et d’être ainsi sensible à de très
faibles flux, autorisant même du comptage de photon [Renker 2007]. En effet le
bruit interne des photodiodes PIN provient du nécessaire circuit amplificateur en
aval qui peut être considérable et équivalent au bruit de fond de ciel dans le cas
d’un LiDAR fonctionnant à une longueur d’onde comprise entre l’UV et le très
proche infrarouge [Winker 1996]. Ceci est donc particulièrement critique pour les
performances d’un tel système, que ce soit pour des mesures de jour ou de nuit. Les
besoins de plus en plus croissant de détecteurs sensibles avec une large bande pas-
sante pour répondre à l’utilisation des fibres optiques [Personick 1977] [Lee 2006]
ont donné jour aux APD possédant les avantages des photodiodes PIN en termes
d’encombrement et de coût et possédant un gain interne important en polarisant le
détecteur à la limite de sa tension de claquage. Même si l’emploi d’amplificateurs
en aval était donc devenu limité, le bruit interne restait trop important pour pou-
voir faire du comptage de photon. Bien que de nombreuses études visant à réduire
ce bruit furent menées [Deiters 2000], le mode Geiger [Dautet 1993] des APD est
privilégié au mode linéaire et à sa dynamique de comptage élevé [Williams 2009],
pour pouvoir détecter de très faible flux lumineux et faire du comptage de photon.
Ce mode de fonctionnement est connu depuis longtemps [Haitz 1963] mais n’avait
pas connu initialement de réel intérêt à cause de la nécessité de disposer d’une très
petite surface de détection pour limiter le bruit. Le détecteur est alors plutôt ap-
pelée SPAD (Single Photon Avalanche photoDiode) et est polarisée inversement au
delà de sa tension de claquage.
L’avalanche déclenchée par l’arrivée d’un photon est rapidement stoppée par un
circuit électronique adapté (dans la littérature "quenching circuit") pour permettre
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la détection du photon suivant. L’architecture de ce circuit est donc d’une grande
importance, puisqu’il sera donc à l’origine d’un "temps mort" pendant lequel
aucune détection ne sera possible (cf Section E.2). Une réduction conséquente du
bruit est malgré tout toujours requise et une stabilisation du composant à basse
température doit être mise en place [Refaat 1999].
D’un point de vue efficacité de détection, les PMT possèdent une efficacité
quantique de détection inférieure à celle des APD, en particulier pour les lon-
gueurs d’onde dans le proche infrarouge, quel que soit le matériau de la photo-
cathode [Flyckt 2002]. Au mieux un rendement quantique de 40% peut être obtenu
pour une longueur d’onde inférieure à 600nm.
Figure E.1 – Exemple de rendement quantique. A gauche un photomultiplicateur
(PMTSS de Thorlabs), à droite une photodiode à avalanche (SPCM-AQRH de
Excelitas)
Il est ainsi actuellement possible de trouver des APD (ou SPAD) commerciale-
ment disponibles beaucoup plus sensibles aux longueurs d’onde dans le visible et le
proche infrarouge que les PMT, mais présentant une faiblesse dans les ultraviolets.
E.2 APD Excelitas : correction nécessaire
La correction de la non-linéarité préconisée par Excelitas pour les faibles valeurs
de taux de comptes (< 1Mc/s) se base sur l’équation d’un système non paralysable
et donc sur l’hypothèse que le signal suit une statistique de Poisson. Une valeur
de temps mort est fournie pour chaque détecteur, et lui est spécifique (cf fiche
technique donnée en exemple sur la figure E.2).
Pour des taux plus élevés Excelitas fournit des facteurs de correction pour
différentes valeurs de taux. Si la correction proposée est adaptée alors le signal
corrigée d’une cible/source fixe devrait être constant quelque soit le biais engendré
par une augmentation du bruit. Des tests en laboratoire ont donc été réalisés afin
de valider cette correction (cf montage indiqué sur la figure E.3). La variation du
bruit de fond est contrôlée par occultation ou ouverture de la boîte afin d’obtenir
des valeurs moyennes pouvant être observées (quelques comptes pour la nuit et
jusqu’à 6000 comptes si un nuage est présent). Une LED est alimentée par un
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GBF (Générateur Basse Fréquence) de telle sorte que les impulsions lumineuses
détectées par l’APD, et une carte de comptage, correspondent électroniquement à
la diffusion par une couche "d’aérosols" d’environ 300m d’épaisseur à une altitude
de 600m. L’amplitude de ce signal "utile" s’ajoute donc au bruit de fond sur les
canaux concernés. Elle est fixée à très faible valeur de bruit et peut être contrôlée
par simple variation de la tension d’alimentation de la LED afin de pouvoir obtenir
des amplitudes très faibles liées par exemple à des aérosols ou très importantes
liées par exemple à un nuage. Les "comptes" indiqués en légende ou sur les
axes correspondent à l’accumulation moyenne de photons détectés, suite à 4096
impulsions laser, dans une porte de 100ns.
Ces tests ont montré que l’utilisation de la correction de Excelitas ne permet
pas de récupérer un signal constant (cf Figure E.4).
Figure E.2 – Extrait d’un procès verbal de mesures fournit par Excelitas pour
un détecteur type SPCM-AQRH-10-FC possédant le numéro de série 25228. Un
temps mort de 20.6ns a été mesuré pour un taux inférieur à 1Mc/s. Cependant il
est également indiquée une valeur maximale qui pourrait signifier qu’une variation
du temps mort est possible.
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Figure E.3 – Schéma du dispositif expérimental de contrôle de la correction du
signal de l’APD.
Figure E.4 – Utilisation des facteurs correctifs proposés par Excelitas pour diffé-
rentes amplitudes de nuages simulés. De gauche à droite l’amplitude du nuage a
été fixée, avec un bruit de quelques comptes, à environ 250, 2000 et 8000 comptes.
Comme attendu l’amplitude brute diminue avec l’augmentation du niveau de bruit
moyen à cause du temps mort. En revanche les facteurs correctifs de Excelitas ne
permettent pas d’obtenir un signal constant quel que soit le niveau de bruit. On
pourra également noter que les valeurs corrigées sont inférieures aux valeurs brutes,
pour de faibles amplitudes. Ceci correspond donc à des facteurs correctifs inférieurs
à 1, peut être pour corriger des effets de "pileup" qui aboutissent à de fausse détec-
tion [Donovan 1993].
Puisqu’au comptage de photon est généralement associée une statistique de
Poisson [Müller 1973], on généralise l’équation corrective E.1 à tous les taux de
comptage mesurés (θm) pour différentes valeurs de temps mort. Les résultats
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(cf Figure E.5a., b. et c.) indiquent qu’il est possible de trouver une valeur de
temps mort constante permettant, à partir de la correction pour un système non
paralysable, de retrouver un signal quasiment constant quelque soit l’amplitude de
bruit. La figure E.5d. indique que l’incertitude sur le signal utile liée au choix du
temps mort augmente avec le bruit. L’erreur est ainsi limitée à 5% nulle quelle que
soit la valeur de temps mort pour un bruit très faible (10c), mais elle atteint envi-
ron 20% si une variation de 20% est appliquée au temps mort avec un bruit de 6000c.
correction système non paralysable : θ = θm1− θmτnp (E.1)
Figure E.5 – Haut : correction des données brutes en utilisant l’équation E.1
pour différentes valeurs de temps mort. On s’aperçoit que dans le cas de l’APD
utilisé pour l’étude, un temps mort constant d’environ 20ns permet de restituer une
amplitude de signal constante quel que soit le bruit. On notera également dans le cas
d’une amplitude brute très faible (figure de gauche) les valeurs corrigées diffèrent
peu pour un bruit faible puisque pour de telles valeurs de signal et de bruit le facteur
correctif est proche de 1.
Bas : les mesures corrigées du cas b. sont considérées. Amplitudes des signaux utiles
normalisées par l’amplitude du signal utile pour un bruit 10c et un temps mort de
20ns, en fonction du temps mort pour différentes valeurs de bruit.
La restitution du signal réel semble donc possible si la valeur du temps mort est
240 Annexe E. Détection utilisée dans les LiDAR
connue. Cette correction étant basée sur une hypothèse poissonienne, les données
corrigées doivent posséder les caractéristiques de ce type de statistique. En effet à
cause de la présence du temps mort le comportement poissonien n’est plus observé
pour les données brutes, ce qui se traduit par une inégalité entre la moyenne et la
variance du signal. La variance devient inférieure à la moyenne pour des taux de
comptes élevés, et suit un comportement qui peut être décrit par l’équation établie











σ2N(t),m : est la variance associée au nombre de comptes mesurés pendant la durée t
Nm(t) : est la moyenne associée au nombre de comptes mesurés pendant la durée t
(et dans le cas de la carte de comptage utilisée : θm =
Nm(t)
4096 · 100.10−9 )
La figure E.6 indique que le bruit brut semble effectivement suivre cette re-
lation (superposition des points bleus et verts), pour une valeur de temps mort
permettant de retrouver un signal utile quasiment constant. Ceci indique donc que
le système peut effectivement être considéré comme non paralysable. Cependant les
résultats expérimentaux corrigés s’éloignent de cette loi pour des taux plus élevés,
pour lesquels la variance devient supérieure aux valeurs attendues (points rouges).
Ceci a pour conséquence une inégalité entre la moyenne et la variance des données
corrigées, cette dernière devenant bien supérieure pour les taux les plus élevés. Une
telle variation peut être expliquée par des corrélations existantes entre les mesures
dues aux fluctuations rapides du rayonnement atmosphérique, et qui sont à l’ori-
gine d’un terme supplémentaire dans l’égalité poissonienne entre la variance et la
moyenne [Liu 2006]. Ce type de corrélation est connu dans le domaine de la dé-
tection thermique sous l’expression "photon bunching" (regroupement de photons)
qui correspond schématiquement à des groupes de photons incidents plutôt qu’à
des incidences aléatoires (cf Figure E.7). Ce phénomène se traduit par une pro-
babilité plus importante d’avoir un autre photon incident juste après la détection
d’un premier photon, ce qui biaise donc la caractéristique stochastique d’un phéno-
mène considéré comme poissonien. Au lieu d’avoir une égalité entre la moyenne et
la variance, la relation obtenue ici est (trait violet sur la figure E.6 :
σ2N(t)
N(t)
' 1 + 0, 73 · 10−4 ·N(t) (E.3)
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Figure E.6 – Variance en fonction de la valeur moyenne du bruit calculée sur
les derniers canaux de chaque profil. La loi théorique établie par Larsen est ici
tracée (courbe verte) pour un temps mort de 22ns. Le trait noir continu correspond
à l’égalité théorique entre la moyenne et la variance dans la théorie de Poisson.
Le trait en pointillés beiges correspond au rapport (valeurs sur l’axe de droite)
entre la variance des données corrigées et la moyenne des données corrigées, donc
à l’écart avec la théorie de Poisson. La courbe violette correspond à la relation
établie précédemment (cf Équation E.3) entre la variance et la moyenne des données
corrigées.
Figure E.7 – Comparaison de la fréquence d’incidence des photons pour différents
processus. En haut : les photons ont des incidences régulières (≡ jamais groupés
≡ "antibunched") ; au milieu : les photons arrivent aléatoirement (≡ Poisson) ; en
bas : les photons arrivent groupés (≡ "bunched") (d’après [Fox 2006])
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E.2.0.1 Temps mort : conséquences sur les données
L’incertitude sur le temps mort va entrainer une incertitude sur les mesures
réalisées, en particulier pour les flux les plus élevés tels que les signaux rétrodiffusés
par les nuages bas. On peut estimer avoir une incertitude de 20% sur la valeur de
temps mort que fournit Excelitas dans chaque rapport de mesure (cf Figure E.2).
Sauf évolution majeure dans l’électronique utilisée par Excelitas pour chaque SPCM,
et d’après les premiers éléments reçus, ceux qui seront utilisés dans le projet IAOOS
auront un temps mort qui devrait être compris entre 18 et 26ns, soit une valeur
moyenne à 22ns et une variation possible de 20%. L’incertitude lié à cette correction












Ceci permet donc d’estimer une erreur inférieure à 15% pour des signaux (utile
ou bruit) mesurés inférieurs à 8000 comptes, et supérieure à 30% pour des ampli-
tudes supérieures à 11000 comptes (cf Figure E.8). Une incertitude de 5% peut être
considérée comme acceptable, ce qui signifie chercher à optimiser le système pour
éviter de dépasser 3700 comptes.
Figure E.8 – Courbe d’incertitude en fonction des données brutes mesurées pour
une variation de 20% d’un temps mort de 24ns.
E.2.0.2 Undershoot : origine et correction
Le premier déploiement en région arctique a mis en évidence un problème de
saturation intense du détecteur. La couverture nuageuse est en effet très basse dans
cette région (cf Chapitre 6) et le signal rétrodiffusé par ces nuages est particulière-
ment intense (>40Mc/s), au delà de la limite indiquée dans les rapports d’Excelitas.
La conséquence de ce signal intense est une incapacité accrue de l’APD à détecter les
photons incidents pendant quelques microsecondes, ce qui se traduit visuellement
par un signal mesuré inférieur au bruit (cf Figure E.9). Cependant une régression
polynomiale adéquate utilisant comme référence la valeur de bruit à plus haute
altitude (lorsque l’effet de l’undershoot ne se fait plus ressentir) permet de globa-
lement corriger le signal sur quelques centaines de mètres et d’avoir une meilleure
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estimation du sommet apparent du nuage.
La précision de la correction du phénomène d’undershoot n’est pas critique,
puisque le nuage est en général optiquement très épais et atténue donc la totalité
du signal LiDAR, empêchant toute observation à des altitudes plus élevées.
Il y a en revanche un problème lors des mesures de nuit si le signal rétrodiffusé par
un hublot givré est très élevé. En effet la correction précédente ne peut alors plus
être appliquée car il n’y aura pas de variation du bruit, celui-ci étant déjà à sa valeur
minimale (bruit électronique). Par conséquent le signal utile, qui peut parfois être
détecté lors des mesures de nuit en cas de givrage intense, ne peut pas être corrigé.
D’autre part des tests en laboratoire de reproduction de phénomène d’undershoot
ont montré que pour des mesures de nuit, c’est à dire avec un bruit très faible,
un signal intense peut être à l’origine non pas d’un phénomène d’undershoot mais
plutôt d’un phénomène d’"after pulse", c’est à dire une décroissance lente du pic
intense sans atteindre la valeur de bruit avant 15 à 20 kilomètres.
Figure E.9 – Gauche : profil brut moyenné sur 10 minutes obtenu en région arc-
tique. Haut : (milieu) zoom sur le profil brut où on peut voir la décroissance du
signal suite à l’intense signal rétrodiffusé par le nuage, et (droite) conséquence sur
le profil corrigé du bruit et de l’altitude où de larges pans du signal sont inutili-
sables. Bas : (milieu) zoom sur le profil brut et superposition du signal brut corrigé
de l’undershoot ainsi que du fit utilisé, et (droite) conséquence de la correction de
l’undershoot sur le signal corrigé du bruit et de l’altitude

Annexe F
Norme de sécurité oculaire NF
EN 60825-1
Ci-dessous est indiqué le tableau utilisé pour définir le type de calculs à effectuer
en fonction des caractéristiques du système
La constante C4 apparaissant dans certaines expressions est égale à 10
λ− 700
500




Profil d’écart type des fichiers
LiDAR IAOOS
Chaque fichier d’observation LiDAR contient un profil de signal résultant de
moyennes temporelles et spatiales, ainsi qu’un profil associé d’écarts type calculés
pour chaque canal. Comme indiqué dans le corps du manuscrit (cf Section 5.1.3),









où C1 et C2 sont les sommes cumulées respectivement des Xi et des X2i avec
Xi un profil LiDAR correspondant à l’accumulation par la carte de comptage du
signal total pendant 4096 tirs de la diode laser.
Entre deux zones d’altitude possédant une moyenne et un écart type communs,
il y a formation d’une "marche" à cause des différentes moyennes spatiales préala-
blement réalisées sur chaque profil fournit par la carte de comptage.
En revanche lorsqu’il y a des variations importantes d’un profil à un autre
(exemple : passage d’un nuage entrainant une brusque augmentation du fond de
ciel) ces marches disparaissent. Cette disparition visuelle peut s’expliquer à travers
l’expression de l’écart type. Considérons dans un premier cas NT profils poissonnien







(xi − x)2 (G.2)
avec : xi = xi+x˜i où xi est la moyenne spatial dans le profil i, et x˜i est une variation
par rapport à cette valeur moyenne. Puisque tous les profils dans ce cas ont la même
moyenne spatiale on peut écrire l’égalité entre la moyenne spatiale sur un profil et








Par conséquent en moyennant entre eux certains canaux on va faire diminuer
l’écart par rapport à la moyenne, x˜i, dans les zones d’altitudes concernées et ainsi
faire apparaitre les marches entre les différents compactages. En effet si on considère


























248 Annexe G. Profil d’écart type des fichiers LiDAR IAOOS








Considérons à présent la formule de Koenig utilisée sur les bouées avant l’envoi















Appliquée à NT profils poissoniens composés de deux populations de Ni et Nj
(NT = Ni + Nj) profils poissoniens de moyennes différentes, cette formule peut
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Cette formule met en évidence le fait que la multiplication de profils de moyennes
différentes va brouiller le phénomène visuel de "marches" car seul le dernier terme est
directement influencé par la moyenne spatiale sur plusieurs canaux. Une illustration
de ce phénomène est donnée par la figure G.1.
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Figure G.1 – Haut à gauche et au milieu : profils d’écart type obtenus sur deux po-
pulations poissonniennes de même moyenne. Les marches sont clairement visibles,
et leur amplitude correspond aux différentes moyennes spatiales. Haut à droite :
profil d’écart type obtenu sur la réunion des deux populations précédentes. Comme
on peut s’y attendre les marches sont toujours visibles avec les mêmes amplitudes
que les populations réduites.
Bas à gauche et au milieu : profils d’écart type obtenus sur deux populations pois-
sonniennes de moyenne différente. Les marches sont clairement visibles, et leur am-
plitude correspond aux différentes moyennes spatiales. Bas à droite : profil d’écart
type obtenu sur la réunion des deux populations précédentes. Les marches ont ici
disparu car Nj n’est pas négligeable devant Ni et xi et xj sont très éloignées. De plus
les valeurs de l’écart type sur la population totale sont beaucoup plus importantes
et ne respectent plus la caractéristique d’une population poissonnienne concernant
l’égalité entre le carré de l’écart type et de la moyenne.
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La variation d’amplitude de ce phénomène de "marches" peut être mis à profit
pour repérer, lors des mesures de jour, les profils obtenus en ciel clair, sans passage
de nuage. En effet dans de telles conditions atmosphériques il n’y a pas de variations
importantes du signal de fond de ciel d’un profil à un autre, donc l’amplitude de la




8 = 1, 75 (cf Figures G.2- G.3- G.4).
Figure G.2 – Exemple de profils contenus dans un fichier LiDAR lors de mesures de
nuit. En haut à gauche le profil de données brutes. En haut à droite le profil d’écart
type. En bas un zoom du profil d’écart type pour mettre en évidence les "marches"
correspondantes aux transitions entre deux moyennes spatiales. On remarque ainsi
bien le changement de moyenne à 12km et 18km. Le bruit des données de nuit n’est
pas influencé par la présence de nuage, donc la variation d’amplitude des marches
ne peut pas être utilisée pour détecter la présence d’un nuage lors de la mesure
LiDAR.
FigureG.3 – Exemple de profils contenus dans un fichier LiDAR lors d’observations
de jour sans nuage pendant l’observation. A gauche le profil de données brutes. A
droite le profil d’écart type. On remarque ainsi bien le changement de moyenne à
12km et 18km, dont l’amplitude est celle attendue suite à la moyenne spatiale.
251
FigureG.4 – Exemple de profils contenus dans un fichier LiDAR lors d’observations
de jour avec nuage pendant l’observation. En haut à gauche le profil de données
brutes. En bas un zoom du profil d’écart type pour mettre en évidence l’absence
des marches et la valeur élevée de l’écart type lié au bruit. Cet exemple est similaire
à ce qui a été précédemment simulé.

Annexe H
Modèle de transfert radiatif
MOMO
MOMO (Matrix Operator MOdel [Fischer 1984] [Fell 2001] [Hollstein 2012]
[Doppler 2014a]) est un code 1-D de transfert radiatif en milieu atmosphérique
et océanique. MOMO utilise une méthode dite "adding-doubling" pour résoudre
l’équation de transfert radiatif en sous-divisant l’atmosphère (ou l’océan) en de
multiples sous-couches de fines épaisseurs optiques, et la méthode dite "Matrix-
Operator" [Fischer 1984] basée sur le produit matriciel de matrices "t" (transmission
d’une sous-couche), "r" (réflexion entre sous-couches) et "j"(source de radiation au
sein d’une sous-couche). Cette méthode est particulièrement précise pour décrire
la diffusion multiple au sein d’un environnement atmosphérique turbide (nuages,
aérosols). MOMO permet de caractériser les phénomènes de diffusion, absorption,
transmission et émission (infra-rouge thermique) au sein de la neige et de l’atmo-
sphère. MOMO reçoit en entrée (input) le profil océanique et/ou atmosphérique et
fournit en sortie (output) la valeur des flux radiatifs (luminance spectrale, lumi-
nance spectrale totale) pour diverses altitudes dans l’atmosphère (et/ou profondeur
dans l’océan), différentes directions d’observations et différentes positions du soleil.
La spectroscopie des gaz atmosphériques est réalisée raie par raie par le module
CGASA (Coefficients of GAS Absorption [Doppler 2014a]). Puis intégrée spectra-
lement suivant une méthode de k-distribution KISS (K-distribution of the Institute
for Space Sciences [Bennartz 2000] [Doppler 2014b]) selon la réponse spectrale d’un
instrument ou pour une bande spectrale pour laquelle on souhaite simuler les flux
radiatifs. Le domaine spectral de simulation de MOMO est [0.2 - 100 µm] (de l’ul-
traviolet à l’infrarouge thermique), en utilisant la même modélisation physique des
flux radiatifs. MOMO fut développé originellement pour la télédétection spatiale
de paramètres et composants atmosphériques et océaniques. MOMO se distingue
par rapport aux autres codes par sa précision et sa modélisation très physique des
phénomènes radiatifs et sa versatilité (grande flexibilité pour adapter le code à un
problème donné, possibilité de jouer sur le curseur précision/rapidité en évaluant la
base d’erreur due aux approximations faites).
Ce code a fournit un jeu de courbes, valables dans le cas d’une observation du
sol vers le zénith, de la luminance spectrale centrée à 800nm en fonction de l’angle
zénithal et de l’épaisseur optique d’un nuage type stratus continental situé entre
3500 et 4000m, pour une distribution de taille de gouttes centrée à 5 ou 25µm (cf
Figure H.1 et H.2). Néanmoins seule la première distribution est envisagée pour
estimer l’épaisseur optique des nuages car elle est plus représentative de ce qu’il est
possible de trouver en arctique [Klingebiel 2014] [Leontyeva 1994] [Gayet 2009].
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Figure H.1 – Pour deux distributions en taille différentes, évolution de la lumi-
nance spectrale centrée à 800nm en fonction de l’épaisseur optique d’un stratus
continental localisé entre 3500 et 4000m pour divers angles zénithaux. Pour chaque
distribution le maximum se produit globalement pour la même épaisseur optique,
mais la luminance est légèrement plus élevée pour des épaisseurs optiques impor-
tantes dans le cas de la distribution centrée sur 25µm.
Figure H.2 – Fonction de phase des gouttes d’eau liquide simulée par le code
de transfert radiatif franco-allemand MOMO. La fonction de phase pour la dis-
tribution centrée à 25µm est plus "piquée" vers l’avant ce qui favorise la diffusion
multiple [Wandinger 1998] et l’augmentation de luminance.
Sans calibration radiométrique préalable du LiDAR il faut sélectionner, pour
une inclinaison très faible de la bouée, un profil sans nuage, et sans givre, obtenu
lors d’une mesure de jour possédant le plus faible bruit. Connaissant les positions
GPS et la date de la mesure on en déduit l’angle zénithal au moment de la mesure, ce
qui nous oriente vers une courbe simulée par MOMO. Puis on fait alors l’hypothèse
d’une épaisseur optique nulle pour obtenir une valeur de luminance spectrale qui
servira de référence. Les caractéristiques opto-mécaniques sont considérées comme
constantes d’un profil à un autre, donc une évolution du bruit lors des mesures de
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jour (toujours pour les cas où la bouée est verticale) correspondra à une évolution
de la luminance spectrale (cf Équation 2.1). Deux hypothèses fortes sont faites ici :
d’une part la supposition d’une épaisseur optique nulle et d’autre part la variation
du bruit uniquement liée à la luminance (donc un bruit propre du détecteur ou de
diffusion parasite très faible). La première peut être mise en défaut par la présence
d’aérosols ou d’un cirrus non détecté par le LiDAR lors des mesures de jour, qui
augmentent très légèrement la luminance. La seconde est également erronée pour
beaucoup de profils à cause du givre qui modifie la transmission globale du sys-
tème. Néanmoins, grâce à la correction établie pour estimer la constante système
en présence de givre, il est à présent possible de prendre en partie en compte cette
variation due au givre. En effet le coefficient correctif appliqué à la constate système
dans le cas d’un hublot clair correspond à une double prise en compte de la trans-
mission du hublot (atténuation par le givre sur la voie d’émission ET sur la voie
de réception). La racine carrée de ce coefficient est donc considérée pour corriger le
bruit de chaque profil avant de réaliser un simple produit en croix avec le bruit et
la luminance spectrale de référence établis précédemment.
Enfin reste la difficulté de savoir quelle valeur d’épaisseur optique considérer
puisque d’après les courbes de variation de la luminance il existe deux valeurs cor-
respondant à une même luminance. Les résultats de deux approches sont présentés
dans les analyses (cf Chapitre 6), effectuées pour une microphysique donnée :
• soit on garde toujours la valeur maximale d’épaisseur optique, sauf si celle-ci
est au dessus d’un certain seuil qu’on fixe à 100 (ordre de grandeur déjà ob-
tenu lors d’une étude précédente à Barrow, Alaska [Leontyeva 1994] et lors
d’observations satellite [King 2004]), auquel cas la valeur minimale d’épais-
seur optique est conservée




I.1 Campagne Barneo 2014
Comme indiqué dans le corps du manuscrit (cf Section 5.1.2.2) l’étude de cette
campagne est séparée en 4 périodes en fonction de l’amplitude de l’inclinaison qu’a
subi le LIDAR.
I.1.1 Période 1
Cette première période commence le 14 avril 2014 à 3h et s’achève le 2 juillet
2014 à 9h, soit 258 profils. Les inclinaisons minimale et maximale enregistrées sont
respectivement de 0,6o et 3o.
D’après l’amplitude du signal de diffusion au niveau du hublot 46 profils
présentent un givre trop important pour être corrigés en limitant les incertitudes,
ce qui nous amène à l’étude de 212 profils pour les aérosols. Enfin 6 profils pos-
sèdent un indice de givre inférieur à 0.005, ne permettant pas la moindre détection,
ce qui limite le nombre de profils potentiellement utilisable pour cette période à 252.
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Figure I.1 – Représentation temporelle correspondant à la première période de la
campagne Barneo en 2014 du Pu.z2 filtré des indices de givre inférieurs à 0,1 (haut)
et du rapport de diffusion atténué (bas).
On pourra remarquer l’augmentation significative du nombre de cas de nuage satu-
rant le détecteur (pixel blanc) et de nuage opaque très bas (base inférieure à 1,5km)
limitant considérablement la portée à partir du 120ieme jour Julien
I.1.2 Période 2
Cette seconde période commence le 2 juillet 2014 à 15h et s’achève le 17 août
2014 à 3h, soit 180 profils. Les inclinaisons minimale et maximale enregistrées sont
respectivement de 51o et 76o. C’est donc la première période de forte inclinaison
de la bouée.
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Figure I.2 – Représentation temporelle correspondant à la seconde période de la
campagne Barneo en 2014 du Pu.z2 filtré des indices de givre inférieurs à 0,15
(haut)et du rapport de diffusion atténué (bas).
Les conséquence d’une inclinaison importante se font clairement ressentir sur la
portée générale en altitude de cette seconde période (l’échelle verticale a d’ailleurs
été adaptée). D’autre part on peut également noter la présence toujours importante
de nuages opaques à très basse altitude (signaux de couleur jaune à rouge, c’est à dire
Rd>10) dans cette période correspondant à la première moitié de la période estivale.
Une position plus horizontale du hublot à cause de l’inclinaison a pu contribuer aux
phénomènes de givre plus nombreux et plus longs en facilitant le dépôt.
D’après l’amplitude du signal de diffusion au niveau du hublot 90 profils pré-
sentent un givre trop important pour être corrigé en limitant les incertitudes, ce qui
nous amène à l’étude de 90 profils pour les aérosols. Enfin 17 profils possèdent un
indice de givre inférieur à 0.005 ce qui limite le nombre de profils potentiellement
utilisables pour cette période à 163.
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I.1.3 Période 3
Cette troisième période commence le 17 août 2014 à 9h et s’achève le 8 octobre
2014 à 3h, soit 208 profils. Les inclinaisons minimale et maximale enregistrées sont
respectivement de 0,4o et 16o, le second maximum étant à 8,9o. D’après l’amplitude
du signal de diffusion au niveau du hublot 112 profils présentent un givre trop im-
portant pour être corrigé en limitant les incertitudes, ce qui limite l’étude à 96 profils
pour les aérosols. Enfin 33 profils possèdent un indice de givre inférieur à 0.005
ce qui limite le nombre de profils potentiellement utilisable pour cette période à 175.
Figure I.3 – Représentation temporelle correspondant à la troisième période de
la campagne Barneo en 2014 du Pu.z2 filtré des indices de givre inférieurs à 0,15
(haut) et du rapport de diffusion atténué (bas).
Par comparaison avec la première période de verticalité de la bouée les phénomènes
de givre sont relativement plus nombreux et durent plus longtemps durant cette
période correspondant à la seconde moitié de la période estivale.
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I.1.4 Période 4
Cette dernière période commence le 8 octobre 2014 à 9h et s’achève le 1
décembre 2014 à 15h, soit 123 profils. En mettant de côté les profils du 10
novembre (3h) au 15 novembre (3h) (6 profils), cette période peut éventuellement
être subdivisée en deux parties. D’une part du 8 octobre à 9h au 10 novembre 3h
avec des inclinaisons maximale et minimale respectivement de 66o et 75o, et d’autre
part du 16 novembre à 3h au 1 décembre à 15h avec des inclinaisons maximale et
minimale respectivement de 19o et 26o.
Figure I.4 – Représentation temporelle correspondant à la quatrième période de
la campagne Barneo en 2014 du Pu.z2 filtré des indices de givre inférieurs à 0,15
(haut) et du rapport de diffusion atténué (bas).
Les périodes de givre sont particulièrement intenses durant cette partie de la cam-
pagne et ont également pu être favorisées, à l’instar de la seconde période, par
l’inclinaison de la bouée.
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D’après l’amplitude du signal de diffusion au niveau du hublot 85 profils pré-
sentent un givre trop important pour être corrigé en limitant les incertitudes, ce qui
nous amène à l’étude de 38 profils pour les aérosols. Enfin 67 profils ont un indice
de givre inférieur à 0,005, ce qui revient à considérer pour cette période 56 profils
utilisables.
I.2 Campagne N-ICE 2015
I.2.1 Système non polarisé
Les deux périodes de dérive du système non polarisé correspondent respective-
ment aux dates du 23 janvier 2015 à 3h au 14 mars 2015 à 9h (166 profils) et du
au 27 avril 2015 à 3h au 4 juin 2015 à 3h (73 profils).
Pour la première période en écartant les profils trop givrés il en reste 14 pou-
vant potentiellement être utilisés pour des analyses quantitatives et 68 profils pour
la seconde période. Pour le premier déploiement 105 profils ont un indice de givre
indiquant qu’a priori aucun signal utile ne peut en être tiré, ce qui revient à considé-
rer 61 profils utilisables. Pour le second déploiement aucun profil avec un indice de
givre trop faible n’a été détecté ce qui, pour rappel, ne signifie pas qu’il ne puisse pas
y avoir malgré tout quelques cas où l’amplitude du givre soit totalement décorrélée
de l’opacité du hublot.
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Figure I.5 – Représentation temporelle correspondant au premier déploiement du
système non polarisé de la campagne N-ICE en 2015 du Pu.z2 (haut) et du rapport
de diffusion atténué (bas).
Les périodes de givre sont particulièrement intenses durant cette partie de la cam-
pagne qui s’est déroulée pendant l’hiver arctique.
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Figure I.6 – Représentation temporelle correspondant au second déploiement du
système non polarisé de la campagne N-ICE en 2015 du Pu.z2 (haut) et du rapport
de diffusion atténué (bas).
On retrouve comme à la première période de la campagne Barneo une fréquence
élevée de nuage opaque saturant le détecteur dans le premier kilomètre.
I.2.2 Système polarisé
Le premier système polarisé a été déployé deux fois pendant de très courtes
périodes, la première fois du 27 janvier 2015 à 3h au 21 février 2015 à 3h (45 profils),
et la seconde fois du 7 mars 2015 à 15h au 15 mars 2015 à 15h (16 profils). L’impact
du givre sur la dépolarisation donc l’atténuation n’est pour l’instant pas quantifiable
donc aucune discrimination entre les profils n’est réalisée. Ci-dessous sont indiquées
les représentations temporelles des Pu ·z2 des voies parallèle et perpendiculaire pour
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la première période du système polarisée.
Figure I.7 – Représentation temporelle correspondant au premier déploiement du





Développement et mise en œuvre de LiDAR embarqués sur bouées
dérivantes pour l’étude des propriétés des aérosols et des nuages
en arctique et des forçages radiatifs induits
Résumé :
Afin de multiplier les mesures en région arctique pour mieux comprendre les
processus et interaction qui s’y déroulent entre l’atmosphère, la glace de mer
et l’océan, un EQUIPEX a été financé afin de développer et déployer en réseau
des bouées multi-instrumentées. Pour la partie atmosphère un LiDAR innovant
à rétrodiffusion de Rayleigh et de Mie répondant aux contraintes du projet et
de l’environnement arctique est développé. Un modèle simple et les différentes
contraintes ont orienté la conception vers un système basé sur une diode laser
émettant dans le très proche infrarouge. Un prototype optimisé a finalement pu être
réalisé dans le planning serré de cet EQUIPEX, avant une première dérive d’avril
à décembre 2014. Malgré un problème de givre les premiers résultats concernant
la nébulosité et les flux IR descendants à la surface sont cohérents avec ceux de
précédentes campagnes. Des couches d’aérosols jusque 3km et des précipitations ont
également pu parfois être détectées. Les résultats des deux premiers déploiements
présentés dans cette thèse fournissent un bon aperçu de l’apport que représentera
ce réseau de bouées multi-instrumentées en région centrale arctique.
Mots clés : LiDAR, arctique, aérosols, nuages, bilan radiatif
Development and deployment of autonomous LiDAR set on
drifting buoys to study aerosols and clouds arctic properties, and
induced radiative forcing
Abstract :
In order to multiply measurements in the arctic region to improve our
knowledge of process and feedback between atmosphere, sea ice and ocean,
a french project EQUIPEX was funded to develop and deploy a network of
multi-instrumented buoys. For the atmospheric studies an innovative Rayleigh and
Mie backscattering LiDAR meeting project and arctic environment constraints
has been developed. The results from a simple model and the different constraints
led to the conception of a laser diode based system emitting in the very near
infrared spectrum. Tight deadlines of the project were respected and an optimized
prototype was produced before a first drift from April to December 2014. Despite
an icing problem first results concerning nebulosity and infrared fluxes show good
agreement with those obtained during former campaign. Aerosols layers up to
3km and precipitation were also detected. The results obtained from the two first
deployments are presented in this thesis, and give a good overview of the fu-
ture contribution of this central arctic located network of multi-instrumented buoys.
Keywords : LiDAR, arctic, aerosols, clouds, radiative budget
