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Abstract
In this paper we will give a new proof by using group action to prove the uniqueness of maximal Sperner familiesFnmax of [n].We
will also prove the uniqueness of Sperner familiesF of [n] with |F|=
(
n
 n2 
)
−1 by using a combinatorial approach. Furthermore,
by using the uniqueness of Sperner family, we will classify all the structures of (1, 2) superimposed codes of size 9× 10 and 9× 11.
© 2006 Elsevier B.V. All rights reserved.
Keywords: Cover-free family; Sperner family; Superimposed code
1. Introduction
Let [n] be the set of n elements. A familyF of subsets of [n] is called a Sperner family if AB for any two distinct
elements A and B ofF. The classic result of Sperner [11] states that
|F|
⎛
⎝ n⌊n
2
⌋
⎞
⎠ , (1)
with equality only whenF consists either of all subsets of size n/2 or of all subsets of size n/2.
There are several generalizations and elegant proofs. As one of its generalizations, k-Sperner family, which is a
family of ﬁnite sets such that it contains no chain A0 ⊂ A1 ⊂ · · · ⊂ Ak of k + 1 different sets, was introduced by P.
Erdös. In [2,5], it was given a formula on k-Sperner families which generalize the Sperner theorem.
The structures of Sperner families of [n] with maximum size, called by maximal Sperner families and denoted by
Fnmax, are completely classiﬁed. It is natural to ask how many there are, up to equivalence, Sperner familiesF of [n]
with |F|< |Fnmax|.
To deﬁne equivalence, let us introduce the concept of superimposed code, which is ﬁrstly introduced by Kautz and
Singleton [6] in the study of a family of subsets of a ﬁnite set such that no member of family is covered by a union of
r others, called a (1, r) cover-free family (see [3,4,12]).
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Here is the deﬁnition of superimposed code which uses a notion of the incidence matrix of cover-free family.
Deﬁnition 1.1. An N ×T (0, 1)-matrix C is called a (1, r) superimposed code of size N ×T if for any pair of subsets
I, J ⊂ [T ] = {1, 2, . . . , T } such that |I | = 1, |J | = r and I ∩ J = ∅, there exists a coordinate x ∈ [N ] = {1, 2, . . . , N}
such that cxp = 1 for p ∈ I and cxq = 0 for all q ∈ J .
Note that a cover-free family can be generalized as (w, r) cover-free family, which is a family of subsets of a ﬁnite
set such that no intersection of w members of family is covered by a union of r others (see [12]).
LetF = {A1, A2, . . . , Am} be a Sperner family of [n] = {1, 2, . . . , n}. We deﬁne the incidence matrix, M(F) =
(aij )n×m, ofF as follows:
aij =
{1 if i ∈ Aj ,
0 if i /∈Aj .
It is clear that M(F) is a (1, 1) superimposed code of size n × m. Note that there is a (1, 1) superimposed code C of
size n × m if and only if there is a Sperner familyF of [n] with the incidence matrix M(F) = C.
In the theory of superimposed codes, the main problem is to optimize one of the parameters N and T for a given
value of the other:
(i) ﬁnd the minimum length N(T ; 1, r) of a (1, r) superimposed code of given cardinality T;
(ii) ﬁnd the maximum cardinality T (N; 1, r) of a (1, r) superimposed code of given length N.
For ﬁxed (1, r) and T, a (1, r) superimposed code of size N × T is called an optimal superimposed code if N =
N(T ; 1, r). For instance, the following is a list of the presently known values of N(T ; 1, 2) (see [3,4]): N(9; 1, 2) =
N(10; 1, 2) = N(11; 1, 2) = N(12; 1, 2) = 9. For more information to superimposed codes (related with optimality,
their structures, and asymptotic behavior), we refer to [7,8].
Let C be a (1, r) superimposed code. It is easy to see that if we permute the rows and columns of C, then the resulting
matrix is also a (1, r) superimposed code. In the case r = 1, the inversion C of C is also a (1, 1) superimposed code,
where the inversion of C is obtained by replacing each entry cij of C with 1 − cij . This motivates
Deﬁnition 1.2. Two (1, r) superimposed codes C and C′ are equivalent if one can be transformed into the other by a
series of operations of the following types:
(a) permutation of the rows;
(b) permutation of the columns.
In the case r = 1 an additional operation is allowed:
(c) inversion of the values of all entries of code.
Two Sperner familiesF andF′ of [n] are called equivalent if their incidence matrices are equivalent as super-
imposed codes.
For example, it can be easily shown that there are four non-equivalent Sperner familiesF of [4] with |F|=4, whose
incidence matrices M(F) are given as follows:
⎛
⎜⎝
1 1 0 0
1 0 1 0
0 1 0 1
0 0 1 1
⎞
⎟⎠ ,
⎛
⎜⎝
1 0 0 0
0 1 1 0
0 1 0 1
0 0 1 1
⎞
⎟⎠ ,
⎛
⎜⎝
1 0 0 0
1 1 1 0
0 1 0 1
0 0 1 1
⎞
⎟⎠ ,
⎛
⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞
⎟⎠ .
In this paper, although there are several elegant proofs for Sperner theorem, we will give a new proof by using group
action to prove the uniqueness of maximal Sperner family. In Section 3, we will prove the uniqueness of Sperner family
F of [n] with |F|=
(
n
 n2 
)
−1 by using a combinatorial approach. Finally, we will classify all the structures of optimal
(1, 2) superimposed codes of size 9 × 10 and 9 × 11.
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2. The uniqueness of maximal Sperner families
Let [n] be the set of n elements and
( [n]
i
)
be the set of all i-subsets of [n]. In this section, we will prove that
maximal Sperner family of [n] is either
( [n]
 n2 
)
or
( [n]
 n2 
)
by using group action. It is also proved in [5] by using a cycle
permutation.
Before starting, we will review the Sperner theorem and its proof [11]. This proof is due to Lubell [10], which is
needed in the sequel. We borrow the terminology from [9] to sketch its proof.
Theorem 2.1. IfF is a Sperner family of [n], then |F|
(
n
 n2 
)
.
Proof. Suppose thatF= {A1, A2, . . . , Ak} is a Sperner family of [n] = {1, 2, . . . , n}. Let us consider the poset of all
subsets of [n], where order relation is given by set inclusion. Note thatF is an antichain in this poset.
We consider the setA of ordered pairs as follows:
A= {(A,C) |A ∈F,C is a maximal chain and A ∈ C}. (2)
By counting the cardinality ofA in two ways, we have the following inequality:
k∑
i=1
1(
2n
|Ai |
)1. (3)
Since
(
n
|Ai |
)
is maximal for |Ai | = n/2 (=n/2), we have k = |F|
(
n
 n2 
)
. 
A Sperner family of [n] which satisﬁes equality in Theorem 2.1 is called a maximal Sperner family of [n] and denoted
byFnmax. Note that it can be easily shown that if n = 2m is even, thenFnmax =
( [n]
m
)
, hence maximal Sperner family
of [n] is unique.
To prove the uniqueness of maximal Sperner family of [n], where n = 2m + 1 is odd, we need a lemma.
Let Sn be the permutation group on [n] = [2m + 1]. An action of the group Sn on the set
( [n]
m+1
)
is given by
(, A) 
−→ A for  ∈ Sn and A = {i1, . . . , im+1} ∈
( [n]
m + 1
)
,
where A = {(i1), (i2), . . . , (im+1)}.
For any distinct elements A = {i1, . . . , im+1} and B = {j1, . . . , jm+1} of
( [n]
m+1
)
, there exists a permutation  =
(i1j1)(i2j2) · · · (im+1jm+1) such that A=B. Therefore, the action of Sn on
( [n]
m+1
)
is transitive. Since Sn is generated
by  = (12) and  = (123 · · · n), it follows from the transitivity of Sn on
( [n]
m+1
)
that the following lemma is easily
obtained:
Lemma 2.2. LetA be a subset of
( [n]
m+1
)
satisfying the following property: if A ∈A, A′ ∈
( [n]
m+1
)
, and |A∩A′|=m,
then A′ ∈A. Then we have eitherA= ∅ orA=
( [n]
m+1
)
.
Theorem 2.3. IfFnmax is a maximal Sperner family of [n], thenFnmax is either
( [n]
 n2 
)
or
( [n]
 n2 
)
. Thus, it is unique (up
to the equivalence relation of Deﬁnition 1.2).
Proof. LetFnmax(i) be the family of i-subsets of [n] which are members ofFnmax. By Theorem 2.1, it is easily shown
that Fnmax = Fnmax(n2 ) ∪ Fnmax(n2 ). Therefore, we only consider the case in which n = 2m + 1 is odd. Note
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thatFnmax =Fnmax(m) ∪Fnmax(m + 1) for n = 2m + 1. Let us consider the family B of subsets of [n] as follows:
B= {B | |B| = m and B ⊂ A for some A ∈Fnmax(m + 1)}.
Note that sinceFnmax is a Sperner family, B /∈Fnmax(m) for B ∈ B. Let us count the number of ordered pairs (A,B)
in two ways such that A ∈Fnmax(m + 1), B ∈ B, and B ⊂ A. For each A ∈Fnmax(m + 1), there are exactly
(
m+1
m
)
members ofB contained in A. On the other hand, for each B ∈ B, there are at most m + 1 members ofFnmax(m + 1)
containing B. Thus we have the following inequality:(
m + 1
m
)
|Fnmax(m + 1)| |B|(m + 1), (4)
with equality only when for each B ∈ B, there are exactly m + 1 members ofFnmax(m + 1) containing B.
SinceFnmax(m) andB are disjoint and |Fnmax(m)|+|Fnmax(m+1)|=
(
n
m
)
, we can deduce that |B|=|Fnmax(m+1)|.
Thus for each B ∈ B, there are exactly m + 1 members of Fnmax(m + 1) containing B. It is easily checked that
Fnmax(m+1) satisﬁes the condition of Lemma 2.2. Hence, we have eitherFnmax(m+1)=∅ orFnmax(m+1)=
( [n]
m+1
)
.
Therefore, the theorem is proved. 
3. The uniqueness of some Sperner families
In this section, we will prove the uniqueness of Sperner families F of [n] with |F| = |Fnmax| − 1 by using a
combinatorial approach. We divide it into two cases in which either n is even or n is odd.
Theorem 3.1. LetF be a Sperner family of [2n] with |F| =
(
2n
n
)
− 1. ThenF is uniquely determined. In fact, it is
obtained from the maximal Sperner familyF2nmax by deleting any one member ofF2nmax.
Proof. Suppose thatF is a Sperner family of [2n] with |F| =
(
2n
n
)
− 1. LetF(k) be the family of k-subsets of [2n]
which are members ofF.
We consider the setA of ordered pairs as follows:
A= {(A,C) |A ∈F,C is a maximal chain and A ∈ C}.
By counting |A| in two ways (recall the proof of Theorem 2.1), we have the following inequality:
∑
Ai∈F
1(
2n
|Ai |
)1.
SinceF(n) is the family of n-subsets of [2n] which are members ofF and
(
2n
|Ai |
)
is maximal for Ai ∈ F(n), we
can get the following inequality:
|F(n)|
(
2n
n
)
− (1 + n). (5)
We claim thatF=F(n).
Otherwise, by Deﬁnition 1.2(c), there exists at least one B ∈F such that |B|>n. By deﬁnition of Sperner family,
there are
( |B|
n
)
n-subsets of [2n] which are not inF. It follows from (5) that there exists exactly one B ∈ F\F(n)
with |B| = n+ 1, hence we deduce that |F(n)| =
(
2n
n
)
− (1 + n) andF=F(n)∪ {B}, a contradiction. The claim is
proved.
Since the permutation group S2n is the automorphism group ofF2nmax, it acts transitively onF2nmax. Therefore,F is
unique, which is obtained from the maximal Sperner familyF2nmax by deleting any one member ofF2nmax. 
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To prove the uniqueness of Sperner familyF of [2n + 1] with |F| =
(
2n+1
n
)
− 1, we give a quite long lemma.
Lemma 3.2. Suppose thatF is a Sperner family of [2n+ 1] such that |F|=
(
2n+1
n
)
− 1 andF=F(n)∪F(n+ 1),
where F(k) is the family of k-subsets of [2n + 1] which are members of F. Then we have either F = F(n) or
F=F(n + 1).
Proof. Suppose thatF=F(n) ∪F(n + 1),F(n) = ∅, andF(n + 1) = ∅.
For an n-subset A such that A /∈F(n), there exists at least one B ∈ F(n + 1) such that A ⊂ B. Otherwise,
F′ :=F ∪ {A} is a maximal Sperner family of [2n + 1], which contradicts the structure of maximal Sperner family.
Let us consider the familyS of subsets of [2n + 1] as follows:
S= {A | |A| = n,A /∈F(n), ∃(n + 1) members of F(n + 1) containing A}.
Note thatS andF(n) are disjoint.
We claim that
(
2n+1
n
)
− |F(n)| − |S| = 0.
Suppose that
(
2n+1
n
)
− |F(n)| − |S| = 0. Thus we may assume that A= {1, 2, . . . , n} /∈F(n)∪S. Since A /∈S,
we have the following inequalities:
1 |{B |B ∈F(n + 1), A ⊂ B}| = in.
Hence without loss of generality, we may assume that
Bj := A ∪ {n + j} =
{∈F(n + 1) if j = 1, 2, . . . , i,
/∈F(n + 1) if j = i + 1, . . . , n + 1. (6)
Note that for some (n − 1)-subset A′ of A, we have A′ ∪ {n + i + 1} ∈ F(n). Otherwise, suppose that A′ ∪ {n +
i + 1} /∈F(n) for any (n − 1)-subsets A′ of A. ThenF′ :=F ∪ {Bi+1} is a maximal Sperner family, a contradiction.
Hence we may assume that A′ = {1, 2, . . . , n − 1}, i.e., {1, 2, . . . , n − 1, n + i + 1} ∈ F(n). It follows from
A′ ∪ {n + i + 1} ∈F(n) and Bj ∈F(n + 1) for j = 1, 2, . . . , i that we have
{1, 2, . . . , n − 1, n + k} /∈F(n) ∪S for k = 0, 1, . . . , i. (7)
Therefore,
(
2n+1
n
)
− |F(n)| − |S| i + 1.
Now let us consider the set C of ordered pairs deﬁned as follows:
C= {(C,D) |C ⊂ D, |C| = n, and D ∈F(n + 1)}. (8)
Since each member D ofF(n + 1) contains exactly (n + 1) n-subsets of D, we have
|C| = (n + 1)|F(n + 1)|. (9)
On the other hand, since |{B |A ⊂ B, and B ∈ F(n + 1)}| = i, where A = {1, 2, . . . , n}, we have the following
inequality:
|C| |S|(n + 1) +
((
2n + 1
n
)
− |F(n)| − |S| − 1
)
n + i. (10)
From (9) and (10), we have
(
2n+1
n
)
− |F(n)| − |S| i + 1. Therefore, the following is obtained:
(
2n + 1
n
)
− |F(n)| − |S| = i + 1. (11)
It follows from (7) and (11) that( [2n + 1]
n
)∖
(F(n) ∪S) = {{1, 2, . . . , n − 1, n + k} | k = 0, 1, . . . , i}. (12)
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Note that A′′ ∪ {n + i + 1} ∈ F(n) for all (n − 1)-subsets A′′ of A = {1, . . . , n}. Otherwise, we suppose that
A′′ ∪ {n + i + 1} /∈F(n) for some A′′ ⊂ A and |A′′| = n − 1. By (12), A′′ ∪ {n + i + 1} ∈ S, hence it follows from
the property ofS that A ∪ {n + i + 1} ∈F(n + 1), which contradicts (6).
It follows from (6) and (12) that {2, . . . , n, n + i} /∈F(n) and {2, . . . , n, n + i} ∈ S. From the property ofS, we
have {2, 3, . . . , n, n+ i, n+ i + 1} ∈F(n+ 1), which contradicts the above note. Therefore, the claim is proved, i.e.,(
2n+1
n
)
− |F(n)| − |S| = 0.
Since
(
2n+1
n
)
− |F(n)| − |S| = 0, it follows from the counting the cardinality of C in (8) that we have
(n + 1)|F(n + 1)| = |C| = |S|(n + 1) =
((
2n + 1
n
)
− |F(n)|
)
(n + 1). (13)
Therefore,
(
2n+1
n
)
= |F(n)| + |F(n + 1)|, a contradiction. The lemma is proved. 
Theorem 3.3. LetF be a Sperner family of [2n+ 1] with |F| =
(
2n+1
n
)
− 1. ThenF is uniquely determined. In fact,
it is obtained from the maximal Sperner familyF2n+1max by deleting any one member ofF2n+1max .
Proof. Suppose thatF is a Sperner family of [2n + 1] with |F| =
(
2n+1
n
)
− 1. LetF(k) be the family of k-subsets
of [2n + 1] which are members ofF.
By the same argument as in Theorem 3.1, we can get the following inequality:
|F(n)| + |F(n + 1)
(
2n + 1
n
)
− 1 − n
2
. (14)
We claim thatF=F(n) ∪F(n + 1).
Suppose thatF = F(n) ∪F(n + 1). By Deﬁnition 1.2(c), there exists a B ∈ F such that |B|n + 2. Consider
the following three disjoint sets:
(i) F(n + 1),
(ii) A= {A ∈ [2n + 1] | |A| = n + 1, A′ ⊂ A for A′ ∈F(n)},
(iii) A′ = {A ∈ [2n + 1] | |A| = n + 1, A ⊂ B}.
Note that |A′|n + 2.
Now consider the set B of ordered pairs as follows:
B= {(A′, A) |A′ ∈F(n), |A| = n + 1, and A′ ⊂ A}.
Note that if (A′, A) ∈ B, then A ∈ A. For each A ∈ A, there exist at most n + 1 n-subsets A′ ofF(n) which are
contained in A. Hence |B| |A|(n + 1).
Since for each A′ ∈ F(n), there exist exactly n + 1 (n + 1)-subsets A of [2n + 1] containing A′, we have |B| =
|F(n)|(n + 1).
Therefore, we have |A| |F(n)|.
Since |A′|>n + 1, it follows from (14) that we have the following inequalities:(
2n + 1
n + 1
)
 |F(n + 1)| + |A| + |A′|>
(
2n + 1
n + 1
)
− n
2
+ n,
which is a contradiction.
Therefore,F=F(n) ∪F(n + 1). It follows from Lemma 3.2 that we have eitherF=F(n) orF=F(n + 1).
Since the permutation group S2n+1 is the automorphism group ofF2n+1max , it acts transitively onF2n+1max . Therefore,
by Deﬁnition 1.2(c), F is unique, which is obtained from the maximal Sperner family F2n+1max by deleting any one
member ofF2n+1max . 
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4. The structures of some optimal superimposed codes
In this section we will classify all the structures of (1, 2) superimposed codes of size 9 × 10 by using the structures
of Sperner family, and prove that all the (1, 2) superimposed codes of size 9 × 11 are equivalent.
Let us begin with some simple lemmas, without proof, that will be needed in the sequel.
Lemma 4.1 (Stinson et al. [12]). Let C be a (1, r), r2, superimposed code of size N ×T , and Jp denote the number
of 0’s in the pth column of C. Then there is (1, r − 1) superimposed code of size Jp × (T − 1). In fact, it is obtained
from C by deleting the xth rows and pth column of C satisfying cxp = 1.
Lemma 4.2. Let C be an (n,M, d) code. If C is a constant weight code of weight 3 with minimum distance d =4, then
the code C forms a (1, 2) superimposed code of size n × M .
We will give some known results on the optimality of some (1, 2) superimposed codes (see [3,4]) and structure of
one of them (see [8] for a proof).
Theorem 4.3. (i) N(T ; 1, 2) = 9 for T = 9, 10, 11, 12.
(ii) A binary matrix C is a (1, 2) superimposed code of size 9 × 12 if and only if it is the transpose of the incidence
matrix of a 2 − (9, 3, 1) design.
For an N × T binary matrix C, let cp (resp. rx) denote the characteristic set of pth column (resp. xth row) of C.
Theorem 4.4. There are exactly six non-equivalent (1, 2) superimposed codes of size 9 × 10.
Proof. Suppose that C is a (1, 2) superimposed code of size N × T , where N = 9 and T = 10. Since N(9; 1, 1) = 5
(Sperner theorem), it follows from Lemma 4.1 that we have |cp|4 for all p ∈ [T ]. Since N(9; 1, 2) = 9, we have
2 |rx | for all x ∈ [N ] (if there is a row of C of weight 1, say rx = {1}, then the code C′, which is obtained by deleting
the ﬁrst column from C, is also a (1, 2) superimposed code of size 8 × 9, thus N(9; 1, 2)8). Furthermore, since
|rx |2 for all x ∈ [N ], it follows from the deﬁnition of (1, 2) superimposed code that 3 |cp|4 for all p ∈ [T ].
We claim that |cp| = 3 for all p.
Suppose that there is a column of C of weight 4.After permuting the rows and columns, we may assume that the ﬁrst
column c1 of C has weight 4 and c1 ={1, 2, 3, 4}. Note that the submatrix C1, which is obtained from C by deleting the
ﬁrst column and the ﬁrst four rows of C, is a (1, 1) superimposed code of size 5 × 9. Thus, C1 is an incidence matrix
of a Sperner familyF of [5] with |F| = |F5max| − 1. By Theorem 3.3, C1 is a one of the following types:
Type I: all the columns of C1 have the same weight 2;
Type II: all the columns of C1 have the same weight 3.
Note that if |cp| = 4 for p = 1 ∈ [T ], then we have either |c1 ∩ cp| = 1 or |c1 ∩ cp| = 2.
If there is a column, say pth column, of C such that |cp| = 4 and |c1 ∩ cp| = 1, then C1 should be of type II. Without
loss of generality, we may assume that cp = {1, 5, 6, 7}. It follows from the structure of C1 that there exists a column,
cq , of C such that {5, 6, 8} ⊂ cq . By applying Lemma 4.1 to the pth column of C, it should be |cq |5, which is a
contradiction to that 3 |cp|4 for all p ∈ [T ]. Therefore, since 2 |rx | for all x, it follows from the above argument
and deﬁnition of superimposed code that we have the following properties:{ |c1 ∩ cp| = 2 if |cp| = 4, p = 1,
|c1 ∩ cp| = 1 if |cp| = 3,
|cp ∩ cq |1 if |cp| = |cq | = 3, p = q.
(*)
From (∗), the submatrix C1 should be of type I. We divide it into two cases; either C has exactly one column of weight
4 or C has at least two columns of weight 4.
If C has exactly one column of weight 4, then since |cp| = 3 for all p = 1 ∈ [T ] and C1 is of type I, it follows from
the pigeonhole principle that there exists a row of C such that |rx |4 for x = 1, 2, 3 or 4. Since C is a 9 × 10 matrix,
it follow from (∗) that we get a contradiction.
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If C has at least two columns of weight 4, then since c1 = {1, 2, 3, 4} and C1 is of type I, we may assume
that c2 = {1, 2, 5, 6}. We claim that C has at least four columns of weight 4. Suppose, to the contrary, that C has
at most three columns of weight 4. Since C is a 9 × 10 matrix, it follows from (∗) that we have the following
conditions:{ |ri |4, |rj |3 for i = 1, 2, j = 3, 4 if C has three columns of weight 4,
|ri |3 for i = 1, 2, 3, 4 if C has two columns of weight 4.
By counting the number of 1s of the ﬁrst four rows of C in two ways, we can get a contradiction. Hence C has at least
four columns of weight 4.
Since C has at least four columns of weight 4, it follow from (∗) and the structure of C1 that we may as-
sume that c2 = {1, 2, 5, 6} and c3 = {1, 3, 5, 7}. Note that since C1 is of type I, for any two columns c′1, c′2 of
C1 such that |c′1 ∩ c′2| = 1, there exist two columns c′3, c′4 of C1 such that either c′1 ∩ c′3 = c′1 ∩ c′4 = ∅, and|c′2 ∩ c′3 ∩ c′4| = 1 or c′2 ∩ c′3 = c′2 ∩ c′4 = ∅, and |c′1 ∩ c′3 ∩ c′4| = 1. From the note, the code C can be written
as follows:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 c14 c15
1 1 0 c24 c25
1 0 1 c34 c35
1 0 0 c44 c45
0 1 1 0 0
0 1 0 0 0
0 0 1 1 1
0 0 0 1 0
0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
By applying Lemma 4.1 to the second and third columns of C, we have c34 = c35 = c44 = c45 = 0 and c24 = c25 = 1.
Since |c4 ∩ c5|2, by (∗), it should be c14 = c15 =1. Thus |c4 ∩ c5|=3, a contradiction. Therefore, the claim is proved,
thus |cp| = 3 for all p ∈ [T ].
Since |cp| = 3 for all p ∈ [T ] and |rx |2 for all x ∈ [N ], it follows from deﬁnition of superimposed code that we
have |cp ∩ cq |1 for all p = q ∈ [T ] (if |cp ∩ cq | = 2, say cp = {1, 2, 3} and cq = {1, 2, 4}, then since C is a (1, 2)
superimposed code, there is a row rx of C such that rxp =1, rxq =0, and rxr =0 for any r = p, q. It should be r3 ={p},
a contradiction). Since |cp ∩ cq |1 for all p = q ∈ [T ] and C is a 9 × 10 matrix, we have 2 |rx |4 for all x ∈ [N ].
Moreover, if either |rx | = 4 or |ry | = 4, then |rx ∩ ry | = 1.
Now we summarize the properties of C as follows:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
|cp| = 3 for all p ∈ [T ],
|cp ∩ cq |1 for all p = q ∈ [T ],
2 |rx |4 for all x ∈ [N ],
|rx ∩ ry | = 1 if either |rx | = 4 or |ry | = 4.
(**)
Let Ai be the number of rows of weight i. By counting the number of 1s in C, we have 2A2 + A3 = 6. It follows from
the last of (∗∗) that if |rx | = 2 for some x ∈ [N ], then there exist at most four rows of C of weight 4. Therefore, A21
since 2A2 + A3 = 6 and A2 + A3 + A4 = 9. We divide it into two cases: either A2 = 0 or A2 = 1.
Suppose that A2 = 0, thus A3 = 6 and A4 = 3. Since A4 = 3, we may assume that |rx | = |ry | = |rz| = 4 for three
distinct rows of C. From (∗∗), there are two subcases: either |rx ∩ ry ∩ rz| = 1 or |rx ∩ ry ∩ rz| = 0.
Let us ﬁrstly consider the case in which |rx ∩ ry ∩ rz| = 1 for |rx | = |ry | = |rz| = 4. After permuting the rows, we
may assume that r1 ∩ r2 ∩ r3 = {1}, where |r1| = |r2| = |r3| = 4. From (∗∗), after permuting the row and columns, the
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code C can be written as follows:⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 0 0 0 0 0 0
1 0 0 0 1 1 1 0 0 0
1 0 0 0 0 0 0 1 1 1
0 1 0 0 1 0 0 1 0 0
0 1 0 0 0 1 0 0 1 0
0 0 1 0 1 0 0
0 0 1 0 0 0 1
0 0 0 1 0 0 1 A
0 0 0 1 0 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
By computing the submatrix A, it should be a one of the following four types:⎛
⎜⎝
0 0 1
0 1 0
1 0 0
0 0 1
⎞
⎟⎠ ,
⎛
⎜⎝
0 0 1
0 1 0
0 0 1
1 0 0
⎞
⎟⎠ ,
⎛
⎜⎝
0 0 1
1 0 0
0 1 0
0 0 1
⎞
⎟⎠ ,
⎛
⎜⎝
0 1 0
0 0 1
1 0 0
0 0 1
⎞
⎟⎠ .
By Lemma 4.2, the four codes C are non-equivalent (1, 2) superimposed codes of size 9 × 10.
Now, let us consider the case in which |rx ∩ ry ∩ rz| = 0 for |rx | = |ry | = |rz| = 4. From (∗∗), after permuting the
rows and columns, we may assume that r1 = {1, 2, 3, 4}, r2 = {1, 5, 6, 7}, r3 = {1, 8, 9} and r4 = {2, 5, 8, 10}. From
(∗∗), the code C should be a ﬁrst one of them described as below. By Lemma 4.2, the code is a (1, 2) superimposed
code.
Now, suppose that A2 = 1, thus A3 = A4 = 4. After permuting the rows and columns, we may assume that r1 =
{1, 2}, c1 ={1, 2, 3} and c2 ={1, 4, 5}. It follows from (∗∗) that we have |ri | = 4 for i = 1, 2, 3, 4. From (∗∗), the code
C should be a last one of them describe as below. By Lemma 4.2, the code is a (1, 2) superimposed code.
Therefore, there are exactly six non-equivalent codes of size 9 × 10.⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 0 0 0 0 0 0
1 0 0 0 1 1 1 0 0 0
1 0 0 0 0 0 0 1 1 0
0 1 0 0 1 0 0 1 0 1
0 1 0 0 0 1 0 0 1 0
0 0 1 0 1 0 0 0 1 0
0 0 1 0 0 0 1 0 0 1
0 0 0 1 0 0 1 1 0 0
0 0 0 1 0 1 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 0 0 0 0 0 0 0
1 0 1 1 1 0 0 0 0 0
1 0 0 0 0 1 1 1 0 0
0 1 1 0 0 1 0 0 1 0
0 1 0 1 0 0 1 0 0 1
0 0 1 0 0 0 0 1 0 1
0 0 0 1 0 0 0 1 1 0
0 0 0 0 1 1 0 0 0 1
0 0 0 0 1 0 1 0 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. 
We remark that the ﬁrst and last ones in Theorem 4.4 are obtained from (1, 2) superimposed code of size 9 × 12
(which is unique, up to equivalence) in Theorem 4.3 by deleting any two columns.
By combining Lemma 4.2 and Theorem 4.4, the following corollary is easily obtained:
Corollary 4.5. There are exactly six non-equivalent (9, 10, 4) codes with constant weight 3.
Theorem 4.6. There are exactly one (up to equivalence) (1, 2) superimposed code of size 9×11. In fact, it is obtained
by deleting any one column of (1, 2) superimposed code of size 9 × 12.
Proof. Suppose that C is a (1, 2) superimposed code of size N ×T , where N = 9 and T = 11. Note that the submatrix,
which is obtained from C be deleting any columns, is also a (1, 2) superimposed code. Hence, it follows from Theorem
4.4 and N(9; 1, 2) = 9 that{ |cp| = 3, 3 |rx |4 for all p ∈ [T ] and x ∈ [N ],
|rx ∩ ry |1 for all x = y ∈ [N ],
|rx ∩ ry | = 0 if and only if |rx | = |ry | = 3.
(***)
Let Ai be the number of rows of weight i. By counting the number of 1s in C, we have A3 = 3 and A4 = 6.
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Now we form a 9 × 12 binary matrix C′ by appending a column to C so that every row of C′ has weight 4. Since
A3 = 3 and A4 = 6, the weight of the new column has weight 3. By (∗ ∗ ∗), |r ′x ∩ r ′y | = 1 for all distinct rows r ′x and
r ′y of C′. Therefore, C′ is the transpose of the incidence matrix of a 2 − (9, 3, 1) design. Since 2 − (9, 3, 1) design is
unique [1], every (1, 2) superimposed code of size 9 × 11 is equivalent. 
References
[1] C.J. Colbourn, J.H. Dinitz, CRC Handbook of Combinatorial Designs, CRC Press Inc., Boca Raton FL, 1996.
[2] P. Erdös, On a lemma of Littlewood and Offord, Bull. Amer. Math. Soc. 51 (1945) 898–902.
[3] P. Erdös, P. Frankl, Z. Füredi, Families of ﬁnite sets in which no set is covered by the union of two others, J. Combin. Theory Ser. A 33 (1982)
158–166.
[4] P. Erdös, P. Frankl, Z. Füredi, Families of ﬁnite sets in which no set is covered by the union of r others, Israel J. Math. 51 (1985) 75–89.
[5] P.L. Erdös, P. Frankl, G.O.H. Katona, Two-part and k-Sperner families-new proofs using permutations, SIAM J. Discrete Math. 19 (2005)
489–500.
[6] W.H. Kautz, R.C. Singleton, Nonrandom binary superimposed codes, IEEE Trans. Inform. Theory IT-10 (3) (1964) 363–377.
[7] H.K. Kim, V. Lebedev, On optimal superimposed codes, J. Combin. Des. 12 (2004) 79–91.
[8] H.K. Kim, V. Lebedev, D.Y. Oh, Some new results on superimposed codes, J. Combin. Des. 13 (2005) 276–285.
[9] J.H. van Lint, R.M. Wilson, A Course in Combinatorics, Cambridge University Press, Cambridge, 1992.
[10] D. Lubell, A short proof of Sperner’s lemma, J. Combin. Theory 1 (1966) 299.
[11] E. Sperner, Ein Satz über Untermegen einer endlichen Menge, Math. Z. 27 (1928) 544–548.
[12] D.R. Stinson, R. Wei, L. Zhu, Some new bounds for cover-free families, J. Combin. Theory Ser. A 90 (2000) 224–234.
