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ABSTRACT
Herschel observations of far infrared N+ emission lines have demonstrated that dense
plasma, with ne ∼ 30 cm−3, is ubiquitous in the inner Galactic plane. By combining
the information from Herschel with other tracers of ionised gas, we build a picture of
this dense plasma. We adopt a collisional ionisation model, so the analysis is not tied
to a specific energisation mechanism. We find that the dense plasma is concentrated
in a disk that is 130 pc thick, and makes a significant contribution to radio pulsar
dispersion measures in the inner Galactic plane. The strength of the far infrared N+
emission requires high temperatures in the plasma, with T ' 19,000 K indicated both
by the ratio of N+ to C+, and by the ratio of N+ to microwave bremsstrahlung
in the inner Galactic plane. This parallels the situation at high Galactic latitudes,
where strong optical emission is observed from N+ (and S+), relative to both Hα
and microwave bremsstrahlung, and suggests a common origin. If so, the same gas
provides a natural explanation for the extreme radio-wave scattering phenomena that
are sometimes observed in pulsars and quasars. We therefore propose a new picture of
the warm ionised medium as seen in emission, in which the plasma is dense, hot, and
localised in numerous structures of size ∼ 102 AU that are clustered around stars.
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1 INTRODUCTION
Amongst the many interesting results flowing from the far-
infrared (FIR) Herschel observatory, one of the most re-
markable is the discovery that N+ line emission arises pre-
dominantly from dense, ionised gas (ne = 30 ± 20 cm−3),
throughout the inner Galactic plane (Goldsmith et al 2015,
G15, henceforth). The physical context for this result is not
completely clear, but the emission appears to be diffuse and
widespread so the interstellar medium (ISM) seems to be im-
plicated. Although the Herschel data are largely consistent
with earlier findings from the COBE satellite (Bennett et al
1994), the dense plasma that is required does not yet have
a place in our contemporary picture of the warm ionised
medium (WIM) of the Galaxy (e.g. Haffner et al. 2009).
Optical line emission from the ionised ISM has been
studied since the early 1970’s (Reynolds, Scherb and Roesler
1973), and is dominated by the WIM. By comparing emis-
sion measures (EM =
∫
n2e ds) from optical line studies, with
dispersion measures (DM =
∫
ne ds) from radio pulsars,
along particular lines of sight, Reynolds (1991) concluded
that the WIM has a low density (ne ∼ 0.1 cm−3) and a high
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filling fraction (f & 0.2). Subsequent studies have reinforced
those findings (e.g. Berkhuisen and Mu¨ller 2008; Gaensler et
al 2008). However, these conclusions rest on the assumption
that both integrals are dominated by the same regions of
space. That might not be true if the ISM manifests a broad
range in ne: DM might arise mainly from low-density plasma
that has a high filling fraction, while simultaneously most of
the observed EM could be due to dense plasma that has a
low filling fraction. An additional reason for caution is that
optical studies of the WIM are strongly affected by dust –
via absorption and scattering – which complicates the inter-
pretation of the spectra, and censors our view of the distant
WIM, particularly at low Galactic latitudes.
The WIM that is remote from the Sun might be dif-
ferent to that seen locally. Models of the Galactic distri-
bution of free electrons typically use several, structurally
distinct components in order to approximate the observed
distribution of pulsar DMs (Taylor and Cordes 1993; Cordes
and Lazio 2002; Yao et al 2017) (henceforth TC93, NE2001
and YMW16, respectively). In these models the DM at high
Galactic latitudes is ascribed primarily to a thick disk com-
ponent of free electrons that has a scale-height of order 1 kpc.
At low latitudes a thin disk component (scale-height of or-
der 0.1 kpc) dominates the observed DMs towards the inner
Galaxy. The models also incorporate ionised gas that is as-
c© 2018 RAS
ar
X
iv
:1
80
8.
07
27
1v
2 
 [a
str
o-
ph
.G
A]
  2
3 A
ug
 20
18
2 Geyer & Walker
sociated with the Galactic spiral arms, and some additional,
smaller-scale structures (e.g. the Gum Nebula). It is possi-
ble, in principle, that one or more of these components is
something other than warm plasma, but usually they are
all assumed to be WIM. The possibility that these various
components of the WIM might differ greatly in character
is underlined by the fact that the thin disk is known to be
much more effective in scattering radio waves than the thick
disk (TC93).
Notionally, each of the free electron models (TC93,
NE2001, YMW16) provides a unique prescription for the
plasma density at every point in the Galaxy. However, as
those models are designed to match pulsar DMs, primar-
ily, they provide strong constraints on the average electron
density, but the point-to-point density fluctuations are not
directly constrained. In other words: where the free-electron
models have a notional electron density n¯e, it is possible in-
stead to have plasma of density ne  n¯e and filling fraction
f = n¯e/ne  1, so that the same DM results. Constraints
on high density fluctuations are possible if measured EMs
are simultaneously considered, but to date that approach
has relied on optical emission lines and therefore relates pri-
marily to the local WIM.
To study the emission from the thin disk and spiral arm
components of the WIM, it is best to observe at wavelengths
that are unaffected by dust — the FIR and radio bands.
Radio recombination line (RRL) studies of the ISM have
been pursued for many years (e.g. Anantharamaiah 1985;
Alves et al 2015) and have often targeted the bright, inner
disk of the Galaxy. In principle, RRL studies yield powerful
diagnostic information on the plasma conditions (density,
temperature, velocity field), and they provided some early
indications of widespread, dense (ne ∼ few cm−3) plasma
in the inner disk (e.g. Anantharamaiah 1985). However, at
the plasma densities of interest to us RRLs are maser lines
(Draine 2011), which makes them difficult to interpret.
More recently, multi-frequency surveys of the radio sky
by the WMAP and Planck satellites have yielded high
signal-to-noise ratio, well sampled, all-sky maps of Galactic
radio emissions, including the bremsstrahlung from ionised
gas (Bennett et al 2003; Planck Collaboration X 2016).
These bremsstrahlung maps immediately place strong con-
straints on the large-scale distribution of the WIM. They
also yield information about the microphysics. It was shown
by Davies et al (2006) and Dobler and Finkbeiner (2008)
that the ratio of WMAP bremsstrahlung (Bennett et al
2003) to Hα (Finkbeiner 2003) is lower than expected for
photoionised plasma at 8,000 K. This situation led to sug-
gestions that the plasma temperature might be very low
(3,000 K, Dobler, Draine and Finkbeiner 2009), or that time-
dependence might be playing a role (Dong and Draine 2011).
The FIR studies of G15 have provided fresh insight into
the physics of the ionised ISM. They sampled the full range
of Galactic longitudes, with 149 pointings distributed over
the Galactic plane, targeting the two N+ lines at 122µm
and 205µm. The resulting picture is dominated by the inner
Galaxy, with positive detections coming almost exclusively
from longitudes |l| . 60◦. The intensity ratio of the two N+
transitions is sensitive to the electron density in the emit-
ting regions over the range 3 . ne(cm−3) . 3,000. Although
the densities derived by G15 do vary from position to posi-
tion, the variations are modest and a key feature of the data
is that the density is high across all the various sight lines
where N+ emission is detected. High density plasma is there-
fore the dominant contributor to N+ FIR emission for the
inner Galactic plane. Henceforth we refer to this dense gas
as dense-WIM (D-WIM) without prejudice to the specific
physical environment in which it arises (e.g. near massive
stars, perhaps), or what fraction of the WIM is in this form.
The FIR perspective on the WIM is fundamentally chal-
lenging because the diffuse ISM is characterised, in part, by
a typical pressure of n × T ∼ 3,000 K cm−3 (Jenkins and
Tripp 2011), so that ne ∼ 0.15 cm−3 is expected in a diffuse,
fully ionised region. If the WIM density is actually 200×
larger, one immediately faces difficult questions about the
dynamics — e.g. what confines the gas? Or, if it is not con-
fined, why does it not simply expand until it reaches pressure
equilibrium with the ambient medium?
Similar problems have been encountered for decades in
studies of radio-wave propagation in the ISM, where electron
densities ne ∼ 102±1 cm−3 have been inferred from large
radio-wave scattering angles and their associated flux mod-
ulations (Rickett 1990, 2011). Various extreme radio-wave
scattering (ERS) phenomena have been reported, depend-
ing on the nature of the radio source. For pulsars: mul-
tiple imaging (Cordes and Wolszczan 1986; Rickett, Lyne
and Gupta 1997), and parabolic arcs in the “secondary
spectrum” (Stinebring et al 2001; Cordes et al 2006). For
quasars: extreme scattering events (Fiedler et al 1987, 1994;
Bannister et al 2016), and intra-day variability (Kedziora-
Chudczer et al 1997; Dennett-Thorpe and de Bruyn 2000;
Bignall et al 2003). In some cases the effects are known to be
transient, implying that the regions of high plasma density
are quite limited in their spatial extent (Kedziora-Chudczer
2006; Lovell et al 2008; de Bruyn and Macquart 2015). Esti-
mated sizes range from ∼ 1 AU to ∼ 100 AU. The incidence
of ERS in compact radio quasars is low, e.g. ∼ 10−3 for
the most extreme cases of intra-day variability (Lovell et al
2003), but the small size of the individual scattering regions
means that they must nevertheless be very common — much
more numerous than stars, for example. Thus, although the
ERS phenomena are rare, the plasma structures that cause
them are not.
This paper considers the properties of the Galactic D-
WIM, with particular reference to the constraints that fol-
low by combining the FIR spectroscopic information with
other astrophysical data. Our aim is to answer basic ques-
tions such as: can the observed emission lines – both optical
and FIR – all arise from D-WIM? If so, what is the likely
temperature of the plasma? Can the D-WIM also explain
the ERS phenomena? and the dispersion of radio pulses?
Previous studies of the properties of the WIM have of-
ten assumed that the plasma is photoionised (e.g. Mathis
1986). We did not make that assumption, partly because
there are other possibilities – low-energy cosmic-rays, for ex-
ample, are an attractive option (Walker 2016) – and partly
because it is already known that the optical spectra of the
WIM observed at high latitude (Haffner, Reynolds and Tufte
1999; Reynolds, Haffner and Tufte 1999) are difficult to ex-
plain using photoionised plasmas. The difficulty is that the
WIM appears to be hotter than can be explained by UV pho-
toionisation alone, so that additional heating processes must
be invoked. Lacking a clear picture of the physics giving rise
to the WIM, we chose a route which does not require us to
c© 2018 RAS, MNRAS 000, 1–17
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specify those processes. Instead we simply characterise the
plasma by its density and temperature and require that it be
in collisional ionisation equilibrium. This is a logical progres-
sion from previous studies: if UV photoionisation models of
the WIM require additional heating processes, why not sim-
plify the picture by dropping the photoionisation and leave
everything to the heating process? The resulting model is
a new approach to describing the WIM which, even if it is
not entirely satisfactory as it stands, provides a useful point
of reference. To compute the ionisation equilibria for our
model, and the resulting emission line characteristics, we
employ the CHIANTI atomic database and the associated
Python scripts provided in the ChiantiPy software package
(Dere et al 1997; Del Zanna et al 2015).
This paper is organised as follows. In the next section
we describe the model of the D-WIM used in this paper.
In section 3 we consider constraints that can be obtained
directly from the Herschel data themselves. Sections 4 and
5 combine the information from Herschel with Planck data
and with radio pulsar dispersion measures, respectively. We
then consider the local D-WIM in §6, using observations
of microwave bremsstrahlung and optical line emission, and
highlighting the connection to extreme radio-wave scattering
phenomena. Discussion and conclusions follow in §§7,8.
2 MODEL OF THE D-WIM
2.1 Spatial distribution
To characterise the distribution of dense plasma inferred
from the FIR N+ lines we adopt a simple description in
which the electron density is approximately constant, with
value ne = ng = 30 cm
−3, within spherical clouds of radius
R, and zero outside them. For this model the dispersion
measure is just DM = ng
∫
fds, where f is the fraction of
space that is filled with such clouds. Similarly, the emission
measure is EM = n2g
∫
fds, so we have the useful relation
EM = ngDM. In §4 and §5 we relate the G15 results to radio
data on EMs and DMs, respectively.
We also make use of the geometric optical depth of the
clouds, τ , in connection with the incidence of extreme radio-
wave scattering phenomena. The meaning of τ can best be
conveyed by giving the probability that the line of sight in-
tersects a cloud: it is 1− exp(−τ), and for τ  1 that prob-
ability is approximately τ . For the model we have specified,
the optical depth can be written in terms of the dispersion
measure as τ = 3 DM/(4Rng). In conjunction with a mi-
crophysical description of the plasma, these three integrals
specify model values for the measurables of interest.
2.2 Line emission
Whereas the bremsstrahlung continuum of a plasma can
be accurately described with analytic formulae (e.g. Ry-
bicki and Lightman 1979), keeping track of ionisation states
and level populations, and the various processes that affect
them, requires a numerical approach. For that task we use
ChiantiPy — the Python implementation of the CHIANTI
atomic database (Dere et al 1997; Del Zanna et al 2015).
CHIANTI provides a pre-computed determination of
the equilibrium populations in each of the various possible
ionisation states, for each element, at a specified electron
density and temperature. The equilibria are determined en-
tirely from consideration of the rates at which various pro-
cesses proceed amongst the thermal particle populations in
the plasma. The solutions do not correspond to thermody-
namic equilibrium, in which each process is balanced by its
own inverse; instead, the total rate of ionisation, for a partic-
ular species, is balanced by the total rate of recombinations.
Ionisation is mainly from electron impact, whereas recom-
bination is mainly radiative (two-body) at low density and
three-body at high densities. An important caveat is that
CHIANTI does not currently include charge exchange re-
actions,1 and for some species they are important under
the conditions of interest to us — see Appendix A. Pre-
computed equilibria are provided in CHIANTI for temper-
atures above 104 K; for lower temperatures we utilised a
ChiantiPy procedure kindly provided by Ken Dere (personal
communication, 2016).
The resulting, collisional ionisation equilibria are ap-
propriate, for example, to the solar corona, and this picture
is sometimes called the coronal approximation. Indeed, the
CHIANTI software was originally developed for application
to solar physics. Whether or not this approximation yields
an accurate description of the D-WIM remains to be seen,
but it is a simple model that provides a useful point of refer-
ence. In particular it corresponds to the limiting case where
the plasma is energised primarily by heating, with little or
no direct ionisation contributed by the energising agent. The
suitability of the model can therefore be assessed from the
ratio of the heating rate to the ionisation rate, for any hy-
pothetical energising process. In §7 we return to this point
and quantify the requirement.
Throughout this paper we adopt the cosmic elemental
abundance pattern specified in CHIANTI , which is as per
Allen (1973).
3 CONSTRAINTS FROM HERSCHEL DATA
3.1 Is high electron density required?
G15 presented good reasons to expect that their derived
electron densities are robust. However, as noted in the intro-
duction, the problems of interpretation posed by the D-WIM
are challenging, so we sought to verify the G15 analysis of
the N+ line ratio, using CHIANTI . We therefore computed
the expected intensity ratio of N+ 122µm to N+ 205µm,
over a wide range of density and temperature, with the re-
sults as shown in figure 1. Our ratios coincide closely with
those of G15, at their assumed temperature of T = 8,000 K,
and we confirm their conclusions that modest temperature
variations around that value yield only minor variations in
the derived electron density. Furthermore, most of the line
ratios measured by G15 fall in the range 1 to 3, for which
the derived electron densities are insensitive to the assumed
temperature over a very broad range indeed. We conclude
that the G15 estimates of electron density are robust to
changes in the assumed temperature.
1 Other codes, notably CLOUDY (Ferland et al 2017), do include
charge exchange processes.
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Figure 1. Log10 of the line ratio I(N+ 122µm)/I(N+ 205µm),
over a broad range of temperature and electron density (top
panel). Unlabelled contours are spaced at intervals of 0.02 in the
logarithm. Most of the line ratios measured by G15 fall in the
range 1− 3, for which the inferred value of ne is seen to be insen-
sitive to the temperature. Bottom panel: detail of the intensity
ratios that fall in the range 1 to 3.
3.2 C+ 158µm emission
Emission from C+ (158µm) is also seen in the inner Galactic
plane, and correlates strongly with the intensity of the nitro-
gen lines (G15). That correlation may arise because of emis-
sion from the dense plasma itself, or possibly from neutral
gas that is in some way associated with the dense plasma.2
An acceptable plasma model must not produce more C+
emission than is actually observed. In their table 4, G15
reported C+ (158µm) and N+ (205µm) intensities on ten
lines-of-sight in the inner Galactic plane; their mean line ra-
tio is 7.4, with a standard deviation of 1.5. Our predicted
ratio of C+ (158µm) to N+ (205µm) line intensity is shown
in figure 2, as a function of temperature. From it, we deduce
2 Although the 158µm line is from an ion, it may exist in gas
which is largely neutral because the first ionisation potential of
carbon is lower than that of hydrogen.
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Figure 2. Calculated ratio of C+ (158µm) to N+ (205µm) line
intensities, as a function of temperature, for our model plasma
with ne = 30 cm−3 (§2.2).
a plasma temperature of T = 19,500 (+5,600,−1,400) K to
match the observed mean line ratio minus or plus one stan-
dard deviation.
The very steep temperature dependence of the line ra-
tio, below T = 19,500 K, means that even slightly lower tem-
peratures yield too much C+ emission in the inner Galaxy.
For example: at T = 15,500 K the predicted line ratio is
approximately 20, which is too large.
We caution that the foregoing analysis relies on the im-
plicit assumption that the observed C+ and N+ FIR lines are
both optically thin, which might not be the case in practice.
Indeed Langer et al (2016) argued that significant optical
depth of C+ (158µm) is sometimes indicated by a compari-
son of the C+ and N+ line profiles. However, the strong and
roughly linear correlation that is observed between C+ and
N+ line strengths (G15) suggests that high optical depth is
not typical.
We consider T ' 19,500 K to be a preferred temperature
for our model plasma, because it supplies a simple explana-
tion for the origin of the observed (G15) strong correlation
between C+ and N+ FIR line emissions. In this picture,
ionised gas is the dominant source of C+ (158µm) emission
in the inner Galaxy — an idea originally suggested by Heiles
(1994). Our inference thus differs from the analysis of G15,
who concluded that only 30-50% of the C+ emission arises
from dense plasma. In part this difference is due to the larger
carbon-to-nitrogen abundance ratio in our model, which is
4.0 versus 2.9 in G15. The other contributing factor is that
G15 implicitly assumed the nitrogen to be entirely in the
form N+, whereas our plasma model uses the ionised frac-
tion that corresponds to collisional ionisation equilibrium at
the specified temperature and density.
In §4.2 we will make a second estimate of the temper-
ature of the D-WIM (18,400 K), by comparing N+ emission
to microwave bremsstrahlung. We have no reason to pre-
fer that estimate over the current one, or vice versa, so we
take the approximate midpoint, T = 19,000 K, as our best
estimate of the D-WIM temperature in the inner Galactic
plane. With that temperature, and ne = 30 cm
−3, we can
convert N+ (122µm) line intensities to emission measures
using the relationship EM(pc cm−6) =  I122(W m−2 sr−1),
with  = 1.74× 1011.
c© 2018 RAS, MNRAS 000, 1–17
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4 CONSTRAINTS FROM PLANCK DATA
The COBE FIRAS data (Bennett et al 1994) demonstrated
a disk morphology for the Galactic N+ (205µm) FIR line
emission, with a strong concentration towards the inner
Galaxy. However, the scale height of the disk was not well
resolved by the 7◦ beam of the FIRAS instrument. Much
better angular resolution is available in the bremsstrahlung
(free-free) continuum map generated from the Planck all-
sky microwave data. As the ionisation potential of nitrogen
is greater than that of hydrogen, the N+ line emission must
arise in the ionised medium, so there is a strong expecta-
tion that the bremsstrahlung continuum and the N+ line
emission should trace the same gas.
We have tested that expectation by correlating the
Planck free-free map with the N+ FIR data in the inner
Galaxy, where the latter signal is detected. For each dataset,
we tried different quantities that gauge the amount of ionised
gas on the line-of-sight. For the Herschel data we used four
quantities, which we label H1 to H4, as follows: H1, the
N+ 122µm intensity; H2, the N+ 205µm intensity; H3, the
N+ column; and H4, the product of that column with the
electron density (i.e. a proxy for the EM). In each case we
used only those lines-of-sight for which G15 obtained detec-
tions of both N+ 122µm and N+ 205µm, so that all four
measures are available. For the Planck data we used two
quantities, which we label P1 and P2, as follows: P1, the
EM as given in the Planck foreground map; and P2, the
30 GHz free-free continuum intensity, which we computed
from the EM and temperature, as given in the Planck map,
using the formulae given in table 4 of Planck Collaboration
X (2016). The Planck free-free map actually quotes two val-
ues for both EM and temperature, for every pixel: one is the
mean value of the posterior probability distribution that is
obtained from the multi-frequency modelling, and the other
is the mode of that probability distribution. The two are
very similar where the signals are strong, as is the case in
the Galactic plane, but the mean is more useful at high lat-
itudes where the signals are weak and the mode is often
zero. Throughout this paper, therefore, we use the mean of
the posterior distributions for all of the Planck data prod-
ucts. In this way we obtained 8 correlation coefficients for
the set of 92 locations where G15 detected both N+ FIR
lines.
We found that the four correlations taken with P1 were
very similar to their counterparts taken with P2 – fractional
differences between the two range from 0.1% to 0.7% – and
in 2/4 cases P1 correlated better than P2. Thus we take P1
and P2 to be equivalent measures, and we only report the
mean of the correlations with P1 and P2 in each case. The
best correlation was with H2 (0.73), followed by H3 (0.69),
H1 (0.67) and H4 (0.64). We do not have a ready explanation
for why N+ 205µm yields the highest correlation. For our
purposes the main point is that there is indeed a high corre-
lation between the FIR and microwave tracers of the ionised
gas. Because of the lower angular resolution of the Planck
data (of order one degree), compared to Herschel PACS (of
order one arcminute, after averaging over the field-of-view),
we do not expect a perfect correlation between the two. We
therefore regard the observed high correlation as a confirma-
tion that the two signals have a common origin, i.e. in the
inner Galactic plane both are dominated by the D-WIM.
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Figure 3. The Galactic longitude variation of emission measure,
as determined from Herschel data (N+ 122µm; red points), and
as given in the Planck free-free foreground map (black line). All
data are for the Galactic plane, but the effective Planck resolution
is ∼ 1◦, whereas the Herschel PACS field-of-view is ∼ 1′.
Figure 3 shows the longitude profile of EM in the
Planck free-free map, along with the EM inferred from
the N+ 122µm emission reported by G15, using the con-
version factor given in §3.2. Where G15 reported an up-
per limit to the line intensity we have adopted a common,
representative value, yielding the plateau of red points at
EM ' 70 pc cm−6. In the inner Galaxy, where N+ 122µm is
detected, the EM inferred from the G15 data shows much
stronger point-to-point variations than the Planck estimate
of EM. That is not surprising, given the lower angular res-
olution of the latter. It also appears that the mean of the
G15 estimates is systematically higher than for Planck . That
suggestion is borne out quantitatively, as follows. For the
same set of data used in the correlation analysis, we have
computed the mean of the EMs inferred from the N+ 122µm
intensity, and the mean of the EMs given in the Planck free-
free map. We find that the ratio of these mean values is 1.76.
Part of this difference can be understood as a consequence
of the lower angular resolution of Planck , as described in
the next section.
4.1 Disk thickness
We now use the Planck data to determine the thickness of
the disk of D-WIM. Figure 4 shows the longitude-averaged
variation in EM, as a function of Galactic latitude, b, in the
Planck free-free map of Planck Collaboration X (2016). The
point-spread-function (PSF) of the map is expected to be
approximately Gaussian with full-width at half maximum
(FWHM) equal to 1.07◦ — slightly larger than the notional
FWHM of 1◦, as a result of gridding. At very small values of
|b| the data exhibit a form that is similar to the PSF, but the
peak is noticeably offset from zero, being centred on −0.1◦.
There is also an asymmetry in the wings of the profile, in
the opposite sense with the signal in the range 5◦ . b . 10◦
being higher than that in the range −5◦ & b & −10◦. Both
wings lie well above the PSF, but they decline rapidly with
increasing |b|. (Figure 6 shows the same data in a logarithmic
scale, where the wings are seen more clearly.)
We have modelled the EM distribution shown in figure 4
using a power-law with an inner scale:
c© 2018 RAS, MNRAS 000, 1–17
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Figure 4. The Galactic latitude dependence of EM attributed to
the free-free process in the Planck foreground model of Planck
Collaboration X (2016). The Planck data are shown as black
points, and have been averaged over the region |l| 6 60◦. The
dashed line shows our model, equation (1). The solid line shows
the convolution of that model with a Gaussian profile (FWHM =
1.07◦), representing the point-spread function of the Planck map.
EM(b) =
EM(0)
(1 + (b/bo)2)α/2
, (1)
which is then offset by −0.1◦, and tilted slightly (a multi-
plicative factor of 1 + 0.049b) to accommodate the asymme-
tries in the observed distribution. By convolving this distri-
bution with the Gaussian PSF and matching to the data,
we obtain the fit shown in figure 4 with the parameters
bo = 0.488
◦, α = 1.82 and EM(0) = 0.638× 104 pc cm−6. At
an expected median distance of D = 8.2 kpc, our inferred
inner scale, bo, corresponds to a height of zo = boD ' 70 pc,
and the FWHM of the profile (equation 1) is then 130 pc.
The linear scale in figure 4 gives prominence to the
bright core of the intensity distribution, at the expense of the
fainter wings. Subsequently we will render the same data on
a logarithmic scale (figure 6), which reveals the wings more
clearly. There is no reason to suppose that the wings of the
profile have a fundamentally different origin to the core – on
the contrary, our power-law distribution yields a good model
– so in addition to the bright, thin disk, we conclude that
faint emission from the D-WIM is observable out to beyond
1 kpc from the plane. Because of its greater scale height this
material gains in prominence, relative to the thin disk, when
we observe at high latitudes, and it thus comes to the fore
when we consider the local manifestations of D-WIM (§6).
The vertical distribution that we have determined for
the D-WIM is very similar to that reported for the C+ emis-
sion in the inner Galaxy (Velusamy and Langer 2014). Both
profiles exhibit a strong, narrow peak, offset slightly to the
South of the plane, rolling over into extended wings at higher
latitudes. This suggests that the C+ emission is associated
with the D-WIM. On the other hand Velusamy and Langer
(2014) associated the strong, narrow peak of the C+ inten-
sity with CO-emitting molecular gas (FWHM 129 pc), and
the broader wings of the profile with diffuse H2 and the
WIM. Taken together the associations of C+ with both CO
and D-WIM imply that the D-WIM is somehow associated
with CO-emitting molecular gas. Recall that in §3.2 we ar-
gued on the basis of the C+/N+ line ratios that the C+
emission arises primarily from the D-WIM itself (see also
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Figure 5. The predicted ratio of bremsstrahlung intensity at
ν = 22.8 GHz to the N+ (122µm) line intensity, as a function of
temperature, for our plasma model with ne = 30 cm−3.
Abel 2006), but the nature of the association between the
D-WIM and the CO-emitting molecular gas remains unclear.
4.2 Temperature of the plasma
As is evident in figure 4, the value of EM at b = 0 in the
Planck map is significantly lower than the underlying value,
because Planck has not fully resolved the vertical structure
of the emission. The ratio of our model EM(0) to the ob-
served value is a factor of 1.365. This explains part, but
not all of the systematic offset between Planck EMs and
Herschel EMs that was mentioned in the previous section.
The remaining discrepancy is easily understood: the EMs we
inferred from the N+ 122µm line use our preferred tempera-
ture of 19,000 K (§3.2), whereas the EMs in the Planck free-
free map correspond to the temperatures that are also spec-
ified, pixel-by-pixel, in the Planck free-free map. Those tem-
peratures are much lower than our preferred value. Now the
microwave brightness temperature due to bremsstrahlung
declines with increasing plasma temperature, roughly as the
square-root, so for a given free-free intensity determined by
Planck , a higher plasma temperature corresponds to a larger
EM.
There is in fact very little information on the
plasma temperature in the Planck data themselves: the
bremsstrahlung intensity is strongly constrained, but the
plasma temperature and the emission measure are almost
completely degenerate with each other in the fitting pro-
cess. We are therefore at liberty to interpret the Planck
bremsstrahlung map in terms of emission from a hotter
plasma, with a correspondingly higher EM. As the N+ line
and microwave continuum intensities both scale linearly
with EM, the ratio of the two can be used to determine
the plasma temperature in the context of our model.
Taking the same lines-of-sight that we used in our corre-
lation analysis, we find that the mean Herschel N+ 122µm
intensity3 is 4.25×104 R. The mean Planck free-free bright-
ness temperature at4 ν = 22.8 GHz, for the same directions,
3 The unit is Rayleigh: 1 R = 106/(4pi) photons cm−2 s−1 sr−1
4 We use ν = 22.8 GHz for consistency with previous studies of
the microwave continuum strength, relative to Hα — see §6.1.
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is Tb = 2.84× 104 µK. Correcting for beam smearing in the
Planck map involves a factor of 1.365, as described above,
leading to an estimate of 0.91µK R−1 for the microwave-
to-FIR ratio. Figure 5 shows the ratio that is expected for
our plasma model, at ne = 30 cm
−3, as a function of tem-
perature. To match the data on the inner Galaxy requires
either a temperature T ' 18,400 K, or else T ' 48,000 K.
Of these two possible solutions we prefer the former as it is
consistent with our temperature determination based on the
C+/N+ ratio (§3.2). (We also note that the optical emission
line ratios measured at high latitude provide strong evidence
against temperatures as high as 48,000 K for the local WIM
— see §6, and particularly figure 12.)
With the plasma temperature determined in this
way, the emission measures implied for the Planck
bremsstrahlung foreground are larger than the EM values
given in the map of Planck Collaboration X (2016), by a
factor of approximately 1.3. Throughout the rest of this pa-
per, unless explicitly stated otherwise, the EM values that
we determine from the Planck free-free map are those ap-
propriate to T = 19,000 K — the approximate midpoint of
the two values we have determined for the D-WIM in the
inner Galaxy, from the ratio of bremsstrahlung to N+ line
intensity, and from C+ to N+ line intensity (§3.2).
4.3 Small scale structure
We have already noted that there is more point-to-point fluc-
tuation in the N+ intensity measurements than in the mi-
crowave data. Specifically, in the inner Galaxy (|l| . 60◦),
the red points in figure 3 exhibit both higher peaks and
deeper troughs than the black line. Both datasets have high
signal-to-noise ratio in this region, so these differences are
certainly attributes of the signals sampled by the two in-
struments. As we have already established that both are
dominated by the D-WIM, the most likely explanation for
the different fluctuation levels is the finer angular resolution
of the G15 intensity measurements compared to the Planck
free-free map: 47′′ for the former, and ' 1◦ for the latter. In
this interpretation, the D-WIM is highly structured on an
angular scale that is small compared to the Planck resolu-
tion.
We note that the images presented in G15’s figure 11 all
show significant structure on scales smaller than the PACS
field of view, corresponding to length scales . 2 pc at a
median distance of 8.2 kpc.
5 CONTRIBUTION TO PULSE DISPERSION
Pulse dispersions are precisely measured for almost all of the
∼ 2,500 known radio pulsars in the Galaxy.5 However, as the
pulsars are not at infinite distance, the resulting information
on DMs can only be related to EMs – which sample all the
plasma on the line-of-sight – via the construct of a three-
dimensional model. Unfortunately only a small fraction of
pulsars are useful in that endeavour, as most lack reliable
distance measurements. With only sparse spatial sampling
5 http://www.atnf.csiro.au/research/pulsar/psrcat
of the Galaxy, the resulting electron density models are nec-
essarily simplified, smooth descriptions of a medium which
is likely to be highly structured. In this paper we rely on
published models of the free electron distribution, based on
pulsar DMs.
At the time of writing there are three such models
that are commonly in use: TC93 (Taylor and Cordes 1993);
NE2001 (Cordes and Lazio 2002); and YMW16 (Yao et al
2017). Inevitably there is much in common across these three
models. In particular, all three contain an axisymmetric thin
disk, an axisymmetric thick disk, and spiral arm compo-
nents. However, although these features have similar proper-
ties in TC93 and NE2001, their appearance is very different
in YMW16, who follow an updated model presented in Hou
and Han (2014). A significant difference between YMW16
and the preceding models, is that YMW16 does not include
scattering measures in its construction, nor does it apply
voids or clumps towards particular pulsars with discrepant
DM values. The motivation is that scattering measures are
often dominated by a few regions of strong ne fluctuations
along the line of sight (e.g. Stinebring et al 2001; Brisken
et al 2010), and several studies have consequently revealed
deviations from the established scattering measure vs. DM
trends (e.g. Lewandowski et al 2015; Geyer et al 2017).
In this paper we make use of both TC93 and YMW16
to demonstrate the range of possible representations of the
major structural features of the Galactic free-electron dis-
tribution.
In the case of TC93 we used the functional forms and
parameters for the various components of the ne distribu-
tion, as stated by TC93, and integrated along the line-of-
sight to determine the DM. For YMW16, we took the code
provided by the authors and modified it appropriately to
determine the contribution of each of the components of in-
terest.6
5.1 Thick disk
Towards the Galactic poles, the thick disk component con-
tributes 17.1 pc cm−3 in YMW16 (average of North and
South), and 16.5 pc cm−3 in TC93. It is easy to see that
these DMs cannot arise in dense gas, with ne ∼ 30 cm−3,
because the implied emission measure would then be EM ∼
500 pc cm−6, whereas the observed values are ∼ 1 pc cm−6
(see §6). We conclude that, for either of the free-electron
models, the thick disk component cannot be made of
D-WIM. In both free-electron models the thick disk is the
dominant contribution to the DM towards the poles, so this
can be stated in a model independent way: the gas which
contributes the majority of the DM at high latitudes is not
the D-WIM.
5.2 Galactic Centre
We note that the largest DM value inferred from Herschel
data happens to coincide with the Galactic Centre (GC). In
6 We note that the original YMW16 code combines the contribu-
tion of the spiral arms and the thin disk using a max() function,
so that the YMW16 model is not simply a sum of its individual
components.
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Figure 6. DM contribution of the D-WIM as a function of
Galactic latitude, averaged over |l| 6 60◦. Black points are the
Planck bremsstrahlung component as per figure 4, but now with
EMs computed for T = 19,000 K, and rescaled according to
DM = EM/ng . Also shown are the thin disk components of the
TC93 (dashed blue curve) and YMW16 (solid blue curve) free
electron models.
the YMW16 and NE2001 model distributions, an additional
component of free electrons is located there, leading to a
spike in the predicted DM for sources in or behind the GC.
The effect can be seen, for example, in figure 1 of YMW16.
Indeed the DM spike expected on the basis of the Herschel
data is 1,293 pc cm−3, which is similar in amplitude to the
GC contribution seen in YMW16’s figure 1. We conclude,
therefore, that the GC DM component in the free electron
models is attributable to the D-WIM reported by G15.
5.3 Thin disk
We have already established that the dense plasma discov-
ered by G15 takes the form of a thin disk, concentrated
in the inner Galaxy. Our inferred FWHM of approximately
130 pc, determined in §4.1, is similar to that of the thin disk
component in YMW16, and smaller than that of TC93 (ap-
proximately 260 pc). As described in §2, for the D-WIM we
can readily convert between EM and DM because we know
the characteristic electron density in the emitting regions.
Accordingly, figure 6 shows the Planck bremsstrahlung com-
ponent as per figure 4, but now with EMs evaluated at
T = 19,000 K and then scaled by 1/ng to yield the DM. The
YMW16 and TC93 thin disk components are also shown.
The TC93 structure is broader than the Planck profile, but
its normalisation is only a factor ∼ 2 larger; for YMW16, on
the other hand, the angular width of the disk is similar to
that seen with Planck , but the normalisation is an order of
magnitude larger. In both models it is the thin disk compo-
nent of free electrons that is best matched to the observed
latitude profile of the D-WIM, as we will see.
The small scale-height and concentration towards the
inner disk of the Galaxy both lead us to expect that
the thin disk should make only a minor contribution to
the DM observed towards the poles. That is indeed the
case in practice, with YMW16 predicting a contribution of
0.14 pc cm−3 (average of North and South), and TC93 pre-
dicting 7× 10−3 pc cm−3; the corresponding EM values are
4 pc cm−6 and 0.2 pc cm−6, respectively. The EM required
to explain the high-latitude emission from the WIM lies be-
tween these two values (see §6).
We now consider the longitude distribution of electron
columns in the Galactic plane. Taking the Herschel points
shown in figure 3 leads to the inferred DM profile shown
as red points in the left panel of figure 7. Also shown in
the figure are the model thin disk DMs for both TC93 and
YMW16. It is clear that (i) the N+ detections are mostly
confined in longitude to the same range where the model thin
disk component is significant for both TC93 and YMW16,
and (ii) although there are large fluctuations from point-
to-point, the DM values inferred from Herschel FIR line
intensities are in many places a substantial fraction of the
DM ascribed to the thin disk.
To emphasise the second point we have also computed
lower bounds on the DMs implied by the Herschel data,
as shown in the right panel of figure 7. The bounds are
evaluated from the N+ column-densities reported by G15,
assuming a nitrogen abundance of 8.5 × 10−5 (as per the
cosmic abundance pattern specified in CHIANTI ), and they
correspond to the case where all of the nitrogen is N+. As
the emissivity per N+ ion varies by only ±10% over the
interval T = 20,000±15,000 K (determined with CHIANTI ,
for both N+ lines), the column-densities reported by G15 are
insensitive to the assumed temperature. Although our DM
lower-limits are necessarily smaller than the estimates shown
in the left panel of figure 7, the difference is modest.
The envelope of the red points in figure 7, in either
panel, is similar to the shape of the blue curves. And its over-
all amplitude (left-hand panel) is intermediate between the
TC93 and YMW16 model thin disk components. We note
the large difference in normalisation – a factor of approxi-
mately 3.6 – between the thin disk components in YMW16
and TC93.
Considering these points we conclude that the thin-
disk component in both free-electron models is well-matched
to the distribution of D-WIM, as seen with Herschel and
Planck . The normalisation of the YMW16 thin disk is higher
than can be explained with D-WIM alone, but in the case
of TC93 it appears that the thin disk component could be
made mainly of D-WIM.
5.4 Spiral arms
At high latitudes the spiral arm DM contributions are very
different in YMW16 and TC93: they are 1.9 pc cm−3, and
∼ 10−10 pc cm−3, respectively. Thus the implied EM val-
ues, if the spiral arm free electrons are made of D-WIM,
would be ∼ 60 pc cm−6, which is sixty times too large, or
∼ 3×10−9 pc cm−6, which is negligibly small relative to the
observed value.
In their vertical distribution we expect the spiral arm
components of both models to be too large to match the
Planck data, partly because the scale-heights are greater
than those of the thin disk, and partly because of the prox-
imity of some of the spiral structure to us. That expectation
is borne out in practice, as can be seen from the latitude
distribution shown in figure 8: both models show slower de-
clines with latitude than is seen in emission, with the result
that they are both at least ten times higher than the data
at |b| ' 10◦.
The longitude distribution of the model spiral arm com-
c© 2018 RAS, MNRAS 000, 1–17
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Figure 7. Inferred and model DMs as a function of Galactic longitude. Left panel: the red points show estimates of the DM contribution
of the dense plasma responsible for the N+ (122µm) emission, using the line intensity reported by G15, the intensity to EM conversion
given in §3.2, and rescaled according to DM = EM/ne. For lines of sight where N+ (205µm) was not detected (so ne could not be
determined) we have adopted ne = ng = 30 cm−3. Right panel: the red points show lower limits on DM evaluated from the column-
density of N+ ions determined by G15. In both panels we show the thin disk component of the TC93 (dashed blue curves) and YMW16
(solid blue curves) free electron models.
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Figure 8. DM as a function of Galactic latitude. Black points
are the Planck bremsstrahlung component as per figure 6. Also
shown are the spiral arm components of the TC93 (dashed blue
curve) and YMW16 (solid blue curve) free electron models.
ponents is shown in figure 9, along with the Herschel data.
As with the thin disk model components, the spiral arm con-
tribution exhibits a concentration toward the inner Galaxy.
However, the concentration in the free-electron models is not
as strong as in the Herschel data (or the Planck data). In
the case of TC93, the spiral arm DMs in the outer Galactic
disk exhibit an order of magnitude more DM than could be
supplied by the D-WIM, and for YMW16 the discrepancy is
two orders of magnitude. We conclude that both longitude
and latitude distributions of the spiral arm components of
TC93 and YMW16 are inconsistent with them being made
of D-WIM.
6 D-WIM IN THE SOLAR NEIGHBOURHOOD
The fact that the EM of the WIM in the Galactic plane
is dominated by the D-WIM naturally raises the question
“how much does dense plasma contribute to the emissions
observed at high latitudes?” In other words, how impor-
tant is the D-WIM locally? In the previous section we con-
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Figure 9. DM as a function of Galactic longitude. Red points
are the same as shown in the left panel of figure 7. Also shown
are the spiral arm components of the TC93 (dashed blue curve)
and YMW16 (solid blue curve) free electron models.
cluded that the D-WIM observed by G15 should be identi-
fied with the thin disk component in the free-electron mod-
els of YMW16 and TC93. Those models yield predictions for
the whole sky, so they provide an answer of sorts. As noted
in §5.3, both YMW16 and TC93 imply EM contributions
at high latitude that are interestingly large — comparable
to the values (EM ∼ 1 pc cm−6) usually attributed to the
WIM, in fact. In this section we consider three possible ob-
servational manifestations of D-WIM at high latitude.7
6.1 Microwaves and H-alpha
Several detailed studies of the relationship between Hα and
the free-free microwave continuum have previously been un-
dertaken (e.g. Davies et al 2006; Planck Collaboration XXV
2016). Here we again make use of the Planck free-free map,
7 We do not include, here, the contribution of D-WIM to pulse
dispersion at high latitudes, which was considered in §5.1 and
found to be negligible.
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Figure 10. The microwave brightness at 22.8 GHz, per unit Hα
intensity, as a function of temperature for our plasma model
(§2.2), with ne = 30 cm−3. The black dot corresponds to our
preferred D-WIM temperature for the inner Galactic plane of
19,000 K (§§3.2,4.2).
whose high-latitude structure has been shown to be propor-
tional to the Hα intensity, with a constant of proportionality
η = 8± 1µK R−1 at a radio frequency of 22.8 GHz (Planck
Collaboration XXV 2016).
For our plasma model, the microwave brightness per
unit Hα intensity is as shown in figure 10 where we see that
η decreases with temperature up to about 17,000 K, increas-
ing thereafter. This behaviour is quite different to that of
photoionised plasma (e.g. Dong and Draine 2011), for which
η increases monotonically with temperature. The difference
is readily understood: at low temperature, a collisional ion-
isation equilibrium favours the production of ions from ele-
ments that have lower ionisation potentials than hydrogen,
yielding weaker Hα emission as the temperature drops. By
contrast, if there are Lyman continuum photons and hydro-
gen atoms, as in a photoionised plasma, then ionisation of
hydrogen will take place even at low temperatures, and that
leads to more Hα as recombination is faster at lower temper-
atures. (These dependencies are stronger than the temper-
ature variation of the free-free microwave continuum, which
scales approximately as 1/
√
T .)
To match the reported value of η = 8± 1µK R−1 with
our plasma model would require T = 13,500 ± 200 K, or
T = 34,000 ± 3,000 K. Of these two, the latter can be ex-
cluded by considering other optical emission lines, as de-
scribed in the next section. Although T = 13,500 K is hot
for a photoionised plasma, it is substantially cooler than
the value of 19,000 K we deduced earlier for the D-WIM
in the inner Galaxy (§§3.2,4.2). However, it is important to
note that the proportionality between free-free and Hα emis-
sion that was demonstrated by Planck Collaboration XXV
(2016) relies on high signal levels — see particularly their
figure 4, which extends up to 200 R in Hα intensity. Bear-
ing in mind that only ∼ 1 R is attributed to the WIM at
high latitudes, the constant of proportionality established
by Planck Collaboration XXV (2016) does not necessarily
apply to the WIM.
To underline the point just made, we refer to figures 5
and 6 of Haffner, Reynolds and Tufte (1999) (see also Mad-
sen, Reynolds and Haffner 2006) which demonstrate clear
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Figure 11. Median statistics of the Planck free-free brightness
temperature map, evaluated at 22.8 GHz (top panel); the Hα in-
tensity (middle panel); and the ratio of the two (bottom panel).
trends in the optical line ratios with Hα intensity. The same
authors attributed those trends to temperature variations,
with lower Hα intensity corresponding to hotter gas. We
therefore consider the possibility that η might also change
with signal level, and we attempt to determine its value at
low Hα intensities.
6.1.1 Weak free-free continuum at low Hα intensities
When the signal levels are low, it is helpful to average the
data. Taking mean values is not appropriate, as means are
often dominated by the small fraction of data exhibiting
strong signals — certainly that is the case for the Planck
free-free map at high latitudes, where point sources (flat-
spectrum radio quasars) dominate the mean. Instead we
c© 2018 RAS, MNRAS 000, 1–17
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take the median values of both Hα (from Finkbeiner 2003)
and microwave free-free emission (from Planck Collabora-
tion X 2016) over annular regions defined by lines of con-
stant Galactic latitude, and extending over all longitudes.
The results are shown in figure 11, along with the ratio of
free-free to Hα intensity.
The qualitative behaviour seen in the top two panels of
figure 11 is unsurprising. At low latitudes the microwave sig-
nal rises strongly as one approaches the plane, despite the
moderating influence of the | sin b | factor. The Hα signal,
on the other hand, first increases and then declines as dust
extinction limits the distance to which we can see in the op-
tical. At high latitudes microwave and Hα signals both vary
roughly in proportion to 1/| sin b |, as expected for a distri-
bution that is locally approximately plane-parallel. What is
remarkable, however, is the very low ratio of the microwave
free-free continuum to Hα intensity obtained at high lati-
tude, as shown in the bottom panel of the figure. Based on
figure 10, and the temperature of 19,000 K we deduced ear-
lier (§§3.2,4.2) we expect a ratio η ' 3 µK R−1, whereas at
high latitudes we observe a value approximately half that.
Moreover, at our preferred temperature the theoretical curve
is close to its minimum, so we cannot align model and data
by choosing a different temperature.
Part of the discrepancy is presumably due to scattered
light contributing to the measured Hα at high latitude. How-
ever, if we adopt a scattered fraction of ' 20% (e.g. Brandt
and Draine 2012), a substantial discrepancy remains. Elimi-
nating the discrepancy would require a scattered Hα fraction
of ' 50% — a high value, but one that has previously been
suggested by other authors for different reasons (Witt et al
2010).
Alternatively, it is possible that at low signal levels the
spectral decomposition of the Planck foregrounds is not as
reliable as it appears to be at high signal levels, so that a
significant fraction of the free-free intensity has been incor-
rectly assigned to the Synchrotron or Anomalous Microwave
Emission channels.
Although there is a discrepancy between the typical (i.e.
using medians) high latitude value of η (figure 11) and our
model expectation, the disagreement is modest. Simple pho-
toionisation models, by contrast, already encounter difficul-
ties with the value η ' 8 µK R−1 inferred for high intensi-
ties, and those problems become more severe as η decreases.
6.2 Optical emission line spectra
Various optical emission lines have been observed in the lo-
cal diffuse light, and can be used to constrain the proper-
ties of the WIM (e.g. Reynolds 2004; Madsen, Reynolds and
Haffner 2006; Haffner et al. 2009). Compared to the optical
spectra of classical HII regions – i.e. the photoionised neb-
ulae surrounding O and B stars – the optical spectrum of
the WIM is weak in [OIII] and HeI, but strong in [NII] and
[SII].
Once the temperature and density are specified, our
plasma model makes predictions for emission line strengths.
We take ne = ng for the D-WIM, and calculate line ratios as
a function of temperature. We have considered the six lines
whose typical strengths were given by Reynolds (2004), with
the results shown in figure 12 (dashed black lines) for [NII]
(6583A˚), [SII] (6716A˚), [OIII] (5007A˚), HeI (5876A˚), [NII]
(5755A˚), and Hβ. For comparison we also plot typical val-
ues for classical HII regions (dashed blue lines) and fiducial
values for the WIM (dashed red lines), as given by Reynolds
(2004).
The notional WIM spectrum given by Reynolds (2004)
is not the spectrum of the WIM alone. The WIM is certainly
a major contributor, but there is also expected to be light
that is scattered off dust. The dust-scattered light was esti-
mated by Brandt and Draine (2012) to be 19 ± 4% of the
total Hα intensity, on average at high latitude, but larger
values are possible (Witt et al 2010). Scattered light pre-
sumably includes a substantial contribution from classical
HII regions in the Galactic plane, as they are very bright,
and as a result we expect that the notional WIM line ra-
tios given by Reynolds (2004) will be intermediate between
those of an HII region and those of the true WIM spectrum.
For the [OIII] and HeI lines (top two panels of figure
12), which are both strong in HII regions, and which are
blueward of Hα so the percentage of scattered light should
be greater, the level of contamination is presumably several
times larger than the ∼ 20% estimated for Hα. We therefore
expect that the true [OIII] and HeI line strengths of the
WIM are much weaker than the notional WIM values given
by Reynolds (2004), and we conclude that the latter should
be treated as upper limits. (Nevertheless the requirement
for very low levels of [OIII] emission from the WIM can
still be useful: it excludes the hotter of the two possible
solutions mentioned in §6.1 for a microwave-to-Hα ratio of
η = 8µK R−1.)
For [NII] (6583A˚) and [SII] (6716A˚) (middle two pan-
els of figure 12), the situation is reversed: these lines are
stronger in the notional WIM spectrum (relative to Hα)
than in classical HII regions. Furthermore, both lines are
slightly to the red of Hα. We therefore expect that the ra-
tios reported by Reynolds (2004) for these lines ought to be
close to those of the WIM itself, but that the latter should
be somewhat larger than the notional value in each case.
Some further insight into the intrinsic line strengths of
the WIM is provided by the results of Haffner, Reynolds and
Tufte (1999, figures 5 & 6), who showed that at high Hα in-
tensities the [NII] (6583A˚) and [SII] (6716A˚) line strengths,
relative to Hα, tend towards the low values appropriate to
an HII region, but become much larger in regions of the sky
where the Hα emission is faint. This behaviour is consistent
with the observed lines being due to a mixture of the WIM
and classical HII regions, with HII regions contributing very
strongly in some regions of the sky — either because of scat-
tering off dust, or because in some directions we are seeing
HII regions directly. With that point in mind, figures 5 and
6 of Haffner, Reynolds and Tufte (1999) suggest that the
line-ratios intrinsic to the WIM might actually be best rep-
resented by the data at the lowest Hα intensities. In the
case of the local plasma, that corresponds to roughly 1.5
and 1.2 times the Hα intensity, for [NII] (6583A˚) and [SII]
(6716A˚), respectively. (The corresponding numbers for the
Perseus spiral arm are somewhat larger.)
Our model prediction, with T = 19,000 K, is shown as
a black dot in the relevant panels of figure 12. For [NII]
(6583A˚) and [SII] (6716A˚) the prediction is intermediate
between the values measured at low Hα intensity and the
notional WIM spectrum of Reynolds (2004).
The bottom panels of figure 12 show the final two line
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Figure 12. Optical emission line strengths (in energy units), relative to Hα, for the six transitions given by Reynolds (2004). The
dashed black lines show the predictions of our plasma model, for ne = ng , as a function of temperature. The black dot corresponds to
our preferred D-WIM temperature for the inner Galactic plane of 19,000 K (§§3.2,4.2). Dashed red and blue lines are the line ratios for
the WIM and for bright HII regions, respectively, as given by Reynolds (2004).
ratios, of the six given by Reynolds (2004). In the case of Hβ
the first point to notice is that there is very little variation
in its strength, relative to Hα, amounting to only a factor
of two over the whole temperature range shown, whereas all
the other lines in figure 12 vary by orders of magnitude over
the same temperature range. Consequently, even though it is
a relatively strong line, Hβ is not a very powerful diagnostic
of the plasma conditions. This problem is compounded by
the fact that Hβ is more strongly affected than Hα by dust
scattering and by extinction, so a good description of these
effects is needed in order to interpret the measured line ratio.
Because of these difficulties it is unclear whether the Hβ/Hα
ratio offers a useful test of our model.
The situation is very different for [NII] (5755A˚), which
varies in strength by three orders of magnitude between
10,000 K and 50,000 K. Moreover, because we have another
c© 2018 RAS, MNRAS 000, 1–17
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line from the same species, arising from a different upper
level, the ratio [NII] (5755A˚)/[NII] (6583A˚) provides a di-
rect gauge of the plasma temperature, essentially indepen-
dent of the physical model under consideration. This line
ratio has been used previously to infer the temperature of
the WIM with values ranging up to approximately 12,000 K
(Haffner et al. 2009) — hotter than expected for a pho-
toionised plasma, but cooler than the 19,000 K we deduced
in §§3.2, 4.2. On the face of it, these observations seem to
challenge our model; but the challenge is not a direct con-
frontation, for the following reason. The [NII] (5755A˚) is
very weak in comparison with Hα, so it is only possible to
measure it in regions of the sky where the Hα is strong and,
as we have already noted, there are clear trends in the line
ratios that point to higher temperatures at lower signal lev-
els (Haffner, Reynolds and Tufte 1999).
6.3 Extreme radio-wave scattering
As stated in the Introduction, there is a substantial similar-
ity between the plasma properties determined by G15 and
those inferred from extreme radio-wave scattering (ERS).
In particular we note that (i) ne ∼ 10-30 cm−3 has been
inferred for the IDV of quasars and pulsar parabolic arcs
(Rickett 2011; Tuntsov, Bignall and Walker 2013), and (ii)
ERS phenomena are seen all over the sky, implying that
the plasma clouds responsible for the scattering are com-
monplace in the vicinity of the Sun. Given that ERS re-
quires widespread, high-density plasma, it is presumably a
manifestation of D-WIM in the solar neighbourhood. A key
question is then whether the incidence of ERS is consistent
with the observed line intensities at high latitude, under the
assumption of a common origin.
To make that connection we need to know the size of the
individual D-WIM structures. As noted in the introduction,
transience of the ERS phenomena has led to inferred sizes
∼ 101±1 AU for the ERS clouds. We take the upper end
of that range, because the lower end tends to be associated
with the more extreme refractive events (e.g. Bannister et al
2016), which could be simply substructure within a broader
envelope of D-WIM.
The intensity of emission from the D-WIM and the geo-
metric optical depth of the dense plasma clouds are propor-
tional to each other (§2.1). At |b| > 60◦ the median value of
Iα| sin b | (middle panel of figure 11) is 0.46 R, and for our
plasma model with ne = 30 cm
−3 and T = 19,000 K that
corresponds to EM ' 0.36 pc cm−6. Thus if the D-WIM at
high latitude is made up of clouds of size R ∼ 100 AU, and
contributes all of the observed optical emission, then we ex-
pect an optical depth τ ∼ 0.6. That is more than enough to
explain the rate at which ERS is observed in compact radio
quasars. For the most extreme IDV, the observed optical
depth is only ∼ 10−3 (Lovell et al 2008). That is so small
that it might at first sight seem inconsistent with τ ∼ 0.6.
However, the angular size of radio quasars introduces sig-
nificant smoothing into the observed light-curves, resulting
in strong selection biases: fast, large-amplitude variability
can only arise from very local plasma. Distances ∼ 10 pc
have been deduced for the two best-studied examples of ex-
treme IDV (Dennett-Thorpe and de Bruyn 2003; Bignall et
al 2003), whereas the scale-height of the material responsible
for the optical emission lines is ∼ 1 kpc (Haffner, Reynolds
and Tufte 1999). Consequently the IDV phenomenon is in-
sensitive to the bulk of the emitting plasma, even if that
plasma is D-WIM.
Radio pulsars have much higher brightness tempera-
tures than radio quasars, and are therefore less susceptible
to the selection bias just discussed. The pulsar counterpart
to IDV in quasars is the parabolic arc phenomenon (Stine-
bring et al 2001; Cordes et al 2006; Rickett 2011; Tuntsov,
Bignall and Walker 2013). Parabolic arcs appear quite com-
monly in observations of nearby pulsars: Putney and Stine-
bring (2005) report a total of 20 distinct arcs in a sample
of six pulsars, with a combined path of 4.4 kpc, implying
an optical depth per unit pathlength of ∼ 4 kpc−1 in the
immediate vicinity of the Sun. An effective pathlength of
∼ 1 kpc, appropriate to the WIM seen in emission at high
latitude, then yields τ ∼ 4 and EM ∼ 2 pc cm−3. These
numbers are likely overestimates, as Putney and Stinebring
(2005) reported on only half of their sample of pulsars, and
the objects they selected were chosen because each showed
multiple parabolic arcs. We conclude that the incidence of
ERS in the solar neighbourhood is broadly consistent with
it arising in the same gas that is responsible for the observed
emission lines.
7 DISCUSSION
7.1 Validity of our adopted plasma model
In this paper we have used a collisional ionisation equilib-
rium model. This corresponds to the limiting case where the
energising process delivers heat to the gas but does not cause
any direct ionisations, so that the heat delivered per ionisa-
tion is infinite. In steady state, the heating rate of the en-
ergising process(es) must balance the radiative cooling rate,
and the ionisation rate must balance the recombination rate.
We can therefore gauge whether our plasma model is likely
to be a good approximation by evaluating the model radia-
tive cooling power per recombination rate. That quantity is
shown in figure 13. Any energisation processes that have a
comparable, or larger heat per ionisation should be reason-
ably well approximated by our model.
It is clear from figure 13 that our model does not offer
a good approximation for UV-photoionised plasmas, for the
following reason. Ultraviolet radiation fields typically decline
steeply with increasing photon energy, so that almost all
photoionisations are due to photons just above the ionisation
edge. The average heat supplied per ionisation is then∼ 1 eV
— an order of magnitude below the lowest point of the curve
in figure 13.
Our model is more relevant to the case of cosmic-ray
energisation, which can supply much more heat than UV
photoionisation. In a completely neutral gas, cosmic rays
undergo Coulomb collisions with bound electrons and thus
lose energy, causing ionisation in the process. For atomic hy-
drogen, on average 36 eV is lost per primary ionisation, de-
creasing to 23 eV per ionisation after allowing for secondary
ionisations, and approximately 11% is deposited as heat (e.g
Dalgarno, Yan and Liu 1999). Thus in a completely neutral
gas there is only a few eV of heat per ionisation. At the
other extreme of a fully ionised plasma, cosmic-rays lose en-
ergy via Coulomb collisions with the free electrons at a rate
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Figure 13. The heat per ionisation for the plasma model used
in this paper, as a function of temperature, with ne = 30 cm−3
(solid line). This quantity is evaluated within CHIANTI as the
total radiative cooling rate Λ (eV cm−3 s−1) divided by the total
recombination rate, R (cm−3 s−1). Also shown (dotted line) is a
simple estimate of the heat per ionisation appropriate to cosmic-
ray energisation (see §7.1).
that is roughly five times larger than they would to bound
electrons, see figures 2 and 3 of Walker (2016). Furthermore
in the fully ionised case the energy loss of the cosmic-rays
goes entirely into heat, and the ionisation rate is zero. (So
the heat per ionisation is infinite.) In the more general case
of a partially ionised gas we can make a simple estimate of
the heating rate per unit volume by adding the power per
bound electron, weighted by the number density of bound
electrons, to the power per free electron, weighted by the
number density of free electrons. Only the bound electrons
contribute to the ionisation rate per unit volume. And the
ratio of these quantities gives us the heat per ionisation.
Treating all bound electrons as if they were incorporated in
hydrogen atoms then leads to the crude estimate shown as
the dotted line in figure 13. The estimate is biased low be-
cause (i) in reality many of the bound electrons would take
much more than 36 eV, on average, to liberate, and (ii) when
free electrons are present a greater fraction of the energy
that is deposited goes into heat. Nevertheless, at temper-
atures above 104 K our estimate of the cosmic-ray heating
per ionisation is nowhere far below the value for our plasma
model, and we conclude that our model may serve as a useful
approximation for cosmic-ray energised plasmas.
The requirement for a large heat per ionisation is of
course met by any process which injects energy in quanta
that are smaller than the ionisation energy. One such pro-
cess that is of particular interest (see §7.3) is the UV pump-
ing of molecular hydrogen by photons of energy less than
13.6 eV: such photons will ionise neither atomic nor molecu-
lar hydrogen, but they can drive the H2 into highly excited
rotation/vibration states. Radiative de-excitation of these
states is very slow, because the transitions are quadrupolar,
whereas collision rates are high at high densities and they
drive the kinetic temperature into equilibrium with the H2
rotational/vibrational distributions. Furthermore, a signifi-
cant fraction (∼ 10%, e.g. Draine 2011) of the UV excita-
tions result in direct dissociation of the H2, with ∼ 10 eV
of the UV photon energy going promptly into the thermal
pool. Although this is a promising method of generating a
plasma in collisional ionisation equilibrium, we caution that
our model plasma includes no molecular hydrogen compo-
nent.
7.2 Free electron distributions
The free electron models considered in §5 of this paper assign
the pulse-dispersing plasma to a small number of precon-
ceived structures in the Galaxy. Prior information is needed
to construct such models, because the measured DMs carry
no information as to the distribution of the plasma along
the line of sight to the pulsar. Having determined that the
D-WIM contributes significantly to pulse dispersion in the
inner Galactic plane, and identified the (axisymmetric) thin
disk of TC93 and YMW16 as the corresponding structure,
we are now in a position to check whether the free electron
model distributions are accurate, by using the velocity in-
formation in the D-WIM spectral lines.
There are two relevant sets of lines: the FIR forbidden
lines of C+ and N+, and the hydrogen RRL lines. In this pa-
per we have not made use of the RRL data, for the reason
noted in the Introduction: the lines are maser lines, which
makes it difficult to quantitatively interpret the measured
intensities. However, the line-of-sight integrated recombina-
tion rate is proportional to the plasma emission measure so,
like the FIR forbidden lines and the free-free continuum, we
expect the RRLs to be dominated by the D-WIM. In the
inner Galactic plane the radial velocity distribution of the
RRL intensity is quite narrow at any given longitude (Alves
et al 2015), suggesting that the D-WIM is distributed in a
predominantly non-axisymmetric form.8 The areal coverage
of the inner Galaxy in FIR lines is much poorer than that of
the RRL surveys, but in one case at least the data show that
the D-WIM is associated with a known spiral arm (Langer
et al 2017). It seems, therefore, that the large scale distribu-
tion of the D-WIM in the inner Galaxy probably has spiral
structure.
Future models of the Galactic free-electron distribution
could benefit by using information obtained from the spec-
tral lines emitted by the D-WIM. Of particular value would
be data from the proposed FIRSPEX satellite (Rigopoulou
et al 2016), which aims to map the N+ (205µm) and
C+ (158µm) lines with high sensitivity and good angular
and velocity resolution at low- and mid-latitudes.9
7.3 Circumstellar clouds of D-WIM
As discussed in §6.3, it is likely that the plasma responsible
for extreme radio wave scattering is just a local manifes-
tation of the D-WIM identified by G15. As such, our un-
derstanding of the D-WIM benefits from studies of extreme
scattering. Particularly useful for building a picture of the
D-WIM is the transient nature of the various extreme scat-
tering phenomena, which implies (§6.3) that the scattering
8 An alternative interpretation is possible: the distribution of the
D-WIM might be axisymmetric, but with the intensity of the
RRLs strongly enhanced at the tangent points by large maser
gain due to the line-of-sight velocity coherence at those points.
9 Lines of neutral carbon and CO will also be surveyed.
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plasma – and therefore presumably the D-WIM as a whole
– occurs in the form of large numbers of tiny (∼ 100 AU)
plasma clouds. This insight would have been difficult to ob-
tain with observations of the D-WIM in emission alone.
We can go further. Last year evidence emerged that the
plasma clouds responsible for extreme scattering are not ran-
domly distributed, interstellar structures, as had previously
been assumed; rather, they are clustered around stars in
parsec-sized haloes (Walker et al 2017). We therefore pro-
pose that the WIM seen in emission consists of D-WIM in
the form of large numbers of tiny plasma clouds, clustered
around stars. We note that a clustering scale of order a par-
sec, at a distance of 8 kpc, corresponds to approximately
3 pixels of the Herschel PACS instrument, and may thus
account for the intensity structure evident in the N+ images
shown by G15 (their figure 11).
An attractive feature of a stellar association is that the
vertical distribution of the gas in the disk of the Galaxy, and
thus the emission observed from that gas, is the same as that
of the stars themselves. It is not necessary to fret about how
the gas is supported in the gravitational field of the disk at
heights ∼ 1 kpc. Gas associated with high mass stars, which
have a small scale-height in the Galactic disk, yields emis-
sion predominantly at low Galactic latitudes, whereas gas
associated with low mass stars contributes to the emission
over a much larger vertical range.
The picture we are proposing for the D-WIM has im-
plications for the way in which it is energised. By analogy
with the very similar plasma structures found in the Helix
nebula, Walker et al (2017) argued that the extreme scatter-
ing plasma probably forms on the surfaces of tiny molecular
clouds. If so, photoionisation and UV pumping of H2 would
presumably be the main processes responsible for energis-
ing the D-WIM. That implies two consequences that are
in accord with what is known about the WIM in emission.
First, massive stars are highly luminous, so if the D-WIM is
energised by UV photons then its emissions ought to be con-
centrated in a thin disk, with weaker emission extending out
to heights ∼ 1 kpc, as is observed (e.g. figure 4). Secondly,
the ratio of ionising photons to sub-ionising UV photons is a
strong function of the stellar photospheric temperature. As
photoionisation injects only a small amount of heat per ion-
isation, whereas the opposite is true for UV pumping of H2,
there is an immediate expectation that cooler stellar pho-
tospheres should produce hotter plasma. As noted above,
low mass stars (which have cooler photospheres) have larger
scale heights in the Galactic disk, implying a systematic in-
crease in plasma temperature as one moves away from the
plane — in agreement with what is inferred from the optical
emission line data (Haffner et al. 2009).
8 CONCLUSIONS
The ionised gas discovered by Goldsmith et al (2015) is so
dense and highly pressured that it makes sense to identify
it as a distinct component in its own right — the D-WIM.
It forms a geometrically thin disk in the inner Galaxy, and
that disk probably exhibits strong spiral structure. D-WIM
makes a substantial contribution to the observed pulsar dis-
persion measures in the inner Galactic plane, albeit with
large point-to-point variations, and may dominate the DMs
on some of these lines-of-sight. At high Galactic latitude, by
contrast, it makes a negligible contribution to pulse disper-
sion.
The D-WIM dominates the scattering measure and the
emission measure towards the inner Galactic plane, and
probably contributes substantially to the observed emissions
all over the sky. It is also a natural candidate to explain the
extreme radio-wave scattering phenomena that are some-
times seen in pulsars and quasars. Drawing on what is known
about the scattering material then leads to a picture of the
D-WIM in which large numbers of tiny (100 AU) clouds are
clustered in parsec-sized regions around stars. The velocity
dispersion of the stars themselves provides vertical support
against the gravitational potential of the disk.
Several pieces of evidence suggest that the D-WIM is
too hot for a pure UV photoionisation model, and within a
collisional ionisation equilibrium model we prefer a temper-
ature of 19,000 K (inclusion of charge transfer reactions in
the model would likely lower our preferred temperature, see
Appendix A). In the context of a circumstellar interpreta-
tion of the D-WIM, an important heat source for the plasma
may be UV pumping of H2. This would mean that hotter
plasma would be associated with cooler photospheres, lead-
ing to a correlation between the D-WIM temperature and
height above the Galactic plane.
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APPENDIX A: CHARGE EXCHANGE
As noted in the Introduction, the CHIANTI atomic
database employed in this paper does not include charge
exchange processes. Even if we consider only reactions of
the form A+B+ ↔ A+ +B (i.e. reactions between neutrals
and singly charged ions) there are hundreds of processes to
account for amongst the 30 abundant elements characterised
in CHIANTI , so incorporating charge exchange processes is
a challenging task. Many of the requisite rate coefficients
are unknown (e.g. Stancil 2001). However, given the rate
coefficient for a particular reaction it is straightforward to
determine the corresponding reaction rates under the con-
ditions encountered in our model plasma, and at the sug-
gestion of the Referee we have done that for the reaction
N+H+ ↔ N++H. Figure A1 shows the results of that cal-
culation for two different evaluations of the rate coefficients,
from Kingdon and Ferland (1996) and Lin et al (2005). It
is clear that at low temperatures the charge exchange rates
far exceed the corresponding total ionisation/recombination
rates for nitrogen for all processes included in CHIANTI ,
so we expect that the collisional ionisation equilibrium so-
lutions would be significantly modified if charge exchange
were accounted for.
Because of the large number of charge exchange reac-
tions, it is difficult to anticipate how our collisional ioni-
c© 2018 RAS, MNRAS 000, 1–17
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Figure A1. Reaction rates in our model plasma, as a function
of temperature, for (i) recombination of N+ for all processes in-
cluded in the CHIANTI database (black line), (ii) N + H+ →
N+ + H (dashed lines), and (iii) N + H+ ← N+ + H (dotted
lines). For the charge exchange reactions (ii) and (iii) we show
rates from Kingdon and Ferland (1996) (thin, blue) and Lin et al
(2005) (red). At low temperatures the charge exchange reactions
clearly dominate.
sation equilibria would appear if charge exchange were in-
corporated in the model. However, given that our current
model predicts the rate of N+H+ → N+ +H to exceed the
rate of N + H+ ← N+ + H, at low temperatures, it seems
likely that the ratio N+/N would peak at a lower temper-
ature than our current model. In turn that is likely to lead
to a decrease in the preferred temperatures when matching
to data.
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