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Abstract
The aim of this paper is to present a comprehensive theory of spintronics phenomena based on the concept
of effective gauge field, the spin gauge field. An effective gauge field generally arises when we change a basis
to describe system and describes low energy properties of the system. In the case of ferromagnetic metals we
consider, it arises from structures of localized spin (magnetization) and couples to spin current of conduction
electron. The first half of the paper is devoted to quantum mechanical arguments and phenomenology. We
show that the spin gauge field has adiabatic and nonadiabatic (off-diagonal) components, consisting an
SU(2) gauge field. The adiabatic component gives rise to spin Berry’s phase, topological Hall effect and spin
motive force, while nonadiabatic components are essential for spin-transfer torque and spin pumping effects
by inducing nonequilibrium spin accumulation. In the latter part of the paper, field theoretic approaches
are described. Dynamics of localized spins in the presence of applied spin-polarized current is studied in
a microscopic viewpoint, and current-driven domain wall motion is discussed. Recent developments on
interface spin-orbit interaction are also mentioned.
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1. Introduction
Electromagnetism is absolutely essential for the present technologies. Electromagnetism is described by
the two field, electric field, E, and magnetic field, B. They satisfy four equations called the Maxwell’s
equations,
∇ ·B = 0
∇×E = −
∂B
∂t
, (1)
and
∇ ·E =
ρ
ǫ0
∇×B = µ0j + ǫ0µ0
∂E
∂t
, (2)
2
where where ρ and j are density of charge and current, respectively and ǫ0 and µ0 are dielectric constant
and magnetic permeability of vacuum, respectively. The first two equations (1) allows us to write the two
fields by a scalar and vector potential, φ and A, respectively as
B = ∇×A
E = −∇Φ− A˙. (3)
The six components of vectors E and B are therefore described by the four components of Φ and A. The
equations for E and B are similar, but not completely symmetric, because they represent different features
of A and Φ. The fields Φ (scalar potential) and A (vector potential) are called (electromagnetic) gauge
field. In terms of the gauge field, the four equations reduces to even simpler two equations if we introduce
a relativistic notation (see textbooks such as Ref. (Ryder, 1996)).
Electromagnetic effects on charged particles are represented conveniently in terms of the gauge field.
The electric force and the Lorentz force acting on free electrons with charge e and mass m is represented by
the electron Hamiltonian
H =
1
2m
(p− eA)2 + eΦ, (4)
where p is momentum. The coupling obtained by replacing p in the kinetic energy by p− eA is called the
minimal coupling.
1.1. Symmetry and conservation law
Gauge fields arise from symmetries. The symmetry for the electromagnetism is the invariance under
local phase transformations, called U(1) symmetry, and it ensures the conservation of electric charge. A
gauge field couples to a current that corresponds to the conservation law. In the case of electromagnetic
field, it is charge current.
We demonstrate this fact using field representation for clearness. Let us denote the field and its conjugate
by ψ and ψ†, and denote the Lagrangian density by L(ψ†, ψ). The Lagrangian density contains field
derivatives only to the linear order with respect to each field ψ and ψ†. The equation the field satisfies is
given by the condition of least action (the time-integral of the Lagrangian), S ≡
∫
d4xL(ψ†(r, t), ψ(r, t)),
where
∫
d4x ≡
∫
dt
∫
d3r. Namely, for any small variation δψ†(r, t) and δψ(r, t) of the fields, the action
remains the same (stationary condition) ( δLδψ† is a functional derivative);
δS =
∫
d4x
[
δψ†
δL
δψ†
+
δL
δψ
δψ + δ∂µψ
† δL
δ∂µψ†
+
δL
δ∂µψ
δ∂µψ
]
=
∫
d4x
[
δψ†
[
δL
δψ†
−
∂
∂xµ
δL
δ∂µψ†
]
+
[
δL
δψ
−
∂
∂xµ
δL
δ∂µψ
]
δψ +
∂
∂xµ
(
δψ†
δL
δ∂µψ†
+
δL
δ∂µψ
δψ
)]
, (5)
where we used δ∂µψ = ∂µδψ and xµ = r, t, ∂µ ≡
∂
∂xµ
. The last total derivative term of the right-hand side
vanishes, and we obtain field equation of motions,
δL
δψ†
−
∂
∂xµ
δL
δ∂µψ†
= 0,
δL
δψ
−
∂
∂xµ
δL
δ∂µψ
= 0. (6)
Equation (5) is used to find a conservation law, as known as the Noether’s theorem (Noether, 1918).
Suppose that the Lagrangian density is invariant under a certain transformation and that the variation δψ
and δψ† are those for the invariant transformation. As a result of equation of motion, Eq. (5) (without
integrals) then indicates that
∂
∂xµ
Jµ = 0, (7)
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where
Jµ ≡
(
δψ†
δL
δ∂µψ†
+
δL
δ∂µψ
δψ
)
. (8)
Namely, there is a conserved current Jµ associated with the symmetric transformation δψ and δψ
†. We note
that the expression (8) is a conserved current for internal degrees of freedom. Original Noether’s current is
general one including for example the one for translation in time and space.
An example of the conserved current is the electric charge and current. Physical quantities of electron
like density are invariant by phase transformation,
ψ(r, t)→ e−iǫψ(r, t), ψ†(r, t)→ eiǫψ†(r, t), (9)
where ǫ is a real constant independent of position and time. For small ǫ, we have δψ = iǫψ and δψ† = −iǫψ†.
For the case of free electron, the conserved current, Eq. (8), for the phase transformation is (multiplying by
e/ǫ)
Jt = eψ
†ψ, Ji = −i
~e
2m
ψ†
↔
∇i ψ, (10)
which are electric charge and current. Therefore conservation of electric charge is a result of invariance
under a global (i.e., independent of position and time) phase transformation.
A gauge field arises if we impose a stronger requirement that the system if invariant under local trans-
formation. In the case of phase transformation, it is to require the invariance under
ψ(r, t)→ e−iǫ(r,t)ψ(r, t), ψ†(r, t)→ eiǫ(r,t)ψ†(r, t), (11)
for phase factor depending on the space time. Derivative of field then becomes ∂µψ → e
iǫ(r,t)[∂µ− i(∂µǫ)]ψ,
and the Lagrangian as it is is modified. The Lagrangian is kept invariant, if we introduce another field
A coupled to the field derivative as ∂µψ → Dµψ, where Dµ ≡ ∇µ + iAµ is a covariant derivative. The
Lagragian is invariant if we define the field Aµ to be transformed as Aµ → Aµ + ∂µǫ. This field Aµ is a
gauge field, which defines relative relations among local coordinates (how to define the origin of the phase
in the case of phase transformation).
The nature appears to possess symmetries under local transformations, gauge symmetries. In condensed
matter, various symmetries other than U(1) symmetry of charge exist approximately for low energy phe-
nomena. Such gauge fields are called the effective gauge fields. The concept of gauge field is highly useful
for describing low energy transport effects in condensed matter.
The objective of this paper is to demonstrate that spintronics effects in ferromagnetic metals are beau-
tifully described in the framework of electromagnetism by introducing an effective spin gauge field that
couples to electron spin current (Fig. 1). The effective gauge field has three components corresponding
to three components of spin, forming an SU(2) gauge field. Its adiabatic component is a U(1) gauge field
having the same mathematical structure as charge electromagnetism. Spin Berry’s phase, spin motive force,
spin transfer effect and spin pumping effects are discussed in detail, and roles of the adiabatic and nonadi-
abatic components in inducing these effects are clarified. Various spin-charge conversion effects arise when
spin-orbit interaction, approximated as another gauge field, is introduced. Coupling of the spin gauge field
to electromagnetism results in anomalous optical properties.
2. Unitary transformation and gauge field
An effective gauge field is a general concept that arises naturally when we diagonalize quantum systems.
Let us consider an electron with mass m described by a Hamiltonian H , given by a sum of free electron
kinetic energy and a potential V as H = −~
2∇2
2m +V . An eigenstate |ψ(t)〉 satisfies the Schro¨dinger’s equation
i~
∂
∂t
|ψ〉 = H |ψ〉 . (12)
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Figure 1: Scope of the paper.
Usually the state |ψ〉 cannot be fully solved, and so we may like to define the state using a unitary transfor-
mation U from a state we are familiar with (like the states for non-interacting or uniform potential cases),
|φ〉, as
|ψ〉 ≡ U |φ〉 . (13)
A typical example is the case of slowly changing potential as function of time or space. One should then
solve for uniform potential to obtain |φ〉 and include the temporal and/or spatial dependence in terms of
the matrix U . The Scho¨dinger’s equation for state |φ〉 reads
i~
(
∂
∂t
+ U−1
∂
∂t
U
)
|φ〉 =
(
−
~
2
2m
(
∇+ U−1∇U
)2
+ V˜
)
|φ〉 , (14)
where V˜ ≡ U−1V U . We see that now derivatives are replaced by a ’covariant’ one,
Dµ ≡ ∂µ ±
i
~
Aµ, (15)
where µ = t, x, y, z and sign + and − corresponds to µ = t and µ = x, y, z, respectively. (The sign convention
is chosen in accordance with Lorentz invariance.) In this paper, greek letters suffix denotes space and time
and roman letters are used for spatial suffix. The quantity
Aµ ≡ ∓i~U
−1∂µU, (16)
describes a modification of derivative is an effective gauge field. It couples to the matter in the same manner
as the electromagnetic gauge field (Eq. (4)). The spatial component may be called an effective vector
potential, as it modifies the kinetic energy, and time-component is an effective scalar potential. Effective
gauge field couples to a current corresponding to the unitary transformation U via the minimal coupling.
Explicit example for the spin case is described in Sec. 4.1.
2.1. Berry’s phase
In the presence of slowly changing potential, time-development of quantum system is represented by
solely by a phase factor called the Berry’s phase (Berry, 1987). Let us briefly mention the effect. The
condition assumed is so called the adiabatic condition,
Hˆ(t) |ψ〉 = E(t) |ψ〉 , (17)
where Hˆ(t) is the Hamiltonian operator with slowly varying potential and E(t) is a real number. The
adiabatic condition means that the state |ψ〉, defined with respect to eigenstates of H(t), remains to be the
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eigenstate of the Hamiltonian at each instance. This condition puts a constraint which allows only a phase
as dynamic variable.
The phase arises because of a change of the frame (basis to describe quantum states) as a result of a
time-development of the Hamiltonian. What is essential for the phase appearance is that we do not notice a
slow change of the frame, and observe the system based on the initial frame. A change of frame is described
by a unitary transformation. We denote the state |ψ〉 as the one in the ’correct’ basis defined with respect to
the Hamiltonian H(t) at each time t, and the state |φ〉 as the state of the observer, i.e., the one represented
using the basis defined at t = 0. They are related by a unitary matrix U as in Eq.(13). For the observer’s
state |φ〉, the Schro¨dinger equation (14) reads
i(~∂t + iAt) |φ〉 = H˜ |φ〉 , (18)
where At is a gauge field defined in Eq. (16) and H˜ ≡ U
−1HU . Because of the adiabatic condition (17), we
have H˜ |φ〉 = E(t) |φ〉, and thus the equation reduces to
∂t |φ〉 = −
i
~
(E(t) +At) |φ〉 . (19)
The term E(t) on the right-hand side describes the standard time-development with energy E(t), while the
term At describes the effects of variation of the Hamiltonian. In general At is a matrix including off-diagonal
components that causes transition to different states. In the adiabatic limit, the off-diagonal components
are neglected, because they give rise to rapidly oscillating term like e−it∆/~ at long time (t), where ∆ is
excitation energy for transitions. (In the case of spin, ∆ = M is energy of spin splitting.) Thus At can be
treated as a constant in the adiabatic limit, and Eq. (19) is integrated to obtain
|φ(t)〉 = eiγ(t)e−
i
~
∫
t
0
dt′E(t′) |φ(0)〉 , (20)
where
γ(t) ≡
1
~
∫ t
0
dt′At(t
′), (21)
is the Berry’s phase arising from the change of the frame, while the second phase factor of Eq. (20) is the
ordinary dynamic phase. The gauge field describing the Berry’s phase is written explicitly as
At(t) = −i~
〈
φ(0)|U−1(t)∂tU(t)|φ(0)
〉
. (22)
It is written using a derivative of the state as (neglecting higher orders of time derivative)
At(t) = −i~ 〈ψ(t)|∂t|ψ(t)〉 . (23)
The Berry’s phase is therefore a result of an effective gauge field At arising from a unitary transformation
(16).
3. Localized spin
In this section, theoretical treatments of ferromagnetism are briefly summarized.
3.1. Spin dynamics
Magnetism is collective property arising from an ensemble of many localized spins. Each spin, Sˆ =
(Sˆx, Sˆy, Sˆz)
1, is a quantum object governed by commutation relation
[Sˆi, Sˆj ] = Sˆi, Sˆj − Sˆj , Sˆi = i~ǫijkSˆk, (24)
1In this section, quantum operators are denoted by .ˆ
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Figure 2: Magnetization M precesses anticlockwise around
B, while S, pointing opposite to M , precesses clockwise
around direction −B.
Figure 3: LLG equation describes the damping of spin, which
tends to point the spin along −B direction.
where i, j, k = x, y, z, ~ is Planck constant divided by 2π 2 and ǫijk is a totally antisymmetric tensor that
satisfies ǫijk = ǫjki = ǫkij , ǫjik = −ǫijk and ǫxyz = 1. Summation over repeated index is assumed (Einstein’s
convention but for spatial index, x, y, z.). Spin is an angular momentum and thus create magnetic moment
mˆ =
e~
m
Sˆ, (25)
which couples to an magnetic field by the interaction
HˆS = −B · mˆ = −~γB · Sˆ, (26)
where γ ≡ em (< 0) is gyromagnetic ratio. Because the electron charge e is negative, magnetization and spin
points opposite, and spin tends to point antiparallel to the magnetic field (Fig. 2). The dynamics of spin is
described by the Heisenberg equation
∂
∂t
Sˆi =
i
~
[HˆS , Sˆi], (27)
which reads
∂Sˆ
∂t
= −γB × Sˆ. (28)
This is a quantum mechanical equation, but interestingly, this form equivalent to the one describing torque
on classical objects, applies to macroscopic magnetization.
The equation of motion of spin (28) is derived from a Lagrangian
LS = ~Sφ˙(cos θ − 1)−HS , (29)
where θ, φ are polar angles of S, namely S ≡ Sn,
n ≡ (sin θ cosφ, sin θ sinφ, cos θ), (30)
and O˙ = ∂∂tO denotes time derivative of field O. In the Lagrangian representation, variables θ, φ and n
are classical variables and quantum nature is embedded in the first time-derivative term of Eq. (29). The
equation of motion derived from the Lagrangian is
d
dt
δL
δθ˙
−
δL
δθ
= 0,
d
dt
δL
δφ˙
−
δL
δφ
= 0, (31)
namely,
~S sin θθ˙ =
δHS
δφ
−~S sin θφ˙ =
δHS
δθ
. (32)
2In most part of this paper, ~ is set to unity.
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Using
δHS
δθ
= cos θ
(
cosφ
δHS
δnx
+ sinφ
δHS
δny
)
− sin θ
δHS
δnz
= eθ ·
δHS
δn
= −~γSeθ ·B
δHS
δφ
= sin θ
(
− sinφ
δHS
δnx
+ cosφ
δHS
δny
)
= sin θeφ ·
δHS
δn
= −~γS sin θeφ ·B, (33)
we see that the equations (32) leads to
n˙ = θ˙eθ + sin θφ˙eφ = γ[eφ(eθ ·B)− eθ(eφ ·B)] = γn×B, (34)
which is Eq. (28).
3.2. Spin relaxation
In ferromagnets, large number of localized spins moves coherently, and this case is described by replacing
quantum variable Sˆ by a classical vector S whose magnitude is proportional to the number of coherent spins.
The magnetization M , commonly used to describe macroscopic magnetism, is related to it as
M = µ0
~γ
a3
S, (35)
assuming that each localized spin contribute independently to the magnetization, where a is the lattic
constant. In this paper, we discuss in terms of the localized spin. The fundamental equation of motion for
classical spin S is the same as the quantum one, Eq. (28), with B the total magnetic field. In solids, there
are various microscopic sources for B, such as conduction electron in metals and lattice vibration (phonons).
The total magnetic field acting on each localized spin is therefore not simply written as B = µ0H +M , the
sum of external magnetic field H and macroscopic magnetization. Instead, magnetization is taken account
of by considering microscopic exchange interaction (and dipole interactions). In fact, the Hamiltonian with
an exchange interaction J0 and an external magnetic field H ,
H = −J0
∑
ij
Si · Sj − ~γµ0
∑
i
H · Si, (36)
leads, under a mean field approximation, to
Hmf = −~γ
∑
i
Si ·B, (37)
with the total magnetic field of B ≡ µ0H +
3J0
~γ 〈S〉, where 〈S〉 is average of localized spin. Therefore
magnetization in this case is M = 3J0
~γ 〈S〉. Effects from uncontrollable magnetic interaction such as spin
flip scattering by magnetic impurities or phonons lead to a relaxation (damping) of localized spins. Damping
is essential in magnetism, as we are familiar with magnetic moment pointing along an applied magnetic field
(Fig. 3), which does not occur in the absence of damping.
There is a long history how to incorporate damping in equation of motion (28). One way proposed by
Gilbert is to modify it to be
∂S
∂t
= −γB × S −
α
S
(
S ×
∂S
∂t
)
, (38)
where the coefficient α is dimensionless, positive and is called the Gilbert damping constant. The equation
is called the Landau-Lifshitz-Gilbert (LLG) equation. When −B is along z axis, small amplitude oscillation
of n around z axis obtained from Eq. (38) is
φ = γ|B|t
θ = θ0e
αγ|B|t, (39)
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indicating that the equation describes a relaxation process to the equilibrium direction with the period of
precession 2π|γB| and the decay time of
1
α|γB| .
There are other ways to introduce damping, like the one called the Landau-Lifshitz equation,
∂S
∂t
= −γB × S − α
γ
S
[S × (S ×B)]. (40)
Those equations including damping implicitly assume weak damping, and Eqs. (40) and (38) are equivalent
if quantities of the order of α2 are neglected. From microscopic viewpoint, LLG equation treating damping
by introducing time-derivative is natural, as such a damping term is derived systematically by a gradient
expansion (Kohno et al., 2006), as we shall mention later (Sec. 11).
To treat spin damping in Lagrangian formulation, we use the Rayleigh’s method, and introduce a dissi-
pation function,
WS ≡
∫
d3r
a3
~α
2S
S˙2. (41)
The modified equation of motion,
d
dt
δLS
δq˙
−
δLS
δq
= −
δWS
δq˙
, (42)
where q = θ, φ, turns out to be the LLG equation.
Damping leads to an energy dissipation as confirmed by calculating the time-derivative of the Hamiltonian
using the LLG equation (38);
dHB
dt
= −αS
(
dn
dt
)2
+O(α2). (43)
3.3. Domain wall
Domain wall is a spatial structure between magnetic domains having different localized spin directions.
In the wall, localized spins rotates as function of spatial coordinate (Fig. 4) . The thickness of the wall,
λ, is determined by the competition between the exchange energy and magnetic anisotropy energy, and is
typically 10-100 nm. We consider an one-dimensional and rigid wall, neglecting deformation. We consider
first a system with only an easy axis magnetic anisotropy energy, which is necessary for creation of a wall.
For discussing dynamics, we shall later include a hard-axis anisotropy energy. Choosing the easy axis along
the z direction, the anisotropy energy is represented by the Hamiltonian
HK ≡ −
KS2
2
∫
d3r
a3
cos2 θ. (44)
where K is the easy-axis anisotropy energy (K > 0). Including the ferromagnetic exchange coupling, the
Hamiltonian in the continuum expression reads
H =
∫
d3r
a3
[
JS2
2
[(∇θ)2 + sin2 θ(∇φ)2] +
KS2
2
sin2 θ
]
. (45)
The total energy is minimized by the conditions
λ2∇2θ − sin θ cos θ(1 + λ2(∇φ)2) = 0
∇(sin2 θ∇φ) = 0, (46)
where
λ =
√
J
K
, (47)
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turns out to be the thickness of the wall. A static domain wall solution is obtained as
cos θ = ± tanh
x−X
λ
sin θ =
1
cosh x−Xλ
, (48)
and φ is any constant. We chose the wall direction along the x axis, but the choice is mathematically arbitrary
as far as the spin space and coordinate space are decoupled, i.e., if spin-orbit interaction is neglected. Value
of φ is also arbitrary in the present system without hard-axis anisotropy. Historically, a wall with φ = 0
in Eq. (48), where the localized spins in the wall has a component perpendicular to the wall plane (the
yz-plane), is called the Ne´el wall, while the case of φ = π2 with localized spins rotating in the wall plane is
called the Bloch wall. In wires, anisotropy axis tends to be along the wire direction (here x) to reduce the
magnetostatic energy, and another type of Ne´el wall is realized.
Figure 4: Domain wall structures. Choosing the wall direction as the x axis, left figure corresponds to a Ne´el wall with Eq.
(48) and φ = 0, the middle figure is a Bloch wall with φ = pi
2
. Right figure is another type of N’eel wall realized in wires.
3.4. Domain wall dynamics
We describe here the wall dynamics when a magnetic field is applied along the easy axis. It may appear
that dynamics wall is described simply by replacing the wall center coordinate X in Eq. (48) by a time-
dependent variable, X(t). This is not, however, sufficient, and we need to introduce φ as another dynamical
variable, φ(t) (Slonczewski, 1972; Tatara et al., 2008). A hard-axis anisotropy energy, therefore, plays an
essential role in the wall dynamics. We introduce it choosing the hard axis as the y axis. Anisotropy energies
we consider are thus
HK ≡
KS2
2
∫
d3r
a3
sin2 θ(1 + κ sin2 φ), (49)
where κ ≡ K⊥K with K⊥ being the hard-axis anisotropy energy. The external magnetic field H along z axis
is represented by the Hamiltonian
HH =
∫
d3r
a3
µ0~γH(Sz(X(t))− Sz(X = 0)), (50)
where we subtracted an irrelevant constant. We consider a rigid wall, namely, the wall structure does not
change when dynamic, which requires that K ≫ K⊥. The low energy dynamics of the wall is thus described
by the wall profile of
nz(x, t) = tanh
x−X(t)
λ
, n±(x, t) ≡ nx ± iny =
e±iφ(t)
cosh x−X(t)λ
, (51)
where two dynamics variables, X(t) and φ(t) are called the collective coordinates. Rewriting the spin
Lagrangian using Eq. (51), we obtain
L =
~NwS
λ
[
−φ˙X −
K⊥λS
2~
sin2 φ+ µ0γHX
]
, (52)
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where we used
∫
dx 1
cosh2(x/λ)
= 2λ and Nw ≡
2Aλ
a3 is the number of localized spins in the wall, with A being
the cross sectional area of the system. The dissipation function is written using collective coordinates as
WS = α
~NwS
2
[
X˙2
λ2
+ φ˙2
]
. (53)
The equations of motion obtained from Eqs. (52) (53) read
X˙ − αλφ˙ = vc sin 2φ
φ˙+ α
X˙
λ
= µ0γH, (54)
where
vc ≡
K⊥λS
2~
. (55)
These equations (neglecting dissipation) are Hamilton’s equation for position and canonical momentum
(P ),
X˙ =
δH
δP
, P˙ = −
δH
δX
. (56)
This means that the canonical momentum of domain wall is φ and not simply proportional to X˙ like an
particle. This fact is obviously seen in the Lagrangian (52), where the first term describes the canonical
relation between variables. A domain wall therefore has an intriguing property that angle φ needs to be
finite to have a translational motion. This feature can be understood based on the spin dynamics (Fig. 5).
Figure 5: Mechanism of domain wall motion when an external magnetic field H is applied along the easy axis (top figure).
The magnetic field induces a precession of localized spins and out-of-plane component (middle figure). This results in an
out-of-plane magnetic field Bs, which induces a precession within the plane, which is equivalent to a translational motion of
the wall (bottom figure).
As spin dynamics is always a precession around a magnetic field, localized spins in the wall tends to be
out-of the wall plane when magnetic field is applied along the easy axis, namely, φ necessarily develops. The
out-of the plane component then induces another precession within the wall plane, and this is equivalent to
a translational motion of the whole wall. This complex behavior is expressed theoretically by a single term,
φ˙X , in the Lagrangian.
The solution for Eq. (54) shows different behavior for two regimes of magnetic field, H < Hw and
H ≥ Hw, where (γ < 0)
Hw ≡ −µ0
αvc
λγ
. (57)
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In the weak field regime, wall has a constant speed
X˙ =
µ0λγH
α
, (58)
and the angle φ is determined by the speed as X˙ = vc sin 2φ. This means that the torque necessary for wall
motion is supplied by tilting the wall plane by the finite angle φ. When B > Bw, the static tilt of the wall
cannot support the wall motion, resulting in an oscillating motion of X and φ (Walker’s breakdown). The
solution in this case is
sin 2φ =
H
Hw
+
1−
(
H
Hw
)2
H
Hw
+ sin 2ωt
(59)
ω =
vc
λ
α
1 + α2
√(
H
Hw
)2
− 1. (60)
The wall speed is
X˙ = vc
 H
Hw
+
1
1 + α2
1−
(
H
Hw
)2
H
Hw
+ sin 2ωt
 , (61)
and its time-average is
〈
X˙
〉
= vc
 H
Hw
−
1
1 + α2
√(
H
Hw
)2
− 1
 . (62)
Average speed is plotted in Fig. 6. In the limit of high field, H ≫ Hw,
〈
X˙
〉
→ −µ0λγH
α
1+α2 .
 0
 0.5
 1
 0  0.02  0.04
Hz / H0
α=0.01
α=0.02
α=0.04
v/vc
Figure 6: Left: Domain wall averaged speed for α = 0.01, 0.02, 0.04 under an easy axis external magnetic field H. Speed
and magnetic field are normalized by vc and H0 ≡
vc
µ0γλ
, respectively. Right: High-field regime for α = 0.1, where linear
dependence on the field is seen.
4. Adiabatic spin gauge field in ferromagnetic metal
In this section, we include conduction electron to describe a ferromagnetic metal and study transport
properties. The ferromagnetic metal is modeled by a simple Hamiltonian of a free electron with an sd
exchange interaction with localized spin, S(r, t) = Sn(r, t);
H =
p2
2m
−Mn · σ, (63)
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where n is a unit vector along S and M ≡ JsdS is the spin energy splitting (Jsd is the sd exchange
constant) and σ ≡ (σx, σy, σz) is the vector of Pauli matrix representing the electron spin operator. In most
3d metallic ferromagnets, sd exchange interaction is strongest energy scale for spin dynamics. (Compared
to Fermi energy ǫF , the ratio is M/ǫF & 0.1 in most cases (Kittel, 1996).) The expectation value of electron
spin, 〈σ〉, is therefore locked to the direction n almost perfectly. This limit is called the adiabatic limit.
4.1. Phase from spin texture
Figure 7: In the presence of localized spin structure, conduc-
tion electron spin feels a position-dependent effective mag-
netic field.
Figure 8: Unitary transformation U is defined to connect up
spin state |↑〉 and a state pointing n.
Transport of conduction electrons in the adiabatic limit is theoretically studied by calculating the quan-
tum mechanical phase attached to the wave function of electron spin. Let us consider a conduction electron
hopping from a site r to a different site at r′ (Fig. 7). The localized spin direction at those sites are
n(r) ≡ n and n(r′) ≡ n′, respectively, and the electron spin’s wave function at the two sites are
|n〉 = cos
θ
2
|↑〉+ sin
θ
2
eiφ|↓〉
|n′〉 = cos
θ′
2
|↑〉+ sin
θ′
2
eiφ
′
|↓〉, (64)
where |↑〉 and |↓〉 are spin up and downs states, respectively and θ, φ and θ′, φ′ are the polar angle of n(r)
and n(r′), respectively (Fig. 8). The wave functions are concisely written by use of matrices, U(r), which
rotates the spin up state |↑〉 to |n〉, as |n〉 = U(r)|↑〉 (Fig. 8). The rotation is a combination of rotation of
angle θ around +y axis followed by a rotation of φ around +z axis, represented by a matrix e−
i
2
φσze−
i
2
θσy .
We add irrelevant phase factors and define the rotation matrix as
U ≡ e
iπ
2 e−
i
2
φσze−
i
2
θσye−
i
2
(π−φ)σz =
(
cos θ2 e
−iφ sin θ2
eiφ sin θ2 − cos
θ
2
)
=m · σ, (65)
where
m ≡
(
sin
θ
2
cosφ, sin
θ
2
sinφ, cos
θ
2
)
. (66)
The overlap of the electron wave functions at the two sites is thus 〈n′|n〉 = 〈↑ |U(r′)−1U(r)| ↑〉. When
localized spin texture is slowly varying, we can expand the matrix product with respect to a ≡ r′ − r as
U(r′)−1U(r) = 1− U(r)−1(a · ∇)U(r) +O(a2) to obtain
〈n′|n〉 ≃ 1− 〈↑|U(r)−1(a · ∇)U(r)|↑〉 = eiϕ +O(a2), (67)
where
ϕ ≡ ia · 〈↑ |U(r)−1∇U(r)| ↑〉 ≡
1
~
a ·As. (68)
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Since (U−1∇U)† = −U−1∇U , ϕ is real. A vector As here plays a role of a gauge field, similarly to that of
the electromagnetism, and it is called (adiabatic) spin gauge field. By use of Eq. (65), this gauge field reads
(including the factor of 12 representing the magnitude of electron spin)
As ≡ i~〈↑ |U(r)
−1∇U(r)| ↑〉 = −
~
2
(1− cos θ)∇φ. (69)
For a transport between general points connected by a path C, the phase is written as an integral along C
as
ϕ =
1
~
∫
C
dr ·As. (70)
4.2. Spin electromagnetic field
Existence of path-dependent phase means that there is an effective magnetic field, Bs, defined when the
contour C is a closed path. In fact, the contour integral is written by use of the Stokes theorem as a surface
integral as
ϕ =
e
~
∫
S
dS ·Bs, (71)
where
Bs ≡ ∇×As, (72)
represents a curvature or an effective magnetic field. This phase ϕ, arising from strong sd interaction,
couples to electron spin, and is called the spin Berry’s phase.
Time-derivative of phase is equivalent to a voltage, and thus we have an effective electric field, too.
Applying the argument of Eq.(67) to the case where spin direction is changing with time, the phase factor
attached during t = 0 to t = t on the electron wave function is eiϕ(t) with
ϕ(t) =
1
~
∫ t
0
dtAs,t, (73)
where
As,t ≡
~
2
(1− cos θ)∂tφ, (74)
is a scalar potential arising from spin dynamics. The sum of the two contributions to the phase, Eqs.
(70)(73) leads to the time-derivative of the total phase as
ϕ˙ = −
1
~
∫
C
dr ·Es, (75)
where
Es ≡ −A˙s −∇As,t, (76)
is the effective electric field. The definitions of the fields (72)(76) are the same as the electromagnetic field
of Eq. (3). The two fields Es and Bs coupling to the electron spin are called spin electromagnetic fields (As
is spin gauge field).
In terms of vector n the effective fields read
Es,i =
~
2
n · (n˙×∇in)
Bs,i = −
~
4
∑
jk
ǫijkn · (∇jn×∇kn). (77)
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Figure 9: Magnetization structures, n(r), of a hedgehog monopole having a monopole charge of Qm = 1 and the one with
Qm = 2 . At the center, n(r) has a singularity and this gives rise to a finite monopole charge.
In terms of polar coordinates, the magnetic component reads
Bs,i = −
~
2
∑
jk
ǫijk sin θ(∇jθ)(∇kφ), (78)
indicating that it has a geometrical meaning of the area defined by the magnetization structure (sin θδθδφ
is the area element for small angle variation δθ and δφ). The classical effect of the spin electromagnetic field
for electron is given by the same as the conventional electromagnetism (’charge 12 is included in definition
of Es and Bs);
mr¨ = ±Es ± r˙ ×Bs, (79)
where the sing ± denotes spin direction. This is obvious from the minimal coupling form, which we shall
argue later in Eqs. (94) (164).
4.3. Topological monopole
As a trivial consequence of the definition, they appear to satisfy the Faraday’s law and condition of no
monopole,
∇×Es + B˙s = 0, ∇ ·Bs = 0, (80)
because spin vector with fixed length has only two independent variables, and therefore
∑
ijkǫijk(∇in) ·
(∇jn×∇kn) = 0. They are correct as a local equation. The nature, however, sometimes exhibit surprising
possibilities that we may not imagine straightforwardly. In the present case, those equations may be broken
globally due to a topological reason. Let us define a spin magnetic charge (monopole charge) as
∇ ·Bs ≡ −ρm, (81)
which appears to vanish locally, and show that its volume integral, Qm ≡
∫
d3rρm, can be finite. In fact,
using the Gauss’s law we can write
Qm =
∫
r=∞
dS ·Bs =
h
4π
∫
dΩ, (82)
where
∫
r=∞ dS denotes integral over surface at spatial infinity and the last integral,
∫
dΩ ≡
∫
sin θdθdφ, is
over the spin direction at the infinity. It thus follows that
Qm = h× integer (83)
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since 14π
∫
dΩ is a winding number, an integer, of a mapping from a sphere in the coordinate space to a
sphere in spin space. If the mapping is topologically non-trivial, the monopole charge becomes finite. Typical
nontrivial structures of n are shown in Fig. 9. The singular structure with a single monopole charge is called
the hedgehog monopole from its shape. In a local picture, such topological monopole arises because the spin
configurations having monopole always contain at least one singular point where the derivative ∂µn diverges.
In the case of as symmetric hedgehog monopole, singularity is at the center of monopole. Such singularities
cannot be removed by continuous deformation of spin configuration, and is therefore topologically stable in
a continuum. One should notice, however, that the topological stability is not exact in solids; since localized
spins are on a discrete lattice, singularities can be annihilated or created with a finite excitation energy.
This fact reduces mathematical beautifulness, but is essential for applications, since ’topological’ objects
like domain wall or vortex can be created externally.
Similarly, the Faraday’s law reads
(∇×Es)i + B˙si = −
~
4
∑
ijk
ǫijkn˙ · (∇jn×∇kn) ≡ −jm, (84)
which vanishes locally but is finite when integrated, allowing a topological monopole current jm to be finite.
The gauge field has a constraint arising from the requirement that a gauge field covering the whole space
without singularity be constructed by patching together locally-defined gauge fields. In fact, a definition
(for spatial component)
ANs,i = −
g
4π
(1− cos θ)∇iφ, (85)
where superscript N denotes north and g is the monopole charge, is not well-defined at θ = π (south pole).
A gauge field that is regular at the south pole is defined as
ASs,i =
g
4π
(1 + cos θ)∇iφ. (86)
This field has a singularity at the north pole (θ = 0), but represents the same effective magnetic field
(∇ × ANs = ∇ × A
S
s except at poles). To cover the whole space by either of the gauge fields, we have
necessarily a singularity. The singularity is the Dirac string. Instead of playing with singular gauge field,
we can cover the whole space by patching two gauge fields, ASs,i and A
N
s,i. They are related by a gauge
transformation
ANs,i = A
S
s,i + i~Θ
−1∇iΘ, (87)
where
Θ ≡ e−i
g
h
φ (88)
is a gauge transform function. This function must be single-valued, i.e., be invariant under φ → φ + 2π.
Thus, a condition
g = 2π~n, (89)
where n is an integer is imposed (Dirac’s quantization condition). This condition imposing the magnitude
of spin to be n2 is quantization of spin.
The other two Maxwell’s equations describing ∇ ·Es and ∇×Bs are derived by evaluating the induced
spin density and spin current based on linear response theory (Takeuchi and Tatara, 2012; Tatara et al.,
2012). It may appear surprising that the complete Maxwell’s equations for electromagnetism is derived by
discussion of spin-polarized electron. It is, however, just natural, because electromagnetism arises from a con-
servation law of charge, which corresponds to spin angular momentum in our adiabatic context. Therefore,
electromagnetism is automatically derived if we carry out a correct calculation that keeps the conservation
law.
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Es Bs
Figure 10: Spin electric field Es and spin magnetic field Bs act oppositely for electrons with opposite spin, generating spin
current.
The electromagnetism of spin gauge field was discussed by G. Volovik (Volovik, 1987), and SU(2) hedge-
hog monopole was argued. The mechanism for emergence of spin gauge field and monopole is identical to
the one pointed out by G. t’Hooft and A. M. Polyakov (Hooft, 1974; Polyakov, 1974) for the case of larger
non-Abelian group, introduced for explaining the emergence of electromagnetism as a result of a symmetry
breaking of a grand unified theory (GUT).
The idea of spin gauge field (spin vector potential) was introduced to describe Heisenberg models by P.
Chandra et al. (Chandra et al., 1990). SU(2) gauge description of spin and charge transport was discussed
in the Boltzmann equation approach in Ref. (Raimondi et al., 2012). Effective gauge field (artificial gauge
field) plays important roles also in cold atom systems (Phuc et al., 2015; Aidelsburger et al., 2017).
4.4. Detection of spin electromagnetic fields
Although spin magnetic field is often called a ’fictitious’ magnetic field, spin magnetic fields are real fields
detectable in transport measurements. They couple to the spin polarization of the electrons according to
Eq. (79) (Fig. 10), and so they are measurable by spin current measurements. Fortunately, in ferromagnetic
conductors, conventional electric measurements are sufficient for detection, because spin current js is always
accompanied with electric current j as js = Pj, where P is the spin polarization. The electric component
Es is therefore directly observable as a voltage generation from magnetization dynamics. In experiments,
voltage signals of µV order have been observed for the motion of domain walls and vortices (Yang et al.,
2009; Tanabe et al., 2012). The spin magnetic field causes an anomalous Hall effect of spin, i.e., the spin
Hall effect or the topological Hall effect. The spin electric field arises if magnetization structure carrying
spin magnetic field becomes dynamical due to the Lorentz force from Bs according to Es = v×Bs, where v
denotes the electron spin’s velocity. The topological Hall effect due to skyrmion lattice turned out to induce
Hall resistivity of 4nΩcm (Neubauer et al., 2009; Schulz et al., 2012). Although those signals are not large,
existence of spin electromagnetic fields is thus confirmed experimentally. It was recently shown theoretically
that spin magnetic field couples to helicity of circularly polarized light (topological inverse Faraday effect)
(Taguchi et al., 2012), and an optical detection is thus possible.
5. Minimal coupling of spin gauge field
So far we have considered adiabatic component of effective gauge field, starting from a phase factor
attached to electron spin. As we see from its construction, the gauge field has originally three components
corresponding to spin space, and thus is an SU(2) gauge field. It reduced to an effective U(1) gauge field
when an expectation value was taken in Eq. (68). Here we discuss the effect of the effective gauge field
taking account of its SU(2) nature.
The effective gauge field arising from a unitary transformation U , defined in Eq. (65), is (negative and
positive signs correspond to µ = t and µ = x, y, z, respectively)
As,µ = ∓i~U
−1∂µU, (90)
and is expressed by use of Pauli matrices as
As,µ = A
α
s,µσα ≡As,µ · σ. (91)
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The three spin components of vector As,µ are
As,µ = ±
~
2
 −∂µθ sinφ− sin θ cosφ∂µφ∂µθ cosφ− sin θ sinφ∂µφ
(1 − cos θ)∂µφ
 . (92)
It can be represented as
As,µ = ±
~
2
n× ∂µn−As,µn, (93)
where As,µ ≡ A
z
s,µ is the adiabatic spin gauge field we discussed in Sec. 4.
Being a gauge field for electron spin, the spin gauge field couples to the spin current via the minimal
coupling. To the first order, the coupling reads (see Sec. 9.2 for derivation)
HA = −
∫
d3r
[
jαs,iA
α
s,i − s
αAαs,t
]
. (94)
Here jαs,i and s
α denote spin current and spin density in the frame after unitary transformation, i.e., in the
rotated frame, respectively. (The effective gauge field is a quantity defined in the rotated frame.) Let us
write the rotated frame spin current and density as
jαs,i = js,izˆα + (j
⊥
s,i)
α, sα = szˆα + (s
⊥)α, (95)
where (j⊥s,i)
α ≡ jαs,i − zˆαjs,i and (s
⊥)α ≡ sα − zˆαs represent nonadiabatic components, with js,i ≡ j
z
s,i and
s ≡ sz. The gauge coupling then reads
HA = −
∫
d3r
[
js,iAs,i − sAs,t + (j
⊥
s,i)
α(A⊥s,i)
α − (s⊥)α(A⊥s,t)
α
]
, (96)
where (A⊥s,µ)
α ≡ Aαs,µ − zˆαAs,µ is the nonadiabatic gauge field.
We now argue that the gauge coupling directly indicates the following several important effects.
1. Effects on electron transport
(a) Adiabatic spin electromagnetic field
(b) Spin current generation
2. Effects on magnetism
(a) Spin-transfer effect
(b) Antisymmetric exchange (DM) interaction
The adiabatic spin gauge field was already explained in Sec. 4. Let us briefly explain other effects.
Spin current generation. Application of spin gauge field, Aαs,µ, leads to generation of spin current and
density. Of particular interest is the first term of Eq. (93). Its spatial component induces equilibrium
spin current proportional to n× ∇in (Fig. 11). This spin current represents a torque acting between non
collinear localized spins (Tatara et al., 2008). If in a junction of two ferromagnets with localized spin, Si
(i = 1, 2), the current reduces to a discrete form of jαs,i ∝ (S1 × S2)
α(e12)i proportional to vector chirality
(e12 represents the vector connecting site 1 to site 2). The time-componentAs,t couples to spin density, and
forms a spin accumulation; It is an effective chemical potential for electron spin. In a junction of ferromagnet
and normal metal, the accumulation at the interface leads to a spin current generation into the normal metal
proportional to n × n˙ (Fig. 11), i.e., spin pumping effect occurs (Silsbee et al., 1979; Tserkovnyak et al.,
2002; Tatara and Mizukami, 2017). This effect is explained in detail in Sec. 7.
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Figure 11: Spin current (js) generation from magnetization. Left figure represetns an equilibrium spin current due to magne-
tization structure, while right figure describes the spin pumping effect in a FN junction. In spin pumping, spin accumulation
is generated by effective chemical potential n× n˙ at the interface, resulting in a spin current proportional to n× n˙ in N. The
effects are described by the minimal coupling between the spin current and spin gauge field arising from the magnetization
texture or dynamics.
Spin-transfer torque. The opposite effects of the interaction Eq. (96) is the electrons’ effects on magnetiza-
tion. In the adiabatic limit, Eq. (96) reduces to
HzA = −
∫
d3r [As · js − sAs,t] . (97)
Noting that the expression for As,t coincides with that of spin Berry’s phase term of the spin Lagrangian,
LB, the spin Lagrangian taking account of Eq. (97) reads
LB −H
z
A =
∫
d3r
[
−
2
a3
As,0S − sAs,t +As · js
]
=
∫
d3r
a3
[
~S¯(cos θ − 1)
(
∂
∂t
+ vs · ∇
)
φ
]
, (98)
where S¯ ≡ S + sa
3
2 is the magnitude of the total spin and
vs ≡
a3
2S¯
js. (99)
This Galilean invariant form indicates that any spin structure under spin current flows along the current
with velocity vs in the adiabatic limit. This is the spin-transfer effect, which can be applied to drive
magnetization structure by injecting electric current. (As the total spin measured in experiments always
contains the adiabatic component of electron spin, the localized spin magnitude S (like the on in Sec. 3)
should be regarded as S¯, although we use notation S for the total spin for simplicity.)
Dzyaloshinskii-Moriya (DM) interaction. In contrast, nonadiabatic spin current, (j⊥s,i)
α, induces antisym-
metric exchange interaction, the Dzyaloshinskii-Moriya (DM) interaction. This is seen from an identity
Rαβ(A
⊥
s,i)
β = −
~
2
(n×∇in), (100)
where Rαβ ≡ 2mαmβ − δαβ is a rotation matrix, m being defined in Eq. (66). In fact, using this identity,
the spatial nonadiabatic terms of Eq. (96) turns out to be the DM interaction,
H⊥A ≡ −
∫
d3r(j⊥s,i)
α(A⊥s,i)
α =
∫
d3r
a3
Dαi (n×∇in)α, (101)
where
Dαi = −
~a3
2
Rαβ(j
⊥
s,i)
β . (102)
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We have therefore an interesting identity that DM coefficient is the magnitude of nonadiabatic spin current in
the laboratory frame, (j
⊥,(L)
s,i )
β ≡ Rαβ(j
⊥
s,i)
β (Kikuchi et al., 2016). (Here the spin current density is defined
without electric charge e and spin magnitude 12 ). This simple formula tells us a microscopic mechanism for
emergence of DM interaction, namely, inversion symmetry breaking gives rise to a finite intrinsic spin current,
and DM interaction arises as a result of ’Doppler shift’ (Kikuchi et al., 2016). The form (102) is unique in
the sense that the DM coefficient is not described by a correlation function like most physical parameters
like exchange interaction. The formula thus enables us numerical evaluation with less computing time than
previous formula. For strong spin-orbit interaction, deviation from Eq. (102) is theoretically predicted
(Freimuth et al., 2017).
The Doppler shift picture becomes clear if we regard the DM interaction as a modification of ferromag-
netic exchange interaction due to spin current. In fact, in a moving frame, a spatial derivative is replaced
by a covariant form (Kim et al., 2013; Kikuchi et al., 2016)
Dinα = ∇inα + ηǫαβγ(j
(L)
s,i )
βnγ , (103)
where η is a coefficient. Similar Doppler shift for a vector in a moving medium has been known in the case
of the velocity vector of sound wave (Landau and Lifshitz, 1987). The magnetic exchange energy induced
by electron, proportional to (∇n)2 in the rest frame, is then modified to be (Din)
2 = (∇n)2 + 2η
∑
i j
(L)
s,i ·
(n×∇in) +O(η
2), resulting in a DM interaction
It has been known that in the presence of DM interaction spin waves around uniform ferromagnetic
state show nonreciprocal propagation as a result of Doppler shift (Kataoka, 1987), as confirmed in recent
experiments (Iguchi et al., 2015; Seki et al., 2016). This effect is natural from our theory, because DM
interaction itself is a sign of internal flow of spin.
The spin current that determines the DM interaction by Eq. (102) can be the equilibrium one or the non-
equilibrium one such as the one injected externally. Our formula (102) thus indicates an interesting possibility
to modulate DM interaction by injecting spin current. For a spin current density of ejs = 10
12A/m2, the
modulation is estimated to be δD = ~a
3
2 js = 2.6 × 10
−33 Jm= 0.16 meVA˚ for a = 2A˚. This value is an
order of magnitude smaller than the one in natural strongly chiral materials such as MnFeGe. In this sense,
intrinsic spin current induced by atomic spin-orbit interaction is larger than what we can do. Nevertheless,
external control of DM interaction by current application would be useful for weakly chiral magnets. Voltage
control of DM interaction has been experimentally demonstrated recently (Nawaoka et al., 2015).
5.1. Perturbative picture of spin gauge field
We discussed emergence of spin gauge field so far in the adiabatic limit. The concept of spin gauge
field exists also in the weak sd exchange interaction regime. In fact, adiabatic condition justifies gradient
expansions and adiabatic limit can be realized even in the weak sd coupling case if the gradient is small
enough. (See Eq. (113).) In this subsection, we present a perturbative picture of spin gauge field in the
weak sd limit.
The sd exchange interaction with a localized spin S is Hsd = −JsdS ·σ. Let us consider interaction with
two localized spins S1 and S2. As a second order contribution, the electron spin wave function acquires a
phase proportional to
V2 ≡ (Jsd)
2(S1 · σ)(S2 · σ) = (Jsd)
2[(S1 · S2) + i(S1 × S2) · σ]. (104)
The first term on the right-hand side describes the amplitude of charge part, in other words, magnetore-
sistance effect. The second term containing Pauli matrix indicates that spin current (and/or density) are
induced as a result of non collinear localized spin as (Fig. 12)
jαs,i ∝ (Jsd)
2(S1 × S2)
α(e12)i, (105)
where e12 is a unit vector representing relative spatial position of S1 and S2. (Here spin current is in the
laboratory frame, as rotating frame description is not valid in the perturbative regime.) Let us consider a
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Figure 12: Equilibrium currents generated by localized spin structures, represented by ni. Non collinear spin structure (vector
spin chirality) induces a spin current with polarization proportional to the vector chirality, js ∝ n1 × n2, while non coplanar
spin structure (scalar spin chirality) leads to a charge current j ∝ n1 · (n2 × n3) as a result of breaking of time-reversal
symmetry.
junction of two ferromagnets with localized spins S1 and S2 (Fig. 11). The spin current (105) in this case
flows between the two ferromagnetic layers. It is an equilibrium current that arises even in the static spin
configuration, and is a kind of persistent or super current if spin relaxation effect is neglected. Spin current
indicates that dynamics is induced as a result of angular momentum change. The equations of motion for
the two localized spins read (neglecting external magnetic field)
S˙1 = −
α
S
(S1 × S˙1) + c(S1 × S2)
S˙2 = −
α
S
(S2 × S˙2)− c(S1 × S2), (106)
where c is a constant. Equation (106) indicates that the two ferromagnets tends to align S1 and S2 parallel
or anti parallel. This is natural because localized spin S2 acts as an effective magnetic field for localized spin
S1 and vice versa. The equilibrium spin current of Eq. (105) therefore represents the torque mediated by
the conduction electron between the two localized spins. For smooth localized spins, the expression reduces
to a continuum form of
jαs,i ∝ (Jsd)
2(S ×∇iS)
α. (107)
If we regard the two localized spins as the one at different time, Eq. (105) is a dynamic spin current,
namely, we have a spin pumping effect. In the slow change of localized spins, the current is proportional to
(Jsd)
2(S × S˙), (108)
which is a perturbative picture of spin pumping effect (Tatara and Mizukami, 2017).
We saw that the second order contribution of the sd exchange interaction is governed by a vector chirality
of spins, (S1 × S2) for two spins. This quantity is the non-adiabatic component of the spin gauge field in
the adiabatic limit, as seen in Eq. (93). The spin gauge field, therefore, arises from the non-commutative
algebra of spins.
We can extend the discussion to the third order. The charge part of the third order amplitude is
tr[V3] = (Jsd)
3tr[(S1 · σ)(S2 · σ)(S3 · σ)] = 2i(Jsd)
3S1 · (S2 × S3), (109)
namely, proportional to the scalar chirality S1 ·(S2×S3) of the three spins. This indicates that a spontaneous
charge current is induced by the scalar chirality of localized spins as a result of broken time-reversal symmetry
(Fig. 12) (Loss and Goldbart, 1992; Tatara and Kohno, 2003). This effect is in fact the spin Berry’s phase
effect as seen by noticing that the continuum limit of the scalar chirality is S · (∂iS × ∂jS) (i and j are
direction of relative spin positions), which agrees with the spin magnetic field, Eq. (77). The persistent
current represented by Eq. (109) is described as the Amp’ere’s law, ∇ × Bs = j (Takeuchi and Tatara,
2012).
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Spin chirality persistent charge current gives rise to an anomalous Hall effect (Tatara and Kawamura,
2002; Tatara and Kohno, 2003). It was predicted that spin chirality also affects optical response to circularly
polarized light (topological inverse Faraday effect) (Taguchi et al., 2012). Direct observation of persistent
current was carried out recently for the case of neutron (Tatarskiy et al., 2016).
The spin current (107) is an equilibrium one and cannot be ’converted’ into a charge current by use of
the inverse spin Hall effect, as was mentioned based on a microscopic analysis (Takeuchi et al., 2010); As
for magnetically induced spin current, the inverse spin Hall effect acts only for non equilibrium one, where
dynamics is involved. In the case of junction of two ferromagnets (Fig.11), inverse spin Hall signal shall
arise when the magnetizations start to precess following Eq. (106). The excess magnetic energy the initial
state had is dissipated as joule heat associated with the charge current.
Equilibrium spin current has been pointed out to induce electric polarization in insulators (Katsura et al.,
2005). This magnetoelectric effect due to magnetic inhomogeneity (spin vector chirality) was predicted earlier
in Ref. (Bar’yakhtar et al., 1983).
5.2. Momentum space monopole
In Sec. 4 and in the previous subsection, we discussed spin gauge field in the real space picture. On the
other hand, it has been known that the Berry’s curvature in the momentum space plays essential roles in
transport phenomena such as anomalous Hall effect (Thouless et al., 1982; Nagaosa et al., 2010). In clean
frustrated magnets anomalous Hall conductivity has been shown to arise from monopoles in the momentum
space as a result of a non-coplanar spin structure. In this momentum picture, role of real space spin magnetic
field Bs is not clear. In contrast, chirality-induced anomalous Hall conductivity in disordered metals was
shown to be governed by real space chirality (Tatara and Kawamura, 2002; Nakazawa and Kohno, 2014).
These features are understood as follows (Onoda et al., 2004). In the clean limit, electrons form bands
defined including effects of sd exchange interaction, Jsd. The effect of localized spin structures such as
chirality are contained in each bands as monopole density. In the disordered limit, Jsdτe/~≪ 1 (τe is elastic
lifetime of electron), in contrast, bands smeared by energy scale of ~/τe no longer keep the information of
spin structure; Instead, the real space spin structure affects the electron hopping amplitude and transport.
6. Spin-transfer effect : Phenomenology
As we have seen in Sec. 5, spin transfer-effect is a direct consequence of minimal coupling between
spin current and adiabatic spin gauge field representing magnetization structure. Here let us present a
phenomenological theory for the effect for the case of transmission through a domain wall based on quantum
mechanics. The issue here is how the angular momentum is transfered between conduction electron and
localized spin via the sd exchange interaction. The thickness of the wall, λ, in typical ferromagnets is
λ = 10− 100nm, and is much larger than the typical length scale of electron, the Fermi wavelength, 1/kF ,
which is atomic scale in metals. The wall is therefore a slowly varying spin structure for conduction electron.
We choose the z axis along the direction of localized spins’ change, and magnetic easy axis for localized
spins is chosen as along z axis. 3 At z = ∞ the localized spin is Sz = S, and is Sz = −S at z = −∞.
We describe electron states with spin along +z and −z direction by → and ←, respectively. Because of the
domain wall, the electron is in a potential barrier,
V→(z) = −JsdSz(z), V←(z) = JsdSz(z). (110)
Namely, for ← electron, the potential in the left regime is low, while that in the right region is high (dotted
lines in Fig. 13). 4 Considering the domain wall centered at x = 0 having profile of
3The mutual direction between the localized spin and direction of spin change is irrelevant in the case without spin-orbit
interaction.
4We choose the sign of sd exchange interaction as positive, but the sign does not matter for the spin-transfer effect.
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Figure 13: Potential energy V (z) arising from sd exchange interaction for conduction electron with spin→ and ←. The energy
gaps is 2M = 2SJsd. Dotted lines are the cases neglecting spin flip inside the wall, while solid lines are with spin flip.
Figure 14: Conduction electron incident on a domain wall may go through the wall or get reflected. The former process
occurs for a thick wall (adiabatic limit) and electron spin is rotated, resulting in a spin transfer effect. The latter process is an
nonadiabatic effect, and leads to a force on a domain wall and electric resistance.
Sz(z) = S tanh
z
λ
, Sx(z) =
S
cosh zλ
, Sy = 0, (111)
conduction electron’s Schro¨dinger equation with energy E reads[
−
~
2
2m
d2
dz2
− JsdS
(
σz tanh
z
λ
+ σx
1
cosh zλ
)]
Ψ = EΨ, (112)
Ψ(z) = (Ψ→(z),Ψ←(z)) begin the two-component wave function. If the spin direction of the conduction
electron is fixed along the z axis, the potential barrier represented by the term proportional to σz leads
to reflection of electron, but in reality, the electron spin can rotate inside the wall as a result of the term
proportional to σx in Eq. (112). The mixing of ← and → electron leads to the smooth potential barrier
plotted as solid lines in Fig. 13.
Let us consider an incident ← electron from the left. If the electron is slow, the electron spin can keep
the lowest energy state by gradually rotating its direction inside the wall. This is the adiabatic limit. As
there is no potential barrier for the electron in this limit, no reflection arises from the domain wall, resulting
in a vanishing resistance (Fig. 14(a)) In contrast, if the electron is fast, the electron spin cannot follow the
rotation of the localized spin, resulting in a reflection and finite resistance (Fig. 14(b)). The condition for
slow and fast is determined by the relation between the time for the electron to pass the wall and the time for
electron spin rotation. The former is λ/vF for electron with Fermi velocity vF (= ~kF /m) (spin-dependence
of the Fermi wave vector is neglected and m is the electron mass). The latter time is ~/JsdS, as the electron
spin is rotated by the sd exchange interaction in the wall. Therefore, if
λ
vF
≫
~
JsdS
, (113)
is satisfied, the electron is in the adiabatic limit (Waintal and Viret, 2004). The condition of adiabatic
limit here is the case of clean metal (long mean free path); In dirty metals, it is modified (Stern, 1992;
Tatara et al., 2008).
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∆X
∆XSa
∆XSa−
Figure 15: The shift of the domain wall by a distance ∆X results in a change of the spin of the localized spins ∆X
a
S −(
−∆X
a
S
)
= 2S∆X
a
. The angular momentum change is therefore ~ if ∆X = a
2S
.
The transmission of electron through a domain wall was calculated by G. G. Cabrera and L. M. Falicov
(Cabrera and Falicov, 1974), and its physical aspects were discussed by L. Berger (Berger, 1978, 1986).
Linear response formulation and scattering approach were presented in Refs. (Tatara and Fukuyama, 1997;
Tatara, 2000, 2001).
As we have seen above, in the adiabatic limit, the electron spin gets rotated after passing through the
wall (Fig. 14(a)). The change of spin angular momentum, 2 × ~2 = ~, must be absorbed by the localized
spins. (Angular momentum dissipation as a result of spin relaxation is slow compared to the exchange of
the angular momentum via the sd exchange interaction.) To absorb the spin change of ~, the domain wall
must shift to the right, resulting in an increase of the spins ←. We consider for simplicity the case of cubic
lattice with lattice constant a. The distance of the wall shift ∆X necessary to absorb the electron’s spin
angular momentum of ~ is then [~/(2~S)]a (Fig. 15). When we apply a spin-polarized current through
the wall with the spin current density js (spin current density is defined to have the unit of 1/(m
2s) and
without spin magnetitude of 12 ), the rate of the change of spin angular momentum of conduction electron
per unit time and unit area is ~js. As the number of the localized spins in the unit area is 1/a
2, the wall
must keep moving a distance of js(a
3/2S) per unit time. Namely, when a spin current density is applied,
the wall moves with the speed
vs ≡
a3
2S
js
which agrees with the speed we obtained in Eq. (99). It should be noted that a simple Lagrangian argument
of Eq. (98), even without physical argument, is sufficient to draw the conclusion.
The effect was pointed out by L. Berger (Berger, 1986) in 1986, and is now called the spin-transfer effect
after the papers by J. Slonczewski (Slonczewski, 1996).
From the above considerations in the adiabatic limit, we found that a domain wall is driven by spin-
polarized current, while the electrons do not get reflected and no resistance arises from the wall. These two
facts naively seem inconsistent, but are direct consequence of the fact that a domain wall is a composite
structure having both linear momentum and angular momentum. The adiabatic limit is the limit where
angular momentum is transfered between the electron and the wall, while no linear momentum is transfered.
7. Spin pumping effect
Spin pumping effect is a method to generate spin current in a junction of a ferromagnet (F) and a normal
metal (N) (Fig. 11) by exciting magnetization precession by applying an oscillating magnetic field. The
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generated spin current density has two independent components, proportional to n˙ and n × n˙, where n is
a unit vector describing the direction of localized spin, and thus is represented phenomenologically as
js =
1
4π
(Arn× n˙+Ain˙) , (114)
where Ar and Ai are phenomenological constants having unit of 1/m
2. (Spin current here is obviously
in the laboratory frame, as it is the one in the normal metal.) Spin pumping effect was theoretically
formulated by Tserkovnyak et al. (Tserkovnyak et al., 2002) by use of scattering matrix approach. This
approach, widely applied in mesoscopic physics, describes transport phenomena in terms of transmission
and reflection amplitudes (scattering matrix), and provides quantum mechanical pictures of the phenomena
without calculating explicitly the amplitudes (Moskalets, 2012). Tserkovnyak et al. applied the scattering
matrix formulation of general adiabatic pumping (Bttiker et al., 1994; Brouwer, 1998) to the spin-polarized
case. The spin pumping effect was described in Ref. (Tserkovnyak et al., 2002) in terms of spin-dependent
transmission and reflection coefficients at the FN interface, and it was demonstrated that the two parameters,
Ar and Ai, are the real and the imaginary part of a complex parameter called the spin mixing conductance.
The spin mixing conductance, which is represented by transmission and reflection coefficients, turned out to
be a convenient parameter for discussing spin current generation and other effects like the inverse spin-Hall
effect. At the same time, scattering approach hides microscopic physical pictures of what is going on, as the
scattering coefficients are not fundamental material parameters but are composite quantities of Fermi wave
vector, electron effective mass and the interface properties. Formulation of spin pumping effect based on the
Green’s function method were presented in Refs. (Chen et al., 2009; Mahfouzi et al., 2012; Chen and Zhang,
2015; Tatara, 2016; Tatara and Mizukami, 2017). In this section, we describe the effect from a standard
microscopic view point, following the approach of Ref. (Tatara and Mizukami, 2017).
Spin pumping effect is experimentally observed for both metallic and insulating ferromagnets. From
physical viewpoints, these two cases appear very different. In the metallic case, conduction electron in
the ferromagnet is excited by spin gauge field arising from spin dynamics, leading to a spin accumulation
at FN interface and spin current generation in the normal metal. In contrast, in the case of insulator
ferromagnet, the coupling between the magnetization and the conduction electron in normal metal occurs
due to a magnetic proximity effect at the interface (Kang et al., 2017) and the pumping effect is a locally-
induced perturbative effect. In this paper, we consider the metallic case. The insulator case is discussed in
Ref. (Tatara and Mizukami, 2017).
The model we consider is a junction of metallic ferromagnet (F) and a normal metal (N). The mag-
netization (or localized spins) in the ferromagnet is treated as spatially uniform but changing with time.
The frequency of magnetization precession is of the order of 10GHz, and is far low frequency compared
to conduction electron spin’s frequency determined by the sd exchange interaction; For Jsd = 0.1ǫF , the
frequency is Jsd/~ ∼ 2 × 10
4 GHz if ǫF = 1 eV. As a result, the conduction electron’s spin follows instan-
taneous directions of localized spins, i.e., the system is in the adiabatic limit. Adiabatic limit is described
straightforwardly by introducing a unitary transformation that represents the time-dependence. For the
ferromagnet, we consider a simple quantum mechanical Hamiltonian,
HF = −
~
2∇2
2m
− ǫF −Mn(t) · σ, (115)
where m is the electron’s mass, σ is a vector of Pauli matrices, M represents the energy splitting due to the
sd exchange interaction and n(t) is a time-dependent unit vector denoting the localized spin direction. The
energy is measured from the Fermi energy ǫF . For simplicity, we consider the case 0 < M < ǫF .
As a result of the sd exchange interaction, the electron’s spin wave function is given by (Sakurai, 1994)
|n〉 ≡ cos
θ
2
|↑〉+ sin
θ
2
eiφ|↓〉 (116)
where |↑〉 and |↓〉 represent the spin up and down states, respectively, and (θ, φ) are polar coordinates for
n. To treat slowly varying localized spin, we switch to a rotating frame where the spin direction is defined
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with respect to instantaneous direction n. This corresponds to diagonalizing the Hamiltonian at each time
by introducing a unitary matrix U(t) as
|n(t)〉 ≡ U(t)|↑〉, (117)
where U(t) is a unitary matrix determined by polar angles θ and φ as in Eq. (65), but angles are time-
dependent. The Hamiltonian in the rotated frame is diagonalized as (in the momentum representation)
H˜F ≡ U
−1HFU = ǫk −Mσz, (118)
where ǫk ≡
~
2k2
2m − ǫF is the kinetic energy. As a result of unitary transformation, there arises in a rotated
HF H˜F
U
A±s,t
Figure 16: Unitary transformation U for conduction electron
in ferromagnet converts the original Hamiltonian HF into a di-
agonalized uniformly spin-polarized Hamiltonian H˜F and an in-
teraction with spin gauge field, As,t · σ.
Figure 17: For uniform magnetization, the non-adiabatic com-
ponents of the gauge field, A±s,t, induce a spin flip conserving
the momentum. Excitation thus has an energy of M .
frame a time-component of a gauge field with three spin components, As,t ≡ −iU
−1 ∂
∂tU (Fig. 16). Including
the gauge field in the Hamiltonian, the effective Hamiltonian in the rotated frame reads
H˜effF ≡ H˜F +As,t · σ =
(
ǫk −M −A
z
s,t A
−
s,t
A+s,t ǫk +M +A
z
s,t
)
(119)
where A±s,t ≡ A
x
s,t ± iA
y
s,t. We see that the adiabatic (z) component of the gauge field, A
z
s,t, acts as a
spin-dependent chemical potential (spin chemical potential) generated by dynamic magnetization, while
non-adiabatic (x and y) components causes spin mixing.
The Hamiltonian Eq. (119) is diagonalized to obtain energy eigenvalues of ǫ˜kσ = ǫk−σ
√
(M +Azs,t)
2 + |A⊥s,t|
2,
where |A⊥s,t|
2 ≡ A+s,tA
−
s,t and σ = ± represents spin (↑ and ↓ correspond to + and −, respectively). We are
interested in the adiabatic limit, and so the contribution lowest-order, namely, the first order, in the per-
pendicular component, A⊥s,t, is sufficient. In the present rotating-frame approach, the gauge field is treated
as a static potential, since it already include time-derivative to the linear order (Eq. (92)). Moreover,
the adiabatic component of the gauge field, Azs,t, is neglected, as it modifies the spin pumping only at the
second-order of time-derivative. The energy eigenvalues, ǫkσ ≃ ǫk − σM , are thus unaffected by the gauge
field.
In the case of uniform magnetization we consider, the mixing due to the gauge field is between the
electrons with different spin ↑ and ↓ but having the same wave vector k, because the gauge field A±s,t carries
no momentum. This leads to a mixing of states having an excitation energy of M as shown in Fig. 17. In
low energy transport effects, what concern are the electrons at the Fermi energy; The wave vector k should
be chosen as kF+ and kF−, the Fermi wave vectors for ↑ and ↓ electrons, respectively. The eigenstates we
consider therefore read
|kF↑ ↑〉F = |kF↑ ↑〉 −
A+s,t
M
|kF↑ ↓〉
|kF↓ ↓〉F = |kF↓ ↓〉+
A−s,t
M
|kF↓ ↑〉 . (120)
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7.1. Generated spin current
Spin pumping effect is now studied by taking account of the interface hopping effects on states in Eq.
(120). The interface hopping amplitude of electron in F to N with spin σ is denoted by t˜σ and the amplitude
from N to F is t˜∗σ. We assume that the spin-dependence of electron state in F is governed by the relative
angle to the magnetization vector, and hence the spin σ is the one in the rotated frame. Assuming moreover
that there is no spin flip scattering at the interface, the amplitude t˜σ is diagonal in spin. Taking account of
spin-dependent interface hopping, the non-adiabatic spin density (in the rotated frame) generated in the N
region at the interface was calculated field-theoretically by Tatara and Mizukami (2017). The result is
s˜(N) = (πνN)
2χF
(
Re[T↑↓]A
⊥
s,t + Im[T↑↓](zˆ ×A
⊥
s,t)
)
(121)
where A⊥s,t = (A
x
s,t,A
y
s,t, 0) =As,t − zˆA
z
s,t is the transverse (non-adiabatic) components of spin gauge field,
Tσσ′ ≡ t˜
∗
σ t˜σ′ , (122)
νN is electron density of states in N and χF ≡
n↑−n↓
2M is susceptibility (nσ is spin-resolved electron density
in F).
The spin polarization in the laboratory frame is obtained by a rotation matrix Rij , defined by
U−1σiU ≡ Rijσj , (123)
as
s
(N)
i = Rij s˜
(N)
j . (124)
Explicitly,
Rij = 2mimj − δij , (125)
where m is in Eq. (66). Using identities
Riz = ni
Rij(A
⊥
s,t)j =
~
2
(n× n˙)i
Rij(zˆ ×A
⊥
s,t)j =
~
2
n˙i, (126)
the induced interface spin density is finally obtained as
s(N) = Re[ζs](n× n˙) + Im[ζs]n˙ (127)
where
ζs ≡ ~(πνN)
2n↑ − n↓
2M
T↑↓. (128)
Since the N electrons contributing to induced spin density is those at the Fermi energy, the spin current
is simply proportional to the induced spin density as js
N = ~kFm s
(N), resulting in
j(N)s =
~kF
m
[Re[ζs](n× n˙) + Im[ζs]n˙] . (129)
This is the result of spin current at the interface. The pumping efficiency is determined by the product
of hopping amplitudes t↑ and t
∗
↓. The spin mixing conductance defined in Ref. (Tserkovnyak et al., 2002)
corresponds to T↑↓. In the scattering approach(Tserkovnyak et al., 2002) based on adiabatic pumping theory
(Bttiker et al., 1994; Brouwer, 1998; Moskalets, 2012), the expression for the spin mixing conductance in
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terms of scattering matrix element is exact as for the adiabatic contribution. Our result (129), in contrast,
is a perturbative one valid to the second order in the hopping amplitude. To take full account of the hopping
in the self energy is possible numerically in a field-theoretical approach.
In bulk systems without spin-orbit interaction and magnetic field, the hopping amplitudes tσ are chosen
as real, while at interfaces, this is not the case because inversion symmetry is broken. Nevertheless, in
metallic junctions such as Cu/Co, Cr/Fe and Au/Fe, first principles calculations indicate that imaginary
part of spin mixing conductance (our ζs) is smaller than the real part by 1-2 orders of magnitude (Xia et al.,
2002; Zwierzycki et al., 2005). Large spin current proportional to n˙ would therefore suggest existence of
strong interface spin-orbit interaction, which gives rise to the imaginary part of ζs.
7.2. Adiabatic or nonadiabatic?
t
n(t)
ǫ
(a) 2M
t
n(t)
ǫ
(b)
Figure 18: Schematic figures of electron energy ǫ under precessing localized spin, n(t), in the adiabatic limit (a) and with
nonadiabaticity (b). Top figures represent energy levels with separation of 2M in the rotated frame. In the perfectly adiabatic
case (a), the electron state keep the minimum energy state as n(t) changes. Spin pumping does not occur in this limit. Case (b)
is with nonadiabaticity taken into account. A perpendicular spin polarization along n× n˙ is induced by a temporal change of
localized spin n˙, resulting in a high energy state (shown in red). This nonadiabatic effect is essential for spin current generation.
In our approach, spin pumping effect at the linear order in time-derivative is mapped to a static problem of
spin polarization formed by a static spin-mixing potential in the rotated frame. The rotated frame approach
employed here provides clear physical picture, as it grasps the low energy dynamics in a mathematically
proper manner. In this approach, it is clearly seen that pumping of spin current arises as a result of
off-diagonal components of the spin gauge field that causes electron spin flip (Fig. 18).
If so, is spin pumping an adiabatic effect or nonadiabatic one? Conventional adiabatic processes are
those where the system under time-dependent external field remains to be the lowest energy state at each
time (Fig. 18(a)). In the spintronics context, electron passing through a thick domain wall seems to be in
the adiabatic limit in this sense; The electron spin keeps the lowest energy state by rotating it according to
the magnetization profile at each spatial point as was argued in Sec. 6. In contrast, as is seen from the above
analysis, spin pumping effect does not arise in the same adiabatic limit; It is induced by the nonadiabatic
(off-diagonal) spin gauge field, A±s,t, which changes electron spin state in the local rotated frame with a
cost of sd exchange energy (Fig. 18(b)). For spin pumping effect, therefore, nonadiabaticity is essential, as
indicated also in a recent full counting statistics analysis (Hashimoto et al., 2017).
A careful microscopic description indicates that a nonadiabaticity is essential even in spin-transfer effect.
In fact, electron spin injected into a domain wall along x direction is polarized along n × ∇xn as a result
of nonadiabatic gauge field (Tatara et al., 2007, 2008), as shown in Eq. (213). This non equilibrium spin
polarization is perpendicular to the wall plane, and thus induces translational motion of the wall. This
is the physical mechanism of spin-transfer effect. At the same time, spin-transfer effect can be discussed
phenomenologically using conservation law of angular momentum. One should not forget, however, that
nonadiabaticity is implicitly assumed because spin rotation is caused only by a perpendicular component.
Physically, the spin pumping effect is essentially the same as electron transmission through domain wall
if we replace a spatial coordinate x and the time, as summarized in Fig. 19. In the case of domain wall,
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including the nonadiabatic gauge field to the next order leads to consideration of domain wall resistance
and nonadiabatic β torque (Tatara, 2000, 2001; Tatara and Kohno, 2004).
Spin-transfer effect for a domain wall Spin pumping due to magnetization precession
δs ∝ n×∇xn ∝ RA
±
s,x δs ∝ n× n˙ ∝ RA
±
s,t
Figure 19: Comparison of electron transmission through a domain wall and spin pumping effect. Large arrows represent the
localized spins, n, as function of position x (left figure) or time t (right figure), and electron spin is denoted by a small arrow
with a circle. A nonadiabatic spin polarizations δs induced by the nonadiabatic gauge field A±s,µ are represented by yellow
arrows. For the domain wall it is always perpendicular to the wall plane.
7.3. Spin accumulation in ferromagnet
The spin current pumping is equivalent to the increase of spin damping due to magnetization precession,
as was discussed in Refs. (Berger, 1996; Tserkovnyak et al., 2002). The damping effect is discussed by
calculating the torque by evaluating the spin polarization of the conduction electron spin in F region. To
do this, a field theoretic method is convenient, as it enables a direct estimate of position-dependent spin
density. Details are shown in Ref. (Tatara and Mizukami, 2017), and we here present only the result. The
induced spin density in the ferromagnet is obtained as
s(F)(r, t) =
m2νNa
2
2kF+kF−
∑
σ
[
(n× n˙)Tσ,−σe
−iσ(kF+−kF−)x + n˙(−iσ)Tσ,−σe
−iσ(kF+−kF−)x
]
, (130)
where νN is electron density of states in the normal metal and kF σ(σ = ±) denotes the Fermi wave vector
for spin ± in the ferromagnet. The induced spin accumulation density in the whole ferromagnet is
s(F) ≡
1
d
∫ 0
−d
dxs(F)(x)
=
m2νNa
2
kF+kF−(kF+ − kF−)d
[
(n× n˙)
(
−Im[T↑↓](1 − cos d˜) + Re[T↑↓] sin d˜
)
+ n˙
(
Re[T↑↓](1− cos d˜) + Im[T↑↓] sin d˜
)]
,
(131)
where d˜ ≡ (kF+ − kF−)d, and d is the thickness of ferromagnet. As a result of this induced electron spin
density, s(F), the equation of motion for the averaged magnetization is modified to be (Berger, 1996)
n˙ = −αn× n˙− γB × n−Mn× s(F), (132)
where B is the external magnetic field.
Let us first discuss thick ferromagnet case, d≫ |kF+ − kF−|
−1, where oscillating part with respect to d˜
is neglected in Eq. (131). The equation of motion then reads
(1 + δ)n˙ = −(α+ δα)n× n˙− γB × n, (133)
where
δα =
m2νNa
2M
kF+kF−(kF+ − kF−)d
Re[T↑↓], (134)
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is the Gilbert damping enhancement by the effect of normal metal and
δ =
m2νNa
2M
kF+kF−(kF+ − kF−)d
Im[T↑↓], (135)
represents the shift of the precession angular frequency ωB as
ωB =
γB
1 + δ
. (136)
This is equivalent to the modification of the gyromagnetic ratio, γ, or the g-factor.
For most 3d ferromagnets, we may approximate m
2νNaMǫF
2
2kF+kF−(kF+−kF−)
≃ O(1) (as kF+ − kF− ∝ M),
resulting in δα ∝ adRe[T↑↓]. When interface spin-orbit interaction is taken into account, we have T↑,↓ =
t˜0↑t˜
0
↓ + iγ˜xz(t˜
0
↑ + t˜
0
↓) + O((γ˜)
2), where t˜0σ and γ˜xz have usually small imaginary part compared to the real
part (Xia et al., 2002; Zwierzycki et al., 2005). Moreover, Re[t˜0σ] can be chosen as positive in most cases
and thus T↑,↓ > 0. Equations (134) and (136) indicate that the strength of the hopping amplitude t˜
0
σ and
interface spin-orbit interaction γ˜xz are experimentally accessible by measuring Gilbert damping and shift of
resonance frequency as has been known (Tserkovnyak et al., 2002). A significant consequence of Eq. (134)
is that the enhancement of the Gilbert damping,
δα ∼
a
d
1
ǫF 2
t˜0↑t˜
0
↓, (137)
can exceed in thin ferromagnets the intrinsic damping parameter α, as the two contributions are governed by
different material parameters. In contrast to the positive enhancement of damping, the shift of the resonant
frequency or g-factor can be positive or negative, as it is linear in the interface spin-orbit parameter γ˜xz.
Experimentally, enhancement of the Gilbert damping and frequency shift has been observed in many
systems (Mizukami et al., 2001). In the case of Py/Pt junction, enhancement of damping is observed to be
proportional to 1/d in the range of 2nm< d < 10nm, and the enhancement was large, δα/α ≃ 4 at d = 2 nm
(Mizukami et al., 2001). These results appear to be consistent with our analysis. Same 1/d dependence was
observed in the shift of g-factor. The shift was positive and magnitude was about 2% for Py/Pt and Py/Pd
with d = 2nm, while it was negative for Py/Ta (Mizukami et al., 2001). The existence of both signs suggests
that the shift is due to the linear effect of spin-orbit interaction, and the interface spin-orbit interaction we
discuss is one of possible mechanisms.
For thin ferromagnet, d˜(= (kF+ − kF−)d) . 1, the spin accumulation of Eq. (131) leads to
δα =
m2νNa
2M
2kF+kF−
Im[T↑↓]
δ = −
m2νNa
2M
2kF+kF−
Re[T↑↓]. (138)
Thus, for weak interface spin-orbit interaction, positive shift of resonance frequency is expected (if Re[T↑↓] >
0). Significant feature is that the damping can be reduced or even be negative if strong interface spin-orbit
interaction exists with negative Im[T↑↓]. Our result indicates that ’spin mixing conductance’ description of
Ref. (Tserkovnyak et al., 2002) breaks down in thin metallic ferromagnet.
7.4. Historical background and adiabatic pumping
Spin current generation due to magnetization precession was pointed out before Tserkovnyak theory by
R. H. Silsbee et al. (Silsbee et al., 1979), where the effect of interface spin accumulation on the electron spin
resonance in FN junction was focused on. Enhancement of Gilbert damping constant in FN junction was
theoretically studied by L. Berger (Berger, 1996), and developed by other authors (Sˇima´nek and Heinrich,
2003; Sˇima´nek, 2003). Experimental studies were also carried out and results were in agreement with thoeries
(Mizukami et al., 2001; Urban et al., 2001).
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In 2002, Tserkovnyak et al. presented a novel interpretation to those effects in terms of spin current
generation, which they called the spin pumping effect (Tserkovnyak et al., 2002). Based on the adiabatic
pumping theory, they showed that the spin current generated are determined by so-called the spin mixing
conductance, which is written by use of scattering amplitudes.
Adiabatic pumping theory started by the seminal paper by Thouless, where he discussed that a current
is induced in quantum system by applying a periodic modulation of a potential (Thouless, 1983). The study
was described by use of scattering theory. Current dynamically generated in electron system is generally
written as (Moskalets, 2012)
I =
e
h
∫
dE (fout(E)− f(E)) , (139)
where f(E) is the equilibrium distribution with energy E and fout(E) is a nonequilibrium distribution
function for the outgoing electron in the presence of external perturbation. Functions fout(E) and f(E) are
related by scattering matrix element, Sαβ, that also connects the outgoing and incoming electron operator
as aout,α = Sαβain,β , where α, β are indeces of leads. Sαβ is therefore reflection or transmission amplitudes
between leads α and β. When the perturbation is periodic with period T , the current in the slow variation
(adiabatic) limit is given by
I =
ie
2π
∫
dE
(
−
∂f
∂E
)∫ T
0
dt
T
tr
[
S†(E, t)
∂
∂t
S(E, t)
]
=
ie
2π
∫ T
0
dt
T
tr
[
S†(ǫF , t)
∂
∂t
S(ǫF , t)
]
. (140)
The expression is written using the integral over the scattering matrix as
I =
ie
2π
∮
tr
[
S†(ǫF , t)dS(ǫF , t)
]
. (141)
In the case of a single time-dependent parameter, the integral is trivial and vanishes, while for two parameters
p(t) = (p1(t), p2(t)), it reads using Stokes theorem
I =
ie
2π
∮
tr [∇p × v(p)] , (142)
where ∇p ≡
d
dp is a derivative in the parameter space. The pumped current is thus determined by the flux
∇p × v(p) in the parameter space (Brouwer, 1998; Moskalets, 2012).
8. Brief remark on thermal transport
Let us briefly mention transport driven by temperature gradient. In metals, a temperature gradient gives
rise to a force on electrons in the same manner as external electric field, and thus thermal transport effects
appear to be discussed in parallel to the electrically-induced effects phenomenologically speaking. Strictly
speaking, however, there is no rigorous formalism to incorporate temperature gradient in quantum systems,
as the system is non-equilibrium and also because temperature is a concept defined in a macroscopic scale.
Nevertheless, as thermal transport effects are important for applications like Peltier effect, some theoretical
approaches were proposed in the 1960’s.
Of those, Luttinger’s method (Luttinger, 1964) is commonly used nowadays. He introduced a scalar
potential to describe temperature gradient. The potential couples to the energy density of the system and
was called the gravitational potential, perhaps because gravitational field couples to the energy density of
the system in theory of general relativity. Emergence of such a potential may be understood as follows.
A quantum system with Hamiltonian H at equilibrium is described by the partition function, tr[e−βH ],
where β = 1/(kBT ) is the inverse temperature. When temperature is inhomogeneous, T (r) = T0 + δT (r),
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we may expand (without justification) the partition function to the lowest order of δT to obtain (H is the
Hamiltonian density)(Matsumoto et al., 2014)
tr
[
exp
(
−
1
kB
∫
d3r
H
T
)]
≃ tr
[
exp
(
−
1
kB
∫
d3r
H
T0
(
1−
δT
T0
))]
. (143)
We see that temperature inhomogeneity looks like a scalar potential
ψT ≡ −
δT
T0
, (144)
which couples to the Hamiltonian density. Based on this ’gravitational’ potential, Luttinger gave a prescrip-
tion to calculate thermal transport coefficients in the framework of linear response theory.
For such treatment, temperature needs to be defined locally. In other words, the system needs to be in
local equilibrium, satisfying energy conservation law of
E˙ +∇ · jE = 0, (145)
where E and jE are energy density and energy current density, respectively. This indicates that there is
approximately a U(1) gauge invariance for energy, similarly to that for charge. (Correctly speaking, the
energy conservation arises from translational invariance in time, and the corresponding symmetry is not
the U(1) symmetry. For small variation, however, it is approximated as U(1) gauge invariance.) Then the
temperature gradient can be expressed in therms of an effective vector potential (thermal vector potential)
(Moreno and Coleman, 1996; Shitade, 2014; Tatara, 2015b,a), which satisfies
A˙T =
∇T
T0
. (146)
Based on the above approaches, thermal transport can be described in parallel to the case of electric
cases by formally replacing the electric charge by energy density. This feature, however, requires careful
calculation of physical quantities because of enhancement at high energy, as noticed in some cases (Qin et al.,
2011; Kohno et al., 2016).
Luttinger’s approach has been employed to study thermally-induced electron transports (Smrcka and Streda,
1977; Oji and Streda, 1985; Qin et al., 2011; Eich et al., 2014), magnon transport (Matsumoto and Murakami,
2011) and thermally-induced torque (Kohno, 2014). Vector potential form was applied in Refs. (Shitade,
2014; Tatara, 2015a). Thermal transport is particularly important for magnon spintronics in insulator ferro-
magnets (magnonics) (Murakami and Okamoto, 2017), as temperature gradient is most convenient driving
field for magnons with no electric charge.
9. Field theoretical approach
So far we discussed in a quantum mechanical picture. Such description may, however, lack transparency
because we always have to think in terms of wave functions. In contrast, in field theoretic formalisms,
physical observables are represented by fields, i.e., operators defined at each point in space and time, which
have their own dynamics. For instance, the Berry’s phase is represented in quantum mechanics as an
amplitude of a state change (Eq. (23)), while it has a clear physical meaning of an effective gauge field in
field theory. Most importantly, field theory enables us to evaluate directly physical observables and provides
clear theoretical scenario. In this section, we introduce field theoretical description and discuss spintronics
effects in the following sections. It turns out that physics becomes clear and consistent in the field-theoretic
formulation.
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9.1. Field operators
Quantum particles can be created and annihilated by quantum fluctuation and accordingly their numbers
fluctuate. This fluctuation is neglected in quantum mechanics where a condition that the particle number
in the whole space is always unity is imposed. This constraint is removed by introducing creation and
annihilation operators for the particle, which we denote here by aˆ† and aˆ, respectively 5. Creation and
annihilation may occur at any position and any time, and so the operators are functions of space and time
coordinates, i.e., fields. The field operators acts on states which specifies how many particles exist at each
space time point. Any states are therefore constructed by applying necessary particle creation operators
on a vacuum state |0〉. The creation and annihilation operators are, by definition, not commutative with
particle number operator, nˆ, because particle numbers before and after creation have a difference of 1. To
put in equation, we need impose
nˆaˆ† − aˆ†nˆ = aˆ† (147)
and
nˆaˆ− aˆnˆ = −aˆ (148)
These conditions are satisfied if we choose nˆ as
nˆ = aˆ†aˆ (149)
and impose either
[aˆ, aˆ†] = 1, [aˆ, aˆ] = [aˆ†, aˆ†] = 0, (150)
or
{aˆ†, aˆ} = 1, {aˆ, aˆ} = {aˆ†, aˆ†} = 0, (151)
for the operators. Here [A,B] ≡ AB−BA is a commutator and {A,B} ≡ AB+BA is an anti commutator.
We have therefore either bosons described by Eq. (150) or fermions satisfying Eq. (151). For spintronics,
the field of most interest is fermionic conduction electron, which we denote by c†σ(r, t) and cσ(r, t), where
σ = ± denotes spin degrees of freedom. For field operators, the commutator and anticommutator become
δ-function in space and time as
[aˆ(r, t), aˆ†(r′, t′)] = δ(r − r′)δ(t− t′) or {aˆ†(r, t), aˆ(r′, t′)} = δ(r − r′)δ(t− t′), (152)
because operators at different space time coordinates simply commute or anticommute.
In the absence of correlation effects between fields, the total many particle Hamiltonian is simply a
single-body Hamiltonian of quantum mechanics multiplied by particle number density, nˆ = cˆ†cˆ for the case
of electron. We use a vector representation for two spin components of electron operator, i.e., cˆ = (cˆ+, cˆ−).
For the 1-particle quantum mechanical Hamiltonian with mass m and potential V , Hqm = −
~
2∇2
2m + V (r),
the field version is
H =
∫
d3rcˆ†(r, t)
(
−
~
2∇2
2m
+ V (r)
)
cˆ(r, t). (153)
Here electron density cˆ†cˆ is split to make the Hamiltonian hermitian. Correlation effects are straightforwardly
included by replacing particle density by cˆ†cˆ.
5 In this section, field operators are denoted with ,ˆ although it shall be suppressed in the later sections.
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The time-dependence of field operators are governed by the Hamiltonian by the Heisenberg equation,
∂tcˆ =
i
~
[H, cˆ], ∂tcˆ
† =
i
~
[H, cˆ†]. (154)
The equation motions are derived from a field Lagrangian
L =
∫
d3ri~cˆ†∂tcˆ−H. (155)
The first time-derivative term represents the canonical relation between creation and annihilation operators.
In fact, Eq. (155) indicates that the canonical variable for cˆ is ~cˆ†, and canonical commutation relation of
{cˆ, cˆ†} = 1 is derived.
9.2. Field Lagrangian for sd model
The field representation of the Lagrangian for conduction electron interacting with localized spin is
Lˆ =
∫
d3r
[
i~cˆ† ˙ˆc− cˆ†(r, t)
(
−
~
2∇2
2m
−M(n · σ)
)
cˆ(r, t)
]
. (156)
Considering general case of inhomogeneous localized spin structure, we carry out a unitary transformation
to choose electron spin’s quantization axis along z-axis. This assumes that the sd exchange coupling is
strong and certain adiabatic condition is satisfied. For the spatial variation, the condition turns out to be
Eq. (113) in the clean case, while for time-dependent localized spin with angular frequency of ω, it would
be ωτ ≪ 1, where τ is the electron elastic lifetime. In the field representation, the unitary transformation
corresponds to define a new electron operators, a and a† as
aˆ(r, t) = U(r, t)cˆ(r, t). (157)
A 2× 2 matrix U(r, t) is chosen to satisfy
U−1(n · σ)U = σz , (158)
at each point, and it is thus as given in Eq. (65). Now the sd interaction is diagonalized for the new electron,
a and a†, as
Hˆsd = −M
∫
d3raˆ†σzaˆ, (159)
and thus this electron in the rotated frame is a good variable for describing low energy behavior. The unitary
transformation affects, however, the kinetic term is modified as
∂µcˆ = U
(
∂µ ±
i
~
As,µ
)
aˆ, (160)
where As,µ is defined in Eq. (92) and positive and negative signs correspond to µ = t and µ = x, y, z,
respectively. The Lagrangian for a-electron is therefore the one with minimal coupling to the gauge field
(using integral parts,
∫
d3rcˆ†(∇2cˆ) = −
∫
(∇cˆ†)(∇cˆ))
Lˆ =
∫
d3r
[
i~aˆ†
(
∂t +
i
~
As,t
)
aˆ−
~
2
2m
[
aˆ†
(
←
∇ +
i
~
As
)][(
→
∇ −
i
~
As
)
aˆ
]
+ ǫF aˆ
†aˆ+Maˆ†σz aˆ
]
, (161)
where
←
∇ and
→
∇ (= ∇) act on the field on the left and right side, respectively. Defining spin density and
spin current density operators in the rotated frame (without spin magnitude of 12 ) as
sˆα ≡ aˆ
†σαaˆ
jˆαs,i ≡
−i~
2m
aˆ†
↔
∇i σαaˆ, (162)
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it reads
Lˆ =
∫
d3r
[
i~aˆ† ˙ˆa−
~
2
2m
|∇aˆ|2 + ǫF aˆ
†aˆ+Maˆ†σz aˆ+ jˆ
α
s,iA
α
s,i −
nˆ
2m
A2s − sˆαA
α
s,t
]
. (163)
Here it is clear that the spatial and time components of the gauge field, As,i (i = x, y, z) and As,t, couples
to spin current density and spin density, respectively.
The gauge field Aαs,µ is a SU(2) gauge field that have three spin components (α = x, y, z) and four space-
time components (µ = x, y, z, t). In the adiabatic limit, it reduces to a single spin component Azs,µ ≡ As,µ
, i.e., to a U(1) gauge field we discussed in Sec. 4. In fact, in this limit, the minority spin electron can be
neglected due to a large electron spin polarization energy M . Thus electron field reduces to a →
(
a↑
0
)
and we end up with the Lagrangian equivalent to the one with electromagnetic gauge field,
L =
∫
d3r
[
i~aˆ†↑
(
∂t +
i
~
As,t
)
aˆ↑ −
~
2
2m
[(
∇+
i
~
As
)
aˆ†↑
] [(
∇−
i
~
As
)
aˆ↑
]
+Maˆ†↑aˆ↑
]
. (164)
10. Effective Lagrangian for localized spin
Once we know the field Lagrangian, field theory provides in principle any information on the system we
want. We discuss in term of Lagrangian, as Lagrangian contains information about canonical relations in
the time-derivative term as we saw in Sec. 9.1, while in the Hamiltonian approach, canonical relations need
to be imposed, although both approaches lead to the same result if calculated correctly.
We first show how effective Lagrangian for localized spin is derived from the sd model within equilibrium
quantum statistical physics. Effective Lagrangian is the one obtained by integrating out, in other words,
evaluating quantum trace of, other quantum degrees of freedom (Sakita, 1985), which is conduction electron
in our case. All the effects of electrons are formally contained in the effective Lagrangian. In Sec. 5,
we discussed that spin current induces Dzyaloshinskii-Moriya interaction (Eq. (102)). In the effective
Lagrangian study, this fact is discussed systematically on the equal footing as ferromagnetic exchange
interaction induced by conduction electron.
The effective Lagrangian for localized spin is obtained by evaluating the expectation value for the electron
treating the spin gauge field perturbatively. The spatial component of the spin gauge field is taken account
to the second order, while only the first order of temporal component needs to be retained. By use of
path-integral method, the effective action, time-integral of effective Lagrangian, is obtained as
∆S =
∫
dτ
∫
d3r
[
−sαAαs,0 + j
α
s,iA
α
s,i −
~
2
2m
A2sn
]
−
1
2
∫
dτ
∫
dτ ′
∫
d3r
∫
d3r
′
Aαs,i(τ, r)A
β
s,j(τ
′, r′)χαβij (τ, r, τ
′, r′),
(165)
where sα ≡ 〈sˆ〉 and jαs,i ≡
〈
jˆαs,i
〉
are expectation values of spin density and spin current, respectively (〈 〉
is quantum statistical average). The second term on the right hand side contains spin current correlation
functions
χαβij (τ, r, τ
′, r′) ≡
〈
jˆαs,i(τ, r)jˆ
β
s,j(τ
′, r′)
〉
=
1
βV
∑
qωℓ
e−iωℓ(τ−τ
′)eiq·(r−r
′)χαβij (iωℓ, q), (166)
where
χαβij (iωℓ, q) =
~
2
βV
∑
kωn
kikj
m2
tr[σαGk− q
2
,ωnσβGk+ q2 ,ωn+ωℓ ], (167)
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Figure 20: Feynman diagram representaion of contributions to the effective Lagrangian to the second order in spatial derivative
and linear order in time derivative. The spin gauge field As represented by wavy lines is linear in the derivative of localized
spin. Solid lines represent electron Green’s functions.
in terms of the imaginary time free Green’s function (ωn ≡ (2n−1)π/β is fermionic thermal frequency, with
n an integer),
Gk,ωn ≡
1
iωn − ǫk +Mσz
. (168)
The effective action is diagrammatically represented in Fig. 20.
The summation over thermal frequency in Eq. (167) is evaluated using contour integration as
1
β
∑
ωn
Gk,ωn,σσβGk′,ωn+ωℓ,σ′ = −
∫
C
dz
2πi
f(z)
1
z − ǫkσ
1
z + iωℓ − ǫk′σ′
=
f(ǫkσ)− f(ǫk′σ′ )
ǫkσ − ǫk′σ′ + iωℓ
, (169)
where z ≡ iωn is a complex thermal frequency and C is a contour surrounding the imaginary axis. As
the electrons connects localized spins at different position and time, the contribution of the effective action
containing correlation functions are nonlocal in general. For our purpose of looking into the second-order
derivatives, however, it is sufficient to consider the local components, because the spin gauge field contains
a first-order derivative. The correlation functions are therefore approximated as
χαβij (τ, r, τ
′, r′) = δ(r − r′)δ(τ − τ ′)χαβij (iωℓ = 0, q → 0), (170)
where χαβij (iωℓ = 0, q → 0) denotes that the limit of q → 0 is taken after setting ωℓ = 0. The effective action
is then represented by a local effective Lagrangian as ∆S =
∫
dτLeff(τ), where
Leff =
∫
d3r
[
−sαA
α
s,t + j
α
s,iA
α
s,i −
~
2
2m
A2sn−
1
2
χαβij (0, 0)A
α
s,iA
β
s,j
]
. (171)
We here see that spin accumulation of electron contributes to an additional spin Berry’s phase term (Aαs,0),
and linear term in spatial component Aαs,i arises if expectation value of spin current is finite. The terms
second order in the gauge field describes exchange interaction arising from electron conduction. They are
in general anisotropic in space and spin, such as, Jαβij ∇inα∇jnβ (J
αβ
ij is a coefficient), if symmetry of the
system is broken.
Below, we look into the exchange interaction focusing on the isotropic electron dispersion and neglecting
spin-orbit interaction. Spin current vanishes in the absence of external current, and the spin density is
diagonal, sα ≡ sδαz, where (s is defined without the factor of
1
2 of spin)
s ≡
1
V
∑
k
(fk+ − fk−), (172)
is the electron spin polarization density. The correlation function is written as
χαβij (0, 0) = δij [(δαβ − δαzδβz)χ
xx(0, 0) + δαzδβzχ
zz(0, 0) + ǫαβzχ
xy(0, 0)], (173)
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and each component is evaluated as
χxxij (ωℓ = 0, q → 0) = −
~
2(k5F+ − k
5
F−)
30π2m2M
δij
χxyij (ωℓ = 0, q → 0) = 0
χzzij (0, 0) = −
n
m
δij , (174)
where kF± ≡
√
2m(ǫF ±M)/~ is the Fermi wave vector of spin ± electron. The effective Lagrangian is
therefore obtained as
Leff =
∫
d3r
[
−sAzs,0 −
n
2m
(
1−
~
2(k5F+ − k
5
F−)
30π2mnM
)[
(Axs,i)
2 + (Ays,i)
2
]]
=
∫
d3r
[
s~
2
φ˙(cos θ − 1)−
Je
2
(∇n)2
]
, (175)
where
Je =
n~2
4m
[
1−
~
2(k5F+ − k
5
F−)
30π2mnM
]
, (176)
is the exchange interaction induced by electron, which is positive in the present model.
In the presence of applied current, spin current along localized spin (z direction in the rotated frame) is
finite. In this case we retain the spin current term to obtain
Leff =
∫
d3r
[
s~
2
[(∂t + vs · ∇)φ](cos θ − 1)−
Je
2
(∇n)2
]
, (177)
where vs is given by Eq. (99) with spin magnitude S replaced by s/2.
In the presence of spin-orbit interaction in systems with broken inversion symmetry, perpendicular spin
current, j⊥s , arises in general. Then we have a Lagrangian with Dzyaloshinskii-Moriya interaction interaction,
Leff =
∫
d3r
[
s~
2
(∂t + vs · ∇)φ(cos θ − 1)−
Je
2
(∇n)2 −Dαi (n×∇in)
]
, (178)
with DM constant given by Eq. (102).
Here we presented a simple case of single band electron. Contributions from many bands need to be
included for quantitative estimates for real materials. Evaluation of strengths of exchange interaction and
DM interaction is important in studies of magnetic structures (Katsnelson et al., 2010; Freimuth et al., 2014;
Mikhaylovskiy et al., 2015; Belabbes et al., 2016). Effective Hamiltonian approach gives a straightforward
method to evaluate interaction strengths when combined with the first principles calculations (Kikuchi et al.,
2016).
11. Landau-Lifshitz-Gilbert (LLG) equation with electron effects
In this section we consider effects of conduction electron on localized spin dynamics by directly calculating
the electron spin polarization and torque. The Hamiltonian we consider is
H = HS −M
∫
d3rn · sˆ+He, (179)
where sˆ ≡ c†σc is the electron spin field operator and He represents the conduction electron Hamiltonian.
Effects other than electrons are included as an effective magnetic field in HS . To describe the effect of applied
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Figure 21: Diagrammatic representation of interaction verteces including spin gauge field and electromagnetic gauge field.
Wavy, dotted and solid lines represent the spin gauge field As, electromagnetic gauge field, A, and electron, respectively.
electric current, we include an electromagnetic gauge field (vector potential), A. The electron Hamiltonian
is (see Eq. (4))
H0e ≡
∫
d3r
~
2
2m
[
cˆ†
(←
∇ +i
e
~
A
)] [(
∇− i
e
~
A
)
cˆ
]
=
∫
d3r
[
~
2
2m
|∇cˆ|2 +
ie~
2m
A · cˆ†
↔
∇i cˆ+
e2A2
2m
nˆ
]
. (180)
The total current density operator including the ’diamagnetic part’ due to the electromagnetic vector po-
tential is
jˆ ≡ −
δHe
δA
=
−ie~
2m
cˆ†
↔
∇ cˆ−
e2
m
nˆA. (181)
We do not consider electron spin relaxations like due to spin-orbit interaction. Relaxation effects are only
briefly mentioned later (See. Ref. (Kohno et al., 2006)).
Including the effect of the electron, the equation of motion for localized spin (LLG equation) reads
n˙ = −γBS × n+
Ma3
~S
n× s, (182)
where γBS ≡ −
1
~S
δHS
δn , a is the lattice constant, and
s ≡ 〈sˆ〉 , (183)
is the conduction electron spin polarization density, which contains all the electron effects such as spin-
transfer torque.
Calculation is carried out in the rotating frame that diagonalizes the sd exchange interaction, where low
energy behavior of electron spin is correctly described. The electromagnetic interaction in Eq. (180) with
spatial derivative is modified by the transformation, resulting in
Hˆe ≡ H
0
e +Hsd (184)
=
∫
d3r
[
~
2
2m
|∇aˆ|2 − ǫF aˆ
†aˆ−Maˆ†σz aˆ− jˆ
α
s,iA
α
s,i +
1
2m
A2s nˆ− jˆ ·A+
e2
2m
A2nˆ+
e
m
aˆ†AiAs,iaˆ
]
, (185)
where M ≡ JsdS, and
jˆ0i ≡
−ie~
2m
aˆ†
↔
∇i aˆ, (186)
is the bare (paramagnetic) current density of the rotated electron (superscript 0 is for bare part). The
interaction verteces in Eq. (185) are shown diagrammatically in Fig. 21.
The electron spin density in the rotated frame, s˜ ≡
〈
aˆ†σaˆ
〉
, is related to the laboratory frame one by
rotation matrix R as
si = Rij s˜j . (187)
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It is represented by lesser Green function, defined in the rotated frame by
G<σσ′ (r, t, r
′, t′) ≡
i
~
〈
aˆ†σ′(r
′, t′)aˆσ(r, t)
〉
, (188)
as
s˜(r, t) ≡ −i~tr[σG<(r, t, r, t)]. (189)
Our objective is to evaluate the Green’s function including the effect of localized spin structure, which
is expressed by the spin gauge field, As,, and electromagnetic gauge field, A, represented in Fig. 21. The
applied electric field is written as E = −A˙. We consider spatially uniform E and A. We consider DC case
(static electric field) by treating the angular frequency Ω of A as finite during the calculation and taking
the limit of Ω → 0 at the end (Rammer and Smith, 1986). (The electric field is expressed also by use of a
scalar potential Φ as E = −∇Φ, but the calculation is easier if we use vector potential.)
The lesser Green’s function is calculated by solving for the path-ordered Green’s function defined by
Gσ,σ′(r, t, r
′, t′) ≡ −
i
~
〈
TCaσ(r, t)a
†
σ′(r
′, t′)
〉
, (190)
where t, t′ are defined on a contour C which goes from −∞ to ∞ on the upper plane and comes back from
∞ to −∞ on the lower plane in a complex time plane. This Green’s function satisfies
i~∂tGkk′(t, t
′) = δ(t− t′)
〈
{ak(t), a
†
k′(t
′)}
〉
+
i
~
〈
TC [H, ak(t)]a
†
k′(t
′)
〉
, (191)
where Gkk′ is the Fourier transform of G(r, r
′) and H is the total Hamiltonian. We are interested in the
adiabatic limit, and treat the spin gauge field perturbatively to the linear order. The effect of the applied
current is also discussed to the linear order in A. Choosing the initial and final wave vectors as k + q2 and
k − q2 , respectively, the Dyson equation on time contour C reads
Gk− q
2
,k+ q
2
(t, t′) = gk(t− t
′)δq,0 + ~
∑
α
∫
C
dt1
[
~
m
kiA
α
s,i(q, t1) +A
α
s,t(q, t1)
]
gk− q
2
(t− t1)σαgk+ q
2
(t1 − t
′)
−
e~
m
ki
∑
αi
∫
C
dt1Ai(t1)gk(t− t1)gk(t1 − t
′) +
e
m
∑
αi
∫
C
dt1Ai(t1)A
α
s,i(q, t1)gk− q2 (t− t1)σαgk+
q
2
(t1 − t
′)
+
e~2
m2
∑
αi
kj
∫
C
dt1
∫
C
dt2
[(
k +
q
2
)
i
Ai(t2)A
α
s,j(q, t1)gk− q2 (t− t1)σαgk+
q
2
(t1 − t2)gk+ q
2
(t2 − t
′)
+
(
k −
q
2
)
i
Ai(t1)A
α
j (q, t2)gk− q2 (t− t1)gk−
q
2
(t1 − t2)σαgk+ q
2
(t2 − t
′)
]
+O((As)
2, A2), (192)
where gk(t) is the free path-ordered Green’s function.
11.1. Induced electron spin density
Electron spin density, written in terms of the lesser Green’s function at equal time and position,
G<(r, t, r, t) =
∑
kk′ e
i(k−k′)·rG<kk′(t, t), is represented by bubble diagrams starting from and ending at
r, t as
s˜(r, t) = r, t +
A + As + As
A
+ +
As
A
+ · · · . (193)
The first and second diagrams on the right-hand side are trivial one without effects of spin structure,
and are neglected. The third term containing As (represented by wavy line) only represents the equilibrium
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contribution in the presence of spin structure. It was already discussed in Sec. 10 in the effective Lagrangian
approach (the term of s in Eq. (175)), but we here argue in a different approach. The fourth, fifth and sixth
contributions including both As and electromagnetic gauge field A (represented by dotted line) represent
the current-induced contribution, which is of our most interest.
Evaluation of lesser Green’s function from the path-ordered one is carried out using projection formula
(called the Langreth formula),[∫
C
dt1A(t, t1)B(t1, t
′)
]<
=
∫ ∞
−∞
dt1(A
r(t, t1)B
<(t1, t
′) +A<(t, t1)B
a(t1, t
′))[∫
C
dt1A(t, t1)B(t1, t
′)
]r
=
∫ ∞
−∞
dt1A
r(t, t1)B
r(t1, t
′), (194)
where r and a denote the retarded and advanced components, respectively.
The perpendicular components of the spin density is defined as s˜± ≡ 12 (s˜
x ± is˜y). Its equilibrium
contribution (denoted by s˜(0)) as function of wave vector q is given as (σ± ≡ 12 (σx ± iσy) and A
±
s ≡
1
2 (A
x
s ± iA
y
s ))
s˜±,(0)(q) =
A±s,t
σ∓
k − q2
k + q2
σ±
= −i
~
V
∫
dω
2π
∑
k
A±s,t(q)
[
gk− q
2
,∓,ωgk+ q
2
,±,ω
]<
. (195)
As the spin gauge field is static, all the electron Green’s functions carries the same angular frequency, ω,
while the wave vector is shifted by that for the gauge field, q. Using Eq. (194) and
g<kσ(ω) = fkσδ(~ω − ǫkσ), (196)
where fkσ ≡
1
eβǫkσ+1
is the Fermi distribution function, it reads
s˜±,(0)(q) = −i
~
V
∫
dω
2π
∑
k
∑
µ
A±s,t(q)
[
grk− q
2
,∓,ωg
<
k+ q
2
,±,ω + g
<
k− q
2
,∓,ωg
a
k+ q
2
,±,ω
]
=
2
V
A±s,t(q)
∑
k
fk+ q
2
,± − fk− q
2
,∓
ǫk+ q
2
,± − ǫk− q
2
,∓
. (197)
The wave vector q for the localized spin structure is neglected in the adiabatic limit for evaluating the
electron energy, resulting in
s˜±,(0)(q) ≃ −
s
2M
A±s,t(q), (198)
where s is the equilibrium conduction electron spin density defined in Eq. (172).
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Current-induced contributions are calculated as
s˜±,(1a)(q) =
A±s
A
σ∓ σ
±
q
Ω
+
= −i
e~2
m2V
lim
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∫
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s˜±,(1b)(q) ≡
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A
= −i
e
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. (199)
Evaluating the lesser component, the first contribution reads
s˜±,(1a)(q) = −i
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lim
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∫
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(200)
We expand with respect to Ω and take the limit of Ω→ 0 using identities
gr
k+ q
2
,±,ω−Ω
2
gr
k+ q
2
,±,ω+Ω
2
= (gr
k+ q
2
,±,ω+Ω
2
)2 − (gr
k+ q
2
,±,ω+Ω
2
− gr
k+ q
2
,±,ω−Ω
2
)gr
k+ q
2
,±,ω+Ω
2
= (gr
k+ q
2
,±,ω+Ω
2
)2 +Ω(gr
k+ q
2
,±,ω+Ω
2
)3 +O(Ω2) (201)
and
~
2
(
k + q2
)
i
m
(grk+ q
2
,σ,ω)
2 =
∂
∂ki
grk+ q
2
,σ,ω. (202)
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After integral by parts with respect to k, we obtain
s˜±,(1a)(q) = i
e
mV
lim
Ω→0
∫
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Similarly, we have
s˜±,(1b)(q) = −i
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mV
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The sum of the two contributions thus is (using −iΩAi = Ei)
s˜±,(1)(q) ≡ s˜±,(1a)(q) + s˜±,(1b)(q)
=
e
mV
∑
i
Ei
∫
dω
2π
∑
k
×
[∑
j
~
2
m
A±s,j(q)f
′ (ω) kj
[(
k +
q
2
)
i
grk− q
2
,∓,ωg
r
k+ q
2
,±,ωg
a
k+ q
2
,±,ω +
(
k −
q
2
)
i
grk− q
2
,∓,ωg
a
k− q
2
,∓,ωg
a
k+ q
2
,±,ω
]
+A±s,i(q)f
′(ω)grk− q
2
,∓,ωg
a
k+ q
2
,±,ω
+A±s,i(q)f (ω)
[
grk− q
2
,∓,ω(g
r
k+ q
2
,±,ω)
2 − (grk− q
2
,∓,ω)
2grk+ q
2
,±,ω − (c.c.)
]
+
∑
j
A±s,j(q)f (ω) kjqi[(g
r
k− q
2
,∓,ω)
2(grk+ q
2
,±,ω)
2 − (gak− q
2
,∓,ω)
2(gak+ q
2
,±,ω)
2]
]
. (205)
.
Considering the adiabatic limit, electron Green’s functions are now evaluated at q = 0. Using f ′(ω) =
−δ(ω) valid at low temperatures, we obtain
s˜±,(1)(q) = −
e
2πmV
∑
ij
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]]
, (206)
where gak,σ ≡ g
a
k,σ,ω=0 and c.c. denotes complex conjugate. The summation over k in the first term on the
right-hand side is carried out as follows. Using grk,σg
a
k,σ = iτe(g
r
k,σ − g
a
k,σ) (we assume that elastic lifetime
τe for the two spins are equal), the first term of the right-hand side of Eq. (206) is evaluated as∑
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Retarded contribution is evaluated by use of contour integral as
1
V
∑
k
k2grk,∓g
r
k,± =
∫ ∞
−ǫF
dǫν(ǫ)(k(ǫ))2
1
ǫ±M − iηe
1
ǫ∓M − iηe
=
iπ
2M
[ν+(kF+)
2 − ν−(kF−)
2], (208)
where ν(ǫ) ≡ mk(ǫ)2π2 , k(ǫ) ≡
√
2m(ǫ+ ǫF )/~ and ηe ≡
~
2τe
. Other terms of Eq. (206) are smaller by order of
~
ǫF τe
and are neglected. The result of induced spin density is therefore
s˜±,(1)(q) = −
1
2M
js ·A
±
s, , (209)
where
js ≡
1
e
(σ+ − σ−)E ≡
P
e
j, (210)
and P ≡ σ+−σ−σ++σ− is the spin polarization of the current, σ± ≡
e2n±τe
m being spin-resolved conductivity (n± is
spin-resolved electron density).
The non-adiabatic contribution (finite q contribution) has a form like s˜±,na(q) = χ±ij(q)EiA
±
s,j(q), where
χ±ij denotes a correlation function, and has a non-local form in the real space as (Tatara et al., 2007, 2008)
s˜±,na(r) = Ei
∫
d3r
′
χ±ij(r − r
′)A±s,j(r
′). (211)
This nonlocal spin polarization represents the force due to electron reflection by localized spin structure like
in the case of domain wall (Tatara and Kohno, 2004), as will be discussed later.
From Eqs.(198)(209)(211), the spin polarization density is obtained as
s˜ = −
1
2M
[
sAs,t + js,iAs,i
]⊥
+ s˜na. (212)
The laboratory frame spin density is finally obtained as
s ≡ Rs˜ =
1
2M
[
s(n× n˙) + [n× (js · ∇)n]
]
+ sna, (213)
where sna ≡ Rs˜na.
When spin relaxation is included in the electron Hamiltonian He, spin polarization perpendicular to the
adiabatic case is induced (Zhang and Li, 2004). The effect of spin relaxation (sr) leads to spin polarization
of (Kohno et al., 2006; Kohno and Shibata, 2007; Tatara and Entel, 2008)
ssr = −
1
Jsda3
[
αsrn˙+
a3
2S
βsr(js · ∇)n
]
, (214)
where αsr and βsr are dimensionless parameters proportional to spin relaxation rate.
The LLG equation including the effects of conduction electron, Eq. (182), is explicitly given by
(1 + δ)n˙ = −γB × n− αsr(n× n˙)−
a3
2S
(js · ∇)n− βsr
a3
2S
[n× (js · ∇)n] + τ na, (215)
where δ ≡ sa
3
2S is the renormalization of localized spin due to the conduction electron spin polarization.
43
12. Current-driven domain wall motion
We discuss here dynamics of a domain wall based on the LLG equation including the current-induced
torques, Eq. (215). Applied magnetic field and pinning, represented by including a local magnetic field, are
not considered. Similarly to the field-driven case discussed in Sec. 3.4, the equation of motion for current-
driven wall is obtained by putting the wall profile (51) in Eq. (215) and integrating over spatial coordinate
as
φ˙+ α
X˙
λ
=
βw
λ
j˜
X˙ − αλφ˙ =− vc sin 2φ+ j˜, (216)
where both vc ≡
K⊥λS
2~ and j˜ ≡
a3P
2eS j have dimension of velocity, P ≡ ejs/j being spin polarization of the
current. Here
βw ≡ βsr + βna, (217)
represents the total current-induced force as a result of spin relaxation and electron reflection (βna). The
reflection force term βna arises from the nonadiabatic (nonlocal) torque τna, and is written in terms of
electric registance due to the wall, Rw (Tatara and Kohno, 2004; Tatara et al., 2008) as
βna ≡
e2
h
NRw, (218)
where N = nAλ is the total number of spins in wall with thickness λ, where n and A are electron density
and cross sectional area of the system, respectively.
When βw = 0 and without magnetic field, the wall velocity when a constant j˜ is applied is easily obtained
as (Tatara and Kohno, 2004)
X˙ =
{
0 (j˜ < j˜ic)
1
1+α2
√
j˜2 − (j˜ic)
2 (j˜ ≥ j˜ic)
(219)
and j˜ic ≡ vc is the intrinsic threshold current density (Tatara and Kohno, 2004). Namely, the wall cannot
move if the applied current is lower than the threshold value as shown in black line in Fig. 22. This is
because the torque supplied by the current is totally absorbed by the wall by tilting the out of plane angle
to be sin 2φ0 = j˜/vc when the current is weak (|j˜/vc| ≤ 1) and thus the wall cannot move. This effect is
called the intrinsic pinning effect (Tatara et al., 2008). For larger current density, the torque carried by the
current induces an oscillation of the angle similar to the Walker’s breakdown in an applied magnetic field,
and the wall speed also becomes an oscillating function of time.
When nonadiabaticity parameter βw is finite, the behavior changes greatly and intrinsic pinning effect is
removed and the wall can move with infinitesimal applied current if extrinsic pinning is neglected. In fact,
when the applied current density is |j˜| > |j˜a|, where
j˜a ≡
vc
1− βw/α
, (220)
the solution of Eq. (216) is an oscillating function given by (Tatara et al., 2008)
X˙ =
βw
α
j˜ +
vc
1 + α2
(
j˜/j˜a
)2
− 1
j˜/j˜a − sin(2ωt− ϑ)
, (221)
where
ω ≡
vc
λ
α
1 + α2
√(
j˜
j˜a
)2
− 1, sinϑ ≡
vc
(βw/α− 1)j˜
. (222)
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Figure 22: Time averaged wall velocity vw as function of applied spin-polarized current j for α = 0.01. Intrinsic pinning
threshold jic exists only for βw = 0. The current density where derivative of vw is discontinuous corresponds to j˜a.
The time-average of the wall speed is
X˙ =
βw
α
j˜ +
vc
1 + α2
1
j˜a
√
j˜2 − j˜2a . (223)
For current density satisfying j˜ < j˜a, ω becomes imaginary and the oscillation in Eq. (221) is replaced by
an exponential decay in time. The wall velocity then reaches a terminal value of
X˙ →
βw
α
j˜. (224)
The angle of the wall also reaches a terminal value determined by
sin 2φ0 →
(
βw
α
− 1
)
j˜
vc
. (225)
The averaged wall speed (Eq. (223)) is plotted in Fig. 22.
12.1. Threshold current for domain wall motion
The intrinsic pinning is a unique feature of current-driven domain wall, as the wall cannot move even in
the absence of pinning center. In the unit of A/m2, the intrinsic pinning threshold is
jic =
eS2
Pa3~
K⊥λ. (226)
For device applications, this threshold needs to be lowered by reducing the hard-axis anisotropy and wall
width (Fukami et al., 2008). The intrinsic pinning regime is promising for stable device operations, be-
cause the threshold current and dynamics is insensitive to extrinsic pinning and external magnetic field
(Tatara and Kohno, 2004), as was confirmed experimentally (Koyama et al., 2011). This is due to the fact
that the wall dynamics in the intrinsic pinning regime is governed by a torque, which governs the wall ve-
locity X˙, while extrinsic pinning and magnetic field induce force, which governs φ˙; The forces due to sample
irregularity therefore does not modify the motion induced by a torque in the intrinsic pinning regime. The
insensitivity is therefore a consequence of the fact that the wall carries both linear and angular momenta,
and thus has two different mechanisms for driving.
Experimentally, intrinsic pinning is observed in perpendicularly magnetized materials (Koyama et al.,
2011), while materials with in-plane magnetization mostly are in the extrinsic pinning regime governed by
45
the nonadiabatic parameter βw and extrinsic pinning. In this regime, the threshold current of the wall
motion is given by (Tatara et al., 2006)
jec ∝
Ve
βw
, (227)
where Ve represents strength of extrinsic pinning potential like those generated by geometrical notches and
defects. Control of nonadiabaticity parameter is therefore expected to be useful for driving domain walls at
low current density.
Close to the threshold current density, thermal assist (Tatara et al., 2005) and creep motion (Lemerle et al.,
1998) becomes important.
Of recent interest from the viewpoint of low current operation is to use multilayer structures. For
instance, heavy metal layers turned out to lower the threshold current by exerting a torque as a result
of spin Hall effect (Emori et al., 2013), and synthetic antiferromagnets turned out to be suitable for fast
domain wall motion at low current (Saarikoski et al., 2014; Yang et al., 2015; Lepadatu et al., 2017).
It was recently shown theoretically that strong Rashba-induced magnetic field works as a strong pinning
center when introduced locally, and that this Rashba pinning effect is useful for highly reliable control of
domain walls in racetrack memories (Tatara et al., 2016).
13. Magnon gauge field
Let us discuss that effective gauge field exist for magnons. Magnon (spin wave) is an excitation repre-
senting fluctuation of localized spin. For localized spin configuration polarized uniformly along z direction,
magnon is introduced by use of the Holstein-Primakov boson, represented by field operators b and b†. For
treating localized spins with spatial and temporal variations, we introduce unitary transformation, in the
same manner as the case of electron. The localized spin is represented as
S = U3(r, t)S˜, (228)
where S˜ is spin vector with average along the z direction and U3 is a 3 × 3 unitary matrix describing a
rotation of a vector zˆ to the direction (θ, φ). The spin vector S˜ is repressented by magnon field as
S˜ ≡ Szˆ + δs
δs =
 γ(b† + b)iγ(b† − b)
−b†b
 , (229)
where γ ≡
√
S
2 , and the terms third- and higher-order in boson operators are neglected. The unitary matrix
is chosen as Thiele (1973)
U =
 cos θ cosφ − sinφ sin θ cosφcos θ sinφ cosφ sin θ sinφ
− sin θ 0 cos θ
 . (230)
The unitary transformation modifies derivatives of spin as
∇iS = U3
(
∇i −
i
~
AU,i
)
S˜, (231)
where
AU,i ≡ iU
−1
3 ∇iU3, (232)
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is a spin gauge field represented by a 3× 3 matrix. Explicitly, the spin gauge field reads
AU,i = i~
∇µθ
 0 0 10 0 0
−1 0 0
+∇µφ
 0 − cos θ 0cos θ 0 sin θ
0 − sin θ 0
 . (233)
Here we consider the simple system with ferromagnetic exchange ineteraction, represented by the La-
grangian
LF =
∫
d3r
a3
[
−~S(1− cos θ)φ˙ −
J
2
(∇S)2
]
. (234)
The exchange interaction is written in the rotated frame as
(∇S)2 = (∇S˜)2 +
i
~
S˜†(AU ·
↔
∇)S˜ +O((AU )
2). (235)
The second term contains terms linear in boson operators. They describe the interaction of localized spin
structure and magnons, and are neglected. We thus obtain to the linear order in the derivative of localized
spin structure
(∇S)2 = 2S
[
|∇b|2 −
i
~
As(b
†
↔
∇ b)
]
, (236)
where As =
~
2 (∇φ) cos θ agrees with the spin gauge field for conduction electron. (Although magnon spin is
−1, we keep the prefactor of 12 for electron spin in As to avoid confusion.) The time-derivative term of Eq.
(234), LB, is written in terms of magnon opearators as
LB = −i
~
2
[
b†∂tb+
i
~
As,tb
†b
]
, (237)
where As,t is the time component of spin gauge field. The Lagrangian (234) is therefore written as a
Lagrangian for a boson interacting with an effective U(1) gauge field (Tatara, 2015a),
LF =
∫
d3r
a3
[
−i
~
2
b†∂tb+As,tb
†b− JS|∇b|2 −As · jm
]
, (238)
where
jm ≡ −i
JS
~
b†
↔
∇ b, (239)
is magnon current. As magnon carry negative spin, the sign of the gauge coupling term, As ·jm, of Eq. (238)
is negative. Equation (238) indicates an interesting fact that magnon feels an effective U(1) gauge field that
is the same as the one As,µ for conduction electron spin. This fact might be natural from symmetry point
of view, but is not obvious. At equilibrium, magnon chemical potential is zero, and expectation value of
magnon number is determined by temperature. Equation (238) indicates that an effective chemical potential
for magnon, As,t, emerges from dynamics of localized spin. Experimental observation of dynamically-induced
magnon chemical potential was reported recently (Du et al., 2017). Spin structure with finite effective
magnetic field Bs like magnetic skyrmion induces magnon Hall effect (Dugaev et al., 2005).
14. Interface Rashba spin-orbit effects
Although theoretical physics has been focusing on infinite systems for exploring beautiful general law
supported by symmetries, studying such ’beautiful’ systems seems to becoming insufficient in condensed
matter physics. This is because demands to understand interfaces and surfaces has been increasing rapidly
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as devices are becoming smaller and smaller to meet the needs for fast processing of huge data. Systems
with lower symmetry are therefore important subjects of material science today.
Surfaces and interfaces have no inversion symmetry, and this leads to emergence of an antisymmetric
exchange interaction (Dzyaloshinskii-Moriya interaction) (Dzyaloshinsky, 1958; Moriya, 1960) in magnetism
. As for electrons, broken inversion symmetry leads to a peculiar spin-orbit interaction, called the Rashba
interaction (Rashba, 1960), whose quantum mechanical Hamiltonian is
HR = iαR · (∇× σ), (240)
where σ is the vector of Pauli matrices and αR is a vector representing the strength and direction of the
interaction. The form of the interaction is the one derived directly from the Dirac equation as a relativistic
interaction, but the magnitude can be strongly enhanced in solids having heavy elements compared to the
vacuum case.
As is obvious from the form of the Hamiltonian, the Rashba interaction induces electromagnetic cross cor-
relation effects where a magnetization and an electric current are induced by external electric and magnetic
field, E and B, respectively, like represented at finite frequency ω as
M = κME(αR ×E), j = i~ωγκME(αR ×B), (241)
where κME is a coefficient depending on frequency (Shibata et al., 2016). The emergence of spin accumu-
lation from the applied electric field, mentioned in Refs. (Rashba, 1960; Dyakonov and Perel, 1971), was
studied by Edelstein (Edelstein, 1990) in detail, and the effect is sometimes called Edelstein effect. The gen-
eration of electric current by magnetic field or magnetization, called the inverse Edelstein effect (Shen et al.,
2014), was recently observed in multilayer of Ag, Bi and a ferromagnet (Sanchez et al., 2013).
14.1. Effective magnetic field
When a current density j is applied, the conduction electron has average momentum of p = menj (n is
electron density), and Eq. (240) indicates that an effective magnetic field of Be =
ma3
e~2γαR × j, acts on the
conduction electron spin (γ(= em ) is the gyromagnetic ratio). When the sd exchange interaction between
the conduction electron and localized spin is strong, this field multiplied by the the spin polarization, P , is
the field acting on the localized spin. Namely, the localized spin feels a current-induced effective magnetic
field of
BR =
Pma3
e~2γ
αR × j. (242)
The strength of the Rashba-induced magnetic field is estimated (choosing a = 2A˚) as BR = 2 × 10
16 ×
αR(Jm)js(A/m
2); For a strong Rashba interaction αR = 1 eVA˚ like at surfaces (Ast et al., 2007), BR =
4×10−2 T at js = 10
11 A/m2. This field appears not very strong, but is sufficient at modify the magnetization
dynamics. In fact, for the domain wall motion, when the Rashba-induced magnetic field is along the magnetic
easy axis, the field is equivalent to that of an effective β parameter of
βR =
2mλ
~2
αR, (243)
where λ is the wall thickness. If αR = 1 eVA˚, βR becomes extremely large like βR ≃ 250 for λ = 50 nm.
Note that β arising from spin relaxation is the same order as Gilbert damping constant, namely of the order
of 10−2. Such a large effective βR from Rashba effect is expected to leads to an extremely fast domain wall
motion under current (Obata and Tatara, 2008; Manchon and Zhang, 2009).
Experimentally, it was argued that fast domain wall motion observed in Pt/Co/AlO was due to the
Rashba interaction (Miron et al., 2010), but the result is later associated with the torque generated by spin
Hall effect in Pt layer (Emori et al., 2013).
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Figure 23: Domain wall (DW) transported with current j in a magnetic wire with a local Rashba spin-orbit pinning potential
αR of finite width used to capture and pin a moving wall.
Domain walls in ferromagnetic nano wires are potential building-blocks of future technologies such as
racetrackmemories (Yang et al., 2015). For such memories, efficient mechanisms to initiate and stop domain-
wall motion are necessary. It was pointed out theoretically that a locally embedded spin-orbit interaction
of Rashba type (Fig. 23) acts as a strong pinning center for current-driven domain walls and that efficient
capturing and depinning of the wall is realized even using a weak spin-orbit interaction (Tatara et al., 2016).
14.2. Rashba-induced spin gauge field
Since the interaction (240) is the one coupling to the spin current, the Rashba interaction is regarded
as a gauge field acting on electron spin as far as the linear order concerns. In the field representation, the
interaction is
HR = i
∫
d3rc†αR · (
↔
∇ ×σ)c. (244)
Considering the case of strong sd exchange interaction, the interaction is expressed in terms of the rotated
frame electron, a ≡ U−1c, where U is defined in Eq. (65), as
HR = −
e
2m
∫
d3ra†(−i
↔
∇) · ARa, (245)
where
AR,α ≡ −
m
e~
ǫαβγαR,βRγδσδ ≡ A
δ
R,ασδ, (246)
and R is defined in (125). We neglect contributions including derivatives of localized spin structure, namely,
spin gauge field As. In the strong sd exchange interaction case, a gauge field AR is projected to the diagonal
component, AR,α → A
z
R,α ≡ AR,α, giving rise to a U(1) effective gauge field of
AR ≡ −
m
e~
(αR × n). (247)
Existence of a gauge field naturally leads to an effective electric and magnetic field (Kim et al., 2012;
Nakabayashi and Tatara, 2014)
ER = −A˙R =
m
e~
(αR × n˙)
BR =∇×AR = −
m
e~
∇× (αR × n). (248)
In the presence of electron spin relaxation, the electric field has a perpendicular component (Tatara et al.,
2013a)
E′R =
m
e~
βR[αR × (n× n˙)], (249)
where βR is a coefficient representing the strength of spin relaxation. For the case of strong Rashba inter-
action of αR = 3 eVA˚, as realized in Bi/Ag, the magnitude of the electric field is |ER| =
m
e~αRω = 26kV/m
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Figure 24: Schematic figure depicting (spin relaxation contribution of) Rashba-induced spin electric field E′R generated by
magnetization precession in a junction of a ferromagnet (F), a nonmagnetic spacer (N) and a heavy atom layer (Bi), where the
Rashba interaction is induced. Electric current j is induced as a result of motive force E′R in the direction perpendicular to
both n× n˙ and Rashba field αR. The magnetic field component BR lies in-plane and is expected to induce ’giant’ spin Hall
effect when an electric field is applied perpendicular to the plane.
if the angular frequency ω of magnetization dynamics is 10 GHz. The magnitude of relaxation contribution
is |E′R| ∼ 260V/m if βR = 0.01. The effective magnetic field in the case of spatial length scale of 10 nm is
high as well; BR ∼ 260T.
The Rashba-induced electric fields, ER and E
′
R, are important from the viewpoint of spin-charge con-
version. In fact, results (248)(249) indicates that a voltage is generated by a dynamics magnetization if the
Rashba interaction is present. Importantly, this effect emerges even from a spatially uniform magnetization
precession, in sharp contrast to the conventional adiabatic effective electric field (spin motive force) (Eq.
(77)). In the case of a think film with Rashba interaction perpendicular to the plane and with a precessing
magnetization, the component ER ∝ n˙ has no DC component, while the relaxation contribution E
′
R has
a DC component perpendicular to n× n˙ ‖ n, where n× n˙ and n denote time-averages. The geometry of
this current pumping effect, j ∝ E′R ∝ αR × n (Fig. 24), is therefore the same as the one expected in the
case of inverse Edelstein effect, conventionally discussed in terms of spin current Shen et al. (2014).
In the present form, Eqs. (248)(249), the Rashba-induced electric field is a local quantity; a voltage is
generated by a direct contact between the Rashba interaction and magnetization. It is expected, however,
to become long-ranged if electron diffusion is taken into account. The inverse Edelstein effect reported in
Ref. (Sanchez et al., 2013) in a system with a Ag spacer, would therefore be explained by the long-ranged
Rashba-induced voltage. For this scenario to be justified, it is crucial to confirm the existence of magnetic
component, BR, which can be of the order of 100T. In the setup of Fig. 24, BR is along n. The field can
therefore be detected by measuring “giant” in-plane spin Hall effect when a current is injected perpendicular
to the plane.
Electric current generation by spin dynamics with Rashba spin-orbit interaction was theoretically dis-
cussed in the case of a dot (Levitov and Rashba, 2003) and two-dimensional electron gas (Tokatly and Sherman,
2010)
15. Anomalous optical properties of Rashba conductor
The idea of effective gauge field is useful for extending the discussion to include other degrees of freedom,
like optical properties. In fact, the fact that the Rashba interaction coupled with magnetization leads to
an effective vector potential AR (Eq. (247)) for electron spin indicates that the existence of intrinsic spin
flow. Such intrinsic flow affects the optical properties, as incident electromagnetic waves get Doppler shift
when interacting with flowing electrons, resulting in a transmission depending on the direction (directional
dichroism), as was theoretically demonstrated in Refs. (Shibata et al., 2016; Kawaguchi and Tatara, 2016).
The magnitude of the directional dichroism for the case of wave vector q is determined by q · (αR × n).
The vector (αR × n), which breaks both time-reversal and spatial inversion symmetries, is called in the
context of multiferroics the toroidal moment, and it was argued to acts as an effective vector potential for
light (Sawada and Nagaosa, 2005).
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15.1. Electromagnetic metamaterial property
It was shown that Rashba conductor itself, without magnetization, shows peculiar optical properties
such as negative refraction as a result of spin-charge mixing effects (Shibata et al., 2016, 2018). In fact,
spin-charge mixing effects of Eq. (241) leads to a current generated by applied electric field, E, given by
(schematically shown in Fig. 25)
jIE·E = −i~ωγ(κME)
2[αR × (αR ×E)]. (250)
As it is opposite to the applied field, the mixing effect results in a softening of the plasma frequency as
for the E having components perpendicular to αR. The electric permittivity of the system is therefore
anisotropic; Choosing αR along the z axis, we have
εz = 1−
ω2p
ω(ω + iη)
, εx = εy = 1−
ω2R
ω(ω + iη)
, (251)
where ωp =
√
e2ne/ε0m is the bare plasma frequency (ne is the electron density), and
ωR ≡ ωp
√
1 + ReC(ωR) < ωp, (252)
is the plasma frequency reduced by the spin mixing effect. Here
C(ω) ≡ −
αR
2kF
2
ǫFn
∫
d3k
(2π)3
γksk
(~ω + iη)2 − 4γ2k
, (253)
with sk ≡
∑
σ=± σfkσ is the electron spin polarization and γk ≡ |k×αR|, represents the correlation function
representing the Rashba-Edelstein effect (Shibata et al., 2016). The real part of C(ω) is negative near ω ∼ ωp
and thus ωR < ωp. The frequency region ωR < ω < ωp is of interest, as the system is insulating (εz > 0)
in the direction of the Rashba field but metallic in the perpendicular direction (εx < 0). The dispersion
in this case becomes hyperbolic, and the group velocity and phase velocity along q can have opposite
direction, resulting in negative refraction. Rashba system is, therefore a natural hyperbolic metamaterial
(Narimanov and Kildishev, 2015). A great advantage of Rashba conductors are that the metamaterial
behavior arises in the infrared or visible light region, which is not easily accessible in artificially fabricated
systems. In the case of BiTeI with Rashba splitting of α = 3.85 eVA˚(Ishizaka et al., 2011), the plasma
frequency is ωp = 2.5 × 10
14 Hz (corresponding to a wavelength of 7.5µm) for ne = 8 × 10
25 m−3 and
ǫF = 0.2 eV (Demko´ et al., 2012). We then have ωR/ωp = 0.77 (ωR = 1.9× 10
14 Hz, corresponding to the
wavelength of 9.8µm), and hyperbolic behavior arises in the infrared regime.
Spintronics devices have potential applications for electromagnetic metamaterials as was argued for spin
torque oscillators (Tatara et al., 2013b).
15.2. Directional dichroism of magnetic Rashba conductor
Rashba interaction breaking spatial inversion symmetry leads to various interesting spin transport and
optical responses as we have seen. When the time reversal symmetry is broken in addition, other anomalous
properties are expected. Here we discuss such a optical property. The system we consider is a Rashba
conductor with magnetizationM (or in a magnetic field), which breaks the time-reversal symmetry. Unique
feature in this system is that we have a vector
u ≡ αR ×M , (254)
that has the same symmetry as a velocity; Namely, u represents a sort of intrinsic flow in magnetic Rashba
conductor. Such a vector can induce intriguing cross correlation effect, because it allows a coupling between
the electric and the magnetic fields like (Kawaguchi and Tatara, 2016)
Hu = gu · (E ×B), (255)
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Figure 25: Schematic figure show-
ing the cross-correlation effects in the
plane perpendicular to the Rashba
field αR. Edelstein effect (E) gener-
ates spin density, sE, from the applied
electric field, and inverse Edelstein ef-
fect (IE) generates current jIE·E from
magnetization ME.
Figure 26: Electric permittivity of
Rashba conductor with α˜ ≡ mα
~2kF
=
1.0 and η/(~ωp) = 0.01. The shaded
region between ωR and ωp is the hy-
perbolic region showing metamaterial
behavior.
Figure 27: Schematic picture show-
ing negative refraction of Rashba con-
ductor. The physical flow of light (the
Poyinting vector S) incident with an
angle θin with respect to αR get re-
fracted in the negative direction. The
wave vector q of the refracted wave are
in the normal direction, but it does not
describe physical flow.
where g is a coefficient. The vector 1µE×B (where µ is the magnetic permeability of solids) is the Poynting
vector representing the momentum of the electromagnetic wave. The vector coupling of Eq. (255) is thus
essentially u · k (k is the wave vector of the electromagnetic wave), and represents the Doppler shift with
respect to the intrinsic ’velocity’, u. In other words, u acts as an effective vector potential for electromagnetic
vector potential A. Quantity u has the same symmetry as toroidal moment in multiferroics, and thus it
is reasonable that it causes directional dichroism. As seen from Eq. (247), u is also an effective vector
potential for conduction electron spin. It is interesting that the same quantity works as a vector potential
for both electron spin and photon. Note that the intrinsic flow represented by u is not charge current nor
spin current; those currents are driven by effective electric field of Eq. (248) and are proportional to time
derivative of u.
The Maxwell’s equations taking account of Eq. (255) read
∇ ·E =
ρ
ǫ0
−
1
ǫ0
∇ · (u×B),
∇×B =µ0j + ǫ0µ0
∂E
∂t
+ µ0
∂
∂t
(u ×B)− µ0∇ × (u×E). (256)
Therefore the total electric and magnetic fields in the present system read
Etot =E +
1
ǫ0
(u×B),
Btot =B + µ0(u ×E). (257)
These relations are the same as what we obtain in a moving frame and they clearly represent a cross-
correlation effect as a result of the Doppler shift. The interaction (255) modifies the electric permittivity
as
ǫij = ǫ
(0)
ij −
1
ǫ0ω
(uiδlj + δiluj)kl +
2
ǫ0ω
δij(u · k). (258)
The last diagonal term linear in k leads to transmission and reflection depending on the direction k with
respect to a vector u, namely, an asymmetric light propagation (directional dichroism).
16. Summary
We have discussed spintronics effects from a unified viewpoint of effective gauge field (spin gauge field)
coupling to electron spin current. Effective gauge field is a general concept to describe low energy behavior
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of smooth background structure, which is localized spin (magnetization) structure in the present case. As we
have seen, gauge field description has an advantage that driving field is clearly identified and provides solid
physical picture of the effects. In fact, spin motive force, a voltage generated by dynamic magnetization,
is induced by the adiabatic component of spin gauge field, while spin pumping effect is driven by the
nonadiabatic component. Spin-charge conversion and anomalous optical properties due to Rashba spin-orbit
interaction were also discussed. We have seen that localized spin structures generates the same effective
adiabatic gauge field for both magnon and conduction electron spin. Moreover, a ’troidal’ moment arising
from the Rashba interaction and localized spin acts as an effective gauge field for electron spin and photons.
Effective gauge field therefore describes transport and responses of various degrees of freedom in a unified
viewpoint.
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Appendix A. Summary of path-ordered Green’s function
Here we present a practival introduction for non-equilibrium Green’s function.
Appendix A.1. Obseervable and path-ordering
An expectation value of observable Oˆ at time t is
O(t) =
1
Z
tr
[
e−βHˆ0OˆH(t)
]
, (A.1)
where Z ≡ tr[e−βHˆ0 ] is the partition function,
OˆH(t) ≡ Uˆ(t− t0)
†OˆUˆ(t− t0), (A.2)
is the Heisenberg representation with unitary operator representing the time-development
Uˆ(t− t0) = Te
− i
~
∫
t
t0
dtHˆ(t)
, (A.3)
T being the time-ordering operator. Writing explicitly the time-dependence, we have
O(t) =
1
Z
tr
[
e−βHˆ0 [Te
i
~
∫
t
t0
dtHˆ(t)
]Oˆ[Te
− i
~
∫
t
t0
dtHˆ(t)
]
]
, (A.4)
where T is the anti time-ordering operator. Physical observable is therefore written as a path-ordered
expectation value along a path C ≡ C→ + C← + Cβ , where C→ is a path from t0 to t∞, C← is from t∞ to
t0 and imaginary direction, Cβ (Fig. A.28), as
O(t) =
1
Z
tr
[
TCe
− i
~
∫
C
dtHˆ(t)Oˆ
]
, (A.5)
where TC is the ordering operator along C.
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t
C→
C←Cβ
−ih¯β
Figure A.28: The contour C ≡ C→ + C← + Cβ which arises to describe physical observables. Path-ordered Green’s function
is defined on this contour.
Appendix A.2. Interaction representation
Time-development operator Uˆ is separated into a free part Uˆ0 described by Hˆ0 and an interaction part
as
Uˆ(t− t0) = Uˆ0(t− t0)T [e
− i
~
∫
t
t0
dtV˜ (t)
] (A.6)
Observable of Eq. (A.4) then reads
O(t) =
1
Z
tr
[
e−βHˆ0T [e
i
~
∫
t
t0
dtV˜ (t)
]O˜(t)T [e
− i
~
∫
t
t0
dtV˜ (t)
]
]
, (A.7)
where
O˜(t) ≡ [Uˆ0(t− t0)]
−1OˆUˆ0(t− t0). (A.8)
If the observable is quadratic in the field operators as Oˆ =
∑
αβ cˆαOαβ cˆβ (α and β are index specifying
the field, like spin indices), physical ovservable is written as
O(t) = tr [OG(tC , tC + 0)] , (A.9)
where
Gc(tC , t
′
C) ≡ −
i
Z
tr
[
TCe
− i
~
∫
C
dtHˆ(t)cˆ(tC)cˆ
†(t′C)
]
, (A.10)
is path-ordered Green’s function defined for complex time tC , t
′
C , TC being the path-ordering operator. To
calculate physical observable, we need to know how to calculate the path-ordered Green’s function, and to
evaluate real-time value of path-ordered Green’s function, defined on a complex time contour. By definition,
the path-ordered Green’s function agrees with the time-ordered Green’s function if the two time are on the
upper contour, C→, and it is anti-time-ordered if two times are on C←;
Gc(tC ∈ C→, t
′
C ∈ C→) = −i
〈
TcH(t)c
†
H(t
′)
〉
≡ Gt(t, t′)
Gc(tC ∈ C←, t
′
C ∈ C←) = −i
〈
TcH(t)c
†
H(t
′)
〉
≡ Gt(t, t′). (A.11)
When one of the two times is on C→, the ordering of the operator is fixed irrespective of tC and t
′
C . When
tC ∈ C→ and t
′
C ∈ C←, we have the lesser Green’s function,
Gc(tC ∈ C→, t
′
C ∈ C←) = i
〈
c†H(t
′)cH(t)
〉
≡ G<(t, t′), (A.12)
while we have the greater Green’s function for the opposite case,
Gc(tC ∈ C←, t
′
C ∈ C→) = −i
〈
cH(t)c
†
H(t
′)
〉
≡ G>(t, t′). (A.13)
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Those four Green’s functions are not independent, because
Gt(t, t′) = θ(t− t′)G>(t, t′) + θ(t′ − t)G<(t, t′). (A.14)
In fact,
Gt(t < t′, t′) = i
〈
c†H(t
′)cH(t)
〉
= G<(t, t′)
Gt(t > t′, t′) = −i
〈
cH(t)c
†
H(t
′)
〉
= G>(t, t′). (A.15)
Appendix A.3. Free electron Green’s functions
Let us derive explicit form of Green’s functions for free electron described by the Hamiltonian
Hˆ =
∫
d3rcˆ†
(
−~2∇2
2m
− ǫF
)
cˆ. (A.16)
The field operator in the momentum representation is
c˜k(t) = e
− i
~
ǫktcˆk, (A.17)
where ǫk ≡
~
2k2
2m − ǫF . The time-ordered Green’s function of free electron is therefore
gtk(t− t
′) = −ie−
i
~
ǫkt(θ(t− t′)
〈
cˆkcˆ
†
k
〉
− θ(t′ − t)
〈
cˆ†kcˆk
〉
)
= −ie−
i
~
ǫkt(θ(t− t′)(1 − fk)− θ(t
′ − t)fk), (A.18)
where
fk ≡
1
eβǫk + 1
, (A.19)
is the Fermi distribution function. In the frequency representation, we have
gtk,ω =
1− fk
~ω − ǫk + i0
−
fk
~ω − ǫk − i0
, (A.20)
where ±i0 denote infinitesimal positive imaginary part. Lessor and greater Green’s function are
g<k (t− t
′) = ie−
i
~
ǫktfk
g>k (t− t
′) = −ie−
i
~
ǫkt(1− fk), (A.21)
and the Fourier representations are
g<k,ω = 2πifkδ(~ω − ǫk)
g>k,ω = −2πi(1− fk)δ(~ω − ǫk). (A.22)
Appendix A.4. Calculation of lesser component
When physical quantities are calculated perturbatively, we need to calculate the lesser component of
products of path-ordered Green’s functions. We consider here the case of a scattering by a potential V . The
Dyson equation for the path-ordered Green’s function reads
Gcα,β(tC , t
′
C) =
∞∑
n=0
(
−
i
~
)n [ n∏
i=1
∫
C
dtCi
]
[Gc(tC , tC1)V(t1)G
c(tC1, tC2) · · · V(tn)G
c(tCn, t
′
C)]αβ . (A.23)
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The lesser component of the first order term is
G<(1)(t, t′) = Gc(1)(tC ∈ C→, t
′
C ∈ C←)
=
∫
C
dtC1G
c(tC , tC1)V(t1)G
c(tC1, t
′
C). (A.24)
Writing explicitly the contributions from the contour C→ and C←, we have
G<(1)(t, t′) =
∫
C→
dtC1G
t(tC , tC1)V(t1)G
<(tC1, t
′
C) +
∫
C←
dtC1G
<(tC , tC1)V(t1)G
t(tC1, t
′
C)
=
∫ ∞
−∞
dt1
[
Gt(t, t1)V(t1)G
<(t1, t
′)−G<(t, t1)V(t1)G
t(t1, t
′)
]
. (A.25)
Using identities
Gt(t, t′) = Gr(t, t′) +G<(t, t′) (A.26)
Gt(t, t′) = −Ga(t, t′) +G<(t, t′), (A.27)
we have a formula for evaluating the lesser component,[∫
C
dtC1G
c(tC , tC1)V(t1)G
c(tC1, t
′
C)
]<
=
∫ ∞
−∞
dt1
[
Gr(t, t1)V(t1)G
<(t1, t
′) +G<(t, t1)V(t1)G
a(t1, t
′)
]
.
(A.28)
Let us denote Eq. A.28 simply as
[GcGc]< = GrG< +G<Ga. (A.29)
For retarded and advanced components,
[GcGc]a = GaGa
[GcGc]r = GrGr. (A.30)
This formula is called the Langreth theorem. Terms with more Green’s functions are evaluated by applying
the formula multiply. For the three Green’s function case, we have
[GcGcGc]< = Gr[GcGc]< +G<[GcGc]a = GrGrG< +GrG<Ga +G<GaGa. (A.31)
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