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OPTIMAL FUNCTION SPACES FOR CONTINUITY OF THE
HESSIAN DETERMINANT AS A DISTRIBUTION
ERIC BAER AND DAVID JERISON
Abstract. We establish optimal continuity results for the action of the Hes-
sian determinant on spaces of Besov type into the space of distributions on
RN . In particular, inspired by recent work of Brezis and Nguyen on the distri-
butional Jacobian determinant, we show that the action is continuous on the
Besov space of fractional order B(2− 2
N
, N), and that all continuity results in
this scale of Besov spaces are consequences of this result.
A key ingredient in the argument is the characterization of B(2 − 2
N
, N)
as the space of traces of functions in the Sobolev space W 2,N (RN+2) on the
subspace RN of codimension 2. The most delicate and elaborate part of the
analysis is the construction of a counterexample to continuity in B(2 − 2
N
, p)
with p > N .
1. Introduction
Fix N ≥ 2 and consider the class of scalar-valued functions u on RN . The goal
of this paper is to identify when the Hessian determinant det(D2u) makes sense
as a distribution on RN . In the case N = 2, it is a well known consequence of
integration by parts identities that the Hessian determinant is well defined and
continuous on W 1,2(R2) (see [I]). For N ≥ 3, spaces of integer order no longer
suffice for optimal results — in fact, we will show below that u 7→ det(D2u) is well
defined and continuous from a function space of fractional order 2 − 2N into the
space of distributions.
In particular, we consider the scale of Besov spaces on RN , which we denote by
B(s, p) = Bp,ps , with norm defined below in (1.1), and we characterize the spaces in
this scale on which the Hessian determinant acts continuously. Indeed, continuity
of the operator corresponds to a single master theorem in the space B(2 − 2N , N):
the action is continuous on this space, and consequently on every B(s, p) satisfying
B(s, p) ⊆ Bloc(2 − 2N , N).1 Moreover, the action is not continuous on any other
space in the scale.
Our theorem is inspired by a recent theorem of Brezis and Nguyen [BN1] char-
acterizing the spaces B(s, p) of vector-valued maps f : RN → RN on which the
Jacobian determinant det(Df) acts continuously (see also [Mi]). They show that
the Jacobian determinant is continuous from the space B(1− 1N , N) into the space
of distributions, and that continuity fails for any space in this scale for which the
inclusion B(s, p) ⊆ Bloc(1 − 1N , N) does not hold (note that in [BN1] the Besov
space B(1 − 1N , N) is denoted by W 1−
1
N
,N).
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We now give a formal statement of our main results. For 1 < s < 2 and 1 ≤ p <
∞, let B(s, p) be the function space defined via the norm
‖u‖s,p := ‖u‖W 1,p +
(∫
RN
∫
RN
|Du(x)−Du(y)|p
|x− y|N+σp dxdy
)1/p
(1.1)
where σ = s − 1 satisfies 0 < σ < 1. Our first result establishes B(2 − 2N , N)
stability of the Hessian determinant.
Theorem 1.1. Fix N ≥ 3. Then for all u1, u2, ϕ ∈ C2c (RN ) one has∣∣∣∣ ∫ (det(D2u1)− det(D2u2))ϕdx∣∣∣∣
≤ C‖u1 − u2‖2− 2
N
,N(‖u1‖N−12− 2
N
,N
+ ‖u2‖N−12− 2
N
,N
)‖D2ϕ‖L∞(RN ). (1.2)
Standard approximation arguments give the following corollary, which asserts
existence of the Hessian determinant as a distribution for functions in the Besov
space B(2 − 2N , N).
Corollary 1.2. The operator u 7→ det(D2u) : C2c (RN ) → D′ can be extended
uniquely as a continuous mapping denoted u 7→ H (u) from the space B(2− 2N , N)
to the space of distributions D′(RN ). Moreoever, for u1, u2 ∈ B(2 − 2N , N), the
estimate (1.2) holds with the left side replaced by
|〈H (u1)−H (u2), ϕ〉|.
As we mentioned above, the analogues of Theorem 1.1 and Corollary 1.2 are well
known in the case N = 2, when the regularity index becomes an integer, in which
case the appropriate function space is the usual Sobolev space W 1,2.
Having established our positive results concerning continuity of the Hessian de-
terminant, we next address the question of optimality.
Theorem 1.3 (Optimality in the scale B(s, p)). Let 1 < p < ∞ and 1 < s < 2
be such that B(s, p) 6⊂ Bloc(2 − 2N , N). Then there exist uk ∈ C∞c (RN ) and a test
function ϕ ∈ C∞c (RN ) such that
‖uk‖s,p → 0 as k →∞, (1.3)
and ∫
RN
det(D2uk)ϕdx→∞ as k →∞. (1.4)
Since complete characterizations of the parameters s and p for which B(s, p) ⊂
Bloc(2− 2N , N) are well known (see Remark 1.4 below), the assertions of Theorem
1.1 and Theorem 1.3 correspond to an explicit characterization of the continuity
properties in the scale B(s, p).
Having stated our main results, let us now describe the structure of the argu-
ments involved. The proof of Theorem 1.1, given in Section 2, is inspired by [BN1],
in which the analogous theorem for the Jacobian determinant is proved using an
extension of f : RN → RN to a function on RN+1 and a corresponding restriction
or trace theorem. It turns out that the optimal results for the Hessian require an
extension of the scalar function u to RN+2 (see Lemma 2.1). Indeed, we can identify
the space B(2− 2N , N) as a natural candidate for a single “master function space”
by looking at known optimal continuity results in the scale of spaces W 1,q ∩W 2,r
2
(see [FM] and [DM]). In retrospect, one can also predict the numerology from the
work of P. Olver [O] concerning higher order operators and integer-order function
spaces.
In analogy with [BN1], the statement of Theorem 1.1 immediately gives sev-
eral corollaries; in particular, an appeal to interpolation inequalities shows that
continuity in B(2 − 2N , N) implies that the Hessian determinant, interpreted as
a distribution, is continuous in each of the spaces W 1,q(RN ) ∩ W 2,r(RN ), with
1 < q, r < ∞, 2q + N−2r = 1, N ≥ 3. Indeed, such results were already known,
with attention also paid to the cases in which various notions of weak convergence
suffice; see [DM, FM, I, DGG] and the references cited therein. Note that endpoint
issues can be somewhat delicate: in particular, the result of Theorem 1.1 does not
establish continuity in the space W 1,∞(R3) ∩W 2,1(R3) — however, the relevant
continuity result does hold at this endpoint by arguments of [DM] and [FM].
We now turn to the proof of the B(s, p) optimality result, Theorem 1.3, which
is contained in sections 3, 4, and 5. The analogous example of failure of continuity
in the work of Brezis-Nguyen is the result of an elaborate construction: a sum of
well-chosen atoms, scaled at lacunary frequencies. Our construction is even more
involved: we begin by identifying a suitable class of atoms of the form
u(x) = xN
N−1∏
i=1
g(xi), g : R→ R,
for which the Hessian determinant has a uniform sign on {x : xN > 0} We then
consider a sum of these atoms rescaled at lacunary frequencies, and our task is
to establish blowup for the Hessian determinant of the sum in the sense of distri-
butions. It is in this step that the essential complications arise. To estimate the
Hessian determinant appropriately, we must bound interactions between terms in
the sum, and this means that we must keep track of cancellation and reinforcement
of Fourier modes in N -multilinear expressions. Indeed, to obtain the cancellations
required to complete the argument, we must use a lacunary sequence that is much
more sparse than exponential (see (5.1)).
Remark 1.4. To interpret the assertions of Theorem 1.1, Corollary 1.2, and The-
orem 1.3, we recall the embedding properties of the scale of spaces B(s, p) (with
1 < s < 2, 1 < p <∞) into the space Bloc(2− 2N , N) (see [S2, Tr, BN1]):
(a) for s+ 2N > 1+max{1, Np }, the embedding B(s, p) ⊂ Bloc(2− 2N , N) holds;
(b) for s+ 2N < 1 + max{1, Np }, the embedding fails;
(c) for s+ 2N = 1 +max{1, Np }, there are two sub-cases:
(i) if p ≤ N , then the embedding B(s, p) ⊂ Bloc(2 − 2N , N) holds; while
(ii) if p > N , the embedding fails.
In [BN1], Brezis and Nguyen obtain several additional results for the Jacobian
determinant (see also [IM]). In our analogous context, we have obtained results
which (i) recover classical weak convergence results in the spaces W 1,q ∩W 2,r for
suitable 1 ≤ q, r ≤ ∞ in a quantitative form, and (ii) address the question of how
weak the norm can be taken on the difference u1 − u2. We plan to return to this
issue in a subsequent work [BJ2].
In [O], P. Olver considers higher-order notions of Jacobian determinants and the
associated minors, and studies stability properties with respect to weak convergence
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on (integer-order) Sobolev spaces for these operators. Olver defines the notion of an
mth order Jacobian determinant of degree r on the spaceWm−⌊
m
r
⌋,γ∩Wm−⌊mr ⌋−1,δ,
for suitable choices of 1 ≤ γ, δ ≤ ∞. We expect that there are fractional versions of
his results, for instance that the mth order Jacobian determinant of degree r should
be continuous from the space B(m − mr , r) into the space of distributions. Other
generalized notions of the Hessian determinant are considered in [FM, F, Je, JJ, Ju].
1.1. Organization of the paper. We conclude this introduction by outlining
the structure of the remainder of the paper. In Section 2, we give the proof of
Theorem 1.1, the positive result concerning distributional stability of the Hessian
determinant. We then turn to the question of optimality in Sections 3, 4 and 5.
In Section 3 we use scaling arguments to establish Theorem 1.3 in the case p ≥ N
with s + 2N < 1 +
N
p . In Section 4, we establish Theorem 1.3 in the case p > N ,
s < 2− 2N by constructing an explicit example, which we call an atom. In Section 5,
which comprises the bulk of the paper, we establish Theorem 1.3 in the remaining
case p > N , s = 2 − 2N , using a lacunary sum of atoms. The atoms are the same
as in Section 4. In Appendix A, we recall some divergence and integration by
parts formulas required in our proof. In Appendix B we review the proof of the
appropriate codimension two Besov extension lemma we require. In Appendix C
we give a more direct and explicit proof of the cancellations needed in the lacunary
construction in dimension N = 3.
2. Proof of Theorem 1.1
We begin the proof with a lemma expressing the action of the Hessian determi-
nant as a distribution in terms of an extension.
Lemma 2.1. Fix N ≥ 2 and let u, ϕ ∈ C2c (RN ) be given. Then there exists a
collection
(pi,j : 1 ≤ i, j ≤ N + 2)
of homogeneous polynomials of degree N in (N + 2)2 variables (arranged in an
(N + 2)× (N + 2) matrix) such that for every pair of extensions
U ∈ C2c (RN × [0, 1)× [0, 1)) of u
and
Φ ∈ C2c (RN × [0, 1)× [0, 1)) of ϕ
we have the identity∫
RN
det(D2u)ϕdx =
N+2∑
i=1
N+2∑
j=1
∫
RN+2
pi,j(D
2U(x˜))(∂i,jΦ)(x˜)dx˜. (2.1)
where x˜ = (x, xN+1, xN+2) ∈ RN+2.
Proof. Denote ∂i = (∂/∂xi) and row vectors of length N ,
∇̂iU := (∂1U, ∂2U, . . . , ∂i−1U, ∂i+1U, . . . , ∂N+1U); Rm(i) := ∂m∇̂iU (2.2)
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The result of [BN1, Lemma 3], applied to the vector-valued function∇xu ∈ C1(Ω;RN )
gives the identity∫
Ω
det(D2u)(x)ϕ(x) dx =
N+1∑
i=1
(−1)N−i
∫
Ω×(0,1)
det(R(i))(∂iΦ)
∣∣∣
xN+2=0
dxdxN+1,
(2.3)
where, for each x˜ ∈ RN+2 and i ∈ {1, 2, · · · , N + 1}, and the matrix R(i) ∈ RN×N
has rows Rm(i), m = 1, . . . , N , defined by (2.2). (For completeness, (2.3) is proved
in Appendix A.)
Applying the fundamental theorem of calculus, we write the right-hand side of
(2.3) as
N+1∑
i=1
(−1)N+1−iA(i), (2.4)
with
A(i) :=
∫
Ω×(0,1)2
∂N+2
[
det(R(i))(∂iΦ)(x˜)
]
dx˜.
Hence,
A(i) =
N∑
j=1
Aj(i) +
∫
Ω×(0,1)2
det(R(i))(∂i,N+2Φ)dx˜. (2.5)
where, for each 1 ≤ i ≤ N + 1 and 1 ≤ j ≤ N , we have defined
Aj(i) :=
∫
Ω×(0,1)2
det(B∗j (i))(∂iΦ)dx˜,
with B∗j (i) as the N ×N matrix having rows given by
(B∗j (i))m =
{
∂N+2Rj(i) if m = j,
Rm(i) if m 6= j, for 1 ≤ m ≤ N.
Fix i ∈ {1, · · · , N + 1} and j ∈ {1, · · · , N}. Using the integration by parts
formula (A.2) in the expression Aj(i) with respect to the variable xj , we therefore
obtain
Aj(i) = −
( ∑
k∈{1,··· ,N}
k 6=j
∫
Ω×(0,1)2
det(C∗j,k(i))(∂iΦ)dx˜
)
−
∫
Ω×(0,1)2
det(D∗j (i))(∂i,jΦ)dx˜,
where C∗j,k(i) is the N ×N matrix with rows given by
(C∗j,k(i))m =
 ∂N+2∇̂iU if m = j,∂jRk(i) if m = k,
Rm(i) if m 6∈ {j, k},
for 1 ≤ m ≤ N
and where D∗j (i) is the N ×N matrix with rows given by
(D∗j (i))m =
{
∂N+2∇̂iU if m = j
Rm(i) if m 6= j for 1 ≤ m ≤ N.
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Taking the sum in j, we get
A(i) = −
( ∑
(j,k)∈{1,··· ,N}2
j 6=k
∫
Ω×(0,1)2
det(C∗j,k(i))(∂iΦ)dx˜
)
−
( N∑
j=1
∫
Ω×(0,1)2
det(D∗j (i))(∂i,jΦ)dx˜
)
+
∫
Ω×(0,1)2
det(R(i))(∂i,N+2Φ)dx˜. (2.6)
Now, note that for each (j, k) ∈ {1, · · · , N}2 with j 6= k the definition of Rj(i)
and Rk(i) in (2.2) implies ∂jRk(i) = ∂kRj(i). Combining this equality with the
alternating property of the determinant, we obtain
det(C∗j,k(i)) = − det(C∗k,j(i)), j 6= k,
and the first summation on the right-hand side of (2.6) is equal to zero.
Taking the sum in i (and recalling (2.4), we have
(2.3) =
∫
Ω×(0,1)2
[N+1∑
i=1
(−1)N+1−i
{(
−
N∑
j=1
det(D∗j (i))(∂i,jΦ)
)
+ det(R(i))(∂i,N+2Φ)
}]
dx˜.
The right-hand side has the desired form, completing the proof of Lemma 2.1. 
Now we can finish the proof of Theorem 1.1. By a well known theorem of E. M.
Stein, there is a bounded linear extension operator
E : B2−
2
N ,N(RN )→ B2,N (RN × [0, 1)2).
See Appendix B for details.
Let u1, u2 ∈ C2c (RN ) be given along with ϕ ∈ C2c (RN ), and set
Ui = Eui for i = 1, 2, and Φ = Eϕ.
We then have, using Proposition B.1 in Appendix B,
‖D2Ui‖LN(RN×(0,1)×(0,1)) ≤ C‖ui‖2− 2
N
,N , i = 1, 2, (2.7)
and
‖D2Φ‖L∞(RN×(0,1)×(0,1)) ≤ C‖D2ϕ‖L∞(RN ). (2.8)
Applying Lemma 2.1 and invoking the bound
|p(A)− p(B)| ≤ C(|A|+ |B|)N−1|A−B|, A,B ∈ R(N+2)×(N+2),
which is valid for any fixed homogeneous polynomial p of degree N , we find that
the left-hand side of (1.2) is bounded by
1
2
N+2∑
i,j=1
∫
RN×(0,1)×(0,1)
∣∣∣pi,j(D2U1)− pi,j(D2U2)∣∣∣ |∂i,jΦ| dx˜
≤
N+2∑
i,j=1
∫
RN×(0,1)×(0,1)
C(|D2U1|+ |D2U2|)N−1|D2(U1 − U2)| |∂i,jΦ| dx˜.
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Estimating the right-hand side of the expression above using Ho¨lder’s inequality
and (2.7)–(2.8), we obtain (1.2). This completes the proof of Theorem 1.1.
3. Optimality results I (p ≤ N): scaling analysis.
In this section we establish the optimality results of Theorem 1.3 in the cases
p ≤ N . By Remark 1.4, the inclusion B(s, p) ⊂ Bloc(2 − 2N , N) fails whenever
s+ 2N < 1 +
N
p . Thus we shall see that continuous dependence fails for reasons of
homogeneity.
Proposition 3.1. Fix N ≥ 3, 1 < p ≤ N , and 0 < s < 2 satisfying s+ 2N < 1+ Np .
Then there exist uk ∈ C∞c (RN ) and a test function ϕ ∈ C∞c (RN ) satisfying the
conditions (1.3) and (1.4) of Theorem 1.3.
Proof. Let g ∈ C∞c (RN ) with supp g ⊂ {x ∈ RN : |x| < 1}, and consider gǫ : RN →
R defined by
gǫ(x) = ǫ
σg
(x
ǫ
)
, 0 < ǫ < 1,
where σ > 0 is a fixed parameter specified later. For 0 < ǫ < 1,
‖gǫ‖s,p ≤ ‖gǫ‖1−
s
2
Lp ‖D2gǫ‖
s
2
Lp = ǫ
σ+N
p
−s‖g‖1− s2Lp ‖D2g‖
s
2
Lp
To establish (1.4), we start by showing that g can be chosen so that, in addition,∫
RN
det(D2g)|x|2 dx 6= 0 (3.1)
Indeed, define
g(x) =
∫ |x|
0
h(s)ds for x ∈ RN ,
for some h ∈ C∞c ((0, 1)) satisfying∫ 1
0
h(r)dr = 0,
∫ 1
0
h(r)N r dr 6= 0.
The first condition implies that g is compactly supported in the unit ball. Further-
more, det(D2g) = (h(r)r)N−1h′(r). (See [DM], p. 59, where this identity was used
for similar purposes.) Therefore,∫
RN
det(D2g)|x|2 dx = CN
∫ ∞
0
h(r)N−1h′(r)r2 dr = −2CN
N
∫ 1
0
h(r)N r dr 6= 0.
In other words, the second condition on h implies (3.1).
Let ϕ ∈ C∞c (RN ) be such that ϕ(x) = |x|2 +O(|x|3) as x→ 0. Then∫
RN
det(D2gǫ)ϕdx = ǫ
(σ−2)N
∫
RN
det((D2g)(x/ǫ))ϕ(x) dx
= ǫ(σ−1)N
∫
RN
det(D2g(x))ϕ(ǫx) dx
= ǫ(σ−1)N+2
∫
RN
det(D2g(x))|x|2 dx+O(ǫ(σ−1)N+3).
Whenever s+ 2N < 1 +
N
p , we may choose σ so that
s− N
p
< σ < 1− 2
N
.
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It follows that
‖gǫ‖s,p ≤ Cǫσ+Np −s → 0 as ǫ→ 0
and ∣∣∣∣ ∫
RN
det(D2gǫ)ϕdx
∣∣∣∣ ≥ cǫ(σ−1)N+2 →∞ as ǫ→ 0.

4. Optimality results II (p > N , s < 2− 2N ): construction of atoms.
A fundamental tool in the rest of our analysis is a formula due to B.Y. Chen [C]
for the Hessian determinant of functions F : RN → R given as a tensor product
F (x) =
N∏
i=1
fi(xi), x = (x1, · · · , xN ) ∈ RN .
Writing F (x) = exp(log(f1)+ · · ·+ log(fN )), an application of [C, identity (3.1) on
pg. 31] gives
det(D2F ) = F (x)N−2
{( N∏
i=1
gi(xi)
)
+
N∑
j=1
(∏
i6=j
gi(xi)
)
[f ′j(xj)]
2
}
(4.1)
with
gi(x) = f
′′
i (x)fi(x) − [f ′i(x)]2, 1 ≤ i ≤ N.
Proposition 4.1. Fix N ≥ 3, N < p < ∞, and 0 < s < 2 − 2N . Let Ω ⊂ {x ∈
R
N : xN > 0} be a nonempty open set, and let χ ∈ C∞c (RN ) be a smooth cutoff
function with χ = 1 on Ω. For each k ≥ 1, define uk : RN → R
uk = k
−αχ(x)xN
N−1∏
i=1
sin2(kxi)
with s < α < 2− 2N and x = (x1, · · · , xN ). Then for any Ω′ ⊂⊂ Ω and ϕ ∈ C∞c (Ω)
with ϕ ≥ 0, and ϕ = 1 on Ω′, the functions uk satisfy the conditions (1.3) and
(1.4) of Theorem 1.3.
Proof. We begin by showing (1.3). This follows by writing
‖uk‖s,p ≤ C‖uk‖1−
s
2
Lp ‖uk‖
s
2
W 2,p ≤ Cks−α,
where the second inequality follows from the bounds
‖uk‖Lp ≤ C‖uk‖L∞ ≤ Ck−α and ‖D2uk‖Lp ≤ C‖D2uk‖L∞ ≤ Ck2−α
with constants depending on the measure of supp χ. The desired convergence (1.3)
now follows immediately from the condition s < α.
On the other hand, by using (4.1) we obtain, for x ∈ Ω,
det(D2uk)(x) = −(−2)Nk2(N−1)−NαxN−2N
(N−1∏
i=1
sin(kxi)
)2(N−1)(N−1∑
j=1
cos2(kxj)
)
.
Thus det(D2uk) does not change sign in Ω, and∣∣∣∣ ∫
RN
det(D2uk)ϕdx
∣∣∣∣ ≥ ∣∣∣∣ ∫
Ω′
det(D2uk) dx
∣∣∣∣
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= k2N−2−Nα
∫
Ω′
xN−2N
(N−1∏
i=1
sin(kxi)
)2(N−1)(N−1∑
j=1
cos2(kxj)
)
dx. (4.2)
Finally, the right-hand side of (4.2) is bounded from below by a multiple of k2N−2−Nα,
and, by hypothesis, 2N − 2 − Nα > 0. Therefore, we have (1.4), completing the
proof of the proposition. 
Note that if N is even, the argument of this section works equally well with the
simpler choice
uk = k
−αxN
N−1∏
i=1
sin(kxi), k ≥ 1,
whose Hessian determinant is
det(D2uk) = (−1)N2 k2(N−1)−NαxN−2N
(N−1∏
i=1
sin(kxi)
)N−2(N−1∑
i=1
cos2(kxi)
)
.
5. Optimality results III (p > N , s = 2− 2N ): interactions of atoms.
In this section, we complete the proof of Theorem 1.3 by establishing the result
in the remaining case, when p > N and s = 2 − 2N . In this case, we will need a
highly lacunary sum of atoms.
For each k ≥ 1, fix k ∈ N with k ≥ 2 and define nℓ by2
nℓ = k
(N3ℓ), ℓ = 1, 2, . . . (5.1)
Define wk : R
N → R by
wk(x) =
k∑
ℓ=1
1
n
2−(2/N)
ℓ ℓ
1/N
gℓ(x), x ∈ RN ,
with gℓ : R
N → R given by
gℓ(x) =
N−1∏
i=1
sin2(nℓxi), x ∈ RN .
Finally define uk : R
N → R by
uk(x) = χ(x)wk(x)xN (5.2)
for x ∈ RN , where χ ∈ C∞c (RN ) is a smooth cutoff function satisfying χ(x) = 1 for
x ∈ (0, 2π)N .
Proposition 5.1. Fix N ≥ 3, N < p < ∞, and s = 2 − 2N . Then, there exists
ϕ ∈ C∞c (RN ) with
ϕ(x) =
N∏
i=1
ϕi(xi), x = (x1, · · · , xN ) ∈ RN ,
2Our methods can be tightened somewhat to yield slightly better growth rates, but even with
sharper estimates in place the ordinary exponential growth of lacunary-type sequences of the form
nℓ ∼ C
ℓ does not suffice.
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and supp ϕ ⊂ (0, 2π)N , and there exist c > 0 and K0 such that uk defined by (5.2)
satisfies
sup
k∈N
‖uk‖2− 2
N
,p <∞ (5.3)
and ∣∣∣∣ ∫
RN
det(D2uk)(x)ϕ(x) dx
∣∣∣∣ ≥ c(log k)−K0, k ≥ 1. (5.4)
Note that the case p > N , s = 2− 2N of Theorem 1.3 follows by setting
u˜k :=
uk√
log(k)
for any sequence k → ∞. Furthermore, in light of Remark 1.4, Proposition 5.1
completes the proof of the remaining cases of Theorem 1.3.
Proof of boundedness (5.3) in Proposition 5.1. The argument is nearly the same as
the argument in [BN1] and does not require super-exponential lacunarity. Standard
estimates for products in fractional order spaces show that it suffices to estimate
‖wk‖2− 2
N
,p on T
N . Moreover, the Littlewood-Paley characterization of the Besov
space B2−
2
N
,p(TN ) (see, e.g. [Tr]) implies
‖w‖2− 2
N
,p ≤ C
(
‖w‖p
Lp([0,2π]N )
+
∞∑
j=1
2(2−
2
N
)jp‖PR(w)‖pLp([0,2π]N)
)1/p
(5.5)
for suitable3 operators Pj : L
p → Lp such that there exists C > 0 with
‖Pjf‖Lp ≤ C‖f‖Lp , j ≥ 1
and
supp (P̂jf) ⊂ {n ∈ ZN : 2j−1 < |n| < 2j+2}, j = 1, 2, . . . .
We then have
‖Pj(wk)‖Lp ≤
k∑
ℓ=1
1
(nℓ)2−(2/N)ℓ1/N
‖Pj(gℓ)‖Lp (5.6)
To bound Pjgℓ, write gℓ in exponential form,
gℓ(x) =
∑
ε∈{−1,0,1}N−1
aεe
2nℓiε·x̂ (5.7)
for x̂ = (x1, x2, · · · , xN−1) ∈ RN−1 and x = (x̂, xN ) ∈ RN , and with |aε| ≤ 1 for
each ε. Define
S(j, ℓ) = {ε ∈ {−1, 0, 1}N−1 : 2j−1 ≤ 2nℓ|ε| < 2j+2},
and
χ˜(j, ℓ) =
{
1 if S(j, ℓ) 6= ∅
0 if S(j, ℓ) = ∅
3The operators Pj are defined by
Pj(
∑
αℓe
iℓ·x) =
∑
2j≤|ℓ|<2j+1
(
ρ
( |ℓ|
2j+1
)
− ρ
( |ℓ|
2j
))
αℓe
iℓ·x
for j ≥ 1, where ρ ∈ C∞c (R) is a suitably chosen bump function.
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Noting that there are at most 3N−1 terms in the summation in (5.7),
‖Pj(gℓ)‖Lp(TN ) ≤ CN χ˜(j, ℓ) (5.8)
Next, observe that if S(j, ℓ) 6= ∅, then
2j−2√
N − 1 ≤ nℓ < 2
j+1. (5.9)
The lacunary property of the sequence nℓ implies that for each fixed j, χ˜(j, ℓ) 6= 0
for at most one value of ℓ. Indeed, if S(j, ℓ1) 6= ∅ and ℓ2 > ℓ1, then
2j−2√
N
< nℓ1 =⇒ nℓ2 = k(N
3ℓ2−N3ℓ1 )nℓ1 ≥ 2(N
6−N3)nℓ1 ≥ 8
√
N nℓ1 > 2
j+1,
which implies that S(j, ℓ2) = ∅. Thus, applying (5.6), (5.8), and the fact that the
sum has a single term at the value of ℓ for which nℓ is comparable to 2
j, we have
‖Pjwk‖pLp ≤
(
k∑
ℓ=1
CN χ˜(j, ℓ)
n
(2−2/N)
ℓ ℓ
1/N
)p
≤ C
k∑
ℓ=1
χ˜(j, ℓ)
2(2−2/N)jpℓp/N
. (5.10)
Combining (5.10) with (5.5), we find
(5.5) ≤ C
(
‖wk‖pLpx +
k∑
ℓ=1
1
ℓp/N
( ∞∑
j=1
χ˜(j, ℓ)
))1/p
.
The constraint (5.9) also implies that there are only finitely many terms depending
only on dimension in the sum
∑
j χ˜(j, ℓ) for each fixed ℓ. Moreover, the sum over ℓ
of ℓ−p/N is bounded independent of k because p > N . Finally, the factor 1/n
2−2/N
ℓ
in the series defining wk shows that ‖wk‖Lp is unformly bounded in k. In all, (5.5)
is bounded independent of k, and this completes the proof of (5.3). 
Having established (5.3), it remains to show (5.4), the distributional blow-up of
det(D2uk). For notational convenience, we introduce fℓ : R
N → R, given by
fℓ(x) = xNgℓ(x) = xN
N−1∏
i=1
sin2(nℓxi), (5.11)
for ℓ ≥ 1. Fix k ≥ 1 and note that it follows from our hypotheses on the cutoff
function χ that
uk(x) =
k∑
ℓ=1
1
n
2−(2/N)
ℓ ℓ
1/N
fℓ(x), x ∈ (0, 2π)N .
Using multilinearity of the determinant we obtain
det(D2uk) =
∑
ℓ
Cℓ det(Hℓ(x)) (5.12)
where the sum is over ℓ = (ℓ1, ℓ2, · · · , ℓN) ∈ {1, 2, · · · , k}N , and we have set
Cℓ =
N∏
i=1
1
n
2−(2/N)
ℓi
(ℓi)1/N
(5.13)
and, for each x ∈ RN , the N ×N matrix Hℓ = Hℓ(x) is given by
Hℓ =
(
∂i,jfℓi
)
(i,j)∈{1,··· ,N}2
. (5.14)
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When ℓ = (ℓ, ℓ, · · · , ℓ), Hℓ is the Hessian matrix of fℓ. On the other hand, when
the indices of ℓ are not equal, the matrix involves different functions in different
rows. We separate these two types of terms, and write
det(D2uk) =
k∑
ℓ=1
C(ℓ,ℓ,··· ,ℓ) det(H(ℓ,ℓ,··· ,ℓ))(x)
+
∑
ℓ∈L
Cℓ det(Hℓ)(x)
where L denotes the collection of all N -tuples ℓ = (ℓ1, · · · , ℓN) ∈ {1, 2, · · · , k}N
such that there exist i, j ∈ {1, · · · , N} with ℓi 6= ℓj. This gives∣∣∣∣ ∫ det(D2uk)ϕ(x) dx∣∣∣∣ ≥ (I)− (II) (5.15)
with
(I) :=
∣∣∣∣ k∑
ℓ=1
C(ℓ,ℓ,··· ,ℓ)
∫
det(H(ℓ,ℓ,··· ,ℓ))(x)ϕ(x) dx
∣∣∣∣ (5.16)
and
(II) :=
∣∣∣∣ ∑
ℓ∈L
Cℓ
∫
det(Hℓ)(x)ϕ(x) dx
∣∣∣∣. (5.17)
The term (I) is the main term contributing to blowup on the right-hand side
of (5.15), while (II) will be interpreted as an error term. Indeed, arguing as in
Section 4 above, the quantity (I) is equal to∣∣∣∣ k∑
ℓ=1
1
n
2(N−1)
ℓ ℓ
∫
det(D2fℓ)ϕ(x) dx
∣∣∣∣
= 2N
k∑
ℓ=1
1
ℓ
∫
xN−2N
(N−1∏
i=1
sin(nℓxi)
)2(N−1)(N−1∑
j=1
cos2(nℓxj)
)
ϕ(x) dx
and we therefore obtain
(I) ≥ c log(k) (5.18)
for some c > 0.
To estimate (II), we will prove the following proposition.
Proposition 5.2. Let N ≥ 3. Let the sequences (Cℓ) and (Hℓ) be as in (5.13)–
(5.14). Then there exists a dimensional constant C > 0 such that for all ℓ ∈ L
and ϕ ∈ C∞c ((0, 2π)N ) we have
Cℓ
∣∣∣∣ ∫
RN
det(Hℓ)(x)ϕ(x) dx
∣∣∣∣ ≤ C‖ϕ‖C2k2N . (5.19)
To complete the proof of Proposition 5.1, note that Proposition 5.2 implies
(II) ≤
∑
ℓ∈L
Cℓ
∣∣∣∣ ∫ det(Hℓ)(x)ϕ(x) dx∣∣∣∣ ≤ ∑
ℓ∈L
C‖ϕ‖C2
k2N
≤ C‖ϕ‖C2
since L has fewer than kN elements. The desired conclusion (5.4) now follows
immediately from (5.15).
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All that remains is to prove Proposition 5.2. The main tool we use is the Laplace
expansion for the determinant. To formulate it, we introduce some notations.
Denote by C(m) the set of subsets of {1, 2, 3, . . . , N} with m elements. For an
N ×N matrix H and I, J ∈ C(m),
H(I,J)
denotes the m × m matrix whose rows are indexed by I and whose columns are
indexed by J . We also write #I for the number of elements m of I and
σ(I) :=
(∑
i∈I
i
)
− m(m+ 1)
2
Lemma 5.3 (Laplace expansion). Let H ∈ RN×N be a square matrix. Then for
every m ∈ N and I ∈ C(m), we have
det(H) = (−1)σ(I)
∑
J∈C(m)
(−1)σ(J) det(H(I,J)) det(H(I′,J′)),
where I ′ = {1, 2, · · · , N} \ I and J ′ = {1, 2, · · · , N} \ J .
For a textbook treatment of Lemma 5.3, see Section 3.7 in [E] (see also Section
I.2 of [MM]).
We isolate the rows corresponding to the largest frequency, as follows. For a
fixed N -tuple ℓ = (ℓ1, · · · , ℓN ) ∈ L , denote
ℓ∗ = max{ℓi : i = 1, · · · , N}. (5.20)
Define
Iℓ := {i : ℓi = ℓ∗} ⊂ {1, 2, · · · , N}, (5.21)
We will abbreviate by I = Iℓ and H = Hℓ when there is no potential for confusion.
Lemma 5.3 applies to this matrix H and index set I with #I = m, giving∣∣∣∣Cℓ ∫ det(Hℓ(x))ϕ(x) dx∣∣∣∣
=
∣∣∣∣Cℓ ∑
J∈C(m)
∫
(−1)σ(J) det(H(I,J)) det(H(I′,J′))ϕdx
∣∣∣∣ (5.22)
Note that since not all ℓi are equal, m ≤ N −1. Furthermore, we have separated
the frequencies into two groups: det(H(I,J)) involves only frequencies of the highest
order nℓ∗ or zero, while det(H
(I′,J′)) involves only frequencies of lower order nℓi
with ℓi ≤ ℓ∗ − 1. In fact, all of our estimates will be given in terms of nℓ∗ and
nℓ∗−1.
We begin with the observation that for all J ∈ C(m),
| det(H(I,J))| ≤ Cn2mℓ∗ and | det(H(I
′,J′))| ≤ Cn2(N−m)ℓ∗−1 .
These estimates follow from degree considerations: each entry in the m×m matrix
H(I,J) is controlled by n2ℓ∗ , while each entry of H
(I′,J′) (a square matrix of size
N −m) is controlled by n2ℓ∗−1.
Taking J = I, a stronger bound holds for det(H(I,I)) in the case N ∈ I; in this
case, one row and one column of H(I,I) each consist of entries controlled by nℓ∗ ,
while all other entries are controlled by n2ℓ∗ . This gives
| det(H(I,I))| ≤ Cn2m−2ℓ∗ if N ∈ I. (5.23)
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Since we have the bound Cℓ ≤ n−(2−(2/N))mℓ∗ , (5.23) and m ≤ N − 1 lead to∣∣∣∣Cℓ ∫ det(H(I,I)) det(H(I′,I′))ϕdx∣∣∣∣ ≤ C‖ϕ‖L∞ (nℓ∗−1)2(N−m)(nℓ∗)2−(2m/N)
≤ C‖ϕ‖L∞ (nℓ∗−1)
2N
(nℓ∗)
2/N
≤ C‖ϕ‖L∞
k2N
, (5.24)
where we have used the definition of nℓ given in (5.1) to obtain the last inequality.
This estimates the contribution of the term J = I to (5.22) in the case N ∈ I.
To handle the contribution of the remaining terms, we are required to identify
additional cancellations in det(HI,J). Before proceeding, we condense notations
further. When ℓ and ℓ∗ are fixed, we will use the abbreviation
n = nℓ∗ .
Moreover, with this convention in mind and in view of the particular structure of
the matrix H , it will be useful to introduce the notation
ŜA =
∏
i∈{1,2,··· ,N−1}\A
sin2(nxi) for A ⊂ {1, 2, · · · , N − 1}, (5.25)
and use the abbreviation Ŝa1,a2,··· ,ak = Ŝ{a1,a2,··· ,ak}.
Lemma 5.4. Fix ℓ ∈ L and suppose that I = Iℓ ∈ C(m) is as in (5.21). Then
for each J ∈ C(m) with
#(I ∩ J) ≤ m− 2
we have
det(H(I,J)) = 0. (5.26)
Proof. We exhibit a dependence relation between two rows in H(I,J) corresponding
to distinct indices i1, i2 ∈ I \J . In particular, let i1, i2 ∈ I \J be given with i1 6= i2,
set f := fn = fnℓ∗ , and, for and x ∈ RN , let
vk(x) =
(
∂ik,jf
)
j∈J
∈ Rm, k = 1, 2,
denote the rows of H(I,J) corresponding to indices i1 and i2. We consider three
cases:
Case 1: N 6∈ {i1, i2} ∪ J .
In this case, we obtain
v1(x) =
(
n2xN sin(2nxi1) sin(2nxj)Ŝi1,j
)
j∈J
(5.27)
and
v2(x) =
(
n2xN sin(2nxi2) sin(2nxj)Ŝi2,j
)
j∈J
. (5.28)
Direct calculation now shows that we have the identity(
sin(2nxi2) sin
2(nxi1 )
)
v1(x) −
(
sin(2nxi1) sin
2(nxi2 )
)
v2(x) = 0 (5.29)
which immediately gives (5.26), completing the proof of the Lemma in Case 1.
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Case 2: N ∈ {i1, i2}.
In this case, we have N 6∈ J . Assume without loss of generality that i1 = N . We
then get the identity
v1(x) =
(
n sin(2nxj)Ŝj
)
j∈J
.
Moreover, since i2 6= N (recall that i1 and i2 are distinct), v2 satisfies the equality
given in (5.28). This leads to(
nxN sin(2nxi2 )
)
v1(x)−
(
sin2(nxi2 )
)
v2(x) = 0,
which completes the proof of the lemma in this case.
Case 3: N ∈ J .
In this case, we note that i1, i2 ∈ I \ J implies i1 6= N and i2 6= N . Assume
without loss of generality that am = N . We then obtain
vk(x) =
(
vk,j(x)
)
j∈J
for k = 1, 2,
where, for each j ∈ J , the quantity vk,j(x) is given by
vk,j(x) =
{
n2xN sin(2nxik) sin(2nxj)Ŝik,j , if j 6= N,
n sin(2nxik)Ŝik , if j = N.
The identity (5.29) now follows as in Case 1 above, which completes the proof of
Lemma 5.4 in Case 3. 
Having shown Lemma 5.4, it remains to estimate the contributions of J ∈ C(m)
to (5.22) with #(I ∩ J) = m and #(I ∩ J) = m− 1.
Remark 5.5. For all J ∈ C(m) there exists an integer α ≤ m and a sequence of
coefficients (cz) ⊂ C such that
det(H(I,J)) =
∑
z∈Λ
cze
2nℓ∗ iz·x̂(xN )
α, (5.30)
with x̂ = (x1, x2, · · · , xN−1) and
Λ =
{
z ∈ ZN−1 : |zi| ≤ N − 1 for i = 1, · · · , N − 1
}
, (5.31)
and with
|cz| ≤ Cn2mℓ∗ for all z ∈ Λ. (5.32)
Proof. Let J ∈ C(m), and fix 1 ≤ j ≤ N − 1. Each entry in the matrix H(I,J)
is a polynomial of degree 1 in the pair of expressions e±2inxj . It follows that for
every such j, det(H(I,J)) is a polynomial of degree at most m in e±2inxj . Because
m ≤ N − 1, we obtain a sum over the set Λ.
We can likewise characterize the degree of each entry of det(H(I,J)) in the vari-
able xN . The full matrix H has the factor xN in each entry except in the last row
and column, where there is no factor of xN . It follows that xN appears in det(H
I,J)
to the power α = m − 2, m − 1, or m, depending on whether the Nth column is
present in both of I and J , one of them, or neither.
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Finally, since each entry in det(H(I,J)) is controlled by (nℓ∗)
2, one obtains
| det(H(I,J))| ≤ (nℓ∗)2m. This implies |cz | ≤ C(nℓ∗)2m as desired. 
The next lemma shows that the constant Fourier coefficient vanishes for the
remaining contributions to (5.22).
Lemma 5.6. Let N , I and m be as above, and let J ∈ C(m) be given. If either of
the conditions
(a) I = J and N 6∈ I, or
(b) #(I ∩ J) = m− 1,
are satisfied, then c(0,0,··· ,0) = 0.
Proof. We will show that each of the conditions (a) and (b) imply the equality∫
[0,2π]N−1
det(H(I,J))dx̂ = 0. (5.33)
Suppose that condition (a) holds, i.e. I = J and N 6∈ I ∩ J = I. We then have
det(H(I,J)) = det(H(I,I)) = (ŜIxN )
m det(G),
where G is the Hessian matrix of the function h : Rm → R defined on the m
variables xI = (xi)i∈I by
h(xI) = ŜI′ =
∏
i∈I
sin2(nxi).
Using the formula (4.1), we therefore obtain
det(G) = (−2n2)m
(∏
i∈I
sin(nxi)
)2(m−1)(
1− 2
∑
j∈I
cos2(nxj)
)
.
To conclude the argument in this case, we compute∫
[0,2π]m
(∏
i∈I
sin(nxi)
)2(m−1)(
1− 2
∑
j∈I
cos2(nxj)
)
dxI = 0. (5.34)
Indeed, (5.34) follows immediately from the multiplicative structure of the integrand
and the identity∫ 2π
0
sin2(m−1)(nx) cos2(nx) dx =
1
2m
∫ 2π
0
sin2(m−1)(nx) dx,
which is the result of an elementary computation using integration by parts. The
equality (5.33) therefore holds as desired.
We now turn to the case of condition (b). Let i∗ be the singleton element of I \J
and j∗ be the singleton element of J \ I. It follows from i∗ 6= j∗ that at least one
of the two indices i∗ and j∗ is not equal to N . Suppose without loss of generality
that j∗ 6= N . We may then write, for some sequence (σi) ⊂ {−1, 1},
det(H(I,J)) =
∑
i∈I
σihi
with
hi := (∂i,j∗fℓ∗) det(H
(I\{i},J\{j∗})), i ∈ I.
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Note that we have i 6= j∗ for all i ∈ I. Then, recalling that j∗ 6= N by hypothesis,
for each i ∈ I we have
det(H(I\{i},J\{j∗})) = sin2m−2(nxj∗)g(x)
for some function g : RN → R independent of the variable xj∗ .
Recalling the definition (5.11) of fℓ∗ we therefore have, for every i = 1, · · · ,m,
hi =
(
sin(2nxj∗) sin
2m−2(nxj∗)
)
g˜(x)
where g˜ : RN → R is independent of the variable xj∗ . It now follows that each hi is
an odd function in the variable xj∗ , so that since i ∈ I was arbitrary, the equality
(5.33) is satisfied. This completes the proof of Lemma 5.6. 
Having established Lemma 5.4 and Lemma 5.6, we can now conclude the proof
of Proposition 5.2. In view of 5.6, all remaining contributions to (5.22) can be
estimated by integration by parts.
Proof of Proposition 5.2. Recall that we have fixed k, and that L is the set of all
N -tuples (ℓ1, · · · , ℓN ) ∈ {1, · · · , k}N with not all of the ℓi equal. We have also
fixed ℓ = (ℓ1, ℓ2, · · · , ℓN) ∈ L , defined ℓ∗ and I = Iℓ in (5.20) and (5.21), and set
m = #I. With this notation in hand, we have
(5.22) ≤
( N∏
i=1
1
n
2−(2/N)
ℓi
) ∑
J∈C(m)
∣∣∣ ∫ det(H(I,J)) det(H(I′,J′))ϕdx∣∣∣
Collecting (5.24), Lemma 5.4, Remark 5.5, and Lemma 5.6, the right-hand side of
this expression is bounded by
C‖ϕ‖L∞
k2N
+ C(nℓ∗)
2m/N
(
sup
J∈C(m)
z∈Λ\{0}
∣∣∣∣ ∫ e2nℓ∗ iz·x̂(xN )α det(H(I′,J′))ϕdx∣∣∣∣). (5.35)
where C > 0 is a dimensional constant, and where we have again used the bound
Cℓ ≤ C(nℓ∗)−(2−(2/N))m.
We estimate each of the integrals in the supremum. Let z = (z1, · · · , zN−1) ∈
Λ \ {0} be given, and choose j ∈ {1, · · · , N − 1} such that zj 6= 0. Integrating by
parts two times in the xj variable, we obtain the identity∫
e2nℓ∗ iz·x̂(xN )
α det(H(I
′,J′))ϕdx
= − 1
4(nℓ∗)
2(zj)2
∫
e2nℓ∗ iz·x̂(xN )
α∂2j
[
det(H(I
′,J′))ϕ
]
dx. (5.36)
To bound the right-hand side of (5.36), we note that
|∂2xj det(H(I
′,J′))| ≤ C(nℓ∗−1)2(N−m)+2 ≤ C(nℓ∗−1)2N
(here and elsewhere, C is a dimensional constant, which may vary from line to line).
It follows that
|(5.36)| ≤ C(nℓ∗−1)
2N
(nℓ∗)
2
(5.37)
This estimate then leads to
(5.35) ≤ C‖ϕ‖L∞
k2N
+
C(nℓ∗−1)
2N
(nℓ∗)
2−2m/N
≤ C‖ϕ‖L∞
k2N
+
C(nℓ∗−1)
2N
(nℓ∗)
2/N
≤ C‖ϕ‖C2
k2N
,
17
completing the proof of Proposition 5.2 and hence of Proposition 5.1 and Theorem
1.3. 
Appendix A. Divergence identities
In this appendix, we review some well known identities for the Jacobian and
Hessian determinants. We begin by recalling two formulas involving derivatives of
the determinant. The first formula is an instance of the product rule: given N
functions f1, f2, · · · , fN ∈ C1(RN ;RN ), one has
∂xi det(f1, f2, · · · , fN) =
N∑
j=1
det(f1, · · · , fj−1, ∂xifj , fj+1, · · · , fN) (A.1)
for each i ∈ {1, · · · , N}.
The second formula is a closely related expression for integration by parts. Fix
i ∈ {1, · · · , N}. Multiplying both sides of (A.1) by ψ ∈ C1c (RN ), integrating in the
xi variable, and using integration by parts, we obtain
−
∫
R
det(f1, · · · , fN )(∂xiψ) dxi
=
N∑
j=1
∫
R
det(f1, f2, · · · , fj−1, ∂xifj , fj+1, · · · , fN )ψ dxi. (A.2)
Next, recall that if f = (f1, . . . , fk) : R
k → Rk, then
det(Df) dx1 ∧ dx2 ∧ · · · ∧ dxk = df1 ∧ df2 ∧ · · · ∧ dfk (A.3)
= (−1)i+1d
(
fi (df1 ∧ · · · ∧ (̂dfi) ∧ · · · ∧ dfk)
)
(A.4)
for each i = 1, · · · , k, in which the second equality follows from the product/Leibniz
rule for differential forms and d2 = 0. Integrating (A.4) against a test function
φ ∈ C∞c (Rk) then gives∫
Rk
det(Df)φdx = (−1)i+1
∫
Rk
φd
(
fi (df1 ∧ · · · ∧ (̂dfi) ∧ · · · ∧ dfk)
)
= (−1)i
∫
Rk
fi dφ ∧ df1 ∧ · · · ∧ (̂dfi) ∧ · · · ∧ dfk. (A.5)
Morrey’s identity [Mo, §4.4]. Let f : Rk → Rk, then
k∑
j=1
∂j [Cij(Df)] = 0 (A.6)
for all i = 1, · · · , k, where Cij = Cij(Df) denotes the (i, j)th cofactor of the matrix
Df ∈ Rk×k with entries (Df)ij = ∂jfi.
In the interest of completeness, we record the compact proof of this identity,
given in [AFP, Lemma 2.15]. Fix, i and define
ηi = df1 ∧ · · · ∧ dfi−1 ∧ dfi+1 ∧ · · · dfk,
and
ωj = dx1 ∧ · · · ∧ dxj−1 ∧ dxj+1 ∧ · · · ∧ dxk, 1 ≤ j ≤ k.
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Then,
ηi =
k∑
j=1
(−1)i+jCijωj.
Taking the exterior derivative of both sides (and noting that d2 = 0 implies dηi = 0,
as well as dωj = 0 for all 1 ≤ j ≤ k), we obtain
0 =
k∑
j=1
(−1)i+jdCij ∧ ωj =
k∑
j=1
(−1)i+j(∂jCij) dxj ∧ ωj
= (−1)i
k∑
j=1
(∂jCij) dx1 ∧ · · · ∧ dxk.
giving (A.6) as desired.
The Brezis-Nguyen extension identity. We now use the discussion of the previ-
ous section to establish the identity (2.3). Recall that this is precisely the statement
of [BN1, Lemma 3]; we repeat their proof here for completeness.
Let u ∈ C2c (RN ) and let U be its extension to RN+1 as in the statement of
Lemma 2.1. Set gi = ∂iu and Gi = ∂iU for i = 1, · · · , N . Then∫
RN
det(Dg)(x)ϕ(x) dx = −
∫
RN×(0,1)
∂xN+1[det(DxG)Ψ] dxdxN+1,
and
∂xN+1[det(DG)Ψ] = ∂N+1 det(DG)Ψ + det(DG)∂N+1Ψ.
Moreover, defining F : RN+1 → RN+1 by F (x) = (G1(x), · · · , GN (x), 1) and ap-
plying (A.6) with i = k = N + 1, one obtains
∂N+1 det(DG) = ∂N+1CN+1,N+1(DF )
= −
N∑
j=1
∂j [CN+1,j(DF )] =
N∑
j=1
(−1)N−j∂j det(R(j)),
where we have defined R(j) : RN+1 → RN×N , 1 ≤ j ≤ N , in terms of its rows as
(R(j))m = ∇̂jGm for 1 ≤ m ≤ N , using the notation ∇̂i established in the proof
of Lemma 2.1 (see (2.2) and the surrounding discussion). Subsequent applications
of integration by parts on each term then establish (2.3) as desired.
Hessian identity. We conclude this appendix by giving an integration by parts
identity for the Hessian determinant. Let h, ϕ ∈ C∞c (RN ) be given. Then∫
RN
det(D2h)ϕdx
= − 1
N !
∑
σ,τ∈SN
sgn (σ) sgn (τ)
(∫
RN
(∂σ(1)h)(∂τ(1)h)(∂σ(2),τ(2)ϕ)
· (∂σ(3),τ(3)h) · · · (∂σ(N),τ(N)h) dx
)
.
(A.7)
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Taking f = ∇h, this identity is proved from (A.5) by a second application of
integration by parts, combined with symmetry considerations which lead to the
“canonicalized” form given here. It was used to define an earlier generalized notion
of the Hessian determinant operator in [I] (in integer-order Sobolev spaces); see
also [FM] and the references cited there.
Appendix B. Boundedness of the extension operator
In this appendix we establish B(2 − 2N , N) → W 2,N(RN+2) bounds for the
extension operator E defined in (B.1). Such bounds are due to E. M. Stein (see
[S1, S2]). We present the bounds here for completeness, noting, in particular, that
because more than one derivative is involved, one must impose a vanishing moment
condition on the approximate identity φ.
Define
(Ef)(x, ξ) = η(ξ)
∫
RN
f(x− |ξ|y)φ(y) dy (B.1)
for x ∈ RN and ξ ∈ R2, where η ∈ C∞c (R2) and φ ∈ C∞c (RN ) are given such that
(1) 0 ≤ η(ξ) ≤ 1 for all ξ ∈ R2,
(2) supp η ⊂ B(0; 1), η(0) = 1, and
(3)
∫
φdx = 1, supp φ ⊂ B(0; 1) and ∫ xφ(x) dx = 0.
To simplify notation, we will write (x, ξ) ∈ RN×R2 ∼= RN+2 with the conventions
xN+1 = ξ1 and xN+2 = ξ2. We obtain the following estimates:
Proposition B.1. Fix N ≥ 3 and, for each f ∈ C∞c (RN ), let Ef be defined by
(B.1). Then there exists C > 0 such that
max
|α|≤2
‖DαEf‖LN(RN+2) ≤ C‖f‖2− 2
N
,N .
where the maximum is taken over all multi-indices α with |α| ≤ 2.
Proof. In what follows, we give estimates for the quantities ‖Ef‖LN(RN+2) and
‖∂2xiEf‖LN(RN+2) for i = 1, · · · , N +2. Inspection of the arguments shows that the
estimates for all DαEf , |α| ≤ 2, follow from identical considerations. Alternatively,
one can appeal to standard interpolation inequalities and Caldero´n-Zygmund theory
to show that the estimates on the zeroth and pure second derivatives of Ef suffice
to establish the claim.
To estimate the LN norm of Ef itself, we apply Minkowski’s integral inequality
and Fubini’s theorem to obtain
‖Ef‖LN =
∥∥∥∥η(ξ)∫
RN
f(x− |ξ|y)φ(y) dy
∥∥∥∥
LN(RN+2)
≤ ‖η‖LN(R2)‖f‖LN(RN )‖φ‖L1(RN ) (B.2)
We now proceed to the pure second derivative estimates. Fix i ∈ {1, 2, · · · , N}.
Then, for every x ∈ RN and ξ ∈ R2,
∂2i Ef(x, ξ) = η(ξ)
∫
RN
(∂2i f)(x− |ξ|y)φ(y) dy
=
η(ξ)
|ξ|
∫
RN
(∂if)(x− |ξ|y)(∂iφ)(y) dy (B.3)
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Since φ has compact support, integration by parts gives
∫
∂iφdy = 0. We
therefore obtain (with fi = ∂if , φi = ∂iφ)
|∂2i Ef(x, ξ)| ≤
1
|ξ|
∫
RN
|(fi(x− |ξ|y)− fi(x))φi(y)| dy
=
1
|ξ|N+1
∫
RN
|(fi(x− y)− fi(x))φi(y/|ξ|)| dy
≤ 1|ξ|1+N ‖fi(x− y)− fi(x)‖LN ({y:|y|<|ξ|})‖φi(
·
|ξ| )‖L NN−1
≤ C|ξ|2 ‖fi(x− y)− fi(x)‖LN ({y:|y|<|ξ|}). (B.4)
Integrating |∂2i Ef |N with respect to x and ξ, an application of Fubini’s theorem
gives
‖∂2i Ef‖NLN(RN+2)
≤
∫
RN
∫
RN
(∫
|ξ|≥|y|
|ξ|−2Ndξ
)
|fi(x − y)− fi(x)|N dxdy
≤ C‖f‖N2− 2
N
,N . (B.5)
It remains to bound the norm of ∂2ξiEf for i = 1, 2. By abuse of notation, we
will abbreviate ∂∂ξα for α = 1 and α = 2 by ∂α. Let α ∈ {1, 2} be given. We then
have
∂2αEf(x, ξ) =
4∑
j=1
(E)j
where we have set
(E)1 := ∂
2
αη(ξ)
∫
f(x− |ξ|y)φ(y) dy,
(E)2 :=
2ξα∂αη(ξ)
|ξ|
N∑
j=1
∫
(∂jf)(x− |ξ|y)φ(y)yj dy,
(E)3 :=
(|ξ|2 − (ξα)2)η(ξ)
|ξ|3
N∑
j=1
∫
(∂jf)(x− |ξ|y)φ(y)yj dy,
(E)4 :=
(ξα)
2η(ξ)
|ξ|2
N∑
j=1
N∑
k=1
∫
(∂j,kf)(x− |ξ|y)φ(y)yjyk dy.
The contributions of (E)1 and (E)2 are estimated as in (B.2) above, giving the
bounds
‖(E)1‖LN (RN+2) ≤ ‖D2η‖LN (R2)‖f‖LN(RN )‖φ‖L1(RN )
and
‖(E)2‖LN (RN+2) ≤ C‖∇η‖LN (R2)‖∇f‖LN(RN )‖yφ(y)‖L1(RN ),
respectively. Turning to the contribution of (E)3, we write
‖(E)3‖LN (RN+2) ≤
N∑
j=1
∥∥∥∥η(ξ)|ξ|
∫
(∂jf)(x− |ξ|y)φ(y)yj dy
∥∥∥∥
LN (RN+2)
(B.6)
21
so that by making use of the moment condition
∫
yφ(y) dy = 0 and arguing as in
(B.4)–(B.5) we get
(B.6) ≤ C
∥∥∥∥ ∫ (∂jf)(x− |ξ|y)− (∂jf)(x)|ξ| yφ(y) dy
∥∥∥∥
LN (RN+2)
≤ C‖f‖2− 2
N
,N (B.7)
Finally,
‖(E)4‖LN(RN+2) =
∥∥∥∥η(ξ)|ξ| ∑
j,k
∫
(∂jf)(x− |ξ|y)Φj,k(y) dy
∥∥∥∥
LN (RN+2)
(B.8)
where we have set Φj,k(y) = (∂k[yjykφ])(y) for y ∈ RN . Noting that
∫
Φj,k(y) dy =
0, we obtain
(B.8) ≤ C
∥∥∥∥ ∫ (∂jf)(x− |ξ|y)− (∂jf)(x)|ξ| Φj,k(y) dy
∥∥∥∥
LN (RN+2)
(B.9)
so that another application of the estimates in (B.4)–(B.5) gives the bound
(B.9) ≤ C‖f‖2− 2
N
,N . (B.10)
Combining the above estimates, we have shown
‖∂2αEf‖LN(RN+2) ≤ C‖f‖2− 2
N
,N .
When taken together with the estimates ‖∂2i Ef‖LN ≤ C‖f‖2− 2
N
,N for i = 1, · · · , N ,
and in view of the remarks at the beginning of the proof, this completes the proof
of Proposition B.1. 
Appendix C. The three-dimensional case of Proposition 5.2.
In this appendix, we give a different, more direct proof of Proposition 5.2 in the
three-dimensional case.
Proposition C.1. Fix N = 3. Let the sequences (Cℓ) and (Hℓ) be as in (5.13)–
(5.14). Then there exists C > 0 such that for all ℓ ∈ L , we have
Cℓ
∣∣∣∣ ∫ det(Hℓ)(x)ϕ(x) dx∣∣∣∣ ≤ C‖ϕ‖C1k6 . (C.1)
Proof of (C.1). Let (ℓ1, ℓ2, ℓ3) ∈ L be given, and suppose, without loss of gen-
erality, that ‖ϕ‖C1 ≤ 1. Because ∂3,3fℓ = 0 for all 1 ≤ ℓ ≤ k, we may write the
left-hand side of (C.1) as∑
σ∈S3,
σ(3) 6=3
1
(nℓ1nℓ2nℓ3)
4/3(ℓ1ℓ2ℓ3)1/3
∣∣∣〈hσ, ϕ〉∣∣∣ (C.2)
with
hσ = (∂1,σ(1)fℓσ(1))(∂2,σ(2)fℓσ(2))(∂3,σ(3)fℓσ(3)),
We estimate each term of the sum (C.2). Let σ ∈ S3 be given with σ(3) 6= 3.
Recalling (5.11), we obtain the following identities by direct computation:
(i) for 1 ≤ i, j ≤ 2 and i 6= j,
(∂i,jfℓj ) = n
2
ℓjx3 sin(2nℓjx1) sin(2nℓjx2)
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(ii) for 1 ≤ i, j ≤ 2 and i = j,
(∂i,jfℓj ) = 2n
2
ℓjx3 cos(2nℓjxi) sin
2(nℓjxi′)
where i′ is the single element of {1, 2} \ {i},
(iii) for 1 ≤ i ≤ 2, j = 3,
(∂i,jfℓj) = nℓj sin(2nℓjxi) sin
2(nℓjxi′ )
where i′ is the single element of {1, 2} \ {i}, and
(iv) for i = 3, 1 ≤ j ≤ 2,
(∂i,jfℓj) = nℓj sin(2nℓjxj) sin
2(nℓjxj′ ).
where j′ is the single element of {1, 2} \ {j}.
Let j denote the single element of {1, 2}\{σ(3)}. In view of the above identities,
and recalling that ϕ(x) has the form
∏3
i=1 ϕi(xi) by hypothesis (with support con-
tained in the cube (0, 2π)N), we conclude that there exist trigonometric polynomials
P1 and P2 satisfying
sup
x1∈[0,2π]
|P1(x1)| ≤ 1, sup
x2∈[0,2π]
|P2(x2)| ≤ 1 (C.3)
and chosen so that the term in (C.2) corresponding to the permutation σ is bounded
by
n
2/3
ℓj
(nℓ3nℓσ(3))
1/3(ℓ1ℓ2ℓ3)
1/3
∣∣∣∣( ∫
R
P1(x1)ϕ1(x1) dx1
)
·
(∫
R
P2(x2)ϕ2(x2) dx2
)∣∣∣∣‖ϕ3‖L∞. (C.4)
Set ℓ∗ = max{ℓ1, ℓ2, ℓ3}. We consider several cases:
Case 1: ℓj 6= ℓ∗.
In this case, the bounds in (C.3) imply that (C.4) is bounded by
n
2/3
ℓj
(nℓ3nℓσ(3))
1/3
≤ n
2/3
ℓ∗−1
n
1/3
ℓ∗
= kγ
with
γ =
2
3
(33(ℓ∗−1))− 1
3
(33ℓ∗) = −25(33ℓ∗−4) ≤ −6,
where to obtain the last inequality we have recalled that ℓ∗ ≥ 2 holds by construc-
tion. This completes the proof of the proposition in this case.
Case 2: ℓj = ℓ∗ and σ
−1(j) 6= j.
Set i = σ−1(j) and note that the condition i 6= 3 follows from the definition of j.
It now follows from σ(3) 6= j (and j 6= i) that σ(3) = i, and consequently σ(j) = 3.
Computing the factors of hσ, we have
∂i,σ(i)fℓσ(i) = ∂i,jfℓj = n
2
ℓjx3 sin(2nℓjx1) sin(2nℓjx2),
∂j,σ(j)fℓσ(j) = ∂j,3fℓ3 = nℓ3 sin(2nℓ3xj) sin
2(nℓ3xi)
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and
∂3,σ(3)fℓσ(3) = ∂3,ifℓi = nℓi sin(2nℓixi) sin
2(nℓixj).
Note that (ℓ1, ℓ2, ℓ3) ∈ L implies that at least one of the conditions ℓi 6= ℓ∗ or
ℓ3 6= ℓ∗ holds. Suppose first that both of these conditions hold, i.e. ℓi 6= ℓ∗ and
ℓ3 6= ℓ∗. In this case, we note that Pi is given by
Pi(xi) = sin(2nℓ∗xi) sin(2nℓixi) sin
2(nℓ3xi).
Integrating by parts with respect to xi in (C.4), it follows that (C.4) is bounded by
a multiple of
n
2/3
ℓi
(nℓ3nℓ∗)
1/3
+
n
2/3
ℓ3
(nℓinℓ∗)
1/3
(C.5)
Arguing as in Case 1 above, we obtain the bound
(C.5) ≤ k−6
as desired.
Suppose now that ℓi 6= ℓ∗ and ℓ3 = ℓ∗. In this case, we have
Pi(xi) = sin(2nℓ∗xi) sin(2nℓixi) sin
2(nℓ∗xi).
In view of the identity
sin(2nℓ∗xi) sin
2(nℓ∗xi) =
1
2nℓ∗
d
dxi
[sin4(nℓ∗xi)], (C.6)
integration by parts shows that (C.4) is bounded by a multiple of
n
2/3
ℓi
n
2/3
ℓ∗
≤ n
2/3
ℓ∗−1
n
2/3
ℓ∗
= kγ , γ =
2
3
(33ℓ∗−3 − 33ℓ∗). (C.7)
The desired conclusion (γ ≤ −6) then follows again from ℓ∗ ≥ 2.
Similarly, if ℓi = ℓ∗ and ℓ3 6= ℓ∗, we have
Pj(xj) = sin(2nℓ∗xj) sin
2(nℓ∗xj) sin(2nℓ3xj)
and thus, using integration by parts as above, (C.4) is bounded by a multiple of
(n
2/3
ℓ3
)/(n
2/3
ℓ∗
), (C.8)
which is again bounded by k−6 as desired.
Case 3: ℓj = ℓ∗ and σ
−1(j) = j.
Set i = σ(3), and observe that i, j ∈ {1, 2} with i 6= j. It then follows from
σ(j) = j and σ(3) 6= j that σ(j) = 3 and σ(3) = i. As in our treatment of Case 2,
we therefore identify the factors of hσ as
∂j,σ(j)fℓσ(j) = ∂j,jfℓj = nℓjx3 cos(2nℓjxj) sin
2(nℓjxj), (C.9)
∂i,σ(i)fℓσ(i) = ∂i,3fℓ3 = nℓ3 sin(2nℓ3xi) sin
2(nℓ3xj), (C.10)
and
∂3,σ(3)fℓσ(3) = ∂3,ifℓi = nℓi sin(2nℓixi) sin
2(nℓixj). (C.11)
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We again observe that (ℓ1, ℓ2, ℓ3) ∈ L implies that at least one of the frequencies
ℓi or ℓ3 is not equal to ℓ∗. If ℓi 6= ℓ∗ and ℓ3 6= ℓ∗, we use (C.9)–(C.11) to write
Pj = cos(2nℓ∗xj) sin
2(nℓ3xj) sin
2(nℓixj)
Applying integration by parts, this bounds (C.4) by a multiple of
max{n2/3ℓ3 , n
2/3
ℓi
}/(n1/3ℓ∗ ). (C.12)
In the case ℓi 6= ℓ∗, ℓ3 = ℓ∗, we similarly have
Pi = sin
2(nℓ∗xi) sin(2nℓ∗xi) sin(2nℓixi)
which (in view of (C.6)) gives the bound
(C.4) ≤ C(n2/3ℓi )/(n
1/3
ℓ∗
), (C.13)
while for ℓi = ℓ∗, ℓ3 6= ℓ∗, we have
Pi = sin
2(nℓ∗xi) sin(2nℓ3xi) sin(2nℓ∗xi),
giving the bound
(C.4) ≤ C(n2/3ℓ3 )/(n
1/3
ℓ∗
). (C.14)
Arguing as in Cases 1 and 2 above, each of the bounds (C.12)–(C.14) are con-
trolled by k−6. This completes the proof. 
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