Many widely used models, including proportional hazards models with unobserved heterogeneity, can be written in the form Λ(Y ) = min[β X + U, C], where Λ is an unknown increasing function, the error term U has unknown distribution function Ψ and is independent of X, C is a random censoring threshold, and U and C are conditionally independent given X. This paper develops new n 1/2 -consistent and asymptotically normal semiparametric estimators of Λ and Ψ which are easier to use than existing estimators. Moreover, Monte Carlo results suggest that the mean integrated squared error of predictions based on the new estimators is lower than for existing estimators.
Introduction
Many widely used regression models can be written in the form
or, for right-censored data,
where Λ is an unknown strictly increasing real function, X is a random vector of explanatory variables, β is an unknown vector of parameters, U is an unobserved stochastic disturbance term, and C is a random censoring threshold. The following assumptions are standard in the literature and maintained throughout the paper: U is independent of X, U and C are conditionally independent given X, and the distribution of the index β X is absolutely continuous. Let Ψ denote the distribution function of U and ζ the density of β X. Some special cases of this model frequently used in applied work are listed in table 1. Primary applications are models of duration data with no time-varying covariates, and in particular the proportional hazards model with unobserved heterogeneity, which has become the most popular model in the analysis of economic duration data. These models are usually estimated by the maximum likelihood method after parameterizing the baseline hazard rate and the distribution of the unobserved heterogeneity. However, finding suitable parameterizations can be difficult, as evidenced by the wide range of specifications used in applied work.
1 Recently, the constant need to search for suitable parameterizations has led to a increased interest in non-and semiparametric estimators.
Semiparametric estimators of Λ and Ψ, which do not assume that either Λ or Ψ belong to known finite-dimensional parametric families of functions, were developed by Horowitz (1996) for uncensored data and extended to censored data by Gørgens and Horowitz (1998) .
2 These estimators are n 1/2 -consistent and asymptotically normal, and they perform well in Monte Carlo experiments. However, their practical use is hampered by their complexity of implementation as they require the researcher to choose weight functions, kernel functions, and bandwidths. This paper proposes new semiparametric estimators of Λ and Ψ, which are easier to implement because they require only one kernel and one bandwidth whereas the 1 See for example Lancaster (1990) . Examples of common specifications of the baseline hazard are constant hazard, piecewise constant, Weibull, Gompertz, log logistic, Box-Cox, double Box-Cox, and rational log hazard. Examples of common specifications of the distribution of the unobserved heterogeneity component are exponential, gamma, lognormal, log logistic, log Burr, and generalized F . A parametric specification of the baseline hazard rate and the distribution of unobserved heterogeneity implies parametric specification of Λ and Ψ, respectively.
2 Heckman and Singer (1984) proposed a semiparametric estimator of Ψ assuming a parametric specification of Λ. Murphy (1994 Murphy ( , 1995 , and Nielsen, Gill, Andersen, and Sørensen (1992) developed semiparametric estimators of Λ assuming a parametric specification of Ψ. Box-Cox models Λ(y) = (y α − 1)/α Unrestricted Proportional hazards models Smooth and increasing † Ψ(u) = 1 − exp (−u) (U = ln a where a is unit exponential) Mixed proportional hazards models Smooth and increasing † Log Laplace Transform family (U = ln a − ln v where a is unit exponential and v is a nonnegative random variable) †Λ is the log of the integrated baseline hazard.
existing estimators require two of each. In applications, bandwidths are often determined by cross-validation methods or simply by visual inspection of the estimates. In either case, it is necessary to evaluate the estimator at many different bandwidths. Reducing the number of bandwidth parameters from two to one simplifies application substantially. Thus the paper takes a significant step towards making semiparametric estimation of transformation models practical in empirical applications. Moreover, the new estimators perform better than existing estimators in a small set of Monte Carlo experiments, in the sense that they lead to predictions of Y which have lower mean integrated squared errors.
The censoring scheme assumed here is so-called random censorship, where C is random and conditionally independent of U given X. Random censoring is often encountered in practice. An example is duration studies in which spells begin at random times and the termination date of the study is predetermined. Other special cases of random censorship include type I or "time" censoring, where C =c for some constant c, and the case of no censoring, where C = ∞. Examples of censoring schemes not included are type II or "order statistic" censoring, where sampling continues until a predetermined number of uncensored observations has been collected, fixed censoring, where the censoring times are predetermined but not constant, and schemes where censoring depends on the value of Y . Note that some censoring schemes may be reduced to type I censoring by introducing additional (artificial) censoring.
Both the existing and the new estimators require that β be estimated before Λ and Ψ. No new estimator of β is proposed in this paper. Equation (1) is a singleindex model. Equation (2) is a single-index model, provided C depends on X only through the index β X. Methods for estimating β (up to scale) in single-index models have been devised by Han (1987) , Härdle and Stoker (1989) , Horowitz and Härdle (1996) , Ichimura (1993) , Powell, Stock, and Stoker (1989) , Sherman (1993) , and Ai (1997) . It is not assumed that C depends on X only through the index β X in this paper, and the results hold under any conditions that insure existence of an estimator of β satisfying the mild regularity conditions listed in assumption 3 in section 3. However, the author is not aware of semiparametric estimators of β for models without single-index structure.
The paper is organized as follows. The estimators are developed in section 2, and their limiting distributions are discussed in section 3. Monte Carlo results are presented in section 4, and section 5 concludes. Proofs of theorems are relegated to appendix A.
Estimators
The data available for estimation are assumed to consist of independent observations of X, Y , and an indicator of no censoring,
Throughout the paper the uncensored model (1) will be treated as a special case of the censored model (2) where C = ∞ and M = 1 with probability 1. Scale and location normalizations are needed to identify the unknowns β, Λ, and Ψ. Identification of β (up to a scale parameter) requires that X have at least one component which is continuously distributed conditional on the others and whose coefficient is nonzero.
3 Let this be the first component of X. For scale normalization, let the first component of β be either 1 or −1, and normalize the location of the model by setting Λ(t 0 ) = Λ 0 , where t 0 and Λ 0 are arbitrary constants (t 0 must be in the interval on which Λ is estimated, see below).
Similarly to Horowitz's (1996) and Gørgens and Horowitz's (1998) estimators, the new estimators are based on the analog principle. The first step in constructing the estimators is to express Λ and Ψ in terms of the density ζ of Z = β X and the conditional distribution function F of the uncensored Y given Z. The second step consists of replacing ζ and F in these expressions by appropriate kernel estimators. What distinguishes the new from the existing estimators is the choice of estimating expressions in the first step: The new estimators are based on quantiles whereas the existing estimators are based on derivatives. This means that the estimator of F (y|z) in the second step need not be differentiable with respect to y (although differentiability with respect to z is still required in order to eliminate asymptotic bias). Consequently, no smoothing in the y-direction is needed and therefore the new estimators require only one bandwidth and kernel function, whereas existing estimators require two of each.
Estimators are proposed for two cases. In case I the data are assumed to be either uncensored or type I censored, but the range of Y is unrestricted. This is similar to Horowitz (1996) . 4 In case II Y must be nonnegative, but a general random censoring mechanism is allowed. This case is relevant for many studies of duration data and was considered by Gørgens and Horowitz (1998) . The new estimators coincide when the two cases overlap, that is, when the data are uncensored or type I censored and Y is nonnegative.
The estimating expressions for Λ and Ψ are derived in section 2.1, estimation of ζ and F is discussed in section 2.2 for case I and section 2.3 for case II. The new and the existing estimators are compared in section 2.4.
Estimating Equations
Define Z = β X and define the uncensored, latent variable Y * by
Let ζ denote the density of Z, and let F (·|z) be the conditional distribution function of Y * given Z = z, ie, 
where Ψ is the distribution function of U. To illustrate the idea of the new estimator, assume, temporarily, that Ψ is strictly increasing and that
Now consider the general case where Ψ may not be strictly increasing and ζ may not be strictly positive everywhere. Let
be the qth quantile of U, and define the generalized inverse of F (t|·) by
The set on the right-hand side of (8) may be empty, in which case G(t, q) is infinite. The second line shows that G(t, q) is well-defined and equals
To write this compactly, for any ≥ 0 define the set
Then
It follows that
Given t 0 and q, equations (8) and (11) determine Λ as a function of ζ and F . Essentially, the new estimator of Λ is obtained by replacing ζ and F in (8) by sample analogs and substituting the resulting estimator G n for G in (11). The estimator of ζ used in this paper is the Rosenblatt-Parzen kernel density estimator, while F is estimated by the Nadaraya-Watson kernel estimator or a conditional Kaplan-Meier kernel estimator discussed in sections 2.2 and 2.3, respectively. Given estimators ζ n and F n , estimate G by
Under fairly weak conditions these estimators converge to their population counterparts, and hence Λ 0 + G n (t, q) − G n (t 0 , q) is a consistent estimator of Λ(t). However, the optimal rate of convergence of ζ n , F n , and hence G n , depends on the smoothness of Λ, Ψ, and ζ, but n 1/2 -convergence cannot be achieved. 6 Therefore, for any given value of q, simply replacing G(t, q) by G n (t, q) in (11) will not result in a n 1/2 -consistent estimator of Λ(t). Fortunately, n 1/2 -consistency can be obtained by averaging over a range of q-values.
7 Since the estimators of F involve random denominators (essentially 1/ζ n ), they converge uniformly only on sets of the form (t, z) ∈ R 2 : ζ(z) > c ζ , where c ζ > 0 is a small constant. Therefore, G n is uniformly consistent only on S D (c ζ ), as opposed to S D (0). This implies that averaging should take place only over values of q such that ζ(Λ(t) − Ψ −1 (q)) > c ζ . Now to define the new estimator, choose an interval T Λ ⊂ I Y on which Λ is to be estimated, and let W Λ be a weight function such that W Λ (·, t) is supported on (0, 1) and integrates to 1 for all t ∈ T Λ . Furthermore, the support of W Λ must be chosen to ensure that (t, q) and (t 0 , q) are in S D (c ζ ) whenever t ∈ T Λ and W Λ (q, t) = 0. In other words, W Λ (q, t) = 0 should imply ζ(G(t, q)) > c ζ and ζ(G(t 0 , q)) > c ζ . An example of a weight function is given in the Monte Carlo section. Define the new estimator Λ n by
Under assumptions stated in section 3, Λ n is uniformly n 1/2 -consistent on T Λ and asymptotically normally distributed.
Turning now to estimation of Ψ, note that since
Once F and Λ are estimated equation (14) can be used to estimate Ψ. More specifically, to estimate Ψ, choose an interval T Ψ ⊂ R on which Ψ is to be estimated, and let W Ψ be a weight function such that W Ψ (·, u) integrates to 1 for each u ∈ T Ψ . In addition, since Λ is only estimated on T Λ and
It is shown in section 3 that Ψ n is n 1/2 -consistent and asymptotically normal. This completes the first step in developing the new estimators: Equations (12, (13) and (15) gives estimators Λ n and Ψ n in terms of ζ n and F n . The second step is to estimate ζ and F , which is discussed in the next two subsections.
Estimating F : Case I
In the case of uncensored data or type I censored data, ζ n and F can be estimated by the Rosenblatt-Parzen and the Nadaraya-Watson kernel estimators.
be a random sample. Choose an estimator β n , say, from the list given in the introduction. Choose also a bandwidth κ zn and a kernel function K z , that is, let κ zn be a positive real number and let K z be a function which integrates to 1. To achieve the bias reduction necessary to attain n 1/2 -convergence, the kernel function must be of fourth order and twice differentiable. Other (standard) regularity conditions that β n , κ zn , and K z must satisfy are given in section 3. Define
The Nadaraya-Watson estimator of F (t|z) is
where
and ζ n is the Rosenblatt-Parzen density estimator,
The function F I n (·|z) is a right-continuous step-function which jumps (up or down) by K ni at each Y i , whereas F I n (t|·) is a continuous and differentiable function if K z is.
Estimating F : Case II
Now consider the case of general random censoring, but assume that Y is nonnegative. The Rosenblatt-Parzen estimator of the density ζ of Z is unaffected by the censoring of Y , but with random censoring the Nadaraya-Watson estimator of F is inconsistent. Fortunately another estimator is available, namely, the conditional product-limit estimator (also known as the conditional Kaplan-Meier estimator).
The following results are standard in duration analysis. 10 Let F 1 (·|z) denote the conditional (sub-)distribution function of the uncensored Y given Z = z, namely,
and letF 2 (·|z) denote the left-continuous conditional survivor function of Y given
Assuming that C and U are conditionally independent given X, the conditional integrated hazard function
9 1(A) denotes the indicator function of the event A. 10 See for example Kalbfleisch and Prentice (1980) or Gill and Johansen (1990) . Equations (22) and (23) and the conditional distribution function of Y * given Z = z is
, and D H denotes the set of discontinuity points of H.
, β n , κ zn , and K z be as in section 2.2. Define the Nadaraya-
, where
Given ζ n , A 1n , andĀ 2n , estimate H by replacing F 1 andF 2 in (22) by F 1n andF 2n . Since F 1n (·|z) is a right-continuous step function and the jump points occur at the uncensored Y i s, the expression simplifies as follows
Note that in the homogenous case with no Z-variable, H n is the well-known NelsonAalen estimator. 11 Now replace H in (23) by H n . Since H n (·|z) is also a rightcontinuous step function with jump points at the uncensored Y i s, the continuous component H c n (·|z) is 0, so the expression simplifies to
As in the case of F I n , the function F II n (·|z) is right-continuous step-function with jump points at discontinuity points of A 1n , namely, at the uncensored Y i s, and F II n (t|·) is a 11 Nelson (1972) , Aalen (1978 
Comparison With Existing Estimators
Before turning to the asymptotic results, it is useful to compare the new estimators with those proposed by Horowitz (1996) and Gørgens and Horowitz (1998) . As mentioned before, the main advantage of the new estimators is that elimination of a smoothing parameter simplifies application.
Suppose 15 Then
Equation (28) is the basis for the existing estimators of Λ. Specifically, let κ yn be a second bandwidth, let K y be a continuous kernel function, and assume K z is differentiable. Then define the smooth estimator F
is a differentiable version of A 0n . The integral on the right-hand side essentially approximates the indicator function in (18) by a differentiable distribution function. Horowitz (1996) 's estimator consists of replacing
The estimator of Λ proposed by Gørgens and Horowitz (1998) for randomly censored data was developed along similar lines. In order to use (28) they needed their estimator of F to be differentiable, which was achieved by using a differentiable estimator of F 1 defined in section 2.3. Specifically, they replacedF 2 and F 1 in (22) and (23) 
12 Kaplan and Meier (1958) . 13 Uniform consistency of H n and F II n has been established by Dabrowska (1989) . 14 Throughout, D is a differentiable version of A 1n . The resulting estimator of H is
Since H * n is continuous in t, the expression corresponding to (23) reduces to F
Their estimator of Λ is defined by replacing F by F II n * in (28). Horowitz (1996) and Gørgens and Horowitz (1998) took different approaches to estimation of Ψ. The new estimator of Ψ is closely related to the estimator proposed for case II by Gørgens and Horowitz. By (32) , (15) with
which is the estimator proposed by Gørgens and Horowitz. They proved uniform n 1/2 -consistency and asymptotic normality. The new estimator can be viewed as a generalization of (33), that does not require differentiability of F 1n (·|z) and only requires one bandwidth parameter.
The relationship between the new estimator of Ψ and Horowitz'z (1996) estimator is more complicated. 
. This estimator is also uniformly n 1/2 -consistent, and it is defined as the empirical probability corresponding to Pr(Y ≤ u|Z + u ∈ Λ(T Λ )), ie,
Although this expression does not look much like (15), it arises as a limiting case as the bandwidth approaches 0 provided the appropriate weight function is chosen. This weight function, however, is more complicated than W Ψ because it depends on the data as well as (y, u). Specifically, put
It can be verified that W Ψn (·, u) integrates to 1 for all u ∈ T Ψ . Furthermore, after substituting W Ψn for W Ψ , cancelling terms, and changing variables, (15) becomes
Thus, it is in principle possible to approximate Horowitz's estimator within the framework of the new estimator. Data-dependent weight functions are not discussed in this paper.
Asymptotic Distributions
Under conditions given in the assumptions below, the new estimators are n 1/2 -consistent and asymptotically normally distributed. The precise results are stated in theorems 1 and 2 below. The assumptions and results are similar for cases I and II, and it is convenient to discuss them together.
Let P denote the distribution of (X , Y, M) , and let P n denote the empirical measure formed from the n independent observations on P , that is, P n puts probability 1/n on each of the observations. Let X 1 andX denote the first and the (r − 1) last components of X. Similarly, let β 1 and β −1 the first and the (r − 1) last components of β and let β n1 be the first component of β n and β n,−1 the vector of remaining components. (Throughout β 1 denotes the first component of β, not the first vector in the sequence {β n }.)
The first assumption ensures identification of the estimators.
Assumption 1 The real function Λ is defined on a possibly unbounded interval I Λ and is strictly increasing. The random vector (X , Y, U, C) satisfies Λ(Y ) = min[β X + U, C]
, and M = 1 if β X + U ≤ C and M = 0 otherwise. Furthermore, U and X are independent, and C and U are conditionally independent given X. The distribution function Ψ of U is right-continuous, X 1 is absolutely continuous with respect to Lebesgue measure conditional onX, and |β 1 | = 1.
In case II, it is also assumed that Y ≥ 0.
When X 1 is absolutely continuous conditional onX, so is Z. Let ξ(·|x) denote the conditional density of Z givenX =x, and continue to use ζ to denote the unconditional density of Z. The second assumption characterizes the sample.
Assumption 2 The sequence {(X
is a random sample from P .
The next assumption concerns the estimator of β. All the estimators of β mentioned in the introduction satisfy this assumption. If β is known, the assumption is not needed.
Assumption 3 β n1 = β 1 . There is a function Ω : R r+2 → R r−1 such that P Ω = 0, the components of P ΩΩ are finite, and n 1/2 (β n,
The random vectorX is bounded with probability one.
Let Θ(·|x) denote the conditional distribution function of C given X = x, and let c be the largest number such that Θ(c|x) is continuous for all c <c. Under type I censorship, Θ(c|x) = 0 for c <c and Θ(c|x) = 1 for c ≥c. For uncensored data and data where C is absolutely continuous,c = ∞.
The derivation of the limiting distributions depends on applications of the mean value theorem and Taylor expansions. Hence, the underlying functions must be sufficiently smooth. The exact requirements are listed as assumption 4.
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Assumption 4 There is an integer k z ≥ 4 such that:
The derivatives DΛ and DΛ
2 exist and are bounded and continuous on all compact subsets of I Λ .
The derivatives DΨ, . . . , D
kz+2 Ψ exist and are bounded and continuous on R. 
The density ζ is bounded, and the derivative Dζ exists and is bounded and continuous on R.

The derivatives
The joint subdensity of (Y, Z, M) conditional onX is
where x(z,x) denotes the vector (z −β x)/β 1 ,x . Assumption 4 ensures among other things that p has k z + 1 bounded and continuous derivatives wrt z. This is used to bound remainder terms in the asymptotic expansions of n 1/2 Λ n − Λ and n 1/2 Ψ n − Ψ .
17
As mentioned earlier, C is allowed to depend on X. However, to ensure that p(y, z, m|x) is a smooth function of z, the relationship between C and X 1 must be smooth. The precise condition is stated in assumption 4.5. If C does not depend on X 1 , then 4.5 is automatically satisfied, and of course 4.5 is redundant for uncensored data since Θ = 0.
A researcher who wish to use the new estimators must choose a bandwidth, a kernel function, and two weight functions. To establish consistency and asymptotic normality, it is necessary to restrict the choices. Sufficient conditions are given in the remaining assumptions. 16 For simplicity of exposition, most derivatives are assumed to exist everywhere on the domain of the original functions. The results of theorems 1 and 2 may still hold even if a function is not differentiable everywhere, provided T Λ , T Ψ , W Λ , and W Ψ are chosen to avoid "edge-effects" in the kernel smoothing. That is, if the kernel estimates involve smoothing over Z i = β X i near z then F (y|·), F 1 (y|·) andF 2 (y|·) must be smooth on [z − κ zn , z + κ zn ] for all n large.
17 Assumption 4 is weaker than the equivalent assumption made by Horowitz (1996) and Gørgens and Horowitz (1998) . This is because they need existence of high-order derivatives of p wrt to y. Assumption 8 concerns the estimation set T Ψ and the weight function W Ψ .
Assumption 5 The bandwidth
K z (z) dz = 1 and 1 −1 K z (z)z j dz = 0 for j = 1, . . . , k z −1,
If W Λ (q, t) = 0 then ζ(G(t, q)) > c ζ and ζ(G(t
0 , q)) > c ζ for some c ζ > 0. 4. W Λ (·, t) vanishes outside [q 0 , q 1 ] with 0 < q 0 < q 1 < 1 for all t ∈ T Λ , 5. W Λ is bounded.
W Λ satisfies the Lipschitz conditions |W
Λ (q, t) − W Λ (q * , t)| ≤ c W |q − q * | and |W Λ (q, t) − W Λ (q, t * )| ≤ c W |t − t * | for all q, q * ∈ [0
Assumption 8
T Ψ is a bounded interval in R.
W Ψ is a real function on R
2 , and W Ψ (·, u) integrates to 1 for all u ∈ T Ψ .
There is a constant
4. W Ψ is bounded.
W Ψ satisfies the Lipschitz conditions |W
Additional notation is required before the theorem can be stated. Define
and
If the data are uncensored or type I censored and nonnegative, then f I = f II . Let X Λ be the set of all bounded, real functions on T Λ and equip X Λ with the metric generated by the uniform norm and the σ-algebra generated by closed balls. Let Λ I n and Λ II n denote the new estimators for case I and case II.
Under assumptions 1-7, a. Λ j n can be uniformly approximated by the empirical process
and P Φ 
Λ)} of random elements of X Λ converges in distribution to a Gaussian stochastic process on T Λ . The mean of the limiting process is zero and the covariance function is
Given the first conclusion of the theorem, the second and the third follow from standard theorems on convergence of empirical processes. Specifically, theorem 1.b follows from theorem II.24 of Pollard (1984) and theorem 1.c from lemma 2.16 of Pakes and Pollard (1989) and theorem VII.21 of Pollard (1984) . The proof of theorem 1.a employs empirical process and U-process theory and can be found in appendix A. A similar theorem holds for Ψ n . Let X Ψ be the set of all bounded, real functions on T Ψ and equip X Ψ with the metric generated by the uniform norm and the σ-algebra generated by closed balls. Let Ψ I n and Ψ II n be the new estimators for case I and case II.
Theorem 2 For j
Under assumptions 1-8, a. Ψ j n can be uniformly approximated by the empirical process
random elements of X Ψ converges in distribution to a Gaussian stochastic process on T Ψ . The mean of the limiting process is zero and the covariance function is
The proof of theorem 2.a can be found in appendix A. As for theorem 1, theorems 2.b and 2.c follow from theorem 2.a and the work of Pollard (1984) and Pakes and Pollard (1989) . Horowitz (1996) and Gørgens and Horowitz (1998) proved similar theorems under essentially the same assumptions, but since their estimators are based on derivatives of F stronger smoothness assumptions are required. For example, Horowitz assumed existence and boundedness of the third order derivative of Λ, the seventh order derivatives of ζ and ξ, and the ninth order derivative of Ψ. In addition, his weight function W * Λ must be seven times differentiable.
Monte Carlo Results
In this section the new estimators are compared to existing semiparametric estimators in a set of Monte Carlo experiments using the same designs as Horowitz (1996) for uncensored data and Gørgens and Horowitz (1998) for data with 20% random censoring. The estimators are evaluated by their ability to predict Y * given X = x. As pointed out by Horowitz, the usual predictor, the conditional expectation of Y * given X = x, is not available because Λ and Ψ are not estimated on their entire domains. Instead Horowitz (1996) suggested using the median, or some other quantile, of the conditional distribution of
Horowitz's estimator consists of replacing the unknown β, Λ, and Ψ by their estimators, and he proved (under regularity conditions) that the resulting estimator is uniformly consistent and asymptotically normal for x ∈ T Q , where T Q in a suitable bounded subset of R r . His theorem continues to hold if his estimators of Λ and Ψ are replaced with the new.
Details of the designs are reported in the first part of table 2. The results for the "old" estimators in the second part of table 2 are quoted directly from the respective papers. Please refer to the original sources for details concerning the specification of two weight functions, two kernels, and two bandwidths. In all experiments the choice of weight functions and kernels were ad hoc, whereas the bandwidths were chosen to minimize the mean integrated square error (MISE) of Q n (x) for x ∈ T Q .
For new estimators W Λ , W Ψ , K z , and κ zn are as follows. The support of
19 The constant t 0 is 0 in the Linear and the Sinh experiments, 1 in the Log and the Weibull experiments, and 5 in the U-Shaped Hazard experiment.
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Given a t and b t , W Λ (·, t) is defined by
where K is a uniform kernel on [−1, 1] in the Linear, the Log, and Sinh experiments, and K is the second-order kernel
in the Weibull and the U-Shaped Hazard experiments. Similarly, the support of
, sup T Λ , and on its support W Ψ (·, t) is defined in the same manner as W Λ (·, t). The kernel function is a fourth order kernel taken from Müller (1984) ,
Finally, the bandwidth is 1.5, since this value approximately minimizes the MISE of Q n (x) for x ∈ T Q .
21
19 This ensures that W Λ (F (t|z), t) and W Λ (F (t 0 |z), t) are both zero for z outside [−3, 3] . 20 The choice of normalization constants should be arbitrary, but as defined Λ n depends on t 0 in a substantive way because of the restrictions on W Λ in equation (13). The use of t 0 as both the anchoring constant in the definition of Λ n and as one of the normalization constants was done to simplify the exposition. In applications, t 0 should be chosen to allow a reasonably large support of W Λ (·, t) for all t ∈ T Λ . It is a simple matter to renormalize Λ n later.
21 Although the weight function ensures that G n is well defined with probability 1 as n approaches infinity, in finite samples it happens with nonzero probability that G n (t, q) = ∞ for some (t, q) ∈ S D (0). This occurs when the set {z ∈ R : ζ n (z) > 0, F n (t|z) ≥ q} is empty. In the Monte Carlo experiments G n (t, q) is set equal to min i β n X i in this event. 
where µ C is chosen to achieve the desired probability of censoring, and β is assumed known and equal to 1. †Mean integrated squared error of estimates of the conditional median of Y given X = x over x ∈ T Q divided by the length of T Q .
The second part of table 2 shows that the new estimators perform better than the old, since the MISEs of the conditional median estimate are lower for the new estimators in all experiments. Of course, this does not prove that the new estimators will generate predictions with lower MISE in other settings, nor does it imply that they perform better than the old if other performance measures are used. However, it does make the new estimators an interesting and promising alternative to existing estimators.
Conclusion
New semiparametric estimators have been proposed for estimating Λ and Ψ in a regression model with an unknown transformation of the dependent variable. Estimators have been proposed for both uncensored and right-censored data. The new estimators require only one kernel function and one bandwidth and are therefore simpler to implement than the semiparametric estimators proposed by Horowitz (1996) and by Gørgens and Horowitz (1998) , which require two of each. In addition, the new estimators perform better than the existing semiparametric estimators in a small set of Monte Carlo experiments, where the mean integrated square prediction errors were lower for the new estimators in all of five different designs. Further research is needed to determine in which situations the new estimators are preferable to existing estimators and vice versa.
A potential advantage of the new estimators has not previously been mentioned. Horowitz (1996) and Gørgens and Horowitz (1998) provided consistent estimators of the asymptotic covariance functions, but the formulae are complicated (especially so for censored data) and their properties in finite samples are not known. The asymptotic covariance functions for the new estimators are much simpler, easier to estimate, and hence more likely to be useful in applications. The properties of pointwise confidence intervals based on estimates of the asymptotic covariance functions are currently under investigation.
A Proof of Theorems
Theorems 1.a and 2.a can be proved using similar methods as Horowitz (1996) and Gørgens and Horowitz (1998) . Essentially, the idea is to linearize (in K z ) the estimators using the mean value theorem or a Taylor expansion, and then apply empirical process theory to show that the remainder terms vanish sufficiently quickly. This appendix contains outlines of the proofs of theorems 1.a and 2.a, concentrating on linearizing the estimators. Convergence of all remainder terms, except one, follows from the lemmas of Gørgens and Horowitz (1998) and references are given where appropriate. A detailed proof of convergence of the last remainder term is given at the end. This particular remainder term arises in the linearization of H n − H. Whereas the lemmas of Gørgens and Horowitz employ empirical process theory, the proof of convergence of the last remainder term uses U-process theory developed by Nolan and Pollard (1987) .
As before treat the uncensored model as the special case of the censored model where C = ∞ and M = 1 with probability one. In section A.1, the rate of convergence of F I n , H n , and F II n is established. The new estimators Λ n and Ψ n are approximated by empirical processes uniformly to order n −1/2 in sections A.2 and A.3. Finally, section A.4 contains a detailed proof that the special remainder term converges sufficiently fast.
A.1 Convergence of F I
n , H n , and F
II n
In this section let {z n } represent a sequence converging to z at the rate n 1/2 . In the proof of theorem 1 z n simply equals z, whereas in the proof of theorem 2 z and z n will be replaced by Λ(v) − t and Λ n (v) − t.
Define S 1 = z ∈ R : ζ(z) > c ζ and S 2 = T Λ × S 1 , then S 1 and S 2 are bounded and edge-effects in the kernel estimates disappear asymptotically on S 1 and S 2 , because by assumption 4 ζ(z + ), F (y|z + ), F 1 (y|z + ), andF 2 (y|z + ) are smooth for n large whenever z ∈ S 1 or (y, z) ∈ S 2 and < κ zn . By lemma 5 of Gørgens and Horowitz (1998) , the assumptions given in section 3 imply
where A j (t, z) = F j (t|z)ζ(z). Uniform convergence ofĀ 2n follows from uniform convergence of A 0n . As a matter of algebra,
Therefore,
and sup (t,z)∈S 2 Supposition (59) does not follow from the lemmas of Gørgens and Horowitz (1998) . A detailed proof is given in section A.4. Assumption 4 implies that H is continuous, so F = 1 − exp(−H) by equation (23). Hence, by the mean value theorem
where H * n (t|z n ) is between H n (t|z n ) and H(t|z), and H * * n (t|z n ) is between − ln 1 − F II n (t|z n ) and H n (t|z n ). An argument similar to the one given by Breslow and Crowley (1974) for their lemma 1 shows that
It then follows from (60), (62), and (63) that
Moreover,
where 
In the following the superscript j is suppressed. Under the assumptions given in section 3, lemma 10 in appendix A.2 of Gørgens and Horowitz (1998) implies that
To prove theorem 1.a it remains to be shown that
Define 
Since W Λ is bounded, W Λ (·, t) has bounded support, and since W Λ (F (t * |z), t) = 0 implies ζ(z) > c ζ , it follows that sup (t,t * )∈T Λ ×T Λ |R 2n (t, t * )| = o p (n −1/2 ), and equation (75) is proved.
A.3 Proof of Theorem 2.a
The proof of theorem 2.a is simpler than theorem 1.a, because the weight function only appears once in the formula for Ψ n and because the dependence of Ψ n on Λ n is already taken into account in lemma 10 of Gørgens and Horowitz (1998) 
Suppressing the superscript j indicating estimator I or II , lemma 10 in appendix A.2 of Gørgens and Horowitz (1998) implies
K z are bounded, K z has bounded support, andX has bounded support, it follows that sup (t,z)∈S 2 |P ⊗ P ρ 1n | = o p (1). Since ρ 2n is simply ρ 1n without theX i andX j terms, the proof of convergence of the sum involving ρ 2n is omitted.
