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Abstract
We in this paper ﬁrst establish a new expression of the general solution to the consistent system of linear
quaternion matrix equationsA1X1 = C1,A2X2 = C2,A3X1B1 + A4X2B2 = C3, which was investigated
recently [Q.W. Wang, H.X. Chang, C.Y. Lin, P-(skew) symmetric common solutions to a pair of quaternion
matrix equations, Appl. Math. Comput. 195 (2008) 721–732], then derive the maximal and minimal ranks
and the least-norm of the general solution to the system mentioned above. Some previous known results can
be viewed as special cases of the results of this paper.
© 2008 Elsevier Inc. All rights reserved.
AMS classiﬁcation: 15A24; 15A33; 15A09; 15A03; 15A60
Keywords: System of quaternion matrix equations; Minimal rank; Maximal rank; Moore–Penrose inverse; Least-norm;
Linear matrix expression
1. Introduction
Throughout, we denote the real number ﬁeld by R, the set of all m × n matrices over the
quaternion algebra
{H = a0 + a1i + a2j + a3k|i2 = j2 = k2 = ijk = −1, a0, a1, a2, a3 ∈ R}
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by Hm×n. For A ∈ Hm×n, let A∗, A†, R(A), andN(A) stand for the conjugate transpose, the
Moore–Penrose inverse, the column right space, and the left row space ofA, and dimR(A) repre-
sent the dimension ofR(A). Ii is used to denoted the i × i identitymatrix.By [1], dimR(A) = dim
N(A), which is called the rank of A and denoted by r(A). Moreover, the two matrices LA and
RA stand for the two orthogonal projectors LA = I − A†A, RA = I − AA† induced by a matrix
A.
Recently, Wang, Chang and Lin [2] established necessary and sufﬁcient conditions for the
existence and an expression of the general solution to the system of matrix equations
A1X1 = C1, A2X2 = C2, A3X1B1 + A4X2B2 = C3 (1.1)
and used the results to investigate the P -symmetric and P -skewsymmetric solutions to the system
of matrix equations
AaX = Ca, AbXBb = Cb.
In the same paper [2], the authors proposed two further research topics: (1) Find out the maximal
and minimal ranks of the general solution to system (1.1) over H. (2) Investigate the least-norm of
the general solution to system (1.1) over H. Note that researches on extreme ranks, i.e., maximal
and minimal ranks, of solutions to linear matrix equations have been actively ongoing for more
than 30 years (see, e.g., [3]–[13]). In this paper, we mainly consider the maximal and minimal
ranks and the least-norm of the solution to the consistent system (1.1). In Section 2, we establish
a new expression of the general solution to system (1.1), which is advantageous to investigate its
extreme ranks and the least-norm. We in Section 3 give the maximal and minimal ranks of the
general solution to system (1.1) over H and show that some known results can be regarded as
the special cases of this paper. In Section 4, we present the least-norm of the general solution to
system (1.1) over H.
2. The general solution to system (1.1) over H
We begin with the following Lemma which is the same as Theorem 3.4 in [2].
Lemma 2.1. Let A1 ∈ Hm×p1 , A2 ∈ Hn×p2 , C1 ∈ Hm×q1 , C2 ∈ Hn×q2 , A3 ∈ Hs×p1 , A4 ∈
Hs×p2 , B1 ∈ Hq1×t , B2 ∈ Hq2×t , C3 ∈ Hs×t be known and X1 ∈ Hp1×q1 , X2 ∈ Hp2×q2 un-
known;A = A3LA1 ,C = A4LA2 ,M = RAC,N = B2LB1 , S = CLM,E = C3 − A3A†1C1B1−
A4A
†
2C2B2. Then the following statements are equivalent:
(1) System (1.1) is solvable.
(2) The following equalities hold
RA1C1 = 0, RA2C2 = 0, RAELB2 = 0, RCELB1 = 0, ELB1LN = 0, RMRAE = 0.
(3) The following equalities are all satisﬁed:
r[Ai, Ci] = r(Ai), i = 1, 2,
r
⎡
⎣A1 C1B1A3 C3
0 B2
⎤
⎦ = r
[
A1
A3
]
+ r(B2),
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r
⎡
⎣A2 C2B2A4 C3
0 B1
⎤
⎦ = r
[
A2
A4
]
+ r(B1),
r
⎡
⎣B1B2
C3
⎤
⎦ = r
[
B1
B2
]
,
r
⎡
⎣C1B1 A1 0C2B2 0 A2
C3 A3 A4
⎤
⎦ = r
⎡
⎣A1 00 A2
A3 A4
⎤
⎦ .
In that case, the general solution of system (1.1) can be expressed as
X1 = A†1C1 + A†EB†1 − A†CM†EB†1 − A†SC†ELB1N†B2B†1
− A†SVRNB2B†1 + LA1(LAY + ZRB1), (2.1)
X2 = A†2C2 + LA2M†EB†2 + LA2S†SC†ELB1N†
+ LA2LM(V − S†SVNN†) + LA2WRB2 , (2.2)
where Y, V, W, Z are arbitrary matrices over H with appropriate sizes.
The following Lemma is due to Tian [16] which can be generalized to H.
Lemma 2.2. Suppose that
B1XC1 + B2YC2 = A (2.3)
is a consistent linear matrix equation where B1, C1, B2, C2 and A are m × p, q × n, m × s,
t × n and m × n matrices, respectively. Then
(1) The general solution of the homogeneous equation
B1XC1 + B2YC2 = 0 (2.4)
can be expressed as
X = X1X2 + X3, Y = Y1Y2 + Y3,
where X1 − X3 and Y1 − Y3 are the general solutions of the following four homogeneous
matrix equations
B1X1 = −B2Y1, X2C1 = Y2C2, B1X3C1 = 0, B2Y3C2 = 0. (2.5)
Solving these equations and putting their general solutions in X and Y yields
X = S1LGURHT1 + LB1V1 + V2RC1 , Y = S2LGURHT2 + LB2W1 + W2RC2 ,
where S1 = [Ip, 0], S2 = [0, Is], T1 =
[
Iq
0
]
, T2 =
[
0
It
]
, G = [B1, B2] and H =
[
C1
−C2
]
; the
matrices U, V1, V2, W1 and W2 are arbitrary.
(2) Suppose the matrix equation (2.3) is consistent, then its general solution can be represented
as
X = X0 + X1X2 + X3, Y = Y0 + Y1Y2 + Y3,
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where X0 and Y0 are any a pair of particular solutions to (2.3), X1, X2, X3 and Y1, Y2, Y3
are the general solutions of the four matrix equations in (2.5), or explicitly,
X = X0 + S1LGURHT1 + LB1V1 + V2RC1 , (2.6)
Y = Y0 + S2LGURHT2 + LB2W1 + W2RC2 . (2.7)
Lemma2.3 (see Lemma 3.2 in [2]). LetA,B andC be arbitrarymatrices overHwith appropriate
dimensions. Then the following equalities hold:
(1) A† = (A∗A)†A∗ = A∗(AA∗)†.
(2) LA = (LA)2 = (LA)∗, RA = (RA)2 = (RA)∗.
(3) LA(BLA)† = (BLA)†, (RAC)†RA = (RAC)†.
Lemma 2.4 (see Lemma 2.4 in [17] or Lemma 2.3 in [18]). Let ,  be matrices over H and
 =
[
1
2
]
,  = [1,2] , F = 2L1 , T = R12.
Then
L = L1LF ,L =
[
L1 −+1 2LT
0 LT
]
, (2.8)
R = RT R1 , R =
[
R1 0
−RF2+1 RF
]
. (2.9)
The next Lemma is due to Marsglia and Styan [19], which can also be generalized to H.
Lemma 2.5. Let A ∈ Hm×n, B ∈ Hm×k and C ∈ Hl×n. Then they satisfy the following rank
equalities:
(1) r[A, B] = r(A) + r(RAB) = r(B) + r(RBA).
(2) r
[
A
C
]
= r(A) + r(CLA) = r(C) + r(ALC).
(3) r
[
A B
C 0
]
= r(B) + r(C) + r(RBALC).
Using Lemma 2.5, we can easily get the following.
Lemma 2.6. LetA ∈ Hm×n, B ∈ Hm×k, C ∈ Hl×n, D ∈ Hj×k andE ∈ Hl×i . Then they satisfy
the following rank equalities:
(1) r(CLA) = r
[
A
C
]
− r(A).
(2) r[B, ALC] = r
[
B A
0 C
]
− r(C).
(3) r
[
C
RBA
]
= r
[
C 0
A B
]
− r(B).
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(4) r
[
A BLD
REC 0
]
= r
⎡
⎣A B 0C 0 E
0 D 0
⎤
⎦− r(D) − r(E).
Lemma 2.6 plays an important role in simplifying ranks of various block matrices. Tian in
[14] and [15] has given the following extremal ranks of the matrix expressions A − BXC and
A − B1X1C1 − B2X2C2 over a ﬁeld. The results can be generalized to H.
Lemma 2.7. Let
f (X) = A + BXC
be a matrix expression over H. Then the extremal ranks of f (X) are the following:
max
X
r[f (X)] = min
{
r[A,B], r
[
A
C
]}
, (2.10)
min
X
r[f (X)] = r[A,B] + r
[
A
C
]
− r
[
A B
C 0
]
. (2.11)
Lemma 2.8. Let
f (X1, X2) = A + B1X1C1 + B2X2C2
be a matrix expression over H. Then the extremal ranks of f (X1, X2) are the following:
max
X1,X2
r[f (X1, X2)] = min
⎧⎨
⎩r
[
A B1 B2
]
, r
⎡
⎣AC1
C2
⎤
⎦ , r
[
A B1
C2 0
]
, r
[
A B2
C1 0
]⎫⎬
⎭ , (2.12)
min
X1,X2
r[f (X1, X2)] = r
⎡
⎣AC1
C2
⎤
⎦+ r [A B1 B2]
+max
⎧⎨
⎩r
[
A B1
C2 0
]
− r
[
A B1 B2
C2 0 0
]
− r
⎡
⎣A B1C1 0
C2 0
⎤
⎦ ,
r
[
A B2
C1 0
]
− r
[
A B1 B2
C1 0 0
]
− r
⎡
⎣A B2C1 0
C2 0
⎤
⎦
⎫⎬
⎭ . (2.13)
If R(B1) ⊆ R(B2) andN(C2) ⊆N(C1), then
max
X1,X2
r[f (X1, X2)] = min
{
r[A,B2], r
[
A
C1
]
, r
[
A B1
C2 0
]}
, (2.14)
min
X1,X2
r[f (X1,X2)]=r[A,B2]+r
[
A
C1
]
+r
[
A B1
C2 0
]
−r
[
A B1
C1 0
]
−r
[
A B2
C2 0
]
. (2.15)
Now we establish a new expression of the general solution to system (1.1) over H.
Theorem 2.9. Suppose that S1 = [Ip1 , 0], S2 = [0, Ip2 ], T1 =
[
Iq1
0
]
, T2 =
[
0
Iq2
]
, G = [A,C],
H =
[
B1
−B2
]
, G1 = LA1LA, G2 = LA1S1LG, G3 = RHT1, G4 = LA2LC, G5 = LA2S2LG,
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G6 = RHT2 and system (1.1) is consistent, then the general solution to system (1.1) can be
expressed as the following:
X1 = A†1C1 + A†EB†1 − A†CM†EB†1 − A†SC†EN†B2B†1 + G1V1
+LA1V2RB1 + G2UG3, (2.16)
X2 = A†2C2+LA2M†EB†2 +LA2S†SC†EN†+G4W1+LA2W2RB2 +G5UG6, (2.17)
where U, V1, V2, W1, and W2 are arbitrary matrices over H with appropriate dimensions.
Proof. The proof contains three parts. We ﬁrst show that a pair of matrices X1 and X2 having the
form of
X1 = X0 + G1V1 + LA1V2RB1 + G2UG3, (2.18)
X2 = Y0 + G4W1 + LA2W2RB2 + G5UG6, (2.19)
whereX0 and Y0 are any a pair of particular solutions to (1.1),U, V1, V2, W1, andW2 are arbitrary
matrices over H with appropriate dimensions, are solutions to system (1.1), then prove that any
a pair of solutions α0 and β0 to system (1.1) can be expressed as the form of (2.18) and (2.19),
respectively. Lastly, we prove that
α = A†1C1 + A†EB†1 − A†CM†EB†1 − A†SC†EN†B2B†1 (2.20)
and
β = A†2C2 + LA2M†EB†2 + LA2S†SC†EN† (2.21)
are a pair of particular solutions to system (1.1).
Now we show that a pair of matrices X1 and X2 having the form of (2.18) and (2.19), respec-
tively, are solutions to system (1.1). It is easy to verify that X1 having the form of (2.18) is a
solution of A1X1 = C1, and X2 having the form of (2.19) is a solution of A2X2 = C2. Then we
want to show that A3X1B1 + A4X2B2 = C3 holds for X1 and X2 mentioned above. By Lemma
2.4, we can get the following:
A3LA1S1LG = A[Ip1 , 0]
[
LA −A†CLM
0 LM
]
= [0 −AA†CLM]
= − [0 (C − M)LM]
= − [0 CLM]
= −A4LA2S2LG, (2.22)
RHT1B1 =
[
RB1 0
RNB2B
†
1 RN
] [
Iq1
0
]
B1
=
[
0
RNB2B
†
1B1
]
=
[
0
RN(B2 − N)
]
=
[
0
RNB2
]
= RHT2B2. (2.23)
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Noticing that ALA = 0, CLC = 0, RB1B1 = 0, RB2B2 = 0, (2.22) and (2.23) yields
A3X1B1+A4X2B2 = A3X0B1+ A4Y0B2+A3LA1S1LGURHT1B1
+ A4LA2S2LGURHT2B2 = C3.
Conversely, assume that α0 and β0 are any a pair of solutions to system (1.1). By Lemma 2.1,
Ci = AiA†i Ci, i = 1, 2. Observing that
LA1α0 = (I − A†1A1)α0 = α0 − A†1A1α0 = α0 − A†1C1
yields
α0 = A†1C1 + LA1α0. (2.24)
Similarly, we can easily get
β0 = A†2C2 + LA2β0. (2.25)
Noticing that α0 and β0 are also a pair of solutions of
AX1B1 + CX2B2 = E (2.26)
gives from Lemma 2.2 that there exist matrices U, V1, V2,W1, W2 such that
α0 = X02 + S1LGURHT1 + LAV1 + V2RB1 , (2.27)
β0 = Y02 + S2LGURHT2 + LCW1 + W2RB2 , (2.28)
where X02 and Y02 are any a pair of special solutions to (2.26). Putting (2.27) and (2.28) into
(2.24) and (2.25), respectively, we have the following:
α0 = X0 + G1V1 + LA1V2RB1 + G2UG3, (2.29)
β0 = Y0 + G4W1 + LA2W2RB2 + G5UG6, (2.30)
whereX0 = A†1C1 + LA1X02, Y0 = A†2C2 + LA2Y02. It is easy to verify thatX0 and Y0 are a pair
of solutions to (1.1). Hence, α0 and β0 can be expressed as (2.18) and (2.19), respectively.
We know that α, β deﬁned by (2.20) and (2.21) are a pair of particular solutions to system
(1.1) by letting Y, V,W, Z in (2.1) and (2.2) vanish. Therefore, the expressions (2.16) and (2.17)
are the general solution to system (1.1). This proof is completed. 
Remark 2.1. In Theorem 2.9, we establish a new expression of the general solution to system
(1.1), which is different from one given in [2]. This new expression is advantageous to investigate
its extreme ranks and the least-norm.
3. Extreme ranks of the general solution to system (1.1)
We in this section consider the extremal ranks of the solution to system (1.1). For convenience
of representation, we adopt the following notations:
J1 =
⎧⎨
⎩X1 ∈ Hp1×q1
∣∣∣∣∣∣
A1X1 = C1
A2X2 = C2
A3X1B1 + A4X2B2 = C3
⎫⎬
⎭ , (3.1)
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J2 =
⎧⎨
⎩X2 ∈ Hp2×q2
∣∣∣∣∣∣
A1X1 = C1
A2X2 = C2
A3X1B1 + A4X2B2 = C3
⎫⎬
⎭ . (3.2)
Theorem 3.1. Suppose that system (1.1) is consistent, then the extremal ranks of the general
solution to system (1.1) are the following:
max
X1∈J1
r(X1) = min{q1, t1, s1, s2}, (3.3)
max
X2∈J2
r(X2) = min{q2, l1, l2, l3}, (3.4)
where
t1 = p1 + r(C1) − r(A1),
s1 = r
⎡
⎣A2 C2B2A4 C3
0 C1B1
⎤
⎦− r
⎡
⎣A1 00 A2
A3 A4
⎤
⎦− r(B1) + p1 + q1,
s2 = r
⎡
⎣ B2C3
C1B1
⎤
⎦− r
[
A1
A3
]
− r
[
B1
B2
]
+ p1 + q1,
l1 = p2 + r(C2) − r(A2),
l2 = r
⎡
⎣A1 C1B1A3 C3
0 C2B2
⎤
⎦− r
⎡
⎣A1 00 A2
A3 A4
⎤
⎦− r(B2) + p2 + q2,
l3 = r
⎡
⎣ B1C3
C2B2
⎤
⎦− r
[
A2
A4
]
− r
[
B1
B2
]
+ p2 + q2.
min
X1∈J1
r(X1) = r
⎡
⎣A2 C2B2A4 C3
0 C1B1
⎤
⎦+ r
⎡
⎣ B2C3
C1B1
⎤
⎦+ r(C1) − r
⎡
⎢⎢⎣
A2 0
A4 C3
0 B2
0 C1B1
⎤
⎥⎥⎦− r(C1B1), (3.5)
min
X2∈J2
r(X2) = r
⎡
⎣A1 C1B1A3 C3
0 C2B2
⎤
⎦+ r
⎡
⎣ B1C3
C2B2
⎤
⎦+ r(C2) − r
⎡
⎢⎢⎣
A1 0
A3 C3
0 B1
0 C2B2
⎤
⎥⎥⎦− r(C2B2). (3.6)
Proof. By Theorem 2.9, the general solution to system (1.1) can be expressed as the following:
X1 = X0 + G1V1 + LA1V2RB1 + G2UG3,
X2 = Y0 + G4W1 + LA2W2RB2 + G5UG6,
where X0 and Y0 are any a pair of particular solutions to (1.1), U, V1, V2, W1, W2 are arbi-
trary matrices over H with appropriate sizes. It follows from Lemma 2.8,R(G1) ⊆ R(LA1) and
N(RB1) ⊆N(I ) that
max
X1∈J1
r(X1) = max
U,V1,V2
r(X0 + G2UG3 + G1V1 + LA1V2RB1) = min
U
{t1, t2, t3}, (3.7)
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min
X1∈J1
r(X1)= min
U,V1,V2
r(X0+G2UG3+G1V1+LA1V2RB1)= t1+t2+t3−t4−t5, (3.8)
where
t1 = r[X0 + G2UG3, LA1 ],
t2 = r
[
X0 + G2UG3
I
]
,
t3 = r
[
X0 + G2UG3 G1
RB1 0
]
,
t4 = r
[
X0 + G2UG3 G1
I 0
]
,
t5 = r
[
X0 + G2UG3 LA1
RB1 0
]
.
Now we simplify ti , i = 1, 2, 3, 4, 5 by Lemma 2.5, Lemma 2.6 and Gaussian block opera-
tions. Noting that X0 and Y0 are a pair of particular solutions to system (1.1) yields easily the
following
t1 = r[X0 + G2UG3, LA1 ] = r[X0, LA1 ]
= r
[
X0 I
0 A1
]
− r(A1) = p1 + r(C1) − r(A1), (3.9)
t2 = r
[
X0 + G2UG3
I
]
= q1, (3.10)
t4 = r
[
X0 + G2UG3 G1
I 0
]
= q1 + r(G1) = p1 + q1 − r
[
A1
A3
]
, (3.11)
and
t5 = r
[
X0 + G2UG3 LA1
RB1 0
]
= r
⎡
⎣X0 I 0I 0 B1
0 A1 0
⎤
⎦− r(A1) − r(B1)
= p1 + q1 + r(C1B1) − r(A1) − r(B1). (3.12)
We now simplify t3. Observing that
θ
def=
[
X0 + G2UG3 G1
RB1 0
]
=
[
X0 G1
RB1 0
]
+
[
G2
0
]
U
[
G3 0
]
(3.13)
and noting thatX0 and Y0 are a pair of particular solutions to system (1.1), it follows from Lemma
2.7 and block Gaussian elimination that
max
U
t3 = max
U
r(θ) = min{s1, s2}, (3.14)
min
U
t3 = min
U
r(θ) = s1 + s2 − s3, (3.15)
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where
s1 = r
[
X0 G1 G2
RB1 0 0
]
,
s2 = r
⎡
⎣X0 G1RB1 0
G3 0
⎤
⎦ ,
s3 = r
⎡
⎣X0 G1 G2RB1 0 0
G3 0 0
⎤
⎦ .
By Lemma 2.5 and Lemma 2.6,
s1 = r
[
X0 G1 G2
RB1 0 0
]
= r
[
X0 LA1LA LA1S1LG
RB1 0 0
]
= r
⎡
⎢⎢⎣
X0 LA1 LA1S1
RB1 0 0
0 A 0
0 0 G
⎤
⎥⎥⎦− r (A) − r(G)
= r
⎡
⎢⎢⎣
X0 LA1 LA1S1 0
I 0 0 B1
0 A 0 0
0 0 G 0
⎤
⎥⎥⎦− r(A) − r(G) − r(B1)
= r
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
X0 I I 0 0
I 0 0 0 B1
0 A3 0 0 0
0 0 A3 A4 0
0 A1 0 0 0
0 0 A1 0 0
0 0 0 A2 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
− r(A) − r(G) − r(B1) − 2r(A1) − r(A2)
= r
⎡
⎣A2 C2B2A4 C3
0 C1B1
⎤
⎦− r
⎡
⎣A1 00 A2
A3 A4
⎤
⎦− r(B1) + p1 + q1. (3.16)
Similarly, we can obtain that
s2 = r
⎡
⎣ B2C3
C1B1
⎤
⎦− r
[
A1
A3
]
− r
[
B1
B2
]
+ p1 + q1, (3.17)
s3 = r
⎡
⎢⎢⎣
A2 0
A4 C3
0 B2
0 C1B1
⎤
⎥⎥⎦− r
⎡
⎣A1 00 A2
A3 A4
⎤
⎦− r
[
B1
B2
]
+ p1 + q1. (3.18)
Substituting (3.16) and (3.17) into (3.14) and then taking (3.9), (3.10) and (3.14) into (3.7) yields
(3.3). Putting (3.16)–(3.18) into (3.15) and then taking (3.9)–(3.12) and (3.15) into (3.8) gives
(3.5). Similarly, we can show that (3.4) and (3.6) hold. This proof is completed. 
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Next we consider some special cases of Theorem 3.1.
Corollary 3.2. Suppose that A1 ∈ Hm×p1 , C1 ∈ Hm×q1 and the matrix equation
A1X = C1 (3.19)
is consistent, then the maximal and minimal ranks of the solution to (3.19) are the following:
max r(X) = min{q1, p1 + r(C1) − r(A1)}, (3.20)
min r(X) = r(C1). (3.21)
Proof. In Theorem 3.1, let A2, C2, A3, B1, A4, B2, C3 vanish. Then simplifying (3.3) and (3.5)
yields (3.20) and (3.21). 
Remark 3.1. Corollary 3.2 is the main theorem of [5].
In Theorem 3.1, let A1, C1, A2, C2, A4, B2 vanish. Then we have the following.
Corollary 3.3. Consider the consistent matrix equation
A3XB1 = C3, (3.22)
whereA3 ∈ Hs×p1 , B1 ∈ Hq1×t , C3 ∈ Hs×t . Then themaximal andminimal ranks of the solution
to (3.22) are as follows:
max r(X) = min{p1, q1, p1 + q1 + r(C3) − r(A3) − r(B1)}, (3.23)
min r(X) = r(C3). (3.24)
Remark 3.2. Corollary 3.3 is Theorem 2.1 of [10].
Corollary 3.4. Assume that A3 ∈ Hs×p1 , B2 ∈ Hq2×t , C3 ∈ Hs×t and the matrix equation
A3X1 + X2B2 = C3 (3.25)
is consistent, then the extremal ranks of the solution to (3.25) are the following:
max
A3X1+X2B2=C3
r(X1) = min
{
p1, t, p1 + r
[
B2
C3
]
− r(A3)
}
, (3.26)
min
A3X1+X2B2=C3
r(X1) = r
[
B2
C3
]
− r(B2), (3.27)
max
A3X1+X2B2=C3
r(X2) = min{q2, s, q2 + r[C3, A3] − r(B2)}, (3.28)
min
A3X1+X2B2=C3
r(X2) = r[C3, A3] − r(A3). (3.29)
Proof. In Theorem 3.1, let A1 = A2 = C1 = C2 = 0, B1 = I and A4 = I. Then simplifying
(3.3)–(3.6) yields (3.26)–(3.29). 
Remark 3.3. Corollary 3.4 is Theorem 2.1 of [9].
In Theorem 3.1, let A1, C1, A2, C2 vanish. We adopt the following notations:
J3 = {X1 ∈ Hp1×q1 |A3X1B1 + A4X2B2 = C3},
J4 = {X2 ∈ Hp2×q2 |A3X1B1 + A4X2B2 = C3}. (3.30)
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Corollary 3.5. Assume that A3 ∈ Hs×p1 , A4 ∈ Hs×p2 , B1 ∈ Hq1×t , B2 ∈ Hq2×t , C3 ∈ Hs×t ,
and the matrix equation
A3X1B1 + A4X2B2 = C3 (3.31)
is consistent. Then the extremal ranks of the solution to (3.31) are given by
max
X1∈J3
r(X1) = min {p1, q1, p1 + q1 + r[C3, A4] − r[A3, A4] − r(B1),
p1 + q1 + r
[
B2
C3
]
− r
[
B1
B2
]
− r(A3)
}
, (3.32)
min
X1∈J3
r(X1) = r[C3, A4] + r
[
B2
C3
]
− r
[
C3 A4
B2 0
]
, (3.33)
max
X2∈J4
r(X2) = min {p2, q2, p2 + q2 + r[C3, A3] − r[A3, A4] − r(B2),
p2 + q2 + r
[
B1
C3
]
− r
[
B1
B2
]
− r(A4)
}
, (3.34)
min
X2∈J4
r (X2) = r[C3, A3] + r
[
B1
C3
]
− r
[
C3 A3
B1 0
]
. (3.35)
Remark 3.4. Corollary 3.5 is Theorem 2.2 of [11], which is the main result of the same paper.
4. The least-norm of the general solution to system (1.1)
In this section, we consider the least-norm of the general solution to system (1.1).
We ﬁrst simplify the definition of quaternionic inner product space deﬁned in [20] as follows:
A right H-vector space V is a quaternionic inner product space if there is a function (·, ·):
V × V → H such that for all q1, q2 ∈ H and ζ, ζ1, ζ2 ∈ V :
(1) (ζ1q1 + ζ2q2, ζ ) = q1(ζ1, ζ ) + q2(ζ2, ζ );
(2) (ζ1, ζ2) = (ζ2, ζ1);
(3) (ζ, ζ )  0, and (ζ, ζ ) = 0 if and only if ζ = 0.
The normof ζ ∈ V is denoted by ‖ζ‖ = √(ζ, ζ ). It is easy to verify thatHm×n is a quaternionic
inner product space under the inner product deﬁned by (A,B) = trB∗A where A, B ∈ Hm×n.
The matrix norm deﬁned by ‖A‖ = (trA∗A) 12 . As usual, we use Re[q] to denote the real part of
a quaternion q.
By the definition and [21], we can get easily the following.
Lemma 4.1. Let A ∈ Hm×n, B ∈ Hn×m. Then
(i) ‖A + B‖2 = ‖A‖2 + ‖B‖2 + 2Re[trB∗A].
(ii) Re[trAB] = Re[trBA].
Theorem 4.2. Suppose that system (1.1) is consistent, then the least-norm of the pair of solutions
X1 and X2 to system (1.1) can be expressed as follows:
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‖X1‖min =A†1C1+A†EB†1 − A†CM†EB†1 −A†SC†EN†B2B†1 , (4.1)
‖X2‖min = A†2C2 + LA2M†EB†2 + LA2S†SC†EN†. (4.2)
Proof. By Theorem 2.9, the general solution to system (1.1) can be expressed as
X1 = A†1C1 + A†EB†1 − A†CM†EB†1 − A†SC†EN†B2B†1 + G1V1
+ LA1V2RB1 + G2UG3,
X2 = A†2C2 + LA2M†EB†2 + LA2S†SC†EN† + G4W1 + LA2W2RB2 + G5UG6,
where U, V1, V2, W1, W2 are arbitrary matrices over H with appropriate dimensions. For an
arbitrary matrix X1 ∈ J1, it follows from Lemma 4.1 that
‖X1‖2 = ‖A†1C1 + A†EB†1 − A†CM†EB†1 − A†SC†EN†B2B†1 + G1V1
+ LA1V2RB1 + G2UG3‖2
= ‖A†1C1 + A†EB†1 − A†CM†EB†1 − A†SC†EN†B2B†1‖2
+ ‖G1V1 + LA1V2RB1 + G2UG3‖2 + K, (4.3)
where
K = 2Re[tr(G1V1 + LA1V2RB1 + G2UG3)∗
(A
†
1C1 + A†EB†1 − A†CM†EB†1 − A†SC†EN†B2B†1 )]. (4.4)
In view of Lemma 2.3, Lemma 2.4 and Lemma 4.1, we have that
Re[tr(G1V1)∗A†1C1] = Re[trV ∗1 LALA1A†1C1] = 0, (4.5)
Re[tr(LA1V2RB1)∗A†1C1] = Re[trRB1V ∗2 LA1A†1C1] = 0, (4.6)
Re[tr(G2UG3)∗A†1C1] = Re[trG∗3U∗LGS∗1LA1A†1C1] = 0, (4.7)
Re[tr(G1V1)∗(A†EB†1 − A†CM†EB†1 − A†SC†EN†B2B†1 )]
= Re[trV ∗1 LALA1A†(EB†1 − CM†EB†1 − SC†EN†B2B†1 )]
= Re[trV ∗1 LAA†(EB†1 − CM†EB†1 − SC†EN†B2B†1 )]
= 0, (4.8)
Re[tr(LA1V2RB1)∗(A†EB†1 − A†CM†EB†1 − A†SC†EN†B2B†1 )]
= Re[trRB1V ∗2 LA1(A†E − A†CM†E − A†SC†EN†B2)B†1 ]
= Re[trB†1RB1V ∗2 LA1(A†E − A†CM†E − A†SC†EN†B2)]
= 0, (4.9)
Re[tr(G2UG3)∗(A†EB†1 − A†CM†EB†1 − A†SC†EN†B2B†1 )]
= Re[trG∗3U∗LGS∗1A†(EB†1 − CM†EB†1 − SC†EN†B2B†1 )]
= Re[trG∗3U∗
[
LA −A†CLM
0 LM
] [
I
0
]
A†(EB
†
1 − CM†EB†1 − SC†EN†B2B†1 )]
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= Re[trG∗3U∗
[
LA
0
]
A†(EB
†
1 − CM†EB†1 − SC†EN†B2B†1 )]
= Re[trG∗3U∗
[
LAA
†
0
]
(EB
†
1 − CM†EB†1 − SC†EN†B2B†1 )]
= 0. (4.10)
Substituting (4.5)–(4.10) into (4.4) yields K = 0. By (4.3),
‖X1‖2  ‖A†1C1 + A†EB†1 − A†CM†EB†1 − A†SC†EN†B2B†1‖2.
Since X1 is arbitrary, we have (4.1). Similarly, we can show that (4.2) holds. This proof is
completed.
In Theorem 4.1, let A1, C1, A2, C2 vanish. Then we have the following.
Corollary 4.3. Assume that matrix equation
A3X1B1 + A4X2B2 = C3 (4.11)
is consistent, then the least-norm of the pair of solutions X1 and X2 to (4.11) can be expressed as
‖X1‖min = A†3C3B†1 − A†3A4(RA3A4)†C3B†1 − A†3A4LRA3A4A
†
4C3(B2LB1)
†B2B
†
1 ,
‖X2‖min = (RA3A4)†C3B†2 + (A4LRA3A4)†A4LRA3A4A
†
4C3(B2LB1)
†.
5. Conclusion
Wehave derived a new expression of the general solution to system (1.1) overH. Using the new
expression, we have established themaximal andminimal ranks and the least-norm of the solution
to consistent system (1.1) over H. Moreover, some previous known results can be regarded as
special cases of the results of this paper. The new expression is also very useful to consider the
independence of solutionsX1 andX2 to system (1.1), where the independence means that for any
two pairs of solutions X1, Y1 and X2, Y2 of (1.1), the two new pairs X1, Y2 and X2, Y1 are also
solutions to (1.1). It is worthy to say that our method given in this paper overcomes the difﬁculties
arisen from the noncommutative multiplication of H.
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