Abstract. Let A be a tridiagonal matrix of order n. We show that it is possible to compute and hence condo (A), in O(n) operations. Several algorithms which perform this task are given and their numerical properties are investigated.
We remark that this definition is consistent with the more usual definition of irreducibility which applies to a general square matrix 16, pp. 102, 104] .
The algorithms to be derived in 4 apply to irreducible tridiagonal matrices. In 7 we suggest a simple way of dealing with a tridiagonal matrix which is reducible. Sections 5 and 6 are concerned with the numerical properties of our algorithms when implemented in floating-point arithmetic. The numerical stability of one of the algorithms is demonstrated with the aid of a backward error analysis.
For the case where A is positive definite we derive, in 8 , an alternative and more efficient way of computing IIA-1l[o. This method only requires the solution of one positive definite tridiagonal linear system. We show how the LINPACK routine SPTSL, which solves Ax b for positive definite tridiagonal matrices A, can be modified so that it also computes condl (A), the latter computation proceeding in parallel with the solution of Ax b.
The methods to be derived apply exclusively to the ll and loo norms; we comment briefly on the 12 norm condition number. The quantity b (condo (A) condl (A)) 1/2 provides an order of magnitude estimate of cond2 (A) since [19, p. 82] cond2 (A)<-b <-n cond2 (A), and b may be computed in O(n) flops when A is tridiagonal. A variety of alternative techniques are available for the estimation of cond2 (A) when A is symmetric tridiagonal; among these are the well-known methods of inverse iteration, Sturm sequences, and bisection [20] .
2. The inverse of a bidiagonal matrix. We begin by developing some properties of the inverse of a bidiagonal matrix B. These lead to an efficient algorithm for the computation of B-Iloo, and are also of use in 8 since the LU factors of a tridiagonal matrix are bidiagonal, when they exist.
Consider the nonsingular upper bidiagonal matrix
We find an explicit formula for the elements flo of U-1. Clearly, by accumulating the sums t, Iql+""" +lq, and s, [y,l+''' +ly, the row sums of A -1 can be evaluated in O(n) flops, given the vectors x, y, p and q. We now show how these vectors can be computed.
Following Ikebe [14] we equate the last columns in AA -= I and the first rows in A-1A =/, to obtain, using (3.1), A(ynX)= e and (XlyT)A el , that is, Here (Xl 1) xa=-l/e, yl 1/(l-e) and y_=-e/(1-e).
We make two observations. First, there is a strong possibility of overflow and harmful underflow when Algorithm 4.1 is implemented on a computer. Second, it is not clear that in the presence of rounding errors the norm computed by Algorithm 4.1 will be of the correct order of magnitude (one does not usually want the condition number to many significant digits). For as Examples (1) and (2) Step (3) A backward error analysis in the style of de Boor and Pinkus [6] reveals that the computed LU factors from step (1) We feel that this unexpectedly high accuracy of the computed norms is due to the phenomenon observed by Wilkinson [19, pp. 103 ft.], [20, pp. 249 ff.] (see also [17, p. 150]), whereby the accuracy of the computed solution to a triangular system is commonly independent of the condition number of the coefficient matrix.
Condition (6.7) relates to the stability of Gaussian elimination without pivoting and will certainly be satisfied if A is diagonally dominant; this is often the case in recurrence relation applications [3] . Note that everything we have said concerning the properties and computation of the vectors in (3.1) and (3.4) applies perforce to the methods for inverting irreducible tridiagonal matrices which have been proposed in [1] , [14] , [21] . 7 . Dealing with reducibility. For particular classes of matrix it is possible to verify irreducibility in advance. Difference methods for boundary value problems can lead to tridiagonal matrices with off-diagonal elements of the form a + O(h), where a > 0 and h is the mesh length 16, pp. 96 ft.]; here, irreducibility is assured for sufficiently small h. The tridiagonal matrices which arise in the numerical solution of linear second order recurrence relations can be assumed, without loss of generality, to be irreducible [3] . In some situations, however, one will be unable to guarantee irreducibility. In this section we describe how to deal with the case where A is reducible.
Let A be an n x n nonsingular reducible tridiagonal matrix. Note that M(A) is positive definite, by (8.5) . In fact, the positive definiteness of A is independent of the signs of the off-diagonal elements {b}. 
The final result we require is are generated by dl al, bi li di ai libi,
The nesting technique. LINPACK [7] has a routine SPTSL which solves Ax b for positive definite tridiagonal matrices A. We shall show that it is possible to "nest" Cost. 9n flops.
In Algorithm 8.2 computation of IlA-lloo adds only 4n flops to the cost of solving Ax =f. Furthermore, computation of IIA-llo does not introduce any loops over and above those required for solution of the linear system. This is an important feature, since typically the loop overheads may account for a significant portion of the machine execution time of Algorithm 8.2 [8] . We conclude that on most computers the execution time for a routine based on Algorithm 8.2 should be less than 80% greater than that of an equivalent routine which only solves Ax =f.
We now show how Algorithm 8.1 can be nested within the LINPACK routine SPTSL. First, we describe briefly the nonstandard reduction technique which this routine uses; for full details see [7] . The reduction consists of a form of Gaussian elimination without pivoting in which subdiagonal elements are eliminated using row operations working from the top, and, simultaneously, superdiagonal elements are eliminated using row operations working from the bottom. Thus zeros are introduced to the elements in positions (2, 1), (n-l, n), (3, 2), (n-2, n-l),..., in this order, until the two eliminations meet in the middle. The reduced system is such that the unknowns can be determined by a simple substitution process, which works from the middle to the top and bottom of the matrix simultaneously.
The algorithm used in SPTSL is known as the "burn at both ends" (BABE) algorithm. The motivation for the BABE algorithm is that each of its two loops (one for the reduction phase and one for the substitution phase) is executed only half as many times as the corresponding loop in a standard algorithm (since two eliminations or two substitutions are performed on each run through a loop), so that the loop overhead is reduced by a factor of two (cf. [8] [4] , [7] . Similar precautions are clearly desirable in the computation of the solution of (8.9 A modification to the LINPACK scaling technique which attempts to reduce the frequency of the scalings is described in [11] ; this modification could profitably be adopted in Algorithm Scale. In a small number of tests that we performed using a version of Algorithm Scale which incorporates the technique in 11], the cost of the scaling in Algorithm Scale was never greater than 2n flops.
Finally, we note that the basic modifications to SPTSL suggested above increase the computational cost of the routine from 5n flops to lln flops (2n of which arise from the evaluation of IIAII). Incorporation of the scaling method used in Algorithm
Scale could at worst add another 8n flops to the operation count. 
