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Abstract
This thesis focuses on variance risk and correlation risk in the equity market, and
consists of three essays. The ﬁrst essay demonstrates that the variance risk, mea-
sured as the diﬀerence between the realized return variance and its risk-neutral
expectation, is an important determinant of the cross-sectional variation of hedge
fund returns. Empirical evidence shows that funds with signiﬁcantly higher loadings
on variance risk outperform lower-loading funds on average. However, they incur
severe losses during market downturns. Failure to account for variance risk results
in overestimation of funds’ absolute returns and underestimation of risk. The results
provide important implications for hedge fund risk management and performance
evaluations.
The second essay examines the empirical properties of a widely-used correlation
risk proxy, namely the dispersion trade between the index and individual stock
options. I ﬁnd that discrete hedging errors in such trading strategy can result in
incorrect inferences on the magnitude of correlation risk premium and render the
proxy unreliable as a measure of pure exposure to correlation risk. I implement a
dynamic hedging scheme for the dispersion trade, which signiﬁcantly improves the
estimation accuracy of correlation risk and enhances the risk-return proﬁle of the
trading strategy.
Finally, the third essay aims to forecast the average pair-wise correlations between
stocks in the market portfolio. I investigate a comprehensive list of forecasting mod-
els and ﬁnd that past average correlation and the option-implied correlation provide
superior out-of-sample forecasting performance compared to other predictors. I pro-
vide empirical evidence showing that the forecasts of average correlation can improve
the optimal portfolio choices and substantially enhance the performance of active
correlation trading strategies.
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Chapter 1
Introduction and Literature
Review
1.1 Introduction
This thesis focuses on two risk factors in the equity market, namely, variance risk
and correlation risk. They both play important roles in ﬁnancial studies. I start the
discussion with variance risk. The current state of literature suggests that variance
risk is a systematic risk factor in the economy and it carries a negative risk pre-
mium. An increase in variance represents a deterioration in investment opportunity
set (see Campbell (1993) and Campbell (1996)) and also coincides with downward
market movement (see Campbell and Hentschel (1992) and French, Schwert, and
Stambaugh (1987)). Therefore risk-averse investors want to hedge against shocks
in market variance and are willing to pay a premium for downside protection. The
hedging motive is indicative of an economically large negative variance risk premium.
Consistent with the theory, many studies provide supportive empirical evidence 1.
1Ang, Hoddrick, Xing, and Zhang (2006) form stock portfolios on their sensitivity to volatility
risk and ﬁnd evidence of a negative volatility risk in stock returns. Bakshi and Kapadia (2003)
apply the gains of delta-hedged options to proxy volatility risk and ﬁnd a negative volatility risk
premium in options market. Buraschi and Jackwerth (2001) develop a statistical test on the
12
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Especially, the majority of the variance risk premium cannot be explained by other
risk factors, such as the market risk, size factor, value factor, or momentum factors
(see Carr and Wu (2008)). The systematic and independent role of market variance
risk lays the foundation of this thesis.
In the rest of this chapter, I present theoretical model to estimate market return
variance risk premium. I follow the literature and apply the recently developed
model-free approach, and study the sensitivities and approximation errors of the
estimated variance risk premium. The results show that it is a robust and accurate
measure of variance risk premium.
Using this proxy of variance risk factor, I link the variance risk to hedge fund be-
havior in Chapter 2. This study is motivated by the asymmetric risk-return proﬁle
in many hedge fund strategies, i.e., they tend to generate proﬁts in calm market
while incur substantial losses during market turmoil. Especially, the losses are usu-
ally much greater than the proﬁts gained in calm market. The variance risk factor,
which measures the eﬀect of market disruption, comes to be a good candidate to ex-
plain hedge fund performance. I examine a large dataset of individual hedge funds’
returns and ﬁnd that diﬀerences in exposures to variance risk result in signiﬁcant
cross-sectional diﬀerences in hedge fund performance. Funds with higher loadings
on variance risk outperform funds with lower loadings on average but they incur
severe losses during market downturns. Failure to account for variance risk results
in overestimation of funds’absolute returns and underestimation of risk. This is the
diﬀerences of spanning of the pricing kernels and ﬁnd that options are not redundant. This result
suggests that volatility is stochastic and priced in the economy. Coval and Shumway (2001) ﬁnd
that at-the-money straddles returns are not linear with options beta, suggesting that additional
factors such as systematic stochastic volatility is priced in option returns. Emerging studies directly
apply the diﬀerence between realized return variance and its risk-neutral expectation to quantify
the premium of variance risk and ﬁnd that realized variance is on average signiﬁcantly lower than
its risk-neutral expectation, suggesting a negative variance risk premium (see Bollerslev, Tauchen,
and Zhou (2008), Buraschi, Trojani, and Vedolin (2010), Carr and Wu (2008), Duarte and Jones
(2007), Driessen, Maenhout, and Vilkov (2009), Drechsler and Yaron (2008), Leippold and Egloﬀ
(2007), and Vilkov (2008))
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ﬁrst study to examine the cross-sectional role of variance risk in hedge fund returns.
The results provide important implications for hedge fund risk management and
performance evaluations.
In Chapter 3, I proceed to study correlation risk. Correlation comes into the picture
when we think about the risk attributions of index variance risk. Changes of the
index variance are driven by two components, changes of return variance of indi-
vidual stocks and changes of correlations between all index constituents. Driessen,
Maenhout, and Vilkov (2009) ﬁnd that the correlation risk is priced in the cross-
section of asset returns and account for the majority of index variance risk premium.
The authors provide direct empirical evidence of a large premium of correlation risk,
based on an option trading strategy. The strategy is known as (variance) dispersion
trade, which sells index option and buys individual options and stocks, so that the
individual variance risk and stock market risk inherent in index options are hedged
and result in pure exposures to correlation risk.
Despite the theoretical appeal of the dispersion strategy, I ﬁnd that the magni-
tude of correlation risk premium is largely overestimated, i.e., almost half of the
estimated premium is attributed to discrete hedging errors in the strategy. Espe-
cially, the hedging errors aﬀect the dynamics of correlation risk and render the proxy
unreliable as a measure of pure exposures to correlation risk. To ﬁx this problem, I
improve the traditional dispersion trading strategy with a dynamic hedging scheme.
The dynamic strategy is shown to provide a more accurate estimation of correlation
risk premium. The accurate measure of correlation risk is important to price or
hedge correlation-linked assets and to understand the risk attributions of ﬁnancial
assets in general.
Finally, motivated by the importance of correlation in ﬁnancial market, I evalu-
ate diﬀerent forecasts of market-wide correlation in Chapter 4. A forecast of future
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correlation is needed to price derivatives, to adjust asset allocations, and to foresee
the future state of the economy. I investigate a comprehensive list of forecasting
models and variables, including historical correlations, conditional correlation from
multi-variate GARCH models, correlation implied by option prices, and a range of
well-known stock market return predictors. I ﬁnd that the correlation implied by
at-the-money options provides the most accurate out-of-sample forecast. I apply
the forecast of correlation in ﬁnancial applications and ﬁnd that the forecast can
improve the optimal portfolio choice and enhance the performance of correlation
trading strategies.
1.2 A Literature Review on Variance Risk Esti-
mation
A variance risk proxy is used in the following chapters throughout the thesis. I
present the theoretical models in this section. I start with the economic inter-
pretation of the variance risk , and describe the estimation method. I examine
the sensitivities of the estimated variance risk premium with respect to changes of
underlying asset, volatilities, and time decays (delta, gamma, vega, and theta), re-
spectively. The results show that the estimation method can separate the eﬀect of
variance risk and stock market risk. I then study the approximation errors in the
estimation procedure and provide criteria under which the errors are negligible.
1.2.1 Variance Risk Premium and Variance Swap
Several studies in the literature show that variance risk premium can be measured as
the diﬀerence between the realized return variance and its risk-neutral expectation
(see Bakshi and Madan (2006), Bondarenko (2004), Carr and Madan (1998), and
Carr and Wu (2008)). To illustrate the concept, I use the notations of a variance
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swap, which is an over-the-counter contract and has zero net market value at entry.
The long side of the variance swap receives the diﬀerence between the realized return
variance over the life of the contract and a pre-determined constant rate. The
constant is called the variance swap rate,
[푅푉푡,푇 − 푆푊푡,푇 ]퐿;
where 푅푉푡,푇 denotes the realized return variance between time 푡 and 푇 , 푆푊푡,푇 de-
notes the ﬁxed variance swap rate that is determined at 푡 and pays at 푇 , and the 퐿
denotes the notional dollar amount that invested in the variance swap.
푅푉푡,푇 is deﬁned as an integral of the instantaneous variance of the underlying asset
(휎2푠) during the time interval:
푅푉 푇푡 =
∫ 푇
푡
휎2푠푑푠
Because a variance swap costs zero to enter, no arbitrage indicates that the variance
swap rate equals the risk-neutral expected value of the realized variance
푆푊푡,푇 = 퐸
푄
푡 [푅푉푡,푇 ],
where 퐸푄푡 denotes the time-푡 conditional expectation operator under some risk-
neutral measure 푄. Using 푃 to denote the statistical probability measure, the link
between 푆푊푡,푇 and 푅푉푡,푇 is through the following equation:
푆푊푡,푇 =
퐸푃푡 [푀푡,푇푅푉푡,푇 ]
퐸푃푡 [푀푡,푇 ]
= 퐸푃푡 [푚푡,푇푅푉푡,푇 ],
1.2. A Literature Review on Variance Risk Estimation 17
where 푀푡,푇 denotes a pricing kernel and 푚푡,푇 =
푀푡,푇
퐸푃푡 [푀푡,푇 ]
. The above equation can
be further decomposed to
푆푊푡,푇 = 퐸
푃
푡 [푚푡,푇푅푉푡,푇 ] = 퐸
푃
푡 [푅푉푡,푇 ] + 퐶표푣
푃
푡 (푚푡,푇 , 푅푉푡,푇 ) (1.1)
where the negative of the covariance term in the above equation deﬁnes the variance
risk premium. We follow the literature and use the diﬀerence between the expected
realized return variance and the variance swap rate to approximate the variance risk
premium (VRP),
푉 푅푃푡,푇 = 퐸
푃
푡 [푅푉푡,푇 ]− 푆푊푡,푇 .
1.2.2 Synthesizing the Variance Swap Rate
The key question in the estimation of the variance risk premium is how to obtain
the fair value of 푆푊푡,푇 . Britten-Jones and Neuberger (2000), Carr and Madan
(1998), and Demeterﬁ, Derman, Kamal, and Zhou (1999) are the ﬁrst to present
the idea that the variance swap rate can be replicated by a portfolio of options.
Jiang and Tian (2005) extend the results and take into account jump risk. Carr
and Wu (2008) further quantify the approximation error induced by jumps. Since
the variance estimated by this approach is not conﬁned to any pricing model, it is
labeled as model-free implied variance (henceforth, MFIV). The formula is shown
as
푆푊푡,푇 =
2
푇 − 푡
∫ ∞
0
푂푡(퐾,푇 )
퐵푡(푇 )퐾2
푑퐾 + 휖 (1.2)
where 퐵푡(푇 ) denotes the time-t price of a bond paying one dollar at 푇 , 푂푡(퐾,푇 )
denotes the time-t value of an out-of-the-money option with strike price 퐾 > 0 and
maturity 푇 ≥ 푡 (a call option when 퐾 > 퐹푡 and a put option when 퐾 ≤ 퐹푡), and
휖 denotes the approximation error, which is zero when the futures price process is
purely continuous. When the futures price can jump, the approximation error 휖 is
determined by the compensator of the discontinuous component.
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The above results are based on two building blocks: ﬁrst, a contract that pays
at expiration the log of the spot price can be easily delta hedged, and the hedged
payoﬀ is equal to the realized variance (Neuberger (1994)). This contract is usually
referred to log contract; and second, the payoﬀ of the log contract can be replicated
by European options (Breeden and Litzenberger (1978)). In Appendix 1.3, I show
the derivation of equation 1.2 in details.
The empirical studies in the following chapters are based on equation 1.2. Vari-
ous approaches to estimate MFIV can be found in the literature. To make sure that
the analysis based on equation 1.2 does not induce bias due to model speciﬁcations,
I review four prevailing methods in MFIV estimation in the Appendix 1.3. The
methods are based on four studies: Demeterﬁ, Derman, Kamal, and Zhou (1999),
Britten-Jones and Neuberger (2000), CBOE (2003), and Jiang and Tian (2005). I
show that they are theoretically equivalent to equation 1.2.
1.2.3 Sensitivity Analysis
Four sensitivities are of particular interest, namely, the sensitivity with respect to
the underlying stock price movement (delta), the rate of changes of the variance
swap’s delta with respect to the changes of underlying stock prices (gamma), and
the sensitivity to volatility movement (vega), and the sensitivity to time decays
(theta).
Coulombe, Marini, and Yesayan (2009) present an analytical formula for the delta
of variance swap:
Δ =
2
푆0
∫ ∞
0
푉 푒푔푎(퐾)
퐾
∂휎(퐾)
∂퐾
푑퐾
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where 푉 푒푔푎 and 휎 are the individual option’s vega and implied volatility. The above
formula shows that the delta of variance swap depends on the skew of the implied
volatility. In the case of a ﬂat volatility surface (like in Black-Scholes model) the
delta of a variance swap is equal to zero exactly.
Jacquier and Slaoui (2007) show that the gamma of a variance swap with matu-
rity 푇 at initial time is 훾 = 2
푇푆2푡
, and the dollar gamma is 푆2푡 훾 =
2
푇
. The fact
that the dollar gamma is constant through time means that the payoﬀ of a variance
swap is path-independent. This is a strong result, as it shows that the proﬁt of a
variance swap on a given percentage move of the underlying asset is always the same
regardless of the level of the stock price or when the move occurs (see also Bossu
and Strasser (2005) and Demeterﬁ, Derman, Kamal, and Zhou (1999)).
The sensitivity of a variance swap with respect to the changes in volatility, i.e.
the vega is 휐 = 2휎 휏
푇
, where 휎 is the volatility of the underlying stock returns. And
the sensitivity with respect to the variance changes, i.e. the zeta is 휁 = 휏
푇
, where 휏
is the remaining time to maturity and 휁 decreases linearly over time and is zero at
maturity. The sensitivity of a variance swap with respect to time decay, i.e. theta
is 휃 = −휎2
푇
, which is constant given the contract maturity time.
In sum, the sensitivity analysis reveals that variance swap is a good candidate to
reﬂect pure variance risk, because it has zero delta (in Black-Scholes model), con-
stant dollar gamma, and linear sensitivities to variance changes and time decays.
These properties distinguish variance swap from other measures on variance risk,
for example, the at-the-money put options or straddles, which cannot separate the
eﬀect of stock price movement and variance risk shocks.
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1.2.4 Approximation Errors
As shown in equation 1.2, the model-free implied variance is deﬁned as an integral of
a continuum of option prices over an inﬁnite range of strike prices. Notably, the dis-
crete nature of option prices and ﬁnite range of available strike prices in real market
data may cause estimation bias of the model-free implied variance. As demonstrated
by Carr and Wu (2008), Jiang and Tian (2005), and Jiang and Tian (2007), two
types of errors are of particular concern, namely the truncation errors and the dis-
cretization errors. I follow the literature and carry out simulation experiments to
address to what extent the approximation errors aﬀect the estimation results. I also
identify the conditions of strike price range and strike price increment, under which
the approximation errors are negligible.
Truncation Errors
Due to the availability of option strike prices, we usually need to replace the inﬁnite
range of strike prices with a ﬁnite range [퐾퐿, 퐾푈 ] when compute model-free implied
variance with real market data:
∫ 퐾0
0
푃 (퐾,푇 )
퐾2
푑퐾 +
∫ ∞
퐾0
퐶(푇,퐾)
퐾2
푑퐾 ≈
∫ 퐾0
퐾퐿
푃 (푇,퐾)
퐾2
푑퐾 +
∫ 퐾푈
퐾0
퐶(푇,퐾)
퐾2
푑퐾
And the size of the truncation error is given by:
휖푡푟푢푛푐 = − 2
푇
푒(푟푇 )
[∫ 퐾퐿
0
푃 (푇,퐾)
퐾2
푑퐾 +
∫ ∞
퐾푈
퐶(푇,퐾)
퐾2
푑퐾
]
where 푟 denotes the risk-free rate. The negative sign indicates that the truncation
error leads to a downward bias in the calculated variance. Jiang and Tian (2005)
show that the truncation errors are related to the local variance in the tails of the
return distribution and derive the theoretical upper bounds of the truncation errors.
The right and left truncation errors beyond the strike price range [퐾푚푖푛, 퐾푚푎푥] have
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the following truncation errors, respectively:
2
∫ ∞
퐾푚푎푥
퐶퐹 −푚푎푥(0, 퐹0 −퐾)
퐾2
푑퐾 ≤ 퐸퐹0 [(
퐹푇 −퐾푚푎푥
퐾푚푎푥
)2∣퐹푇 > 퐾푚푎푥] (1.3)
and
2
∫ 퐾푚푖푛
0
퐶퐹 −푚푎푥(0, 퐹0 −퐾)
퐾2
푑퐾 ≤ 퐸퐹0 [(
퐹푇 −퐾푚푖푛
퐹푇
)2∣퐹푇 < 퐾푚푖푛] (1.4)
To study the patterns of the truncation errors, I apply Monte Carlo simulations
and plot such errors with the changes of strike price ranges. I choose a base set of
parameters for the simulation, which has the initial asset price (푆0) of 100 and the
volatility of the underlying asset (휎) of 20%. I examine options with 1-month ma-
turity and options with 6-month maturities, respectively. Both 퐾푚푎푥 and 퐾푚푖푛 are
expressed as multiplies of standard deviations (SDs) of the underlying asset. The
multiple measures how far the 퐾푚푎푥 and 퐾푚푖푛 deviate from the initial stock price
(푆0), and the truncation errors are plotted against the corresponding multiples.
As shown in Figure 1.1, the truncation errors of both the options with 1-month
maturity and options with 6-month maturity decline monotonically as 퐾푚푎푥 and
퐾푚푖푛 move away from the initial stock prices. Especially, the truncation errors are
negligible when the multiples of SDs are more than two (see Jiang and Tian (2005)).
Discretization Errors
The second type of approximation error is discretization error due to numerical inte-
gration. The continuous integration is approximated by the discretized summation
over a ﬁnite set of strike prices:
∫ 퐾0
퐾퐿
푃 (푇,퐾)
퐾2
푑퐾 +
∫ 퐾푈
퐾0
퐶(푇,퐾)
퐾2
푑퐾 ≈
∑
푖
Δ퐾푖
퐾2푖
푄(푇,퐾푖)
1.2. A Literature Review on Variance Risk Estimation 22
The size of the discretization errors is:
휖푑푖푠푐 =
2
푇
푒(푟푇 )
{∑
푖
Δ퐾푖
퐾2푖
푄(푇,퐾푖)−
[∫ 퐾0
퐾퐿
푃 (푇,퐾)
퐾2
푑퐾 +
∫ 퐾푈
퐾0
퐶(푇,퐾)
퐾2
푑퐾
]}
The discretization error can be minimized by using a suﬃciently ﬁne partition of
strike prices. I express the increment of strike prices (Δ퐾) with multiples of SDs,
and plot the discretization errors against the multiples in Figure 1.2. With the
base set of parameters, we set the 퐾푚푎푥 and 퐾푚푖푛 at 3.5 SDs from the initial stock
prices, whose truncation errors are close to zero, as shown in Figure 1.2. It shows
that for both options with one-month and six-month maturities, the discretization
errors are decreasing as strike increment getting smaller and becomes negligible when
Δ퐾 ≤ 0.35푆퐷푠.
In the empirical studies, I carefully implement the estimation procedure and control
the approximation bias within negligible level.
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1.3 Appendix
1.3.1 Estimation of Variance Swap Rate
We aim to ﬁnd the strike price of a variance swap, whose fair value is the expectation
of future realized variance and hence satisfy the following relationship:
퐾푣 = 퐸
푄
0 [
∫ 푇
0
푣푡푑푡],
where 퐾푣 is the variance swap rate and 푣푡 is the instantaneous variance. So that
the variance swap has zero present value at the initial time.
The estimation approach of 퐾푣 is well studied in the literature, for example, Bon-
darenko (2004), Bakshi and Madan (2006), Carr and Madan (1998), Carr and Wu
(2008), Demeterﬁ, Derman, Kamal, and Zhou (1999), Jiang and Tian (2005). We
follow the previous studies and present the main idea of the estimation approach.
Assume that 퐹푡 follows a continuous process. No arbitrage conditions imply that
there is a risk-neutral measure under which 퐹푡 evolves as
푑퐹푡
퐹푡
=
√
푣푡푑퐵
∗
푡 , (1.5)
where 퐵∗푡 is the standard Brownian motion and 푣푡 is a strictly positive adapted
process. By Ito’s lemma, we can have the following process for 푙푛퐹푡
푑(푙푛퐹푡) =
푑퐹푡
퐹푡
− 1
2
푣푡푑푡, (1.6)
so that ∫ 푇
0
푣푡푑푡 = 2(
∫ 푇
0
푑퐹푡
퐹푡
− 푙푛퐹푇
퐹0
). (1.7)
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Therefore,
퐾푣 = 퐸
푄
0 [
∫ 푇
0
푣푡푑푡] = −2퐸푄0 [푙푛
퐹푇
퐹0
]. (1.8)
Equation 1.8 demonstrates that the strike price of a variance swap coincides with
the expectation of the log of future returns. The contract that has the ﬁnal payoﬀ of
푙푛퐹푡 and the price of 푙푛퐹0 is called log contract. The relation between the expecta-
tion of future variance and the value of a log contract is ﬁrst studied by Neuberger
(1994). Especially, the log contract can be replicated with option payoﬀs.
To see this point, we need the following relation, which is ﬁrst presented by Carr
and Madan (2002). Let 푓(퐹푇 ) denote a general payoﬀ at time 푇 and it is twice-
continuously diﬀerentiable, then for any 휅 ≥ 0 2
2To prove equation 1.12, we need the Dirac delta function 훿(푥), which is deﬁned by its properties:
훿(푥) =
{
0 if 푥 ∕= 0
∞ if 푥 = 0
and ∫ 푎
−푎
훿(푥)푑푥 = 1, for 푎 > 0.
For any payoﬀ 푓(퐹 ), the sifting property of a Dirac delta function implies:
푓(퐹 ) =
∫ ∞
0
푓(퐾)훿(퐹 −퐾)푑퐾
=
∫ 휅
0
푓(퐾)훿(퐹 −퐾)푑퐾 +
∫ ∞
휅
푓(퐾)훿(퐹 −퐾)푑퐾,
for any nonnegative 휅. Integrating each integral by parts, we can obtain:
푓(퐹 ) = 푓(퐾)1(퐹 < 퐾)∣휅0 −
∫ 휅
0
푓 ′(퐾)1(퐹 < 퐾)푑퐾 + 푓(퐾)1(퐹 ≥ 퐾)∣∞휅 +
∫ ∞
휅
푓 ′(퐾)1(퐹 ≥ 퐾)푑퐾.
(1.9)
Apply integral by parts again on the above equation, we ﬁnd:
푓(퐹 ) = 푓(휅)1(퐹 < 휅)− 푓 ′(퐾)(퐾 − 퐹 )+∣휅0 +
∫ 휅
0
푓 ′′(퐾)(퐾 − 퐹 )+푑퐾
+푓(휅)1(퐹 ≥ 휅)− 푓 ′(퐾)(퐹 −퐾)+∣∞휅 +
∫ ∞
휅
푓 ′′(퐾)(퐹 −퐾)+푑퐾
= 푓(휅) + 푓 ′(휅)[(퐹 − 휅)+ − (휅− 퐹 )+]
+
∫ 휅
0
푓 ′′(퐾)(퐾 − 퐹 )+푑퐾 +
∫ ∞
휅
푓 ′′(퐾)(퐹 −퐾)+푑퐾 (1.10)
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푓(퐹푇 ) = 푓(휅)+푓
′(휅)[(퐹−휅)+−(휅−퐹 )+]+
∫ 휅
0
푓 ′′(퐾)(퐾−퐹 )+푑퐾+
∫ ∞
휅
푓 ′′(퐾)(퐹−퐾)+푑퐾
(1.11)
Now, we apply this general results on the log contract which gives the following
equation
푙푛퐹푇 = 푙푛퐹0 +
1
퐹0
(퐹푇 − 퐹0)−
∫ 퐹0
0
(퐾 − 퐹푇 )+
퐾2
푑퐾 −
∫ ∞
퐹0
(퐹푇 −퐾)+
퐾2
푑퐾. (1.12)
Under risk-neutral measure, the above equation evolves to
− 퐸푄0 [푙푛
퐹푇
퐹0
] =
∫ 퐹0
0
푃0(퐾,푇 )
퐾2
푑퐾 +
∫ ∞
퐹0
퐶0(퐾,푇 )
퐾2
푑퐾, (1.13)
and is directly linked with the bottom line results to estimate the strike prices of a
variance swap
퐾푣푡,푇 =
2
푇 − 푡
∫ ∞
0
푂푡(퐾,푇 )
퐵푡(푇 )퐾2
푑퐾 + 휖, (1.14)
where 퐵푡(푇 ) denotes the time-t price of a bond paying one dollar at 푇 , 푂푡(퐾,푇 )
denotes the time-t value of an out-of-the-money option with strike price 퐾 > 0 and
maturity 푇 ≥ 푡 (a call option when 퐾 > 퐹푡 and a put option when 퐾 ≤ 퐹푡), and
휖 denotes the approximation error, which is zero when the futures price process is
purely continuous. When the futures price can jump, the approximation error 휖 is
determined by the compensator of the discontinuous component.
1.3.2 A Review on Model-Free Implied Variance
This section examines four prevailing studies in extracting model-free implied vari-
ance (MFIV) from option prices and documents the key results in each paper. The
MFIV in these studies are developed separately and even for diﬀerent purposes.
which results in various presentations of the MFIV formula in the literature. We
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ﬁnd that the theoretical underpinning of diﬀerent MFIV formulas are conceptually
identical and are rooted in the general setting of Carr and Wu (2008).
Demeterﬁ, Derman, Kamal, and Zhou (1999)
푉푑푑푘푧 =
2
푇
{푟푇 − [푆0
푆∗
푒푟푇 −1]− ln(푆∗
푆0
)+푒푟푇
∫ 푆∗
0
푃 (푇,퐾)
퐾2
푑퐾+푒푟푇
∫ ∞
푆∗
퐶(푇,퐾)
퐾2
푑퐾}
(1.15)
where 푆0 denotes the current stock price, 퐶 and 푃 are call and put prices, respec-
tively, 푟 is the risk-free rate, 푇 and 퐾 represent option maturity and strike price,
respectively, and 푆∗ is an arbitrary reference stock price (typically chosen to be
close to the at-the-money forward stock level that marks the boundary between liq-
uid out-the-money puts and out-the-money calls). The model is developed to price
variance swaps initially. The intuition of this method is to compute the fair value
of a replicating portfolio whose payoﬀ is the future realized variance.
Britten-Jones and Neuberger (2000)
푉푏푛 =
2푒푟푇
푇
{
∫ 퐹0
0
푃 (푇,퐾)
퐾2
푑퐾 +
∫ ∞
퐹0
퐶(푇,퐾)
퐾2
푑퐾} (1.16)
where 푃 (푇,퐾) and 퐶(푇,퐾) are required to be out-of-the-money puts and calls, re-
spectively, in order to use the most liquid assets. 퐹0 denotes the forward price with
the same maturity of the call and put options. This equation is expressed in forward
probability measure by taking into account a determinate interest rate3. The result
shows that the risk-neutral expected sum of squared returns between two arbitrary
dates (T1 and T2) is completely speciﬁed by the set of prices of options observed at
a single point in time and expiring on the two dates.
3In the original paper of Britten-Jones and Neuberger (2000), the interest rate is assumed to be
zero and the formula for implied variance is expressed in spot prices. In the presence of nonzero
interest rate, it is straightforward to convert the spot prices to forward prices. Dumas, Fleming,
and Whaley (1998) document this procedure in details.
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CBOE VIX
푉푣푖푥2 =
2
푇
∑
푖
Δ퐾푖
퐾2푖
푒(푟푇 )푄(푇,퐾푖)− 1
푇
(
퐹0
퐾0
− 1
)2
(1.17)
where 퐾푖 is the strike price of the 푖-th option and required to be out-of-the money
in CBOE procedure, 퐾0 is the ﬁrst strike price below 퐹0, 푄(푇,퐾푖) is the mid-
point of the latest available bid, and Δ퐾푖 is the strike price increment calculated as
Δ퐾푖 =
퐾푖+1−퐾푖−1
2
. The VIX index is equal to the square root of 푉 2푣푖푥 and multiplied
by 100. This formula is a discretized version of the formula in Demeterﬁ, Derman,
Kamal, and Zhou (1999), and is explained in the white paper of CBOE (2003).
Jiang and Tian (2005)
푉푗푡 =
2
푇
∫ ∞
0
퐶(푇,퐾)푒푟푇 −푚푎푥(푆0푒푟푇 −퐾, 0)
퐾2
푑퐾 (1.18)
The above equation is based on Britten-Jones and Neuberger (2000), and shows the
integrated return variance between the current date 0 and a future date 푇 , under the
forward probability measure. It only requires the set of options maturing on date
T to compute the model-free implied variance. Jiang and Tian (2005) also demon-
strate that the formula for model-free implied variance is valid when the underlying
asset price process contain jumps4. This development ensures the generality of the
model-free implied variance.
Carr and Wu (2008)
4For details, please refer to the appendix of Jiang and Tian (2005), where the authors provide
the derivation for model-free implied variance when underlying asset include jumps.
1.3. Appendix 28
푉푐푤 =
2
푇 − 푡
∫ ∞
0
Θ푡(퐾,푇 )
퐵푡(푇 )퐾2
푑퐾 + 휖 (1.19)
where 퐵푡(푇 ) denotes the time-t price of a bond paying one dollar at 푇 , Θ푡(퐾,푇 )
denotes the time-t value of an out-of-the-money option with strike price 퐾 > 0 and
maturity 푇 ≥ 푡 (a call option when 퐾 > 퐹푡 and a put option when 퐾 ≤ 퐹푡), and
휖 denotes the approximation error, which is zero when the futures price process is
purely continuous. When the futures price can jump, the approximation errors 휖 is
determined by the compensator of the discontinuous component
휖 =
−2
푇 − 푡퐸
푄
푡
∫ 푇
푡
∫
푅0
[
푒푥 − 1− 푥− 푥
2
2
]
휈푠(푥) 푑푥푑푠.
In the following, we analyze the linkage between diﬀerent methods in pairs. We
ﬁrst show that CBOE VIX index, 푉푣푖푥, is a numerical application of the formula in
Demeterﬁ, Derman, Kamal, and Zhou (1999). The deviation is ﬁrst documented by
Jiang and Tian (2007).
푉푣푖푥 and 푉푑푑푘푧
CBOE applies numerical integration scheme and present the implied variance in a
discretized version. The ﬁrst step is to truncate the inﬁnite range of strike prices
into a ﬁnite range [퐾퐿, 퐾푈 ], and therefore the second and third term in equation
1.15 is written as:
푒푟푇
∫ 푆∗
0
푃 (푇,퐾)
퐾2
푑퐾+푒푟푇
∫ ∞
푆∗
퐶(푇,퐾)
퐾2
푑퐾 ≈ 푒푟푇
{∫ 퐾0
퐾퐿
푃 (푇,퐾)
퐾2
푑퐾 +
∫ 퐾푈
퐾0
퐶(푇,퐾)
퐾2
푑퐾
}
The above equation can be expressed in discretized version as:
푒푟푇
{∫ 퐾0
퐾퐿
푃 (푇,퐾)
퐾2
푑퐾 +
∫ 퐾푈
퐾0
퐶(푇,퐾)
퐾2
푑퐾
}
≈
∑
푖
Δ퐾
퐾2푖
푒(푟푇 )푄(푇,퐾푖) (1.20)
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The next step is to focus on the ﬁrst term in equation 1.15. We restate this term as
follows:
2
푇
{푟푇 − [ 푆0
퐾0
푒푟푇 − 1]− ln(퐾0
푆0
) =
2
푇
[
푙푛(
퐹0
퐾0
)− ( 퐹0
퐾0
− 1)
]
(1.21)
CBOE further applies Taylor series expansion of the log function used in the above
equation (ignoring the terms higher than the second order):
푙푛(
퐹0
퐾0
) ≈
(
퐹0
퐾0
− 1
)
− 1
2
(
퐹0
퐾0
− 1
)2
(1.22)
Substituting equation (1.21) and equation (1.22) to the ﬁrst term in equation (1.15),
we have:
2
푇
{푟푇 − [푆0
푆∗
푒푟푇 − 1]− ln(푆∗
푆0
) ≈ − 1
푇
(
퐹0
퐾0
− 1
)2
Clearly, 푉푣푖푥 are the discretized version, with truncated strike price ranges and Taylor
series expansions.
푉푑푑푘푧 and 푉푗푡
The follow derivation shows that 푉푗푡 and 푉푑푑푘푧 are theoretically identical.
As shown in Jiang and Tian (2005), the MFIV is written as:
푉푗푡 =
2
푇
∫ ∞
0
푒(푟푇 )퐶(푇,퐾)−푚푎푥[0, 푆0푒(푟푇 ) −퐾]
퐾2
푑퐾
Partitioning the integral into two segments at 퐹0 = 푆0푒
(푟푇 ), we have:
푉푗푡 =
2푒(푟푇 )
푇
[∫ 퐹0
0
퐶(푇,퐾)− 푆0 +퐾푒(푟푇 )
퐾2
푑퐾 +
∫ ∞
퐹0
퐶(푇,퐾)
퐾2
푑퐾
]
Applying the put-call parity, we can have a more compact expression for the model-
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free implied variance as follows:
푉푗푡 =
2푒(푟푇 )
푇
[∫ 퐹0
0
푃 (푇,퐾)
퐾2
푑퐾 +
∫ ∞
퐹0
퐶(푇,퐾)
푘2
푑퐾
]
Rewrite the above equation as:
푉푗푡 =
2푒(푟푇 )
푇
[∫ 푆∗
0
푃 (푇,퐾)
퐾2
푑퐾 +
∫ ∞
푆∗
퐶(푇,퐾)
퐾2
푑퐾 +
∫ 퐹0
푆∗
푃 (푇,퐾)− 퐶(푇,퐾)
퐾2
푑퐾
]
Using the put-call parity again to the above equation, we have:
푉푗푡 =
2푒(푟푇 )
푇
[∫ 푆∗
0
푃 (푇,퐾)
퐾2
푑퐾 +
∫ ∞
푆∗
퐶(푇,퐾)
퐾2
푑퐾 +
∫ 퐹0
푆∗
퐾푒(−푟푇 ) − 푆0
퐾2
푑퐾
]
Integrating out the third term inside the brackets, we have an equivalent expression
for MFIV:
푉푗푡 =
2
푇
{
푟푇 −
[
푆0
푆∗
푒(푟푇 ) − 1
]
− 푙푛(푆∗
푆0
) + 푒(푟푇 )
∫ 푆∗
0
푃 (푇,퐾)
퐾2
푑퐾 + 푒(푟푇 )
∫ ∞
푆∗
퐶(푇,퐾)
퐾2
푑퐾
}
The above expression for model-free implied variance is exactly the same as the
Demeterﬁ, Derman, Kamal, and Zhou (1999)(see (1.15) ), which suggests the theo-
retical equivalence of the two approaches.
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Figure 1.1: Truncation Error
This ﬁgure plots the truncation errors of model-free implied variance estimation
against the multiples of standard deviation (SDs) of the underlying stock prices.
The formulas of right truncation errors and left truncation errors are presented in
section 1.2.4. As shown in the plot, when the strike price interval is more than twice
of the SDs, the truncation errors are negligible.
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Figure 1.2: Discretization Error
This ﬁgure plots the discretization errors of model-free implied variance estimation
against the multiples of standard deviation (SDs) of the underlying stock prices.
The formulas of discretization errors is presented in section 1.2.4. As shown in the
plot, when the strike price increment is less than 0.5 of the SDs, the discretization
errors are negligible.
Chapter 2
Variance Risk and the
Cross-Section of Hedge Fund
Returns
2.1 Introduction
This study investigates the importance of variance risk exposure in the cross-section
of hedge fund returns. To obtain the intuitive understanding on how hedge fund
returns are exposed to variance risk, I start with a strategy-based analysis. I group
hedge funds in ﬁve primary categories according to their investment objectives,
namely, equity hedge, event driven, relative value, global macro, and fund of funds.
This strategy classiﬁcation method is proposed by Hedge Fund Research, which aim
to cover all investment objectives among individual hedge funds.
Funds in the equity hedge strategy usually maintain hedged positions in equity
market. The most popular strategy in this group is the long-short equity funds,
which involves both long and short positions on equities and/or equity derivatives
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to ’immunize’ the portfolio to market movement and obtain the arbitrage spread
between long and short positions. The trading performance is usually unrelated to
the extent to which the market goes up. However, when there are big shocks to the
economy and rapid increases of market volatility, funds managers are likely be forced
to unwind or de-leverage their positions due to sudden margin calls or an attempt
to reduce risk. It prevents funds managers from realizing their expected proﬁts as
they do in normal market and hence incur losses. The dependence of funds’ returns
on market situation can be explained by their sensitivities to variance risk. This
phenomena is also discussed by Buraschi, Kosowski, and Trojani (2010) and Khan-
dani and Lo (2007).
The event driven strategy typically refers to the investments that attempt to proﬁt
from speciﬁc securities of companies currently or prospectively involved in corpo-
rate transactions. Hedge fund managers gain the arbitrage spread if the transaction
goes through, while might lose substantially if the transaction fails. The returns of
these strategies can be thought of as coming from two possible sources: reward for
correctly forecasting on corporate events, or the compensation for bearing the risk
of the event not occurrence. The former reﬂects the managerial skills (alpha) and
the latter is the return for taking systematic risk (beta). As the transactions are
more likely to fail in volatile markets than in calm market, and hence lead the funds
expose to variance risk 1. In this study, I use a variance risk proxy to separate the
alpha and variance beta.
Relative value, in general, represents the strategy that beneﬁts from the realiza-
tion of valuation discrepancy in the relation between multiple securities. A classical
example of such strategy is the trade with pairs of on-the-run versus oﬀ-the-run
Treasuries. On-the-run bonds are referred to the most recently issued treasure of
1This phenomena is ﬁrst documented by Mitchell and Pulvino (2001), who argue that the
merger arbitrage strategies display an option-like payoﬀ pattern
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a particular maturity, while other bonds that already issued some times ago are
considered as oﬀ-the-run. On-the-run bonds are usually more liquid and are traded
at higher prices than oﬀ-the-run bonds. As the two types of bond will tend to
converge in the long term, the spread between their prices provide arbitrage op-
portunities2. However, the strategy could incur substantial losses when a market
disruption occurred and causes the spread between the on-the-run and oﬀ-the-run
bond to diverge. This reveals the tail risk inherent in relative value strategy in
volatile market situations.
The global macro funds usually implement strategies at a global scope and focus
on the macroeconomic imbalances across countries. A prominent example in the
history is the carry trades between Japanese yen and US dollars during 1990s. In
this period, Japan maintained a low interest rate and experienced a depreciation of
its currency. Many hedge funds explore this opportunity by borrowing from Japan
and investing in other high-yielding market, such as US or emerging markets. The
strategy incurs unexpected losses during the summer of 1998, when the Russian
defaulted and caused a ’ﬂight to quality’. The sudden increases in demand for US
treasuries force fund managers to unwind their carry trades and return yen at a
higher cost. The unexpected losses of global macro funds coincides with dramatic
increase of market variance.
The business model of fund of funds is to invest on a range of underlying funds
across various strategies and to achieve diversiﬁcation beneﬁts. Such an investment
strategy usually results in stable performances relative to other directional-betting
funds. However, fund of funds can incur severe losses during a volatile market, and
the reasons are twofold. On the one hand, they suﬀer from the poor performance of
their underlying funds during a volatile market, as explained earlier. On the other
2This strategy has been implemented by Long-Term Capital Management(LTCM) (see Jorion
(2000) and Lhabitant (2008))
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hand, their investments in the underlying funds are subject to lock-up or redemption
period constraints. When fund of funds managers observe a sudden increase in mar-
ket variance, they cannot withdraw their capital and adjust their portfolio weights
immediately. This constraint results in sub-optimal portfolio choices in volatile mar-
ket and leads to exposure to variance risk.
The above analysis illustrates the important role of variance risk in hedge fund
strategies. In the following study, I formally examine to what extent the variance
risk can aﬀect hedge fund performance. The variance risk factor is deﬁned as the
diﬀerence between realized return variance and its risk-neutral expectation. The
estimation details of variance risk proxy are described in Chapter 1. First I examine
the time-series relation between variance risk and hedge fund returns, using perfor-
mance attribution regressions. I investigate a broad list of hedge fund investment
strategies and ﬁnd that exposures to variance risk are economically and statistically
signiﬁcant through all primary investment objectives. This universal result reveals
the systematic eﬀect of variance risk on hedge fund returns. The importance of vari-
ance risk remains robust after controlling for the commonly used benchmark model
– Fung and Hsieh (2004) seven factors (henceforth FH-7). Simply adding variance
risk to the benchmark model can reduce the signiﬁcance and magnitude of alpha
substantially. I ﬁnd that the return contribution of variance risk, the sensitivities to
variance risk factor (훽푉 푅) times the variance movement, accounts for a non-trivial
proportion of overall hedge funds excess returns.
Second, I investigate if the heterogeneity in variance risk exposures causes the cross-
sectional diﬀerence in hedge fund performances. For this purpose, I examine the
contemporaneous relationship between factor loadings and fund returns, by sorting
funds on their exposures to variance risk. I ﬁnd that hedge funds with higher sen-
sitivity to variance risk have higher average returns and higher alpha in benchmark
model. Especially, such higher average returns and higher benchmark alpha are
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substantially attributed to bearing variance risk. This result demonstrates that the
benchmark alpha in funds with higher exposures to variance risk is a mixture of
variance risk rewards and managerial skills. Taking into account variance risk in the
cross-sectional study helps to distinguish the true alpha-generating funds and the
risk-taking funds.
Third, since variance risk exhibit asymmetric patterns across the states of the econ-
omy, i.e., the variance risk premium is usually greater for downside moves, especially
for extreme events, than for upside moves. Therefore, fund with signiﬁcant expo-
sures to variance risk may have sensitivities to tail risk. To examine this conjecture,
I investigate on hedge fund returns conditional on downside market situations. I
ﬁnd that hedge funds with higher loadings on variance risk incur severe losses, ac-
companied with huge maximum drawdowns in a declining market. As a reversal,
funds with low exposure to variance risk exhibit smooth returns across states. This
result suggests that hedge funds with higher loadings on variance risk play the role
of ’disaster’ protectors in the economy, who provide downside risk protection in bad
states and collect premium in normal and good times. Finally, motivated by the
above empirical evidence, I apply Fama and MacBeth (1973) two pass regressions
to formally test whether variance risk is priced in the cross-section of hedge fund
returns. I ﬁnd that the reward for bearing variance risk is substantial, after control-
ling for market risk and other cross-sectional eﬀects.
This study is closely linked with Bondarenko (2004), who studies the time-series re-
lation between variance risk and hedge fund index returns and ﬁnd that most hedge
fund indices exhibit signiﬁcant exposures to the variance risk. I extend Bondarenko
(2004) and investigate the impact of variance risk in the cross-section of individual
hedge fund returns. The results help to understand the remarkable heterogeneity
across individual hedge funds, and shed lights on fund selection and performance
evaluation.
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This study lies in a broad ﬁeld of studies that aim to understand the risk return
patterns of hedge fund strategies. One strand in the literature attempt to replicate
hedge fund strategies and apply the replicating portfolios to explain hedge fund re-
turns. Mitchell and Pulvino (2001) employ short put option returns to capture the
risk characteristics of merger arbitrage; Fung and Hsieh (2001) use lookback strad-
dles to model trend-following strategies returns; Agarwal and Naik (2004) show
that a short position in a put option on market index can resemble the payoﬀs
of equity-oriented hedge funds. A common feature of the option-based factors in
the above studies is that they are usually designed to replicate a certain type of
fund strategies, and hence lack ﬂexibility to explain a variety of investment objec-
tives. For example, put options are important in explaining equity fund returns,
but have no explanatory power for non-equity funds. Lookback straddles reveals
the risk in trend-following strategies, however, fail to explain other strategies such
as equity hedge or relative values. Instead of being strategy-speciﬁc, variance risk
as a systematic risk is independently priced in the market and hence has the poten-
tial to capture the common riskiness across hedge funds with diﬀerent investment
objectives. Strong evidence in this study reveals the overwhelming impact of vari-
ance risk on hedge fund performances, from both the time-series and cross-sectional
perspectives. Therefore, when investing on diﬀerent hedge fund strategies, investors
can use variance risk as a benchmark to examine the risk-return proﬁles across funds.
Furthermore, variance risk represents pure exposure to shocks on variance, i.e., it
has almost zero delta and constant dollar gamma and a linear vega with respect
to time decays (see Chapter 1 for details). This feature distinguishes variance risk
from option-based factors, such as put options and straddles whose payoﬀ is a mix-
ture of market risk, variance risk, and leverage eﬀect (Coval and Shumway (2001)).
Focusing on the pure measure of variance risk factors allows us to directly measure
the payoﬀ for taking very particular risk in economic terms and provide important
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implication for hedge fund managers and investors. In the spirit of systematic-risk
approach, Sadka (2009) ﬁnds that liquidity risk is an important determinant in a
broad list of hedge fund returns. To test robustness of the results related to the other
risk factors, I run regressions of hedge fund returns on variance risk, and control
for the eﬀect of put option returns, lookback straddles, and liquidity risk, respec-
tively, and I ﬁnd that the variance risk factor remains signiﬁcant in all circumstances.
A related work to this study is Buraschi, Kosowski, and Trojani (2010). The authors
decompose variance risk to correlation risk and an aggregate component of idiosyn-
cratic variance risk. They ﬁnd that the correlation risk is a key determinant of low
net-exposure funds’ returns, while the idiosyncratic variance risk component are
more relevant to other strategies, such as directional-trade or convertible arbitrage.
This result provides supportive evidence for the argument that variance risk is a
good candidate to serve as a benchmark, which is able to captures risk-return pro-
ﬁles across various strategies. A remaining unclear question in Buraschi, Kosowski,
and Trojani (2010) is the extent to which the variance risk can cause cross-sectional
variation of hedge fund returns, and this study ﬁlls this gap.
It is worth noting that the diﬀerence between the realized return variance and its
risk-neutral expectation (spread under measure 푃 and measure 푄) is diﬀerent from
the changes in implied volatility. The changes in implied volatility has been applied
to proxy variance risk and explain hedge fund returns (see Agarwal, Bakshi, and
Huij (2009)), however, I argue that only the former can capture the premium that
investors would like to pay for hedging variance risk. This point is also addressed in
Buraschi, Kosowski, and Trojani (2010), in which the authors distinguish the corre-
lation risk premium (the diﬀerence between realized correlation and option-implied
correlation) from the changes of correlations under risk-neutral measures.
The remainder of this chapter is organized as follows. Section 2 describes the hedge
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fund data and variance risk proxy used in this chapter. Section 3 presents the em-
pirical results, including both the time-series and cross-sectional analysis. Section 4
checks the robustness of the results, with respect to other risk factors and alternative
hedge fund data. Section 5 concludes.
2.2 Data and Variance Risk Proxy
2.2.1 Hedge Fund Data
The hedge fund data is obtained from the BarclayHedge data base, which contains
9357 funds in total. I apply net-of-fee hedge fund returns for the sample period from
January 1996 to September 2008. The BarclayHedge database provides good qual-
ity data with fewer missing observations and better fund-speciﬁc information than
other widely-used hedge fund databases, such as TASS, HFR, and CISDM/MSCI.
Especially, the database contains both live and dead funds, which avoid survivorship
bias (see Fung and Hsieh (2000) and Agarwal and Naik (2004)). According to the
strategy classiﬁcation document released by Hedge Fund Research in 2010, I group
all funds to ﬁve primary strategies: Equity Hedge (EH), Event Driven (ED), Rel-
ative Values (RV), Macro (MAC), and Fund of Funds (FOF). EH has totally 1302
funds and contains strategies of Equity Long, Equity Short, Equity Long/Short,
and Equity Index Trading. ED has totally 319 funds and consists of strategies such
as Event Driven, Distressed Securities, and Merger Arbitrage. RV has 1722 funds
which include Fixed Income Arbitrage and Convertible Arbitrage. MAC has 181
funds and comprises the Systematic Trading and Multi-Strategy funds. The largest
group is the fund of funds, which consist of 2635 funds. I ﬁrst construct a value-
weighted index across all funds, where the weight is determined by assets under
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management. Such index represents the hedge fund industry at an aggregate level.
I then construct strategy-speciﬁc index within each investment objectives, which
provide perspectives on the heterogeneity of hedge fund strategies. I report the
summary statistics in Table 2.1.
2.2.2 Variance Risk Proxy
Considerable evidence shows that variance risk is priced in the cross-section of asset
returns. A widely-used proxy to measure variance risk is the diﬀerence between the
realized return variance and the implied variance. Previous studies usually use a
synthetic swap rate which is replicated from option prices (see Bondarenko (2004),
Carr and Wu (2008)). In this study, I apply the market quotations of variance swaps
on the S&P 500 index. The data is obtained from a major investment bank which
has substantial history of active trading on variance swaps. It oﬀers important ad-
vantages for the study in hedge fund. First, the quotations reﬂect pure variance
risk, without any estimation bias on variance swap rate. Further, using returns of
tradable assets in the factor regression model, I can interpret the intercept as risk-
adjusted returns.
To be consistent with the reporting conventions of hedge fund returns, I select the
variance swaps with ﬁxed 1-month maturity and obtain the ﬁrst-day observation at
each month within the sample period from January 1996 to September 2008. Table
2.2 presents the existence, the magnitude and the risk characteristics of variance risk
premium in the sample. On average, the realized variance is considerably smaller
than the variance swap rate. In a formal test, the hypothesis that the two quantities
are equal is ﬁrmly rejected by the p-value. These evidences indicate a statistically
signiﬁcant negative variance risk premium. I plot the time-series of realized and
implied variance in Figure 2.1 Panel A, which provides a visible impression about
the spread between the realize and implied variance.
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Beyond the sample mean, the time series of the variance risk premium show big
negative skewness and positive kurtosis. The risk characteristics are diﬀerent from
the market index, as shown in the CAPM regression results. The variance risk
premium has extremely small market beta, only 0.02, while a much larger alpha.
This result is consistent with the ﬁndings in Carr and Wu (2008), who ﬁnd that the
majority of variance risk premium cannot be explained by market risk, size factor,
value factor, or momentum factors.
An important property of variance risk premium is the asymmetric pattern across
the states of economy. To illustrate this point, I plot the variance risk premium
and S&P 500 index returns in Figure 2.1 Panel B. We can see that the magnitude
of variance risk premium is negative over most time of the sample period, while
occasionally spikes, indicating months with especially high realized variance. Many
spikes occur during market downturns or crisis times. For example, the largest spike
in the sample period occurs in February 2002, when the internet bubble bursts and
triggers large variations in the stock market. The second largest spike is in October
1997, which coincides with the 1997 Asia Financial Crisis period. Other spikes are
observed in September 1998 when LTCM collapse and in July 2007 during the early
period of the subprime crisis.
The time-series patterns of variance risk premium is consistent with the literature.
Bollerslev, Tauchen, and Zhou (2008) publish their estimation of variance risk pre-
mium3. I ﬁnd that the correlation between the variance swap quotations and the
measure in Bollerslev, Tauchen, and Zhou (2008) is about 0.9, indicating very simi-
lar patterns.
Since the variance risk carries a negative premium on average and most hedge fund
3The data can be downloaded from the author’s webpage
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exhibit short positions to exploit the proﬁts (Bondarenko (2004)), I use the payoﬀ
from shorting variance swap (diﬀerence between implied and realized variance) to
explain the hedge fund returns.
2.3 Empirical Results
In this section, I ﬁrst study the time-series relation between variance risk and hedge
fund indices, and then look into the cross-sectional relation from unconditional and
conditional perspectives. I ﬁnally apply Fama-Macbeth two-pass regression to test
and estimate the premium associated with variance risk in the cross-section of hedge
fund returns.
2.3.1 Hedge Fund Index and Variance Risk
I employ a multi-factor regression model to examine the explanatory power of vari-
ance risk on hedge fund returns. To make sure the variance risk is not an artiﬁcial
eﬀect of the existing factors, I control for the widely used benchmark model: Fung
and Hsieh (2004) seven-factor model (henceforth FH-7)4. Together with variance
risk, the multi-factor model is shown as:
푟푖,푡 = 훼
푖 + 훽푖1푆푁푃푀푅퐹푡 + 훽
푖
2푆퐶푀퐿퐶푡 + 훽
푖
3퐵퐷10푅퐸푇푡 + 훽
푖
4퐵퐴퐴푀푇푆푌푡 + ...
훽푖5푃푇퐹푆퐵퐷푡 + 훽
푖
6푃푇퐹푆퐹푋푡 + 훽
푖
7푃푇퐹푆퐶푂푀푡 + 훽
푖
8푉 푅푡 + 휀
푖
푡
where 푟푡푖 is the net-of-fee excess return of fund 푖 in month t, 푆푁푃푀푅퐹푡 is the
S&P500 return minus risk free rate, 푆퐶푀퐿퐶푡 is the Wilshire small cap minus large
cap return, 퐵퐷10푅퐸푇푡 is the change in the constant maturity yield of the 10 year
Treasury, 퐵퐴퐴푀푇푆푌푡 is the change in the spread of Moody’s Baa minus the 10
4The time series of the seven factors are downloaded from the authors webcite:
http://faculty.fuqua.duke.edu/ dah7/HFData.htm
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year treasury, 푃푇퐹푆퐵퐷푡, 푃푇퐹푆퐹푋푡, and 푃푇퐹푆퐶푂푀푡 are the returns of primi-
tive trend following strategies on bond, foreign-exchange, and commodities markets
respectively. 푉 푅푡 is the variance risk premium as described in the previous session.
The 휀푖푡 represents the pricing error.
A unique challenge for this test is the high serial correlation in hedge funds re-
turns 5. I examine this issue and check the diagnostic results for Autocorrelation
Function (ACF) coeﬃcients and the Ljung-Box Q-statistics with ﬁrst three lags. I
ﬁnd that Event Driven and Relative Value hedge fund indices have the serial au-
tocorrelations and can be captured by the ﬁrst two lags. Therefore, I apply the
Newey-West estimator with two lags to obtain the heteroscedasticity and autocorre-
lation consistent standard errors and present the OLS regression results in Table 2.3.
The results show that variance risk is indeed important in explaining hedge funds
returns. The 푡 statistics for all funds, Equity Hedge, Event Driven, Relative Val-
ues, Macro, and Fund of Funds indices are 3.09, 2.61, 3.13, 2.06, 2.17, and 2.24,
respectively. The inclusion of variance risk in the OLS regression consequents three
major eﬀects in the above categories. First, it signiﬁcantly reduce the alpha in FH-7
model. The change of alpha is −0.78%, −0.82%, −1.18%, −0.75%, −0.65%, and
−0.67%, respectively. Second, variance risk contribute substantially to the total
hedge fund returns of 0.96%, 1.00% 1.44%, 0.92%, 0.80%, and 0.82% per annum.
Third, including variance risk increases the adjusted R-square of the benchmark
model by a non-trivial amount of 2.99%, 1.11%, 3.86%, 1.45%, 1.73%, and 1.55%,
respectively. All this evidence demonstrates that variance risk has strong explana-
tory power on hedge fund returns, and the eﬀect is essentially diﬀerent from the
existing benchmark factors.
5see Asness, Krail, and Liew (2001) and Getmansky, Lo, and Makarov (2004)
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2.3.2 Cross-Sectional Analysis
I now examine in detail that how variance risk aﬀects hedge fund performance
cross-sectionally. Given the diﬀerent natures of diﬀerent hedge fund investment ob-
jectives, I provide strategy-based results and explanations for the role of variance
risk in each category of funds. Over the whole sample period, each individual hedge
fund return is regressed on two models respectively: FH-7 factors model (denoted as
model 퐼) and FH-7 together with variance risk (denoted as model 퐼퐼). I sort funds
into quintile, based on the beta coeﬃcient on the variance risk (henceforth 훽푉 푅).
Funds in quintile 1 have the most positive coeﬃcients and behave as the biggest
’sellers’ of variance risk, while funds in quintile 5 have the most negative coeﬃcients
and hence tend to hedge against variance risk. The statistics in each quintile are
equally-weighted results.
The results are reported in Table 2.4 for all funds and for the sub-group of funds.
I focus on three issues. First, I investigate the contemporaneous relationships be-
tween factor loadings on variance risk and fund performances. This is deemed to
be the foundation in a cross-sectional risk-return study. In line with the positive
premium of short variance risk, I show that more positive loadings on variance risk
factor accompany with higher fund returns, higher FH-7 alpha, and higher return
contributions from variance risk. The quantity of return contribution is computed
as 훽푉 푅 times the average variance risk premium after controlling for FH-7 factors.
Second, I examine the estimation bias in alpha due to the omission of variance risk,
conditional on the funds’s sensitivities to variance shocks. The results show that
adding variance risk to FH-7 model can sharply reduce (increase) the alpha for funds
with large positive (negative) 훽푉 푅. This implies that variance risk alone absorbs a
substantial proportion of the unexplained components of fund returns in standard
benchmark model. Ignoring variance risk can overestimate (underestimate) alpha
and underweight (overweight) the systematic risk exposure for funds with positive
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(negative) 훽푉 푅. Third, I compare the eﬀect of variance risk to market risk, in order
to emphasis the special risk characteristics of hedge funds. I ﬁnd that the factor
loadings and return contributions of market risk show weak inﬂuence on hedge fund
returns. The dispersion of market beta is relatively ﬂat. This evidence points out
the fact that hedge funds are diﬀerent from traditional investment or mutual funds
in the sense that the major systematic risk in hedge funds is not market risk, but
risk like variance shocks. The above ﬁndings are consistent across all funds and in
all investment objectives, as described in the followings.
Panel A presents the results for all funds. Quintile 1 (5) has an average excess
return of 9.9% (7.91%) per annum, and the spread in average excess return between
quintile portfolio 5 and 1 is −1.98% per annum, with a corresponding diﬀerence in
contemporaneous 훽푉 푅 of −20.12. The contribution of variance risk is remarkable:
it accounts for 4.77% (−2.30%) per annum of the 9.90% (7.91%) total return in
quintile 1 (5). The results show that funds with high exposure to variance risk tend
to proﬁt from selling variance risk, while funds with low exposure to variance risk
are paying to hedge against variance risk changes. Furthermore, adding variance
risk to FH-7 model can reduce the alpha from 6.46 in Model I to 3.58 in Model II.
Comparing the eﬀect of variance risk with market risk, I ﬁnd that the dispersion of
market beta is only 0.14, which is relatively ﬂat. The contribution of market risk in
each quintile is much weaker than variance risk.
Panel B focuses on Equity Hedge funds. The quintile portfolios are sorted within
the equity hedge funds and based on their 훽푉 푅. I ﬁnd a monotonically increasing
relation between funds returns and 훽푉 푅. Quintile 1 (5) has an average excess return
of 13.1% (9.3%) per annum, and the spread in average excess returns between quin-
tile portfolios 5 and 1 is −3.8%, with a corresponding diﬀerence in contemporaneous
훽푉 푅 of −17.61. Especially, over 30% of the excess fund returns in quintile 1 can be
attributed to variance risk (variance risk contribution divided by the funds’ total
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returns), after controlling for the eﬀect of FH-7 factors. With additions of variance
risk, the alpha in quintile 1 is reduced from 6.31% to 3.73%, while increased in quin-
tile 5 from 7.81% to 9.11%. In contrast, the eﬀect caused by market risk is much
weaker, which has an almost ﬂat distribution of exposures across quintile and less
contributions to the total hedge fund returns.
Panel C present the quintile results for Event Driven funds. The results show that
substantial amount of funds’ performance heavily depend on variance risk. Funds
with more positive 훽푉 푅 contains more compensation for bearing risk and less reward
for managerial skills. The diﬀerence between quintile portfolio 5 and 1 is −3.91%
per annum with a spread of 훽푉 푅 of −11.87. The contribution of variance risk is
about 30% of the funds excess returns in quintile 1. The alpha in quintile 1 drops
from 6.03% in Model I to 4.37% in Model II, and increases from 5.88% to 6.67% in
quintile 5, by adding variance risk.
Panel D demonstrates the results regarding Relative Value funds. I ﬁnd a mono-
tonically increasing relation between funds excess returns and 훽푉 푅. The return
contribution of variance risk in quintile 1 is more than 60% of the funds average
excess returns. This is a huge proportion and overwhelmingly beat the contribution
from market risk. Further, the alpha is reduced from 8.61% to 4.91% in top quintile
and increased from 4.06% to 5.40% in bottom quintile .
I present the results of Global Macro hedge funds in Panel E. I ﬁnd that Macro
funds with more positive loading on variance risk have higher average returns and
such returns can be attributed to variance risk substantially. The funds excess re-
turns in quintile 1 and 5 are 7.9% and 6.45% per annum respectively, while the
contributions of variance risk are as high as 56% and −50.3%. The alpha in quintile
1 is reduced from 2.89 to 0.24. In contrast, the alpha in quintile 5 is increased from
6.54% to 7.45%.
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Finally, Panel F shows the results of Fund of Funds. There is a clear increasing
relation between fund returns and loadings on variance risk. Adding variance risk
reduces the alpha in quintile 1 from 1.13% to a negative value of −0.44%. The
contribution of variance risk alone is about 50% in quintile 1 and −24% in quintile
5.
2.3.3 Cross-Sectional Analysis Conditional on Downside Mar-
ket
Since the variance risk factor exhibits substantial losses during market downturn,
I conjecture that funds with higher exposures to variance risk might be more sen-
sitive to tail risk. I examine the cross-sectional impact of variance risk conditional
on downside market, that is, when market returns are lower than its lower quartile
during the sample period. The risk is measured by maximum drawdowns, which is
deﬁned as the peak-to-valley returns during the sample period. This measure has
been widely-used to proxy fund risk by both investors and fund managers 6. Funds
are sorted into quintile portfolios based on their exposures to variance risk, i.e. 훽푉 푅.
The results are presented in Table 2.5.
There are two results sharply reversed to the unconditional case, while other ﬁnd-
ings remain unchanged. First, funds with highest positive loadings on variance risk
generate lowest returns in downside market. Take the results of all funds as an
example (see Panel A in Table 2.5). Quintile 1 (5) has an average excess return
of −13.57% (−0.76%) per annum, and the spread in average excess return between
quintile portfolio 5 and 1 is 12.81% per annum, with a corresponding diﬀerence in
contemporaneous variance risk beta of −12.66. This result is in contrast to the
unconditional case. Second, the maximum drawdowns in quintile 1 is on average
6see a recent survey by Browne and Kosowski (2010)
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60.15%, twice larger than quintile 5. It indicates substantial riskiness inherent in
funds with high 훽푉 푅. In accordance with this ﬁnding, the annualized Sharpe ratio
in quintile 1 is negative (−0.96), dramatically smaller than quintile 5 (0.11).
I present the results for the ﬁve sub-strategies in Panel B through F. The ﬁnd-
ings are robust across diﬀerent hedge fund categories. Despite the unconditional
higher average returns, funds with more positive loadings on variance risk exhibit
much higher risk and incur more severe losses in a declining market. The top quintile
funds behave like speculators on variance risk, who take high risk and lose heavily
when unexpected shocks occur. In contrast, funds in the bottom quintile have rela-
tive lower returns in rising market but higher returns in declining market. It seems
like they take an insurance-like position in variance risk, which is costly in good times
but valuable in bad markets. In summary, the attractive unconditional returns from
funds with high 훽푉 푅 can be viewed as essentially the rewards for holding undesirable
positions in declining market. Investors keen on the attractive returns should also
be cautious about the substantial risk in hedge fund strategies. Hence, taking into
account variance risk is important for both risk management and investment in the
hedge fund sector.
2.3.4 Fama-Macbeth Regressions
Motivated by the cross-sectional relations between variance risk exposures and hedge
fund performances, I formally test if variance risk is priced in the cross-section of
hedge fund returns and estimate the risk premium using Fama-Macbeth two pass
regressions. I ﬁrst estimate the factor loadings for all funds and then regressing
cross-sectional returns on these loadings at each time period and obtain the average
of factor risk premia.
I consider two sets of factors. The ﬁrst set is just variance risk and market risk.
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This is to address the importance of variance risk comparing to market risk. The
second set include the full list of FH-7 factors, in order to test the robustness of
variance risk. Regression 퐼 in Table 2.6 shows that variance risk carries a signiﬁ-
cant risk premium of 0.20% with a large 푡 statistics of 14.935. The importance of
variance risk remains robust in Regression II after controlling for FH-7 factors. The
coeﬃcient for variance risk is about 0.14% per annum, and the 푡 statistics is 10.413,
more signiﬁcant than any other factors.
2.4 Robustness Checks
In this section, I test the robustness of the results with respect to alternative mea-
sures of variance risk premium, inclusion of other risk factors, equally-weighted
hedge fund indices, and choices of hedge fund database, respectively.
2.4.1 Alternative Proxy of Variance Risk
The results so far in this study rely on the proxy of variance swap market quotations.
I check the robustness of the results using the synthetic variance swap, which is
described in Chapter 1. The realized variance is measured as the 30-days variance
of S&P 500 daily index prices, and the implied variance is estimated using out-of-
the-money options on index. Figure 2.2 plots the times series of both synthetic
variance swap and the market quotations. The two proxies display very similar
pattern. The correlation between them is above 0.9. I repeat the previous analysis
with synthetic variance swaps and ﬁnd no material diﬀerence in results. The results
are not reported here but available upon request.
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2.4.2 Put Option Returns and Liquidity Risk
Several studies use put option returns to explain hedge fund performance (see,
among others, Agarwal and Naik (2004) and Mitchell and Pulvino (2001)). I test
the robustness of the results by controlling put option returns. Following Agarwal
and Naik (2004), I construct the rolling strategy7 and compute the monthly at-the-
money (ATM) put options returns on S&P 500 index. The options data is from
OptionMetrics. Table 2.7 present the OLS regression results. I ﬁnd that 훽푉 푅 is
signiﬁcant across all strategies, after controlling for ATM put option returns. ATM
put option returns have no explanatory power for Relative Values and Macro funds.
Another strand of literature argues the importance of liquidity risk in hedge funds
(see Aragon (2007), Li and Patton (2007) and Sadka (2009)). To test the robustness
of the role of variance risk in explaining hedge fund returns, I apply the multi-factor
model and include the Pastor and Stambaugh (2003) liquidity risk factors. Panel B
in Table 2.7 report the results. I ﬁnd that the variance risk remain robust across all
investment objectives and the impact due to liquidity risk is relatively weak.
2.4.3 Equally-Weighted Hedge Fund Indices
The above analysis so far is based on value-weighted hedge fund index. Since equally-
weighted hedge fund indices are also widely-used by researchers and professionals,
I hence check the robustness of the ﬁndings with equally-weighted hedge funds in-
dices. I ﬁrst regress the hedge fund index returns on FH-7 factors only, and then
add variance risk to the FH-7 model. As shown in Table 2.8, all of the investment
objectives exhibit positive loading on variance risk at 1% signiﬁcant level. Specif-
ically, the t-statistics of 훽푉 푅 is 3.08 for the group of all funds , 2.58 for equity
7As suggest in Agarwal and Naik (2004), the rolling strategy is: at the beginning of the month,
I buy an option that expires in the beginning of next month. At the beginning of next month, I
sell the option bought last month and buy a new one that expires in next month. Repeating so
each month to get a time-series option returns.
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hedge funds, 2.78 for event driven funds, 2.49 for relative value funds, and 2.26
for macro funds. Compared with FH-7 factor model, the inclusion of variance risk
can lower the regression alpha and increase the adjusted 푅2 across all investment
objectives. This evidence reveals that variance risk has strong explanatory power
on equally-weighted hedge fund indices, which is consistent with the results using
value-weighted indices.
2.4.4 TASS Hedge Fund Database
Finally, I use an alternative hedge fund database, TASS/Lipper, which also provides
high quality data and has been widely-used in the hedge fund studies. Compared
with BarclayHedge data, TASS data contains fewer funds and more missing values
during the sample period in this study. In addition, the two funds have slightly
diﬀerent strategy classiﬁcation rules for certain funds. I hence check the robustness
of my ﬁndings with TASS data. Table 2.9 shows the multi-factor regression results.
All investment objectives display signiﬁcant loadings on variance risk, except global
macro funds. Speciﬁcally, the t-statistics of 훽푉 푅 is 2.96 for all funds, 2.51 for equity
hedge funds, 2.83 for event driven funds, and 1.74 for relative value funds. Further,
including variance risk results in lower alpha and higher adjusted 푅2, compared with
the FH-7 benchmark factor models. The results further illustrate the robustness of
variance risk as a determinant risk factor in hedge fund returns.
2.5 Conclusion
This study demonstrates that variance risk is an important determinant in the cross-
sectional variation of hedge fund performances. Funds with higher variance risk
exposure proﬁt from positive variance risk premium, while incur big losses and huge
maximum drawdowns when shocks hit the economy. In contrast, funds with lower
2.5. Conclusion 53
exposures to variance risk show smooth returns across diﬀerent economic states, and
have much smaller maximum drawdowns in market downturns. Taking into account
variance risk can substantially improve the estimation of funds’ absolute returns and
risk exposures. The results provide important implications for risk management of
hedge funds, and also investment in hedge fund sector.
The variance risk used in the study is estimated from options on S&P 500 index.
An interesting extension is to examine the variance risk proxy based on alternative
information set, such as European or Asian market index. The extension might
reveal the explanatory power of variance risk in the funds with strong focus on a
speciﬁc market.
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Table 2.1: Summary Statistics of Hedge Fund Indices Returns
This table reports the summary statistic for hedge fund indices over the sample
period from January 1996 to September 2008. All individual funds are grouped
to ﬁve primary strategies, according to the classiﬁcation document released by
HFR in 2010: Equity Hedge (EH), Event Driven (ED), Relative Values (RV),
Macro (MAC) and Fund of Funds (FOF). The index are value-weighted average of
individual funds in each primary strategy. The table shows the ﬁrst four moments,
the minimum, median, and maximum values during the sample period. The last
three columns show the CAPM alpha and beta, and the Sharpe ratio. All statistics
are monthly values in percentage format.
Strategy mean std skew kurt min med max alpha beta SR
ALL 0.58 1.50 -0.08 2.71 -3.4 0.53 4.2 0.50 0.19 0.39
EH 0.65 2.49 -0.83 5.72 -11.4 1.05 6.9 0.47 0.46 0.26
ED 0.82 1.98 -2.42 16.92 -12.5 0.99 6.3 0.73 0.23 0.41
RV 0.51 1.91 0.54 4.96 -4.3 0.44 8.5 0.43 0.20 0.27
MAC 0.53 1.53 0.11 3.00 -3.9 0.60 4.5 0.50 0.07 0.35
FoF 0.48 1.67 -0.21 6.17 -7.1 0.45 6.3 0.39 0.22 0.29
2.5. Conclusion 55
Table 2.2: Summary Statistics of Variance Risk Factor
This table reports the statistical properties for non-overlapping monthly returns of
the variance risk. The sample period is from January 1996 to September 2008. In
panel A, the realized variance (RV) and variance swap rate (SW) are obtained from
market traded variance swap quotes. The p-value is for the null hypothesis that RV
and SW are on average equal. The diﬀerence between the RV and SW indicates the
variance risk premium. In panel B, I report the return distributions of variance risk
and also Fung and Hsieh seven factors. The last three columns show CAPM alpha
and beta, and Sharpe Ratio. All statistics are monthly values in percentage format
Panel A: Summary Statistics of Variance Risk Premium
VarRisk
Realized VR 0.2667
Swap Rate 0.3085
SW-RV 0.0418
p value 0.0048
Panel B: Risk Characteristics of Variance Swap Contract and FH7 Factors
mean std skew kurt min med max alpha beta SR
VarRisk 0.04 0.18 -2.12 12.89 -1.05 0.06 0.49 0.03 0.02 0.23
SNPmRf 0.40 4.24 -0.52 3.52 -14.89 0.81 9.31 0.00 1.00 0.10
SCmLC -0.12 4.03 0.20 6.28 -16.38 -0.15 18.41 -0.09 -0.07 -0.03
BD10RET 0.20 2.04 -0.39 3.71 -7.57 0.15 4.55 0.24 -0.10 0.10
BAAmTSY 0.41 1.57 0.34 5.05 -4.41 0.28 5.69 0.37 0.09 0.26
PTFSBD -1.91 13.96 1.51 6.98 -25.60 -4.56 68.43 -1.75 -0.39 -0.14
PTFSFX 0.01 16.99 0.83 3.52 -30.15 -2.40 55.21 0.23 -0.55 0.00
PTFSCOM 0.07 13.74 1.30 6.03 -24.20 -2.36 64.36 0.20 -0.32 0.01
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Table 2.3: Time-Series Regression of Hedge Fund Returns on Diﬀerent
Risk Factors
This table reports the OLS regression results with respect to two sets of factors.
The ﬁrst set includes the Fung and Hsieh (2004) seven factors(in Panel A) and the
second sets add variance risk as an additional factor (in Panel B). I present the
hedge funds average excess returns, the alpha, beta coeﬃcients and t statistics for
each factor, and also the adjusted R square (Rsqr) for hedge fund indices. Panel
C reports the changes of alpha, Rsqr and the return contribution of variance risk
from Panel A to Panel B.
Panel A: Regression w.r.t FH-7 factors
ALL EH ED RV MAC FOF
HF ret (% p.a.) 6.96 7.82 9.84 6.14 6.35 5.71
Alpha (% p.a.) 5.18 5.04 7.05 4.27 5.22 3.57
t-stat Alpha -4.62 3.66 4.22 2.68 3.99 2.75
Beta SNP 0.22 0.48 0.20 0.24 0.11 0.23
t-stat SNP 9.88 17.77 6.10 7.68 4.28 8.87
Beta SCM 0.10 0.21 0.06 0.11 0.06 0.14
t-stat SCM 4.39 7.56 1.83 3.34 2.47 5.23
Beta BD10RET 0.12 0.11 -0.04 0.25 0.19 0.09
t-stat BD10RET 2.64 1.91 -0.61 3.70 3.50 1.70
Beta BAAmTSY 0.13 0.06 0.24 0.08 0.12 0.14
t-stat BAAmTSY 2.13 0.86 2.64 0.94 1.75 2.04
Beta PTFSBD 0.00 -0.01 -0.04 0.01 0.02 -0.01
t-stat PTFSBD 0.56 -0.86 -3.69 0.69 2.27 -1.75
Beta PTFSFX 0.02 0.01 0.01 0.01 0.02 0.01
t-stat PTFSFX 2.81 0.94 1.42 1.66 2.91 1.84
Beta PTFSCOM 0.02 0.01 0.01 0.03 0.03 0.01
t-stat PTFSCOM 3.40 1.52 1.49 2.96 4.06 1.86
adj Rsqr(%) 47.07 71.36 33.29 34.61 31.17 43.23
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Panel B: Regression w.r.t FH-7 and variance risk factor
ALL EH ED RV MAC FOF
HF ret (% p.a.) 6.96 7.82 9.84 6.14 6.35 5.71
Alpha (% p.a.) 4.40 4.22 5.87 3.51 4.57 2.90
t-stat Alpha 3.93 3.05 3.53 2.17 3.45 2.21
Beta VR 2.00 2.08 3.01 1.93 1.66 1.70
t-stat VR 3.09 2.61 3.13 2.06 2.17 2.24
Beta SNP 0.18 0.44 0.15 0.21 0.08 0.20
t-stat SNP 7.58 14.85 4.11 5.92 2.83 6.92
Beta SCM 0.08 0.18 0.03 0.08 0.05 0.12
t-stat SCM 3.26 6.44 0.76 2.51 1.66 4.28
Beta BD10RET 0.13 0.11 -0.04 0.25 0.19 0.10
t-stat BD10RET 2.82 2.03 -0.54 3.81 3.60 1.79
Beta BAAmTSY 0.10 0.04 0.20 0.06 0.10 0.12
t-stat BAAmTSY 1.76 0.52 2.28 0.67 1.47 1.76
Beta PTFSBD 0.00 -0.01 -0.03 0.01 0.02 -0.01
t-stat PTFSBD 0.77 -0.72 -3.60 0.82 2.43 -1.63
Beta PTFSFX 0.02 0.01 0.01 0.01 0.02 0.01
t-stat PTFSFX 2.99 1.05 1.57 1.75 3.02 1.94
Beta PTFSCOM 0.02 0.01 0.01 0.03 0.03 0.01
t-stat PTFSCOM 3.08 1.21 1.13 2.71 3.81 1.59
adj Rsqr(%) 50.06 72.48 37.15 36.07 32.90 44.78
Panel C: Eﬀect of including variance risk factor
ALL EH ED RV MAC FOF
Change of alpha (%) -0.78 -0.82 -1.18 -0.75 -0.65 -0.67
VR contribution (%) 0.96 1.00 1.44 0.92 0.80 0.82
Change of adj Rsqr (%) 2.99 1.11 3.86 1.45 1.73 1.55
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Table 2.6: Fama-Macbeth Regressions
This table reports the estimates for the risk premia on variance risk and FH-7
factors using Fama-Macbeth two pass regressions. In the ﬁrst step, factor loadings
are estimated by regressing the time-series of each excess hedge fund return on the
risk factors. In the second step, the risk premium associated with each risk factor
are obtained from a cross-sectional regression of the monthly excess hedge fund
returns on their exposure to the risk factors. Two sets of factors are considered.
The ﬁrst set consists of the variance risk and market risk (Model I), and the second
set includes the full list of FH-7 factors (Model II). For each factor, the table reports
the estimated risk premium and the associated t-statistics (below each coeﬃcient).
The sample period is from January 1996 to September 2008.
Model I (VR+MKT) II (VR+FH-7)
Intercept 5.706 5.485
36.374 33.426
Var Risk 0.206 0.147
14.935 10.413
Mkt Risk 1.268 1.613
3.798 4.704
SCMBC 3.629
7.773
BD10RET -1.079
-3.863
BAAmTSY -0.651
-4.002
PTFSBD 5.707
2.981
PTFSFX 6.932
2.645
PTFSCOM 13.515
6.399
Adj Rsqr 3.336 4.200
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Table 2.7: Time-Series Regression with Put Option Returns and Liquidity
Risk Factor
This table reports the OLS results of regressing excess hedge fund returns on
three sets of factors: FH-7 and variance risk in panel A, FH-7, variance risk , plus
at-the-money put option returns in panel B, FH-7, variance risk, and liquidity risk
in Panel C. The sample period is from January 1996 to September 2008.
Panel A: Control for ATM put options returns
ALL EH ED RV MAC
HF ret (% p.a.) 7.28 8.71 9.44 4.97 7.35
Alpha (% p.a.) 3.90 3.56 5.36 2.31 1.24
Beta VR 0.18 0.19 0.15 0.12 0.45
Beta SNP 0.18 0.45 0.08 0.08 0.28
Beta SCM 0.12 0.29 0.11 0.07 0.24
Beta BD10RET 0.13 0.11 0.00 0.08 0.25
Beta BAAmTSY 0.04 -0.09 0.06 0.23 -0.06
Beta PTFSBD 0.00 0.00 -0.03 -0.01 -0.01
Beta PTFSFX 0.01 0.00 0.01 0.00 0.00
Beta PTFSCOM 0.01 0.01 0.01 0.00 0.01
Beta ATMPUT 0.00 0.00 -0.01 0.00 0.00
t-stat Alpha 3.93 2.84 4.03 2.30 0.58
t-stat VR 2.56 2.20 1.67 1.71 3.01
t-stat SNP 7.71 15.35 2.73 3.42 5.57
t-stat SCM 6.22 11.84 4.35 3.44 5.76
t-stat BD10RET 3.60 2.35 0.07 2.08 3.20
t-stat BAAmTSY 0.65 -1.06 0.71 3.35 -0.42
t-stat PTFSBD 0.45 -0.15 -4.22 -1.27 -1.24
t-stat PTFSFX 2.95 0.55 0.93 -0.37 0.35
t-stat PTFSCOM 2.53 1.45 1.13 0.48 0.46
t-stat ATMPUT -2.59 -2.00 -5.44 -1.41 -0.32
adj R sqr (%) 64.68 82.84 58.64 40.65 44.10
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Panel B: Control for Liquidity Risk Factors
ALL EH ED RV MAC
HF ret (% p.a.) 7.31 8.67 9.17 4.97 7.53
Alpha (% p.a.) 3.73 3.34 4.89 2.20 1.38
Beta VR 0.20 0.22 0.23 0.13 0.44
Beta SNP 0.22 0.49 0.19 0.10 0.28
Beta SCM 0.12 0.29 0.11 0.07 0.24
Beta BD10RET 0.13 0.11 -0.01 0.08 0.26
Beta BAAmTSY 0.10 -0.03 0.19 0.26 -0.04
Beta PTFSBD 0.00 0.00 -0.03 -0.01 -0.01
Beta PTFSFX 0.01 0.00 0.01 0.00 0.00
Beta PTFSCOM 0.01 0.01 0.00 0.00 0.01
Beta Liquidity -0.29 0.40 1.96 -0.05 0.66
t-stat Alpha 2.96 2.14 2.68 1.74 0.60
t-stat VR 2.34 1.73 2.44 1.97 2.84
t-stat SNP 9.86 18.19 4.96 4.53 5.43
t-stat SCM 6.94 13.30 4.34 4.03 4.43
t-stat BD10RET 3.21 1.97 -0.21 2.01 3.39
t-stat BAAmTSY 1.38 -0.39 1.86 3.05 -0.25
t-stat PTFSBD 0.22 -0.16 -1.74 -1.01 -0.85
t-stat PTFSFX 3.69 0.87 1.22 -0.28 0.38
t-stat PTFSCOM 1.88 1.27 0.45 0.33 0.44
t-stat Liquidity -0.23 0.23 1.21 -0.04 0.21
adj R sqr (%) 62.81 82.41 50.64 39.73 43.98
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Table 2.8: Time-Series Regression with Equally-Weighted Hedge Fund In-
dices
This table shows the OLS regression results with equally-weighted hedge fund
indexes. Panel A regress hedge fund index returns on FH-7 factors, and Panel B
add variance risk to FH-7 factors. The sample period is from January 1996 to
September 2008.
Panel A: FH-7 factors
ALL EH ED RV MAC
HF ret (% p.a.) 9.83 12.13 9.33 6.50 9.12
Alpha (% p.a.) 7.87 9.45 7.06 5.26 6.80
Beta SNP 0.23 0.46 0.19 0.09 0.24
Beta SCM 0.16 0.35 0.14 0.07 0.16
Beta BD10RET 0.09 -0.01 0.01 0.07 0.15
Beta BAAmTSY 0.23 0.18 0.19 0.14 0.27
Beta PTFSBD 0.00 0.00 -0.02 -0.01 0.00
Beta PTFSFX 0.02 0.01 0.01 0.00 0.02
Beta PTFSCOM 0.02 0.01 0.00 0.01 0.02
t-stat Alpha 7.88 6.43 5.08 4.77 4.90
t-stat SNP 11.58 14.87 8.26 5.02 7.28
t-stat SCM 7.87 9.69 8.10 5.00 4.90
t-stat BD10RET 2.54 -0.30 0.37 2.09 3.05
t-stat BAAmTSY 3.81 1.91 3.32 2.18 3.10
t-stat PTFSBD 0.76 0.16 -2.02 -1.45 -0.09
t-stat PTFSFX 4.84 1.12 1.58 -0.89 4.57
t-stat PTFSCOM 2.39 1.19 0.58 1.10 2.29
adj R sqr (%) 63.07 77.50 60.55 33.60 49.52
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Panel B: FH-7 and Variance Risk Factors
ALL EH ED RV MAC
HF ret (% p.a.) 9.83 12.13 9.33 6.50 9.12
Alpha (% p.a.) 6.26 7.55 5.68 4.35 5.29
Beta VR 0.25 0.30 0.22 0.14 0.24
Beta SNP 0.23 0.46 0.19 0.09 0.24
Beta SCM 0.14 0.33 0.13 0.06 0.15
Beta BD10RET 0.08 -0.03 0.00 0.06 0.14
Beta BAAmTSY 0.19 0.14 0.16 0.12 0.24
Beta PTFSBD 0.00 0.00 -0.02 -0.01 0.00
Beta PTFSFX 0.02 0.01 0.01 0.00 0.02
Beta PTFSCOM 0.01 0.01 0.00 0.00 0.02
t-stat Alpha 4.91 4.55 3.84 3.34 3.44
t-stat VR 3.08 2.58 2.78 2.49 2.26
t-stat SNP 12.41 14.97 8.59 5.27 7.23
t-stat SCM 6.43 8.83 7.29 4.46 3.94
t-stat BD10RET 2.04 -0.66 0.02 1.95 2.64
t-stat BAAmTSY 3.11 1.40 2.78 1.95 2.56
t-stat PTFSBD 0.57 -0.01 -2.11 -1.52 -0.20
t-stat PTFSFX 5.04 1.00 1.51 -1.01 4.56
t-stat PTFSCOM 2.03 0.68 0.07 0.80 1.98
adj R sqr (%) 65.85 78.73 62.84 35.84 51.03
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Table 2.9: Time-Series Regression with TASS Hedge Fund Data
This table reports alpha and beta coeﬃcients of hedge fund index returns from
the TASS/Lipper database. The columns show results for all funds (ALL), Equity
Hedge (EH), Event Driven (ED), Relative Value (RV), and Macro (MA). The
sample period is from January 1996 to September 2008.
Panel A: FH-7 factors
ALL EH ED RV MAC
HF ret (% p.a.) 9.70 12.40 8.98 4.65 7.27
Alpha (% p.a.) 6.90 9.13 6.88 3.63 5.62
Beta SNP 0.26 0.41 0.14 -0.02 0.06
Beta SCM 0.22 0.40 0.10 0.02 0.10
Beta BD10RET 0.09 0.07 0.01 0.05 0.12
Beta BAAmTSY 0.24 0.14 0.21 0.22 0.30
Beta PTFSBD -0.01 0.00 -0.02 -0.01 0.00
Beta PTFSFX 0.01 0.01 0.00 -0.01 0.03
Beta PTFSCOM 0.02 0.02 0.01 0.01 0.01
t-stat Alpha 4.95 5.08 8.77 3.68 3.76
t-stat SNP 9.44 11.62 9.49 -1.27 2.06
t-stat SCM 7.65 10.48 6.22 0.74 3.12
t-stat BD10RET 1.65 0.91 0.32 1.32 1.90
t-stat BAAmTSY 2.77 1.19 4.18 3.52 3.17
t-stat PTFSBD -0.86 -0.04 -3.77 -1.96 -0.37
t-stat PTFSFX 1.03 0.86 1.27 -1.86 3.94
t-stat PTFSCOM 2.04 1.39 1.13 1.30 1.02
adj R sqr (%) 54.40 63.82 58.77 11.21 22.31
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Panel B: FH-7 and Variance Risk
ALL EH ED RV MAC
HF ret (% p.a.) 9.70 12.40 8.98 4.65 7.27
Alpha (% p.a.) 4.81 6.83 5.75 2.74 4.60
Beta VR 0.31 0.34 0.17 0.13 -0.15
Beta SNP 0.26 0.41 0.15 -0.02 0.06
Beta SCM 0.20 0.37 0.09 0.01 0.09
Beta BD10RET 0.08 0.05 0.00 0.05 0.11
Beta BAAmTSY 0.18 0.07 0.17 0.19 0.27
Beta PTFSBD -0.01 0.00 -0.02 -0.01 0.00
Beta PTFSFX 0.01 0.01 0.00 -0.01 0.03
Beta PTFSCOM 0.01 0.01 0.00 0.01 0.01
t-stat Alpha 3.15 3.44 6.68 2.49 2.74
t-stat VR 2.96 2.51 2.83 1.74 -1.32
t-stat SNP 9.83 11.95 9.86 -1.20 2.12
t-stat SCM 6.99 9.83 5.57 0.33 2.74
t-stat BD10RET 1.38 0.66 0.03 1.14 1.76
t-stat BAAmTSY 2.09 0.60 3.52 3.05 2.79
t-stat PTFSBD -1.10 -0.23 -4.07 -2.10 -0.47
t-stat PTFSFX 0.89 0.73 1.14 -1.97 3.87
t-stat PTFSCOM 1.57 0.98 0.67 1.01 0.79
adj R sqr (%) 56.97 65.24 60.89 12.58 22.74
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Figure 2.1: Variance Risk Premium
Panel A plots the time series of realized variance and implied variance of S&P 500
index. The data is obtained from variance swap quotations. Panel B plots the
variance risk premium, deﬁned as the diﬀerence between realized return variance
minus the variance swap rate. The sample period is from January 1996 to September
2008.
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Figure 2.2: Synthetic Variance Swap versus Variance Swap Quotations
This ﬁgure plots the three-month moving average of realized variance, implied vari-
ance, and variance risk premium from synthetic replication results (Syn) and from
variance swap market quotes (quo), respectively. The sample period is from January
1996 to September 2008.
Chapter 3
The Price of Correlation Risk: An
Empirical Examination
3.1 Introduction
It has been well documented that correlations between asset returns change over
time1 and the correlation between stock returns tend to increase in falling mar-
kets 2. The time-varying feature of correlations induces an independent source of
uncertainty to investment opportunity set. Understanding the risk-reward of the
correlation risk is important to accurately price securities, to eﬀectively adjust asset
allocations, and to manage risks.
Recently, Driessen, Maenhout, and Vilkov (2009) develop a proxy to estimate the
market-wide correlation risk and provide direct evidence of a large negative corre-
lation risk premium in the US equity market. The authors argue that an increase
in aggregate correlations indicates lower diversiﬁcation beneﬁts, which motivate in-
1see Bollerslev, Engle, and Woolridge (1988), Buraschi, Trojani, and Vedolin (2010), Engle and
Sheppard (2002), and Moskowitz (2003)
2see Ang and Chen (2002) and Jorion (2000))
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vestors to hedge against changes in market-wide correlations. The higher demand
for assets with high sensitivities to correlation risk increase their price and lower
their expected returns. The magnitude of correlation risk is measured by an em-
pirical proxy, namely, the expected returns of a dispersion trade. The strategy sells
index options and buys individual options and stocks in order to hedge individual
variance risk and stock market risk respectively, so that the portfolio only exposes
to correlation risk.
While the idea of using dispersion trade to proxy correlation risk has been recognized
by other researchers (see, for example, Buraschi, Trojani, and Vedolin (2010)) and
is also widely used by practitioners to trade correlations (see, for example, Granger
and Allen (2005)), the estimation accuracy of such a proxy and its risk attribu-
tions are not clear. Theoretically, the return of a dispersion trade reﬂects both the
sign and magnitude of the correlation risk premium. An important assumption of
this argument is that the individual variance risk and the stock market risk can
indeed be eliminated from the hedged portfolio, so that the dispersion portfolio
has pure exposure to correlation risk. In ideal conditions, this can be achieved by
adjusting the hedge ratios and rebalancing the portfolios continuously. In empiri-
cal implementations, however, the strategy is rarely adjusted frequently in previous
studies. Driessen, Maenhout, and Vilkov (2009) construct the dispersion portfo-
lio at monthly-frequency with no rebalance during the trade. Because both the
exposures to stock and individual options are time-varying, hedging under coarse
frequencies may introduce hedging errors and aﬀect the estimation accuracy. In this
study, I investigate the impact of hedging errors from the following two perspectives.
First, I focus on the magnitude of the discrete hedging errors and examine to what
extent the inference of correlation risk is biased. Towards this aim, I construct
dynamic trading portfolios, which rebalance the investment weights on stocks and
individual options frequently to eliminate the stock market risk and individual vari-
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ance risk through the life of the trade. With everything else equal, the diﬀerences
in returns between the static and the dynamic trading reﬂect the magnitude of dis-
crete hedging errors. I ﬁnd that the returns of the static trading are almost twice
that of the dynamic portfolios on average, indicating a severe overestimation of the
magnitude of correlation risk premium. Further, after correcting the hedging errors
using dynamic hedging, I obtain an enhanced risk-return proﬁle relative to the static.
Moreover, I investigate the risk attributions of the dispersion portfolios. I show
that the diﬀerence between the realized correlation and option-implied correlation
represent the economic value associated with correlation risk. This measure has been
widely-used in the literature (see Buraschi, Kosowski, and Trojani (2010), Buss and
Vilkov (2009), and Driessen, Maenhout, and Vilkov (2006)). Using this proxy, I test
the risk attributions of the dispersion trade, by regressing returns of a dispersion
trade against the market price of correlation risk. Strikingly, I ﬁnd that the static
dispersion trade has no signiﬁcant loading on correlation risk. In contrast, I observe
a large and signiﬁcant loadings on correlation risk from dynamic trading strategies.
The results suggest that the discrete hedging errors not only bias the inference on
the magnitude of correlation risk premium, they also divert the dispersion portfolio
from a pure proxy of correlation risk.
This study is related to the literature on hedging errors of volatility risk estima-
tion. Branger and Schlag (2008) implement tests for the existence and sign of the
volatility risk premium using index options, and ﬁnd that errors due to discrete trad-
ing and model misidentiﬁcation result in unreliable estimation inference of volatility
risk. Bertsimas, Kogan, and Lo (2000) analyzes the asymptotic behavior of the
tracking errors due to discrete implementations of continuous-time models and pro-
vide explicit expressions for the discretization errors of a delta-hedging strategy.
Doran (2007) corrects the gamma exposure in traditional delta-hedged portfolios
and apply the delta-gamma hedged strategy to proxy volatility risk premium. The
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previous studies focus on single options, usually the index options, while this study
examine the hedging errors of a portfolio of assets and illustrate the importance of
vega hedging.
The rest of the chapter is organized as follows. Section 2 describes the theory about
dispersion trade and the market price of correlation risk. Section 3 presents the data
and variables constructions. Section 4 documents the impact of hedging errors, in
terms of the magnitude of estimation bias and the eﬀect on risk attributions. Section
5 checks the robustness of the results, including the eﬀect of transaction costs and
the sensitivities analysis of implied correlation estimations. Section 6 concludes.
3.2 The Theory
3.2.1 Review of the Strategy
A dispersion trade consists of a short position of index options and long positions
of individual options written on index constituents. The portfolio is delta-hedged
by underlying stocks and self-ﬁnanced through risk-free account. I follow Driessen,
Maenhout, and Vilkov (2009) and implement the strategy with ATM straddles of
S&P 500 index, and ATM straddles of index constituents. The details are described
as following.
Assume stock prices 푆푖 follow a stochastic process with parameters 휇푖푡 and 휙푖푡 :
푑푆푖,푡
푆푖,푡
= 휇푖푡푑푡+ 휙푖푡푑퐵푖푡
The instantaneous variance 휙2푖 (푡) follows an Ito process, with diﬀusion term 휍푖(휙푖)푑퐵휙푖 :
푑휙2푖 − 퐸[푑휙2푖 ] = 휍푖(휙푖)푑퐵휙푖
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and the correlation between two Brownian motion processes is 휌푖푗
퐸푡[푑퐵푖푡푑퐵푗푡] = 휌푖푗(푡)푑푡
For simplicity, I assume that a single state variable 휌(푡) drives all pairwise correla-
tions, so that
휌푖푗(푡) = 휌푖푗휌(푡), for i ∕= j (3.1)
Given a set of index weight 푤푖, the instantaneous index variance 휙
2
퐼 at time t is
휙2퐼 =
푁∑
푖=1
푤2푖 휙
2
푖 +
푁∑
푖=1
∑
푗 ∕=푖
푤푖푤푗휙푖(푡)휙푗(푡)휌푖푗(푡) (3.2)
As a second simpliﬁcation, I assume an equally-weighted stock market index when
initiate the trading strategy. Therefore, the relation between the index stock price
푆퐼 , and the individual stock price and 푆푖 for stock 푖 follows the relation that
푆퐼 =
1
푁
∑푁
푖=1 푆푖.
Denoting the index straddle price by 푂퐼 and individual straddle price by 푂푖, I
apply Ito’s lemma and derive the unexpected returns on individual straddles:
푑푂푖푡
푂푖푡
− 퐸푡[푑푂푖
푂푖
] =
푆푖푡
푂푖푡
∂푂푖푡
∂푆푖푡
휙푖푡푑퐵푖푡 +
1
푂푖푡
∂푂푖푡
∂휙2푖푡
휍푖푡(휙푖푡)푑퐵휙푖푡 (3.3)
and unexpected returns on index straddles:
푑푂퐼푡
푂퐼푡
−퐸푡[푑푂퐼
푂퐼
] =
푁∑
푖=1
푆푖푡
푂퐼푡
∂푂퐼푡
∂푆푖푡
휙푖푡푑퐵푖푡+
푁∑
푖=1
1
푂퐼푡
∂푂퐼푡
∂휙2푖푡
휍푖푡(휙푖푡)푑퐵휙푖푡+
1
푂퐼푡
∂푂퐼푡
∂휌푖푡
휎(휌푖푡)푑퐵휌푖푡
(3.4)
The above deviation shows that the expected excess returns of an index option can
be decomposed to the sum of the stock price risk premium, individual variance
risk premium, and the correlation risk premium. To obtain a pure exposure on
correlation shocks, I need to hedge the exposure to stock return shocks 푑퐵푖 and to
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individual volatility shocks 푑퐵휙푖 . I ﬁrst invest the proportion 푦푖 of the initial wealth
in individual straddles 푖, where 푦푖 is obtained by solving the following equation:
− 1
푂퐼푡
∂푂퐼푡
∂휙2푖푡
휍푖푡(휙푖푡) + 푦푖푡
1
푂푖푡
∂푂푖푡
∂휙2푖푡
휍푖푡(휙푖푡) = 0 (3.5)
These weighes are the same across stocks if I assume that the parameters of the
variance process are common across stocks. I also invest the proportion 푧푖 of initial
wealth in each individual stocks 푖 for delta-hedging, where 푧푖 satisﬁes:
− 푆푖푡
푂퐼푡
∂푂퐼푡
∂푆푖푡
휙푖푡 + 푦푖푡
푆푖푡
푂푖푡
∂푂푖푡
∂푆푖푡
휙푖푡 + 푧푖푡휙푖푡 = 0 (3.6)
which will again be the same across all stocks so that delta-hedging can be imple-
mented with stock index. For simplicity, ∂푂푖
∂푆푖
and ∂푂푖푡
∂휙2푖푡
are respectively approximated
with the Black-Scholes delta and vega at time 푡.
In sum, the dispersion trade shorts index straddles worth all initial wealth and
invests a proportion 푦푖 of initial wealth in each individual straddles and a propor-
tion 푧푖 of initial wealth in each stock, and invests the remaining in the risk-free
asset.
3.2.2 The Fair Value of Correlation Risk
To examine if a dispersion trade reﬂects pure correlation risk, I need a proxy to
represent the fair value of correlation risk. I follow Driessen, Maenhout, and Vilkov
(2006), who develop a single-factor model of correlation risk, i.e. they assume equa-
tion 3.1 hold and 휌푖푗 = 1, so that a single state variable drives all pairwise correla-
tions. Although the assumption is restrictive, it is shown to perform well empirically
to capture the market-wide average correlation dynamics. Given the interest on the
market price of correlation risk, as opposed to the cross-sectional diﬀerence in cor-
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relations across ﬁrms, this parsimonious model is suﬃcient to provide the fair value
of correlation risk. This model starts with a decomposition of an index variance risk
premium, deﬁned as the diﬀerence between realized return variance and the implied
variance. This measures resembles the payoﬀ of a variance swap, and is described
in Chapter 1.
푉 푅푃 (푡) = 푅푉 (푡, 푇 )− 푆푊 (푡, 푇 )
where 푅푉 (푡, 푇 ) denotes the realized return variance from time 푡 to 푇 , and 푆푊 (푡, 푇 )
is the variance swap rate determined at 푡 and paid at 푇 . I use 푉 푅푃퐼 to denote the
variance risk premium for index options, and 푉 푅푃푖 for individual options, and follow
Driessen, Maenhout, and Vilkov (2009) to show that the variance risk premium can
be decomposed to a weighted sum of the individual variance risk premium plus a
covariance term using Ito’s lemma:
푉 푅푃퐼(푡, 푇 ) =
푁∑
푖=1
휄푖푉 푅푃푖(푡, 푇 ) +
푁∑
푖=1
∑
푗 ∕=푖
푤푖푤푗휙푖휙푗퐶푅푃 (푡, 푇 ) (3.7)
where 휄푖 = 푤
2
푖 +
∑
푗 ∕=푖푤푖푤푗
휙푖
휙푗
휌푖푗 and 퐶푅푃 (푡, 푇 ) denotes the correlation risk premium
from time 푡 to 푇 and 퐶푅푃 (푡, 푇 ) = 퐸푃 푡(휌) − 퐸푄푡(휌). The above equation shows
that the dispersion between index variance risk premium and individual variance
risk premium is determined by the correlation risk premium. A dispersion trade
that shorts index variance risk and long individual variance risk is equivalent to
short correlation risk. In later studies, I empirically estimate the covariance term
and apply it to examine the risk attributions of a dispersion trade.
The spread between correlations under 푃 measure and 푄 measure resembles the
payoﬀ of a correlation swap, which has zero net market value at entry and pays
the diﬀerence between the realized correlation over the life of the contract and the
correlation swap rate. Previous studies show that the correlation swap rate can
be accurately estimated using option prices (see Driessen, Maenhout, and Vilkov
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(2006)). For this reason, the correlations swap rate is also labeled as option-implied
correlation. The importance of the option-implied correlation measures have been
recognized in other studies (see Buss and Vilkov (2009), Buraschi, Trojani, and
Vedolin (2010), Buraschi, Kosowski, and Trojani (2010), and DeMiguel, Plyakha,
Uppal, and Vilkov (2009)). Recently, CBOE announced an implied-correlation in-
dex, which is a based on the theoretical models in the literature. I summarize the
estimation procedure in the follows.
3.2.3 Option-Implied Correlation
Denote the instantaneous index variance of index stock 퐼 with 휙2퐼(푡) and the instan-
taneous variance of individual stock 푖 with 휙2푖 , I have the following relation:
휙2퐼 =
푁∑
푖=1
푤2푖 휙
2
푖 +
푁∑
푖=1
∑
푗 ∕=푖
푤푖푤푗휙푖(푡)휙푗(푡)휌푖푗(푡) (3.8)
I assume that instantaneous pairwise correlations are driven by a constant value 휌푡
at time 푡 and I transform equation 3.8 under risk-neutral measure, which gives the
formula for implied correlation:
퐼퐶(푡) =
퐸푄푡 [
∫ 푡+휏
푡
휙2퐼(푠)푑푠]−
∑푁
푖=1푤
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푄
푡 [
∫ 푡+휏
푡
휙2푖 (푠)푑푠]∑푁
푖=1
∑
푗 ∕=푖푤푖푤푗
√
퐸푄푡 [
∫ 푡+휏
푡
휙2푖 (푠)푑푠]
√
퐸푄푡 [
∫ 푡+휏
푡
휙2푗(푠)푑푠]
(3.9)
Hence, the option implied correlation is determined by the expectation of future
variance for index and individual assets. To estimate 퐸푄푡 [
∫ 푡+휏
푡
휙2(푠) 푑푠] for index
and individual options, I apply the model-free implied variance, which has been
shown to be a theoretically unbiased and empirically information eﬃcient estimator
of future realized variance (see, among others, Britten-Jones and Neuberger (2000),
Carr and Madan (1998), Carr and Wu (2008), Demeterﬁ, Derman, Kamal, and Zhou
(1999), and Jiang and Tian (2005)). Its value is replicated through a combination
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of call and put option prices over a broad range of option strike prices:
퐸푄푡 [
∫ 푡+휏
푡
휙2(푠) 푑푠] =
2
푇 − 푡
∫ ∞
0
푂푡(퐾,푇 )
퐵푡(푇 )퐾2 푑퐾
+ 휖 (3.10)
where 퐵푡(푇 ) denotes the time-t price of a bond paying one dollar at 푇 , 푂푡(퐾,푇 )
denotes the time-t value of an OTM option with strike price 퐾 > 0 and maturity
푇 ≥ 푡 (a call option when 퐾 > 퐹푡 and a put option when 퐾 ≤ 퐹푡), and 휖 denotes
the approximation error, which is zero when the futures price process is purely
continuous. When the futures price contains jumps, the approximation errors 휖 is
determined by the compensator of the discontinuous component.
3.3 Data and Variable Construction
3.3.1 Data
This study involves mainly two types of data, namely, the options data from Op-
tionMetrics and the stocks data from CRSP, for the sample period from January
1996 to September 2008. I merge the two datasets using the common identiﬁcations
(NCUSIP) of stocks. I use the data for S&P 500 index and for all the index con-
stituents. To track the index over time, I adjust the additions and deletions of index
members during the sample period. The history of index constituents are obtained
from the quarterly update ﬁle in Compustat North America Database, and the ad-
ditions and deletions of the index members are provided by Standard and Poor’s
index services. There are totally 343 changes in the index component list during the
sample period.
Options on the index are European style and expire on the Saturday after the
third Friday of the expiration month. The expiration months are the three near-
term months following by three additional months from the March quarterly cycle.
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Options on the index components are American style and usually expire on the Sat-
urday after the third Friday of the expiration month. The expiration months are
two near-term months plus two additional months from the January, February or
March quarterly cycles. The dispersion trade is constructed each month. To avoid
microstructure biases, I initiate the strategy on each Tuesday immediately following
the expiration date of the month, as opposed to the ﬁrst trading day (Monday).
I focus on short-maturity options, which are know to be most liquid, with remaining
time to maturities between 14 and 60 days. The following data ﬁlters are applied to
the options data. First, options with zero open interest, with zero bid price, with bid
price above the ask, or with missing implied volatility are discarded. Further, I ex-
clude in-the-money ITM options from the sample. ITM options are more expensive
and often less liquid than ATM or OTM options (see Ait-Sahalia and Lo (1998)).
I deﬁne ITM call (put) options with strike price less (more) than the forward asset
price. I apply the options and stocks data to construct the realized correlation and
implied correlation.
3.3.2 Realized Correlation
Following previous literature (see Driessen, Maenhout, and Vilkov (2006)) and the
standard industry approach (see Granger and Allen (2005)), I use the weighted aver-
age of pairwise correlation between the stock returns to estimate historical realized
correlation. For each pair of stocks, I calculate the historical correlation over an
approximately 1-month window, starting from the Tuesday immediately following
the expiration date of the month. The timing convention is consistent with the
dispersion trading strategies. I then aggregate the pairwise correlations into a cross-
sectional weighted average across all pairs of stocks, using the weights from S&P
500 index.
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3.3.3 Model-Free Implied Variance and Correlation
I closely follow the empirical implementation procedures in Carr and Wu (2008) and
Jiang and Tian (2005). I estimate MFIV from index and individual options, and
choose 30-day horizon in the study. At each date for each stock, I choose the two
nearest maturities and require at least three strike prices and their corresponding
implied volatilities at each maturity. If the shortest maturity is within eight days
or there are less than three strikes, I switch to the next two maturities.
At each maturity, I ﬁrst interpolate implied volatilities at diﬀerent moneyness level,
deﬁned as 푘 = 푙푛(퐾/퐹 ). Following Ait-Sahalia and Lo (1998) and Shimko (1993),
I apply curve-ﬁtting method to do the interpolation. To make sure the interpolated
volatility function is smooth everywhere and provide an exact ﬁt to the known im-
plied volatilities, I follow Bates (1991) and Campa, Chang, and Reider (1998) and
use cubic splines in the curve-ﬁtting procedure. I assume that the volatility function
is ﬂat beyond the range of available strike prices. In other words, for moneyness
below (above) the lowest (highest) available moneyness level in the market, I use
the implied volatility at the lowest (highest) strike price. With this interpolation
procedure, I generate a ﬁne grid of 2,000 implied volatility points within the avail-
able range of strike prices. Given the ﬁne grid of implied volatilities, I compute
the option prices using the B-S model and compute the model-free implied variance
according to valuation formulas in Carr and Wu (2008) 3.
Using the options data, I estimate the model-free implied variance. The estima-
tion results compare well with the literature. In speciﬁc, the average monthly index
implied variance during the sample period from January 1996 to September 2008 is
37.43 in percentage squared format with a standard deviation of 24.08. Bollerslev,
3Note that the application of B-S model in the middle steps of the interpolation procedure does
not assume that B-S model is the true model underlying option prices. I merely use it as a tool to
provide the one-to-one mapping between option prices and implied volatilities
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Tauchen, and Zhou (2008) report a mean value of 38.81 in percentage squared for-
mat and a standard deviation of 24.99 for the same sample period. The correlation
between the two time series is about 0.96.
Substituting the estimated option-implied variance to equation 3.9, I obtain the
value of option-implied correlation. Figure 3.1 plots the estimated realized correla-
tion and implied correlation for the sample period from January 1996 to September
2008. On average, the implied correlation is higher than the realized correlation,
resulting in a negative correlation risk premium.
3.4 The Impact of Hedging Errors
In this section, I analyze the impact of discrete hedging errors. If the stock market
risk and individual variance risk in the index options are not perfectly hedged, I
should observe non-zero delta and vega exposures of the portfolio. Following this
intuition, I construct two dynamic trade strategies, namely, a delta-neutral strategy
that eliminates the exposures to stock market risk, and a delta-vega-neutral strategy
which aim to eliminate both the market risk and individual variance risk. I compare
the returns and risk attributions of the static trade and the dynamic strategies. With
everything else being equal, the diﬀerences of these strategies reveals the impact
caused by discrete hedging errors of delta or/and vega.
3.4.1 The Estimation Bias
I present the construction procedures of static and dynamic trading strategies. The
diﬀerences in returns reveal the inference bias on the magnitude of correlation risk
premium.
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Static Dispersion Portfolio
A static trading is to buy-and-hold the portfolio without any rebalance during the
life of the trade. On each Tuesday immediately following the expiration date of
the month, I short index options and buy the individual options and stocks. The
investment weights are obtained from equation 3.5 and 3.6, respectively. I hold
the portfolio until the maturity date of the options in the next month (usually the
Saturday after the third Friday) and start a new trade on the following Tuesday.
Repeating the strategy at each month, I obtain the non-overlapping monthly returns
of the static dispersion trade.
I ﬁrst implement the trade with individual options written on all index constituents.
Table 3.1 reports the summary statistics. The sample average return is about 13%
per month with annualized Sharpe ratio of 0.68. The estimation results compare
well with the literature. Driessen, Maenhout, and Vilkov (2009) report the average
correlation risk premium of 10.37% with annualized Sharpe ratio of 0.73 over the
sample period from January 1996 to December 2003. The diﬀerence in magnitude
between my and Driessen, Maenhout, and Vilkov (2009)’s estimations is due to two
reasons. One is that Driessen, Maenhout, and Vilkov (2009) use S&P 100 options
and I use S&P 500 options, and the other reason is the diﬀerence in sample period.
As it is usually too expensive to trade all individual options, a more realistic design
is to trade a subset of options. I select the 28 options with largest market capitaliza-
tion of their underlying assets and implement the dispersion trade with the basket
of options 4. The sample average is about 10% per month with annualized Sharpe
ratio of 0.52. The correlation between returns from the dispersion trade with the
entire list of index members and returns from the trade with a subset of assets is
0.99, indicating that there is no materially diﬀerent by using the subset of options.
4The method to construct a dispersion trade with subset of options has been used in other
studies. For example, Buraschi, Trojani, and Vedolin (2010)
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Therefore, I construct the dispersion trade with the 28 options in the following anal-
ysis. The strategy outperforms the trading with market index and index straddles
in terms of higher average returns and higher Sharpe ratios, as shown in the last
two columns in Table 3.1.
Delta-Neutral Dispersion Portfolio
I then construct the delta-neutral dispersion trade, which aim to eliminate the ex-
posure to stock market risk. As shown in Bertsimas, Kogan, and Lo (2000), Bakshi
and Kapadia (2003a), and Branger and Schlag (2008), the delta hedging errors have
an asymptotic distribution that is symmetric with zero mean for relatively low re-
balancing frequencies. Especially, a delta hedging at daily frequency is suﬃcient
to eliminate the hedging errors. I therefore implement the delta-neutral dispersion
trade by rebalancing the investment 푧푖 on each individual stocks at daily frequency,
where 푧푖 is computed using the average of bid-ask prices of options and stocks. The
results are reported in Table 3.2. The sample average is about 4% per month, which
is dramatically lower than the 10% average return of static dispersion portfolio. The
results suggest that hedging errors on delta exposures accounts about 60% of the
total returns of static dispersion portfolio and causes severe upward bias on esti-
mated correlation risk premium. Further, the correlation between returns of static
and delta-neutral portfolios is only 0.39, indicating the remarkable impact of delta-
hedging errors on the dynamics of correlation risk.
Delta-Vega-Neutral Dispersion Portfolio
Finally, I construct the delta-vega-neutral dispersion trade, by correcting for the
time-varying vega exposures in the above daily delta-hedged dispersion portfolios.
Due to liquidity of individual options, daily rebalance on all the individual options
are not feasible. Therefore, the vega exposures are rebalanced at weekly frequency.
The empirical results in Table 3.2 show that the sample average of the delta-vega-
neutral dispersion portfolio is about 6%, which is about 40% lower than the static
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portfolio and indicating a remarkable inﬂuence due to vega exposures. Notably, the
correlation between the returns of the static and the delta-vega-neutral portfolios
is only about 0.01. Hedging errors on vega exposure introduces upward bias on
correlation risk premium and lead to contaminated inference about the time series
dynamics.
Beyond the diﬀerences in sample means between static and dynamic portfolios,
another important discrepancy goes to the higher moments. In general, the static
portfolio has much higher standard deviations, higher (negative) skewness and kur-
tosis than the statistics of dynamic portfolios. This result suggests that the static
portfolio is more volatile and exposes to higher left tail risk.
To further illustrate the impact of discrete hedging errors, I plot the delta and
vega exposures of the static portfolios and the dynamic-hedged portfolios in Figure
3.2. The exposures are computed at 1-week prior to maturity of each trade over
time. From the plot, we can see that the exposures in static portfolios are far away
from zeros and vary over time, while the delta-vega-neutral portfolio has nearly any
exposures to stock market risk and individual variance risk. This plot provide visi-
ble evidence that static hedging fails to immune the portfolio from market risk and
individual volatility risk after the initiation of the strategy.
3.4.2 The Risk Attributions of a Dispersion Portfolio
I now study the diﬀerences in risk attributions among the dispersion portfolios to
reveal the impact of hedging errors. I ﬁrst estimate the CAPM alpha and beta of
each strategy. The results are shown in Panel A of Table 3.3. The standard errors
are estimated following a robust procedure taking into account of heteroscedasticity
(White (1980)). And the t-statistics associated with this standard errors are shown
below each of the slope coeﬃcient. I ﬁnd that all three dispersion trading strategies
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exhibit no signiﬁcant loadings on market risk, indicating successful hedge on market
risk. This result is consistent with the ﬁndings of Driessen, Maenhout, and Vilkov
(2009).
I then test if a dispersion trade reﬂects pure correlation risk. This is a direct test
on estimation accuracy and the impact of hedging errors. I study this relation using
univariate regressions, in which I regress the returns of a dispersion trade against the
correlation risk premium, measured as the diﬀerence between realized and implied
correlations. A dispersion trade that only exposes to correlation risk should have
signiﬁcant correlation coeﬃcient on correlation risk and zero intercept. The test
results are reported in Panel B of Table 3.3. Strikingly, the static hedging portfo-
lios do not have a signiﬁcant loading on correlation risk, indicating severely biased
estimation due to hedging errors. In a sharp contrast, I ﬁnd that the returns of the
dynamic dispersion trading strategies can be all attributed to correlation risk. Both
delta-neutral and delta-vega-neutral strategies display negative loadings on corre-
lation risk at 1% signiﬁcant level. Recall that the dispersion strategy is to short
correlation risk, and this relation is reﬂected in the negative sign of the correlation
coeﬃcients. Further, the intercepts of the regressions are both zero, suggesting that
there is no other risk exposures in the strategy beyond correlation risk. These evi-
dence further stress the impact of hedging errors in static dispersion trade.
Although linear regression have been widely used in the literature to study the
risk attributions of portfolio returns5, it lacks theoretical support for the linear re-
lationship. To provide additional evidence beyond the linear regression results, I
investigate the relation between correlation risk and the dispersion trade during cri-
sis time. When there are big shocks in the economy causing a ﬁnancial crisis, the
5for example, Driessen, Maenhout, and Vilkov (2009) apply CAPM to test if the dispersion
trade is exposed to market risk. Carr and Wu (2008) regress variance swap returns on Fama and
French (1993) three factors and Carhart (1997) momentum factors, and conclude that the majority
of variance swap returns cannot be explained by these factors
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exposures to market risk and volatility risk are more likely to move away from the
initial position and result in unexpected hedging errors in the static dispersion port-
folios. Focusing on crisis times allows us to manifest the important role of dynamic
hedging.
We ﬁrst take the example of December 2007, during which the subprime crisis hit
the economy at a global scope. The static dispersion trade generates a return of
−260% during the month which coincides with a negative return of −18% of S&P
500 index. In contrast, the return of delta-vega-neutral dispersion portfolio is 34%,
which is consistent with the positive sign of correlation risk premium, i.e., the diﬀer-
ence between correlations under 푄 measure and 푃 measure. As a result, the static
dispersion portfolio has a wrong sign and inﬂated magnitude on the inference of
correlation risk. The diﬀerences in returns is due to the diﬀerences in risk expo-
sures: the static portfolio has negative vega exposures and positive delta exposures
during the month, which result in losses in volatility risk and market risk. However,
the delta-vega-neutral dispersion portfolio has nearly no delta or vega exposures.
Similar patterns are found during other crisis periods, such as December 2001 when
the internet bubble bursts and July 2002 when the US experiences a market down-
turn. The sudden changes in market conditions result in unexpected risk exposures
in static portfolio, which generate large negative returns of −260% and −235%,
respectively, in the two months. The delta-vega-neutral portfolio delivers positive
returns of 8% and 32% during the two months and the positive sign is consistent
with correlation risk premium during the month. The above results illustrate that
the static portfolios are not immune from market risk or volatility risk, and cannot
reﬂect correct inference on pure exposures to correlation risk.
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3.5 Robust Check
In this section, I ﬁrst take into account transaction costs and examine the eﬀect on
the risk-return proﬁle of the dispersion trading strategies. I then study the sensi-
tivities of the option-implied correlation with respect to options characteristics. I
replace the correlation risk proxy in the previous analysis using alternative estima-
tion results, and investigate the robustness of the conclusions.
3.5.1 Transaction Cost
Analysis in previous sections are implemented without market frictions. I now in-
corporate transaction cost and examine the impact of realistic trading frictions on
feasibility and proﬁtability of the dispersion trading strategy. Studies in the liter-
ature has documented the important impact of trading frictions. Santa-Clara and
Saretto (2009) ﬁnd that limits to arbitrage in the form of realistic trading frictions
severely impact the risk-return tradeoﬀ of index-option trading strategies. Driessen,
Maenhout, and Vilkov (2009) document that the correlation risk premium in the
dispersion trade cannot be exploited after taking into account of transaction cost
and margin requirement. Buraschi, Trojani, and Vedolin (2009) constructed the
dispersion trade with individual options with largest diﬀerence in beliefs and ﬁnd
that the portfolio return remains robust to transaction costs.
I account for transaction cost in the form of bid-ask spread by using close bid
and ask quotes rather than mid average. I sell options at bid price and buy the
option at ask price. As shown in Table 3.4, the bid-ask spread lowers the excess
returns of dispersion trade by at least 40%, namely from 10% per month to 6%
for static portfolios, and from 4% to 0.3% for delta-neutral portfolios, and from 6%
to −1% for delta-vega-neutral portfolio. The impact of transaction cost drives out
the proﬁtabilities of dispersion trade and draw a limit to arbitrage in real market
3.5. Robust Check 93
circumstance.
3.5.2 Sensitivity Analysis of Implied Correlation
I examine the sensitivities of implied correlation estimation with respect to three
characteristics of options, namely, the moneyness, the maturities, and the size of
underlying stocks.
ATM Implied Correlation
In previous section, the implied correlation is estimated using OTM options. An-
other widely-used approach is using ATM options. For example, the recently an-
nounced CBOE implied correlation index, and some studies in the literature (see,
for example, Skintzi and Refenes (2003)). The ATM implied correlation is estimated
from ATM implied volatility of index options and ATM implied volatility of indi-
vidual options. Carr and Lee (2003) show that the ATM implied volatility at time 푡
with expiry at time 푇 represents an accurate approximation of the conditional risk-
neutral expectation of the return volatility during time period from 푡 to 푇 , which
provides the theoretical foundation of this application. I follow the procedures of
CBOE (2009) and estimate the implied volatility for each stock using a pair of put
and call options. The put with a strike price just below and the call option with
a strike price just above the current stock price are selected. The implied volatili-
ties of each put/call pair are then weighted through a linear interpolation to arrive
at a single ATM implied volatility for each stock. The interpolation weights are
determined by the following equation
휔푝 =
푋푐 − 푆
푋푐 −푋푝
휔푐 = 1− 휔푝
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where 푋푐 is the call option strike price, 푋푝 denotes the put option strike price, and
푆 is the current stock price. And the ATM option implied volatility is obtained as
휎퐴푇푀푡 = 휔푝휎푝 + 휔푐휎푐 (3.11)
The square of 휎퐴푇푀푡 gives the ATM implied variance. For the European options,
implied volatilities are directly inferred from the Black-Scholes option pricing for-
mula. For the American options, OptionMetrics employs a binomial tree approach
that takes account of the early exercise premium. Substituting the ATM implied
variance to equation 3.9 returns the estimation of ATM implied correlation.
Option Maturities
I examine the inﬂuence of option maturities on estimated implied correlation. Fol-
lowing the literature, I consider three maturity ranges: short-dated options with
remaining time to maturity less than one month or 31 days ( see Buraschi, Trojani,
and Vedolin (2009)), median-term options with less than 2 months or 60 days to
maturity (see Driessen, Maenhout, and Vilkov (2009)), and long-term options with
remaining time to maturity up to 1 year (see Jiang and Tian (2005) and Carr and
Wu (2008)). I group options into the above short, median and long term matu-
rity baskets and investigate the diﬀerence of estimated correlation swap rates across
groups. For comparison, all estimations are scaled to a ﬁxed 30-day horizon. For
short to median term options, I choose the options with maturities closest to 30
days. For long-term options, the variance are estimated at two maturities at each
date 푡. The implied variance at a ﬁxed 30-day horizon is then linearly interpolated
in total variance
퐼푉푡,푇 =
1
푇 − 푡 [
퐼푉푡,푇1(푇1 − 푡)(푇2− 푇 ) + 퐼푉푡,푇2(푇2 − 푡)(푇 − 푇1)
푇2 − 푇1 ]
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where 퐼푉 denotes implied variance, 푇1 and 푇2 denote the two maturity dates, and
푇 denotes the maturity date such that 푇 − 푡 is 30 days. As a result, estimation that
uses short-dated options only consider near term options, while estimations based
on longer maturity term options contains additional information. The diﬀerence
between the two groups is most obvious, when I apply the model free approach to
estimate implied variance on less liquid options. This approach requires three strikes
for both near maturity and next maturity term, which is not often available among
less liquid options within short maturity range. I have to search for available prices
in options with longer maturities, on average far from 30 or 60 days, which makes a
diﬀerence from using short-dated options.
Tracking Basket
Finally I examine the impact of size of the underlying stocks. Empirical evidence
in the literature show that options on small size stocks tend to have higher implied
volatilities than that of large size stocks (see, for example, Ammann, Skovmand,
and Verhofen (2009) and Pietro and Vainberg (2006)). The estimation of implied
correlation requires a basket of individual options– the tracking basket. I empirically
examine the estimation results based on groups of options with diﬀerent market cap.
In particular, I ﬁrst use a tracking basket with 50 largest options in S&P 500 index
list, like the implied correlation index constructed by CBOE (2009). The size is
measured by market capitalizations, and the weight of each option is determined
relative to the capitalization of the tracking basket. I then employ a basket of the
entire list of 500 options in S&P 500 index list6.
Options are sorted into bins on the above variables– maturities, moneyness, and
tracking baskets, so that estimation between the diﬀerent option categories can be
6Studies with similar choice include Buraschi, Trojani, and Vedolin (2009), who employ the
entire list of S&P 100 index constituents to estimate the correlation swap rate, and also Driessen,
Maenhout, and Vilkov (2009) who use the entire list of S&P 100 index constituents to estimate
model-free implied variance of individual options.
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examined. The estimation results of implied correlation are reported in Table 3.5.
I ﬁnd that the estimation of implied correlation are relatively robust to the choice
of options or estimation method. Especially, I repeat the previous analysis using al-
ternative estimations of correlation risk premium, and ﬁnd no fundamental changes
of the conclusions.
3.6 Conclusions
This study examines the statistical properties of a static dispersion trading strategy
proposed by Driessen, Maenhout, and Vilkov (2009). The strategy aims to explore
the correlation risk premium inherent in index options, by hedging the stock market
risk and individual variance risk. Despite the theoretical appeal, I ﬁnd that the
static dispersion trade is sensitive to discrete hedging errors, which lead to incorrect
inference on the magnitude of correlation risk premium and render the strategy un-
reliable to represent pure correlation risk. I show that these problems can be ﬁxed
by dynamic hedging scheme.
An interesting extension of this study is to use variance swap to construct the
dispersion trade, as opposed to ATM straddles. Variance swap has constant delta
and vega over the life of the contract, and hence request no dynamic rebalancing.
This provides an alternative measure of the delta-vega neutral dispersion portfolio.
However, the variance swaps are over-the-counter products, which are usually ex-
pensive to trade and subject to liquidity issues. Hence, a dispersion trade through
variance swaps is not always feasible or proﬁtable in real market trading.
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Table 3.1: Summary Statistics of the Static Option Trading Strategies
Panel A reports the summary statistics of the returns from the static trading
strategies, and Panel B presents the cross-correlations among the returns. I examine
the dispersion trade with a basket of 500 options (DT 500), the dispersion trade
with 28 options (DT 28), a long position of S&P 500 index (Index), and a short
position of straddles written on S&P 500 index (Index Straddle). All statistics
are based on non-overlapping monthly observations, for the sample period from
January 1996 to September 2008. Results are monthly values, except the Sharpe
ratio, which is annualized.
DT 500 DT 28 Index Index Straddle
Panel A: Summary Statistics
mean 0.13 0.10 0.01 0.07
std 0.66 0.66 0.05 0.69
skew -1.17 -1.22 -0.41 -1.18
kurt 4.71 4.96 5.02 4.75
Ann. S.R 0.68 0.52 0.41 0.37
Panel B: Correlation Matrix
DT 500 1.00 0.99 0.17 0.99
DT 28 0.99 1.00 0.17 0.99
Index 0.17 0.17 1.00 0.10
Index Straddle 0.99 0.99 0.10 1.00
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Table 3.2: Summary Statistics of the Dispersion Trade with Dynamic
Hedging
Panel A reports the summary statistics of there dispersion trading strategy,
namely, the static dispersion trade (Static), the delta-neutral dispersion trade
(Delta-Neutral), and the delta-vega-neutral dispersion trade (Delta-Vega-Neutral).
All statistics are based on non-overlapping monthly observations for the sample
period from January 1996 to September 2008. Results are monthly values, except
the Sharpe ratio, which is annualized.
Static Delta-Neutral Delta-Vega-Neutral
Panel A: Summary Statistics
mean 0.10 0.04 0.06
std 0.66 0.32 0.30
skew -1.22 -0.23 -0.31
kurt 4.96 2.78 3.98
Ann. S.R 0.52 0.45 0.70
Panel B: Correlation Matrix
Static 1.00 0.39 0.01
Delta-Neutral 0.39 1.00 0.39
Delta-Vega-Neutral 0.01 0.39 1.00
Table 3.3: Time-Series Regressions of Dispersion Trading Returns
This table reports the regressions results using non-overlapping monthly returns of
the static dispersion trade, the delta-neutral and the delta-vega-neutral dispersion
portfolios, respectively. Panel A shows the CAPM results and Panel B presents
the univariate regressions on correlation risk. The sample period is from January
1996 to September 2008. The t-statistics are based on heteroscedasticity-consistent
standard errors (see White (1980)).
Static Delta-Neutral Delta-Vega-Neutral
Panel A: CAPM
Constant 0.09 0.04 0.06
t-stat 1.52 1.59 2.51
훽푀푘푡 2.36 -0.14 -0.42
t-stat 1.19 -0.27 -0.80
Panel B: Correlation Risk
Constant 0.08 0.00 0.01
t-stat 1.29 -0.12 0.57
훽퐶푅푃 2.28 6.01 6.19
t-stat 0.56 3.07 4.63
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Table 3.4: Dispersion Trade With Transaction Costs
This table reports the summary statistics of the returns of the dispersion trades after
taking into account transaction costs. Three strategies are examined: the static
dispersion trade, the delta-neutral dispersion trade, and the delta-vega-neutral
dispersion trade. All statistics are based on non-overlapping monthly observations
for the sample period from January 1996 to September 2008. Results are monthly
values, except the Sharpe ratio, which is annualized.
Static Delta-Neutral Delta-Vega-Neutral
Panel A: Summary Statistics
mean 0.06 0.00 -0.01
std 0.68 0.33 0.31
skew -1.21 -0.23 -0.28
kurt 4.89 2.78 3.91
Ann. S.R 0.32 0.03 -0.06
Panel B: Correlation Matrix
Static 1.00 0.39 0.01
Delta-Neutral 0.39 1.00 0.39
Delta-Vega-Neutral 0.01 0.39 1.00
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Table 3.5: Sensitivities Analysis of Option-Implied Correlation
This table reports the summary statistics of implied correlation from S&P 500
index options and stock options on the index members. All statistics are based on
non-overlapping monthly observations for the sample period from January 1996 to
September 2008. The results are estimated across moneyness (ATM and OTM),
along maturity dimensions of 14 to 31 days, 14 to 60 days, and 14 to 365 days, and
within basket of 500 options and the 50 largest options, respectively.
휏 Statistics 500 Options 50 Options
ATM OTM ATM OTM
14-31 mean 0.39 0.38 0.43 0.42
std 0.13 0.13 0.15 0.15
skew 0.57 0.55 0.48 0.41
kurt 3.10 3.18 2.89 2.92
14-60 mean 0.39 0.40 0.44 0.43
std 0.13 0.13 0.15 0.14
skew 0.57 0.49 0.44 0.28
kurt 3.22 3.25 3.03 3.08
14-365 mean 0.38 0.40 0.41 0.44
std 0.12 0.13 0.14 0.14
skew 0.50 0.45 0.42 0.24
kurt 3.15 3.04 3.14 2.95
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Figure 3.1: Time Series Plot of Realized and Implied Correlation
Panel A plots the time series of realized correlation (RC) and implied correlation
(IC), respectively. Panel B plots the correlation risk premium, deﬁned as the dif-
ference between RC and IC. The sample period is from January 1996 to September
2008.
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Figure 3.2: Delta and Vega Exposures of Dispersion Portfolios
This ﬁgure plots the total delta and vega exposure in dispersion portfolios 5
days prior to maturity at each month , based on static dispersion trade and
delta-vega-neutral dispersion portfolios. The sample period is from January 1996
to September 2008.
Chapter 4
Forecasting Average Correlation
in Equity Market
4.1 Introduction
Average correlation in this study is deﬁned as a weighted average of pairwise corre-
lations between a basket of stocks. Forecasting average correlation in equity market
provides important applications from mainly three perspectives.
First, average correlation is the most important variable in the pricing of many
correlation-linked derivative products, which have received substantial attention in
recent years. One example is the correlation swap, which entitles the long side of the
contract to receive the diﬀerence between the ex-post average realized correlation at
maturity and a pre-determined correlation swap rate. Further, derivative strategies
like a dispersion trade and structured products such as worst-of options are heavily
exposed to the changes of average correlations among a basket of underlying stocks.
A forecast of average correlation is needed ex-ante for the pricing or hedging purpose.
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Second, a forecast of average correlation serves as a restricted version of the ex-
pected future correlation matrix, which is a key input to solve the optimal portfolio
problems. ’Restricted’ in this context means that all pairwise correlations are as-
sumed to be equal to their average correlation. Unrestricted sample correlation
matrix of large-dimensional systems contains estimation errors which often renders
them unreliable for ﬁnancial applications. Evidence in the literature show that av-
eraging correlation is an eﬀective way to reduce noise and hence provides superior
portfolio allocations than a broad range of alternative choices (see Elton and Gru-
ber (1973), Aneja, Chandra, and Gunay (1989), Chan, Karceski, and Lakonishok
(1999)). Essentially, as long as it reduces noise more than it compromises the true
correlation structure, averaging can be beneﬁcial.
Last but not the least, average correlation of a market portfolio reveals the sys-
tematic aggregate risk in the economy. Pollet and Wilson (2010) argue that since
most asset returns are positively related to aggregate risk, an increase in aggregate
risk, other things equal, is associated with an increased tendency of stock prices
to move together. As a result, changes of average correlation becomes a sensible
measure of the variation of the aggregate risk. The dramatic increases of average
correlations during crisis times forcefully echoes this argument. I plot the time series
of average correlation between the S&P 500 index components in Figure 4.1. The
average correlation spikes during 1997 Asia ﬁnancial crisis, and reaches a historical
high level when the internet bubble burst in the late 2002. Strikingly, the average
correlation achieves 0.7 in the recent sub-prime crisis. Apparently, a good forecast
of average correlation provides signals of the future state of the economy, which shed
lights on investment decisions, risk management, and ﬁnancial policy makings.
Despite the appeal of forecasting average correlation, there are relatively few re-
search papers on this topic. Most studies focus on either pairwise correlations be-
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tween two assets 1 or the full correlation matrix. The forecasts with two assets
are too restricted to provide general applications in equity market, which often in-
volves hundreds or thousands of stocks. On the other hand, forecasting the full
correlation matrix usually delivers poor performance. For example, Engle (2002)
proposes the dynamic conditional correlation (DCC) multi-variate GARCH model,
which provides one-step ahead conditional estimation of correlation matrix. The
obvious drawback of this model is that the speciﬁcation of the correlation process
depends on two scalars, so that it is diﬃcult to accurately ﬁt all dynamics across a
large number of assets. To my knowledge, the only paper that focuses on forecasting
average correlation is Engle and Kelly (2009), which extends the DCC model and
targets on the dynamic equicorrelation (DECO). It is worth to noting that forecast-
ing the average is diﬀerent from averaging the forecasts. The former always targets
one number at each point of time, and the latter involves forecasting the full corre-
lation structures and is sensitive to estimation noise.
In this study, I investigate a broad list of forecasting models and incorporate in-
formation from various resources. Speciﬁcally, I use options and stocks on S&P
500 index and all the index constituents, which represents a fairly large-dimensional
system and a good approximation of the market portfolio. The forecasting target
is hence the average of all pairwise correlations between the 500 index constituents.
I ﬁrst consider time series forecasting models, such as an autoregressive model and
the more sophisticated DECO model. Besides, I take into account of information
in options and include the option-implied correlations. Since average correlation
is related to the aggregate macroeconomic risk, I hence select a range of variables
that has predictability of future aggregate stock market returns, such as variance
risk premium (see Bollerslev, Tauchen, and Zhou (2008)), disagreement of analyst
forecasts (see Buraschi, Trojani, and Vedolin (2010) and Yu (2010)), and valua-
1The studies that forecast pairwise correlations include Campla and Chang (1997), Corte, Sarno,
and Tsiakas (2008), Gibson and Boyer (1998), Jacobs and Karagozoglu (2010), Mazzotta (2008),
and Skintzi and Refenes (2003)
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tion ratios, such as the dividend price (see Fama and French (1988)), earning-price
(see Campbell and Shiller (1988)), as well as interest-rate related variables, such as
treasury-bill rates (see Campbell (1987)), long-term rate of returns and term spread
(see Campbell (1987) and Fama and French (1989)), and default return spread (see
Fama and French (1989) and Keim and Stambaugh (1986)). With the above vari-
ables, I ﬁrst apply predictive regressions with single predictors, and then pool the
forecasts through multiple regressions and forecast combinations, respectively. Each
forecast is evaluated using both symmetric error statistics (pseudo 푅2 ) and asym-
metric error statistics (mean mixed errors).
Among all the forecasting models in this study, I ﬁnd that implied correlation pro-
vides the most accurate forecasts, as captured by the highest out-of-sample pseudo
푅2. It outperforms all other single forecasting models, and also beats the multiple
regressive prediction and forecast combinations. It is important to note that such
results depend on the use of at-the-money (ATM) options on the largest stocks, as
opposed to the recently developed ’model-free’ expected correlation implied from
out-of-the money (OTM) options across all strike prices (see Driessen, Maenhout,
and Vilkov (2006)). To elucidate the diﬀerences in forecast abilities, I employ a
forecast encompassing test on the out-of-sample forecast results. Strong evidence
from these tests show that forecasts based on ATM implied correlations encompasses
the forecasts from OTM implied correlations, indicating that there is no useful in-
formation contained in OTM options beyond ATM options in terms of forecasting
average correlations. This result is diﬀerent from the impressions about the infor-
mation content of implied volatility on index options. Jiang and Tian (2005) show
that the model-free implied volatility of S&P 500 index options subsumes all the
information contained in Black-Scholes ATM implied volatility. An important dif-
ference between the implied correlation and implied volatility is that the former
is constructed using implied volatilities of a group of individual options while the
latter only involves index options. Taylor, Yadav, and Zhang (2010) argues that the
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predictability of model-free implied volatilities of individual options only outper-
form the corresponding ATM implied volatility for a minority number of ﬁrms. The
results extend their argument. The comparison between implied correlation from
ATM and OTM options is essentially an investigation of the information content
of two groups of options, as opposed to the one to one comparison at individual
ﬁrms level in Taylor, Yadav, and Zhang (2010). Grouping options helps to reveal
their common features and magniﬁes the diﬀerences across groups. The results are
supportive of the forecasting ability of CBOE implied correlation index, which is
constructed with ATM options on largest S&P 500 index components.
Finally, I apply the forecasts to two ﬁnancial applications. I ﬁrst investigate if
the forecasts are useful in portfolio management. Buraschi, Porchia, and Trojani
(2010) ﬁnd that optimal portfolios include distinct hedging components against both
stochastic volatility and correlation risk. In this study, I focus on the role of cor-
relation risk and construct the analysis within a simple mean-variance portfolio
framework. I ﬁnd that the out-of-sample forecasts of average correlations can eﬀec-
tively reduce the ex-post portfolio variance and provide superior performance than
alternative forecasts in the literature. I then apply the forecasts to implement ac-
tive trading strategies of correlation swaps. With the best forecast in this study,
the active correlation swap trading strategy generate an average return of 12.13%
per month during the out-of-sample period, which is higher than the 8.9% average
monthly return of the passive strategy.
The rest of this chapter proceeds as follows. Section 2 describes the data used in this
study; Section 3 presents the methodology and detailed procedures to construct each
variables of interest. Section 4 introduces the econometric methods, including the
predictive regressions, forecasting combinations, and criteria to evaluate forecasts.
Section 5 reports the empirical results for both in-sample and out-of-sample period,
and applies the forecasts to construct mean-variance portfolios and implement active
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trading strategies of correlation swaps. Section 6 concludes.
4.2 Data
Three types of data are used in this study: option and stocks prices on S&P 500
index and all the index constituents, and analysts’ forecasts of future earnings. I
merge the three data sets and use the information for the sample period from Jan-
uary 1996 through September 2008.
The options data is from OptionMetrics. I adjust the changes of index constituents
and ﬁlter the options data following the procedure described in Chapter 2. I use
stocks data from OptionMetrics for S&P500 index, and from CRSP for individual
stocks.
The analysts’ forecasts of earning per shares is obtained from I\B\E\S database, for
the sample period from January 1996 to March 2008. Because the analysts’ forecasts
data is 6-month shorter than the options and stocks data, all results involves this
data only go through March 2008. To circumvent the problem of using stock-split
data, as described in Diether, Malloy, and Scherbina (2002), I use unadjusted data.
I extend each forecast date to its revision date 2. If an analyst makes more than one
forecast per month, I take the last forecast that was conﬁrmed.
4.3 Variables Construction
This section presents the methods to construct the average correlation and the
predictors of interest in this study.
2If a forecast is made in July and last conﬁrmed in September, then I use this information for
the months July, August, and September
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4.3.1 Average Correlation (AC)
The average correlation is the forecasting objective, and its ﬁrst lag of the average
correlation (LAC) serves as one of the predictors in this study. In this study, the
average correlation equals to the average of all pairwise correlations between the
S&P 500 index constituents:
휌 = 2
∑
푖>푗
푤푖,푡푤푗,푡휌푖푗,푡 (4.1)
where 휌푖푗,푡 denotes the pairwise correlation between stock 푖 and 푗 at time 푡 over a
1-month window, and 푤푖,푡 denotes the weight for the stock 푖 in the S&P 500 index
list at time 푡. At the ﬁrst trading day of each month, the average correlation is cal-
culated following equation 4.1. The average correlation has been widely-used in the
literature. For example, Pollet and Wilson (2010) use this measure to reveal aggre-
gate risk and forecast stock market risk premium. Buraschi, Trojani, and Vedolin
(2009), Buraschi, Kosowski, and Trojani (2010), Driessen, Maenhout, and Vilkov
(2009), and Krishnan, Petkova, and Ritchken (2009) apply the average correlation
to estimate correlation risk premium. In addition, it has been recognized as an
standard industry approach to calculate the realized correlation leg of a correlation
swap contract (see Granger and Allen (2005)).
A correlation matrix in which all pairwise correlations are equal to the average
correlation (휌) is labeled in the literature as equicorrelation matrix (see Engle and
Kelly (2009)) or constant correlation matrix (see Aneja, Chandra, and Gunay (1989),
Chan, Karceski, and Lakonishok (1999), Elton and Gruber (1973), Engle and Kelly
(2009), and Huang, Zhou, and Zhu (2009)). I denote the equicorrelation matrix as
푅푡 and it takes the form
푅푡 = (1− 휌푡)퐼푛 + 휌푡퐽푛 (4.2)
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where 퐼푛 denotes the n-dimensional identity matrix (in our case, 푛 = 500) and 퐽푛 is
an n by n matrix of ones. 푅푡 is used later in this study to solve the optimal portfolio
chocies in a mean-variance framework.
4.3.2 Conditional Correlation from Multivariate GARCH
Model
The multivariate GARCH model provides forecasts of the time-varying covariance
matrices conditional on past information. I conﬁne the focus on the correlation
process rather than the entire covariance matrices, and apply it to forecast one-step
ahead correlations. Among the competing models in the literature, I follow Engle
and Kelly (2009) and apply their dynamic equicorrelation (DECO) model. This
model assumes that all pairs of assets have the same correlation on a given point
of time and this correlation varies over time. In other words, it imposes restrictions
on the structure of correlation matrix and aim to estimate one number at every
time via maximum likelihood function. I choose this method for two reasons. First,
diﬀerent from other multivariate GARCH models which estimate the full structure
of the correlation matrix, the DECO discards the cross-sectional variations of the
individual pairwise correlations and has clear focus on the aggregate level. This
approach is closely linked with the objective of this study on forecasting average
correlation. Second, the DECO is capable of estimating arbitrarily large covariance
matrix with ease. There are many multivariate GARCH models which are designed
to estimate large-dimensional covariance matrices. One of the successful examples
is the dynamic conditional correlation (DCC) model proposed by Engle (2002). The
model has been successfully applied up to 100 assets by Engle and Sheppard (2002),
however, it breaks down when the number of assets grows to hundreds or thousands.
In this study, I consider 500 of assets over time, and the large number of assets rises
diﬃculties for DCC or other similar models. I present the details of the estimation
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procedure in the Appendix 4.8.
4.3.3 Implied Correlation (IC)
Another promising predictors for future correlation is the option implied correlation,
which is estimated from active traded options and has a forward-looking manner. I
consider two widely-used approaches to construct the implied correlations. The ﬁrst
is the CBOE implied correlation index (퐼퐶퐶퐵푂퐸) which is estimated from the ATM
options of the 50 largest options among the S&P 500 index constituents (see CBOE
(2009)). Because the CBOE implied correlation index is only available since 2009,
I synthetically replicate the index for the entire sample period in this study using
options data. The other approach is the model-free implied correlation (퐼퐶푀퐹 )
which uses OTM options on all the index constituents (see, among others, Buraschi,
Trojani, and Vedolin (2009), Driessen, Maenhout, and Vilkov (2009), and Buraschi,
Kosowski, and Trojani (2010)). The estimation procedures are ﬁrst described in
Chapter 3. I summarize the procedure in the Appendix 4.8.
4.3.4 Variance Risk Premium (VRP)
The variance risk premium is deﬁned as the diﬀerence between realized variance and
implied variance of S&P 500 index. To explore the predictive ability of the variance
risk premium, Bollerslev, Tauchen, and Zhou (2008) argues that it is important
to estimate the implied variance following the ’model-free’ approach as speciﬁed in
equation 1.2, as opposed to the Black-Scholes implied volatility, along with accurate
measures of realized variance of high-frequency intraday data, as opposed to daily
data. I follow their approach and use the data from Bollerslev, Tauchen, and Zhou
(2008) 3.
3The data is available at http://sites.google.com/site/haozhouspersonalhomepage/
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4.3.5 Stock Characteristics and Interest-Rate Related Vari-
ables
I include a list of stock characteristics and interest-rate related variables , which
have been comprehensively studied in the stock forecasting literature. I use the
data from Welch and Goyal (2008), who provide detailed descriptions of the data
and their sources 4.
∙ Dividend price ratio (DP): the diﬀerence between the log of dividends paid on
the S&P 500 index and the log of S&P 500 index prices, where dividends are
measured using a one-year moving sum.
∙ Earning-price ratio (EP): the diﬀerence between the log of earnings on the
S&P 500 index and the log of stock prices, where earnings are measured using
a one-year moving sum.
∙ Treasury bill rate (TBL): the interest rate on a three-month Treasury bill
(secondary market).
∙ Long-term return (LTR): the return of long-term government bonds.
∙ Term spread (TMS): the diﬀerence between the long-term yield and the Trea-
sury bill rate.
∙ Default return spread (DFR): the diﬀerence between long-term corporate bond
and long-term government bond returns.
4.3.6 Diﬀerence in Beliefs Index (DBIX)
I follow the empirical procedures in Buraschi, Trojani, and Vedolin (2009) and con-
struct the proxy using analysts’ forecasts of earning per share from the Institutional
4The data is available at http://www.bus.emory.edu/agoyal/research.html
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Brokers Estimate System (I/B/E/S) database. For each ﬁrm, the diﬀerence in be-
liefs is estimated by the mean absolute diﬀerence of the available earnings forecasts
for this ﬁrm, scaled by the standard deviation of earnings forecasts. A single com-
mon disagreement proxy is then evaluated across ﬁrms, and is labeled as diﬀerence in
belief index (DBIX). This index is estimated using dynamic factor analysis following
Forni, Hallin, Lippi, and Reichlin (2000), which takes into account the dynamic pat-
terns in lag-lead relations and also the diﬀerent persistence properties in individual
ﬁrm-speciﬁc analyst forecasts 5. I document the technical details of the estimation
procedure in the Appendix 4.8.
Table 4.1 reports the summary statistics and the correlation matrix among the
above 12 predictors. To avoid the overlap problems described by Christensen and
Prabhala (1998) and Christensen, Hansen, and Prabhala (2001), I use monthly non-
overlapping observations of each predictors. 퐼퐶퐶퐵푂퐸 and 퐼퐶푀퐹 are on average
higher than the average correlation, which generate a spread between the implied
and realized correlation measure and represents the correlation risk premium (see,
for example, Driessen, Maenhout, and Vilkov (2009) and Krishnan, Petkova, and
Ritchken (2009)). On the other hand, DECO is on average lower than the average
correlation. This patten has been discussed in Engle and Kelly (2009), who ﬁnd that
the DECO has a tendency to produce a downward bias when the true correlation
matrix obeys a dynamic structure and hence violating the equicorrelation. This
bias is relatively signiﬁcant when the number of assets is large while the time series
length is short. I correct these biases using predictive regressions, as discussed in
the following section.
5I acknowledge the Matlab code for dynamic factor analysis, obtained from Mario Forni’s website
at http://www.economia.unimore.it/forni mario/index.html
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4.4 Econometric Methodology
In this section, I ﬁrst describe the predictive regression model framework, then the
forecast combination methods, and ﬁnally the criteria to evaluate the forecasts.
4.4.1 Predictive Regression Model
I use a standard predictive regression model to forecast the average correlation.
To generate individual forecasts, I apply the single regression model which can be
expressed as
푦푡+1 = 훼푖 + 훽푖푥푖,푡 + 휖푡+1, (4.3)
where 푦푡+1 is the average correlation in this study, 푥푖,푡 is a predictor of interest with
푖 = 1, ⋅ ⋅ ⋅ , 푁 and 푁 = 12 to represent each of the 12 variables described in the
previous section, and 휖푡+1 is a disturbance term. I also form forecasts using all of
the 12 predictors together in a multiple regression model,
푦푡+1 = 훼 +
푛∑
푖=1
훽푖푥푖,푡 + 휖푡+1, (4.4)
where 푛 = 12 is this study.
Stambaugh (1999) suggests that predictive coeﬃcients in small samples are biased
if the independent variables is close to non-stationary. Lewellen (2004) extends
Stambaugh (1999) and introduces corrections on estimated beta when the predic-
tive variable have an autocorrelation coeﬃcient close to one. In this study, many of
the variables are highly persistent in monthly frequency, as indicated by the AR(1)
coeﬃcients in Table 4.1. I therefore impose Stambaugh (1999) correction when the
AR(1) coeﬃcient is above 0.5 and below 0.95, and apply Lewellen (2004)’s correc-
tion when AR(1) coeﬃcient is above 0.95. I use the corrected beta coeﬃcients in
the predictive regressions to generate in-sample and out-of-sample forecasts.
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There are totally 153 non-overlapping monthly observations (from January 1996
to September 2008), and I apply the ﬁrst 72 observations (from January 1996 to De-
cember 2001) to estimate the initial in-sample forecast and use the rest observations
for out-of-sample forecasts. I generate the out-of-sample forecasts of the average
correlation using a rolling or recursive method. In speciﬁc, at each time 푡 in the
out-of-sample period, I estimate the predictive regression model over the ﬁnal 72
observations before 푡, and use the estimated parameters to make the forecasts of the
average correlation for the next month, say the 푡+ 1. The model and data are then
rolled forward one month ahead and I estimate the parameters in the predictive
regression using the ﬁnal 72 observations before 푡+ 1 and make forecast of average
correlation for 푡 + 2. The rolling forecasts generate non-overlapping monthly pre-
dictions for the entire out-of-sample period from January 2002 to September 2008
inclusive. This forecast procedure has been widely used in the forecasting literature
and simulate the situation in real market practice.
4.4.2 Forecast Combination
Forecast combination is to utilize the information across individual forecasts via
certain combining methods. Many studies apply this method in ﬁnancial applica-
tions and show that forecast combination can improve forecast performance (see,
for example, Avramov, Barras, and Kosowski (2010), Clements and Hendry (2006),
Hendry and Clements (2004), Timmermann (2006), and Rapach, Strauss, and Zhou
(2010)). I apply two simple combining methods to pool the information across in-
dividual forecasts. The ﬁrst one is the mean combination forecast, which is the
equally-weighted average across each individual forecast at each point of time. Let
푦ˆ푐,푡+1 denote the combined forecast and 푦ˆ푖,푡+1 denote the individual forecast from
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model 푖, then
푦ˆ푐,푡+1 =
1
푁
푁∑
푖=1
푦ˆ푖,푡+1.
The second method is the trimmed mean combination, which discards the individual
forecasts with the smallest and largest values and take the equally-weighted average
across the remaining푁−2 individual forecasts. I focus on these two methods, though
I considered other more elaborate models. However, I found that they performed
poorly compared to the simple schemes, which is consistent with the ﬁndings in
Rapach, Strauss, and Zhou (2010).
4.4.3 Forecast Evaluation
I use the historical average of the dependent variable, 푦푡+1 =
∑푡
푗=1 푦푗 as a benchmark
forecasting model. If the forecast model contains useful information about future
average correlation than the historical average, it should provide superior forecasting
performance than the benchmark model. I apply both the symmetric error statistics
and asymmetric error statistics to evaluate the forecast performances.
Symmetric Error Statistics
I start with the symmetric measure, the 푅2 statistic, to compare the 푦ˆ푡+1 and 푦푡+1
forecasts, where 푦ˆ푡+1 is one of the three forecast models: the individual forecast
model (see equation 4.3), the multiple predictive regression model (see equation 4.4),
or a forecast combinations (mean or trimmed mean method). The 푅2 is deﬁned as
푅2 = 1−
∑푇
푘=1(푦푚+푘 − 푦ˆ푚+푘)2∑푇
푘=1(푦푚+푘 − 푦푚+푘)2
. (4.5)
where 푚 is the starting time, and it equals zero for the in-sample forecast and refers
to the ﬁrst observation for the out-of-the-sample forecast. The 푅2 measures the
relative forecast accuracy of 푦ˆ푡+1 with respective to the historical average forecast.
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A positive value of 푅2 will indicate the that 푦ˆ푡+1 outperforms the historical average.
Further, I test if the diﬀerence in predicative abilities between 푦ˆ푡+1 and the his-
torical average is signiﬁcant. I formulate the null hypothesis that 푅2 < 0 against
the alternative hypothesis that 푅2 > 0. I follow Clark and McCracken (2007), who
propose a statistic with an asymptotic standard normal distribution and provides
valid inferences when comparing forecasts from nested linear models. This statistic
is labeled as the adjusted mean square prediction error (MSPE-adjusted statistic). It
improves the Diebold and Mariano (1995) and West (1996) statistic, which is valid
when comparing forecasts from non-nested models. To calculate the MSPE-adjusted
statistic, I ﬁrst compute
푓푡+1 = (푦푡+1 − 푦푡+1)2 − [(푦푡+1 − 푦ˆ푡+1)2 − (푦푡+1 − 푦ˆ푡+1)2], (4.6)
and then regress {푓푠+1}푇푠=푚 on a constant. A 푝-value corresponding to the constant
for a one-side (upper-tail) test is obtained with the standard normal distribution.
Asymmetric Error Statistics
The 푅2 statistics give an equal weight to under- and over-predictions of the average
correlation. However, in many circumstance, the investors or researchers care diﬀer-
ently about the upside and downside movement of future correlation, which requests
an asymmetric error statistics. Following Brailsford and Faﬀ (1996), Balaban, Ba-
yar, and Faﬀ (2003), and Pagan and Schwert (1990), I apply the mean mixed error
statistics (MME):
푀푀퐸(푈) =
1
푇
[
푂∑
푘=1
∣푦푚+푘 − 푦ˆ푚+푘∣+
푈∑
푡=1
√
∣푦푚+푘 − 푦ˆ푚+푘∣] (4.7)
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and
푀푀퐸(푂) =
1
푇
[
푂∑
푘=1
√
∣푦푚+푘 − 푦ˆ푚+푘∣+
푈∑
푘=1
∣푦푚+푘 − 푦ˆ푚+푘∣] (4.8)
where 푂 is the number of over-predictions, and 푈 is the number of under-predictions,
and hence푀푀퐸(푈) and푀푀퐸(푈) penalize the under-predictions and over-predictions
more heavily, respectively.
4.5 Empirical Results
This section describes the in-sample and out-of-sample forecast results for predictive
regression models and forecast combinations. The forecast performances are ranked
based on the value of 푅2 and MME, respectively. I apply the encompassing test
to illustrate the diﬀerence in information content among the forecasts. Finally, I
apply the forecast of future correlation to construct mean variance portfolios and
implement an active trading strategies of correlation swaps.
4.5.1 In-Sample Forecast
Table 4.2 reports the forecast results for the in-sample period from January 1996 to
December 2001. All of the forecasts models generate positive 푅2, and are signiﬁcant
based on the p-value of Clark and McCracken (2007). Especially, 퐼퐶푀퐹 generates
the highest 푅2 of 31.46% among all the individual forecasts, and is followed by the
lagged average correlation with a 푅2 of 26.92% and 퐼퐶퐶퐵푂퐸 with a 푅2 of 25.75%.
Compared with the lagged average correlation and the implied correlation forecasts,
the DECO provides relatively poor performance, which has a 푅2 of 2.74% and is
ranked as the 10th among the 12 individual forecast models. The ranking of per-
formances are changed according to MME(U) and MME(O), where lagged average
correlation generates the lowest mean errors with penalty on underestimation and
퐼퐶퐶퐵푂퐸 delivers the lowest mean errors with penalty on overestimation.
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Pooling individual forecasts by multiple regressions or forecast combinations provide
signiﬁcantly positive 푅2. Multiple regression outperforms the forecast combinations
and all the individual forecasts with a 푅2 of 42.56%, and delivers almost the lowest
value of MME(U) and MME(O).
4.5.2 Out-of-Sample Forecast
Table 4.3 reports the out-of-sample forecast results using recursive estimation method.
All but three forecasts outperforms the historical average benchmark model, ac-
cording to the 푅2 measure. 퐼퐶퐶퐵푂퐸 generates the highest 푅2 among all individual
forecasts, and also outperforms the multiple predicative regressions and forecast
combinations. The 푅2 is about 38.51% and is signiﬁcant at 1% level. The second
best comes to be the ﬁrst lag of average correlation, which has a 푅2 of 32.88%.
DECO provides better performance than its in-sample forecast ability. Its 푅2 is
about 20.19% and is ranked the 4th among all individual forecasts. The ranking
based on MME(U) and MME(O) remains the same as the in-sample results, which
identify the lagged average correlation and 퐼퐶푀퐹 as the most accurate predictors,
respectively.
In addition to the above measures on forecasting accuracy, I am also interested in
the out-of-sample forecasting consistency. I follow Welch and Goyal (2008) and Ra-
pach, Strauss, and Zhou (2010), and present in Figure 4.2 with the time-series plots
of the diﬀerence between the cumulative square prediction error for the benchmark
model and the cumulative square prediction error for each forecasting model. This
plot provides an intuitive understanding of the forecasting performance over time.
When the curve increases (decreases), the forecast out-performs (under-performs)
the historical average. Hence, a model that consistently outperform the historical
average should have a positive slope everywhere through the out-of-sample period.
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Further, I redraw the plot and make it start from zero in each panel of Figure 4.2.
Therefore, a curve with positive (negative) 푅2 should stay above (below) the hori-
zontal zero line at the end of the out-of-sample period.
As shown in Figure 4.2, the only forecasts that have signiﬁcant positive 푅2 and
also predominantly positive slopes are the mean and trimmed mean forecast combi-
nations. The variables such as the lagged average correlation or the 퐼퐶퐶퐵푂퐸, which
are reported to be the most accurate predictors in the out-of-sample tests, fail to
deliver consistent performance. They usually display a downward slope around the
internet bubble period and turns to upward sloping afterwards. This highlights the
beneﬁts of forecast combination. As argued in Rapach, Strauss, and Zhou (2010),
combining forecasts can substantially reduce forecast volatility and noises of individ-
ual forecasts and hence delivers stable and consistent performance. For comparison,
I plot the forecast of 퐼퐶퐶퐵푂퐸, the mean forecast combinations and together with the
out-of-sample realized average correlation in Figure 4.3 to illustrate the diﬀerence
in forecast abilities.
4.5.3 Forecast Encompassing Test Results
From the out-of-sample results, 퐼퐶퐶퐵푂퐸 provides the highest 푅2 and outperforms all
the other forecasting models. An interesting question to ask is whether it subsumes
all information content in other variables. If this is the case, then other models
are redundant and do not provide any useful information beyond that of 퐼퐶퐶퐵푂퐸.
I therefore implement forecast encompassing test, which was introduced by Chong
and Hendry (1986) and Fair and Shiller (1990), among others. Consider an optimal
composite forecast of 푦푡+1 as a convex combination of the forecasts from models 푖
and 푗:
푦∗푡+1 = (1− 휆)푦ˆ푖,푡+1 + 휆푦ˆ푗,푡+1;
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where 0 ≤ 휆 ≤ 1. Harvey, Leybourne, and Newbold (1998) develop a statistic to
test the null hypothesis that the model 푖 forecast encompasses the model 푗 forecast
(퐻0 : 휆 = 0) against the (one-sided) alternative hypothesis that the model 푖
forecast does not encompass the model 푗 forecast (퐻1 : 휆 > 0). Deﬁne 푑푡+1 =
(휇ˆ푖,푡+1 − 휇ˆ푗,푡+1)휇ˆ푖,푡+1, where 휇ˆ푖,푡+1 = 푦푡+1 − 푦ˆ푖,푡+1 and 휇ˆ푗,푡+1 = 푦푡+1 − 푦ˆ푗,푡+1. Letting
푑 = 1
푇
∑푇
푘=1 푑푘, the modiﬁed version of the HLN statistic is expressed as
푀퐻퐿푁 =
푇 − 1
푇
[푉ˆ (푑)−
1
2 ]푑 (4.9)
where 푉ˆ (푑)−
1
2 = 1
푇
휙ˆ0 and 휙ˆ0 =
1
푇
∑푇
푘=1(푑푘 − 푑)2. The MHLN statistic can be as-
sessed using a 푡 ∼ (푇 ) distribution.
I follow the research design of Rapach, Strauss, and Zhou (2010) and report the
푝-values of MHLN statistics for the out-of-sample forecasts in Table 4.4. Each entry
in the table corresponds to the null hypothesis that the forecast given in the col-
umn heading encompasses the forecast in the row heading. The results show that
퐼퐶퐶퐵푂퐸 can encompass all the other individual forecasts, except the past average
correlation. This explains the superior forecast performance of 퐼퐶퐶퐵푂퐸 and the
non-redundant role of 퐿퐴퐶. Especially, 퐼퐶퐶퐵푂퐸 subsumes the information content
in 퐼퐶푀퐹 , indicating the diﬀerence in forecast abilities between the two implied corre-
lation measures. Among other forecasting models, each predictor cannot encompass
at least two of the remaining forecasts.
4.5.4 Mean Variance Portfolio
One important application of the correlation forecasts is to form minimum variance
portfolios. In the optimization framework of Markowitz (1952), a superior forecasts
should result in a lower ex-post variance of the portfolios than the competing models.
Elton and Gruber (1973) ﬁnd that using average pairwise correlation within groups
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can improve the minimum portfolio choices. Recently, Engle and Kelly (2009) imple-
ment this idea with conditional correlation forecasts using DECO and DCC models.
They demonstrate that the DECO provide more signiﬁcant improvement on ex-post
portfolio variance reduction. In this study, I ﬁnd that implied correlation provides
more accurate out-of-sample forecasts, in terms of 푅2, than both past average cor-
relation and DECO. I hence ask the question that whether implied correlation can
beat the past average correlation and DECO by generating lower ex-post portfolio
variance. To test this hypothesis, I construct the global minimum variance (GMV)
portfolios and the minimum variance (MV) portfolios, as speciﬁed in the follows.
The GMV portfolio solves the minimization problems with optimal weight 휔 and
subject to the constraint that all weights sum to 1
min
휔
휔′Σ휔 푠.푡. 휔′휄 = 1
The MV portfolio adds an additional constraint on the expected portfolio returns.
Denote the expected return vector by 휇 and the threshold by 푞, the optimization
problem can be described as
min
휔
휔′Σ휔 푠.푡. 휔′휄 = 1 and 휔′휇 ≥ 푞
The optimal weights that solve the above problems are:
휔퐺푀푉 =
1
퐴
Σ−1휄
and
휔푀푉 =
퐶 − 푞퐵
퐴퐶 −퐵2Σ
−1휄+
푞퐴−퐵
퐴퐶 −퐵2Σ
−1휇,
where 퐴 = 휄′Σ−1휄, 퐵 = 휄′Σ−1휇 and 퐶 = 휇′Σ−1휇.
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The solution, 휔퐺푀푉 and 휔푀푉 , requests an estimation of the covariance matrix,
Σ. To make sure the diﬀerences in portfolio choices are purely driven by correlation
forecasts rather than volatility, I use the same volatility structure for each model. I
apply univariate GARCH model for each time series of returns to estimate the one-
step ahead conditional volatility, using the recursive estimation method described in
section 4.4.1 . I then combine the volatility with the correlation forecasts to compute
the covariance matrix over time. I set 휇 equal to the historical mean of stock returns
since 1996, and choose 푞 = 10% annually. With all the inputs, I solve the optimal
weights for GMV and MV portfolios and record the ex-post realized variance based
on various correlation forecast models.
Table 4.5 presents the results. Consistent with the out-of-sample forecast results,
퐼퐶퐶퐵푂퐸 delivers the lowest variance for both GMV and MV portfolios. The sec-
ond best is the average correlation, and is followed by DECO. The diﬀerence in
magnitudes are not dramatic though.
4.5.5 Active Correlation Swap Trading Strategy
A correlation swap is an over-the-counter contract that pays the diﬀerence between
an average realized correlation of a basket of stocks and a ﬁxed correlation swap
rate. To simulate a trading of correlation swaps, I use the 퐼퐶퐶퐵푂퐸 to proxy the
correlation swap rate. To check if this approximation is appropriate, I compare the
퐼퐶퐶퐵푂퐸 with market quotations of correlation swaps from a major investment bank.
The correlation between the two time series for the out-of-sample period is about
0.93, indicating very similar dynamics.
I focus on the correlation swaps with one-month ﬁxed maturity, from the begin-
ning to the end of each calendar month. Because 퐼퐶퐶퐵푂퐸 is observable at entry,
so that the proﬁts and loss of a correlation swap is totally determined by the aver-
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age realized correlation over the month. If a forecast of correlation is meaningful,
an active trading based on the forecast should generate higher proﬁts than passive
ones. To test this hypothesis, I construct active and passive strategies for the out-
of-sample period.
As shown in the upper panel of Figure 4.4, the realized correlation is lower than
implied correlation for most of the time during the sample period, which results in
an average negative spread. A natural design of the passive strategy is to sell the
correlation swap with a constant number of contracts over time. For simplicity, I
assume the investment position is always -1 (the minus sign indicates the sell posi-
tion). In contrast to the passive strategy, an active investor should overweight the
position when the forecast spread between average correlation and 퐼퐶퐶퐵푂퐸 is high
and underweight when the forecast spread is low. At the beginning of each month,
I compute the spread in the previous 72 months and use its 25% quartile value to
serve as a threshold. The threshold value is updated with the most recent 72 months
data over time. I devise the strategy as follows:
∙ Double the position size to -2 if the forecast spread is (negative) above the
threshold;
∙ Maintain the position at -1 if the forecast spread is (negative) below the thresh-
old and above zero;
∙ Close the position if the forecast spread is negative.
Among all the forecasting models, I select the ’best’ one to implement the active
trading strategy. According to the design of the strategy, we care more about
under-prediction than over-prediction. A severe under-prediction will mislead the
investors to sell a correlation swap, which actually has a positive payoﬀ and hence
incur losses. Therefore, the ’best’ predictor in this context should be the one that
has lowest forecasting error with heavier penalty on the under-predictions. Among
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the forecasting models, the ﬁrst lag of average correlation has a lowest MME(U)
in the out-of-sample forecasts. I hence apply it to construct the active trading and
compare the results with the passive selling strategy. Table 4.6 reports their per-
formances. The passive strategy generates an average monthly return of 8.9% over
the out-of-sample period and the active trading strategy delivers an average return
of 12.14%, which is about 3.2% higher than the passive one. Especially, there are
11.25% of months that the active strategy suggest no trade, so that the capital is
free up for other investments.
For comparison purpose, I also implement the active trading strategy with 퐼퐶퐶퐵푂퐸,
which has higher 푅2 but higher error in under-prediction than lagged average corre-
lation forecasts. As shown in Table 4.6, it delivers lower returns than lagged average
correlation forecast and higher than passive strategies. This comparison highlights
the importance of evaluating the forecast accuracy with asymmetric error statistics
in this setting. Figure 4.4 plots the cumulative payoﬀs of the active and passive
strategies and provide a visual impression about the superior performance of active
strategies.
4.6 Forecasts with Boundary Conditions
The above analysis so far does not impose any restriction to bound the forecasting
result, hence the forecasted correlation is not guarenteed to lie within [−1, 1] and
might violate the boundary condition of a correlationt term. Is it necessary to bound
the forecast? The answer depends.
In some cases, the average correlation is used as a measure of diversiﬁcation risk
or aggregate risk in the economy (see Skintzi and Refenes (2003), Pollet and Wil-
son (2010)). A higher average correlation indicates a higher level of risk, and the
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value is not necessarily in the range between −1 and 1. For example, the CBOE
option-implied correlation index measures the average correlation implied from op-
tion prices. The index (under the ticker symbol KCJ) reached a historical high value
of 105.93% on the 13th of November 2008 and 103.04% on the 20th of November
2008, which are above the upper bound of 1 6. If the forecast of average correlation
is used to compare with the option-implied correlation, in order to evaluate the pay-
oﬀ of a correlation swap at ex-ante or set up a signal for active correlation trading
strategies (see section 4.5.5), the forecast should not be bounded between −1 and
1.
In other cases, the boundary conditions are crucial. For example, the average cor-
relation can be used to form an equicorrelation matrix, as shown in equation 4.2,
where 푅푡 = (1−휌푡)퐼푛 +휌푡퐽푛. Engle and Kelly (2009) prove that the equicorrelation
matrix 푅푡 is positive deﬁnite if and only if the average correlation 휌푡 ∈ ( −1푛−1 , 1),
where 푛 is the number of assets. In section 4.5.4, we applied the equicorrelation
matrix to solve the optimal portfolio choices in a mean-variance framework, where
the correlation matrix has to be positive deﬁnite and hence the forecast of average
correlation should be bounded 7.
To implement rigorously analysis, I impose restrictions on the forecasts and check
robustness of the previous results in this study. Because the number of assets is
large, the lower bound is close to zero. I impose the restriction on the forecast to
make it range from 0 to 1. I focus on the best four models in the above analy-
sis, namely, the ﬁrst lag of average correlation (LAC), the dynamic equicorrelation
6see the CBOE website for the data of option-implied correlation
http://www.cboe.com/micro/impliedcorrelation/
7Empirically, the chance to have a forecasted average correlation that outside the range ( −1푛−1 , 1)
is quite low, because we are averaging the correlation across a large dimension of assets (500 stocks)
and the averaging eﬀect smooths out the extreme high or low outcomes. In this study, the minimum
and maximum forecast of average correlation is 0.1 and 0.7, respectively, which is well bounded
within ( −1푛−1 , 1). Therefore, it is feasible to apply the unbounded forecasts in the previous analysis
in this study, although we do not impose any restriction
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(DECO), option-implied correlation following CBOE (2009) (퐼퐶퐶퐵푂퐸), and option-
implied correlation based on a model-free approach (퐼퐶푀퐹 ).
Following the literature (see, among others, Thompson (1989)), I apply a logis-
tic transformation on the dependent variable y and independent variable x. Deﬁne
푧(푦) as the logit of y and 푧(푥) as the logit of x,
푧(푦) = 푙표푔(
푦
1− 푦 )
푧(푥) = 푙표푔(
푥
1− 푥)
and apply a univariate predictive regression model to forecast 푧(푦)
푧(푦)푡+1 = 훼푖 + 훽푖푧(푥)푖,푡 + 휖푡+1,
and the prediction of y is derived via the inverse of the transformation
푦 =
푒푥푝(푧(푦))
1 + 푒푥푝(푧(푦))
(4.10)
where 푦(푡) will be in the interval (0,1).
The forecasting results are shown in table 4.7. Comparing with the previous re-
sults with no restrictions, the 푅2 of each individual forecasting model is lower, but
the ranking among the forecasting models remains the same. Speciﬁcally, the 푅2 are
all signiﬁcantly positive at 1% signiﬁcant level, based on the p-value for the MSPE-
adjusted measure (Clark and McCracken (2007)). The forecasts based on 퐼퐶퐶퐵푂퐸
produce the highest 푅2 of 30.39%, followed by LAC and 퐼퐶푀퐹 , and DECO produces
the lowest 푅2 of 11.06%. In terms of the asymmetric accuracy measures, MMEU
and MMEO, the ﬁrst lag of average correlation (LAC) produces the lowest MMEU
and comes to be the best candidate if one cares more about under-prediction than
over-prediction.
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4.7 Conclusion
This study investigates a broad range of models to forecasting average correlation.
I ﬁnd that correlation implied by at-the-money options delivers the most accurate
forecast measured by symmetric error statistics, and the past average correlation
generates the lowest errors when the evaluation penalizes more heavily on under-
prediction. Building on this results, I use option-implied correlation to form mean-
variance portfolios and ﬁnd a lower ex-post variance compared to alternative models
in the literature. Further, the ﬁrst lag of average correlation provides good signals
for an active short correlation swap strategy. The active strategy generate an aver-
age return of about 12.13% per month, which outperforms the passive strategy with
an average return of 8.9% per month over the out-of-sample period from January
2002 to September 2008.
For future works, I plan to apply other forecast models in addition to the linear
predictive regression used in this study. A promising candidate is the ARCH fore-
cast models that incorporate option implied measures (see, among others, Day and
Lewis (1992), Blair, Poon, and Taylor (2001), and Taylor (2007)).
Another interesting extension of this study is to examine the forecast results for
intermediate and long horizons, such as quarterly or annual forecasts. This might im-
prove the forecasting performance of some predictors, such as variance risk premium
and disagreement of analysts forecasts, since these variables mean revert slowly and
play a relatively more important role over longer horizons.
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4.8 Appendix
4.8.1 Empirical Estimation of DECO
Let 푟푡 denote the returns from 푘 assets which are conditionally multivariate normal
with zero expected value and covariance matrix 퐻푡, so that
푟푡∣F푡−1 ∼ 푁(0, 퐻푡)
and
퐻푡 ≡ 퐷푡푅푡퐷푡
where 퐷푡 is the 푘 × 푘 diagonal matrix of time varying standard deviations from
univariate GARCH models with
√
ℎ푖푡 on the 푖
푡ℎ diagonal, and 푅푡 is the time varying
correlation matrix. The elements of 퐷푡 can be written as univariate GARCH(p,q)
models for asset 푖
ℎ푖푡 = 휔푖 +
푃푖∑
푝=1
훼푖푝푟
2
푖푡−푝 +
푄푖∑
푞=1
훽푖푞ℎ푖푡−푞, for 푖 = 1, 2, ⋅ ⋅ ⋅ , 푘
and the dynamic correlation structure is:
푄푡 = (1−
푀∑
푚=1
훼푚 −
푁∑
푛=1
훽푛)푄+
푀∑
푚=1
훼푚(휖푡−푚휖′푡−푚) +
푁∑
푛=1
훽푛푄푡−푛
푅푡 = 푄
∗−1
푡 푄푡푄
∗−1
푡
where 휖푡 are the residuals standardized by their conditional standard deviation, and
휖푡 ∼ 푁(0, 푅푡), 푄 is the unconditional covariance matrix of 휖푡, and 푄∗ is a diagonal
matrix composed of the square root of the diagonal elements of 푄푡.
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DECO sets the equicorrelation equal to the average pairwise correlations in 푅푡,
so that a matrix 푅퐷퐸퐶푂푡 is an equicorrelation matrix of an 푛 × 1 random variables
if it is positive deﬁnite and follows that8.
푅퐷퐸퐶푂푡 = (1− 휌푡)퐼푛 + 휌푡퐽푛×푛 (4.11)
and
휌푡 =
1
푛(푛− 1)(휄
′푅푡휄− 푛) = 2
푛(푛− 1)
∑
푖>푗
푞푖,푗,푡√
푞푖,푖,푡푞푗,푗,푡
(4.12)
where 휌푡 is the equicorrelation, 퐼푛 denotes the n-dimensional identity matrix, 퐽푛 is
a 푛× 푛 matrix of ones, and 휄 is a 푛× 1 matrix of ones .
For simplicity, we only consider DECO(1,1,1,1) model, and the parameters are esti-
mated via quasi-likelihood method, using daily stock returns of all the constituents
of S&P 500 index9.
As a result, we obtain the one-day ahead forecast of correlations over time. To
match the time span of average correlation, which is always one month, we need
to estimate the 1-month ahead estimation of equicorrelation. We follow the sugges-
tions by Engle and Sheppard (2002), where the forward correlation is related with
the parameters 훼 and 훽 via
퐸푡(푅푡+푛) =
푛−2∑
푖=0
(1− 훼− 훽)푅(훼 + 훽)푖 + (훼 + 훽)푛−1푅푡+1
where 푅 denotes the unconditional correlation matrix. Using this approach, 1-month
ahead forecasts of correlations are constructed over time.
8The positive deﬁnite properties of the equicorrelation matrix has been discussed in the paper
Engle and Kelly (2009). For technical details, the reader are referred to the paper
9I acknowledge the Matlab code for estimating DCC model obtained from Kevin Sheppard’s
website, and also the Matlab code for DECO likelihood function provided by Bryan Kelly.
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4.8.2 Estimation of Implied Correlation
The estimation starts with a decomposition of market index variance. Denote the
instantaneous index variance of index stock 퐼 with 휙2퐼(푡) and the instantaneous
variance of individual stock 푖 with 휙2푖 , we have the following relation:
휙2퐼 =
푁∑
푖=1
푤2푖 휙
2
푖 +
푁∑
푖=1
∑
푗 ∕=푖
푤푖푤푗휙푖(푡)휙푗(푡)휌푖푗(푡) (4.13)
We assume that instantaneous pairwise correlations are driven by a constant value
휌푡 at time 푡 and we transform equation 4.13 under risk-neutral measure, which gives
the formula for implied correlation:
퐼퐶(푡) =
퐸푄푡 [
∫ 푡+휏
푡
휙2퐼(푠)푑푠]−
∑푁
푖=1푤
2
푖퐸
푄
푡 [
∫ 푡+휏
푡
휙2푖 (푠)푑푠]∑푁
푖=1
∑
푗 ∕=푖푤푖푤푗
√
퐸푄푡 [
∫ 푡+휏
푡
휙2푖 (푠)푑푠]
√
퐸푄푡 [
∫ 푡+휏
푡
휙2푗(푠)푑푠]
(4.14)
Hence, the option implied correlation is determined by the expectation of future
variance for index and individual assets.
To estimate 퐼퐶퐶퐵푂퐸, we use ATM variance to proxy 퐸푄푡 [
∫ 푡+휏
푡
휙2(푠) 푑푠] in equation
4.14. Carr and Lee (2003) show that the ATM implied volatility at time 푡 with ex-
piry at time 푇 represents an accurate approximation of the conditional risk-neutral
expectation of the return volatility during time period from 푡 to 푇 , which provides
the theoretical foundation of this application. We follow the procedures in CBOE
(2009) and estimate the implied volatility for each stock using a pair of put and call
options. The put with a strike price just below and the call option with a strike
price just above the current stock price are selected. The implied volatilities of each
put/call pair are then weighted through a linear interpolation to arrive at a single
ATM implied volatility for each stock. The interpolation weights are determined by
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the following equation
휔푝 =
푋푐 − 푆
푋푐 −푋푝
휔푐 = 1− 휔푝
where 푋푐 is the call option strike price, 푋푝 denotes the put option strike price, and
푆 is the current stock price. And the ATM option implied volatility is obtained as
휎퐴푇푀푡 = 휔푝휎푝 + 휔푐휎푐 (4.15)
The square of 휎퐴푇푀푡 gives the ATM implied variance. For the European options,
implied volatilities are directly inferred from the Black-Scholes option pricing for-
mula. For the American options, OptionMetrics employs a binomial tree approach
that takes account of the early exercise premium. Substituting the ATM implied
variance to equation 4.14 returns the estimation of 퐼퐶퐶퐵푂퐸.
On the other hand, to obtain 퐼퐶푀퐹 , we use a model-free approach to estimate
퐸푄푡 [
∫ 푡+휏
푡
휙2(푠) 푑푠] in equation 4.14. The model-free implied variance has been shown
to be a theoretically unbiased and empirically information eﬃcient estimator of fu-
ture realized variance (see, among others, Britten-Jones and Neuberger (2000), Carr
and Madan (1998), Carr and Wu (2008), Demeterﬁ, Derman, Kamal, and Zhou
(1999), and Jiang and Tian (2005)). Its value is replicated through a combination
of call and put option prices over a broad range of option strike prices:
휎2푡 =
2
푇 − 푡
∫ ∞
0
푂푡(퐾,푇 )
퐵푡(푇 )퐾2 푑퐾
+ 휖 (4.16)
where 퐵푡(푇 ) denotes the time-t price of a bond paying one dollar at 푇 , 푂푡(퐾,푇 )
denotes the time-t value of an OTM option with strike price 퐾 > 0 and matu-
rity 푇 ≥ 푡 (a call option when 퐾 > 퐹푡 and a put option when 퐾 ≤ 퐹푡), and 휖
denotes the approximation error, which is zero when the futures price process is
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purely continuous. When the futures price contains jumps, the approximation er-
rors 휖 is determined by the compensator of the discontinuous component. Finally,
substituting the model-free implied variance into equation 4.14, we obtain 퐼퐶푀퐹 .
4.8.3 Construction of the Diﬀerence in Belief Index
This section brieﬂy describe the empirical procedures to construct diﬀerence in be-
lief, which is borrowed from Buraschi, Trojani, and Vedolin (2009) and Buraschi,
Trojani, and Vedolin (2010). For more details, readers are refereed to the original
paper.
The construction is based on analyst forecasts of earnings per share from the In-
stitutional Brokers Estimate System (I/B/E/S). We ﬁrst evaluate the diﬀerence in
belief for each ﬁrm by the ratio of the mean absolute diﬀerence and the standard
deviation of earnings forecasts. A single common diﬀerence in beliefs index is then
estimated with dynamic factor analysis from the cross-section and time series of in-
dividual disagreement proxies. The main idea of dynamic factor analysis is to split
each individual disagreement proxy into a common and an idiosyncratic component
that are mutually orthogonal. Let Ψ푖(푡) be the disagreement proxy of ﬁrm 푖 at time
푡 and suppose the following dynamic factor structure:
Ψ푖(푡) =
푞∑
푘=1
푏푘푖(퐿)휇푘(푡) + 휉푖(푡) := 휒푖(푡) + 휉(푡); 푖 = 1, ⋅ ⋅ ⋅ , 푛,
where 휇1(푡), ⋅ ⋅ ⋅ , 휇푞(푡) is a set of 푞 orthogonal common white noise shocks, 푏1푖(퐿), ⋅ ⋅ ⋅ , 푏푞푖(퐿)
are ﬁrm-speciﬁc inﬁnite-order lag polynomials, and 휉(푡) = (휉1(푡), ⋅ ⋅ ⋅ , 휉푛(푡))′ is a
possibly cross-correlated zero-mean stationary process, orthogonal to all common
shock process. Forni, Hallin, Lippi, and Reichlin (2000) show that the individual
common components 휒푖(푡) can be consistently estimated by the projection of Ψ푖(푡)
on all leads and lags of the ﬁrst 푞 dynamic principal components obtained from the
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spectral density matrix of the multivariate vector (Ψ1(푡), ⋅ ⋅ ⋅ ,Ψ푛(푡))′. We follow
Buraschi, Trojani, and Vedolin (2009) and use 푞 = 2 in the estimation. We then
estimate a single common proxy 휒(푡) for the common disagreement across ﬁrms
with the value-weighted average of 휒푖(푡), where the weight is determined by the
market-capitalization of ﬁrm 푖 relative to the entire basket of stocks.
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Table 4.2: In-Sample Forecasting Results
The in-sample period goes from January 1996 to December 2001. Forecasts in Panel
A and B are based on predictive regressions and Panel C are based on forecast
combinations. The coeﬃcients in regressions are adjusted following Stambaugh
(1999) and Lewellen (2004). Three measures on forecast accuracy are reported and
ranked, including 푅2, mean mixed error with penalty on underestimation (MMEU),
mean mixed error with penalty on overestimation (MMEO). The signiﬁcance for the
푅2 statistic is based on the p-value for the Clark and West (2007) MSPE-adjusted
measure. ∗, ∗∗, and ∗ ∗ ∗ indicate signiﬁcance at the 10%, 5% and 1% levels,
respectively. All statistics are in percentage format.
푅2(%) Rank MMEU(%) Rank MMEO(%) Rank
Panel A: Single Regression Forecast
LAC 26.92 *** 2 13.53 1 15.70 4
DECO 2.74 ** 11 14.45 4 17.62 13
퐼퐶퐶퐵푂퐸 25.75 *** 3 14.26 3 15.41 1
퐼퐶푀퐹 31.46 *** 1 14.09 2 15.87 8
VRP 15.01 ** 4 15.54 10 15.80 6
DP 6.44 *** 5 14.48 6 16.84 11
EP 1.07 12 16.06 12 15.56 2
TBL 3.95 *** 10 14.46 5 17.38 12
LTR 0.96 13 15.98 11 15.62 3
TMS 4.38 ** 9 15.45 8 16.04 10
DFR 5.07 * 8 16.06 13 15.86 7
DBIX 5.08 ** 7 15.50 9 15.75 5
Panel B: Multiple Regression
All 42.56 *** 13.87 13.85
Panel C: Forecast Combinations
Mean 19.45 *** 1 14.77 1 15.70 1
Trimmed Mean 17.99 *** 2 14.87 2 15.72 2
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Table 4.3: Out-of-Sample Forecasting Results
Panel A and B report the forecast results based on OLS regressions with single
and multiple predictors, respectively. Panel C reports the forecasts based on
combination methods. The out of sample period is from January 2002 to September
2008, except that DBIX forecast is from January 2002 through Mar 2008. The
coeﬃcient estimation is adjusted following Stambaugh (1999) and Lewellen (2004).
I report three measures on forecast accuracy and rank them accordingly, including
푅2, mean mixed error with penalty on underestimation (MMEU), mean mixed
error with penalty on overestimation (MMEO). The statistical signiﬁcance for the
푅2 statistic is based on the p-value for the Clark and West (2007) MSPE-adjusted
measure. *, **, and *** indicate signiﬁcance at the 10%, 5% and 1% levels,
respectively. All statistics are in percentage format.
푅2(%) Rank MMEU(%) Rank MMEO(%) Rank
Panel A: Single Regression Forecast
LAC 32.88 *** 2 16.08 1 16.46 10
DECO 20.19 *** 4 17.16 3 19.86 12
퐼퐶퐶퐵푂퐸 38.51 *** 1 17.22 4 16.15 9
퐼퐶푀퐹 28.19 *** 3 19.71 6 14.58 2
VRP -8.39 12 22.91 12 15.28 5
DP -2.18 10 16.85 2 23.99 13
EP 10.95 *** 7 20.79 8 15.06 3
NTIS -10.37 13 24.18 13 12.12 1
TBL 13.98 *** 5 18.24 5 16.59 11
LTR 1.20 * 9 22.57 10 15.66 8
TMS 11.14 *** 6 20.50 7 15.26 4
DFR 4.41 ** 8 22.16 9 15.35 6
DBIX -4.99 11 22.70 11 15.61 7
Panel B: Multiple Regression
All 27.24 *** 15.12 23.53
Panel C: Forecast Combinations
Mean 29.30 *** 1 18.42 1 14.98 2
Trimmed Mean 29.12 *** 2 18.76 2 14.77 1
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Table 4.5: Out-of-Sample Mean Variance Portfolio Comparison
This table presents the ex-post variance of global mean variance portfolio (GMV)
and mean-variance portfolio (MV). Each portfolio is constructed using the ex-ante
forecasts of average correlation. Three single forecasting models are considered,
namely, the past average correlation (LAC), the dynamic equicorrelation (DECO),
and the implied correlation (퐼퐶퐶퐵푂퐸). The out-of-sample period is from January
2002 to September 2008.
GMV Rank MV Rank
LAC 0.56139 2 0.52555 2
DECO 0.56144 3 0.52556 3
퐼퐶퐶퐵푂퐸 0.55912 1 0.52329 1
Table 4.6: Out-of-Sample Performance of Correlation Swap Trading
This table reports the performance of trading correlation swaps for the out-of-
sample period from January 2002 to September 2008. Passive strategy is to short
correlation swap over time. Active strategy is to adjust the trading positions based
on the forecasts. Two single forecasting models are considered: the past average
correlation (퐴푐푡푖푣푒푅퐶) and the implied correlation (퐴푐푡푖푣푒퐼퐶).
Passive 퐴푐푡푖푣푒푅퐶 퐴푐푡푖푣푒퐼퐶
Ave Return (% p.m) 8.90 12.13 10.96
Percentage of Double Position 0.00 23.75 13.75
Percentage of Maintain Position 100.00 65.00 86.25
Percentage of No Trade 0.00 11.25 0.00
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Table 4.7: Out-of-Sample Forecasting Results Using Logistic Transforma-
tion
This table reports the out-of-sample forecast results based on univariate OLS
regressions. The dependent and independent variables are transformed to the
logistic format in the predictive regression, to bound the forecast within (0, 1).
The out of sample period is from January 2002 to September 2008. The coeﬃcient
estimation is adjusted following Stambaugh (1999) and Lewellen (2004). I report
three measures on forecast accuracy and rank them accordingly, including 푅2, mean
mixed error with penalty on underestimation (MMEU), mean mixed error with
penalty on overestimation (MMEO). The statistical signiﬁcance for the 푅2 statistic
is based on the p-value for the Clark and West (2007) MSPE-adjusted measure. *,
**, and *** indicate signiﬁcance at the 10%, 5% and 1% levels, respectively. All
statistics are in percentage format.
푅2(%) Rank MMEU(%) Rank MMEO(%) Rank
LAC 30.35 *** 2 18.53 1 13.62 1
DECO 11.06 *** 4 20.24 3 15.40 4
퐼퐶퐶퐵푂퐸 30.39 *** 1 19.24 2 14.62 3
퐼퐶푀퐹 16.38 *** 3 22.31 4 13.80 2
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Figure 4.1: Plot of Average Correlation
This ﬁgure plots the average correlation for the sample period from January 1996 to
September 2008. The vertical dotted lines indicate the crisis times in order : 1997
Asia Financial crisis, 2002 internet bubble burst, and 2008 sub-prime crisis.
4.8. Appendix 142
Figure 4.2: Out-of-Sample Cumulative Square Prediction Error
The ﬁgure plots the out-of-sample cumulative square prediction error for the his-
torical average benchmark model minus the cumulative square prediction error for
each forecasting models in this study. The out-of-sample period goes from January
2002 to September 2008.
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Figure 4.3: Out of Sample Forecasts of Average Correlation
This ﬁgure plots the realized average correlation (RealCorr), the OOS forecast from
the synthetic CBOE implied correlation index (ImplCorr), and the OOS forecast
combinations (MCombine), for the OOS period from January 2002 to September
2008.
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Figure 4.4: Cumulative Proﬁts of Active versus Passive Correlation Trad-
ing Strategies
Panel A plots the spread between realized correlation (RC) and implied Correlation
(IC) over the full sample period, and panel B plots the cumulative returns of three
correlation swap trading strategies for the out-of-sample period: a passive strategy
(Passive) , an active strategy based on the forecast from past average correlation
(ActiveRC), and an active strategy based on the forecast from implied correlation
(ActiveIC).
Chapter 5
Conclusion
In this thesis, I discuss some topics on variance risk and correlation risk. The two risk
factors play important roles in ﬁnancial studies. In the ﬁrst chapter, I review several
important ﬁndings in the literature on variance risk estimation. The variance risk
premium is deﬁned as the diﬀerence between realized and implied variance, where
the implied variance is estimated using a model-free approach. This proxy reﬂects
pure exposure to variance risk, especially, it has zero delta, constant gamma, and
linear sensitivities to variance changes. Further, I follow the literature to measure
the approximation errors of the variance risk premium, and point out the conditions
under which the approximation errors are negligible.
With the proxy of variance risk factor, I investigate its impact on hedge fund returns
in Chapter 2. The importance of variance risk is elaborated from both time-series
and cross-sectional perspectives. I ﬁrst focus on fund indices of ﬁve investment
strategies and use performance attribution regressions to analyze funds’ risk ex-
posure. The results show that the exposure to variance risk are economically and
statistically signiﬁcant across all investment objectives, after controlling for the com-
monly used benchmark model (Fung and Hsieh (2004) seven-factor model). Adding
variance risk to the benchmark model can reduce the signiﬁcance and magnitude of
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alpha substantially. I further look into individual hedge fund returns and ﬁnd that
the variance risk is a key determinant in the cross-sectional variation of fund returns.
Funds with higher sensitivities to variance risk generate higher returns on average,
but incur severe losses and huge maximum drawdown during market downturns.
In contrast, funds with lower sensitivities to variance risk exhibit smooth returns
across diﬀerent states of the economy, accompanied with much smaller maximum
drawdown in downside market. The evidence indicate that taking into account the
variance risk can substantially improve the estimation of funds’ absolute returns and
risk exposure. The results provide important implications for risk management of
hedge funds and also investment in hedge fund sector.
In Chapter 3, I proceed to study the correlation risk in equity market. The study is
closely linked with Driessen, Maenhout, and Vilkov (2009), who propose an empiri-
cal proxy of correlation risk using a static dispersion trading strategy. The strategy
is to sell index options, and buy individual options to hedge individual variance
risk and trade stocks to hedge stock market movement. In ideal conditions, the
resulting portfolio has pure exposure to correlation risk. However, I ﬁnd that the
static dispersion trade is sensitive to discrete hedging errors. Speciﬁcally, I apply
linear regressions to study the risk attributions of the static dispersion portfolio, and
ﬁnd that the portfolio has no signiﬁcant exposure to a fair proxy of correlation risk.
Looking at the ﬁnancial crisis times, I reveal that the static portfolio incurs sub-
stantial losses mainly due to the exposure to unexpected stock price movement and
individual variance shocks, rather than correlation risk. The evidence show that the
discrete hedging errors lead to incorrect inference on the magnitude of correlation
risk premium and render the strategy unreliable to represent a pure correlation risk.
To ﬁx this problem, I develop a dynamic trading strategy to re-balance the portfolio
several times during the trade. The dynamic trading strategy is shown to reﬂect
pure exposure to correlation risk and it is less sensitive to stock market movement
and individual variance risk.
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In Chapter 4, I focus on a relatively new concept in the area of correlation studies,
the average correlation, deﬁned as the average of all pairwise correlations between
a basket of stocks. I aim to forecast the average correlation among the constituents
of S&P 500 index. The study is motivated by the important applications of average
correlation in ﬁnancial studies. A forecast of average correlation is needed at ex-ante
to price correlation linked derivatives, such as correlation swap or worst-of-options.
Also, a forecast of average correlation serves as a restricted version of the expected
correlation matrix, which can reduce estimation noise in a large dimensional sys-
tem. Further, the average correlation of a market portfolio reveals the systematic
aggregate risk in the economy. A good forecast of average correlation provides sig-
nals of the future state of the economy, and shed lights on investment decisions, risk
management, and ﬁnancial policy makings. To forecast the average correlation, I in-
vestigate a broad range of models, including the lagged average correlation, dynamic
equicorrelation, the option-implied correlation, and a range of variables that have
predictability of future aggregate stock market returns. I apply both symmetric and
asymmetric statistics to measure the forecasting accuracy. The results show that
the correlation implied by at-the-money options delivers the most accurate forecast
measured by symmetric error statistics, and the past average correlation generates
the lowest error when the evaluation penalizes more heavily on under-prediction.
The forecast of average correlation can improve the optimal portfolio choices in a
mean-variance framework, and also substantially enhance the performance of an ac-
tive correlation trading strategy.
There are several extensions for future research. First, throughout the thesis, I
focus on equity only. It would be interesting to extend the study to other asset
classes, such as currencies and commodities. Also, the proxy of variance risk and
correlation risk is estimated with US data. Given the impact of other markets, such
as European and Asian market, it would be interesting to take into account the
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information from a global perspective.
Second, I apply linear-regressions in many cases in the thesis. In Chapter 2, I
apply a linear regression to study the risk attributions of hedge fund returns. In
Chapter 3, I investigate the risk exposure of a dispersion trade through linear re-
gressions. In Chapter 4, I apply linear predictive regressions to forecast the average
correlation. Although the linear regressions are widely-used in the literature and
provide sensible results, it would be interesting to take into account the nonlinear
relationships in the analysis. For example, a promising candidate to forecast the
average correlation in Chapter 4 is the ARCH-like models, which can incorporate
both historical information and the forward-looking option-implied measures.
Third, the analysis in this thesis focuses on one-month horizon. The variance risk
premium used in Chapter 2 and Chapter 4 is estimated with one-month realized
variance and implied variance. The dispersion trade in Chapter 3 covers one-month
horizon from the Tuesday following the expatriation date of the month to the expa-
triation date of the next month. The reason to use short-dated options is because
they are most liquid and reﬂect the most eﬃcient information. However, it would
be interesting to examine the variance risk and correlation risk in longer horizons,
such as quarterly or annually. For example, if we consider the forecast of average
correlation in longer horizon in Chapter 4, the ranking of the predicative power
among the forecasting models might change. Because some of the predictors mean
revert slowly and play relatively more important roles over long horizons.
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