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Recall the well-known theorem of Drozd and Kirichenko cf. Yu. A. Drozd and
 . .V. V. Kirichenko, Math. USSR Iz¨estia 7 1973 , 711]732 giving a necessary and
sufficient condition for a primary order L to be of finite representation type. Such
 .Ls that satisfy the ``necessary condition'' of the DK-theorem will be studied: 1
Classification of Ls will be given, up to the best degree admitting general
 .  .approach. 2 Auslander]Reiten quiver A L will be determined. In particular, it
is finite, giving an alternative proof of the sufficiency part of the DK-theorem.
Q 1997 Academic Press
0. INTRODUCTION
0.0
Let R be a complete discrete valuation ring with the quotient field K,
and let A be a finite dimensional semisimple K-algebra. An R-order L in
 .A will be called of finite representation type FRT if and only if the
< <cardinality Ind L of the set of isomorphism classes of indecomposable left
L-lattices is finite. L will be called primary if and only if it is a local ring.
The theory of primary FRTs has been one of the richest fields in the
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w x w xDR for commutative cases, then by DK2 for noncommutative cases.
Aside from these, there is a great accumulation of results. Here we name
w x w x w xjust some of the ones closely related to our motivation: Ro1 , GR , RR ,
w x w x w x w xRo3 , DW , W3 , and H .
The purpose of this paper is to give a ``final touch'' to the theory of
primary FRTs, for the theory itself as well as for further study of more
general classes of orders. To explain why we consider the present situation
still unsatisfactory and demanding a final touch, we have to begin with a
minor but logically indispensable remark. The widely accepted main theo-
w xrem of DK2, Theorem 1.1, p. 713 is not literally correct. For a primary
order L, the theorem can be stated, with an auxiliary order L , in the0
following way.
0.1X
 .  .L is of FRT if and only if the following four conditions DK 0 to DK 3
are satisfied:
 .DK 0 L is the intersection of all maximal orders containing L,0
 .DK 1 L is a hereditary order,0
 .  .DK 2 m L rL F 2,L 0
 .   ..DK 3 m rad L rL F 1,L 0
 .where m M denotes the minimal number of L-generators of M.L
Unfortunately the ``if'' part is not correct. However, one easily finds cf.
. w xthe Appendix that the proof of the ``only if'' part in DK2 actually shows
yet another necessary condition:
 .DK 4 Decompose L into the connected components, L s [V .0 0 i
Then each V is either the maximal order in a sfield, or else rad V is ai i
 .principal V -ideal satisfying rad V s V rad L .i i i
0.1X.1
 .Mostly, condition DK 4 is a consequence of the first four conditions,
 .  .DK 0 ] DK 3 : for example, if either the residue field Rrrad R is perfect
of cohomological dimension F 1 or if A is not the total matrix algebra
 . M D over some sfield D. However, it is not the case in general cf. the2
.Appendix . A correct version of the DK theorem is:
0.1. DK-THEOREM. A primary order L is of FRT if and only if the fi¨ e
 .  .conditions DK 0 ] DK 4 are satisfied.
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0.1.1
 .  .  .Assuming DK 0 ] DK 3 , DK 4 is equivalent to each of the following
 .four conditions or its right module version for L:
 X.  .DK 4 Both rad L and L rad L are principal left L -ideals;0 0 0
 Y .  .DK 4 L rad L is a principal left L -ideal;0 0
 Z .  .DK 4 m I F 3 for any left L-ideal I;L
 . < <FRT Ind L - `.
The equivalences to the first three are elementary. The equivalence to the
last depends, of course, on DK, Theorem 0.1. In this paper, logically, we
 .  X.  Y .need only the trivial implications DK 4 « DK 4 « DK 4 , and we
 Y .use DK 4 because of its sleeker appearance. However, it is worth
 .remarking that the description in DK 4 exhibits most clearly the neces-
 .sary property for FRTs cf. 1.2 .
0.2
Now we move to the second and main point. For a ``given'' L, there are
 .quite a few results describing Ind L or the Auslander quiver A L of L
w x w xGR, DW . Along this line, coupled with the result of Rie , the exact
 .condition is known, for a given quiver A to be the Auslander quiver A L
w xof ``some'' primary FRT W3 . But this does not mean that, for a given L,
 .  . you can tell the form of A L by simply checking conditions DK 0 ] DK
.  .4 and perhaps by computing some basic invariants of L . There arises a
 .  .naive question ``Why don't you start with L satisfying DK 0 ] DK 4 and
 .  .describe A L ?'' If you could, A L should be finite, and you finish
practically all the problems of the representation theory of primary FRTs,
getting, as a by-product, a new proof of the if part of the DK-theorem. The
by-product is desirable since, in contrast to the simple and clear proof of
the only if part, the current proof of the if part is notoriously intricate cf.
w x w x.Ro1, Chap. X , CR1, Sect. 33 . This naive question will be completely
answered in this paper. The third and final point is that we do not have
any clearer picture for the classification of all primary FRTs than the one
w x w xgiven by DK2 . Although the grasp for primary FRTs in DK2 is surpris-
ingly nice for that time, by our knowledge today, we cannot help feeling
that it is vague at some critical points. We shall be concerned also with the
classification and complete it up to the best point where general approach
is possible.
0.2.1
 .One technical point is that condition DK 0 is not an easy one to deal
with. Especially, it tends to lead to confusion when one tries to relate the
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results with the classification of primary FRTs. Therefore we replace DK
.  .  .0 with a weaker condition dk 0 cf. 1.0.2 .
 .  .  .dk 0 L rad L s rad L L .0 0
 .Thus we start with a pair L, L consisting of an order L and its0
 .overorder L , and call the pair admissible if and only if it satisfies dk 0 .0
0.2.2
 .When an admissible pair L, L is given, we put0
R [ rad L , N [ RL s L R ;0 0
L [ L q N i , R [ R q N i 1 F i ; .i i
 4G [ O R s x g A: R x ; R , .iy1 r i i i
X  4G [ O R s x g A: xR ; R 1 F i , .  .iy1 l i i i
and
s s s L , L [ inf i g N: N i ; L . 4 .0
Some plain but useful properties of an admissible pair are given in 1.1;
X  .in particular L , G , G are orders and R is the radical of L 1 F i .i iy1 iy1 i i
We have the following inclusion diagram or the similar one for GX s,iy1
where each arrow indicates the natural inclusion:
G ¤ G ¤ G ¤ ??? ¤ G0 1 2 sy1
­ ­ ­
L ¤ L ¤ ??? ¤ L ¤ L s L1 2 sy1 s
­ ­ ­ ­
R ¤ R ¤ ??? ¤ R ¤ R s R1 2 sy1 s
w xThe inclusion diagram appeared implicitly in DK2 and was the key of
their method. It again plays a key role in this paper.
0.2.3
 .An admissible pair L, L will be called an admissible primary-principal0
 .pair APP if and only if L is primary and moreover the following two
conditions are satisfied:
 .dk 1 L is a hereditary order;0
 .  .dk 4 N [ RL is a principal two-sided L -ideal.0 0
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By definition, we have L s G s GX . In view of 0.2.2, we may consider0 0 0
 .  .  .s s s L, L , G , L , and R 1 F i F s as invariants of the pair L, L .0 iy1 i i 0
 .  .We will call s the rank of the pair L, L . We will call the pair L , N0 0
 .the dominating pair of L, L or L.0
0.2.4
By the only if part of the DK-theorem, which we take as granted in this
paper: If L is a primary FRT and L is the intersection of all maximal0
 .  .orders containing L, then the pair L, L is an APP with m L rL F 2.0 L 0
 .  .i If m L rL s 0, i.e., L s L , then L is the maximal order in aL 0 0
sfield.
 .  .  .ii If m L rL s 1, then as is easily seen cf. 1.0.3 , L is aL 0
 .nonhereditary primary Bass order and the associated L 0 F i F s is ai
w xprimary Bass chain which is thoroughly investigated in HN1 . Thus, to
understand all primary FRTs, there remains to study the essential case
 .where m L rL s 2. Then L is non-Bass, hence we may restrict ourL 0
 .attention only to non-Gorenstein Ls with good reason cf. 2.4 . Conse-
quently, we concentrate to study a special kind of APP, which we abbrevi-
ate as APP :3
 .0.2.5. DEFINITION. A pair L, L will be called an APP if and only if0 3
 .  .L is a primary non-Gorenstein order and the five conditions dk 0 ] dk 4
 .  .  .are satisfied: dk 0 in 0.2.1, dk 1 and dk 4 in 0.2.3,
 .  .  .dk 2 m L rL s 2, i.e., m L s 3,L 0 L 0
 .   ..  .dk 3 if s G 2, m rad L rL s 1, i.e., m L rL s 1.L 0 L 1 2
0.3
In Sections 1 and 3, we investigate the structure of APP s up to the best3
degree of the classification admitting the general approach. In Section 2,
we recall some elementary properties of almost split sequences and make
 .them fit our special situation of APP s. In Section 4, we determine A L3
of APP s. As was hoped, it is finite, establishing:3
 .0.3.0. THEOREM. i A primary non-Gorenstein order L is of FRT if and
 .only if L, L is an APP by some choice of L .0 3 0
 .ii If that is so, L is the intersection of all maximal orders containing0
 .L 4.2.4 .
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0.3.1
The inclusion diagram of an APP has the two characteristic properties3
w xessentially due to DK2 :
 . =  . a There exists n g A such that R s nG 1 F i F s 3.2.3,i iy1
.3.4.3, and 3.9 .
 .b Each arrow in the diagram has a simple cokernel as left or right
 .L-modules Proposition 1.4.3 .
 .The latter implies that each L 1 F i - s is again an APP . This facti 3
suggests two things, just as in the case of primary Bass orders:
 .   ..1 Representation theory i.e., the determination of A L could be
done inductively from the top L to the bottom L s L.1 s
 .2 Classification theory cannot be done from the top to the bottom.
Rather, the crucial point is to determine the minimal APP s.3
0.3.2
 .The Auslander quiver A L of an APP has the following characteristici 3
properties:
 . U U  .c1 The Auslander transformation tL of L [ Hom L , R isi i R i
 .  .always equal to L 1 F i F s Theorem 4.1.2 and 4.2.2 and 4.3.1 .i
 .  U . Uc2 The L -almost split sequence L ª E L ª L al-iy1 iy1 iy1 iy1
 .  .ways remains almost split in L 2 F i F s 2.2.3 .i
0.3.3
There is an exact criterion for an almost split sequence in L 2 F i Fiy1
.  .s to tell whether it remains still almost split in L or not Lemma 2.2 . It isi
 .quite simple thanks to the property a .
 .When R is decomposable i.e., G is nonprimary , at each stage fromsy1
L to L , most of the almost split sequences remain in fact exceptingiy1 i
.  .exactly two , which makes the induction step almost trivial 4.1 and 4.2 .
While G can be primary only in four cases occurring only for s s 1 orsy1
2. The worst thing happens, as is expected, at the stage from L of type E1 6
 .to the L of type E cf. 3.7 . Among five L -almost split sequences, only2 8 1
  ..one i.e., the one in c2 remains. Nevertheless, the remaining one as well
 .as the collapsing ones give us just enough information to determine A L2
 .4.3 . Any process does not involve any matrix problem or any computation




By Theorem 0.3.0, supplemented by 2.4, the classification of primary
FRTs is reduced to that of APP s.3
 .i APP s of rank 1 are described in 1.3.3
 .ii APP s of rank 2 are given in 3.5, which also gives the minimality3
criterion for rank 1 APP . The minimality criterion for rank 2 is implicitly3
in Theorem 0.3.5 below. Unless L s L is the simple subdirect product of2
 .the form in 0.3.5, it is always minimal 3.6 .
 .iii If one wants a finer classification, say up to R-algebra isomor-
phism or up to A=-conjugacy, the remaining problem is residual for s s 1,
 .almost residual for s s 2 3.5.3 . However the problem depends heavily on
the algebraic or arithmetical nature of R or its relation to A.
0.3.5. THEOREM. If s G 3, there exist a maximal order V in a sfield, a
 4primary Bass chain D : 0 F i F s satisfying L s V [ D , Vrrad (i 0 0
 .  .D rrad D 1 F i F s , by which L 1 F i F s is a simple subdirect producti i i
 .cf. 2.7 : V [ D p L p rad V [ rad D .i i i
If L s L has the abo¨e form, including the case of s s 2, L is a minimals
 .APP if and only if D is a minimal Bass order 3.6.4 .3 s
 .In particular, any infinite strictly decreasing chain of primary FRTs is
deri¨ ed from some infinite primary Bass chain which was clearly described in
w xfull generality HN1, 0.3 Theorem .
0.3.6
Thus we have got a clear picture for the classification of all primary
FRTs. The most intricated part, the determination of minimal ones, is
almost completely reduced to that of primary Bass orders, for which we
w xhave a fairly complete result HN1 . The substantial dependence of the
theory of primary FRTs to that of Bass orders lies only at this point.
w x w xAlthough we shall often refer to HN1 or DK1 for results on Bass orders,
the dependence of the representation theory of primary FRTs to that of
Bass orders is trivial in the sense that the same method as in this paper
applies for Bass orders with much more easiness yielding all results
excepting for classification.
0.4. Notation. For an R-order L:
 opp. M g lat L respectively, lat L means ``M is a left respectively,
.right L-lattice.'' M g Ind L means ``M is an indecomposable left L-
lattice.'' However, by abuse of notation, we let sometimes Ind L denote
the set of isomorphism classes of indecomposable left L-lattices. For
< < U  .example, Ind L - `, as in 0.0. For M g lat L, M [ Hom M, R gR
PRIMARY FRT ORDERS 599
opp Älat L , M [ KM ( K m M g Mod A. For any ring B and X g Mod B,R
 .l X [ the B-length of X.B
 .In the Introduction, we let A L denote the Auslander quiver of L.
However, we do not make any essential use of diagrammatic method, and
 .our usage of the word quiver A L will be better understood if one
 .interprets A L simply as the totality of nonisomorphic almost split
sequences in L, including the half sequences corresponding to projective
or injective indecomposables.
We shall also use some nonstandard notation about the expression on
almost split sequences. The convention is given in 2.0.
1. INCLUSION DIAGRAM
 . XLet L, L be an admissible pair and R , N , L , R , G , and G be0 i i iy1 iy1
as in 0.2.2. L is an R-order such that L > L > L > L, R is ai 0 i iq1 i
topologically nilpotent two-sided L -ideal.i
1.0
As is readily seen we have:
 . i  .1 L s L q R s L q N s L q R 1 F i F j ;i i j j i
 .  .2 R s R L s L R 1 F i F j .i j iy1 iy1 j
Since LrR ª L rR is surjective, L rR is semisimple andi i i i
 .  .3 R s rad L s L l R 1 F j F i ,i i i j
 .  .4 LrR ª L rR 1 F i ,Ä i i
 .  .5 L rL ª R rR 1 F i .Äi iq1 i iq1
 .  .Put l M [ l MrR M for M g lat L. Note that if L is primary,L L
 .  .l M s m M , the minimal number of L-generators of M. Since RR ;L iL
 .R 1 F i , we haveiq1
 .  .  .  .  .6 l R rR s l R y l R rRR 1 F i .i iq1 i iq1 iL L L
 .Since R s R q RR , R rRR ¸ R rRR 2 F i ,i iq1 iy1 iq1 i i iy1
 .  .  .  .  .7 l R rR F l R y l R rRR 2 F i .i iq1 i L 2 1L L
 .  .  .Since rad L rL s R L rL s L q RL rL s L rL,L i i i iq1
 .   ..  .  .8 l rad L rL s l L rL 0 F i .L i iq1 iq2L L
 .  4By the definition of s s s L, L [ inf i: N ; L ,0
 .  . i9 i G s s rank L, L m N ; L m L s L m L s L .0 i i iq1
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 .By 2 , with j s i, i q 1, we have:
 . X  .10 L ; G l G 1 F i ,iy1 iy1 iy1
 .while, by 9 ,
 . X  .11 L o G , L o G 1 F i - s .iy1 i iy1 i
Since R G s L R G s L R s R ,i i iy1 iq1 i iy1 iq1 i
 .  .12 G ; G 1 F i - s .i iy1
Since R is a topologically nilpotent right G -ideal,i i
 .  .13 rad G > R , rad G l L s R 1 F i .i i i i i
 .  .14 If M g lat L i G 2 , G M s G M, then M g lat L . In-i iy1 iy2 iy1
deed, R M s R L M ; R G M s R G M s R M , andiy 1 i iy 2 i iy 2 i iy 1 i
 .2  .10
 .  .L M s L q R M ; L q R M s M.iy1 i iy1 i i
 .1
1.0.1
If M g lat L and 1 F i, then we have the following implications:
M g lat L m L M s L M « R M s R M m M g lat Liy1 iy1 i i i
and l M s l M . .  .L Li
 . Proof. The first implication ¥ : L M s L M « L M s L qiy1 i i iq1
 .1
.R M s L M q R L M s L M q R L M « L M s L Mi iq1 iq1 iy1 iq1 iq1 i i iq1
 .2
 .by Nakayama's lemma .
 .The second implication « : R M s RL M s R M.i iy1
 .2
 .  .The third implication m : By 4 .
1.0.2
Let L be the intersection of all maximal orders containing L. If L is0 0
 .hereditary, then L, L is an admissible pair.0
Proof. Let e be a primitive idempotent of L . Since L is hereditary,0 0
D [ End L e s End L e is a maximal order. Since End RL e >L 0 L 0 L 00
End L e, End RL e s D and End RL e is a maximal order contain-L 0 L 0 D 0
ing L. Hence End RL e > L and L RL e s RL e, which impliesD 0 0 0 0 0
 .  .L RL s RL . Similarly we get L R L s L R.0 0 0 0 0 0
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1.0.3
 .  .Let L, L be an APP. Then m L rL s 1 if and only if L is0 L 0
nonhereditary primary Bass order.
w xProof. The if part is by HN1, 2.4 . We shall prove the only if part. APP
X  .  .  .implies G s G s L . While m L rL s 1 m m L s 2 m m L s0 0 0 L 0 L 0 L 011.0.1
w x2. By HN1, 1.1.0 , L is Gorenstein. Since L rL is L -simple, L is the1 0 1 0
minimal overorder of L , and L is a Bass order. Assume s G 2. We have:1 1
G
X > GX > L « GX s L or L . While GX r L , hence GX s L . Thus0 1 1 1 0 1 1 0 1 1
 .  .  .12 10 11
 . =L s O R , and, by some x g A , R s xL s L x, R s R L s1 r 2 2 1 1 1 2 0
 .xL s L x. Consequently, L rL ( R rR ( L rL , and O R rL0 0 1 2 1 2 0 1 r 2 2
w xis L -simple, hence L is Gorenstein by HN1, 1.1.0 . Now, if s G 2,2 2
obvious induction works to show that L is Gorenstein.s
1.1
Now we shall investigate APP s defined in Definition 0.2.5. First of all,3
an APP or rank 1 is a simple object which can be identified with a triple3
 .L , N , D consisting of a hereditary order L , its principal two-sided0 0
ideal N contained in rad L , and a subsfield s an R-subalgebra which is0
.a sfield D of index 3 in L rN. The correspondence is given by:0
L , L ¬ L , RL , LrR , .  .0 0 0
L , N , D ¬ wy1 D , L , .  . .0 0
 . where w : L ª L rN. We will sometimes identify as L, L s L , N ,0 0 0 0
.D .
1.1.1
 .In particular, a pair L , N can be the dominating pair of some APP if0 3
and only if L is hereditary, N is a principal two-sided L -ideal contained0 0
in rad L , and L rN contains a subsfield of index 3.0 0
1.1.2
 .  .Let L , N be the dominating pair of some APP L, L . Let l [0 3 0
 .l A . Being hereditary, L is the direct sum of l indecomposable0A
l  .projectives P , L s [ P . Since m L s 3, we obviously have l F 3,j 0 j L 0js1
and by some sfields D, DX, DY :
 .  .  . X X Yi l s 3 « A s M D , M D [ D , or D [ D [ D ,3 2
 . Xii l s 2 « A s D [ D ,
 .iii l s 1 « A s D.
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 .  .Proof. Only ii requires a proof. Suppose that A s M D . Since L is2 0
hereditary, rad L is a principal ideal. Being a principal two-sided ideal, N0
is a power of rad L . Since L rrad L is always not a sfield, it is0 0 0
impossible for L rN to contain a sfield D with index 3.0
1.2. Idempotents
 .Let L, L be an APP and put:0 3
E [ the set of all primitive idempotents of L ;0
 .  .  .n e [ the multiplicity of L e in L , m e [ m L e ;0 0 L 0
  . 4 X  4E [ e g E: m e s 1 , E [ e g E : e mod N g Center L rN ;1 1 1 0
defX X X .E [ Er; , e ; e m L e ( L e as left L -lattices e, e g E .0 0 0
By definition, we obviously have:
 .  .n e n e1 L ( L e , L ( eL , .  .  .[ [0 0 0 0
e e
2 3 s m L s n e m e , .  .  .  .L 0
e
3 l A s n e F 3, .  .  .A
e
where e runs over E.
Let n be a generator of N s R , N s nL s L n. Then n acts on E or1 0 0
y1 .E by n e [ nen .
 .  .Since L er rad L e and L erR e are L-simple, by 1.0.1 and 1.2.0 ii :0 0 1 1
4 E 2 e m R e s rad L e m L e s L e m L e s Le .  .1 0 0 1 0
m eR s e rad L m eL s eL m eL s eL . .0 0 1 0
We obviously have:
5 l A s 3 m E s E « rad L s N s R .  .  .1 0 1A
 46 l A s 1 m E s B « E s e s 1 and m e s 3, .  .  .1A
 .while 1.1.2 ii implies:
 4  47 l A s 2 m E s e « E s e, e [ 1 y e , .  . Ç1A
m e s 2 and e g Center A. .Ç
 .  .  .Looking at 5 , 6 , and 7 , we get the following observation. Although
 .simple, this is the basis of our method for describing A L in terms of
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  ..idempotents. Also note that this i.e., 1.1.2 ii comes from our assumption
 .  Y .dk 4 of 0.2.3, corresponding to the added condition DK 4 of 0.1.1.
1.2.0
 .  .  .i E and n depends only on the dominating pair L , N but not1 0
on L nor D , therefore n acts on E as well as on E [ E r; .1 1 1
 .  .ii E is left]right symmetric, i.e., e g E m m eL s 1.1 1 L 0
1.2.1
 .  . y1 .i R e s nL e ( L n e , eR ( n e L .1 0 0 1 0
 .  .U y1 .  .Uii L e ( eR ( n e L as right L-lattices; eL ( R e (0 1 0 0 1
 .L n e as left L-lattices.0
 .iii For e g E and M g lat L,1
Ä iM ( Ae m M ( L n e by some i g N. .0
 .Proof. i Obvious.
 .  .Uii Assume E s E , hence rad L s R . Then L e ( eR is a1 0 1 0 1
well-known property of hereditary orders. One is only required to check
 .Uthat the right order of L e coincides with that of eR . Assume E p E ,0 1 1
then e is central and the claim is obvious.
 .  . 2 2 .iii L e p R e s R e ( L n e , R e p R e ( L n e , thus L-lat-0 1 0 0
tices in Ae is uniserial.
1.2.2
 .For e g E ; let V e denote the connected component of L to which e1 0
 .  .  .belongs, L s V e [ ??? , V e s L e [ ??? ; put G e [ L e q L e,Ç0 0 1 1
e s 1 y e; w being the canonical map, w : L ª L [ L rN > G e s .Ç 0 0 0
 .D e q D 1 y e > D s L rN.1
 .i The following conditions for e g E are equivalent:1
 .  .1 G e is an order;
 .2 G e is an R-algebra; .
 . X3 e g E ;1
 .  .4 V e is a minimal hereditary order.
 .  .  .ii n e ; e m V e is maximal.
 .  . Xiii n e ¤ e m e g E and e f Center A.1
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 .  .  .  .  .Proof. i 1 m 2 ¥ 3 m 4 are obvious.
 .  . X  .  .  .2 « 3 . Assume that e f E . By 1.2 5 , 6 , and 7 , rad L s N so1 0
that L is semisimple. We have G e > L eL p L e, and L eL con- .0 0 0 0 0 0
Xtains another primitive idempotent e of L , which is orthogonal to e.0
 . X  .Then G e contains orthogonal primitive idempotents e, e , hence G e s
L , a contradiction.0
 .ii Obvious.
 .  .  .iii By i and ii .
1.2.3
Let G be a suborder of L . Then G is not primary if and only if0
G l E / B.1
Proof. The if part is obvious. Suppose G is not primary, hence contains
 .  .a nontrivial idempotent « . This implies l A G 2. If l A s 2, « s e orA A
 .1 y e with e g E . Assume l A s 3, hence E s E . If « is primitive in1 1A
L , then « g E . If « is not primitive in L , it is a sum of two orthogonal0 1 0
primitive idempotents in L , consequently 1 y « g E l G.0 1
 .1.3. Types of L , N0
 .The dominating pair L , N of an APP falls into one and only one of0 3
 .  . =the following types I ] VII , up to A -conjugacy. When the R-algebra
 .isomorphism class of D is uniquely determined by L , N , by abuse of0
notation, we represent it by D.
 .i If A is not a simple algebra: L is the ring direct sum L s V [0 0
 .D , N s rad V [ N , where V is the maximal order of a sfield; D , N is0 1 0 1
the dominating pair of a primary Bass order D of rank 1 with the radical1
N such that D ( Vrrad V ( D rN . For convenience of reference, we1 1 1
 .  .  .name the type of L , N by the same roman numeral I ] IV as that of0
 . w xD , N in HN1, 4.0.4 :0 1
 .  .I D s M O , N s rad D , D rN contains D with index0 2 1 0 0 1
2,
O O .  .II D s , N s rad D , Orp ( D ,p O0 1 0
 . X X XIII D s O [ O , N s rad D , Orp ( O rp ( D,0 1 0
 .IVa D s O, N s p , Orp contains D with index 2,0 1
 . 2IVb D s O, N s p , Orp ( D , and0 1
0 ª prp 2 ª Orp2 ª Orp ª 0 split , .
where O and OX are maximal orders in sfields, p s rad O, pX s rad OX.
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 .ii If A is a simple algebra:
 .Va L s O, N s p , Orp contains a sfield with index 3,0
 . 3Vb L s O, N s p , Orp ( D , and0
0 ª prp 3 ª Orp3 ª Orp ª 0 split , .
 .  .  .VI L s M O , N s rad L , M Orp contains a sfield with0 3 0 3
index 3,
O O O .  .p O OVII L s , N s rad L , Orp ( D ,0 0p p O
where O is the maximal order in a sfield and p s rad O.
 .Proof. i Assume that A is not simple, hence contains nontrivial
central idempotents e and e s 1 y e. As is readily seen from definitionsÇ
 .  .  .Le, L e is an APP, and rad Le s R e and rad Le L e s RL e s N e.0 0 0
We have
3 s m L s m L e q m L e s m L e q m L e . .  .  . .  .Ç ÇL 0 L 0 L 0 L e 0 L e 0Ç
 .  .  .We may well assume that m L e s 1 and m L e s 2. By 0.2.4 i ,ÇL e 0 L e 0Ç
V [ L e s Le is the maximal order in a sfield and R e s rad V s N e.0
 .  .  .By 0.2.4 ii , D , N [ L e, N e is the dominating pair of a primary BassÇ Ç0 1 0
order D [ L e. Since V [ D > L > rad V [ N , we have Vrrad V (Ç1 1 1 1 1
D rN .1 1
 .  .ii Assume that A is simple. By. 1.1.2, we have A s D or M D by3
  ..  .some sfield D. If A s D respectively, M D , we obviously have case V3
  .  ..respectively, VI , VII .
1.4. Inclusion Diagram of APP3
 .Let L, L be an APP .0 3
1.4.0
 .  .For any left or right L-ideal I, m I F 3.L
Proof. First assume that A is not a simple algebra. Then L has a0
 .nontrivial central idempotent e. We may well assume that m L e sL 0
 .m L e s 1. By 0.2.4, L e is the maximal order in a sfield and Le is aÇL e 0 0
primary Bass order. Since 0 ª I l eI ª I ª eI ª 0 is exact,Ç
m I F m eI q m I l eI F 1 q 2 s 3. .  .  .ÇL L e L eÇ
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 .Assume that A is simple so that A ( D or M D . By Corollary 2.3 of3
w xDK1 ,
&Äm I F sup l PrL e s 3, .  .L 0A
egE
where P is the projective cover of L e as L-lattices.0
1.4.1
 .If s G 2, L rL 1 F i - s is simple as left or right L-modules.i iq1
 .Proof. By 1.0 6 ,
1 s m L rL s m R rR s m R y m R rRR .  .  .  .L 1 2 L 1 2 L 1 L 2 1
s m L y m R rRR , .  .L 0 L 2 1
 .  .  .hence m R rRR s 2. By 1.0 5 and 7 ,L 2 1
m L rL s m R rR F m R y m R rRR F 3 y 2 s 1. .  .  .  .L i iq1 L i iq1 L i L 2 1
1.4.2
 .If M g lat L, L > M > L, then M s L 1 F i F s .1 i
Proof. Take i so that L > M, L r M. Then L > M q L pi iq1 i iq1
L , hence L s M q L s M q R s M q RL , and M s L byiq1 i iq1 iq1 i i
Nakayama's lemma.
 .1.4.3. PROPOSITION. Any L 1 F i F s is not Gorenstein. If s G 2,i
each arrow in the inclusion diagram in 0.2.2 has a simple cokernel as left or
 X .right L-modules with G s G s L .0 0 0
Proof. By the definition of APP , L s L is not Gorenstein, hence3 s
w x  .G p L by HN1 . Then G p L for any i 2 F i F s , so that Lsy1 sy1 iy1 iy1 i
 .  . 1 F i F s is not Gorenstein. By 1.4.1 and m G rL s 2, GrL 1 F i FL 0 1 i i
.s is simple.
1.5
 .  .  .Let L, L be an APP of rank s. For each i 1 F i F s , let a denote0 3 i
 .the following property of L, L :0
 . =a There exists n g A such that R s nG .i i iy1
1.5.0
 .a always holds by our assumptions on APP .1 3
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1.5.1
 .  .  .If i G 2 and a holds, then a holds for any j 1 F j F i with thei j
same n.
Proof. R s L R s L G n s G n.iy1 iy2 i iy2 iy1 iy2
w x1.5.2. Remark. As was already noticed by DK2 , the crucial fact for
  .  .APP s hence for primary FRTs is that a holds, i.e., a holds uncondi-3 s i
tionally. The proof consists of two completely different ingredients. If G is1
 .  .  .not primary, then a is proved inductively from a cf. 3.2 . If G isiq1 i 1
 .primary then s s 2 cf. 3.9 . Some unnaturality of the proof of Proposition
 w x.1.4.3 adopted from DK2 is caused by this fact. As can be seen from our
 .following argument, a more natural proof is by double induction for a i
and the claim of Proposition 1.4.3, at the cost of some complexity in the
statements.
2. ALMOST SPLIT SEQUENCES
We shall need only very basic properties of almost split sequences.
w x wBesides its existence A, Ro2 we can confine our reference to Rin, Sect.
x w x2 and AR, Sect. 2 , both adapted to L-lattices with obvious modifications.
Although most results are valid for any L with minor changes, for simplic-
ity's sake, we explain our notational convention or write down necessary
results assuming that L is primary unless explicitly stated otherwise.
2.0. Some Nonstandard Notation
w xLet L, M, N g Ind L. We denote by L, M the almost split sequence
 . X .with source L and sink M; denote by E M s E L , the middle term of
w xL, M ; denote by N % M, the relation that there is an irreducible mor-
phism from N to M; we usually omit zeros at both ends of almost split
sequences. Thus, for example:
 .If M / L, N % M m N ¬ E M m t M % N and
w xt M , M t M ª E M ª M . .
U X . y1If L / L , L % N m N ¬ E L m N % t L and
w y1 x X y1L, t L L ª E L ª t L, .
 .where t is a standard notation for the Auslander transform. If we need
 .  x to distinguish L, we write t for t in A L . Finally, let L respectively,L
w U ..  .L denote the minimal right respectively, left almost split sequences
 U .with sink L respectively, source L ,
UU UL rad L ª L , L L ª rad L . .  .
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2.0.1
If L / M g Ind L, we have:
&&
m M .LÄ .i t M [ M s E M s A . .
 .   ..  .  .ii m E M F m M q m t M .L L L
w x w xProof. According to A or Ro2 :
U U U0 ª t M ª Hom P , L ª Hom M , L ª 0 exact , .  .  .  .L L
with the L-projective cover P ( LmLM . of M.
2.0.2
For an A-module V and a positive integer m, put
Ä 4L V s L V [ M g Ind L : M s V , .  .L
L V , m [ M g L V : m M s m , 4 .  .  .L
L V , mU [ M g L V : m MU s m . 4 .  .  .L
If V [ W s A m, V, W / 0, then t induces a bijection,
t : L V , m ª L W , m) . .  .
 .Proof. Suppose M g L V, m . Since V / A if m s 1, we have M \ L,
 . U  .Ut M is always defined, and t M ª E M ª M. By duality, M ª E M
 .U  .  .U .ª t M almost split as right L-lattices . This implies m t M s m,L&
UmÄ  .  .t M [ M s A , i.e., t M g L W, m) . Similarly, if L g L W, m) , L / L
y1  .and t L g L V, m .
2.0.3
w xAccording to Rin , for L, M g Ind L:
N L, M s N L, M [ rad L, M rrad2 L, M , .  .  .  .L L L
F L [ End Lrrad L, L . .  .L L
 .  .  .N L, M is a left F M - and right F L -module. Since we shall beL
concerned only with their dimensions, we deviate from Ringel's notation
and put:
N L, M [ dim N L, M ; .  .F M . F M .
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N L, M [ dim N L, M ; .  . .F L F L.
F L : F M [ dim F L rdim F M .  .  .  .R R
 .  . w  .  .xwith R s Rrrad R, and write F L ; F M when F L : F M s 1.
Thus we always have the following formula which we have quite a few
occasions to use:
N L, M s N L, M F M : F L . .  .  .  . .F L F M .
w x  . aAccording to Rin, Lemma 2.5 , ``a s N L, M '' is equivalent to ``L [F L.
 .X ª M minimal right almost split with L ¦ X.''
 .2.1. LEMMA. Let L be a primary order. For a nonsplit exact sequence «
 .  .  .of left L-lattices, the following conditions 0 , 1 , and 2 are equi¨ alent:
« 0 ª L ª F ª M ª 0. .
 .  .0 The sequence « is almost split.
 .  .  .  .1 1.0 L g Ind L; 1.1 « splits on any maximal L-sublattice
Ä mLLU . .X m M; 1.2 F ( A .
 .  .  .  .2 2.1 M g Ind L; 2.1 « splits on any minimal L-o¨erlattice
Ä mLM . .Y p L; 2.2 F ( A .
 .  . w xProof. The equivalence 0 m 1 is Proposition 1.2 of AR, p. 448 ,
 .  .  .adapted to L-lattices, complemented with 2.0.1 i ; 2 is the dual of 1 .
2.1.1
Further assume the L is a suborder with radical R such that L s L q
 .R , R l L s R. Also assume that « is an almost split sequence as
 .  .  .  .L-lattices. Then the following three conditions 3 , 4 , and 5 for « are
equivalent:
 .  .3 « is an almost split sequence as L-lattices.
 .  .  .  .  .  U .  U .4 4.1 m M s m M ; 4.2 m L s m L .L L L L
 .  .  . U U5 5.1 R M s R M; 5.2 L R s L R.
 .  .  .  .Proof. 4.1 m 5.1 and 4.2 m 5.2 are obvious. Lemma 2.1 implies
 .  .  .  .3 « 4 and 5 . We shall see the converse. 5.1 implies that X is a
maximal L-sublattice if and only if it is a maximal L-sublattice. Hence
 .  .  .  .5.1 implies 1.1 as L-lattices. While 4.2 implies 1.2 as L-lattices. By
 .  .  .Lemma 2.1, we get 4 q 5 « 3 .
2.1.2
c w
XLet L be an overorder of L, L, M g Ind L and let 0 ª L ª F ª M ª
0 be almost split in L. If L f lat LX, then 0 ª LX L ª LXF ª LX M ª 0
 .split exact .
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Äc wÄÄ Ä Ä ÄProof. w, c has the unique extension w, c such that 0 ª L ª F ª MÄ
X X Ä X .  .  .ª 0 split exact . Obviously, we have w L F s L M, c L L ; Ker w lÄ Ä
L
XF. We are claiming that the last inclusion is in fact an equality. This
follows from Lemma 2.1, since LX L p L and c splits on LX L.
 . 2.2. LEMMA. Let L, L be an APP of rank G 2. Fix some i 2 F i F0 3
.  . =s , and assume that a holds, i.e., R s nG by some n g A . Leti i iy1
w xL, M g Ind L and L, M be an almost split sequence as L -lattices.iy1 iy1
2.2.1
w xThe sequence L, M remains almost split as L -lattices if and only ifi
 .the following condition 6 is satisfied.
 .  .  . U X X6 6.1 G M g lat G ; 6.2 L G g lat Liy1 iy2 iy1 iy2
 .  .  .Of course, condition 6 is equivalent to 4 or 5 in 2.1.1 taking
L s L , L s L .iy1 i
2.2.2
w xIf L, M g Ind L , then L, M remains almost split in L .iy2 i
Proof. G M s G L M s G M , LU GX s LUL GX siy 1 iy 1 iy 2 iy 2 iy 1 iy 2 iy 1
LU GX .iy2
2.2.3
U  . w U xAssume that tL s L in A L . Then L , L remainsiy1 iy1 iy1 iy1 iy1
almost split in L , in particular t LU s L .i L iy1 iy1i
Proof. As left lattices, RU is the minimum L -overlattice of LU .iy1 iy1 iy1
U y1 X .U U  U .Since R s n G , R g lat G . Since O L s L , weiy1 iy2 iy1 iy2 l iy1 iy1
have LU m G LU and G LU is the smallest G -lattice containingiy1 iy1 iy1 iy1 iy1 iy1
U U y1 X .UL . Hence we have G L s n G g lat G . As right lattices,iy1 iy1 iy1 iy2 iy2
LU G
X s RU s GX ny1 g lat GX .iy1 iy1 iy1 iy2 iy2
2.3
Let M be a L-bilattice, indecomposable as left or right L-lattices.
Ä = .  .Assume that: M s A; m M s m M s 2; there exist a , b g A suchL L L L i i
that M ( Lb q Lb , M ( a L q a L, and a b q a b s 0. ThenL 1 2 L 1 2 1 1 2 2
 .U  .Ut M ( M , Mt ( M .L L
Proof. As in the proof of 2.0.1, we know how to construct t M. A
straightforward computation yields the claim.
PRIMARY FRT ORDERS 611
2.3.1
X  X.  X .If L is an overorder of L such that m L s m L s 2. ThenL L L L
X  X .U X  X.UtL ( L , Lt ( L .L L
Proof. The existence of a , b above is obvious.i i
2.4
Let L be a non-Bass primary Gorenstein order with the radical R.
 . X  .  .i There is a unique minimal overorder L s O R s O R , withr l
X  4 Xthe properties: Ind L s Ind L j L ; L is primary non-Gorenstein with a
self-dual radical RX ( RXU ; R ( LXU.
 . X  .ii Any almost split sequence in L remains almost split in L. A L
consists of the remaining ones from LX and the following three:
XU X XU X XU X Xw xL L ª L , L L ª L , L , L L ª L [ R ª L . .
 .iii If L is FRT, L contains no suborder of FRT.
 . w xProof. i See HN1, Sect. 1 .
w
X .  .ii Let t M ª E ª M almost split in L , L g Ind L and a : L ª
M be a nonsplit L-morphism. If L / L, L g Ind LX and a is LX-mor-
 .phism. If L s L, L is L-projective and w surjective . Hence in any case
 .  x w .there is b : L ª E such that a s w ( b. By i , L , L has the above form
 X x X X X X n L. X  .and L R ª L in L . Let R s [L with L g Ind L , n L s
 X. w y1 x  X.  X. w XU X xX XN L, L . Since L, t L remains, N L, L s N L, L and L , LL F L. L L
has the given form.
 .iii Suppose that L p L is FRT. Then L is necessarily primary. If
L is Gorenstein we replace it by LX ; L. Thus L contains an APP ,3
contradicting Proposition 1.4.3.
2.4.1
Thus any non-Bass primary Gorenstein order L of FRT is minimal
among all FRTs, and is hanging to one and only one APP LX, whose3
 .Auslander quiver completely determines A L . On the other hand, for any
order LX, an exact criterion for LX to be the minimal overorder of some
w xprimary Gorenstein order is known HN1, Theorem 1.2 . The validity of
the condition depends on the algebraic or arithmetical nature of R or A.
However, it is a usable criterion, for example, there is no difficulty at all to
 .  .see: For any type of L , N , G and s choosing R and A , there is always0
 .an APP L with with given invariant which is the minimal overorder of3
some primary Gorenstein order, except for negatively answered cases




To avoid repetitions of similar arguments in the proof of Section 4, we
state some simple facts directly derivable from the definitions of almost
split sequences, in a somewhat general form. The first three subsections,
2.5.0]2.5.2, will be applied exclusively to the case with primary G , whilesy1
2.5.3 will be applied to general APP s.3
U  .Let L be a primary order and assume that tL s L. We write m M [
 .m M .L
2.5.0
 .  n .  .  n .  4Put L n , m [ L A , m , L n , m) [ L A , m) , and nr2 [ n y
w xnr2 for n g N. By 2.0.2, we have
 . w x .  U .0 If X g L ir2 , i with i G 3 hence X / L, L , then
i i
y1 y1t X s t X « X g L , i) m t X g L , i . 5 / /2 2
w x . w . xFor a natural number i G 2 and X g L ir2 , i , Y g L i q 1 r2 , i q
.1 , we say that Y is simply related to X at le¨el i if and only if, putting
X X [ t X, Y X [ t Y, the following conditions are satisfied:
 . Xa X % Y % X ;
 . w . x  . .b Y g L i q 1 r2 , i q 1 ) ;
 .  . U  .  .c c1 i s 2 « X s L , F X ; F Y ;
 . X  .  X.c2 i ) 2 « t X s X, F X ; F X .
2.5.1. LEMMA. Assume that Y is simply related to X at le¨el i.
 . X y1  . 4 . w X x X Xi Y s t Y g L i q 1 r2 , i q 1 . If i s 2, X , X X ª Y
ª X.
 .  .  X.  .ii F Y ; F Y ; F X and
w X x X X XY , Y Y ª X [ Z ª Y , X ¦ Z ,
w X x X X XY , Y Y ª X [ Z ª Y , X ¦ Z.
 . X Xiii Z g Ind L m Z g Ind L; if i ) 4, each of Z and Z has not
more than two summands.
 . X X y1iv If Z of Z is indecomposable, Z s t Z s t Z, and Z is simply
related to Y at le¨el i q 1. Hence we ha¨e:
w X x X X XZ , Z Z ª Y [ W ª Z, Y ¦ W ,
w X x X X XZ, Z Z ª Y [ W ª Z , Y ¦ W .
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&
X y1 i .  .  .  .Proof. i By a , Y ¬ E X and t Y ¬ E X . Since E X s A , .&&
X Xy1  iq1.r24 y1 . 4 Y s t Ys A and 2 i q 1 r2 ) i, we have Y s t Y g L i q
. 4 .1 r2 , i q 1 . We also get:
 .  X .  X X.X X1 N Y , X s N X , Y s 1.F Y . F Y .&
X X2 m X .  .If i s 2, Y s A s A , and Y s E X .
 .  . w . w U .  X x  x Xii If i s 2, by c1 , X s L X ª Y, X s L Y ª X . If
X X Ä2 2w iq1.r2x .  .  . w . xi ) 2, by c2 , Y ¬ E X s E X and Y s A . Since 2 i q 1 r2
G i, we have seen for any i G 2:
 .  .  X.2 N X, Y s N Y, X s 1.F Y . F Y .
Put
a [ N Y X , X s N X , Y , .  .  .F XF  X .
a X [ X N Y , X X s N X X , Y X X . .  .  .F XF  X .
 .  . w  X.  .x w  .  .x X w  .  X.xBy 1 and 2 , a s F Y : F X s F Y : F X , a s F Y : F X
w  X.  .x  .   X.  .s F Y : F X . By c including the case i s 2, where F X s F L
 U .  ..s F L s F X ,
 . X w  .  .x w  X.  .x3 a s a s F Y : F X s F Y : F X .
 .  .Thus the claim of ii is equivalent to a s 1, which is assumed in c1 for&
X Xi s 2. Assume i ) 2 and a s a s 2. Comparing , Z has a nonzero .
X  .  . 4summand L g Ind L. Then Y % L and m L G i q 1 r2 . On the other
 .  .  X.  .  . 4hand m L F m Y q m Y y 2m X s 2. Hence i q 1 r2 s 2, i s 3,
 . X X Xand E L s Y . But then t L % Y and t L s X or t L ¬ Z. But for i s 3,
Ä Xa s 2, Z s 0. If t L s X , then L s X, a contradiction.
 .  X .  .  .iii We have m Z F i q 2; m Z F i q 2 if i G 3; m Z F 5 if
i s 2. Hence if Z or ZX is decomposable, it has a summand L g Ind L
 . w . xwith m L F i q 2 r2 including the case i s 2. Then, as is easily seen,& &
X Xw iq2.r2x ÄL / L and t L ¬ Z or Z. Since t Lm A ; Z ; Z , t L is a proper&
X mL. Äsummand. If L g Ind L is a summand of Z or Z , E L s A > Y s .
w iq1.r2x w . x XA . If i ) 4, 3 i q 1 r2 ) i q 2 and Z or Z cannot have three
summands.
 .  . Xiv By ii , t Z s X or Z . If i s 2, X is injective and t Z s X
cannot occur. If i ) 2, t Z s X implies Z s X X, a contradiction. Similarly,
ty1Z s X or ZX implies ty1Z s ZX. Hence ZX s t Z s ty1Z, which im-
 .plies, by 0 ,
i q 2 i q 2
Z g L , i q 2 l L , i q 2 ) . . /  /2 2
 .  .  .Z is simply related to Y at level i q 1 by i , ii , and iii .
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2.5.2
Suppose that Y is simply related to X s LU.
 . U Xi Starting with X s L , X s L, we can build up the diagram as
high as the successive Z, W, U, . . . , are indecomposable. In application for
. primary FRTs , it can be indecomposable at most up to level 6 U is
.  .indecomposable, V is not . In the diagram below, say Z s Z 2, 4 indicates
 .that Z g L 2, 4 . Each arrow is an irreducible morphism:
V X 4, 7 V 3, 7 .  .
p o p o
X XU 3, 6 U 3, 6 U 3, 6 .  .  .
o p o p
XW 2, 5 W 3, 5 .  .
p o p o
XZ 2, 4 Z 2, 4 Z 2, 4 .  .  .
o p o p
XY 2, Y 1, 3 .  .
p o p o
X XX 1, 1 X 1, 2 X 1, .  .  .
 . ii Thus the main task is successively to check whether Z then W,
.then U is decomposable or not; if yes, find the summands. The task is not
all-laborious since each level has its own distinct target type. For example:
 . X X Xiii X or X is never a summand of any of Z, Z , W, W , . . . . For,
 .the target of the irreducible map from X is type 1, 3 . Hence the only
possibility for X to be a summand is X ¬ ZX. But this is eliminated by
 .Lemma 2.5.1 ii . Similarly, the only possible for Y to be a summand is
X  .Y ¬ W, since Y ¬ W is eliminated by Lemma 2.5.1 ii .
2.5.3
Assume that L is a nonmaximal primary order and tLU s L. Let
RU s [Ln L., R s [LXn XLX . be indecomposable decompositions. Thus
X XXn L . X U n L.L [L ª L , L L ª [L . .
 . U0 There is no irreducible morphism between L, L . In particular,
t L, ty1LX exist.
 .  U .  .a L.  y1 X.a XLX .  . X X.Xi E L s [ t L s [ t L with a L , a LL L
G 1.
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X Ä ÄX XU .  .  .ii If there exist L, L such that L s L , m L s m L s m ) 1,
y1 X  . X X.then t L s t L , a L s a L s 1. Putting M [ t L:
w x U b X U XM , L M ª L [ Z ª L, L ¦ Z ,
w X x X b XL , M L ª L [ Z ª M , L ¦ Z,
 .w  .  U .x X X X.w  X.  .x m bwith b s n L F L : F L , b s n L F L : F L , and A s A& XX b Ä[ Z s A [ Z.
 . X X Xiii Further assume that L s L , m s 2, b s b s 1, and Z g
Ind L. Then
w X x XZ, Z Z ª M [ W ª Z ,
w X x X XZ , Z Z ª L [ W ª Z.
 . UProof. 0 L % L « L % L « L ( R.
 .  U . X . U  . Ui M ¬ E L s E L m M % L respectively, L % M m L %
y1  X .t M s L respectively, L s t M % L .
&& &
X X XU Uy1 2 y1 .  .  .ii t L, t L ¬ E L s E L , E L s A , t L, t Lp A. Hence .
y1 X  . X X. U X y1t L s t L , a L s a L s 1. M s t L % L % L, L % L % t L s M.
& &
X X X XÄ .  .  .iii Z s Z s A, m Z F 2m y 2 s 2. Thus m Z s 2, and t Z s&
X X X X XÄ .A. Since t Z % M, L / t Z ¬ E M , i.e., t Z ¬ Z. Since Z s t Z , t Z s Z.
Since L s LX % Z, t ZX s LU or ZX. Since LU is injective, t Z / LU.
 .2.6. LEMMA. In general, let L be an R-order, R [ rad L, G [ O R .r
= X  . y1Assume that R s nG by some n g A , hence G [ O R s nGn . Let Ml
 .  .be a left L-lattice and put a [ l GMrM , b [ l MrR M .L L
 .  U U .i l M rM R G a.L
 .  U U . Xii l M rM R s a if and only if R M is the largest G -latticeL
contained in M.
 . X  U U .iii If b s 1 and G M p M, then l M rM R s a.L
 .Proof. i The inclusion GM > M > R M induces the inclusion
UU U UU y1R M > M > GM s n R M s R M n .  .  .  .
U UX Us R M G n s R M R > M R , .  . .
 .hence i .
 .  U U . U X U  .Uii l M rM R s a m M G n s M R s R M R sL
 .U X U X  .U  .U XR M G n m M G s R M m R M is the smallest G -lattice con-
taining MU m R M is the largest GX-lattice contained in M.
 . X Xiii If b s 1 and G M p M, R M is the largest G -lattice contained
in M.
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2.7. Simple Subdirect Product
q  .Let L be an R-order, U, V g lat L, M [ U [ V, p respectively, p :U V
q  . qM ª U respectively, V be the projection. A L-sublattice M m M will
 .  .be called a nontrivial subdirect product if and only if p M s U andU
 . y yp M s V. Putting U [ M l U, V [ M l V, we have the followingV
 .commutative diagram 0 with exact rows:
pU
0 ª V ª U [ V ª U ª 0
5­ ­
0 . y0 ª V ª M ª U ª 0
5 ­ ­
y y y y0 ª V ª U [ V ª U ª 0
We have a similar diagram induced by p , hence:V
 . q y y1 M rM ( VrV ( UrU ( MrM as L-modules.
Let us call M a simple subdirect product if and only if MqrM is a simple
L-module.
2.7.1
Assume that L is primary. For a subdirect product M ; Mqs U [ V,
the following conditions are obviously equivalent.
 .2 M is a simple subdirect product.
 .  .3 Each vertical arrow in the diagram 0 has a simple cokernel.
 .  . y y y4 M s L u, ¨ q M by u g U y U , ¨ g V y V .
2.7.2
Assume that X is indecomposable and maximal in Y [ Z for some
Y / 0, Z / 0. Then X is a subdirect product with Xqs Y [ Z.
3. G OF APPiy1 3
 .Let L, L be an APP of rank s.0 3
 .3.1. LEMMA. Fix some i 1 F i F s and suppose that there exists an
R-order G r L such that G > G p L .iy1 iy1 i
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3.1.0
G ; GX , i.e., R is a two-sided G-ideal.iy1 i
Proof. If i s 1, G s GX s L . Assume i G 2, and we shall showiy1 iy1 0
that GR s R . Since GR ; G l R ; G l L s L by 1.4.2, wei i i 1 iy1 1 iy1
have R ; GR ; L l R s R . If GR s R , G > L q R si i iy1 1 iy1 i iy1 i iy1
L , a contradiction.iy1
3.1.1
G s GX , hence R is a two-sided G -ideal.iy1 iy1 i iy1
Proof. If i G 2 and G / GX , then G ; G l GX s L . Henceiy1 iy1 iy1 iy1 iy1
G s L by 1.4.2, a contradiction.iy1
3.1.2
GrR is not a sfield.i
Proof. Putting G [ G rR > G [ GrR , if G is a sfield 3 siy1 iy1 i i
w x w xw xG : L s G : G G : L , a contradiction.iy1 i iy1 i
3.1.3
G is primary if and only if m [ rad G p R . If that is so, m is ai
two-sided G -ideal such that G s L q m and rad G > m p R > m 2.iy1 i iy1 i
Proof. If G is primary, by 3.1.2, rad G p R . If rad G p R , G s L qi i i
rad G, Grrad G ( L rR and G is primary. By Nakayama's lemma for lefti i
 .  .G-modules: G p G q rad G G , hence G q rad G G s G andiy1 iy1 iy1
 .rad G G ; G. Since G is primary, the last inclusion is equivalent toiy1
 .rad G G s rad G. Similar consideration for right G-modules impliesiy1
 .  .2G rad G s rad G. Since rad GrR is simple, R > rad G .iy1 i i
3.1.4
If G is primary and i G 2, then G is primary.iy1
Proof. We have G s L q G s L q R q L q rad G s L qiy1 iy1 i iy1 i i
rad G . Hence G rrad G ( L rR .iy1 iy1 iy1 i i
3.1.5
 .Assume s G 2. Then G is primary respectively, nonprimary if and only1
 .  .if G 2 F i F s are all primary respectively, nonprimary .iy1
 .Proof. Obviously G nonprimary « G 1 F i F s nonprimary «sy1 iy1
 .G nonprimary. While 3.1.4 implies G primary « G 2 F i F s1 sy1 iy1
primary « G primary.1
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3.2
 .Fix some i 1 F i F s and suppose that G is not primary so thatiy1
E l G / B by 1.2.3. Let e g E l G , e [ 1 y e. Thus, R e ;Ç1 iy1 1 iy1 i
 .R G s R and R s R e [ R e. Since L is primary m L e s 1.Ç Çi iy1 i i i i i L ii
 .Using 1.2 4 , we have:
3.2.0
Each inclusion arrow in the following diagrams has a simple cokernel as
 .L or L -modules.i
1 G s G e [ G e ¤ L e [ L e . Ç Çiy1 iy1 iy1 i i
­
L ¤ R s R e [ R eÇi i i i
 .  .2 L e s G e s L e ¤ R e s R e ( L n e .0 iy1 i i 1 0
 .3 G e ¤ L e ¤ R e.Ç Ç Çiy1 i i
 .4 If i G 2, G e s L e, G e s L e s L e.Ç Çiy1 iy1 iy1 iy1 0
3.2.1
 .  .U .Assume that a holds. Then m L e s 1.Çi L ii
X  .Proof. To apply Lemma 2.6, it suffices to see that G L e p L e. IfÇ Çiy1 i i
X X  .i s 1, G s G s L . If i G 2, G L e > L e p L e.Ç Ç Çiy1 iy1 0 iy1 i iy1 i
3.2.2
 .Assume that a holds. If G [ L e [ L e is an order, thenÇi i i
 .  .U  .i Ge ( eG, hence Ge s L e is an indecomposable bijectiveÇ Ç Ç Çi
opp opp  4G-lattice. We have Ind G s Ind G j eG .Çiy1
 .  .ii If M is a two-sided L-ideal such that O M s G and M G sr iy1
 . =R s nG , then M s n G by some n g nG .i iy1 1 1 iy1
 .  .U .  .U .  .U .Proof. i By 3.2.1, 1 s m L e s m Ge G m Ge andÇ Ç ÇL i L G
 .U .  .Um Ge s 1. Hence there is a projective cover P ª Ge as rightÇ ÇG
G-lattices by some indecomposable projective P. Since G s eG [ eG, PÇ
 .Umust coincide with eG so that eG ( Ge . Since eGG s eG p eG, eGÇ Ç Ç Ç Ç Ç Çiy1 iy1
is not a G -lattice. In particular, eG is not G-isomorphic to its minimumÇiy1
w xoverlattice eG . Hence by the rejection lemma HN2, 2.2.1 we haveÇ iy1
opp opp  4Ind G s Ind G j eG .Çiy1
 .  .  .ii By i , the assumption O M s G implies that M s eG [ L byÇr
some L g Ind Gopp. Then the assumption M G s R implies thatiy1 iy1 i
M G s eG [ L s R ( G s eG [ eG ,Ç Çiy1 iy1 i iy1 iy1 iy1
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so that L ( eG s eG and M ( G as right G-lattices. Hence M s n Giy1 1
with n g nG= .1 iy1
3.2.3
 .Assume that L, L is an APP of rank s G 2 with nonprimary G .0 3 1
 . X i There exists « g E l G such that G s L « [ L « 2 FÇ1 sy1 iy1 0 iy1
.  .i F s . We have L « g Ind L y Ind L 1 F i F s .Çi i iy1
 . =  .ii There exists n g A such that R s nG , i.e., a holds.s sy1 s
 .Proof. i By 3.1.5, G is nonprimary and there is « g G l E . Bysy1 sy1 1
3.2.0, G s L « [ L « . By 1.2.2, « g EXÇiy1 0 iy1 1
 .  .ii By 3.2.2 ii , obvious induction works.
3.3
 .Let L, L be an APP of rank s G 1, and assume that E / B. For0 3 1
 .  .  .  4« g E , let O « denote the n-orbit of « in E cf. 1.2 . Namely, O « s «1 1
 .  .   .4   . 2 .4if « ; n « ; O « s « , n « or « , n « , n « in general. Put
L « [ L e : e g O « ; Ind L . 4 .  .0 0
By 1.2.1, in the notation of 2.0.2, we have:
 .  .  .  .  .0 L A« , 1 s L A« , 1) s L « 1 F i F s .L Li i
3.3.1
The Auslander transform t s t induces the bijections:L i
t .  .  .   .41 L « ¤ L A« , 1 s L e: e g O «Ç ÇL ii
 .U y1t .   .4  .  .2 eL : e g O « ª L A« , 1) ª L « .Ç Çi L i
y1  .Proof. By 2.0.2, we have t and t above. Since L 1 F i F s isi
 .  .  . Xprimary, L e g L A« , 1 and tL e g L « by 1.2.1 iii . Since L e ( L eÇ Ç Ç Ç Çi L i i ii X X  .implies L e ( L e and e ; e . Hence we get the equality in 1 , andÇ Ç0 0
 .similarly for 2 .
3.3.2
 .  .  .i For any « g E , L A« , 1 s L A« , 1) .Ç Ç1 L L1 1
 .  .Uii For any e g E , L e ( eL .Ç Ç1 1 1
 . w x  wiii The almost split sequence tL e, L e respectively, L e,Ç Ç Ç1 1 1
y1 .x. t L e in L remains almost split in L if and only if e f G respec-Ç1 1 1 1
X .tively, e f G .1
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 .Proof. i By 3.2.1.
 .  .  .  .  .ii If n e ; e, L « is a singleton set, hence by i , L e ( eL . IfÇ Ç1 1
 .n e ¤ e, by 1.2.2, L e q L e is an order and 3.2.2 is applicable.Ç0 1
 .  .  .iii We shall check the condition 6 of 2.2.1. Since tL e g L « ,Ç1
 .6.2 is obvious;
6.1 m G e s G e m L s G s L e [ G e p G m e f G . . Ç Ç Ç1 0 0 0 0 1 1 1
3.4
 .  .  .Let L , L s L , N , D be an APP of rank 1. Let G s G L , L s1 0 0 3 1 0
 .G L , N , D denote the totality of orders sitting between L and L :0 1 0
 4G [ G : L p G p L .0 1
 .G is the disjoint union of two sets G respectively, G consisting ofpr n. pr
 .primary respectively, nonprimary Gs.
3.4.1
 .  .i The map e ¬ G e [ L e q L e induces a bijectionÇ0 1
X
E ª G .1 n . pr
 .  .  .  .ii G s B unless L , N is of type IVb or Vb .pr 0
 .  .Proof. i If G g G , by 3.2.0, G s G e by some e g E . Since it is ann. pr 1
X  . X  .order, e g E by 1.2.2. Hence e ¬ G e is surjective. If e ; e , by 3.3.1 ii ,1
X  .  X.L e ( L e and G e ( G e as L -lattices. Since both are orders, the lastÇ Ç1 1 1
 .  X.condition is equivalent to G e s G e .
 .ii By 1.3 and 3.1.3.
3.4.2
 .  .  .Assume that L , N is of type IVb or Vb . Put R [ rad L0 1r2 0
  .2 .  .   ..respectively, rad L in case IVb respectively, Vb and L [ L0 1r2 1
q R .1r2
 .  4i G s L .pr 1r2
 .ii L is a primary Bass order.1r2
 .Proof. i It is obvious that m s R is the unique two-sided L -ideal1r2 0
satisfying the condition rad L > m p R > m 2 of 3.1.3.0 1
 .  .ii Since L is maximal, O R s L and L is Bass.0 r 1r2 0 1r2
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3.4.3
 .For any APP of rank s G 2, a holds.3 2
Proof. If G is primary, G s L . Being primary Bass, G satisfies the1 1 1r2 1
 .property of G in 3.2.2 ii , and R s nG .2 1
3.4.4
 .Assume that L, L is an APP of rank s G 2, with nonprimary G .0 3 1
Take « g G l EX as in 3.2.3.sy1 1
 .i We have the following equivalences:
e ¤ « m e f G m L e s L e m L e s L eÇ Ç Ç Ç1 1 2 i 1
1 F i F s ; .
e ¤ n « m e f GX m eL s eL m eL s eL . Ç Ç Ç Ç1 1 2 i 1
1 F i F s . .
 .ii
L A« , 1 s L « j L e : « / e g O « 1 F i F s , 4  4 .  .  .Ç Ç ÇL i 1i
L A« , 1) s L « j L e : n « / e g O « 1 F i F s . 4  4 .  .  .  .Ç Ç ÇL 1 1i
 .Proof. i The first m , by 3.4.1. The third by 1.0.1. The second by
e f G m G e s G e m R e s R e m L e s L e.Ç Ç Ç Ç Ç Ç1 1 0 2 1 2 1
 .  .  .ii Obviously by i and 3.3.1 1 .
3.4.5
 .  .Let L, L be an APP of rank s, with the dominating pair L , N of0 3 0
 .  .type Va or VI , then s s 1.
Proof. By Proposition 1.4.3 and 3.4.1.
3.5. APP of Rank 23
 .Once a is established, an APP of rank 2 turns out to be still a2 3
 .  .relatively simple object. Fix L , N , D , G g G L , N , D , and a genera-0 0
tor n of N , N s n L . It is straightforward to observe:0 0 0
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3.5.1
 .   .The APP s of rank 2, dominated by L , N , D , G i.e., L, L such3 0 0
.that R s N , L rN s D , G s G are in one-to-one correspondence with1 1 1
 = X. = Xthe pairs n mod G , D , where n g n L and D ; L rnG, satisfying:0 0 1
 . y1  .1 L ; nGn i.e., nG is a two-sided L -ideal ,1 1
 . X2 D is a subsfield of L rnG, isomorphic to D.1
The correspondence is given by n [ a generator of R ; DX [ L rR ;2 2 2
L rR .1 2
3.5.2
 .In particular L , N , D , G dominates some APP of rank G 2 if and0 3
=  .only if there exists n g n L satisfying 1 and, moreover,0 0
 X.  .2 0 ª NrnG ª L rnG ª L rN ª 0 split .1 1
3.5.3
 .  . y1 .Note that condition 1 of 3.5.1 is residual, 1 m D ; nGn rN ,
 X.while 2 is not residual but automatically satisfied if one assumes that
Rrrad R is perfect with cohomological dimension F 1.
3.6
 .  .Let L, L be an APP of rank s G 2, dominated by L , N , D , G .0 3 0
 . XAssume that G is nonprimary so that G s G s G e by e g E .1 1 1
3.6.1
The following conditions are equivalent.
 . X1 G s G .1 1
 .  .2 n e ; e.
 .3 e g Center A.
 .  .  .  .Proof. By 1.2.2 iii , 2 m 3 . By a , R s nG by some generator n2 2
 .  .  . y1  .  .  .of N. 1 m G e s nG e n « 2 is obvious. We shall show 2 « G e
 . y1  .  . y1  .s nG e n . By 3.5.1 1 , nG e n contains L ; it also contains n e ,1
 .  . y1   ..   ..  .hence by 3.4.1 i , nG e n s G n e . G n e is equal to G e , again by
 .3.4.1 i .
3.6.2
Assume that e f Center A. Then s s 2. Moreover, L s L is not the2
minimal overorder of any primary Gorenstein order.
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Proof. Since G / GX , s s 2 by 3.1.1. Suppose that L is the minimal1 1
w x  .Uoverorder of primary Gorenstein order. Then by HN1, 1.2 , R ( R .L L
X  .  . X  .USince R ( G s L n e [ L n e by the G -version of 3.2.0 and R (ÇL 1 0 1 i L
 .U  .U  .  .  .eL [ eL ( L n e [ L e, the last ( is by 1.2.1 ii and 3.3.2 ii ;Ç Ç0 1 0 1
 .  .  .we have L n e ( L e. Hence n e ; e by 3.3.1 1 , a contradiction.Ç Ç1 1
 .  .  .3.6.3. Remark. n e ¤ e can happen only in case II or VII . In case
 . < <  .  . < <VII , G s 3 and all Gs are G e with noncentral e. In case II , G s 3
 .and one G is G e with central e and the others with noncentral e.
3.6.4. Proof of Theorem 0.3.5. Assume that s G 3. In 3.9, it will be
shown that if G is primary then s F 2.1
 .  .i There is e g G l E l Center A. Hence L , N is of typesy1 1 0
 .  .  .  .I , II , III , or IV . V [ L e s Le is the maximal order of a sfield;0
 4D [ L e: 0 F i F s is a primary Bass chain of rank s; N [ rad D sÇi i i i
 .R e; L 1 F i F s is a simple subdirect product:Çi i
V [ D p L p rad V [ N .i i i
 .ii If L s L is a simple subdirect product of the above form withs
s G 2, then L is a minimal APP if and only if D is a minimal primary3 s
Bass order.
 .Proof. i By 3.6.2, e g Center A. By 3.1.5, G is not primary so thatsy1
we can take e in G . Then, by 3.2.0,sy1
G s L e [ L e s L e [ L e p L p R s R e [ R e.Ç Ç Çi i i 0 i i i 1 i
 .  4By 0.2.4 ii , V is the maximal order in a sfield; D is a primary Bass chain,i
 .and it is of rank s by 3.2.0 3 . Since D rR e s L erR e is L e-simple,Ç Ç Ç Çi i i i i
R e s N .Çi i
 .ii The if part is obvious since we are assuming s G 2. The only if
part is valid for s s 1. A simple subdirect product L, V [ D p L ps
 .rad V [ N , is uniquely determined by a g Hom V, D ass R -alg s
y1L s w X , w : V [ D ª V [ D [ Vrrad V [ D rN , .a s s s s
X [ x , a x : x g V . . . 4a
Assume that D is not minimal, D p D . Then, by the canonicals s sq1
 .isomorphism D ( D , we can identify Hom V , D withs sq1 R -alg s
 .Hom V, D so that L always contains L , which is determinedR -alg sq1 sq1
by the same a as L.
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3.7
In view of 3.4, if s F 2, we have:
 .  .  .  .  .1 G is primary m Va , Vb , IVb , or Vb .sy1 ss1 ss1 ss2 ss2
We shall soon eliminate the restriction s F 2. In this and the following
 .process, the latter three cases on the right-hand side of 1 need some
special care. Since the minimal overorder of the local ring of the plane
curve singularity of types E , E , E are these types and known as the6 7 8
 .difficult cases for determining A L , it may be more suggestive to call
them:
 .  .  .  .2 E s Vb , E s IVb , E s Vb .6 ss1 7 ss2 8 ss2
3.7.1
Assume that s s 1 or 2 and G is primary. Put G [ G and L s L .sy1 sy1 s
Ä  .Let M be a L-lattice such that M s A and M f lat L . Then by a ,sy1 2
GM ( G and up to L-isomorphism one may assume:
 .3 G s GM p M p R M s R.
 .Hence m M s 1 or 2, and we obviously have:L
 .  .4 m M s 1 m M ( L.L
 .By a we can apply Lemma 2.6 and:2
 .  .  .  U . U  .5 m M s 2 and m m m M s 1 m M ( L , where m de-L L
notes the condition:
 .m R M is the largest G-lattice contained in M.
 .In case Va , R s R s rad G s rad L is the maximum G-sublattice,ss1 1 0
 .and m is unconditionally valid. In particular, there is no order sitting
between L and L and we have:0 1
3.7.2
 .  .Assume that the dominating pair of L, L is of type Va . Then s s 1.0
Ä UIf M g Ind L and M s A, then M ( L , L or L .1 1 1 0
3.8
 .Assume that L, L is of type E , E , or E . Put G [ G as above0 6 7 8 sy1
X  . X  .and further L [ L respectively, L , R [ R respectively, R in1r2 1 1r2 1
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 .case E respectively, E or E . We have the following inclusion diagram6 7 8
with each arrow having a simple cokernel:
G ¤ LX ¤ L
­ ­ ­
Xrad G ¤ R ¤ R
3.8.0
G-lattices between G and R are uniserial:
G ¤ rad G ¤ RX ¤ R .
Proof. It is obvious for E , since G is maximal. Otherwise, G being6
primary Bass, rad G is the maximum G-sublattice of G. We shall see that
rad G p M s GM p R implies M s RX s R . Since MrR is simple, so is1
RUrM U. Then MU is a maximal right G-lattice of RU ( GU ( G and is
isomorphic to rad G ( L . Thus M is a maximal L -sublattice of rad G (0 0
L , i.e., M s RX.0
3.8.1
X Ä  .If M g Ind L y Ind L and M s A, then m M s 1 or 2 andL
m M s 1 m M ( L , .L
m M s 2 m M ( LU . .L
 . XProof. By 3.8.0, condition m in 3.7.1 is equivalent to M r R M. If
X X  X. XM > R M then L M ; L q R M ; M, and M g lat L .
3.8.2
If M is a maximal L-sublattice of G such that LX M p M, then M ( LU.
 .Proof. The condition for M implies m M s 2.L
3.8.3
X Ä 2  .If M g Ind L y Ind L and M s A , then m M F 4.L
Proof. Let M be such a lattice and Mq[ GM s U [ V. We may
 .assume U ( V ( G in case E and, by 1.0 14 , V ( G, U ( G or L in case6 0
X  .  .E , E . Since M m L M ; GM, we have m M - m GM s 6. Suppose7 8 L L
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 . qthat m M s 5. Since M rM is L-simple and M is indecomposable, ML
 .is a simple subdirect product cf. 2.7 :
Mqp M s L u , ¨ q Myp Mys Uy[ Vy .
y  y.  .with a maximal L-sublattice U respectively, V of U respectively, V .
X q X X . X ySince M f lat L , M s L M s L u, ¨ q L M . This implies that
 q X y. X y X yXm M rL M s 1, hence U s LU or V s L V . If U ( L , RU sL 0
RXU, hence Uyg lat LX and U p LXUy. We may well assume that V s LXVy.
By 3.8.2, Vy( LU. Then, LU being L-injective, the short exact sequence
0 ª Vyª M ª U ª 0
splits, contradicting the assumption that M is indecomposable.
3.9
 .Let L, L be an APP of rank s. Then G is primary if and only if it0 3 sy1
 .is of type Va , E , E , or E .ss1 6 7 8
 .Proof. If s G 3, by 3.1.5 and 3.7, L , L is of type E or E and2 0 7 8
G p G p L . Then, by 3.8.2, G ( LU , which is a contradiction, since1 2 2 2 2
 U .O L s L / G .r 2 2 2
3.10
 .Let L, L be of type E .0 8
3.10.1
Pick u, ¨ g A= such that uL s p s rad L , ¨L s p 2. Define two0 0 0
 .L-lattices in A [ A s A, A by:
M s M u , ¨ [ L u , ¨ q L , L , .  .  .1 1 1
Q s Q u , ¨ [ L u , ¨ q L , L . .  .  .1
We have the following:
 .0 L Q s M.1
 . U1 Lu q L s L u q L ( L .1 1 1 1
 . U2 L ¨ q L ( L , L¨ q L ( L .1 1 1r2
 .3 M and Q are simple subdirect products:
LU , L p M p L , L , LU , LU p Q p L , L . .  .  . .1 1r2 1 1 1 1
 .  .  U .4 m Q s m Q s 3.L L
 .  U . U5 The first projection L , L ª L induces an almost split1 1r2 1
w
Usequence L ª M ª L as L -lattices.1 1 1
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 .Proof. 0 Obvious.
 .  .1 The first equality is by Nakayama's lemma. The rest of 1 and
 .2 are by 3.8.
 . U3 We write L u q L s L by abuse of notation.1 1 1
 .  .  U .  .  .4 By 0 , RQ s R M s R L , L s R , R so that m Q s 3.1 1r2 1 L
U  .Since Q is also a simple subdirect product of the same form as Q by 3 ,
 U .we have m Q s 3.L
 .  .5 We shall apply Lemma 2.1 1 . Any
s [ a ¬ a, ay : A ª A , A .  . .Ä
is a splitting section of w. A maximal L -sublattice X or LU s L u q LÄ 1 1 1 1
 . U  .has either one of the forms a X s L x with x g L or b X s L u q1 1 1
R s L u.1 1r2
 .  .In case a , take y as the unique element of L such that x, xy g M.1r2
 .  .  . y1  .Then s X s L x, xy ; M. In case b , take y s u ¨ . Then s X sÄ Ä1
 .  . 2 .  U .L u, ¨ s L u, ¨ q p u, ¨ ; M. If w splits, then s L ; M, i.e.,Ä1r2 1 1
 .  . = =1, y , u, uy g M by some y g A . If y g L , uy f L , a contradiction.1 1r2
Hence y g R , and uy g R ; L so that u g L , a contradiction.1 1 1 1
3.10.2
Fix some M g lat L and also fix some maximal L-sublattice Q of M.
Suppose that L is a simple subdirect product
L , M p L p P , Q .  .0
so that P is a maximal L-sublattice of L and has one of the forms0
 . U =6 P s p , L x, or L x with x g L .1r2 1 0
 .i Up to L-isomorphism, L is uniquely determined by the isomor-
phism class of P.
 .ii Further, assume that M s L Q. If P ( p or L , then the first1 1r2
w
projection L ª L splits. In particular, if ever there exists an indecompos-0
able L of the above form, it is unique up to L-isomorphism.
 .  . X  X . XProof. i Let L , M p L p P , Q and P ( P. Let p be a prime of0
 . X UL . By 6 , we may well assume that P s P s p , L , or L q L p ( L .0 1r2 1 1 1
 .  . X  .  .Then L s L u, m q P, Q and L s L lu, m q P, Q by some l g
L=, u g L y P, and M g M y Q. Although u is not necessarily normal-0
izing L, one can always find some u g L y P such that L=u q P s uL=0
 2q P for example, take u s 1, p , p according to the cases P s
. Xp , L , L q L p . This obviously implies that L ( L .1r2 1 1
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 .  .  .  .  .ii By i we may assume that L s L 1, m q p , Q or L p , m q
 .L , Q by some fixed prime p of L . Since L e p m R s L n e1r2 0 1r2 1r2
p n m L e p n, L s L q p nL and M s L Q s Q q p nQ. We may1 1
 .take m s p nq g M y Q with some q g Q. If P s p respectively, L ,1r2
 .  .   ..take s : A ª A, M as a ¬ a, ap nq respectively, a, anq . ThenÄ
 .s L ; L.Ä 0
 .4. A L
 .  .Let L, L be an APP of rank s, dominated by L , N . We shall0 3 0
 .describe the Auslander quiver A L of L. For notation see Section 2. We
need to use somewhat different treatments according as G is primary orsy1
nonprimary. In 4.1, we shall mainly be concerned with the case of nonpri-
mary G .sy1
 .4.1. A L1
Let s s 1, L s L . First of all we have1
n  e. U U n  e. .  x  . w .  .0 L [ L e ª L ; L L ª [ L e .1 0 1 1 1 0eg E eg E
4.1.1
 .  .We have the following distinct almost split sequences if E / B :1
U .  .1 L e ª L ª L e e g E ;Ç1 1 0 1
 .  .  .2 L n e ª L ª L e e g E .Ç0 1 1 1
y1 .  .  .Proof. By 3.3.1, t L e s L s e by some permutation s of O « .Ç1 0
w U . U  .  .By L : Le ª L ª L s e almost split . Since Le m L e, by 2.1.2,Ç Ç Ç1 0 0
U  .  . UL e ª L L ª L s e split . Since L is the maximal L-sublattice ofÇ0 0 0
U U  .  .  .R ( L , L L ( L , hence s e ; e, getting 1 . To get 2 , consider0 0 0
 .  .  .the right module version of 1 and take its dual, by 1.2.1 i and 3.3.2 ii :
U U
eL ( L n e ª L ª eL ( Le. .  .  .Ç Ç0 0
4.1.2. THEOREM. Assume that G is nonprimary, i.e., E / B. Then0 1
tLU s L . Put1 1
UL [ L e e g E , L e e g E , L , L .Ç 4 .  .0 1 1 1 1 1
 .  .  .i If E s E , Ind L s L and A L consists of the sequences 0 ,1 1 1
 .  .1 , 2 , and
 .n eU Uw xL , L L ª L e ª L . .Ç[1 1 1 1 1
egE
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 .  .  4ii Assume E p E / B, so that we are in case IV and E s e ,1 1
 4  .E s e, e . Put M [ t L e . ThenÇ Ç1 0
w U x UL , L L ª M [ L e ª L .Ç1 1 1 1 1 1
 .  .  .  4iia If L , N is of type IVa , Ind L s L j L e, M andÇ0 1 0 1
 .A L consists of two more sequences:1
 . U 2 23a M ª L ª L e, L e ª L ª M .Ç Ç1 1 0 0 1 1
 .  .  .  4iib If L , N is of type IVb , Ind L s L j L e, M , LÇ0 1 0 1 1r2
 .and A L consists of three more sequences:1
 . U3b M ª L [ L ª L e; L e ª L [ L ª M ; LÇ Ç1 1 1r2 0 0 1 1r2 1 1r2
ª M [ L e ª L .Ç1 0 1r2
 . U U  . UProof. By 1 , L e % L , hence tL % L e. By 2 , tL s L . By 2.5.3,Ç Ç1 1 1 1 1 1
U a  e. .  .  .A E L s [ t L e .0eg E
 U . a  e.  U . UIf E s E , E L s [L e . Since L s L L ª L E L ª L L sÇ1 1 0 0 0 0
 .  .  .L split by 2.1.2, we have a e s n e , getting i . If E p E , we obviously0 1
 U .  . Xhave E L s M [ L e. We apply 2.5.3 ii , with m s 2, L s L s L e. InÇ Ç1 1 0
 . X w  .  .x X  .case IVa , b s b s F L e : F L s 2, Z s Z s 0, getting iia . InÇ0
 . Xcase IVb , b s b s 1, and
 . U X  .B M ª L [ Z ª L e almost split .Ç1 0
 X.  .  .  U . XSince m Z F m M q m L e y m L s 2 q 2 y 2 s 2, if Z f Ind L,Ç1 0
X  .Z has a nonprojective summand L with m L s 1. It is impossible since
Ä  .M % L and M s A [ Ae. We can apply 2.5.3 iii , getting1 1
 . X X X  .C Z ª M [ W ª Z , Z ª L e [ W ª Z almost split .Ç1 0
Ä Ä Ä  .  4Since Z s Z9 s A, W s Ae. Since L Ae s L e, L e and L e / WÇ Ç Ç Ç Ç0 1 1
 . X Xby 1 , we have W s L e. Consequently, Z s Z and W s M . We haveÇ0 1
 .got a connected component of A L , and Z must coincides with the
remaining L .1r2
4.2
Assume that s G 2, G nonprimary and G l E 2 « .1 sy1 1
4.2.0
 .For each i 2 F i F s , we have
L L n « [ L n « ª L ,  .  .Çi 0 iy1 i
U UL L ª L n « [ L « ..  . Çi i 0 iy1
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X y1  .  .Proof. R ( G s nG n s L n « [ L n « by 3.2.0, andÇi iy1 iy1 0 iy1
 . .U U  .U  .R ( G s «L [ «L ( L n « [ L « .Ç Çi L iy1 0 iy1 0 iy1
4.2.1
 . w  . xAmong almost split sequences in A L , only two of them, L n « , L «Ç1 0 1
w  .  .xand L n « , L n « , collapse in L ; all the rest remain almost split inÇ1 0 2
L .2
 .Proof. Case 1. By 3.3.2 iii , we already have the claim for sequences in
 .  .1 and 2 .
w U xCase 2. L , L remains by 2.2.3. If E s E , we are through.1 1 1
w x w x  .Case 3. L e, M remains: L e, L e collapses « 1 s m L e -Ç Ç Ç0 1 0 1 L 11
 . w U x  .  .  U .  .m L e . L , L remains « m M F m L q m L y m L eÇ ÇL 1 1 1 L 1 L 1 L 1 L 12 2 2 2 2
 .  .- 2 q 2 y 1 s 3. Hence m M s 2 s m M . While L e g Ind L ,ÇL 1 L 1 0 02 1
 .U .  .U . w xand m L e s m L e . By 2.1.1, L e, M remains.Ç Ç ÇL 0 L 0 0 12 1
w x w  . xCase 4. M , L e remains: Consider eL , eL t and take the dual.Ç Ç Ç1 0 0 0
w x  .UCase 5. L , L remains: G L s L , L ( L .1r2 1r2 1 1r2 0 1r2 1r2
 .4.2.2. THEOREM. Let L, L be an APP of rank s G 2, dominated by0 3
 .  .L , N , D , G see 3.5 . Assume that G is nonprimary so that there is0
X  .« g G l E 3.2.3 . Let t denote the Auslander transformation in Lsy1 1 i i
 .  .1 F i F s . The Auslander qui¨ er A L of L is described inducti¨ ely as
follows:
 .  U  .4  .i Ind L s Ind L j L , L , L « , M [ t L « 2 F i F s .Ç Çi iy1 i i i i i iy1
 .  .  . y1 .  .ii L n « s t L « s t L « 1 F i F s .Ç Ç0 i i i i
 . w  . xTo get A L , remo¨e two almost split sequences L n « , L « ,Çi 0 iy1
w  .  .x   x w U ..  .L n « , L n « and L , L from A L , then add the fol-Çiy1 0 iy1 iy1 iy1
  x w U ..lowing six almost split sequences and L , L :i i
 .  .1 L n « ª L ª L « ,Ç0 i i
 . U  .2 L « ª L ª L n « ,Çi i 0
 . U3 M ª L [ L ª L « ,Çi i iy1 iy1
 .  . U4 L n « ª L [ L ª M ,Çiy1 i iy1 i
 . U5 L ª L « [ M ª L ,Çi i i i
 . U6 L ª M [ X ª L ,iy1 i iy1
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X  .where X is determined by G s L n « [ X, i.e.,iy1 0
X s L en  e. if i s 2, X s L « s L n « if i ) 2. .Ç Ç[ 0 iy2 iy2
 .e/n «
 .  .Recall that n « s « if s G 3 3.6.2 .
 .  .  .Proof. We prove ii , then i follows. We prove ii under the following
 .  .  .  .inductive hypotheses, b and c . Then we prove that b and ci i iq1 iq1
 .  .hold, which completes the proof. Note that b and c were just verified2 2
in 4.2.1.
 .b Among the almost split sequences in L , only two of them,i iy1
w  . x w  .  .xL n « , L « and L n « , L n « , collapse in L .Ç Ç0 iy1 iy1 0 i
 . U  U .  .  U .c tL s L and L « ¬ E L , L n « ¬ E L .Ç Çi iy1 iy1 iy1 iy1 iy1 iy1
 . y1  .Step 1. By 3.4.4 ii , we obviously have tL « s t L « s L n « . WeÇ Çi i 0
 .  . Uget 1 and 2 . Then tL s L . Recalling 4.2.0, we apply 2.5.3, withi i
X  .  . XL s L « , L s L n « , and m s 2. By c , we can identify as Z sÇ Çiy1 iy1 i
U  .  .  .  .  .L , Z s L , getting 3 and 4 . Then 2 and 3 imply 5 . By 2.3.1,iy1 iy1
tL s LU .iy1 iy1
w U x U XL , L L ª M [ X ª L ,iy1 iy1 iy1 i iy1
X  x X  .by some X g lat L . Recall again L G s L n « [ X ª L .i iy1 iy2 0 iy1
 .For any indecomposable summand T of X, T g Ind L and T / L n « .iy2 0
w y1 x  .  .Hence T , t T remains in L , i.e., N T , L s N T , L . Thisiy1 i L iy1 L iy1iy1 i&
X Xmeans that X ¬ X . Comparing , we get X s X . .
 x w U .  .  .Step 2. By the form of L , L , 1 and 2 collapse in L ,iq1 iq1 iq1
 .   ..  .while 5 respectively, 6 remains by 2.2.3 respectively, 2.2.2 . By the
 .  .same reason as Case 3 of 4.2.1, 3 and 4 remain.
 .4.2.3. PROPOSITION. i We ha¨e seen that the rank s and the triple
 .  .L , N , « completely determine A L , hence the representation type of L.0
X X  .Recall that « is considered as an element of E s E r; , and G L , N , D1 1 pr 0
X  .is parametrized by E , which does not depend on the choice of D i.e., L1 1
 .see 3.4 .
 . < <  <  . <.ii The cardinality Ind L respecti¨ ely, A L of the set of isomor-
phism classes of indecomposable L-lattices respecti¨ ely, L-almost split se-
 x w U ..quences and L , L depends only on the rank s and the type of the
 .dominating pair L , N :0
< <A L s Ind L q 1; .
< < < < < <Ind L s 2 E q 1 q 4 s y 1 q G , . . pr
< <G s 0 if rad L s N or 1 if rad L p N . .  .pr 0 0
In particular L is of FRT.
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4.2.4
 .For any APP L, L , L is the intersection of all maximal orders3 0 0
containing L.
Proof. Let V be the intersection of all maximal orders containing L. If
 .E p E , L is the unique maximal order 1.2 , hence V s L . Assume that1 0 0
E s E . Then G is always nonprimary, and L is of FRT. By the only if part1 1
 .of DK-Theorem 0.1, V is hereditary. Since V ; F O L e ; L , weeg E r 0 0
have L s V.0
4.2.5
 .  .  .Let L, L be of type E , i.e., IVb with G s L . By 4.1.2 iib , we0 7 ss2 1 1r2
 U 4know that Ind L s L , L , L , L e, L e, L e, M \ tL e .Ç Ç Ç1 1 1 1r2 0 1 0 1 0
 .  .  4  .  .i L Ae s L e, L e s Le , m L e s 2, and m L e s 1.Ç Ç Ç Ç Ç Ç0 1 L 0 L 1
 .  .ii Among the almost split sequences of A L described in 4.1,1
the following three remain almost split in L :2
 . U1 L e ª L ª L e;Ç1 1 0
 .2 L e ª L ª L e;Ç0 1 1
 . U3 L ª L e [ M ª L .Ç1 1 1 1
Ä  ..The other three see 4.1.2 3b collapse in L . We have M s A [ A ,2 1 e
 .  U .  .  .m M s m M s 3. For any M g Ind L , F M ; F L .L 1 L 1 1
Ä U .  .  .iii Put M [ t M . Then M s A [ Ae, m M s m M s 3,Ç2 1 2 L 2 L 2
 .and we have a new almost split sequence 4 in L :2
 . U4 L ª L e [ M ª L1 0 2 1
 .Proof. i e f L and L e is a Bass order.Ç1r2 1
 .  .  .  .ii By 3.3.2, 1 and 2 remain. By 2.2.3, 3 remains, which implies
 .  .  U .  .  .that m M F m L q m L y m L e s 3. By 4.1.2 3b and 2.1.1,ÇL 1 L 1 L 1 L 1
w x  U .  U . w xM , L e remains m m M s m M s 2 and L e, M remainsÇ Ç1 0 L 1 L 1 0 11
 .  . w x  .m m M s m M s 2. Hence L e, M remains m m M s 2 « 3ÇL 1 L 1 0 1 L 11
 .  .  .  .s m L F m L e q m M y m L s 2, a contradiction. ThusÇL 1r2 L 0 L 1 L 1
w x  . w xL e, M collapses and m M s 3. Similarly, M , L e collapses andÇ Ç0 1 L 1 1 0
 U .m M s 3. Since there appeared no multiplicity in the sequences ofL 1
 .  .  .A L , F M ; F L for any M g Ind L .1 1
&
U y1 .  . <  . <  .iii By 2.3.1, tL s L . By ii , M E L , t M E L , E L s .1 1 2 1 1 1 1&
2 y1 y1Ä  .A , and M s t M s A q Ae. This implies M s t M and 4 .Ç2 2 11
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4.2.6
 .  .  U 4Let L, L be of type Va . Then Ind L s L, L , L , tL and0 ss1 0 0
 .  x w U .A L consists of L , L , and the following three almost split sequences:
tL ª LU 3 ª L , L ª L3 ª tL , l ª tL ª LU .0 0 0 0 0
 .  U4  .  4 UProof. By 3.7.2, L A, 2 s L and L A, 2) s L , hence tL s L.L L
X X w  .  .xApply 2.5.3, with L s L s L , b s b s F L : F L s 3, so that Z s0 0
ZX s 0, yielding the above.
4.3
We shall treat the remaining cases with primary G . According to 3.9,sy1
we are in one of the following three cases:
E s Vb , E s IVb , E s Vb . .  .  .ss1 ss2 ss26 7 8
4.3.0
 .  .  U 4  U U4  .i L A, 2 s L , L for E , L , L , L for E , E . L A, 2)L 1 1r2 6 2 1 1 7 8 L
 4  U 4s L , L for E , L , L , L for E , E .1 1r2 6 2 1 1 7 8
 . Uii tL s L for i s 1, 1r2, 2.i i
 .Proof. i By 3.8.1, for E and E . For E , the information lacking for6 8 7
Ind L is supplied by 4.2.5.1
 . U  U .ii By 2.3.1, tL s L s L respectively, tL s L for E1r2 1r2 1r2 1 1 6
 . U w U xrespectively, E , E . Hence tL s L for E . By 2.2.3, L , L remains7 8 1 1 6 1 1
in L . Hence tLU s L , tLU s L for E , E .2 1 1 2 2 7 8
4.3.1
We have established that tLU s L, and we are going to apply the results
of 2.5. In the unified notation in 3.8, G [ G . Y s G is simply related tosy1
X s LU at level 2. Indeed,
U U U UL G ª L s tL , L L ª G , m G s m G s 3, .  .  .L L
 .  U .  .  . y1  2 .  .and F L s F L s F G . By 2.5.1 i , t G s t G g L A , 3 s L 2, 3
and
w U x UL , L L ª t G ª L .
As for the decomposability test of the diagram in 2.5.2, we observe the
following:
 .  .  .i For E and E , L 2, 5 s B so that W s W 2, 5 cannot be6 7
indecomposable; the test is needed only for Z and W. For E , the diagram8
 .can be built up, as will be seen in 4.3.4, to level 6; V 3, 7 is decomposable.
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 . U X   ..ii In any case, L and L is never a summand of Z, Z , . . . 2.5.2 iii .
 . U1 For E , each of L e, L e, L , L cannot be a summand ofÇ7 0 1 1 1
Z, ZX, W, W X.
 .  .2 If Z respectively, W f Ind L, it has a summand L g Ind L
Ä  .  .such that L s A or Ae, Ae for E and m L F 2.Ç 7
 .  . 3 For E , Z respectively, W f Ind L m L ¬ Z respectively,6 1r2
.W .
 .  . 4 For E , Z respectively, W f Ind L m L e ¬ Z respectively,Ç7 0
.W .
 .5 For E , E , Z g Ind L.6 7
 .Proof. i For E , by 3.8.3. For E , by 3.8.3 and Theorem 4.1.2.6 7
 . .ii 1 By 4.2.5, the target L of an irreducible map from L e, L eÇ0 1
U Ä .  . respectively, L , L is of type L 1, 2 respectively, fractional, i.e., L is1 1
.not a multiple of A .
Ä Ä 2 Ä . .  .ii 2 Since Z s W s A , there is L with L s A or Ae, Ae . If AeÇ
 .  . X  .or Ae, m L F 2 by 4.2.5. If Z respectively, W s L [ L and m L ) 2,Ç L L
 X.m L F 2.L
 . .  .  .  .ii 3 and 4 By 1 and 2 .
 . .  .  .ii 5 Put L [ L respectively, L e for E respectively, E .Ç1r2 0 6 7
 .  .Then m L s 2. By 2.5.1 iii :L
Y ¬ E L ¥ L ¬ Z m Z f Ind L m ZX f Ind L m L ¬ ZX .
« Y X s E L .
and Y s Y X, a contradiction.
( )4.3.2. A L of Type E6
 .  .Let L, L be of type E s Vb .0 6 ss1
 .  U 4  .i Ind L s L , L , L , L , M , L , M g L 2, 3 , L g1 1 1r2 0 1 1 1 L 11
 .  .  x w U .L 2, 4 . A L consists of L , L , and the five almost split sequencesL 1 1 11
M ª LU [ L ª L , L ª L [ L ª M , L ª M ª LU ,1 1 1 0 0 1 1 1 1 1 1
L ª L ª L , L ª L [ L [ M ª L .1r2 1 1r2 1 1r2 0 1 1
 .  . w U xii In L of type E , only L , L remains almost split; M g2 8 1 1 1
 .  .  .  4  .  .L 2, 4 , L 2, 5 s L 2, 5) s L ; F M ; F L for any M gL L L 1 22 2 2
Ind L .1
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 .  .iii Putting M [ t M g L 2, 4) , we have two almost split2 L 1 L2 2
sequences in L :2
L ª M ª LU , LU ª M ª L .1 1 1 1 2 1
 . < < X X XProof. i 4.3.1 « L W m L W « Z s Z « W s Y [ L , W1r2 1r2 1r2
X X .  .s Y [ L . We put M [ Y 2, 3 , L [ Z 2, 4 .1r2 1 1
 . w x  .  .  .ii If L , L remains, 2m L s 8 G m L q m L q1 1 L 1 L 1r2 L 02 2 2
 . w x  .m M G 9, a contradiction. Hence L , L collapses, and 4 s m L -L 1 1 1 L 12 1
 .  .  .m L - m L L F 6. Thus L g L 2, 5 . Similarly, L gL 1 L 1r2 1 1 L 12 2 2
 .  . w x w xL 2, 5) . Then comparing m , both M , L and L , M collapse,L L 1 0 0 12 2
 .  . w U x  .and m M ) m M s 3. By 2.2.3, L , L remains and m M F 4.L 1 L 1 1 1 L 12 1 2
 .  .Hence M g L 2, 4 . By 3.8.3 and its right module version, L 2, 5 s1 L L2 2
 .  4L 2, 5) s L .L 12
 .  . U  .iii By 2.3.1, t L s L . Since M g L 2, 4 , M s t M gL 1 1 1 L 2 L 12 2 2
 .  .L 2, 4) and E L s M .L 1 22
( )4.3.3. A L of Type E7
 .  .  .Let L, L be of type E s IVb . Put L [ t L e . Ind L sÇ0 7 ss2 2 0 2
 U X .  . X .4  .Ind L j L , L , L , M , Y 2, 3 , Z 2, 4 , Z 2, 4 . A L is given by the1 2 2 2 2 2
diagram below.
L e L eÇ1 0
p o p o
UL L L1 1 1
o p o p
M M1 2
p o p o
XZ ª L e ª Z ª L ª ZÇ0 2
o p o p
XY L1r2
p o p o
UL L L2 2 2
&
U y1Ä .  . .Proof. 1. m L e s m L e s 2 « L s t L e s A [ Ae, .Ç Ç Ç0 0 2 0
 U .  y1 ..m L s m t L e s 2.Ç2 0
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X X Ä ÄX2. L e ¬ W « W s L e [ T , W s L [ T , T s A [ Ae, T s A [Ç Ç0 0 2
Ae andÇ
m T , m T X F m Z q m ZX y 3 y 2 s 3. .  .  .  .
X X X y1  .3. L e, L e, L ¦ T , T « T , T g Ind L, T s t T s t T , m T sÇ0 1 2
 X.m T s 3. Hence
X X X Äw xT , T T ª Z [ S ª T , S s A , m S F 2. .
 . X U X4. L e, L e, L ¦ S « S g L 1, 2 , S % T « S s L « T s M ,Ç0 1 2 1 2
T s M .1
( )4.3.4. A L of Type E8
 .  .  .  .Let L, L be of type E s Vb . We proceed as in i ] vii and get0 8 ss2
 .A L as the diagram below.
 .  .  . X .  .i E L g L 3, 6) , E L g L 3, 6 .0 0
 . Xii Z, Z g Ind L.
 . Xiii W, W g Ind L.
 . Xiv U, U g Ind L.
 .  .  . U X X  .v E M s L [ T , E M s L [ T , T , T g L 3, 6 .1 1 2 1
 .  .vi T s E L .0
 .  . X . X X  .vii E T s M [ tL [ S, E T s M [ L [ S , S g L 3, 5 ,2 0 1 0
 .S s L s W g L 2, 5 .1
LU L LU1 1 1
o p o p
M M2 1
p o p o
X XU ª tL ª U ª L ª U0 0
o p o p
XL W1
p o p o
XZ Z Z
o p o p
tL L1r2 1r2
p o p o
UL L L
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 .Proof. By 4.3.0]4.3.2, we know the target type of any L g L A , except
U  .  . U  .for L s L . Namely: L % 1, 3 ; L % 2, 3 ; L , L % 2, 4 ; L %0 1 1 1r2
 .  .2, 4 , 1, 1 .
 .  .  .  . y1i Since L g L 1, 3 l L 1, 3) , tL g L 2, 3) and t L g0 0 0
 .  .  wL 2, 3 . Since L is non-Bass, L cannot be a summand of E L cf. W1,0 0
x.  . U  . UTheorem 3 . Then, by the target type, E L f Ind L m L ¬ E L « L0 0
 U x U X .% L , contradicting L L ª L . Similarly E L g Ind L, and0 1r2 0
y1  . X .  .  .  .t E L s E L g L 3, 6 , E L g L 3, 6) .0 0 0
 .  .  .ii and iv Since we have known the target type of any L g L A ,
 .  .  .  .L % 3, 6 , ii is trivial. If iii is cleared, iv is trivial.0
 .  . Uiii By 4.3.1 2 , W f Ind L m L ¬ W or L ¬ W. Suppose L ¬ W. By1 1 1
the target type, W s L [ L with L s L , LU , or L . If L s L ,1 1 1 1r2 1
 X. w  X.  .x  X.N L , Z s F Z : F L s 2. This is absurd, since we know F Z1 F L . 11
 .  . U; F L ; F L by Lemma 2.5.1. Suppose that L s L or L . We1r2 1 1 1r2
have Z s ZX, i.e., M s M , a contradiction. The case LU ¬ W is completely1 2 1
similar.
 .  X .  X .v T respectively, T f Ind L m L ¬ T respectively, T , L g
 .  .  .  U .L A . By 4.3.2, F M ; F L so that L / L respectively, L . Since1 1 1 1
U  . UM / M , L / L respectively, L . By the target type, L / L, L , or L .1 2 1 1 0
< X < XThus L T m T f Ind L m T f Ind L m L T « M s M , a con-1r2 1r2 1 2
tradiction.
 .vi This is not routine and is proved next, in 4.3.5.
Ä 2 ÄX 3 X .  .  .vii We know S s A , S s A , m S , m S F 5. By the target type,
X X X Ä 2<  .S f Ind L m L S « S s L [ Q, Q s A , m Q F 2 « Q s L [ L, a0 0
X X  .  . Xcontradiction. Hence S g Ind L, so that S g L 3, 5 of L 3, 4 . If S g
X Ä .  .L 3, 4 , then E S s T [ M with M s A, which is impossible by the
X  . X  .target type of M. We have S g L 3, 5 . Then S s t S g L 2, 5) s
 .  4L 2, 5 s L .1
 .4.3.5. T s E L0
For L g lat L, put Lk[ L L g lat L . Apply 2.1.2 with LX s L for1 1 1
w U xL, L to get:
 .  .k1 tL s L [ L .1r2 1 1r2
X w x k kApply 2.1.2 with L s L for M , M to get M s P [ L , T s P [ M1 2 1 2 1 1
 .  .  k.  .  .  .by some P g L A . Then m P s m M y m L ) m M y m L s2 1 2 1
X w U x2, so that P s L or L . Apply 2.1.2 with L s L for L , L to get0 1r2 1r2 1 1
L M ( L [ L so that P s L , establishing:1r2 2 0 1r2 0
 . k2 M s L [ L ;2 0 1r2
 . k3 T s L [ M .0 1
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 . kSince T g L 3, 6 and RT s RT , T is a simple subdirect product:
 . k4 T s L [ M p T p P [ Q.0 1
Since P ks P we must have Qks M . While, in general, we have:1
 . k y15 lat L 2 Q m Q s M « Q ( t L .1 0
k  .  y1 y1 4  .Indeed, Q m Q s M « Q g L 2, 3 s t L , t L s tL . By 1 ,1 0 1r2 1r2
 .k y1  .tL f Ind L , so that Q s t L . Now apply 5 to the Q in 3.10.1,1r2 1r2 0
y1  .we get t L ( Q g L 2, 3) , establishing0
 . y1  . y1 X .  .6 tL ( t L , E L s t E L g L 3, 6 .0 0 0 0
X w x  .kApply 2.1.2 with L s L for tL , L to get E V s L [ M . Finally,1 0 0 0 0 1
 .  .by 3.10.2 ii , we have T ( E L .0
APPENDIX
A.1
The only if part of DK-Theorem 0.1 of our Introduction follows from
 . w xProposition 2.1 1 of DK2 .
X wProof. The only if part of 0.1 of our Introduction is proved in DK2,
x  .pp. 715]716 . We shall see DK 4 also holds. We use the notation of
w xDK2 .
 .For n s 3 p. 715, line ­11 : If k q l s 0, then it was seen that
 .L s M O and L R s pL. If k q l ) 0, it was seen that i s k s 0 and L3
is hereditary. But then
O O p l
lL ; L A l L AR ( V [ . .  . l O O p 0
O O O
Since L is hereditary l s 1, so that L s V or L is minimal hereditary.1
 .  .The already established condition DK 2 implies 2 G m LrL GL
 .m LrL q rad L so that L must be minimal hereditary and rad L s L R.L
 .For n s 2: Exactly similar proof as for n s 3 applies and L, L R s
  .  .. M O , p M O or else L is minimal hereditary. In the latter case, DK2 2
.2 implies L R s rad L.
A.2
 . w  .x w .x.i The claim of DK2, Proposition 2.1 2 s D, Theorem 2 2 is
 .not correct. One has to read the statement of 2 as:
 X.  .2  .2 If G s L q rad G and rad G ; I, then m GrI F 2.L
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 .  X . w xii The claim of 2 is exactly what was proved in D and was used
w xin DK2 .
 .  .  .  .iii An obvious counterexample for 2 is G, L s L , L of type0 1
 .  .  .Va cf. 1.3 . With R s rad L s N s rad G, we have m GrN s 3.L
A.3
 .  .  .DK 4 does not follow from DK 0 ] DK 3 . In the notation of this
paper, let D be a finite dimensional division K-algebra with maximal order
O. Let
k [ Rrrad R , F [ Orrad O, A [ M D , .2
O O
L [ , N [ M rad O and .0 2 /rad O O
F F
w : L ª L rN (0 0  /0 F
be the canonical map. For a k-algebra automorphism u of F and a
  .  .  .  ..u-derivation d i.e., d g End F such that d xy s xd y q d x u y ,k -mod
let
x d x .
B u , d [ : x g F ; L rN , . 0 5 /0 u x .
L s L u , d [ wy1 B u , d . .  . .1
 .i As is easily seen, L is a suborder of L such that rad L s N1 0 1
 .and m L rL s 2.L 0 11
 .ii A little computation shows L is strictly larger than the inter-0
section of all maximal orders containing L if and only if d is an inner1
  .  . =.u-derivation i.e., d x s du x y xd by some d g F .
 .  .  .iii As is easily observed, an order L satisfies DK 0 ] DK 3 if and
 .  .only if either L also satisfies DK 4 or else L has the above form L u , d
with an outer u-derivation d .
 .iv There are many Ds such that F has outer u-derivations, for
example, if F is an inseparable extension field of k. If k s Rrrad R is
perfect of cohomological dimension F 1, then F is always a separable
extension field of k so that any u-derivation of F is inner.
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