gives a systematic definition and a complete proof of the existence of the flat structure for all finite reflection groups (including Weyl groups of simple Lie algebras) which has not yet been covered by other articles. On the other hand, the subject gets a new impetus from conformal field theory in physics. Thus it seems to be of interest to publish this in the original form without any changes, even though it missed a conceptual explanation at that time.
The rest of this new introduction is devoted to give a brief review on some subsequent developments. For more results on related subjects, the readers are referred to the bibliographs in the papers quoted below. We shall distinguish between the flat structures defined on the invariants of reflection groups and those defined on the deformation spaces by calling them flat invariants and flat coordinates respectively.
Definition of flat structure.
i) The definition of the flat structure on the deformation space of an isolated singularity is given in [7] , [24] (cf. [21] , [27] , [28] for the higher residue theory).
ii) For a general reflection group, there is no definition of flat invariants, for which a notion of a Coxeter element is necessary. At this moment, the notion of flat invariants is established for finite reflection group in [9] and the present paper, and for extended affine Weyl groups in [29] .
Introduction
Let V be a real /-dimensional vector space and W be a finite group of linear transformations of V generated by reflexions. Suppose that the action of W on V is irreducible. The group W acts also on the symmetric l?-algebra *S of V. Let us denote by R = S W the subalgebra of S of all invariants of S. Then R is generated by / algebraically independent homogeneous elements whose degrees m 1 + l, > --,m (f +l are described by the eigenvalues of a Coxeter transformation. This fact was shown by Coxeter using the classification of finite reflexion groups. Then Chevalley, Coleman and Steinberg gave other proofs without using the classification (see Bourbaki [1] Chap. 5). Let us denote by Der^ the jR-module of all ^-derivations of R. In this note in §5 (5.4), we introduce canonically a non-degenerate jR-bilinear form, J: Der^ x Der R -» R.
Then the main purpose of this note is to show the following theorems (see (10.5) , (10.6 ) and (10.7)). 2) The algebra R is generated by Q*.
Corollary. Spec R has a structure of a vector space O with an inner product J .
In a previous paper [9] , we studied such vector space Q,*c:R of the above theorem. We called an J?-basis of O*, a flat generator system of R and have shown the existence of a flat generator system for each type (except E-j and E 8 ) of groups separately. (See Theorem (1.14) and Definition (1.15) of the note.) In this note, we give a systematic (including E 7 and E s ) proof of existence of O by the use of a connection with logarithmic pole [8] .
Originally this note was planned as a part of the theory of primitive integrals [7] , for the application to the study of universal unfolding of simple singularities (see Brieskorn [2] ), from where the problem of this note has started. Since the things treated in this note can be read relatively independently of the whole theory, we publish this part separately. Nevertheless the whole idea of constructions are due to the theory of primitive integrals, such as the use of a primitive vector field D w and the reduction of the coefficient ring from R to T: = ker(D (ft) ) and the reductions of Der R to ^ and Q R to IF in § 2, computation of the multiplicity of the discriminant A 2 = dim V in § 3, use of Der R (log A 2 ), Q^(log A 2 ) and several dualities between them by the use of / and /* in § 4, use of v and w and the comparison of /and /by J* = jD (fl) f* and J = T(w(-),-) in §5 and §6, the use of Euler operator E in §7, study of a torsion free connection V with VI* = 0 in §8, study of a torsion free connection V/ with V/J* = 0 and the integrability of V/ in § 9 and the introduction of a linear space O:=ker V/in §10. It must be noted that our construction of O, A 2 , J from W y V, I is just the reversed direction of the construction of Poincare duality of vanishing cycles of simple singularities from the duality of certain local cohomology groups (for detail see §11 and [7] ). in) The action of W on V is naturally extended to the action on the algebra S. We denote by R the subring S w of S of all PF-invariant elements of 00 S. R inherits a graded ring structure
Contents
iv) As an ^-module, S is jR-free of rank $W. v) As an J?-algebra, R is generated by / homogeneous elements P lf "-y P^ES. P l9 -' 9 Pf are algebraically independent over R. Thus the invariant ring R is isomorphic to a polynomial algebra ^[P^-'-jPJ. Note that this description of R is not canonical, since the generator system P i ,-" 1 P f is not canonically determined. vi) Let Z be the set of reflexions in W which is not equal to 1.
Then there is an equality £ (deg. P,-1) = *Z. i=l vii) A reflexion g e Z is described by g(x) = x +f g (x)e g xeV, for some e g eV and f g e V*.
The set of all anti-invariants of W coincides with AjR. b) By a choice of a linear basis X l9 -~9Xf of V 9 we identify S with a polynomial ring R[X l9 -" 9 
X^].
Let P i ,-" 9 P^ be a system of homogeneous generators of the algebra R. Then the Jacobian det.
is of the \_d(X l9 '" 9 X^)_\ form A A for some constant A el?*. ix) Let ceW be a Coxeter transformation whose eigenvalues are Definition.
•\ ^Z'C'W; "I* 1) .
PeR degP < m,-+ 1 (2.5) Let P lt '~,Pf be a system of homogeneous generators of the algebra R of (1) The proofs of i), ii), and iii) are almost evident by the presentation of (2.5).
(2.7) ATote. From the presentation of (2. Now let c be a Coxeter transformation and £^0 be an eigenvector belonging to the eigenvalue exp(27C x /-l//z). Since l<deg.P J -</z for j = l,.../-l (•/ (1) ix)), we conclude P 1 (^) = .
-.=P / _ 1 (^) = 0. Since the ideal T + S is generated by Pi,-",P j f-i, the vector ^6F*(X)nC is a root of the ideal T + S.
On the other hand, £ is not contained in any hyperplane of a reflexion of W ('.' [1] 
where
Then we obtain a presentation of A 2 by the determinant of M.
det.M=det(P (f / <f -A) = cA 2 for a non-zero constant ceR*. §4. Der R (logA 2 ), Q R (logA 2 ) and Dualities by /and 7*
In this paragraph, we introduce Der R (logA 2 ) and Q R (logA 2 ) and then
give a description of them by a use of 7 and 7* (cf. Theorem (4.6)).
(4.1) Since F* can be identified with its tangent space, and V can be identified with the cotangent space of V* at anypoint of V* t we may extend the bilinear forms / and /* on V* and V of (1) x), to the tangent bundle and cotangent bundle of V*. We shall denote the extended bilinear forms by 7 and 7*. where Jo/* and /*o/ are identities.
Note that I and /* are homogeneous of degree 2 and -2 respectively in the natural sense. (4.3) Remember that we have an inclusion R d S so that S is finite over R.
Then we obtain liftings of forms and vector fields, * dP
which are injective jR-homomorphisms. Combining these liftings with the bilinear forms /and /* of (4.1), we obtain symmetric l?-bilinear forms, which we denote by the same notations Definition.
The general theory of the modules of logarithmic forms and logarithmic vector fields (cf.
[8] §1) shows that the canonical pairing of one forms and vector fields induces non-degenerate jR-or <S-bilinear mappings,
so that each of the modules is a dual S-or jR-module of the other. 
Proof. We divide the proof of the theorem (4.6) in several steps.
Step 1. /*Q K c:Der s (logA), J*Q K c Der^(logA 2 )
".' For any coed^, /*a) = /*(co,-) is a derivation in Der^ and Der s . By definition I*o)(A) = /*(co,JA). Since a) and /* are PF-invariant and A is PF-anti-invariant, I*(a},d&) is an anti-invariant, so that 7*(o>,dA)e A.R by (1) viii) a).
Then J*ca(A) = /*(<MA) e AR c A>S and /*co(A 2 ) = This means by definition J*co e Der s (logA) and /*a>eDeru(logA 2 ).
Step 2 , we obtain the results. q.e.d.
Step 3. Combining Step 2 with (2.3) ii), we obtain,
Step 4. Combining Step 3 with (4.5), we obtain,
Step 5. Proof of iv) of Theorem (4.6). Using
Step 2, we calculate,
Since & and ^ are dual T-modules ((2. (4.7) Theorem (4.6) means that the identifications by 7 and 7* induce the following commutative diagrams.
and Der s (logA) cz Der s c= Der R II II I ii) As in Step 2 of the proof of (4.6), we have,
where c is a non-zero constant and A t ET, deg.A^hi (cf. (3.1)). By comparing the leading coefficients of the two sides of the equality *), we get,
This means that the bilinear mapping J*=D (h) J* is non-degenerate.
q.e.d. 
Proo/. By ii) of (6.3) Pj<5e# 0 0"'0^fc-Using the assertion of the proof of (6.3), we compute v 
In the application, J is described by certain duality of local cohomology groups and / is describing the intersection form of certain vanishing cycles of rational double points. Thus the above construction means that the topological intersection form is described by algebraic local cohomology groups and vice versa. This process is valid not only for rational double points but for all isolated hypersurface singularities. For the detailed study see [7] and (11.4) of the present note (cf. [42] ). §7. The Euler Operator E In this paragraph we introduce the concept of an Euler operator E.
(7.1) Let I be the W-invariant quadratic form of (I) x). Here we understand I as an element of R.
Definition. We denote by E the logarithmic vector field Der K (logA 2 ) and call it the Euler operator.
(7.2) (i) The Euler operator E has the following presentations for

Xi,-,X< basis of V, i=\ = £ ( mi +l)Pf-
for P 15 
--,P, a generator of R in (1) v). t=i oPi ii) EP = (deg.P)P for a homogeneous PeS or R. iii) [E,S] = (deg.i))d for a homogeneous (5eDer s or Der K , where [ , ] is the bracket product of vector fields.
iv) L E o} = (deg.a))a) for a homogeneous o>eQ s or O R) where L E is the Lie derivative of E. v) Euler operator is equal to hw(D^).
Proof. By definition of /*, I*(dl) is the identity on V=S l .
i.e. EX = I*(dI,dX)= X -I*(X P X) = X fo j=i dXj
Then as a vector field in Der s , E has the following development Therefore as an element of Der R , E has the development
Then the assertions ii), iii) and iv) are easy consequences of these presentations of E. 
)). §8. Torsion Free Connection V with V/* = 0
In this paragraph we characterize the vector space V by means of a connection V for a later purpose. This whole paragraph may be considered as a preparation for the proof of Theorem (9.4).
(8.1) A torsion free affine connection V is an J?-bilinear map
Here, one recalls that the notation M[A~2] for an .R-module M means the localization M(X) R R^ (cf. (4.2) ).
(8.
2) The next fact is a standard result in Riemannian geometry. For the sake of completeness, we give a proof of it.
There exist uniquely a torsion free affine connection V, with the property, VI* = 0. More precisely, for z>0,/
More precisely, for i
Proof. Remember that, Der^ = ^0® T R and Der 1? (logA 2 ) = (^1 ® T R, and o©-"©^i = ^o®r^i and ^i0"'©^i = ^i®r^i-i» where ^ denotes the T-submodule of jR = T[PJ of all polynomials in P e of degree less or equal than i (cf. (6.3) ).
Then by using the Leibniz rule of the connection, one may reduce the proof to the following simplest cases. 
ET(8',8) = (2 + deg.(5' + deg.8')T(8',8).
From the formula (8.2) i), we compute
2T(V d E,8') = 8I(E,6 f ) + El(&',8) -S'T(6,E) = 21(6,8') + T(E,[8',6]) -S'T(8,E) + 8T(E,8').
On the other hand, since T(E) = dIis a closed form (cf. (7.1)), 6T(E 9 6')-8'T(E,8) = dd'I-S'dI=[d,S']I=I(E,[d ) d']).
This means T(V fi 9 8') = 1(8 9 8') for any 8 and 8'.
q.e.d. §9o Torsion Free Connection V/ with V/J* = 0
In this paragraph, we introduce a connection V/and show the integrability of it. For the proof of (9.4), we prepare a lemma In this paragraph we introduce an jR-vector space Q of dimension /, with a non-degenerate inner product J, which we may regard as a scheme theoretic quotient variety of F* by the action of W. Our subsequent development may also be regarded as a consequence of the fact that J is an everywhere flat nondegenerate quadratic form on the quotient variety V C /W.
(10.1) Let us fix a homogeneous generator system P l9 "*,Pf of the algebra R of (I) v).
Then V/_a_ ( -) e^( Wk+1) for ij=l ,•••/, where m k is the smallest such that dp t dP Proof. Since V/JL ( -)e9 is homogeneous of degree (w f + w/ + 2), it \ must be a combination ofsuch that m i -fra / -+ 2<w fc + l. q.e.d. dP k (10.2) Corollary. Let us present the Euler operator in a form E = cP^D^ + E' y for some ceR* and E'E<$. Then for any (5e^( m ' + 1) ,
and hence Proof of ii) and iii). iii
) The restriction of J on O,' x Q,' takes constant values.
Then Q' = Q.
Proof. For 5 1 ,<5 2 ,5 3 eQ', using the conditions ii) and iii) let us calculate = 0. 
1=1 dQi S Qj
Thus we get a presentation
This completes the proof of (10.7). §11. Concluding Remarks
As we have mentioned in the introduction, this note was planned as a part of the study of primitive integrals in [7] , since the results in this note enable us to compute the Poincare duality of the vanishing cycles of rational double points by means of a duality of certain local cohomology groups which are associated to the unfolding of the singularities as follows.
(11.1) Let us remember the constructions in this note.
We started with a group W and its irreducible presentation as a reflexion group acting on a real vector space V. After several constructions we Let K be the algebraic closure of the quotient field of the ring JR so that K^C.
One may naturally extend V to
viii) Put F* : = {(5eDer K ® R K: V^ = 0 for any (5'EDer*}.
y : = |p e j£ : <5PeC for any (5eF*and homogeneous of deg. P>0}.
Then V and F* are dual complex vector spaces of dimension /, consisting of elements of degree 1 and -1 respectively. ix) Consider the symmetric algebra SciK generated by V. Then Rc:S.
x) The extension of the quotient field of R by the quotient field of S is a Galois extension. Let us denote by W the Galois group of the extension. The operation of the group W preserves the vector space V so that we obtain a pair (W,V) of a group W and its presentation in GL(V). This is the one we are seeking. Roughly speaking the information of W comes through the monodromy representation of the fundamental group of the complement of the discriminant locus A 2 = 0 in the complexification of O.
If one may go through complex analytic geometry, the group W can be rather easily constructed as follows (cf. [3] , [4] ). As a covering transformation group, W operates naturally on E -n~l(D). The uniqueness of E of the properties i) and ii) guarantee that the operation of W on E -n~1(D) can be extended to the operation on E, so that we get a natural inclusion W<^Aut(E).
(11.4) Now let us compute the intersection form /* of vanishing cycles of simple singularities as an application of our theory. For detailed explanations and proofs of iv), v), vi) below, one is referred to [7] and [42] . i) Let g be a complex simple Lie algebra and let G be the adjoint group of g. Let I) be a Cartan subalgebra of g. The adjoint action of G on g induces a Weyl group W action on I). It is a well known theorem of Chevalley that the restriction of a polynomial function on g to the subspace I) induces an isomorphism of the invariant rings, (Here we denote by C[£"*] the ring of polynomial functions on a vector space E.)
Since W is a finite reflection group acting on a real form I) R of the algebra I), we may apply Theorems (10.5), (10.6) iii) The composition map X -> S ^ O -> fit/CD^ is easily seen to be submersive so that the inverse image X 0 of OeO/CD (fc) is isomorphic to a three dimensional affine space. The restriction of the invariant map to X Q -> C is denoted by/. Let P ly -~,P f be a system of linear coordinates of O such that deg(P i ) = m i + l. Their pull backs on X by the invariant map are denoted by the same P lt ---y P^. We can choose three homogeneous polynomials X, Y and Z of degree 1 on X such that dX A dY l\dZ/\dP l h'-hdPf..^® every where on X. The map (X 9 Y 9 Z 9 P l9 "-9 P f ) defines an embedding of X into C 
