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ABSTRACT 
Boundary element methods (BEM) have been used for years to solve a multitude 
of engineering problems, ranging from Bioelectrostatics, to fluid flows over micro-
electromechanical devices and deformations of cell membranes. Only requiring the 
discretization of a surface into panels rather than the entire domain, they effectively 
reduce the dimensionality of a problem by one. 
This reduction in dimensionality nevertheless comes at a cost . BEM requires the 
solution of a large, dense linear system with each matrix element formed of an integral 
between two panels, often performed used an iterative solver based on Krylov subspace 
methods. This requires the repeated calculation of a matrix vector product that can 
be approximated using a hierarchical approximation known as the fast multipole 
method (FMM). While adding complexity, t his reduces order of the t ime-to-solution 
from O(cN2 ) to O(cN), where c is some function of the condition number of the 
dense matrix. 
This thesis obtains algorithmic speedups for the solutions of FMM-BEM systems 
by applying the mathematical theory behind inexact matrix-vector products to our 
solver, implementing a relaxation scheme to control the error incurred by the FMM 
Vll 
in order to minimize the total time-to-solution. The theory is extensively verified for 
both Laplace equation and Stokes flow problems, with an investigation to determine 
how further problems may benefit from the addition of a relaxed solver. We also 
present experiments for the Stokes flow around both single and multiple red blood 
cells , an area of ongoing research, showing good speedups that would be applicable 
for any other code that chose to implement a similar relaxed solver. All of these 
results are obtained with an easy-to-use, extensible and open-source FMM-BEM code. 
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Chapter 1 
Introduction 
1.1 Introduction 
1 
As engineering problems and simulations become ever larger , and we continually look 
for new and better ways to simulate them, maximizing both the size of problem we 
can compute, and the speed at which we can obtain an answer. Problems become 
more complex as they move from 2 dimensional approximations to 3 dimensional 
simulations, leading to the natural question of how to both reduce the amount of 
work that has to be done, and how efficiently we can do it. 
Boundary element methods (BEM) were introduced in the 1960s (standard intro-
ductory texts however , came later (Brebbia and Dominguez, 1992)) for a subset of 
problems, reducing the computational domain from the entirety of the needed physi-
cal space (volume I area) to the boundary of the region of interest (surface I curve), 
discretized into panels. The reduction in dimensionality changes a problem from 3 or 
2 dimensions, to one dimension lower. 
BEM's major downside is that it requires the solution of a dense system of linear 
equations, Ax = b , where A E JRN xN and N is the number of discretized panels. 
Due to the density of A, in the best case with an iterative solver, work and memory 
requirements for this solution scale as the size of the matrix, or in asymptotic notation, 
O(cN2 ) time, where cis a function of the condition number of A, while a traditional 
dense solve, such as Gauss elimination would require O(N3 ) time. This scaling is 
in comparison to (for instance) finite element, volume or difference codes, which still 
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require the solution of a linear system, but in their case A is sparse, allowing solutions 
to be found in O(cN) time, where N is now the number of degrees of freedom used, cis 
again a function of the condition number of A, and in general this N is significantly 
larger than the N for BEM problems. The O(cN2) scaling causes BEM to become 
unusable for larger and more complex problems. 
Initially introduced to quickly calculate potential fields for particle methods, 
Treecodes were developed in the late 1980s (Barnes and Hut, 1986). The computa-
tional domain is hierarchically split into near and far-field components, then far-field 
interactions are approximated with multipole expansions. These multipole expan-
sions are faster than evaluating individual particles, but they are only convergent for 
distant targets. The near-field is still computed directly, preserving accuracy. Im-
portantly, this splitting and approximation reduces the time taken to evaluate the 
interactions between N particles to 0 ( N log N). The fast multi pole method ( FMM) 
was introduced soon after as a further improvement, modifying the far-field evaluation 
by translating multipoles into local expansions (Greengard, 1987) that are accurate 
close to the expansion center and evaluating them instead of directly using the mul-
tipoles. This translation further reduced the complexity to the optimal O(N). The 
FMM was later named as one of the top 10 scientific algorithms of the 20th century 
(Dongarra and Sullivan, 2000). 
Several years later, the potential of using fast methods to accelerate BEM was 
realized for the Laplace(Nabors et al., 1994) and Stokes (Gomez and Powert, 1997) 
equations. By using a fast method within an iterative solution of the BEM linear 
system, the scaling was reduced from O(N2 ) to O(cN), making larger simulations 
feasible. While this modification adds complexity to the BEM, it allows users to 
perform much larger experiments, putting them on a more level playing field to more 
traditional computational methods, such as finite elements. 
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Parallel to the development of BEM and FMM, the linear algebra community was 
working on iterative solvers. The widely used GMRES algorithm (Saad and Schultz, 
1986) , published in 1986, iteratively solves Ax = b for a general A E JRNxN, by 
generating a Krylov subspace through repeated matrix-vector multiplication, and 
finding the vector Xk within this space that minimises IIAxk - bJJ. The cost of this 
method scales as the cost of the product of computing the matrix-vector product s and 
a function of the condition number of A , denoted as c, thus when used in a standard 
BEM the cost would be O(cN 2 ), while for the FMM-BEM, the cost is O(cN). 
Where the iterative solution of Ax = b dominates solution t ime, methods have 
been proposed to reduce both the number of iterations needed, and the cost of each of 
those iterations. In general the convergence rate of a solver depends on the condition 
number of A. The most commonly used way to reduce the condition number is to 
use a preconditioner. These can be as simple as using the inverse of the diagonal of 
A, or as complex as performing a complete additional linear solve. 
The theory behind inexact matrix-vector products in the context of Krylov solvers 
(Simoncini and Szyld, 2003; Bouras and Fraysse, 2005) was initially developed to 
explain experimental results where error was introduced into the matvec within a 
solver , yet the correct results were obtained with no loss of convergence. While this 
concept is well developed within the linear algebra community, there is no work that 
we are aware of on applying the theory to FMM-BEM problems by relaxing the accuracy 
of the FMM-accelerated matvecs. 
1.2 Objective 
This thesis aims to apply current inexact Krylov and relaxation method theory to 
the field of FMM-BEM problems. To achieve this goal we first perform extensive 
verification tests on a comparatively simple test problem, before using this problem to 
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thoroughly examine the performance characteristics of utilizing a relaxation method. 
These experiments allow us to provide guidelines to help identify more potential 
problems for the use of a relaxed solver. Next, we verify the relaxed solver on a more 
complicated example, then use a problem within the engineering field to illustrate the 
practical performance gains of relaxation methods. 
1.3 Present Contribution 
This study presents the following work 
1. An extendible, easy-to-use modern code for FMM, BEM and FMM-BEM problems, 
complete with both exact and inexact solvers, simple preconditioners, relaxation 
schemes and the ability to solve multiple kinds of problems including the Laplace 
and Stokes equations. This includes the first fully open-source FMM-BEM solver 
for the Stokes equation. 
2. Use and verification of inexact Krylov solver theory with FMM-BEM problems 
for the first time. This study also provides guidelines for identifying problems 
that might benefit from relaxation schemes. 
3. Extensive performance testing for both simple (Laplace) and more complex 
(Stokes) BEM problems, including the field of blood flow, showing speedups 
from the use of a relaxed solver. 
1.4 Contents of the Thesis 
This thesis is organized as follows. In chapter 2, some background is introduced for 
the component methods of this research work: BEM, FMM, Krylov iterative solvers 
and inexact matrix-vector products. Next , in chapter 3, we discuss the implemented 
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numerical methods that have been used in the current work, concentrating on numer-
ical integrals along with a relaxation scheme and preconditioners. Chapter 4 discusses 
some implementation-specific details for the FMM used in this thesis. We then use 
the techniques from chapters 3 and 4 to problems involving the Laplace equation 
in chapter 5, presenting convergence tests, relaxation verification and performance 
results. Using a Laplace problem we experiment further with the parameter space of 
relaxation, obtaining some general rules by which one can determine whether a given 
problem will benefit from a relaxed solver. In chapter 6 these rules are applied to a 
more significant problem, Stokes flow. Experiments demonstrate both convergence 
of the method for this new equation and speedups with the relaxed solver. The final 
results-based section, chapter 7, explores the field of blood flow using the solver from 
chapter 6 to explore the performance of our relaxed solver for this more complex and 
relevant engineering problem. Finally in chapter 8, we discuss the expected impact 
of our completed work, along with the next steps that could be taken. 
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Chapter 2 
Background 
2.1 Boundary Element Methods (BEM) 
The boundary element method (BEM) is based around a technique to solve linear 
partial differential equations by formulating them as boundary integrals. This for-
mulation requires that only the surface of a body of interest (such as an object in 
a medium) be discretized, and the solution is obtained on that surface. As a post-
processing step, this solut ion can then be computed both inside and outside the 
body. The lower discretization requirement is an advantage over traditional grid-
based methods that require the entire domain to be meshed. Furthermore, regardless 
of infinite or bounded domains, the solution process and discretization is exactly the 
same. 
For example, we show the boundary integral form of the Laplace equation, '\12¢ = 
0 - this will be derived much later in §5.1, but for now it is useful to see the form 
of the equation, where G = 1/47rr is the free-space Green 's function for the Laplace 
equation. 
~ ,.~, j ,.~,ac dr = j a¢G dr. 
2 'f' + 'f' an an (2.1) 
r r 
We can see that all terms involved are now only on the boundary, r , and when 
we eventually form a linear equation, the unknowns will be boundary values of ¢ and 
a¢ jan. 
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The exact manner in which we choose to solve equation (2.1) can now be discussed. 
First , r is dicretized into panels. Two pieces of nomenclature are now introduced -
we integrate over a source panel, j with respect to a target, i, that can be a single 
point in space or a panel, depending on the formulation of BEM used. The 2 main 
families of methods for BEM, are collocation and Galerkin formulations. Collocation 
explicitly enforces equation (2.1) at a discrete set of points , x i, generally the centers 
of the target elements. By contrast, Galerkin formulations enforce the solution in a 
weighted average sense over an element, ri· This is done by multiplying the function 
over the target panel with a test I shape basis function and performing an additional 
integral over the panel. Collocation BEM can be obtained from a Galerkin formulation 
by choosing a Dirac delta function as the test function . 
Finally, BEM can use many different types of panel, each giving different conver-
gence and error properties. We now describe two of the most commonly used panel 
types, constant and linear. (Brebbia and Dominguez, 1992) 
1. Constant- Values (such as¢ and a¢1an) are considered to be constant across 
the entirety of the element. This is the most basic method, and allows the sur-
face integrals encountered in BEM to be simplified greatly. For example, the in-
tegral fr ¢aG I an dr from equation (2.1) would be calculated as¢ fr aG I an dr ' 
as the value of¢ is unchanging across the panel. 
2. Linear - Values vary linearly across the panel. More complex than constant 
elements , values must be calculated at every vertex of every panel in the domain, 
resulting in a larger linear system. The trade-off however, is that fewer panels 
should be needed to obtain the same quality of results as constant elements. 
There are many more types of panels that can be used for BEM , varying in both 
the geometric sense, being curved or fiat , and in terms of the distribution of values 
over the panel, such as the constant and linear distributions described above. 
8 
In this work, we use a collocation method with constant panels for all experiments, 
in keeping with FMM-BEM studies such as (Liu, 2009) - the extension of FMM-BEM 
to linear elements is rare in the literature, and does not appear to be a fully-developed 
field. 
We discretize equation (2.1) by exchanging integrals over r to sums over N dis-
cretized panels, r 1 and take advantage of constant panels by moving the specified 
values , ¢1 and a¢1an outside the surface integrals to get equation (2.2). 
N N ~ "'· - """" "' · j aGij df' = """"a¢1 j G· · df' 2 '~-'~ L.....t '~-'J an L.....t an . ~1 
j=l r j=l J r 
J J 
(2.2) 
From this form, solving for ¢ with a set a¢ 1 an is known as a second-kind equation, 
and solving for a¢ 1 an for set ¢ is a first-kind equation. 
Given either ¢or a¢1an for each panel in equation (2.2) we assemble the dense 
linear system 
Ax=b, (2.3) 
where for constant elements, Aij is either fr aGij I an df' or fr Gij df' depending 
J J 
on whether¢ or a¢1an respectively is known on panel j. 
The techniques used for solving this form of equation quickly will be described 
throughout the next chapters of this thesis, including the evaluations of the different 
integrals, in §3. 1. However, it is useful to note at this point that for target points 
far away from a source panel we can approximate the surface integrals using Gauss 
quadrature, turning them into a simple repeated evaluation of G or aG I an. The 
influence of all panels at a chosen target can then be thought of as an N -body sum. 
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2.2 Krylov Subspace Methods 
In many applications, including BEM, it is not feasible to solve the linear system 
Ax = b in a direct fashion, due to either time or memory constraints. In these 
situations, iterative solvers are used, many of which (including conjugate gradient 
(cc) and generalized minimal residual (GMRES)) are based on Krylov subspaces. A 
Krylov subspace is a linear subspace which is spanned by the images of b under powers 
of A. An order-r subspace is comprised of the first r images, denoted by: 
Kr(A, b)= span{b, Ab, A 2b, ... , Ar- lb}. (2.4) 
This family of methods derives from the Cayley-Hamilton theorem, which states 
that you can express the inverse of a matrix A, as a linear combination of its powers. 
As the vectors in Kr can be close to linearly dependant, an orthogonalization 
scheme is always used, such as the Arnoldi method in GMRES(Saad and Schultz, 
1986). 
We choose to use GMRES as our Krylov solver instead of the other commonly 
used non-symmetric method, BICGSTAB for one simple reason - we expect the most 
expensive part of each iteration to be the matrix-vector product, and BICGSTAB 
requires two such products to GMRES' one. However, the same relaxation principles 
explored later should be applicable to any Krylov solver. 
A pseudocode implementation of a canonical right-preconditioned GMRES (Saad 
and Schultz, 1986) is given in algorithm 1. 
From this description of the GMRES algorithm, and applying it to the BEM, we can 
see that (as expected) the greatest cost per iteration is going to be the matrix vector 
product (matvec), w t- A · x, taking O(N2 ) time in a naive implementation. We now 
look to accelerate these matvecs using the fast multipole method, taking advantage 
of the BEM matrix's form, intending to reduce the cost of each matvec to O(N) time. 
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Algorithm 1 Right-Preconditioned GMRES (Saad and Schultz, 1986) 
Require: Matrix A, initial guess x 0 , right-hand side b, desired tolerance E, order of 
the Krylov space k, preconditioner M. 
Initialize Hm E ffi_(k+l)xk = 0 Vi, j 
ro +--- A · Xo - b 
f3 +--- llroll 2, v1 +--- ro/ (3 
for j=1 , ... ,k do 
Zj +--- M-1 . Vj 
w +---A. Zj 
for i=1 , .. ,j do 
hi,j +--- ( w, vi) 
W +--- W - hi,j · Vi 
hJ+1,j +--- llwll2 
VJ+1 +--- wfhJ+1 ,j 
vk +--- [v1' ... 'vk ] 
Yk = argminy ll f3e1 - fikYII2 and e1 = [1 , 0, ... , 0] 
xk +--- xo + M-1 VkYk 
2.3 Fast Multipole Methods (FMM) 
The fast evaluation of large particle fields that decay in space has been a major compu-
tational problem in many disciplines. A non-definitive list would include Molecular 
dynamics (Plimpton, 1995), astrophysics simulations (Barnes and Hut, 1986) and 
vortex methods for computational fluids (Yokota and Barba, 2013). However, due to 
the O(N2 ) computational complexity of directly performing this evaluation, equation 
(2.5), simulations beyond a certain size were impossible. 
N N 
cPi = 2:::::: qi · IK(xi , xj) = 2::=IKijqj, IKi,j = IK(x i,xj) (2.5) 
j=O, Ji-i j=O 
In the majority of cases, lK represents a kernel, generally the Green's function of 
an equation, for instance Laplace (\72u = 0) or Helmholtz (\72u+k2u = 0). Example 
kernels for Laplace, Yukawa and Helmholtz are shown in equations (2.6), (2.7) and 
(2.8). 
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IKLaplace 
1 
47rlxi- xjl (2.6) 
OCYukawa 
e-klxi -Xjl 
(2.7) 
47rlxi- xjl 
IKHelrnholtz 
e-iklxi -Xj I 
(2.8) 
47rlxi- xjl 
This is a good place to note that the Green's functions from BEM formulations 
from §2.1, G and 3Gj3n can often be expressed in terms of a kernel (such as one of 
equations (2.6-2.8)), and so we can approximate the BEM matrix A and accelerate 
the repeated matrix-vector products in an iterative solve using an FMM . 
The first fast method was introduced for the gravitational potential, equation 
(2.6), based on splitting decaying kernels into two components representing the near 
and far-field (Barnes and Hut, 1986): 
(2.9) 
This splitting allows us to approximate the smaller ¢Jar term by choosing a trun-
cation parameter, p which dictates the accuracy of a series expansion representing 
sources in the far-field, and eMAC, a metric to determine whether a source belongs to 
the near or far-field. For accuracy, direct evaluation is carried out in the near-field. 
The approach relies on adaptively decomposing the space hierarchically into clusters 
(quadtree in 2D, octtree in 3D) as shown in 2D in figure 2·1 , and approximating 
the particles contained within each cluster with a multipole expansion which only 
converges far from the cluster center. Next , these multipoles are shifted and accumu-
lated up the tree from child to parent clusters, until every cluster holds an expansion 
representing all sources contained by itself and its descendants. 
The tree structure is then traversed, summing influences of near clusters directly 
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Figure 2·1: Adaptive quad tree in 2 dimensions 
(particle-particle) and evaluating the multipole approximations of distant clusters 
(cluster-particle). This delineation is controlled by a multipole acceptance criteria, 
where a specified 8MAC is compared to 8 = bjd, where d is the distance between 
clusters and b is a function of the size of the interacting clusters. If 8 < BMAC then 
the interaction is classed as short-range. This approach, represented by figure 2·2 
gives a computational complexity of O(N log N), enabling large calculations to be 
run in a reasonable timeframe. 
This method was later extended into the fast multipole method (FMM) by Green-
gard (Greengard, 1987) to add local expansions which converge within a short distance 
of the expansion center. Instead of directly evaluating the multipole expansions of far 
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P2P 
Figure 2·2: Treecode 
clusters, the multi poles are translated and converted into local expansions (cluster-
cluster), before being translated to the lowest nodes of the tree and evaluated against 
target points. Due to this modification, the overall complexity was reduced to the 
optimal O(N). A graphical representation of the algorithm is given in figure 2·3. 
Later, support for other kernels, including Yukawa (Boschitsch et al., 1999; Huang 
et al., 2009) and Helmholtz (Greengard et al., 1998) were added. 
Jvi2L 
l\121:/ 
P2M{;, 
P2P 
Figure 2·3: FMM 
The FMM can be used for any problem that has an n-body sum of the form of 
equation (2.5) and a suitable Green's function. During each iterative solve step within 
the BEM we repeatedly compute sums of this kind due to evaluating integrals using 
Gauss quadrature- repeated Green's function evaluations. Therefore, the FMM can 
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be used to accelerate this process. 
FMM and treecodes can be thought of as having 7 separate operators (or kernels) 
described in §2.3.1 , and 3 distinct "phases", summarised below in §2.3.2. How these 
operators pertain to a tree structure is shown in figures 2·2 and 2·3 for treecodes and 
FMMs respectively. 
2 .3.1 Operators 
There are 7 separate operators that constitute a standard FMM, each performing a 
distinct operation, from directly evaluating the influence from one particle on another, 
to creating a multipole expansion, to translating series expansions up, down or across 
the tree. These operators are summarised below. 
• Particle to Particle (P2P) - Calculate directly (using an O (N2 ) method) the 
interactions between source and target particles. 
• Particle to Multipole (P2M) - Generate a multipole expansion about a cluster 
center of all source particles contained within that cluster. 
• Multipole to Multipole (M2M) - Translate a multipole expansion by shifting it 
to a different center. 
• Multipole to Particle (M2P)- Evaluate a multi pole expansion at a well-separated 
target particle. 
• Multi pole to Local (M2L) - Translate a multi pole expansion to a well-separated 
center point, and convert into a local expansion. 
• Local to Local (L2L) - Translate a local expansion to a different center. 
• Local to Particle (L2P) - Evaluate a local expansion at nearby particles. 
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2.3.2 Phases of the FMM 
To perform a standard FMM, we require 4 distinct phases, performed in order. Each 
of these phases is shown below, along with pseudocode for each phase. 
• Tree Creation, (algorithm 2) - The domain is partitioned hierarchically based 
on NcRIT· Links between cells and their parents I children are created at this 
point for fast traversal later. 
Algorithm 2 Tree Construction 
Require: Maximum # of particles per cluster NCRIT, root cluster 
root = root_cluster 
for sources, j do 
ADD_TO_CLUSTER(j, root) 
procedure ADD_TQ_CLUSTER(point, cluster) 
if NUM_POINTS(cluster) < NCRIT then 
cluster .APPEND(point) 
else 
if not cluster.split then 
SPLIT( cluster) 
oct = OCTANT(point , cluster) 
ADD_TO_CLUSTER(point, cluster.child[oct]) 
1> Split into 8 child clusters 
1> Get correct child cluster 
• Upward, (algorithm 3) - Multipole expansions are created at all leaf (lowest 
level) clusters (P2M). Then, expansions are translated up the tree to parent 
clusters (M2M). At the end of this stage, all clusters contain a multipole repre-
sentation of all particles approximated by themselves and their descendants. 
• Interaction, (algorithm 4) - Both long and short range interactions are calcu-
lated, based on interacting source and target clusters against each other. If 
the ratio e = b 1 d, where d is the distance between 2 cluster centers, and b is a 
function of the cluster sizes is less than some specified BMAC, then direct particle-
particle (P2P) evaluation is used. Otherwise, either cluster-particle (M2P) in 
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Algorithm 3 Upward sweep 
Require: Cells C, kernel K. 
for i=1 , ... , SIZE(C) do 
if IS_LEAF( Ci) then 
K.P2M (points(Ci)) 
else 
t> Create multipole expansions at leaf cells 
K .M2M (Ci, parent(Ci)) C> Translate multipole expansions up the tree 
the case of a treecode, or cluster-cluster (M21) operators in the case of an FMM 
are evaluated. 
• Downward, (algorithm 5) - For a treecode, this phase is empty. For an FMM, 
local expansions are propagated downwards through the tree (1 21) , passing 
from a parent cluster to its children. At t he leaf nodes , these local expansions 
are evaluated at all target points within each relevant cluster (12P). 
2.3.3 Computational Complexity 
While we've already stated that t he FMM has O(N) scaling, we will now demonstrate 
it by breaking down the algorithm into distinct sections, giving the complexity of 
each section and thus the total complexity. 
First of all , we define some useful values: 
N 
l 
p 
CP2M(P) 
CM2M(P) 
CM2L(P) 
CL2L(P) 
CL2P(P) 
NM2L 
Number of particles 
Number of levels in the Octree, ~ log8 N 
Truncation point of expansions 
Cost of a creating multipole expansion (single source) 
Cost of a single multipole-multipole translation 
Cost of a single multipole-local translation 
Cost of a single local-local translation 
Cost of evaluating a local expansion (single target) 
Number of M2L translations ( = 189) 
Using these, we can form an estimate for the total runtime of the FMM in terms 
of the cost of our expansions, which will then be specialized for a pair of different 
Algorithm 4 Interaction Stage 
pairQ = [ROOT(source), ROOT(target)] 
while not EMPTY(pairQ) do 
pair = POP _FRONT(pairQ) 
b1 , b2 = pair. first , pair. second 
if IS_LEAF(bi) then 
if IS_LEAF(b2) then 
P2P(bl, b2) 
else 
for be in CHILDREN(b2) do 
INTERACT(b1 , be) 
else if IS_LEAF(b2) then 
for be in CHILDREN(b1) do 
INTERACT( be, b2) 
else 
INTERACT( ... ) 
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C> Both leaves- direct evaluation 
C> Iterate over smaller box's children 
procedure INTERACT(Box1 , Box2, pairQ) C> Interact two boxes 
if ACCEPT _MAC(Box1 , Box2) then C> Long-range interactions 
if FMM then 
M2L(Box1 , Box2) C> Translate and convert multipole expansion 
if TREECODE then 
M2P(Box1 , Box2) C> Evaluate multipole at far points 
else 
pairQ.PUSH_BACK(pair(Box1 , Box2)) C> Not accepted, defer for splitting 
Algorithm 5 Downward Sweep 
for all clusters , e do 
if not IS_LEAF(e) then 
for ei in CHILDREN(e) do 
L2L(e, ei) 
else 
L2P (e) 
C> Translate local expansions down the tree 
C> Evaluate local expansions at leaf cells 
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expansion types. 
CFMM N. CP2M(P) 
+ N. CM2M(P) 
+ N. NM2L . CM2L(p) (2.10) 
+ N. CL2L(P) 
+ N. CL2P(P) 
+ N. 27. NERIT 
Clearly this shows that the total complexity is O(N) as long asp =f. p(N), some-
thing that holds for all applications discussed in this thesis, and NcRIT « N, which 
holds for any reasonably created tree. (A notable application where p = p(N) would 
be acoustics, using expansions for the Helmholtz Green's function). With a stan-
dard FMM formulation, NM2L = 189. We can look at two examples, firstly Cartesian 
expansions, equation (2.11) 
p 
"'"' 1 k( )k ¢(xi) = ~ k! DY Xj, y) 'lj;(yj - Yc , (2.11) 
llkii=O 
where k is a multi-index variable, k = {k1 , k2, k3 } , k! = k1!k2!k3 !, yk = y~1 y~2 y~3 
and D~ = D~~ D~~ D~i is the derivative operator. The other expansion we use as an 
example are spherical harmonic expansions, shown for Laplace's equation in equation 
(2.12). 
(2.12) 
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Operation Cost (Cartesian) Cost (Spherical) 
Cp2M O(p') O(p2) 
CM2M O(p6) O(p4) 
CM2L O(p6) O (p4) 
CL2L O(p6) O(p4) 
CL2P O(p3) O(p2) 
When we apply these costs to equation (2.10) we can immediately see that the 
most expensive expansion related cost will be the M2L translations due to the large 
constant multiplier, given by N · NM2L · O(p4) for spherical expansions and N · NM2L . 
O(p6 ) for cartesian. The other most expensive part ofthe evaluation will be the direct 
near-field computation, given by N · 27 · N6aiT· The fastest FMM will usually involve 
trying to create a tree that keeps these two costs as equal as possible, known as well-
balanced. This balance comes from trying to ensure that NcarT does not become so 
large that the algorithm starts to scale as O(N2 ), while making sure that the tree 
does not have so many levels that the number of M2L translations becomes too large 
and dominates the run time. The high cost of M2L translations is going to be one of 
the main motivators for the relaxation schemes introduced later in §2.5. 
2.4 Preconditioners 
In all the experiments performed in this work, an important metric is the number 
of iterations taken by our linear solver to converge to a solution. Given the cost of 
each iteration, this number will also heavily influence the total time-to-solution. The 
number of iterations will be most directly influenced by the condition number of the 
matrix, ;;;(A), given here for a normal matrix 
;;;(A) = I Amax(A) I' 
Amin(A) (2.13) 
where Amax and Amin are the largest and smallest eigenvalues of A respectively. As the 
ratio of these eigenvalues gets closer to 1, the matrix becomes more well-conditioned 
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and easier to solve (i.e. less solver iterations are needed) . 
In the context of Krylov solvers , one way to try and reduce the condition number 
is to apply a preconditioner, indicated in algorithm 1 by the step M Zj = vi or 
Z · f-- M - 1 . V · ] ] ' (2.14) 
with M as some approximation to A. A simple example of M is simply the diagonal 
of A, that is, 
M(A) = diag(A) (2.15) 
In this case, we can explicitly form M-1 , and applying the preconditioner is a 
simple element-wise multiplication between M - 1 and vi (axpy in standard dense linear 
algebra notation). 
In general we may have to solve the M Zj = vi system using a choice of linear solver 
(including another Krylov solver). The only additional overhead for this kind of so-
call "flexible" preconditioner (Saad, 1993) from the viewpoint of the GMRES solver, is 
a slightly increased memory footprint. There are multiple ways of modifying GMRES 
to accommodate this type of preconditioning; The one used in this thesis is FGMRES, 
algorithm 6 (Saad, 1993) , simply GMRES as described in algorithm 1, with two small 
changes: vk f-- [v1, ... , vk] changes to zk f-- [z1, ... , zk] and we use zk instead of vk 
when updating the approximation xk. The FGMRES algorithm is shown in pseudocode 
as algorithm 6. 
Notice that the main cost per iteration is still the matvec w f-- A · Zj, so the 
additional overhead of using the FGMRES variant is insignificant. 
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Algorithm 6 Right-Preconditioned FGMRES (Saad, 1993) 
Require: Matrix A, initial guess x 0 , right-hand side b, desired tolerance E, order of 
the Krylov space k, preconditioner M. 
Initialize Hm E JR(k+l)xk = 0 Vi, j 
ro ~A· Xo - b 
(3 ~ \\ro \\ 2, v1 ~ ro/ f3 
for j=1, ... ,k do 
Zj ~ M-1 . Vj 
w ~A· Zj 
for i=1, .. ,j do 
hi ,j ~ ( w, vi) 
W ~ W - hi,j · Vi 
hj+l ,j ~ \\wl\2 
Vj+l ~ w I hj+l,j 
zk ~ [zl, ... , zk] 
Yk = argminy \\ f3el- Hky\\2 and e1 = [1 , 0, .. . , 0] 
Xk ~ Xo + ZkYk 
2.5 Inexact Matrix-Vector Products 
Consider the case where a matrix-vector product is not computed exactly, such as 
when using FMM within GMRES or FGMRES. In this situation, y ~ A· x becomes 
y ~ (A + EA) · x with EA representing the errors induced by the FMM approximation. 
It can be shown (Simoncini and Szyld, 2003) that not only will we still converge to the 
correct solution of the linear system, but that \\EA\\ can grow as the residual becomes 
closer to the final desired tolerance. 
By introducing an error term on the i-th iteration to our matrix A, Ei, in-
stead of the standard Arnoldi iteration used in GMRES, AVm = Vm+IHm, where 
Hm is the upper-Hessenberg matrix produced from the Arnoldi iterations and Vm = 
[v1 , v2 , · · · , vmJ, we use the inexact Arnoldi iteration, 
(2.16) 
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Assuming that the calculation of the initial residual, r0 = b-Ax0 is exact, and f3 = 
llroll, we can write the m-th iteration of the GMRES procedure as Xm = x 0 +0mX, with 
OmX = VmYm and Ym is the solution to miny IIHmY- f3e1 ll · We diverge from the stan-
dard exact GMRES by introducing a perturbation matrix, Gm = [E1v1 , · · · , Emvm]· 
From here, we can write the inexact Arnoldi iteration as an exact Arnoldi iteration 
with 
(2 .17) 
This shows that the quantities calculated in the first i steps of an inexact Arnoldi 
iteration are exactly the same as the first i steps of an exact iteration with A = 
(A+ Gm V Mr). From this, we can use the standard GMRES results to show that 
the residual r m will decrease as i grows, establishing the convergence of our inexact 
GMRES. 
The convergence of an inexact GMRES solver has also been shown experimentally 
for dense linear algebra (Van den Eshof and Sleijpen, 2004; Bouras and Fraysse, 2005; 
Simoncini and Szyld, 2003), and was implemented by explicitly adding a perturbation 
to A, such that A' t--- A+ A£ and I lAc II is controlled as part of the relaxation strategy. 
A different approach (Sidje and Winkles, 2011) has been used for sparse matrices , 
namely specifiying a "drop-tolerance", E, where if IIAij II ~ E, then that term is not 
counted when performing the matrix-vector products within GMRES. 
We take a different approach with the FMM, given that we can control error by 
using p and BMAC as described in §2.3. Given these values it is natural that we use 
them to adjust the accuracy of the FMM for each iteration, reducing the accuracy 
to perform the minimum amount of work necessary, speeding up the calculation. 
We expect this to give a speedup due to the scaling of the FMM - the two main 
contributions to the FMM's runtime are, from §2.3 , the near-field calculation between 
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boxes, taking N · 27 · N'f:mrT time, and the M2L translation stage, which takes N · 
NM2L · cM2L(p) time. Given that CM2L(p) = O(p4 ) for a standard spherical harmonics 
expansion and O(p6 ) for Cartesian series, the reduction in time can be significant as 
pis reduced. For example, moving from p = 10 top= 1 is a potential104 x reduction 
in work for the spherical harmonics case. While this level of acceleration is unlikely 
to be obtained in practise it shows the potential of reducing p throughout the process 
of an iterative solve. 
This method of controlling (and increasing) induced errors throughout the itera-
tions of a linear solve is known as a relaxation scheme. In chapter 3 we will describe 
the exact nature of a relaxation scheme, and look at the remaining numerical meth-
ods that will be used in order to perform experiments on a variety of sample BEM 
problems to demonstrate the application of relaxation schemes for FMM-BEM. 
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Chapter 3 
Numerical Methods 
This section describes in detail the exact numerical methods used in this thesis, 
along with relevant formulae and implementation details. We start by discussing 
the different types of numerical integrals that will be used, including analytical and 
semi-analytical routines for singular integrals. Finally, we provide details about the 
relaxation schemes that will form the basis of our experimentation, along with pre-
conditioners that will be used along with and in competition to relaxation schemes. 
3.1 Numerical Integration 
For all the BEM formulations described in this work, we must integrate some function, 
f(x, y) over a source panel, r , y E r with respect to a target point, x in order to 
generate a matrix element. This section deals with how to perform these integrals 
with sources and targets in different parts of the domain. 
j f(x,y) dr. (3.1) 
. r 
We can separate the types of integrals we need to perform in t erms of the distance 
between the source panel and target point. We introduce the following terms to 
describe this separation: 
• Far - Integrals where the source and target panels are far apart require much less 
accuracy than either of the 2 other categories. In order to accelerate the far-field 
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evaluation for an FMM, semi-analytical and analytical integrals are unsuitable, 
and in these cases, Gauss quadrature rules of low order ( {1 , 3, 4, 7} quadrature 
points) are sufficient, fast , and suitable for acceleration using an FMM. 
• Near-singular - This kind of integral occurs when the source panel and target 
point are close-by (defined somewhat arbitrarily), but not the same. The in-
tegral is non-singular, but still requires high accuracy. High-precision versions 
of standard quadrature rules are suitable in these cases, or the analytical / 
semi-analytical methods developed for singular integrals can be re-used. 
• Singular - The integral of a singular function over a region that includes a 
singularity. In the case of BEM, this occurs when the target point is within the 
source panel. Due to the singularity, most standard approximation techniques 
cannot be used, and so special methods must be developed, such as analytical 
or semi-analytical integrals. 
The domain for each of these methods is shown graphically in figure 3·1, and 
methods for each along with an implemented example are described in the following 
sections. 
Singular 
Near-Singular 
Far 
Figure 3·1: Integration domains 
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3.1.1 Gauss Quadrature 
Gaussian quadrature is an approximation to a definite integral, formed by a weighted 
sum of K function evaluations at K gauss points, Xk and gauss weights, wk within the 
integration region. As a 1D example, consider the integral of a single-valued function, 
f(x) over a line segment, [a, b]. 
b K J f(x) dx ~ L wkf(xk), Wk E [0, 1], xk E [a, b]. 
a k=l 
(3.2) 
This method is generalizable over n-dimensions, so for a multi-variate function 
f(x), x E JRd defined in some region, 'D, 3.2 changes very litt le, to 
K J f(x) dx ~ L wkf(xk) , wk E [0 , 1], xk E 'D. 
v k=l 
(3.3) 
For an example of this, we can look at the integrals resulting from the BEM 
formulation for the Laplace equation, given later in equations 5. 14 and 5.15. In this 
case, xi is a target point, and j denotes a particular panel. Using a rule of the form 
from 3.3 these integrals turn into 
j G(xi , xj) drj K 1 ~ L Wk ·Aj . xk E rj, (3 .4) ~ 
lxi- xkl' 
r k=l j 8G(xi , xj) dr. K dx. nj ~ L Wk · Aj · Xk E rj, (3.5) [) A J ~ lxi - xkl 3 ' n · J k=l r 
where wk are area-normalized Gauss quadrature weights and Aj is the area of rj. 
The accuracy of the integral can be controlled by changing the number of quadrature 
points used, K. Common values for far integrals include K = 3, 4, while near-singular , 
many more Gauss points, for instance K = 19, 25 may be necessary. It is worth noting 
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here that both integrals are now expressed in terms of repeated evaluations of 1/r and 
\7(1/r) · nJ, making them suitable for use with an FMM and enabling us to speedup 
the solution to the linear system. 
Each quadrature point is expressed in terms of a set of normalized co-efficients 
and an area-normalized weight. Given a set of co-efficients ~1 , 6, 6, we can ex-
press the associated quadrature point, (xp , yP, zpf on a triangle defined by 3 vertices, 
(x1, Y1 , zl), (x2, Y2, z2), (x3, y3, z3) in the following way: 
( ~; ) ( ~~ ~~ ~: ) X ( ~~ ) 
Zp Zl Z2 Z3 6 
(3.6) 
This allows us to use the same sets of quadrature co-efficients for every inte-
gral without any changes. We use both standard low-order quadrature rules, with 
k = 3, 4, 7, but also have much higher-precision options available for near-singular 
integrals. Our default rule for near-singular integrals uses k = 25, while even higher 
precisions are available, for instance k = 79. 
Example co-efficients for K = 3 for a triangular panel are given in table 3.1. 
k ~~ ~~ ~~ Wk 
1 1/2 1/2 0 1/3 
2 0 1/2 1/2 1/3 
3 1/2 0 1/2 1/3 
Table 3.1: Co-efficients and weights for Gauss integration over a triangular panel, 
K=3 
3.1.2 Semi-Analytical 
The first approach for singular and near-singular integrals, will deal with the case 
that the function being integrated is (excluding constants) only a function of r , that 
is, f = j(r), and J: j(r) dr can be computed analytically. 
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The technique we will describe relies on the fact that the integral over a polygon 
can be decomposed into a signed summation of the triangles resulting from the pro-
jection of the target point onto the polygon plane, denoted P, and two of the polygon 
vertices. In this way 
#vertices J f(r) dr = L si J f(r) dr, 
r 2=0 PVi Vi+l 
(3.7) 
where si is the signing term, given by 1 if vivi+l is clockwise from the target point, 
and -1 otherwise. This composition is shown in figure 3·2 . 
E 
• 
-------------_.,-; p 
..,..,-" I 
_.,-" I 
_.,-" I 
-" I 
I 
I 
I 
I 
Figure 3·2: Integral decomposition into triangles 
For each of the individual integrals, we set up the integration domain, figure 3·3, 
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I 
I 
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T 
h 
Figure 3°3: Individual triangular integral setup 
noting that R = Jr2 + h2 and then 
dR 
dr 
dR 
RdR 
r 
Jr2 + h2 
r 
- dr 
R 
r dr 
If we denote the integral over this triangle by I, then we can now write 
(h Tl (B) 
I J J f(r) 0 r dr dB 
81 0 
82 R1(B) j j j(R) 0 R dR dB. 
81 h 
(308) 
Similarly, to find the integral of the derivative of f(r) in a direction, fJI / 8xi, we 
can perform 
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(3.9) 
T he inner integrals in equations 3.8 and 3.9 over R will be performed analytically, 
then the outer integral over () will be done using gaussian quadrature. As a first 
example, we look at the Green's function for Laplace's equation, f(R) = 1/ R 
R1(B) R1(B) 
J f(R) · R dR j l dR 
h h 
R1(e)-h. 
R1(B) 
a J f(R) · R dR EJR1(e) oh an on an 
h 
z . 
R(() ) - s1gn(z) 
Next , we look at the Yukawa equation, f(R) = exp( -kR)/ R 
R1(B) J f(R) · RdR 
h 
R1(B) 
:n j j(R) · RdR 
h 
R1(B) J e - kR dR 
h 
-~ [ e-kR1(B) _ e - kh ] 
Z . e- kR(B) 
--,--,---- - e-kR(B) · sign(z) 
R(()) 
Now that we have the singular integrals available for Laplace and modified-
Helmholtz, it is time to tackle the integrals that this semi-analytical method is un-
suitable for - the Green's functions for the Stokes equation. This will be handled 
with an analytical expression. 
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3.1.3 Analytical 
For functions that cannot be expressed purely in terms of f ( r), we need a different 
approach to the semi-analytical one described in 3.1.2. In these cases, we have chosen 
to use a purely analytical method, described by S. Fata for both Laplace (Fata, 2009) 
and linear elasticity (Fata, 2011), and trivially adaptable for the Stokes equations. 
We begin with a triangle described by its 3 vertices, y 1, y 2 and y 3, defined in a 
clockwise direction. In this way, the 3 line components of the triangle are described 
in terms of the vertices, with L1 = [Yll Y2], £2 = [y2 , y3], £3 = [y3, y 1]. The plane in 
which the triangle lies is denoted by Eq. Next, we compute an orthonormal companion 
reference { e 1 , e 2 , e3}, designed so that e 1 is parallel to L1 , and e3 is perpendicular to 
the edges of the triangle and points in the direction of the outward normal. The plane 
spanned by e 1 and e 2 is referred to by PEq· Thus, we introduce a new co-ordinate 
system, x; ~' (, TJ that is associated with Eq, shown in figure 3·4. 
( 
Y1 Y2 
Figure 3·4: Local co-ordinate system for analytical integrals 
Using this co-ordinate system, we can describe important quantities which are 
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used to describe our integrals in the forms shown in equations 3.10 and 3.11. 
where the generic integrals 11 , h refer to: 
!1 = j ~ds, 
Eq 
1 
-Jl 
47r 
TJ 
--13 47r , 
(3.10) 
(3.11) 
(3.12) 
To express these generic integrals , we must define some more quantities over the 
panel. First, ei E ( 0, 1r) is the inclusion angle at vertex i, such that B1 + B2 + B3 = 1r, 
next we define a 1 = 0, a 2 = n- B2 , a 3 = n + B1 . Using these values of ei and ai 
we can constuct a set of 3 local orthonormal bases centred at the origin, given by 
{ ePi, eq;, e3 }, such that ePi is parallel to the previously defined line Li. This gives us 
local coordinated systems, denoted by {Pi, Qi, TJ} that are associated with each edge 
of the triangle. In this form, we have 
(3.13) 
More local coordinate systems can be formed from this construction, :2 = (pi, qi) 
defined for each of the sides of the triangle, allowing us to write a local coordinate 
(JJi, q{, TJ) in terms of a basis { ePi, eq;, e 3 }. The distance pj between a vertex, Yi and 
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a source point, x can now be written as 
(3.14) 
To make the following equations simpler, we define 
(3.15) 
More quantities are now defined over each side, Li, 
(3.16) 
Xi(x) i i+l ln(pi +Pi) -ln(pi +PHI), (3 .17) 
bi(x) p~ p~+l (3.18) ---
' Pi Pi+ I 
£ i(x) 1 1 (3.19) ---
Pi Pi+ I 
Discarding all explicit dependancies on x for brevity's sake, we define the last 
couple of quantities needed, B0 (x), dependant on the location of the center of the 
source panel and B(x) . 
Bo(x) = (3.20) 
Bi if X= Yi, i = 1, 2, 3 
1 3 
B(x) = 2 L 'l'i(x) + sign(77)B0 (x) (3.21) 
i=l 
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This allows us to finally define h and ! 3 as: 
3 2::: qiXi(x) - ryB(x) 
i = l 
1 h = -B(x), 
'TJ 
allowing us to compute the desired integrals. 
(3.22) 
(3.23) 
This work on analytical integrals for potential problems was later extended to 
linear elasticity integrals (Fata, 2011), which can then be devolved into Stokes kernels 
by setting the poisson ratio, v = 1/2. By using the same quantities over the triangle 
as from the potential integrals, we can express these Stokes integrals in a similar 
fashion 
U(x,y) _1_ (! + (x- y) @ (x- y)) = _1_1u 
8np, r r 3 81r 11 
T(x,y) = -~ ((x- y) ® (x- y)(x- y) · n) = -~Ir 
~ r5 ~ 
With Iu and Ir defined in terms of more generic integrals 
Iu = (!1 + I~~)e1 ® e1 + I~(e1 @ e2 + ryl~e1 ® e3 
+ I~(e1 ® e2 + (h + IF)e2 @ e2 + ryiie2 @ e3 
+ ryi~e1 @ e3 + ryl~e2 @ e3 + (h + ry2I3)e3 @ e3 
Ir = -3ryi~~el ® e1 - 3ryi~'el @ e2 - 3ry2 I~e1 @ e3 
- 3ryi~'e1 ® e2- 3ryi~'e2 @ e2- 3ry2 I~e2 ® e 3 
- 3ry2 I~e1 ® e3- 3ry2 I~e2 @ e3- 3ry2 Ise3 @ e3 
where the new generic integrals are defined as: 
(3.24) 
(3.25) 
(3 .26) 
(3.27) 
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3 
1 I: q· 1 
- _2_bi(x) + -B(x) 3n2 d· 3n3 
'I i=l 1 'I 
3 3 
2::::: Xi(x) sinai , If= - 2::::: Xi(x) cos ai 
i=l i=l 
3 3 ~ ~ bi ( x) sin a· JC = - ~ ~ bi ( x) cos a· 
3 L...t d· t> 5 3 L...t d· t i=l t i=l t 
3 
--3
1 L (.ci(x) cosai + ~ibi(x) sinai) sinai + 31 B(x) i=l t rJ 
-3
1 t (.ci(x) sinai+ ~i bi(x) cosai) cosai + 31 B(x) i= l t rJ 
~ t ( L;(x) sin<>;+ ~: O;(x) cos ex;) sin"' 
Finally, we have all the integration tools in order to evaluate integral expressions 
over the entire domain. We can now evaluate Ax in each GMRES iteration for all the 
kernels we will consider, and so we can concentrate on the linear solver itself. 
3.2 Relaxation Strategies 
All testing results presented in this thesis are obtained using relaxation strategies 
during our GMRES / FGMRES iterations. For each iteration k of the solver, we define 
an accuracy, 'rlk that must be fulfilled by our FMM-accelerated matvec in order to 
continue converging. We have chosen to concentrate on the following definition for 
'rfk, given by (Bouras and Fraysse, 2005) 
Eglobal 
'rlk = --, 
Tk 
(3.28) 
where Eglobal is the desired tolerance of the solution, and rk is the residual at iteration 
k. 
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Given these accuracies, we need some way of imposing them on our fast method. 
Given that the error from said method, Efast = Efast(BMAc,p) , we choose to modify 
only one parameter , holding BMAC constant , and only modifying p. 
As an example, we choose spherical harmonics kernels for the Laplace Green's 
function. From (Greengard and Rokhlin , 1987) we can express a given term in the 
multipole expansion, M;:: from source points (pi, ai, f3i) as 
N 
M;:: = L qi · P~ · ynm(ai, /3i), (3.29) 
i=l 
and the error incurred from this approximation, for series truncation p > 1 at a point, 
P = P(r, e, ¢), 
p n Mm ""N q· ( )p+l ¢(P) _'"""' '"""' _n . ym(e, ¢) ~ Di=l t :: 6 6 rn+l n r - a r 
n=O m=-n 
(3.30) 
where a is the size of the cluster and r is the distance between the multipole center 
and the target particle. Similar bounds are derived (Greengard, 1987) for all of the 
translation and evaluation operators. Using the nature of the octree space decom-
position, we can form the following expression for the number of terms needed for a 
given accuracy, 
(3.31) 
While in practice this presents a very loose error bound, often over-approximating 
the value of p needed for a desired accuracy, the fact that it requires no knowledge 
of the tree or interactions between boxes is advantageous, and allows us to choose a 
new pin 0(1) time. 
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3.3 Preconditioners 
In this work we will make use of a small number of fairly simple preconditioners, 
implemented for each of our test problems. In each case, for the right-preconditioned 
GMRES we are providing a solution to the system 
(3.32) 
where M is some approximation of A, such that solving for Zj is cheaper than actually 
solving A z j = Vj, or M-1 is easily computable. 
The first, and most basic preconditioner that can be used is a diagonal precondi-
tioner, where 
M = diag(A). (3.33) 
With this form of M, M-1 becomes Mii1 = (Ai)-1 . For the Laplace equation, 
(Aii)- 1 is simply 1/Aii, while for Stokes problems, where Aii E JR3x3, each element 
of M-1 is the 3 x 3 matrix inverse of Aii· Note that this is a constant preconditioner 
with no inner solve needed, and thus can be used in both GMRES and FGMRES solvers. 
Next, we look at 2 preconditioners that are made possible by the FMM's decom-
position of space. First is a block-diagonal form, shown in (Liu, 2009) where M is a 
sparse matrix taking into account only particle-particle interactions within a leaf of 
the FMM's tree hierarchy. This takes into account only the closest interactions be-
tween panels. We denote this sparse matrix as Aleaf, and precompute at the start of 
all calculations. Each block of this matrix is independent , and so we could explicitly 
compute the inverse (using BLAS or similar). However, we do not do this currently, 
and instead solve Ab!ock Zj = Vj using an inner GMRES solver. Due to the inner solve, 
this preconditioner is considered to be flexible, and so FGMRES must be used as the 
outer solver. In the matrix form shown below, Ai denotes the block matrix formed 
by interactions within leaf i of the tree. 
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A- 1 
leaf 
A-1 
N 
(3 .34) 
In a similar vein, the third preconditioner we experiment with takes into account 
all close-range interactions within the FMM (Chaillat et al., 2011). This precondi-
tioner involves only P2P interactions, and no far-field approximations of any kind. By 
necessity, the interactions are precomputed and stored as the sparse-matrix A 1ocal· We 
are unable to efficiently compute the inverse (which is not guaranteed to be sparse), 
so, as with the block-diagonal preconditioner described above, we use an additional 
GMRES solver to obtain Z j· Again, this is a flexible preconditioner an FGMRES must 
be used. For this case, in the notation used below, Aij is the block matrix formed 
from interactions between leaves i and j. 
Alocal = 
An A12 A13 
A21 A22 A23 
A32 A33 (3.35) 
AN,N-1 ANN 
This ends up being another sparse approximation to the full linear system, albeit 
one more dense than the block-diagonal preconditioner. Intuitively, we could expect 
this preconditioner to work the best in terms of reducing iteration counts as it better 
represents A , however this will come at a cost - each inner GMRES will be more 
expensive due to the larger number of non-zeros. 
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Chapter 4 
FMM-BEM Implementation Details 
We have previously discussed the concepts of the FMM (§2.3) and BEM (§2.1), and 
some of the numerical techniques we will be using (§3.1). We now discuss implemen-
tation specifics for the FMM, and in particular, specifics for the FMM-BEM. 
4.1 Data Types 
The types of data we will deal with in the FMM-BEM, and how we handle them is 
very important. We will summarize the important types that we will deal with in 
both FMM and FMM-BEM, highlighting the differences. 
• point_type - Ad-dimensional point in space, x E JRd. 
• source_type - A source for the evaluation. For instance, a planetary body in 
astrophysics, a point vortex in vortex methods. 
• target_type - A target for the evaluation - this can be the same as a source or 
simply a point in space, depending on the type of system being evaluated. 
• multipole_type - Type of the multipole expansions, e.g. a vector of complex 
numbers (Spherical harmonics expansions) or real numbers (cartesian expan-
sions) 
• local_type - Analogous to multipole_type for the FMM's local expansions. 
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Before we explicitly set these types, we can gain insight into what they might look 
like by thinking about the nature of what we are solving in an FMM-BEM problem. 
First , we are approximating a matrix from values on a discretized surface mesh, 
where each element contributes a term based on an integral over its surface with 
respect to a target surface. This implies that our source_ type is not going to be a 
point in space, but rather some kind of panel. It will then be easiest to represent 
each target as a panel too, even though we will only care about the central point in a 
collocation BEM - this gives us the advantage of having sources and targets the same, 
simplifying the FMM evaluations. Next , each panel can contribute one of 2 types of 
value - fixed potential or charge in the case of Laplace, velocity or traction for Stokes 
and displacement or traction force for linear elasticity problems. Approximations to 
these different contributions must be kept separate, implying we should have a pair 
of expansions, one for each type of boundary condition. 
The first HEM-specific change we make, is to consider a panel-type to serve as our 
source and target-types. Represented (at a minimum) as a set of vertices (v1 , v2 , v3 ), 
the actual implementation of the panel is irrelevant so long as standard information 
can b e obtained from it - quadrature points, area, normal etc. These panels will 
require implementation-specific P2P , P2M routines, and potentially M2P and L2P as 
well. An example of the code descript ion for a constant triangle is shown below 
I I Con s tant trian gular panel 
2 struct ConstantTriangle 
{ 
4 I I i mportant v alues 
doub l e area; 
6 Point3D normal; 
I I pr e - computed quadrature point s for triangle 
s vector<Point3D> quadrature_points; 
BoundaryConditionType BC; 
10 
I I c r eate Pane l from 3 vertices 
12 Panel (Point3D v1, Point3D v2, Point3D v3); 
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14 
I I c r e ate Panel from exis ting panel 
16 Panel (Panel other); 
} ; 
The change for multipole and local types is much each easier- if we consider (in 
c ++notation) a single multipole to have type multipole_type , then the BEM specific 
type would be either multi pole_ type [2] , or std: :vector<multipole_type>. 
Table 4.1 summarizes the changes in types between the FMM for a particular 
equation, in t his case Laplace, and the FMM-BEM. 
Data type FMM FMM-BEM 
point_ type Point3D Point3D 
source_type Point 3D Panel 
target_ type Point3D Panel 
multipole_type vector< complex> vector<complex>[2] 
locaL type vector<complex> vector<complex>[2] 
Table 4.1: Data types for Laplace FMM and FMM-BEM 
4.2 FMM Operators 
We have already discussed how the data types change from FMM to FMM- BEM , now we 
look at how the FMM operators must change to accommodate these typing changes. 
The first operator we will look at is P2P, the interaction b etween a single source and 
single target. This is generating the element (i,j) if we were to form a full-rank 
matrix. For the BEM, this is calculated with 
JK(i,j) = j f(xi, xJ)df, ( 4.1) 
rj 
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with xi within the target panel, and Xj within the source. For the singular case, 
i = j, we use specific routines (see §3.1) and Gauss quadrature for all other cases. 
Thus a panel need simply provide some way of accessing it's relevant quadrature 
points , whether explicitly storing them, or calculating on-the-fly. 
Next, we look at P2M- this calculates the multipole approximation from a single 
panel at some arbitrary point. For panels , this is as easy as iterating over the compo-
nent quadrature points of each panel, treating each of them as a single source would 
be in a standard FMM. 
Translation operators, M2M, M2L and L2L area identical to the FMM counterparts, 
with the exception that every translation is done twice - once for each type of 
boundary condition. 
Finally, the evaluation operators, M2P and L2P will change based on the exact 
implementation of the panel. For constant panels, they will be identical to the FMM 
case, with a single point being evaluating at the center of the target panel. For more 
complex formulations, they may require exposing more target points , rendering the 
situation analogous to that for P2M - the panel exposes multiple points, each of which 
are evaluated individually as a single point. 
4.3 Near-Field Sparse-Matrix 
One of the major advantages of using the FMM to form an approximation of the full-
rank BEM matrix, is to reduce the overall memory consumption by never explicitly 
storing the matrix. However, we can trade-off some of these memory savings in order 
to make our matrix-vector products faster. We do this by explicitly constructing the 
matrix of only the near-field interactions. This allows us to only perform the near-field 
calculation (all of the integrals) once, as each further calculation becomes a simple 
matrix-vector product. This is the same as calculating Alocal from §3.3, but instead 
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of using the matrix as a preconditioner, we store it and use it instead of re-evaluating 
the near-field every solver iteration. 
To save memory, we use the CSR sparse-matrix format, which consists of 3 arrays 
- offsets corresponding to the beginning and end of rows , which reference to segments 
of the other 2 arrays, containing the column index and value of every non-zero value. 
An example matrix and corresponding CSR representation is shown below. 
A=(~~~) 
3 0 1 
offsets 0 2 3 5 
indices 0 1 1 0 2 
values 1 2 1 3 1 
Table 4.2: CSR representation of A 
(4.2) 
In the case of the near-field, every row corresponds to a source panel, and every 
column entry signifies a direct (P2P) interaction between the source and that target. 
The total storage for this matrix form in double precision is: (#rows x 4) + (nnz x 
12) bytes . While this form of near-field interaction can be used for a standard FMM, 
it can cause some notable problems: 
• If sources move, the sparse-matrix has to be re-created, including the non-zero 
(sparsity) pattern - there are no corresponding savings for multiple iterations. 
• In uniform distributions of sources, each individual source will on average inter-
act with 27 x NcRIT other particles, resulting in very memory-intensive matrices. 
For instance, N = 104 , NcmT = 400 would result in a matrix taking 1236MB. 
Increasing N to 105 would give a matrix taking 12.36GB. We can use this tech-
nique more readily for BEM applications, as the nature of the surface mesh 
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will result in less than 27 near-field cluster-cluster interactions, reducing that 
number to around 9, with an equivalent reduction in memory consumption. 
4.4 Lazy Evaluators 
In the FMM-BEM, we have the advantage that once we create the spatial decomposition 
of the domain, it doesn't change throughout the iterations of the linear solve. This 
means we can traverse the tree a single time, storing the resulting interactions in lists, 
and simply run through those lists once for every iteration.For example, the upward 
sweep shown in algorithm 3 turns into algorithm 7 when performed in a lazy fashion. 
Analogous variations on algorithms 4 and 5 can also be created. 
Algorithm 7 Lazy Upward sweep 
Require: Cells C, kernel K. 
P2M_.list = [] 
M2M_.list = [] 
I I Once during construction 
for i=l, ... , SIZE(C) do 
if IS_LEAF( Ci) then 
P2M_LIST .INSERT(i) 
else 
p = PAIR(i, parent(Ci).index) 
M2M_LIST.INSERT(p) 
I I Each Iteration 
for Entries i in P2M_.list do 
K.P2M(Ci) 
for Entries i in M2M_.list do 
K.M2M(Cuirst, Ci.second) 
[> Queue P2M operation for leaf 
[> Queue M2M operation up tree 
[> Evaluate queued P2M 
[> Evaluate queued M2M 
A further advantage to this style of evaluation beyond saving the cost of repeated 
tree traversals, is that we can process lists of queued operations in parallel very easily. 
The most obvious candidates for this treatment are lists for P2M and L2P, where every 
operator call only involves a single cell, and every cell is completely independent. All 
other lists can still be performed in parallel, albeit with more care taken to ensure no 
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race conditions (mult iple parallel processes attempting to change the same value(s) 
simultaneously) occur. 
4.5 P erformance 
W hile we have asserted in §2.3 that the FMM scales as O(N), we should confirm that 
our implementation scales correctly. All kernels should scale equally, so we choose 
to use the Laplace kernel, ut ilizing spherical harmonic expansions, with p = 5. We 
choose to keep N c RIT = 126 for all cases, and values of N are chosen such that all 
data points are equispaced on a log-log plot , shown below in figure 4·1. 
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Figure 4·1: Scaling of the FMM with respect to problem size, N 
This plot shows the overall scaling of the FMM as O(N). T he minor peaks are 
caused by the nature of the hierarchical decomposit ion - when a new level is added 
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it changes the balance of near and far-field computation, which is vital to the overall 
O(N) behavior. We could eliminate these peaks by tweaking NcRIT for every test 
value of N, but the general trend of timing has already been shown. 
47 
Chapter 5 
BEM with inexact GMRES for the 
Laplace equation 
To properly evaluate the utility of our relaxed FMM-BEM method, we must apply it to 
a variety of examples, both to test for correctness (obtaining the correct answer and 
maintaining all convergence properties) and to evaluate the "real-world" potential for 
speedup. 
The first such example we will look at is the solution to Laplace's equation, con-
sisting of obtaining ¢(x) such that: 
(5.1) 
This equation can be used to model several applications, including electrostatics 
(Yokota et al., 2010) , potential flow (Klaseboer et al., 2011) and heat transfer (Panti, 
2008; Majchrzak and Freus, 2003), and using FMM-BEM in particular (Nabors et al., 
1994). 
5.1 BEM 
To obtain a BEM formulation for Laplace, we start with the weak formulat ion of 5.1, 
with some weighting function, W , 
(5.2) 
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We can write this in a different form, 
J [\7(\7¢ W)- \7¢\lW] dD = 0. (5.3) 
0 
Applying Gauss' divergence theorem to the first term, we convert it into a surface 
integral, while simultaneous re-writing the second term, \7¢\lW = \7(¢\lW) -¢\72W 
gives us 
J [\7¢ W · n] df- J [\7(¢\lW)- ¢\72WJ dD = 0. (5.4) 
r o 
Utilizing Gauss' divergence theorem once again, and choosing W = G = 1/47rr , 
the Green's function for the Laplace equation (while noting that \72G = -b), we 
obtain 
j~~Gdr- j ¢~~ df- j ¢\72GdD=O. (5.5) 
r r o 
Taking advantage of \72G = -b, we obtain the near-final form 
(5.6) 
The final step we must perform is to take our target point , i, to the boundary, 
where we want to form a linear system. At i we augment the domain by a small 
hemisphere around the point with radius E. We can then consider i as E --+ 0. The 
first integral to be treated is over G as it presents a lower order singularity than the 
integral over ac 1 an. 
49 
lim J G 00~ df c--+O n 
r, 
lim J -1- o¢ df 
t--+0 4nE on 
r , 
. 2E2 o¢ hm-- =0 
E--+0 4nE on 
In a similar fashion , we take the integral over oG I on to the surface, 
-lim ¢--J 1 c--+0 4nE2 
r , 
2nE2 1 
-lim¢-=--¢. 
E--+0 47rE2 2 
(5.7) 
(5.8) 
(5.9) 
(5.10) 
Utilizing these two results and applying them to equation 5.6 with some re-
arrangement , we obtain the final form for the Laplace equation: 
~ "' ] "'oc dr=jo¢Gdr. 2 'f' + 'f' on on (5.11) 
r r 
The constant of 112 holds as long as target points are located on a smooth surface, 
that is to say, not on the edge or corner of a panel. As noted in §2.1 , we use constant, 
fiat panels with collocation, resulting in targets in the center of panels, allowing us 
to use this formulation with no changes. 
Finally, as we have specified constant elements, we can bring the ¢j and o¢j I on 
terms outside their relevant integrals, and form the surface integrals as sums over 
discretized panels to give the final expression we will solve: 
N N 
1 2: o¢j j 2: j ocij 
-¢· = - G ··df·- ¢· - df·. 2 2 on . 2) J J on · J 
. J . J 
J r J r 
(5.12) 
To find every ¢i and 8¢d8ni, we create a system of linear equations Ax = b 
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where the elements Aij are given by: 
_ { fr Gij df j, c/J specified on panel j 
Aj-
r ocij !!!f. fi Jr on . df j, on speci ed on panel j 
J 
(5.13) 
and b is formed from the known terms on the boundary - for instance, if cjJ is specified 
on a panel j, then cPj fr 8Gijjonj dfj will be added to bi. 
J 
Expanding out these operators into the actual forms of Gij and 8Gi) I onj we 
obtain expressions in terms of 1/r and nj . \7(1/r). 
(5.14) 
(5.15) 
Exactly how to evaluate these integrals numerically has been discussed in detail 
in §3.1, so we just need to deal with the final details of our scheme - the far-field 
approximations used for the FMM. 
5.2 Expansions 
While there are many different ways to approximate the Laplace Green's function , 
we choose to use spherical harmonics due to their superior scaling at high values of p 
(translations such as M2L scale as O(p4) instead of O(p6 ) for cartesian expansions). 
This choice of expansion will give us distinct multipole (singular) and local (regular) 
representations, convergent in different parts of the domain. 
Remember that the potential at a point xi from N sources, Xj, denoted here (to 
avoid clashing with the spherical co-ordinate cjJ) by <P(xi) is given by 
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(5.16) 
We begin by taking two points , xi, xJ E JR3 , and an intermediate point between 
them, x*. Next, we look at the pair of vectors, xi - x* = xi* and Xj - x* = Xj* in 
spherical coordinates. 
If we let 1 be the angle between xi* and Xj*' we can write the distance between 
these two points, r' as 
(5.17) 
where cos1 = cosBcosa + sinBsinacos(¢- (3) . By setting p, = pjr and u = cos1 
we directly write 
1 1 (5.18) 
r' 
For p, > 1 we can expand 1/r' in terms of p,n, resulting in a Legendre polynomial 
of order n, given by 
and so we can write our expression for 1/r' as 
1 oo pn 
- = '""""'-1 Pn(u) . r' L..t rn+ 
n=O 
(5.19) 
(5.20) 
It is worth noting that our expansion is still coupled in terms of x i and x1, so we use 
52 
the "well-known" result (Abramowitz and Stegun, 1964) that Legendre polynomials 
can be expressed in terms of spherical harmonics 
with 
(n -lml)! plml(cosB)eim¢. 
(n + lml)! n 
(5.21) 
(5.22) 
In this form for ynm, the associated Legendre polynomials, P:;" must be calculated 
using Rodrigues ' formula (Rodrigues, 1815) 
By combining equations 5.16, 5.20 and 5.21, we get two very similar forms 
Lm 
n 
(5.23) 
(5.24) 
(5.25) 
with M:;" and Lr;: as the multipole (singular) and local (regular) coefficients respec-
tively. 
While the approximation of G = 1l4nr is easy with the FMM, forming multipole 
expansions for ac I an requires a little more work. Working from ac I an = \1 G. n, to 
form the desired multipole expansion requires the computation of aM;:"(r, e, ¢)1an. 
Taking each derivative in turn, and initially working in spherical coordinates , 
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dr - !!_Mm r n 
dB 
n aynm(B, ¢) 
-
r oB 
dcp . Mm -~m n. 
We can now use a simple conversion into cartesian coordinates in order to perform 
the dot product with n: 
( 
dx ) ( sinBsin¢ (cosBcos¢)1r -(sinBsin¢)1r ) ( dr ) 
dy = sin B sin ¢ (cos B sin ¢)I r (sin B cos ¢)I r . dB 
dz cosB - (sinB)Ir 0 d¢ 
To translate and convert these expansions, we reproduce without proof the for-
mulae from (Greengard, 1987) for multipole-multipole (5.26), multipole-local (5.27) 
and local-local translations (5.28), where A~= ( -l)n l(n - m)!(n + m) !. 
j n 
2:2: 
.A{k- milkl-lml - lk-miAm Ak-mpny-m(a (3) J- n n J-n n ' 
(-l)nAj (M2M) (5.26) 
n=O m=-n 
j n Mmilk- ml-lkl-lmiAm Ak]ym-k(a (3) 
"'"' "'"' n n J+n ' (M21) ~ ~ (-l)HkAm-kn.i+n+l 
n=O m=-n J+n ,..,-
(5.27) 
j n 
L~ = I: I: (121). (5.28) 
n=Om=-n 
We note that there are more efficient versions of these translations, for instance, 
factorized translation operators that rely on the ability to rotate spherical harmonics 
to a chosen orientation - this would allow all ynm(a, (3) terms in equations 5.26-5.28 to 
be replaced with ynm(o, 0), which can be precomputed. At the cost of extra memory 
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for precomputed values, this reduces the cost from O(p4 ) to O(p3 ) (Greengard and 
Rokhlin, 1997) . FUrther algorithmic gains can be made using a plane wave expan-
sion formulation for the M2L operator, where we convert multipoles into plane waves 
( 0 (p3)), translate them ( 0 (p2)) and finally convert them back into local expansions 
(O(p3)). This method keeps the overall complexity of the M2L at O(p3), but with 
lower constant terms (Greengard and Rokhlin, 1997) . 
5.3 Convergence 
As an initial test of our FMM-BEM implementation, we wish to verify its convergence 
to a known solution based on the spatial resolution of our mesh. To do this, we use 
simple tests of constant potential and charge on the surface of a sphere. We use 
the analytical solution of¢ = 8¢j8n = 1. The presence of an analytical solut ion 
makes this problem perfect for convergence testing for both 1st-kind (solving for ¢ 
with 8¢/8n known) and 2nd-kind (solving for 8¢/8n with¢ known). The geometry 
is produced by forming an initial approximation for the sphere using 8 triangles , then 
recursively splitting each triangle into 4 smaller panels. In this way we can control 
the spatial discretization of the geometry and use it to test real-world convergence 
of our BEM for both first and second-kind equations. Two examples of the spherical 
domain are shown in figures 5·1a and 5-lb. 
All tests were performed using a canonical right-preconditioned GMRES (algorithm 
1) implementation, using our FMM_Plan framework (see appendix A) for the matrix-
vector products. We used spherical harmonic expansions for the far-field, and the 
semi-analytical integral described in §3.1.2 for singular integrals. High precision Gauss 
quadrature was used for near-singular integrals. In all cases, eMAC = 0.5, p = 10 and 
a solver tolerance of 10- 6 was used in order to minimize all but discretization errors. 
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(a) 128 panels (b) 2048 panels 
Figure 5 ·1: Triangular discretizations of a sphere 
Figures 5·2 and 5·3 are encouraging, as they display the correct orders of conver-
gence that we expect compared to comparable codes, namely 0 (1/ N) for the 2nd-kind 
solve, while achieving slightly better than 0(1/VN) in the 1st-kind solve. This im-
plies that our BEM formulation is correct, the singular / near-singular integrals are 
accurate , and the far-field approximation using the FMM is also giving the expected 
answer. This provides the basis we will use to continue experimenting with our code, 
and ensures that when we use relaxed solvers, we can test their convergence, and be 
sure that we are still getting the correct answer. 
5.4 Relaxation 
We are trying to minimize the time taken to solve BEM problems while not sacrificing 
accuracy, so it is vital to see how the modifications affect our code's behavior. First, we 
look at an example problem and see how the residual changes with GMRES iterations, 
and the p required to continue convergence. 
Figure 5·4 shows how both ll rk ll and p change over the course of a solve. In 
this problem, 32768 panels were used to solve the first-kind equation on a sphere 
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Figure 5·2: Convergence of 1st-kind solve for Laplace equation on a sphere, solving 
with p = 10, solver tolerance of w-6 . 
to a tolerance of 10- 5 with an initial p set to 8. Clearly, as the residual drops , 
the p required to maintain convergence of the solver drops significantly, down from 
p = 8 at the first iteration to p = 3 at the 7th. Kernel translation operators in 
this implementation scale from O(p4 ) for spherical harmonics to O(p6 ) for Cartesian 
kernels, thus this drop in p can result in large savings in terms of the work being 
performed. 
Next, we compare problems with and without a relaxation strategy. Figure 5·5 
shows the results of tests from 8192 to 131072 panels with a solver tolerance of 10- 5 
using a multi-threaded evaluator on 4 cores. For all experiments in this section N cRIT 
was chosen for each test to minimize the solution time. Only the time spent solving 
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10-4 
N 
Figure 5·3: Converge of 2nd-kind solve for Laplace equation on a sphere, solving with 
p = 10, solver tolerance of 10- 6 . 
Ax = b, tsolve is plotted. While there are many metrics that could be used to establish 
performance, we choose to use time-to-solution in all cases for the following reasons: 
1. Reporting times normalized on the number of iterations will both show the 
same speedups (due to the identical number of iterations required for relaxed 
and fixed-p solvers), and show exactly the same speedups as the total time-to-
solution. 
2. Times, rather than operation counts (whether total or per-iteration) are used to 
abstract away as much as possible the implementation details - we could po-
tentially use a "reference operations" count, the operations required to perform 
a direct (O(N2 ) solve), normalized by either total time (operations per second) 
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Figure 5·4: Behaviour of the residual llrkll and necessary p against GMRES iteration 
number 
or by iterations (average operations per second per iteration) , but neither of 
these options provide any real advantage to simply reporting times. 
3. Showing times / operation counts for individual iterations is too unwieldy -
instead of presenting a single value of speedup for each experiment, either mul-
tiple values (up to 70+ iterations in some of the later experiments in this thesis) 
or a plot would need to be presented. 
From tables 5.1 and 5.2, we can see that there is a benefit from using a relaxation 
scheme for these problems. For problem sizes of 8192 panels and above, we see an 
average speedup of around 1.4 x for 1st-kind solves and 1.2 x for 2nd-kind problems. 
While these are not huge speedups, they show the first successful application of are-
laxation scheme to FMM-BEM, as well as increasing speedups as problem sizes become 
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Non-Relaxed Relaxed 
N NcRrT tsolve NcRrT tsolve Speedup 
2048 400 0.27 200 0.40 0.675 
8192 400 2.58 200 1.7 1.52 
32768 400 7.1 200 5.07 1.40 
131072 400 30.1 200 20.72 1.45 
Table 5.1: Speedups for Laplace 1st-kind relaxation, p = 8, solver tolerance of 10- 5 
Non-Relaxed Relaxed 
N NcmT tsolve NcRIT tsolve Speedup 
2048 400 0.13 200 0.64 0.20 
8192 400 1.49 200 1.19 1.25 
32768 400 6.77 200 5.92 1.14 
131072 400 30.01 200 24.2 1.24 
Table 5.2: Speedups for Laplace 2nd-kind relaxation, p = 8, solver tolerance of 10-5 
larger. 
Most interestingly, these results illustrate the differing parameters needed for op-
timal run times. T he best choice of NcRIT changes from 400 in the non-relaxed case, 
to 200 when a relaxed solver is used. This is logical, as for non-relaxed solves the 
best runtimes will be obtained by balancing the near and far-field evaluations (P2P 
and M2L). However, when we relax the system, the time taken for the far-field will 
decrease as a consequence of reducing p, while t he amount of time for the P2P will 
remain constant (as an aside, this could also be relaxed, but would necessitate cre-
ating a new tree every iteration). This means t hat to minimize t ime-to-solution for 
relaxed cases, we want to reduce this constant P2P cost by adjusting NcRIT· 
Now that we have established that relaxation is successful in the sense that it a) 
converges to the correct answer, and b) provides a speedup in solve times over using 
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Figure 5·5: Speedup using relaxation strategy 
131072 
a fixed p , we can investigate the kinds of situations that will provide the greatest 
benefits. To do this, we propose 2 hypotheses based on our initial results: 
1. If a higher accuracy (and necessarily higher p) is needed, the benefits of re-
laxation will be greater, due to the ratio of work between the starting and 
minimum p becoming greater. This hypothesis will be tested by solving a 1st-
kind equation for 32768 panels, with varying values of starting p. To eliminate 
potential discrepancies in iteration count between values of p, and to recognize 
that not all problems are as simple to solve as the sphere, we enforce 10 GMRES 
iterations, resulting in a solve to 5.5 x 10- 5 tolerance. 
2. As more iterations are required, relaxed solves will spend more time at low 
values of p, and thus the speedups will be greater. We will test this hypothesis 
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by artificially increasing the number of iterations in an analogous way to how we 
fixed the iteration count at 10 earlier. For this particular problem , increasing 
t he number of iterations is equivalent to desiring a lower exit tolerance for the 
solver. 
We now test both hypotheses, starting with the first ; the relation between init ial 
p and overall speedup, using the sphere test case and forcing the solver to perform 10 
iterations. 
Relaxed Non-Relaxed 
p NcmT tsolve NcRIT t solve Speedup 
5 100 4.21 100 6.34 1.51 
8 100 6.24 400 12.4 1.99 
10 150 8.76 400 18.5 2.11 
12 150 13.2 600 25.3 1.92 
15 150 19.3 600 38.3 1.98 
Table 5.3: Laplace 1st-kind relaxation speedup with respect to p for sphere with 
32768 panels. 
The results in table 5.3 and summarized in figure 5·6 show a general trend - at the 
lowest values of p speedup is smaller , but it increases and levels out at approximately 
2 x for larger tests. Looking at the times taken for individual iterations, t his behaviour 
seems consistent. For the fastest total time, we desire an unbalanced tree on the first 
iteration (that is, where the time taken for near and far-fields is not equal) , with the 
amount of P2P kept artificially low. 
While t his means that later , low-p iterations are very quick, it generally results in 
the first, high-p, iterations being slower than the equivalent fixed-p case. Thus, t he 
speedups obtained are purely from the low cost of t he last iterations- with higher p , 
t he speedup in these iterations is greater, resulting in lower overall t imes to solution. 
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Figure 5·6: Time for 1st-kind Laplace equation solve on a sphere for 32768 panels 
with varying initial p for relaxed and fixed-p solvers. Iteration count capped at 10 for 
all cases. 
The corollary of this, is that for lower init ial p the speedups from later iterations is 
smaller , t hus t he overall speedup is smaller. 
To test the performance of relaxation with respect to higher iteration counts , 
we use the sphere problem again, artificially setting the desired number of GMRES 
iterations. This has the effect of progressively solving to lower tolerances , while 
eliminating potential discrepancies in iteration counts between the relaxed and fixed 
p experiments . Table 5.3 shows these results. For all tests, the solver tolerance was 
disabled and initial p = 10. In all cases, a multi-threaded evaluator using 4 cores was 
used . 
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Relaxed Non-Relaxed 
Iterations NcRrT tsolve NcRrT t solve Speedup 
5 100 8.57 400 10.0 1.17 
10 100 9.81 400 18.4 1.88 
15 100 11.1 400 26.9 2.42 
20 100 12.4 400 35.3 2.85 
25 100 13.7 400 43.8 3.20 
50 100 20.6 400 86.2 4.18 
Table 5.4: Laplace 1st-kind relaxation speedup with respect to iteration count for 
sphere with 32768 panels. p = 10 
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Figure 5·7: Speedup of 1st-kind Laplace solve on a sphere for 32768 panels with 
varying initial iteration count. p = 10 for all cases. 
From table 5.4 and figure 5·7, t he upward trend of speedup wit h respect to itera-
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tion count is very clear. From modest initial speedups, each increase in iterations gives 
a corresponding increase in acceleration. Further, we can see that each non-relaxed 
iteration adds approximately 1.68s to tsolve, while each relaxed iteration adds a mere 
0.276s. Thus we can predict speedup as the iteration count continues to increase, 
with a 4.73x acceleration predicted at 75 iterations, and 4.94x at 100 iterations. 
Combining our 2 earlier hypotheses and supporting results for both, we can now 
state that the optimal conditions for speedup from using a relaxation scheme are 
both a high iteration count, and high desired precision. Any problems exhibiting 
both these quantities should show significant speedups over standard solvers using a 
fixed p. 
5.5 Conclusions 
In this section, we have laid the groundwork for applying relaxation schemes to FMM-
BEM problems. We have shown that our implementation is accurate, and that it 
converges as expected spatially. Beyond that, we have demonstrated the application 
of a relaxation scheme to FMM-BEM , the first work of its kind. The parameter space 
for determining the expected speedup from relaxation has been explored, giving us 
confidence that any problems that require high accuracy and present tricky linear 
systems, resulting in many GMRES iterations, will give speedups in the order of 2-4 x , 
a significant result. 
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Chapter 6 
BEM with inexact GMRES for the Stokes 
equation 
Now that we have demonstrated the ability of relaxed GMRES to correctly solve FMM-
BEM problems based on Laplace's equation and shown the speedups that this approach 
can give, we can continue to more substantial problems. Results from §5.4 suggest 
that as p increases the potential speedup from relaxation also increases. This implies 
that the benefits from relaxed solvers will increase with a corresponding need for 
accuracy. The next conclusion we can draw from the Laplace equation tests, is that 
we can correlate speedups with the number of iterations needed to solve- in GMRES 
solvers, we spend a majority of iterations with residual values close to the desired 
final tolerance. As the linear system increases in difficulty to solve, we have more 
low-precision iterations and it is these iterations that will give us the greatest speedup. 
The Stokes equation is a vector equation, and significantly more involved than 
Laplace, involving 62K operations for each K-th order integration between two pan-
els, compared to 8K for Laplace. It is used in applications such as biomedicine 
(Rahimian et al., 2010) and MEMS (Microelectromechanical systems)(Fachinotti 
et al., 2007). The use of FMM-BEM for this equation is also well established (Liu, 
2009; Gomez and Powert , 1997). The difficulty of the resulting problems comes from 
both the added complications from the equation itself, requiring solving for 3 com-
ponents (of velocity or surface traction) at every target panel, along with the more 
difficult linear systems that arise. Additional to these sources of complications, high 
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precision is required in order to maintain accuracy (Liu, 2009). This combination of 
tough linear system, high accuracy and added difficulties within the integrals that 
must be computed, means we anticipate significant speedups from relaxing the solve , 
at least on par with those experienced in our Laplace experiments. 
6.1 Equation 
We start from the unsteady N a vier-Stokes equations for fluid motion in terms of the 
velocity, u , pressure, p, viscocity p, and fluid density p, 
(6.1) 
and concentrate on the case where t he Reynolds number, R eL = pU L/ p, is small, or 
in other words, diffusion effects \7 2u are much larger t han convective effects, u · 'Vu. 
(6.2) 
In this case, we obtain 2 equations, the Stokes equation (6.3) and the linearized 
N avier-Stokes equation 6.4 for the steady and unsteady cases respectively. 
'Vp (6.3) 
(6.4) 
Similar to t he Laplace equation, we want the fundamental solution(s) for equation 
6.3, and these are the Stokeslet 6.5 and the stresslet 6.7, shown in both matrix and 
tensor notation forms. 
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8ij + (xi - Yi)(xj - Yj) 
r r 3 
1 ( r2 + dx2 
- dx · dy 
r3 
dx · dz 
dx · dy 
r2 + dy2 
dy · dz 
dx · dz ) 
dy · dz 
r 2 + dz 2 
6 (xi- Yi)(xj- Yj)(xk - Yk)nk 
r5 
( dx . ii) ( dx2 dx · dy dx · dz ) 
= 6 5 dx · dy dy
2 dy · dz 
r dx · dz dy · dz dz 2 
(6.5) 
(6.6) 
(6.7) 
(6.8) 
These fundamental solutions will be used in the next section when we formulate 
a BEM form of the Stokes equation, suitable for solving with the framework used 
throughout this thesis. 
6.2 BEM 
Similar to how we began from Green 's second identity while deriving the boundary 
integral form of the Laplace equation, we start here from Lorentz 's reciprocal relation, 
similar to standard derivations (Pozrikidis, 1992; Liu, 2009). 
0 
0, 
(6.9) 
(6.10) 
where u and u' are solut ions to Stokes equations , and CJ and CJ1 are the associated 
stress tensors . Looking at t he domain in figure 6·1, if we identify u' as the velocity 
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induced from a point source with strength g , we can obtain 
A 
n 
v 
s 
Figure 6·1: Domain used for derivation of Stokes boundary integral equation 
(6.11) 
Discarding gas a constant , and substituting 6.11 into 6.10, we get 
(6.12) 
Next, we integrate 6.12 over a volume, V, set x 0 outside of V and apply the 
divergence theorem 
J [Gij(x , xo)aik(x)- J-LUi(x)Tijk(x, Xo)] nk(x)dS(x) = 0. 
r 
(6.13) 
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Next, moving x 0 towards the surface, we select Vc as a small spherical volume 
around x 0 with radius E. Integrating over V- Vc and using the divergence theorem 
once more 
J [Gi](x, Xo)crik(x)- J-lUi(x)~jk(x, xo)] nk(x)dS(x) = 0. (6.14) 
r ,s. 
Letting E --+ 0, G , T reduce to the Stokeslet and stresslet, 
(6.15) 
with Xi =Xi - Xoi · Over the volume SE, n = x/t: and dS = t:2d0. Substituting 6.15 
into 6.14 we now obtain 
r,s. (6.16) 
When we take the limit E --+ 0, u and cr over the volume SE tend to u(x0 ) and 
cr(x0). We also note that as E--+ 0 the stress term on the right-hand-side of 6.16 will 
decrease linearly, while the velocity term will tend to a constant, 
-6J-Lui(xo) E14 J XiXj dS(x) . 
s. 
Applying the divergence theorem to the surface integral in 6.17, we get 
J x·x . dS(x) = E J x·n . dS(x) = E J axi dV(x) = 8· ·~7rt:4 t J t J ax . tJ 3 . J 
~ ~ ~ 
( 6.17) 
(6.18) 
Finally plugging 6.18 into 6.16 (with the right hand side collapsed to 6.17), we 
get the expected boundary integral form: 
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Setting t = (j · n and taking x 0 to a smooth part of the boundary, 
fr ui(x)Tijk(x, xo)nk(x) df(x) --+ 0, and fr fJik(x)nk(x)GiJ(x, x o) dr(x ) --+ 1/ 2. This 
gives the final form of the boundary integral equation before discretization 
(6.20) 
Finally discretizing with constant panels we obtain 
1 1 N J 1 N J 
- u ·(x0 ) = --"' t · G ·· df · +-"'u · T·k · nk df ·. 2 ~ 87r 1-L 6 J 2J J 87r 6 J 2J J 
J =l r J= O r 
(6.21) 
6.3 Expansions 
To approximate the Stokeslet and stresslet we use a method based on decomposing 
6.5 and 6. 7 into sets of harmonic equations, each suitable to be approximated using 
the Laplace FMM from §5.2 and recombined to give the full answer (Tornberg and 
Greengard , 2008). 
First, we can write the Stokeslet SiJ as 
(6.22) 
N 
p im = L s ij(X m, Xn). fn (6.23) 
n=O 
Then, we can perform more manipulations to get another alternate form, 
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(6.24) 
This decomposition lets us approximate the Green's function operator with 4 
Laplace FMMs for 1/ r , with source strengths ff , ff, f3, (xn · fn). Similarly, we can 
rewrite the stresslet , Dij in a similar form: 
(6.25) 
N 
G"; = 2:::.:: D(xm, Xn, nn) . gn (6.26) 
n=O 
(6.27) 
Similar to the Stokeslet case, we are able to approximate the Stresslet using 4 har-
monic approximations, this time for 1/r3 , where every particle contributes 2 dipoles 
to each approximation. 
(6.28) 
(6.29) 
(6.30) 
(6.31) 
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When we come to evaluate all of these expansions, we note that both the Stokeslet 
and stresslet are of the same form, just with different source strengths for each ex-
pansions. Assuming our 4 expansions Mi, i = 1..4 are ordered in the same way we 
defined the influences of particles earlier, 
(6.32) 
6.4 Convergence 
Just as for the Laplace equation, we wish to show our method is working as intended, 
and thus converges to the correct accuracy as a function of the spatial discretization. 
For the Stokes equations, we choose to simulate the low-Reynolds number flow over 
a sphere. A classical problem in Stokes flow, when placed in a uniform flow of speed 
Ux, the drag over the sphere can be found analytically to be Fd = 61r f-LRUx. 
Imposing u = (1, 0, Of at the center of every panel, we solve a first-kind equation 
for the traction force, t , from which we can then get the total drag force from the 
integral 
N 
Fd = J tx df' = L txi · Aj 
r J=l 
(6.33) 
In these tests, we set R = 1, Ux = 1 and f-L = 10-3 , giving a drag force of 
Fd = 0.01885. For each case, p was increased until the solution stopped improving. 
Figure 6·2 shows the t x, the traction force exerted in the x-direction on the sphere 
It is worth pointing out that while we do have some oscillations in the traction 
force, their magnitude is small (0(10-4 )), and they do not affect the derived quantity 
(in this case, total drag force) that we are interested in. 
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Figure 6· 2: Traction force tx exerted in the x-direction on a sphere, 32768 panels , 
p = 16, Pmin = 5 solved to 10-5 tolerance. 
As shown in figure 6·3 we see that for 1st-kind equations (likely to be the most 
common for Stokes problems - the velocity is prescribed and we wish to find the 
surface traction), we converge as 0(1/..,/N), in-line with the results from §5.3 for the 
Laplace equation. 
6.5 Relaxation 
Similar to the Laplace equation, we are interested in showing both that using a 
relaxation scheme converges to the same solution (and thus error) as a non-relaxed 
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Figure 6·3: Convergence of first-kind equation for Stokes flow around a sphere. Initial 
p = 16, linear system solved to 10- 5 tolerance. 
run, and that we get a benefit in terms of speed. 
First, to estimate the benefits we might obtain, we look at the residual history 
of a solve for the traction force on a sphere, the same test used in §6.4. Figure 
6·4 shows that beyond an initial fast reduction in residual in the first 3-4 iterations, 
before convergence slows until we reach the final residual after 27 iterations. This is 
encouraging for the use of relaxation, as we quickly reach a residual that will allow 
us to dramatically reduce the accuracy needed for the matvec. 
It is this reduction in accuracy that we anticipate producing large time savings 
for the Stokes equations. As the FMM expansions for Stokes consist of 4 Laplace 
expansions, and each expansion translation scales as O(p4 ), the potential savings are 
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large. For instance, starting a problem with p = 16 as above, and finishing at p = 5, 
the far-field evaluation for each low-accuracy iteration will be approximately 100x 
faster than the high-precision iteration. 
10-2 r-------,--------,--------,--------,----~==r=======~ 
----Fixed p 
-- -Relaxed 
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Figure 6·4: Residual history solving for surface traction on the surface of a sphere, 
10- 5 solver tolerance, 8192 panels, p = 16. 
During this period of init ial testing, we confirmed the departure from standard 
FMM practice as regards to choosing NcRIT and p that we first encountered in §5.4 
for the Laplace equation. Traditionally, we would try to balance the amount of time 
spent on the near-field (P2P) and far- field (dominated by M2L). While this works 
well for the case where we keep p constant, it requires an adjustment for the relaxed 
case. In order for the optimal time to solution, we actually want to balance near and 
far-fields for the value of p we spend most time on - in the majority of cases, this 
is the lowest instance of p. Figure 6·5 shows the residual history of a solver over a 
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sphere, along with the breakdown of P2P and M2L for each iteration. 
During the verificat ion of our relaxed solver, we encountered a new issue unseen 
for the Laplace equation in chapter 5, the need to enforce a minimum p in order to 
maintain accuracy. We ran extensive tests on the smallest value of p that could be 
allowed within the relaxed solver, whilst still maintaining both accuracy and conver-
gence properties. Some of these results are summarized in table 6.1. 
2048 panels 8192 panels 32768 panels 
min Error it Error it Error it 
5 4.70 X 10-2 22 2.44 X 10- 2 28 1.34 x w- 2 28 
4 4.49 X 10-2 23 2.51 X 10-2 29 1.25 x w- 2 29 
3 4.64 x w-2 22 2.78 X 10-2 29 1.39 X 10-2 29 
2 4.95 X 10- 2 25 2.62 X 10- 2 33 3.18 x w- 2 39 
1 4.96 x w- 2 25 2.99 X 10- 2 51 4.77 x w-2 53 
Table 6.1: Effect of Pmin on accuracy and convergence for Stokes flow around a sphere 
for differing values of N . Error is on the total drag force in the x-direction, Fx . 
These results show that as we discretize more finely, the value of Prnin becomes 
ever more important. While for 2048 panels, the effect in terms of both accuracy and 
iteration count is small, it becomes more noticeable at 8192 panels - with Pmin = 1 
we require almost twice as many iterations to converge to our tolerance with respect 
to Pmin = 5. With 32768 panels, the problems become even more noticeable, with 
accuracy severely affected at Prnin = 2 and below. This loss of accuracy is so large 
that for Pmin = 1 the error is almost 4 x worse than for Pmin = 5. 
Due to this behaviour , we choose to prioritize accuracy over some speed gains and 
use Prnin = 5 for all further Stokes flow cases seen in this thesis. We will lose some 
potential speedups from iterations at even lower values of p, but for all cases tried 
in the course of the experimentation for this thesis, Pmin = 5 has produced accurate 
results with good convergence properties. 
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Figure 6·5: Residual history solving for surface traction on the surface of a sphere, 
with time breakdown between P2P and M2L. 10-5 solver tolerance, 8192 panels, 
p = 16. 
The results shown in figure 6·5 indicate that we spend the vast majority of it-
erations at the minimum p, so, confirming our observation from chapter 5 and the 
Laplace equation, it is in our best interests to balance the computation for low p case. 
In practise, this means setting NcRIT to the lowest possible in order to maintain the 
accuracy of the FMM, as the M2L component becomes very fast at the lowest values 
of p. 
After exploring the behavior of the relaxed solver, we can finally present speedup 
results. Figure 6·6 shows the speedup of the relaxed solver over keeping p fixed for 
N = 2048 to 131072 (6144 to 393216 unknowns). 
These results demonstrate that our optimism about the potential of relaxed solvers 
for Stokse problems was clearly warranted. Speedups for problems of 8192 panels and 
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Figure 6·6: Speedup for solving first-kind Stokes equation on the surface of a sphere, 
varying N. 10-5 solver tolerance, p = 16. 
more are 3.5x or greater, and as problem sizes grow, the speedup increased to greater 
than 4 x . This additional speedup for large problems is due to the disparity in NcRIT 
values needed for relaxed and fixed p cases, and the use of the sparse matrix near-
field form from §4.3- the higher NcRIT for fixed p problems prohibits the use of the 
significantly faster sparse matrix approach due to memory consumption. 
6.6 Conclusions 
In this section of the thesis, we have extended the work from chapter 5 to the Stokes 
equations, a significantly more difficult problem. Our implementation has been shown 
to converge to the correct solution for a standard test case, and we have demonstrated 
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that as predicted, the combination of high-accuracy and large iteration counts for this 
type of problem has resulted in good speedups from a relaxed solver, reducing the 
time-to-solution by a factor of 3- 4x. Further to t hese performance results , we have 
also shown the importance of setting a minimum value of p, Prnin, that we cannot relax 
below, in order to maintain accuracy. For all tests performed, Prnin = 5 was good for 
minimizing iteration counts while maintaining accuracy. For general problems, the 
choice of Pmin may be more difficult , requiring either a conservative choice to ensure 
accuracy, or multiple experiments with varying values of Pmin so t hat any changes in 
the solution can be observed. 
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Chapter 7 
BEM with inexact GMRES for Red Blood 
Cell problems 
To show "real-world" performance, we choose an application closer to contemporary 
Stokes BEM research than flow past a sphere. The behavior of both flow past red 
blood cells (RBCs), in our case ethrocytes, and the effect of this flow on the cells 
themselves has prompted research based on a variety of methods, from traditional 
fluid solvers to boundary integral formulations like the one presented in this thesis. 
These studies are of particular use to the medical field - by better understanding the 
microcirculation of blood, topics such as anti-coagulation therapy and stroke research 
would greatly benefit (Rahimian et al., 2010). To summarize state-of-the-art in the 
boundary integral representation of RBCs, we briefly discuss 3 papers. 
The first was an early attempt at a large-scale simulation (Zinchenko and Davis, 
2003), using 0(1000) panels per elliptical cell (Vessicle) and utilizing a periodic do-
main of 0 ( 1 00s) of cells in order to approximate blood cells in plasma using an 
emulsion model. Extending this idea, the winner of the prestigious Gordon Bell prize 
in 2011 (Rahimian et al., 2010) used large numbers of low-definition elliptical ves-
sicles ( 0(100) panels per cell) with a coupled Stokes and elasticity formulation to 
simulate blood drops - the largest simulation was performed with 200 million cells, 
and 90 billion unknowns (velocity and forces). This corresponds to roughly 40 drops 
of blood. Finally, the simulation closest in capability to the work in this thesis in-
volves 40 ethrocyte cells comprising of 7500 panels each (Liu, 2009). This experiment 
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was non time-dependant, and did not involve any cell deformation, making it directly 
comparable to our work. 
These experiments are characterized by their size - the computational capacity 
required, the number of cells used and the amount of time taken for simulations. 
The application of a relaxation scheme would give the option of either reducing both 
the computational and time requirements, or performing experiments with more cells 
or the same amount, but better discretized cells. Both options would provide a 
significant gain in capability for any suitable code. 
While research often includes deformation of the cells by using a linear elasticity 
BEM and unsteady flow to show the time-dependant evolution of cells in blood flow, we 
choose to demonstrate only the Stokes-flow part. The equations for linear elasticity 
can be treated in the same way as those for the Stokes equation - we integrate 
over tensors, the result is a vector quantity, and we can use an FMM to improve the 
scaling of N-body products by a decomposition into multiple harmonic FMMs. Thus, 
speedups from relaxation for the purely Stokes problem can be viewed as analogous to 
speedups that would be required for both linear elasticity and the combined problem. 
Unsteady flow would involve repeated BEM solves of comparable or equal difficulty, so 
we can view any speedup for a single solve (single time-step) as applicable for every 
solve at every time-step. 
7.1 Geometry and Single Cell 
While there are many ways of obtaining a surface mesh for the ethrocyte, we choose 
a parameterization method (Kruger, 2012) in order to re-use our existing geometry 
creation routines for a sphere. The method is based on applying a simple transform 
to every vertex, such that a vertex, v = v(x, y, z), x , y, z E [-1 , 1] is transformed into 
v' = v'(x' , y', z (p')) , where x' = x · r , y' = y · r, p = Jx'2 + y'2 and 
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(7.1) 
In t his form, the rotation axis of symmetry is along the z-axis, we choose the ± 
based on whether the original vertex has ± z, and the constants are shown in table 
7.1: 
Constant Value 
r 3.91~-Lm 
Co 0.8111-m 
c2 7.83~-Lm 
c4 -4.39~-Lm 
Table 7.1: Constants for equation (7. 1) 
This formulation provides a smooth , well-resolved surface mesh, with triangles of 
relatively uniform size and shape, shown in figures 7·1a, 7·1b. 
(a) 512 panels (b) 2048 panels 
Figure 7 ·1: Triangular discretizations of an ethrocyte, parameterized from a sphere. 
When placed in a flow with Ux = 1, 11- = 10-3 , we obtain the traction force in the 
x-direction, shown in figure 7·2. 
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Figure 7·2: Traction force tx exerted in the x-direction on an Ethrocyte with 8192 
panels, p = 16, Pmin = 5 solved to 10- 5 tolerance 
While we do not have any kind of analytic expression for any of t he flow quantities, 
we can still test the correctness of our method by checking if our calculated results 
converge as expected to some extrapolated value. As we tested the convergence of 
the drag force for convergence purposes with the sphere, it is a natural choice to use 
it for t he ethrocyte as well. To obtain an extrapolated value for the drag, we use 
Richardson extrapolation (Roache, 1998), choosing the calculated drag force from 
3 different meshes, with a constant refinement factor , C (in this case 4). Then, to 
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calculate the extrapolated force value, f , we use the formula below, with h being the 
coarsest mesh, and h the finest. 
f = hh- J? 
f -1- 2h+ h (7.2) 
Another useful quantity we obtain from this procedure, is the observed order of 
convergence, a measure of the true convergence obtained with our method. Denoted 
by p, this is given by 
ln(~) p = _.,:-_-::c--:_ 
lnC (7.3) 
Using the mesh, fx value pairs given in table 7.2, we calculate the converged drag 
force to be fx = -0.0834, and the observed order of convergence to be 0.481. This 
shows both that our solution is converging spatially to a value, and that the rate of 
convergence is 0( VN), the same as observed for the sphere test case. 
N fx 
512 -0.059 
2048 -0.071 
8192 -0.077 
Table 7.2: Values of mesh size and calculated drag force for convergence study 
To further illustrate this important result, we can use the extrapolated fx as an 
"exact value" in order to calculate errors at each of our mesh points. This error is 
plotted in figure 7·3, where the first 3 points were used to calculate the extrapolated 
value, and the final, largest point was used as a test . 
This result shows that we are observing the same order or convergence for the 
ethrocyte case as for the simpler sphere - this gives us more confidence that our 
FMM-BEM solver is behaving as expected. 
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N 
Figure 7·3: Observed convergence for Ethrocyte with respect to extrapolated value 
7.2 Multiple Cells 
While the flow around a single ethrocyte is more interesting than flow over a sphere, 
it is still not of much interest. For a more substantial problem, we look at multiple 
ethrocytes together, representing a single instant of blood flow in an artery / vein. 
Due to t he nature of the BEM formulation, the only difference between a single 
ethrocyte and multiple ones, is that the total number of panels is going to increase, 
and if we were to be using a dense matrix instead of t he FMM, it would increase in size 
from (3N) x (3N) to (3NcN) x (3NcN), where Nc is the number of cells we choose to 
use. In the FMM case, we simply have more source and target panels, and due to the 
O(N) scaling, the time taken for each matrix-vector product should increase linearly. 
In order to generate an interesting combination of cells, we repeatedly take a single 
ethrocyte, t hen apply a random rotation and shift in space, ensuring that cells do not 
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Figure 7·4: Example surfaces for 4 Ethrocytes in fluid 
overlap. An example of this is shown in figure 7·4. 
Given our ability to generate geometries with arbitrary numbers of cells, we can 
perform a number of interesting experiments. First, we study the properties of the 
resulting linear system (conditioning of the system), especially how the number of 
iterations changes as we increase Nc. Next, we examine the benefits of both precon-
ditioners and relaxation (and combinations of both) on a non-trivial problem. 
7.2.1 Convergence Properties 
As we move from a single ethrocyte to many, we might suspect that the resulting 
linear system would become increasingly harder to solve. This can result from the 
fact that the system has increased in size by a factor of the number of cells, or from 
the natural assumption that as we add cells that are disconnected from each other, 
it becomes tougher to solve the system. 
We would prefer to investigate this topic by calculating the condition number 
of actual problems, but for problem sizes that would be interesting (8192 panels / 
cell), the amount of memory required to calculate the condition would be very large. 
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For instance, the aforementioned 8192 panel case gives a dense matrix with 6 x 108 
entries, taking 4.6GB in double precision. Raising the number of panels to 32768, we 
have 9. 7 x 109 entries in our matrix, taking 73.7GB in double precision, a prohibitive 
amount. 
While there has been some theoretical work on the condition number of matrices 
arising from 2D BEM problems, (Dijkstra and Mattheij, 2006; Dijkstra and Mattheij , 
2007), and some numerical notes involving condition numbers for 3D MEMS prob-
lems (Stokes) (Frangi and di. Gioia, 2005), there are no analytical formulations to 
approximate the condition number for 3D Stokes, and the problems we are interested 
in are too large to produce a dense matrix representation and directly obtain the 
condition number. Due to these restrictions, we choose to approach this problem in 
terms of problem size and the number of iterations required to obtain a solution with 
a desired residual, using the iteration count as a proxy to the condition number. 
First , as a baseline, we will look at the iterations required to solve the system for 
a single ethrocyte, whilst refining the surface mesh. 
In figure 7·5 we can see that as we increase from 128 panels to 8192, the number 
of iterations needed increases from 19 to 37, while as we further refine the mesh up to 
131 ,072 panels we see the number of iterations flatten out. This implies that beyond a 
certain point, the condition number of our matrix stops increasing, although without 
being able to test a larger system, we cannot confirm this. 
Now that we know how the convergence behaviour changes with respect to the 
number of panels per ethrocyte, we can look at how it changes with respect to mul-
tiple cells. We take advantage of the nature of our geometry creation (that is , the 
refinement factor is 4) to both test how the convergence changes as we increase the 
number of cells, as well as the effect of the number of panels per cell. In all cases 
p = 16, Prnin = 5 and the solver tolerance is set to 10-5 . 
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Figure 7·6 shows how the number of iterations needed to converge changes with 
respect to the number of cells used and with respect to the number of panels per cell. 
In all 3 cases, 2048, 8192 or 32768 panels per cell, we see a sharp increase in the 
number of iterations as the number of cells increases. Interestingly, if we look at the 
number of iterations required for a set number of cells, they are very similar for each 
case- it makes little difference how many panels comprise each cell, the convergence 
properties are dominated by the number of cells. For instance, the system for 2 cells 
takes 45, 46 and 46 iterations for 2048, 8192 and 32768 panels per cell. Similarly, for 
4 cells, 52, 55 and 53 iterations were needed for the analogous cases. 
This is encouraging for the use of relaxation, as state-of-the-art simulations often 
involve 40 or more ethrocytes (Liu, 2009; Rahimian et al., 2010), implying that we 
are likely to require a large number of iterations, potentially 0(100), giving large 
potential gains in speed. 
7.2.2 Relaxation 
Now that we have established the convergence properties of systems involving ethro-
cytes, we start to look at the advantages of using a relaxation scheme. With the 
results shown in figures 7·5 and 7·6, we expect a large number of iterations to be 
needed in all cases. In addition to this, from figure 6·5 in our experiments on a spher-
ical object, we expect to spend large numbers of iterations at a smaller value of p. 
Finally, figure 6·5, shows the decrease in time for the far-field calculation when we 
reach our minimum p. 
Combining these 3 observations, we can expect savings from applying a relaxation 
scheme for a single ethrocyte, with the gains increasing as a function of the number 
of cells. In all comparisons, the best parameters will be used - for non-relaxed runs 
the near and far-field evaluations will be as balanced as possible, while for relaxed 
tests parameters will be chosen to give the shortest runtime. In every case we only 
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look at t he time taken in t he solution phase (within the GMRES solver) as the setup 
(including generating t he right-hand-side of the linear system) is 1) amortized over 
the total run, and 2) always performed at high-precision, so t he behavior is identical 
for relaxed and fixed-p cases. Small problems will not be tested, as the fastest solution 
will also be using a direct method, which inherently cannot use relaxation. 
All experiments were performed with the settings described in table 7.3 . 
Variable Setting 
Pinitial 16 
Pmin 5 
solver tolerance 10-5 
Near-field Sparse matrix 
Threads 4 
Solver GMRES 
Precondi tioner None 
Table 7.3: Ethrocyte relaxation test settings 
Looking at the results in 7.4, we see t hat we obtain a consistent 3- 4x speedup 
over non-relaxed results. The outlying result for 131072 panels is due to being unable 
to use the significantly faster sparse-matrix representation of t he near field. The 
variation in the other speedup numbers is a natural result of the behaviour of t he 
FMM when we choose different values of NcRIT (and generate different octrees). 
These results backup our original assumption t hat due to the combination of high 
numbers of iterations largely spent at low values of p, and t he large savings from 
using that low p, we should see large time savings. Combining this observation with 
the known significant increase in iterations for t he mult iple ethrocyte case (7·6), we 
expect to see t ime savings of a similar, if not greater degree. 
1 Due to memory restrictions, the sparse-matrix representation of t he near-field could not be used , 
resulting in a much slower P2P evaluation 
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Non-relaxed Relaxed 
N #unknowns NcRrT isolve NcRrT isolve Speedup 
2048 6144 200 44.5 100 11.0 4.05 
8192 24576 400 177 150 52.4 3.37 
32768 98304 400 848 150 223 3.80 
131072 393216 600 63861 150 874 7.31 1 
Table 7.4: Single Ethrocyte relaxation test results, performed with initial p = 16, 
Pmin = 5, solved to 10-5 tolerance. 
2048 panels I cell 
Non-relaxed Relaxed 
N #unknowns Nc NcRrT isolve NcRrT isolve Speedup 
2048 6144 1 200 44.5 100 11.0 4.05 
8192 24576 4 200 236 150 59.8 3.95 
32768 98304 16 400 1261 150 331 3.81 
131072 393216 64 300 99821 100 1606 6.221 
Table 7.5: Multiple Ethrocyte relaxation test results 2048 panels I cell 
8192 panels I cell 
Non-relaxed Relaxed 
N #unknowns Nc NcRrT isolve NcRrT isolve speedup 
8192 24576 1 400 177 150 52.4 3.37 
32768 98304 4 400 1375 150 315 4.37 
131072 393216 16 300 159801 100 1692 9.441 
Table 7.6: Multiple Ethrocyte relaxation test results for 8192 panels I cell 
32768 panels I cell 
Non-relaxed Relaxed 
N #unknowns Nc NcRIT isolve NcRrT isolve speedup 
32768 98304 1 400 848 150 223 3.80 
131072 393216 4 300 96291 100 1247 7.721 
Table 7.7: Mult iple Ethrocyte relaxation test results for 32768 panels I cell 
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Figure 7·7: Speedups from multiple ethrocyte tests with varying panels / cell and 
number of cells. p = 16, desired residual 10- 5 
Tables 7.5-7. 7 present timing results for both relaxed and non-relaxed solvers for 
systems involving multiple ethrocytes. The results are also summarized in figure 
7·7. The first result to note is that the smallest speedup obtained was 3.37 x, for a 
single cell of 8192 panels. This shows that even for a relatively small test problem, 
the speedup due to relaxation is large . Second, for tests where both solvers could 
utilize the sparse near-field representation, the average speedup is 3.89 x, a major 
gain. Finally, we see again that for large problems the memory efficiency of the lower 
NcruT for relaxed solves is vital, as for t hese cases t he speedup jumps to between 
6- 9 x . 
All of these multiple ethrocyte results confirm our expectations from the single 
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cell tests , that we can obtain significant and worthwhile speedups simply from the 
use of a relaxation scheme and modifying N CRIT to maintain a reasonable balance 
between P2P and M2L over the course of an iterative solve. 
7.2.3 Preconditioners 
Even with t he results demonstrated in §7.2.2, the traditional manner of reducing 
solution time is to use a preconditioner to lower the iteration count , so we must 
consider the following questions: 
1. Is our relaxation scheme faster than a traditional precondit ioned problem solved 
with fixed p? 
2. Does our relaxation scheme benefit additionally when used in a preconditioned 
system? 
To find answers to these 2 queries, we perform some experiments on multiple 
ethrocytes, using the block-diagonal and local precondit ioners described in §3.3. As 
an initial test , we perform a small calculation, with 4 cells, each of 2048 panels. This 
results in a total of 8192 panels, and a linear system with 24576 unknowns. This 
is sizable enough to draw some initial conclusions , yet small enough that it can be 
performed in 1-2 minutes in the relaxed case (and< 5 minutes with the non-relaxed 
solver). 
Table 7.8 presents iteration counts and total solut ion times for both relaxed and 
non-relaxed solvers for preconditioned and non-preconditioned solvers. In all experi-
ments N cRIT = 150 for relaxation, and NcRIT = 400 for non-relaxed cases. 
From t hese results, it is immediately obvious that while the preconditioners in-
crease t he rate of convergence, by up to 50% in t he case of t he local preconditioner, 
t he time taken for the solve does not necessarily reflect this decrease in iterations. 
The block-diagonal preconditioner is the most successful of the preconditioned cases, 
94 
Relaxed Fixed p 
Preconditioner iterations isolve speedup iterations isolve speedup 
Unpreconditioned 52 59.9 
-I- 52 238.0 -I-
Block-Diagonal 45 60.8 1.18/0.98 45 212.7 1.18/1.13 
Local 37 115.8 1.54/0.52 37 241.6 1.54/0.99 
Table 7.8: Preconditioning tests for relaxed and non-relaxed solvers - speedup is in 
terms of iterations (first value) and isolve 
with a 1.13 x speedup in the non-relaxed case (compared to a 1.18x reduction in iter-
ations), however when using relaxation it was slower than not using a preconditioner, 
albeit to an insignificant degree. 
These initial results suggest that while the local preconditioner is effective at in-
creasing the rate of convergence, at this point it cannot be used , as all potential 
savings from the reduced number of iterations are cancelled out by the cost of per-
forming the inner GMRES solve. However, the block-diagonal preconditioner shows 
promise, working well for the fixed p case, while not providing any benefit in total 
solve time for the relaxed example. 
It must be mentioned here that these preconditioners are working in the algorith-
mic sense, the implementation is highly important, and could radically change the 
current results. Taking the block-diagonal case as an example, we can immediately 
see the following potential speed-ups: 
1. Explicitly create the inverse of Ablock as described in §3.3, changing the ap-
plication of the preconditioner from a GMRES solve (involving 2 matrix-vector 
products, and multiple other operations) to a single matrix-vector product. 
Given the nature of Ablock, A;;i~ck would require exactly the same amount of 
storage, while giving a clear speed advantage, at the expense of setup time, due 
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to t he cost of inverting many dense matrices of size NcRrT x NcRIT· 
2. Faster sparse matrix operations, notable the matrix-vector product. This could 
be done in any number of ways, notable examples would be using vectoriza-
tion (such as SSE instructions), or an additional accelerator, for instance a GPU. 
These options would reduce the cost of applying the preconditioner, while main-
taining the reduced iteration count, giving a larger overall speedup. 
The implementation of one or both of these suggestions might provide a more use-
ful scheme, but at this point, the fastest time-to solution is for an un-preconditioned 
solve using a relaxation scheme. 
7.3 Conclusions 
We have shown compelling results for relaxation schemes in the solution of systems 
involving Stokes flow around one or more Ethrocytes. These speedups are consistently 
in the 3- 4x range seen in chapter 6, and are consistent between both the number 
of ethrocytes used and the level of discretization used per ethrocyte. Further, we 
have demonstrated that our relaxed solver outperforms a traditionally preconditioned 
linear system. 
We can also compare this work to the most similar example in literature (Liu, 
2009). As previously mentioned, 40 non-deformable cells of 7500 panels each were 
used, giving 300k total panels and 900k degrees of freedom, roughly 2 x the size of 
problem we can currently perform. Most simulation variables were given, with the 
notable exception of NcRIT· The exact formulation of Stokes BEM used is not given. 
This system was solved in 730 minutes, taking 49 iterations at p = 15, solving to a 
tolerance of 10-4 . We can replicate the majority of these options, although for 40 
cells we must use 2048 panels per cell, giving 81920 total panels. This experiment 
took 33 iterations to converge and 1793s for the fixed-p case, and 639s for the relaxed 
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solver, giving a speedup of 2.80x. While this speedup is lower than those reported 
for our experiments due to the change in solver tolerance and thus fewer iterations, 
it would still give an approximated run time of 260 minutes. 
The reduction in solution time from an algorithmic change presents an increase in 
capability for FMM-BEM methods that should be applicable to a majority of existing 
codes. The ability to both perform experiments in 1/3 to 1/4 the time allows more 
test cases to be run, or, potentially, a higher resolution case can be run in the same 
timeframe. This presents advantages for all use cases - if time constrained, experi-
ments can be performed much quicker, while if accuracy constrained, higher precision 
experiments can be performed without the previous cost in computational time. 
Chapter 8 
Conclusions 
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8.1 Achievements and Findings 
The theory of inexact-Krylov iterations has been applied for the first time for FMM-
BEM problems and verified against standard GMRES solvers. It has been tested for 
both Laplace and Stokes problems and the convergence of the associated linear solves, 
along with the resulting accuracy of the result has been found to be comparable in all 
cases. Further, this new method has been applied to the field of the flow of red blood 
cells ( ethrocytes), and has demonstrated significant algorithmic performance gains in 
this engineering example. More detailed conclusions can be summarized as follows. 
For the simplest test problem explored, experiments using the Laplace equation 
showed the validity of using a relaxed GMRES solver for FMM-BEM. In all cases, 
the relaxed solver provided reduced time-to-solution, while maintaining comparable 
iteration counts, convergence rates and final residuals. In the course of a parameter 
study involving these equations, we determined the following general rules for the use 
of a relaxed method: 
• Higher required precisions will result in more significant reductions to time-to-
solution, due to the strong scaling with respect to series truncation value, p in 
the FMM. 
• Problems that require large numbers of iterations in order to reach a satisfactory 
solution tolerance will benefit more from relaxed schemes - the nature of GMRES 
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results in a large number of iterations requiring comparatively low accuracy 
from the matrix-vector product; iterations that benefit greatly from relaxation's 
reduced accuracy requirement. 
• The traditional thinking within the FMM community that the computation time 
for near and far-fields should be balanced, requires modifications for use within a 
relaxed solver. As the desired tolerance, and thus required p decreases, the cost 
of the far-field reduces significantly, while the near-field cost stays constant. 
Thus, for minimized time-to-solution, the best configuration is to shrink the 
near-field to the smallest possible whilst retaining accuracy. The higher cost of 
initial iterations compared to balanced evaluations is made up for by the larger 
number of low-cost iterations during the remainder of the solve. 
We next used a more difficult problem, creeping or Stokes flow, to test our con-
clusions from the Laplace experiments, and to show the applicability of the inexact 
GMRES to a tougher, more relevant problem. In all cases, once again, the relaxed 
solver gave comparable iteration counts and final residuals, while providing signifi-
cant speedups, in the order of 3- 4x , for time-to-solution. These experiments also 
contributed the idea that a minimum value of p may need to be set for tough prob-
lems, in order to maintain overall accuracy. 
Finally, the insights provided from test problems were applied to a more signifi-
cant , real-world application, the flow of red blood cells. These experiments demon-
strated that for a relevant simulation, the relaxed GMRES solver can provide significant 
reductions in solution time, often by a factor of 4 x, resulting in huge time savings. 
As a corollary to the reduced time, the relaxed solver also provides a more memory-
efficient method, due to the smaller near-field, and thus reduced memory footprint of 
the near-field sparse matrix. 
In summary, the following discoveries were made in this work: 
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1. The theory behind inexact Krylov solvers is fully applicable to FMM-BEM appli-
cations, and can provide significant benefits in terms of time-to-solution, while 
requiring little effort to add to an existing FMM- BEM code. 
2. Based on the accuracy required, and number of iterations required to solve t he 
linear system, we can predict whether a problem will benefit or not from relaxed 
solvers. 
3. Relaxation can be applied successfully to more difficult systems, such as those 
from t he Stokes equations. After these experiments we can say with some con-
fidence that relaxation is likely to work with any equation, as long as accuracy 
and iteration count requirements are met. 
4. There are significant algorithmic performance benefits from using a relaxed 
solver. Speedups obtained from the current implementation for Stokes problems 
were consistently in the 3- 4x range, and due to t he algorithmic nature of the 
improvement, should be comparable for other implementations. 
8.2 Further Work 
8.2.1 Distributed-memory Parallelization 
We already have a basic shared-memory parallel evaluator for the FMM-BEM, however 
for large problems we run in problems with memory consumption , especially when 
trying to use t he sparse-matrix form of the near-field shown in §4.3. Moving to a 
full parallel code would allow us to compute much larger problems due to both the 
addit ion of extra computing power, and access to more memory. 
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8.2.2 Hypersingular / Dual Formulation for Stokes 
While we have used a standard, or "conventional" formulation for our Stokes BEM, it 
is also possible to reformulate the problem in t erms of a Hypersingular BEM, so-named 
for the existence of a new hypersingular operator that appears. This formulation can 
have problems with the uniqueness of solutions, so a combination of both conventional 
and hypersingular formulations was proposed (Liu, 2009) in order to maintain the 
better linear system characteristics of the hypersingular form, while retaining a unique 
solution. This combined approach would change the convergence properties of the 
BEM by reducing the number of iterations, while increasing the amount of work per 
iteration, and thus potential savings from relaxation, due to the additional operators 
required. 
8.2.3 Higher-Order Elements 
While this thesis concentrates on BEM with fiat, constant-value triangles, there exist 
other, higher-order elements. Common examples of these would be fiat panels with 
either linear or quadratic distribut ions of value across them, or even curved panels. 
These additions would provide better accuracy with fewer panels for some classes of 
problems, at the cost of more computational work for the P2P and P2M operators, 
changing the balance of near and far-field computation for relaxed problems. 
8.2.4 Linear-Elasticity Equations 
A natural extension of the work on the Stokes equations would be extending to the 
linear elasticity equations. There already exist formulations of the FMM based around 
decomposition into harmonic FMMs (Fu et al. , 1998), similar to those for Stokes. 
Further, the analytical integration routines used in §3.1.3 were originally for linear 
elasticity, and were modified for our use for Stokes problems. Not only would t his be 
a relatively simple addition to the work, but it would open up whole new application 
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areas, both stand-alone and in conjunction with the red-blood cell work in chapter 
7. In particular, the application of ethrocytes moving and deforming within blood 
vessels would be enabled with this set of additional FMM kernels. 
8.2.5 FMM Algorithmic improvements 
As stated in §5.2, there exist several algorithmic improvements for the Laplace FMM 
used for all problems in this thesis. These improvements lower the complexity of 
translation operators from O(p4) to O(p3 ), making the FMM more efficient, especially 
for high accuracy (high p) cases. While we would still expect relaxation schemes 
to provide a significant benefit to solution times, the balance of near and far-field 
computations would be likely to change. 
Appendix A 
FMM_plan 
A.l Description 
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FMM_plan is an open-source software library for fast multipole methods, implemented 
in C++. It provides a simple user interface and modular design for easy development. 
A.2 Software Components 
FMM_plan is comprised of 5 major components: 
1. FMM_plan - User interface for the library, hides all internal details from users. 
2. Executor - Dictates runtime behaviour of the FMM: contains source and target 
trees, evaluators and storage for bodies and series expansions. All access to un-
derlying data handled through here (also known as a Context within evaluators). 
3. Tree - Hierarchical decomposition of the space. Provides access to boxes and 
interactions between them (parents, children). 
4. Evaluator - Traverses the tree and calls kernel operators 
5. Kernel- Contains all operators (P2P, M2L etc.) -Implements specific equations, 
such as Laplace, Stokes, Yukawa etc. 
We will now go into more detail about each of these components, and useful terms. 
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A.2.1 Important terms 
This section will briefly introduce important terms that will be used throughout the 
following descriptions. 
• Point (point_type) - A simple point in space. Used, for instance, within the 
tree , where the full definition of the body is unnecessary. A simple example of 
this would be: typedef Vec<3, double> point_ type. 
• Body (source_ type, target_ type) - An individual element that will be evaluated. 
Examples include points in 3D space (for astrophysics), point vortices and panels 
(for BEM calculations). Examples include: 
typedef TriangularPanel source_type //BEM and 
typedef point_type source_type //FMM 
• Box (box_type) - A physical subdivision of space, containing some number of 
child boxes or points. 
• Multipole Expansion (multipole_type)- Singular expansion used in both treecode 
and FMM to approximate the influence of far-away boxes. For instance, for 
spherical harmonic expansions: 
typedef std::vector<std: :complex<double>> multipole_type 
• Local Expansion (multipole_type) - Regular expansion used in FMM to approxi-
mate the influence of far-away boxes. Translated and converted from a multi pole 
expansion. For spherical harmonic expansions: 
typedef std: :vector<std: : complex<double>> local_type. 
A.2.2 Plan 
As the main forward-facing part of the library, the plan is designed to be very simple 
with all details abstracted away (and chosen through an options object). A single line 
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is required to create the entire FMM framework, and another line to get the result, as 
shown in A·l. 
II d e f i ne a kernel _t ype 
2 t y pede f SphericalLaplace kernel_type; 
II co n s tru c t a kernel, in this case with p=5 
4 kernel_type K(5); 
II co n s tr u c t a plan with sources == targets 
6 FMM_plan <kerne l_ type> plan (K, sources, options); 
I I co n s tr u c t a plan with sources '= targets 
s FMM_plan<kernel_type> plan(K ,sources ,targets ,options); 
II exe c ut e a plan with gi v en charges 
10 auto results = plan. execute (charges); 
Figure A·l: FMM_plan interface 
A.2.3 Executor/ Context 
This object contains the abstraction of all details within the FMM. It holds the tree, 
all evaluators, and provides the interface between the evaluators and all underlying 
data (sorted sources, charges and targets, multipole and local expansions etc.). It 
does this by providing the public interface shown in A-2. 
A.2.4 Tree 
Defines the concept of a Box, and decomposes the space into these boxes based on a 
maximum number of bodies per box, NcRIT· Provides an interface to those boxes, 
A·3. Default is an Octree (3D), but anything that provides the correct interface could 
be used. 
A.2.5 Evaluator 
Controls traversal of the tree, and calls kernel operators. Can be constructed with 
arbitrary state, and has a single called method, A-4. Obtains data for operator calls 
through the Context's public interface. The evaluator can be customized to provide 
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II MAC sa t isfied between two boxes? 
2 bool accept_multipole( const box_type& source , canst box_type& target); 
II ge t mu l tipole I local expansions for a give n box 
4 multipole_type& multipole_expansion( const box _type& box); 
local_type& local _expansion( const bo x _type& bo x ) ; 
G I I b o x c e n ter 
point_t ype center( const bo x _type& bo x) ; 
8 I I i ter at o r s to sources 
body_source_iterator source_begin( const bo x _t y pe& bo x ); 
10 body_source_iterator source_end( const box_type& box); 
II iterat ors to c harges 
12 body _charge_iterator charge_begin( const box_ type& bo x ); 
body _charge_iterator charge_end( const box_t y pe& bo x ); 
14 I I iter at o r s to targets 
body_target_iterator target_begin( const bo x _type& bo x ); 
16 body_target_iterator target_end ( const bo x _type& box); 
II it e r at o rs to results 
18 body_result_iterator result_begin( const box_type& bo x ); 
bod y _result_iterator result_end( const bo x _type& box ) ; 
Figure A- 2: Methods exposed by executor I context 
any kind of evaluation , including treecode I FMM, only considering the near-field 
(for precondit ioners, kernels wit h negligible far-fields) , or modifying t he m anner in 
which domains are evaluated - t he sparse-matrix form of the near-field from §4.3 is 
implemented using a customized evaluator. 
A.2.6 Kernel 
This contains all the operator methods required for a t reecode FMM: P 2P, M2L etc. 
Can keep arbitrary state (for inst ance precomputed translation matrices), and can 
offer different granularit ies of computation for different architectures. T he following 
types must be defined: 
• point_ type - A point in physical space (i. e. (x, y , z)) . 
• kernel_ value_ type - result of IK(xi , Xj) · 
• source_type - Source body, i. e. point for F MM, panel for B EM. Must be convert-
ib le to point_type by: static_cast<point_type> (source_type) 
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• charge_type - Charge associated with each source 
• target_type - Analogous to source_type with the same casting restriction. 
• result_type - Product of charge_type * kernel_value_type . 
• multipole_type - Multipole expansion type 
• local_ type - Local expansion type 
To perform a calculation, the following operators must be defined: 
• Treecode - P2P, P2M, M2M, M2P 
• FMM - P2P, P2M, M2M, M2L, L2L, L2P 
and must have signaLures defined in A-5 
The kernels currently available are: 
Equation lK Expansion Treecode / FMM Par am. Class 
Laplace .! 
Spherical 
Both 
LaplaceSpherical 
p 
r Cartesian LaplaceCartesian 
e - kr Spherical Treecode YukawaSpherical Yukawa p , k 
r Cartesian Both YukawaCartesian 
Helmholtz e-ikr 
r 
Spherical FMM p , k, E HelmholtzSpherical 
Stokes (6.5) Spherical Both p StokesSpherical 
Table A.l: Available kernels 
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A.3 Example 
Now all of the software components have been introduced, it is worthwhile to demon-
strate how a traditional treecode / FMM maps to our library. The main components 
are: 
1. Construct the tree 
2. Create multipole expansions at leaf boxes 
3. Translate multipole expansions up the tree 
4. Long-range interactions (M2P for treecode, M2L for FMM) 
5. Translate local expansions down the tree and evaluate them (FMM only) 
6. Perform local evaluations (P2P) 
At a high level, we can think of this as two main "phases" : 
1. Create a tree, 
2. Traverse tree , calling operators. 
In our library, first a FMM_Plan object is created - this constructs the Tree internally, 
as well as setting up the Executor/Context and the desired combination of Evaluators. 
When the plan's execute(charges) method is called, the Evaluator traverses the Tree 
and calls the appropriate combination of Kernels using appropriate data requested 
from the Context. In it worth noting that as long as each component presents the 
appropriate interface, the underlying implementation is unimportant. 
II Box and Bo x methods 
2 I I 
II ge t bo x data 
4 unsigned Box :: index() const ; 
unsigned Box::level() const ; 
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6 point_ type Box:: extents() const ; 
unsigned Box: : num_children() const ; 
8 bool Box:: is_leaf () const ; 
point_ type Box:: center() const ; 
10 Box Box: :parent() const ; 
body _i terator Box:: body _begin() const ; 
12 body _i terator Box:: body _end() const ; 
box_iterator Box: :child_begin() const ; 
14 box_i terator Box:: child_ end() const ; 
II Eq u al i t y o perators ( based on box index ) 
16 bool Box:: operator == ( const Box& b) const ; 
bool Box:: operator <( const Box& b) const ; 
18 
II Co n s tr u c t a tree 
20 template <typename Sourceiterator > 
void construct_tree(Sourceiterator s_begin, Sourceiterator s_end, 
22 unsigned NCRIT); 
II b o u n di n g bo x this tree encompasse s 
24 bounding_ box <point_ type> bounding_ box() const ; 
II n u mbe r o f bodies, boxes, levels c ontained in the tree 
26 unsigned size() const ; 
unsigned boxes() const ; 
28 unsigned levels() const ; 
II che c k i f a bo x is contained within this tree 
30 bool contains ( const box_ type& box) const ; 
I I r o ot b o x 
32 box_ type& root() const ; 
II iter a t o rs t o v alues stored in the tree ( entire tree ) 
34 b o d y _ i t e r at o r b o d y _beg in () c on s t ; 
body_iterator body_end() const ; 
36 box_ it era tor box_ begin() c onst ; 
box_i terator box_end () const ; 
y II iterat o rs t o boxes on a g iven level 
box_iterator box_begin( unsigned level) const ; 
40 box_iterator box_end( unsigned level) const ; 
II get a b o x f rom its inde x 
42 box_ type& box ( int idx) const ; 
Figure A·3: Tree methods 
II e x e c ut e the e v aluator with a gi v en c ontext 
2 void execute (context_ type& context) const ; 
Figure A-4: Evaluator execution 
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I I P2 P - One of ( non - exhausti v e): 
2 kernel_value_type operator ()( const target_type& t, 
canst source_type& s) canst ; 
4 t e mpla t e <typename Sourceiter, typename Chargeiter, 
t ypename Targetiter, typename Resultiter> 
6 v oid P2P(Sourceiter s_first, Sourceiter s_last, Chargeiter c_firs t 
Targetiter t_first, Targetiter t_last, 
8 Resultiter r_first) canst ; 
10 I I P2 M - On e of : 
v oid P2M( c onst source_type& source, canst charge_type& charge, 
12 c anst point_ type& center, multipole_type& M) canst ; 
templat e <typename Sourceiter, t ypename Chargeiter> 
14 vo id P2M(Sourceiter s_first, Sourceiter s_last, Chargeiter c_first, 
c anst point_type& center, multipole_type& M) c anst ; 
16 
II t1 2 l'l 
18 v oid M2M( c onst multipole_type& source, multipole_type & target, 
c anst point_type& translation) canst ; 
20 
I I M2P - one of : 
22 v o id M2P( c onst multipole_type& M, canst point_type& center, 
c anst target_type& target , result_type& result) canst ; 
24 template <typename Target Iter , typename Resul titer> 
v oid M2P( c onst multipole_type& M, canst point_type& center, 
w Targetiter t_first, Targetiter t_last, 
Resultiter r_first) canst ; 
28 
II M2 L 
3o v oid M2L( c onst multipole_type& source, local_type& target, 
c a nst point_type& translation) canst ; 
32 
II L2 L 
34 vo id L2L ( c anst local_ type& source, local_ type& target, 
c anst point_type& translation) canst ; 
36 
I I L2 P - one of : 
38 vo id L2P ( c a nst local_ type& source, canst point_ type& center, 
c anst target_type& target, result_type& result) canst ; 
40 template <typename Target Iter , t ypename Resul titer> 
42 
v oid L2P( c onst local_type& source, canst point_type& center, 
Targetiter t_first, Targetiter t_last, 
Resultiter r_first) canst ; 
Figure A·5: Kernel operators 
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