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8Chapter 1
Introduction
1.1 Feature extraction for image recognition
Image recognition is an essential technology in many applications such as security
system, robot vision and medical diagnosis. Its importance is increasing due to the
popularization of camera devices such as smartphones and network cameras year
by year. Figure 1.1 shows the outline of a general process of image recognition.
The process consists of the following steps. First, an object image is captured by
a camera device. Next, in the feature extraction step, an image feature is extracted
from the input image. The image feature represents characteristics of the object,
such as shape and texture compactly. Finally, the extracted image features are fed
to a classifier or a regressor to output necessary results (e.g., categories, attributes,
and shapes) according to a target task. To achieve high recognition performance,











Figure 1.1: Process flow of image recognition.
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(a) (b) (c)
Figure 1.2: Samples of object images that can rotate in any direction: (a) cell
image in the MIVIA HEp-2 images dataset [1], (b) texture image in the Outex
database [2], (c) wearable cam image with bounding box.
1.2 Basic idea of our feature extraction
To consider valid image feature extraction, in this study, we tackle the rotation of
an object, which is a general phenomenon in many image recognition tasks. For
example, cell and texture images can be in any orientation as shown in Figures 1.2a
and b. In the object detection, objects in an input image can rotate freely depending
on the relationship between the object and a camera as shown in Figure 1.2c.
For considering the rotation, we study the feature extraction from perspectives
of “rotation invariant features” and “rotation variant features”. Rotation invariant
feature is a type of image feature that is invariant to rotation of an input image. As
this type of image feature can suppress variation of the input due to the rotation, it
is suitable for tasks that classify rotation invariant label of objects such as category,
color names, and gender. On the other hand, the rotation variant feature is a type
of image feature that is variant to rotation of an input image. This type of image
feature is suitable for estimating the object’s information that depends on the ori-
entation of the object, such as posture and bounding box. Moreover, when both
types of feature exist at the same time in an input image, we need to switch both
image features properly according to input and situation. Therefore, in this study,
we tackle the feature extraction for these three cases, (1) the rotation invariant fea-
ture for category classification, (2) the rotation variant feature for bounding box
estimation, and (3) switching both image features and we propose the following
four novel methods.
1.2.1 Rotation invariant feature for category classification
The study for the rotation invariant feature in the classification tasks is conducted
based on local binary patterns (LBP) [3] among the conventional handcrafted fea-
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tures [4, 3, 5, 6, 7, 8, 9]. This feature has many advantages e.g., robustness against
illumination change and low computational cost, and has been widely used in many
applications such as face recognition [10], facial expression recognition [11], and
texture recognition [12]. LBP represents local regions by binary patterns based
on relative intensity magnitude of the local regions, and a set of binary patterns
of the local regions is represented as a histogram. As rotation invariant features
based on LBP, there are LBPri [13], LBPriu [14], and LBP-HF [15]. In these fea-
tures, rotation invariance is considered on the local region. Also, most of studies
on extensions of LBP discussed how to effectively describe local regions for image
recognition [16, 17, 18, 19, 20]. They ignore the spatial relationships among the
local regions, causing the descriptive power them to limited.
To consider the spatial relationship among LBPs, we firstly incorporate the
concept of spacial co-occurrence to LBP histogram. Spatial co-occurrence is of-
ten used to extract additional information related to global structures in various
local region-based features [21, 22, 23]. Motivated by these methods, we intro-
duce LBP pair histogram calculated from pairs of two LBPs. We call this feature
Co-occurrence among Adjacent LBPs (CoALBP). CoALBP has high descriptive
ability while inheriting the advantages of LBP. And then, to realize the rotation
invariance, we incorporate the concept of rotation equivalence class into CoALBP.
This enhanced feature is called Rotation Invariant Co-occurrence among adjacent
LBPs (RIC-LBP). This method can provide high descriptive ability and invariance
to image rotation simultaneously.
1.2.2 Rotation variant feature for bounding box estimation
In object detection, a bounding box is used to represent the region of an object
roughly as shown in Figure 1.2c. When an object can rotate freely, the corre-
sponded bounding box should rotate according to the orientation of the object.
CNN-based object detector estimates the bounding box using a regressor that out-
puts position and shape of the bounding box [24, 25, 26, 27, 28]. To estimate
a accurate bounding box using a regressor, we need to consider not only a vari-
ant feature but also how to design a regressor for the rotation. This is because
the standard regressors are designed without this consideration for rotation and a
bounding box estimated by the standard regressors cannot follow the orientation
of the object precisely. In this study, we propose a novel network architecture,
Orientation-Aware Regression (OAR), which deals with the orientation of the ob-
ject using 2D-vector representation. This method can significantly improve the
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estimation accuracy of the bounding box and the detection performance.
1.2.3 Switching rotation invariant feature and rotation variant fea-
ture
Rotation invariant features should be used when an object can rotates freely and
its orientation is unconstrained. However, there are recognition tasks in which, the
constraint of the orientation cannot be known in advance. For example, on object
category classification with a fixed camera, a fork held by hand can rotate freely,
but cars are constrained on the ground by gravity. We call whether the orientation
of an input object is constrained ”rotatability of the object.” In this study, we pro-
pose a network module, Rotation Invariance Switcher (RIS), which estimates the
rotatability of an input object and switches between the rotation invariant features
or the rotation variant features adaptively. We applied RIS to object classifica-
tion tasks and confirmed that RIS could achieve high recognition performance by
observing the rotatability of the input .
1.3 Contributions
The main contributions of this study are as follow:
• We tackle the feature extraction for rotation comprehensively in these three
cases, (1) the rotation invariant feature for category classification, (2) the
rotation variant feature for bounding box estimation, and (3) switching both
image features.
• To enhance the conventional LBP based feature, we introduce the concept of
co-occurrence to the LBP histogram and propose CoALBP, which has high
descriptive ability while inheriting the advantages of LBP.
• We incorporate the concept of rotation equivalence class into CoALBP and
propose RIC-LBP, which can active high descriptive ability and rotation in-
variance simultaneously.
• For estimating rotation bounding boxes, we propose OAR, in which the ob-
ject’s orientation is propagated to the output bounding box in 2D-vector rep-
resentation, improving the estimation accuracy of the bounding box and the
detection performance.
Chapter 1. Introduction 12
• We propose RIS, which adaptively switches whether to use rotation invari-
ant features or not according to an input image. We confirm this method
improves classification accuracy of object classification.
1.4 Thesis organization
The rest of this thesis is organized as follows.
In Chapter 2, we review LBP and describe the basic idea and the algorithm
of CoALBP and provide interpretations from the perspective of spatial patterns.
In Chapter 3, we present RIC-LBP, in which the concept of rotation invariance
is introduced to CoALBP described in the previous chapter. In Chapter 4, we
explain the property of bounding box on rotation and propose a novel bounding box
regression, OAR, with a deep neural network approach. In Chapter 5, we explain
rotatability and present a novel switching modules for deep neural networks, RIS.





In this chapter, we provide a review of LBP and show the effectiveness of introduc-
ing spatial co-occurrence to LBP. We firstly show the algorithm and the weakness
of LBP. Next, we describe the idea and the algorithm of CoALBP and show its
interpretation. Then we show experimental results on face recognition task and
texture classification task. Additionally, we show the performance of CoALBP
in the competition of HEp-2 cells classification contest 2012 in the final of this
chapter.
2.1 Local binary patterns
Local binary pattern (LBP) [3] is a binary pattern that describes a local region. LBP
is obtained by thresholding the difference between a center pixel and its neighbor-
ing pixels in a local region, as shown in Figure 2.1. LBP is invariant to uniform
changes of image intensity over an entire image since the binary pattern in LBP
is made from the relative differences. This means that LBP is robust against the
changes in illumination, which is a difficult problem in face and texture images.
Besides, the process for obtaining LBPs is simple, and its computational cost is
low.
In the following, we describe how to obtain LBP. Let I be an image intensity
and r = (x, y) be a coordinate vector in the image. Then, an LBP at r is defined










Figure 2.1: Process flow to obtain an LBP from a local region. In this example,
the intensity of the center pixel is 5 and those of its neighboring pixels are 6, 4, 1,





sgn(I(r + ∆si)− I(r))2i, (2.1)
sgn(x) =
{
1, if x ≥ 0,
0, otherwise,
(2.2)
where N is the number of neighbor pixels. ∆si is displacement vector from the
center pixel to neighboring pixels given by ∆si = (s cos(θi), s sin(θi)), where
θi =
2pi
N i and s is a scale parameter of LBP. While the displacement vector is
defined on a circle, for simplicity, the definition on a grid can be used, as shown in
Figure 2.1. The LBP calculated for each coordinate is typically summarized into a
histogram as an image feature. Note that, N is usually set to 8 and the histogram
of LBPs is a 256(= 2N ) dimensional feature vector.
Based on LBP, many extended methods have been proposed so far [16, 17,
18, 19, 20]. Most of them are based on how to describe local regions for image
recognition effectively. For example, LTP [16] encodes the magnitude relation of
the local region into a ternary pattern instead of a binary pattern to represent the
local region in more detail. LPQ [17] encodes the local regions by quantizing
Fourier coefficients of the local regions for robustness against blur. DLBP [18]
uses the Fisher separability criterion to optimize a set of pixels compared to the
center pixel as training.
Recently, many studies in image recognition use CNN feature instead of hand-
crafted feature. Nevertheless handcrafted feature is still useful, since the perfor-
mance of CNN can be further improved by combining the handcrafted and CNN
features [29, 30, 31, 32, 33, 34]. Moreover, CNN feature has several problem, for
example the performance of CNN depends largely on the size of training data and
it is difficult to see the internal mechanism of the network architecture. To address
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Figure 2.2: Difference of LBP histogram and CoALBP histogram. (a) Example
images. (b) LBP histograms. (c) CoALBP histogram.
these issues, extracting handcrafted features is still cherished.
As above, LBP histogram and the extensions have many advantages. However,
the LBPs in an image are forcedly packed into a single histogram. The extensions
of LBP also have a similar problem. The LBP histogram generation process causes
much loss of the spatial structure information of an image, especially spatial rela-
tions among the LBP. This suggests that there is still a room for further improving
the performance of LBP-based features.
2.2 Co-occurrence of adjacent LBPs
To consider the spatial relationship among LBPs, we introduce the concept of co-
occurrence to the LBP histogram. Co-occurrence is often used to extract informa-
tion related to structures in various local region-based features such as Co-HOG
[21], GLAC [22] and Joint Haar-like features [23]. Motivated by these methods,
we introduce LBP pair histogram calculated from two considered LBPs. We call
this feature, Co-occurrence among Adjacent LBPs (CoALBP). CoALBP is a kind
of extension of the original LBP in that it consists of both the original LBP and the
co-occurrence of LBPs. CoALBP has a high descriptive ability while inheriting
the advantages of LBP.
We explain the effectiveness of using the co-occurrence using Figure 2.2, show-

















(b) Diagonal cross (×)
Figure 2.3: Configurations of neighboring pixels of an LBP in CoALBP.
(r, 0) (0, r) (r, r) (−r, r)
Figure 2.4: Displacements of LBP pair
ing the difference between an LBP histogram and the CoALBP histogram. The
three image examples are composed of three LBP A and three LBP B, as shown in
Figure 2.2a. Since the number of LBP A and LBP B in each image are the same,
the LBP histograms are generated from the three images coincide with each other,
as shown in Figure 2.2b. In contrast, the CoALBP histograms are generated adja-
cent LBP pairs and are entirely different from each other, as shown in Figure 2.2c.
From this simple example, you can see that the descriptive ability of the original
LBP is insufficient, and the spatial co-occurrence of LBPs is a valid requirement
for realizing a higher descriptive ability.
2.2.1 Implementation of CoALBP histogram
An LBP pair at r is defined as follows:
P (r,∆r) = (LBP (r), LBP (r + ∆r)), (2.3)
where ∆r is a displacement vector between an LBP pair. The LBP pair calcu-
lated for each coordinate is summarized into histograms with several displacement
vectors.
The kinds of LBPs and displacement of LBP pairs can be on the various setting,
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(a) (b) (c)
Figure 2.5: Process flow to obtain the CoALBP histogram: (a) Extracting LBPs
from an image, (b) LBP pair histograms with four displacement vectors ∆r, (c)
Combined histogram as feature vector.
increasing the computational cost. We give them the following several constraints
in order to limit the computational cost. First, the number of neighboring pixels in
LBP is set to four, i.e., N = 4. Thus, the constrained LBP has 16(= NP = 2N )
possible patterns. Next, as a configuration of neighbor pixels, there are two choices
for configuration. One is the vertical and horizontal cross configuration, which
consists of only two horizontal and two vertical pixels, as shown in Figure 2.3a.
In this configuration, ∆si = (±s, 0), (0,±s). Another one is the diagonal cross
configuration, which consists of four diagonal pixels as shown in Figure 2.3b. In
this configuration, ∆si = (±s,±s), (±s,∓s). As a displacement of LBP pair ∆r,
four orientations (i.e., horizontal, vertical and two diagonal) are used. Here, ∆r
= (r, 0), (0, r), (r, r), (−r, r), the value of r is an interval between an LBP pair.
Figure 2.4 shows the displacements of LBP pair.
Since an LBP pair histogram has 256(= NP 2) dimensions and four histograms
are extracted from an image, the CoALBP histogram has 1024(= 4×NP 2) dimen-
sions. Although CoALBP histogram has high dimensionality, the computational
time has a linear relationship with the number of pixels of an image. Besides, since
a CoALBP is represented by an LBP pair, the CoALBP retains information of a
single LBP, making it an extension of the original LBP.
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Figure 2.6: An example of obtaining the CoALBP histogram. (a) Example image.
(b) LBP pair histograms H(∆r)
2.2.2 Process flow of obtaining CoALBP histogram
The process to obtain a CoALBP histogram consists of three steps, as shown in
Figure 2.5. Firstly, LBPs are extracted at every pixel position r in the input image
(Figure 2.5a). Next, a LBP pair histogram is calculated for each displacement
∆r (Figure 2.5b). Finally, these histograms are combined to a 4N2P -dimensional
feature vector (Figure 2.5c).
A concrete example of extracting CoALBP histogram from an image is shown
in Figure 2.6. The example image has four LBPs (Figure 2.6a). The labels of
these LBPs are 2, 8, 9 and 14, respectively. In the case of the displacement vector
∆r = (r, 0), there are two LBP pairs ({upper left, upper right} and {lower left,
lower right}) in the image. Since the labels of these pairs are (2, 14) and (8, 9),
the frequency of them are 1 and others are 0. For other displacement vectors:
r = (0, r), (r, r) and (−r, r), an LBP pair histogram is similarly generated as
shown in Figure 2.6b.
2.2.3 Interpretation
In this section, we explain the interpretation of CoALBP.
A single LBP is made from locally relative magnitude relations. Thus, the rela-
tive relations (i.e., binary patterns) could be classified to edge and spot as shown in
Figure 2.7a. An LBP pair includes not only two binary patterns but also a spa-






Figure 2.7: Interpretation of LBP and CoALBP from a perspective of represented
spatial patterns.
Figure 2.8: Interpretation of CoALBP from the perspective of curvature.
cial relationship between two binary patterns. Thus, it can be considered that
the CoALBP represents spacial continuous edges and continuous spacial spots as
shown in Figure 2.7b.
Moreover, since edges represented by binary pattern has orientation, CoALBP
can also represent various curvatures as shown in Figure 2.8. Also, since CoALBP
has several orientations as displacement, the curvatures are extracted in several ori-
entations. It is hard for a widely expanded LBP to represent these patterns because
the widely expanded LBP can represent only simple patterns such as edge, spot,
etc.
These interpretations would help to understand the advantage of CoALBP.
2.3 Experimental evaluation
To evaluate CoALBP, face recognition in two setting (recognition under various
illumination condition and image set based recognition), and texture classification
without rotation variance are conducted.
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Figure 2.9: Example images in the Extended Yale Face Database B.
2.3.1 Face recognition under various illumination conditions
Settings
In this experiment, we evaluated CoALBP through face recognition under various
illumination conditions using the Extended Yale Face Database B [35]. Figure 2.9
shows examples of images included in the dataset. The dataset contains the faces
of 38 subjects under 64 variations in illumination for each. All images are frontal
face images cropped to 168×168 pixels. In this experiment, the images are resized
to 88× 88 pixels that are determined experimentally. Images with frontal lighting
were used as a training set (one image per person). The remaining images were
used as a testing set (63 images per person).
CoALBP histogram was compared with a raw image feature, a Gabor image
feature [36], and the LBP histogram [3]. The raw image feature is obtained by
vectorizing an input image. For the LBP histogram, we prepared three types of
features, differing in the selection of surrounding pixels: eight neighboring pixels
(original LBP), pixels in the vertical and horizontal cross configuration (+) and
pixels in the diagonal cross configuration (×). For CoALBP, we prepared two types
of features, differing in the selection of surrounding pixels: pixels in the vertical
and horizontal cross configuration (+) and pixels in the diagonal cross configuration
(×). The image was divided into multiple subregions. Four types of divisions
(1× 1, 2× 2, 4× 4, and 8× 8) were performed. The features extracted from these
subregions were integrated into a final feature. For each division, the dimension of
the final proposed feature is 4N2P ×1, 4N2P ×22, 4N2P ×42, 4N2P ×82, respectively.
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Figure 2.10: Results of face recognition under various illumination conditions.
The region division described above was not performed for the raw image feature
and the Gabor image feature.
As a classifier, the nearest neighbor method with L1 distance was used. The
L1 distance is usually used as the similarity between two histograms [37], since it
has a similar characteristic to the histogram intersection defined by S(h1,h2) =∑
i min(h1i, h2i).
Results
Figure 2.10 shows the results of each feature. From these results, it can be con-
firmed that the LBP-based feature’s robustness against variations in illumination,
while performances of the raw image feature and the Gabor image feature were
poor, due to their sensitivity to illumination.
Also, the results show that the CoALBP outperforms other features. It has
achieved the best performance using parameters s = 1, r = 3, and 8× 8 division.
We can consider that increasing number of division increases the performance due
to keeping spacial information. Moreover, we can also see that the performance
of CoALBP depends on the configuration of LBP. This result implies that there is
room to improve the performance by optimizing the configuration.
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2.3.2 Face recognition based on image sets
Settings
In this experiment, we evaluated the effectiveness of CoALBP for the image set
based face recognition.
As the dataset, face images of 109 subjects that are collected by us were used.
Figure 2.11 shows some examples from the dataset. The dataset contains two types
of movement; horizontal head shaking as shown in Figure 2.11a, and vertical head
shaking as shown in Figure 2.11b. Each subject was taken 150 photos twice with
each movement. Thus, each subject has 600 images (= 150 × 2 sets × 2 move-
ments). The image size is 128 × 128 pixels. The face region was obtained by the
face detection module of OpenCV [38].
Each set was split to 10 subsets, each of which has 15 images. The subset for
training and the subset for testing were chosen from sets that are different from
each other. Thus, the number of trial in each movement is 109× 10× 10× 2.
Mutual Subspace Method (MSM) [39] is one of most effective image set based
classifiers. MSM uses the canonical angles between an input subspace and refer-
ences subspaces as a similarity between two image sets. We use the extension of
MSM, Orthogonal MSM (OMSM) [40], which has higher discriminative ability
than the original MSM.
We compared CoALBP with that of the raw image feature and LBP histogram.
The raw image feature was generated by vectorizing a 16 × 16 grayscale image.
For LBP histogram and CoALBP histogram, after the image was divided to 3 × 3
subregions, image feature was extracted from each subregion, and all the extracted
features were concatenated into a single vector. The dimensions of feature vector
for LBP and CoALBP are 256×9 and 1024×9, respectively. The scale parameter
of LBP, s, was set to 2 and the interval of LBP, r, was set to 4. The extracted image
feature was compressed into a low-dimensional feature by principal component
analysis (PCA).
Results
Table 2.1 shows the error rates and equal error rates of all the methods. Figure 2.12
shows the ROC curves of all the methods. The results show that the performance of
LBP was significantly improved by introducing co-occurrence, which is discarded
in the original LBP.
Also, the results show the performance in the vertical shaking was better than
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Table 2.1: Results of the image set based face recognition. “sr” indicates that
















Table 2.2: Outex database details.
Outex ID Classes Image sizes Training/Testing images
Outex TC 00000 24 128 × 128 10
Outex TC 00001 24 64 × 64 44
Outex TC 00002 24 32 × 32 184
Outex TC 00016 319 128 × 128 10
that in the horizontal shaking. This is because that the horizontal shaking has a
larger variance than vertical shaking, as shown in Figure 2.11, and exact cropping
a face region is difficult. For this reason, dividing an entire image into several
subregions was more effective in the vertical shaking than in the horizontal shaking.
We can see that exact cropping a face region is required to realize high-perfor-
mance face recognition even if using CoALBP. This indicates that, even in face
recognition based on CoALBP, it is important to crop a face region precisely and
to prevent mixing of a histogram of each subregion.
2.3.3 Texture recognition without rotation variance
Settings
Finally, we evaluated CoALBP using Outex TC sets in the Outex database [2]. Ta-
ble 2.2 shows the details of the dataset, Figure 2.13 shows examples of images from
the dataset. Outex TC 00000 – 00002 contains grayscale images of 24 textures that
are generated by dividing large texture images at different sizes. Outex TC 00016
contains grayscale images of 319 textures. The average image intensity value is
normalized to 128, with a standard deviation of 20.
The images were randomly split between training and testing sets. This divi-
sion was repeated 100 times to produce 100 evaluation sets. The average of all
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Table 2.3: Results of the texture recognition without rotation variance.
LBP CoALBP
Outex ID Original (+) (×) (+) (×)
Outex TC 00000 0.996 0.986 0.989 0.999 0.999
Outex TC 00001 0.985 0.930 0.948 0.989 0.989
Outex TC 00002 0.871 0.721 0.742 0.906 0.915
Outex TC 00016 0.783 0.686 0.708 0.830 0.820
correct rates over 100 iterations was defined as the final rate.
CoALBP employed s = 1, · · · , 3 and r = 1, · · · , 5, and the best correct rates
were used as the reported results. The nearest neighbor method with L1 distance
was used as a classifier.
Results
Table 2.3 shows the results of the experiment. The results confirm a significant
advantage of CoALBP against the LBP histogram features, which are not consid-
ering the co-occurrence. The CoALBP with parameters s = 1, r = 2 achieved the
best performance among all the features. From Table 2.2 and Table 2.3, we can
see that the correct rates decrease as the image size becomes smaller despite the
increase in the number of training images. This can be considered that these image
features are based in histograms and became unstable by reducing the number of
pixels in an image. Therefore, in texture recognition with histogram-based image
feature, it is more important to use an input image in a large image than to increase
the number of training images.
2.4 Application: HEp-2 cells classification
We applied CoALBP to HEp-2 cells classification. Our method that is a combina-
tion of CoALBP and linear SVM achieved first place in the HEp-2 cells classifi-
cation contest 2012 [41]. Figure 2.14 shows the performance of methods entered
in the contest. Our method achieved the highest performance in both metrics: cell
level accuracy and image level accuracy. Furthermore, our method archived a simi-
lar performance with the performance by a human specialist. These results indicate
the effectiveness of CoALBP. In the next chapter, we describe RIC-LBP, which has
better performance than this result and analysis the performance in detail.
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2.5 Summary
In this chapter, we proposed the CoALBP to enhance LBP employed in many ap-
plications. CoALBP is implemented by histograms of LBP pairs within several
displacements, and has higher descriptive power than LBP, inheriting the advan-
tages of LBP. Also, we have described the interpretation from perspectives of rep-
resented spatial patterns and of curvature. Then, we confirmed the effectiveness
of the CoALBP on several tasks: face recognition under the various illuminations,
face recognition based on image sets, and texture recognition. Besides, we have
reported the results of the HEp-2 cells classification contest 2012, and have con-
firmed that our method had high and practical performance.
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(a) Horizontal
(b) Vertical
Figure 2.11: Example images for image set based face recognition experiment.
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Figure 2.12: ROC curves of the image set based face recognition.
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(a) Outex TC 00000 – 00002
(b) Outex TC 00016
Figure 2.13: Example images in Outex database.





































































































































In this chapter, we describe RIC-LBP, in which the concept of rotation invariance
is introduced to CoALBP described in the previous chapter. Then, we demonstrate
the effectiveness of the combination of rotation invariance and co-occurrence in
texture classification task and HEp-2 cells classification task. Finally, we provide
the experimental results of the method proposed on the HEp-2 cell sorting task in
detail.
3.1 Introduction
The rotation invariance is an essential characteristic for tasks such as texture recog-
nition and cell classification. In such tasks, the category of the input object is in-
variant against the rotation of the object. Thus, the output of a classifier is required
to be rotation invariant. In general, this property is considered in the feature ex-
traction step by utilizing a rotation invariant feature, as the output of a classifier
is not necessarily rotation invariant even if the classifier is trained with a set of
images rotated in various directions. Moreover, the rotation invariant feature can
effectively reduce the variation of input by its rotation invariance.
Several LBP-based features with rotation invariance have already been pro-
posed [13, 14, 15]. LBPri [13] and LBPriu2 [14] obtain rotation invariance by
summarizing frequencies of binary patterns that are rotation equivalent each other.
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It means that an LBP histogram is suppressed along rotation to get rotation invari-
ance, and the descriptive ability of LBP is lost. Therefore, it is essential to extract
spatial information to improve descriptive ability.
To overcome the problem, we propose an extended CoALBP feature, Rotation
Invariance of Co-occurrence among Adjacent LBPs (RIC-LBP). RIC-LBP obtains
the rotation invariance by considering rotation equivalent LBP pairs, not rotation
equivalent single LBP such like LBPri and LBPriu2. Thus, RIC-LBP can provide
the rotation invariance and the high descriptive ability of CoALBP.
3.2 Proposed method
3.2.1 Idea
To introduce rotation invariance to CoALBP, consider rotation invariance of LBP
pair. The simplest way to embed rotation invariance is to attach a rotation invariant
label to each LBP pair.
For example, in Figure 3.1 there are two types of LBP pairs, each having four
configurations. The same label is attached to each of these eight LBP pairs because
each LBP pair is equal to the others regarding rotation. This relation among LBP
pairs is called rotation equivalence; a set of rotation equivalent LBP pairs is called
a rotation equivalence class of LBP pairs. The LBP pairs in Figure 3.1 consti-
tute one rotation equivalence class. This strategy is inspired from LBPri [13] and
LBPriu2 [14].
Nevertheless, finding such rotation equivalent LBP pairs is difficult since the
number of possible LBP combinations is huge and the relation between LBPs of
the LBP pair can switch each other by rotation. To solve this problem, we auto-
matically detect pairs with the same value by using a computational algorithm that
is described in the next section. As a result, RIC-LBP can simultaneously provide
a high descriptive ability and invariance to image rotation.
3.2.2 Rotation equivalence class of LBP pair
As shown in Figure 3.1, the upper LBP pairs are equivalent to LBP pairs that have
been rotated 180 degrees from the lower LBP pairs. This indicates that, for finding
the rotation equivalent LBP pairs, it is necessary to consider only two cases: (i)
a case in which LBP pairs of θ = 0, pi/4, pi/2, 3pi/4 have rotation equivalence
and (ii) a case in which LBP pairs that are rotated by 180 degrees have rotation
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θ = 0 θ = pi/4 θ = pi/2 θ = 3pi/4
Pθ(r,∆rθ) = ((0101)2, (0110)2)
θ = 0 θ = pi/4 θ = pi/2 θ = 3pi/4
Pθ(r,∆rθ) = ((1001)2, (0101)2)
Figure 3.1: An example of the rotation equivalence class. The same label is
attached to these LBP pairs. Here, black and white circles indicate binary patterns;
black circle is “0” and white circle is “1”.
equivalence.
First, in order to consider case (i), we modify the definition of LBP pair. The
modified LBP pair is written as follows:




sgn(I(r + ∆si,θ)− I(r))2i, (3.2)
∆si,θ = (s cos(θi + θ), s sin(θi + θ)), (3.3)
where θ indicates orientation of the displacement. By this modification, the ar-
rangement of the LBP pairs is modified from a grid-like arrangement to a circular
arrangement. Also, θ acts neighboring pixels of LBP as like the bias of the rotation
angle in LBP, according to the orientation of the displacement, neighboring pixels
also rotate. Thus, the LBP pair of each configuration has the same value regarding
rotation.
Next, we consider case (ii). In this case, we use a rule that an LBP pair that is
rotated 180 degrees from Pθ(r, r+∆rθ) is equal to Pθ+pi(r+∆rθ, r). According
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Algorithm 1 Calculate a mapping table M .
Input: N // number of neighbor pixels.
Output: M // mapping table (NP ×NP matrix)
id⇐ 1, NP ⇐ 2N
for i = 0, · · · , NP − 1 do
for j = 0, · · · , NP − 1 do
if M(i, j) = null then
i′ ⇐ i N/2, j′ ⇐ j  N/2





to this rule, we can consider that these LBP pairs have rotation equivalence. We
implement this rule by a mapping table M that has a label for each LBP pair. The
mapping table M is generated by using Algorithm 1. In Algorithm 1, “” is a
circular shift; also, “i′ = i  N/2” means to rotate LBP i by 180 degree (e.g.,
i = (1000)2 becomes i′ = (0010)2).
By using mapping tableM , we define a rotation invariant label for an LBP pair
at r (i.e., RIC-LBP) as follows:
PRIθ (r) = M(Pθ(r,∆rθ)). (3.4)
Finally, a histogram of RIC-LBPs is generated from PRIθ (r) for r in the entire
image and θ in all displacement orientations.
Since the number of the rotation equivalence classes for the LBP pairs deter-
mines the dimension of the RIC-LBP histogram vector, we describe this in more
detail as follows. The number of possible LBP pairs is N2P × 4. By considering
case (i), the number of possible patterns becomes N2P . Moreover, by considering
case (ii), the number of possible patterns is halved. Here, we consider a symmet-
ric LBP pair as shown in Figure 3.2; the number of symmetric LBP pairs is NP .
Therefore, the number of rotation equivalence classes is NP (NP + 1)/2.
3.2.3 Process flow of obtaining RIC-LBP histogram
We explain how to generate the RIC-LBP histogram from an input image with
Eq. (3.1) and the mapping table M .
First, we explain how Eq. (3.1) and mapping table M work using Figure 3.3.
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Figure 3.2: Examples of symmetric LBP pair.(b)!(a)! Rotation equivalent!Rotation equivalent!  2 !    2 !(c)! (e)!(d)!  1      1!
Figure 3.3: An example of obtaining RIC-LBP. LBP pairs are colored by colors
that indicates rotation equivalence class. (a) Example image. (b) LBP pairs of the
example image. (c) Labeling of each LBP pair using Eq. (3.1). (d) Re-labeling of
each LBP pair by applying the mapping table M . (e) RIC-LBP histogram.
The example image has four LBPs (Figure 3.3a). The image is decomposed into
six LBP pairs (Figure 3.3b). We then have two sets of LBP pairs that have rotation
equivalence as indicated by arrows in Figure 3.3b. By Eq. (3.1), the effect of con-
figurations is removed from these LBP pairs, as shown in Figure 3.3c. By utilizing
mapping table M , these pairs are arranged as shown in Figure 3.3d. As we can
see, LBP pairs in Figure 3.3d are rotation invariant. By such a process, we obtain
a RIC-LBP histogram of the example image, as shown in Figure 3.3e.
Next, we explain the overall process flow to obtain a RIC-LBP histogram of
an image using Figure 3.4. Firstly, compute LBPθ(r) at every pixel r throughout
the entire input image (Figure 3.4a). Next, compute a histogram of Pθ(r,∆rθ)
(Figure 3.4b). Finally, combine the histogram using mapping table M and obtain
a histogram of PRIθ (r) (Figure 3.4c). Mapping table M is calculated offline. The
final histogram is NP (NP + 1)/2 dimensional vector and is applied to a classifier.
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(a)! (b)! (c)!…… …
Figure 3.4: Process flow to obtain the RIC-LBP histogram. (a) Input LBP image.
(b) Histogram of Pθ(r,∆rθ). (c) RIC-LBP histogram.
(a) Lena (b) Texture
Figure 3.5: Test images used in the evaluation of the robustness against shift in
position.
3.3 Experimental evaluation
As an experimental evaluation, firstly, we investigated basic properties: robust-
ness against position variations and rotation variations. Then we evaluated two
recognition tasks: texture recognition including rotation variations and HEp-2 cells
classification. In particular, in the experiment with HEp-2 cells classification, per-
formance with RIC-LBP was investigated in more detail.
3.3.1 Fundamental properties
Robustness against position variations
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Figure 3.6: Robustness against variations in position of the object. X axis indicates
the distance from the center of the image.
Settings In this experiment, we evaluated the robustness of the proposed features
against variations of the position of an object. The evaluation procedure is as fol-
lows. First, objects were placed at the center of the images, respectively, as shown
in Figure 3.5, and an image feature f was extracted from the image. Then image
features f ′ were extracted by the same method as that used in the initial position
while shifting the position of the object from the left to right side in the image.
The correlation-based similarities between f and f ′ were calculated to measure
the robustness the proposed features.
Results Figure 3.6 shows the result of the experiment. This result shows that the
variations of position do not influence the similarity of LBP-based feature. This is
because LBP-based feature is based on histograms with position invariant. From
the result, we can confirm the proposed features are very robust against variations
of position.
Robustness against image rotation
Settings In this experiment, we evaluated the robustness of the proposed features
against image rotation. The evaluation procedure is as follows. First, the face and
texture used in the first experiment were set respectively, as shown in Figure 3.7,
and image feature f was extracted from the image. Then, image feature f ′ were
extracted by the same method as that used in the first orientation while rotating the
object from 0 to 360 degrees. The correlation-based similarities between f and f ′
were calculated to measure the robustness of the proposed features.
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(a) Lena (b) Texture
Figure 3.7: Test images used in the evaluation of the robustness against image
rotation.










































Figure 3.8: Robustness against rotation of an object.
Results Figure 3.8 shows the result of the experiment. RIC-LBP outputs higher
similarity than raw image feature, LBP and CoALBP, in all angles. Although RIC-
LBP is more robust against image rotation, it can be confirmed that RIC-LBP is
not rotation invariant perfectly except for 90, 180 and 270 degrees. This is because
that RIC-LBP assumes rotation angle of LBP pair is eight orientation as similar
with LBPri. Even though, RIC-LBP is very robust against also image rotation.
Computational cost
Settings In this experiment, we measured the computational time of performing
the proposed feature extraction by using a single of the Intel Xeon with 2.53GHz.
Each method was implemented using MATLAB R2011a. Refer to the author’s
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Figure 3.9: Computational time for each feature extraction method.
website1 for the implementation of LBP and LBPri.
Results Figure 3.9 shows the computational time of each feature. The results
show that the computational time of the proposed features was longer than that of
others. This is because that four histograms are required to be extracted from an
image in the proposed features. Even though, the speed to extract the proposed fea-
tures is fast enough for real applications. For processing a 300× 300 pixels image,
computational time of CoALBP and RIC-LBP were 31ms and 46ms, respectively.
3.3.2 Texture recognition with rotation variance
Settings We evaluated RIC-LBP for texture recognition with rotation variance
using the UIUC texture database [42].
The database contains texture images of 25 classes. Each class consists of 40
images of size 640×480 pixels. The images in the dataset have rotation variations.
Some examples of texture images are shown in Figure 3.10. The images of each
class were randomly split into training and testing sets. This division was repeated
20 times to produce 20 evaluation sets. The average of all correct rates over 20
iterations was defined as the final rate. The parameters of the LBP features were
set to the same setting as in Section 2.3.3.
1http://www.cse.oulu.fi/CMV/Downloads
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bark1 floor1 knit
wall water wood1
Figure 3.10: Example images in UIUC texture database.
Table 3.1: Accuracy of the texture recognition with rotation variance.







Results Accuracy of each method is shown in Table 3.1. The performance of
RIC-LBP was better than that of almost all the other conventional LBP methods,
such as LBPri and LBPriu2. However, the LBP-HF method, which utilizes the
discrete Fourier transform, achieved better performance than RIC-LBP. This is be-
cause RIC-LBP considers rotation at local regions, whereas LBP-HF considers the
rotation of the entire image. LBP-HF is thus better suited for this type of tex-
ture dataset, which contains global rotation equivalence images. This experimental
result indicates that the performance of RIC-LBP for the texture dataset may be
further improved by also considering the rotation of the entire image by using a
method such as the discrete Fourier transform.













Figure 3.11: Example images in HEp-2 cell dataset. “size” indicates the size of
the displayed image; other images not displayed have different sizes.
3.3.3 HEp-2 cells classification
Settings
Dataset For the experimental evaluation, we used the MIVIA HEp-2 images
dataset [1], which is a dataset of IIF images. The dataset consists of 28 slide
images, each containing several cells (min: 13 cells; max: 119 cells). The total
number of cells is 1455. The average size of the cell images is about 86× 87 pix-
els. The cells in the images were manually segmented and annotated by experts.
Each image was assigned one of six types of staining patterns, namely, homoge-
neous, fine speckled, coarse speckled, centromere, cytoplasmatic, and nucleolar,
as shown in Figure 3.11. Each image was also assigned and one of two types of
intensity patterns, namely, positive or intermediate. As shown in Figure 3.13, inter-
mediate intensity images are darker than positive intensity images, and noise may
be higher. Note that the cells in each slide image were assigned the same type of
staining pattern and the same type of intensity pattern.
Evaluation protocol For a fair comparison, the performance evaluation was con-
ducted using two protocols; these protocols are following the special issue of the
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journal Pattern Recognition on analysis and recognition of indirect immunofluo-
rescence images [43].
One protocol was performed by dividing the cells into training and test sets
in the same way as the HEp-2 cell classification contest that was hosted by ICPR
2012 [44]. The training set contained 14 slide images (721 cells). The test set
contained 14 slide images (734 cells). The other protocol was performed using the
leave-one-out protocol overall 28 slide images: for each slide image in the dataset,
the classifier was trained using the other 27 slide images. Since the leave-one-out
protocol is more reliable, we mainly discuss using the results of that protocol.
For each protocol, results were reported at the cell level and the slide level 2.
At the cell level, the result was based on the prediction for the staining pattern of
each cell. At the slide level, the result was based on the prediction for the staining
pattern of each slide image using the staining pattern most frequently assigned to
the cells within that image.
Training and inference Figure 3.12 shows the overview of the HEp-2 cells clas-
sification process. We describe each process as follows.
As preprocessing that is a common process of training and inference phase, a
cell image is converted to a grayscale image by extracting only the green compo-
nent of the RGB color space.
Next, an image feature (e.g., LBP and RIC-LBP) is extracted from the prepro-
cessed image. The size of a stained HEp-2 cell depends strongly on the type of
its staining pattern, but RIC-LBPs cannot deal with large changes in the cell size.
To cope with this problem, RIC-LBPs is extracted with several parameters corre-
sponding to different scales, and finally, the extracted RIC-LBPs are combined into
a final feature vector. This multi-scale feature extraction incorporates the ability to
absorb changes in the cell size into RIC-LBP. In this experiments, the parameters
corresponding to three scales, i.e., (s, d) = (1, 2), (2, 4), (4, 8), were used. Thus,
the final feature vector was a 136× 3-dimensional vector.
As classifier for high-accuracy and high-speed classification, we apply linear
classification by an SVM classifier and a one-versus-all strategy to handle multi-
class classification. The linear SVM is trained using extracted features from both
the original images and the synthesized images. In this experiments, we used LIB-
LINEAR [45] due to its special design for linear SVM.
For training, we synthesize additional training images from the collected im-
2For understandable, we use “slide level” instead of “image level” used in [43].
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Figure 3.12: Overview of HEp-2 cells classification process.
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Figure 3.13: Example images and intensity histograms of each intensity pattern.
Staining patterns of these images are homogeneous patterns. The brightness and
contrast of these images were modified for better visibility.
ages in advance to deal with the global rotation of an input image. This synthesis
process is realized by rotating the collected images by various angles.
Result: comparison with LBP-based features
This section shows a comparison of various LBP-based image features. To focus on
the effectiveness of each LBP feature, the classifier was trained using only the given
images without synthesis processing. RIC-LBP was compared with LBP [3]3,
LBPri [13]3, LBPriu2 [14]3, LBP-HF [15]3, CLBP S M [46]4, and CoALBP [47].
The LBP-based features had two parameters to be considered: the number of
neighbor pixels, N , and the radius of LBP, s, in Eq.(2.1). For CoALBP and RIC-
LBP, the interval between the LBP pair, d, was added. The parameters of all the
methods were tuned to obtain the best performances through preliminary experi-
ments. Table 3.2 shows the parameters used for each method in our experiments.
Here, note that three features extracted with three different parameter sets were
combined into a final feature vector to deal with the change in scale, as described
3code : http://www.cse.oulu.fi/wsgi/CMV/Downloads/LBPMatlab
4code : http://www4.comp.polyu.edu.hk/˜cslzhang/papers.htm
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Table 3.2: Parameters of each method.
Method (N,s)
LBP (8,1), (8,2), (8,4)
LBPri (8,1), (8,2), (8,4)
LBPriu2 (8,1), (16,2), (16,4)
LBP-HF (8,1), (16,2), (16,4)
CLBP S M (8,1), (8,2), (8,4)
Method (N,s,d)
CoALBP (4,1,2), (4,2,4), (4,4,8)
RIC-LBP (4,1,2), (4,2,4), (4,4,8)
Table 3.3: Accuracy rates (%) obtained with LBP-based image features in leave-
one-out protocol.
Method LBP LBPri LBPriu2 LBP-HF
Cell level 49.48% 47.07% 51.75% 58.14%
Slide level 57.14% 57.14% 57.14% 71.42%
Method CLBP S M CoALBP RIC-LBP
Cell level 56.90% 59.03% 66.46%
Slide level 64.28% 71.42% 78.57%
previously for RIC-LBP.
Table 3.3 shows the accuracy rate of each feature in the leave-one-out protocol.
CoALBP outperformed LBP, LBPri, and LBPriu2; these methods are often used
for HEp-2 cell classification. From the results, we can confirm the effectiveness of
using co-occurrence. Furthermore, although CoALBP won the 2012 HEp-2 cells
classification contest, RIC-LBP achieved the best performance among the other
features. The results demonstrate the effectiveness of using both co-occurrence
and rotation robustness for HEp-2 cell classification.
Result: effectiveness of the synthesis process
This section shows the effectiveness of synthesized training images. The additional
training images were synthesized by rotating the original training images. The
number of synthesized images increases as the step angle of rotation decreases.
However, for RIC-LBP, the number of different training images does not increase
linearly due to rotation equivalence. In our settings, the relationship between the
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Table 3.4: Setting of rotation angles for the synthesis process.
RIC-LBP
Number of valid training images Step angle
Original –
Original × 2 45◦
Original × 3 60◦
Original × 9 20◦
Original × 18 5◦
CoALBP
Number of valid training images Step angle
Original –
Original × 6 60◦
Original × 8 45◦
Original × 12 30◦
Original × 18 20◦
number of training images and the step angle is summarized in Table 3.4. For
instance, the number of training images for RIC-LBP is three times as many as that
of the original set when the step angle is set to 60◦. On the other hand, the number
of training images for CoALBP is six folds that of the original set under the same
condition.
Figure 3.14 shows the relationship between the accuracy rate and the number
of synthesized training images. From the results, we can confirm that the best
accuracy rate was 70.65%, and the synthesis process significantly improved the
accuracy rate. Besides, the accuracy rates of RIC-LBP were better than those of
CoALBP for all settings. This is because the method using CoALBP considered
only global rotation in the synthesis process, whereas the method using RIC-LBP
considered both local and global rotations. Therefore, the combination of RIC-LBP
and the synthesis process is effective for HEp-2 cell classification.
Result: detail of performance
Tables 3.5, 3.6, and 3.7 show accuracy rates and confusion matrices of the ex-
periments using the contest protocol and the leave-one-out protocol, respectively.
Tables 3.8 and 3.9 show the details of the classification results for each slide image
in the leave-one-out protocol. The confusion matrices in the contest protocol and
the leave-one-out protocol show similar trends as follows.
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Figure 3.14: Change in accuracy rate (cell level) against the number of training
images.
Table 3.5: Average accuracy rates of the proposed method for the contest protocol
and the leave-one-out protocol.
Contest Leave-one-out
Cell level 68.53% 70.65%
Slide level 71.43% 85.71%
From the confusion matrices in Tables 3.6 and 3.7, we can confirm that the
accuracy rates for the cytoplasmatic pattern and the centromere pattern are higher
than for the other types. This is because the cytoplasmatic pattern has a more char-
acteristic shape (fibers) when compared with the others. The centromere pattern is
also different from the other types, in that it has several individual spots.
On the other hand, the accuracy rates of the coarse speckled pattern and the
fine speckled pattern were not very high, as shown in Tables 3.6 and 3.7. Misclas-
sifications in this case that can be summarized as belonging to one of the following
two cases.
In the first case, the fine speckled pattern and coarse speckled pattern were
misclassified as one another. For example, Images #2 and #17 were classified as
incorrect types in the leave-one-out protocol, as shown in Tables 3.8 and 3.9. In
particular, Image #17, a coarse speckled pattern, was completely misclassified as
Chapter 3. Rotation Invariance of Co-occurrence among Adjacent LBPs 47
Image #10, coarse speckled
Image #17, coarse speckled
Image #2, fine speckled
Figure 3.15: Examples of the fine speckled pattern and the coarse speckled pattern.
The brightness and contrast of these images were modified for better visibility.
a fine speckled pattern. This is because the appearances of these staining patterns
are very similar to each other, as shown in Figure 3.15.
In the second case, the fine speckled pattern and coarse speckled pattern were
misclassified as the centromere pattern. For example, Images #10 and #15 were
classified as the centromere pattern in the leave-one-out protocol, as shown in Ta-
bles 3.8, and 3.9. This misclassification happened because the difference between
the coarse speckled pattern and the centromere pattern is very small. The coarse
speckled pattern and the centromere pattern are different only in the unstable local
fine textures under strong noise; they have similar small spots.
Besides, Figure 3.16 shows that the accuracy rates for intermediate intensity
were about 20 percentage points lower than for positive intensity. This implies that
there is room for improvement of the proposed method and its robustness against
noise.
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Figure 3.16: Accuracy rates for each intensity pattern.
3.4 Summary
In this chapter, we have focused on rotation invariance in LBP and have proposed
RIC-LBP. In this method, rotation equivalent LBP pairs are assigned the same la-
bel, and a histogram of them are used as an image feature. RIC-LBP has rotation
invariance, inheriting the advantages of CoALBP. We have confirmed the effective-
ness of the RIC-LBP, i.e., the combination of spatial co-occurrence and rotation in-
variance on texture recognition and HEp-2 cells classification. On the HEp-2 cells
classification experiment, the effectiveness of the synthesis of training images by




Estimation with Rotation Variant
Feature
In this chapter, we propose orientation-aware regression for oriented bounding box
estimation. Firstly, we describe the background of the oriented bounding box es-
timation and explain the property of the oriented bounding box. Next, we explain
architectures and components of the oriented-aware regression. Finally, we show
the experimental results of the bounding box estimation accuracy and the detection
performance.
4.1 Introduction
The oriented bounding box is used in oriented object detection for the surveil-
lance applications such as vehicle/ship detection from aerial images [48, 26, 27]
and person detection with wearable/top-view cameras [49, 50]. The development
of convolutional neural networks based detectors such as Faster R-CNN [24] and
SSD [25] has led to an increasing amount of research into oriented object detec-
tion utilizing CNNs [26, 27, 51, 52, 28]. While a typical CNN detector outputs an
axis-aligned bounding box as the object shape using a bounding box regressor, the
detector for oriented objects outputs an oriented bounding box that approximates
the object shape more precisely than the axis-aligned bounding box, it is tight-fit
and reduces background clutter. Thus, the oriented bounding box is preferable for
many applications.











Figure 4.1: Rotation covariance of oriented bounding box.
The oriented bounding box has a remarkable property about the relationship
between the orientation of an object and one of a bounding box. More concretely,
when an object rotates, then a bounding box of the object also rotates with the same
angle; we call this property between the object and the bounding box to rotation
covariance. As shown in Figure 4.1, shape (i.e., width and height) is invariant to
rotation. On the other hand, the orientation of the bounding box varies according
to the rotation, i.e., it is covariant to the rotation.
In oriented bounding box estimation, since the regressor needs to perceive the
object’s orientation, extracting the orientation that is correlated with the orienta-
tion of the object is critically important [28]. An efficient network extracting the
oriented information is ORConv [53], which is an extension of convolutional lay-
ers which convolves with filters rotated by multiple angles. The responses from
the rotated filters are rotation variant and are input as an oriented feature to the
regressor.
While a commonly used architecture for the bounding box regressor usually
consists of linear layers (i.e., full-connection layers, and convolutional layers) and
ReLU activations, the standard regressor does not directly utilize the orientation
of the oriented feature leading to degraded accuracy of the bounding box estima-
tion. As a result, bounding box estimated by the standard regressor cannot be
rotation covariant. We explain more detail using Figure 4.2. Consider an object
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rotated by 90 degrees. The filter’s responses obtained from the rotated object are
matched with cyclic-shifted responses that are obtained from the non-rotated object
as shown in Figure 4.2a, indicating that the object’s orientation correlates with the
orientation where the filter responds. However, the orientation associated with the
filter’s response, such as the filter rotation angle, is not propagated to the regres-
sor and only the filter’s response is input to the regressor. Therefore the regressor
cannot directly learn the relationship between the response and object orientation.
Moreover, as described in Section 4.3.4, even if the orientation of the response is
input to the regressor, the standard regressor perturbs the orientation, and the re-
sulting estimated bounding box becomes sensitive to rotation and is not rotation
covariant.
In this study, we propose Orientation-Aware Regression for oriented bound-
ing box estimation, which conserves the orientation of the response to the output.
This method integrates the response and orientation as a feature, then performs
orientation-aware transforms through which the orientation of the integrated fea-
ture is maintained. As shown in Figure 4.2b, when the object is rotated by some
angle, the integrated feature is also rotated by the same angle. The orientation-
aware transform also has a similar property that when the object is rotated, the
output of the transform is also rotated by the same angle. As a result, the esti-
mated bounding box becomes rotation covariant. This improves the precision of
the estimated bounding box and robustness against object rotation.


































































































Figure 4.2: Comparison of standard regression and orientation-aware regression.
Angles under “Response” indicate the filter rotation angle. (a) The standard re-
gressor must learn the relationships between the response and orientation for each
object, since the response is dependent on the orientation. (b) Use of the integrated
feature allows the regressor to output an oriented bounding box since the integrated
feature can maintain the orientation information.
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Figure 4.3: Overview of detector with orientation-aware regression.
4.2 Related work
Bounding box regression Felzenszwalb et al. [54] first proposed the bound-
ing box regression for object detection. They used linear least-squares regression
for bounding box estimation for improved detection performance. Based on this
work, CNN-based detectors such as Faster R-CNN [24] and SSD [25] estimate
the bounding box using a regressor that consists of linear layers and ReLU activa-
tions. Recent detectors for oriented objects [26, 27, 28] take over the regressor and
estimate the oriented bounding box using a similar regressor.
Oriented feature by neural networks There are some studies for dealing with
rotation for object classification [55, 56, 53, 57, 58, 59, 60, 61]. For example,
Laptev et al. proposed TI-Pooling [55], which rotates an input image by multiple
angles and summarizes the features extracted from the rotated images. Worrall et
al. [61] rewrote convolution with circular harmonics and handled rotation in com-
plex space. In this study, we employ ORConv [53], which is an extension of the
convolutional layer which encodes the orientation to which the filter responds. In
particular, ORConv rotates convolutional filters by multiple angles and produces
the response of the rotated filters. Due to its small filter size (i.e., 3 × 3), OR-
Conv can perform with reasonable amounts of computation and be integrated into
modern architectures [62, 63, 64, 65].
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4.3 Orientation-aware regression
4.3.1 Overview
An overview of the detector is shown in Figure 4.3. The detector consists of three
components: 1) backbone 2) classifier and 3) the orientation-aware regressor. The
backbone extracts an oriented feature from an input image using convolutional
layers. The oriented feature is used to predict class-wise scores by the classifier and
the four vertices of the bounding box by the regressor. The regressor consists of
2D-Vectorization and orientation-aware transforms (2D-Linear, vector activation,
and bounding box rescaling). The regressor uses multiple 2D-Linear and vector
activation similar to standard regression.
4.3.2 Oriented feature extraction
To extract the oriented feature, the backbone uses ORConv as the convolutional
layer. Let hc,k and h′c,k denote the features of the input and output of the ORConv
layer respectively, corresponding to the c-th channel and the k-th orientation. The







∗ hci,ki , (4.1)
where ∗ is the convolution operator and F co,koci,ki is the co-th filter rotated by θko =
360ko/K degrees. In practice, K is set to 8.
Figure 4.4 shows exmaples of feature maps extracted with a network with OR-
Conv layers. As we can see, it is clearly shown that the ORConv conducts for each
specific orientation. The extracted features are rotated and shifted according to the
orientation of the input image.
As mentioned in Section 4.2, ORConv can be applied to various architectures.
In our experiments, we used an architecture similar to wide-ResNet [66] as the
backbone.
4.3.3 2D-vectorization




though this angle is valuable as information about the orientation of the feature. To
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Figure 4.4: Example feature maps extracted by a network with ORConv layers
trained on the rotated MNIST dataset. The orieginal of this figure is in [53].
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utilize this angle, the oriented feature is converted into a 2D-vector form as follows:
h˜c,k = (hc,k cos(θk), hc,k sin(θk)), (4.2)
where θk = 360k/K degrees. The 2D-vectors are summarized along the orienta-







The orientation of hc is consistent with the orientation in which the filter exhibits a
strong response. Thus when the object is rotated, the orientation of hc also rotated.
4.3.4 Orientation-aware transforms
To use the 2D-vector effectively, the regressor consists of transforms which con-
serve the orientation of the vector. One of these transforms is a function that multi-
plies each element of the input with the same coefficient. The transforms described
below (2D-Linear, vector activation, and bounding box rescaling) are based on this
function and, as a result, the orientation of the oriented feature is propagated to
output effectively.
2D-Linear In contrast to the standard linear function (e.g., full-connection layer,
and convolutional layer) which scales each element with different parameters per-
turbing its orientation, we scale each element with the same coefficient. We use a





where hci and hco are input and output 2D-vectors respectively, and wco,ci is a
learnable parameter. Since each element is scaled with the same coefficient, the
orientation is maintained, allowing hco to rotate as the object rotates.
Vector activation For an activation function conserving the orientation of inputs,
we use a norm-based activation function that normalizes the input by employing
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This activation change only the norm of the input vector and keeps the orientation
of the input vector.
Bounding box rescaling and estimation The regressor outputs four displace-
ments from the reference point to each vertex of the oriented bounding box. The
displacements ∆pi = (∆xi,∆yi), (i = 1, 2, 3, 4) is converted as:
pi = po + s∆pi, (4.6)
where pi is location of i-th vertex of the estimated bounding box, po is reference
point location and s is a predefined scale parameter that is set according to the stan-
dard size of the target object. In our experiments, s was set to 16. The orientation-
aware regression estimates ∆xi and ∆yi together and the bounding box rescal-
ing multiplies them with same scale parameter, whereas the standard regression
estimates them independently and rescales them with different parameters [24].
Therefore, the bounding box estimated by the orientation-aware regression is rota-
tion covariant.
4.4 Experimental evaluation
Evaluations on the person detection task with a sliding window were conducted.
In this experiment, an input image is a cropped image, and target outputs are a
score for person/non-person classification, and a bounding box of the person. The




For the evaluation, a subset of the COCO dataset [68] was used. First, the im-
ages were cropped using ground-truth bounding boxes of all categories with large
margins and the object in each image was centered. These cropped images were
then randomly rotated and re-cropped. Then the re-cropped images are resized to
64 × 64 pixels. Finally, the re-cropped and resized images were categorized into
two classes, positive person images, and negative non-person images. The datasets
for training and testing were constructed from the train-2014 set and val-2014 set,
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respectively.1 For training, 3,951 images were used for positive training and 38,291
images for negative training. For testing, 1,705 and 20,011 images were used for
positive and negative testing, respectively. For data-augmentation during training,
the images were randomly flipped and shifted.
Network architecture
The network used in the experiments is composed of a backbone, a classifier, and
a bounding box regressor. To evaluate the proposed method, we used the four
architectures as shown in Figure 4.5. For the backbone, we employed a wide-
ResNet [66] based network, composed of a convolutional layer and four res-blocks.
The number of channels of each convolutional layer was parameterized with the
widening factor α. For the Conv architecture (Figure 4.5a), α = 4 and for the
architectures (Figure 4.5b-d), α = 0.5. The ORConv architectures utilized the
OR-Align [53] in the classifier, which transforms the input features using a SIFT-
like operation for rotation-invariance. Architecture (d) outputs four vectors as an
oriented bounding box. Since Architectures (a)-(c) estimate ∆xi and ∆yi indepen-
dently, these regressors output eight values.
Cross-entropy loss was used for the classifier. The sum of the two losses was
optimized, momentum SGD is used with an iteration of 200 epochs as the opti-
mizer. The learning rate was initially set to 0.02 and was decayed by 0.5 at 60, 120
and 160 epochs. Momentum and weight decay are 0.9 and 0.0005, respectively.
The mini-batch size is 128. Since the dataset was unbalanced, a mini-batch was
constructed by sampling equally for each class.
Evaluation metric
As a metric for evaluation, we use ”Oriented IoU“ (OIoU), which measures the
accuracy of the bounding box region and the accuracy of the orientation. OIoU is
defined as:




AoO(np,ng) = max (0,np · ng) , (4.9)
1All images used are licensed CC-BY-2.0, CC-BY-SA-2.0 or CC-BY-ND-2.0.
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where Bp and Bg are the predicted and the ground-truth bounding boxes respec-
tively, and np and ng are the orientations of the predicted and ground-truth bound-
ing boxes, respectively. The orientation is calculated from the corner vertices of
the bounding box, a normalized vector from the center point of the bottom of the
bounding box to the center point at the top of the bounding box. In this experiment,
the threshold of OIoU for judging whether the estimation result is correct or not is
0.5.
4.4.2 Results
Bounding box regression performance
The results of the fundamental performance of the oriented bounding box regres-
sion without classification are shown in Figure 4.6. The results for Architecture
(a) and Architecture (b) are similar to standard regression. When 2D-vectorization
is added to standard regression (Architecture (c)), the recall becomes worse since
the standard linear layer and activation are not suitable for 2D-Vector. Concretely,
ReLU included in the standard regression truncates a negative value to zero and
changes the orientation of the 2D-vectors drastically. On the other hand, using
orientation-aware regression (Architecture (d)) drastically improved recall and out-
performed the other architectures, indicating that the combination of 2D-vectori-
zation and the orientation-aware transform is crucial.
Figure 4.7 and Table 4.1 show the distribution and statistics of standard devi-
ation of OIoU. Here, the standard deviation of OIoU is calculated per image from
an image rotated randomly, and the distribution and statistics are obtained from the
standard deviations of all images in the dataset. The standard deviation of Archi-
tectures (b)-(d) are lower than Architecture (a), indicating that ORConv stabilizes
the estimated bounding box. Furthermore, the lowest standard deviation is Archi-
tecture (d), showing that the proposed method improves not only the accuracy of
the bounding box but also the robustness against rotation. This is due to the effi-
cient propagation of the orientation of the oriented feature to output. Examples of
the estimation results and robustness are shown in Figures 4.8, 4.9, 4.10. It is clear
that the bounding box estimated by Architecture (a) varies by image rotation and
is inconsistent and inaccurate. On the other hand, the bounding box estimated by
Architecture (d) was more robust against image rotation and more accurate.
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Table 4.1: Average of standard deviation of OIoU when the input image is rotated.
Standard deviation is calculated per image.
Architecture Avg. of Std.
(a) Conv+Standard Reg. 0.0930
(b) ORConv+Standard Reg. 0.0786
(c) ORConv+2DVec+Standard Reg. 0.0894
(d) ORConv+Ori.-Aware Reg.(ours) 0.0704
Detection performance
Detection performance was evaluated using a sliding window for both regression
and classification. The result for each architecture is shown in Figure 4.11. The
results are similar to the previous experiments, showing that improving the accu-
racy of the bounding box leads to improvements in detection performance, and also
argues for the effectiveness of the proposed method.
4.5 Summary
In this chapter, we have focused on rotation variant feature by CNN and rotation co-
variance, which is a rotation property between an object and an oriented bounding
box, and have proposed Orientation-Aware Regression (OAR) for oriented bound-
ing box estimation using CNN. OAR consists of 2D-vectorization and orientation-
aware transforms, converting the oriented feature to the oriented bounding box
effectively. We experimentally confirmed the bounding box estimated by OAR
becomes more accurate and robust against rotation and improves detection perfor-
mance.






















































































Figure 4.5: Architectures used in the bounding box evaluation experiments. “Glob-
alAve.” is global-average pooling. The number in the bracket indicates the number
of output channels. Architecture (a) uses standard convolution layer in the back-
bone and its regressor is standard regression. Architecture (b)-(d) uses ORConv in
the backbone. Architecture (b) uses a standard regression. The regressor of Archi-
tecture (c) uses standard regression added 2D-vectorization. Architecture (d) uses
rotation-aware regression. The bounding box scaling is not shown.
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Figure 4.7: Distribution of standard deviation of OIoU when the input image is
rotated. Standard deviation is calculated per image.
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Figure 4.8: Estimation results of the bounding box regression (1/3). Upper im-
ages are the results of the proposed method, Architecture (d). Lower images are
results of Architecture (a). Green box denotes true positive. Red box denotes false
positive. Blue dash box denotes ground-truth box. Orange dot denotes the upper
left corner of the bounding box. Threshold of OIoU is 0.5. The original images
are from the website: https://www.flickr.com/photos/impuls-f/
2434568700.
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Figure 4.9: Estimation results of the bounding box regression (2/3). Upper im-
ages are the results of the proposed method, Architecture (d). Lower images are
results of Architecture (a). Green box denotes true positive. Red box denotes
false positive. Blue dash box denotes ground-truth box. Orange dot denotes the
upper left corner of the bounding box. Threshold of OIoU is 0.5. The orig-
inal images are from the following websites: https://www.flickr.com/
photos/badkleinkirchheim/6856285019.
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Figure 4.10: Estimation results of the bounding box regression (3/3). Upper im-
ages are the results of the proposed method, Architecture (d). Lower images are
results of Architecture (a). Green box denotes true positive. Red box denotes
false positive. Blue dash box denotes ground-truth box. Orange dot denotes the
upper left corner of the bounding box. Threshold of OIoU is 0.5. The orig-
inal images are from the following websites: https://www.flickr.com/
photos/tedmurphy/6132078023.
































In this chapter, we propose a novel switching module based on the rotatability of
objects, named rotation invariance switcher (RIS).
Firstly, we explain rotatability, showing some examples. Then, we explain the
concept of the proposed method RIS and architectures for CNN, and extensions
of it. Finally, we show the experimental results for classification performance and
analysis of the behavior of the RIS.
5.1 Introduction
As described in Chapter 3, rotation invariance is a key feature for image recogni-
tion of objects with fully unconstrained orientation such as object detection and
semantic segmentation of aerial images [51], texture classification [14, 69], scene
text detection [28], rotated face detection [70], and the segmentation of medical
images [71].
In this thesis, we denote objects which are unconstrained in their 3D orienta-
tion as rotatable objects. For example, “airplanes” and “cutleries” can appear in
many different orientations (Fig. 5.1a). Features extracted from rotatable objects
are problematic in that they have large variations due to the multitude of possible
orientations. To suppress the number of variations, a feature is usually converted
into a rotation invariant feature using rotation invariance transforms such as SIFT-
like invariance [53] and max-pooling invariance [55].
On the other hand, some objects are naturally constrained in an upright posi-
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(a) rotatable
(b) non-rotatable
Figure 5.1: Examples of rotatable and non-rotatable objects. Rotatable objects are
unconstrained in their 3D orientation, while non-rotatable objects are constrained
in an upright position. The image IDs in the MS-COCO dataset [68] for each
image are following (from left to right): (a) 360701, 231862, 143258, 298276.
(b) 577835, 246688, 116834, 157618.
tion, and are denoted in this thesis as non-rotatable objects. “Trucks” and “boats”
are constrained in a plane due to the ground or water surface (Fig. 5.1b). Fea-
tures extracted from these objects have lower variations compared to rotatable ob-
jects, and rotation invariance transforms do not substantially decrease this vari-
ation. Moreover, the orientation of non-rotatable objects can be used as a dis-
criminative feature, which invariably is lost through the use of rotation invariance
transforms.
In most image recognition systems, both rotatable and non-rotatable objects
are commonly included as targets for classification. A priori selection in the use of
rotation invariance will invariably lead to degraded prediction accuracy for either
the rotatable or non-rotatable object, depending on the which mode was selected.
Therefore the use of rotation invariance cannot be chosen in advance but must be
selected adaptively.
In this study, we propose RIS, a rotation invariance switcher which learns about
object rotatability. RIS estimates the rotatability of the features in an input image
and dynamically switches between using rotation invariance or rotation variance
based on a mechanism similar to the soft attention module. We develop four RIS
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modules which switch between different axes, and multiple modules are applied to
different network layers, estimating the rotatability at different scales. Rotatability
is learned without explicit labels of rotatability and RIS enables the observation of
rotatability from different viewpoints.
5.2 Related work
5.2.1 Rotation invariance with deep neural networks
As discussed in Chapter 3, there has been much research conducted in rotation in-
variance, such as SIFT [7] and rotation invariant LBP [14, 15]. Rotation invariance
has also been the subject of intense study after the development of convolutional
neural networks [55, 53, 61, 69]. TI-Pooling [55] rotates an input image by mul-
tiple angles and summarizes the features extracted from the rotated images using
max-pooling along the rotation axis. Worrall et al. [61] rewrote convolution with
circular harmonics and handled rotation in complex space. Oriented response net-
works [53] obtain the oriented responses by rotating filters on each convolutional
layer and accumulates (OR-Pooling) or aligns (OR-Align) the outputs of the last
convolutional layer.
5.2.2 Soft attention for image recognition
The design of our proposed method is inspired by the soft attention module em-
ployed in [65, 72, 73, 74, 75]. Srivastava et al. [72] used soft attention to regulate
the shortcut path, enabling the training of very deep networks. Wang et al. [73]
proposed the attention module using the hourglass module, inspired by advances
in semantic segmentation. SENet [65] gates channels softly by weighting the fea-
ture map along the channel axis using an attention-based module. Jetley et al.
[74] proposed an attention module that learns a 2D-attention map under a convex
constraint. Chen et al. [75] estimated the scale of objects using a scale-oriented
attention map and merged the results of multi-scale images for semantic segmen-
tation.
5.3 Rotation invariance switcher
In this section, we present a novel switching module based on the rotatability of
objects, named rotation invariance switcher. In this section we introduce a new
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Figure 5.2: RIS overview.
switching module based on the rotatability of the object, called the rotation invari-
ant switcher. First we will explain rotatability and give some examples. Next, we
explain the concept of the proposed method RIS and implementation of various
variations.
5.3.1 CNN with rotation invariance
To efficiently handle rotation, we employ ORConv [53] explained in Section 4.3.2,
an extension of the convolutional layer which encodes the orientation to which a
filter responds. As an image rotates, the angle at which a filter strongly responds
also changes. That is, ORConv features are rotation variant. Rotation invariance
transforms the feature into a rotation invariant feature.
For simplicity, we employ SIFT-like invariance that cyclic-shifts input features
along the orientation axis with the maximum element as the origin. This invariance
keeps the feature dimension, while others (e.g., max-pooling based invariance) re-
duce the feature dimension with the resulting loss of order.
5.3.2 Rotation invariance switch
RIS adaptively switches rotation variant features h and rotation invariant features
R(h) as shown in Fig. 5.2. The switching mechanism is achieved with an attention-
like architecture, namely:
h′ = (1− s)h+ sR(h), (5.1)








(b) position-wise (c) channel-wise (d) position/channel-wise 
Figure 5.3: RIS switcher axes.
where switch weight s = S(h;w) and S(·) is a function which calculates switch
weight s with learnable parameter w. Implementation of them is presented in the
following sections.
The input determines the switch weight s. When the input is expected to be
non-rotatable, the switch weight is small, and the output is close to the rotation
variant feature h. On the other hand, when the input is expected to rotatable, the
switch weight is large, and the output is close to the rotation invariant feature R(h).
Thus the switch weight is crucial as it allows direct insight into the rotatability of
the input.
RIS can also be considered as a rotatability classifier, even though RIS is
trained without an explicit rotatability label. That is, RIS learns the rotatability
inherent in the input from the training data in an unsupervised manner.
5.3.3 Use of different axes
RIS can utilize different axes for switching to observe rotatability from different
viewpoints. The most straightforward axis is to switch per image, but RIS can
also switch on a much granular level such as a position axis, channel axis and a
combination of both position and channel axes (Fig. 5.3).
The image-wise switcher (Fig. 5.3a) calculates a weight for the entire image,
which is shared throughout the entire feature map. The position-wise switcher
(Fig. 5.3b) calculates a weight for each position of the input feature map, sharing
the weight along the channel axis. The channel-wise switcher (Fig. 5.3c) calculates
a weight for each channel of the input feature map, sharing the weight among all
positions. The position/channel-wise switcher (Fig. 5.3d) is a combined position
and channel-wise switcher and calculates a weight for each position and channel.
The switch weight along each axis indicates the rotatability from different
viewpoints. For the image-wise switcher, the switch weight indicates the rotata-
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Figure 5.4: Architectures to calculate switch weight. The output size of each step
is denoted under each block. “Global Ave.” indicates a global average pooling
layer. “FC” indicates a full-connection layer. “Broadcast” expands the input to
target shape by repeating elements of the input.
bility of the entire image. For the position-wise and channel-wise switchers, the
switch weight indicates the local rotatability and channel rotatability, respectively.
The networks of S(·) to calculate the switch weight for each axis are shown
in Fig. 5.4. The image and channel-wise switchers compress the feature map us-
ing global average pooling and then perform full-connection. The position-wise
and position/channel-wise switchers calculate the switch weight convolutionally to
obtain a weight for each position.
5.3.4 Multiple RIS modules
RIS is incorporated into a network consisted of multiple convolutional or res-block
layers. As shown in Fig. 5.5a, RIS can be situated after the final res-block in a
manner similar [53]. Moreover, since RIS adaptively switches depending on the
input, RIS can be situated every after res-block (Fig. 5.5b).
As mentioned above, the rotatability depends on the input intrinsically. This
can also be considered that the rotatability and the category of the input depend on
each other. Thus the single RIS architecture (Fig. 5.5a) estimates the rotatability at
the layer close to the output, showing the global rotatability. On the other hand, the




























































































Figure 5.5: Network architectures incorporating RIS. (a) RIS is situated after the
final res-block. (b) RIS is situated after each res-block. “Global Ave.” indicates a
global average pooling layer. “FC” indicates a full-connection layer.
multiple RIS architectures (Fig. 5.5b) can be regarded as dividing the rotatability
estimation problem at different scales and progressively estimating the rotatability
through all the RIS modules. Thus the multiple RIS architectures enable to handle
the local and global rotatability.
5.4 Experimental evaluation




The CIFAR-10 and CIFAR-100 datasets [76] were used to evaluate object classifi-
cation. The CIFAR-10 dataset consists of 60,000 32× 32 images in 10 categories.
From each category, 5,000 images were used for training and 1,000 images for
testing. Similarly, the CIFAR-100 dataset consists of 60,000 32 × 32 images in
100 categories and 500 and 100 images from each class were used for training and
testing, respectively.
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Table 5.1: Error ratios [%] on the CIFAR-10 and CIFAR-100 datasets. Rotation
invariance is abbreviated as “RI.”
Model CIFAR-10 CIFAR-100
w/o RIS







The network was a wide-ResNet [66]-based network consisting of one con-
volutional layer (conv1), three res-blocks (res2, res3, res4), RIS, global average
polling and full-connection, corresponding to the single RIS architecture shown in
Fig. 5.5a. For comparison, two other types of networks were used. One is a net-
work without both RIS and rotation invariance, in that the output of res4 is directly
used for classification. The other network uses rotation invariance instead of RIS,
and the output of res4 is transformed to a rotation invariant feature with using the
transform in Sec. 5.3.1.
Training was done in a similar manner to [53]. As a loss for training, the cross-
entropy loss was used. Momentum SGD was used with an iteration of 200 epochs
as the optimizer. The learning rate was initially set to 0.02 and was decayed by
0.5 at 60, 120 and 160 epochs. Momentum and weight decay were 0.9 and 0.0005,
respectively. The mini-batch size was 128. For data-augmentation during training,
the images were randomly flipped and shifted.
Results
Table 5.1 shows the error ratios on the CIFAR-10/CIFAR-100 datasets. This result
shows that all the models with RIS outperform the models without RIS, demon-
strating the effectiveness of RIS.
Next, the relationship between RIS switch weight and input category was inves-
tigated. Fig. 5.6 shows the switch weight distribution of each channel. As expected,
channels with large weights tend to be found on the rotatable categories such as
airplanes, cats and birds. For non-rotatable categories (e.g., horses, ships, trucks),
channels with large weights tend to be fewer, indicating that the switcher captures
the rotatability of the input and that the rotatability can be observed through the
switch weight.
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Figure 5.6: Distribution of weights of channels by the channel-wise switcher on




Next, RIS was evaluated in the context of a binary person classification task.
For this evaluation, a subset of the MS-COCO dataset [68] was used. First,
images in all categories were cropped using the ground-truth bounding boxes and
the object in each image was centered. Then the cropped images were resized to
64× 64 pixels. Finally, the cropped and resized images were categorized into two
classes, person class, and non-person class. The datasets for training and testing
were constructed from the train-2014 set and val-2014 set, respectively.1 For train-
ing, 3,950 images were used for person class and 38,280 images for non-person
class. For testing, 1,704 and 20,010 images were used for person class and non-
person class, respectively. For data-augmentation during training, the images were
randomly flipped and shifted.
The network consists of one convolutional layer (conv1), four res-blocks (res2,
res3, res4, res5), global average polling and full-connection. RIS was evaluated on
the two architectures shown in Fig. 5.5. For comparison, two types of networks
similar to the previous experiment were used.
Training was done like the previous experiment. However, since the dataset
was unbalanced, a mini-batch was constructed by sampling equally for each class.
1All images used are licensed CC-BY-2.0, CC-BY-SA-2.0 or CC-BY-ND-2.0.
Chapter 5. Rotation Invariance Switcher based on Rotatability 80
Table 5.2: Error ratios [%] on the MS-COCO person/non-person dataset. Rota-
tion invariance is abbreviated as “RI.” “Multi-RIS” column checks indicate models
based on the multiple RIS architecture (Fig. 5.5b). Unchecked models are based





















Similar to the previous experiment, the use of RIS lead to an improvement in classi-
fication performance (Table 5.2). Performance of the image-wise and position-wise
switchers improved through the use of multiple RIS modules, while the classifica-
tion performance of the model without RIS decreased when multiple conventional
rotation invariance modules were used. This result indicates that adaptive switch-
ing by RIS effectively works on each layer.
The switch weight distributions on the image-wise architecture are shown in
Fig. 5.7. Distributions of persons and the non-persons for res2-4 are sharp and
similar to each other. However, the distribution for res5 is wider and distinctly
different from the other classes, indicating that the rotatability appears in a deep
layer close to the output, not a shallow layer close to the input and depends on the
input’s contents such as category.
The relationship between the input image and switch weight for res5 are shown
in Fig. 5.8. Non-person images which contained rotatable objects such as kites and
fruits (Fig. 5.8c) were weighted with a large switch weight. Non-person images
with a small switch weight (Fig. 5.8d), contained non-rotatable objects such as
cars and horses. Interestingly, while the person images were expected to have a
large switch weight (Fig. 5.8b), images containing persons lying down or sitting
were found to have a small switch weight (Fig. 5.8a), suggesting that the switch
weight is pose-sensitive. These results suggest that RIS depends on not only the
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Figure 5.7: Switch weight distributions of the image-wise switcher on the MS-
COCO person/non-person dataset.
explicit target categories but also implicit properties such as the pose of a person
and the content of the input image.
A heatmap of the switch weight of the position-wise switcher is shown in
Fig. 5.9. For res2-3, the weights on the object edges are large, irrespective of
class. The weights for res4-5 are dependent on class, with large switch weights
for persons and small switch weights for non-persons. Interestingly, the weights
around a person’s neck for res4 are large and can be concluded that RIS responses
to parts of a person and that rotatability may depend on object parts.
5.5 Summary
In this chapter, we have proposed Rotation Invariance Switcher (RIS), which es-
timates the rotatability of an input image and adaptively switches between using
rotation invariance or variance. Four RIS modules have been developed that switch
on different axes, and multiple RIS modules can be applied at different scales in
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a network. The CIFAR-10 and CIFAR-100 datasets were used to evaluate object
classification, and a subset of the MS-COCO dataset was used for person/non-
person classification. We have demonstrated that RIS improves recognition perfor-
mance and enables us to observe rotatability from various viewpoints. We hope that
the observations via RIS will promote understanding of the relationship between
object rotation and image recognition.
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(a) Person images / Switch weight: Large
(b) Person images / Switch weight: Small
(c) Non-person images / Switch weight: Large
(d) Non-person images / Switch weight: Small
Figure 5.8: Example images and switch weights of the image-wise switcher
on the MS-COCO person/non-person dataset. The image IDs in the MS-COCO
dataset [68] for each image are following (from left to right): (a) 278095, 465820,
209162, 436317. (b) 359115, 576085, 209763, 516800. (c) 75806, 248314,
424174, 10432. (d) 301634, 395046, 198943, 421109.
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input res2 res3 res4 res5
(a) person
input res2 res3 res4 res5
(b) non-person
Figure 5.9: Switch weight heatmap of the position-wise switcher on the MS-
COCO person/non-person dataset. The image IDs in the MS-COCO dataset [68]





In this study, we have addressed how to handle the rotation of an object effectively
in feature extraction for image recognition from three perspectives, (1) the rotation
invariant feature, (2) the rotation variant feature, and (3) both combination. Then,
we have proposed the following four novel methods based on them.
First, we have enhanced LBP histogram, which is commonly used in many
types of image recognition tasks, by considering the spatial co-occurrence among
local LBPs. One method was named “Co-occurrence among Adjacent LBPs”
(CoALBP). In this method, the spatial co-occurrence among LBPs is represented
by a histogram of LBP pairs. The performance of CoALBP was evaluated on mul-
tiple tasks of face recognition under the various illumination and texture classifi-
cation to confirm the effectiveness of the combination of the spatial co-occurrence
and LBP representation. CoALBP demonstrated high and practical performance
on the HEp-2 cells image classification 2012.
Next, we have incorporated the rotation invariance into CoALBP to construct
“Rotation Invariant Co-occurrence among LBPs” (RIC-LBP). In this method, the
rotation invariance was realized by using histograms of LBP pairs that can be re-
garded to be rotation equivalent with each other. RIC-LBP inherits the advantages
of CoALBP such as the high descriptive ability and low computational cost while
retaining the robustness against rotation of an object. RIC-LBP was also evaluated
on texture classification and HEp-2 cells classification to confirm the effectiveness.
Then, we considered rotation variant feature by CNN and rotation covariance
which means the situation that an object and an oriented bounding box can rotate
together. Under this situation, we have proposed a novel bounding box regression
named “Orientation-Aware Regression” (OAR), in which the object’s orientation is
propagated to the output bounding box in 2D-vector representation. The proposed
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method can be adapted to not only applications with existing detectors but also to
other applications such as polygon mask estimation and bounding box estimation
on 3D-images. We applied OAR to person detection and confirmed experimentally
that a bounding box estimated by OAR is very accurate and robust against the
rotation of an object, improving the detection performance.
Finally, we have considered the combination of rotation invariant feature and
the rotation variant feature, and we have proposed “Rotation Invariance Switcher”
(RIS). This method estimates the “rotatability” of an input image, which means
whether a rotated input image can make sense, and adaptively switches between
rotation invariant features or rotation variant features. As RIS can be used as a kind
of module for CNN, it can be adapted to various types of CNN architectures. We
applied RIS to object classification tasks and confirmed that RIS could achieve high
recognition performance by observing the rotatability from various viewpoints.
Feature works are as follow. Our study has focused on only 2D rotation of an
object in an image. However, 3D rotation of 3D object in an image remains as a
more challenging task, because 3D rotation can induce significant change in ap-
pearance of an object. To overcome this problem, some implicit 3D representation
is required. For example, recognition processing is performed using pre-estimated
3D information such as the attitude of an object and the positions of an object’s
parts in 3D. Besides, hierarchical rotation information is also useful. Object’s rota-
tion can be found in multi-scale (e.g., rotation of an entire object as global rotation
and rotation of each part of an object as local rotation). It should be studied that
how to describe or estimate the relations between rotations in different scales. We
expect that these considerations would make the estimation of the object’s rotation
more accurate and efficient.
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