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Abstract: In this paper, we consider a group of agents with state and input constraints. The objective of this paper
is to make the agents reach a desired formation while avoiding constraint violations. This paper considers two types of
constraints: coupled and decoupled constraints. We prepare so-called a safe region which contains all the pairs of initial
states such that both types of constraints are satisﬁed. In order to meet the objective, we present a distributed receding
horizon control algorithm consisting of two algorithms: decision making algorithm and reference management algorithm.
We show that the present algorithm achieves constraint fulﬁllment under some reasonable conditions.
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1. INTRODUCTION
Due to need for autonomous control of more than one
mobile robotic agents, the multi-agent control problem
has recently gained attention and a lot of research works
have been devoted to this topic. One of key research
questions is how to design an action or a command for
all agents such that a certain desired pattern is globally
achieved. Most of the efforts in the past had focused on
the centralized planning but the complexity of this cen-
tralized scheme is very high. Moreover, it took long time
to ﬁnd appropriate inputs in the presence of many agents
in the group. From these reasons, many researchers turn
their attention to the decentralized concept.
Among the decentralized control problem, interests in
thecooperativecontrolareahasmainlyincreasedoverthe
last few years. Cooperative control involves a collection
of decision-making components with limited processing
capabilities, locallysensedinformation, andlimitedinter-
component communications, all seeking to achieve a col-
lective objective [1]. The examples for this kind of prob-
lems are consensus [2], ﬂocking [3], deployment [4] and
formation [5-9].
In this paper, we focus on formation control for a
group of mobile agents with onboard sensing and com-
putation ability based on a decentralized scheme. The
goal is to drive the agents to the predeﬁned target position
where state and input constraint violations and collision
must not occur on their trajectories. Some relevant works
are [5-9]. In [5], the multi-vehicle formation stabilization
is considered without the interactive constraints accord-
ing to distributed receding horizon control (DRHC) pol-
icy. Keviczky et al. [6] studies large scale dynamically
decoupled systems. They conclude that the stability can
be obtained based on the prediction errors. The forma-
tion of unmanned air vehicles (UAVs) is investigated in
[7] by using invariant sets, where the collision avoidance
is also taken into account. The infeasibility of the decen-
tralizedRHCissolvedbyimplementingthecollision-free
emergency maneuver that can ensure collision avoidance.
The reference [8] has shown that when feasible solutions
do not exist, the system instead reach a ﬂocking prop-
erty. Keviczky et al. [9] presents a hybrid decentralized
RHC for vehicle formation. The scheme utilizes logical
rules enforcing coordination and the formation control
problem is reduced to a Mixed Integer Linear Program
(MILP).
In this paper, we present a DRHC scheme which is dif-
ferent from all of the above works. We consider a group
of agents whose interactive communication is modeled
by a state dependent undirected graph. Namely, an agent
can communicate only with agents within a certain dis-
tance (this length is called a detection range). We also
suppose that each agent has state and input constraints,
where we consider two types of constraints: coupled and
decoupled constraints. In order to manage the constraint
fulﬁllment, we prepare two kinds of invariant set. One is
a standard maximal output admissible set ﬁrst introduced
by Gilbert and Tan [10]. The maximal output admissible
set is the largest constraint admissible positively invari-
ant set which consists of all initial conditions such that
the resulting trajectories never violate the speciﬁed con-
straints [12]. The other is called a safe region whose con-
struction procedure is presented in [15], and it consists of
all the pairs of initial states of two agents satisfying the
coupled constraints. The present DRHC achieves these
constraints fulﬁllment by using these invariant sets.
In addition, in order to alleviate the computational ef-
ﬁciency and ensure safe operations, our control scheme
adopts the following two stage design procedure. We ﬁrst
designanintegraltypeservosystemforeachagentsothat
it can be lead to any desirable position. Next, the DRHC
device determines the reference of the local control sys-
tem at any time instant. Namely, the RHC controller is
used as a kind of reference governor [11,13,14]. The ref-
erence governor is a nonlinear control mechanism which
modiﬁes the reference signals, if necessary, so that the
constraints are not violated. For more details, the reader
is recommended to refer to [11].
The rest of the paper is organized as follow: Section
2 presents the system deﬁnition and problem statement.
In Section 3, we give details of constraint fulﬁllment set
which consists of the initial states ensuring both the de-
coupled and coupled constraints. We handle the detec-
tion range in section 4. Section 5 provides the DRHC
algorithm. A numerical example is presented in section6. Then, the conclusion is stated.
2. PROBLEM STATEMENT
Suppose that all of the agents share the same dynami-
cal model  given by
xi
k+1 = Axi
k + Bui
k; (1a)
yi
k = Cxi
k =

I 0

xi
k = pi
k; (1b)
where, k 2 Z+ := f0;1;2;g; i 2 f1; ;Nvg,
ui
k 2 U  Rnp is the reference input conﬁned within
a compact set U, xi
k = [pi
k
0vi
k
0]0 2 Rn(n = np + nv)
is the state vector composed of the position and velocity
of each agent, and I is the identity matrix with an appro-
priate dimension. This model is based on a second-order
dynamics which is priori compensated so that a desirable
tracking performance is achieved unless constraint viola-
tion and collision occur. In Fig.1, the block c represents
the local controller and p is referred to a plant of an
agent. Assume that a target position mi is assigned for
each agent i.
Fig. 1 Agent system with RHC controller
Let us now make the following assumption.
Assumption 1:
(a) The matrix A is asymptotically stable.
(b) The system (1) is an integral type servo system, i.e.
C(I   A) 1B = I.
The interconnection between agents is deﬁned by a
time-varying communication graph G(k) = fV;A(k)g
where V = f1;:::;Nvg represents the set of agents and
A(k)  V  V is an edge set which represents the pairs
of connected agents. In this paper, the interconnection
is equivalent to the detection ability of each agents. Sup-
pose that the agents have the same detection ability which
is based on the distance between two of them. The graph
G is state dependent and determined as follows.
A(k) = f(i;j) 2 V  V j kpi
k   p
j
kk1  dsg; (2)
where ds is called a detection range. The appropriate set-
ting of the detection range will be investigated in Section
4.
Deﬁnition 1: (Neighbor set) The set Ni(k) is the
neighbor set of an agent i if
Ni(k) = fj 2 V j (i;j) 2 A(k)g; i 2 Vg: (3)
The neighbor set Ni(k) gives information of agents de-
tected by agent i.
In this paper, we assume that each agent has decoupled
and coupled constraints. The decoupled constraints are
imposed on agent’s own state and input. The state should
be constrained within the set X := Xp  Xv for all time
instant, where X has an interior 0. We also impose the
input constraint ui
k 2 U in order not to make the state x
violate the state constraint X. Namely, the constraint set
U is deﬁned as
U = fu j (I   A) 1Bu 2 Xg;X := fx j x 2 Xg
(4)
Note that Xp should be bounded though Xp can be un-
bounded.
We next deﬁne the coupled constraint referred to as a
collision avoidance constraint. Two agents i and j are
said to be collision pair if the inequality kpi
k  p
j
kk1  d
holds. Namely, the collision avoidance set is deﬁned by
Xca = f(xi
k;x
j
k) j kpi
k   p
j
kk1 > dg; (5)
where d is in general the size of agents with some toler-
ance.
The objective of this paper is to design a receding hori-
zon control algorithm so that all agents move to the pre-
deﬁned formation without collision and constraint viola-
tions.
3. CONSTRAINT FULFILLMENT SET
In this section, we derive a necessary and sufﬁcient
condition for the system (1) to satisfy the constraints un-
der the assumption that the input ui
k is given by ui
k = pi
k.
Namely, this section handles the system
xi
k+1 = (A + BC)xi
k; (6a)
yi
k = Cxi
k =

I 0

xi
k = pi
k: (6b)
This model is used as a prediction model in the present
DRHC algorithm. Note that the constraint set U is in-
terpreted as a state constraint under this assumption and
hence we redeﬁne X so that xi
k 2 X implies that ui
k =
pi
k 2 U.
We ﬁrst consider the decoupled constraints. As is well
known, the decoupled constraint fulﬁllment is satisﬁed if
and only if the initial state xi
0 is contained in a so-called
maximal output admissible set Sx deﬁned below.
Deﬁnition 2: (Maximal Output Admissible Set [10])
Let x0 is the initial state of the system (6) and the xk(x0)
is the state trajectory from x0 at time k. Then, the maxi-
mal output admissible set Sx is deﬁned by
Sx = fx0 2 X j xk(x0) 2 X;k 2 Z+g: (7)
We next handle the coupled constraint or the collision
avoidance constraint. For this purpose, we deﬁne a set
called a safe region Si;j deﬁned below, which provides
a necessary and sufﬁcient condition for any two systems
represented by (6) to satisfy the decoupled and coupled
constraints.
Deﬁnition 3: (Safe Region Set) The safe region is de-
ﬁned as
Si;j =f(xi
0;x
j
0) 2 Sx  Sx j
(xk(xi
0);xk(x
j
0)) 2 Xca 8k 2 Z+g (8)This section provides a necessary and sufﬁcient con-
dition for constraint fulﬁllment under the assumption of
ui
k = pi
k and u
j
k = p
j
k. This implies that the constraint
violations never occur when both agents i and j try to
stop at their current positions pi
k and p
j
k if and only if
(xi
0;x
j
0) 2 Si;j.
Remark 1: Though we consider the constraint be-
tween only two agents i and j, the safe region set Si;j
also provides a condition for constraint fulﬁllment be-
tween any other agents. Namely, it is easy to derive a
condition for any group of agents by using Si;j. A com-
putational procedure of the safe region Si;j is presented
in [15].
4. DETECTION RANGE
The detection range represents the maximal distance
within which an agent can detect the other agents.
Clearly, it is necessary to set it appropriately in order
to satisfy the coupled constraint. For example, if it is
smaller than d, the agents cannot take actions to avoid
collisions, which implies that ds > d is a necessary con-
dition for constraint fulﬁllment. This section thus intro-
duces a guideline for the setting of ds and it provides us a
part of a sufﬁcient condition for collision avoidance when
the present control scheme is employed.
This section also considers the system (6). Let us now
deﬁne the following set and value.
Cp := f(pi;pj) 2 Xp  Xpj 9(vi;vj) 2 Xv  Xv s.t.
(xi;xj) 2 Sx  Sx; and (xi;xj) = 2 Si;jg
r := inf
r>0
r subject to Cp  B(r)
where B(r) denotes the l1-norm open ball with radius r
centered at the origin. By deﬁnition, if (pi
k;p
j
k) = 2 B(r),
(xi;xj) 2 Sx  Sx, and both of them try to stop at
their current positions from time k, then the constraint
fulﬁllment is absolutely achieved. Thus, if they detect
each other at a distance of r, they can take actions to
avoid collisions. Since, however, we consider discrete-
time systems, it is necessary to take into account the one-
step motion of each agent. For this purpose, we prepare
d := max
vi
0;ui
0
kCAxk
0 + CBuk
0k1
subject to pi
0 = 0;vi
0 2 Xv;uk
0 2 U;
and let the detection range d
s be greater than
d
s := r + 2d: (9)
Lemma 1: Suppose that two agents i and j satisﬁes
(xi
k0;x
j
k0) 2 Sx  Sx,
kpi
k0 1   p
j
k0 1k1 > ds and kpi
k0   p
j
k0k1  ds;
namely, they detect each other at time k0. Then, if ds >
d
s, the strategy
ui
k = pi
k; u
j
k = p
j
k 8k  k0
fulﬁlls both decoupled and coupled constraints for any
time instant greater than k0.
Proof: It is obvious from the deﬁnition of d that
(pi
k0;p
j
k0) = 2 B(r) and hence (pi
k0;p
j
k0) = 2 Cp. From
the assumption of (xi
k0;x
j
k0) 2 Sx  Sx and the deﬁ-
nition of Cp, we immediately get (xi
k0;x
j
k0) 2 Si;j. Since
Si;j is a positively invariant set for the augmented sys-
tem consisting of two systems represented by (6), we
have (xi
k;x
j
k) 2 Si;j 8k  k0. In addition, it follows
from Si;j  Sx  Sx  X  X and Si;j  Xca that
(xi
k;x
j
k) 2 X  X and that (xi
k;x
j
k) 2 Xca. This com-
pletes the proof.
5. RECEDING HORIZON CONTROL
ALGORITHM
This section presents a receding horizon control algo-
rithm to achieve desired formation and constraint fulﬁll-
ment. The present algorithm is divided into two parts:
Decision Making Algorithm (DMA) and Reference Man-
agement Algorithm (RMA). The DMA selects the direc-
tion of agent’s motion, while the RMA conﬁrms and ad-
justs the input in order to satisfy the aforementioned con-
straints.
5.1 Decision Making Algorithm
The DMA determines the actions ACT
i
k 2 L to be
taken and a temporary target point ri
k at each time in-
stant k. The action set L consists of two states STOP and
MOVE. The agents with ACT
i
k = STOP try to stop at
the current position, namely, (ri
k = pi
k), and those with
ACT
i
k = MOVE moves toward a temporary target ri
k.
The DMA is given as follows. We add some expla-
Algorithm 1 Decision Making Algorithm for agent i
Detect the neighbors N i
k.
if N i
k = ; then
ACT
i
k = MOVE and ri
k = mi
k.
else
Send msg(i) to j 2 N i
k and receive msg(j) from j 2
N i
k, where msg(i) = (mi
k;xi
k).
if there is an agent j 2 N i
k satisfying 9l 2 N i
k and
l = 2 N
j
k then
ACT
i
k = STOP and ri
k = pi
k
else
Set ACT
i
k = MOVE and determine ri
k and ^ r
j
k; j 2
N i
k appropriately, where ^ r
j
k is an agent i’s estimate of
the temporary target of j
end if
end if
nations on the decision ACT
i
k = STOP in the case of
N i
k 6= ;. For example, in Fig.2(a), all the agents are
aware of each other and they try to move toward tempo-
rary targets appropriately chosen. However, in Fig.2(b),
agent 1 knows that agent 2 and agent 3 cannot detect each
other since 1 receives both p2
k and p3
k. In such a case,
agent 1 tries to stop at its current position. On the other
hand, agent 2 does not know the existence of agent 3 andhence tries to move. For the same reason, agent 3 tries to
move.
(a) Connection Type 1 (b) Connection Type 2
Fig. 2 Two kinds of connection
Of course, the estimated target points ^ r
j
k may be dif-
ferent from the original r
j
k because of the absence of in-
formation. However, it can happen only in such a case
as Fig.2(b). Thus, ri
k = pi
k holds whenever ^ r
j
k 6= r
j
k
for agent i. For this reason, we take both r
j
k = ^ r
j
k and
r
j
k = p
j
k into account in calculating the reference input
ui
k.
5.2 Reference Management Algorithm
In this section, we develop RMA. The RMA modiﬁes
the reference input ui
k from the temporary input ri
k so that
the input ui
k satisﬁes the constraints. The RMA chooses
the reference input ui
k from the line segment connecting
the current position pi
k and the temporary reference ri
k.
Namely, its candidate is represented by
ui
k = Ki
kpi
k + (1   Ki
k)ri
k; Ki
k 2 [0;1]: (10)
Fig. 3 The variation of input ui
k
In the following, we determine the parameter Ki
k. It
is desirable to make ui
k close to the temporary reference
ri
k. We thus choose as small a Ki
k as possible, without
violating the constraints. For this purpose, we compute
Ki
k by solving the following optimization problem and
use it according to the RHC policy.
min Ki
k +
X
jj(i;j)2A(k)
^ K
j;i
k
s:t: Ki
k 2 [0;1]; ^ K
j;i
k 2 [0;1];ui
k; ^ u
j
k 2 U; (11a)
xi
k+1 = Axi
k + Bui
k; (11b)
ui
k = Ki
kpi
k + (1   Ki
k)ri
k; (11c)
~ xi
k+1 = Axi
k + Bpi
k; (11d)
^ x
j
k+1 = Ax
j
k + B^ u
j
k; (11e)
^ u
j
k = ^ K
j;i
k p
j
k + (1   ^ K
j;i
k )^ r
j
k; (11f)
~ x
j
k+1 = Ax
j
k + Bp
j
k; (11g)
(xi
k+1; ^ x
j
k+1) 2 Si;j; (11h)
(xi
k+1; ~ x
j
k+1) 2 Si;j; (11i)
(~ xi
k+1; ^ x
j
k+1) 2 Si;j (11j)
The constraint (11h) describes the constraint fulﬁll-
ment for (ACT
i
k;ACT
j
k) = (MOVE;MOVE) (11i)
for (ACT
i
k;ACT
j
k) = (MOVE;STOP) and (11j) for
(ACT
i
k;ACT
j
k) = (STOP;MOVE) in prediction. Note
that agent j take into account for the case of ACT
i
k =
STOP. We thus include (11j) into the problem (11) in
order to match the problem for i and that for j in the case
of (ACT
i
k;ACT
j
k) = (MOVE;MOVE).
Lemma 2: Suppose that (xi
k;x
j
k) 2 Si;j 8i;j 2 V.
Then, the problem (11) is feasible at time k for all agent
i with ACT
i
k = MOVE.
Proof: From the deﬁnition of Si;j and the form of the
constraints of (11), Ki
k = 0 and ^ K
j;i
k = 0 8j 2 N i
k is a
feasible solution. This completes the proof.
Lemma 3: Suppose that (xi
0;x
j
0) 2 Si;j 8i;j 2 V and
that ds is greater than d
s. Then, (xi
k;x
j
k) 2 Si;j 8(i;j) 2
V and k 2 Z+ holds when the present RHC algorithm is
applied to each agent.
Proof: We prove this lemma by using the induction
method.
Clearly, the statement is true at k = 0 from the as-
sumption. Suppose that (xi
k0;x
j
k0) 2 Si;j 8i;j 2 V holds
at a certain time k0. Then, we prove (xi
k0+1;x
j
k0+1) 2
Si;j 8i;j 2 V. Though, in this proof, we focus only
on an agent labeled with i and show (xi
k0+1;x
j
k0+1) 2
Si;j 8j 2 N i
k0+1, it is necessary and sufﬁcient for
(xi
k0+1;x
j
k0+1) 2 Si;j 8i;j 2 V.
Let us now deﬁne the following sets.
Mi
k0+1 := fj 2 Vj j 2 N i
k0 and j 2 N i
k0+1g
 Mi
k0+1 := fj 2 Vj j = 2 N i
k0 and j 2 N i
k0+1g
Note that N i
k0+1 = Mi
k0+1 [  Mi
k0+1. It is immediate
from Lemma 1 that (xi
k0+1;x
j
k0+1) 2 Si;j 8j 2  Mi
k0+1.
We thus prove only (xi
k0+1;x
j
k0+1) 2 Si;j 8j 2 Mi
k0+1.
The set Mi
k0+1 can be divided into the following sets.
M
i;0
k0+1 := fj 2 Mi
k0+1j ACT
j
k0 = STOPg
M
i;1
k0+1 := fj 2 Mi
k0+1j ACT
j
k0 = MOVEgSuppose that ACT
i
k = STOP. Then (xi
k0+1;x
j
k0+1) 2
Si;j 8j 2 M
i;0
k0+1 holds from invariance of Si;j. Be-
cause of (xi
k0;x
j
k0) 2 Si;j 8i;j 2 V and Lemma 2, the
problems (11) for all j 2 M
i;1
k0+1 are feasible. The con-
straint (11i) thus implies that (xi
k0+1;x
j
k0+1) 2 Si;j 8j 2
M
i;1
k0+1.
We next consider the case of ACT
i
k = MOVE. Simi-
larly to the above case, the problem (11) is feasible. The
constraint (11h) assures that (xi
k0+1;x
j
k0+1) 2 Si;j 8j 2
M
i;0
k0+1. Since i and j 2 M
i;1
k0+1 deﬁnitely solve the same
problem, we have (xi
k0+1;x
j
k0+1) 2 Si;j 8j 2 M
i;0
k0+1.
This completes the proof.
Theorem 1: Suppose that (xi
0;x
j
0) 2 Si;j 8i;j 2
V and that ds is greater than d
s. Then, the present reced-
ing horizon control law achieves both constraint fulﬁll-
ment and collision avoidance for any time instant.
Proof: Lemma 3 implies that the problem (11h) is
feasible for any agent and time k. From this fact and
deﬁnition of Si;j, this theorem immediately holds.
Note that this theorem holds true regardless of the selec-
tion of the temporary target point.
6. NUMERICAL EXAMPLE
In this section, the effectiveness of the present al-
gorithm is demonstrated through a numerical simula-
tion. The simulation runs with Matlab 7.0 on an
AMDTurion64-TL52 notebook.
Consider the following second-order dynamical sys-
tem in two spatial dimensions
_ x =
2
6 6
4
0 0 1 0
0 0 0 1
 1 0  1 0
0  1 0  1
3
7 7
5x +
2
6 6
4
0 0
0 0
1 0
0 1
3
7 7
5  u (12a)
y =

1 0 0 0
0 1 0 0

x (12b)
where x = [px py vx vy]T is the state of the plant p
 u is the control input. The position and velocity are de-
noted by (px;py) and (vx;vy) respectively. Suppose that
all the agents have the sensing capability with ds = 2:45.
Assume that the decoupled constraint jxi
kj  [5;5;1;1]T
is imposed on the state, and the agents have the coupled
constraint with d = 0:5.
Before applying the present algorithm, we design an
optimal servosystem [16] in order to satisfy Assumption
1. Then, we discretize the resulting closed-loop system
and we have
x(k + 1) =
2
6 6
4
0:8676 0 0:3188 0
0 0:8676 0 0:3188
 0:4508 0 0:3315 0
0  0:4508 0 0:3315
3
7 7
5x(k)
+
2
6
6
4
0:1324 0
0 0:1324
0:4508 0
0 0:4508
3
7
7
5u(k) (13a)
y(k) =

1 0 0 0
0 1 0 0

x(k) (13b)
We next apply the present RHC algorithm to the com-
pensated system in the situation that the initial state and
the target position are
x1
0 =

0 0 0 0
T
; m1 =

2:5 0
T
;
x2
0 =

1 0 0 0
T
; m2 =

 2:5 0
T
;
x3
0 =

0:5 1 0 0
T
; m3 =

0:5  4
T
Note that both decoupled and coupled constraints are vi-
olated without the present algorithm. Fig.4 shows the
trajectories of the agents. The distances between agents
are shown in Fig.5. Fig.6 exhibits the time responses of
agents’ positions and velocities, where the dash-dotted
lines are the bounds of decoupled constraints. We see
from these ﬁgures that the agents successfully move to
their targets without violating the decoupled and coupled
constraints.
Theeffectivenessofthepresentalgorithmisconﬁrmed
by this simulation.
Fig. 4 Trajectories of the agents
7. CONCLUSION
This paper has proposed a new formation control
scheme based on the RHC strategy. The present algo-
rithm consists of two parts: DMA and RMA. The DMA
determines the action to be taken and a temporary tar-
get point and then the RMA modiﬁes the resulting target
so as not to violate the constraints. We have shown that
both decoupled and coupled constraints are satisﬁed byusing the algorithm regardless of the selection of tempo-
rary target point. Finally, we have demonstrated the ef-
fectiveness of the present algorithm through a numerical
simulation.
Fig. 5 Distance between agents
Fig. 6 Time responses of position and velocity
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