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Summary. The city of Exeter, UK, is experiencing unprecedented growth, putting pressure
on traffic infrastructure. As well as traffic network management, understanding and influencing
commuter behaviour is important for reducing congestion. Information about current commuter
behaviour has been gathered through a large on-line survey, and similar individuals have been
grouped to explore distinct behaviour profiles to inform intervention design to reduce commuter
congestion. Statistical analysis within societal applications benefit from incorporating available
social scientist expert knowledge. Current clustering approaches for the analysis of social sur-
veys assume that the number of groups and the within-group narratives are unknown a priori.
Here, however, informed by valuable expert knowledge, we develop a novel Bayesian approach
for creating a clear opposing transport mode group narrative within survey respondents, simpli-
fying communication with project partners and the general public. Our methodology establishes
groups characterizing opposing behaviours based on a key multinomial survey question by con-
straining parts of our prior judgement within a Bayesian finite mixture model. Drivers of group
membership and within-group behavioural differences are modelled hierarchically by using fur-
ther information from the survey. In applying the methodology we demonstrate how it can be
used to understand the key drivers of opposing behaviours in any wider application.
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1. Introduction
High levels of commuter congestion negatively impact both the quality of the environment and
societal health and wellbeing. Reducing congestion is therefore a key challenge facingmanyUK
cities in the 21st century. In particular, the city of Exeter, UK, is experiencing unprecedented
economic and physical growth, with the population of greater Exeter set to increase by as
much as 50% by 2026 (Exeter City Council, 2015). This growth will put further pressure on
current infrastructure andpresents a significant challenge inmeeting andmaintaining air quality
standards (Exeter City Council, 2015). As a result, Exeter has become the test bed for a new
‘smart cities’ methodology which aims to reduce commuter congestion. This methodology is
being developed within the Innovate UK ‘Engaged smart transport’ (EST) project, which is a
collaboration between statisticians and social scientists at the University of Exeter, the City and
County Councils, and a large consortium of industrial partners.
The concept of a smart city is to utilize smart technologies and city management systems to
optimize sustainability, cost and service quality. In the context of reducing commuter congestion
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thismeans optimizing the transport network over existing infrastructure; hence, as well as traffic
network management in realtime, understanding and influencing commuter behaviour is an
important part of any smart cities strategy. Information about current commuter behaviour
in Exeter has been gathered through the large on-line ‘Commute–Exeter’ survey, containing
over 40 questions, completed by over 3000 commuters. On the basis of these responses, similar
surveyed individuals have been grouped to inform discussions about the design of group-specific
interventions to reduce commuter congestion.
To achieve the aims of statistical analysis in societal applications most effectively it is im-
portant to incorporate social scientist expert knowledge where possible. In future stages of the
EST project the survey analysis results will be used to inform workshop discussions with sur-
vey respondents from each group, to gain further insight into how transport behaviour may
be influenced through group-specific behavioural interventions. In this application, therefore,
the ability to communicate results with the general public clearly was extremely important.
Through close collaboration with social scientists we identified that, to achieve this, creating
clear and simply defined groups we could confidently address within these workshops was es-
sential.
To meet this need, we present and apply a novel Bayesian methodology for analysing social
surveys in which clear groups, characterizing a single opposing principal behaviour, are created
based on a key multinomial survey question by constraining parts of our prior judgement
within a Bayesian finite mixture model. Regression on additional survey questions is then used
to understand the key drivers of these opposing behaviours. For the Commute–Exeter survey,
this method groups survey respondents on the basis of an opposing transport mode narrative,
e.g. ‘cyclists’, and explores which factors motivate mode choice within that group. These factors
can thenbe the focus of furtherworkshops, focus groups andpotential behavioural interventions
to reduce commuter car usage, and hence congestion.
Current statistical approaches for the analysis of social surveys assume that the number of
groups and the within-group narratives are unknown a priori. These methodologies therefore
focus on identifying these unknown groups. This can be a powerful approach in certain situa-
tions, but in some cases can create complicated and unclear group narratives a posteriori. When,
as in this application, the survey analysis will be used to direct communication and to motivate
future experiments, it can be important to provide a clear structural narrative to take forward
to the next phase of the study.
In the social sciences, methods for forming groups, known as ‘segmentation’ (Barr and Prill-
witz, 2011; Anable, 2005), often follow heuristic, non-model based approaches. One such ap-
proach, known as hierarchical agglomerative clustering, creates a hierarchy of clusters by ini-
tially treating each individual as a singleton cluster and subsequently successively merging (or
agglomerating) the most similar clusters on the basis of a measure of distance (Wheeler et al.,
2004). The final groupings are created by identifying an appropriate level of the hierarchy to stop
merging. A variety of other similar approaches exist, each often resulting in different groupings,
with little systematic guidance available for determining the optimal number of groups or the
most appropriate methods for the specific application (Fraley and Raftery, 2002). In addition,
since these heuristic methods are not based on statistical models, formal inference is impossi-
ble and complex group narratives are created post segmentation. For example, Anable (2005)
used principal component analysis and hierarchical clustering to group transport behaviour in
survey respondents, identifying six groups differing subtly in their attitudes, requiring multiple
descriptive paragraphs to explain each group narrative. To motivate the development, and to
demonstrate the added value of our approach, in Dawkins et al. (2018), we presented the results
of applying a classical heuristic, non-model-based segmentation procedure, similar to that of
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Anable (2005), further demonstrating how such an approach leads to complex group narratives
with no formal inference about group behaviours.
Alternatively, model-based clustering approaches for survey analysis allow for formal infer-
ence. The response variable on which the groups are based is viewed as coming from a mixture
of underlying probability distributions, each representing a different group (Fraley andRaftery,
1998). In a Bayesianmodelling framework this can be viewed as either a finite or infinite mixture
of probability distributions. In most cases, Bayesian finite mixture models require the specifica-
tion of the number of mixture components, or groups, a priori. Existing examples assume that
the number of groups is unknown and therefore most commonly infer this prior specification
based onmarginal likelihoods or Bayes factors (Lau andGreen, 2007). For example Fahey et al.
(2007) used the Bayesian information criterion to determine the optimal number of groupswhen
analysing dietary patterns based on the UK National Diet and Nutrition Survey. Again, this
approach often leads to complex group narratives; for example Fahey et al. (2007) identified
six groups, with narratives differing intricately in their consumption of multiple different food
types. More recently, Malsiner-Walli et al. (2016) presented the ‘sparse finite mixture model’, in
which the number of finite mixture components is determined during, rather than before, model
fitting. This approach, however, requires a common group allocation probability and therefore
does not facilitate regression on additional variables to explore which characteristics influence
group membership.
Conversely, Bayesian infinite mixture models assume an infinite number of mixture com-
ponents, with the total number of occupied groups inferred from the data during model fitting
(Kim et al., 2006). This approach often leads to a large number of groups containing a small per-
centage of individuals, complicating group narratives further. For example, using this approach,
Cre´pet and Tressou (2011) identified 17 groups within the Individual and National Study on
Food Consumption, differing in dietary consumption behaviour, with only three of the groups
accounting for 98% of the individuals surveyed. Similarly, Muthukumarana and Swartz (2014)
employed this approach to group students on the basis of surveyed course satisfaction, iden-
tifying 10 groups within just 75 surveyed students, with many groups differing only slightly in
their satisfaction response profiles.
Within the Commute–Exeter survey, each individual was asked about their day-to-day com-
muting pattern; the number of days, of the 20 weekdays in a 4-week period, that they commute
by five transport mode types; motor vehicle (MV), public transport (PT), bicycle, on foot or
a combination of modes within one journey. We apply our novel prior constrained Bayesian
finite mixture model methodology to create a simple five-group narrative in which each group
contains survey respondents who principally commute by each of the five transport modes.
We recognize and model within-group heterogeneity by using the ‘mixture-of-experts’ exten-
sion of the finite mixture model, in which the model parameters are represented as functions of
additional covariates, e.g. gender, income and personal attitudes. In doing so, we can identify the
key drivers ofmembership within each of these clearly defined opposing behavioural groups and
the key drivers of within-group behavioural differences. In a similar way, Gormley andMurphy
(2008a,b) used a mixture-of-experts approach to explore the heterogeneity in voting behaviour
within groups of the Irish electorate, Fru¨hwirth-Schnatter (2011) to identify which factors had
a significant effect on the risk of marijuana usage, Pamminger and Fru¨hwirth-Schnatter (2010)
and Fru¨hwirth-Schnatter et al. (2016) to investigate how observable characteristics correlated
with career mobility profile group membership, and Fahey et al. (2007) to understand the as-
sociation between dietary pattern group membership and a selection of additional factors. In
each case, the mixture-of-experts extension to the finite mixture model was used to provide
greater insight into the relationships within the survey responses, as is particularly relevant in
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this application for identifying possible intervention themes to influence commuter transport
behaviour to reduce congestion.
This prior-constrained Bayesian methodology falls in between two opposing approaches: the
commonly used unconstrained finite mixture model, and an a priori assignment approach, in
which the respondents are grouped on the basis of their observed most frequent transporta-
tion mode and group behaviour is explored through multinomial logistic regression applied
separately within each group. Both of these alternative approaches were implemented. When
attempting to apply the unconstrained finite mixture model, Bayesian model fitting encoun-
tered the common issue of mixture component non-identifiability (as discussed by Jasra et al.
(2005), Sperrin et al. (2010), Pamminger and Fru¨hwirth-Schnatter (2010), Fru¨hwirth-Schnatter
(2011) and Fru¨hwirth-Schnatter et al. (2012)), i.e., in the unconstrained model, equivalent prior
distributions are placed on the parameters of each mixture component, resulting in identical
marginal posterior distributions in each group.As a result, the statistical inference is invariant to
permutations in the group labelling of the parameters and hence these labels can switch during
Markov chain Monte Carlo (MCMC) sampling. For example, for part of the MCMC sampling
chain, ‘group 1’ may characterize the ‘predominantly commute by bicycle group’, whereas an-
other part of the chain characterizes the ‘predominantly commute by PT group’. This makes
it meaningless to draw inference directly from MCMC output (Jasra et al., 2005) and hence
requires an additional correction step (Fru¨hwirth-Schnatter, 2011). In addition, this approach
was found to encounterMCMCconvergence issuesmakingmodel fitting extremely challenging,
and in all attempts the desired clear group narrative was unattainable. Conversely, the opposing
a priori assignment approach is simple to fit but misses subtleties in group allocation achieved
when using the full mixture model, i.e., in our approach, when grouping individuals on the
basis of their principal behaviour, individuals at the intersection of two groups are not always
allocated to the group characterizing the transport mode that they most frequently commute
by, but the group that they are principally similar to in terms of all survey responses. Hence,
these individuals will receive a more relevant group intervention.
Our methodology provides a general approach with which to understand the key drivers of
opposing surveyed behaviours within any application, avoiding the complex group narratives
that commonly arise when applying existing approaches. For example, it could be used to ex-
plore what influences individuals to shop primarily at competing supermarkets, to eat primarily
healthy or unhealthy foods or to purchase primarily opposing brands of a product.
Alternative work in the field of Bayesian inference for survey data focuses on developing
models that account for the disproportionality of the survey sample with respect to the target
population, which is known as survey sample bias (e.g. Nandram et al. (2013), Si et al. (2015)
and Wang et al. (2015)). As noted by Gelman (2007), Kunihama et al. (2016) and Kang and
Bernstein (2016), there is an apparent disconnect in the literature between Bayesian modelling
developments to account for sample bias, which are all based on simplistic single-variable survey
response data, and the application of Bayesian models to analyse real world survey data. This is
evident in the examples that were discussed throughout this introduction, in which the sampling
mechanisms are either not mentioned, assumed to be random or previously corrected for by the
survey administrator. This topic will be discussed further in the context of the Exeter commuter
application in Section 6.
The remainder of the paper is organized as follows. The survey data are described in detail
in Section 2. Section 3 presents our novel methodology including the social scientist expert
informed constrained prior model, and model fitting approaches used. Section 4 presents the
results and Section 5 the model validation. In Section 6 the issue of survey sample bias is
discussed in detail in the context of the application. Finally, Section 7 concludes.
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2. The survey
The survey was developed on the web-based platform ‘www.surveymonkey.com’, containing 42
questions (which are available in supplementarymaterial: https://www.dropbox.com/s/
95282pdtulf0ext/Dawkins SupMat.zip?dl=0). The aim of the survey was to under-
stand the key drivers of commuting behaviour in Exeter. Individuals were therefore asked about
their day-to-day commuting pattern, the number of days, of the 20 weekdays in a 4-week pe-
riod, that they commute by each of the five transport mode types: MV, PT, bicycle, on foot or a
combination of modes within one journey. Details about these choices were attained from fur-
ther questions, e.g. the time that they make their transport mode choice, their attitudes towards
weather and traffic congestion and values that they hold about cost, personal fitness and the
environment. Additional questions were asked about simple demographics such as age, gender,
employer and home and work postcodes.
Participation in the survey was voluntary, based on a widespread marketing campaign, in-
centivized by an iPad prize. The marketing campaign used two visual images and catchphrases:
one targeted at road users, in particular MV users, shown in Fig. 1(a), and the other at non-
road-users and the wider community, shown in Fig. 1(b). The non-road-user advertisement was
concentrated in bus shelters, train stations and supermarkets, whereas the road user advertising
was primarily placed on billboards onmain commuting roads and central car parks. The survey
was highly publicized on Twitter and by the local media via radio and newspaper.
The survey was open to the public for 7 weeks, from Monday, May 2nd, 2016, until Sunday,
June 19th, 2016, receiving 3050 responses. These responses were explored for quality control
to ensure sensible and consistent answers. Respondents were removed if they did not complete
the key commuting behaviour question, responded as commuting fewer than 5 or more than
20 days in the 4-week period, or specified a work postcode outside the census local authority
Exeter boundary. Where possible obvious mistakes were corrected for to minimize the loss of
responses. After this quality control process 2648 responses remained in the analysis. Of these,
2500 were used to fit the model and 148 were withheld for model validation.
Survey skip logic, which takes the respondent to the next question on the basis of how they an-
swered the current question, resulted in intentionalmissing datawithin the survey responses. For
example those individuals who always commuted by a single transport mode missed questions
related to day-to-day mode choice. These intentional missing data were therefore not imputed
Fig. 1. Survey marketing material focused at (a) road users and (b) non-road-users
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but treated asmissing, meaning that individuals who skipped a given questionwere not included
in the related parameter inference.
Responses to the survey questions were generally ordinal, i.e. selecting from five options on
an increasing–decreasing scale, e.g. from ‘strongly disagree’ to ‘strongly agree’, or ‘terrible’–
‘excellent’. Throughout, all responses, except for gender (which is treated as binary), were con-
sidered to be numeric and continuous to reduce the number of required parameters in this
already complicated model framework. Treating this type of response scale, which is known
as the Likert scale, in this way has become common practice in the social sciences literature
(Jamieson, 2004). Although some argue that this simplification may produce errors in interpret-
ing inference, many consider that using this approach is superior; see for example Kerlinger and
Lee (2000) and Liang and Tsai (2008). As in these examples, we feel that we can make this sim-
plification because, on the basis of the expertise of our collaborating social scientists, we believe
that the survey respondents interpret these ordinal responses as being equally spaced in mean-
ing, and hence that treating them as interval level measurements with linear effects is reasonable.
In addition, any responses that did not obviously fit into the continuous scale were removed
from the analysis, i.e. treated as missing. For example, when rating infrastructure around the
city, ‘not familiar’ was removed from the continuous scale of responses ‘terrible’–‘excellent’.
The dimensionality and computational burden of model fitting were reduced by initially car-
rying out a ‘variable classification’ step. Social scientist expert judgement was used to choose
which of the 42 survey questions are most relevant for inclusion within the mixture-of-experts
model as either an explanatory variable for group membership or for the clustering variable.
Those classified by the social scientist as being relevant for explaining membership within the
opposing behavioural groups (containing people who principally commute by each of the five
transport modes) are termed ‘group identifiers’ (GIs), defined as those survey questions that
best explain the differences between groups, and characterize factors that are non-influenceable
in the intervention stage. The 12 survey questions classified as beingGIs are presented in Table 1.
Commute distance is an example of a selected GI, since individuals in the groups that are char-
acterized by primarily walking or cycling will most probably have shorter commute distances,
and home and work locations cannot be altered by interventions.
Those survey questions classified as being relevant for explaining the clustering variable, here
the number of days that individuals commute by using each of the five transport modes, are
termed ‘behavioural influencers’ (BIs) and are chosen as those that are thought to explain best
the differences in behaviours between individuals within each group. Since our aim is to identify
which of these factors have the most influence on transport mode usage and could therefore
be used in the intervention stage of the project, BIs are chosen to characterize factors that
could be influenceable in the intervention stage. The 16 survey questions that are classified as
being BIs are presented in Table 2. Concern for the environment is an example of a selected BI,
since individuals in a given group who are more concerned with the environment may use more
sustainable transport modes more often, and environmental awareness could be encouraged
through a social intervention.
We experienced memory and MCMC convergence issues when fitting the model using all
classified GIs and BIs. We therefore used the automated Bayesian variable-selection approach
of Kuo and Mallick (1998), applied to a subset of survey respondents, to reduce the number
of covariates in the model. We allocated each respondent to a group by using a Bayesian finite
mixture model as defined in Section 3 (excluding covariate information), and applied the Kuo
and Mallick (1998) variable-selection approach to regression models for group allocation, and
transport behaviour within each group separately. This approach embeds an indicator variable,
associatedwith each covariate,within the regression equation.The indicator variables are treated
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Table 1. Survey questions subjectively selected as GIs†
Number Survey question Responses z
1 What is your gender? Male; female (0, 1)
2 What is your age? Integers (17,: : :,70) Integers (17,: : :,70)
3 When are you most likely to
make the decision about
how you commute to or from
your place of work or study?
At time of leaving; in preceding
hour before leaving; the night
before; during the preceding
weekend
(0,1,2,3)
4 How much flexibility do you
have over the time you leave
for your commute to and from
your place of work or study?
None; a little; some; a lot; total (0,1,2,3,4)
5 Do you attempt to avoid peak
travel times?
Never; rarely; some of the time;
most of the time; always
(0,1,2,3,4)
6 Which of the following best
describes your place of work?
Large; medium; small;
self-employed
(0,1,2,3)
7 Home and work postcodes are
used to calculate commute
distance in kilometres
Continuous (0,: : :,150) Continuous (0,: : :,150)
8 Thinking about the parking
facilities you have at or near
your home, which one of
the following best describes
them?
Off- or on-road parking near
your property; on-road park-
ing immediately outside your
property; off-road driveway
or garage on your property
(0,1,2)
9 Thinking about the parking fa-
cilities thatmay be available at
or near your place of work or
study, please rate them below
No parking; not adequate;
satisfactory; good; excellent
(0,1,2,3,4)
10 What is thehighest formalquali-
fications level you have?
None; Certificate of Secondary
Education, orO-level orGen-
eral Certificate of Secondary
Education; A-level or further
education college; university
or higher education under-
graduate degree; postgradu-
ate, Masters or doctoral
qualification
(0,1,2,3,4)
11 Which one of the following in-
come bands does your house-
hold fall into?
Under£15001;£15001–£30000;
£30001–£45000; £45001–
£60000; £60001–£75000;
£75001–£90000; £90001–
£105000; £105001–£120000;
over £120000
(0,1,2,3,4,5,6,7,8)
12 Are you actively involved in any
of the following?
Local place of worship; local
community centre; commu-
nity or volunteer group;
special interest group or club;
local gymnasium sports club
or leisure centre; local fund
raising events
Sum of all those ticked (0−6)
†The left-hand column states the survey question, numbered 1–12, themiddle column shows the possible responses
to the associated question, and the right-hand column, the GI covariate values given to each response.
as randomwithin themodel and the Bayesian posteriormedian of each of these binary inclusion
parameters identifies which covariates are active within themodel. The resulting selectedGI and
BI survey questions are shown in Table 3. The final model is therefore based on 14 parameters
for group allocation (the second column of Table 3) and 17 parameters for transport behaviour
(the fourth column of Table 3).
8 L. C. Dawkins, D. B. Williamson, S. W. Barr and S. R. Lampkin
Table 2. Survey questions subjectively selected as BIs†
Number Survey question Responses x
1 How much does receiving infor-
mation about weather conditions
influence your choice of travel
mode to your place of work or
study?
Never; occasionally; sometimes;
often; always
(0,1,2,3,4)
2 How much does receiving infor-
mation about traffic congestion
influence your choice of travel
mode to your place of work or
study?
Never; occasionally; sometimes;
often; always
(0,1,2,3,4)
On a day when the following
weather conditions occur, how
much does each one influence
your choice of travel mode to
your place of work or study?
3 Ice Never; occasionally; sometimes;
often; always
(0,1,2,3,4)
4 Rain Never; occasionally; sometimes;
often; always
(0,1,2,3,4)
5 Wind Never; occasionally; sometimes;
often; always
(0,1,2,3,4)
6 Storm Never; occasionally; sometimes;
often; always
(0,1,2,3,4)
7 Snow Never; occasionally; sometimes;
often; always
(0,1,2,3,4)
8 Cold Never; occasionally; sometimes;
often; always
(0,1,2,3,4)
9 Warm Never; occasionally; sometimes;
often; always
(0,1,2,3,4)
10 Dark mornings Never; occasionally; sometimes;
often; always
(0,1,2,3,4)
11 Dark evenings Never; occasionally; sometimes;
often; always
(0,1,2,3,4)
12 Cost is a major consideration when
you choose how to commute
Strongly disagree; disagree;
neutral; agree; strongly agree
(−2,−1,0,1,2)
13 Being environmentally friendly in
your choice of travel mode is
important to you
Strongly disagree; disagree;
neutral; agree; strongly agree
(−2,−1,0,1,2)
14 Having control over your commute
is important to you
Strongly disagree; disagree;
neutral; agree; strongly agree
(−2,−1,0,1,2)
15 Saving time on your commute is
important to you
Strongly disagree; disagree;
neutral; agree; strongly agree
(−2,−1,0,1,2)
16 Keeping fit and active is important
to you
Strongly disagree; disagree;
neutral; agree; strongly agree
(−2,−1,0,1,2)
†The structure of the table is the same as in Table 1.
There has been a recent increased interest in variable selection in model-based clustering due
to the increasingly frequent use of high dimensional data sets in applied statistical research
(Maugis et al., 2009). Further, as discussed by Fop and Murphy (2018), it has been shown that
including superfluous variables in model-based clustering can lead to identifiability problems
and overparameterization. Indeed, even in data with moderate or low dimensionality, reducing
the set of variables in the clustering process has been shown to be beneficial (Fowlkes et al., 1988).
In many cases, this variable selection is performed by using a so-called ‘wrapper’ method, in
which variable selection is achieved simultaneously with model fitting (Fop and Murphy (2018)
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Table 3. Survey questions selected for the model†
Group Selected GIs Mode Selected BIs
1 (Used as baseline group) 2 2
3 1
4 1
5 —
2 3; 9 2 1; 2; 13
3 —
4 —
5 —
3 1; 3; 4; 5; 7 2 16
3 1; 2; 9
4 7; 13
5 16
4 4; 5; 6; 7; 9 2 —
3 5; 16
4 1
5 —
5 3; 9 2 12
3 —
4 —
5 —
†For GIs, selection is based on the log-odds ratio of being in
a given group rather than group 1 (predominantly MV users).
For BIs, within each group, selection is based on the log-odds
ratio of using a given transportmode rather thanmode 1 (MV).
The numbers of the selectedGIs and BIs relate to the questions
in Tables 1 and 2 respectively.
provide a comprehensive reviewof these approaches).Here, however,when aBayesian shrinkage
wrapper approach was attempted, the computational burden of including a large number of
variables within the full model prohibited model fitting, necessitating that variable selection be
carried out before model fitting. Since in this application we use the additional survey questions
to understand behaviours within a-priori-defined groups, using a wrapper approach, in which
variables are also selected on the basis of their importance in determining the group structure, is
less important.A full understanding of these encounteredmodel limitationswill be an important
area of future investigation.
3. The prior constrained Bayesian finite mixture model
Our methodology facilitates the understanding of the key drivers of r opposing principal be-
haviours within a large social survey, e.g. primarily shopping at r=4 different supermarkets or,
in this application, primarily commuting by r=5 different transport modes.
Suppose that we have surveyed n individuals, each of which has responded to a key survey
question, termed the structural response, e.g., in this application,
‘How many days on average, in a typical four week period (Mondays to Fridays), do you commute
to and from your place of work/study using some or all of the following travel mode options: Motor
Vehicle; Public Transport; Bicycle; On Foot; A combination of modes?’.
Let the response to this question be denoted yi = .yi1, : : : ,yir/, where yij is the frequency with
which individual i behaves as in option j. For example, here yij is the number of days, out of a
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possible 20, that individual i commutes by using transport mode j, taking r=5 possible states
(1, MV; 2, PT; 3, bicycle; 4, on foot; 5, combination).
Our methodology allocates the n surveyed individuals into one of H = r groups, each char-
acterizing principally behaving in one of the r opposing ways, by constraining key parts of
the prior judgement about the structural response y. Hence, in this application, individuals
are placed into one of H =5 groups, each characterizing principally commuting by one of the
five transport modes. Drivers of group membership and within-group behavioural differences
are then inferred hierarchically on the basis of additional survey questions, selected by expert
judgement and Bayesian variable selection, creating a clear narrative to aid communication and
understanding, as described in Section 2.
A latent indicator randomvariableS= .S1, : : : ,Sn/ is introduced to represent the group alloca-
tion for each individual i=1, : : : ,n. The probability density function for the structural response
of individual i is modelled as a sum over these H groups as
p.yi|xi, zi/=
H∑
h=1
Pr.Si =h|zi,α/p.yi|xi,βh/, .1/
where zi and xi are responses to the additional survey questions that are used as covariates
related to the group allocation and structural response model parameters respectively, and α
and β are associated regression coefficients quantifying the characteristics of the groups.
Each discrete, categorical random variable Si, i=1, : : : ,n, is modelled as a single draw from
a multinomial distribution:
Si ∼Multinom.1;ηi1, : : : , ηiH /, .2/
where ηih is the probability that individual i is in group h, h= 1, : : : ,H . For each individual,
the relationship between the additional selected survey questions and the probability of group
membership is therefore modelled via multinomial logistic regression:
log
(
ηih
ηi1
)
= zTi αh
⇒ηih = exp.z
T
i αh/∑H
l=1 exp.zTi αl/
for h=1, : : : ,H , .3/
where zi = .1, zi1, : : : , ziD/ is the vector of responses to D survey questions, given by individual i,
related to the group membership probabilities, previously introduced as GIs. For identifiability,
group 1 is used as the baseline group, requiring that α1 = .0, : : : , 0/, whereas α2, : : : ,αH are
group-specific, unknownparameter vectors. Each of these vectors ismade up ofD+1 regression
coefficientsαh = .αh0,αh1, : : : ,αhD/ for h=2, : : : ,H , whereαh0 represents the baseline log-odds
ratio of being in group h rather than group 1 and the remaining coefficients quantify the effect
of the D covariate responses on this log-odds ratio.
The structural response for individual i, yi, is modelled as mi draws from a multinomial
distribution, where mi is the number of times that individual i makes the choice between the r
different behaviour options. In this application mi represents the overall number of days that
individual i commutes during a 20-weekday period. For example if yi = .12, 0, 4, 0, 0/, individual
i commutes for mi =16 days, using an MV for 12 of these days and a bicycle for the remaining
4 days.
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For each individual, yi is modelled separately for membership within each group. Hence,
when individual i is assigned to group h,
yi|Si =h∼Multinom.mi; θih1, : : : , θihr/, .4/
where θihj is the probability that individual i behaves as in option j, j = 1, : : : , r, on any given
occasion when assigned to group h, h = 1, : : : ,H . Hence, in this application θihj represents
the probability that individual i uses transport mode j when assigned to group h. For each
individual, the relationships between the additional selected survey questions and the r group
parameters are also modelled via multinomial logistic regression:
log
(
θihj
θih1
)
=xTi βhj
⇒θihj = exp.x
T
i βhj/∑r
k=1 exp.xTi βhj/
for h=1, : : : ,H , j=1, : : : , r, .5/
where xi = .1,xi1, : : : , xiC/ is the vector of responses to C survey questions, given by individual i,
related to the structural response probabilities, previously introduced as BIs. For identifiability,
behavioural option 1 is used as the baseline, requiring that βh1 = .0, : : : , 0/, whereas βh2, : : : ,βhr
are group- and mode-specific, unknown parameter vectors. Each of these vectors is made up of
C+1 regression coefficients βhj = .βhj0,βhj1, : : : ,βhjC/ for h=1, : : : ,H and j=2, : : : , r, where
βhj0 represents the baseline log-odds ratio of taking option j rather than option 1 in group h
and the remaining coefficients quantify the effect of the C covariate survey questions on this
log-odds ratio. In this application MV (transport mode option 1) is used as the baseline mode;
hence βhj0, for j = 2, : : : , r, represents the baseline log-odds ratio of using transport mode j
rather than MV in group h and the remaining coefficients quantify the effect of the C covariate
survey questions on this log-odds ratio of transport mode usage.
3.1. Constrained prior modelling
To establish groups characterizing opposing behaviours, prior constraints are placed on the β
regression coefficients. Let θhj represent the probability of any individual in group h taking
behavioural option j. We specify these constraints such that θhh > θhj for h = j, i.e., in group
1, the prior probability of taking behavioural option 1 is greater than the prior probability
of taking any other option, equivalently for option 2 in group 2, and so on. For example,
group 1 could characterize primarily shopping at supermarket chain 1, and group 2 primarily
shopping at supermarket chain 2 etc. In our commuting application we create the opposing
behavioural group narrative such that, in group 1, the prior probability of commuting by MV
is greater than the prior probability of commuting by any other mode, equivalently for public
transport in group 2, bicycle in group 3, on foot in group 4 and by a combination of modes in
group 5.
Let x= .1,x1, : : : , xC/ be any possible combination of responses to the C structural response
covariate survey questions. By equation (5), the desired constraints that θhh > θhj for h = j can
be represented in terms of β, for group 1 (h=1), as
θ1j <θ11 for j=2, : : : , r,
⇒ exp.xTβ1j/< exp.xTβ11/,
⇒xTβ1j <0, .6/
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since βh1 = .0, : : : , 0/ for h=1, : : : ,H . Similarly for groups 2–5 (h=2, : : : , 5), using inequalities
in terms of θh1 to give simple positive or negative constraints,
θhj >θh1 for h= j,
⇒ exp.xTβhj/> exp.xTβh1/,
⇒xTβhj >0, .7/
and
θhj <θh1 for h = j,
⇒ exp.xTβhj/< exp.xTβh1/
⇒xTβhj <0: .8/
These constraints create boundaries within the multi-dimensional β-space, beyond which
samples from the priors of the β regression parameters are discarded within the Bayesian model
fitting MCMC algorithm (Section 3.2.2).
As discussed in Section 1, the unconstrained finite mixture model can encounter non-
identifiability issues from group label switching during MCMC sampling. Jasra et al. (2005)
and Sperrin et al. (2010) reviewed various solutions to the problem falling into three main
categories: identifiability constraints, deterministic relabelling algorithms and probabilistic re-
labelling algorithms. Identifiability constraints are inequalities placed on the parameters of the
model during model fitting, breaking the symmetry in the likelihood, whereas deterministic and
probabilistic relabelling algorithms are methods that are used to cluster the MCMC samples of
each parameter, correcting the label switching, during or after model fitting.
The prior constraints equation (6)–(8) are a form of identifiability constraint, creating a non-
symmetric prior so that the model is no longer invariant to a rearrangement of the group as-
signments, preventing label switching. Applying the alternative, relabelling algorithms, requires
additional computation during or after MCMC sampling (Fru¨hwirth-Schnatter, 2011); hence
avoiding this is an additional, important computational advantage of our methodology when
modelling large, complex survey data. These constraints relate directly to the desired predomi-
nant transport mode group structure, represented in terms of θh1 (the probability of commuting
by MV) to create simple inequalities above and below 0 (since βh1 = .0, : : : , 0/ for h=1, : : : ,H),
which can be easily coded within the selected Bayesian modelling language, Stan. It may be,
however, that only a subset of these constraints is required to create the desired predominant
transport mode groups. For example, the constraints in equation (7) may be adequate for en-
suring that each transport mode 2–5 is predominant in groups 2–5, or alternatively including
constraints for four of the five groups may be adequate for constraining all five groups. In this
analysis all constraints were included for completeness; however, valuable future work could
involve exploring the effect of omitting selected constraints on the group structure, and the
computational time that is saved in doing so.
3.2. Model fitting
3.2.1. Prior distributions
We place a normal prior on each α regression coefficient parameter, following the usual conju-
gate model that was discussed by Garthwaite et al. (2005):
αhd ∼N.γhd , ξhd/, for h=2, : : : ,H , d =0, 1, : : : ,D: .9/
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In this application, all α regression coefficients are assumed unknown and inferred from the
data; hence we assign them relatively uninformative priors, such that γhd = 0 and ξhd = 5 for
h=2, : : : ,H , and d =1, : : : ,D.
We also place a normal prior on each β regression coefficient parameter (Garthwaite et al.,
2005),
βhjc ∼N.μhjc,σhjc/ for h=1, : : : ,H , j=1, : : : , r, c=0, 1, : : : ,C, .10/
conditionally on prior constraints (6)–(8) (Section 3.1) being satisfied, with means and standard
deviations elicited to reflect the constraints to reduce the number of discarded prior samples, as
follows.
The coefficients (βhj1, : : : ,βhjC) represent the effect of the C mode influencer survey questions
on the log-odds ratio of takingmode j rather thanMV (mode 1). Since these effects are unknown
a priori, to be inferred from the model, we specify relatively uninformative priors, such that, in
equation (10), μhjc =0 and σhjc =5 for h=1, : : : ,H , j=2, : : : , r, c=1, : : : ,C.
The remaining regression coefficients that are associated with the intercept terms, βhj0, rep-
resent the baseline log-odds of using transport mode j rather than MV (mode 1) within group
h. Hence these prior parameters μhj0 and σhj0 for h= 1, : : : ,H and j = 2, : : : , r are elicited to
reflect the prior constraints.
Social scientist expert judgement is used to define the overall group structure and to select
application appropriate survey questions; however, as discussed by Garthwaite et al. (2005), ex-
perts often struggle to think of regression coefficients directly.Garthwaite et al. (2013) developed
a method for eliciting priors from experts for coefficients in generalized linear models. For com-
plex hierarchical Bayesian models such as ours, the role of expert and statistician is increas-
ingly blurred. Many expert-subjective prior choices are made, not by those normally thought
of as ‘the experts’ (in this case the social scientists), but by the statisticians who better un-
derstand the role and effect of certain parameters in the model. What are often described as
‘modelling choices’ are really the expert judgements of statisticians, leading to a prior un-
certainty description that is owned by the scientist–statistician team, rather than either indi-
vidual (see Williamson and Goldstein (2015) for a detailed discussion of these foundational
concepts).
Given the project time constraints and the relative experiences of our team with Bayesian
hierarchical models of this type versus complex transport surveys of this size, it was decided
that prior choices for the covariate coefficient parameters would be made by the statisticians in
the team, Dawkins and Williamson. To assist in making these specifications we developed an
interactive web application via the RStudio Shiny package (RStudio, 2013). This Shiny package
enables the user to explore how the probability of each category within a multinomial logistic
regression model changes depending on the number and range of covariates and the values
of the normal prior parameters for the regression coefficients, using sliders and drop-down
menus. Once these values have been specified, the Shiny application simulates a large number
(default 1000) of regression coefficients from the specified normal priors and uses these along
with every possible integer combination of the specified covariates to produce a distribution for
these multinomial probabilities. A screen shot of this R Shiny web application is presented in
Fig. 2, with r = 5 multinomial categories and C= 3 covariates: two in the range (0, : : : , 4) and
one in the range (−2, : : : , 2). TheR code that is required to run this Shiny application is available
from
http://rss.onlinelibrary.wiley.com/hub/journal/1467985x/series-
a-datasets.
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Fi
g.
2.
Sc
re
en
sh
ot
o
ft
he
Sh
in
y
in
te
ra
ct
ive
w
e
b
a
pp
lic
at
io
n
u
se
d
fo
r
pr
io
re
lic
ita
tio
n:
th
e
sl
id
er
s
fo
r
μ
4,
μ
5,
σ
4
a
n
d
σ
5
a
re
vi
ew
e
d
by
sc
ro
llin
g
do
w
n
th
e
w
e
b
pa
ge
;t
he
R
co
de
re
qu
ire
d
to
ru
n
th
is
Sh
in
y
a
pp
lic
at
io
n
is
av
a
ila
bl
e
fro
m
ht
tp
s:
//r
ss
.
o
n
lin
el
ib
ra
ry
.
w
ile
y.c
o
m
/h
ub
/jo
urn
a
l/1
46
79
85
x/
se
rie
s-
a-
da
ta
se
ts
Understanding Opposing Behaviours in Social Surveys 15
For each of the five groups individually (h= 1, : : : , 5), this Shiny application was used to
select values for the prior parameters μhj0 and σhj0 for j = 2, : : : , r. We based our choices on
the principle that the resulting model would represent the predominant transport mode of that
group, i.e. θhh > θhj for h = j, when all other regression coefficients were approximately 0 (i.e.
μhj0 =0 for j =h). The values for the parameters in question were varied via the sliders in Fig. 2
and the resulting distributions for θ1, : : : , θ5, representing the probability of using each of the
five transport modes within the group of interest, were observed. For example, Fig. 2 shows a
prior specification for the ‘predominantly commute by PT’ group, since a multinomial random
variable simulated by using values of θ1, : : : , θ5 from the resulting distributions (shown on the
right-hand side) wouldmost probably characterize predominantly using transport mode 2 (PT),
as required. Using this criterion, our intercept and regression coefficient prior parameters are
specified as μhj0 =−4 for h = j and μhj0 = 0:6 for h= j, and σhj0 = 0:1, for h= 1, : : : ,H and
j=2, : : : , r.
To explore the effect of the prior choices on our posterior inferences, these specifications
were varied within the choice principles described above. The computational cost of model
fitting restricted this sensitivity study to a small number of parameter settings, all of which
gave consistent posterior inference. Specifically, each combination of μhj0 = .−5, −3/ for h = j,
μhj0 = .0:4, 0:8/ for h=j, and σhj0 = .0:1, 0:2/ was tested, resulting in model parameters that are
no more than 10% greater or less than the original posterior spread, giving overall equivalent
inference when plotted as in Figs 3, 4 and 5.
3.2.2. Posterior inference
Inference is carried out by using the Bayesian modelling language Stan via rstan (Stan De-
velopment Team, 2016). Stan samples from the posterior by using Hamiltonian Monte Carlo
sampling. Since the Hamiltonian Monte Carlo algorithm evolves by using Hamilton’s differen-
tial equations, it does not provide sampling for discrete parameters (StanDevelopment Team,
2016). Therefore, the posterior of the discrete group allocation indices S= .S1, : : : ,Sn/ cannot be
sampled directly and must be integrated out of the model calculations. Group allocation is then
carried out a posteriori. The regression coefficient parameters α and β are therefore sampled
from their joint posterior, integrating over S:
p.α,β|y,γ, ξ,μ,σ/∝
∫
p.y|S,β,μ,σ/p.S|α,γ, ξ/p.α|γ, ξ/p.β|μ,σ/dS:
Since S is discrete, this is equivalent to
p.α,β|y,γ, ξ,μ,σ/∝
n∏
i=1
{
H∑
h=1
Pr.Si =h|α,γ, ξ/p.yi|βh,μh,σh/
}
p.α|γ, ξ/p.β|μ,σ/:
For group assignment, the probability that individual i is assigned to each group, h=1, : : : ,H ,
is calculated for all posterior samples of α and β by using the posterior distribution of Si:
Pr.Si =h|yi,α,γ, ξ,βh,μh,σh/= Pr.Si =h|α,γ, ξ/p.yi|βh,μh,σh/∑H
h=1 Pr.Si =h|α,γ, ξ/p.yi|βh,μh,σh/
: .11/
Individual i is assigned to the group h that maximizes the mean of this probability over all
posterior samples, and posterior samples of the regression coefficient parameters α and β are
used to explore the key characteristics of each group.
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Model fitting took approximately 1 week when allocated 25 Gbytes of memory on one node
of a cluster computer. The MCMC chain was run for 160000 iterations to reach convergence
and a further M =20000 iterations were retained as the posterior samples.
4. Results
The M posterior samples of α and β are used to allocate the n modelled individual into one
of the H =5 groups, based on the posterior distribution for Si (equation (11)). Fig. 3 presents
pairwise marginal plots of the structural response (the number of days commuting by each
transport mode type), together with the corresponding group allocations.
Of the n= 2500 modelled individuals, 1099 are allocated to the primarily MV user group
(MV group), 269 to the primarily PT user group (PT group), 385 to the primarily bicycle user
group (bicycle group), 475 to the primarily on foot group (foot group) and 272 to the primarily
Fig. 3. Pairwise marginal plots of the structural response (number of days commuting by each transport
mode type) (the discrete points are jittered slightly to represent the distribution of individuals in each plot
better): , MV group; , PT group; , bicycle group; , foot group; , combo group
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Fig. 4. Relationship between the probability of being in each group and GIs (a) gender, (b) transport mode
decision time, (c) commute time flexibility, (d) avoidance of peak congested times, (e) employer, (f) commute
distance and (g) work parking facilities: , MV group; , PT group; , bicycle group; ,
foot group; , combo group
combination user group (combo group). Consistent with the prior constraints to target the five
opposing behavioural groups, Fig. 3 shows that each of the groups represents individuals who,
in general, principally use each of the five transport mode types.
Posterior samples of α quantify the relationship between GIs and the probability of group
allocation, identifying the key characteristics that differ between the five groups. These relation-
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ships are presented in Fig. 4 as continuous, and isolated for each group and GI, by calculating
the probability of group membership over the full numerical range of the specific GI while
holding all other GIs constant at their mean value.
In Fig. 4, the groups in each plot reflect theGIs that were selected in the variable-selection pro-
cess (Table 3 in supplementarymaterial: https://www.dropbox.com/s/95282pdtulf0
ext/Dawkins SupMat.zip?dl=0). The absence of a group in a given figure is informative
in itself, identifying that the log-odds ratio of being in that group rather than the MV group is
not strongly related to the associated GI. Since the MV group is the baseline in the multinomial
logistic regression model, the probability of being in theMV group, ηi1, can be calculated for all
GIs d =1, : : : ,D, based on the αhd regression coefficients associated with all groups for which
GI d is selected (equation (3)). The spread in each of these relationships represents the full
posterior distribution of α.
The relationships in Fig. 4 can be used to inform and guide discussions about, and the design
of, group-specific interventions to reduce commuter congestion. For example, Fig. 4(b) shows
that individuals who decide which mode to commute by just before leaving have a much greater
probability of being in the MV group than in any other group. This suggests that interventions
that are designed to reduce MV usage within the primarily commute by MV group should be
targeted at the hour preceding their commute, whereas for other groups the intervention should
occur earlier (e.g. on the previous day). Similar intervention design guidance can be taken from
the other GIs; for example individuals with greater commute time flexibility are most likely to
be in the bicycle group, suggesting that interventions that are designed for this group should
encourage utilizing this flexibility to avoid congestion; and those with poor work parking are
most likely to be in the combo group, suggesting that interventions to restrict work parking
could encourage an increase in combination commutes (e.g. ‘park and ride’).
Posterior samples of β quantify the relationship between BIs and the probability of transport
mode usage within each group, identifying the key drivers of within-group behavioural differ-
ences. For each of the groups we select one BI which is found to be the most influential and
present these in Fig. 5. As with the GIs, these relationships are isolated for eachmode influencer
individually and calculated as a continuous function.Aplot showingall theBI relationships is in-
cluded in the supplementary material: https://www.dropbox.com/s/95282pdtulf0e
xt/Dawkins SupMat.zip?dl=0.
The relationships in Fig. 5 are not necessarily causal; however, as in Fig. 4, they can be used to
inform discussions about, and the design of, group-specific interventions. Fig. 5(a) suggests that
individuals within the MV group who are more influenced by receiving traffic information have
a lower probability of commuting byMV, with this decrease reflected in an increase in the prob-
ability of commuting by public transport. This suggests that a group intervention to encourage
a greater influence from traffic information could result in fewer commutes byMV andmore by
PT. Within the survey respondent workshop it will therefore be important to understand what
type of traffic information is influencing individuals and how this can be communicated most
effectively. In a similar way, Fig. 5(b) indicates that individuals in the PT group who are more
concerned with the environment have a lower probability of commuting by MV and a higher
probability of commuting by PT, suggesting that an intervention to encourage environmental
concern within this group could result in fewer commutes by car.Within the workshop with this
group it will be important to understand what kind of environmental concern is contributing to
this change in behaviour. For both the bicycle and the foot groups (Figs 5(c) and 5(d)) those indi-
viduals who are more influenced by weather information have a lower probability of commuting
by bicycle and on foot respectively, which is reflected in a greater probability of commuting by
MV. These relationships indicate that information concerning bad weather (e.g. rain) influence
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people within these groups to drive rather than to take their alternative mode; hence an inter-
vention to encourage resilience to bad weather may reduce MV commutes within these groups.
It will be important to understand how this could be achieved within the group workshops,
e.g. through promotion of appropriate wet weather clothing. Finally, Fig. 5(e) suggests that
individuals within the combo group who are more concerned with cost have a slightly lower
probability of commuting by a combination of modes and slightly higher probability of com-
muting by PT, suggesting that information about the cost of different transport options could
influence transport behaviourwithin this group.Again, understanding exactlywhat information
would be of interest to these commuters will be important insight from the group workshops.
The possible effect of a given intervention, in terms of reducing MV usage, can be very ap-
proximately quantified, giving a rough indication of how successful a given intervention could
be. For example, suppose that we design an intervention to provide useful traffic information to
the 214 individuals within the MV group who also sometimes commute by an alternative mode
of transport (e.g. on foot). Suppose that this intervention increases the influence of traffic infor-
mation in these individuals by two increments (i.e. occasionally becomes often etc.), decreasing
their probability of commuting by MV as in Fig. 5(a). Then, within a 20-weekday period, their
2954 combined days commuting by MV reduces to approximately 2600 days, meaning approxi-
mately 15 fewer of these 214 individuals commuting by MV per day. Using the UK 2011 census
figures for the number of people commuting to Exeter from each local authority district, we
can weight these individuals to be representative of the whole population, indicating that this
intervention could result in approximately 430 fewer people commuting to Exeter by MV per
day. Similar calculations can be made for the other groups. This demonstrates how even small
behavioural nudges to encourage individuals to reduce their commute by motor vehicle by just
1 or 2 days fewer per month could have a large combined effect on the number of people using
the highly overprescribed road networks.
As can be seen in Fig. 3, in some cases individuals on the boundary between two groups (e.g.
commute 11 days by one mode of transport and 9 days by another) are allocated to their non-
predominantmode group. For example, 24 individuals who commute byMV slightlymore often
than bicycle (in most cases 12:8 days) are allocated to the bicycle group rather than to the MV
group. Exploration of the characteristics of these individuals (as presented in the supplementary
material) identifies that these 24 individuals behave and have values that are more characteristic
of the bicycle group. Specifically, most have high commuting flexibility and a short commute
distance, and those who commute byMVmore often aremore sensitive to weather information.
As a result, interventions that are designed for the bicycle group are likely to be more effective
at influencing commuter behaviour in these 24 individuals, demonstrating the advantage of
using this constrained mixture model approach, as opposed to the a priori allocation to the
predominant mode group approach that was described in Section 1.
5. Model validation
Of the 2648 quality-controlled survey respondents, nval =148were selected as a stratified sample
over the five groups for model validation. This validation quantifies how well the model repre-
sents these nval individuals in terms of their predicted group allocation variable and structural
response; the two components of the hierarchical finite mixture model (equation (1)).
5.1. Group allocation
Denote the mth draw from the M posterior samples of α and β, available after model fitting, as
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(α.m/,β.m/). The groupallocation componentof themodel is validated in termsof theproportion
of time that the model can allocate individuals i to their ‘true’ group. Since group allocation
is not an observed variable the true group is represented by the predominant transport mode
that is used by each individual. For example, if an individual uses an MV more than any other
mode their true group is specified as group 1. This definition of the true group, however, does
not capture the subtlety in allocating individuals on the boundary of the groups (as discussed in
Sections 1 and 4), which may affect the validation results. This subtlety is impossible to identify
empirically and hence we consider this definition of the true group to be optimal.
For validation individual i=1, : : : ,nval, the proportion of correct allocations is quantified by
sampling a group allocation variable S˜.m/i for each posterior draw m=1, : : : ,M:
S˜
.m/
i |α.m/ ∼ Multinom.1;η.m/i1 , : : : , η.m/iH /, .12/
where
η
.m/
ih =
exp.zTi α
.m/
h /∑H
l=1 exp.zTi α
.m/
l /
for h=1, : : : ,H ,
and observing the proportion of times that S˜
.m/
i is equal to the estimated true group Si, i.e.
ΣMm=11{S˜
.m/
i =Si}=M, where 1{x} is an indicator function which takes the value 1 when x is true
and 0 otherwise, shown in Fig. 6.
Allocation skill, which is presented in Fig. 6, is quantified in relation to the probability of
being assigned to that group by random chance (i.e. non-skilled allocation), based on the pro-
portion of modelled individuals who are assigned to each group (the broken curve). High group
allocation skill would be characterized by a histogram that is skewed towards 1. Because of the
reduced dimensionality of the model and the relationships that were presented in Fig. 4, group
allocation skill is relatively low. This is because an individual with intermediate responses to
GI survey questions will have roughly equal multinomial probabilities of being in each group
in equation (12) and will therefore be allocated to many different groups over the M posterior
samples. Allocation skill is poorest for true groups 2 (predominantly commute by PT) and 5
(predominantly commute by a combination of modes) since the probability of being in each
of these groups is calculated on the basis of two selected GI survey questions, ‘mode decision
time’ and ‘work parking’ (as shown as Figs 4(b) and 4(g) and Table 3). Conversely, since group
1 (predominantly commute by MV) is used as the baseline group in the multinomial logistic
regression, allocation to that group is based on all of the selected GI survey questions (as shown
as Fig. 4). As a result, allocation skill is highest for this group, i.e. the histogram is skewed
towards 1. For all groups, allocation skill is greater than random chance, indicating that the
model has some skill in predicating group membership.
5.2. Structural response
The structural response component of the model is validated in terms of the how successful
the model is at representing the known structural response (transport mode usage) for each
validation individual, given that they are allocated to their true group. For validation individual
i= 1, : : : ,nval, this is quantified by sampling a structural response y˜.m/i , conditional on Si, for
each posterior draw m=1, : : : ,M:
y˜
.m/
i |Si =h,β.m/h ∼ Multinom.mi; θ.m/ih1 , : : : , θ.m/ihr /,
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where mi is the number of days validation individual i commutes and
θ
.m/
ihj =
exp.xTi β
.m/
hj /∑r
k=1 exp.xTi β
.m/
hj /
for h=1, : : : ,H , j=1, : : : , r,
and comparing the 90%prediction interval of .y˜.1/i , : : : , y˜
.M/
i /with theknown surveyed structural
variable yi, shown in Fig. 7.
In Figs 7(a)–7(e) respectively, truemode usage lies within the 90%prediction interval for 90%,
92%, 93%, 92%and85%of validation individuals.This indicates a good level of skill in predicting
the use of all transport modes other than combination, when individuals are assigned to their
true group. Similarly to the group allocation validation, underperformance of the model is due
to dimensionality reduction through variable selection. Only one selected BI is used to calculate
the probability of using a combination (see the plot of all BIs in the on-line supplementary
material), the importance of fitness within the cycling group, and none quantify the use of a
combination within the combo group. Therefore, for the combo group, this prediction is based
solely on the baseline regression coefficient, explaining why the prediction intervals are very
similar for all individuals with a high use of a combination of modes.
6. Discussion
When performing inference based on a sample of survey respondents, known or expected dis-
proportionality of the sample with respect to the target population should be accounted for
to avoid biased inference (Pfeffermann, 1993; Gelman, 2007). When conducting a survey it is
common to use sampling designs based on population strata, to achieve similar proportions of
characteristics within the sample to those in the population (Gelman and Carlin, 2002). Survey
weights are then constructed to adjust for the representativeness of each stratum within the
survey analysis. There is a rich literature on including survey weight adjustments in estimation
(see Rao (2011) for a detailed review). However, as discussed by Kunihama et al. (2016), the
vastmajority of suchmethods are not appropriate inmodel-based inferences, particularly under
Bayesian frameworks, and those methods that have been proposed for Bayesian analysis require
highly complex models. As identified by Gelman (2007), Kunihama et al. (2016) and Kang and
Bernstein (2016), this has led to a disconnect between the analysis of survey data in practice and
methods that have been developed to account for survey sample bias in Bayesian inference.
In this application, participation in the survey was voluntary, incentivized by an iPad prize,
resulting in what is known as a non-probability-based convenience sample. Voluntary Internet-
based surveys, like this, have seen a rapid recent increase in their implementation due to their
reduced cost and increased speed of data collection, compared with more conventional strat-
ified sampling methods (Morrissey et al., 2016). Correcting for sample bias is complicated by
the lack of information about the sampling mechanism and how it should be represented in
model inference. For example, it may be expected that the iPad prize, which is used to encour-
age survey participation, may cause an underrepresentation or overrepresentation of particular
categories of the population. Specifically, Statista, which is an on-line portal for statistics, sug-
gests that in 2015 approximately 20% of people in the UK aged 25–34 years owned a tablet,
compared with only 10% of people aged 55–64 years (Statista, 2019). The preferred approach
for adjusting non-probability samples in practice is to weight each surveyed individual by using
post-stratification weights (Dever et al., 2008; Loosveldt and Sonck, 2008; Baker et al., 2013).
This approach adjusts the sample to fit known aspects of the population. For example, suppose
that the number of individuals in the population in stratum m (e.g. males) is equal to Nm and
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the number of individuals in the sample in stratum m is equal to nm; then all males in the sample
would be weighted by the ratio of the proportion of males in the population and in the sample:
.Nm=N/=.nm=n/.
Applying this approach to correct for survey sample biaswithin this application is complicated
by the unknown target population. A census of the UK is taken every 10 years, with the most
recent being held on March 27th, 2011. A number of variables are known for the population
of Exeter; however, the only available census information related to the commuting population
is the location of usual residence (by local authority district). Since the age distribution of the
Exeter commuting population is unknown, the potential sample bias that is associated with the
iPad prize cannot be explored.
Therefore, to gain some insight into how representative of the target population the sample
may be, we can compare the proportion of the sample who live in each local authority district
(calculated on the basis of the location of the surveyed home postcode, converted to longitude–
latitude, shown in Fig. 8(a)) with the proportion of the Exeter commuter population who live
in each local authority district. This comparison is shown in Fig. 8(b).
Fig. 8(b) indicates that the proportion of individuals commuting from each region into Exeter
is consistent between the sample and 2011 population. There is a slight undersampling of East
DevonandTorbayanda slight oversamplingofMidDevonandTeignbridge; however, in general
there is close agreement. This census information was, however, 5 years old and therefore may
not be representative of the population at the time of the survey (April–June 2016). The city of
Exeter has changed greatly, with the growth of businesses and organizations, such as the Met
Office and the University of Exeter, bringing more professionals and academics to the area, and
the redevelopment of the Princesshay shopping precinct increasing retail employment.
If this potentially outdated census information were considered to be informative about the
current Exeter commuter population, it could be used to calculate post-stratification weights
to correct for the small sampling biases that are found in Fig. 8. The weight for individual i
is calculated as wi = .Nm=N/=.nm=n/ for i∈Dm, where Dm is the local authority district from
which individual i commutes and Nm and nm are the number of individuals in the population
and sample respectively who commute from Dm.
As a simplistic sensitivity study, an approach similar to the frequentist pseudo-maximum-
likelihood estimation for population parameter inference that was used by Pfeffermann (1993)
and Rao et al. (2010) is used to weight the likelihood for each individual, such that
fw.yi|xi, zi/=wi
{
H∑
h=1
Pr.Si =h|zi,α/p.yi|xi,βh/
}
, .13/
used in the model inference as presented in Section 3.2.2. The results of this sensitivity study,
equivalent toFigs 3 and 4 and the plot of all BIs in the supplementarymaterial (https://www.
dropbox.com/s/95282pdtulf0ext/Dawkins SupMat.zip?dl=0), are alsopresented
in the supplementary material and show how applying post-stratification weights has no effect
onmodel inference. Therefore the conclusions of the analysis, which relate to guiding discussions
for intervention design, remain unchanged.
Alternatively, if additional census information about the target population were available in
this application, the multilevel regression and post-stratification approach for adjusting non-
probability samples could have been employed here. This approach is an extension of classical
post-stratification which overcomes the assumption of post-stratification cell simple random
sampling by firstly fitting a multilevel regression model to individual responses, using a large
number of demographic variables, to estimate the response in each cell, and secondly averaging
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Fig. 8. (a) Home location of modelled individuals by local authority district and (b) proportion of individuals
commuting to Exeter from these local authorities in the sample ( ) and the population ( )
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over post-stratification cells to obtain an overall estimate. This approach was first introduced by
Park et al. (2004),whoused the approach toproduce state level estimates forUSAelection results
based on non-probability pre-election polls and found that it outperformed standard survey-
weighted estimates when estimating state level outcomes.More recently, this approach has been
employed with the same success for equivalent USA election applications by Lax and Phillips
(2009),Ghitza andGelman (2013) andWang et al. (2015), based on various non-probability pre-
election polls, including, for example, a highly biased sample collected by using an opt-in poll
on the Xbox gaming platform (Wang et al., 2015). This class of approach shows great promise
for application when adjusting for non-probability samples where adequate census information
is available; however, since only one census variable is available here, such approaches could not
be applied.
In addition, the fully Bayesian approach for accounting for survey sample bias is currently
infeasible in this application because of the complexity of the hierarchical finite mixture model
and the unknown sampling mechanism and target population. The Bayesian approach treats
the non-surveyed population as missing data and infers the population parameters by sampling
the missing data via the posterior predictive distribution of the missing population, given the
observed sample, as discussed in chapter 8 of Gelman et al. (2014).
Here, these already complex missing data models would be made more complex by the multi-
variate structural response variable and additional incomplete covariate information. Suppose,
within the likelihood of these missing data models, that we wished to include a vector of k co-
variates for each individual i=1, : : : ,N, xi = .xi1, : : : ,xik/; then this likelihood would include a
conditional model for each incomplete variable:
p.y,x1, : : : , xk/=p.y|x1, : : : , xk/p.x1|x2, : : : ,xk/p.x2|x3, : : : ,xk/ : : : p.xk/,
requiring various modelling assumptions to be made which could result in unreliable model
inference. In addition, the added computational burden of the increasingly complex model
could become too challenging for the already computationally demanding model fitting.
To address the disconnect in accounting for sample bias in Bayesian analysis, Kunihama
et al. (2016) proposed a more simple mixture model approach, in which the standard mixture
weights are adjusted to represent the full population, based on the survey weights. Parameter
inference is then carried out with a simple modification to the MCMC algorithm that is used
for standard mixture models. Directly applying this approach to correct for sample bias in this
application would, however, result in additional mixture-specific parameters that do not relate
to the allocated groups, complicating the interpretation of the modelling results.
This gap in methodology therefore still remains open and further simplistic methods, that
apply to a variety of modelling frameworks and sampling mechanisms, are required.
7. Conclusions
We have presented novel Bayesian methodology for analysing social surveys, developed to meet
the needs of the EST project in effectively communicating survey results with project partners
and the general public to reduce commuter congestion in Exeter. Directed by social scientist
expert judgement, our methodology established a simple five-group narrative within survey
respondents, in which each group contained individuals who primarily commuted by one of
five transport types, by structurally constraining key parts of our prior within a Bayesian fi-
nite mixture model. Drivers of group membership and within-group behavioural differences
were modelled hierarchically by using further survey questions, to inform discussions about
28 L. C. Dawkins, D. B. Williamson, S. W. Barr and S. R. Lampkin
interventions to reduce MV usage and hence commuter congestion. The resulting model infer-
ence provided a simple narrative of the key characteristics of each group and the key factors that
influence primarily commuting by each of the five transport types, clearly suggesting possible
approaches for influencing commuting behaviour away from using MVs within each group.
Our methodology provides a general approach with which to understand clearly the key
drivers of opposing surveyed behaviours within any application, e.g. which factors influence
individuals to shopprimarily at competing supermarkets, avoiding the complex groupnarratives
that commonly arise when applying existing approaches for grouping survey respondents.
Inference was carried out by using the Bayesian modelling language Stan. This modelling
choice wasmotivated by Stan’s robustness and largely unsupervised learning of the optimalmix-
ing proposal through Hamiltonian Monte Carlo sampling, meaning that the software that was
created for this survey could be used by our social scientist colleagues on future survey projects.
However, in conducting this inferencewe found that Stan is inefficient for largedata sets and large
numbers of parameters. Hence, if time had allowed, we feel that it would have been beneficial to
explore alternative modelling languages. Although the focus of this study is not the implemen-
tation of the modelling approach, we hope that readers will learn from our experience and, with
access to our data and code (available from https://rss.onlinelibrary.wiley.com/
hub/journal/1467985x/series-a-datasets), will be able tomake a judgement about
whether a Stan implementation is appropriate for their application, or use our experience as a
reason to explore alternative languages from the outset.
Extensions to this methodology could incorporate interactions between covariates within
each regression model to identify whether the effect of a given covariate on the response vari-
able is different at different values of another covariate. Since, in this application, group-specific
interventions will be designed for each group as a whole, not separately for those with a different
response to specific questions, this level of detail is not neededs; however, it would be an inter-
esting insight into the groups. In addition, since individuals commuting via routes that are best
served by PT or cycle paths, for example, may be more likely to choose these alternative modes,
it would be interesting to extend this framework to explore how the ‘route to work or study’
influences transport mode choice, and hence commuter group allocation.Modelling all possible
routes was, however, beyond the scope of this project as it would require a so far not developed
integrated smart city data set on employers, road, bus and rail networks, and park-and-ride
routes throughout the county.
The issue of survey sample bias was discussed in detail. The disconnect between the analysis
of survey data in practice and methods that have been developed to account for survey sample
bias in Bayesian inference, identified in previous literature, was demonstrated through the explo-
ration of incorporating post-stratification sample weights within the model. This exploration
demonstrated the infeasibility of applying the currently available fully Bayesian approaches,
because of the complexity of the hierarchical finite mixture model and the unknown sampling
mechanism and target population. Post-stratification weights for each individual were created
based on the 2011 census of the UK and, when used to weight each individual within the model
likelihood, the results, and therefore conclusion of the analysis, were unchanged.
Further phases of the EST project will involve discussing the survey analysis results with
group-specific panels of survey respondents, and lastly testing the success of the actioned inter-
ventions in terms of reducing MV usage, and therefore commuter congestion.
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