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3Abstract
In the first chapter we present new results related on monomial ideals of Borel type. Also,
we introduce a new class of monomial ideals, called d-fixed ideals, which generalize the class
of p-Borel ideals and we extend several results to this new class. In section 1.2 we extend
a result of Eisenbud-Reeves-Totaro in the frame of ideals of Borel type. This allows us to
obtain some nice consequences related to the regularity of the Borel type ideals. In section
1.3 we introduce a new class of ideals, called strong Borel type ideals, and we compute
the Mumford-Castelnouvo regularity for a special case of strong Borel type ideals. In the
sections 1.4, 1.5 and 1.6 we show how some results for p-Borel ideals can be transfered to
d-fixed ideals. In particular, we give the form of a principal d-fixed ideal and we compute
the socle of factors of these ideals, using methods similar as in [23], see section 1.5. This
allows us to give a generalization of Pardue’s formula, i.e. a formula of the regularity for a
principal d-fixed ideal, see section 1.6. In the last section of the first chapter, we describe
the d-fixed ideals generated by powers of variables.
In the second chapter, we compute the generic initial ideal, with repect to the re-
verse lexicographic order, of an ideal which define a complete intersection of embedding
dimension three with strong Lefschetz property and we show that it is an almost reverse
lexicographic ideal, see sections 2.2 and 2.3. This enable us to give a proof for Moreno’s
conjecture in the case n = 3 and characteristic zero, see section 2.1. In section 2.4 we prove
that the d-component of the generic initial ideal, with respect to the reverse lexicographic
order, of an ideal generated by a regular sequence of homogeneous polynomials of degree
d is revlex, in a particular, but important, case. Using this property, in section 2.5 we
compute the generic initial ideal for several complete intersections with strong Lefschetz
property.
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Introduction
In the first chapter, we prove a stable property for monomial ideals of Borel type and give
some nice consequences. Also, we discuss issues related to d-fixed ideals, a new class of
ideals which generalize the class of p-Borel ideals. In order to explain the context, we need
some preparations.
Let K be an infinite field, and let S = K[x1, ..., xn], n ≥ 2 the polynomial ring over K.
Bayer and Stillman [5] note that a Borel fixed ideal I ⊂ S satisfies the following property:
(∗) (I : x∞j ) = (I : (x1, . . . , xj)
∞) for all j = 1, . . . , n.
Herzog, Popescu and Vladoiu [23] say that a monomial ideal I is of Borel type, if it satisfy
(∗). We mention that this concept appears also in [6] as the so called weakly stable ideal.
Herzog, Popescu and Vladoiu proved in [23] that I is of Borel type, if and only if for any
monomial u ∈ I and for any 1 ≤ j < i ≤ n and q > 0 with xqi |u, there exists an integer
t > 0 such that xtju/x
q
i ∈ I. In the first section, we present some facts on ideals of Borel
type, following [23]. In the second section we prove that if I is an ideal of Borel type,
then I≥e = the ideal generated by the monomials of degree ≥ e from I, is stable whenever
e ≥ reg(I) (Theorem 1.2.10). This allows us to give a generalization of a result of Eisenbud-
Reeves-Totaro (Corollary 1.2.11). Also, we prove that the regularity of a product of ideals
of Borel type is bounded by the sum of the regularity of those ideals (Theorem 1.2.15). In
the third section, we introduce a new class of ideals, called ideals of strong Borel type and
we compute the regularity of a principal strong Borel type ideal in a special case (1.3.6).
A p-Borel ideal is a monomial ideal which satisfies certain combinatorial condition,
where p > 0 is a prime number. It is well known that any positive integer a has an unique
p-adic decomposition a =
∑
i≥0 aip
i. If a, b are two positive integers, we write a ≤p b iff
ai ≤ bi for any i, where a =
∑
i≥0 aip
i and b =
∑
i≥0 bip
i. We say that a monomial ideal
I ⊂ S = K[x1, . . . , xn] is p-Borel if for any monomial u ∈ I and for any indices j < i, if
t ≤p νi(u) then x
t
ju/x
t
i ∈ I, where νi(u) = max{k : x
k
i |u}.
This definition suggests a natural generalization. The idea is to consider a strictly
increasing sequence of positive integers d : 1 = d0|d1| · · · |ds, which we called a d-sequence.
Lemma 1.4.1 states that for any positive integer a, there exists an unique decomposition
a =
∑s
i=0 aidi with 0 ≤ ai < di+1/di for any i. If a, b are two positive integers, we write
a ≤d b iff ai ≤ bi for any i, where a =
∑
i=0 aidi and b =
∑
i=0 bidi. We say that a
monomial ideal I ⊂ S is d-fixed if for any monomial u ∈ I and for any indices j < i, if
t ≤d νi(u) then x
t
ju/x
t
i ∈ I. Obviously, the p-Borel ideals are a special case of d-fixed ideals
for d : 1|p|p2| · · · .
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6A principal d-fixed ideal, is the smallest d-fixed ideal which contains a given monomial.
1.4.8 and 1.4.11 give the explicit form of a principal d-fixed ideal. In section 1.5 we compute
the socle of factors for a principal d-fixed ideal (1.5.1 and 1.5.4). The proofs are similar as
in [23] but we consider that is necessary to present them in this context.
In the section 1.6 we give a formula (Theorem 1.6.1) for the regularity of a principal
d-fixed ideal I, which generalize the Pardue’s formula for the regularity of principal p-
Borel ideals, proved by Aramova-Herzog [3] and Herzog-Popescu [24]. Using a theorem
of Popescu [29] we compute the extremal Betti numbers of S/I (1.6.3). S.Ahmad and
I.Anwar proved in [1] than any ideal of Borel type has the regularity bounded by the
number q(I) = m(I)(deg(I) − 1) + 1, where m(I) = max{i : xi|u for some u ∈ G(I)} ,
deg(I) = max{deg(u) : u ∈ G(I)} and G(I) is the set of minimal monomial generators
of I. As a consequence of Pardue’s formula, we obtain another proof of this result in
the particular case of d-fixed ideals (Corollary 1.6.2). Also, we introduce a new class of
monomial ideals, called D-fixed ideals, which are sums of various d-fixed ideals . Since any
d-fixed ideal is in particular, an ideal of Borel type, it follows that Theorem 1.2.10 can be
applied for them, so we get Corollary 1.6.6. This result was first obtain by Herzog-Popescu
[24] in the special case of a principal p-Borel ideal. In the last section we give the explicit
form of a d-fixed ideal generated by powers of variables (Proposition 1.7.2) and make some
remarks on its regularity.
In the second chapter, we discuss issues related to the generic initial ideal of an ideal
generated by a regular sequence of homogeneous polynomials.
Let S = K[x1, x2, x3] be the polynomial ring over a field K of characteristic zero.
Let f1, f2, f3 be a regular sequence of homogeneous polynomials of degrees d1, d2 and
d3 respectively. We consider the ideal I = (f1, f2, f3) ⊂ S. Obviously, S/I is a complete
intersection ArtinianK-algebra. One can easily check that the Hilbert series of S/I depends
only on the numbers d1, d2 and d3. More precisely,
H(S/I, t) = (1 + t+ · · ·+ td1−1)(1 + t+ · · ·+ td2−1)(1 + t+ · · ·+ td3−1).
[23, Lemma 2.9] gives an explicit form of H(S/I, t).
Let S = K[x1, . . . , xn] and let I = (f1, . . . , fn) ⊂ S be an ideal generated by a regular
sequence of homogeneous polynomials. We say that a homogeneous polynomial f of degree
d is semiregular for S/I if the maps (S/I)t
·f
−→ (S/I)t+d are either injective, either surjec-
tive for all t ≥ 0. We say that S/I has the weak Lefschetz property (WLP) if there exists
a linear form ℓ ∈ S, semiregular on S/I, in which case we say that ℓ is a weak Lefschetz
element for S/I. A theorem of Harima-Migliore-Nagel-Watanabe (see [20]) states that S/I
has (WLP) for n = 3. We say that S/I has the strong Lefschetz property (SLP ) if there
exists a linear form ℓ ∈ S such that ℓb is semiregular on S/I for all integer b ≥ 1. In this
case, we say that ℓ is a strong Lefschetz element for S/I. Of course, (SLP )⇒ (WLP ) but
the converse is not true in general. In the case n = 3, it is not known if S/I has (SLP) for
any regular sequence of homogeneous polynomials f1, f2, f3. However, this is known true
for certain cases, for example, when f1, f2, f3 is generic, see [27] or when f2 ∈ K[x2, x3] and
f3 ∈ K[x3], see [21] and [22].
7We say that a property (P ) holds for a generic sequence of homogeneous polyno-
mials f1, f2, . . . , fn ∈ S = K[x1, x2, . . . , xn] of given degrees d1, d2, . . . , dn if there ex-
ists a nonempty open Zariski subset U ⊂ Sd1 × Sd2 × · · · × Sdn such that for every
(f1, f2, . . . , fn) ∈ U the property (P) holds. For example, a generic sequence of homo-
geneous polynomials f1, f2, . . . , fn ∈ S is regular.
Now, we present some conjectures and the relations between them (see [27]).
Conjecture A.(Fro¨berg) If f1, f2, . . . , fr ∈ S = K[x1, . . . , xn] is a generic sequence of
homogeneous polynomials of given degrees d1, d2, . . . , dr and I = (f1, f2, . . . , fr) then the
Hilbert series of S/I is
H(S/I) =
∣∣∣∣∏ri=1(1− tdi)(1− t)n
∣∣∣∣ ,
where |
∑
j≥0 att
j | =
∑
j≥0 btt
j, with bj = aj if ai > 0 for all i ≤ j and bj = 0 otherwise.
Conjecture B. If f1, f2, . . . , fn ∈ S = K[x1, . . . , xn] is a generic sequence of homogeneous
polynomials of given degrees d1, d2, . . . , dn and I = (f1, . . . , fn) then xn, xn−1, . . . , x1 is
a semi-regular sequence on A = S/I, i.e. xi is semiregular on A/(xn, . . . , xi+1) for all
1 ≤ i ≤ n.
Conjecture C. If f1, f2, . . . , fn ∈ S = K[x1, . . . , xn] is a generic sequence of homogeneous
polynomials of given degrees d1, d2, . . . , dn, I = (f1, . . . , fn) and J is the initial ideal of
I with respect to the revlex order, then xn, xn−1, . . . , x1 is a semi-regular sequence on
A = S/(f1, . . . , fn).
Conjecture D.(Moreno) If f1, f2, . . . , fn ∈ S = K[x1, . . . , xn] is a generic sequence of
homogeneous polynomials of given degrees d1, d2, . . . , dn, I = (f1, . . . , fn) and J is the
initial ideal of I with respect to the revlex order, then J is an almost revlex ideal, i.e. if
u ∈ J is a minimal generator of J then every monomial of the same degree which preceeds
u must be in J as well.
Pardue proved in [27] that if conjecture A is true for some positive integer n then the
conjecture B is true for the same n. Also, conjecture C is true for n if and only if B is true
for n and if conjecture B is true for some r then A is true for n < r and exactly for that
r. Also, if conjecture D is true for some n then B, and thus C, are true for the same n.
Fro¨berg [19] and Anick [2] proved that A is true for n ≤ 3 and so B and C are true for
n ≤ 3. Moreno [26] remarked that D is true for n = 2. Note that Conjecture A for n = 3
does not imply the Moreno’s conjecture D for n = 3.
Let I ⊂ S = K[x1, . . . , xn] be a graded ideal, i.e. an ideal generated by homogeneous
polynomials. We choose a monomial order ”≤” on the set of monomials of S. If α = (αij)
is a n × n invertible matrix with entries in K and f ∈ I is a polynomial, we denote by
αf the polynomial obtained from f by the changing of variables, xi 7→
∑n
j=1 αijxj for
all i = 1, . . . , n. We denote αI = (αf | f ∈ I). Galligo and Bayer-Stillman proved that
there exists a nonempty open Zariski subset U ∈ GLn(K), such that for any α, α
′ ∈ U ,
in≤(αI) = in≤(α
′I). For an α ∈ U , we denote in≤(αI) := gin≤(I) and we called it the
generic initial ideal of I, with respect to ”≤”. For an introduction on generic initial ideal,
8see [18, §15.9]. The generic initial ideal is Borel fixed. In the case of characteristic zero,
that means that it is strongly stable and in the case of positive characteristic p that means
it is p-Borel. This remark shows a connection between the two parts of my thesis.
Now, let I = (f1, f2, f3) ⊂ S = K[x1, x2, x3] an ideal generated by a regular sequence of
homogeneous polynomials f1, f2, f3 of degrees d1,d2 and d3, respectively. Let J = Gin(I)
be the generic initial ideal of I, with respect to the reverse lexicographic order. Our aim
is to compute J for all regular sequences f1, f2, f3 of homogeneous polynomials of given
degrees d1, d2, d3 such that S/I has (SLP). We will do this in the sections 2.2 and 2.3. These
computations shown us in particular, that J depends only on the numbers d1, d2, d3 (this
has been proved also by Popescu and Vladoiu in [31]) and more important, that J is an
almost reverse lexicographic ideal (Theorem 2.1.1). As a consequence, conjecture Moreno
(D) is true for n = 3 and char(K) = 0 (Theorem 2.1.2).
Now, let K be an algebraically closed field of characteristic zero. Let S = K[x1, . . . , xn]
be the polynomial ring in n variables over K. Let n, d ≥ 2 be two integers. We consider
I = (f1, . . . , fn) ⊂ S an ideal generated by a regular sequence f1, . . . , fn ∈ S of homoge-
neous polynomials of degree d. We say that A = S/I is a (n, d)-complete intersection. Let
J = Gin(I) be the generic initial of I, with respect to the reverse lexicographic (revlex)
order. With the above notations, Conca and Sidman [6] proved that Jd = the set of mono-
mials of degree d of J , is revlex if f1, . . . , fn is a generic regular sequence, (see [6, Theorem
1.2]).
In the section 2.4, we prove that Jd is a revlex set in another case, namely, when
fi ∈ K[xi, . . . , xn] for all 1 ≤ i ≤ n. It is likely to be true that Jd is revlex for any (n, d)-
complete intersection, but we do not have the means to prove this assertion. As Example
2.4.10 shows, the hypotheses char(K) = 0 and f1, . . . , fn is a regular sequence are essential.
In the section 2.5, we compute the generic initial ideal for some particular cases of
(n, d)-complete intersections: (n = 4, d = 2), (n = 5, d = 2) and (n = 4, d = 3). In order
to do this, we suppose in addition that S/I has (SLP). Note that this property holds for
generic complete intersection (see [27]) and for the case when fi ∈ k[xi, . . . , xn]. Also, it
was conjectured that (SLP) holds for any standard complete intersection. By a theorem of
Wiebe [34], S/I has (WLP) (respectively (SLP)) if and only if xn is a weak (respectively
strong) Lefschetz element for S/J . This result is very important for our computations.
In the writing on this thesis, we used new results from our articles and preprints. In the
section 1.2 we followed [10] and [13]. In the sections 1.4, 1.5 and 1.6 we followed [7] and
[8]. In the sections 1.3 and 1.7 we used [12]. In the sections 2.1, 2.2 and 2.3 we followed [9]
and in the sections 2.4 and 2.5 we followed [11], respectively.
Chapter 1
Ideals of Borel type and d-fixed
ideals.
1.1 Ideals of Borel type.
Let K be a field and S = K[x1, . . . , xn] the ring of polynomials over K. Herzog, Popescu
and Vla˘doiu introduced in [23] the following definition.
Definition 1.1.1. A monomial ideal I ⊂ k[x1, . . . , xn] is said to be of Borel type if
(I : x∞j ) = (I : (x1, . . . , xj)
∞), for any j = 1, . . . , n.
We have the following equivalent characterization of ideals of Borel type.
Proposition 1.1.2. [23, Proposition 2.2] Let I ⊂ S be a monomial ideal. The following
conditions are equivalent:
(a) I is an ideal of Borel type.
(b) For any 1 ≤ j < i ≤ n, we have (I : x∞i ) ⊂ (I : x
∞
j );
(c) Let u ∈ I be a monomial and suppose that xqi |u for some q > 0. Then for any j < i
there exists an integer t such that xtju/x
q
i ∈ I;
(d) Let u ∈ I be a monomial; then for any 1 ≤ j < i ≤ n, there exists an integer t > 0
such that xtju/x
νi(u)
i ∈ I.
Moreover, it is easy to see that the conditions (c) and (d) are satisfied if and only if
they are satisfied for all u ∈ G(I).
Proof. (a)⇒ (b) is trivial. For the converse, we use induction on 1 ≤ j ≤ n, the assertion
being obvious for j = 1. Suppose j < n and (I : x∞j ) = (I : (x1, . . . , xj)
∞). Since by
(b), (I : x∞j+1) ⊂ (I : x
∞
j ) it follows that (I : x
∞
j+1) ⊂ (I : (x1, . . . , xj)
∞) and thus
(I : x∞j+1) ⊂ (I : (x1, . . . , xj+1)
∞). Since the converse inclusion it is obvious, we get the
required conclusion.
(c) ⇒ (d) is trivial. For the converse, let u ∈ I be a monomial such that xqi |u for
some q > 0 and let j < i. By (d) there exists t such that xtju/x
νi(u)
i ∈ I. Therefore
xtju/x
q
i = x
νi(u)−q
i x
t
ju/x
νi(u)
i ∈ I.
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(b)⇒ (c): Let u ∈ I be a monomial such that xqi |u for some q > 0 and let j < i. Then
u = xqiv with v ∈ (I : x
∞
i ). Therefore, there exists t such that x
t
ju/x
q
i = x
t
jv ∈ I.
(c) ⇒ (b): Let u ∈ (I : x∞i ) be a monomial. Then x
q
iu ∈ I for some q > 0 and so (c)
implies that xtju ∈ I for some t, that is, u ∈ (I : x
∞
j ).
Proposition 1.1.3. (a) If I, J ⊂ S are two ideals of Borel type then I +J , I ∩J and I ·J
are also ideals of Borel type.
(b) If I ⊂ S is an ideal of Borel type and J ⊂ S is an arbitrary monomial ideal, then
(I : J) is an ideal of Borel type.
Proof. (a) Since a monomial of I + J is either in I, either in J it follows immediately
that I +J is of Borel type, using the characterization (d) from the previous proposition. A
similar argument holds for I∩J . Now, let u ∈ I ·J be a monomial. It follows that u = v ·w,
where v ∈ I and w ∈ J are monomials. Let 1 ≤ i ≤ n such that xi|u and let 1 ≤ j < i. Since
I is of Borel type, then there exists some t1 ≥ 0 such that x
t1
j · v/x
νi(v)
i ∈ I. Analogously,
there exists some t2 ≥ 0 such that x
t2
j · w/x
νi(w)
i ∈ J . It follows that x
t1+t2
j u/x
νi(u)
i ∈ I · J ,
therefore I · J is of Borel type.
(b) Suppose J = (v1, . . . , vm), where vi ∈ S are monomials. Since (I : J) = ∩
m
k=1(I : vk)
and the intersection of Borel type ideals is still of Borel type, we can assume m = 1.
Denote v1 := v. Let u ∈ (I : v) be a monomial. We have u · v ∈ I. Let 1 ≤ i ≤ n such
that xi|u and let 1 ≤ j < i. Since I is of Borel type, there exists some t ≥ 0 such that
xtju · v/x
νi(uv)
i ∈ I. In particular, multiplying by x
νi(v)
i , it follows that v · (x
t
ju/x
νi(u)
i ) ∈ I
and thus xtju/x
νi(u)
i ∈ (I : v). In conclusion, (I : v) is of Borel type, as required.
We recall the following definition of Stanley, see [32].
Definition 1.1.4. Let S = k[x1, . . . , xn] and let M be a finitely generated graded S-module.
The module M is sequentially Cohen-Macaulay if there exists a finite filtration 0 = M0 ⊂
M1 ⊂ · · · ⊂Mr =M of M by graded submodules of M such that:
• Mi/Mi−1 are Cohen-Macaulay for any i = 1, . . . , r and
• dim(M1/M0) < dim(M2/M1) < · · · < dim(Mr/Mr−1).
The above filtration is unique and is called the CM-filtration of M
In particular, if I ⊂ S is a graded ideal then R = S/I is sequentially Cohen-Macaulay
if there exists a chain of ideals I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S such that Ij/Ij−1 are Cohen-
Macaulay and dim(Ij/Ij−1) < dim(Ij+1/Ij) for any j = 1, . . . , r − 1.
Let I ⊂ S be a monomial ideal. Recursively we define an ascending chain of monomial
ideals as follows: We let I0 := I. Suppose Iℓ is already defined. If Iℓ = S then the chain
ends. Otherwise, let nℓ = max{i : xi|u for an u ∈ G(Iℓ)}. We set Iℓ+1 := (Iℓ : x
∞
nℓ
). It is
obvious that nℓ > nℓ+1, and therefore the chain I0 ⊂ I1 ⊂ · · · ⊂ Ir = S is finite and has
length r ≤ n. We call this chain of ideals, the sequential chain of I. Note that if I is an
Artinian monomial ideal then r = 1. The converse is true for ideals of Borel type.
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Proposition 1.1.5. [23, Corollary 2.5] Let I be a monomial ideal of Borel type. Then
R = S/I is sequentially Cohen-Macaulay.
Proof. We may assume I 6= 0. Let I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S be the sequential chain
of I. Note that, inductively, we get that any ideal Iℓ is an ideal of Borel type, since Iℓ+1
is a quotient of Iℓ. In particular, Iℓ+1 = (Iℓ : (x1, . . . , xnℓ)
∞) for all ℓ. Fix an integer
ℓ < r. Let nj = m(Ij) for all j, then the elements of G(Ij) belong to K[x1, . . . , xnℓ ] for
all j ≥ ℓ. Let Jℓ be the ideal generated by G(Iℓ) in K[x1, . . . , xnℓ ]. Then the saturation
Jsatℓ = (Jℓ : (x1, . . . , xnℓ)
∞) is generated by the elements of G(Iℓ+1). It follows that
Iℓ+1/Iℓ ∼= (J
sat
ℓ /Jℓ)[xnℓ+1, . . . , xn]
is an (n− nℓ)− dimensional Cohen-Macaulay S-module.
LetM be a finitely generated graded S-module with the minimal graded free resolution
0 → Fs → Fs−1 → · · · → F0 → M → 0. Let Syzt(M) = Ker(Ft → Ft−1). The module
M is called (r, t)-regular if Syzt(M) is (r+ t)-regular in the sense that all generators of Fj
for t ≤ j ≤ s have degrees ≤ j + r. The t-regularity of M is by definition (t− reg)(M) =
min{r| M is (r, t)−regular}. Obvious (t−reg)(M) ≤ ((t−1)−reg)(M). If the equality is
strict and r = (t− reg)(M) then (r, t) is called a corner of M and βt,r+t(M) is an extremal
Betti number of M , where βij = dimkTori(k,M)j denotes the ij-th graded Betti number
of M . Later, we will use the following result of Popescu:
Theorem 1.1.6. [29, Theorem 3.2] If I ⊂ S is a Borel type ideal, then S/I has at most
r + 1-corners among (nℓ, s(J
sat
ℓ /Jℓ)) and the corresponding extremal Betti numbers are
βnℓ,s(Jsatℓ /Jℓ)+nℓ(S/I) = dimk(J
sat
ℓ /Jℓ)s(Jsatℓ /Jℓ).
1.2 Stable properties of Borel type ideals.
It would be appropriate to recall the definition of the Castelnuovo-Mumford regularity. We
refer the reader to [18] for further details on the subject.
Definition 1.2.1. Let K be an infinite field, and let S = K[x1, ..., xn], n ≥ 2 the polynomial
ring over K. Let M be a finitely generated graded S-module. The Castelnuovo-Mumford
regularity reg(M) of M is
max
i,j
{j − i : βij(M) 6= 0}.
If M is an artinian S-module, we denote s(M) = max{t : Mt 6= 0}. Herzog, Popescu
and Vla˘doiu proved the following formula for the regularity of an ideal of Borel type.
Proposition 1.2.2. [23, Corollary 2.7] If I is a Borel type ideal, with the notations of the
section 1.1, we have
reg(I) = max{s(Jsat0 /J0), . . . , s(J
sat
r−1/Jr−1)}+ 1.
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If I ⊂ S is a monomial ideal, we denote q(I) = m(I)(deg(I) − 1) + 1, where m(I) is
the maximal index of a variable which appear in a monomial from G(I) and deg(I) is the
maximal degree of a monomial from G(I). We cite the following characterization of ideals
of Borel type, given by S.Ahmad and I.Anwar.
Theorem 1.2.3. [1, Theorem 2.2] Let I ⊂ S be a monomial ideal. Then the following
statements are equivalent:
1. I is an ideal of Borel type.
2. Each P ∈ Ass(S/I) has the form P = (x1, x2, ..., xr) for some 1 ≤ r ≤ n.
3. I≥q(I) is stable.
Remark 1.2.4. Note that the implication (1) ⇒ (2) follows immediately from 1.1.3(b),
since any prime P ∈ Ass(S/I) can be written as P = (I : u) for some monomial u ∈ S.
Another proof is given in [25, Proposition 5.2].
We recall the following result of Eisenbud-Reeves-Totaro.
Proposition 1.2.5. [17, Proposition 12] Let I be a monomial ideal with deg(I) = d and
let e ≥ d such that I≥e is stable. Then reg(I) ≤ e.
Corollary 1.2.6. [1, Corollary 2.4] If I is of Borel type then reg(I) ≤ m(I)(deg(I)−1)+1.
The same holds for a monomial ideal I with Ass(S/I) totally ordered by inclusion.
Proof. By the Theorem 1.2.3 we have I≥q(I) stable. As q(I) ≥ deg(I) we get reg(I) ≤ q(I)
by Proposition 1.2.5. For the second statement, we renumber the variables xi’s such that
I satisfies (2) from Theorem 1.2.3 and than apply the first statement.
Remark 1.2.7. The number m(I) · (deg(I)−1)+1 is the best possible linear upper bound
for the regularity of a Borel type ideal, I. Indeed, if we consider I = (x21, x
2
2) ⊂ K[x1, x2],
we have reg(I) = 3 = 2 · (deg(I)− 1) + 1. See also, [1, Remark 1.3].
Lemma 1.2.8. Let I ⊂ S be a monomial ideal and I ′ = IS ′ the extension of I in S ′ =
S[xn+1]. If e ≥ deg(I), then I≥e is stable if and only if I
′
≥e is stable.
Proof. Let u ∈ I ′≥e be a monomial. Then u = x
k
n+1 · v for some v ∈ I. If k > 0 then
m(u) = n + 1 and therefore, for any i < n + 1, xi · u/xn+1 = x
k−1
n+1 · xi · v ∈ I
′
≥e. If k = 0
then m(u) ≤ n and since I≥e is stable, it follows xi · u/xm(u) ∈ I
′
≥e. Thus I
′
≥e is stable. For
the converse, simply notice that G(I≥e) ⊂ G(I
′
≥e) and since is enough to check the stable
property only for the minimal generators, we are done.
Lemma 1.2.9. If I ⊂ S is an Artinian monomial ideal and e ≥ reg(I) then I≥e is stable.
Proof. Since I is Artinian, it follows that the length of the sequential chain of I is r = 1.
By 1.2.2 we get reg(I) = s(S/I) + 1 and therefore, if e ≥ reg(I) then I≥e = S≥e, thus I≥e
is stable.
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Theorem 1.2.10. Let I ⊂ S be a Borel type ideal and let e ≥ reg(I) be an integer. Then
I≥e is stable.
Proof. We use induction on r ≥ 1, where r is the length of the sequential chain of I. If
r = 1, i.e. I is an Artinian ideal, we are done as in the proof of the previous lemma.
Suppose now r > 1 and let I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S be the sequential chain of I. Let
nℓ = m(Iℓ) for 0 ≤ ℓ ≤ r. Let Jℓ ⊂ Sℓ = K[x1, . . . , xnℓ ] be the ideal generated by G(Iℓ).
Using the induction hypothesis, we may assume (I1)≥e stable for e ≥ reg(I1). On the other
hand, from 1.2.2 it follows that reg(I1) ≤ reg(I), thus (I1)≥e is stable for e ≥ reg(I).
Since Jsat0 = I1 ∩ Sn0 , using iteratively Lemma 1.2.8 it follows that (J
sat
0 )≥e is stable.
Let e ≥ reg(I). Since reg(I) ≥ s(Jsat0 /J0) + 1 it follows that (J0)≥e = (J
sat
0 )≥e is stable.
Since I0 = J0S, using again Lemma 1.2.8, we get I≥e stable for e ≥ reg(I), as required.
Theorem 1.2.10 and Proposition 1.2.5 yield the following:
Corollary 1.2.11. If I is a Borel type ideal, then reg(I) = min{e : e ≥ deg(I) and
I≥e is stable}. The same conclusion holds, if I is a monomial ideal with Ass(S/I) totally
ordered by inclusion.
Proof. Denote f = min{e : I≥e is stable}. By 1.2.10, we get reg(I) ≥ f and by 1.2.5,
reg(I) ≤ f . For the second statement, by renumbering the variables, we can assume that
I is of Borel type.
Example 1.2.12. Let I = (x71, x
5
1x2, x
2
1x
4
2, x1x
6
2, x
5
1x
2
3, x1x
4
2x
2
3) ⊂ K[x1, x2, x3, x4].
We construct the sequential chain of I. We have I0 = I and n0 = m(I0) = 3, therefore
J0 = I0 ∩ K[x1, x2, x3]. Let I1 = (I0 : x
∞
3 ) = (x
5
1, x1x
4
2). We have n1 = m(I1) = 2,
therefore J1 = I1∩K[x1, x2]. Let I2 = (I1 : x
∞
2 ) = (x1). We have n2 = m(I2) = 1, therefore
J2 = I2∩K[x1]. One can easily compute, s(J
sat
0 /J0) = 7, s(J
sat
1 /J1) = 7 and s(J
sat
2 /J2) = 1.
Using 1.2.2, we get:
reg(I) = max{s(Jsat0 /J0), s(J
sat
1 /J1), s(J
sat
2 /J2)}+ 1 = 8.
We will exemplify the proof of 1.2.10 for I. Let e ≥ 8 be an integer. Since (J2)≥e is obviously
stable, it follows from 1.2.8 that (I2)≥e = (J2S)≥e is also stable. Note that I2 = J
sat
1 S and
moreover, I2 and J
sat
1 have the same minimal set of generators. Therefore, by 1.2.8, it
follows that (Jsat1 )≥e is stable. Since e ≥ reg(I) > s(J
sat
1 /J1) = 7, it follows that (J1)≥e
is stable. On the other hand, I1 = J1S, therefore (I1)≥e is stable. Since J
sat
0 S = I1 we
get, from 1.2.8, (Jsat0 )≥ stable. Since e ≥ reg(I) > s(J
sat
0 /J0) = 7, it follows that (J0)≥e is
stable. Finally, since I = I0 = J0S, we obtain I≥e stable, as required.
Corollary 1.2.13. If I and J are ideals of Borel type, then
(a) reg(I + J) ≤ max{reg(I), reg(J)};
(b) reg(I ∩ J) ≤ max{reg(I), reg(J)}.
Proof. Denote e = max{reg(I), reg(J)}. From Theorem 1.2.10, it follows that I≥e and J≥e
stable. Therefore, (I + J)≥e = I≥e + J≥e is stable, as a sum of stable ideals. By 1.2.5 it
follows that reg(I + J) ≤ e, thus (a) holds. The proof of (b) is similar.
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Lemma 1.2.14. Let I, J ⊂ S be two monomial ideals and let e ≥ deg(I) and f ≥ deg(J)
be two integers such that I≥e and J≥f are stable. Then (I · J)≥e+f is stable.
Proof. Let u ∈ (I · J)≥e+f . It follows that u = v · w for some monomials v ∈ I and w ∈ J .
We claim that we can choose v and w such that v ∈ I≥e and w ∈ J≥e.
Indeed, if we write v = v′a for v′ ∈ G(I) and a ∈ S a monomial and w = w′b for
w′ ∈ G(J) and b ∈ S a monomial, we can find some new monomials a¯, b¯ ∈ S such that
a¯b¯ = ab, deg(v′a¯) ≥ e and deg(w′b¯) ≥ f . We are able to do this, since e ≥ deg(I) and
f ≥ deg(J), so deg(v′) ≤ e and deg(w′) ≤ f . Changing v with v′a¯ and w with w′b¯, the
claim is proved.
Now, let j < m(u) be an integer and suppose m(u) = m(v). Then xju/xm(u) =
(xjv/xm(v)) · w ∈ I · J , because xjv/xm(v) ∈ I since I≥e is stable. Analogously, if m(u) =
m(w), then xju/xm(u) = v · (xjw/xm(w)) ∈ I · J . Therefore, (I · J)≥e+f is stable.
Theorem 1.2.15. Let I, J ⊂ S be two monomial ideals of Borel type. Then
reg(I · J) ≤ reg(I) + reg(J).
Proof. Since I and J are ideals of Borel type, if we denote e := reg(I) and f = reg(J), by
Theorem 1.2.10 it follows that I≥e and J≥f are stable. Using the previous lemma, it follows
that (I · J)≥e+f is stable, therefore, using Proposition 1.2.5 we get reg(I · J) ≤ e + f as
required.
Corollary 1.2.16. If I ⊂ S is an ideal of Borel type, then reg(Ik) ≤ k · reg(I).
Note that there are other large classes of graded ideals which have this property, see
for instance [14], but on the other hand, Sturmfels provided an example of a graded ideal
I ⊂ S with reg(I2) > 2 · reg(I) in [32].
1.3 Monomial ideals of strong Borel type.
Proposition 1.1.2(d) suggested us the following definition.
Definition 1.3.1. We say that a monomial ideal I is of strong Borel type (SBT) if for
any monomial u ∈ I and for any 1 ≤ j < i ≤ n, there exists an integer t ≤ νi(u) such that
xtju/x
νi(u)
i ∈ I.
Remark 1.3.2. Obviously, an ideal of strong Borel type is also an ideal of Borel type, but
the converse is not true. Take for instance I = (x31, x
2
2) ⊂ K[x1, x2].
The sum of two ideals of (SBT) is still an ideal of (SBT). Also, the same is true for
an intersection or a product of two ideals of (SBT). The proof is similar with the proof of
1.1.3, so we skip it.
Definition 1.3.3. Let A ⊂ S be a set of monomials. We say that I is the (SBT)-ideal
generated by A, if I is the smallest, with respect to inclusion, ideal of (SBT) containing
A. We write I = SBT (A). In particular, if A = {u}, where u ∈ S is a monomial, we say
that I is the principal (SBT)-ideal generated by u, and we write I = SBT (u).
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Lemma 1.3.4. Let 1 ≤ i1 < i2 < · · · < ir ≤ n be some integers, α1, . . . , αr some positive
integers and u = xα1i1 x
α2
i2
· · ·xαrir ∈ S. Then, the principal (SBT)-ideal generated by u, is:
I = SBT (u) =
r∏
q=1
(m[αq]q ), wheremq = {x1, . . . , xiq} and m
[αq]
q = {x
αq
1 , . . . , x
αq
iq
}.
Proof. Denote I ′ =
∏r
q=1(m
[αq ]
q ). If v ∈ G(I ′), then v = x
α1
j1
xα2j2 · · ·x
αr
jr
, for some 1 ≤ jq ≤ iq,
where 1 ≤ q ≤ r. Since
v =
xαrjr
xαrir
· · ·
xα2j2
xα2i2
·
xα1j1
xα1i1
u,
and I is of (SBT) it follows that v ∈ I and thus I ′ ⊆ I. For the converse, simply notice
that I ′ is itself a (SBT)-ideal. Therefore I = SBT (u) as required.
Remark 1.3.5. Let 1 ≤ i1 < i2 < · · · < ir ≤ n be some integers and α1, . . . , αr some
positive integers and u = xα1i1 x
α2
i2
· · ·xαrir ∈ S. Let I = SBT (u). We describe the sequential
chain of I. Denote Ir := I. Since Ir = I =
∏r
q=1(m
[αq ]
q ), it follows that Ir−1 := (Ir : x
∞
ir ) =∏r−1
q=1(m
[αq ]
q ). Analogously, we get Iq = (Iq+1 : x
∞
iq+1
) =
∏q
e=1(m
[αe]
e ), for all 0 ≤ q < r.
Therefore, the sequential chain of I is,
I = Ir ⊂ Ir−1 ⊂ · · · ⊂ I1 ⊂ I0 = S.
Let Jq be the ideal in Sq = K[x1, . . . , xiq ] generated by G(Iq), for 1 ≤ q ≤ r.
If sq = s(J
sat
q /Jq), 1.2.2 implies reg(I) = max{sq : 1 ≤ q ≤ r}
Our next goal is to compute the regularity of a principal (SBT)-ideal, in a special case.
In order to do so, we will compute the sequential chain of I and than apply Proposition
1.2.2.
Theorem 1.3.6. Let 1 ≤ i1 < i2 < · · · < ir ≤ n be some integers, α1 ≥ α1 ≥ · · · ≥ αr
some positive integers and u = xα1i1 x
α2
i2
· · ·xαrir ∈ S. Let I = SBT (u). For 1 ≤ q ≤ r, we
define the numbers:
χq = α1 + · · ·+ αq−1 + (αq − 1)iq.
With the above notations, we have reg(SBT (u)) =
r
max
q=1
χq + 1.
Proof. We use the notations from 1.3.5. In order to compute the regularity of I we must
determine the numbers sq := s(J
sat
q /Jq). We will prove that sq = χq. First of all, note that
Jq = Iq ∩ Sq and J
sat
q = Iq−1 ∩ Sq. We fix 1 ≤ q ≤ r and we denote A := {1, 2, . . . , iq} \
{i1, . . . , iq−1}. Let
w =
q−1∏
e=1
x
αe+αq−1
ie ·
∏
j∈A
x
αq−1
j ∈ Sq.
Obviously, deg(w) = χq. We claim that w ∈ J
sat
q , but w /∈ Jq and, therefore, sq ≥ χq.
Indeed, since
∏q−1
e=1 x
αe+αq−1
ie
∈ Jsatq =
∏q−1
e=1(m
[αe]
e ) ⊂ Sq it follows that w ∈ J
sat
q .
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We assume, by contradiction, that w ∈ Jq. Thus, w = x
α1
j1
· · ·x
αq
jq
y, where 1 ≤ je ≤ ie for
all e ∈ {1, . . . , q} and y ∈ S is a monomial. We claim that {j1, j2, · · · , jq−1} = {i1, . . . , iq−1}.
Let k ∈ {1, . . . , q − 1}. If jk ∈ A, since x
αk
jk
|w it follows that αk ≤ αq − 1, a contradiction,
since αk ≥ αq. Therefore, jk ∈ {i1, . . . , iq−1}.
Using induction on 1 ≤ e ≤ q−1, we prove that {j1, . . . , je} = {i1, . . . , ie} for all e. Let
e = 1. Since xα1j1 |w, j1 ≤ i1 and for all j < i1 we have j ∈ A, it follows that j1 = i1. Suppose
e ≤ q−1 and {j1, . . . , je−1} = {i1, . . . , ie−1}. We have je ≤ ie. Suppose je < ie. Since x
αe
je |w
it follows that je = ik for some k < e. So w = (x
α1
i1
· · ·xαkik · · ·x
αe−1
ie−1
)(xαeje · · ·x
αq
jq · y) and it
follows xαe+αkik |w. But this is false, since αe+αk > αk+αq−1 = degxik (w) = the exponent
in xik of w. Thus, je = ie and the induction holds.
We get w =
∏q−1
e=1 x
αe
ie · x
αq
jq · y. If jq ∈ A, obviously, we get a contradiction. Thus
jq ∈ {i1, . . . , iq−1}. But this, again, cannot be true, since if jq = ie, it follows that x
αq+αe
ie |w.
In conclusion, our assumption is false and thus w /∈ Jq.
In order to prove that sq ≤ χq, we choose a monomial w ∈ J
sat
q such that w /∈ Jq and
we show that deg(w) ≤ χq. Since w ∈ J
sat
q , it follows that
w =
q−1∏
e=1
xαeje
iq∏
j=1
x
βj
j ,
where 1 ≤ je ≤ ie and βj are some nonnegative integers. Since w /∈ Jq it follows, obviously,
that βj ≤ αq− 1 and, therefore, deg(w) = α1+ · · ·+αq−1+
∑iq
j=1 βj ≤ χq, as required.
Example 1.3.7. Let u = x72x
6
3 ∈ S = K[x1, x2, x3]. We have i1 = 2, i2 = 3, α1 = 7 and
α2 = 6. From Lemma 1.3.4 it follows that I = SBT (u) = (x
7
1, x
7
2)(x
6
1, x
6
2, x
6
3). We have
J1 = (x
7
1, x
7
2) ⊂ K[x1, x2] and J2 = I. Also, J
sat
1 = K[x1, x2] and J
sat
2 = (x
7
1, x
7
2) ⊂ S. χ1 =
(α1−1)·2 = 12. χ2 = α1+(α2−1)·3 = 7+15 = 22. By 1.3.6, reg(I) = max{12, 22}+1 = 23.
1.4 d-fixed ideals.
In the following d : 1 = d0|d1| · · · |ds is a strictly increasing sequence of positive integers,
where s is a positive integer. We say that d is a d-sequence. We can take also s = +∞,
but for convenience we will not do it.
Lemma 1.4.1. Let d be a d-sequence. Then, for any a ∈ N, there exists an unique sequence
of positive integers a0, a1, . . . , as such that:
1. a =
∑s
t=0 atdt and
2. 0 ≤ at <
dt+1
dt
, for any 0 ≤ t < s.
Conversely, if d : 1 = d0 < d1 < · · · < ds is a sequence of positive integers such that for
any a ∈ N there exists an unique sequence of positive integers a0, a1, . . . , as as before, then
d is a d-sequence.
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Proof. Let as be the quotient of a divided by ds. For 0 ≤ t < s let at be the quotient
of (a − qt+1) divided by dt, where qt+1 =
∑s
j=t+1 ajdj. We will prove that a0, a1, . . . , as
fulfill the required conditions. Indeed, it is obvious that a =
∑s
t=0 atdt. On the other hand,
a− qt+1 < dt+1, therefore, since at is the quotient of (a− qt+1) divided by dt, it follows that
at <
dt+1
dt
.
Suppose there exists another decomposition a =
∑s
j=0 bjdj which also fulfill the con-
ditions 1 and 2. Then, we may assume that there exists an integer 0 ≤ t ≤ s such that
bs = as, · · · , bt+1 = at+1 and bt > at. Notice that dt >
∑t−1
j=0 ajdj. Indeed,
t−1∑
j=0
ajdj ≤
t−1∑
j=0
(
dj+1
dj
− 1)dj = (d1 − d0) + (d2 − d1) + · · ·+ (dt − dt−1) = dt − 1 < dt.
We have 0 =
∑s
j=0(bj − aj)dj =
∑t
j=0(bj − aj)dj, but on the other hand:
(bt − at)dt ≥ dt >
t−1∑
j=0
ajdj ≥
t−1∑
j=0
(aj − bj)dj
and therefore (bt−at)dt−
∑t−1
j=0(aj−bj)dj =
∑t
j=0(bj−aj)dj > 0, which is a contradiction.
For the converse, we use induction on 0 ≤ t < s, the assertion being obvious for
t = 0. Suppose t > 0 and d0|d1| · · · |dt and consider the decomposition of dt+1 − 1. Since
dt+1 − 1 < dt+1, it follows that dt+1 − 1 =
∑t
j=0 atdt. On the other hand, since dt+1 − 1 is
the largest integer less than dt+1, each aj is maximal between the integers < dj+1/dj, for
j < t. Therefore aj = dj+1/dj − 1 for 0 ≤ j < t. Thus:
dt+1 = 1 + dt+1 − 1 = 1 + a0d0 + a1d1 + · · ·+ atdt = d1 + a1d1 + a2d2 + · · ·+ atdt =
= d2 + a2d2 + · · ·+ atdt = · · · = (at + 1)dt, so dt|dt+1.
Definition 1.4.2. Let a, b be two positive integers and consider the d-decompositions
a =
∑s
j=0 ajdj and b =
∑s
j=0 bjdj. We say that a ≤d b if aj ≤ bj for any 0 ≤ j ≤ s.
Definition 1.4.3. We say that a monomial ideal I ⊂ S = k[x1, . . . , xn] is d-fixed, if for
any monomial u ∈ I and for any indices 1 ≤ j < i ≤ n, if t ≤d νi(u) (where νi(u) denotes
the exponent of the variable xi in u) then u · x
t
j/x
t
i ∈ I.
Example 1.4.4. (a) Let d : 1|p|p2|p3| · · · , where p > 0 is a prime number. Then a d-fixed
ideal I is a p-Borel ideal. Therefore, definition 1.4.3 generalize the definition of a p-Borel
ideal.
(b) Suppose d : 1, i.e. s = 0. Let I ⊂ S be a monomial ideal. Then I is d-fixed, if and
only if I is strongly stable. Indeed, in the definition of a d-fixed ideal, we can always choose
t = 1, because the d-decomposition of any positive integer m is in this case m = m · 1.
(c) Let d : 1 = d0|d1| · · · |ds be a d-sequence. If I, J ⊂ S are d-fixed ideals, then I + J
and I ∩ J are also d-fixed ideals. This is obvious from the definition.
18 CHAPTER 1. IDEALS OF BOREL TYPE AND D-FIXED IDEALS.
Lemma 1.4.5. Let a, b be two positive integers with a ≤d b. Suppose b = b
′ + b′′, where b′
and b′′ are positive integers. Then, there exists some positive integers a′ ≤d b
′ and a′′ ≤d b
′′
such that a = a′ + a′′.
Proof. Let a =
∑s
t=0 atdt, b =
∑s
t=0 btdt, b
′ =
∑s
t=0 b
′
tdt, b
′′ =
∑s
t=0 b
′′
t dt. The hypothesis
implies at ≤ bt < dt+1/dt and b
′
t, b
′′
t < dt+1/dt for any 0 ≤ t < s. We construct the sequences
a′t, a
′′
t using decreasing induction on t. Suppose we have already defined a
′
j , a
′′
j for j > t
such that
∑s
i=j(a
′
i + a
′′
i )di =
∑s
i=j aidi and bt+1 = b
′
t+1 + b
′′
t+1. This is obvious for t = s.
We consider two cases. If bt = b
′
t + b
′′
t , then we choose a
′
t ≤ b
′
t and a
′′
t ≤ b
′′
t such that
a′t + a
′′
t = at. We can do this, because at ≤ bt. Also, it is obvious from the induction
hypothesis that
∑s
i=t(a
′
i + a
′′
i )di =
∑s
i=t aidi, so we can pass from t to t− 1.
If bt 6= b
′
t + b
′′
t we claim that b
′
t + b
′′
t = bt − 1. Indeed,
∑t−1
j=0(b
′
j + b
′′
j )dj < 2dt and
therefore it is impossible to have b′t + b
′′
t ≤ bt − 2, otherwise
∑t
j=0(b
′
j + b
′′
j )dj < btdt
and we contradict the equality b = b′ + b′′. Also, since b′t+1 + b
′′
t+1 = bt+1, we cannot
have b′t + b
′′
t > bt. Similarly we get b
′
t−1 + b
′′
t−1 > bt−1. By recurrence, we conclude that
there exists an integer u < t such that: b′u−1 + b
′′
u−1 = bu−1, , b
′
u + b
′′
u = bu + du+1/du,
b′u+1 + b
′′
u+1 = bu+1 + du+2/du+1 − 1, . . . , b
′
t−1 + b
′′
t−1 = bt−1 + dt/dt−1 − 1.
If aj = bj for any j ∈ {u, . . . , t}, we simply choose a
′
j = b
′
j and a
′′
j = b
′′
j for any
j ∈ {u, . . . , t} and the required conditions are fulfilled, so we can pass from t to u − 1. If
this is not the case, then there exists an integer u ≤ q ≤ t such that at = bt, . . . , aq+1 = bq+1
and aq < bq. If q = t then for any j ∈ {u, . . . , t} we can choose a
′
j ≤ b
′
j and a
′′
j ≤ b
′′
j such
that a′j + a
′′
j = aj . For j < t the previous assertion is obvious because b
′
j + b
′′
j ≥ bj , and for
j = t, since at < bt we have in fact at ≤ b
′
t + b
′′
t = bt − 1 and therefore we can choose again
a′t and a
′′
t . The conditions are satisfied so we can pass from t to u− 1.
Suppose q < t. For j ∈ {u, . . . , q − 1} we choose a′j ≤ b
′
j and a
′′
j ≤ b
′′
j such that
a′j + a
′′
j = aj. We can do this because b
′
j + b
′′
j ≥ bj ≥ aj . We choose a
′
q and a
′′
q such that
a′q + a
′′
q = aq + dq+1/dq. We can make this choice, because aq ≤ bq − 1 and b
′
q + b
′′
q ≥
bq + dq+1/dq − 1. For j > q, we simply put a
′
j = b
′
j and a
′′
j = b
′′
j . To pass from t to u− 1 is
enough to see that
∑t
j=u ajdj =
∑t
j=u(a
′
j + a
′′
j )dj. Indeed,
t∑
j=u
(a′j + a
′′
j )dj =
q−1∑
j=u
(a′j + a
′′
j )dj + (a
′
q + a
′′
q )dq +
t∑
j=q+1
(a′j + a
′′
j )dj =
=
q−1∑
j=u
ajdj + (aq + dq+1/dq)dq +
t−1∑
j=q+1
(aj + dj+1/dj − 1)dj + (at − 1)dt =
=
t∑
j=u
ajdj + dq+1 +
t−1∑
j=q+1
(dj+1 − dj)− dt =
t∑
j=u
ajdj,
The induction ends when t = −1. Finally, we obtain a′ and a′′ such that a′+a′′ = a, a′t ≤ b
′
t
and a′′t ≤ b
′′
t , as required.
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Corollary 1.4.6. If I, J ⊂ S are d-fixed ideals then I · J is a d-fixed ideal.
Proof. Let u ∈ I · J be a monomial and let 1 ≤ j < i ≤ n be two integers. We can write
u = v ·w, where v ∈ I and w ∈ J are monomials. Let t ≤d νi(u) be a positive integer. Since
νi(u) = νi(v) + νi(w), by previous lemma, we can choose two positive integers t
′ ≤d νi(v)
and t′′ ≤d νi(w) such that t = t
′+t′′. Since I and J are d-fixed, it follows that xt
′
j v/x
νi(v)
i ∈ I
and xt
′′
j w/x
νi(w)
i ∈ J . Therefore, x
t
ju/x
νi(u)
i ∈ I · J and thus I · J is d-fixed, as required.
Definition 1.4.7. A d-fixed ideal I is called principal if it is generated, as a d-fixed
ideal by one monomial u ∈ S, i.e. I is the smallest d-fixed ideal which contains u. We
write I =< u >d. More generally, if u1, . . . , ur ∈ S are monomials, the d-fixed ideal
generated by u1, . . . , ur is the smallest d-fixed ideal I which contains u1, . . . , ur. We write
I =< u1, . . . , ur >d.
Our next goal is to describe the principal d-fixed ideals. The easiest case is when we
have a d-fixed ideal generated by the power of a variable. We denote m = {x1, . . . , xn}
and m[d] = {xd1, . . . , x
d
n}, where d is a positive integer. We have the following proposition.
Proposition 1.4.8. If u = xαn, then I =< u >d=
∏s
t=0(m
[dt])αt, where α =
∑s
t=0 αtdt.
Proof. Let I ′ =
∏s
t=0(m
[dt])αt . The minimal generators of I ′ are monomials of the type
w =
∏s
t=0
∏n
j=1 x
λtj ·dt
j , where 0 ≤ λtj and
∑n
j=1 λtj = αt. First, let us show that I
′ ⊂ I. In
order to do this, we choose w a minimal generator of I ′ (the one bellow). We write xαn like
this: xαn = x
α0d0+α1d1+···+αsds
n = x
α0d0
n ·x
α1d1
n · · ·x
αsds
n . Since λ01d0 ≤d α0d0+α1d1+ · · ·+αsds
and I is d-fixed it follows that xλ01d01 x
α−λ01d0
n ∈ I. Also, λ02d0 < α−λ01d0 = (α0−λ01)d0+
α1d1 + · · · + αsds, and since I is d-fixed it follows that x
λ01d0
1 x
λ02d0
2 x
α−λ01d0−λ02d0
n ∈ I.
Using iteratively this argument, one can easily see that xλ01d01 · · ·x
λ0nd0
n x
α−α0d0
n ∈ I. Also
α− α0d0 = α1d1 + · · ·+ αndn. Again, using an inductive argument, we get:
(xλ01d01 · · ·x
λ0nd0
n ) · (x
λ11d1
1 · · ·x
λ1nd1
n ) · · · (x
λs1ds
1 · · ·x
λsnds
n ) = w ∈ I.
For the converse, i.e. I ⊂ I ′, is enough to verify that I ′ is d-fixed. In order to do this, is
enough to prove that the minimal generators of I ′ fulfill the definition of a d-fixed ideal.
Let w be a minimal generator of I ′. Let 2 ≤ i ≤ n. Then νi(w) =
∑s
t=0 λtidt. If β ≤d νi(w)
then β =
∑s
t=0 βtdt with βt ≤ λti. Let 1 ≤ k < i. We have
w · xβk/x
β
i =
s∏
t=0
(
∏
j 6=i,k
x
λtjdt
j ) · x
(λti−βt)dt
i · x
(λtk+βt)dt
k .
Thus w · xβk/x
β
i ∈ I
′ and therefore I ′ is d-fixed. Since I is the smallest d-fixed ideal which
contains xαn it follows that I ⊂ I
′.
20 CHAPTER 1. IDEALS OF BOREL TYPE AND D-FIXED IDEALS.
Proposition 1.4.9. If α ≤ β then < xβn >d⊆< x
α
n >d.
Proof. The case α = β is obvious, so we may assume α < β. We denote I =< xαn >d and
I ′ =< xβn >d. We write α =
∑s
t=0 αtdt and β =
∑s
t=0 βtdt. If w is a minimal generator of
I ′ then w =
∏s
t=0
∏n
i=1 x
λtidt
i , where 0 ≤ λti and
∑n
i=1 λti = βt. We claim that w ∈ I and
therefore I ′ ⊂ I as required.
Since α < β there exists t ∈ {0, . . . , s} such that αs = βs, . . . , αt+1 = βt+1 and αt < βt.
We may assume some λtk > 0. We have
w =
s∏
j=0
n∏
i=1
x
λjidj
i =
t−1∏
j=0
x
αjdj
k x
(λtk−1)dt
k x
dt−
Pt−1
j=0 αjdj
k
n∏
i 6=k
xλtidti
∏
j>t
n∏
i=1
x
λjidj
i
and now it is obvious that w ∈ I.
Proposition 1.4.10. If α and β are two positive integers, then < xα+βn >d⊆
< xαn >d · < x
β
n >d. The equality holds if and only if αt + βt < dt+1/dt for all 0 ≤ t ≤ s,
where α =
∑s
t=0 αtdt and β =
∑s
t=0 βtdt
Proof. We denote I =< xα+βn > and I
′ =< xαn > · < x
β
n >. Also, we denote γ := α+β. Let
γ =
∑s
t=0 γtdt. We may assume γs 6= 0, otherwise, we replace s with s
′ = max{t| γt 6= 0}.
We use induction on t = min{j| α2j + β
2
j 6= 0}. It t = s, it follows that α = αsds, β = βsds
and thus I = I ′. Suppose t < s. We should consider two cases: (I) αt + βt = γt or (II)
αt + βt = γt + dt+1/dt.
(I) Let α¯ := α − αtdt and β¯ = β − βtdt. Let γ¯ := α¯ + β¯. We denote I¯ :=< x
γ¯
n >d
and I¯ ′ :=< xα¯n >d · < x
β¯
n >d. By induction hypothesis, we have I¯ ⊆ I¯
′. Therefore, since
I = (m[dt])γt I¯ and I ′ = (m[dt])γt I¯ ′ it follows that I ⊆ I ′ as required.
(II)As above, we define α¯, β¯, γ¯, I¯ and I¯ ′. We notice that I = (m[dt])αt+βt−dt+1/dt ·
(m[dt+1])I¯ and I ′ = (m[dt])αt+βt I¯ ′. Using induction hypothesis, it follows that I ⊂ I ′. Note
that in this case, the inclusion is strict, therefore we get the second statement of the
proposition.
We have the general description of a principal d-fixed ideal given by the following
proposition. In the proof, we will apply Lemma 1.4.5.
Proposition 1.4.11. Let 1 ≤ i1 < i2 < · · · < ir = n and let α1, . . . , αr be some positive
integers. If u = xα1i1 x
α2
i2
· · ·xαrir then:
I =< u >d=< x
α1
i1
>d · < x
α2
i2
>d · · · < x
αr
ir
>d=
r∏
q=1
s∏
t=0
(m[dt]q )
αqt ,
where mq = {x1, . . . , xiq}, m
[dt]
q = {x
dt
1 , . . . , x
dt
iq
} and αq =
∑s
t=0 αqtdt.
Proof. Let I ′ =
∏r
q=1
∏s
t=0(m
[dt]
q )αqt . The minimal generators of I ′ are monomials of the
type w =
∏r
q=1
∏s
t=0
∏iq
j=1 x
λqtj ·dt
j , where 0 ≤ λqtj and
∑n
j=1 λqtj = αqt. First, we show that
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I ′ ⊂ I. In order to do this, it is enough to prove that by iterative transformations we can
modify u such that we obtain w.
The idea of this transformations is the same as in the proof of 1.4.8. Without given all
the details, one can see that if we rewrite u as
(xα10d0i1 x
α11d1
i1
· · ·xα1sdsi1 ) · · · (x
αr0d0
ir x
αr1d1
ir · · ·x
αrsds
ir ),
where αq =
∑s
t=0 αqtdt, we can pass to w, using the transformations
xα10d0i1 7→
i1∏
j=1
x
λ10jd0
j , . . . , x
α1sds
i1
7→
i1∏
j=1
x
λ1sjds
j , . . . , x
αr0d0
ir 7→
ir∏
j=1
x
λr0jd0
j , . . . , x
αrsds
ir 7→
ir∏
j=1
x
λrsjds
j .
Therefore w ∈ I, and thus I ′ ⊂ I. For the converse, it is enough to see that I ′ is a d-
fixed ideal. Let w be a minimal generator of I ′. We choose an index 2 ≤ i ≤ n. Then
νi(w) =
∑r
q=1
∑s
t=0 λqtidt. Let β ≤ νi(w). Using Lemma 1.4.5, we can choose some positive
integers β1, . . . , βr such that:
(a)β =
r∑
q=1,iq≥i
βq and (b)βq ≤d
s∑
t=0
λqtidt,
i.e. βqt ≤ λqti, where βq =
∑s
t=0 βqtdt. Let k < i. Then,
w · xβk/x
β
i =
r∏
q=1
s∏
t=0
(
iq∏
j=1,j 6=k,i
x
λqtj ·dt
j
)
x
(λqti−βqt)dt
i x
(λqtk+βqt)dt
k .
Now, it is easy to see that w · xβk/x
β
i ∈ I
′, and therefore I ′ is d-fixed.
Example 1.4.12. Let d : 1|2|4|12.
1. Let u = x213 . We have 21 = 1 · 1 + 0 · 2 + 2 · 4 + 1 · 12. From 1.4.8, we get:
< u >d= (x1, x2, x3)(x
4
1, x
4
2, x
4
3)
2(x121 , x
12
2 , x
12
3 ).
2. Let u = x21x
9
2x
16
3 . We have 9 = 1 · 1 + 2 · 4 and 16 = 1 · 4 + 1 · 12. From 1.4.11, we get
< u >d= x
2
1 < x
9
2 >d< x
16
3 >d= x
2
1(x1, x2)(x
4
1, x
4
2)
2(x41, x
4
2, x
4
3)(x
12
1 , x
12
2 , x
12
3 ).
Remark 1.4.13. Any d-fixed ideal I is a Borel type ideal. Indeed, Proposition 1.1.4(d)
says that an ideal I is of Borel type if and only if for any 1 ≤ j < i ≤ n, there exists an
positive integer t such that xtj(u/x
νi(u)
i ) ∈ I. Choosing t = νi(u), is easy to see that the
definition of a d-fixed ideal implies the condition above.
Let u = xα1i1 x
α2
i2
· · ·xαrir and I =< u >d=
∏r
q=1
∏s
t=0(m
[dt]
q )αqt , where αq =
∑s
t=0 αqtdt.
Let Ir−e =
∏e
q=1
∏s
t=0(m
[dt]
q )αqt . Then I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S is the sequential chain
of I. Let nℓ = iqr−ℓ . Indeed, since x
αr−e
nℓ
Iℓ+1 ⊂ Iℓ ⇒ Iℓ+1 ⊂ (Iℓ : x
∞
nℓ
). For the converse,
let w ∈ (Iℓ : x
∞
nℓ
) be any minimal generator. Then there exists an integer b such that
w · xbnℓ ∈ Iℓ. We may assume that w is a minimal generator of Iℓ. Then w · x
b
nℓ
= w′ · y for
a w′ ∈ Iℓ+1 and y ∈
∏t
j=0(m
[dj ]
r−ℓ)
αr−ℓ,j with xbnℓ|y. Thus w
′|w, and therefore w ∈ Iℓ+1.
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1.5 Socle of factors by principal d-fixed ideals.
In the following, we suppose n ≥ 2.
Lemma 1.5.1. Let d : 1 = d0|d1| · · · |ds, α ∈ N and I =< x
α
n >d=
∏s
t=0(m
[dt])αt. Let
qt =
∑s
j=t αjdj. Let
J =
s∑
t=0,αt>0
(x1 · · ·xn)
dt−1(m[dt])αt−1
∏
j>t
(m[dj ])αj .
Then:
1. Soc(S/I) = J+I
I
2. Let e be a positive integer. Then (J+I
I
)e 6= 0⇔ e = qt+ (n− 1)(dt− 1)− 1, for some
0 ≤ t ≤ s with αt > 0.
3. max{e|(J+I
I
)e 6= 0} = αsds + (n− 1)(ds − 1)− 1.
Proof. 1. Firstly, we prove that J+I
I
⊂ Soc(S/I). Since Soc(S/I) = (O :S/I m), it is enough
to show that mJ ⊂ I.
We have J =
∑s
t=0, αt>0
Jt, where Jt = (x1 · · ·xn)
dt−1(m[dt])αt−1
∏
j>t(m
[dj ])αj . It is
enough to prove that xiJt ⊂ I for any i and any t. Suppose i = 1:
x1Jt = x
dt
1 (x2 · · ·xn)
dt−1(m[dt])αt−1
∏
j>t
(m[dj ])αj ⊂ (x2 · · ·xn)
dt−1
∏
j≥t
(m[dj ])αj .
On the other hand, (x2 · · ·xn)
dt−1 ∈
∏
j<t(m
[dj ])αj , because dt − 1 ≥
∑
j<t αjdj. Thus
x1Jt ⊂ I.
For the converse, we apply induction on α. If α = 1 then s = 0 and I = (x1, . . . , xn) =
m. J = (x1, . . . , xn)
d0−1 = S, and obvious Soc(S/I) = Soc(S/m) = S/m. Let us suppose
that α > 1. We prove that if w ∈ S \ I is a monomial such that mw ⊂ I, then w ∈ J .
Let te = max{t : x
dt−1
e |w}. Renumbering x1, . . . , xn which does not affect either I or J ,
we may suppose that t1 ≥ t2 ≥ · · · ≥ tn. We have two cases: (i)t1 > tn and (ii)t1 = tn. But
first, let’s make the following remark: (∗) If u = xβ11 · · ·x
βn
n ∈
∏
j≥tm
dj and βi < dt for
certain i then u/xβii ∈
∏
j≥tm
[dj ] (the proof is similarly to [23, Lemma 3.5]).
In the case (i), there exists an index e such that te > te+1 = · · · = tn. Then we have
w = (xn · · ·xe+1)
dtn−1 · x
dte−1
e · y, for a monomial y ∈ S. We consider two cases (a) xe does
not divide y and (b) xe divide y. (a) From xnw = x
dtn
n · (xn−1 · · ·xe+1)
dtn−1x
dte−1
e · y ∈ I
we see that y ∈
∏
j≥te
(m[dj ])αj , by (∗). Therefore w ∈ I, because x
dte−1
e ∈
∏
j<te
(m[dj ])αj ,
which is an contradiction.
(b) In this case, w = (xn · · ·xe+1)
dtn−1x
dte
e y′, where y′ = y/xe. We claim that there exist
λ ≤ te such that αλ 6= 0. Indeed, if all αλ = 0 for λ ≤ te, then I =
∏s
j=te+1
(m[dj ])αj and
xnw ∈ I implies y
′ ∈ I because of the maximality of tn and (∗). It follows w ∈ I, which is
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false. Choose λ ≤ te maximal possible with αλ 6= 0. Set w
′ = w/xdλe . Note that mw ⊂ I
implies
mw ⊂ I ′ = (m[dtλ ])αλ−1
∏
j 6=λ
(m[dtj ])αj .
It is obvious that xqw
′ ∈ I ′ for q 6= e. Also, since x
dte+1
e does not divide xew implies
xew
′ ∈ I ′. Choosing α′ = α − dλ, we get α
′
j = αj for j 6= λ and α
′
λ = αλ − 1 and
therefore we can apply our induction hypothesis for I ′ (because α′ < α) and for the ideal
J ′ associated to I ′, which has the form:
J ′ =
∑
q=0,α′q 6=0
(x1 · · ·xn)
dq−1(m[dq ])α
′
q−1
∏
j>q
(m[dj ])α
′
j ,
and so w = xdλe w
′ ∈ xdλe J
′ ⊂ J .
It remains to consider the case (ii) in which we have in fact t1 = t2 = · · · = tn. If
y = w/(x1 · · ·xn)
dtn−1 ∈m, then there exists e such that xe|y, and we apply our induction
hypothesis as in the case (b) above. Thus we may suppose y = 1, i.e. w = (x1 · · ·xn)
dtn−1.
Since mw ⊂ I, we see that αj = 0 for j > tn and αtn = 1 (otherwise w ∈ I, which is
absurd). Thus w ∈ J .
2. Let v = xqt−11 (x2 · · ·xn)
dt−1. Then deg(v) = qt + (n− 1)(dt − 1)− 1. But v ∈ J and
v /∈ I, therefore v 6= 0 in Soc(S/I) = J+I
I
.
3. Let et = qt + (n− 1)(dt − 1)− 1 for 0 ≤ t ≤ s. Let t < s. Then
et+1−et = qt+1−qt+(n−1)(dt+1−dt) = −αtdt+(n−1)(dt+1−dt) ≥ dt+1−(αt+1)dt ≥ 0, so
max{e|((J + I)/I)e 6= 0} = es = αsds + (n− 1)(ds − 1)− 1.
Remark 1.5.2. From the proof of the above lemma, we may easily conclude that for
n ≥ 3, et = et′ if and only if t = t
′, and if n = 2, then et = et′ (t < t
′) if and only if
αt′−1 = dt′/dt′−1, . . . , αt = dt+1/dt.
Corollary 1.5.3. With the notations of previous lemma and remark, let 0 ≤ t ≤ s be an
integer such that αt 6= 0. Let ht = dimK((I + Jt)/I). Then:
1. G(Jt) ∩ (I + Jt′) = 0 for 0 ≤ t
′ ≤ s, t′ 6= t.
2. ht =
(
n+αt−2
n−1
)∏
j>t
(
n+αj−1
n−1
)
.
3. dimK(Soc(S/I)e) =

hq, if n ≥ 3 and e = eq for a q ≤ s with αq 6= 0.∑
q hq, if n = 2 and q ∈ {ǫ|e = eǫ for ǫ ≤ s with αǫ 6= 0}.
0, otherwise.
.
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Proof. 1. First suppose t′ < t. A minimal generator xβ = xβ11 · · ·x
βn
n of Jt has the form
(x1 · · ·xn)
dt−1
∏
j≥t
(x
λ1jdj
1 · · ·x
λnjdj
n ), where
n∑
ν=1
λνj =
{
αj , if j > t,
αt − 1, if j = t.
.
Thus, βi = dt − 1 +
∑s
j=t λijdj. On the other hand, dt − 1 =
∑t−1
j=0(dj+1/dj − 1)dj, so βi
has the writing
∑s
j=0 βijdj, where βij = dj+1/dj − 1 for j < t and βij = λij for j ≥ t.
Assume that xβ ∈ I + Jt′ for a certain t
′ < t. Then there exists γ ∈ Nn such that xγ ∈
G(I) (or xγ ∈ G(Jt′)) and x
γ |xβ, that is γi ≤ βi for all 1 ≤ i ≤ n. Let γi =
∑s
j=0 γijdj, the
d− decomposition of γi. We notice that (βis, . . . , βi0) ≥ (γis, . . . , γi0) in the lexicographic
order.
Note that all minimal generators xγ of I have the same degree α < et and
∑n
i=1 γiq = αq
for each 0 ≤ q ≤ s. Also all minimal generators xγ of Jt′ have the same degree et′ < et and∑n
i=1 γiq = αq for each t ≤ q ≤ s. It follows deg(x
β) > deg(xγ) and so βi > γi for some i.
Choose a maximal q < s such that βiq > γiq for some i. Thus βij = γij for j > q. It follows
βiq ≥ γiq since (βis, . . . , βi0) ≥lex (γis, . . . , γi0). If q ≤ t then we have
αq =
n∑
i=1
γiq <
n∑
i=1
βiq =
n∑
i=1
λiq ≤ αq,
which is not possible. It follows q < t and so βit = γit for each i. But this is not possible
because we get αt =
∑n
i=1 γit =
∑n
i=1 λit = αt − 1. Hence x
β /∈ I + Jt′ .
Suppose now t′ > t. If et′ > et, then G(Jt) ∩ G(Jt′) = ∅ by degree reason. Assume
et = et′ . If follows n = 2 by the previous remark. If x
β1
1 x
β2
2 ∈ G(Jt) ∩ Jt′ we necessarily get
xβ11 x
β2
2 ∈ G(Jt) ∩ G(Jt′) again by degree reason. But this is not possible since it implies
that αt′ − 1 = β1t′ + β2t′ = αt′ .
2. and 3. follows from 1.
Theorem 1.5.4. Let u =
∏r
q=1 x
αq
i1
, where 2 ≤ i1 < i2 < · · · < ir ≤ n. Let
I =< u >d=
r∏
q=1
s∏
j=0
(m[dj ]q )
αqj ,
where αq =
∑s
j=0 αqjdj. Suppose ir = n. Let 1 ≤ a ≤ r be an integer and
Pa(I) := {(λ, t) ∈ N
a×Na| 1 ≤ λ1 < · · · < λa = r, ta > · · · > t1, αλνtν 6= 0, for 1 ≤ ν ≤ a}.
Let J =
∑r
a=1
∑
(λ,t)∈Pa(I)
J(λ,t), where J(λ,t) is the ideal
a∏
e=1
(xiλe · · ·xiλe−1+1)
dte−1
a∏
ν=1
m
[dtν+1]
λν
∏
j>tν
(m
[dj ]
λν
)αλνj (m
[dtν ]
λν
)αλν ,tν−1
λν−1∏
q=λν−1+1
∏
j≥tν
(m[dj ]q )
αqj ,
where we denote m[dta+1 ] = S. Then Soc(S/I) = (J + I)/I.
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Proof. The proof will be given by induction on r, the case r = 1 being done in Lemma 1.5.1.
Suppose that r > 1. For 1 ≤ q ≤ r, let: Iq =
∏q
e=1
∏s
j=0(m
[dj ]
e )αej and Sq = k[x1, x2, . . . , xiq ]
For t with αrt 6= 0, denote:
I(t) =m
[dt]
r−1
∏
j<t
(m
[dj ]
r−1)
αr−1,jIr−2.
Let J (t) be an ideal in Sr−1 such that Soc(Sr−1/I
(t)) = (J (t)+ I(t))/I(t). The induction step
is given in the following lemma:
Lemma 1.5.5. Suppose ir = n and let
J =
∑
t=0,αrt 6=0
(xn · · ·xir−1+1)
dt−1
∏
j>t
(m[dj ]r )
αrj
∏
j≥t
(m
[dj ]
r−1)
αr−1,j(m[dt]r )
αrt−1J (t).
Then Soc(S/I) = (J + I)/I.
Proof. Let w ∈ S \ I be a monomial such that mrw ⊂ I. As in the proof of lemma
1.5.1, we choose for each 1 ≤ ρ ≤ n, eρ = max{e : x
de−1
ρ |w}. Renumbering variables
{xn, . . . , xir−1+1} (it does not affect I, J and I
(t)), we may suppose en ≤ en−1 ≤ · · · ≤
eir−1+1. Set t = en. We claim that αrt 6= 0. Indeed, if αrt = 0 then from xnw ∈ I we
get xnw/x
dt−1
n ∈ I˜ =
∏
j>t(m
[dj ]
r )αrjIr−1 because x
dt−1
n ∈
∏
j<t(m
[dj ]
r )αrj . Since t = en is
maximal chosen, we get w/xdt−1n ∈ I˜ and so w ∈ I a contradiction.
Reduction to the case that xdtn does not divide w. Suppose that w = x
dt
n w˜ and set
I˜ = (m[dt]r )
αrt−1
∏
ǫ≤0,ǫ 6=t
(m[dǫ]r )
αrǫIr−1.
We see that mw ∈ I ⇔mw˜ ∈ I˜. Replacing w and I with w˜ and I˜, we reduce our problem
to a new t˜ < t. The above argument implies that α˜ret 6= 0, where α˜ is the ’new’ α of I˜.
Reduction to the case when αrj = αr−1,j = 0 for j > t, αrt = 1 and αr−1,t = 0. From
xnw ∈ I, we see that there exists ρ < n such that x
dj
ρ |w for j > t if αrj 6= 0, or j = t if
αrt > 1. Choose such maximal possible ρ. Set w
′ = w/x
dj
ρ ,
I ′ = (m[dj ]r )
αrj−1
∏
ǫ≥0,ǫ 6=j
(m[dǫ]r )
αrǫIr−1.
We see that mw ⊂ I ⇔ mw′ ⊂ I ′, because from xnw ∈ I, we get xnw
′ ∈ I ′ from the
maximality of ρ.
Let α′rj = αrj − 1 and α
′
qǫ = αqǫ for (q, ǫ) 6= (r, j). α
′ is the ’new’ α for I ′. If we show
that
w′ ∈ J ′ =
∑
e≥0,α′re 6=0
(xn · · ·xir−1+1)
de−1
∏
ǫ>e
(m[dǫ]r )
αrǫ
∏
j≥e
(m
[dj ]
r−1)
αr−1,j (m[dǫ]r )
αre−1J (t),
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then w = x
dj
ρ w′ ∈ m
[dj ]
r J ′ ⊂ J . Using this procedure, by recurrence we arrive to the case
αrj = 0 for j > t and αrt = 1. Again from xnw ∈ I, we note that there exists ρ < ir−1
such that x
dj
ρ |w for j ≥ t with αr−1,j 6= 0. Choose such maximal possible ρ and note that
mw ⊂ I if and only if mw′′ ∈ I ′′ for w′′ = w/x
dj
ρ , where
I ′′ = (m
dj
r−1)
αr−1,j−1
∏
ǫ≥0, ǫ 6=j
(m
[dǫ]
r−1)
αr−1,ǫ
∏
ǫ≥0
(m[dǫ]r )
αrǫIr−2.
As above, we reduce our problem to I ′′ and the α′′, which is the new α of I ′′, is given by
α′′r−1,j = αr−1,j−1, α
′′
qǫ = αqǫ for (q, ǫ) 6= (r − 1, j). Using this procedure, by recurrence we
end our reduction.
Case αrj = αr−1j = 0 for j > t, αrt = 1 , αr−1t = 0 and x
dt
n does not divide w. Let
express w = (xn · · ·xir−1+1)
dt−1y. We will show that y does not depend on {xn, . . . , xir−1+1}.
Indeed, if n = ir−1 + 1 then there is nothing to show since x
dt
n does not divide w. Suppose
that n > ir−1 + 1, then from xnw ∈ I we get y ∈ Ir−1 because x
dt−1
n−1 ∈
∏
j<t(m
dj
r )αrj and
the variables xn, . . . , xir−1+1 are regular on S/Ir−1S. If y = xηy
′ for η > ir−1, then as above
y′ ∈ Ir−1. Thus w ∈ x
dt
η x
dt−1
ρ y
′ ⊂ I for any ρ 6= η, ir−1 < ρ ≤ n, a contradiction.
Note that mrw ∈ I ⇒ mr−1y ∈ I
(t) and so w ∈ (xn · · ·xir−1+1)
dt−1J (t). Since αrj =
αr−1j = 0 for j > t and αrt = 1 and αr−1,t = 0, we get w ∈ J . Conversely, if y ∈ J
(t), then
it is clear that w ∈ J .
We see by the above lemma that:
(∗) J =
∑
e≥0,αre 6=0
(xn · · ·xir−1+1)
de−1
∏
j>e
(m
[dj ]
r−1)
αrj
∏
j≥e
(m
[dj ]
r−1)
αr−1,j (m[de]r )
αre−1J (e).
Since λa = r − 1, by the induction hypothesis applied to I
(e) we get:
J (e) =
r−1∑
a=1
[
∑
(λ,t)∈Pa(I(e)),ta=e
a∏
s=1
(xiλs · · ·xiλs−1+1)
dts−1 · J ′(λ,t)+
+
∑
(λ,t)∈Pa(I(e)),ta<e
a∏
s=1
(xiλs · · ·xiλs−1+1)
dts−1 · J ′′(λ,t)], where
J ′(λ,t) =
λa−1∏
q=λa−1+1
∏
j≥e
(m[dj ]q )
αqj J˜(λ,t) and
J ′′(λ,t) =m
[de]
r−1
e−1∏
j>ta
(m
[dj ]
λa
)αλa,j (m
[dta ]
λa
)αλa,ta−1 ·
λa−1∏
q=λa−1+1
∏
j≥ta
(m[dj ]q )
αqj J˜(λ,t), and
J˜(λ,t) =
a−1∏
ν=1
m
[dtν+1 ]
λν
∏
j>tν
(m
[dj ]
λν
)αλν,j (m
[dtν ]
λν
)αλν ,tν−1 ·
λν−1∏
q=λν−1+1
∏
j≥tν
(m[dj ]q )
αqj .
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If ta = e, set λ
′
ν = λν for ν < a, λ
′
a = r and see that (λ
′, t) ∈ Pa(I). If ta < e, then put
λ′′ν = λν for ν ≤ a, λ
′′
a+1 = r, t
′′
ν = tν for ν ≤ a and t
′′
a+1 = e and then (λ
′′, t) ∈ Pa+1(I).
Substituting J (e) in (∗), we get the following expression for J :
r−1∑
a=1
∑
(λ′,t)∈Pa(I)
a∏
ν=1
(xiλ′ν
· · ·xiλ′
ν−1
+1
)dtν−1 · [
∏
j>e
(m
[dj ]
λ′a
)αλ′aj(m
[de]
λ′a
)αλ′ae−1 ·
λ′a−1∏
q=λ′a−1+1
∏
j≥e
(m[dj ]q )
αqj ]·
·J˜(λ,t) +
r−1∑
a=1
∑
(λ′′,t′′)∈Pa+1(I)
a+1∏
ν=1
(xiλ′′ν
· · ·xiλ′′
ν−1+1
)dtν−1 · [
∏
j>e
(m
[dj ]
λ′′a+1
)
αλ′′
a+1,j(m
[dt′′a+1
]
λ′′a+1
)
αλ′′
a+1t
′′
a+1
−1
]
[m
[dt′′
a+1
]
λ′′a
∏
j≥t′′a
(m
[dj ]
λ′′a
)
αλ′′
a+1
,j(m
[dt′′a
]
λ′′a
)αλ′′at′′a−1
λ′′a−1∏
q=λ′′a−1+1
∏
j≥t′′a
(m[dj ]q )
αqj ] · J˜(λ,t).
Since all the pairs of Pb(I) have the form (λ
′, t) or (λ′′, t′′) for a pair (λ, t) ∈ Pb(I) or
(λ, t) ∈ Pb−1(I) respectively, it is not hard to see that the expression above is the formula
of J as stated.
Let sq = max{j|αqj 6= 0}, dqt =
∑q
e=1
∑sq
j≥t αejdj,Dq = dq,sq+(iq−1)(dsq−1) for 1 ≤ q ≤ r.
Corollary 1.5.6. With the notation and hypothesis of above theorem, for (λ, t) ∈ Pa(I)
let:
d(λ,t) =
a∑
ν=1
λν∑
q=λν−1+1
∑
j≥tν
αqjdj. Then :
1. Soc(Ir−1S/I) = Soc(S/I).
2. ((J + I)/I)e 6= 0, if and only if e = d(λ,t) +
∑a
ν=1(iλν − iλν−1)(dtν − 1)− dt1, for some
1 ≤ a ≤ r and (λ, t) ∈ Pa(I).
3. c = max{e|((J + I)/I)e 6= 0} = dr,sr + (n− 1)(dsr − 1)− 1.
Proof. 1.Note that J(λ,t) is contained in
r∏
q=1,q /∈{λ1,...,λq}
(m[dj ]q )
αqj
a∏
ν=1
[
∏
j 6=tν
(m
dj
λν
)αλν,j (mtνλν )
αλν ,tν−1]
a−1∏
ǫ=1
m
dtǫ+1
λǫ+1
.
Since m
dtǫ+1
λǫ
⊂ m
dtǫ
λǫ
for tǫ+1 > tǫ and λa = r if follows that
J ⊂
∏
j 6=ta
(m[dj ]r )
αrj(m[dta ]r )
αrta−1Ir−1,
as desired.
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2.If ((J + I)/I)e 6= 0 then there exists a monomial u ∈ J \ I of degree e. But u ∈ J ,
implies that there exists a ∈ {1, . . . , r} and (λ, t) ∈ Pa(I) such that u ∈ J(λ,t). Thus the
degree of u is e = d(λ,t) +
∑a
ν=1(iλν − iλν−1)(dtν − 1)− dt1 , as required.
Conversely, let e = d(λ,t) +
∑a
ν=1(iλν − iλν−1)(dtν − 1)− dt1 for some a ∈ {1, . . . , r} and
(λ, t) ∈ Pa(I). We show that the monomial
w =
a∏
ν=1
(xiλν · · ·xiλν−1+1)
dtν−1 · x
d(λ,t)−dt1
1 ∈ J \ I.
Obvious w ∈ J . Let us assume that w /∈ I. Then w/x
dta−1
iλa
∈
∏
j≥ta
(m
[dj ]
λa
)αλajIλa−1 because
x
dta−1
iλa
∈
∏
j<ta
(m
[dj ]
λa
)αλaj and xiλa /∈mj for j < λa. Inductively we get that:
w/(xiλa · · ·xiλa−1+1)
dta−1 ∈
λa∏
q=λa−1+1
∏
j≥ta
(m
[dj ]
λa
)αqjIλa−1.
Following the same reduction and using that ta > · · · > t1 we obtain that:
x
d(λ,t)−dt1
1 ∈
a∏
ν=1
λν∏
q=λν−1+1
∏
j≥tν
(m
[dj ]
λa
)αqj .
So d(λ,t) − dt1 ≥ d(λ,t), a contradiction.
3.Note that c = d(λ′,t′) for (λ
′, t′) ∈ P1(I) with λ
′ = λ1 = r and t
′ = t1 = sr. We have
to show that:
c = dr,sr + (n− 1)(dsr − 1)− 1 ≤ d(λ,t) +
a∑
ν=1
(iλν − iλν−1)(dtν − 1)− dt1 ,
for any 1 ≤ a ≤ r and (λ, t) ∈ Pa(I). Since dsr − 1 ≤ (dtν − 1) +
∑sr−1
j≤tν
αqjdj for all q with
iν−1 < q ≤ iν , we see that:
dr,sr + (n− 1)(dsr − 1)− 1 ≥ d(λ,t) +
a∑
ν=2
(iλν − iλν−1)(dtν − 1) + (iλ1 − 1)(dt1 − 1)− 1.
On the other hand, (iλ1 − iλ0)(dt1 − 1) = (iλ1 − 1)(dt1 − 1) + dt1 − 1, and replacing that in
the above relation we obtained what is required.
Example 1.5.7. Let d : 1|2|4|12.
1. Let u = x213 . We have α0 = 1, α1 = 0, α2 = 2 and α3 = 1 so:
I =< u >d= (x1, x2, x3)(x
4
1, x
4
2, x
4
3)
2(x121 , x
12
2 , x
12
3 ).
Let J =
∑
t=0,αt>0
Jt, where Jt = (x1x2x3)
dt−1(xdt1 , x
dt
2 , x
dt
3 )
αt−1
∏
j>t(x
dj
1 , x
dj
2 , x
dj
3 )
αj .
J0 = (x1x2x3)
1−1 · (x1, x2, x3)
1−1 ·
∏
j>t(x
dj
1 , x
dj
2 , x
dj
3 )
αj = (x41, x
4
2, x
4
3)
2(x121 , x
12
2 , x
12
3 ).
J2 = (x1x2x3)
4−1(x41, x
4
2, x
4
3)
2−1(x121 , x
12
2 , x
12
3 ) = (x1x2x3)
3(x41, x
4
2, x
4
3)(x
4
1, x
4
2, x
12
3 ) and
J3 = (x1x2x3)
12−1 = (x1x2x3)
11. From 1.5.1 , Soc(S/I) = (J + I)/I.
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2. Let u = x92x
16
3 . We have r = 2, i1 = 2 and i2 = 3. Also α10 = 1, α12 = 2, α22 = 1,
α23 = 1 and the other components of α are zero. Then
I =< u >d=< x
9
2 >d< x
16
3 >d= (x1, x2)(x
4
1, x
4
2)
2(x41, x
4
2, x
4
3)(x
12
1 , x
12
2 , x
12
3 ).
We have two possible partitions: (a) (2) and (b) (1 < 2).
(a)λ = λ1 = 2, t = t1 such that α2t 6= 0. We have two possible t: t = 2 or t = 3.
(i)For t = 2 we obtain (according to the Theorem 1.5.4) the following part of the
socle:
J(2,2) = (x1x2x3)
3(x121 , x
12
2 , x
12
3 )(x
4
1, x
4
2)
4
(ii)For t = 3 we obtain:
J(2,3) = (x1x2x3)
11
(b)1 = λ1 < λ2 = 2, t = (t1, t2) such that αλe,te 6= 0 for 1 ≤ e ≤ 2 and t1 < t2.
According to our expressions for αi we have three possible cases: t1 = 0, t2 = 2 or
t1 = 0, t2 = 3 or t1 = 2, t2 = 3.
(i)For t1 = 0 and t2 = 2 we obtain:
J(1,2),(0,2) = x
3
3(x
4
1, x
4
2)(x
4
1, x
4
2)
2(x121 , x
12
2 , x
12
3 ).
(ii)For t1 = 0 and t2 = 3 we obtain:
J(1,2),(0,3) = x
11
3 (x
12
1 , x
12
2 )(x
4
1, x
4
2)
2
(iii)For t1 = 2 and t2 = 3 we obtain:
J(1,2),(2,3) = x
3
1x
3
2x
11
3 (x
12
1 , x
12
2 )(x
4
1, x
4
2)
From 2.4 it follows that if J = J(2,2) + J(2,3) + J(1,2),(0,2) + J(1,2),(0,3) + J(1,2),(2,3) then
Soc(S/I) = (I + J)/J .
1.6 A generalization of Pardue’s formula.
In this section, we give a generalization of a theorem proved by Aramova-Herzog [3] and
Herzog-Popescu [24] which is known as ”Pardue’s formula”.
Let 1 ≤ i1 < i2 < · · · < ir = n and let α1, . . . , αr be some positive integers. Let
u =
∏r
i=1 x
αq
iq ∈ S = K[x1, . . . , xn]. Let I =< u >d the principal d-fixed ideal generated by
u. From Proposition 1.4.11 it follows that I =
∏q
r=1
∏s
j=0(m
[dj ]
q )αqj , where αq =
∑s
j=0 αqjdj.
If i1 = 1, it follows that I = x
α1
1 I
′, where I ′ =
∏q
r=2
∏s
j=0(m
[dj ]
q )αqj , and therefore reg(I) =
α1 + reg(I
′). Thus, we may assume i1 ≥ 2.
If N is a graded S-module of finite length, we denote s(N) = max{i|Ni 6= 0}. Let
sq = max{j|αqj 6= 0} and dqt =
∑q
e=1
∑se
j≥t αejdj . Let Dq = dqsq + (iq − 1)(dsq − 1), for
1 ≤ q ≤ r. With this notations we have:
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Theorem 1.6.1. reg(I) = max1≤q≤rDq. In particular, if I =< x
α
n >d and α =
∑s
t=0 αtdt
with αs 6= 0 then reg(I) = αsds + (n− 1)(ds − 1).
Proof. Let Iℓ =
∏r−ℓ
q=1
∏s
j=0(m
[dj ]
q )αqj , for 0 ≤ ℓ ≤ r. Then I = I0 ⊂ I1 ⊂ · · · ⊂ Ir = S is the
sequential chain of ideals of I, i.e. Iℓ+1 = (Iℓ : x
∞
nℓ
), where nℓ = ir−ℓ. Let Sℓ = k[x1, . . . , xnℓ ]
and mℓ = (x1, . . . , xnℓ). Let Jℓ ⊂ Sℓ be the ideal generated by G(Iℓ).
The Corollary 1.5.6 implies that ce = De−1 is the maximal degree for a nonzero element
of Soc(Sℓ/Jℓ). Proposition 1.2.2 implies reg(I) = max{s(J
sat
ℓ /Jℓ) | ℓ = 0, . . . , r − 1)}+ 1.
Also, from the Corollary 1.5.6, we get
s(Jsatℓ /Jℓ) = s(Soc(J
sat
ℓ /Jℓ)) = s(Soc(Sℓ/Jℓ)) = De − 1,
which complete the proof. Indeed, for the first equality, if u ∈ Jsatℓ \ Jℓ and deg(u) =
s(Jsatℓ /Jℓ) it follows that u ∈ Soc(J
sat
ℓ /Jℓ), since mu ⊂ Jℓ by degree reasons.
Corollary 1.6.2. reg(I) ≤ n · (deg(u)− 1) + 1.
Corollary 1.6.3. S/I has at most r-corners among (iq, Dq−1) for 1 ≤ q ≤ r. If i1 = 1 we
replace (i1, D1− 1) with (1, α1). The corresponding extremal Betti numbers are βiq ,Dq+iq−1.
Proof. By Theorem 1.1.6 combined with the proof of Theorem 1.6.1, S/I has at most
r-corners among (nℓ, s(Iℓ+1Sℓ/IℓSℓ)) and is enough to apply Corollary 1.5.6.
Example 1.6.4. Let d : 1|2|4|12.
1. Let u = x213 ∈ k[x1, x2, x3]. We have 21 = 1 · 1+ 0 · 2+ 2 · 4+ 1 · 12. From 3.1, we get:
reg(< u >d) = 1 · 12 + (3− 1) · (12− 1) = 34.
2. Let u = x21x
16
2 x
9
3. Then reg(< u >d) = 2 + reg(< u
′ >d), where u
′ = u/x21. We
compute reg(< u′ >d). With the notations above, we have i1 = 2, i2 = 3, r = 2,
α1 = 16 and α2 = 9. We have α1 = 1 · 4+ 1 · 12 and α2 = 1 · 1+ 2 · 4, thus s1 = 3 and
s2 = 2. D1 = d13 + (2− 1)(d3 − 1) = 12 + 11 = 23 and D2 = d22 + (3− 1)(d2 − 1) =
24 + 6 = 30. In conclusion, reg(< u >d) = 2 +max{23, 30} = 32.
3. Let u = xαax
β
b , with 1 < a < b ≤ n and β < α, β|α be two integers. Set d1 = β, d2 = α
and let I be the principal d-fixed ideal generated by u. Obviously I = SBT (u) =
(xα1 , . . . , x
α
a )(x
β
1 , . . . , x
β
b ). We have i1 = a, i2 = b, s1 = 2, s2 = 1, d1s1 = α, d2s2 = α+β,
D1 = α + (a − 1)(α − 1) = a(α − 1) + 1 = χ1 + 1, D2 = α + β + (b − 1)(β − 1) =
α+ b(β−1)+1 = χ2+1 in the notations of Theorem 1.3.6. Note that 1.3.6 and 1.6.1
give the same regularity of I, namely max{D1, D2}.
Definition 1.6.5. We say that a monomial ideal I ⊂ S is a D-fixed ideal , if I is a sum
of d-fixed ideals, for various d-sequences.
Since any d-fixed ideal is a Borel type ideal and a sum of Borel type ideals is stil a
Borel type ideal, it follows that any D-fixed ideal I is a Borel type ideal. Therefore, from
Corollary 1.2.11 we get the next:
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Corollary 1.6.6. If I is a D-fixed ideal then reg(I) = min{e : e ≥ deg(I), I≥e is stable}.
We mention that this result was first obtained as a consequence of the proof of Pardue’s
formula by Herzog-Popescu [24] in the special case of a principal p-Borel ideal.
1.7 d-fixed ideals generated by powers of variables.
Firstly, let fix some notations. Let u1, . . . , um ∈ S be some monomials. We say that I is
the d-fixed ideal generated by u1, . . . , um, if I is the smallest d-fixed ideal , w.r.t inclusion,
which contained u1, . . . , um, and we write I =< u1, . . . , um >d. In particular, if m = 1, we
say that I is the principal d-fixed ideal generated by u = u1 and we write I =< u >d.
Lemma 1.7.1. If 1 ≤ j ≤ j′ ≤ n and α ≥ β are positive integer, then < xαj >⊂< x
β
j′ >.
Proof. Indeed, using Proposition 1.4.9 it is enough to notice that < xαj >⊂< x
α
j′ > which
is true because xαj ∈< x
α
j′ >.
Our next goal is to give the minimal set of generators for a d-fixed ideal generated by
some powers of variables. Using the previous lemma, we had reduced to the next case:
Proposition 1.7.2. Let n ≥ 2 and let 1 ≤ i1 < i2 < · · · < ir = n be some integers. Let
α1 < α2 < · · · < αr some positive integers. Then
I =< xα1i1 , x
α2
i2
, . . . , xαrir >d=
r∑
q=1
I(q), with I(q) =
∑
0 ≤ γ1, . . . , γq ≤d αq,
γ1 + · · ·+ γi < αi, for i < q
γ1 + · · ·+ γi <d αq, for i < q
γ1 + · · ·+ γq = αq
q∏
e=1
s∏
t=0
(n[dt]e )
γet ,
where ne = {xie−1+1, . . . , xie}, n
[dt]
e = {x
dt
ie−1+1
, . . . , xdtie}, i0 = 0 and γe =
∑s
t=0 γet.
Proof. Let mq = {x1, . . . , xiq} for 1 ≤ q ≤ r. Obviously, nq = mq \mq−1 for q > 0 and
n1 = m1. Using the obvious fact that I is the sum of principal d-fixed ideals generated by
the d-generators of I together with Proposition 1.4.8 we get:
I =
r∑
q=1
s∏
t=0
(m[dt]q )
αqt , where αq =
s∑
t=0
αqtdt.
Denote Sq = K[x1, . . . , xiq ] for 1 ≤ q ≤ r. In order to obtain the required formula, we use
induction on r ≥ 1, the case r = 1 being obvious. Let r > 1 and assume that the assertion
is true for r − 1, i.e
I ′ =< xα1i1 , . . . , x
αr−1
ir−1
>d=
r−1∑
q=1
∑
0 ≤ γ1, . . . , γq ≤d αq,
γ1 + · · ·+ γi < αi, for i < q
γ1 + · · ·+ γi <d αq, for i < q
γ1 + · · ·+ γq = αq
q∏
e=1
s∏
t=0
(n[dt]e )
γet ⊂ Sr−1.
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Obviously, I = I ′S+ < xαrn >d= I
′S+
∏s
t=0(m
[dt]
r )αrt. Also, I ′S and I ′ have the same set of
minimal generators and none of the minimal generators of I ′S is in I(r), because of degree.
But, a minimal generator of < xαrn >d is of the form w =
∏s
t=0
∏n
j=1 x
λtjdt
j with 0 ≤ λtj
and
∑n
j=1 λtj = αrt. Suppose w /∈ I
′S. In order to complete the proof, we will show that
w ∈ I(r). Let vq =
∏s
t=0
∏iq
j=iq−1+1
x
λtjdt
j and let wq =
∏q
e=1 ve. Obvious, w = v1 · · · vr = wr.
Since w /∈ I ′ it follows that wq /∈ I
(q) for any 1 ≤ q ≤ r − 1. But wq /∈ I
(q) implies
(∗)
∑s
t=0
∑iq
j=1 λtjdt < αq, otherwise wq ∈< x
αq
iq
Sq >d Sr−1 ⊂ I
′ and thus w ∈ I ′, a
contradiction. We choose γe =
∑s
t=0
∑ie
j=ie−1+1
λtjdt for 1 ≤ e ≤ r. For 1 ≤ q < r, (∗)
implies γ1+ · · ·+ γq < αq. On the other hand, it is obvious that γ1+ · · ·+ γe ≤d αr for any
1 ≤ e ≤ r and γ1 + · · ·+ γr = αr. Thus w ∈ I
(r) as required.
Example 1.7.3. Let d : 1|2|4|12 and let I =< x72, x
10
3 , x
17
5 >⊂ K[x1, . . . , x5]. We have
7 = 1 · 1 + 1 · 2 + 1 · 4, 10 = 1 · 2 + 2 · 4, 17 = 1 · 1 + 1 · 4 + 1 · 12. We have
I(1) =< x72 >d= (x1, x2)(x
2
1, x
2
2)(x
4
1, x
4
2).
In order to compute I(2), we need to find all the pairs (γ1, γ2) such that γ1 < 7, γ1 <d 10
and γ2 = 10− γ1. We have 4 pairs, namely (0, 10), (2, 8), (4, 6) and (6, 4), thus
I(2) = (x21, x
2
2)(x
4
1, x
4
2)x
4
3 + (x
4
1, x
4
2)x
6
3 + (x
2
1, x
2
2)x
8
3 + (x
10
3 ).
In order to compute I(3), we need to find all (γ1, γ2, γ3) such that γ1 < 7, γ1 + γ2 < 10,
γ1 <d 17, γ1 + γ2 <d 17 and γ3 = 17 − γ1 + γ2. If γ1 = 0 then, the pair (γ2, γ3) is one of
the following:(0, 17),(1, 16),(4, 13) or (5, 12). If γ1 = 1 then, the pair (γ2, γ3) is one of the
following:(0, 16) of (4, 12). If γ1 = 4 then, the pair (γ2, γ3) is one of the following:(0, 13) of
(1, 12). If γ1 = 5 then, the pair (γ2, γ3) is (0, 12). Thus
I(3) = (x1, x2)(x
4
1, x
4
2)(x
12
4 , x
12
5 ) + (x
4
1, x
4
2)x3(x
12
4 , x
12
5 ) + (x
4
1, x
4
2)(x4, x5)(x
12
4 , x
12
5 )+
+(x1, x2)x
4
3(x
12
4 , x
12
5 ) + (x1, x2)(x
4
4, x
4
5)(x
12
4 , x
12
5 ) + x3(x
4
4, x
4
5)(x
12
4 , x
12
5 )+
+x43(x4, x5)(x
12
4 , x
12
5 ) + x
5
3(x
12
4 , x
12
5 ) + (x4, x5)(x
4
4, x
4
5)(x
12
4 , x
12
5 ).
From Proposition 1.7.2, we get I = I(1) + I(2) + I(3).
Remark 1.7.4. For any 1 ≤ q ≤ r and any nonnegative integers γ1, . . . , γq ≤d αq such that
γ1 + · · ·+ γi < αi, γ1 + · · ·+ γi <d αq for 1 ≤ i < q and γ1 + · · ·+ γq = αq we denote
I(q)γ1,...,γq =
q∏
e=1
s∏
t=0
(n[dt]e )
γet .P roposition 1.7.2 implies : I =
r∑
q=1
∑
γ1,...,γq
I(q)γ1,...,γq .
Let m = (x1, . . . , xn) ⊂ S the irrelevant ideal of S. We have:
(I :S m) =
n⋂
j=1
(I : xj) =
n⋂
j=1
((
r∑
q=1
∑
γ1,...,γq
I(q)γ1,...,γq) : xj) =
n⋂
j=1
(
r∑
q=1
∑
γ1,...,γq
(I(q)γ1,...,γq : xj)).
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On the other hand, if xj ∈ np for some 1 ≤ p ≤ q then
J (q),jγ1,...,γq := (I
(q)
γ1,...,γq
: xj) =
q∏
e 6=p
s∏
t=0
(n[dt]e )
γetnp,ˆj
[dt](n[dt]p )
γpt−1(
∑
γpt>0
∏
j 6=t
(n[dt]e )
γjt),
where np,ˆj
[dt] = (xdtip−1+1, . . . , x
dt−1
j , . . . , x
dt
ip
) and np,ˆj
[dt](n[dt])γpt−1 := S if γpt = 0. Thus
(I :S m) =
 r∑
q1=1
∑
γ11 ,...,γ
1
q
 · · ·
 r∑
qn=1
∑
γn1 ,...,γ
n
q
 n⋂
j=1
J
(qj),j
γj1 ,...,γ
j
q
,
where for a given qj, we have that γj1, . . . , γ
j
q ≤d αq are some nonnegative integers such
that γj1 + · · ·+ γ
j
i < αi, γ
j
1 + · · ·+ γ
j
i <d αq for 1 ≤ i < q
j and γj1 + · · ·+ γ
j
q = αq.
Proposition 1.7.5. Let n ≥ 2 and let 1 ≤ i1 < i2 < · · · < ir = n some integers. Let
α1 < α2 < · · · < αr some positive integers. Let sq = max{t| αqt > 0} for any 1 ≤ q ≤ r.
We consider the ideal I =
∑r
q=1 Iq, where Iq =< x
αq
iq >d. Then, we have: reg(I) ≤ reg(Ir).
Proof. Denote e = max{reg(I1), . . . , reg(Ir)}. Since a d-fixed ideal is an ideal of Borel
type, by Corollary 1.2.13 it follows that reg(I) ≤ e. On the other hand, if we denote
sq = max{t| αqt > 0} for any 1 ≤ q ≤ r, from Theorem 1.6.1 we get reg(Iq) = αqsqdsq+(iq−
1)(dsq − 1), thus max{reg(I1), . . . , reg(Ir)} = reg(Ir). In conclusion, reg(I) ≤ reg(Ir).
Proposition 1.7.6. With the above notations, for any 1 ≤ q ≤ r we have:
(Iq :mq)+(I1+· · ·+Iq) ⊂ ((I1+· · ·+Iq) :mq) ⊂ ((I1+· · ·+Iq) : nq) = (Iq : nq)+(I1+· · ·+Iq).
Proof. Fix 1 ≤ q ≤ r. The first two inclusions are obvious. In order to prove the last
equality, it is enough to show that ((I1 + · · · + Iq) : xj) ⊂ (Iq : xj) + (I1 + · · · + Iq) for
any xj ∈ nq. Indeed, suppose u ∈ ((I1 + · · · + Iq) : xj), therefore xj · u ∈ I1 + · · · + Iq. If
xj · u /∈ Iq it follows that xj · u ∈ Ie for some e < q. Thus u ∈ Ie, since xj does not appear
in a minimal generators of Ie.
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Chapter 2
Generic initial ideal for complete
intersections.
2.1 Main results.
Let S = K[x1, . . . , xn] and let I = (f1, . . . , fn) ⊂ S be an ideal generated by a regular
sequence of homogeneous polynomials. We say that a homogeneous polynomial f of degree
d is semiregular for S/I if the maps (S/I)t
·f
−→ (S/I)t+d are either injective, either surjec-
tive for all t ≥ 0. We say that S/I has the weak Lefschetz property (WLP) if there exists
a linear form ℓ ∈ S, semiregular on S/I, in which case we say that ℓ is a weak Lefschetz
element for S/I. We say that S/I has the strong Lefschetz property (SLP ) if there exists
a linear form ℓ ∈ S such that ℓb is semiregular on S/I for all integer b ≥ 1. In this case,
we say that ℓ is a strong Lefschetz element for S/I.
We say that a property (P ) holds for a generic sequence of homogeneous polyno-
mials f1, f2, . . . , fn ∈ S = K[x1, x2, . . . , xn] of given degrees d1, d2, . . . , dn if there ex-
ists a nonempty open Zariski subset U ⊂ Sd1 × Sd2 × · · · × Sdn such that for every
(f1, f2, . . . , fn) ∈ U the property (P) holds.
Conjecture.(Moreno) If f1, f2, . . . , fn ∈ S = K[x1, . . . , xn] is a generic sequence of homo-
geneous polynomials of given degrees d1, d2, . . . , dn, I = (f1, . . . , fn) and J is the initial
ideal of I with respect to the revlex order, then J is an almost revlex ideal, i.e. if u ∈ J is
a minimal generator of J then every monomial of the same degree which preceeds u must
be in J as well.
Theorem 2.1.1. If f1, f2, f3 ∈ S = K[x1, x2, x3] is a regular sequence of homogeneous
polynomials of given degrees d1, d2, d3 and I = (f1, f2, f3) such that S/I has the (SLP) then
J = Gin(I) is uniquely determined and is an almost reverse lexicographic ideal.
Proof. The theorem is a direct consequence of the Propositions 2.2.3, 2.2.8, 2.3.3, 2.3.8,
2.3.13 and 2.3.17.
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Theorem 2.1.2. The conjecture Moreno is true for n = 3 (and char(K) = 0).
Proof. Notice that (SLP) is an open condition. Also, the condition that a sequence of
homogeneous polynomial is regular is an open condition. It follows, using Theorem 2.1.1,
that for a generic sequence f1, f2, f3 of homogeneous polynomials of given degrees d1, d2, d3,
J = Gin(I) is almost revlex, where I = (f1, f2, f3). But the definition of the generic
initial ideal implies to choose a generic change of variables, and therefore for a generic
sequence f1, f2, f3 of homogeneous polynomials of given degrees in(I) is almost revlex, as
required.
From now on, we fix some integers 2 ≤ d1 ≤ d2 ≤ d3. Let f1, f2, f3 ∈ S = K[x1, x2, x3]
be a regular sequence of homogeneous polynomials of given degrees d1, d2, d3 and I =
(f1, f2, f3) such that S/I has the (SLP) and let J = Gin(I) be the generic initial ideal of
I, with respect to revers lexicographic order. We will use these conventions in the sections
2 and 3 of this chapter.
Remark 2.1.3. In order to compute J we will use the fact that J is a strongly stable
ideal, i.e. for any monomial u ∈ J and any indices j < i, if xi|u then xju/xi ∈ J . Also,
a theorem of Wiebe (see [34]) states that S/I has (SLP) if and only if x3 is a strong
Lefschetz element for S/J . We need to consider several cases: I. d1 + d2 ≤ d3 + 1 with 2
subcases d1 = d2 < d3, d1 < d2 < d3 (section 2) and II. d1 + d2 > d3 + 1 with 4 subcases:
d1 = d2 = d3, d1 = d2 < d3, d1 < d2 = d3, d1 < d2 < d3 (section 3).
The construction of J in all cases, follows the next procedure. For any nonnegative
integer k, we denote by Jk the set of monomials of degree k in J . We can easily compute
the cardinality of each Jk from the Hilbert series of S/J . We denote Shad(Jk) = {xiu :
1 ≤ i ≤ n, u ∈ Jk}. We begin with J0 = ∅ and we pass from Jk to Jk+1 noticing that
Jk+1 = Shad(Jk)∪ eventually some new monomial(s) (exactly |Jk+1| − |Shad(Jk)| new
monomials). The fact that J is strongly stable and that x3 is a strong Lefschetz element
for S/J tell us what we need to add to Shad(Jk) in order to obtain Jk+1. We continue
this procedure until k = d1 + d2 + d3 − 2 since Jk = Sk(=the set of all monomials of
degree k) for any k ≥ d1 + d2 + d3 − 2 and so we cannot add any new monomials in
larger degrees. J is the ideal generated by all monomials added to Shad(Jk) at some step
k. We will present detailed this construction only in the subcase d1 = d2 < d3 of the case
I.d1 + d2 ≤ d3 + 1 (Proposition 2.2.3), the other cases being presented in sketch, but the
reader can easily complete the proofs. The condition that S/I has (SLP) is needed. Indeed,
there are monomial ideals J such that S/J and S/I have the same Hilbert series, J is
strongly stable and x3 is a weak Lefschetz element for S/J , but is not strong Lefschetz. For
example,
J = (x1{x1, x2}
2, x42, x
2
1x
2
3, x
3
2, x
2
3, x1x2x
3
3, x1x
4
3, x
2
2x
4
3, x2x
5
3, x
7
3)
has H(S/J, t) = (1+ t+ t2)3, i.e. the Hilbert series of a complete intersection S/(f1, f2, f3),
with f1, f2, f3 homogeneous of degree 3. Also, J is strongly stable and x3 is a weak Lefschetz
element for S/J , but not strong Lefschetz, since the map (S/J)2
·x23→ (S/J)4 is not injective
and |(S/J)2| = |(S/J)4| = 6.
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2.2 Case d1 + d2 ≤ d3 + 1.
• Subcase d1 = d2 < d3.
Proposition 2.2.1. Let 2 ≤ d := d1 = d2 < d3 be positive integers such that 2d ≤ d3 + 1.
The Hilbert function of the standard graded complete intersection A = K[x1, x2, x3]/I,
where I is the ideal generated by f1, f2, f3, with fi homogeneous polynomials of degree di,
for all i, with 1 ≤ i ≤ 3, has the form:
1. H(A, k) =
(
k+2
k
)
, for k ≤ d− 1.
2. H(A, k) =
(
d+1
2
)
+
∑j
i=1(d− i), for k = d− 1 + j, where 0 ≤ j ≤ d− 1.
3. H(A, k) = d2, for 2d− 2 ≤ k ≤ d3 − 1.
4. H(A, k) = H(A, 2d+ d3 − 3− k) for k ≥ d3.
Proof. It follows from [31, Lemma 2.9(a)].
Corollary 2.2.2. In the conditions of Proposition 2.2.1, let J = Gin(I) be the generic
initial ideal of I with respect to the reverse lexicographic order. If we denote by Jk the set
of monomials of J of degree k, then:
1. Jk = ∅, for k ≤ d− 1.
2. |Jk| = j(j + 1), for k = d− 1 + j, where 0 ≤ j ≤ d− 1.
3. |Jk| = d(d− 1) + 2dj +
j(j−1)
2
, for k = 2d− 2 + j, where 0 ≤ j ≤ d3 + 1− 2d.
4. |Jk| =
d3(d3+1)
2
− d2 + jd3 + j(j + 1), for k = d3 − 1 + j, where 0 ≤ j ≤ d− 1.
5. |Jk| =
d3(d3−1)
2
+ d(d3 − 1) + j(d3 + 2d), for k = d+ d3 − 2 + j, where 0 ≤ j ≤ d.
6. Jk = Sk, for k ≥ 2d+ d3 − 2, where Sk is the set of monomials of degree k.
Proof. Using that |Jk| = |Sk|−H(S/J, k), together with the general fact that H(S/J, k) =
H(S/I, k), the proof follows immediately from Proposition 2.2.1.
I would like to express my gratitude to Dr.Marius Vladoiu for his help on the proof of
the following proposition and, in general, for his help on the sections 2.2 and 2.3.
Proposition 2.2.3. Let 2 ≤ d := d1 = d2 < d3 be positive integers such that 2d ≤ d3 + 1.
Let f1, f2, f3 ∈ K[x1, x2, x3] be a regular sequence of homogeneous polynomials of degrees
d1, d2, d3. If I = (f1, f2, f3), and J = Gin(I), the generic initial ideal with respect to the
reverse lexicographic order, and S/I has (SLP), then:
J = (xd1, x
d−j−1
1 x
2j+1
2 for 0 ≤ j ≤ d− 1, x
2d−2j−2
2 x
d3−2d+2j+2
3 {x1, x2}
j for 0 ≤ j ≤ d− 2,
xd3+2j−23 {x1, x2}
d−j for 1 ≤ j ≤ d).
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Proof. We have |Jd| = 2, hence Jd = {x
d−1
1 {x1, x2}}, since J is a strongly stable ideal.
Therefore:
Shad(Jd) = {x
d−1
1 {x1, x2}
2, xd−11 x3{x1, x2}},
Now we have two possibilities to analyze: d = 2 and d ≥ 3. First, suppose d ≥ 3.
Using the formulas from Corollary 2.2.2 we have |Jd+1|−|Shad(Jd)| = 1, so there is only
one generator to add to the set Shad(Jd) in order to obtain Jd+1. Since J is strongly stable,
we have only two possibilities: xd−21 x
3
2 or x
d−1
1 x
2
3. We cannot have x
d−1
1 x
2
3, since otherwise
the application
(S/J)d−1
·x23−→ (S/J)d+1,
with |(S/J)d−1| < |(S/J)d+1| (see Proposition 2.2.1) would not be injective (0 6= x
d−1
1 ∈
(S/J)d−1 and is mapped to 0), which is a contradiction to the fact that x3 is a strong
Lefschetz element for S/J . Hence:
Jd+1 = {x
d−2
1 {x1, x2}
3, xd−11 x3{x1, x2}}.
We prove by induction on j, with 1 ≤ j ≤ d− 2, that:
Jd+j = Shad(Jd+j−1) ∪ {x
d−j−1
1 x
2j+1
2 } =
= {xd−j−11 {x1, x2}
2j+1, xd−j1 x3{x1, x2}
2j−1, . . . , xd−11 x
j
3{x1, x2}}.
The assertion was checked above for j = 1. Assume now that the statement is true for
some j < d− 2. Then Shad(Jd+j) is the following set:
{xd−j−11 {x1, x2}
2j+2, xd−j−11 x3{x1, x2}
2j+1, xd−j1 x
2
3{x1, x2}
2j−1, . . . , xd−11 x
j+1
3 {x1, x2}}.
We have |Jd+j+1| − |Shad(Jd+j)| = 1, so we must add only one generator to Shad(Jd+j)
to get Jd+j+1. The ideal J , being strongly stable, allows only two possibilities, namely
xd−j−21 x
2j+3
2 or x
d−2
1 x
2
2x
j+1
3 . The second one is not allowed because the application
(S/J)d
·xj+13−→ (S/J)d+j+1
would not be injective (0 6= xd−21 x
2
2 ∈ (S/J)d and is mapped to 0), x3 being a strong-
Lefschetz element for S/J . Therefore, we must add xd−j−21 x
2j+3
2 and our claim is proved.
In particular, we obtain
J2d−2 = {x1{x1, x2}
2d−3, x21x3{x1, x2}
2d−5, . . . , xd−11 x
d−2
3 {x1, x2}}.
In order to compute Jk, with 2d− 2 ≤ k ≤ d3, we must consider two posibilities.
• 1. d3 = 2d− 1.
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Since |J2d−1| − |Shad(J2d−2)| = 2, there are two generators to add to Shad(J2d−2). We
prove that these generators are x2d−12 , x
2d−2
2 x3. Assuming by contradiction that we have
other generators, since J is strongly stable, it follows that there is at least one generator
from the set {x1x
2d−4
2 x
2
3, x
2
1x
2d−6
2 x
3
3, . . . , x
d−2
1 x
2
2x
d−1
3 }. Then, the application (S/J)2d−3
·x23−→
(S/J)2d−1 would not be injective, a contradiction since x3 is a strong Lefschetz element for
S/J . Therefore
J2d−1 = Jd3 = {{x1, x2}
2d−1, x3{x1, x2}
2d−2, . . . , xd−11 x
d−1
3 {x1, x2}}.
• 2. d3 > 2d− 1.
Since |J2d−1| − |Shad(J2d−2)| = 1, there is only one generator to add to Shad(J2d−2),
which can be selected from the set {x2d−12 , x1x
2d−4
2 x
2
3, x
2
1x
2d−6
2 x
3
3, . . . , x
d−2
1 x
2
2x
d−1
3 } because
J is strongly stable. In a similar manner to what we have done above can be shown that,
x3 being a strong Lefschetz element, leaves us as unique possibility x
2d−1
2 , therefore:
J2d−1 = {{x1, x2}
2d−1, x1x3{x1, x2}
2d−3, . . . , xd−11 x
d−1
3 {x1, x2}}.
One can easily show, using induction on 1 ≤ j ≤ d3 − 2d, if case, that |J2d−1+j | =
|Shad(J2d−2+j)| and J2d−1+j is the set
{{x1, x2}
2d−1+j , . . . , xj3{x1, x2}
2d−1, xj+13 x1{x1, x2}
2d−2, . . . , xd+j−13 x
d−1
1 {x1, x2}}.
In particular, we obtain that Jd3−1 is the set
{{x1, x2}
d3−1, . . . , xd3−2d3 {x1, x2}
2d−1, xd3−2d+13 x1{x1, x2}
2d−3, . . . , xd3−d−13 x
d−1
1 {x1, x2}}.
Since |Jd3 | − |Shad(Jd3−1)| = 1, the generator which has to be add to Shad(Jd3−1) can
be selected from the set {x2d−22 x
d3−2d+2
3 , x1x
2d−4
2 x
d3−2d+3
3 , . . . , x
d−2
1 x
2
2x
d3−d
3 } such that J is
strongly stable. The generator is x2d−22 x
d3−2d+2
3 , otherwise the application (S/J)2d−3
·x
d3−2d+3
3−→
(S/J)d3 is not injective, a contradiction, since x3 is a strong Lefschetz element for S/J .
Hence, we get that Jd3 is
{{x1, x2}
d3 , . . . , xd3−2d+23 {x1, x2}
2d−2, x21x
d3−2d+3
3 {x1, x2}
2d−5, . . . , xd3−d3 x
d−1
1 {x1, x2}},
and one can check that is the same formula as in 1.(d3 = 2d− 1).
Now, we show by induction on 1 ≤ j ≤ d− 2 that
Jd3+j = Shad(Jd3−1+j) ∪ {x
2d−2j−2
2 x
d3−2d+2j+2
3 {x1, x2}
j}.
Indeed, for j = 1, |Jd3+1| − |Shad(Jd3)| = 2 and the generators which must be added are
x1x
2d−4
2 x
d3−2d+4
3 , x
2d−3
2 x
d3−2d+4
3 . If not, since J is strongly stable, then at least one of the
generators belongs to the set {x21x
2d−6
2 x
d3−2d+5
3 , . . . , x
d−2
1 x
2
2x
d3−d+1
3 } (for d = 3 this is the
emptyset). but then the map (S/J)2d−4
x
d3−2d+5
3−→ (S/J)d3+1 is not injective, contradiction.
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Assume now that we proved the assertion for some j < d − 2. Then |Jd3+j+1| −
|Shad(Jd3+j)| = j + 2 and the new generators are x
2d−2j−4
2 x
d3−2d+2j+4
3 {x1, x2}
j+1. Indeed,
if not, since J is strongly stable, then at least one of the generators belongs to the set
{xj+21 x
2d−2j−6
2 x
d3−2d+2j+5
3 , . . . , x
d−2
1 x
2
2x
d3−d+j+1
3 } (for d = 3 this is the emptyset...) but then
the map (S/J)2d−j−4
x
d3−2d+2j+5
3 −→ (S/J)d3+j+1 is not injective, contradiction, and we are done.
Hence,
Jd3+d−2 = {{x1, x2}
d3+d−2, x3{x1, x2}
d+d3−3, . . . , xd3−23 {x1, x2}
d}.
We prove by induction on 1 ≤ j ≤ d that Jd+d3−2+j = Shad(Jd+d3−3+j)∪x
d3+2j−2
3 {x1, x2}
d−j.
If j = 1 then |Jd+d3−1| − |Shad(Jd+d3−2)| = d so we must add d generators, which are pre-
cisely the elements of the set xd33 {x1, x2}
d−1. Indeed, if we have a generator which does not
belong to the set it is divisible by xd3+13 and therefore the map (S/J)d−2
·x
d3+1
3−→ (S/J)d3+d−1
is not injective, which is a contradiction with x3 is a strong Lefschetz element for S/J
(the map has to be bijective). The induction step is similar and finally we obtain that
Jd3+2d−2 = Sd3+2d−2 and thus we cannot add new minimal generators of J in degree
> d3 + 2d− 2.
In order to complete the proof we must consider now d = 2. The hypothesis implies
d3 ≥ 3. We already seen that J2 = {x
2
1, x1x2} and Shad(J2) = {x1{x1, x2}
2, x1x3{x1, x2}}.
Using the formulas from Corollary 2.2.2 we have |J3| − |Shad(J2)| = 1, so there is only
one generator to add to the set Shad(Jd) in order to obtain Jd+1.
Since J is strongly stable, we have only two possibilities: x32 or x1x
2
3. We can not have
x1x
2
3, since otherwise the application
(S/J)1
·x23−→ (S/J)3,
with |(S/J)1| < |(S/J)3| (see Proposition 2.2.1) would not be injective (0 6= x1 ∈ (S/J)1
and is mapped to 0), which is a contradiction to the fact that x3 is a strong Lefschetz
element for S/J . Hence:
J3 = {{x1, x2}
3, x1x3{x1, x2}}.
Assume now d3 ≥ 4. One can easily show, using induction on 1 ≤ j ≤ d3 − 4, if case, that
|J3+j| = |Shad(J2+j)| and J3+j is the set
{{x1, x2}
3+j, . . . , xj3{x1, x2}
3, xj+13 x1{x1, x2}}.
In particular, we obtain that
Jd3−1 = {{x1, x2}
d3−1, . . . , xd3−43 {x1, x2}
3, xd3−33 x1{x1, x2}}.
Since |Jd3| − |Shad(Jd3−1)| = 1, the generator which has to be add to Shad(Jd3−1) is
exactly x22x
d3−2
3 such that J is strongly stable. Hence, we get
Jd3 = {{x1, x2}
d3 , . . . , xd3−33 {x1, x2}
3, x1x
d3−2
3 {x1, x2}},
and one can check that is the same formula as in the case d3 = 3.
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Since |Jd3+1| − |Shad(Jd3)| = 1, there is only one generator to add to the set Shad(Jde)
in order to obtain Jd3+1. Since J is strongly stable, we have only two possibilities: x
2
2x
d3−1
3
or x1x
d3
3 . We can not have x1x
d3
3 , since otherwise the application
(S/J)1
·x
d3
3−→ (S/J)d3+1,
with |(S/J)1| = |(S/J)3| (see Proposition 2.2.1) would not be injective (0 6= x1 ∈ (S/J)1
and is mapped to 0), which is a contradiction to the fact that x3 is a strong Lefschetz
element for S/J . Hence:
Jd3+1 = {{x1, x2}
d3+1, . . . , xd3−13 {x1, x2}
2}.
Since |Jd3+2| − |Shad(Jd3+1)| = 2 and J is strongly stable, we must add x1x
d3+1
3 and
x2x
d3+1
3 at Shad(Jd3+1) in order to obtain Jd3+2. Hence Jd3+2 = Sd3+2 \ {x
d3+2
3 }. Finally,
since Jd3+3 = Sd3+3 we add x
d3+3
3 at Shad(Jd3+2) and thus we cannot add new minimal
generators of J in degree > d3 + 2.
Corollary 2.2.4. In the conditions of the above proposition, the number of minimal gen-
erators of J is d2 + d+ 1.
Example 2.2.5. Let d1 = d2 = 3 and d3 = 9. Proposition 2.2.3 implies:
J = (x31, x
2
1x2, x1x
3
2, x
5
2, x
4
2x
5
3, x1x
2
2x
7
3, x
3
2x
7
3, x
9
3{x1, x2}
2, x113 {x1, x2}, x
13
3 ).
• Subcase d1 < d2 < d3.
Proposition 2.2.6. Let 2 ≤ d1 < d2 < d3 be positive integers such that
d1 + d2 ≤ d3 + 1. The Hilbert function of the standard graded complete intersection
A = K[x1, x2, x3]/I, where I is the ideal generated by f1, f2, f3, with fi homogeneous
polynomials of degree di, for all i, with 1 ≤ i ≤ 3, has the form:
1. H(A, k) =
(
k+2
k
)
, for k ≤ d1 − 1.
2. H(A, k) =
(
d1+1
2
)
+ jd1, for k = j + d1 − 1, where 0 ≤ j ≤ d2 − d1.
3. H(A, k) =
(
d1+1
2
)
+d1(d2−d1)+
∑j
i=1(d1−i), for k = j+d2−1, where 0 ≤ j ≤ d1−1.
4. H(A, k) = d1d2, for d1 + d2 − 2 ≤ k ≤ d3 − 1.
5. H(A, k) = H(A, d1 + d2 + d3 − 3− k) for k ≥ d3.
Proof. It follows from [31, Lemma 2.9(a)].
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Corollary 2.2.7. In the conditions of Proposition 2.2.6, let J = Gin(I) be the generic
initial ideal of I with respect to the reverse lexicographic order. If we denote by Jk the set
of monomials of J of degree k, then:
1. |Jk| = 0, for k ≤ d− 1.
2. |Jk| = j(j + 1)/2, for k = j + d1 − 1, where 0 ≤ j ≤ d2 − d1.
3. |Jk| =
(d2−d1)((d2−d1−1))
2
+j(d2−d1)+j(j+1), for k = j+d2−1, where 0 ≤ j ≤ d1−1.
4. |Jk| =
d21+d
2
2−d1−d2
2
+ j(d1 + d2) +
j(j−1)
2
, for k = j + d1 + d2 − 2, where 0 ≤ j ≤
d3 − d1 − d2 + 1.
5. |Jk| =
d23+d3−2d1d2
2
+ jd3 + j(j + 1), for k = j + d3 − 1 where 0 ≤ j ≤ d1 − 1.
6. |Jk| =
(d1+d3)(d1+d3−1)+d21−d1−2d1d2
2
+ j(d3+2d1)+
j(j−1)
2
, for k = j+ d1+ d3− 2, where
0 ≤ j ≤ d2 − d1 .
7. |Jk| =
(d2+d3)(d2+d3−1)+d1(d1−1)
2
+j(d1+d2+d3), for k = d2+d3−2, where 0 ≤ j ≤ d1−1.
8. Jk = Sk, for k ≥ 3d− 2.
Proposition 2.2.8. Let 2 ≤ d1 < d2 < d3 be positive integers such that d1 + d2 ≤ d3 + 1.
Let f1, f2, f3 ∈ K[x1, x2, x3] be a regular sequence of homogeneous polynomials of degrees
d1, d2, d3. If I = (f1, f2, f3) ,J = Gin(I), the generic initial ideal with respect to the reverse
lexicographic order, and S/I has (SLP),then:
J = (xd11 , x
d1−j
1 x
d2−d1+2j−1
2 for 1 ≤ j ≤ d1 − 1, x
d1+d2−1
2 , x
d1+d2−2
2 x
d3−d1−d2+2
3 ,
xd3−d1−d2+2j+23 x
d1+d2−2j−2
2 {x1, x2}
j for 1 ≤ j ≤ d1 − 2,
xd3+d1−d2−2+2j3 x
d2−d1+1−j
2 {x1, x2}
d1−1 for 1 ≤ j ≤ d2 − d1,
xd3+d2−d1+2j−23 {x1, x2}
d1−j for 1 ≤ j ≤ d1).
Proof. We have |Jd1 | = 1, hence Jd1 = {x
d1
1 }, since J is a strongly stable ideal. Therefore:
Shad(Jd1) = {x
d1
1 {x1, x2}, x
d1
1 x3}.
Assume d2 > d1 + 1. Since |Jd1+1| = |Shad(Jd1)| from the formulas of 2.2.7, if follows
Jd1+1 = Shad(Jd1). We prove by induction on 1 ≤ j ≤ d2 − d1 − 1 that
Jd1+j = Shad(Jd1+j−1) = {x
d1
1 {x1, x2}
j, x3x
d1
1 {x1, x2}
j−1, . . . , xj3x
d1
1 }.
Indeed, the case j = 1 is already proved. Suppose the assertion is true for some j <
d2 − d1 − 1. Since |Jd1+j+1| − |Shad(Jd1+j)| = 0 it follows that
Jd1+j+1 = Shad(Jd1+j) = {x
d1
1 {x1, x2}
j+1, x3x
d1
1 {x1, x2}
j , . . . , xj+13 x
d1
1 }
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thus we are done. In particular, we get
Jd2−1 = {x
d1
1 {x1, x2}
d2−d1−1, x3x
d1
1 {x1, x2}
d2−d1−2, . . . , xd2−d1−13 x
d1
1 }
which is the same formula as in the case d2 = d1 + 1.
We have |Jd2 | − |Shad(Jd2−1)| = 1 so we must add a new generator to Shad(Jd2−1) to
obtain Jd2 . Since J is strongly stable and x3 is a strong Lefschetz element for S/J this new
generator is xd1−11 x
d2−d1+1
2 , therefore
Jd2 = {x
d1−1
1 {x1, x2}
d2−d1+1, x3x
d1
1 {x1, x2}
d2−d1−1, . . . , xd2−d13 x
d1
1 }.
Assume d1 > 2. We prove by induction on 1 ≤ j ≤ d1 − 1 that
Jd2−1+j = Shad(Jd2−2+j) ∪ {x
d1−j
1 x
d2−d1+2j−1
2 } = {x
d1−j
1 {x1, x2}
d2−d1+2j−1,
x3x
d1−j+1
1 {x1, x2}
d2−d1+2j−3, . . . , xj3x
d1
1 {x1, x2}
d2−d1−1, . . . , xd2−d1+j−13 x
d1
1 }.
The assertion was proved for j = 1. Suppose 1 ≤ j < d1− 1 and the assertion is true for j.
We have |Jd2+j|−|Shad(Jd2−1+j)| = 1, thus we must add a new generator to Shad(Jd2−1+j)
in order to obtain Jd2+j and since J is strongly stable and x3 is a strong Lefschetz element
for S/J , this is xd1−j−11 x
d2−d1+2j+1
2 and we are done. In particular, we obtain:
Jd1+d2−2 = {x1{x1, x2}
d1+d2−3, x3x
2
1{x1, x2}
d1+d2−5, . . . ,
xd1−13 x
d1
1 {x1, x2}
d2−d1−1, xd13 x
d1
1 {x1, x2}
d2−d1−2, . . . , xd2−23 x
d1
1 }
and one can check that is the same expression as in the case d1 = 2.
In order to compute Jk, with 2d− 2 ≤ k ≤ d3, we must consider two possibilities.
• 1.d3 = d1 + d2 − 1.
Since |Jd1+d2−1|−|Shad(Jd1+d2−2)| = 2, there are two generators to add to Shad(Jd1+d2−2)
to get Jd1+d2−1, but on the other hand J is strongly stable and x3 is a strong Lefschetz
element for S/J so these generators must be xd1+d2−12 , x
d1+d2−2
2 x3. Therefore:
Jd1+d2−1 = Jd3 = {{x1, x2}
d1+d2−1, x3{x1, x2}
d1+d2−2, . . . , xd11 x
d2−1
3 }.
• 2.d3 > d1 + d2 − 1.
Since |Jd1+d2−1|−|Shad(Jd1+d2−2)| = 1, there is only one generator to add to Shad(J2d−2),
which is precisely xd1+d2−12 since J is strongly stable and x3 is a strong Lefschetz element
for S/J . Therefore
Jd1+d2−1 = {{x1, x2}
d1+d2−1, x1x3{x1, x2}
d1+d2−3, . . . , xd11 x
d2−1
3 }.
One can easily show, using induction on 1 ≤ j ≤ d3 − d1 − d2, if case, that
|Jd1+d2−1+j | = |Shad(Jd1+d2−2+j)| and Jd1+d2−1+j is the set
{{x1, x2}
j+d1+d2−1, x3{x1, x2}
j+d1+d2−2, . . . , xj3{x1, x2}
d1+d2−1,
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xj+13 x1{x1, x2}
d1+d2−3, . . . , xd1+j3 x
d1
1 {x1, x2}
d2−d1−1, . . . , xj+d2−13 x
d1
1 }
So Jd3−1 = {{x1, x2}
d3−1, x3{x1, x2}
d3−2, . . . , xd3−d1−d23 {x1, x2}
d1+d2−1,
xd3−d1−d2+13 x1{x1, x2}
d1+d2−3, . . . , xd3−d23 x
d1
1 {x1, x2}
d2−d1−1, . . . , xd3−d1−13 x
d1
1 }
Since |Jd3 |−|Shad(Jd3−1)| = 1, J is strongly stable and x3 is a strong Lefschetz element
for S/J , the generator which has to be added to Shad(Jd3−1) is x
d1+d2−2
2 x
d3−d1−d2+2
3 . Hence,
we get
Jd3 = {{x1, x2}
d3 , x3{x1, x2}
d3−1, . . . , xd3−d1−d2+23 {x1, x2}
d1+d2−2,
xd3−d1−d2+33 x
2
1{x1, x2}
d1+d2−5, . . . , xd3−d2+13 x
d1
1 {x1, x2}
d2−d1−1, . . . , xd3−d13 x
d1
1 , }
and one can check that is the same formula as in 1.(d3 = d1 + d2 − 1).
Assume now d1 > 2. We show by induction on 1 ≤ j ≤ d1 − 2 that
Jd3+j = Shad(Jd3−1+j) ∪ {x
j
1x
d3−d1−d2+2j+2
3 x
d1+d2−2j−2
2 , . . . , x
d3−d1−d2+2j+2
3 x
d1+d2−2−j
2 }.
Indeed, for j = 1, |Jd3+1|− |Shad(Jd3)| = 2 so we must add two generators to Shad(Jd3) in
order to obtain Jd3+1. Since J is strongly stable and x3 is a strong Lefschetz element for S/J ,
these new generators are x1x
d3−d1−d2+4
3 x
d1+d2−2j−4
2 and x
d3−d1−d2+4
3 x
d1+d2−2j−3
2 . Assume now
that we proved the assertion for some j < d1−2. Then |Jd3+j+1|−|Shad(Jd3+j)| = j+2 and
since J is strongly stable and x3 is a strong Lefschetz element for S/J , the new generators
are xd3−d1−d2+2j+43 x
d1+d2−2j−4
2 {x1, x2}
j+1 as required. Hence, we get
Jd1+d3−2 = {{x1, x2}
d1+d3−2, . . . , xd3+d1−d2−23 {x1, x2}
d2,
xd11 x
d3+d1−d2−1
3 {x1, x2}
d2 , . . . , xd11 x
d3−2
3 },
and one can check that is the same formula as in the case d1 = 2.
We have |Jd1+d3−1| − |Shad(Jd1+d3−2)| = d1 so we must add d1 new generators to
Shad(Jd1+d3−2) and since J is strongly stable and x3 is a strong Lefschetz element for S/J ,
they are xd3+d1−d23 x
d2−d1
2 {x1, x2}
d1−1. Therefore Jd1+d3−1 is the set
{{x1, x2}
d1+d3−1, .., xd3+d1−d23 {x1, x2}
d2−1, xd11 x
d3+d1−d2+1
3 {x1, x2}
d2−d1−2, .., xd11 x
d3−1
3 }.
Suppose d1 > 2. We prove by induction on 1 ≤ j ≤ d2 − d1 that:
Jd1+d3−2+j = Shad(Jd1+d3−3+j) ∪ {x
d3+d1−d2−2+2j
3 x
d2−d1+1−j
2 {x1, x2}
d1−1} =
= {{x1, x2}
d1+d3−2+j , . . . , xd3+d1−d2−2+2j3 {x1, x2}
d2−j ,
xd11 x
d3+d1−d2−1+2j
3 {x1, x2}
d2−d1−j−1, . . . , xd11 x
d3−2+j
3 }.
We already proved this for j = 1. Suppose the assertion is true for some j < d2− d1. Since
|Jd1+d3−1+j |− |Shad(Jd1+d3−2+j)| = d1 we must add d1 new generators to Shad(Jd1+d3−2+j)
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and these new generators are xd3+d1−d2−2+2j3 x
d2−d1+1−j
2 {x1, x2}
d1−1 because J is strongly
stable and x3 is a strong Lefschetz element for S/J . In particular, we get:
Jd2+d3−2 = {{x1, x2}
d2+d3−2, x3{x1, x2}
d2+d3−3, . . . , xd3+d2−d1−23 {x1, x2}
d1},
which is the same formula as in the case d1 = 2.
We prove by induction on 1 ≤ j ≤ d1 that
Jd2+d3−2+j = Shad(Jd2+d3−3+j) ∪ {x
d3+d2−d1+2j−2
3 {x1, x2}
d1−j}.
If j = 1 then |Jd2+d3−1| − |Shad(Jd2+d3−2)| = d1 so we must add d1 generators, which
are precisely the elements of the set xd33 {x1, x2}
d−1 since J is strongly stable and x3 is
a strong Lefschetz element for S/J . The induction step is similar and finally we obtain
that Jd3+2d−2 = Sd3+2d−2 and thus we cannot add new minimal generators of J in degrees
> d3 + 2d− 2.
Corollary 2.2.9. In the conditions of the above proposition, the number of minimal gen-
erators of J is 1 + d1 + d1d2.
Example 2.2.10. Let d1 = 3, d2 = 4 and d3 = 9. Then
J = (x31, x
2
1x
2
2, x1x
4
2, x
6
2, x
5
2x3, x
6
3x
3
2{x1, x2},
x83x2{x1, x2}
2, x103 {x1, x2}
2, x123 {x1, x2}, x
14
3 ).
2.3 Case d1 + d2 > d3 + 1.
• Subcase d1 = d2 = d3.
Proposition 2.3.1. Let 2 ≤ d := d1 = d2 = d3 be positive integers. The Hilbert function
of the standard graded complete intersection A = K[x1, x2, x3]/I, where I is the ideal
generated by f1, f2, f3, with fi homogeneous polynomials of degree di, for all i, with
1 ≤ i ≤ 3, has the form:
1. H(A, k) =
(
k+2
k
)
, for k ≤ d− 1.
2. H(A, k) =
(
k+2
2
)
− 3j(j+1)
2
, for k = j + d− 1, where 0 ≤ j ≤
⌊
d−1
2
⌋
.
3. H(A, k) = H(A, 3d− k − 3), for k ≥
⌈
3d−3
2
⌉
.
Proof. It follows from [31, Lemma 2.9(b)].
Corollary 2.3.2. In the conditions of Proposition 2.3.1, let J = Gin(I) be the generic
initial ideal of I with respect to the reverse lexicographic order. If we denote by Jk the set
of monomials of J of degree k, then:
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1. |Jk| = 0, for k ≤ d− 1.
2. |Jk| =
3j(j+1)
2
, for k = d− 1 + j, where 0 ≤ j ≤ [3d−1
2
].
3. If d is even, then |Jk| =
3d2+3d(4j+2)
8
+ 3j(j+1))
2
, for k = j + 3d−2
2
, where 0 ≤ j ≤ d−2
2
.
If d is odd, then |Jk| =
3(d2−1)+12jd
8
+ 3j
2
2
, for k = j + 3d−3
2
, where 0 ≤ j ≤ d−1
2
.
4. |Jk| =
3d(d−1)
2
+ 3jd, for k = j + 2d− 2, where 0 ≤ j ≤ d− 1.
5. Jk = Sk, for k ≥ 3d− 2.
Proposition 2.3.3. Let 2 ≤ d := d1 = d2 = d3 be positive integers. Let f1, f2, f3 ∈
K[x1, x2, x3] be a regular sequence of homogeneous polynomials of degrees d1, d2, d3. If I =
(f1, f2, f3) , J = Gin(I), the generic initial ideal with respect to the reverse lexicographic
order, and S/I has (SLP), then:
J = (xd−21 {x1, x2}
2, xd−2j−11 x
3j+1
2 , x
d−2j−2
1 x
3j+2
2 for 1 ≤ j ≤
d− 3
2
, x
3d−1
2
2 , x3x
3d−3
3
2 ,
x2j+13 x
2j
1 x
3d−3
2
−3j
2 , . . . , x
2j+1
3 x
3d−3
2
−j
2 , 1 ≤ j ≤
d− 3
2
, xd−2+2j3 {x1, x2}
d−j , 1 ≤ j ≤ d)
if d is odd, or
J = (xd−21 {x1, x2}
2, xd−2j−11 x
3j+1
2 , x
d−2j−2
1 x
3j+2
2 for 1 ≤ j ≤
d− 4
2
, x1x
3d−4
2
2 , x
3d−2
2
2 ,
x2j3 x
2j−1
1 x
3d
2
−3j
2 , . . . , x
2j
3 x
3d−2
2
−j
2 , 1 ≤ j ≤
d− 2
2
, xd−2+2j3 {x1, x2}
d−j , 1 ≤ j ≤ d)
if d is even.
Proof. We have |Jd| = 3, hence Jd = {x
d−2
1 {x1, x2}
2}, since J is strongly stable and x3 is
strong Lefschetz for S/J . Therefore:
Shad(Jd) = {x
d−2
1 {x1, x2}
3, xd−21 x3{x1, x2}
2}.
Now we have four possibilities to analyze: d = 2, d = 3, d = 4 and d ≥ 5.
d = 2. Using the formulas from Corrolary 2.3.2 we have |J3| − |Shad(J2)| = 2 so there
are two generators to add to Shad(J2) to obtain J3. Since J is strongly stable and x3 is a
strong Lefschetz element for S/J these new generators are x23x1 and x
2
3x2. Therefore
J3 = {{x1, x2}
3, x3{x1, x2}
2, x23{x1, x2}}.
Since |J4| − |Shad(J3)| = 1 there is only one generator to add to Shad(J3) and this is
precisely x43. It follows J4 = S4 and thus we cannot add new minimal generators of J in
degree > 5.
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d = 3. We have |J4| − |Shad(J3)| = 2 so there are two generators to add to Shad(J3)
to obtain J4. Since J is strongly stable and x3 is a strong Lefschetz element for S/J these
new generators are x42 and x3x
3
2. Therefore
J4 = {{x1, x2}
4, x3{x1, x2}
3}.
Since |J5| − |Shad(J4)| = 3 there are three new monomials to add to Shad(J4) in order
to obtain J5. Since J is strongly stable and x3 is a strong Lefschetz element for S/J these
new generators are x33{x1, x2}
2. Analogously, we must add two new monomial to Shad(J5)
in order to obtain J6 and these are x
5
3{x1, x2}. Finally, we will add x
7
3 and thus we cannot
add new minimal generators of J in degree > 7.
d = 4. We have |J4| − |Shad(J3)| = 2 so there are two generators to add to Shad(J4)
to obtain J5. Since J is strongly stable and x3 is a strong Lefschetz element for S/J these
new generators are x1x
4
2 and x
5
2. Therefore
J5 = {{x1, x2}
5, x21x3{x1, x2}
2}.
Since |J6| − |Shad(J5)| = 2 there are two new monomials to add to Shad(J5) in order to
obtain J6 and using the usual argument these new monomials are x
2
3x1x
2
2, x
2
3x
4
2. It follows
J6 = {{x1, x2}
6, x3{x1, x2}
5, x23{x1, x2}
4}.
Finally, we will add consequently x43{x1, x2}
3, x63{x1, x2}
2, x83{x1, x2} and x
10
3 .
Suppose now d ≥ 5. We have |Jd+1|−|Shad(Jd)| = 2 so there are two generators to add
to Shad(Jd) to obtain Jd+1. Since J is strongly stable and x3 is a strong Lefschetz element
for S/J these new generators are xd−31 x
4
2, x
d−4
1 x
5
2. It follows
Jd+1 = {x
d−4
1 {x1, x2}
5, xd−21 x3{x1, x2}
3, xd−21 x
2
3{x1, x2}
2}.
We prove by induction on j, with 1 ≤ j ≤
⌊
d−3
2
⌋
that
Jd+j = Shad(Jd+j−1) ∪ {x
d−2j−1
1 x
3j+1
2 , x
d−2j−2
1 x
3j+2
2 } =
= {xd−2j−21 {x1, x2}
3j+2, xd−2j+11 x3{x1, x2}
3j−1, . . . , xd−21 x
j
3{x1, x2}
2},
the assertion being checked for j = 1. Assume now that the statement is true for some
j ≤
⌊
d−3
2
⌋
. Then
Shad(Jd+j) = {x
d−2j−2
1 {x1, x2}
3j+3, xd−2j−21 x3{x1, x2}
3j+2, . . . , xd−21 x
j+1
3 {x1, x2}
2}.
Since |Jd+j+1| − |Shad(Jd+j)| = 2 we must add two generators to Shad(Jd+j) to obtain
Jd+j+1. Using the fact that J is strongly stable and x3 is a strong Lefschetz element for
S/J it follows that these new generators are xd−2j−31 x
3j+4
2 , x
d−2j−4
1 x
3j+5
2 , so the induction
step is fulfilled.
We must consider now two possibilities.
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1. d is odd. We obtain
J 3d−3
2
= {x1{x1, x2}
3d−5
2 , x31x3{x1, x2}
3d−11
2 , . . . , xd−21 x
d−3
2
3 {x1, x2}
2}.
Since |J 3d−1
2
|− |Shad(J 3d−3
2
)| = 2 there are two generators to add to Shad(J 3d−3
2
) to obtain
J 3d−1
2
, and they must be x
3d−1
2
2 , x3x
3d−3
3
2 using the usual argument. Therefore,
J 3d−1
2
= {{x1, x2}
3d−1
2 , x3{x1, x2}
3d−3
2 , . . . , xd−21 x
d−1
2
3 {x1, x2}
2}.
Since |J 3d+1
2
|−|Shad(J 3d−1
2
)| = 1 we must add a 3 new generators to Shad(J 3d−1
2
) to obtain
J 3d+1
2
and since J is strongly stable and x3 is a strong Lefschetz element for S/J , they are
x21x
3
3x
3d−9
2
2 , x1x
3
3x
3d−7
2
2 , x
3
3x
3d−5
2
2 .
We prove by induction on j, with 1 ≤ j ≤ d−3
2
that
J 3d−1
2
+j = {Shad(J 3d−3
2
+j)} ∪ {x
2j+1
3 x
2j
1 x
3d−3
2
−3j
2 , . . . , x
2j+1
3 x
3d−3
2
−j
2 } =
= {{x1, x2}
3d−1
2
+j , x3{x1, x2}
3d−3
2
+j , . . . , x2j+13 {x1, x2}
3d−3
2
−j ,
x2j+23 x
2j+3
1 {x1, x2}
3d−11
2
−3j , . . . , xd−21 x
d−1
2
+j
3 {x1, x2}
2}.
This assertion is proved for j = 1. Assume the assertion is true for some j < d−3
2
. Since
|J 3d+1
2
+j| − |Shad(J 3d−1
2
+j)| = 2j + 3 we must add 2j + 3 new generators to Shad(J 3d−1
2
+j)
in order to obtain J 3d+1
2
+j. The usual argument implies that those new generators are
x2j+33 x
2j+2
1 x
3d−3
2
−3j−3
2 , . . . , x
2j+3
3 x
3d−3
2
−j−1
2 , which conclude the induction.
2. d is even. We obtain
J 3d−4
2
= {x21{x1, x2}
3d−8
2 , x41x3{x1, x2}
3d−14
2 , . . . , xd−21 x
d−4
2
3 {x1, x2}
2}.
We have |J 3d−2
2
|− |Shad(J 3d−4
2
)| = 2 so we must add two new generators to Shad(J 3d−4
2
) to
obtain J 3d−2
2
. Since J is strongly stable and x3 is a strong Lefschetz element for S/J , they
are x1x
3d−4
2
2 and x
3d−2
2
2 , therefore
J 3d−2
2
= {{x1, x2}
3d−2
2 , x21x3{x1, x2}
3d−8
2 , . . . , xd−21 x
d−2
2
3 {x1, x2}
2}.
Since |J 3d
2
| − |Shad(J 3d−2
2
)| = 2 we must add two new generators to Shad(J 3d−2
2
) in order
to obtain J 3d
2
and since J is strongly stable and x3 is a strong Lefschetz element for S/J ,
they are x1x
2
3x
3d−6
2
2 and x
2
3x
3d−4
2
2 .
We prove by induction on j, with 1 ≤ j ≤ d−2
2
that
J 3d−2
2
+j = Shad(J 3d−4
2
+j) ∪ {x
2j
3 x
2j−1
1 x
3d
2
−3j
2 , . . . , x
2j
3 x
3d−2
2
−j
2 }.
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The assertion has been proved for j = 1 and suppose it is true for some
j < d−2
2
. Since |J 3d
2
+j | − |Shad(J 3d−2
2
+j)| = 2j + 2 we must add 2j + 2 generators to
Shad(J 3d−2
2
+j) in order to obtain J 3d
2
+j and since J is strongly stable and x3 is a strong
Lefschetz element for S/J they must be x2j+23 x
2j+1
1 x
3d
2
−3j−3
2 , . . . , x
2j+2
3 x
3d−4
2
−j
2 , which con-
clude the induction.
Either if d is even, either if d is odd, we obtain
J2d−2 = {{x1, x2}
2d−2, x3{x1, x2}
2d−2, . . . , xd−23 {x1, x2}
d} = {{x1, x2}
d{x1, x2, x3}
d−2}.
Since |J2d−1| − |Shad(J2d−2)| = d we must add d new generators to Shad(J2d−2) to obtain
J2d−1. But J is strongly stable and x3 is a strong Lefschetz element for S/J , so we must
add xd3{x1, x2}
d−1, therefore J2d−1 = {{x1, x2}
d−1{x1, x2, x3}
d}. Using induction on j ≤ d,
we prove that
J2d−2+j = Shad(J2d−3+j) ∪ {x
d−2+2j
3 {x1, x2}
d−j} = {x1, x2}
d−j{x1, x2, x3}
d−2+2j .
For j = 1 we already proved. Suppose the assertion is true for j < d. We have |J2d−1+j | −
|Shad(J2d−2+j)| = d− j so we must add d− j new monomials to Shad(J2d−2+j) to obtain
J2d−1+j and from the usual argument, these new monomials are x
d+2j
3 {x1, x2}
d−j−1. Finally,
since J3d−2 = S3d−2 we cannot add new minimal generators of J in degree > 3d− 2.
Corollary 2.3.4. In the conditions above, the number of minimal generators of J is 1 +
d(d+1)
2
+ (d+1)
2
4
when d is odd, or 1 + d(d+1)
2
+ d(d+2)
4
when d is even.
Example 2.3.5. 1. Let d1 = d2 = d3 = 5. Then
J = (x31{x1, x2}
2, x21x
4
2, x1x
5
2, x
7
2, x3x
6
2, x
3
2x
3
3{x1, x2}
2,
x53{x1, x2}
4, x73{x1, x2}
3, x93{x1, x2}
2, x113 {x1, x2}, x
13
3 ).
2. Let d1 = d2 = d3 = 6. Then
J = (x41{x1, x2}
2, x31x
4
2, x
2
1x
5
2, x1x
7
2, x
8
2, x
6
2x
2
3{x1, x2}, x
3
2x
4
3{x1, x2}
3,
x63{x1, x2}
5, x83{x1, x2}
4, x103 {x1, x2}
3, x612{x1, x2}
2, x614{x1, x2}, x
6
16)
• Subcase d1 = d2 < d3.
Proposition 2.3.6. Let 2 ≤ d := d1 = d2 < d3 be positive integers such that d1+d2 > d3+
1. The Hilbert function of the standard graded complete intersection A = K[x1, x2, x3]/I,
where I is the ideal generated by f1, f2, f3, with fi homogeneous polynomials of degree di,
for all i, with 1 ≤ i ≤ 3, has the form:
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1. H(A, k) =
(
k+2
k
)
, for k ≤ d− 1.
2. H(A, k) =
(
d+1
2
)
+
∑j
i=1(d− i), for k = j + d− 1, where 0 ≤ j ≤ d3 − d.
3. H(A, k) =
(
d+1
2
)
+
∑d3−d
i=1 (d − i) +
∑j
i=1(2d − d3 − 2i), for k = j + d3 − 1, where
0 ≤ j ≤
⌊
2d−d3−1
2
⌋
.
4. H(A, k) = H(A, d3 + 2d− 3− k),for k ≥
⌈
d3+2d−3
2
⌉
.
Proof. It follows from [31, Lemma 2.9(b)].
Corollary 2.3.7. In the conditions of Proposition 2.3.6, let J = Gin(I) be the generic
initial ideal of I with respect to the reverse lexicographic order. If we denote by Jk the set
of monomials of J of degree k, then:
1. |Jk| = 0, for k ≤ d− 1.
2. |Jk| = j(j + 1), for k = j + d− 1 where 0 ≤ j ≤ d3 − d.
3. |Jk| = d
2
3 + d3 − d
2 − d − 2dd3 + j(2d3 − d) +
3j(j+1)
2
, for k = j + d3 − 1, where
0 ≤ j ≤
⌊
2d−d3−1
2
⌋
.
4. If d3 is even then |Jk| =
4d2+3d23−4dd3+4d
8
+ j(2d+d3)
2
+ 3j(j+1)
2
, for k = j+ 2d+d3−2
2
, where
0 ≤ j ≤ 2d−d3−2
2
.
If d3 is odd then |Jk| =
3d23+4d
2−4dd3−3
2
+ j(2d+d3−3)
2
+ 3j(j+1)
2
, for k = j+ 2d+d3−3
2
, where
0 ≤ j ≤ 2d−d3−1
2
.
5. |Jk| = 3d
2 − 2d + d3(d3+1)
2
− 2dd3 + (4d − d3)j + j(j − 1), for k = j + 2d − 2, where
0 ≤ j ≤ d3 − d.
6. |Jk| =
(d+d3)(d+d3−1)
2
− d(d+1)
2
+ j(2d+ d3), for k = j+ d3+ d− 2, where 0 ≤ j ≤ d− 1.
7. Jk = Sk, for k ≥ 3d− 2.
Proposition 2.3.8. Let 2 ≤ d := d1 = d2 < d3 be positive integers such that 2d > d3 + 1.
Let f1, f2, f3 ∈ K[x1, x2, x3] be a regular sequence of homogeneous polynomials of degrees
d1, d2, d3. If I = (f1, f2, f3), J = Gin(I), the generic initial ideal with respect to the reverse
lexicographic order and S/I has (SLP), then if d3 is even, we have:
J = (xd1, x
d−1
1 x2, x
d−j−1
1 x
2j+1
2 for 1 ≤ j ≤ d3 − d− 1,
x2d−d3−2j+11 x
2d3−2d+3j−2
2 , x
2d−d3−2j
1 x
2d3−2d+3j−1
2 for 1 ≤ j ≤
2d− d3
2
,
x2j3 x
2j−1
1 x
2d+d3−2
2
−3j
2 , . . . , x
2j
3 x
2d+d3−4
2
−j
2 for 1 ≤ j ≤
2d− d3 − 2
2
,
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x2d−d3−2+2j3 x
2d3−2d+2−2j
2 {x1, x2}
2d−d3+j−2, 1 ≤ j ≤ d3 − d, x
d3−2+2j
3 {x1, x2}
d−j, 1 ≤ j ≤ d).
Otherwise, if d3 is odd, we have
J = (xd1, x
d−1
1 x2, x
d−j−1
1 x
2j+1
2 for 1 ≤ j ≤ d3 − d− 1,
x2d−d3−2j+11 x
2d3−2d+3j−2
2 , x
2d−d3−2j
1 x
2d3−2d+3j−1
2 for 1 ≤ j ≤
2d− d3 − 1
2
,
x
2d+d3−1
2
2 , x3x
2d+d3−3
2
2 , x
2j+1
3 x
2j
1 x
2d+d3−3
2
−3j
2 , . . . , x
2j+1
3 x
2d+d3−3
2
−j
2 , 1 ≤ j ≤
2d− d3 − 3
2
,
x2d−d3−2+2j3 x
2d3−2d+2−2j
2 {x1, x2}
2d−d3+j−2, 1 ≤ j ≤ d3 − d, x
d3−2+2j
3 {x1, x2}
d−j, 1 ≤ j ≤ d).
Proof. We note first that d ≥ 3. Indeed, if d = 2 then the condition 2d > d3 + 1 implies
d3 = 2 which is a contradiction. We have |Jd| = 2, hence Jd = x
d−1
1 {x1, x2}, since J is
strongly stable. Therefore:
Shad(Jd) = {x
d−1
1 {x1, x2}
2, xd−11 x3{x1, x2}}.
Assume d3 > d+1. Since |Jd+1|−|Shad(Jd)| = 1 we must add a new generator to Shad(Jd)
in order to obtain Jd+1. On the other hand, J is strongly stable and x3 is a strong Lefschetz
element for S/J so this new generator is xd−21 x
3
2, therefore
Jd+1 = {x
d−2
1 {x1, x2}
3, xd−11 x3{x1, x2}}.
We prove by induction on 1 ≤ j ≤ d3 − d− 1 that
Jd+j = Shad(Jd−1+j) ∪ {x
d−j−1
1 x
2j+1
2 } = {x
d−j−1
1 {x1, x2}
2j+1, . . . , xd−11 x
j
3{x1, x2}}.
The case j = 1 was done. Suppose the assertion is true for some j < d3 − d − 1. Then,
since |Jd+j+1| − |Shad(Jd+j)| = 1 it follows that we must add one generator to Shad(Jd+j)
in order to obtain Jd+j+1. Since J is strongly stable and x3 is a strong Lefschetz element
for S/J , this new generator must be xd−j−21 x
2j+3
2 . In particular,
Jd3−1 = {x
2d−d3
1 {x1, x2}
2d3−2d−1, x2d−d3+11 x3{x1, x2}
2d3−2d−3, . . . , xd3−d−13 x
d−1
1 {x1, x2}},
which is the same formula as in the case d3 = d+ 1.
We need to consider several possibilities. First, suppose d3 = 2d − 2. We have |Jd3 | −
|Shad(Jd3−1)| = 2 so we must add two generators to Shad(Jd3−1) in order to obtain Jd3 =
J2d−2. But since J is strongly stable and x3 is a strong Lefschetz element for S/J , these
new generators are x1x
2d−3
2 and x
2d−2
2 .
Suppose now d3 < 2d−2. Since |Jd3|−|Shad(Jd3−1)| = 2 we must add two generators to
Shad(Jd3−1) in order to obtain Jd3 . J strongly stable and x3 is a strong Lefschetz element
for S/J force us to choose x2d−d3−11 x
2d3−2d+1
2 , x
2d−d3−2
1 x
2d3−2d+2
2 , so
Jd3 = {x
2d−d3−2
1 {x1, x2}
2d3−2d, x2d−d31 x3{x1, x2}
2d3−2d−1, x2d−d3+11 x
2
3{x1, x2}
2d3−2d−3}.
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We show by induction on 1 ≤ j ≤
⌊
2d−d3+1
2
⌋
that
Jd3−1+j = Shad(Jd3−2+j) ∪ {x
2d−d3−2j+1
1 x
2d3−2d+3j−2
2 , x
2d−d3−2j
1 x
2d3−2d+3j−1
2 } =
= {x2d−d3−2j1 {x1, x2}
2d3−2d+3j−1, x3x
2d−d3−2j+2
1 {x1, x2}
2d3−2d+3j−4, . . . ,
xj3x
2d−d3
1 {x1, x2}
2d3−2d−1, xj+13 x
2d−d3+1
1 {x1, x2}
2d3−2d−3, . . . , xd3−d−1+j3 x
d−1
1 {x1, x2}}.
We already done the case j = 1. Suppose the assertion is true for some
j <
⌊
2d−d3+1
2
⌋
. We have |Jd3+j| − |Shad(Jd3+j−1)| = 2 so we add two generators to
Shad(Jd3+j−1) and they must be x
2d−d3−2j−1
1 x
2d3−2d+3j+1
2 , x
2d−d3−2j−2
1 x
2d3−2d+3j+2
2 from the
usual argument. In the following, we distinguish between two possibilities: d is even or d
is odd. If d is even, we get
J 2d+d3−4
2
= {x21{x1, x2}
2d+d3−8
2 , x3x
4
1{x1, x2}
2d+d3−14
2 , . . . ,
x
2d−d3−2
2
3 x
2d−d3
1 {x1, x2}
2d3−2d−1, . . . , x
d3−3
2
3 x
d−1
1 {x2, x2}}.
We have |J 2d+d3−2
2
| − |Shad(J 2d+d3−4
2
)| = 2 so we add two generators to Shad(J 2d+d3−4
2
) and
they must be x1x
2d+d3−4
2
2 , x
2d+d3−2
2
2 , so:
J 2d+d3−2
2
= {{x1, x2}
2d+d3−2
2 , x3x
2
1{x1, x2}
2d+d3−8
2 , . . . ,
, x
2d−d3
2
3 x
2d−d3
1 {x1, x2}
2d3−2d−1, . . . , x
d3−2
2
3 x
d−1
1 {x2, x2}}.
One can easily show by induction on 1 ≤ j ≤ 2d−d3−2
2
, if case, that
J 2d+d3−2
2
+j
= Shad(J 2d+d3−4
2
+j
) ∪ {x2j3 x
2j−1
1 x
2d+d3−2
2
−3j
2 , . . . , x
2j
3 x
2d+d3−4
2
−j
2 } =
= {{x1, x2}
2d+d3−2
2
+j, . . . , x2j3 {x1, x2}
2d+d3−2
2
−j, x2j+13 x
2j+2
1 {x1, x2}
2d+d3−8
2
−3j , . . . ,
x
2d−d3
2
+j
3 x
2d−d3
1 {x1, x2}
2d3−2d−1, . . . , x
d3−2
2
+j
3 x
d−1
1 {x1, x2}}.
Indeed, if j = 1, we have |J 2d+d3
2
+j
|−|Shad(J 2d+d3−2
2
+j
)| = 2 so we must add two monomials
to Shad(J 2d+d3−2
2
+j
) in order to obtain J 2d+d3
2
+j
. Since J is strongly stable and x3 is a strong
Lefschetz element for S/J , these new monomials are x23x1x
2d+d3−2
2
−3
2 and x
2
3x
2d+d3−2
2
−2
2 . The
induction step is similar.
If d is odd, we have J 2d+d3−3
2
= {x1{x1, x2}
2d+d3−5
2 , x3x
3
1{x1, x2}
2d+d3−11
2 , . . . ,
x
2d−d3−1
2
3 x
2d−d3
1 {x1, x2}
2d3−2d−1, . . . , x
d3−3
2
3 x
d−1
1 {x2, x2}}.
Since |J 2d+d3−1
2
|−|Shad(J 2d+d3−3
2
)| = 2 we add two generators to Shad(J 2d+d3−3
2
) in order
to obtain J 2d+d3−1
2
. Since J is strongly stable and x3 is a strong Lefschetz element for S/J ,
these new monomials are x
2d+d3−1
2
2 , x3x
2d+d3−3
2
2 , therefore:
J 2d+d3−1
2
= {{x1, x2}
2d+d3−1
2 , x3{x1, x2}
2d+d3−3
2 , x23x
3
1{x1, x2}
2d+d3−11
2 , . . . ,
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x
2d−d3+1
2
3 x
2d−d3
1 {x1, x2}
2d3−2d−1, . . . , x
d3−1
2
3 x
d−1
1 {x2, x2}}.
Assume d3 < 2d− 3 (otherwise
2d+d3−1
2
= 2d− 2). |J 2d+d3+1
2
| − |Shad(J 2d+d3−3
2
)| = 3 so we
must add 3 generators to Shad(J 2d+d3−3
2
) to obtain J 2d+d3+1
2
. The usual argument implies
that they are x21x
3
3x
2d+d3−9
2
2 , x1x
3
3x
2d+d3−7
2
2 , x
3
3x
2d+d3−5
2
2 and thus
J 2d+d3+1
2
= {{x1, x2}
2d+d3+1
2 , x3{x1, x2}
2d+d3−1
2 , x23{x1, x2}
2d+d3−3
2 , x33{x1, x2}
2d+d3−5
2 , . . . ,
x
2d−d3+3
2
3 x
2d−d3
1 {x1, x2}
2d3−2d−1, . . . , x
d3+1
2
3 x
d−1
1 {x2, x2}}.
One can easily prove by induction on 1 ≤ j ≤ 2d−d3−3
2
that
J 2d+d3−1
2
+j
= Shad(J 2d+d3−3
2
+j
) ∪ {x2j+13 x
2j
1 x
2d+d3−3
2
−3j
2 , . . . , x
2j+1
3 x
2d+d3−3
2
−j
2 } =
= {{x1, x2}
2d+d3−1
2
+j, . . . , x2j+13 {x1, x2}
2d+d3−3
2
−j , x2j+23 x
2j+3
1 {x1, x2}
2d+d3−11
2
−3j,
x
2d−d3+1
2
+j
3 x
2d−d3
1 {x1, x2}
2d3−2d−1, . . . , x
d3−1
2
+j
3 x
d−1
1 {x1, x2}}.
In all cases above, we get: J2d−2 = {{x1, x2}
2d−2, x3{x1, x2}
2d−3, . . . ,
x2d−d3−23 {x1, x2}
d3 , x2d−d3−13 x
2d−d3
1 {x1, x2}
2d3−2d−1, . . . , xd−23 x
d−1
1 {x1, x2}}.
We have |J2d−1| − |Shad(J2d−2)| = 2d − d3 so we must add 2d − d3 new genera-
tors to Shad(J2d−2) to obtain J2d−1. We get J2d−1 = {{x1, x2}
2d−1, x3{x1, x2}
2d−2, . . . ,
x2d−d33 {x1, x2}
d3−1, x2d−d3+13 x
2d−d3+1
1 {x1, x2}
2d3−2d−3, . . . , xd−13 x
d−1
1 {x1, x2}}.
One can easily show by induction of 1 ≤ j ≤ d3 − d that
J2d−2+j = Shad(J2d−3+j) ∪ {x
2d−d3−2+2j
3 x
2d3−2d+2−2j
2 {x1, x2}
2d−d3+j−2} =
= {{x1, x2}
2d−2+j , x3{x1, x2}
2d−3+j , . . . , x2d−d3−2+2j3 {x1, x2}
d3−j,
x2d−d3−1+2j3 x
2d−d3+j
1 {x1, x2}
2d3−2d−1−2j , . . . , xd−2+j3 x
d−1
1 {x1, x2}}.
In particular, we get: Jd+d3−2 = {{x1, x2}
d+d3−2, x3{x1, x2}
d+d3−3, . . . , xd3−23 {x1, x2}
d}. We
have |Jd+d3−1| − |Shad(Jd+d3−2)| = d so we must add d new generators to Shad(Jd+d3−2)
in order to obtain Jd+d3−1. Since J is strongly stable and x3 is a strong Lefschetz element
for S/J , these new generators are xd33 {x1, x2}
d−1 so
Jd+d3−1 = {{x1, x2}
d+d3−1, x3{x1, x2}
d+d3−2, . . . , xd33 {x1, x2}
d−1}.
Now, one can easily prove by induction on 1 ≤ j ≤ d− 1 that Jd+d3−2+j is the set
Shad(Jd+d3−3+j) ∪ {x
d3−2+2j
3 {x1, x2}
d−j} = {{x1, x2}
d+d3−2+j , . . . , xd3−2+2j3 {x1, x2}
d−j}.
Finally we obtain that Jd3+2d−2 = Sd3+2d−2 and thus we cannot add new minimal generators
of J in degree > d3 + 2d− 2.
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Corollary 2.3.9. In the conditions of the above proposition, the number of minimal gen-
erators of J is d(d + 1) −
(
2d−d3
2
)2
+ 1 if d3 is even or d(d + 1) −
(2d−d3)2−1
4
+ 1 if d3 is
odd.
Example 2.3.10. 1. Let d1 = d2 = 4 and d3 = 6. We have
J = (x41, x
3
1x2, x
2
1x
3
2, x1x
5
2, x
6
2, x
2
3x
4
2{x1, x2}, x
4
3x
2
2{x1, x2}
2,
x63{x1, x2}
3, x83{x1, x2}
2, x103 {x1, x2}, x
12
3 ).
2. Let d1 = d2 = 4 and d3 = 5. We have:
J = (x41, x
3
1x2, x
2
1x
3
2, x1x
4
2, x
6
2, x
5
2x3, x
3
3x
2
2{x1, x2}
2,
x53{x1, x2}
3, x73{x1, x2}
2, x93{x1, x2}, x
11
3 ).
• Subcase d1 < d2 = d3.
Proposition 2.3.11. Let 2 ≤ d1 < d2 = d3 =: d be positive integers. The Hilbert function
of the standard graded complete intersection A = K[x1, x2, x3]/I, where I is the ideal
generated by f1, f2, f3, with fi homogeneous polynomials of degree di, for all i, with
1 ≤ i ≤ 3, has the form:
1. H(A, k) =
(
k+2
k
)
, for k ≤ d1 − 2.
2. H(A, k) =
(
d1+1
2
)
+ jd1, for k = j + d1−, where 0 ≤ j ≤ d− d1.
3. H(A, k) =
(
d1+1
2
)
+d1(d−d1)+
∑j
i=1(d1−2i), for k = j+d−1, where 0 ≤ j ≤
⌊
d1−1
2
⌋
.
4. H(A, k) = H(A, d1 + 2d− 3− k), for k ≥
⌈
d1+2d−3
2
⌉
.
Proof. It follows from [31, Lemma 2.9(b)].
Corollary 2.3.12. In the conditions of Proposition 2.3.11, let J = Gin(I) be the generic
initial ideal of I with respect to the reverse lexicographic order. If we denote by Jk the set
of monomials of J of degree k, then:
1. |Jk| = 0, for k ≤ d1 − 1.
2. |Jk| = j(j + 1)/2, for k = j + d1 − 1, where 0 ≤ j ≤ d− d1.
3. |Jk| =
(d−d1)(d−d1−1)
2
+ j(d− d1) +
3j(j+1)
2
, for k = j + d− 1, where 0 ≤ j ≤
⌊
d1−1
2
⌋
.
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4. If d1 is even then |Jk| =
3d21+2d1+4d
2+4d−4dd1
8
+ j(2d+d1)
2
+ 3j(j+1)
2
, for k = j + 2d+d1−2
2
,
where 0 ≤ j ≤ d1−2
2
.
If d1 is odd then |Jk| =
3d21+4d
2−4dd1−3
2
+ j(2d+d1)
2
+ 3j
2
2
for k = j + 2d+d1−3
2
, where
0 ≤ j ≤ d1−1
2
.
5. |Jk| =
d(d−1)
2
+ d1(d1 − 1) + j(2d1 + d) +
j(j−1)
2
, for k = j + d1 + d − 2 , where
0 ≤ j ≤ d− d1.
6. |Jk| =
2d(2d−1)−d1(d1−1)
2
+ j(2d+ d1)), for k = j + 2d− 2, where 0 ≤ j ≤ d1 − 1.
7. Jk = Sk, for k ≥ 3d− 2.
Proposition 2.3.13. Let 2 ≤ d1 < d2 = d3 =: d be positive integers. Let f1, f2, f3 ∈
K[x1, x2, x3] be a regular sequence of homogeneous polynomials of degrees d1, d2, d3. Let I =
(f1, f2, f3), J = Gin(I), the generic initial ideal with respect to the reverse lexicographic
order and S/I has (SLP), then if d1 is even we have:
J = (xd11 , x
d1−2j+1
1 x
d−d1−2+3j
2 , x
d1−2j
1 x
d−d1−1+3j
2 for 1 ≤ j ≤
d1 − 2
2
,
x1x
d1+2d−4
2
2 , x
d1+2d−4
2
2 , x
2j
3 x
2j−1
1 x
d1+2d
2
−3j
2 , . . . , x
2j
3 x
d1+2d−2
2
−j
2 for 1 ≤ j ≤
d1 − 4
2
,
xd1−2+2j3 x
d−d1−j+1
2 {x1, x2}
d1−1 for 1 ≤ j ≤ d− d1,
x2d−d1−2+2j3 {x1, x2}
d1−j for 1 ≤ j ≤ d1).
Otherwise, if d1 is odd, then:
J = (xd11 , x
d1−2j+1
1 x
d−d1−2+3j
2 , x
d1−2j
1 x
d−d1−1+3j
2 for 1 ≤ j ≤
d1 − 1
2
,
x
d1+2d−1
2
2 , x3x
d1+2d−3
2
2 , x
2j+1
3 x
2j
1 x
d1+2d−3
2
−3j
2 , . . . , x
2j+1
3 x
d1+2d−3
2
−3j
2 for 1 ≤ j ≤
d1 − 3
2
,
xd1−2+2j3 x
d−d1−j+1
2 {x1, x2}
d1−1 for 1 ≤ j ≤ d− d1,
x2d−d1−2+2j3 {x1, x2}
d1−j for 1 ≤ j ≤ d1).
Proof. We have |Jd1 | = 1, hence Jd1 = {x
d1
1 }, since J is a strongly stable. Therefore:
Shad(Jd1) = {x
d1
1 {x1, x2}, x
d1
1 x3}.
Assume d > d1 + 1. Using the formulas from 2.3.12 we get |Jd1+1| − |Shad(Jd1)| = 0 so
Jd1+1 = Shad(Jd1). We show by induction on 1 ≤ j ≤ d− d1 that
Jd1+j = Shad(Jd1−1+j) = {x
d1
1 {x1, x2}
j, xd11 x3{x1, x2}
j−1, . . . , xd11 x
j
3}.
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We already prove this for j = 1. Suppose the assertion is true for some j < d − d1. Since
|Jd1+j | = |Shad(Jd1−1+j)| we have Jd1+j = Shad(Jd1−1+j) thus the induction step is done.
In particular, we get:
Jd−1 = {x
d1
1 {x1, x2}
d−d1−1, xd11 x3{x1, x2}
d−d1−2, . . . , xd11 x
d−d1−1
3 }.
which is the same expression as in the case d = d1 + 1.
In the following, we consider two possibilities. First, suppose d1 = 2. We have |Jd| −
|Shad(Jd−1)| = 2 so we must add two new generators to Shad(Jd−1) in order to obtain Jd.
Since J is strongly stable and x3 is a strong Lefschetz element for S/J these new generators
are x1x
d−1
2 and x
d
2.
Suppose now d1 > 2. We have |Jd|−|Shad(Jd−1)| = 2 so we must add two new generators
to Shad(Jd−1) in order to obtain Jd. Since J is strongly stable and x3 is a strong Lefschetz
element for S/J these new generators are xd1−11 x
d−d1+1
2 , x
d1−2
1 x
d−d1+2
2 . Therefore
Jd = {x
d1−2
1 {x1, x2}
d−d1 , xd11 x3{x1, x2}
d−d1−1, . . . , xd11 x
d−d1
3 }.
We prove by induction on 1 ≤ j ≤
⌊
d1−1
2
⌋
that:
Jd−1+j = Shad(Jd−2+j) ∪ {x
d1−2j+1
1 x
d−d1−2+3j
2 , x
d1−2j
1 x
d−d1−1+3j
2 } =
= {xd1−2j1 {x1, x2}
d−d1−1−3j , xd1−2j+21 x3{x1, x2}
d−d1−4−3j, . . . , xd11 x
j
3{x1, x2}
d−d1−1,
xd11 x
j+1
3 {x1, x2}
d−d1−2, . . . , xd11 x
d−d1+j−1
3 }.
We already done the case j = 1. Suppose the assertion is true for some j <
⌊
d1−1
2
⌋
. Since
|Jd+j|−|Shad(Jd−1+j)| = 2 we must add two generators to Shad(Jd−1+j) in order to obtain
|Jd+j| and they are x
d1−2j−1
1 x
d−d1+3j+1
2 , x
d1−2j−2
1 x
d−d1+3j+2
2 because J is strongly stable and
x3 is a strong Lefschetz element for S/J . Therefore, the induction step is done.
In the following, we consider two possibilities: d1 is even or d1 is odd. First, suppose d1
is even. We have
J d1+2d−4
2
= {x21{x1, x2}
d1+2d−8
2 , x41x3{x1, x2}
d1+2d−14
2 , . . . , xd11 x
d1−2
2
3 {x1, x2}
d−d1−1,
xd11 x
d1
2
3 {x1, x2}
d−d1−2, . . . , xd11 x
2d−d1−4
2
3 }.
Since |J d1+2d−2
2
|−|Shad(J d1+2d−4
2
)| = 2 we need to add two new monomials to Shad(J d1+2d−4
2
)
and since J is strongly stable and x3 is a strong Lefschetz element for S/J , they are
x1x
d1+2d−4
2
2 , x
d1+2d−4
2
2 , thus:
J d1+2d−2
2
= {{x1, x2}
d1+2d−2
2 , x3x
2
1{x1, x2}
d1+2d−8
2 , x41x
2
3{x1, x2}
d1+2d−14
2 , . . . ,
xd11 x
d1
2
3 {x1, x2}
d−d1−1, xd11 x
d1+2
2
3 {x1, x2}
d−d1−2, . . . , xd11 x
2d−d1−2
2
3 }.
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One can easily show by induction on 1 ≤ j ≤ d1−2
2
that
J d1+2d−2
2
+j
= Shad(J d1+2d−4
2
+j
) ∪ {x2j3 x
2j−1
1 x
d1+2d
2
−3j
2 , . . . , x
2j
3 x
d1+2d−2
2
−j
2 } =
= {{x1, x2}
d1+2d−2
2
+j, x3{x1, x2}
d1+2d−4
2
+j, . . . , x2j3 {x1, x2}
d1+2d−2
2
−j,
x2j+13 x
2j+2
1 {x1, x2}
d1+2d−8
2
−3j, . . . , x
d1
2
3 x
d1
1 {x1, x2}
d−d1−1, . . . , xd11 x
2d−d1−2
2
+j
3 }.
The assertion was already done for j = 1 and the induction step is similar.
If d1 is odd, we get
J d1+2d−3
2
= {x1{x1, x2}
d1+2d−5
2 , x31x3{x1, x2}
d1+2d−11
2 , . . . , xd11 x
d1−1
2
3 {x1, x2}
d−d1−1,
xd11 x
d1+1
2
3 {x1, x2}
d−d1−2, . . . , xd11 x
2d−d1−3
2
3 }.
Since |J d1+2d−1
2
|−|Shad(J d1+2d−3
2
)| = 2 we add two generators to Shad(J d1+2d−3
2
) in order
to obtain J d1+2d−1
2
and they must be x
d1+2d−1
2
2 , x3x
d1+2d−3
2
2 , therefore:
J d1+2d−1
2
= {{x1, x2}
d1+2d−1
2 , x3{x1, x2}
d1+2d−3
2 , x31x
2
3{x1, x2}
d1+2d−11
2 , . . . ,
xd11 x
d1+1
2
3 {x1, x2}
d−d1−1, xd11 x
d1+3
2
3 {x1, x2}
d−d1−2, . . . , xd11 x
2d−d1−1
2
3 }.
Since |J d1+2d+1
2
|−|Shad(J d1+2d−1
2
)| = 3, we add 3 new generators to Shad(J d1+2d−1
2
) in order
to obtain J d1+2d+1
2
and they are x21x
3
3x
d1+2d−9
2
2 , x1x
3
3x
d1+2d−7
2
2 , x
3
3x
d1+2d−5
2
2 , therefore
J d1+2d+1
2
= {{x1, x2}
d1+2d+1
2 , x3{x1, x2}
d1+2d−1
2 , x23{x1, x2}
d1+2d−3
2 , x33{x1, x2}
d1+2d−5
2 , . . . ,
xd11 x
d1+3
2
3 {x1, x2}
d−d1−1, xd11 x
d1+5
2
3 {x1, x2}
d−d1−2, . . . , xd11 x
2d−d1+1
2
3 }.
One can easily prove by induction on 1 ≤ j ≤ d1−3
2
that
J d1+2d−1
2
+j
= Shad(J d1+2d−3
2
+j
) ∪ {x2j+13 x
2j
1 x
d1+2d−3
2
−3j
2 , . . . , x
2j+1
3 x
d1+2d−3
2
−3j
2 } =
= {{x1, x2}
d1+2d−1
2
+j, x3{x1, x2}
d1+2d−3
2
+j, . . . , x2j+23 {x1, x2}
d1+2d−3
2
−j ,
x2j+23 x
2j+3
1 {x1, x2}
d1+2d−11
2
−3j , . . . , x
d1+1
2
3 x
d1
1 {x1, x2}
d−d1−1, . . . , xd11 x
2d−d1−1
2
+j
3 }.
The assertion was already proved for j = 1 and the induction step is similar.
In all cases, we obtain
Jd1+d−2 = {{x1, x2}
d1+d−2, x3{x1, x2}
d1+d−3, . . . , xd1−23 {x1, x2}
d,
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xd11 x
d1−1
3 {x1, x2}
d−d1−1, . . . , xd11 x
d−2
3 }.
We have |Jd1+d−1|−|Shad(Jd1+d−2)| = d1 so we must add d1 new monomials to Shad(Jd1+d−2)
in order to obtain Jd1+d−1. Since J is strongly stable and x3 is a strong Lefschetz element
for S/J , these new monomials are xd13 x
d−d1
2 {x1, x2}
d1−1, therefore
Jd1+d−1 = ({x1, x2}
d1+d−1, x3{x1, x2}
d1+d−2, . . . , xd13 {x1, x2}
d−1,
xd11 x
d1+1
3 {x1, x2}
d−d1−2, . . . , xd11 x
d−1
3 ).
One can easily prove by induction on 1 ≤ j ≤ d− d1 that
Jd1+d−1+j = Shad(Jd1+d−2+j) ∪ {x
d1−2+2j
3 x
d−d1−j+1
2 {x1, x2}
d1−1} =
= {{x1, x2}
d1+d−2+j , x3{x1, x2}
d1+d−3+j, . . . , xd1−2+2j3 {x1, x2}
d−j ,
xd11 x
d1−1+2j
3 {x1, x2}
d−d1−j−1, . . . , xd11 x
d−2+j
3 }
the case j = 1 being already done and than, the induction step being similar. In particular,
J2d−2 = {{x1, x2}
2d−2, x3{x1, x2}
2d−3, . . . , x2d−d1−23 {x1, x2}
d1}.
We have |J2d−1|− |Shad(J2d−2)| = d1 so we must add d1 new generators to Shad(J2d−2)
in order to obtain J2d−1. Since J is strongly stable and x3 is a strong Lefschetz element for
S/J , these new monomials are x2d−d13 {x1, x2}
d1−1 so
J2d−1 = {{x1, x2}
2d−1, x3{x1, x2}
2d−2, . . . , x2d−d13 {x1, x2}
d1−1}.
One can easily show by induction on 1 ≤ j ≤ d1 that
J2d−2+j = Shad(J2d−3+j) ∪ {x
2d−d1−2+2j
3 {x1, x2}
d1−j} =
= {{x1, x2}
2d−2+j , . . . , x2d−d1−2+2j3 {x1, x2}
d1−j}.
Finally, we obtain Jd1+2d−2 = Sd1+2d−2 and therefore we cannot add new minimal generators
of J in degrees > d1 + 2d− 2.
Corollary 2.3.14. In the conditions of the above proposition, the number of minimal
generators of J is d1(d+ 1)−
(
d1
2
)2
+ 1 if d is even; d1(d+ 1)−
d21−1
4
+ 1 if d is odd.
Example 2.3.15. If d1 = 4, d2 = d3 = 6, then J = (x
4
1, x
3
1x
3
2, x
2
1x
4
2, x
7
2, x3x
6
2, x
2
3x1x
5
2,
x23x
6
2, x
4
3x
2
2{x1, x2}
3, x63x2{x1, x2}
3, x83{x1, x2}
3, x103 {x1, x2}
2, x123 {x1, x2}, x
14
3 ).
If d1 = 3 and d2 = d3 = 6, then: J = (x
3
1, x
2
1x
4
2, x1x
5
2, x1x
6
2, x
7
2, x
3
3x
3
2{x1, x2}
2,
x53x
2
2{x1, x2}
2, x73x2{x1, x2}
2, , x93{x1, x2}
2, x113 {x1, x2}
, x113 ).
• Subcase d1 < d2 < d3.
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Proposition 2.3.16. Let 2 ≤ d1 < d2 < d3 be positive integers such that
d1 + d2 > d3 + 1. The Hilbert function of the standard graded complete intersection
A = K[x1, x2, x3]/I, where I is the ideal generated by f1, f2, f3, with fi homogeneous
polynomials of degree di, for all i, with 1 ≤ i ≤ 3, has the form:
1. H(A, k) =
(
k+2
k
)
, for k ≤ d1 − 2.
2. H(A, k) =
(
d1+1
2
)
+ jd1, for k = j + d1 − 1, where 0 ≤ j ≤ d2 − d1.
3. H(A, k) =
(
d1+1
2
)
+d1(d2−d1)+
∑j
i=1(d1−i), for k = j+d2−1, where 0 ≤ k ≤ d3−d2.
4. H(A, k) =
(
d1+1
2
)
+d1(d2−d1)+
∑d3−1
i=1 (d1−j)+
∑j
i=1(d1+d2−d3−2i), for k = j+d3−1,
where 0 ≤ j ≤ [d1+d2−d3−1
2
].
5. H(A, k) = H(A, d1 + d2 + d3 − 3− k) for k > d3 − 1 + [
d1+d2−d3−1
2
].
Proof. It follows from [31, Lemma 2.9(b)].
Corollary 2.3.17. In the conditions of Proposition 2.3.16, let J = Gin(I) be the generic
initial ideal of I with respect to the reverse lexicographic order. If we denote by Jk the set
of monomials of J of degree k, then:
1. |Jk| = 0, for k ≤ d1 − 1.
2. |Jk| = j(j + 1)/2, for k = j + d1 − 1, where 0 ≤ j ≤ d2 − d1.
3. |Jk| = d2(d2 − 1) + j(d2 − d1) + j(j + 1), for k = j + d2 − 1, where 0 ≤ j ≤ d3 − d2.
4. |Jk| = |Jd3−1|+ j(2d3 − d1 − d2) +
3j(j+1)
2
, for k = j + d3 − 1, where 0 ≤ j ≤ [
α−1
2
].
5. If d1 + d2 + d3 is even then |Jk| = |J d1+d2+d3−4
2
| + (j+1)(d1+d2+d3)
2
+ 3j(j+1)
2
, for k =
j + d1+d2+d3−2
2
, where 0 ≤ j ≤ d1+d2−d3−2
2
.
If d1+d2+d3 is odd then |Jk| = |J d1+d2+d3−3
2
|+ j(d1+d2+d3)
2
+ 3j
2
2
, for k = j+ d1+d2+d3−3
2
,
where 0 ≤ j ≤ d1+d2−d3−1
2
.
6. |Jk| = |Jd1+d2−2|+j(2d1+2d2−d3−1)+j
2, for k = j+d1+d2−2, where 0 ≤ d3−d2.
7. |Jk| = |Jd1+d3−2|+j(2d1+d3−1)+
j(j+1)
2
, for k = j+d1+d3−2, where 0 ≤ j ≤ d2−d1.
8. |Jk| = |Jd2+d3−1|+ j(d1 + d2 + d3), for k = j + d1 + d3 − 2, where 0 ≤ j ≤ d1 − 1
9. Jk = Sk, for k ≥ 3d− 2.
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Proposition 2.3.18. Let 2 ≤ d1 < d2 < d3 be positive integers such that d1+d2 > d3+1.
Let f1, f2, f3 ∈ K[x1, x2, x3] be a regular sequence of homogeneous polynomials of degrees
d1, d2, d3. Let α = d1 + d2 − d3. Let I = (f1, f2, f3), J = Gin(I), the generic initial ideal
with respect to the reverse lexicographic order, and suppose S/I has (SLP). If α is even,
then:
J = (xd11 , x
d1−1
1 x
d2−d1+1
2 , x
d1−2
1 x
d2−d1+3
2 , . . . , x
d1+d2−d3
1 x
2d3−d1−d2−1
2 ,
xd1+d2−d3−2j1 x
2d3−d1−d2+3j−1
2 , x
d1+d2−d3−2j+1
1 x
2d3−d1−d2+3j−2
2 for j = 1, . . . ,
α− 2
2
,
x
d1+d2+d3−2
2
2 , x1x
d1+d2+d3−4
2
2 , x
2j
3 x
d1+d2+d3
2
−3j
2 {x1, x2}
2j−1for j = 1, . . . ,
α− 2
2
,
xd1+d2−d3+j−21 x
2d3−d1−d2−2j+2
2 x
d1+d2−d3+2j−2
3 , .., x
d3−j
2 x
d1+d2−d3+2j−2
3 for j = 1, .., d3 − d2,
xd1−11 x
d1+d3−d2+2j−2
3 x
d2−d1−j+1
2 , . . . , x
d1+d3−d2+2j−2
3 x
d2−j
2 for j = 1, . . . , d2 − d1,
{x1, x2}
d1−jxd2+d3−d1−2+2j3 for j = 1, . . . , d1).
Otherwise, if α is odd, then:
J = (xd11 , x
d1−1
1 x
d2−d1+1
2 , x
d1−2
1 x
d2−d1+3
2 , . . . , x
d1+d2−d3
1 x
2d3−d1−d2−1
2 ,
xd1+d2−d3−2j1 x
2d3−d1−d2+3j−1
2 , x
d1+d2−d3−2j+1
1 x
2d3−d1−d2+3j−2
2 , j = 1, . . . ,
α− 1
2
,
x
d1+d2+d3−1
2
2 , x3x
d1+d2+d3−3
2
2 , x
2j
1 x
2j+1
3 x
d1+d2+d3−3
2
−3j
2 , .., x
2j+1
3 x
d1+d2+d3−3
2
−j
2 , j = 1, ..,
α− 3
2
,
xd1+d2−d3+j−21 x
2d3−d1−d2−2j+2
2 x
d1+d2−d3+2j−2
3 , .., x
d3−j
2 x
d1+d2−d3+2j−2
3 for j = 1, .., d3 − d2,
xd1−11 x
d1+d3−d2+2j−2
3 x
d2−d1−j+1
2 , . . . , x
d1+d3−d2+2j−2
3 x
d2−j
2 for j = 1, . . . , d2 − d1,
{x1, x2}
d1−jxd2+d3−d1−2+2j3 for j = 1, . . . , d1).
Proof. We have |Jd1 | = 1, hence Jd1 = {x
d1
1 }, since J is strongly stable. Therefore:
Shad(Jd1) = {x
d1
1 {x1, x2}, x
d1
1 x3}.
Assume d2 > d1 + 1. Using the formulas from 2.3.17 we get |Jd1+1| − |Shad(Jd1)| = 0,
therefore
Jd1+1 = Shad(Jd1) = {x
d1
1 {x1, x2}, x
d1
1 x3}.
Using induction on 1 ≤ j ≤ d2 − d1 − 1 we prove that
Jd1+j = Shad(Jd1+j−1) = {x
d1
1 {x1, x2}
j, . . . , xj3x
d1
1 }.
Indeed, this assertion was already proved for j = 1, and if we suppose that is true for some
j < d2 − d1 − 1 we get |Jd1+j+1| = |Shad(Jd1+j)| so we are done. In particular, we obtain
Jd2−1 = {x
d1
1 {x1, x2}
d2−d1−1, x3x
d1
1 {x1, x2}
d2−d1−2, . . . , xd2−d1−13 x
d1
1 }.
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We have |Jd2 |−|Shad(Jd2−1)| = 1 so we must add a new generator to Shad(Jd2−1) in or-
der to obtain Jd2 . But since J is strongly stable and x3 is a strong Lefschetz element for S/J ,
this new generator is xd1−11 x
d2−d1+1
2 and therefore Jd2 = {x
d1−1
1 {x1, x2}
d2−d1+1, x3x
d1
1 {x1, x2}
d2−d1−1, . . . , xd2−d13 x
d1
1 }.
We show by induction on 1 ≤ j ≤ d3 − d2 that
Jd2−1+j = Shad(Jd2−2+j) ∪ {x
d1−j
1 x
d2−d1+2j−1
2 } =
= {xd1−j1 {x1, x2}
d2−d1+2j−1, . . . , xj3x
d1
1 {x1, x2}
d2−d1−1, . . . , xd2−d1+j−13 x
d1
1 }.
The first step of induction was already done. Suppose the assertion is true for some j <
d3 − d2. Since |Jd2+j| − |Shad(Jd2−1+j)| = 1 and J is strongly stable and x3 is a strong
Lefschetz element for S/J , we add xd1−j−11 x
d2−d1+2j+1
2 to Shad(Jd2−1+j) in order to obtain
Jd2+j. Thus, we are done. In particular, we get
Jd3−1 = {x
d1+d2−d3
1 {x1, x2}
2d3−d1−d2−1, x3x
d1+d2−d3+1
1 {x1, x2}
2d3−d1−d2−3, . . . ,
xd3−d23 x
d1
1 {x1, x2}
d2−d1−1, . . . , xd3−d1−13 x
d1
1 }.
We consider first α = 2, i.e. d3 = d1+d2−2. In this case, since |Jd3 |−|Shad(Jd3−1)| = 2
we add two new generators to Shad(Jd3−1) in order to obtain Jd3 . Since J is strongly stable
and x3 is a strong Lefschetz element for S/J , these new generators are x
d3
2 and x1x
d3−1
2 .
Suppose now α ≥ 2. We have |Jd3 |−|Shad(Jd3−1)| = 2 so we must add two new genera-
tors to Shad(Jd3−1) to obtain Jd3 . Since J is strongly stable and x3 is a strong Lefschetz ele-
ment for S/J , these new generators are xd1+d2−d3−21 x
2d3−d1−d2+2
2 and x
d1+d2−d3−1
1 x
2d3−d1−d2+1
2 ,
therefore
Jd3 = {x
d1+d2−d3−2
1 {x1, x2}
2d3−d1−d2+2, x3x
d1+d2−d3
1 {x1, x2}
2d3−d1−d2−1,
x23x
d1+d2−d3+1
1 {x1, x2}
2d3−d1−d2−3, . . . , xd3−d23 x
d1
1 {x1, x2}
d2−d1 , . . . , xd3−d13 x
d1
1 }.
One can prove by induction on 1 ≤ j ≤
⌊
α−1
2
⌋
that Jd3−1+j is the set
Shad(Jd3−2+j) ∪ {x
d1+d2−d3−2j
1 x
2d3−d1−d2+3j−1
2 , x
d1+d2−d3−2j+1
1 x
2d3−d1−d2+3j−2
2 } =
{xd1+d2−d3−2j1 {x1, x2}
2d3−d1−d2+3j−1, . . . , xd1+d2−d3−21 x
j−1
3 {x1, x2}
2d3−d1−d2+2, xj3Jd3−1}.
Indeed, the assertion was proved for j = 1 and the induction step is similar. In the following,
we must consider two possibilities: α is even or α is odd. Suppose first α is even. We obtain
that J d1+d2+d3−4
2
is the set
{x21{x1, x2}
d1+d2+d3−8
2 , . . . , xd1+d2−d3−21 x
d1+d2−d3−4
2
3 {x1, x2}
2d3−d1−d2+2, x
d1+d2−d3−2
2
3 Jd3−1}.
We have |J d1+d2+d3−2
2
|−|Shad(J d1+d2+d3−4
2
)| = 2 so we must add two generators to Shad(J d1+d2+d3−4
2
)
and, since J is strongly stable and x3 is a strong Lefschetz element for S/J , these new gen-
erators are x
d1+d2+d3−2
2
2 and x1x
d1+d2+d3−4
2
2 . Therefore
J d1+d2+d3−2
2
= {{x1, x2}
d1+d2+d3−2
2 , x21x3{x1, x2}
d1+d2+d3−8
2 , . . . ,
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xd1+d2−d3−21 x
d1+d2−d3−2
2
3 {x1, x2}
2d3−d1−d2+2, x
d1+d2−d3
2
3 Jd3−1}.
One can easily prove by induction on 1 ≤ j ≤ α−4
2
that J d1+d2+d3−2
2
+j
is the set
= Shad(J d1+d2+d3−4
2
+j
) ∪ {x2j3 x
2j−1
1 x
d1+d2+d3−2
2
−3j
2 , . . . , x
2j
3 x
d1+d2+d3−2
2
−j
2 } =
{{x1, x2}
d1+d2+d3−2
2
+j , . . . , x2j3 {x1, x2}
d1+d2+d3−2
2
−j, x2j+21 x
2j+1
3 {x1, x2}
d1+d2+d3−8
2
−3j , . . . ,
xd1+d2−d3−21 x
d1+d2−d3−2
2
+j
3 {x1, x2}
2d3−d1−d2+2, x
d1+d2−d3
2
+j
3 Jd3−1}.
Suppose now α is odd. We have that J d1+d2+d3−3
2
is the set
{x1{x1, x2}
d1+d2+d3−5
2 , . . . , xd1+d2−d3−21 x
d1+d2−d3−3
2
3 {x1, x2}
2d3−d1−d2+2, x
d1+d2−d3−1
2
3 Jd3−1}.
We have |J d1+d2+d3−1
2
| − |Shad(J d1+d2+d3−3
2
)| = 2 so we must add two new generators to
Shad(J d1+d2+d3−3
2
) in order to obtain J d1+d2+d3−1
2
. Since J is strongly stable and x3 is a
strong Lefschetz element for S/J , these new generators are x
d1+d2+d3−1
2
2 and x3x
d1+d2+d3−3
2
2 .
Therefore
J d1+d2+d3−1
2
= {{x1, x2}
d1+d2+d3−1
2 , x3{x1, x2}
d1+d2+d3−3
2 , x31x
2
3{x1, x2}
d1+d2+d3−11
2 , . . . ,
xd1+d2−d3−21 x
d1+d2−d3−1
2
3 {x1, x2}
2d3−d1−d2+2, x
d1+d2−d3+1
2
3 Jd3−1}.
One can easily prove by induction on 1 ≤ j ≤ α−3
2
that
J d1+d2+d3−1
2
+j
= Shad(J d1+d2+d3−3
2
+j
) ∪ {x2j1 x
2j+1
3 x
d1+d2+d3−3
2
−3j
2 , . . . , x
2j+1
3 x
d1+d2+d3−3
2
−j
2 }.
For j = 1, we notice that |J d1+d2+d3+1
2
| − |Shad(J d1+d2+d3−1
2
)| = 3 so we must add 3 new
monomials to Shad(J d1+d2+d3−1
2
) in order to obtain J d1+d2+d3+1
2
. But, since J is strongly
stable and x3 is a strong Lefschetz element for S/J , they are exactly x
2
1x
3
3x
d1+d2+d3−3
2
−3
2 ,
x1x
3
3x
d1+d2+d3−3
2
−2
2 and x
3
3x
d1+d2+d3−3
2
−1
2 , as required. The induction step is similar.
In all cases, we obtain that Jd1+d2−2 is the set
{{x1, x2}
d1+d2−2, x3{x1, x2}
d1+d2−3, . . . , xd1+d2−d3−23 {x1, x2}
d3 , xd1+d2−d3−13 Jd3−1}.
We have |Jd1+d2−1| − |Shad(Jd1+d2−2)| = α, so we must add α new generators to obtain
Jd1+d2−1. Since J is strongly stable and x3 is a strong Lefschetz element for S/J , they are
xd1+d2−d3−11 x
2d3−d1−d2
2 x
d1+d2−d3
3 , . . . , x
d3−1
2 x
d1+d2−d3
3 , therefore Jd1+d2−1 is the set
{{x1, x2}
d1+d2−1, . . . , xd1+d2−d33 {x1, x2}
d3−1, xd1+d2−d3+13 x
d1+d2−d3+1
1 {x1, x2}
2d3−d1−d2−3,
. . . , xd13 x
d1
1 {x1, x2}
d2−d1−1, xd11 x
d1+1
3 {x1, x2}
d2−d1−2, . . . , xd11 x
d2−1
3 }.
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One can easily prove by induction on 1 ≤ j ≤ d3 − d2 that Jd1+d2−1+j is the set
Shad(Jd1+d2−2+j) ∪ {x
d1+d2−d3+j−1
1 x
2d3−d1−d2−2j
2 x
d1+d2−d3+2j
3 , . . . , x
d3−1−j
2 x
d1+d2−d3+2j
3 }
Indeed, the case j = 1 was already done and the induction step is similar. In particular,
we get
Jd1+d3−2 = {{x1, x2}
d1+d3−2, x3{x1, x2}
d1+d3−3, . . . , xd1+d3−d2−23 {x1, x2}
d2 ,
xd11 x
d1+d3−d2−1
3 {x1, x2}
d2−d1−1, . . . , xd11 x
d3−2
3 }.
Since |Jd1+d3−1| − |Shad(Jd1+d3−2)| = d1 we must add d1 generators to Shad(Jd1+d3−2) in
order to obtain Jd1+d3−1. Since J is strongly stable and x3 is a strong Lefschetz element for
S/J , these new generators are xd1−11 x
d1+d3−d2
3 x
d2−d1
2 , . . . , x
d1+d3−d2
3 x
d2−1
2 ,so Jd1+d3−1 is the
set
{{x1, x2}
d1+d3−1, ..., xd1+d3−d23 {x1, x2}
d2−1, xd11 x
d1+d3−d2+1
3 {x1, x2}
d2−d1−2, ..., xd11 x
d3−1
3 }.
We prove by induction on 1 ≤ j ≤ d2 − d1 that Jd1+d3−2+j is the set
Shad(Jd1+d3−3+j) ∪ {x
d1−1
1 x
d1+d3−d2+2j−2
3 x
d2−d1−j+1
2 , . . . , x
d1+d3−d2+2j−2
3 x
d2−j
2 }.
Indeed, we already proved this for j = 1 and the induction step is similar. We get
Jd2+d3−2 = {{x1, x2}
d1+d3−2, x3{x1, x2}
d1+d3−3, . . . , xd3+d2−d1−23 {x1, x2}
d1}.
One can easily prove by induction on 1 ≤ j ≤ d1 that
Jd2+d3−2+j = Shad(Jd2+d3−3+j) ∪ {x
d2+d3−d1−2+2j
3 {x1, x2}
d1−j} =
= {{x1, x2}
d2+d3−2+j , . . . , xd2+d3−d1−2+2j3 {x1, x2}
d1−j}.
Finally, we obtain Jd1+d2+d3−2 = Sd1+d2+d3−2 and therefore we cannot add new minimal
generators of J in degrees > d1 + d2 + d3 − 2.
Corollary 2.3.19. In the above conditions of the above proposition, the number of minimal
generators of J is d1(d2 + 1)−
(
α
2
)2
+ 1 if α is even or d1(d2 + 1)−
α2−1
4
+ 1 if α is odd.
Example 2.3.20. 1. Let d1 = 3 , d2 = 5 and d3 = 6. Then
J = (x31, x
2
1x
3
2, x1x
5
2, x
6
2, x
4
2x
2
3{x1, x2}, x
2
2x
4
3{x1, x2}
2,
x2x
6
3{x1, x2}
2, x83{x1, x2}
2, x103 {x1, x2}, x
12
3 ).
2. Let d1 = 4 , d2 = 5 and d3 = 6. Then
J = (x41, x
3
1x
2
2, x
2
1x
4
2, x1x
5
2, x
7
2, x3x
6
2, x
3
2x
3
3{x1, x2}
2,
x2x
5
3{x1, x2}
3, x73{x1, x2}
3, x93{x1, x2}
2, x113 {x1, x2}, x
13
3 ).
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Remark 2.3.21. If f1, f2, f3 ∈ S = K[x1, x2, x3] is a regular sequence of homogeneous
polynomials of given degrees d1, d2, d3 such that S/(f1, f2, f3) has (SLP ), then the number of
minimal generators of J = Gin((f1, f2, f3)), µ(J) ≤ d1(d2+1)+1. This follows immediately
from 2.2.4, 2.2.9, 2.3.4, 2.3.9, 2.3.14 and 2.3.19.
Remark 2.3.22. Let f1, f2, f3 ∈ S = K[x1, x2, x3] be a regular sequence of homogeneous
polynomials of given degrees d1, d2, d3 such that S/I has (SLP), where I = (f1, f2, f3). Let
J = Gin(I). One can compute the socle of S/J , as follows. Since J is (strongly) stable,
(J : (x1, x2, x3)) = (J : x3). Indeed, if u ∈ (J : x3), then x3u ∈ J and since J is stable,
x1(x3u)/x3 = x1u ∈ J and also x2(x3u)/x3 = x2u ∈ J , thus u ∈ (J : (x1, x2, x3)).
On the other hand, for example, when d1 + d2 ≤ d3 + 1 and d1 = d2 < d3, Proposition
2.2.3 implies (J : x3) = J + T , where
T = (x2d−2j−22 x
d3−2d+2j+1
3 {x1, x2}
j, 0 ≤ j ≤ d− 2, xd3+2j−33 {x1, x2}
d−j, 1 ≤ j ≤ d).
One can check that none of the minimal generators of T is in J . Therefore, the set of the
minimal generators of T form a base for Soc(S/J).
The other cases are similar, and the reader can easily compute the socle of S/J for any
integers d1, d2, d3 ≥ 2.
2.4 Generic initial ideal for (n, d)-complete intersec-
tions.
Let K be an algebraically closed field of characteristic zero. Let S = K[x1, . . . , xn] be
the polynomial ring in n variables over K. Let n, d ≥ 2 be two integers. We consider
I = (f1, . . . , fn) ⊂ S an ideal generated by a regular sequence f1, . . . , fn ∈ S of homoge-
neous polynomials of degree d. We say that A = S/I is a (n, d)-complete intersection. Let
J = Gin(I) be the generic initial of I, with respect to the reverse lexicographic (revlex)
order (see [18, §15.9], for details).
We say that a property (P ) holds for a generic sequence of homogeneous polynomials
f1, f2, . . . , fn ∈ S of given degrees d1, d2, . . . , dn if there exists a nonempty open Zariski
subset U ⊂ Sd1 × Sd2 × · · · × Sdn such that for every n-tuple (f1, f2, . . . , fn) ∈ U the
property (P ) holds.
For any nonnegative integer k, we denote by Jk the set of monomials of J of degree k.
Conca and Sidman proved that Jd is revlex if f1, . . . , fn is a generic regular sequence, (see
[16, Theorem 1.2]). We will prove that Jd is a revlex set in another case, namely, when
fi ∈ k[xi, . . . , xn]. It is likely to be true that Jd is revlex for any complete intersection, but
we do not have the means to prove this assertion.
Let I = (f1, . . . , fn) ⊂ S = K[x1, . . . , xn] be an ideal generated by a regular sequence
f1, . . . , fn ∈ S of homogeneous polynomials of degree d. Let J = Gin(I) be the generic
initial ideal of I, with respect to the revlex order. It is well known that the Hilbert series
of S/J is the same as the Hilbert series of S/I and moreover, H(S/J, t) = H(S/I, t) =
(1 + t+ · · ·+ td−1)n. More precisely, we have:
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Proposition 2.4.1. 1. H(S/J, k) =
(
k+n−1
n−1
)
, for 0 ≤ k ≤ d− 1.
2. H(S/J, k) =
(
k+n−1
n−1
)
− n
(
j+n−1
n−1
)
, for d ≤ k ≤
⌊
n(d−1)
2
⌋
and j = k − d.
3. H(S/J, k) = H(S/J, n(d− 1)− k), for k ≥
⌈
n(d−1)
2
⌉
.
Proof. Use induction on n. Denote Hn(t) = (1 + t+ · · ·+ t
d−1)n. The case n = 1 is trivial.
The induction step follows from the equality Hn(t) = Hn−1(t)(1 + t + · · ·+ t
d−1).
Corollary 2.4.2. 1. |Jk| = 0, for k ≤ d− 1.
2. |Jk| = n
(
j+n−1
n−1
)
, for d ≤ k ≤
⌊
n(d−1)
2
⌋
and j = k − d.
3. |Jk| =
(⌈n(d−1)2 ⌉+j+n−1
n−1
)
−
(⌊n(d−1)2 ⌋−j+n−1
n−1
)
+ n
(⌊n(d−1)2 ⌋−d−j−n
n−1
)
, for
⌈
n(d−1)
2
⌉
≤ k ≤
(n− 1)(d− 1)− 1, where j = k −
⌈
n(d−1)
2
⌉
4. |Jk| =
(
(n−1)d+j
n−1
)
−
(
n−1+d−1−j
n−1
)
, for (n − 1)(d − 1) ≤ k ≤ n(d − 1), where j =
k − (n− 1)(d− 1).
Proof. Using |Jk| = |Sk| −H(S/J, k) the proof follows from 2.4.1.
Suppose fi =
∑N
k=1 bikuk for 1 ≤ i ≤ n where u1, u2, . . . , uN ∈ S are all the monomials
of degree d decreasing ordered in revlex and N =
(
d+n−1
n−1
)
. We denote uk = x
αk . For
example, α1 = (d, 0, . . . , 0), α2 = (d− 1, 1, 0, . . . , 0) etc.
We take a generic transformation of coordinates xi 7→
∑n
j=1 cijxj for i = 1, . . . , n. Conca
and Sidman proved in [6] that we may assume that cij are algebraically independents over
K. More precisely, if we consider the field extension K ⊂ L = K(cij |i, j = 1, n) and if we
set
Fi = fi(
n∑
j=1
c1jxj , . . . ,
n∑
j=1
cnjxj) ∈ L[x1, . . . , xn], i = 1, . . . , n
then J = Gin(I) = in(F1, . . . , Fn) ∩ S.
We write Fi =
∑n
j=1 aijuj + · · · the monomial decomposition of Fi in L[x1, . . . , xn].
With these notations, we have the following elementary lemma:
Lemma 2.4.3. Jd is revlex if and only if the following condition is fulfilled:
∆ =
∣∣∣∣∣∣∣
a11 · · · a1n
...
...
an1 · · · ann
∣∣∣∣∣∣∣ 6= 0.
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Proof. Suppose ∆ 6= 0. Since |Jd| = n, it is enough to show that u1, . . . , un ∈ J . Let
A = (aij) i = 1, n
j = 1, n
. Since ∆ = det(A) 6= 0, A is invertible and we have
A−1
 F1...
Fn
 =
 H1...
Hn
 ,
where Hi = ui+ small terms in revlex order. Therefore LM(Hi) = ui ∈ J , for all 1 ≤ i ≤ n,
where LM(Hi) denotes the leading monomial of Hi in the revlex order.
Conversely, since u1, . . . , un ∈ Jd, we can find some polynomials Hi ∈ L[x1, . . . , xn],
with LM(Hi) = ui, 1 ≤ i ≤ n, as linear combination of Fi’s. If we denote Hi =
∑N
j=1 a˜ijuj
and A˜ = (a˜ij)i,j=1,...,n, it follows that there exists a map ψ : L
n → Ln, given by a matrix
E = (eij)i,j=1,...,n, such that A˜ = A ·E. Now, since det(A˜) 6= 0 it follows that ∆ = det(A) 6=
0, as required.
Remark 2.4.4. By the changing of variables ϕ given by xi 7→
∑n
j=1 cijxj , x
αk became
mk := (
n∑
j=1
c1jxj)
αk1 · · · (
n∑
j=1
cnjxj)
αkn = (
∑
|t|=αk1
ct1x
t) · · · (
∑
|t|=αkn
ctnx
t),
where, for any multiindex t = (t1, . . . , tn) we denoted x
t = xt11 · · ·x
tn
n and c
t
i = c
t1
i1 · · · c
tn
in.
Let gkl be the coefficient in cij’s of x
αl in the monomial decomposition of mk. Using the
above writing of mk, we claim that:
(1) gkl =
∑
|t1| = αk1, . . . , |tn| = αkn
t1 + · · · + tn = αl
[(
αk1
t11
)
· · ·
(
αkn
tn1
)] [(
αk1 − t11
t12
)
· · ·
(
αkn − tn1
tn2
)]
· · ·
[(
αk1 − t11 − · · · t1n−1
t1n
)
· · ·
(
αkn − tn1 − · · · − tnn−1
tnn
)]
· ct11 · · · c
tn
n .
Indeed, the monomial ct11 · · · c
tn
n appear in the coefficient of x
αl in the expansion of mk if
and only if t1+ · · ·+ tn = αl and |t1| = αk1, . . . , |tn| = αkn. Moreover, by Newton binomial,
the coefficient of xti11 · · ·x
tin
n in (
∑n
j=1 cijxj)
αk1 is
(
αk1
ti1
)(
αk1−ti1
ti2
)
· · ·
(
αk1−ti1−···ti,n−1
tin
)
ctii for any
1 ≤ i ≤ n, and thus we proved the claim.
Since ail =
∑N
k=1 bik · gkl, from the Cauchy-Binet formula we get:
∆ =
∑
1≤k1<k2<...<kn≤N
Bk1,k2,...,knGk1,k2,...,kn, where
Bk1,k2,...,kn =
∣∣∣∣∣∣∣
b1k1 · · · b1kn
...
...
bnk1 · · · bnkn
∣∣∣∣∣∣∣ and Gk1,k2,...,kn =
∣∣∣∣∣∣∣
gk11 · · · gkn1
...
...
gk1n · · · gknn
∣∣∣∣∣∣∣ .
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Now, we are able to prove the main result of our paper.
Theorem 2.4.5. If fi ∈ K[xi, . . . , xn] then Jd is revlex. In particular, if S/I is a monomial
complete intersection, then Jd is revlex.
Proof. Let ki =
(
i+d−1
d
)
, for any i = 1, . . . , n. Then uki = x
d
i . Recall our notation, uk = x
αk .
We have b11 6= 0, otherwise I = (f1, . . . , fn) ⊂ (x2, . . . , xn) contradicting the fact that I
is an Artinian ideal. Using a similar argument, we get biki 6= 0 for all 1 ≤ i ≤ n. Thus,
multiplying each fi with b
−1
iki
, we may assume biki = 1 for all 1 ≤ i ≤ n. In other words,
fi = x
d
i + f
′
i , where f
′
i contains monomials smaller than x
d
i in the revlex order. Also, since
fi ∈ K[xi, . . . , xn] we have bi′ki = 0 for any i
′ > i. In particular,Bk1,...,kn = 1.
In the expansion of the determinant Gk1,...,kn, appears the term gk11 · gk22 · · · gknn =
r · (cd11)(c
d−1
21 c22) · · · (c
αi
i ) · · · (c
αn
n ), where r is a nonzero (positive) integer. Indeed, by (1),
we have g11 = c
d
11, gk22 = dc
d−1
21 c22 and, in general, gkii = some binomial coefficient ·c
αi
i . We
claim that m = (cd11)(c
d−1
21 c22) · · · (c
αi
i ) · · · (c
αn
n ) doesn’t appear again in the expansion of ∆.
Since fi ∈ k[xi, . . . , xn], in the monomials in (ctl) of aij there are no ctl’s with t < i.
Also, all the monomials of f ′i contain variables xt with t > i. Corresponding to them, in
aij ’s there are ctj ’s with t > i. Thus in ail the only monomials in ci1, . . . , cin of degree d
comes from ϕ(xdi ) = (
∑n
j=1 cijxj)
d, the other monomials being multiples of some ctl with
t > i. Consequently, in the expansion of ∆, the monomials of the type cβ11 · · · c
βn
n , where
β1, . . . , βn are multiindices with |β1| = · · · = |βn| = d comes only from ϕ(x
d
1), . . . , ϕ(x
d
n).
On the other hand, for any 1 ≤ i ≤ n, cαii is unique between the monomials in ctl’s from
ϕ(xdn), because they are of the type c
γ
i , where γ is a multiindex with |γ| = d. From these
facts, it follows that the monomial m is unique in the monomial expansion of ∆ and occurs
there with a nonzero coefficient. Thus ∆ 6= 0 and by applying Lemma 2.4.3 we complete
the proof of the theorem.
Remark 2.4.6. In the case n = 2 and n = 3, Jd is revlex for any (n, d)-complete intersec-
tion. Indeed, in the case n = 2, J itself is revlex since it is strongly stable. In the case n = 3,
since |Jd| = 3 and J is strongly stable, it follows that either (a) Jd = (x
d
1, x
d−1
1 x2, x
d−2
1 x
2
2),
either (b) Jd = (x
d
1, x
d−1
1 x2, x
d−1
1 x3). But in the case (b), the map (S/J)d−1
·x3−→ (S/J)d
is not injective, because xd−11 6= 0 in (S/J)d−1 and x
d−1
1 x3 = 0 in (S/J)d. This is a con-
tradiction with the fact that x3 is a weak Lefschetz element on S/J and therefore, Jd is
revlex.
Lemma 2.4.7. (a) ai1 = fi(c11, . . . , cn1) for all 1 ≤ i ≤ n.
(b) If 1 ≤ l ≤ n is an integer then the sequence a1l, a2l, . . . , anl is regular as a sequence
of polynomials in K[cij| 1 ≤ i, j ≤ n].
Proof. Substituting xj = 0 for j 6= 1 in Fi we get (a). In order to prove (b), firstly notice
that a11, a21, . . . , an1 is a regular sequence on K[c11, c21, . . . , cn1], since f1, . . . , fn is a regular
sequence on K[x1, . . . , xn] and c11, c21, . . . , cn1 are algebraically independent over K.
Let 1 ≤ l ≤ n be an integer. We claim that
(∗)
K[cij | 1 ≤ i, j ≤ n]
(a1l, . . . , anl, ci1 − cij , 1 ≤ i ≤ n, 2 ≤ j ≤ n)
∼=
K[c11, c21, . . . , cn1]
(a11, a21, . . . , an1)
.
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Indeed, by (1), if we put cij = ci1 for all 1 ≤ i ≤ n and 2 ≤ j ≤ n in the expansion of gkl we
obtain rl ·gk1, where rl is a strictly positive integer, which depends only on l, and therefore,
ail became rl · ai1. From (*) it follows that a1l, . . . , anl, ci1− cij for 1 ≤ i ≤ n, 2 ≤ j ≤ n is
a system of parameters for K[cij | 1 ≤ i, j ≤ n] and thus a1l, . . . , anl is a regular sequence
on K[cij | 1 ≤ i, j ≤ n], so we proved (b).
As we noticed in Remark 2.4.6, for n = 3, the conclusion of Theorem 2.4.5 holds for
any regular sequence f1, f2, f3 of homogeneous polynomials of degree d. In the following,
we give another proof of this, without using the fact that S/(f1, f2, f3) has the (WLP),
i.e. x3 is a weak Lefschetz element for S/J . Also, we get the same conclusion for the case
n = 4 and d = 2. However, this approach do not works in the general case.
Proposition 2.4.8. (a) If f1, f2, f3 ∈ K[x1, x2, x3] is a regular sequence of homogeneous
polynomials of degree d ≥ 2, I = (f1, f2, f3) and J = Gin(I), the generic initial ideal of I,
with respect to the reverse lexicographical order, then Jd is a revlex set.
(b) If f1, f2, f3, f4 ∈ K[x1, x2, x3, x4] is a regular sequence of homogeneous polynomials
of degree 2, I = (f1, f2, f3, f4) and J = Gin(I), the generic initial ideal of I, with respect
to the reverse lexicographical order, then J2 is a revlex set.
Proof. (a) Let A = (aij)i,j=1,3. SinceGin(f1, f2) is strongly stable, it follows by Lemma 2.4.3
that ∆3 =
∣∣∣∣ a11 a12a21 a22
∣∣∣∣ 6= 0. Analogously, ∆2 = ∣∣∣∣ a11 a12a31 a32
∣∣∣∣ 6= 0 and ∆1 = ∣∣∣∣ a21 a22a31 a32
∣∣∣∣ 6= 0.
We have ∆ = a13∆1−a23∆2+a33∆3. Suppose ∆ = 0. It follows a13∆1 = a23∆2−a33∆3 and
therefore, since a13, a23, a33 is a regular sequence in K[cij|i, j = 1, 3], we get ∆1 ∈ (a23, a33).
The first three monomials of degree d in revlex order are xd1, x
d−1
1 x2 and x
d−2
1 x
2
2. It follows
that the degree of ai1, ai2 and ai3 in c21, c22, c23 is 0, 1, respectively 2, for any 1 ≤ i ≤ 3.
Therefore, the degree of ∆1 in the variables c21, c22, c23 is 1, but the degree of a23 and a33
in c21, c22, c23 is 2, which is impossible, since ∆1 ∈ (a23, a33).
(b) Let A = (aij)i,j=1,4. Since any three polynomials from f1, f2, f3, f4 form a regular
sequence, it follows from (a) that any 3×3 minor of the matrix A˜ = (aij) i = 1, 4
j = 1, 3
is nonzero.
Let ∆i be the minor obtained from A˜ by erasing the i-row. Suppose ∆ = 0. It follows that
a14∆1 = a24∆2 − a34∆3 + a44∆4 and therefore, since a14, a24, a34, a44 is a regular sequence
in K[cij|i, j = 1, 4], we get ∆1 ∈ (a24, a34, a44). Since the first 4 monomials in revlex are
x21, x1x2, x
2
2, x1x3, we get a contradiction from the fact that the degree of ∆1 in the variables
c31, c32, c33, c34 is zero, but the degree of a24, a34, a44 in c31, c32, c33, c34 is 1.
Remark 2.4.9. The hypothesis that K is a field with char(K) = 0 is essential. Indeed,
suppose char(K) = p and I = (xp1, x
p
2) ⊂ K[x1, x2]. Then, simply using the definition of
the generic initial ideal, we get Gin(I) = I and, obviously, Ip = {x
p
1, x
p
2} is not revlex.
Also, the hypothesis that f1, . . . , fn is a regular sequence of homogeneous polynomials
is essential. Let I = (f1, f2, f3) ⊂ K[x1, x2, x3], where f1 = x
2
1, f2 = x1x2 and f3 = x1x3.
In order to compute the generic initial ideal of I we can take a generic transformation
of coordinates with an upper triangular matrix, i.e. x1 7→ x1, x2 7→ x2 + c12x1, x3 7→
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x3 + c23x2 + c13x1, where cij ∈ K for all i, j (see [18, §15.9]). We get
F1(x1, x2, x3) := f1(x1, x2 + c12x1, x3 + c23x2 + c13x1) = x
2
1,
F2(x1, x2, x3) := f2(x1, x2 + c12x1, x3 + c23x2 + c13x1) = c12x
2
1 + x1x2,
F3(x1, x2, x3) := f3(x1, x2 + c12x1, x3 + c23x2 + c13x1) = c13x
2
1 + c23x1x2 + x1x3.
The generic initial ideal of I, J = in(F1, F2, F3) satisfies J2 = I2, but I2 is not revlex.
2.5 Several examples of computation of the Gin.
Let I = (f1, . . . , fn) ⊂ S = K[x1, . . . , xn] be an ideal generated by a regular sequence
f1, . . . , fn ∈ S of homogeneous polynomials of degree d. Let J = Gin(I) be the generic
initial ideal of I, with respect to the revlex order.
In section 2.3, the case n = 3 and d ≥ 2 was treated completely, when S/(f1, f2, f3) has
(SLP), see Proposition 2.3.3. In the following, we discuss some particular cases with n ≥ 4.
The case n = 4, d = 2. We assume that S/I has (SLP). From Wiebe’s Theorem, it
follows that x4 is a strong Lefschetz element for S/J . For a positive integer k, we denote
Shad(Jk) = {x1, . . . , xn}Jk. We have H(S/J, t) = (1 + t)
4 = 1 + 4t+ 6t2 + 4t3 + t4.
We have |J2| = 4. From Proposition 2.4.8, J2 is revlex, therefore
J2 = {x
2
1, x1x2, x
2
2, x1x3} = {{x1, x2}
2, x1x3}.
We have |Shad(J2)| = 12. On the other hand, |J3| = 16, so we need to add 4 new generators
at Shad(J2) to get J3. If we add a new monomial which is divisible by x
2
4, then the
map (S/J)1
·x24−→ (S/J)3, will be no longer injective. Since |(S/J)1| = |(S/J)3|, we get a
contradiction with the fact that x4 is a strong Lefschetz element for S/J . But there exists
only 16 monomials in S which are not multiple of x24. Thus
J3 = {{x1, x2, x3}
3, x4{x1, x2, x3}
2}, and therefore
Shad(J3) = {{x1, x2, x3}
4, x4{x1, x2, x3}
3, x24{x1, x2, x3}
2}.
Since |Shad(J3)| = 31 and |J4| = |S4| − |(S/J)4| = 35 − 1 = 34 we have to add 3 new
generators at Shad(J3) in order to get J4. Since J is strongly stable, these new generators
are x34x1, x
3
4x2 and x
3
4x3. So
J4 = {x1, x2, x3, x4}
4 \ {x44}. We get Shad(J4) = {x1, x2, x3, x4}
5 \ {x54}
and since J5 = S5 it follows that we must add x
5
4 at Shad(J4) to obtain J5. From now
one, we cannot add any new monomial. J is the ideal generated by all monomials added
at some step k to Shad(Jk), thus we proved the following proposition:
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Proposition 2.5.1. If I = (f1, f2, f3, f4) is an ideal generated by a regular sequence of
homogeneous polynomials f1, f2, f3, f4 ∈ S = k[x1, x2, x3, x4] of degree 2 such that the
algebra S/I has (SLP) then the generic initial ideal of I with respect to the revlex order is
J = (x21, x1x2, x
2
2, x1x3, x2x
3
3, x
3
3, x
2
3x4, x
2
3x4, x
3
4x1, x
3
4x2, x
3
4x3, x
5
4).
In particular, this assertion holds for a generic sequence of homogeneous polynomials
f1, f2, f3, f4 ∈ S or if fi ∈ k[xi, . . . , x4], 1 ≤ i ≤ 4.
The case n = 5, d = 2. In the following, we suppose that S/I has (SLP), so x5 is a
strong Lefschetz element for S/J . Also, we suppose that J2 is revlex. We have H(S/J, t) =
(1 + t)5 = 1 + 5t + 10t2 + 10t3 + 5t4 + t5. We have |J2| = 5. Since J2 is revlex from the
assumption, we have J2 = {{x1, x2}
2, x3{x1, x2}}. So
Shad(J2) = {{x1, x2}
3, {x1, x2}
2{x3, x4, x5}, x3{x1, x2}{x3, x4, x5}}.
We have |Shad(J2)| = 19. On the other hand |J3| = |S3| − |(S/J)3| = 35− 10 = 25, so we
must add 6 new generators, from a list of 16 monomials, at Shad(J2) to get J3.
Since x5 is a strong Lefschetz element for S/J it follows that we cannot add any mono-
mial of the form x5 · m, where m is nonzero in (S/J)2 because, in that case, the map
(S/J)2
·x5→ (S/J)3 will be no longer injective. But there are |(S/J)2| = 10 such monomials
m. Therefore, we must add the remaining 6 monomials, x33, x
2
3x4, x1x
2
4, x2x
2
4, x3x
2
4, x
3
4. Thus
J3 = {{x1, x2, x3, x4}
3, x5({x1, x2, x3}
2 \ {x23})}. Therefore :
Shad(J3) = {{x1, x2, x3, x4}
4, x5{x1, x2, x3, x4}
3, x25({x1, x2, x3}
2 \ {x23})}.
We have |Shad(J3)| = 60 and |J4| = |S4| − |(S/J)4| = 70 − 5 = 65. So we need to add 5
new generators at Shad(J3) to get J4. If we add a monomial which is divisible by x
3
5 we
obtain a contradiction from the fact that the map (S/J)1
·x35→ (S/J)4 is no longer injective.
Therefore, we must add: x23x
2
5, x1x4x
2
5, x2x4x
2
5, x3x4x
2
5, x
2
4x
2
5, and so
J4 = {{x1, x2, x3, x4}
4, x5{x1, x2, x3, x4}
3, x25{x1, x2, x3, x4}
2}.
So Shad(J4) = {{x1, x2, x3, x4}
5, · · · , x35{x1, x2, x3, x4}
2}.
We have |J5| − |Shad(J4)| = 4, so we must add 4 new generators at Shad(J4) to get
J5. Since J is strongly stable, these new generators are: x
4
5x1, x
4
5x2, x
4
5x3, x
4
5x4. Therefore
J5 = {{x1, . . . , x5}
5 \{x55}}. Finally, we must add x
6
5 to Shad(J5) in order to obtain J6. We
proved the following proposition, with the help of [6, Theorem 1.2] and Theorem 2.4.5.
Proposition 2.5.2. If I = (f1, f2, . . . , f5) ⊂ K[x1, . . . , x5] is an ideal generated by a
generic (regular) sequence of homogeneous polynomials of degree 2 or if f1, f2, . . . , f5 is
a regular sequence of homogeneous polynomials of degree 2 with fi ∈ K[xi, . . . , x5] for
i = 1, . . . , 5 then J = Gin(I) the generic initial ideal of I with respect to the revlex order
is:
J = (x21, x1x2, x
2
2, x1x3, x2x3, x
3
3, x
2
3x4, x1x
2
4, x2x
2
4, x3x
2
4, x
3
4,
x23x
2
5, x1x4x
2
5, x2x4x
2
5, x3x4x
2
5, x
2
4x
2
5, x
4
5x1, x
4
5x2, x
4
5x3, x
4
5x4, x
6
5)
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The case n = 4, d = 3. We suppose that S/I has (SLP), so x4 is a strong Lefschetz
element for S/J . Also, we suppose that J3 is revlex.
We have H(S/J, t) = (1 + t+ t2)4 = (1 + 2t+ 3t2 + 2t3 + t4)2 =
= 1 + 4t+ 10t2 + 16t3 + 19t4 + 16t5 + 10t6 + 4t7 + t8.
Since |J3| = 4 and J3 is revlex, it follows that J3 = {x1, x2}
3. Therefore, we have
Shad(J3) = {{x1, x2}
4, {x1, x2}
3{x3, x4}}. Since |J4| − |Shad(J3)| = 4, we must add 4
new generators to Shad(J3) to obtain J4. Since x4 is a strong Lefschetz element for S/J
we cannot add any monomial of the form x4 ·m, where m 6= 0 in J3. Therefore, since J
is strongly stable, we have to choose 3 monomials from the list x23{x1, x2}
2, x33{x1, x2}, x
4
3.
There are two different chooses: either we add (I) x23{x1, x2}
2, either (II) x23x1{x1, x2, x3}.
In the case (I), we get J4 = {{x1, x2}
4, {x1, x2}
3{x3, x4}, x
2
3{x1, x2}
2}, so
Shad(J4) = {{x1, x2}
5, {x1, x2}
4{x3, x4}, {x1, x2}
3{x3, x4}
2, x23{x3, x4}{x1, x2}
2}.
Since |J5| − |Shad(J4)| = 40− 34 = 6, we need to add 6 new generators at Shad(J4) to get
J5. Since x4 is a strong Lefschetz element for S/J we cannot add any monomial of the form
x24m, wherem is a nonzero monomial in J3. So, we must add: x
4
3{x1, x2, x3}, x4x
3
3{x1, x2, x3}.
Thus J5 = {{x1, x2, x3}
5, x4{x1, x2, x3}
4, x24{x1, x2}
3}.
In the case (II), we have J4 = {{x1, x2}
4, {x1, x2}
3{x3, x4}, x1x
2
3{x1, x2, x3}}, so Shad(J4)
is the set {{x1, x2}
5, {x1, x2}
4{x3, x4}, {x1, x2}
3{x3, x4}
2, x23x1{x3, x4}{x1, x2}, x
3
3x1{x3, x4}}.
Since |J5| − |Shad(J4)| = 40 − 34 = 6, we must add 6 new generators at Shad(J4) to get
J5. Since x4 is a strong-Lefschetz element for S/J , we cannot add any monomial of the
form x24m, where m 6= 0 in J3. So, we must add: x
3
3x
2
2, x
4
3x2, x
5
3, x4x
2
3x
2
2, x4x
3
3x2, x4x
4
3. Thus
J5 = {{x1, x2, x3}
5, x4{x1, x2, x3}
4, x24{x1, x2}
3},
the same as in the case (I). Thus, in both cases (I) and (II), we get:
Shad(J5) = {{x1, x2, x3}
6, x4{x1, x2, x3}
5, x24{x1, x2, x3}
4, x34{x1, x2}
3}.
Since |Shad(J5)| = |S6|−16 and |J6| = |S6|−10, we must add 6 new generators to Shad(J5)
in order to obtain J6. Since x4 is a strong-Lefschetz element for S/J , these new generators
are not divisible by x44. So, we add x
3
4x3{x1, x2}
2, x34x
2
3{x1, x2}, x
3
4x
3
3 and thus,
J6 = {{x1, x2, x3}
6, x4{x1, x2, x3}
5, x24{x1, x2, x3}
4, x34{x1, x2, x3}
3}. So
Shad(J6) = {{x1, x2, x3}
7, x4{x1, x2, x3}
6, . . . , x44{x1, x2, x3}
3}.
|S7| − |Shad(J6)| = 6 + 4 = 10 and |S7| − |J7| = 4, so we must add 6 new generators at
Shad(J6) to get J7. Using the same argument, these new generators must be x
5
4{x1, x2, x3}
2
and therefore J7 = {{x1, x2, x3}
7, x4{x1, x2, x3}
6, . . . , x54{x1, x2, x3}
2}. We get
Shad(J7) = {{x1, x2, x3}
8, x4{x1, x2, x3}
7, . . . , x64{x1, x2, x3}
2}.
Since |S8|− |Shad(J7)| = 4 and |S8|− |J8| = 1, we must add 3 new generators at Shad(J7)
in order to get J8. Since x4 is strong-Lefschetz, these new generators are x
7
4{x1, x2, x3}, so
J8 = {x1, x2, x3, x4}
8 \{x84}. Finally, we must add x
9
4 to Shad(J8) in order to obtain J9. We
proved the following proposition, with the help of [6, Theorem 1.2] and Theorem 2.4.5.
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Proposition 2.5.3. If I = (f1, f2, f3, f4) ⊂ K[x1, x2, x3, x4] is an ideal generated by a
generic (regular) sequence of homogeneous polynomials of degree 3 or if f1, f2, f3, f4 is
a regular sequence of homogeneous polynomials of degree 3 with fi ∈ k[xi, . . . , x4], for
i = 1, . . . , 4, then J = Gin(I) the generic initial ideal of I with respect to the revlex order
has one of the following forms:
(I) J = ({x1, x2}
3, x23{x1, x2}
2, x43{x1, x2, x3}, x4x
3
3{x1, x2, x3},
x34x3{x1, x2}
2, x34x
2
3{x1, x2}, x
3
4x
3
3, x
5
4{x1, x2, x3}
2, x74{x1, x2, x3}, x
9
4)
(II) J = ({x1, x2}
3, x23x1{x1, x2, x3}, x
3
3x
2
2, x
4
3x2, x
5
3, x4x
2
3x
2
2, x4x
3
3x2, x4x
4
3,
x34x3{x1, x2}
2, x34x
2
3{x1, x2}, x
3
4x
3
3, x
5
4{x1, x2, x3}
2, x74{x1, x2, x3}, x
9
4)
Remark 2.5.4. It seems Conca-Herzog-Hibi noticed in [15], page 838, that, if f1, f2, f3, f4
is a generic sequence of homogeneous polynomials of degree 3 then the generic initial ideal
J has the form (I), and J = Gin(x31, x
3
2, x
3
3, x
3
4) has the form (II).
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