INTRODUCTION
Civil engineering structures continuously accumulate damage during their service life, which may be caused by harsh environmental conditions, ageing materials, overloading or inadequate maintenance. As damage develops, both, the physical properties, such as mass, stiffness and damping, as well as the vibrational properties of a structure change. Dynamic quantities such as time histories, FRFs and modal parameters from structural vibration can therefore be used to identify damage. ANNs and PCA techniques have both pattern recognition capabilities and are able to extract enhanced damage fingerprints from vibrational data. Together, these two techniques are able to assist in delivering robust and accurate damage identification from dynamic quantities. This paper presents a damage identification method that utilises damage fingerprints in FRF data to identify added mass. Added mass is widely used in the field of damage identification to simulate frequency changes caused by damage and to study the effects of varying mass. The following researchers utilised mass in damage identification studies: (Ostachowicz, Krawczuk, and Cartmell 2002; Carden and Fanning 2003; Cattarius and Inman 1997; Doebling et al. 1997; Liberatore and Carman 2004; Parloo et al. 2002; Paul and Carden 2004; Verboven et al. 2002 ; Vieira De Moura and Steffen 2006; Yan et al. 2005 ).
In the proposed method, ANNs are used to analyse pattern changes in residual FRFs, which are differences in FRF data between the baseline structure and the structure with added mass. To obtain suitable input data for network training and to filter uncertainties such as measurement noise, the residual FRFs are compressed to a few principal components using PCA techniques. A hierarchy of neural network ensembles is utilised to take advantage of different characteristics obtained by individual measurements from various sensor locations. The proposed method is verified by laboratory and numerical models of a two-storey framed structure. Six different added mass scenarios are investigated. To consider real life applications, the response time histories of the numerical analyses are polluted with various levels of white Gaussian noise.
THE TWO-STOREY FRAMED STRUCTURE
To test and validate the proposed method it was tested on a two-storey framed structure. First, a laboratory model of the test structure was manufactured and then the experimental structure was numerically modelled using the software ANSYS. The two-storey framed structure consisted of two columns, two crossbeams and four joint elements.
Identification of added mass on a two-storey framed structure utilising FRFs and ANNs ABSTRACT: This paper presents a vibration-based damage detection method that utilises frequency response functions (FRFs) to identify added mass on a two-storey framed structure. Added mass is used to simulate frequency changes due to structural damage. Artificial neural networks (ANNs) are employed to map changes in FRFs to locations of the added mass. In order to obtain suitable inputs for neural network training, principal component analysis (PCA) techniques are adopted to reduce the size of the FRF data and to filter noise. A hierarchy of neural network ensembles is used to take advantage of individual measurement characteristics from different sensors. The method is tested on laboratory and numerical models of a two-storey framed structure. From the two kinds of structures, FRF data are determined and compressed utilising PCA techniques. The PCA-reduced FRFs are then used as input patterns for training and testing of ANN ensembles predicting different locations of added mass.
Laboratory two-storey framed structure
For the laboratory structure, the columns were made of flat steel with a cross-section of 65 mm × 5.5 mm and a height of 1600 mm. The columns were tightly mounted to a steel base with a distance of 800 mm. The crossbeams consisted of a box section of 150 mm × 50 mm having a wall thickness of 3 mm. They were located 700 mm and 1400 mm above the steel base connection, respectively. To provide for the mounting of additional mass, each crossbeam was fitted with three stubs. A photo of the laboratory structure with indications of the structural elements and relevant dimensions is displayed in Figure 1 . For the added mass scenarios, six different mass locations were studied. Four steel disks of 2.3 kg each were placed on one of the six stubs of the crossbeams. A screw connection ensured that the mass was tightly bound to the structure. With the entire structure having a mass of approximately 87 kg, the added mass equaled an additional mass of 10.5%. The six added mass scenarios were termed after the location of the masses M1 to M6, which are illustrated in Figure 2 .
The dynamic properties of the laboratory twostorey framed structure were determined using modal testing and experimental modal analysis techniques. In modal testing, the structure was excited with a modally tuned impact hammer. The reference point for the hammer was located at the upper end of a column indicated with a cross in Figure 2 . The responses of the structure were measured by 14 accelerometers, which were mounted to the columns and the crossbeams. The locations of the sensors are also indicated in Figure 2 by the numbers '1' to '14'. The accelerometers at locations '1' to '8' were mounted on the centreline of the columns and were set up to measure horizontal accelerations. As the crossbeams experienced negligible horizontal deformation, the accelerometers at locations '9' to '14', mounted to one side of the crossbeams, measured accelerations in the vertical direction.
In experimental modal analysis, the acquired signals from the impact hammer and the 14 accelerometers were analysed and the modal parameters of the structure determined. For each test, the sampling rate was set to 1,000 Hz capturing a frequency range of 500 Hz and 8,192 data points, thus giving a frequency resolution of 0.061 Hz per data point. To determine FRF data in the frequency domain, the acquired time domain signals from the impact hammer and the 14 accelerometers were processed using the fast Fourier transform. From the calculated FRF data, the natural frequencies, damping ratios and corresponding mode shapes were extracted using the modal analysis module of the LMS CADA-X software (CADA-X 1996) . The baseline structure (without added mass) and each added mass scenario was tested 5 times, producing a total of 35 FRF recordings. 
Numerical two-storey framed structure
The finite element model of the two-storey framed structure was created with ANSYS Workbench (ANSYS Inc 2007). For the modelling of the added mass, the crossbeam was extended by a cylinder shaped element of 150 mm in diameter and 68 mm in height. The mass of the added element was equal to the weight of the four disks used in experimental testing, i.e. approximately 9.2 kg (see above). In total, six added mass configurations were modelled by adding cylindrical elements to locations '9' to '14' of the two crossbeams.
x To determine the dynamic properties of the numerical models, transient analysis was performed in ANSYS Classic (ANSYS Inc 2007). Therefore, an impact force of 500 N (representing a typical hammer hit in laboratory testing) was applied at the reference point of the hammer and the response time histories of the structure were sampled at locations '1' to '14', which were the sensor locations in the experimental testing (see Figure 2 ). At locations '1' to '8', the time histories were recorded in the horizontal direction, and at locations '9' to '14', the time history data were sampled in the vertical direction.
To simulate real testing conditions, the recorded time history data were polluted with white Gaussian noise to simulate measurement noise interferences experienced during experimental testing. Noise of four intensities (1%, 2%, 5% and 10% noise-tosignal-ratio) was added to the input impact force signal and the response time histories. For each level of noise, five sets of noise-contaminated data were generated to simulate five repeated tests. Next, FRFs were calculated from the noise-polluted impact force signals and the noise-polluted acceleration response time histories. The generated FRFs captured a frequency range of 0−500 Hz and comprised 8,192 spectral lines, resulting in a frequency resolution of 0.061 Hz per data point, which equaled the resolution obtained from experimental testing.
DYNAMIC CHARACTERISTICS
For the baseline state of the numerical and the laboratory structure, FRFs were determined from captured data of each of the 14 measurement locations. The calculated horizontal FRF summation function of the laboratory structure (resulting from the summation of the FRFs from sensors '1' to '8' measuring horizontal accelerations) is illustrated in Figure  3 . From the presented FRF, the frequency peaks of the first seven flexural modes of the structure are clearly visible and are labeled with arrows. The added mass resulted in significant changes in the FRFs of the laboratory and the numerical structure. In Figure 4 , horizontal FRF summation functions of the baseline structure and added mass scenarios M1 to M3 of the laboratory structure are depicted. From the figure, it can be seen that the FRFs experienced changes in the form of shifted frequency peaks and altered peak amplitudes. These changes in FRF data due to added mass form the basis of the proposed damage identification method. 
METHODOLOGY
This study presents a vibration-based method that identifies added mass in numerical and laboratory models of a two-storey framed structure from fingerprints in FRF data. ANNs are utilised to map pattern changes in FRF data to added mass scenarios. To enhance damage fingerprints in FRF data, residual FRFs, which are differences in FRF data from the baseline structure and the structure with added mass, are used as indicators for the identification of added mass locations. To obtain suitable input data for network training, the residual FRFs are compressed to a few principal components adopting PCA techniques. To simulate field-testing conditions, white Gaussian noise is added to the numerical data. A hierarchy of neural network ensembles is utilised to respect and take advantage of different characteristics obtained by individual measurements from various sensor locations.
In the proposed added mass identification procedure, first, time history data are obtained from the laboratory and numerical two-storey framed structure at different measurement locations by means of experimental testing or finite element analysis, respectively. That is, impact hammer testing is conducted for the laboratory structure, and transient analysis with subsequent noise contamination is performed for the numerical structures. Second, FRFs are calculated from the time history data and residual FRFs are obtained by computing FRF differences between the baseline and the added mass structures. Third, by adopting PCA techniques, the residual FRFs are compressed and the most important principal components identified. Fourth, sets of individual neural networks are trained with PCAcompressed residual FRFs of different measurement location to identify added mass locations of the twostorey framed structure. Finally, a neural network ensemble fuses the outcomes of the individual networks and an overall damage prediction is obtained.
DAMAGE IDENTIFICATION

Data compression with PCA
PCA was developed by Pearson (Pearson 1901) and is one of the most powerful statistical multivariate data analysis techniques for achieving dimensionality reduction. It is a statistical technique that linearly transforms an original set of k variables into a smaller set of n (n<=k) uncorrelated variables, the so-called principal components (PCs). The full set of PCs is equal to the original set of the variables. By removing PCs of low power, a dimensional reduction is achieved without significantly affecting the original data (White, Tan, and Hammond 2006) . Besides the benefit of data reduction, PCA is also a powerful tool for disregarding unwanted measurement noise. As noise has a random feature, which is not correlated with a global characteristic of the data set, it is represented by less significant PCs. Therefore, by disregarding PCs of low power, measurement noise is filtered.
To produce damage indices that are suitable for neural network training, the size of the residual FRFs must be greatly reduced. A full-size residual FRF, which covers a frequency range of 0 to 150 Hz (capturing the first seven flexural modes), contains 2,458 spectral lines. This corresponds to 2,458 input nodes in the neural network. Such large numbers of input points cause severe problems in training convergence in addition to computational inefficiency. Therefore, PCA is desirable in such applications to reduce the size and to filter noise. To compress the FRF data, two matrices containing the data of all available residual FRFs of the numerical and laboratory structure, respectively, were formed and projected onto their PCs.
To determine the optimal number of PCs that contain sufficient data for the identification of added mass, the individual and cumulative contribution of the PCs from the laboratory and the numerical structure were studied. For the laboratory structure, it was found that the first ten PCs accounted for 96.8% contribution of the original data. The individual contribution percentage of each of the first ten PCs was 43.8%, 17.1%, 11.8%, 6.6%, 6.1%, 4.3%, 2.6%, 2.5%, 1.6% and 0.4%. To further investigate the characteristics of the PCs, the first 30 PCs of the laboratory and the numerical structure were plotted in graphs for visual evaluation. As example, Figure 5 presents the first 30 PCs of residual FRFs of all six added mass scenarios from the laboratory structure. For each added mass scenario, three different data sets (resulting from measurements of different hammer hits) are displayed. From the figure, it can be seen that the first nine PCs show clear distinguishable patterns for different added mass cases. The PC values from the 10th component onwards are comparatively small, indicating their minor significance for the investigated added mass scenarios. Further, the three data sets of each added mass scenario group together, and thus they are represented by the same PCs. Such clustering behaviour and the distinct patterns for the different added mass cases are ideal conditions for neural network based pattern recognition. From these findings, it was concluded that for the laboratory structure it was sufficient to use the first ten PCs as input parameters for neural network training. For the numerical structure, similar observations were made and it was also concluded that the first 10 PCs were sufficient as ANN inputs. 
Neural network design
To identify the locations of the added mass, a number of multi-layer back propagation neural networks were created. The design and operation of all neural networks was performed with the software Alyuda NeuroIntelligence version 2.2 from Alyuda Research Inc (Alyuda Research Inc 2006) . For the laboratory and numerical structure, 16 individual networks and one network ensemble (fusing the outcomes of the individual networks) were designed. The individual networks were trained with the first ten PCs of residual FRFs. Out of the 16 individual networks, 14 were trained with data obtained from the 14 sensor locations and two were trained with data derived from horizontal and vertical summation FRFs (which were obtained by summing the FRFs of horizontal accelerations at measurement locations '1' to '8' and of vertical accelerations at measurement locations '9' to '14', respectively). The network ensemble was trained with the outcomes of the 14 individual sensor networks. The results of the horizontal and vertical summation FRF networks were then compared against the results of the neural network ensemble to demonstrate the advantage of the network ensemble.
For the network outcomes, the networks were designed to categorise the added mass cases into one of the six added mass scenarios in a winner-takes-all fashion. As output categories, the added mass scenarios are encoded using the 1-of-N encoding method, which converts N categories into a set of N numerical output neurons (Alyuda Research Inc 2006) . For each category, one of the N output neurons was set to 1 and the others to 0. For example, the desired network output for added mass scenario M2 was {0,1,0,0,0,0}.
To avoid over fitting, the input data were separated into training, validation and testing sets. While the network was trained with the training samples, its performance was supervised utilising the validation set to avoid over fitting. For each added mass scenario, five sets of FRF measurements were available for the laboratory and the numerical structure. (For the laboratory structure, each state was tested five times, and for the numerical model, acceleration data was polluted with five sets of different noise signals for each noise pollution level.) To calculate residual FRFs, the five samples of FRF data from the added mass states were correlated to each of the five samples of FRFs obtained from the baseline state (without added mass). Therefore, a total of 25 residual FRFs were available for each added mass scenario. Table 1 lists the numbers of all input samples of the training (train), validation (val) and testing (test) sets for the laboratory and numerical structure. For the numerical two-storey framed structure, the testing set outcomes of the 16 individual networks and of the network ensemble are shown in Figure 6 . The outcomes are given in mean correct classification rate error (MCCRE), which is defined as the error of the number of correctly predicted cases normalised by the total number of cases. From the figure, it is observed that all networks; except those trained with data from locations '2', '4', '6' and '8', and the horizontal summation network (SumH); correctly identify the added mass locations of all testing set cases. For the networks of locations '2', '4', '6' and '8', about half of all damage cases are incorrectly identified. These faulty classifications result from the insensitivity of FRF measurements of locations '2', '4', '6' and '8' to mass changes, which is due to the fixed bonding of the joint elements to the columns. Due to the high MCCRE values of these networks, the network trained with data derived from horizontal summation FRFs misidentifies some added mass cases of 5% and 10% noise pollution. It is emphasised that even though some individual networks give a large number of incorrect estimations (networks of locations '2', '4', '6' and '8'), the network ensemble eventually precisely identifies all added mass locations. These findings highlight the superiority of the network ensemble technique against the approach of simply summing FRF data from different measurement locations. For the added mass predictions of the laboratory two-storey framed structure, the neural networks produce excellent outcomes. All added mass cases are correctly categorised by all networks.
CONCLUSIONS
This paper presented a dynamic-based damage detection method that identifies locations of added mass (used to simulate damage) in numerical and laboratory models of a two-storey framed structure. In the proposed method, embedded damage patterns in FRF data in combination with ANN and PCA techniques were utilised to identify locations of six different added mass scenarios.
In detail, residual FRFs, which are differences in FRF data between the baseline structure and the structure with added mass, were used as damage indicators. PCA techniques were adopted to extract damage features from residual FRFs and to compress large-size FRF data to make them suitable for neural network training. To take advantage of individual characteristics from FRFs of different measurement locations, a hierarchical neural network training based on network ensembles was implemented. White Gaussian noise of up to 10% noiseto-signal-ratio was added to data of the numerical structure to simulate field-testing conditions.
The network outcomes of both the numerical and laboratory structure showed that the proposed method is accurate and robust in the localisation of added mass. For both structures (numerical and experimental) the network ensembles gave precise identifications for all investigated added mass cases. It was found that the proposed network ensemble approach was highly efficient in filtering bad estimation outcomes from poorly performing individual networks and achieving final accurate ensemble outcomes. The study further showed that it is crucial to capture FRF data from different locations of the structure, as at some locations, i.e. locations '2', '4', '6' and '8', FRF data turned out to have low sensitivity to mass changes, resulting in error-prone identifications for networks trained with data obtained from these locations.
